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ABSTRACT 
Terahertz technology is a relatively new field of electromagnetic study and interest is 
rapidly growing in the wake of dramatic imaging demonstrations. Other applications 
are expected to follow, and they will need passive devices with functionality already 
found in more familiar microwave and visible regions of the electromagnetic spectrum, 
but presently missing in the terahertz region. Two fundamental devices in particular 
are variable polarisation compensators, and tunable frequency-selective filters. 
This work represents the first demonstration of a variable polarisation compensator 
using subwavelength patterned features (artificial dielectrics). Following on from the 
original proposal, this work contains a complete and thorough investigation including 
the development of a bulk silicon micromachining fabrication process, full character-
isation of the device performance in the W-band (70 - llOGHz) and comprehensive 
simulations of the device, including detailed simulation of three distinct new designs 
with improved performance (continuously-variable retardance with maximum in excess 
of quarter- and half wave). The third of the three designs is capable of extremely low 
insertion loss ( < 0.6 dB) and overcomes a difficulty of the original design that prevented 
zero retardance in a practical device. 
Secondly, a new tunable photonic crystal filter is proposed and demonstrated. 
Easily accessible external control surfaces integrated into the interlocking plates of 
a layer-by-layer photonic crystal allow unprecedented contol over the number and type 
of defects within the structure, all of which may be tuned "on-the-fly". Devices are 
initially investigated with a full-vector electromagnetic finite-difference time-domain 
technique, to reveal the influence of the design dimensions on the band gap as well 
as the effect of the defects. A two-plate metal device having four layers of rods is 
constructed and measured in theW-band. In good agreement with the simulations, it 
is experimentally determined that a moveable passband is centered at 81 GHz, with a 
quality factor of 11, and a tuning shift of 1. 7 GHz for a plate movement of 450 p,m. 
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min 
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individual plane, or surface plane of wafer depending on context 
group of (xyz)-equivalent planes 
individual crystallographic direction- [xyz] is normal to the plane (xyz) 
group of [xyz]-equivalent directions 
speed of light in a vacuum, 2.998 x 108 m/s 
electric field vector 
Farad 
hour 
magnetic field vector 
Henry, or magnitude of magnetic field depending on context .. 
wavenumber 
wavevector 
grating vector 
metre 
minute 
refractive index 
complex refractive index (n = n + "') 
second 
permittivity of free space, 8.854 x 10-12 F jm 
relative permittivity, E:r = E: / E:o 
intrinsic impedance of free space, 376.6 n 
extinction coefficient of optical material 
wavelength 
permeability of free space, 47r x 10-7 H/m 
ellipticity 
retardance 
period 
resistance or impedance, Ohms 

GLOSSARY 
AC 
AR 
Alternating Current 
Anti-Reflection (coating) 
DARTH-VADR Dual Axis Rectangular Tooth Half-wave VADR 
DI 
DRIE 
DUT 
EMT 
FCT 
FDTD 
FWHM 
JPEG 
LRL 
PBG 
RCWA 
RF 
RIE 
R-VADR 
R2-VADR 
sc 
SEM 
ST 
TE 
TEMPEST 
THz 
TM 
VADR 
VNA 
VPBGF 
W-band 
De-Ionised water 
Deep Reactive Ion Etch 
Device Under 
Effective Medium Theory 
Face Centred Tetragonal (lattice) 
finite difference time domain 
Full Width Half Maximum 
Joint Photographic Experts Group 
Line Reflect Line (VN A calibration) 
Photonic Band Gap 
Rigorous Coupled-Wave Analysis 
Radio Frequency 
Reactive Ion Etch 
Rectangular-groove VADR 
double Rectangular-groove VADR 
Simple Cubic (lattice) 
Scanning Electron Microscope 
Simple Tetragonal (lattice) 
Transverse Electric 
FDTD code from University of California, Berkeley 
TeraHertz (1012 Hz) 
Transverse Magnetic 
Variable Artificial Dielectric Retarder 
Vector Network Analyser 
Variable Photonic Band Gap Filter 
Band of frequencies between 70 110 GHz 
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2.31 Estimated density of states diagram for a multilayer stack having (a) no 
defect (b) defect. When the multilayer stack has a defect, there is a high 
density of states for frequencies associated with the defect. In photonic 
band gaps, the density of states corresponds to the number of possible 
58 
modes (field structures) that may be formed. 59 
2.32 'Ifansmission amplitudes obtained experimentally by Yablonovitch et al. 
in the microwave regime for a Yablonovite structure having a forbidden 
gap between 13 and 16 GHz. (a) no defect, (b) single acceptor defect in 
the centre of the structure, (c) single donor defect off centre. 
2.33 A 2-D metallic photonic crystal having seven rows of 2mm diameter 
metallic rods (structure shown in insert, large arrow indicates direction 
of propagation). The thin curve is a FDTD calculation, while the thick 
curve is a microwave measurement. Small arrows at the top of the graph 
point to transmission resonances in the first transmission band. Char-
acteristic of a metallic photonic crystal, there is no transmission for any 
61 
frequency below the first transmission band 63 
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2.34 Lourtioz's scheme for optically altering the level of free carrier absorption 
in buried defects. The top left picture shows a plan view of the woodpile-
like crystal and the location of the buried defects. The right picture 
shows the laser beam incident from an off-normal angle, while the THz 
beam is incident on the normaL The measured millimetre wave spectra 
is plotted in the lower left panel. The solid curve is with the laser off. 
The dashed curve is with the laser on. Turning on the laser extinguishes 
the defect mode at 253GHz (indicated by the arrow). 65 
2.35 The MEMS-tunable tilted multilayer stack interference filter of Lammel. 65 
2.36 The electrostatically-tunable cavity Fabry-Perot filter of Bondavelli et 
al.. (a) The Indium-Phosphide - air multilayer structure and tunable 
cavity, and (b) optical reflectivity spectra. 
2.37 The tunable dual-cavity filter of Alause et al., (a) structure in "on" and 
"off" positions, (b) transmittance as a function of applied bias voltage, 
66 
(i) = 0 v, (ii) = 18 v, (iii) = 19 v. 67 
2.38 The reconfigurable frequency selective surface, tunable filter of Gianvit-
torio et al.. 67 
2.39 The variable photonic band gap filter concept: plates with two perpen-
dicular layers of rods interlock to form a layer-by-layer photonic crystal 
with unprecendented control over the number and type of defects. (a) 
all layers fully interlocked, (b) all layers partially interlocked. 69 
2.40 Unit cell of the variable photonic band gap filter device. Shaded areas 
represent the substrate. The propagation direction is indicated, as are 
the grating vector K, rod period A, plate depth d (rod depth is d/2) and 
plate separation s. (a) fully interlocked (s 0), (b) just interlocking 
(s = d/2), (c) widely separated (s =d). 69 
3.1 Overview of VADR fabrication process. (a) Silicon wafer pre-coated 
with Si3N4, (b) pattern Si3N4, (c) anisotropic etch of silicon substrate, 
(e) remove Si3N4. 73 
3.2 The UoC wafer scriber. 73 
3.3 The planar fabrication processes, deposition (a), doping (b), etching (c). 74 
3.4 The UoC laboratory's home-made photoresist spinner 76 
3.5 Schematic diagram of Oxford Plasmalab 80+ Reactive Ion Etcher 77 
3.6 The unit cell of the silicon lattice. 82 
3. 7 Low index crystal planes and their Miller indices. 82 
3.8 Wafer fiats on the (100) silicon wafer. 84 
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3.9 An arbitrary mask opening etches to an inverted pyramidal pit bounded 
on four sides by {111} planes. 86 
3.10 A linear mask opening aligned to [110] directions etches to a V-groove 
bounded on two sides by {111} planes. 86 
3.11 A small arbitrary mask opening on (110) silicon etches to a parallelogram 
(rhombus) cavity bounded by vertically oriented {111} planes on the 
sides. The bottom of the cavity is not bounded by an etch stop plane. 
Note that for larger openings and longer etch times, a hexahedron is 
formed instead of a rhombus. 88 
3.12 A linear mask opening on (110) silicon, aligned to [110] directions, etches 
to a rectangular groove bounded on two sides by {111} planes. 88 
3.13 Mask undercutting when etching (100) silicon 89 
3.14 Refluxed wet anisotropic etch flask in waterbath 91 
3.15 The custom-blown glass flask used for the alkaline wet etching of silicon, 
in the UoC laboratory. 91 
3.16 Example of hillock formation during wet etching. The hillocks vary in 
size according to their age. 
3.17 ACES etch simulation of a spoked pattern. 
4.1 The desired VADR plate is up to 25mm by 25mm square and the top 
93 
95 
surface is patterned with parallel V-grooves. 98 
4.2 The plate is 500J.tm thick, the grooves are 350J.tm deep and have a period 
of 500J.tm. 98 
4.3 Two interlocked VADR plates form a VADR device. They are shown 
here in a partially interlocked position, where s is the separation distance. 98 
4.4 The VADR mask consisted of a linear grating with 40J.tm thick lines, on 
a period of 500J.tm. The mask surround was a standard feature of IRL's 
process. 
4.5 The first stage of fabrication involves cleaving the samples and inde-
pendently establishing the {111} crystal plane orientation with a short 
100 
pre-etch. 102 
4.6 In the second stage of fabrication, the V-grooves are etched into the top 
surface of the VADR plates. 103 
4. 7 A misaligned rectangular opening develops {111} planes in the corners, 
to which a mask can be aligned, photograph of etched opening (a), 
schematic of etch planes (b). 105 
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4.8 An array of circular openings located on a 45mm radius arc (a), etch to 
form inverted pyramids shown schematically in (b), that show increas-
ing translational misalignment between adjacent features as the angular 
misalignment to the (110) directions increases. 
4.9 Mask alignment mark using an array of fork patterns. 
4.10 Schematic of the square window mask pattern 
4.11 ACES etch simulation of the square window alignment mark 
4.12 Photograph of the etched square window, with linear grating patterned 
106 
107 
107 
108 
in photoresist over the top. 109 
4.13 Dual radial alignment mark as patterned on a VADR plate, with zoomed 
view of the left hand half of the pattern. 110 
4.14 ACES etch simulation of one half of the radial alignment mark. 111 
4.15 Dual radial alignment marks after ~Omin etching in 40% w/w KOH at 
80°, 0.4° angular spacing (a), 0.2° angular spacing (b). 112 
4.16 SEM micrograph of completed VADR plate. 113 
4.17 SEM micrograph of two fully interlocked VADR plates. A 20ttm gap is 
evident. Note that some grooves appear to have formed perfectly, while 
some appear to have flattened tips. 
5.1 Block diagram of the setup for the direct method of determining the 
polarisation change caused by the device under test (DUT). A transmit-
ting antenna (TX) produces a plane wave of known polarisation. The 
receiving antenna (RX) is rotated, and the electric field amplitude is 
measured for all angles. 
5.2 Sample results for the direct method of determining the polarisation 
state, in the case of an elliptically polarised beam. (a) normalised electric 
field amplitude as a function of receiving antenna angle, (b )reconstructed 
polarisation state. 
5.3 Block diagram of the setup for an indirect method of determining the 
polarisation change caused by the device under test (DUT). A trans-
mitting antenna (TX) produces a plane wave of known polarisation. A 
calibrated polarisation rotator is adjusted until the fixed receiving an-
tenna (RX) is recording the maximum field amplitude. The setting of 
the known device corresponds to the polarisation changed caused by the 
114 
118 
119 
DUT. 120 
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5.4 Proposed experimental setup, showing the two horn antennae, and the 
VADR device mounted between them. The transmitted electric field E 
is oriented vertically. The complex S-parameters are measured for: (a) 
the measurement setup without the VADR; (b) the TE polarisation; (c) 
the TM polarisation. 
5.5 Block diagram of theW-band equipment interconnections in free-space 
measurement configuration 
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123 
5.6 Photograph of the front panel of the Wiltron 360B vector network analyser.123 
5.7 Photograph of the pyramidal horns mounted on the transmission-re-
flection units. 
5.8 The E- and H-plane field patterns calculated for the WR-10 horns: 
(a) definition of E- and H-planes; (b) calculated field patterns plotted 
against angle and log magnitude. The horn's open mouth is directed 
towards 0°. 
5.9 Schematic of the layout of the VADR test fixtures 
5.10 Engineering drawing for the fibreglass apertures used to mount the 
VADR plates. The VADR plate sits across the square hole, while the 
124 
126 
127 
four round holes are for mounting the aperture to the rest of the fixtures. 128 
5.11 Schematic of the calibration standards and the calibration procedure: 
(a) Through-line measurement, (b) second through line measurement-
with extra quarter-wavelength waveguide standard, (c) short-circuit port 
one, (d) short-circuit port two. 
5.12 The VADR grooves must be exactly aligned when mounted for testing 
(a). Two examples of incorrect alignment are provided for comparison, 
130 
a lateral offset (b), or the plate faces not being parallel to each other (c). 131 
5.13 The VADR plates are aligned before the second plate is affixed to its 
aperture. 132 
5.14 Measured complex transmission coefficient (S21) for the test fixtures 
alone (no VADR) at 100 GHz: (a) magnitude (a), (b) phase shift. 134 
5.15 Measured complex transmission coefficient (S21) for two plain silicon. 
plates at 100 GHz: (a) magnitude (a), (b) phase shift. Note that the 
phase shift is raw data but the magnitude has the test fixture's insertion 
loss removed. 
5.16 The measured, complex transmission coefficients of VADR variable po-
larisation compensator at 100 GHz for incident TE and TM linearly 
polarised radiation. (a) TE magnitude, (b) TM magnitude, (c) TE 
phase, and (d) TM phase. Note that the phase shift is raw data but 
the magnitude has the test fixture's insertion loss removed. 
136 
137 
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5.17 VADR retardance as a function of plate separation at 100 GHz, r(s), 
from measured data. 138 
5.18 VADR retardance r(s) at the upper and lower ends of the measurement 
range, 70 and 110 GHz. 139 
6.1 The T-matrix describes the waves on the right hand side of a dielectric 
interface as a function of the waves on the left. (a) single interface be-
tween two dielectric layers with refractive indices n 1 and n2. (b) multiple 
interfaces. 
6.2 An arbitrary grating profile (here, a sawtooth) that has been decomposed 
into binary layers for use with the RCWA technique. 
144 
151 
6.3 The Gsolver user interface allows the geometry to be interactively edited. 153 
6.4 The 1-D lamellar subwavelength grating problem. A grating of period 
A with a rectangular profile has rods of depth h and width of fA. The 
rods have refractive index nrd, while the air gaps have refractive index 
ngr· Above the substrate the refractive index is n 1, while below it is n2. 
The illumination is normally incident. 
6.5 The magnitude of the electric field transmission coefficients for a grating 
of the type in Figure 6.4, where depth h lOOfLm, fill factor f = 0.5, 
nrd = 3.42, n 9r=LOO, and period A varies from 1-500mum. (a) TE 
polarisation, (b) TM polarisation. 
6.6 The effective permittivity of the grating can be found by comparing its 
transmission (calculated by RCWA) with the transmission coefficients 
of a homogeneous layer of the same depth, modelled with permittivities 
in the range n~r=1 to n~d=1L6964. The effective permittivity of the 
grating is read from the graph where the two curves meet. Note that 
only the permittivity of the homogeneous layer is being altered, and not 
154 
155 
that of the grating itself. 157 
6. 7 The effective permittivity of the grating as a function of depth h = 
10 lOOpm. RCWA clearly shows that the effective permittivity is 
depth dependant at these small grating depths, whereas the permittivity 
predicted by zeroth, second order and Rytov EMT do not show the depth 
dependence. 
6.8 The effective permittivity of the grating as a function of depth h = 10 
lOOpm, with Lalanne EMT values plotted as open squares, and showing 
good agreement with values determined from RCWA. 
6.9 The Lalanne EMT (open squares) predicts the transmission coefficient 
of a 100/Lm deep grating, with period 1 <A< 500p.m, with less than a 
tenth of the error of Rytov EMT, as compared to RCWA. 
157 
158 
159 
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6.10 The FDTD simulation domain was one period wide, and periodic in 
x. The plane wave excited by the source propagates in the negative 
z direction. PML absorbing conditions were used. The TE and TM 
directions are shown. 
6.11 The magnitude of the electric field transmission coefficients for a grating 
of the type in Figure 6.4, where depth h = 100J.Lm, fill factor f = 0.5, 
nrd = 3.42, n 9r=l.OO, and period A varies from 1-500mum. The two 
rigorous methods (FDTD and RCWA) agree with the Lalanne EMT 
formulation that includes the grating depth in the calculation of the 
effective permittivity. 
6.12 The 10-layer staircase model for RCWA simulations of VADR. One pe-
riod is shown. 
6.13 Log magnitude of the simulated transmission coefficient at 100 GHz for 
the plain silicon etalon using tabulated values for the complex permit-
tivity of the silicon substrate. 
6.14 Log magnitude of the simulated transmission coefficient at 100 GHz for 
the plain silicon etalon using a fitted value for the complex permittivity 
of the silicon substrate. 
6.15 The simulated complex transmission coefficients of VADR variable po-
larisation compensator for incident TE and TM linearly polarised radi-
ation, with measured data for comparison. (a) TE magnitude, (b) TM 
magnitude, (c) TE phase, and (d) TM phase. Solid lines: measured data 
with 8.5dB test fixture insertion loss removed. Dashed lines: simulation 
results 
6.16 Simulated VADR retardance as a function of plate separation, r(s), with 
measured data for comparison. Solid line: measured data. Dashed line: 
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simulation results 169 
7.1 Reflections at an interface between two materials of dissimilar refractive 
index (ni, n8 ). The beam is normally incident on the interface. Tr is 
the reflection amplitude coefficient and Tt is the transmission amplitude 
coefficient. 
7.2 A quarter-wave anti-reflection coating may be applied to the substrate 
to eliminate reflections. 
7.3 The transmission and reflection intensity for a quarter wave coating on 
a silicon substrate in air. The coating has refractive index n = 1.85, and 
thickness 405 J.Lm. 
7.4 VADR with anti-reflection coatings. 
173 
174 
174 
175 
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7.5 Simulated VADR performance with and without anti reflection coatings 
at 100 GHz. (a) TE magnitude, (b) TM magnitude, (c) retardance, T(8). 176 
7.6 The three new VADR devices. The dimensions are groove depth g, 
separation 8 and centre-thickness c. (a) R-VADR, (b) R 2-VADR, (c) 
DARTH-VADR. 
7. 7 Transmission characteristics of R-VADR variable polarisation compen-
sators, (a )retardance R( 8) for three devices with different groove depths 
178 
and (b) TE and TM insertion losses for a 350J.Lm groove depth R-VADR. 179 
7.8 Contour plot analysis of 10,000 different R 2-VADR devices with varied 
centre thickness c and groove depth g; (a) peak retardance Rmax, (b) 
average insertion loss Lav· 182 
7.9 Transmission characteristics of R 2- VADR devices with dimensions c=840J.Lm, 
g=730J.Lm: (a) retardance R(8), (b) TE insertion loss, (c) TM insertion 
loss. Solid lines and symbols: simulations for 50J.Lm period devices. Open 
symbols: 500J.Lm period device. Insets in (b) and (c) show insertion loss 
behaviour for small separations. 
7.10 Contour plot analysis of 10,000 different DARTH-VADR devices with 
varied centre thickness c and groove depth g; (a) peak retardance ltl.Rmaxl, 
184 
(b) average insertion loss Lav, ( c )Lav for a subset of the devices. 187 
7.11 Transmission characteristics of a DARTH-VADR device with dimensions 
c=200J.Lm, g=390J.Lm: (a) retardance R(8), (b) TE insertion loss, (c) 
TM insertion loss. Solid lines and symbols: simulations for 50J.Lm period 
devices. Open symbols: 500J.Lm period device. Insets in (b) and (c) show 
insertion loss behaviour for small separations 
7.12 Dimensions of the Babinet polarisation compensator. The wedge angle 
is 8, while the length is l and the height is h. The wedge thicknesses at 
the beam are d1 and d2, while the offset in the relative position of the 
two wedges is 8. 
8.1 The VPBGF actuation method applies to an st woodpile (a) original st 
woodpile (b) example of one novel expanded position (others are intro-
189 
190 
duced later ). 194 
8.2 A single VPBGF plate has two orthogonal grids. It does not fall apart 
because the grids are joined. The plate may be actuated by mounting 
lugs attached to the outside of the plate. A VPBGF is built by rotating 
each successive plate by 90° so that teeth of adjacent wafers may interlock.194 
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8.3 VPBGF plate dimensions. Three plates shown in a partially interlocked 
position, with a plan view in (a) and orthogonal cross-sections in (b) and 
(c) as indicated. The plate depth is d, while the groove depth is d/2. 
The separation between the interlocking plates is measured from top of 
tip to bottom of opposite groove. In this case, the separation above (81 
in (a)) and below (82 in (b)) the middle plate are equal (8 = 81 = 82). 
xxxi 
The period of the rods on a plate is A, while r is the rod width. 196 
8.4 The lateral shift between parallel rods in different layers of the VPBGF 
is given by l. Unless otherwise specified, there is no such lateral shift 
and l = 0. 196 
8.5 Visualisation of the FDTD simulation domain for the analysis of a slab 
of silicon. 
8.6 The recorded electric field amplitudes of a Gaussian pulse propagating 
199 
in free space (a) and through a finite thickness silicon slab (b - e). 200 
8. 7 The normalised electric field intensity as a function of frequency for a 
Gaussian pulse propagating in free space, and through a finite-thickness 
silicon slab. 200 
8.8 Comparison of FDTD and analytical predictions of the transmission co-
efficient for a 225mum thick silicon slab (n 8 = 3.42). (a) The FDTD and 
analytical transmission coefficients are plotted along with an indication 
of the apparent spatial sampling rate in the FDTD calculation. (b) The 
error between the exact analytical solution and the FDTD solution. 202 
8.9 Transmission intensity of a 12-layer silicon-air fct woodpile photonic 
crystal (pictured, inset), calculated using TEMPEST Finite Difference 
Time Domain (FDTD). 204 
8.10 Band gap maps showing the effect of varying the refractive index con-
trast. The device simulated here has six plates (12 layers of rods). The 
rods have period A = 1200 J.Lm, width r = 400 J-tm, and depth d/2 = 
262.5 J-tm. The plates are equally separated by 81 = 82 = d/2. The sub-
strate refractive index is varied in the range 1.5 < n 8 < 4.0 while keeping 
constant the refractive index of the other medium (air, ni = 1). (a) The 
simulations from which the band gap map is constructed (TM only). A 
filled polygon is drawn between the points that represent the upper and 
lower edges of the photonic band gap; (b) The resulting band gap map 
(rotated by 90° with respect to (a)). The refractive index contrast of a 
silicon-air device is indicated by the dashed vertical line. 205 
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8.11 Band gap map showing the effect of varying the rod width. The device 
simulated here has six plates (12 layers of rods). The rods have period 
A= 1200 p,m and depth d/2 = 262.5 p,m, but the width is varied from 
0 < r /A < 0.5. The plates are equally separated by 81 = 82 = d/2. The 
substrate refractive index is silicon (n 8 = 3.42) while the other medium 
is air (ni = 1). 207 
8.12 Band gap map showing the effect of varying the rod depth to period ratio 
(d/A)). The device simulated here has six plates (12layers of rods). The 
rods have period A = 1200 p,m and width r = 400 p,m, but the plate 
depth (twice the rod depth) varies over the range 0.3 < d/A < 1.7. The 
plates are equally separated by a half rod depth 8 1 = 82 = d/4. The 
substrate refractive index is silicon (n 8 = 3.42) while the other medium 
is air (ni = 1). The dimensionless frequency F is defined with respect 
to the rod period A. 208 
8.13 Band gap map showing the effect of varying the rod period to depth 
ratio. The device simulated here has six plates (12 layers of rods). The 
rods have period A = 1200 p,m and and width r = 400 p,m, but the plate 
depth (twice the rod depth) is varied over the range 0.5 < A/d < 3.7. 
The plates are equally separated by 81 = 82 = d/2. The substrate 
refractive index is silicon (n 8 = 3.42) while the other medium is air 
( ni = 1). The dimensionless frequency F is defined with respect to the 
rod depth d. 209 
8.14 Band gap map showing the effect of increasing the number of plates in 
the VPBGF. The devices simulated here have between 3 and 48 plates 
(6 and 96 layers of rods). The rods have period A = 1200 p,m, width r 
= 400 p,m, depth d/2 = 262.5 p,m. The plates are equally separated by 
a half rod depth 81 = 82 = d/4. The substrate refractive index is silicon 
(ns = 3.42) while the other medium is air (ni = 1). The dimensionless 
frequency F is defined with respect to the rod period A. 
8.15 The VPBGF device could be actuated by threading the plates onto a 
series of rods, some of which will move the plates, others which will 
211 
simply keep the stack aligned. 211 
8.16 Four schemes for tuning the VPBGF "on-the-fly". For clarity, details of 
the gratings are omitted, but it is understood that the gratings are, for 
the most part, interlocking. The initial position of the stack is given in 
(a), while the four schemes are given in (b)- (e). A key to the symbols 
is given in (f). 213 
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8.17 Three representative unit cells for the "unison" mode of actuation. The 
spacing between all adjacent layers is always the same throughout out 
the device, so as the separation is varied, the height of the unit cell varies 
xxxiii 
too. (a) s = 0, (b) s d/2, (c) s =d. 214 
8.18 The operation of a unison-mode VPBGF. The defect layers created by 
the variable separation give a defect mode that splits the band for sepa-
rations up to sjd = 0.7. The uppermost band edge is relatively constant 
in frequency, but the other edges show a downward shift as the separa-
tion increases. 
8.19 Three representative unit cells for the "every second plate" mode of 
actuation. The separation distances on either side of each layer always 
215 
add to a constant value, in this case d. The separation distance at the 
bottom of the unit cells are as follows (a) s = 0, (b) 8 d/4, (c) 8 = 3d/4.217 
8.20 The operation of the VPBGF in "every second plate" mode. The TE 
and TM bands are both split by a defect mode. The net effect is to give 
a variable bandwidth in both TE and TM, but of the opposite sense to 
each other. 
8.21 Unit cells of a six-plate stack actuated in the "two groups mode" to pro-
duce a central defect layer with a higher-than-average refractive index. 
(a) s 0 for maximum-thickness defect layer, (b) s = d/4 thinner defect 
layer. 
8.22 Transmission intensity of a silicon VPBGF operated in the "two groups" 
mode. The 0 fJ,m shift position corresponds to full interlock of the rods 
in the middle layer (between the two groups), while the 130 /Lm shift 
position corresponds to a separation of one half of a rod depth. (a) TE 
217 
218 
polarisation, (b) TM polarisation. 220 
8.23 Transmission intensity of a perfect electric conductor (PEC) VPBGF 
operated in the "two groups" mode. The 0 11m shift position corresponds 
to full interlock of the rods in the middle layer (between the two groups), 
the 262 Mm shift position corresponds to a separation of a rod depth, 
while the 500 fJ,m position corresponds to a separation of two rod depths. 
In the 500 fJ,m position, there is an air gap between the groups. (a) TE 
polarisation, (b) TM polarisation. 221 
8.24 The unit cell of the gridded area of the variable filter. (a) plate orien-
tation, (b) unit celL The approximate size relative to the design wave-
length >., the direction of propagation, and the direction in which the 
plate positioning is adjusted, are indicated. 223 
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8.25 Plan view of the unit cell of the lateral shift method of tuning. (a) initial 
position ( 0 11m shift), (b) example of one of the shifted positions ( 450 J1m 
shift). 223 
8.26 Simulated transmission intensity of a metallic VPBGF operated in the 
"lateral shift" mode with only two plates. The 0 11m shift position cor-
responds to the usual lateral alignment of the rods, while the while the 
450 11m position corresponds to a lateral shift of one quarter period 
(A/4). (a) TE polarisation, (b) TM polarisation. 225 
8.27 Expanded-frequency scale, log-magnitude plot of the simulated trans-
mission for the TM polarisation of a metallic VPBGF operated in the 
"lateral shift" mode with only two plates. The 0 11m shift position cor-
responds to the usual lateral alignment of the rods, while the while the 
450 11m position corresponds to a lateral shift of one quarter period (A/4. 
TM polarisation only. This is the same data as presented in Fig. 8.26(b). 226 
8.28 The variable filter comprises two plates like the one shown here. The 
plate is constructed from aluminium using conventional milling tech-
niques, and the central area is patterned with two orthogonal grids, 
having a photonic band gap structure. The surrounding plate is used 
for mechanical support and the three holes at each end are for mounting 
purposes. 
8.29 The W-band (67 - 110 GHz) measurement setup, showing the relative 
orientation of the horn antenna and the filter structure. 
8.30 The mounting arrangement for the VPBGF lateral shift experiments 
in the W-band (70 - 110 GHz). Each of the two aluminium VPBGF 
plates is mounted onto a separate "tufnel" holder. One of the holders is 
fixed in position whilst the other is actuated by a three-axis differential-
micrometer-driven translation stage. Each of the holders had a aperture 
228 
228 
to allow free passage of the beam. 230 
8.31 The W-band test kit with VPBGF mounted in between the horn an-
tennae. During the experiments, extra absorbing foam is added to the 
top and back of the setup to enclose the device and horns and prevent 
reflections from the surrounding test platform (not shown). 230 
8.32 The magnitude of the measured transmission coefficient, for the test 
setup without the VPBGF, at frequencies of 67- 110GHz. 231 
8.33 Measured TM transmission coefficient of VPBGF, plotted against the 
FDTD simulations. (a) 0 11m shift, (b) 450 J.tm shift. 232 
8.34 The magnitude of the measured transmission coefficient, for the variable 
filter at frequencies of 67 - 110GHz. 232 
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9.1 The original, and the three new, VADR devices. The dimensions are 
groove depth d, separations and centre-thickness c. (a) VADR (original) 
XXXV 
(b) R-VADR (new), (c) R2-VADR (new), (d) DARTH-VADR (new). 239 
9.2 The VPBGF device comprises a stack of plates (a), where each plate 
comprises two orthogonal gratings (b). One of several possible methods 
of actuating the layers involves threading the plates onto a series of rods, 
some of which will move the plates, others which will simply keep the 
stack aligned. 242 
A.l A uniform electromagnetic plane-wave travelling the positive z direction, 
with the electric and magnetic fields plotted along the z axis, at an 
instant in time. The relative magnitudes of the electric and magnetic 
fields are related by the impedance of the medium (see Equation A.l9), 
and are not shown to scale here. 249 
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2.1 Polarisation transformations of quarter- and half-wave waveplates. 23 
2.2 Calcite quarter-wave plate for low terahertz frequencies. The symbols 
are as follows: f is the design frequency, while ..:\ is the corresponding 
free-space wavelength; n0 , k0 are the refractive indfl~ and extinction co-
efficient for the ordinary ray, while ne, ke are for the extraordinary ray; 
nqc is the refractive index of the quarter-wave antireflection coatings and 
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Chapter 1 
INTRODUCTION 
1.1 INTRODUCTION 
Terahertz (THz) frequency research is one of the most exciting fields of electromag-
netic research currently under investigation. Recent demonstrations of optoelectronic 
"T-ray" imaging systems have been responsible for much of this excitement, due to the 
dramatic pictures they have produced, including a map of the water distribution in a 
leaf, the temperature distribution in a flame and the layout of packaged semiconduc-
tors [1, 2]. While it is true that terahertz technology has been held back until recently 
by a lack of suitable sources and detectors, laboratory systems employing ultrafast 
optical pulses to stimulate emission of terahertz radiation are now well understood. 
Furthermore, a great effort is being expended worldwide in developing novel sources 
and detectors so that the needs of future terahertz systems may be met. Such systems, 
with spectroscopic, imaging, or communications functions, may need to be portable 
in order to offer a vehicle for the widespread adoption of terahertz technology. Due 
to unique combinations of properties of radiation at terahertz frequencies, these three 
basic functionalities encompass a diverse and numerous range of applications (biomed-
ical imaging [3], early-warning detection of chemical and biological warfare agents [4], 
determination of the fat content in packaged food [5], secure communications between 
satellites, and the search for forming stars and life-supporting planets [6] to name but 
a few). However, if a system is to perform any function other than the straightforward 
imaging demonstrated to date (if anything at these frequencies may be called straight-
forward), then additional devices will be required, just as they are in other frequency 
regimes. Unfortunately, li.ke conventional sources and detectors, the passive devices 
that have been developed for the other frequencies, do not always transfer well to ter-
ahertz frequencies. Therefore, it is the purpose of this study to investigate a number 
of important passive devices for use at terahertz frequencies. 
11 The particular devices investigated here are variable polarisation compensators 
using artificial dielectrics, and variable spectral filters using photonic bandgap struc-
tures. Details of the devices are presented in chapter 2. Schematic pictures of the two 
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classes of device studied here are presented without detailed explanation in Figure 1.1 
for the interest of the reader who may already be familiar with the general subject 
area of structured materials. The double-ended arrows indicate the direction in which 
the plates are moved to obtain variable characteristics, and the large outline arrows 
indicate the direction of the wave propagation. '/ 
variable 
separation 
(a) 
2'A/3 
'A/2 
(b) 
Figure 1.1 Two devices representative of those studied in this thesis: (a) variable polarisation com-
pensator constructed from two V-grooved silicon plates that vary in separation (four periods shown); 
(b) variable photonic band gap filter constructed from two plates, each having an orthogonal grid (one 
period shown), that shift laterally ·with respect to each other. The small double-ended arrows show the 
direction of plate movement that achieves variability, while the outline arrows indicate the wave 
propagation directions. The approximate size relative to the wavelength >. is also indicated. 
The polarisation compensator shown in Fig l.l(a) is made of two silicon plates 
patterned with interlocking V-grooves, with four periods shown. Since silicon has 
little loss at terahertz frequencies, electromagnetic waves may propagate through the 
device. The V-groove gratings of the polarisation compensator are periodic in only 
one direction, thus the optical path length through the device is different for incident 
radiation with its electric field vector oriented parallel the gratings, as compared to 
radiation with the electric field oriented perpendicular to the gratings (birefringence). 
The exact difference in path length is controlled by the separation of the plates, and 
consequently the relative change in the pha.'3e of the two electric field components may 
also be controlled, allowing the polarisation state to be easily manipulated. 
The filter shown in Fig l.l(b) is constructed from a stack of two or more dielectric 
or metallic plates, each having two orthogonal grids; only one unit cell of a device having 
two plates is shown in this case. The characteristic dimensions of the filter are larger 
than that of the polarisation compensator. The gratings of the photonic bandgap filter 
form a periodic structure, giving rise to interfering reflections of the electromagnetic 
waves within the device. For certain bands of frequencies, the interference is destructive, 
and the electromagnetic waves may not propagate (bandgap). By shifting the plates 
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either laterally or vertically with respect to each other, the periodicity of the crystal is 
disturbed, altering the band of wavelengths for which electromagnetic radiation may 
pass through the crystal. The metallic versions of the device are completely different to 
metal mesh etalon filters used in the infrared [7], partly because their only movement 
is lateral. 
The next section of this chapter provides a brief overview of terahertz frequencies. 
The sections thereafter set out the motivation for choosing the particular devices, and 
the aims of this study. The final section outlines the organisation of the rest of this 
thesis. 
1.2 TERAHERTZ FREQUENCIES 
This section provides a brief overview of selected highlights from the field of terahertz 
technology. For a review that is far more thorough than possible within the present 
space constraints, please see reference [6]. 
1.2.1 Properties 
The terahertz region corresponds to frequencies of about 100 GHz- 10 THz, or wave-
lengths of 3mm - 30J1m [8]. The relationship between THz frequencies and the sur-
rounding electromagnetic spectrum is illustrated in Figure 1.2. At the lower end, the 
THz region overlaps the millimetre-wave region, while at the upper end it overlaps the 
far infrared. It is this overlap between 'electronic' frequencies and 'optical' frequencies 
that is one of the reasons that makes terahertz research interesting and challenging. 
A-(mm) 
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Figure 1.2 Electromagnetic spectrum in the vicinity of the THz region. 
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The photon energies range from 0.41 meV at 100 GHz, to 41 meV at 10 THz [9]. 
These energies are insufficient to cause electron transitions in matter, and thus radiation 
at THz frequencies may be considered non-ionising. This is important, because ionising 
radiation (energy > 2 "' 3e V) can cause severe damage to biological tissue, due to the 
creation of highly-reactive transient species [10]. So long as thermal effects are avoided 
by using low average powers, biological tissue may be safely irradiated with terahertz 
radiation without the strict dosage limits that must be imposed for X-rays [11]. 
These moderate photon energies correspond to the energies of rotational, torsional 
and vibrational state transitions in a wide range of molecules [12]. This makes terahertz 
attractive for spectroscopic applications [13, 14]. It is a mixed blessing that terahertz 
frequencies are strongly absorbed in water. On one hand, long distance transmissions 
(>1km) are generally impossible given the water content of the atmosphere, and the 
associated absorption spectrum [6]. On the other hand, communications are more se-
cure due to the containment of stray signals, and in densely populated areas, frequency 
reuse is more efficient. Additionally, non-invasive water content measurements may 
be made more accurately than ever before [1]. Other polar substances are absorbing, 
whereas non-polar substances are expected to be transmissive to some extent, for ex-
ample crystals such as sapphire, silicon and germanium [15]. In fact, intrinsic silicon is 
an excellent optical material in the terahertz region, with low loss and low dispersion, 
as illustrated in Figure 1.3 [16]. 
X 
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Figure 1.3 Refractive index and absorption coefficient for silicon, at terahertz frequencies. Repro-
duced from [16]. 
1.2.2 Sources and Detectors 
Historically, it has been difficult to generate coherent THz radiation in a compact, 
efficient, reliable, and inexpensive manner, so activities are restricted to much larger 
installations. Where electron accelerators are available, and if Gigawatt powers and 
tunability are required, free electron lasers may be used [17]. On a smaller scale, 
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suitable for individual laboratories, ultrafast-optical-pulse-stimulated emission may be 
used. 
Two main ultrafast-optical-pulse-stimulated emission systems have been developed, 
and both are used to create freely propagating, broadband pulses of terahertz radiation 
with energies in the range of several nano-watts to tens of micro-watts [5]. Although 
not the first method proposed, photoconductive switch-based systems were the first to 
be used widely, and were well suited to terahertz time domain spectroscopy [18-21]. In 
this method, ultrafast (sub-picosecond duration) optical pulses (typically >. 800nm) 
are focused onto a silicon photoconductive switch. This generates carriers in the switch 
substrate, that are then accelerated by a constantly-applied DC-bias causing terahertz 
radiation to be emitted. 
A typical setup, where the photoconductive switch is placed between the two arms 
of a dipole antenna, is illustrated schematically in Figure 1.4. In order to obtain 
coherent detection, the optical pump pulses were split and focused onto a similar pho-
toconductive switch, located between the arms of a second dipole antenna. By varying 
the delay of the pulse at the receiving antenna, it was possible to obtain a time-resolved 
recording of the received terahertz pulse with an excellent signal to noise ratio. 
A related technique involves sweeping the beam along a coplanar waveguide [22,23] 
to create field patterns that matched the propagating TEM mode. Sometimes an 
additional impedance-matched antenna [24,25], sapphire lens [26], or spherical metal 
mirror [27] was added. 
The second method, using optical rectification at the emitter, and electro-optic 
sampling via the Pockels effect at the detector, is the favoured system for real-time 2-
dimensional imaging systems, because of the speed at which data may be collected [28-
35]. In this method, various crystals with high second order susceptibilities (X (2)) 
may be used for the emitter, notably including the electro-optic crystals zinc telluride 
(ZnTe), lithium niobate (LiNb03) (which may be used in the detector) [30,36,37], and 
gallium arsenide (GaAs) [38]. Terahertz frequency radiation is emitted from the crystal 
as a result of difference frequency generation, caused by the incident ultrafast optical 
pulse. The magnitude of the emitted radiation, ETHz, is proportional to the induced 
second order polarisation\ P, which may be calculated in the time domain by 
(1.1) 
where t:o is the permittivity of space, and E(t) and its conjugate E*(t) represent 
the electric field of the incident optical pulse. The emitted terahertz pulse represents 
the intensity envelope of the incident optical pulse, as illustrated schematically in 
to the dipole moment density of the atoms or molecules in the crystal; not to be confused 
with the unrelated concept of the polarisation of an electromagnetic wave, to which extensive reference 
is made elsewhere in this thesis. 
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Figure 1.4 Photoconductive generation of THz broadband pulse using silicon photoconductor on 
sapphire. The antenna face each other, separated by 2mm, and are illuminated from behind, through 
the substrate. (Reproduced from [21] Fig. 2). 
ure 1.5. Higher THz frequencies can be produced by shortening the incident optical 
pulse width, since the maximum emitted frequency corresponds to the bandwidth of 
the incident optical pulse, typically in the range of 2 THz for current systems (with 
optical pulse duration "' 250 fs). However, the technique has been demonstrated to 
work at frequencies up to, and beyond 30 THz [39]. 
Ultrafast laser pulse Broadband THz pulse 
In ZnTe Out 
Figure 1.5 Optical rectification in a zinc telluride (ZnTe) crystal converts input ultrafast laser pulse 
into a broadband THz pulse. 
The detection follows the same scheme as before, in that a co-propagating variably 
delayed optical pulse is used to probe the detector as shown in Figure 1.6, although in 
this case it is a electro-optic crystal. The received terahertz radiation alters the po-
larisation of the electro-optic sampling crystal, and that changes the polarisation state 
of the optical pulse. The polarisation change in the optical pulse may be determined 
electronically by splitting the signal with a Wollaston polariser and detecting the two 
components with a balanced photo-detector. 
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THz pulse 
Visible pulse 
(variable delay) 
ZnTe IJ4 Wollaston Balanced 
plate polariser photodetector 
Figure 1.6 Setup for electro-optic sampling of a Terahertz pulse train 
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Since these photo-conductive switch and optical rectification generation and detec-
tion techniques require an ultrafast laser, their large size restricts them to operation 
in the laboratory. There is a worldwide effort to develop much smaller sources, and 
detectors, so that portable terahertz systems may be enabled. Various approaches are 
under investigation, too many to be covered here. The interested reader is referred 
to references [40-44] for sources, and references [42, 45-47] for detectors. The overall 
impression is that given the number of approaches that have been successfully demon-
strated, and is now conceivable that the goal of relatively inexpensive, compact sources 
could be achieved, paving the way for a wider range of terahertz frequency applications. 
1.2.3 Present and future applications 
A wide range of applications for terahertz radiation have been explored. Spectroscopic 
applications for astronomy are the most prevalent, or at least, the easiest to predict 
with certainty. Given that half the luminosity and 98% of the photons emitted since 
the Big Bang fall into the sub-millimetre and far-infrared, a high level of interest 
from astronomers is hardly surprising [48]. There are in excess of a dozen satellite 
programmes either underway, or about to begin, variously investigating interstellar 
and intra-galactic phenomena, earth's atmosphere, the formation of the solar system, 
the composition of the 'Wirtanen comet, and the possibility of extra-terrestrial life [6J. 
In addition, surface-based (landers) or orbital probes of the atmospheres on Mars, 
Venus, Jupiter and the moons Europa and Titan have all been proposed [6]. Since it 
is necessary in these applications to distinguish between crowded spectral lines, highly 
sensitive detectors are needed. Their operation could conceivably be bolstered by some 
kind of filtering, especially in the spectral range 300 2500 GHz where many of the 
key species, such as the carbon ion c+ (1.9 THz) that indicates star forming regions, 
have their first rotational or vibrational line emissions in the sub-millimetre region of 
the terahertz spectrum [12]. However, obtaining space qualification for a device is an 
additional hurdle that must be considered, and suggests that initial applications of new 
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components may be found sooner in terrestrial application. 
On earth, terahertz technology has been extensively applied to plasma fusion di-
agnostics [49] and gas spectroscopy [50]. Magnetically-confined fusion plasmas are of 
interest to those developing thermonuclear fusion reactors, in particular the prediction 
of the onset of plasma instabilities and the resulting non-linearities [6]. Sub-millimetre 
wave spectroscopy is more challenging than microwave spectroscopy, but is attractive 
for the analysis of lighter molecules. Greater sensitivity can be achieved at the higher 
sub-millimetre wave frequencies because the spectra line strength tends to increases 
with the second, or even third, power of frequency. Aside from cataloguing the specific 
spectra of molecules, there are several possible future uses of terahertz spectroscopy. 
These involve the rapid scanning and identification of gases, enabling the remote de-
tection and identification of noxious plumes [51]. More versatile systems like the FAst 
Scan Submillimeter Spectroscopic Technique (FASSST) [52] and optical pulse tera-
hertz time domain spectroscopy systems (generally using the photoconductive-switch 
antenna system of section 1.2.2) [53] could be used to identify diverse spectra such 
as simple thermal absorption in gases or dangling bonds on the surfaces of solids [6]. 
With look-up tables, the identification of gases from the measured spectral line fre-
quency is fast (tens of milliseconds), and the technique could be potentially extended 
to detecting DNA signatures through dielectric resonances arising from phonon absorp-
tion [6].For example, it has been shown that the transmission spectra of salmon and 
herring differ [54]. 
Imaging applications are also restricted to the laboratory, but it is here that the 
most accessible examples of the technology have been produced. So far, two commercial 
systems have been produced: Picometrix [55], and Teraview [5]. There are two basic 
types of image that may be formed with the 2-D real-time electro-optic-sampling T-ray 
imagers that are presently favoured: absorption, and time-of-flight. The absorption 
measurements can be processed in conjunction with the known thickness to map the 
distribution of water content in a leaf [1], air-density in a flame (hot air is less dense, and 
less absorbing) [2], fat content in meat (meat contains more water, and is therefore more 
absorbing than fat) [5]. Time of flight measurements can be used in conjunction with 
the known thickness to map the change in refractive index, or with known refractive 
index, to map the change in thickness [5]. Measuring the water content, and wrinkles, 
in skin might become a necessary application if cosmetics companies in the USA are 
required by law to provide evidence regarding the effectiveness of cosmetics. In the 
visible, birefringence changes are a marker of tissue damage [56], and polarisation 
difference imaging is used to reveal the boundaries of skin cancers [57] and identify 
objects obscured in scattering media such as milky water [58]. It may be possible 
to extend these techniques to the terahertz regime for deeper imaging [3] or other 
applications [59]. 
Due to the security, and frequency re-use, benefits associated with the use of ter-
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ahertz radiation (see section 1.2.1), wireless communications applications have been 
proposed [60]. However, predictions concerning the future possibilities of terahertz 
wireless communications systems involve an element of speculation. A commercial 
market, rather than research funding, would be required to drive the development of 
such a system, since there would be little scientific benefit as compared to other appli-
cations. Unfortunately, communications market is unpredictable, as may be evidenced 
by the unexpectedly high bids in the recent (2000) spectrum auction in the United 
Kingdom for the 3rd generation mobile phone network (2 GHz carrier frequencies). 
Coincidentally, the total amount of the successful bids for the five available licenses 
was £22.5 billion [61], which must form a significant component of the cost of entry 
into such a market should the license options be realised. Since this is the price that 
providers are prepared to pay for a five-fold increase in bandwidth over that provided by 
the current 2.5G systems, it suggests the following. If the trend of increasing bandwidth 
requirements continues, and if the terahertz region remains license-free (possible due 
to the short propagation distances involved) or licenses are inexpensive compared to 
other bands (possible if the wide bandwidth available exceeds demand), then terahertz 
frequency wireless communications systems may become a reality. 
1.3 MOTIVATION 
This section outlines the motivation for investigating the particular devices studied in 
this thesis. Two types of device were studied a variable retarder (chapters three to 
seven) and a variable filter (chapter eight). 
Fixed and variable retarders are well known in the visible, and are of great use in 
polarisation control. Many retarders for the visible use materials, such as the naturally-
occurring uniaxial crystals calcite and quartz, that are unsuitable for use at terahertz 
frequencies where they exhibit poor optical properties, such as high dispersion and high 
loss. The use of artificial dielectric techniques allows the necessary birefringence to be 
developed in ordinarily isotropic materials, such as silicon, that exhibit low dispersion 
and low loss across the frequency range of interest. Fixed retarders using artificial 
dielectric materials are already known [62], and have been demonstrated [63, 64], but a 
variable retarder using artificial dielectrics has yet to be demonstrated [65]. One such 
device has been proposed [65], but the design has yet to be experimentally validated. 
Should polarisation aspects be as important at terahertz frequencies as they are else-
where, such as in communications [66], (and there is no reason not to think so), then 
demonstrating a variable retarder would be a useful step in the world-wide journey to 
exploiting terahertz frequencies more fully. 
Frequency selective filters are another well known type of device, and not just in 
the visible, but also in electronics, from DC to millimetre waves. There are fewer diffi-
culties in implementing optical filters at terahertz frequencies, since they do not rely on 
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the specialised anisotropic material properties required for retarders. Therefore, it may 
be easier to directly transfer optical filters to terahertz frequencies. However, recent 
developments in the field of photonic crystals have raised the possibility of creating 
compact, robust, and inexpensive tunable filters, that would be ideal for deployment at 
terahertz frequencies. This is worth investigating since it could be important to devel-
opers of portable terahertz equipment such as spectrometers. Few, if any, such systems 
are directly under development now, since there is still a great deal of research to be 
completed on vital components such as sources and detectors of terahertz. However, 
there is no reason not to begin development of the other components such systems 
would require. It is also possible that the development of suitable tunable filters could 
complement the development of sources and detectors, and bring terahertz systems 
"closer to market". For example, a simple broad-band source could be paired with a 
tunable filter to create a tunable narrow-band source for use in a spectrometer or a 
multi-channel communications system. 
1.4 AIM AND SCOPE 
It is the aim of this study to demonstrate at IOOGHz, a quasi-optical variable polar-
isation compensator and a quasi-optical variable filter that may be used at terahertz 
frequencies, using materials, fabrication techniques and physical phenomena that will 
enable the devices to be scaled to operate anywhere in the terahertz region. The 
lOOGHz design frequency was chosen because it is within the measurement range of a 
state-of-the-art W-band (70 - 110 GHz) free space measurement system to which the 
author has had access. Although lOOGHz is at the lower end of the terahertz region, 
the measurements are still challenging. A consequence of choosing this frequency range 
for the prototyping is that the micromachining fabrication is complicated by the need 
for large structures (for lOOGHz, grating periods ~ 0.5mm ). However, the advantage 
is that, if devices can be successfully micromachined with such large structures, then 
the fabrication process may be easily scaled to produce the smaller featured devices 
required for operation elsewhere in the terahertz region. Investigating the fabrication-
process-dependent small-feature-size limit of these devices is outside the scope of this 
study, and is more in line with investigations conducted by others in the research 
group [67, 68]. 
The chosen device functionalities are fundamental in other frequency ranges, and 
are likely to be suitable for use with any of the terahertz applications outlined in the 
last section. It is not the aim of this study to demonstrate these devices within the 
context of a specific application. The variability and compactness of these devices 
is unprecedented in the targeted frequency range, and a successful demonstration of 
the principles involved (this study) must necessarily precede the development of any 
application that is well placed to take advantage of them (possible future studies). 
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Therefore it is desired to demonstrate the fundamental behaviour, in good agreement 
with the developed theory. Well explained, this would provide the necessary starting 
point for anyone wishing to adapt the designs for use in a specific application, as and 
when such an opportunity arose. 
It should be noted that the design of a variable device is more involved than 
that of a fixed device. Variability, in this case mechanically actuated, brings with it 
advantages and disadvantages. Advantageously, one device can do the work of several. 
For example, a wireless-local area network (W-LAN) component manufacturer could 
produce one design for the transceiver units, and fix the channel just before shipping by 
adjusting a grub screw controlling the filter. Or, the same filter could be used to make 
the transceiver frequency-agile, that is, tunable 'on the fly'. And, depending on the 
mechanical actuator, any device state could be held indefinitely without power, unlike 
electrically controlled devices that must necessarily consume energy to maintain any 
non-rest state. The device may be carefully tested in each state, at rest, using well-
behaved actuators such as micrometers. Disadvantages are that, mechanically variable 
devices are subject to mechanical shock, vibration and resonance, a finite mass must 
be moved to change states, and additional positional feedback mechanisms may be 
required for closed loop controL However, these problems are well understood in the 
field of mechanical engineering, and fall outside the scope of this study. 
1.5 OUTLINE 
This section provides an outline of the contents and organisation of the remainder of 
the thesis. 
Generally, the original work in this thesis is presented in the order in which it was 
performed, as shown in Figure 1.7, with the order in which work was performed in 
Figure 1.7(a), and the chapter location of each piece of work in Figure 1.7(b). Each of 
the chapters, starting with the background chapter (not included in Figure 1. 7), will 
now be outlined in turn. 
The original work performed in this thesis progressed, in order, around a loop 
consisting of fabrication, measurement, and simulation, as shown in Fig. 1.7(a). The 
initial retarder (VADR) design proposal did not originate in this thesis, and therefore 
is separated from the other tasks in the diagram. Work began with the fabrication of a 
variable retarder (VADR) (i), followed by measurement (ii), simulation (iii), and simu-
lation of improved designs (iv). Then, having completed the retarder work, simulation 
of the tunable filter was conducted (v), followed by fabrication (vi) and measurement 
(vii) of a prototype. The chapter location of the write-up of these tasks is summarised 
in Fig. 1.7(b), and described in the remainder of this section. 
Chapter two provides an extensive background to the variable retarder and the 
tunable filter, and contains three main sections. The first two sections relate only to 
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Figure 1. 7 Organisation of the original work in this thesis. (a) order work was performed, (b) chapter 
location. 
the variable retarder, whilst the third relates only to the tunable filter. Therefore, the 
background to each device may be read independently of each other. The first section 
introduces the polarisation of electromagnetic waves, and sets out the convention for 
transverse electric (TE) and transverse magnetic (TM) linear polarisations adopted in 
this thesis. At the end of the first section, uniaxial-crystal retarders for the visible re-
gion are outlined, since they are related to the design of the variable artificial dielectric 
retarder. In the second main section, artificial dielectrics are introduced. It is explained 
that artificial dielectrics may be used to create birefringence in non-birefringent mate-
rials such as silicon, and provides mathematical tools to analyse the birefringence of 
1-D subwavelength gratings. The application of 1-D subwavelength gratings to artifi-
cial dielectric retarders is discussed, along with the proposal for the variable artificial 
dielectric retarder studied in this thesis. 
The third main section of chapter two moves right away from polarisation, and 
introduces photonic band gap structures as a means for creating tunable filters at 
terahertz frequencies. The history of the photonic band gaps is briefly covered. A 
1-D photonic crystal is then analysed with photonic band gap analysis techniques, but 
also with existing, and well known, optical methods, in order to emphasise that the 
photonic band gap phenomena is completely predicted by Maxwell's equations and 
that therefore any suitable solution to Maxwell's equations is capable of predicting the 
presence of photonic band gap along a small number of propagation directions. The 
effect of defects and conductive substrates are discussed, as are several schemes for 
creating tunable filters with photonic crystals. The photonic crystals section of the 
chapter ends with a section covering some competing, non-photonic-band-gap tunable 
filter designs. The chapter is concluded in the usual fashion. 
Chapter three explains the silicon micromachining fabrication processes used in the 
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construction ofthe VADR polarisation compensator. Since this chapter is aLso intended 
to serve as a reference for use by others in the University of Canterbury laboratory, the 
device-specific fabrication details are left until the next chapter, where they may also 
be more clearly described. 
Chapter four presents the process for, and results of, the fabrication of the silicon 
plates for the first device, the VADR polarisation compensator. The mask designs, and 
simulated results of the mask alignment pattern pre-etch are also included. 
Chapter five details the W-band (70 - 110 GHz) free-space vector network anal-
yser, the experimental procedure, and the measurement results for the polarisation 
compensation device. 
Chapter six deals with the simulation of the polarisation compensator. A range of 
candidate simulation techniques are reviewed, and a detailed comparison is performed 
of the three techniques used in chapters 6 - 8. Results are presented of simulating 
the polarisation compensator. An estimate of the free-carrier absorption loss in the 
low-resistivity substrate is made by fitting to experiments of a plain silicon etalon, and 
the results are compared to a suitable theoretical model. 
Chapter seven presents detailed simulations of improvements to the polarisation 
compensator, including extensive investigations of the effect of device dimensions on 
performance. Possible applications of the device are suggested. 
Chapter eight introduces the variable photonic band gap filter that was inspired by 
one of the improved VADR devices. A diverse range of operating modes are presented, 
along with bandgap maps summaries of extensive simulations into the effect of the 
fabricated dimensions on the device performance. An elegant device is devised that can 
be manufactured using conventional metal milling techniques. This is fabricated and 
mea..sured, showing excellent agreement with the predicted performance. Fabrication 
of a further device, yet to be tested, is also presented. 
Chapter nine is the last in this thesis, and presents the conclusions. It also outlines 
plans for further work, some of which is currently being undertaken by the author. 

Chapter 2 
BACKGROUND 
2.1 INTRODUCTION 
This chapter provides background information relating to both the variable retarder 
and the tunable filter devices that are studied in this thesis. While both devices are 
constructed from structured materials (various types of grating, in particular), the 
principles involved for each, are different. Therefore, the background to each device is 
presented separately. 
Methods of polarisation control that are implemented in the visible region, such 
as uniaxial crystal waveplates and compensators, can not be successfully scaled to 
operate at terahertz frequencies, due to their poor optical properties in this regime. 
For example, the uniaxial crystal calcite exhibits strong dispersion and is opaque in 
certain ranges of the terahertz band. Instead, the technique of artificial dielectrics 
may be used to create form-birefringent structures in the surfaces of materials having 
low disperson and low loss, such as silicon. Fixed-retardance waveplates have been 
constructed for use in the visible region using artificial dielectrics, but no variable 
artificial dielectric retarders of any design have been demonstrated prior to this study. 
In other applications, it is important to be able to discriminate between different 
terahertz frequencies. Photonic band gap (PBG) structures offer tantalising advantages 
for the creation of frequency selective filters, such as strong rejection in a compact de-
vice. PBGs arise as a result of nothing more exotic than the destructive interference 
of multiply-reflected waves within a periodic structure, preventing transmission for a 
(broad) band of frequencies. Therefore the presence of a PBG can be predicted by 
a variety of solutions to Maxwell's equations, each having its advantages and disad-
vantages. By fabricating defects into the periodic structure of a photonic crystal it is 
possible to realise a narrow band pass within the PBG of the crystal. If the nature of 
the defect may be altered at will after fabrication, then a tunable filter is realised. 
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2.2 POLARISATION OF ELECTROMAGNETIC WAVES 
This· section describes the polarisation 1 conventions for electromagnetic waves used in 
this thesis. The polarisation is an important property of a wave because it strongly 
affects how it interacts with matter. Examples of this will arise in subsequent sections. 
2.2.1 Uniform Plane Waves 
The equation describing a uniform plane wave may be derived from Maxwell's equation, 
following the method in Appendix A.1, or it may be found in any one of a number 
of electromagnetic texts, for example [69]. In a right-handed Cartesian co-ordinate 
system, where the region is homogeneous, linear, isotropic and source-free, the electric 
field of a monochromatic plane wave, travelling in the positive z direction, with the 
electric field vector E aligned to the x axis, may be written 
E =Ex sin(wt- kz)x, (2.1) 
where w is the angular frequency, k is the propagation constant, t is time, the bold 
face denotes a vector quantity, and the hat ~denotes a unit vector. 
The plane wave of Equation 2.1 is drawn in Figure 2.1, with the electric field 
plotted along the z axis in Figure 2.1(a), and the path traced by the tip of the electric 
field vector in Figure 2.1(b), as seen from behind the wave looking in the z direction. 
This wave is defined to be linearly polarised because the path traced by the tip of the 
electric field vector is a straight line. 
X 
z 
y 
(a) 
4X 
(b) 
path of 
E-vector tip 
z 
Figure 2.1 A monochromatic uniform plane wave travelling in the positive z direction of a right-
handed Cartesian coordinate system: (a) electric field plotted along the z axis, (b) straight-line path 
traced by the tip of electric field vector. 
1 refers to the classification of electromagnetic waves according to the path traced by the tip of the 
electric field vector; used in this context extensively throughout the remainder of the thesis, and not 
to be confused with the dipole moment density of atoms and molecules in solids. 
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In order to illustrate the three simple polarisation states (linear, circular and ellipti-
cal), it is helpful to consider a plane wave with two orthogonal electric field components, 
and Ey, both travelling in the positive z direction 
E Ex sin(wt- kz)x + Ey sin(wt kz + ¢)y, (2.2) 
where ¢ is the difference in phase between the two electric field components. The 
path traced by the tip of the electric field vector may assume either a straight line 
form similar to Figure 2.1(b), an elliptical form, or a circular form, depending on 
the relative amplitudes of and Ey, and the phase difference ¢. Accordingly, the 
polarisation is defined as being either "linear" , "elliptical" or "circular". Linear and 
circular polarisations are special cases of the more general elliptical polarisation, and 
are dealt with first. 
2.2.2 Linear polarisation 
For the sake of comparison with the circular and elliptical polarisations that will be 
explained in due course, a representative linear polarisation arising from a plane wave 
with two orthogonal electric field components, Ex and Ey, is shown in Figure 2.2, with 
the electric fields in Figure 2.2( a), and the path traced by the tip of the resulting electric 
field vector in Figure 2.2(b ). By definition, in a linearly-polarised wave, the two electric 
field components (Ex and Ey) are always in phase, i.e. ¢ = 0 or 1f, since this constrains 
the tip of the resulting electric field vector to follow a linear path. However, the angle 
of the path with respect to the x and y axes depends on the relative magnitudes of Ex 
and Ey. If Ex = 0 and i= 0 then the wave is linearly polarised in they-direction, 
and vice versa. If Ex and Ey are both non-zero, then the angle to the x axis, ( () in 
Figure 2.2b), can be found from 
(} = tan-1 E 
X 
(2.3) 
2.2.3 TE and TM linear polarisation conventions 
In practice, the angle of the electric field for a linear polarisation is normally referenced 
to fixed direction, such as the axis of one the optical elements. In the analysis of 
gratings, such as those used in the devices studied in this work, it is the usual practice 
to define as the reference direction, a grating vector (K), that is orthogonal to the 
grating. This is important because the properties of the grating strongly depend on 
the angle of the electric field. 
In the measurements and simulations of the variable artificial dielectric retarder 
(VADR) device, presented in chapters five and six, it is necessary to distinguish be-
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Figure 2.2 Linearly-polarised plane-wave with two orthogonal electric field components, Ex and Ey. 
The electric fields are plotted along the z axis in (a) and the wavelength .>. is indicated. The path 
traced by the tip of the resultant electric field vector is shown in (b), and the angle 0 of the path to 
the x axis is indicated. The condition of a linearly-polarised wave is that Ex and Ey are in phase, i.e. 
the phase difference ¢ = 0° 
tween normally-incident, linearly-polarised plane waves that have their electric field 
aligned either parallel to perpendicular to the grating vector. The adopted convention 
is depicted in Figure 2.3, for an arbitrary grating. For normal incidence, the transverse-
electric (TE) polarisation is a linear polarisation with the electric field perpendicular 
to the grating vector, as shown in Figure 2.3(a), and the transverse-magnetic (TM) po-
larisation is a linear polarisation with the electric field parallel to the grating vector, as 
shown in Figure 2.3(b). The magnitude of aTE-polarised electric field may be denoted 
by ErE while the magnitude of a TM-polarised electric field may be denoted by ErM· 
Note that these conventions should not be confused with other conventions, such as 
those for naming the electromagnetic modes of guided waves. In some texts, the desig-
nations P and S are used [70]. These are equivalent to the TE and TM polarisations, 
respectively. 
2.2.4 Circular polarisation 
Circular polarisation results if the x and y components are exactly equal in amplitude 
(Ex = Ey), and are in phase quadrature, i.e. they are out of phase by a quarter-wave 
(¢ = ±7r/2). Such a wave is shown in Figure 2.4, with the electric fields plotted along 
the z axis in Figure 2.4(a) and the path traced by the tip of the resulting electric field 
vector in Figure 2.4(b). The wave may be described by 
E =Ex sin(wt- kz)x + Ey cos(wt- kz)y, (2.4) 
where Ex = Ey. As the wave propagates, the electric field vector rotates either clock-
wise or anti-clockwise. By convention, the wave described by Equation 2.4 is left-
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Figure 2.3 The transverse electric (TE) and transverse (TM) polarisations are defined as normally-
incident linearly-polarised electromagnetic waves having the following electric orientation with respect 
to the grating vector K: (a) TE - electric field perpendicular to K, (b) TM - electric field parallel to 
K. 
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handed. Standing behind the wave, looking in the positive z direction, the electric field 
vector appears to rotate anti-clockwise, as shown in Figure 2.4(b). 
X 
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Figure 2.4 Circularly-polarised plane-wave with two orthogonal electric field components, E., and 
The electric fields are plotted along the z axis in (a) and the wavelength>. is indicated. The path 
traced by the tip of the resultant electric field vector is shown in (b). The condition of a circularly-
polarised wave is that Ex and are equal in magnitude and are in phase quadrature, i.e. Ex Ey, 
and the phase difference <P 1r /2. 
2.2.5 Elliptical Polarisation 
In all cases other than linear(¢ 0,1r) or circular(¢ ±7r/2, Ey), an elliptical 
polarisation results. Elliptically polarised waves have the same convention for hand-
edness as circular waves, but to characterise them completely it is also necessary to 
determine both the inverse tangent of the ratio of the semi-major and semi-minor axes 
(the ellipticity, x) and the angle of the semi-major to the reference direction (the tilt 
angle, fJ). An elliptical wave is drawn in Figure 2.5 for the case Ex= Ey, and¢= 1r /4, 
with the electric fields plotted along the z axis in Figure 2.5(a) and the path traced by 
the tip of the resulting electric field vector in Figure 2.5(b). The length of semi-major 
axis is A, while the length of the semi-minor axis is B. Thus, the ellipticity x may 
defined as 
(2.5) 
The tilt angle fJ is obtained from Equation 2.3, in the same manner as for the linear 
polarisations, except that for an elliptical polarisation it gives the angle between the 
x-ax:is and the semi-major axis. 
It should be noted that the ellipticity of a plane-wave's polarisation may be varied 
from linear to elliptical, and if Ex = Ey, to circular, simply by changing the phase 
difference¢ between the two orthogonal electric field components, Ex and Ey. 
2.3 NATURALLY-BIREFRINGENT CRYSTAL RETARDERS 
X 
1~-- 'A. = 2n/k --?1)1 
(a) 
21 
X 
(b) 
Figure 2.5 Elliptically-polarised plane-wave with two orthogonal electric field components, E., and 
By. The electric fields are plotted along the z axis in (a) and the wavelength .A. is indicated. The path 
traced by the tip of the resultant electric field vector is shown in (b), and the angle() of the path to 
the x axis is indicated. 
2.3 NATURALLY-BIREFRINGENT CRYSTAL RETARDERS 
A variety of devices have been implemented for the control of polarisation in the visible 
and infrared, including beam splitters, polarisers, retarders, and rotators [71, 72]. It is 
not intended to review all these devices; instead, this section is restricted to a discussion 
of several relevant designs of birefringent retarder that use uniaxial crystals. It is in part 
from these designs that the VADR device (studied in this thesis) has evolved. While the 
frequency ranges, and implementations, are different, the underlying principles are the 
same. Should the reader desire further information on devices for polarisation control, 
the texts of Clarke and Grainger [71], Hecht and Zajac [73) or Born and Wolf [74] may 
be recommended. 
The purpose of a retarder is to alter the polarisation state by introducing an ad-
ditional relative phase delay r between the X and y polarisations SUCh that the phase 
difference after the retarder is 
(2.6) 
where ¢o is the phase difference in the incident beam. For example, it might be desired 
to change a linear polarisation having tilt angle e = 1r 14 into a circular polarisation, as 
shown in Figure 2.6. As in the previous section, a plane wave having two orthogonal 
components is considered 
E=Exsin(wt kz)x+Eysin(wt kz)y. (2.7) 
In order to change the polarisation, a retarder introduces a relative phase delay r, 
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giving the output wave as 
E =Ex sin(wt- kz)x + Ey sin(wt- kz + r)y. (2.8) 
The amount of relative phase delay r introduced by the retarder is a key property, and 
is known as the "retardance". In the remainder of this thesis, retardance is denoted 
by the symbol r. Continuing with the example, if the plane wave of Equation 2. 7 
is incident on a retarder having a retardance of r = 7r /2, then the incident linear 
polarisation will be converted into circular polarisation. In this example, the output 
circular polarisation is left handed. 
Input (linear) Output (circular) 
X X 
e = n/2 
Figure 2.6 An example of a quarter-wave retarder changing a linear polarisation (input, left hand 
side) into circular (output, right hand side). In this case, the Ex component is delayed by r = 1r /2 
upon transmission through the retarder. At the bottom are plots of the path traced by the tip of the 
electric field vector, looking in the direction of propagation. 
Waveplates (fixed retarders) usually have a retardance of either r = 1r /2 (quarter-
wave) as in the previous example, orr= 1r (half-wave), since with an arrangement of 
three rotatable waveplates (rl = ~' r2 = 1r, r3 = ~) any arbitrary polarisation trans-
formation can be achieved [75]. The actions of quarter- and half-wave waveplates may 
be summarised by the polarisation transformations listed in Table 2.1. The tilt angle 
() is the same as that defined in Equation 2.3 for linear and elliptical polarisations, as 
defined in sections 2.2.2 and 2.2.5. No tilt angle is defined for circular polarisations be-
cause the path traced by the tip of the electric field vector is rotationally invariant. The 
terms "Right" and "Left" refer to the handedness of the elliptical and circular polari-
sations, where for a right handed polarisation the tip of the electric field vector rotates 
in a clockwise direction when seen from behind, and for a left handed polarisation, 
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anti-clockwise (see section 2.2.4). 
Table 2.1 Polarisation transformations of quarter~ and half-wave waveplates (After [76] Table 1). 
Quarter-wave (r Jr/2) 
Input Output 
Linear, (} 45°,¢=0 Right Circular,¢ = 1r /2 
Linear,() ,¢ -Jr Left Circular ¢ = -Jr /2 
Right Circular ¢ Jr/2 Linear,() ,¢ 1f 
Left Circular ¢ = -Jr /2 Linear, (} 45°,¢ 0 
Linear, any () =F 45°, ¢ = ¢o Elliptical, ¢ ¢o + 1rj2 
Half-wave (r = 1r) 
Input Output 
Linear, angle (}, ¢ 0 Linear, angle -(}, ¢ = 1r 
Left circular,¢ -Jr/2 Right circular, ¢ = 1r /2 
Right circular,¢= 1r /2 Left circular,¢ -Jr/2 
Birefringent waveplates (fixed retarders) for visible wavelengths are traditionally 
made from a carefully cut and polished slab of uniaxial crystal, such as quartz or calcite. 
The term "uniaxial" is used to describe these crystals because because the optical 
properties along one axis differ from those along the other two. This is illustrated 
in the drawing of Figure 2. 7 that represents a slab of calcite that has been cut and 
polished for use as a waveplate. A wave propagating in the (e x o) direction (the 
direction orthogonal to the extraordinary and ordinary axes), with the electric field 
oriented along e, will experience a material having refractive index ne. If the electric 
field is instead oriented along 8, the wave will experience a material having refractive 
index n0 • The refractive index n0 that is specified in the (e x o) direction does not 
affect either of these waves, and would only affect a wave propagating in e oro with its 
electric field oriented in the ( e x 8) direction. For calcite, since n 0 < ne, a wave with 
its electric field oriented along 0 will propagate faster than one with its electric field 
oriented along e. Therefore, the Ee component is delayed by the relative phase delay 
( retardance) r (alternatively, it may be conceived that the component is advanced 
by r with respect to the component). 
The unique axis is called either the "optical" or "extraordinary" axis, and has its 
refractive index denoted by n 6 , while the other two axes are called the "ordinary" axes 
and have their refractive index denoted by n 0 • The axis (or axes) with the smallest 
index is known as the fast axis (or axes), and when the extraordinary axis is fast, the 
crystal is known as a positive uniaxial crystal. By this definition, quartz is a positive 
uniaxial crystal, while calcite is a negative uniaxial crystal. 
To a first approximation, the retardance (r) of a uniaxial crystal slab, having 
thickness d, is equal to the difference in the effective path length in the direction of 
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Figure 2. 7 A calcite waveplate, showing the ordinary o and extraordinary e directions in the crystal, 
and the associated refractive indices ne and no. Lines and dots are used to indicate the direction of 
the extraordinary axis - these are a guide to the eye and are not seen on an actual cry&tal. 
propagation 
r (2.9) 
This approach is sometimes known as the "amplitude transmittance approach". Un-
fortunately, this simple approach is inaccurate because it does not take account of 
multiple reflections from the air-dielectric interfaces at the front and back surfaces of 
crystal slab. The error is correspondingly greater when the index discontinuities at 
the front and rear surfaces are large, because the reflections are stronger. For uniaxial 
crystal retarders at visible wavelengths, the error may be as much as 5%, which is 
undesirable for accurate polarimetry [77]. 
A more accurate model includes these reflections [78], but is not presented here 
because it does not account for the loss in the crystal. However, the model does lead 
to one important conclusion that is not apparent from Equation 2.9. Since the trans-
mission coefficients are dependent on the reflectivities at the front and rear surfaces, 
they differ for the ordinary and extraordinary rays because the crystal is birefringent. 
Consequently, the slab must be rotated to offset the slight polarisation rotation that 
this introduces. Alternatively, the asymmetry of the transmission coefficients may be 
reduced by coating the front and rear surfaces with an anti-reflection quarter-wave 
dielectric coating (69]. The refractive index of a quarter-wave coating nqc is given by 
the geometric mean of the refractive indices of the materials it interposes, ni for the 
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incident medium and n 8 for the substrate, 
and its thickness is given by 
d _ ~nqc _ Ao 
qc- 4 - 4nqc 
25 
(2.10) 
(2.11) 
Since n 8 is anisotropic (due to the birefringence of the crystal), but nqc is not, reflections 
can not be completely eliminated. If a representative value of n 8 is chosen between ne 
and n0 , the residual reflections will be small [71]. 
For naturally birefringent crystals such as calcite, which has one of the highest 
birefringences exhibited by naturally occurring crystals, it is impractical to cut the 
waveplate thin enough to obtain zero-order operation (total retardance less than 2n-) at 
visible wavelengths since such thin plates would be prone to breakage. For mechanical 
strength, the plates are normally cut thicker, to provide a retardance of N21r + r, where 
N is equal to the waveplate's order. At the design wavelength, higher order (thicker) 
waveplates still have the same effective retardance r, but for other wavelengths, the 
error is greater than for the thin, zero order plate. 
It is possible to create a zeroth-order waveplate when a variable design is employed, 
as will be explained in the rest of this section. Variable devices also have other ad-
vantages. Firstly, if the illumination is always monochromatic, but not always of the 
same wavelength, then a single compensator obviates the need to keep many wave-
plates on hand, since the former may be tuned to exactly the desired retardance over a 
range of wavelengths, whereas a different waveplate is often required if the wavelength 
is altered. Secondly, compensators may be dynamically tuned via a feedback loop to 
continually adjust for deviations from a desired polarisation state. Two compensator 
(variable retarder) designs for the visible are now described. 
The Babinet compensator, shown in Figure 2.8, comprises two wedges of uniaxial 
crystal, cut so that the extraordinary axis in one is perpendicular to the extraordinary 
axis in the other. The wedges are thin, having an angle of about 2.5°. One wedge 
is fixed in position, while the position of the other is controlled by a micrometer as 
indicated in Figure 2.8. Again, lines and dots are used to indicate the direction of 
the extraordinary axis. A wave that propagates vertically down through the device 
at some point will traverse a distance d1 through the first wedge and d2 through the 
second wedge. In the first crystal, neglecting reflections, the retardance is given by 
(2.12) 
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while in the second wedge the retardance is given by 
(2.13) 
The negative sign in the right hand side of Equation 2.13 arises because the extraor-
dinary axes of the two wedges are perpendicular. The retardance in the first wedge 
becomes offset by a phase advance in the second. If d1 d2 there is no net change in 
the relative phase. Otherwise, the overall retardance, neglecting reflections, is given by 
r (2.14) 
By altering the relative values of d1 and d2, either by moving the beam or shifting the 
wedges with respect to each other, any desired retardance may be obtained. Thus, 
subtle corrections may be made to deformed polarisation states. Equally usefully, the 
compensator is not restricted to use at any single wavelength, but provided the illumi-
nation is always monochromatic, it may be adjusted to provide a particular retardance 
across a wider range of wavelengths. 
propagation 
direction 
-~ 
micrometer 
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Figure 2.8 A Babinet compensator comprises two wedges of uniaxial crystal with their extraordinary 
axes oriented perpendicular to each other. 
Since the values of d1 and d2 depend on where the beam strikes the Babinet com-
pensator, it cannot produce a uniform retardance over its surface. Therefore, if a 
uniform retardance is required, the incident beam must be narrow. Alternatively, for 
a broad incident beam, the top wedge may be rotated by 180°, so that the thin end 
rests on the thin end of the bottom wedge. In this configuration, the beam is slightly 
deviated because the top and bottom surfaces are not parallel. 
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If it is desired to obtain uniform retardance across the surface of the compensator, 
and suffer no beam deviation, then the Babinet-Soleil compensator may be used. The 
Babinet-Soleil compensator comprises two wedges sharing the same extraordinary axis, 
and a slab having its extraordinary axis perpendicular to that of the wedges, as shown 
in Figure 2.9. Where the two wedges overlap, the total thickness of the wedge section 
d1 is constant with position, therefore a uniform retardance may be obtained across 
the whole device. With d1 defined for the total thickness of the two wedges, and with 
d2 the thickness of the slab, the retardance of the Babinet-Soleil compensator is given 
by Equation 2.14. The top wedge is actuated by a micrometer, and thus the value of d 1 
may be altered without affecting the uniformity of the retardation. The disadvantage 
of a Babinet-Soleil compensator is the expense involved in the precise cutting and 
polishing of three pieces of crystal. 
propagation 
direction 
Figure 2.9 A Babinet-Soleil compensator comprises two wedges of uniaxial crystal with their ex-
traordinary axes aligned, mounted on top of a slab of uniaxial crystal that has its extraordinary axis 
oriented perpendicular to that of the wedges. 
Compensators have the property of assuming any value of retardance within a 
given range, usually 0::; r::; 1r. Their transformations may not be neatly summarised 
in table format; instead it is preferable to use an alternative representation such as 
Poincare's sphere [71], pictured in Figure 2.10. Each point on the surface of this 
imaginary sphere represents a particular polarisation state, specifying the tilt angle (), 
the ellipticity x and the handedness. It is possible to represent the intensity (power) of 
the wave by the radius r of the sphere, but a constant radius sphere (fixed intensity) 
may be assumed here to avoid confusion. Often, the three axes are labelled Q, U, V 
in connection with the Stokes' parameters [71]. The Stokes' parameters may be used 
to describe the polarisation state of both coherant and incoherant beams, and have 
the advantage of being able to describe partially polarised beams. For the analysis of 
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the total effect of a chain of optical elements in series, acting on a coherent, totally 
polarised beam, then the Jones' calculus is of use. The Stokes' parameters, and the 
related Jones' calculus are described in Appendix A.2 as they are not used elsewhere 
in the thesis. 
X X 
X 
~· 
X 
~· 
Figure 2.10 The Poincare sphere representation of polarisation. Any point P on the sphere is 
uniquely defined by twice the tilt angle () and twice the ellipticity X of the polarisation ellipse. The 
radius r may be used to represent intensity. 
In geographical terms, the equator of the Poincare sphere represents the linear 
polarisations, with the longitude of the point being twice the tilt angle, or 20. The 
north and south poles represent right and left handed circular polarisations. Points in 
between are elliptically polarised, with the handedness of the closest pole (right in the 
northern hemisphere, left in southern hemisphere). The latitude of the point represents 
the ellipticity, being equal to twice the ellipticity angle defined in Equation 2.5, or 2x. 
Several representative polarisation states are indicated in Figure 2.10. 
Any possible change in polarisation can be described by a curve on the surface of 
the sphere that connects the state of polarisation before the change, with the state af-
terwards. For example, a transition from point Pi to P0 is shown by the block-headed 
arrow in Figure 2.10. Pi represents the polarisation state of the incident illumina-
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tion, while P0 represents the polarisation state of the output of a retarder having a 
quarter-wave retardance. In this case, the linearly polarised input is converted to a 
circular output. For other tilt angles (0 =/= 1r /4), it is not possible for the retarder alone 
to produce a circular output. In these cases, the magnitudes of the two orthogonal 
components, Ex and Ey, must first be equalised by transmission through a polariser 
oriented at 45° to the axes of the retarder [73], or by another combination of waveplates. 
2.3.1 THz properties of uniaxial crystals 
This section is given over to a discussion of the optical properties of uniaxial crystals 
(calcite, in particular), and the calculated performance of a uniaxial-crystal waveplate, 
at terahertz frequencies. This section validates the need for alternative retarder imple--
mentations at terahertz frequencies. 
Calcite is chosen for this example because accurate data is available for its optical 
properties at terahertz frequencies [79]. This data was obtained from a text that 
critically evaluated and compiled the published results of a number of researchers. 
In order to illustrate the difference in the properties between silicon (which is not 
naturally birefringent but will be used for artificial birefringent devices here) and calcite 
at terahertz frequencies, the refractive index and attenuation coefficient in the ordinary 
axis of calcite are plotted in Figures 2.11, and may be compared against similar data 
plotted for silicon in Figure 1.3. The data for the extraordinary axis are not plotted, 
since it exhibits similar dispersion and loss. Calcite is strongly absorbing between 
2.5- 10 THz, but it is conceivable that a reasonably transmissive waveplate could be 
constructed for 0.1 -- 2.5 THz (i.e. a subset of the range of frequencies (0.1 - 10 THz) 
that are of interest in this study). 
For the sake of illustration, a specific example is now taken. The properties of a 
zero-order quarter-wave waveplate, constructed from calcite and having quarter-wave 
anti-reflection coatings for maximum performance, are quantified using the T-matrix 
method that is presented in section 6.2.1 (see also Hecht and Zajac [80]). The T-
matrix method allows the the transmission coefficient and retardance to be calculated 
taking account of all reflections, and the loss in the dielectric. The refractive index 
of the quarter-wave coatings nqc is given by Equation 2.10 where the substrate index 
is chosen to be the geometric mean of the real part of the refractive indices for the 
ordinary and extraordinary rays (ns yln0 ne), and the coating thickness is given 
by Equation 2.11. The properties are tabulated in Table 2.2 at frequencies for which 
accurate data for the properties of calcite were available. The thickness d was arrived at 
by iteratively calculating the exact retardance r of slabs of varying thickness, starting 
with the thickness obtained by a rearranged form of Equation 2.9. The transmission 
coefficients are presented in dB for later comparison to the VADR devices studied in 
this thesis. 
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Figure 2.11 (a) Log-log plot of the refractive index of calcite in the ordinary axis (no) versus wave-
length in micrometres. (b) Log-log plot of the extinction coefficient in the ordinary axis (ko) versus 
wavelength in micrometres. Most of the terahertz frequency range of interest is represented (0.3 -
lOTHz), as indicated.(Reproduced from [79] Fig. 1, p704.) 
Table 2.2 Calcite quarter-wave plate for low terahertz frequencies. The symbols are as follows: f 
is the design frequency, while )\ is the corresponding free-space wavelength; n 0 , ko are the refractive 
index and extinction coefficient for the ordinary ray, while ne, ke are for the extraordinary ray; nqc is 
the refractive index of the quarter-wave antireflection coatings and the slab thickness is d (excluding 
the coatings), while To and Te are the expected insertion losses for the ordinary and extraordinary rays. 
f ). no ko ne ke nqc d To Te 
(GHz) (Mm) (mm) (dB) (dB) 
90 3333.3 2.946 0.0 2.883 0.0 1.707 9.6810 -0.8 -2.6 
150 2000 2.941 0.002 2.873 0.003 1.705 7.4783 -0.7 -4.5 
300 1000 2.950 0.0057 2.862 0.0066 1.705 2.2225 -1.7 -3.5 
600 500 2.961 0.007 2.909 0.014 1.713 2.2001 -2.7 -6.5 
1050 285.71 3.007 0.014 2.999 0.028 1.733 8.9210 -26.4 -50.2 
3000 100 5.677 1.508 1.733 5.206 1.771 0.0031438 -10.4 -12.7 
9900 30.303 0.335 2.096 0.339 2.385 0.581 1.8938 <-130 <-130 
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It may be seen from Table 2.2 that due to the strong dispersion of calcite, the 
required thickness varies dramatically, from 3/Lm lcm. With the exception of the 
extremely thin (but still lossy) 3 THz plate, all the waveplates in the table are over 
2mm thick, but still require the surface to be polished to sub-micron flatness, and 
therefore represent a costly, cumbersome and poorly-performing solution. Moreover, 
1 THz is an important experimental frequency [5, 35] yet here the required thickness 
is a massive 31.\ and the loss figures are completely unacceptable they exceed the 
rejection rate of an optical infrared filter [81]. Towards 10 THz, the plate becomes 
opaque and totally unusable. Therefore, naturally birefringent crystals such as calcite 
are unsuitable for use at terahertz frequencies, and alternative techniques must be 
sought so that the entire terahertz frequency range may be covered. 
One possible solution is to generate birefringence in silicon, using artificial dielectric 
techniques. This allows advantage to be taken of the silicon's desirable properties (low 
dispersion and low loss, as shown in Figure 1.3), properties that are not exhibited by 
the naturally-occurring birefringent crystals. 
2.4 BIREFRINGENT ARTIFICIAL DIELECTRIC MATERIALS 
2.4.1 Introduction 
As shown above, in the construction of polarisation devices at terahertz frequencies, it 
becomes necessary to use microfabricated form-birefringent structures in the place of 
the naturally-occurring uniaxial crystals employed in the visible and infrared, in order 
to obtain materials with low-loss and low-dispersion. Furthermore, form-birefringent 
structures are capable of exhibiting stronger birefringence than the natural uniaxial 
crystals, and thus artificial dielectric devices may be more compact, in addition to 
being less expensive. 
At terahertz frequencies, the required sub-wavelength feature sizes for artificial di-
electrics are in the range of 1 - 500 /LID, which is well within the capabilities of microma-
chining techniques such as the wet etching of silicon. Two examples of micromachined 
artificial dielectric structures are shown in Figure 2.12, with a non-birefringent anti-
reflection surface in Figure 2.12(a) having a 2-D array of square pyramids, and with a 
birefringent waveplate surface in Figure 2.12(b) having a 1-D array of V-grooves. 
Artificial dielectrics are perhaps best known not for their birefringence, but for 
their role in the reduction of reflections at optical and quasi-optical interfaces [82-84]. 
Early anti-reflection surfaces in the visible, similar to that shown in Figure 2.12(a), were 
based on structures found in the eyes of nocturnal insects, having periodic arrays of 
cones of about 200nm depth and spacing [82]; hence the term "moth-eye effect" is often 
used to describe such behaviour. It was found by early microwave analogy experiments 
that these structures increased the transmission of visible light into the insect's eye [85]. 
32 CHAPTER2 BACKGROUND 
(a) (b) 
Figure 2.12 Examples of artificial dielectric surfaces having features with subwavelength periodicity. 
(a) A 2-D array of pyramids makes a useful anti-reflection surface. Surfaces like this mimic those found 
in nature, for example in the eyes of moths [82]. (b) A 1-D array of V-grooves makes a birefringent 
surface, such as might be used in a quarter- or half-wave waveplate. 
Qualitatively, the reduction in reflection (improved transmission) is achieved because 
the incident light is unable to resolve the detail of the subwavelength cones on the 
surface. Instead, it "sees" a homogeneous material with a graded "effective" refractive 
index, that gradually increases from the refractive index of air ( ni = 1) to the value of 
the substrate n 8 (where n8 > ni)· The name "artificial dielectric" is given because the 
graded dielectric constant experienced by the incident light is artificially created, and 
does not exist independently of the illumination. 
Birefringence is created in the surface of Figure 2.12(b) by presenting the incident 
TE and TM waves with a different grading of the refractive index during the transition 
between air and substrate. The form of the sub-wavelength structuring "seen" by the 
TE and TM waves affects the effective refractive indices for these waves, hence the 
term "form birefringence" is often used. 
2.4.2 Effective Medium Theory 
The effective index or birefringence must be able to be quantified before artificial di-
electric structures may be designed. Two approaches may be taken. Either the elec-
tromagnetic properties of the structure may be solved for using rigorous numerical 
computer codes (examples of this are covered in detail in chapter 6), or an analytical 
approach may be taken. In this section, the latter approach is taken, and the use of 
effective medium theory (EMT) of artificial dielectrics is described 2 . 
Depending on the structure to be analysed, and the particular EMT formulation, 
the solution is either rigorous or approximate. Even in circumstances when the solution 
is approximate, EMT may provide useful insight into how the geometry of the artificial 
dielectric structure affects its performance. Also, EMT is advantageous in situations 
where it is desired to analyse artificial dielectrics in combination with stacks of homo-
geneous layers, since it allows the artificial dielectric to be modelled as one or more 
2 The term "effective medium theory" is not exclusively used in connection with artificial dielectrics 
in the literature, and should not be confused with unrelated concepts. 
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homogeneou.<J layers that has equivalent properties. As a result, the overall reflection 
and transmission coefficients may be readily determined with thin-film theory [73] or 
a transmission line analogy [69], without need to resort to a more involved solution. 
The key limitation to the applicability of the EMT approach is that it cannot 
be used for structures that diffract, because homogeneous layers are not capable of 
diffraction and therefore do not have equivalent properties. In the next section the "no 
diffraction" requirement is formalised in terms of the period-wavelength ratio of a 1-D 
grating. Thereafter, different EMT solutions are presented depending on the scale of 
the structure and the required accuracy. 
The following discussion of artificial dielectrics is limited to gratings that are pe-
riodic in only one dimension (1-D), because the artificial dielectrics employed in this 
thesis are 1-D (see initially the explanation of the VADR device in section 2.5.1). There-
fore, an analysis of the two-dimensionally-periodic moth-eye surface of Figure 2.12(a) 
is not presented. However, an examination of the 1-D theory provides ample coverage 
of the relevant issues, but without the additional algebra for 2-D artificial dielectrics. 
2.4.3 Subwavelength gratings 
A periodic structure, such as a grating, may be called an "artificial dielectric" if the 
transmitted and reflected zeroth diffraction orders are the only propagating orders, and 
all the higher orders are evanescent [83]. The distinction between artificial dielectric 
gratings and other gratings is formalised in this section by placing an upper bound on 
the grating period, in terms of the wavelength, for an artificial dielectric grating. 
Figure 2.13 shows a cross-section of an arbitrary 1-D surface-relief grating. The 
grating vector K is shown, as is the period A, the refractive indices of the substrate, n 8 , 
and the incident medium, ni, the transmitted and reflected zeroth orders, To and Ro 
respectively, and the transmitted and reflected higher orders, T m, T_m and Rm, R-m 
respectively, where m is the order. 
The grating equation may be used to determine whether a given order propagates 
or not: 
. () . () m>. 
ns1n m- nis1n i =A' (2.15) 
where n is the index of the medium that the diffracted order is propagating in (n 8 for 
transmitted orders and ni for reflected orders), ()i is the angle of incidence as measured 
to the normal the grating surface, and Bm is the angle of the mth diffracted order. An 
upper bound for the period can be found by setting m = 1 (the first evanescent order 
in an artificial dielectric), Om 90°, and recasting Equation 2.15 as an inequality 
(2.16) 
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Figure 2.13 Transmitted and reflected diffraction orders for an artificial dielectric grating of arbitrary 
profile. For a given angle of incidence, 0;, all diffraction orders except the zeroth order transmitted 
(To), and zeroth order reflected ( Ro), are evanescent. For this to occur, the grating period A must be 
smaller than the incident wavelength..\, as specified in Equation 2.16 (After Figure 1, in Reference [83]). 
where maxO is equal to the maximum value of its arguments, and Omax is the maximum 
angle of incidence. 
For Equation 2.16, the denominator on the right hand side must be greater than 
unity in any practical application, enforcing the condition that the period of the grating 
must be smaller than the incident wavelength. It should be noted that this upper bound 
on the period is useful only in determining whether a grating may be considered an 
artificial dielectric. There are additional limitations placed on the region of validity for 
the EMT analysis, and will be explained in due course. 
2.4.4 Rytov's EMT 
In his widely referenced paper of 1956, Rytov studied the properties of stratified 
tromagnetic media, with the aim of reducing the losses in transmission lines filled with 
such a medium [86]. The method he used is also applicable to the analysis of artificial 
dielectric gratings. The stratified media he analysed contained alternate plane layers of 
two arbitrary homogeneous materials, the first having permittivity e1, permeability f.il 
and thickness a, and the second having permittivity e2, permeability /-i2 and thickness 
b, as shown in Figure 2.14. The refractive index n used in the previous section is related 
to the permittivity e and permeability 1-l by 
n (2.17) 
where Eo and J-lo are the permittivity and permeability of free space, respectively. The 
EMT equations are less cluttered with superscripts when presented in terms of the 
permittivity. 
The structure was illuminated with a uniform plane wave, and solved for the exact 
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fields. The two solutions presented for the plane wave propagating in the z direction 3 
are of interest because they correspond to the TE and TM polarisations defined in 
section 2.2.2. 
~ Direction of U Propagation 
Figure 2.14 The stratified electromagnetic medium analysed in Rytov's paper [86], with alternating 
layers, the first having permittivity c:1, permeability /Jl and thickness a, and the second having per-
mittivity c:2, permeability /J2 and thickness b. The period is A a+ b. (Note that the x, y, z directions 
shown here differ from those in the paper.) 
Subsequently, solutions to the average electromagnetic fields in the stratified medium 
were sought, such that the periodically-modulated permittivity and permeability func-
tions could be replaced by constant, averaged, values - the desired effective permittivity 
and the effective permeability. The effective permeability is disregarded here because 
the dielectric studied in this thesis (silicon) may be assumed to have the same per-
meability as free-space at terahertz frequencies [87]. The average field is an accurate 
representation as long as it only changes slowly in the direction of propagation, which 
Rytov quantified as 
kAjnj « 1, (2.18) 
where k w I c = 2Jr I>.., A is the grating period, and n is the effective refractive index 
of the medium for the given polarisation and direction of propagation. 
The effective properties of the stratified medium may be calculated from the follow-
ing transcendental equations. The details of the derivation are omitted here, since they 
may be found in Rytov's paper [86]. The effective permittivity for the TE polarisation, 
ET E, is the root of 
(2.19) 
3this is the x direction in Rytov's paper (86], where the solution for the TE polarisation (as defined 
in this thesis) is presented first, under the heading "Propagation along the x axis, e directed along the 
y axis". The TM solution is presented under the heading "Propagation along the x axis, h directed 
along the y axis" . 
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where 
(2.20a) 
(2.20b) 
The effective permittivity for the TM polarisation, E:TM, is the root of 
(2.21) 
where 
(2.22a) 
(2.22b) 
The transcendental equations do not, by definition, give a closed form solution 
for the effective permittivities. However, a simple solution may be obtained in the 
long wavelength limit4 , where the wavelength is much longer than the period, and 
the arguments of the tangents are small (la1al and la2bl << 1). To a zeroth order 
approximation, the tangents may be replaced by their arguments, giving the zeroth-
order effective permittivities r::~1 and E:~~ as 
r::~1(z) = r::sf(z) + E:i(1- f(z)) (2.23a) 
E:(O) (z) = [f(z) + 1- f(z)] -l 
TM E:s E:i 
(2.23b) 
where TE and TM are the electric field directions specified in Figure 2.3, and f(z) is 
the fill factor at depth z. Elsewhere, the same result has been derived using classical 
electrostatic methods, by treating the layers as parallel-plate capacitors that may be 
added in series (TM) and parallel (TE) [88] 5 . Note that this is the difference in the 
TE and TM effective permittivities for such a 1-D grating that gives rise to the desired 
form birefringence. 
The fill factor f(z) is equal to the duty cycle of the grating at depth z. To illustrate, 
the fill factors are given for the two example gratings shown in Figure 2.15. The shaded 
4 sometimes called the "quasi-static" limit 
5 this is sometimes referred to in the literature as the "static field" assumption. 
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areas represent the dielectric material, the unshaded, air. For the lamellar grating in 
Figure 2.15(a), the fill factor is 
f(z = . al ) (Oszsd) (2.24) 
For the triangular grating in Figure 2.15(b), the fill factor is 
fz =1--zl ( ) d (Oszsd) · (2.25) 
z 
d 
X 
a A (A+a) 2A 
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Figure 2.15 Two example grating profiles encountered in the analysis of artificial dielectrics, (a) 
binary grating, (b) triangular grating. The shaded areas represent the substrate. Two periods (2A) of 
each grating are shown, with (a/ A) being equal to the duty cycle of the binary grating. 
rrhe effective indices of a triangular grating on a substrate, are plotted schemati-
cally in Figure 2.16, with the cross section of the structure in Figure 2.16(a), and the 
calculated indices in Figure 2.16(b ). The effective index for the TE polarisation changes 
linearly with depth z, while the index for the TM polarisation changes non-linearly. If 
E:TE and cTM differ in value at any depth, the structure is said to be birefringent. The 
ability to tailor the birefringence by adjusting the grating profile is useful in the design 
of artificial dielectric devices such as waveplates, polarisation splitters and polarisation 
compensators. 
Zeroth order EMT is attractive for its simplicity, but its drawback is that it is 
accurate only in the long wavelength limit (A/>. << 1). Therefore, it must be used 
with caution for subwavelength gratings with larger periods. 
2.4.5 Modelling structures with larger periods 
In order to more accurately model subwavelength gratings with a larger period than 
that suggested by the long wavelength limit, a correction factor may be added to 
the zeroth order EMT. A power series expansion of the tangents in Equations 2.19 
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Figure 2.16 A schematic representation of the effective permittivities of a triangular 1-D grating, 
mounted on a substrate. (a) One period of the triangular grating and substrate. The substrate has 
permittivity E: 8 while the incident medium has permittivity E:;. The grating period is A, and the depth 
d. (b) The effective permittivities for the TE polarisation (ErE) and the TM polarisation (E:TM) are 
plotted schematically for arbitrary values of E:s and E:;, for the general case E:s > E:;. The TE effective 
index varies linearly from the incident value to the substrate value, while the TM effective permittivity 
varies with the form 1/(a + bz), where z is the depth. 
and 2.21 produces a second order correction factor in the cubic term of the expansion 6 . 
The corrected, second order, effective permittivities E¥1 and E¥1 are given by 
[ ( ) 2] (2) (o) 1 A ErE= ErE 1 + (O) 7r(Es- Ei)): j(z)(1- j(z)) , 3EoErE 0 (2.26a) 
(2.26b) 
Rytov states that Equations 2.26 are valid so long as the correction term is small. 
Since the equations contain differences of the material parameters, then the region of 
validity is more limited for structures with vastly different material properties. 
More recently, McPhedran and Bell et al. investigated the limiting value of A/ A for 
which the homogenisation approach of EMT agreed with rigorous calculations of the 
exact structure. For both TE and TM the limit was Aj>. < 1/40 for lamellar gratings, 
and for arbitrary grating profiles the limit forTE was Aj>. < 1/40, with a value for 
the TM limit being unobtainable due to the Fourier expansion of the permittivity 
profile [70]. 
6 x
3 
2x
5 
17x
7 (I 1 1r) (8 ] tan X= X+ :f + l5 + 3l5 + . . . X < "2 9 
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2.4.6 Accounting for the depth-wavelength ratio 
The solution presented by Rytov assumed that the planar layers were of infinite extent 
in the in-plane directions. Therefore, the solution is not appropriate for use with shallow 
gratings. Lalanne et al. have shown that the effective permittivities of shallow gratings 
are strongly dependant on the depth, particularly for depths smaller than about two 
wavelengths [90]. Additionally, the permittivity of the surrounding layers also has an 
effect on the effective permittivity for the TM polarisation. Thus, at least for TM, 
the effective permittivities of shallow gratings must be calculated in the context of the 
whole problem. 
shallow gratings, Lalanne et al. obtained the following expressions for the TE 
and TM effective permittivities using a Fourier expansion technique: 
(2.27a) 
(2.27b) 
where his the grating depth, Ep, Lp are the coefficients of the complex Fourier expan-
sion of the permittivity profile, and p is the number of terms included the (complex 
Fourier) expansion. In the case of gratings with discontinuous profiles, the TM expres-
sion becomes infinite because p is in the numerator of the sum. This does not mean 
that the effective permittivity is undefined for the TM polarisation, but rather that it 
cannot be obtained using this Fourier expansion method. 
In order to illustrate how the effective permittivity changes with depth, Lalanne et 
al. derived an approximate expression for the effective permittivity at arbitrary depths. 
It was chosen to represent the depth dependance as a function of an arctangent, based 
on the following three known conditions. Firstly, the permittivity of a zero-depth 
grating is equal to the zero-frequency component of the Fourier expansion, e:(O) = c:o. 
Secondly, the permittivity of an infinitely deep grating is equal to the permittivity 
given by second order EMT, e:( oo) . Thirdly, at intermediate depths, the rate of 
change of the effective index with respect to depth and wavenumber, is equal to the 
sum component from the appropriate Equation 2.27, de:jd(hk) = '171> where '171 is the 
sum term from Equation 2.27a forTE: 
L Epf.-p (A) hk 
pfO 2 jpj ), (2.28) 
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and the sum term from Equation 2.27b for TM: 
(2.29) 
Thus, the effective permittivity as a function of depth, c(h), may be expressed 
(2.30) 
Lalanne et al. validated Equation 2.30 against rigorous calculations, and found 
good agreement, except for a weak discrepancy in the TM polarisation for depths of 
about a quarter wavelength. 
2 .4. 7 Effective Medium Theory Selection 
Effective medium theory (EMT) may be used to ease the solution of structures con-
taining sub-wavelength gratings (artificial dielectrics), by approximating the inhomo-
geneous artificial dielectric layer as a homogeneous layer. In the case of 1-dimensionally 
periodic (1-D) artificial dielectric gratings, the effective permittivity of the homogenised 
layer is anisotropic, due to the inherent birefringence. 
Where the grating is deep, and the period small, and if an approximate solution is 
sufficient, then Rytov's zeroth-order EMT of section 2.4.4 may be employed in one of 
two approaches. First, the thin film theory for stacks of homogeneous layers may be 
used. In the case of lamellar gratings, only a single homogenised layer is necessary. In 
the case of continuous profile gratings, the grating must first be decomposed into an 
approximation using tens or hundreds of lamellar gratings, where each lamellar grating 
is subsequently homogenised. Alternatively, continuous profiles may be treated by the 
tapered-transmission-line method of Raguin and Morris [83]. If the grating period is 
larger, it is necessary to employ Rytov's second-order EMT, that provides a correction 
on the basis of the period-wavelength ratio. The homogenisation approximation has 
shown to have a critical value of A/>.= 1/40, but for gratings with a period smaller 
than this, EMT may be used in confidence. 
Where the grating is shallow (d < 2>.), the Lalanne solution may be used to 
account for the strong dependence of the depth on the effective permittivity. The 
Lalanne solution employs a Fourier expansion of the permittivity profile, that models 
both lamellar, and continuous-profile, gratings in a single homogeneous layer. This 
method does account for the period-wavelength ratio. Unfortunately, the use of the 
Fourier expansion prevents a solution being obtained for the TM polarisation of a 
grating with a discontinuous profile, and further research is required in this area. 
Where an accurate solution is required for artificial dielectrics with large periods 
and shallow depths, rigorous calculations are preferred. This is worth noting, since 
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most of the structures studied in this thesis are in this category. 
~· 
2.5 BIREFRINGENT ARTIFICIAL DIELECTRIC WAVEPLATES 
The concept of an artificial dielectric retarder was first introduced to optics by Flanders 
in 1983 [62]. Flanders was inspired by corrugated-surface twist polarisers (metallic 
gratings) found on millimetre-wave antennas 7 , however it was necessary to adopt a 
wholly dielectric structure due to the lossy and dispersive nature of metals in the 
visible. 
Flander's 1983 paper reports the fabrication of binary surface-relief gratings having 
240nm period. The gratings were constructed from two different materials, polymethyl-
methacrylate and silicon nitride. The birefringence of the gratings was measured at .A = 
632.8nrn, and was found to agree well, but not exactly, with the birefringence predicted 
by the simple zeroth-order EMT of Equations 2.23 and the amplitude transmittance 
approach of Equation 2.9. The good experimental agreement was assisted in part by 
a modest birefringence and reasonably small index discontinuities at the air-waveplate 
interfaces (from which reflections were ignored). Furthermore, silicon nitride gratings 
were used to construct the first known artificial dielectric quarter- and half-wave plates 
in the visible. In support of the choice of artificial dielectrics in the present work, Flan-
ders states that with the proper choice of material and grating geometry that " . . . a 
wider range [of material properties] may be obtained than is available in the naturally 
occurring birefringent crystalline materials". 
In a similar work, Enger and Case reported the fabrication of waveplates for visible, 
variously having rectangular and triangular surface-relief gratings, of period 300nm, 
patterned in photoresist or fused quartz [63] (unlike crystalline quartz, unpatterned 
fused quartz is not birefringent). The geometry of triangular profile wave plate is shown 
in Figure 2.17. They too emphasised the importance of the discovery of birefringence 
in subwavelength gratings, since "This may be especially important in the UV or IR, 
where suitably transparent and birefringent natural materials may not exist." Due to 
aspect ratio limitations in the fabrication process, Enger and Crane were unable to 
etch sufficiently deep to produce a quarter waveplate from a single grating. Instead, 
they cascaded two to arrive within 1% of a quarter-wave retardance. 
Cescato et al. investigated quarterwave plates constructed from photoresist 
ings having a sinusoidal profile [64). It was shown that birefringence was still obtainable 
in gratings with large periods, A ;:::: .A, although the disadvantages were that there was 
loss due to the presence of diffracting orders, and that a small rotation was required 
to correct for this loss being unequal between the extraordinary and ordinary rays. 
Cescato et al. used the multilayer approximation of Ono et al. [91] to analyse the 
the twist polarisers are only indirectly related to the present study, they are not reviewed 
here. 
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Figure 2.17 An artificial dielectric waveplate having a triangular grating (V-groove) profile. Such 
plates were reported by Flanders [62] and Enger and Case [63]. For waves travelling in direction of 
propagation, the effective refractive index seen by wave depends on whether the electric field is aligned 
parallel to the grating vector K (nTM ), or perpendicular (nTE ). 
gratings, wherein the continuously graded profile was approximated by many, much 
thinner, rectangular grating layers each having a different fill factor f. 
More recently, Kettunen reported a design for a reflection-mode waveplate in which 
the reflectivity was boosted to nearly 100% by the use of a multilayer anti-reflection 
stack underneath a dielectric grating [92]. In terms of reducing loss, reflection-mode de-
vices have the advantage over transmission mode devices, since in practice it is possible 
to achieve 100% reflection. However, transmission-mode devices, such as the VADR de-
vice, have the advantage where a compact system is required, since they may be placed 
in-line without the need for extra devices to separate counter-propagating beams, or 
to direct non-orthogonally aligned beams. Since it is envisaged that the development 
of portable systems may be one of the key drivers of terahertz technology, this is an 
important advantage. Finally, Kettunen's use of a multilayer stack is also interesting 
because it shows the kind of optimisation that may be achieved using solely-periodic 
media. 
Importantly, none of these designs provides a variable retardance. At the design 
stage, the properties of each waveplate may be tailored to suit, which even on its own, 
is an advantage of artificial dielectrics over naturally birefringent materials. However, 
the properties are fixed at fabrication and may not be subsequently altered, denying 
the user the flexibility and convenience associated with variable retarders in the visible, 
such as the Babinet and Babinet-Soleil compensators. This issue is addressed in the 
design of a variable artificial dielectric retarder, by Cumming and Blaikie [65], that is 
further studied in this thesis. 
2.5.1 Variable artificial dielectric retarder 
The variable artificial dielectric retarder (VADR) device studied in this thesis was pro-
posed by Cumming and Blaikie in 1999, and combines aspects of artificial dielectric 
waveplates of section 2.5 and the Babinet and Babinet-Soleil compensators of sec-
tion 2.3. It uses a pair of V-grooved artificial dielectric gratings, similar to those 
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analysed in the previous section, and is the only variable retarder to be built with 
artificial dielectrics. 
The geometry of the VADR device is shown in the cross section of Figure 2.18, 
for the case where the two identical interlocking sub-wavelength gratings on the inte-
rior surfaces are of the V-groove form. The TE and TM electric field directions are 
those defined with respect to the grating vector K in section 2.2.2, s is the separation 
between the plates, A is the period and d is the groove depth. The operation of the 
device is described as follows. When the plates are fully interlocked (s 0), there is no 
birefringence because the device is effectively a uniform slab of dielectric. As the plates 
are separated an air gap is introduced between the two sets of grooves, allowing the 
artificial dielectric gratings to emerge. The total birefringence of the device increases 
with the plate separation distance, s, because the total apparent thickness of the arti-
ficial dielectric layers increases, allowing the wave to accumulate a greater phase delay 
between its components. 
0TE 
s+d silicon ns 
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Figure 2.18 The variable artificial dielectric retarder (VADR) device in cross-section. The device is 
made from two V-grooved substrates with refractive index ns, groove depth d, groove period A (grating 
vector K), and separations. 
The V-groove nature of the grating is not essential; nor is the choice of substrate 
material (although, as already outlined, silicon is preferable for its high dielectric con-
stant, low loss and low dispersion). Since it is preferable to have subwavelength gratings 
in order to avoid loss to diffraction, it is unlikely that, with current fabrication and 
actuation technologies, the VADR could be successfully implemented in the visible or 
beyond due to the difficulties of precisely fabricating, assembling and actuating a device 
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with interlocking nanometre scale features. However, it is ideal for terahertz frequencies 
where there is a lack of naturally birefringent materials having useful optical properties 
(low loss and low dispersion are desired but unobtainable), and where the required 
dimensions are well matched to existing microfabrication techniques. 
Silicon was chosen as the substrate for the VADR device in the proposal because it 
has a high refractive index (n rv 3.4), low loss, and excellent dispersion characteristics 
at terahertz frequencies, as shown in Figure 1.3. Also, the device may be conveniently 
fabricated by conventional silicon bulk micromachining techniques8 . For the proposed 
device, A = 50J.Lm, d 35J.Lm, and at 1 THz the free space wavelength is Ao = 300J.Lm 
and the wavelength in the silicon substrate is As= Ao/ns 87.7J.Lm. 
As the grating period is sub-wavelength (A < As) the retardance r of the VADR 
device can be calculated in the first instance using effective medium theory (EMT). In 
the proposal, Rytov's second-order EMT of section 2.4.5 was chosen. For the device 
in Figure 2.18, the depth-dependant fill factor F(z) in the region of the grooves was 
calculated to be 
F(z) 
{ 
1 ! d 
1-.!1. 
1- ~dB 
(0 < z $ s) } 
( s < z $ d) true fors $ d 
(d < z < 8 +d) 
(2.31) 
where z is the depth, 8 is the plate separation, and d is the groove depth. In the 
unpatterned substrate F(z) 1 so nrE = nrM ns, and in the air outside the device 
F(z) 0 so nrE nrM 1. 
The birefringence of the VADR device can be calculated approximately as fol-
lows [65]. The averaged propagation constant that is used to determine the device's 
phase shift in each region is 
ko 1v ku,v = vu u n(z)dz, (2.32) 
where v and u define the boundaries of the portion of the artificial dielectric concerned, 
and ko is propagation constant of free space. When 8 < d the overall phase retardance, 
r, between the TM and TE polarised electric fields can be calculated to be 
(kTM kTE) s + (k™ O,s O,s s,d (2.33) 
by accumulating the differential phase shifts in the three regions of Equation 2.31. 
The proposal [65] goes on to present an improved model that treats the device as 
a Fabry-Perot cavity with birefringent mirrors. It accounts for the reflections between 
the plates, and can handle separations exceeding the groove depth. The details are not 
8 The fabrication of the VADR is investigated in chapters three and four of this thesis. 
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repeated here, however it predicts that once the separation distance exceeds the groove 
depth, the retardance oscillates as a function of separation distance. 
Since the ratio A/A. is greater than the critical value of 1/4.0 for the proposed 
VADR, EMT could not be used with complete confidence. Therefore, a numerical 
vector Maxwell Equation solving tool was also used. The particular tool employed was 
the multiple-multipole method (MMP), which is described further in the comparison 
of simulation techniques presented in Chapter 6. 
The calculated retardance is plotted in Figure 2.19, along with the retardance pre-
dicted by the zeroth order EMT and Fabry-Perot cavity model (labelled EMT(0) + F P). 
In the fully intermeshed position (s 0) there is no retardance (r = 0). As the sepa-
ration is increased, the retardance rises rapidly. The plates make the transition from 
being partially interlocked to being fully separated at 8 = 35pm, as indicated, but the 
retardance continues to rise until it reaches a maximum at 8 = 70pm. Thereafter, the 
retardance oscillates in the manner of a Fabry-Perot cavity, with the period of oscilla-
tion (in terms of separation) being 8 150pm, corresponding to a half wavelength. 
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Figure 2.19 Predicted retardance of the variable artificial dielectric retarder (VADR) device for 
design frequency of 1 THz. EMT(o)_FP: Semi-analytical zeroth-order Effective Medium Theory (EMT) 
Fabry-Perot cavity model, MMP: Multiple-Multipole numerical vector Maxwell Equation solving tool. 
As indicated, the plates are interlocked for 0 ::; 8 < 35ttm, and separated for 8 > 35J,tm. 
It may be seen that the zero-order EMT-based solution predicts a much greater 
maximum retardance than MMP (at 8 = 0, r EMT(o)+FP =1.55 radians compared to 
rMMP = 1 radians). The apparent differences between the MMP and the EMT results 
arise from inaccuracies in the EMT approximation. It is identified in the proposal that 
the large period and high dielectric constant are contributing factors. It may also be 
seen from section 2.4.6 that the shallow grating depth is another. 
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It should also be noted that the analysis in the proposal assumed that the unpat-
terned rear surfaces of the VADR device would be augmented with an anti-reflection 
artificial dielectric surface or dielectric quarter-wave coating. The latter is often used 
with uniaxial crystal waveplates in the visible [77], because it reduces the mismatch in 
the TE and TM transmission magnitudes. The effect of this assumption on the VADR 
device analysis in proposal was that the reflections from these outer surfaces could be 
neglected. This assumption is often made in the analysis of other artificial dielectric 
retarders. 
A large portion of this thesis is devoted to a practical realisation of a VADR device. 
This includes the development of a microfabrication process, measurement and analysis 
of the performance, and design of improved devices. 
2.5.2 Other birefringent retarders 
Artificial dielectrics, and 1-D gratings in particular, are not the only structures capable 
of producing a useful birefringence. For example, the waveplate investigated by Lie-
Ming Li [93] comprised a 2-D array of parallel dielectric cylinders, the axis of the 
cylinder being orthogonal to the directions of periodicity, as shown in Figure 2.20. The 
arrangement of the cylinders into a square lattice is indicated by the unit cell (in the 
upper-left corner of the figure) while the arrow indicates the wave is incident along 
a direction orthogonal to the axis of the cylinders. This structure is not an artificial 
dielectric because the period is sufficiently large that diffraction occurs, and is in fact 
a type of photonic band gap structure. 
Propagation 
~ection 
Figure 2.20 Lie-Ming Li's two-dimensionally periodic (2-D) photonic crystal waveplate concept [93]. 
A 2-D periodic array of dielectric cylinders exhibits birefringence. 
Two main advantages may be obtained by using photonic band gap structures (or 
artificial dielectrics, for that matter) as retarders. Firstly, a large birefringence may be 
generated, resulting in a more compact device. In this instance, to obtain a half-wave 
retardance, Li's waveplate need only be 0.7).. thick, compared to the 2.9).. thickness 
required for a calcite waveplate. Secondly, any dielectric with a low loss and low dis-
persion may be used. This is important because there is yet to be found a naturally 
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birefringent material at terahertz frequencies with these properties. A third possible 
advantage proposed by Li, relating only to photonic crystals and not to artificial dielec-
tric retarders with only one or two gratings, is that photonic band gap materials could 
be tuned to provide equal transmission coefficients for both polarisations, although at 
this time, his work on this particular matter has not been published. 
Photonic crystals are of interest in this thesis for an altogether different application, 
a tunable frequency selective filter, where birefringence is not required. This chapter 
now goes on to provide background to the tunable frequency-selective filter, and does 
not further deal with birefringence or polarisation devices, except for in the summary 
at the end of the chapter. 
2.6 PHOTONIC CRYSTALS FOR TUNABLE FILTERS 
2.6.1 Introduction 
Photonic crystals are ideal for the construction of bandstop and bandpass frequency-
selective filters in both transmission and reflection modes of operation, due to the 
characteristic gaps in their electromagnetic dispersion equation. Practical advantages 
that may be realised by photonie crystal filters include wide bandwidth, strong atten-
uation in the stop band, strong cutoff at the edges of the band, and an ability to have, 
optionally, one or more narrow pass-bands located within a much wider stop band. 
Furthermore, the filter properties of photonic crystals may be readily tuned during 
design (before fabrication). However, it is much more difficult to tune the filter after it 
has been fabricated, so that it may be used "on-the-fly" to, for example, shift between 
communications channels in a transceiver, or shift between chemical absorption bands 
in a spectrometer. In this study, it is desired to create just such an "on-the-fly" tunable 
filter using photonic crystals. This topic is also of interest to other researchers, but 
many studies are still in early stages, and reference here will only be made to a few 
that are most closely related to the present work. 
2.6.2 History 
Photonic band gap (PBG) structures (photonic crystals) were first proposed in 1987 
for the purpose of inhibiting spontaneous photon emission in semiconductors [94, 95]. 
It was desired to find a three-dimensionally periodic structure that would prevent 
the propagation of light in any direction, for a given band of frequencies (band gap). 
This goal of obtaining a full 3-D band gap was reached some four years later [96], in 
good agreement with concurrently-developed theory [97]. The structure was known 
as Yablonovite (named after its creator), and it is shown in Figure 2.21. Since then, 
researchers in the field have continued to study crystals with 3-D gaps, but a gradually 
increasing amount of attention has been paid to other applications such as filtering, 
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wave guiding [98] and dispersion compensation [99], where a full 3-D band gap is not 
required. In these applications, photonic crystals offer advantages such as strong stop 
band attenuation, lossless bends (in waveguides), compactness, ease of fabrication and 
the ability to tailor the optical properties. 
2.6.3 Theory 
Photonic crystals exhibit a characteristic (band) gap in their electromagnetic dispersion 
relation. Prior to work arising from, and inspired by, the 1987 proposals ofYablonovitch 
and John [94, 95], such behaviour was only known for 1-D structures such as multilayer 
reflectors, as used in optics. Creating a band gap for all directions of propagation 
implied that 3-D modulation of the refractive index was required. Considerable effort 
was required to develop a method of analysis that would readily and confidently reveal 
whether the photonic band gap was present for all directions of propagation, but with-
out needing to solve for every single possible direction of propagation (potentially an 
infinite set). 
Initial inspiration came from solid state physics, where theoreticians were already 
familiar with solving for electronic band gaps in the 3-D lattices of semiconductors. 
Electronic band gaps were identified by considering periodic variations in potential (a 
scalar field) within the microscopic semiconductor lattice. With this in mind, the first 
attempts to solve for photonic band gaps used plane wave expansions of the electro-
magnetic mode structures in the reciprocal crystal, and made the assumption of scalar 
electromagnetic waves [100-102]. Yablonovitch predicted the assumption of scalar elec-
tromagnetic waves would give invalid solutions for many of the cases of interest, because 
it was not possible to accommodate electromagnetic mode structures having different 
polarisations [103]. 
Simultaneously, Yablonovitch reported that he had experimentally obtained a full 
band gap for a structure resembling a stack of chequerboards, and having face-centred-
cubic symmetry [103]. Shortly thereafter, the theoreticians had improved their analysis 
to deal with vector electromagnetic waves and were able to analyse Yablonovitch's struc-
ture with increased confidence. Unfortunately, upon analysis with the new full-vector 
method, it was discovered that a full photonic band gap could not be attributed to 
Yablonovitch's chequerboard structure, there being an observed band gap at one point 
(theW-point) where none was predicted in theory [97,101,104]. These works prompted 
some speculation that the concept of full photonic band gap was not achievable [105]. 
Fortunately, this was not the case, since further studies with the full-vector method 
predicted that a diamond structure would have a full band gap [97, 106]. Yablonovitch 
confirmed this by experiment, when he demonstrated a full band gap in the eponymous 
Yablonovite shown in Figure 2.21 [96]. This marked the successful development of an 
analysis method, derived from Maxwell's equations, that could accurately predict full 
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Figure 2.21 Yablonovite was the first demonstrated photonic crystal to have a full three-dimensional 
band gap. A diamond-like lattice structure was achieved in the dielectric, by drilling each hole three 
times at an angle of 35.26° away from the normal, and spread 120" on the azimuth. The holes are 
arranged in a triangular lattice. For microwave wavelengths, a real drill bit can be used, or for higher 
frequencies, reactive ion etching techniques may be used. 
3-D photonic band gaps. 
Before briefly describing the full-vector plane-wave-expansion method used to pre-
dict the 3-D photonic band gap in diamond structures, it is worth emphasising again 
that photonic band gaps are an electromagnetic effect completely predicted by Maxwell's 
equations. Therefore, many solutions to Maxwell's equations, and not just the full-
vector plane-wave-expansion mentioned above, are potentially capable of predicting 
photonic band gaps. It was simply that those searching for a 3-D band gap desired 
a method that allowed them to readily predict with confidence whether the photonic 
band gap existed for all directions of propagation. Therefore, in circumstances where 
it is not desired to obtain a full 3-D band gap, other solutions to Maxwell's equations 
may be more appropriate. 
This may be illustrated by taking a 1-D example. A multilayer stack is often used 
in optics because it is capable of 100% reflectivity at the design wavelength. It may 
be shown that, at least for an arbitrary example, the high-reflectivity at and near the 
design wavelength corresponds to a photonic bandgap. One such example is presented 
in Figure 2.22, with a schematic of the multilayer stack in Figure 2.22(a), an analysis 
of the reflectivity in Figure 2.22(b) and an analysis of the photonic band structure 
in Figure 2.22(c). The multilayer stack considered here comprises alternating layers 
of air (n1 1) and GaAs (n2 3.6), each having equal thickness a/2, and infinite 
lateral extent. In the optical calculation, a finite number of layers were required for the 
calculation. Somewhat arbitrarily, it was chosen to have 14 GaAs layers, 13 air layers, 
plus two additional semi-infinite air layers at each end of the stack. In the photonic 
band structure calculation, it was assumed that there was an infinite number of layers. 
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The incident wave is directed along the normal to the stack's front surface. In the 
following, it is first solved for the reflectivity, then for the photonic band structure. The 
features of the photonic band structure diagram may not be immediately obvious, so 
these will be explained in due course. For now, it is sufficient to say that both methods 
predict no transmission through the multilayer stack for the frequencies within the 
shaded band. 
Physically, if a monochromatic plane wave is allowed to propagate through the 
stack, there will be multiple reflections from each of the dielectric interfaces between 
the layers. The many reflected waves will interfere, and if they do so destructively, then 
transmission through the stack will be prohibited. Thus, if the materials are lossless, 
none of the energy is absorbed in the stack and there will be 100% reflection. In optics 
it is unusual to track each of the reflected rays explicitly, since there are infinitely 
many. Instead, total electromagnetic field quantities may be considered, and thus all 
reflections may be accounted for. There are several mathematical treatments, and for 
Figure 2.22(b) the T-matrix method that is presented in section 6.2.1 (see also Hecht 
and Zajac [80]) has been used. Since the derivations are not sufficiently compact, they 
are not repeated here. 
The full-vector method used to produce the photonic band diagram of Figure 2.22( c) 
is now briefly described. With this method, the electromagnetic mode structures of a 
macroscopically structured, linear, lossless dielectric material (such as the 1-D stack 
of Figure 2.22a) may be determined "ab-initio" from Maxwell's equations. An intro-
ductory text presents, with commentary, the derivation of the master equation [107] 
which must be solved in order to determine the band structure, while details of various 
computational schemes for obtaining the solution may be found in literature, for exam-
ple [108] 9 . Ordinarily, the master equation is developed in terms of the magnetic field 
for the convenience of the iterative eigensolving routines in the computational code; 
the master equation may be derived according to procedure in Appendix A.3, or [107], 
to be 
(2.34) 
where c-(r) is the dielectric constant within the photonic crystal as a function of the 
position r. This master equation may be treated as an eigenvalue problem, with field 
patterns of the modes as the eigenvectors H(r) and the frequency of the mode being 
proportional to square root of the eigenvalues ( ~ )2 . 
It should be noted that the exact reflectivity of the stack is not predicted by the 
band structure plot - it simply indicates the region for which transmission is pro-
hibited (maximum reflectivity). In many engineering problems, the reflectivity and 
transmissivity are important. Therefore, in these cases, it is useful to use alternative 
9This code freely available, see reference for details. 
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Figure 2.22 A multilayer stack of GaAs (c: 13) and air (c: = 1), with each layer having thickness 
0.5a is analysed. A 27-layer stack was considered. (a) stack geometry (showing only 11 layers), 
indicating direction of propagation and the stacking period a. Analysing the reflectivity using typical 
optical methods gives the plot in (b), while analysing the photonic band structure directly gives the 
plot in (c). A photonic band gap is present between frequencies of dimensionless value 0.15 and 0.25, 
indicated by the shaded bands in (b) and (c). 
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analysis methods that provide the reflectivity and transmissivity. If this information is 
available, it is not necessary to independently and explicitly solve the photonic band 
structure, since photonic band gaps can be identified by examining the reflectivity or 
transmissivity of a structure. For example, examining Figure 2.22(b,c) it may be seen 
that the high reflectivity region and the photonic band gap correspond to identical fre-
quency ranges and that therefore the reflectivity (or transmissivity) plots may be used 
to identify photonic band gaps. The ability to determine photonic band gaps using 
other structures is also important when the structure to be analysed has a discontinu-
ous permittivity profile c(r), because this can give rise to slow convergence and limited 
accuracy when using the plane wave expansion method [106]. 
The only other method to explicitly calculate the band structure is the transfer 
matrix method (TMM) 10 developed at Imperial College. The TMM has the advantage 
of being able to calculate the reflection coefficient as well as the band structure (whereas 
the plane wave expansion method can only calculate the band structure). It has also 
been shown to be slightly more efficient, due to the use of a different expansion of the 
mode structure. The method is well described in Pendry's paper [109], but it is not 
described in any more detail here since it is not used in the thesis. At present, both 
the original code and a more recent derivative (the latter produced at the University 
of Glasgow) are freely available [110, 111]. 
Other numerical techniques that have been applied to the study of photonic crystals 
include the Finite Element Method (FEM) [112, 113] and the Finite Difference Time 
Domain (FDTD) method. Both techniques are described in more detail in section 6.2. 
The final point to be mentioned in this section is that the scaling property of 
Maxwell's equations has useful implications for practical research into photonic crys-
tals. Since there is no fundamental length scale associated with the electromagnetic 
properties of a macroscopic system, it is possible to scale a device by expanding and 
contracting all the dimensions, including the wavelength. Thus, the solution at one 
scale length can be used to determine the solutions at all scale lengths. Therefore, 
devices may be prototyped at a convenient, perhaps lower, frequency. In this way, 
microwave experiments may be used to determine the properties of a particular crystal 
structure for all wavelengths. 
2.6.4 The scaffold and wood-pile crystals 
The tunable filter investigated in this study has a simple tetragonal (ST) lattice struc-
ture, however it is similar in appearance to both the face-centered-tetragonal (FCT) 
woodpile photonic crystal [114] (see Figure 1.1(b) for the FCT woodpile's unit cell), 
and in a special case (when length, width and heigh of the simple tetragonal unit cell 
are equal) it shares the simple-cubic (SC) lattice structure of the scaffold crystal [115]. 
10This method is not to be confused with the similarly named T-matrix method 
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Therefore, the properties of both of these crystals are described. The scaffold structure 
was proposed in 1993, one year before the woodpile, so it is with the scaffold structure 
that this description begins. 
The scaffold structures are shown in Figure 2.23, with the square rod scaffold in 
Figure 2.23(a) and the circular rod scaffold in Figure 2.23(b). They are based on the 
simple cubic lattice of Figure 2.24, with the simple cubic lattice in Figure 2.24(a) and 
the reciprocal lattice (Brillouin Zone (BZ)) in Figure 2.24(b). The simple cubic lattice 
has four symmetry points, one in each corner. It has been shown in the computation of 
other band structures that the topology of the structure is important in determining the 
properties of the crystal, by which it is meant that structures having the same lattice 
symmetry will not necessarily have the same properties if the crystal has a different 
form within that lattice. 
(a) (b) 
Figure 2.23 The scaffolded structure may be constructed with square rods (a), or circular rods (b). 
The advantage of the scaffold structure is that it is simple, and therefore easier and 
more economical to fabricate, as compared to say, the more complicated Yablonovite of 
Figure 2.21. Interestingly, in the square-rod scaffold of Figure 2.23(a) , the air and the 
dielectric regions have exactly the same geometry at all non-trivial fill factors (!=f. 0, 1) , 
save for the relative size being different for fill factors f =f. 0.5. 
In the square-rod scaffold, the largest complete gap was found for a fill factor! = 
0.82, where the dielectric occupied 82% of the volume of the unit cell. The photonic 
band structure is plotted in Figure 2.25 for case where the dielectric is GaAs (ncaAs = 
3.6) and the other medium is air (nair = 1). A full band gap is present between the 
second and third bands for wavelengths approximately in the range 0.66 2; < ~ < 
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Figure 2.24 The scaffolded structure has the symmetry of a simple cubic (sc) lattice. (a) The sc 
lattice measures one lattice constant a in each of the three orthogonal directions. (b) The Brillouin 
Zone (BZ) of the sc lattice is also a cube, and the four main directions in the irreducible BZ are labelled. 
r is located at the centre of the cube, X in the centre of the face, M in the centre of the edge, and R 
in the corner 
0. 71 2;, where c = c/ )E, where t is the spatial average of c-( r). 
The woodpile structure is shown in Figure 2.26 for the case of square rods, although 
it may be constructed with elliptical or circular rods. The woodpile comprises layers 
of parallel rods in which the stacking sequence repeats every four layers. Within each 
layer, the rods are parallel, and spaced by a. Between layers, the rods are rotated by 
90°, while the second set of two layers is shifted by 0.5a. It was proposed by Ho et 
al. in 1994, and like the scaffold, it is simple in construction. Both structures are well 
suited to microfabrication at terahertz frequencies. 
The woodpile has a face-centred-tetragonal (FCT) lattice symmetry as shown in 
Figure 2.27. This is similar to the simple cubic lattice, except there is an extra "atom" 
at the centre of the unit cell, and the height is variable, now equal to c. The BZ for 
this lattice structure is somewhat more complicated, and is not drawn here. Instead, 
it is shown in Figure 2.27 how the fct lattice of Figure 2.27(a) degenerates into a 
face-centred-cubic lattice for the special case of cfa = )2, as shown in Figure 2.27(b). 
The band structure of the woodpile is plotted in Figure 2.28. There are more 
wavevector directions indicated because the woodpile crystal's FCT BZ has more lines 
of symmetry than the SC BZ of the scaffold. In this case, the structure is constructed 
from rods of GaAs (noaAs = 3.6), while the other medium is air (nair = 1). The fill 
factor is 26.6% (considerably less material is required than for the scaffold), and the 
ratio of the fct lattice is c/ a = 1.22. The midgap frequency is inversely proportional 
to lateral dimension a, therefore larger structures give a lower frequency bandgap. But 
in order for a gap to open up in the first place, Ho et al. showed that a minimum 
refractive index contrast of n2/n1 > 1.9 was required. This is in contrast to a simple 
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Figure 2.25 The band structure for the simple cubic scaffold structure having square rods of GaAs 
(naaAs = 3.6) interspersed with air nair = 1, with a fill factor off = 0.82. The first band gap lies 
between the 2nd and 3rd bands (shaded). Note that c = cj-/i, where € is the spatial average of 
c-( r ) [115]. 
Fig ure 2.26 The woodpile structure may be constructed with square rods as shown, or with elliptical 
or circular rods [114]. 
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Figure 2.27 The woodpile structure has the symmetry of a face centred tetragonal (FCT) lattice, 
except for one special case. (a) The fct lattice measures one lattice constant a in the two lateral 
directions, while in the vertical direction the lattice constant, c, is different. (b) For the special case 
where c = av-2, the fct lattice degenerates into a face-centred-cubic lattice having the orientation and 
dimensions indicated. 
multilayer stack, for which a narrow band gap opens up almost immediately. Therefore, 
for woodpile crystals in air, the dielectric substrates must have a refractive index greater 
than 1.9. Silicon (nsi "'3.4) would be a suitable choice of dielectric substrate for this 
type of structure at terahertz frequencies. 
Several other properties provide useful benchmarks for tunable photonic crystal 
filters developed in this study, particularly with regards to stop band width, and re-
jection. The maximum gap to mid-gap ratio, a measure of the bandwidth of the stop 
band, is about 18% for the square-rod woodpile but falls dramatically for fct lattice 
ratios cja < 1.5 or cja < 1.5, resulting in a much narrower bandgap. The gap-midgap 
ratio is also affected by the filling factor, although the optimal filling factor (! "'0.30) 
depends in turn upon the refractive index contrast and topology. In each case of inter-
est, the dependance may be found empirically, by simulating many structures having 
the same refractive index contrast and topology but each having a slightly different fill 
factor. 
The attenuation of a 4-layer unit cell was found to be, at mid gap frequencies, 
21dB (theory) and 17dB (experiment, microwave regime). This is important because 
it indicates that not many layers are required for effective rejection of unwanted elec-
tromagnetic signals. For example, 8 layers (2 unit cells) would give 42dB which Ho et 
al. claim is large enough for many applications [114]. 
Since the woodpile was first investigated, it has been demonstrated over most of 
the lower half of the terahertz frequency range, as indicated in Table 2.3. It may be 
seen that the band gaps achieved are reasonably broad, which is useful for rejecting a 
broad band signal. However, filters with much narrower bands also have their uses, for 
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Figure 2.28 The band structure for the face centred tetragonal (FCT) woodpile structure, having 
square rods of GaAs (naaAs = 3.6) interspersed with air nair 1, with a fill factor off= 0.266. The 
fhst band gap lies between the 2nd and 3rd bands, but is not shaded. The ratio of the fct lattice is 
cja = 1.22. Note that co is the velocity of light in a vacuum, and that the dimensionless frequency on 
the vertical axis is referenced to the lateral dimensions of the fct lattice, a [114]. 
example selecting between adjacent closely-spaced channels. The next section describes 
how a narrow passband may be created within the stop band of a photonic crystal. 
2.6.5 Crystals with defects 
The introduction of one or more carefully controlled imperfections (defects) into the 
crystal structure results in the creation of a narrow pass band within the stop band [120, 
121}. This is of use in the creation of filters, since narrow band filters are as useful, 
if not more, than a broad band filter. The defect-mode filtering concept is illustrated 
in Figure 2.29 for an arbitrary and somewhat simplistic example, where the incident 
signal in Figure 2.29(a) has two sidebands that may be filtered out by passing the 
signal through a filter having approximately the properties illustrated in Figure 2.29(b), 
Table 2.3 Woodpile crystal experiments. The stop band attentuations are reported in units of 
dB/cell, where a cell is four layers of rods. (n.r. measurement not reported.)(* theoretical) 
Experiment Band gap Stop band Researchers Year 
frequency frequency attenuation 
n.r. (microwave) n.r. - n.r. 16dB/cell Ho et al. [114] 1994 
70- 120 GHz 81 GHz n.r. 16dBjcell Ozbay et al. [116] 1994 
250 550 GHz 425 518 GHZ 17dB/cell* Ozbay et al. [117] 1994 
100 600GHz 205 315 GHz n.r. Chelnokov et al. [118] 1997 
1.4 5.0 THz 2.0-3.0 THz 12dB/cell Lin et al. [119] 1998 
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thus giving only the desired component of the signal at the output, as illustrated in 
Figure 2.29(c). 
'E ] !A! Ill ~ (a) Input Signal .... (!) ~ a. 
1:: 0 
0 
"iii 
Ul .--.. 
.E ~ -20 (b) Filter Ul ._. 
1:: 
~ 
-40 
stop band pass band 
'E ] I Ill ~ (c) Output Signal .... ~ 0 a. 
100 150 200 
Frequency (GHz) 
Figure 2.29 A useful filter could be created by introducing a narrow transmission peak into the 
broad stop band of a photonic crystal. For example, (a) an incident signal with one set of unwanted 
sidebands could be introduced to (b) a filter having a narrow pass band within a broad stop band, 
at the output (c) the desired signal. 
Returning to the 1-D example, a defect may be introduced to a multilayer stack by 
enlarging or reducing one of the layers, such as shown in Figure 2.30. The middle air 
layer been enlarged, giving the familiar optical structure of a Fabry-Perot etalon, 
surrounded by two multilayer mirrors. 
defect 
Propagation 
direction 
Figure 2.30 The GaAs multilayer stack with an enlarged air layer in the middle of the stack. In 
optical terms, this is a Fabry-Perot etalon, but in terms of photonic band gaps it is a disturbance to 
the periodicity, and hence a "defect". 
The presence of a defect in the stack allows previously prohibited modes to exist. 
This may be illustrated by considering the density of states, which, for photonic band 
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gaps, is equivalent to the number of different modes (field distributions) that may be 
supported at a given frequency. The estimated density of states diagrams are shown in 
Figure 2.31, for the structure without the defect in Figure 2.3l(a), and for the structure 
with the defect (enlarged air layer) in Figure 2.31(b) [107]. A wave may only propagate 
through the crystal if there is a non-zero number of modes supported at its frequency, 
otherwise, it will decay evanescently. Within the photonic band gap of the structure 
with no defect, zero modes are supported and therefore transmission is prohibited. In 
the photonic band gap of the structure with the defect, many previously-prohibited 
modes are supported by the defect at a particular frequency, and transmission at the 
frequency of the defect modes may be possible. 
II 
(a) 
rn 
(b) 
Propagating 
states 
Evanescent 
states 
Defect 
state 
Figure 2.31 Estimated density of states diagram for a multilayer stack having (a) no defect (b) defect. 
When the multilayer stack has a defect, there is a high density of states for frequencies associated with 
the defect. In photonic band gaps, the density of states corresponds to the number of possible modes 
(field structures) that may be formed. Diagram after (107]. 
A wider range of defects may be created in 2-D and 3-D crystals, as compared to 
1-D crystals. In the case of 1-D structure, a defect can only create a localised mode 
in a plane, whereas in a 2-D structure, the mode may be localised in lines. In a 3-D 
structure, the mode may be localised in a point, analogous to a resonant microcavity. 
Defects in 2-D are interesting because they may be used to create waveguides [98], 
while point defects in 3-D are able to enhance spontaneous emission, because of the 
large density of states associated with the defect [122]. 
In the context of a filter, the problem with using a defect to create a narrow 
passband is that propagation of the defect modes is not supported elsewhere in the 
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crystal. Thus, a wave at the defect frequency, incident on the crystal from outside, will 
decay evanescently until it reaches the general region around the defect, where it may 
propagate. Upon reaching the other side of the defect region, it must then penetrate 
through to the outside of the crystal in order to be observed. Even if it reaches the 
outside of the crystal, the signal must have been necessarily attenuated as a result of 
evanescent decay in the undisturbed parts of the crystal. Therefore, if it is desired 
to create a filter with good transmission in the narrow passband associated with the 
defect, it is important to have good coupling between the defect mode and the outside 
of the crystal. 
However, the practical difficulty of achieving good coupling of the defect mode in 
a dielectric crystal is evident in the various experimental studies. For example, Fig-
ure 2.32 shows the transmission through a crystal structure, having no defect in Fig-
ure 2.32(a), a single, centred, donor defect in Figure 2.32(b) and a single, off-centred, 
acceptor defect in Figure 2.32(c). The acceptor-donor terminology is used in the litera-
ture in analogy to electronic band structures, and corresponds to the following meaning 
in photonic band gaps. A donor mode is generated by adding dielectric material to the 
structure, and results in a defect mode that is closer to the upper edge (high frequency 
end) of the stop band. An acceptor mode is generated by removing dielectric material 
from the structure, and results in a mode that is closer to the lower band edge. In 
the case of small defects, the donor or acceptor is "shallow" and occurs closer to the 
band edge. In the case of larger defects, the donor or acceptor is "deep" and is located 
further towards the centre of the stop band. 
It may be seen in Figure 2.32 that an exceptional 50 dB attenuation has been 
recorded in the stop band. This is attributed both to the large dynamic range of the 
network analyser (HP 8510) and the sizable imaginary wave vector of the Yablonovite 
crystal. The maximum transmission of the defect modes is around -20 dB, which 
would not be particularly useful for a filter dealing with weak signals. Fortunately, 
transmission at the defect frequency may be improved by constructing the crystal from 
conductive materials instead of dielectrics. 
2.6.6 Crystals having conductive materials 
It is possible to construct photonic crystals from conductive substrates. This gives 
several advantages, including reduced loss (particularly defect modes), a higher 
rejection rate in the stop bands, and more compact structures. 
Metals are an excellent candidate for use as the conductive material at terahertz 
frequencies, and several metallic photonic crystals have been reported [123-126}. In 
the region of the plasma frequency and above (in the UV), dispersion and absorption 
effects must be taken into account when analysing metal structures. However, tera-
hertz frequencies are several orders of magnitude lower than the plasma frequency and 
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Figure 2.32 Transmission amplitudes obtained experimentally by Yablonovitch et al. in the mi-
crowave regime for a Yablonovite structure having a forbidden gap between 13 and 16 GHz [120]. (a) 
no defect, (b) single acceptor defect in the centre of the structure, (c) single donor defect off centre. It 
appears from the description in the text accompanying this figure in the original paper, that perhaps 
the vertical axis should be labelled "transmission coefficient" . 
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therefore these effects may be neglected, allowing the metals to be treated as being 
essentially lossless. They may be accurately modelled as perfect electrical conductors. 
Other metal structures (not photonic crystals), have been known in the infrared for 
over three decades [7, 127], providing additional validation of the suitability of metals 
for use at terahertz frequencies, since terahertz frequencies are at and below infrared 
frequencies. Alternatively, to take advantage of available microfabrication techniques, 
it is possible to use highly-doped semiconductors instead of metals, since the doped 
wafers can have resistivities as low as 0.002!1-cm [128]. Structures using such low 
resistivity wafers are sometimes called "quasi-metallic" photonic crystals. 
The same characteristic band gaps are observed with conductive photonic crystals 
as with dielectric photonic crystals, with two exceptions. Firstly, a continuously con-
nected conductive structure (such as a woodpile) is impenetrable to long wavelengths. 
Propagation below a certain cut-off frequency fc is prohibited 
(2.35) 
where c is the speed of light, and A is the period of the crystal. The long wavelength 
cut-off is is due to a plasmon-like resonance that has been investigated in some detail 
(see references in [124] for further information). This is different to dielectric struc-
tures, that appear as artificial dielectrics (having homogeneous but possibly anisotropic 
properties) and thus still transmit a significant portion of the incident wave, dependant 
on the average refractive index. Secondly, just above the cutoff frequency there is a 
transmission band that has (N -1) transmission resonances, where N is the number of 
layers in the crystal. The resonances arise from the formation of resonant microcavities 
between the layers. 
A useful example of the behaviour of a metallic photonic crystal is given in Fig-
ure 2.33. The structure is a 2-D crystal comprising seven rows of metallic rods 2mm 
in diameter, on a lattice having period 6mm. This corresponds to a fill factor of 
8.7% which is low compared to that of the 3-D dielectric crystals in section 2.6.4 
("'-' 30"' 80%). The first transmission band has six distinct resonances, equal in num-
ber to the six cavities that may be seen between the seven rows of rods. Characteristic 
of a metallic photonic crystal, there is no transmission for any frequency below the first 
transmission band. 
To date, the highest reported transmission of a defect mode in a metallic photonic 
crystal is -2dB. As mentioned in the previous section, coupling defects to the out-
side of the crystal is important to achieve good transmission. However, if the defects 
are too closely coupled to each other, then the Q may be reduced or multiple defect 
modes (transmission modes) may appear. It appears that the level of coupling must 
be optimised to give the necessary Q and transmission. 
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Figure 2.33 A 2-D metallic photonic crystal having seven rows of 2rnm diameter metallic rods 
(structure shown in insert, arrow indicates direction of propagation). The thin curve is a FDTD 
calculation, while the thick curve is a microwave measurement. Small arrows at the top of the graph 
point to transmission resonances in the first transmission band. Characteristic of a metallic photonic 
crystal, there is no transmission for any frequency below the first transmission band. Reproduced 
from [124]. 
2.6.7 Variable crystals 
At the design stage, photonic crystals may be tailored with a great degree of freedom. 
However, it is more difficult to vary their properties "on the fly" after they have been 
fabricated. Several novel schemes have been proposed [129-132], involving either the 
physical manipulation of the crystal elements [129], or the alteration of the optical 
properties such as refractive index [130, 131] or free-carrier absorption [132]. Several 
examples are now presented, although it is by no means a complete list since it is 
believed that there are several studies presently underway, yet to publish details of 
their schemes. 
An elegant scheme for the control of a 2-D crystal has been studied theoreti-
cally [129]. In this scheme, a hexagonal arrangement of air holes in a silicon substrate 
is mounted on a piezoelectric, magnetostrictive or electrostrictive substrate. When the 
crystal is subjected to a 2- 3% shear strain from the actuation layer, the bandgap is 
predicted to shift by 52 - 73%. 
The use of (nematic) liquid crystals as an alternative filling material to air has been 
variously investigated [130], and patented [131]. By altering the refractive index of the 
liquid crystal, the refractive index contrast in the photonic crystal may be altered, If the 
index contrast is sufficiently reduced, then the photonic band gap may be extinguished. 
Thus an electrically controllable switch or modulator may be produced. 
Two differing methods of control were reported in the paper ofLourtioz et al. [132). 
64 CHAPTER2 BACKGROUND 
In the first method, diodes are inserted into the rods of a metallic 2-D photonic crystaL 
By electrically switching the diodes, defects may be created at will. Due to the cost 
of commercially-available varactors, the the integrated diode-controlled structure was 
studied by simulation only. In the second method, a laser is used to selectively illu-
minate added dielectric defects. The infra-red laser illumination induced free carrier 
absorption in the defects, extinguishing a small transmission peak in the stop band. 
One of the summary figures from this paper is reproduced in Figure 2.34. The modest 
amplitude of the transmission peak ('"'-' -30dB, at 253GHz) is due not only to weak 
coupling between the incident beam and the defect, but also the modest resolution of 
the wide band terahertz spectroscopic system employed. 
The transmission spectra reproduced in this section may be compared against the 
non-photonic-crystal tunable filters presented in the next section. 
2.6.8 Other tunable filters 
In this section, demonstrations of four alternative designs of tunable filter are presented, 
the first three of which are based around varying some aspect of a multilayer stack. 
While extensive use was made of the multi-layer stack as a 1-D crystal example in 
sections 2.6.3 and 2.6.5, the three multilayer designs presented in this section may not 
be considered as photonic crystals designs, because they have been derived according 
to mature design principles from visible optics. 
The first filter is a tilting multilayer stack in a gas spectrometer [81], as shown in 
Figure 2.35, with a diagram of the spectroscopic system in Figure 2.35(a) and a plot 
of transmission spectra at several different angles of tilt in Fig. 2.35(b). The centre 
wavelength of transmission or reflection decreases with increasing angle of incidence 
according to Bragg's law 
(2.36) 
where >.o is the centre wavelength at angle of incidence (}, while >.o is the centre wave-
length at normal incidence, and n is the effective index of refraction for the whole 
stack. 
The tunable Fabry-Perot filter of Bondavelli et al. is designed for the visible, 
(optical communications in particular), and uses electrostatic force to deform the two 
InP layers either side of a cavity, shortening the effective cavity length and shifting the 
passband up in frequency [133]. The filter is shown in Figure 2.36, with the structure 
in Figure 2.36(a) and the optical reflectivity spectra in Figure 2.36(b). The reflective 
mirrors either side of the cavity are made from quarter-wave layers of InP and air. 
Tuning voltages do not exceed 15V. 
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Figure 2.34 Lourtioz's scheme for optically altering the level of free carrier absorption in buried 
defects. The top left picture shows a plan view of the woodpile-like crystal and the location of the 
buried defects. The right picture shows the laser beam incident from an off-normal angle, while the 
THz beam is incident on the normal. The measured millimetre wave spectra is plotted in the lower 
left paneL The solid curve is with the laser off. The dashed curve is with the laser on. Turning on the 
laser extinguishes the defect mode at 253GHz (indicated by the arrow). 
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Figure 2.35 The MEMS-tunable tilted multilayer stack interference filter of Lamme! et al. (81] 
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Figure 2.36 The electrostatically~ tunable cavity Fabry~ Perot filter of Bondavelli et al. [133]. (a) The 
Indium-Phosphide- air multilayer structure and tunable and (b) optical reflectivity spectra. 
The gas sensing filter of Alause et al. is targeted to infrared wavelengths between 
2 and 8 f..Lm [134]. The filter is presented in Figure 2.37, with the filter structure and 
method of tuning in Figure 2.37(a), and the transmission spectra for three representa-
tive settings in Figure 2.37(b ). Like Bondavelli's structure, a tuning voltage ( < 20V in 
this case) is applied to the structure, shifting the central wafer off-centre and lowering 
the centre frequency of the passband. 
Gianvittorio et al. investigated a novel form of a frequency selective surface, com-
prised of tiltable metallic dipoles [135]. The filter is presented in Figure 2.38, with the 
filter structure and supporting dielectric substrate shown in Figure 2.38(a), and the 
transmission spectra for several representative settings in Figure 2.38(b). Increasing 
the tilt angle away from the plane of the substrate shifts the stop band up in frequency, 
but unfortunately reduces the rejection. 
This section has presented four types of tunable filter. At least two of the filters 
have a tuning range in excess of their bandwidth. The filter with the narrowest band 
(highest Q) is that of Bondavelli et al., and it exhibits an impressive tuning range of 
at least eight times its bandwidth. Unfortunately the rejection rate is low, about 4dB 
at best (bias 14.4V).The filter of Gianvittorio et al. had much better rejection (up 
to 18dB), but the tuning range was approximately equal to the bandwidth and the 
rejection reduced to 6dB in the highest frequency stop band. The filter of Alause et 
al. can tune at least twice the bandwidth and has rejection of about 13dB (assuming 
the bottom of the graph corresponds to zero). The high defect transmission and strong 
rejection of a metallic photonic crystal compare favourably to these values, and the 
photonic crystal structure would therefore represent an improvement in performance if 
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Figure 2.37 The tunable dual-cavity filter of Alause et al. [134], (a) structure in "on" and "off" 
positions, (b) transmittance as a function of applied bias voltage, (i) = OV, (ii) = 18V, (iii) = 19V. 
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Figure 2.38 The reconfigurable frequency selective surface, tunable filter of Gianvittorio et al. [135] 
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a large enough tuning range could be achieved. 
2.6.9 VADR-inspired variable PBG filter 
The key concept behind VADR is that the degree of separation between two interlocking 
sub-wavelength gratings may be varied to control the retardance. In this study, inspired 
by the concept of VADR, a similar method was used to create a tunable filter for 
frequency selective filtering. 
The concept is illustrated in Fig. 2.39. The basic structural element is a plate 
having two perpendicular layers of rods (not shown), and the separation between any 
or all of these plates may be altered at will to give an unprecedented level of control 
over the number and type of defects in the photonic crystal. A device with all the 
plates fully interlocked is shown in Fig. 2.39(a), while a device with the plates only 
partially interlocked is shown in Fig. 2.39(b). The unit cell of the crystal is shown in 
Fig. 2.40. 
Nothing like this concept for the "on-the-fly" tuning of a 3-D periodic structure 
has been presented in the literature before. Other tuning schemes that have been 
presented are completely different. For example, one prominant example involves the 
infiltration of a fixed structure with liquid-nematic crystals and then electrically altering 
the refractive index of the liquid crystals to modulate the refractive index contrast above 
and below the critical threshold for the formation of a bandgap (n 8 /ni 2: 1.9) [114]. 
2.7 SUMMARY 
This chapter has provided detailed coverage of background material relating to the two 
devices investigated in this thesis, the variable retarder (a polarisation control device), 
and the tunable filter. 
It has long been known that naturally-occuring birefringent crystals are able to 
transform the polarisation of visible light. A great many devices have been designed 
along these lines, including waveplates having fixed retardance, and compensators hav-
ing variable retardance. Unfortunately, at terahertz frequencies, the optical properties 
of these crystals deteriorate to the point that the devices become practically useless. 
Much better devices can be made from silicon, at a fraction of the cost, since 
it has excellent optical properties at terahertz frequencies and may be readily made 
birefringent with artificial dielectric techniques. The concepts of artificial dielectric 
waveplates, and uniaxial-crystal compensators may be combined to arrive at a variable 
artificial dielectric retarder. Such devices have never before been demonstrated, and 
the work in this thesis is largely devoted to the fabrication, measurement, analysis and 
improvement thereof. 
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(a) (b) 
Figure 2.39 The variable photonic band gap filter concept: plates with two perpendicular layers of 
rods interlock to form a layer-by-layer photonic crystal with unprecendented control over the number 
and type of defects. (a) all layers fully interlocked, (b) all layers partially interlocked. 
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Figure 2.40 Unit cell of the variable photonic band gap filter device. Shaded areas represent the 
substrate. The propagation direction is indicated, as are the grating vector K, rod period A, plate 
depth d (rod depth is d/2) and plate separation s. (a) fully interlocked (s = 0), (b) just interlocking 
(s d/2), (c) widely separated (s d). 
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One of the improved variable retarders developed in this work inspired a novel 
method for the "on-the-fly" tuning of photonic crystal filters. When the periodic struc-
ture of a photonic crystal is disturbed, it often leads to the presence of a narrow pass 
band within the broad, characteristic, stop band. By dynamically controlling the po-
sition of the layers of a photonic crystal in a number of different ways, a variety of 
tunable filter effects may be achieved, one of which is demonstrated experimentally in 
this work. 
Chapter 3 
SILICON MICROFABRICATION TECHNIQUES 
3.1 INTRODUCTION 
This chapter gives a background to the micromachining techniques used in the fabri-
cation of the VADR plates. While it describes the techniques, equipment, and process 
recipes in approximately the order in which they were used, the details of the VADR 
design and overall fabrication procedure are left until the next chapter. The descrip-
tion begins with the wafer scriber, used to mark the wafers before cleaving them into 
suitably-sized samples. It continues with contact printing photolithography, used to 
pattern photoresist on silicon nitride (SiaN4)-coated silicon substrates. The Si3N4 was 
then reactive ion etched to become a wet etch mask. The mechanisms of RIE etch 
process are described along with the principles of operation of the RIE machine, and 
the process recipe. The alkaline wet etching of silicon is a fundamental micromachining 
technique, used here to create the long, deep V-grooves of the VADR plates. Important 
aspects include the nature of silicon lattice, identification of crystal planes, and the ge-
ometries that result when those planes etch at different rates. The wet etch equipment 
is described, along with a process recipe that was formulated to eliminate the forma-
tion of hillocks. A computer-based etch simulation technique was used to verify some 
mask designs before committing them to production; the technique is briefly described 
and an example of the program's output is provided. Except where otherwise stated, 
existing University of Canterbury (UoC) laboratory procedures are described in this 
{"llapter. 
3.2 FABRICATION OVERVIEW 
This section provides a short overview of the VADR fabrication process, so that the 
following process descriptions may be placed into context. The fabrication steps are 
illustrated in Fig. 3.1. The silicon wafers are pre-coated in silicon nitride (Si3N4), as 
shown in Fig. 3.l(a). The Si3N4 is patterned using photolithography and reactive ion 
etching to produce a mask, as shown in Fig. 3.l(b ). The silicon substrate is then etched 
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anisotropically to form V-grooves, as shown in Fig. 3.1(c). Finally, the Si3N4mask is 
removed to leave the V-grooves as shown in Fig. 3.1(d). 
3.3 WAFER SCRIBING 
In order to break a wafer cleanly into smaller square samples for experimental work, it 
must be inscribed along the lines where it is to be broken. For this, a diamond-tipped 
tool is of great use. The University of Canterbury (UoC) built their own scriber, 
pictured in Figure 3.2. A wafer, not shown, was normally mounted on the platform, 
and held in place by vacuum. The stylus was positioned laterally by a calibrated screw 
thread, marked "Positioning Control" in Figure 3.2. To mark a line, the stylus was 
brought into contact with the wafer by releasing the handle marked "height control". 
Once on the wafer, pressure was provided by a spring arrangement. The screws marked 
"pressure controP' were pre-adjusted so that a firm, even pressure was applied by the 
stylus throughout each stroke. Each line was marked in a single stroke, by manually 
sliding the platform back along its single-axis track. Once the first set of lines was 
marked, the top half of platform was able to be rotated by exactly 90° so that the 
second, perpendicular, set of lines can be scribed. 
Since a silicon wafer only breaks cleanly along certain crystal planes (such as {111} ), 
it was important to mark the scribed lines parallel to the wafer fiats. To align the 
wafer, it was placed in the platform without applying a vacuum. A microscope with 
a micrometer graticle in the eye piece was positioned over the primary wafer fiat, 
to provide a positional reference. The platform was moved back and forth along its 
single axis until the edge of the primary flat remained within one major division of the 
graticle along its entire length. Since the wafer fiat was approximately 30mm long, and 
one major graticule division corresponded to 0.5mm, the scribe marks were aligned to 
within 1° of the wafer fiats. 
3.4 PHOTOLITHOGRAPHY 
In the context of micromachining, photolithography is the process of transferring a 
two-dimensional (2-D) pattern or drawing to a layer of photosensitive material on the 
surface of a substrate. After photolithography, the 2-D pattern can be converted to a 
3-D structure by additive (deposition) or subtractive (etching) processes, or exposed 
areas can be doped, as illustrated in Figure 3.3. There are a number of methods of 
photolithography, and most have been developed with the aim of patterning features 
of ever-decreasing dimensions. The method of contact printing was adopted because it 
was the standard photolithographic procedure in the UoC laboratory. Contact printing 
was one of the earliest methods adopted by the semiconductor industry and it was used 
extensively for the patterning of 3-lOJ.f,m images across entire wafers [136], and it is 
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Figure 3.1 Overview of VADR fabrication process. (a) Silicon wafer pre-coated with SbN4, (b) 
pattern SbN4, (c) anisotropic etch of silicon substrate, (e) remove SbN4. 
Pressure Control 
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Figure 3 .2 The home-made wafer scriber in the UoC laboratory. A diamond-tipped stylus inscribes 
the wafer surface, allowing the wafer to be cleanly cleaved. 
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certainly capable of reproducing the 5-40,um features required by the VADR fabrication 
task. 
Depos7 Doping 1 ~ing 
Materialadded Dopant atoms infused Substrate removed 
Figure 3.3 The planar fabrication processes, deposition (a), doping (b), etching (c). 
The procedure for photolithography with 81813 positive photoresist [137], on 25mm 
by 25mm samples of silicon wafer, was as follows. Initially, each sample was cleaned by 
immersion and flowing rinse in acetone, iso-propyl alcohol and then methanol. They 
were then blown dry with nitrogen, and dehydrated in an oven at 95°C for 15 min. 
A home-made photoresist spinner was used, and it is pictured in Figure 3.4. One 
sample at a time was placed on the photoresist spinner's chuck, and held in place 
with a vacuum. The spinner was set to operate at 4000rpm for 60s, including 1-2s for 
acceleration at the start and 1-2s for deceleration at the end. Both the position of the 
sample on the chuck (it had to be centred), and the suction grip, were checked with a 
trial spin without photoresist, during which the spin speed was also fine tuned. The 
sample was brought to rest after the trial spin. Two or three drops of photoresist were 
expelled from a lml disposable pipette onto the centre of the sample, to give a dispense 
volume in the order of 100,ul. The volume contained in a l,um layer of photoresist 
on a 25mm x 25mm sample is 0.63,ul, so much of the photoresist was lost to waste 
during the spin, however the large initial quantity was necessary to ensure sufficient 
inertia in the photoresist to overcome surface tension and coat the entire wafer surface. 
The sample was spun for the preset 60s. After spinning, the sample was soft-baked 
at 95°C for 25 min. If the sample was baked at a higher temperature or a longer 
time, it was difficult to dissolve the exposed photoresist areas during development. 
After soft-bake the sample was allowed to cool to room temperature, while the mask 
aligner (see below) was set up. The sample was exposed for then developed by 
immersion in undiluted MF320 developer for 35s, followed immediately by a rinse in DI 
H20. Microposit MF320 is an alkaline developer containing tetra methyl ammonium 
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hydroxide (TMAH). The sample was blown dry with N2, and hard-baked at 115°0 for 
25 min to help the photoresist withstand the reactive ion etching. No experiments were 
carried out to quantify the effects of hard-baking on the photoresist etch rate because 
the standard procedure routinely gave acceptable results. 
A negative photoresist was also used at times. The particular product, AZ5206 [138], 
was an image reversal positive photoresist using the same Novolak resin as S1813, ex-
cept that it has been modified so that the positive image formed during the initial 
exposure can be reversed to a negative image by baking off CO2 and flood exposing 
(exposing with no mask). A negative-acting photoresist is ideal for use with the wagon 
wheel alignment mark (described in detail in section 4.4), that has only a small number 
of mask openings, because it considerably reduces the time required to photoplot the 
mask reticle. The procedure for photolithography with AZ5206 was as follows. The 
sample was cleaned and dehydrated as it was for use with S1813. The photoresist spin 
procedure was also the same, except that 6-8 drops of photoresist were put on the 
sample and the final thickness of the AZ5206 was 0.6pm. The sample was soft-baked 
on a hot-plate for 90s at 90°0, cooled, and exposed for 6s with the mask. Then it was 
reverse baked at 120°0 for 90s, cooled, and flood exposed (no mask) for 20s. Devel-
opment took 60s in AZ300MIF, that, like MF320, contains TMAH. The photoresist 
was hardened by a further bake, at 115°0 for 1 min. This was half the manufacturer's 
recommended time, to make it easier to clean off after subsequent processing, such as 
reactive ion etching. 
3.5 REACTIVE ION ETCHING 
Reactive ion etching (RIE), also known as dry etching, is used for etching the Si3N4 
coating on the VADR silicon samples. Dry etching has the advantage of offering precise 
control over etch conditions and side wall profile. There are also fewer waste products 
to dispose of, and the technique is safer from the operator's point of view than the 
alternative technique of wet etching with hydrofluoric acid (HF) acid. Dry etching 
is also more convenient because a photoresist mask is sufficient, whereas for wet HF 
etching, extra processing steps are required to pattern a nickel-chromium mask. The 
HF technique suffers the additional drawback of requiring the backside coating of Si3N4 
to be protected. 
3.5.1 Equipment Description 
The UoC laboratory has an Oxford Plasmalab System 80 Plus, configured for single 
chamber RIE operation, represented in the schematic of Figure 3.5. The machine has 
four basic subsystems - the chamber where the etching takes place, the process gas 
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Figure 3.4 The UoC laboratory's home-made photoresist spinner 
handling system, exhaust gas and vacuum pumping system and the microprocessor 
control system. 
The chamber is configured with two parallel electrodes. The bottom electrode is 
200mm in diameter , and is connected to a variable 200W RF power supply that operates 
at a frequency of 13.56MHz. The bottom electrode can be cryogenically cooled with 
liquid N2 to temperatures as low as -150°C, and heated with an internal element to 
200°C. The process gas inlet is at the top of the chamber, and the waste gas exhaust 
is at the bottom. The inside top surface of the chamber is the grounded top electrode. 
The electrodes alternate as anode and cathode throughout the etch due to the inherent 
AC nature of the RF power supply. The etch mechanism is described in detail in 
section 3.5.2. 
The available process gases, SF6, 02, CHF3, Ar, N2, and CH4, are multiplexed into 
three input gas lines, as shown in Figure 3.5, allowing a maximum of three gases into 
the chamber during any one etch. Individual mass flow controllers (MFC) are used to 
regulate the gas flow rate in each of the three lines. Downstream of the MFCs, the 
three lines are combined into one line, for entry into the chamber. A separate line is 
supplied for the vent gas, which here is N2 . 
Vacuum is provided by a combination of a turbomolecular pump and a rotary 
roughing pump. The rotary pump is used to reduce the pressure from atmospheric 
until the turbo pump is able to take over. The chamber must be reduced to a base 
pressure of lx10-7Torr before etching can begin. The rotary pump also backs the 
turbo pump, isolating it from atmospheric pressure. The exhaust gases are routed to 
the rotary pump, via a the automatic pressure control (APC) valve, which is operated 
by the microprocessor control system to maintain the chamber pressure to a preset 
level. 
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Figure 3.5 Schematic diagram of Oxford Plasmalab 80+ Reactive Ion Etcher 
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The microprocessor control unit can be operated from the local keypad and LCD 
display or via a remote PC terminal using Oxford's PCPLUS software in a Microsoft 
Windows environment. The local interface system uses a series on menus to enter 
process parameters such as temperature, pressure, gases, gas flow rates, etch duration 
and power. During the etch, the control unit monitors the process conditions and 
displays them on the LCD screen, and controls the APC and MFCs. 
3.5.2 Dry Etching Si3N4 
The RIE machine was used to anisotropically etch 200nm films of chemical vapour 
deposited (CVD) Si3N4, on a silicon substrate. The patterned SigN4 was used as an 
etch mask for the wet anisotropic etching stages of the VADR plate fabrication process. 
The etch requirements are not stringent as they may be in other applications, because 
the smallest mask feature size is 5ttm, which is the width of the "spokes" in the dual 
radial alignment mark of section 4.4.3. With a Si3N4 layer depth of 200nm, even an 
isotropic etch will provide suitable line width control, as 400nm extra width in any of 
the openings will not adversely affect the final etch results. 
A CHF3 and Ar based etch chemistry has been shown to be ideal for this proce-
dure [139]. In the plasma, the CHF3 provide F atoms which are responsible for the 
chemical etching of SigN4. Ar is introduced to physically bombard the etch site to 
remove etch-inhibiting polymer deposition and to open up new sites for the F to attack 
the Si3N4. CHF3 provides Fluorine atoms via Equation (3.1) that chemically etch the 
SisN4 to produce tetrafluorosilane (SiF4) and nitrogen via Equation (3.2). 
e- + CHF3---> CHF:f + F + 2e- (3.1) 
Si3N4 + 12F ---> 3SiF4 + 2N2 (3.2) 
A CHF3 and 02 etch is similarly effective, however it the inconvenient conse-
quence of requiring a nickel chromium etch mask, because photoresist is readily attacked 
by oxygen, destroying it before the etch is complete. 
An anisotropic process with a good etch rate had already been developed in the 
UoC laboratory for the successful creation of Si3N4 wet etch masks [140], so this pro-
cedure was adopted, although the author made two minor modifications for the sake 
of expediency. The etch conditions for the modified process are presented in Table 3.1. 
The first modification was to the etch temperature. The original process called for 
cryogenic etch at -20°C. It was determined by experiment that the process could also 
be used at room temperature, halving the total process time by eliminating time-
consuming temperature changes in the chamber. The self-bias voltage, Vb, of the room 
temperature etch was approximately -470V. 
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Table 3.1 RIE etch parameters 
Gases Etch Rate Pressure Flow rate Power Density Temperature 
(nm/min) (mTorr) (seem) (W/cm2) (K) 
CHF3/Ar 25 25 50/35 0.63 295 
The second modification was to the masking material. In the first few rounds of 
dry etching trials, a NiCr metal etch mask was used. The NiCr mask was patterned 
by forming a negative image in photoresist, evaporating 20nm of NiCr over the top, 
and then immersing the sample in acetone, which dissolved the photoresist, and lifted-
off the unwanted areas of the NiCr mask. Approximately one day of lab time per 
sample-set would be eliminated if the NiCr mask could be done away with in favour of 
using photoresist as an etch mask. It was determined by experiment that a 1pm layer 
of 81813 photoresist was a suitable etch mask. The etch rate of the photoresist was 
not quantified, as there was a sufficiently thick layer remaining after etching, that no 
further optimisation of the RIE process was required to obtain good results routinely. 
The samples were immersed in a KOH etch solution to check that the dry etch had 
gone to completion, since silicon etches (and bubbles are formed) when exposed to a 
KOH etch solution but SbN4 does not. Upon immersion, bubbles were immediately 
observed in the area where the Si3N4 had been etched to expose the silicon substrate, 
but not where it was masked, indicating that the RIE etch had gone to completion. 
3.6 WET ETCHING OF Si3N4 
Procedures exist for the wet etching of SisN4 in solutions of either hydrofluoric or 
phosphoric acid. For example, a concentrated solution of 40% wt/wt HF in water 
etches isotropically at a rate of 133A/min [140]. However, masks made of photoresists, 
such as 81813, are found to peel off within 5-6 min of immersion in 40% wt/wt HF, 
it takes 15 min to etch through the 200nm coating of Si3N4. The HF does not 
attack the photoresist directly, but rather severely reduces its ability to adhere to the 
Si3N4 surface. A NiCr mask is a suitable alternative as it does not suffer from reduced 
adhesion when immersed in HF, however it does etch at ~ of the rate of Si3N4. In this 
case, an underetch of 33nm would be suffered, but this is of little consequence with a 
minimum feature size of 5pm, and a process tolerance in mask dimensions of at least 
1pm. 
It has been reported that buffered HF and diluted HF do not attack the adhesion 
between the photoresist and the substrate [141], allowing photoresist to be used as a 
mask. However, the SiaN 4 etch rate falls by a factor of at least ten in these solutions. 
The reported etch rates are 11 A/min for 1:10 HF:H20 by weight, and 9 A/min for 
1:5 buffered HF, giving etch times of at least 3 hours. Phosphoric acid can also be 
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used to etch Si3N4, although it must be heated to 160°C to raise the etch rate to a 
modest 30A/min. For safety reasons, it is desirable to avoid high temperature etching 
when room temperature alternatives exist. Photoresist is not suitable as a mask because 
phosphoric acid, like HF, reduces the adhesion of the photoresist. In order to use a NiCr 
mask for patterning, additional processing steps must be undertaken. After photoresist 
pattering of a negative mask, NiCr is evaporated onto the front surface. A lift-off 
procedure, such as immersion in acetone and ultrasonic agitation, removes unwanted 
metal. The Si3N4 coating on the backside of the sample must also be protected with a 
layer of NiCr, and this requires an entire second evaporation process unless the sample 
can be turned in the chamber. 
These wet etch techniques are of most use in the complete removal of the Si3N4 
coatings after the V-grooves have been formed, and are of little use in patterning due 
to the slow etch rates in solutions that do not attack photoresist masks. 
3. 7 WET ETCHING OF SILICON 
The most important part of the VADR plate fabrication process is the anisotropic 
alkaline wet etch that creates the V-grooves and leaves them with a mirror smooth 
finish. It is an ideal technique for fabricating the VADR plates, for while it is possible 
to fabricate grooves of a variety of cross-sections using dry-etch techniques, the deep 
V-grooves required would be extremely difficult to produce with the particular reactive 
ion etching (RIE) machine available in the UoC laboratory. Additionally, the wet etch 
equipment and consumables are considerably less expensive. 
The properties of crystalline silicon are highly anisotropic, and this can be exploited 
to create complicated geometries with relative ease through the use of orientation-
dependent etch solutions. The orientation of the crystal lattice with respect to the wafer 
surface is important in these reactions, as this determines the type and geometry of the 
features that can be anisotropically etched. It is useful to review the lattice structure 
of silicon and the Miller indices system of describing crystal planes within that lattice, 
before describing the features that may be achieved easily using silicon wafers of the 
two most widely available crystal orientations. The mechanisms of mask undercutting 
during etching are explained. The etching equipment is described, along with measures 
to ensure consistent conditions over long etches. Hillocks are an unwanted etch feature, 
characteristic of certain etch conditions. Their formation and a etchant formulation 
that prevents it, are described. This etch formulation is used in the fabrication of the 
VADR plates. 
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3. 7.1 Crystalline silicon 
The atomic nuclei of a crystalline solid are arranged in a lattice structure that is periodic 
in all three dimensions. The whole lattice can be described by a small unit cell, that 
when repeated in all three directions, recreates the entire lattice. The silicon lattice is 
shown in Figure 3.6. It consists of two face centred cubic unit cells, with the second 
cell offset from the first by (la, la, la). This arrangement is also found in diamond, 
giving it the name diamond lattice. The lattice constant, a is an important parameter 
because it is a measure of the size of the unit cell. The lattice constant is equal to the 
length of the side of the unit cell, and in the case of silicon at room temperature is 
5.430A. Silicon atoms bond in a tetrahedral arrangement, with 109.5° angle between 
the bonds, and bond length of 2.352A. 
3.7.2 Miller indices 
The properties of crystalline silicon are anisotropic, therefore it is appropriate to dis-
tinguish between the various crystal planes in the silicon lattice. The commonly-used 
Miller indices define crystal planes in the unit cell by their normal vector. In order to 
generate the Miller index of a particular plane, the plane in question is drawn on one 
or more unit cells, and the intercepts with the x,y, and z axes are found, and expressed 
in terms of the lattice constant, a. The reciprocals of the three numbers are taken, and 
the results are reduced to the smallest three integers having the same ratio. The results 
are enclosed in parentheses, and overbars are used to indicate any negative numbers. 
The low-index planes (100), (110), (111) are the most useful for describing anisotropic 
etching. These planes are illustrated in Figure 3. 7. 
One of the most important characteristics of a silicon wafer is the plane to which 
the polished top surface has been aligned. The miller index of this plane is often used 
when describing the wafer. For example, a (100) silicon wafer has the top surface 
aligned with one of the (100) planes. Within the lattice, there are groupings of planes 
that are equivalent in atomic packing density, and these planes are often referred to 
together. For example, the (100) and (100) planes are equivalent, and described as a 
group they are {100}, with curly brackets. (100) Silicon wafers have two flats, that 
indicate the directions of the (110) planes. The vector normal to the (110) plane is 
called the [110] direction, with square brackets. Because there are planes equivalent to 
(110), each with its own crystallographic direction, the corresponding group of crystal 
directions is called (110), with angle brackets. For reference, these conventions are 
summarised in the front matter of this thesis. 
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Figure 3.6 Unit cell of the silicon lattice. (Reproduced from [142] Figure 1.3) 
I) 
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X ( 110) (Ill) 
Figure 3. 7 Low index crystal planes and their Miller indices. (Reproduced from [142] Figure 1.2) 
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3.7.3 Anisotropic Wet Etch Mechanisms 
The etch behaviour of single-crystal silicon in anisotropic etchants is well known, and 
the technique is widely used. Anisotropic etching is also known as orientation dependent 
etching, because the solutions etch the silicon much faster in one direction than another. 
Typically, the {111} planes etch the slowest, and these are sometimes referred to as 
the "etch-stop" planes. The other planes of interest are {110} and {100}. Taking the 
etch rate of the {111} planes as a reference , i.e. {111} = 1, the values for relative 
etch rates may be as high as {100} = 400 [143], {110} = 600 [144]. These values are 
strongly dependent on the chemical composition, concentration, and temperature of 
the etchant, and are by no means typical of all solutions. It is this difference in etch 
rate that accounts for the ability of anisotropic etches to create geometries that would 
be difficult or impossible with other techniques. 
There are several different classes of chemical that anisotropically etch silicon [145]. 
Firstly, there are the hydroxides of alkali metals such as potassium (KOH), sodium 
(NaOH), caesium (CsOH), Rubidium (RbOH), etc., that exhibit the high etch rate 
anisotropies. Secondly, there are the simple and quaternary ammonium hydroxides, 
such as ammonium hydroxide (NH40H) and TMAH((CH3)4NOH), which unfortu-
nately produce greater surface roughness, and exhibit less etch rate anisotropy than 
the alkali metal hydroxides. Thirdly, there are two etches based on ethylene diamine 
with pyrochatechol it is known as EDP, and with pyrochatechol and water it is known 
as EPW. These etches are hazardous, being both corrosive and carcinogenic, and give 
relative etch rates for the {100}:{111} planes in the order of 35:1, an anisotropy lower 
than that either the ammonium or alkali metal hydroxides. Fourthly, there are other 
less popular etchants, such as hydrazine. Hydrazine has a useful etch rate but exhibits 
less anisotropy than KOH and EDP, and is equally hazardous as EDP. 
For the fabrication of the VADR plates, a high etch rate anisotropy is preferred, 
to minimise mask undercut, and minimal surface roughness is important. Thus, the 
alkali metal hydroxides present the best option. Potassium hydroxide (KOH) was 
chosen because it was readily available, and its behaviour was well described in the 
literature. Despite there being a good understanding in the literature of how to exploit 
the KOH etchant, a description of its chemistry, and that of the other etchants, has 
yet to be finalised. The large anisotropy in the etch rate of the different planes has 
yet to be correlated to a property of those planes. For example, the surface density of 
atoms varies by only a few percent across all directions, and this, alone, simply cannot 
explain the large etch rate anisotropies that have been observed. 
Currently, it is accepted that the reaction sequence is as follows [146]. Hydroxyl 
ions from the etchant react with the silicon atoms at the surface, oxidising them. The 
oxidation process promotes four electrons from each silicon atom in to the conduction 
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band 
(3.3) 
The water is reduced, producing hydrogen 
(3.4) 
The formation of hydrogen bubbles can be clearly seen during the etch, and some surface 
roughness is attributed to the micro-masking effect of the bubbles. Further hydroxyl 
ions react with the oxidised silicon, Si (OH)~+, to form a soluble silicon complex and 
water 
(3.5) 
The overall reaction is thus 
(3.6) 
3. 7.4 Wet Etch of (100) Silicon 
(100)-silicon wafers have, by definition, {100} surface planes, and (110) as the wafer 
flats, as shown in Figure 3.8. Note that (100)-silicon wafers often only have one flat 
cut, unlike those used in this study that had two wafer flats cut. 
(110) Wafer Flat 
Cf10) Wafer Flat (1 00) Surface 
Figure 3.8 Wafer fiats on the (100) silicon wafer. 
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V-Grooves are easily etched in (100) silicon, by using the {111} etch stop planes 
as the groove walls. To do this, the mask lines are oriented along the surface traces of 
the {111} planes, by aligning them to the (110) directions indicated by the wafer fiats. 
In KOH solutions, the etch rate ratios of the low index planes {110}:{100}:{111} is 
reported to be 160:100:1 at 20°C [146]. The ratio increases to 400:200:1 at 85°C, and 
decreases to 50:30:1 at 100°C. 
An isolated opening in the etch mask will eventually etch to a pyramidal pit 
bounded by {111} planes that exactly enclose the opening, as shown in Figure 3.9. 
A linear grating mask will produce V-grooves such as the one shown in Figure 3.10, 
as long as the mask lines are exactly aligned to the traces of the {111} planes on the 
{100} surface. The surface traces of the {111} planes intersect the (100) surface on 
the diagonal of the unit cell which corresponds to the (110) directions. Therefore, the 
mask can be aligned with the (110) wafer fiats for an approximate alignment during 
whole wafer processing schemes. In some cases, a more precise alignment is required, 
or the wafer fiats are lost when the wafer is cleaved into samples, in which case special 
alignment marks can be created by wet etching. This is described further in section 4.4. 
The aspect ratio of the V -grooves is fixed by the angle of the { 111} sidewalls to the 
wafer surface, which can be calculated from simple geometry to be 54.74° for (100) 
wafers. 
It should be noted that the use of multiple etch steps allows a wider range of 
geometries to be fabricated, such as cavities with vertical walls [147]. However, these 
are not described here because such process complexity is not required in the fabrication 
of the VADR plates. 
3.7.5 Wet Etch of (110) Silicon 
(110) silicon wafers are also widely used in micromachining. The surface is one of the 
{110} planes, and the wafer fiats indicate the (110) directions. This wafer is useful 
because the {111} etch-stop planes are oriented vertically with respect to the wafer 
surface. However, their surface traces are no longer at right angles to each other, and 
result in parallelogram features with an obtuse angle of 109.47° as shown in Figure 3.11. 
In order to align a mask with the surface traces of the { 111} planes, it must be rotated 
by 125.26° with respect to the wafer fiat [140]. With these wafers it is possible to make 
rectangular grooves, as shown in Figure 3.12, which would be useful for the fabrication 
of the rectangular-toothed VADR devices described in Chapter 7. Note that both 
Figures 3.11 & 3.12 show a (110) plane at the bottom of the etched feature. This 
is accurate for short etches, but for longer etches the bottom of the features become 
aligned to the faster etching {100} planes, which are at an angle of 45° to the wafer 
surface. Note also that for the cavity etch shown in Figure 3.11, that longer etches or a 
large opening would result in the structure developing from a rhombus shape (shown) 
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Mask Mask opening 
(1 00) substrate 
~ Inverted pyramid 
Figure 3.9 An arbitrary mask opening etches to an inverted pyramidal pit bounded on four sides by 
{111} planes. 
Mask 
(100) Substrate 
~ V-groove 
Figure 3.10 A linear mask opening aligned to [110] directions etches to a V-groove bounded on two 
sides by {111} planes. 
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into a hexahedron shape, with the two additional sidewalls forming in the acute-angled 
corners at an angle of 35.26° to the {110} surface plane [148]. 
3.7.6 Mask undercutting 
Mask undercutting may occur during the anisotropic etching of both (100) and (110) 
silicon wafers. It has a significant impact on the final geometry of the etched features, 
and it must be well controlled in order to achieve good yields. The extent of the 
undercut is linearly dependent on the angle of the mask's misalignment (the angle 
between the edges of the mask lines and the surface traces of the {111} planes) [144,149]. 
The phenomena is illustrated in Figure 3.13, for the case of etching a V-groove in (100) 
silicon; note that the VADR plates are fabricated from such grooves. In Figure 3.13(a), 
the mask is perfectly aligned with the surface traces of the { 111} sidewall (or etch-stop) 
planes, and it is not undercut at all. In Figure 3.13(b), however, the mask is grossly 
misaligned, leading to substantial undercut of almost half the final depth of the groove. 
The flares at the ends of the groove arise as the exposed convex corners at the edges of 
the wafer are etched. It is important to be able to predict how much undercut can be 
expected for a given misalignment, or vice versa, so that suitable alignment techniques 
and mask dimensions can be selected. 
Undercut rates have been reported for masks that were up to seven degrees off 
alignment on (100) silicon [144], and up to three degrees on (110) silicon [149]. The 
data indicates that the undercut is slightly less severe for (100) silicon, although still 
significant. Over the measurement range, which is large enough to cover most actual 
situations, the ratio of the undercut U, to the groove depth d, can be expressed as a 
function of the angle of misalignment 0 
u(wo) o 
d 40 
(3.7a) 
(3.7b) 
The implication of undercut rate is that, as the required etch depth increases, 
better alignment and / or wider mask lines are required. For example, assuming that a 
mask could be aligned to within 2° of the wafer fiats on (100) silicon and the wafer fiats 
were themselves only accurate to 1°, there would be a total alignment tolerance of ±3°. 
In order to etch V-grooves to a depth of 200ttm, the mask lines would have to be at 
least 30ttm wide. If it was desired to reduce the mask lines to 5ttm thick, the alignment 
accuracy would have to be improved to better than ±1 °. Accurate alignment and 
careful choice of mask dimensions, using equation 3.7a or 3.7a as a guide, is required 
to obtain good yields, particularly for deep etches. 
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Mask opening Undercut mask 
Parallelogram 
cavity 
Figure 3.11 A small arbitrary mask opening on (110) silicon etches to a parallelogram (rhombus) 
cavity bounded by vertically oriented { 111} planes on the sides. The bottom of the cavity is not 
bounded by an etch stop plane. Note that for larger openings and longer etch times, a hexahedron is 
formed instead of a rhombus. 
Mask 
(110)sub~ 
109.5' 
Rectangular groove 
Figure 3.12 A linear mask opening on (110) silicon, aligned to [110] directions, etches to a rectangular 
groove bounded on two sides by {111} planes. 
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Figure 3.13 Mask undercutting when etching (100) silicon. If the mask is perfectly aligned to the 
(110/ directions then there is no undercutting (a), whereas there is significant undercutting if it is 
misaligned (b). 
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3.7.7 Wet Etch Equipment 
The wet chemical etching apparatus is shown in Figure 3.14. A custom-blown glass 
flask was used to contain the etchant, and it is pictured in Figure 3.15. While KOH 
attacks glass, the reaction is sufficiently slow that the flask has survived three years of 
use already. The main cylinder of the flask is 95mm in diameter and 80mm in height. 
There were three openings in the top - one each for the reflux column, thermometer 
and sample holder. The main section of the reflux column was 330mm in length, with 
25 turns of 10mm tubing for the water cooling. Tap water was slowly flowed through 
the reflux, from the bottom to the top. The reflux was essential for maintaining the 
etchant concentration during long etches. A retort stand and clamp were used to steady 
the reflux. The thermometer was used to check that the etchant temperatures were in 
agreement with the readout of the waterbath temperature control unit. The sample 
holder was a PTFE stick, which was held in the centre of the flask by a red rubber 
bung placed in the central opening. The stick had several slits in the end, allowing the 
silicon samples to be mounted horizontally in the flask. 
The flask was immersed in a Grant Instruments Y-14 controlled-temperature water 
bath that maintained the temperature at 80±1 oc through the use of an electrical 
heating element. Grant PS-20 polypropylene balls, 20mm in diameter, were floated 
on the water bath surface in a single layer to reduce evaporation during long etches. 
Evaporation of the water, and subsequent fall in water level in the water bath risked 
a reduction in the temperature of the etchant in the flask. The water depth was 
maintained at approximately 115mm throughout the etch. The etchant was stirred 
by a 25mm Teflon-coated magnetic stirring bar in the flask, which was actuated by a 
water-powered magnetic stirrer motor placed under the flask. The stirrer was powered 
by a water pump that was built into the waterbath. Etching was conducted in a 
fume cupboard, although the reflux ensured that little, if any, KOH escaped into the 
atmosphere. 
3.7.8 Hillock formation and elimination 
The exact mechanism of the formation of hillocks, such as those shown in Figure 3.16, 
is presently the subject of debate [150]. While the debate is of great interest else-
where, because it is closely related to the determining the underlying mechanisms of 
anisotropic etching in general, this thesis is concerned with a more immediate prac-
ticality - preventing hillock formation. Nonetheless, a brief description of the current 
state of thought is warranted. Following this is a description of an etchant formulation 
for the prevention of hillocks that was determined from the literature and tested by 
the author. 
As shown in Figure 3.16, hillocks are pyramidal structures, with a definite crys-
tallography. Their size increases with age, and over the course of a long etch, it is 
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Figure 3.14 Refluxed wet anisotropic etch flask in waterbath 
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Figure 3.15 The custom-blown glass flask used for the alkaline wet etching of silicon, in the UoC 
laboratory. 
92 CHAPTER 3 SILICON MICROFABRICATION TECHNIQUES 
not unexpected to find a range of sizes. The greatest mystery of the hillock is that it 
ought not exist. If it is assumed that the hillocks are composed of perfect surfaces, each 
etching at a rate determining solely by the crystal orientation of that plane, then it 
becomes impossible to explain their presence because they ought to etch from the top 
down at, at least, the (100)-etch rate. This is obviously not the case, and it is gener-
ally accepted that, through some mechanism, the top of the hillock locally retards the 
etch rate. The nature of mechanism that is the subject of the debate. Several authors 
have speculated that the deposition of etching products or Si02 precipitates on top of 
the hillock is responsible. Others speculate that the hydrogen bubbles evolved during 
etching are responsible for creating micromasks where they stick to the surface, and 
that the silicon etch reaction is running in the reverse direction, resulting in regrowth. 
A recent paper closely observed hillocks and concluded that they were not caused by 
defects in the bulk crystal. They then presented computer simulations that supported 
their hypothesis that semipermeable particles (such as silicate colloid particles) sticking 
to the top surface, and ridges, of the hillocks are responsible for their formations [150]. 
The debate continues. 
One earlier paper, [151], showed experimentally the effects of temperature, KOH 
concentration, and solution agitation on hillock density. Samples etched in solutions 
that were agitated had approximately half the hillocks of those in solutions that were 
not. A series of experiments with 15% wtjwt KOH showed that hillock density loga-
rithmically increased with increasing temperature, although no temperature had zero 
hillock density. Finally, it was shown that increasing the concentration of KOH, re-
duced the hillock density. The temperature was maintained at 80°C, and once the 
concentration was increased to approximately 40% wtjwt, the hillock density was zero. 
No information was given on the etch rate of this solution, except to say that they ac-
cepted trends for etch rate variation with temperature and etchant concentration could 
not explain the changes in hillock density. Since some variation in etchant preparation 
is usually encountered between laboratories, due to slight differences in the water con-
tent of the solid KOH and the quality of the water, a nominal 40% wtjwt solution was 
prepared for testing. 133.4g KOH pellets were added to 200ml of DI H20, resulting in a 
moderately exothermic reaction. The solution was heated to 80°C, and silicon samples 
were etched with a variety of arbitrary features. Etches were repeatedly hillock free, so 
there was no need to adjust the etchant formula. The (100) etch rate was measured to 
be 1.25J-tm/min, which compares favourably with other reported etch rates, as shown 
in Table 3.2. 
3.8 SILICON ETCH SIMULATION 
Computer simulations of etch processes provide a useful tool for testing novel mask 
designs before committing them to expensive photolithographic masks. In this thesis, 
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Etch hillocks 
Figure 3.16 Example of hillock formation during wet etching. The hillocks vary in size according to 
their age. 
Table 3.2 Selected reported KOH etch rates 
Rate Concentration Temperature Author 
J.Lm/min % wt/wt oc 
0.90 15 72 Seidel et al. [146] 
1.25 40 80 This thesis 
1.40 33 80 Williams et al. [141] 
the Anisotropic Crystalline Etch Simulator (ACES) [152] was used to evaluate patterns 
designed to reveal the orientation of crystallographic planes in silicon. There are two 
approaches to modelling crystalline etching - the geometric method and the cellular 
automata method. The geometric method treats the substrate 's surface as a continuous 
entity, while the CA method represents it as a large number of individual cells organised 
in a suitable lattice. Since ACES uses the continuous cellular automata (CA) method, 
that is what will be described in this section [153]. 
Since the substrate is silicon, the CA cells are organised in a diamond lattice. Each 
cell contains information on the strength of its bonds to the neighbouring atoms, which 
determines when it is etched (removed from the lattice). Unlike reality, the CA cells 
may assume partially etched states. This allows ACES to model the arbitrary etch rates 
required to accurately represent actual anisotropic etch processes, without artificially 
roughening the etch surfaces like non-continuous CA methods. The use of many cells 
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leads the CA method to use more memory than the geometric method, however it is 
highly efficient and accurate when modelling elaborate mask shapes. 
Rather than model the chemistry of an etch solution, which is currently unknown 
in many cases anyway, empirically determined values of the relative etch rates of the 
{111}, {110}, {100} and {311} planes are specified. This allows great flexibility in mod-
elling different etch processes, whether they be isotropic dry etches or anisotropic wet 
etches. ACES's default KOH solution models a solution similar to that of Williams 
et al.in Table 3.2. For modelling etches in this thesis, the relative rates were modi-
fied to better represent the measured (100) etch rate of the 40% wt/wt solution used 
at 80° (see section 3.7.8). Note that the rates for the other planes were not mea-
sured for this etchant, but were estimated using an anisotropy of 1:100:200:200 for 
the {111 }:{100}:{110}:{311} planes, that is well within the maximums reported (see 
section 3.7.3). The relative etch rates of both the default and the modified ACES 
'solutions' are shown in Table 3.3. 
In order to show the effects of mask orientation, and reveal the relative etch rates 
of the crystallographic planes, a spoke pattern may be etched. A coarse version of 
this spoke, 148J.tm by 146J.tm in size, is included in the ACES package. It is shown 
in Figure 3.17(a), with the results of etching a (100) silicon wafer in the default KOH 
solution for 10min, with the spokes as openings in (b) and with the spokes as masks 
in (c). The angle-dependent underetching of the masks is clear in both cases, and it is 
the ability of ACES to predict this behaviour of masks at arbitrary orientations to the 
crystal lattice that is of use in the etch modelling conducted in this thesis. 
Table 3 3 Relative etch rates for KOH solutions in ACES's 
Solution {111} {100} {110} {311} 
default 0 1.0 1.4 1.4 
40% wt/wt, 80°C .0125 1.25 2.5 2.5 
3.9 SUMMARY 
This section has described the principles and equipment, of the processes employed in 
the fabrication and inspection of VADR plates. Photolithography was used to define 
patterns in photoresist, and a number of related activities were described, including 
the process of making chrome-on-glass masks via the photoplotting of reticles, and 
the process of spinning, exposing and developing both positive and negative photore-
sists. Details ofiRL's Mann GCA PG3000 photoplotter and UoC's Cobilt CA800 mask 
aligner were also provided. The UoC's Oxford Plasmalab 80+ RIE machine was de-
scribed along with the process of etching ShN4 in a plasma of CHF3 and Ar gases. 
Anisotropic wet etching of silicon, with potassium hydroxide, is the most important 
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(a) 
(b) 
(c) 
Figure 3.17 ACES etch simulation. The spoked mask in (a) was used to etch (100) silicon for 10 
min, with the spokes as openings in (a) and with the spokes as masks in (b). The arrows were applied 
afterwards, and indicate the (111) directions. 
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part of the fabrication process because it allows the otherwise-difficult geometry of the 
V-grooves to be produced accurately and routinely, with a high quality finish. The 
lattice structure of silicon and the method of identifying crystal planes using Miller 
indices were reviewed. The particular geometries that can be produced in a wet etch 
depend on the orientation of the crystal lattice to the wafer surface, and the etching 
of (100) and (110) wafers was described, along with a summary of the current state 
of thought regarding the anisotropic wet etch mechanisms. A crystalline etch simula-
tion technique was introduced, that utilised predetermined relative etch rates for four 
major planes, to model wet etching. This aided in the development of the alignment 
marks. The wet etching equipment, including a custom-blown glass etch flask, was also 
described. Hillock formation and prevention was briefly reviewed. 
Chapter 4 
VADR FABRICATION 
4.1 INTRODUCTION 
This chapter describes the details of the fabrication ofVADR devices for use at 100 GHz, 
using the microfabrication techniques introduced in the last chapter. While small V-
grooves may be readily wet-etched in silicon, fabrication of the large grooves ( 500 pm 
period) required by the VADR plate design presented additional difficulties. In partic-
ular, precise alignment of the mask to the crystal planes was critical, to avoid excessive 
undercut and destruction of the grooves. Unfortunately, due to equipment limitations, 
it was not possible to employ the standard procedure of aligning the V-groove pho-
tolithographic mask to the wafer flats, followed by processing of the whole wafer at 
once. As a result, much of the effort was absorbed in developing a procedure for in-
dividually determining the orientation of the crystal planes on each of the samples 
cleaved from the original silicon wafer. 
4.2 VADR PLATE DESIGN 
The VADR device for 100GHz is a lOx scaled-up version of the device proposed for 
use at 1 THz (see section 2.5.1) [65]. The device consists of two identical V-grooved 
plates; an example of one is depicted in Figure 4.1. The plates are up to 25 mm by 
25 mm in size (due to process limitations), and are patterned on the top surface with 
parallel V-grooves of 500 p,m period and 350 pm depth, as shown in the cross section 
of Figure 4.2. The two plates are intended to interlock as shown in Figure 4.3. Note 
that the key aspect of the VADR device is that the separation distance, s, between the 
two interlocked plates can be varied. 
In order to ensure the 100 GHz device performed like the proposed 1 THz device, 
the scaling maintained the feature-size to wavelength ratio of the grooves. The groove 
period was and the depth fi>6>.
0 
, where .A0 was the free space wavelength vuxns; 
at the design frequency and nsi was the magnitude of the refractive index of the 
silicon substrate. Although there was a slight difference between the originally-assumed 
refractive index of silicon at 1THz, nsi(lTHz) = 3.46 [65], and the measured value at 
98 
25mm 
V-VADR plate 
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Figure 4.1 The desired VADR plate is up to 25rnrn by 25rnm square and the top surface is patterned 
with parallel V-grooves. 
500~m 
Figure 4.2 The plate is 500ttm thick, the grooves are 350ttm deep and have a period of 500ttm. 
25mm 
V-VADR device 
Figure 4.3 Two interlocked VADR plates form a VADR device. They are shown here in a partially 
interlocked position, where s is the separation distance. 
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lOOGHz, nsi(lOO GHz) = 3.42 [16], this was not factored into the calculation of the new 
feature size since it was not expected to appreciably affect the device's performance 
and it would allow convenient, round numbered, groove dimensions to be retained. The 
groove dimensions for the device at both frequencies are summarised in Table 4.1. 
Table 4.1 VADR groove dimensions at design frequencies of lTHz and lOOGHz. 
Frequency Wavelength Groove depth Groove Period 
~m ~m ~m 
300 35 50 
3000 350 500 
The ratio of the desired groove period to depth was ~' which was ideally suited to 
fabrication in (100) Silicon, where {111}-bounded V-grooves having the same dimen-
sional ratio are easily produced. The large size of the grooves did present some issues, 
particularly with regards to selecting the width of the mask lines for the final etch 
step that produces the grooves. Due to the undercutting phenomena described in sec-
tion 3.7.6, wide mask lines are required if the alignment accuracy is poor. Otherwise, 
the mask lines cannot withstand the severe undercutting associated with inaccurate 
alignment. If they become completely undercut, the groove tips are exposed to the 
etch solution, and the grooves are ultimately destroyed. 
However, overly wide mask lines would hinder the device's performance. If the tips 
of the grooves were too flat, and the bottoms of the grooves had been etched to a fine 
point, then there would be large air gaps between the plates at full interlock, preventing 
the device from being able to achieve zero retardance, or in other words, preventing it 
from being able to be "turned off". If etching was stopped prematurely, in order to 
give matching flat bottomed trenches, the situation at interlock would be somewhat 
improved due to the reduced air gap, however the maximum retardance of the device 
would suffer slightly from having shallower grooves. Additionally, since the alignment 
accuracy is poor, there could be substantial variations in the amount of misalignment 
from sample to sample, which could make it difficult to create a pair of plates with 
similarly-sized flats on the tips and bottoms of the grooves. 
For this proof of concept device, a perfect performance is not necessary, and the 
maximum acceptable tip size, and hence mask line width, is set at a, somewhat arbitrary 
40~m, equivalent to 8% of the period. A mask for making the VADR plates, with lines 
of this thickness, was prepared. The mask pattern is reproduced in Figure 4.4. It is 
worth noting that, although plates with larger tips would make an inelegant VADR 
device, it would still operate so long as the two plates were able to interlock. In order 
to routinely fabricate the VADR plates with the 40J.Lm mask lines, it was necessary to 
improve the precision of the alignment over that obtained by aligning to the rough side 
of a cleaved sample. The required improvement is quantified in section 4.4, where it is 
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described how the wet etching process can be used to both reveal the directions of the 
{111} planes, and in the same action, produce mask alignment marks. 
Mask 
border--
40mm 
Linear 
V grating pattern 
Figure 4.4 The VADR mask consisted of a linear grating with 40J,£m thick lines, on a period of 
500f1m. The mask surround was a standard feature of IRL's process. 
The consequence of using an alignment mark was that the usable sample size was 
reduced, because the area where the marks were patterned was not able to be used 
to make grooves. The maximum plate size was limited in this fabrication process, 
by the neck of the wet etch flask , to 25mm by 25mm. Since the birefringence of the 
device was under examination, it was important that the device was square so that the 
same usable plate area was presented to the radiation beam of the test equipment with 
the grooves oriented either vertically or horizontally. Since the 3dB beam width was 
expected to be 20mm at the location of the device under test (see section 5.3.2), it was 
important that the final VADR plate be not less than 20mm by 20mm, and certainly 
larger if possible. Thus, the maximum area that could be used for the alignment mark 
was 5mm by 25mm. 
4.3 FABRICATION PROCESS 
The VADR plate fabrication process can be broken into two major stages. First, the 
crystal orientation is established by briefly wet etching an alignment mark to reveal 
the (110) directions. Second, the VADR mask is aligned with the aid of the etched 
alignment mark, and the V-grooves are formed with a long wet etch. In the following 
process outline, both of the major stages are broken into smaller steps, and presented in 
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the order in which they were performed. Note that the two stages are quite similar, and 
that details of the process mechanisms, equipment and process recipes can be found in 
the relevant sections of Chapter 3. 
Stage 1 -Establishment of the (110) crystal directions 
The steps of stage 1 are illustrated in Figure 4.5. 
Step 1: Scribe and cleave wafer 
Coating the SisN4 layer on the front (polished) side of the wafer protects it from 
contamination during scribing. Typically, 1ml of Shipley 81813 photoresist is spun on 
in the photoresist spinner, followed by a short bake of 15 minutes at 90°0. Longer 
bakes and higher temperatures make the resist more difficult to remove later. The 
wafer scriber described in section 3.3 is used to mark the lOOmm diameter wafer into 
25mm by 22mm samples, which are then cleaved. The sample is made rectangular, so 
that when the 3mm thick alignment mark is later sacrificed, the VADR plate becomes 
square (22m by 22mm). 
Step 2: Define the alignment mark pattern 
The alignment mark is a shape that has been optimised to clearly show the direction 
of the important silicon crystal planes when anisotropically wet etched. In the final 
process, the dual radial alignment mark is patterned in AZ5206 image reversal (nega-
tive) photoresist on the front side of the wafer. The geometry of the alignment marks 
is further explained in section 4.4. 
Step 3: Dry etch the alignment mark pattern into the Si3N4 
RIE is used to etch the exposed ShN4, with the photoresist acting as an etch mask. 
The etch parameters are detailed in section 3.5.2. 
Step 4: Remove passivating substances from the etch surface 
An oxygen plasma etch for 10-20 minutes is performed to remove any passivating (etch-
inhibiting) organic substances from the exposed silicon surfaces. 
Step 5: Short wet etch of the alignment mark 
The alignment mark is etched in a 40% by weight solution of KOH in de-ionised (DI) 
H20, with the ShN4 acting as an etch mask. The etchant is maintained at a constant 
temperature of 80°C throughout the 80 minute etch. This etch is anisotropic, and 
intended to reveal the orientation of the crystal planes by the variation in etch rate 
that is a function of opening geometry and orientation. Simulated and actual etch 
results are presented for the two types of alignment mark trialled by the author, in 
sections 4.4.2 and 4.4.3. 
Step 6: Cooling and cleaning 
After the etch, the sample is transferred to a beaker of DI H20 to cool, to prevent 
the formation of native oxide on the exposed silicon surface. This is a precaution in 
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case further etching of the alignment mark is required. The sample is rinsed in H20 to 
remove any traces of the KOH etchant, and dried with flowing N 2. 
Alignment mark-.......... 
Photoresist 
K-+~ 3mm 
Mark indicates 
crystal orientatio~ 
Scribe and cleave wafer 
Pattern alignment 
mark in photoresist 
Short wet etch in KOH 
Figure 4.5 The first stage of fabrication involves cleaving the samples and independently establishing 
the {111} crystal plane orientation with a short pre-etch. 
Stage Two- Formation of the V-grooves 
The steps in stage two are illustrated in Figure 4.6. 
Step 1: Define the linear grating 
The linear grating mask of Figure 4.4 is patterned on the wafer surface with S1813 
photoresist. The linear grating is aligned to the (110) directions, as established by the 
alignment marks of section 4.4.3. 
Step 2: Dry etch the linear grating into the Si3N4 
The linear grating is patterned into the Si3N4 using the etch recipe in section 3.5.2, i.e. 
the same etch process as in Stage 1, Step 3. 
Step 3: Remove passivating substances from the etch surface 
An oxygen plasma etch for 10-20 minutes is performed to remove organic substances 
from the exposed silicon surfaces which may inhibit the etch. 
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Step 4: Wet etch of the linear grating 
The V-grooves are formed by the preferential etching of the {100} and {110} planes over 
the {111} planes. The sidewalls of the grooves are formed by the {111} planes. The 
etch results are presented in section 4.5, with a discussion concerning the elimination 
of pyramidal hillocks, in section 3.7.8. 
Step 5: Remove remaining Si3N4 mask and backside protection 
The remaining silicon nitride coating on the front and backside is removed by immersion 
in 40% by weight HF acid, at room temperature, for 20min. The VADR plate is now 
complete. 
Alignment mark ,/ Photoresist 
Si3N4 
Si 
V-grooves 
Pattern linear grating 
in photoresist 
(align mask with mark) 
Long wet etch in KOH 
HF etch to remove Si3N4 
Break away ungrooved 
section (under mark) 
Figure 4.6 In the second stage of fabrication, the V-grooves are etched into the top surface of the 
VADR plates. 
4.4 ESTABLISHING THE CRYSTAL ORIENTATION 
This section describes how a short wet etch can be used to establish the crystal orien-
tation on each of the samples, in order to improve the mask alignment accuracy and 
ultimately make sharper V-groove tips. The required alignment accuracy is calculated 
from the desired mask line width, and groove depth, in order to aid in the selection 
of suitable pattern for the alignment mark. Existing mask patterns are reviewed, and 
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evaluated for use in this fabrication process on the basis of pattern simplicity, required 
precision in the pre-alignment, overall size and accuracy of the crystal orientation in-
dication. Two variations on these patterns were trialled by the author, using both 
computer simulation and actual etch experiments. From the results of these, the mask 
line thickness of the VADR plates was chosen. 
The mask alignment accuracy on the samples, without the aid of an alignment 
mark, is ±4°, comprising the ±1° error in the wafer flats, the ±1° error in scribing 
the sample sides parallel to the wafer flats, and the ±2° error in aligning the mask to 
the usually rough sample sides. According to Equation 3. 7a, for an etch to a depth of 
350pm, and a mask 4° off alignment, there would be undercut of approximately 35JLm 
on each side of the mask line. Thus the mask line would need to be wider than 70JLm 
in order to avoid becoming completely undercut, perhaps 75- 80 JLm. This mask line 
is greater than the 40JLm mask line width decided on in section 4.2. If the alignment 
accuracy were able to be improved by a factor of two, to ±2°, then only 35JLm of 
undercut would have to be withstood, and the mask with the 40JLm wide lines would 
be able to be used. 
The alignment mark would need to be able to cover a range of at least 8°, to 
cope with the ±4° accuracy in aligning to the sample sides. It would also need to 
occupy a strip of one side of the wafer of no more than 5mm by 25mm, as discussed 
in section 4.2. With these requirements quantified, the suitability of existing patterns 
can be evaluated. 
4.4.1 Mask review 
The need for greater precision in mask alignment than can be afforded by the wafer 
flats has prompted several authors to develop mask patterns, that when etched briefly, 
will clearly and accurately reveal the (110) directions of the crystal lattice within the 
wafer [146, 148, 154-157]. These patterns are also of use when the direction of the wafer 
fiat is not exactly known, as is the case on the cleaved samples used in this thesis to 
fabricate VADR plates. Four representative patterns are described in this section, in 
the order they were reported in the literature. Each of them draws on a different aspect 
of the wet etch process to produce their indication of the (110) directions. 
The first pattern comes from E. Bassous' 1978 paper, where he suggested the use 
of a greatly misaligned rectangular mask opening, such as the one shown, after etching, 
in Figure 4.7(a). The opening of Figure 4.7(a) has been misaligned by 21°, and the 
formation of (111) planes in the corners is evident. The relevant planes are identified 
in the drawing of Figure 4.7(b). The size of the (111) planes increases as the etch 
progresses, until eventually the feature is bounded solely by (111) planes. This pattern 
has the advantage of not needing to be closely aligned to the expected (110) directions. 
In fact, the opposite is true- a generous misalignment in the order of 10- 30° makes 
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the (111) planes in the corners more distinct. A disadvantage is the short distance over 
which the masks may be aligned, the length of a { 111} corner plane. 
The second pattern has been reported by several authors, and can also be employed 
to characterise the relative etch rates of an etchant [146, 154, 155]. It is a fan-shaped 
pattern, with mask openings that appear to represent the spokes of a wagon wheel, such 
as the one shown in Figure 3.17. This pattern relies on the fact that the lateral etch 
rate is strongly dependent on the alignment of the mask, with an etch rate minimum 
at the (110) directions. The mask is simply aligned with the spokes that are least 
undercut. In practice, many more spokes are used to improve the precision of the 
indication, which may be as good as ±0.1 ° for a large pattern. Such a pattern, if it 
was to use 5{-Lm thick spokes, with no taper, and allowing for a 15{-Lm arc-length space 
between the tips of the spokes, would have a diameter of 23mm, almost as big as the 
VADR plate. 
~ 
(100) Si02 
1 
,_____. 
200,um 
(a) (b) 
Figure 4.7 A misaligned rectangular opening develops {111} planes in the corners, to which a mask 
can be aligned, photograph of etched opening (a), schematic of etch planes (b). (Reproduced from [148] 
Figure 3.) 
The third pattern is almost a combination of the previous two. G. Ensell suggested 
in his 1995 paper the use of 75J.Lm diameter circular openings [157], placed along an arc 
of 45mm radius, as shown in Figure 4.8(a). This pattern was etched until the circular 
openings had etched fully to inverted pyramids (see section 3.7.4). Then, the (110) 
directions were determined as shown in Figure 4.8(b), by identifying the neighbouring 
inverted pyramids that had the least translation misalignment. The circular openings 
are drawn in the figure with an angular spacing of 1 o, but the actual pattern had 
an angular spacing of 0.1 o . Two arcs were used, with a common arc-centre, so that 
subsequent masks could, with the aid of a split field microscope, be more accurately 
aligned than in the case of a single alignment pattern. This pattern is large, requiring a 
90mm by 3mm area while only allowing for half the required pre-alignment accuracy. In 
order to allow for the ±4 ° pre-alignment precision, the pattern would need to be nearer 
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6mm across. At the reported arc radius, 5x increases by 0.14J-Lm for each 0.1° increase 
in 8(}, however, if the arc radius was reduced to 10mm, so that the pattern would fit 
on a VADR plate, 5x would increase only at the rate of 0.030J-Lm per 0.1° increase in 
50. It is possible that at the reduced pattern size, the indicated (110) directions may 
prove difficult to discern. 
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Figure 4.8 An array of circular openings located on a 45mm radius arc (a), etch to form inverted 
pyramids shown schematically in (b), that show increasing translational misalignment between adjacent 
features as the angular misalignment to the {110} directions increases. (Reproduced from [157] Figures 
2,3.) 
The last pattern to be covered in this review provides the best precision. In the 
1996 paper of Vangbo et al., they claim that the eye is more sensitive to symmetries, 
and suggest the use of an array of fork-shaped patterns with triangular prongs, as 
shown in Figure 4.9. The prongs of the fork pattern etch to different lengths when 
misaligned, and only match each other in length when the fork is accurately aligned. 
The arrow in Figure 4.9 indicates the fork that corresponds to the (110) directions. 
The marks were angularly spaced by 0.1°. Each of the forks is 600J-Lm long, and 150J-Lm 
thick, so this pattern would require approximately twice the area of Ensell's pattern, 
12mm, in order to cover the range of the pre-alignment precision required by the VADR 
plates. 
It is clear that the reduced area available on the VADR plates would prevent the use 
of the fan, Ensell's or Vangbo's patterns without settling for poorer precision or making 
modifications. The only pattern that appears immediately suited is that of Bassous, 
and an implementation of this is trialled in section 4.4.2. Due to the drawback already 
identified with this pattern, a further pattern is trialled, that is a compact form of the 
fan pattern. This dual radial alignment mark is described in section 4.4.3. 
4.4 ESTABLISHING THE CRYSTAL ORIENTATION 107 
Figure 4.9 Mask alignment mark using an array of fork patterns. The symmetrically etched fork 
pattern, which is aligned to the [110] direction, is indicated with an arrow. (Reproduced from [156] 
Figure 4, arrow added.) 
4.4.2 Square Window 
The square window mask, shown in Figure 4.10, provided for a neat implementation of 
Bassous' misaligned-rectangle alignment pattern, as there were many corners in which 
the { 111} planes could form. Conveniently, the mask was found in an existing set of 
test patterns, and it could be trialled without incurring extra mask making costs. The 
whole feature was 2mm in outside dimension, and constructed from 200f..lm lines. The 
four square openings in the window were 700f..lm in dimension. 
2mm 
7001Jm 
Figure 4.10 Schematic of the square window mask pattern 
Before etching, the ACES computer program (see section 3.8) was used to simulate 
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the results. The pattern was simulated at one tenth the size, to speed the simulation. 
Since each pixel represents an area 1p,m x 1p,m, a bitmap mask was prepared that was 
24 7 by 24 7 pixels, with the side of the window feature being equivalent to 200 pixels 
long. The pattern was misaligned by 16°. After 8min of simulated etching using the 
40% wt/wt KOH at 80°C etch model, the geometry of the sample was plotted, as 
shown in Figure 4.11. The original mask edges have been overlaid to show how the 
{ 111} planes are tangential to the enclosed corners of the mask. Four of t he sixteen 
{111} planes have been indicated by arrows, although their presence is clear. Their 
length is 32p,m in the simulation. It is expected then, that after etching the actual 
mark for 80min, the {111} planes would be 320p,m long. 
(1 00) surface Mask edges 
<110> directions 
Figure 4.11 ACES etch simulat ion of the square window alignment mark 
An actual sample was prepared and etched using the procedural steps of stage 1 in 
section 4.3. The mask was misaligned by 16° as it was in the simulation. The result of 
the etch is presented in 4.12. The {111} etch stop planes are exposed at the corners, 
and are 300p,m long, which is within 7% of the length predicted by the simulation. 
With the 100 x optics on the Cobilt mask aligner, it was possible to align the marks to 
± 15 p,m over the length of one of the corner planes ( 300 p,m) , giving rotational alignment 
to better than ±3° of the { 111} planes. This is an improvement of 1° over aligning to 
the edges of the samples. The first successful plates were etched with the aid of this 
alignment mark, but the ability to routinely fabricate plates with this alignment mark 
was hindered by t he modest precision. 
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Figure 4.12 Photograph of the etched square window, with linear grating patterned in photoresist 
over the top. 
4.4.3 Dual Radial Mark 
The dual radial mark, shown in Figure 4.13, was based on a description of a pattern that 
had been used at IRL, but for which the mask and pattern data were not available [158]. 
It exploits the strong variation in lateral etch rate as a function of angular alignment. 
The mask underetch rate is at a minimum when the opening is aligned to the (110) 
directions, so the subsequent masks need only be aligned to the least undercut spoke 
on the pattern. Since the two sets of spokes share a common centre, it is possible to 
align each end of a single mask line to the spokes with the aid of the mask aligner's 
split field microscope, providing greater precision than was possible with the single 
pattern of the square window. At a misalignment of 4 °, the lateral etch rate is in the 
vicinity of 8f.Lm/hr. Two variations of the mark were produced on the mask, each with 
41 segments per side, on an arc of radius 23mm, but with a different angular spacing. 
Mark one had an angular spacing of 0.2°, allowing for a pre-alignment accuracy of 8°, 
while mark two had 0.4° spacing to allow for 16° pre-alignment accuracy. Each spoke 
was 500f.,lm long, and 10f.Lm thick, except for every fifth segment which was 700f.Lm long. 
Before etching, the ACES computer program (see section 3.8) was again used to 
simulate the results. The pattern was simulated at a tenth the size, to speed the 
simulation. Since each pixel in the bitmap mask represents an area 1f.Lm x 1f.Lm, a 
bitmap mask was prepared that was 105 by 140 pixels, with the length of the large 
spokes being equivalent to 70 pixels long. The spokes were angularly spaced by 0.4 o, 
110 CHAPTER 4 VADR FABRICATION 
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Figure 4.13 Dual radial alignment mark as patterned on a VADR plate, with zoomed view of the 
left hand half of the pattern. · 
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the same as for mark two. After 8min of simulated etching using the 40% wtjwt KOH 
at 80°C etch model, the geometry of the sample was plotted, as shown in Figure 4.14. 
The original mask edges have not been overlaid, to better show the variation in the 
width of the etched spokes. It is clear that the central spoke is the least underetched, 
which is to be expected since the (110) directions were aligned with the sides of the 
bitmap mask. It is expected then, that after etching the actual mark for 80min, there 
would be an appropriate amount of variation in the width of the etched spokes. It 
is important to avoid overetching, or otherwise all of the etched spokes may merge, 
obscuring the true alignment of the crystal lattice. 
(100) surface 
Heavily 
undercut 
segments 
Least 
undercut 
segment 
<11 0> directions 
Figure 4.14 ACES etch simulation of one half of the radial alignment mark. 
A test set of each mark was etched for 80 min in 40% w jw KOH at 80°, giving the 
results presented in Figure 4.15(a,b). As in the simulation, the [110] direction is clearly 
indicated by the least undercut segment. With the 100 x optics on the Cobilt mask 
aligner, it was possible to align the mask lines to within ±15p,m of the marks, over 
a distance of 20mm, giving the precision of alignment to the marks of ±0.4 °, to give 
an overall precision of better than ±1 ° in ideal circumstances. This pattern was also 
compact, requiring only a 3mm wide section of the sample to be sacrificed, less than the 
5mm allowed. The consequence of restricting the pattern to such a small size is that 
the precision suffers . If this was a problem in further experiments, the spoke spacing 
of the radial alignment mark could be reduced . As it was, the dual radial alignment 
marks were used to routinely fabricate the VADR grooves, so no further improvement 
112 
in alignment precision was attempted. 
(a) 
[11 0] 
direction 
CHAPTER 4 VADR FABRICATION 
(b) 
[11 0] 
direction 
Figure 4 .15 Dual radial alignment marks after 80min etching in 40% w/w KOH at 80° , 0.4° angular 
spacing (a) , 0.2° angular spacing (b) . 
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4.5 RESULTS OF PLATE FABRICATION 
This section presents scanning electron microscope (SEM) images of the completed 
VADR plates, that have fabricated with the dual radial alignment marks and the 40J.Lm 
line width VADR mask, and discusses how various aspects of the fabrication process 
have affected the outcome. In total, nine plates were successfully fabricated using this 
process, with no failures. 
A completed plate is shown in the SEM micrograph of Figure 4.16. The tips are 
lOJ.Lm, and the bottoms 20J.Lm, in width. Since the sidewall angle is known, the groove 
depth can be calculated to be 332J.Lm. Thus the actual (100) etch rate for this etch was 
1.19J.Lm/min, which was within 5% of the earlier estimated etch rate of 1.25J.Lm/min. 
The difference in etch rate is attributed to variations in the preparation of the etchant. 
The lateral underetch rate was 0.054J.Lm/min. The ratio of undercut to depth is 0.045, 
and using Equation 3.7a it is calculated that the mask was misaligned by 1.8°. This 
was greater than expected, and it was attributed to an alignment error such as aligning 
one mask line to the correct spoke on the left side, while unintentionally aligning an 
adjacent mask line to the correct spoke on the right. This would contribute a 1.4 ° 
error, and if the spokes were, by chance, exactly aligned to (110) directions, then the 
only error would be 0.4° in the alignment to the spokes, totalling to give the observed 
1.8° misalignment. 
Figure 4.16 SEM micrograph of completed VADR plate. 
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A striation or ripple effect is visible on the sidewalls of the grooves. This is at-
tributed to the formation of misorientation ledges [149], a consequence of the mask 
misalignment. The nanometre-scale ledges do not affect the ability of the plates to 
interlock, and in some cases may help to prevent the plates from sticking together. To 
the eye, the surfaces appear as a mirror finish. Another effect, not pictured, was a 2f..Lm 
ledge evident every 3mm on every groove. This was a result of a stitching error at the 
reticle photoplotting stage. The possibility of adjusting the machine to eliminate this 
was discussed with IRL, who owned the machine, however their advice was that it was 
a difficult operation, likely to do more harm than good. As it was, t he 2f..Lm stitching 
error was insignificant, did not prevent interlock, and was thus acceptable at this stage 
of the device's development. 
Two plates are shown fully interlocked in Figure 4.17. This is one of the positional 
settings of the VADR device, and it is important that the fit is as close as possible so 
that the device may be 'turned off' . In this case, there was a gap of 20f..Lm between 
the plates. This level of fit is acceptable for the proof of concept device, and quite 
reasonable given that the plates were patterned and etched separately. 
Figure 4.17 SEM micrograph of two fully interlocked VADR plates. A 20p.m gap is evident . Note 
that some grooves appear to have formed perfectly, while some appear to have flattened tips. 
In order to improve the quality of the plates, there are several steps that could 
be taken . Specifically, the improvements could be made to t he repeatability of the 
groove profile, so t hat a better fit could be achieved between two plates t hat are fully 
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interlocked (i.e. no separation between the two plates), and to the sharpness of the 
groove tips and bottoms, so that finer control of retardance at small separation distances 
is possible and the maximum retardance is increased. 
Currently, the sample size is constrained by the neck of the etching flask to less 
than 25mm by 25mm. This means that on every sample, the crystal orientation must 
be separately established, and the photolithography separately performed. Then, the 
grooves must be separately etched. Being able to perform any or all of these activities 
simultaneously on more than one sample would improve repeatability, and hence the 
plates would mate better at full interlock . One approach to improving repeatability 
would be to pattern the entire wafer with the linear grating, using the wafer fiats for 
alignment. The entire wafer could then be dry etched to make the Si3N4 wet etch 
mask, and then diced into the into 25mm by 22mm plates, each of which would then 
be separately wet etched. This would give a mask alignment precision approximately 
equal to that actually achieved in the existing plates (1.8°), without the need to sacrifice 
any of the plate area to alignment marks. This approach was not adopted earlier in 
order to conserve materials. 
A potential problem with this approach lies in the photoplotting stage. While the 
photoplotter will accept commands to move over an area of lllmm by lllmm, the 
available reticles were limited to 76mm by 76mm, and within that, the patternable 
area was further reduced to around 60mm due to the presence of IRL's mask surround 
which was automatically added to any pattern. The presence of this mask surround 
could be avoided by editing a converted PG file by hand, or by directly creating the 
PG file from scratch. It is assumed that by not using the mask surround, enough mask 
area could be patterned to justify the use of a whole wafer at once. 
In order to improve the groove profile, three approaches may be taken. Either the 
plates may be over:etched, a narrower mask line can be used, or a deliberate misalign-
ment can be introduced to cause a controlled amount of mask undercut. Without the 
development of suitable in-situ inspection methods, it would be difficult to achieve a 
good yield from an overetch process. Both of the remaining methods require much 
more precise mask alignment, and this is only possible if an alignment mark such as 
the one suggested by Vangbo is used. To obtain the ±0.05° precision reported for a 
KOH solution, it would be necessary to use the full-size pattern, and this in turn would 
require that the wafer remained intact throughout the process. The mask making 
equipment, photolithography tools and the RIE machine are all capable of handling 
lOOmm wafers. The only equipment not capable is the wet etch flask. Fortunately, the 
water bath used to heat the flask is large enough to accommodate a larger etch flask of 
suitable design, and the capability exists at the University of Canterbury (in the Chem-
istry department) to create such a flask, from glass. Once the alignment marks were 
etched and the linear grating was patterned, or even after the V -grooves were etched, 
the wafer could be diced into smaller plates. The narrower-mask-line approach will 
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yield the smoothest sidewalls, as the misorientation ledges will be either non-existent, 
or much smaller. This may or may not be desirable, depending on how much stiction 
the smooth surfaces would introduce when the plates were fully interlocked. 
Since the plates already produced were suitable for testing at the proof of concept 
stage, the improvements mentioned here have not been implemented. Should it become 
necessary to produce further plates, a great improvement in the groove profile and the 
fit of the plates could be realised with a small financial outlay to cover a new etch flask 
and photolithography masks. 
4.6 SUMMARY 
This chapter has described the procedure used by the author for fabricating VADR 
plates. Where possible, standard UoC laboratory procedures were used, as described 
in the previous chapter. Some modifications were required to optimise the fabrication 
process, but once the final process was developed, VADR plates were routinely fabri-
cated. Several methods of establishing the orientation of the crystallographic planes 
were reviewed, and trials of square window and dual radial alignment marks were con-
ducted by computer simulation and experiment. The dual radial alignment mark was 
the better of the two, and gave alignment to within ±1 °, including the precision of the 
crystal direction indication and the precision of aligning to the mark. The 40{lm mask 
line width of the VADR mask's linear grating (used to pattern the V-grooves) resulted 
in fiat tips at the top of the grooves, although this was perfectly acceptable for the 
proof of concept device and likely only to affect the performance at small separations. 
Two interlocked plates were imaged in order to measure the gap, which was 20f.lm was 
evident. Using the fabrication process described in this chapter, nine plates in total 
were produced, with no failures. 
Chapter 5 
VADR MEASUREMENTS 
5.1 INTRODUCTION 
This chapter presents measurements of the silicon VADR device at W-band frequencies, 
but particularly at the design frequency of 100 GHz. These free-space measurements 
are an essential step in the validation of the VADR concept. Even with the best of 
equipment, it is a particularly challenging task, and care needs to be taken to ensure 
accurate results. 
In this chapter, aspects of the experimental design, equipment and procedures are 
discussed, and measurement results are presented. The measurements were conducted 
with state-of-the-art W-band measurement equipment made available at the 
University of Glasgow, augmented by special fixtures that were developed to mount 
and actuate the VADR plates in accordance with the experimental design. 
5.2 EXPERIMENTAL DESIGN 
The key experimental results required are a quantification of the retardance and inser-
tion loss of the VADR device, since these quantities allow the operation of the device 
to be predicted for any input polarisation (in conjunction with the Jane's calculus, or 
Stokes parameters described in Appendix A.2). A number of approaches may be taken 
in determining the behaviour of a device that operates on the polarisation state, and 
three possible methods are described here, in order to make clear the advantages of the 
method that was actually used (the complex transmission coefficient method). 
5.2.1 Direct polarisation measurement 
The first method involves the direct measurement of the polarisation state input to, 
and output from, the DUT. This can be achieved by measuring the polarisation state 
at a receiver (RX) with and without the DUT present. The difference between the two 
polarisation states is equal to the polarisation change caused by the DUT. In order 
to measure the polarisation state, the detector must be a linearly polarised antenna 
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that can rotate. Alternatively, a rotating linear polariser such as a wire grid may be 
used in front of a non-linearly polarised antenna. For either detector arrangement, the 
unwanted cross-polarised field components must be strongly rejected (attenuated to 
less than 0.1% power, or -30dB). The source (TX) may take any polarisation state. A 
diagram of the direct method is shown in Fig. 5.1. In order to detect the polarisation 
state, the amplitude of the received signal is measured and recorded as the detector is 
rotated through 360°. 
Figure 5.1 Block diagram of the setup for the direct method of determining the polarisation change 
caused by the device under test (DUT). A transmitting antenna (TX) produces a plane wave of known 
polarisation. The receiving antenna (RX) is rotated, and the electric field amplitude is measured for 
all angles. 
The amplitude of the electric field is plotted against the angle it was measured, 
as shown in Fig. 5.2(a) for the case of an elliptically polarised beam. The magnitude 
shows two maxima and two minima, corresponding to the major and minor axes of 
the polarisation ellipse, respectively. The two maxima and the two minima are evenly 
spaced at angular increments of 1r radians, while each minima is spaced 1r /2 radians 
from either maxima. The two angles at which the maxima are produced give the angle of 
the major axis of the ellipse, and the amplitude gives the length of the major axis. The 
same applies to the minima for the minor axis. The re-constructed polarisation state 
is shown in Fig. 5.2(b). For linearly polarised beams, there are two maxima, and two 
nulls (depending on extinction ratio of detector), while for circularly polarised beams, 
the amplitude is same at all rotational angles. This method has the disadvantage of 
requiring a rotating receiver, which may be impractical in some cases where the receiver 
unit is bulky or sensitive to physical disturbance. 
5.2.2 Comparison with known device 
The second method indirectly measures the polarisation change caused by the DUT. In 
this method, the transmitter (TX) and receiver (RX) should be identically polarised; 
for this description, they are taken to be linear. The most important difference in the 
receiver requirements is that the receiver does not need to rotate. Instead, a calibrated 
polarisation compensator is included between the DUT and the receiving antenna (RX), 
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Figure 5.2 Sample results for the direct method of determining the polarisation state, in the case of 
an elliptically polarised beam. (a) normalised electric field amplitude as a function of receiving antenna 
angle, (b )reconstructed polarisation state. 
as shown in the block diagram of Fig. 5.3. The transmitter and receiver are aligned 
the same, so that any variation in the polarisation of the transmitted signal (caused by 
the DUT) will cause a drop in the received power. The known compensator is initially 
set so that it does not alter the polarisation. The DUT is then interposed between the 
transmitter and known compensator, and set to a position of interest. The received 
power should drop as a result of the change in the polarisation state. To determine 
how much the polarisation has been changed, the calibrated polarisation compensator 
is adjusted until the amplitude of the received radiation again reaches its maximum 
(minus the insertion loss of the DUT). The polarisation change in the DUT is equal, 
but opposite to, the polarisation change from the known compensator. The point of 
using a known compensator is that the polarisation change can be easily determined 
by looking up its current positional or electrical control setting on its calibration chart. 
This technique is common at optical frequencies where there are wide variety of vari-
able polarisation compensators, such as the Babinet-Soleil, and others described in 
section 2.3. However, it is lack of devices with this functionality at millimetre and 
sub-millimetre wavelengths that lead to the proposal for the VADR device in the first 
place. Eventually VADR (but more likely one of the improved versions developed in 
chapter 7) could be used as a known, calibrated, polarisation compensator. 
5.2.3 Complex transmission coefficient measurement 
The third method, the one adopted for the present experiment, is analogous to the 
simulation methodology employed in the VADR device proposal [65], where the com-
plex transmission coefficient (i.e. magnitude and phase) is determined separately for 
transverse electric (TE) and transverse magnetic (TM) incident waves (see section 2.2.3 
for a definition of the TE and TM waves). This method has the advantage of allowing 
a direct comparison between the measured and simulated transmission coefficients, fur-
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Figure 5.3 Block diagram of the setup for an indirect method of determining the polarisation change 
caused by the device under test (DUT). A transmitting antenna (TX) produces a plane wave of known 
polarisation. A calibrated polarisation rotator is adjusted until the fixed receiving antenna (RX) is 
recording the maximum field amplitude. The setting of the known device corresponds to the polarisa-
tion changed caused by the DUT. 
thermore, it requires neither the rotating receiver, nor a known device for comparison. 
The ability to completely determine the polarisation change of the VADR device 
is not compromised either. The key properties of any retarder are its retardance r, 
equal to the difference in phase between the TE and TM transmission coefficients, 
and its TE and TM insertion losses, given directly from the magnitudes of the TE 
and TM transmission coefficients, respectively. With this information provided by 
the measurements, the behaviour of the VADR for any given incident wave may be 
calculated using either the Jones calculus or the Stokes parameters (see section A.2). 
This experimental design calls for the test setup to be characterised, and then for 
the VADR to be measured at all separations for the TE and then the TM polarisation 
as shown in Fig. 5.4. The existing W-band (70- 110 GHz) measurement equipment 
will be described in detail in due course, but for now it is necessary to mention that it 
was equipped with pyramidal horn antennae, which emitted vertically-oriented, linearly 
polarised radiation, indicated by the arrow marked E in Fig. 5.4. In the first set of 
measurements, the VADR grooves are mounted horizontally. Since the grating vector 
k is defined perpendicular to the grooves, the first set of measurements determines 
the TM response. The complex transmission coefficient, in the form of S-parameters, 
is recorded for all the positional settings 0-3000fkm separation, across the W-band 
frequencies 70 - 110GHz, including the design frequency of lOOGHz. In the second set, 
the VADR device is rotated by 90° so that the TE is measured. 
It should be noted that no polarisation change is possible when the VADR device is 
illuminated by a purely TE or TM wave, because both must be present for birefringence 
to occur. This is important because it means that the two horn antenna need only be 
identically oriented and do not need to be adjusted during the experiment. When used 
in an application with a transmitting pyramidal horn antenna, the VADR device would 
simply be oriented at 45° so that it would appear to be illuminated by both TE and 
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TM and thus able to produce birefringence. 
As an additional check on the measurements, two plain silicon plates have been 
measured. The two plates would form an etalon (Fabry-Perot cavity) and this should 
be evident from Fabry-Perot oscillations in the measurements. However, plain silicon 
is not birefringent so it should be possible to measure the etalon, rotate each plain 
silicon plate by 90° and obtain the same results upon re-measurement. Also, if the 
peak transmission magnitude is less than 0 dB then it will indicate that there is loss 
in the silicon plates. Some loss is expected because the silicon has low resistivity. 
(a) ~fE 
(b)TE ~tE 
Figure 5.4 Proposed experimental setup, showing the two horn antennae, and the VADR device 
mounted between them. The transmitted electric field E is oriented vertically. The complex S-
parameters are measured for: (a) the measurement setup without the VADR; (b) the TE polarisation; 
(c) the TM polarisation. 
5.2.3.1 S parameters 
The transmission and reflection coefficients of linear microwave devices are often pre-
sented in terms of the complex scattering-parameters (S-parameters), which give both 
magnitude and phase information [159]. It is the phase information that is of pri-
mary interest in the VADR measurements, because this quantifies the VADR device's 
key property, the retardance r. However, the magnitude information is important as 
well, because it provides a figure for the insertion loss and an indication of the error 
introduced into the polarisation tilt. 
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The S-parameters for a two port network are defined as 
(5.1) 
where 811 is the input reflection coefficient, 821 forward transmission coefficient, 812 
reverse transmission coefficient, and 822 output reflection coefficient. Each parameter 
has a magnitude expressed in decibels (dB) or as a ratio, and a phase in degrees or 
radians. The VADR devices are the same in both forward and reverse, so it is only 
8n and S21, or 822 and 812 that need to be considered. The phase difference and the 
insertion loss are determined from 821, and 811 gives the fraction of the loss due to 
reflection. The S-parameters do not contain any information about the polarisation 
state, and this must be recorded separately (usually by hand). 
5.3 EQUIPMENT DESCRIPTION 
This section describes the equipment used to measure the VADR device's performance. 
The measurements were conducted in the Ultrafast laboratory at the University of 
Glasgow, using the existing W-band free-space measurement setup. Due to the strict 
requirements for a linearly polarised beam, the horn antenna were theoretically analysed 
to determine whether additional polarisation control was required. Special fixtures were 
required for mounting the VADR plates, and controlling their separation, and these are 
also described. 
5.3.1 W-band Free-Space Measurement Equipment 
The measurement system comprised a vector network analyser (VNA), a synthesised 
frequency source, two transmission/reflection (Tx/Rx) measurement modules and their 
associated test platform, and two pyramidal horns. A block diagram showing how these 
items are connected up for free-space measurement is shown in Fig. 5.5, where the device 
under test (DDT) is not specified. The VNA controls the excitation frequency (via the 
frequency synthesiser), and measures the signals received by the antennae. The Tx/Rx 
modules up-convert the synthesised sweeper's signal into theW-band for transmission, 
and down-convert the received signals for transmission to the VN A via coaxial cable. 
The Wiltron 360B VNA, shown in the photograph of Fig. 5.6, can measure all four 
S-parameters of a two port network (Sn, 821, 812, 822). Measurements are displayed 
on the integral screen, and may be transmitted over a General Purpose Interface Bus 
(GPIB) to an accompanying Intel x86 architecture PC, running Microsoft Windows and 
Cascade Microtech's program Win-Cal version 2.2 [160]. Win-Cal allows the measured 
S-parameters to be displayed on screen in either polar or rectangular co-ordinates, and 
they may also be saved to disk for further analysis. 
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Figure 5.5 Block diagram of the W-band equipment interconnections in free-space measurement 
configuration 
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Figure 5.6 Photograph of the front panel of the Wiltron 360B vector network analyser. 
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The Wiltron 68187B synthesised sweep generator provides a continuous wave source 
at -15dBm - +12dBm over the frequency range 10MHz - 60GHz. For the VADR 
experiments the source was operated at a power setting of -15dBm, as this was the 
standard laboratory procedure. In order to produce t he W-band frequencies, 67 -
110 GHz, two Wiltron SM4873 transmission-reflection modules are used to up-convert 
the signal provided by the frequency synthesiser. These transmission-reflection modules 
also contain a dual directional coupler so that signals can be both transmitted and 
received, as the name suggests, avoiding the need to manually reverse the test set 
to measure all four S-parameters. The modules also down-convert t he signals, for 
transmission back to the VNA. The VNA is programmed to display the actual test 
frequency frequency on screen, so the process is transparent to the user. 
5.3.2 Pyramidal Horn Antenna 
The TX/RX modules were equipped with a pair of waveguide-fed WR-10 pyramidal 
horn antennae for free-space measurements. The horns are constructed from high grade 
bronze, and powder coated in black on the outside. The horns are shown in place, in 
Fig. 5.7. 
Figure 5. 7 Photograph of the pyramidal horns mounted on the transmission-reflection units. 
An important requirement of the experimental design is that the transmitting and 
receiving antennae are strictly linearly polarised. This is critical, because otherwise, 
it would be impossible to independently measure the TE and TM transmission coeffi-
cients. Fortunately, the present experiment is completely safe in this regard since it is 
has long been known that a pyramidal horn antenna, excited by the dominant mode 
of a rectangular feed waveguide, emits a "strictly linear polarization" [161]. 
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An experiment using the same horns and feed waveguide was conducted to confirm 
that the horn antennae were indeed linearly polarised. In order to allow the horn 
antennae to rotate, a Gunn oscillator source (94 GHz) was used along with a spectrum 
analyser having an external mixer. The noise floor of this set-up was -32.5 dB below the 
maximum output of the G unn oscillator. The restricted dynamic range is a consequence 
of the high conversion loss (30 dB) in the external mixer. As a result, the best self-
extinction ratio that could be measured was 32.5 dB (i.e. limited by the noise floor), 
which indicates that less than 0.1% ofthe total power is present in the undesired (cross-
polarised) electric field component. This is acceptable for the present experiment. 
The field pattern of the horn antenna was calculated theoretically, and the results 
are plotted in Fig.5.8. The orientation of theE- and H-plane field patterns of a horn 
antenna are defined in Fig. 5.8(a). The field patterns themselves depend on the horn 
dimensions, and may be calculated analytically according to the method in Balanis' 
text [162). It is important to know the width of the beam that is encompassed by the 
VADR device, so that the it can be gauged whether there might be field leakage around 
the edges of the device. The beam patterns calculated for the present horn antennae 
are plotted in Fig. 5.8(b). 
Given the intended 75 mm separation between the VADR horns, the exposed 20 mm 
by 20 mm area of the VADR device is predicted to encompass the beam out to -11 dB 
in theE-plane and -13 dB in the H-plane. The difference in values arises because the 
beam is slightly wider in theE-plane. This is acceptable for the present experiment, 
although ideally, the VADR would have encompassed the beam out to 30dB (0.1% 
power) in both E- and H-planes. However this would have required a device that was 
in excess of 200 mm across - this is impractically large. Alternatively, the beam could 
be made narrower by using a focusing lens. Unfortunately, suitable lenses were not 
available commercially for the existing horns. Custom construction of suitable lenses 
was outside the scope of the present project. Therefore, it was decided that apertures 
constructed from absorbing foam would be placed on either side of the VADR device 
to reduce field leakage. 
5.3.3 VADR-Specific Fixtures 
Special fixtures were required to mount the VADR plates and control their separation. 
While only one axis of control (the plate separation) was required during the experiment 
it was also important that the plates could be aligned to each other beforehand. The 
fixtures were designed before it was possible to inspect the measurement equipment 
directly, so the dimensions were estimated from photographs [163). The test platform 
between the two antenna was estimated to be 150mm by 150mm laterally, and the 
space between the two horn antenna appeared to be approximately 60 mm although it 
was later found this distance could be increased further to 75 mm. 
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Figure 5.8 TheE- and H-plane field patterns calculated for the WR-10 horns: (a) definition of E-
and H-planes; (b) calculated field patterns plotted against angle and log magnitude. The horn's open 
mouth is directed towards 0°. 
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The two VADR plates were mounted on separate fibreglass apertures, one of which 
was actuated by a translation stage, as shown in the plan view of the equipment layout 
in Fig. 5.9. 
Fixed mounting bracket 
VADR plates 
Pyramidal horn Pyramidal horn 
ctJ 
MicrmnW 
Fibreglass apertures 
Moving mounting bracket 
Figure 5.9 Schematic of the layout of the VADR test Hxtures 
The VADR plates were mounted over fibreglass apertures, drawn schematically in 
Fig. 5.10. The dimensions of the aperture were 20mm by 20mm, so that the larger 
(22 mm) side of the VADR plates overlapped enough to affix them to the apertures 
with double-sided adhesive foam while, the four screw holes in the plate correspond to 
the hole grid-pattern on the face of the two 90° angle mounts (New Focus 9039), one for 
each plate. Fibreglass was chosen because it was less reflective at these frequencies than 
metal, yet was still stiff enough for accurate dimensional control. This was important 
because the plate separation was to be controlled by positioning the apertures. 
The angle bracket associated with the moving plate was mounted on a New Focus 
pint-sized 9065-X translation stage, which was actuated by a micrometer of resolution 
lO,um and travel 13mm (New Focus 9352). The angle bracket associated with the 
fixed plate, was mounted on a stack consisting of a baseplate (New Focus 9031) and 
a 0.5" modular riser (New Focus 9036) so that it was mounted at the same height 
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Figure 5.10 Engineering drawing for the fibreglass apertures used to mount the VADR plates. The 
VADR plate sits across the square hole, while the four round holes are for mounting the aperture to 
the rest of the fixtures. 
as the moving angle bracket. A custom baseplate was constructed from lOmm thick 
aluminium, to match the platform of the test equipment. Such a thickness was not 
required to handle any large mechanical forces, but rather to a..'lsist with temperature 
stability of the system. A true section of aluminium was selected, rather than use 
milling to re-establish planarity. Connections between the New Focus components, 
and to the baseplate, was by means of ez-Trac (New Focus 9032). All screws and screw 
holes used an M6 thread, and the supplied screws (New Focus 9024) were complemented 
by some longer M6 screws for use in mounting the fibreglass aperture. Small rubber 
0-rings were used like washers, to provide better control over the amount of grip on 
the fibreglass apertures, without over-stressing the screw threads in the angle bracket. 
An additional bar of aluminium was used to true the two angle brackets, and the line 
of motion of the micrometer stage. The bar was affixed to the face of one bracket, 
and the other bracket was rotated until it aligned with the bar. The face of the angle 
bracket on the translation stage was carefully adjusted until it was perpendicular to 
the line of motion. A photograph of the VADR mounting fixtures may be seen in the 
next section. 
5.4 EXPERIMENTAL PROCEDURE 
This section details aspects of the experimental procedure that fall outside the scope 
of the experimental design as described in section 5.2. The first part of the section 
describes how the VADR plates were mounted on the apertures for the experiment. 
The second part describes the procedure for taking measurements and moving the 
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translation stage. 
5.4.1 Handling precautions 
Several precautions were observed to minimise disturbances to the measurement equip-
ment, in order to en,<>ure repeatability of the measurements. Firstly, the equipment was 
never switched off. Heating effects in the microwave components cause the couplers and 
waveguides to expand, so the temperature must be allowed to stabilise before measure-
ments can be taken, so that results are repeatable in the future. Should the processor 
in the vector network analyser hang, it was hot-reset rather than having the power 
supply cycled. For the same reason, when wafer probe station was converted for free 
space measurement by replacing the wafer probes with pyramidal horns, the system 
was left to thermally stabilise overnight where possible. 
Further precautions were observed with respect to the handling of the waveg-
uide test standards and the pyramidal horns. In no circumstances were the items 
to be treated roughly, and particular care was taken to protect the mating faces from 
scratches. The WR-10 waveguide components are aligned with the aid offour pins, and 
held in place by four screws. A pre-set torque wrench, supplied by the manufacturer, 
was used to evenly tension the screws to 6 cNm. Fingerprints on any mating surfaces 
were cleaned with acetone. 
5.4.2 Calibration Procedure 
Good calibration is an essential ingredient in obtaining useful results. Unfortunately, 
it was not possible to include the horns in the calibration because without lenses they 
cannot be focused onto test standards. Therefore, a waveguide calibration was con-
ducted that extended to the flange connecting to the horn. This was not inconvenient 
because it was still necessary to de-embed the test fixtures from the measurements in 
any case, and the behaviour of the horns was simply another aspect of the test fixtures 
to be de-embedded. 
There are several standard calibration procedures for vector network analysers, 
and they are' usually referred to by the three or four letter acronym, representing the 
type of calibration standards employed such as through-lines (L), short circuits (R for 
reflection) and loads (M for match). For two port networks, such as the free space 
measurement system, the preferred method is the more accurate Line Reflect Line 
(LRL). The Wiltron 360B also supports the easier-to-use Line Reflect Match (LRM) 
and Through Reflect Match (TRM) methods, however the LRL calibration method was 
used exclusively for these experiments since that was the procedure already in place. 
An exploded-view schematic of the calibration standards and the calibration pro-
cedure is shown in Fig. 5.11. A metrology grade bronze waveguide calibration kit, 
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supplied by Flann [164], provided the quarter-wave through-line and short-circuit. The 
calibration procedure was conducted as follows. First, the two measurement modules 
were connected together with a 35mm length of WR-10 waveguide. This length of 
waveguide remains attached to module one throughout the measurements. The mea-
surement at module one is referenced to the far end of this waveguide. Second, a 
1.0860mm thick through-line standard (nominally ~ at 69GHz) was inserted between 
module two and the waveguide. This was the second through-line measurement, and it 
is performed out of order with respect to the acronym describing this method (LRL). 
Thirdly, the through-line was replaced by a short-circuit (reflective) standard, and mea-
sured first on port one. The short-circuit was then transferred to port two, where it 
was remeasured. 
Tx-Rx 
Module 1 
\ 
(a) 
(c) 
Tx-Rx 
Module 2 
-- Short circuit 
(b) 
(d) 
Figure 5.11 Schematic of the calibration standards and the calibration procedure: (a) Through-
line measurement, (b) second through line measurement - with extra quarter-wavelength waveguide 
standard, (c) short-circuit port one, (d) short-circuit port two. 
Once the calibration procedure was complete, the calibration data could be saved to 
PC-format 3.5-inch floppy disk, for later retrieval e.g. if the machine needed to be reset. 
Thereafter, the calibration was automatically applied to all measurements, including 
those presented on the VNA screen and those sent over the GPIB bus to be saved 
for later analysis. This feature could be turned off if desired, and raw data collected, 
however this was not desired for the present experiment. It was carefully checked 
throughout that the calibration remained automatically applied to the measurements, 
by way of the "calibration setting" indicator light on the front panel. It should also 
be noted that throughout the calibration and the measurements, the system was set to 
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measure each point in the frequency sweep 256 times, and record the average value. 
5.4.3 Mounting the VADR plates 
It is important to have correctly aligned VADR plates, as illustrated in Fig. 5.12(a). 
The grooves must be centred with respect to each other so that they can interlock freely 
and easily. If the plates are offset laterally as in Fig. 5.12(b ), then the forces that the 
plates exert on one another can disturb the accuracy of the plate positioning. If the 
plates are not parallel to each other as in Fig. 5.12( c), then the two plates cannot fully 
interlock. 
(a) Correct Alignment 
(b) Incorrect - offset _.,. 
{c) Incorrect- not 
parallel 
t 
X 
X 
Figure 5.12 The VADR grooves must be exactly aligned when mounted for testing (a). Two ex-
amples of incorrect alignment are provided for comparison, a lateral offset (b), or the plate faces not 
being parallel to each other (c). 
The plates were affixed to the fibregla<::;s apertures with double-sided adhesive foam, 
1.6mm thick. The foam was purchased from a stationary store, and was of generic 
composition. The double sided foam provided mechanical cushioning at full interlock, 
and allowed the plate alignment to be finely adjusted at mounting time without risking 
plate breakage. It is worth noting that the glue was quite strong and formed a good 
bond instantly, when gentle pressure was applied. It was necessary to use acetone to 
dissolve the glue bond before the plates could be removed after the experiment. 
The following steps were used to mount the VADR plates. 
Step 1 
Make sure that the apertures are aligned and parallel, using the aluminium bar to true 
up the fixed and moving angle brackets. Clamp the mounting stage to a vertical bench 
support (this is what was handy at the time). 
Step 2 
Affix the first plate to the lower aperture, using double sided foam, with the grooves 
facing up. 
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Step 3 
Affix the double sided foam to the upper aperture. Place the second plate on top of the 
first plate, so that the grooves interlock, as shown in the photograph of Fig. 5.13. The 
plates are largely self-aligning. Slowly lower the second aperture using the micrometer, 
until the foam pads adhere to the second plate. 
Figure 5.13 The VADR plates are aligned before the second plate is affixed to its aperture. 
Step 4 
Inspect the plate alignment using a microscope. Manipulate the plates until a good 
alignment is achieved. Absorbing foam apertures are affixed with double-sided tape 
to the outer sides of the fibreglass apertures, to reduce field leakage. The fixture is 
let to rest, in case the foam pads creep, and then the alignment is rechecked. When 
the alignment is accurate and stable, the stage is undamped from the vertical bench 
support and transferred to theW-band test station platform. 
The position of the test fixture is located with masking tape and pencil marks, and 
fixed with two clamps. Further absorbing foam is placed over all metal surfaces in the 
test fixture, particularly immediately beneath the device, as this halfway point between 
the two horns is a likely source of error from stray reflections if left uncovered. The 
entire test fixture is covered over with absorbing foam as an extra precaution against 
stray reflections. 
The transmit and receive horns are widely separated, by approximately 25.\, to 
ensure a plane wavefront at the device. The electric field emitted from the horns is 
linearly polarised. The experimental design called for independent measurement of 
transmission coefficients forTE and TM electric fields . The VADR was first mounted 
with grating wavevector k parallel to the electric field , for the TM measurement, where 
5.5 RESULTS AT lOOGHZ 133 
k is defined in Fig. 5.4. The plate separation distance was set at one free space wave-
length (3mm) and reduced in 60j.tm steps until the grooves just reached the interlock 
region ( <350J.Lm). Positional errors from backlash in the micrometer were eliminated 
by always moving the micrometer in one direction only. Since the sensitivity of the de-
vice was greater in the interlock region, the separation distance was reduced with a step 
size of 20j.tm until full interlock was reached (Omm). The plates were re-mounted with 
k perpendicular to the electric field for the TE measurement. The measurement steps 
were repeated. At each separation, the S-parameters were recorded for 256 frequencies 
between 70 and llOGHz. 
5.5 RESULTS AT lOOGHZ 
This section presents the measurement results of the VADR device in the W-band, but 
particularly at the design frequency of 100 GHz. First, however, some results pertaining 
to validation of the measurement setup are presented. 
5.5.1 Measurement precision 
The measurement precision was estimated in the following way. After calibration, the 
horns were spaced widely apart (75 mm)and the region in between was surrounded on 
all sides by absorbing foam to create a crude pseudo-anechoic chamber. The phase and 
magnitude of 821 was monitored at 100 GHz over several minutes, while sweeping over 
the whole W-band range. This gave more than ten separate readings. Even at low 
levels of averaging (four points per measurement), the variations in the readings were 
better than ±0.01 dB and ±0.1 °. 
5.5.2 Apertures only 
In order to quantify the insertion loss due to the mounting stage and apertures, these 
were characterised over the complete range of holder separations that would be em-
ployed when the VADR device was measured. However, for this experiment, the VADR 
plates themselves were deliberately omitted, so that the insertion loss due to the test 
fixtures could be separately quantified. The S21 responses plotted in Fig. 5.14 show 
little change in the loss or phase shift as the apertures are separated. The insertion 
loss was -8.7±0.1 dB across all separations. In order to accurately quantifY the inser-
tion loss of the VADR device, the exact value of the test fixture insertion loss may 
be subtracted from the combined insertion loss of the VADR device and the test fix-
ture. The phase was 3.2±0.2° across all separations. The absolute phase shift caused 
by the mounting plates is unimportant, however the variation in phase shift indicates 
that the phase measurements would be no more accurate than ±0.2°. These variations 
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±0.1 dB and ±0.2° are taken as the experimental uncertainties, since it is a more con-
servative approach than taking the smaller errors obtained from a static setup as in 
section 5.5.1. Even for these uncertainties, error bars would be too small to see, so 
they are not plotted in any of the following graphs of measured results. 
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Figure 5.14 Measured complex transmission coefficient (S2l) for the test fixtures alone (no VADR) 
at 100 GHz: (a) magnitude (a), (b) phase shift. 
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5.5.3 Plain silicon plates 
A control experiment was conducted with two silicon plates, of the same dimensions 
as the VADR plate, and cut from the same batch of silicon wafers. The measured 
complex transmission coefficient is plotted in Fig. 5.15. The phase is raw data, but 
the magnitude has the test fixture's loss removed. The expected etalon effect is clearly 
evident. The loss varies from -8 -15 dB, and the phase varies over a range of 18° 
(the absolute figures are unimportant, but in this case the pha..se varies from 49- 67°). 
There is no change in the response when the samples are rotated - which is as you 
would expect because plain silicon is not birefringent. While this seems like an obvious 
experiment, it is useful to show that plain silicon is not birefringent. 
Also, this experiment indicates that the silicon substrate is appreciably lossy, since 
the magnitude peaks well below 0 dB. In the following chapter, the loss will be estimated 
from this measurement through comparison with simulations of the etalon. 
5.5.4 VADR device 
The VADR plates were then inserted and measured. The complex transmission coeffi-
cients for the design frequency of 100GHz are plotted in 5.16, with TE magnitude 
in Fig. 5.16(a), TM magnitude in Fig. 5.16(b), TE phase in Fig. 5.16(c) and TM phase 
in Fig. 5.16(d). Note that the measured phase is raw data, but the measured magnitude 
data has the test fixture's insertion loss (8.7 ±0.1 dB) removed. The measured curves 
show two distinct regions of operation, one corresponding to interlocked plates ( 0 
350ttm), the other separated plates (>350ttm). In the separation region, Fabry-Perot 
cavity oscillations are evident, with a period of half free-space wavelength. The 
magnitude responses, Figs. 5.16(a,b), show a distinct asymmetry due to the birefrin-
gent grooves. Over the entire operating range, the insertion loss oscillates from 4 7dB 
for TE and 3 - lldB for TM radiation. The phase response also exhibits asymmetry, 
oscillating from -20° -30° forTE, and 0 50° for TM radiation. 
5.5.5 Birefringence 
The difference in the phase response between TE and TM polarisations is the birefrin-
gence property that is desired, and this is plotted in Fig. 5.17. This gives a measure 
of the device's retardance as a function of the plate separation, r(s). The maximum 
retardance of 74° was measured at a separation of 830J.Lm, which is approaching a quar-
ter wave. There are two distinct areas of quasi-linear variation in r(s). The first is 
in the interlock region, where separation distance is than the groove depth (0 
350J.tm). The retardance changes from 22° to 34°, for separation distances 0- lOOJ.tm, 
yielding a sensitivity of 120° /mm. A 0° retardance was not observed due to mechanical 
imperfections inhibiting full interlock (scanning electron microscope images in Fig. 4.17 
136 CHAPTER 5 VADR MEASUREMENTS 
-6 
-8 
..-._ 
-10 co 
"'0 
._.. 
Q) 
"'0 
-12 ::1 
:!:::: 
c 
0> 
co 
-14 ::;?; 
-16 
-18 
0 500 1000 1500 2000 2500 3000 
Separation (f..lm) 
(a) 
75 
70 
_...-._ 
en 65 Q) 
~ 
0> 
Q) 60 
"'0 
._.. 
Q) 
en 
co 55 ..c 
a.. 
50 
45 
0 500 1000 1500 2000 2500 3000 
Separation (f..lm) 
(b) 
Figure 5.15 Measured complex transmission coefficient (Sn) for two plain silicon plates at 100 GHz: 
(a) magnitude (a), (b) phase shift. Note that the phase shift is raw data but the magnitude has the 
test fixture's insertion loss removed. 
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Figure 5.16 The measured, complex transmission coefficients of VADR variable polarisation com-
pensator at 100 GHz for incident TE and TM linearly polarised radiation. (a) TE magnitude, (b) TM 
magnitude, (c) TE phase, and (d) TM phase. Note that the shift is raw data but the magnitude 
has the test fixture's insertion loss removed. 
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of a device in full interlock show a plate separation of 20J-Lm, resulting from surface ir-
regularities). This could be compensated for by adding an opposing, fixed, birefringent 
plate to the outer surface of the device; for example a grating could be etched into the 
outside of one of the plates, perpendicular to the V-grooves. 
A second region of quasi-linear variation occurs for separations of 1000- 1300J-Lm, 
giving a relative change in retardance of 36°, and sensitivity of -120° /mm. Note that 
this is in the separation region, where the birefringent-mirror Fabry-Perot behaviour 
dominates. 
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Figure 5.17 VADR retardance as a function of plate separation at 100 GHz, r(s), from measured 
data. 
In the rigorous numerical results obtained by Cumming and Blaikie (65} in their 
proposal, for a 1 THz device, the peak retardance of 60° was obtained at 75J-Lm the 
equivalent to 750t.tm here. Thus, the experimental device has demonstrated a greater-
than-predicted retardance. However, the insertion loss is also greater than predicted, 
at 3.0 dB for TE and 3.2 dB for TM. Additionally, the qualitative shape of the phase 
difference between TE and TM (the retardance r) is different. In the simulations, the 
phase difference has approximately the same slope either side of the peaks, whereas for 
the measured results, the slope is noticeably steeper on the side of larger separations. 
These observations could be attributable to the lack of anti-reflection coatings and 
further investigation is warranted. This is pursued in the following chapter. 
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5.5.6 Frequency dependence 
The frequency-dependence of the device has also been characterized by measurement. 
The retardances at the upper (110 GHz) and lower (70 GHz) ends of the measurement 
range are shown in Fig. 5.18. For the 110 GHz trace, there is shown a full period of the 
separation-region oscillation. The period of the oscillation corresponds to half the free 
space wavelength, A.o/2 1.35 mm, as would be expected from a Fabry-Perot cavity. 
The effective groove depth (the groove depth divided by the free space wavelength) 
decreases at lower frequencies, lowering the effective path difference between the TE 
and TM polarizations. Consequently, there is a reduction in the peak retardance and 
sensitivity at 70 GHz, and the position of peak retardance moves to greater separation 
distances. It is seen from these measurements that the device operation is dispersive, 
but it operates as a variable polarization compensator over a wide bandwidth, and the 
sensitivity increases with frequency. 
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Figure 5.18 VADR retardance r(s) at the upper and lower ends of the measurement range, 70 and 
110 GHz. 
5.6 SUMMARY 
The VADR device was tested at W-band (67-llOGHz) frequencies using a vector net-
work analyser in free-space configuration. Pyramidal horns were used to launch and 
detect the radiation. The author designed a mounting stage to hold and actuate the 
VADR plates, using a combination of the off-the-shelf optical components, custom fibre-
glass apertures and a custom aluminium baseplate. The experimental design specified 
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that the device's complex transmission coefficients for TE and TM radiation be sepa-
rately determined, and the difference in phase shift calculated, to give the retardance 
(polarisation shift) of the device. The maximum retardance of the device was measured 
to be 74°, with a maximum sensitivity of 120° /mm in the first lOOttm of the interlock 
region. The shape of the response differs from the behaviour predicted in the device 
proposal. The analysis in the original proposal does not take reflections from the back 
walls of the plates into consideration, and this may be cause of the discrepancy. Further 
investigation of the modelling of this device is warranted. 
Chapter 6 
VADR SIMULATION 
6.1 INTRODUCTION 
Now that the complex transmission coefficients of the VADR device have been exper-
imentally measured, and shown to agree only approximately with the existing simu-
lations, further work on the simulations is warranted. Good agreement between sim-
ulations and measurements is desirable because it indicates that the operation of the 
VADR device is well understood. It is expected that the present discrepancies arise 
from the omission of anti-reflection (AR) surfaces from the rear surfaces of the mea-
sured VADR. The AR coatings were assumed to be present in the original simulations, 
but were omitted from the measured devices because a suitable process for creating 
them had not been developed nor their performance characterised. Thus, it is desired 
in this chapter to simulate a device that has no AR coatings. Since the omission of the 
AR coatings gives rise to reflections at the rear surface of the device, the effect of these 
now needs to be included in the simulation model. This complicates the modelling 
task compared to the original [65], which did not model the AR coatings directly, but 
achieved the same effect by omitting the air-silicon interface at the outside surfaces of 
the device. Hence, more boundary conditions are required to be added; in this case, 
the multiple-multi-pole (MMP) numerical tool used by Cumming and Blaikie may not 
provide the most straightforward modelling approach. 
In this chapter, several simulation techniques are reviewed, including a detailed 
comparison with calculated results and effective medium theory results for subwave-
length 1-D grating. The VADR device is then analysed with the selected rigorous 
coupled-wave analysis (RCWA) technique. 
6.2 REVIEW OF ANALYSIS AND SIMULATION TECHNIQUES 
Despite the elegance of Maxwell's Equations, often a significant effort is required to 
solve them for the electromagnetic behaviour of a structure. Unfortunately, even with 
the best choices of approximations, they are difficult or impossible to solve analytically 
for any but the simplest structures. Fortunately, with the wide availability of powerful 
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computers, these restrictions need no longer apply, and the behaviour of structures 
with complicated geometries may be solved for using numerical techniques. 
In general, the computer-based numerical tools (codes) are developed with the min-
imum of assumptions and approximations, particularly with regard to actual problem 
geometries, so that they may be applicable to a broad range of problems. Since electro-
magnetic codes have been under development for around thirty years, it is now often 
found that there already exists one or more that appear suitable for a given problem. 
Then it becomes necessary to weigh the suitability of the various numerical algorithms 
to your problem, but also to choose whether to use an existing implementation or write 
your own. 
Where software development is not the main theme of a study, and if a suitable 
implementation is available, then it is preferable to choose existing code over writing 
your own. This is because creating numerical solvers is a non-trivial exercise, and 
many aspects of making suitable electromagnetics code are far removed from the field 
of electromagnetics and are fields of study in their own right. Thus, in the present 
case, the choice of numerical technique depends on the capabilities of available software 
packages. This does not preclude implementing one's own version of a simple technique 
for convenience in automating large numbers of simulations, or making modifications 
to existing code where additional functionality is desired. With this in mind, this 
section reviews several analysis methods and codes that could be used for simulating 
VADR devices, from a simple total-reflection method that may be implemented easily 
to highly-sophisticated commercial codes that may not readily be replicated by an 
individual researcher. 
6.2.1 T-Matrix 
The transfer matrix (T-matrix) is a straightforward technique that is applicable to the 
solution of wave equations in the case of normal incidence on a 1-D stack containing 
one or more interfaces between planar, homogeneous regions. Thus, the technique 
has found application in electromagnetics, optics, and even quantum mechanics [165]. 
T -matrices are useful for the analysis of arbitrary stacks of dielectrics because the 
individual T-matrices for each interface can be simply multiplied together to give the 
overall T-matrix for the entire system, from which it is straightforward to derive the 
transmission coefficient. 
The general transmission problem for a monochromatic electromagnetic wave im-
pinging on a single 1-D interface is illustrated in Fig. 6.1, where the propagating waves 
E(z) have the time-independent form of 
E(z) Eo exp(ikz) (6.1) 
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where z is the position, Eo the maximum amplitude of the wave, k is the propagation 
constant in the medium on the left side of the interface (k = k1), or the right side 
(k k2)· 
A T -matrix expresses the waves on the right of a dielectric interface as a function 
of the waves on the left (see Fig. 6.la): 
(C) = T(21) (A) = (T}f1> Tg1)) (A) D B T.(21) T.(21) B 21 22 (6.2) 
The boundary conditions for a dielectric interface are that the electric (Eq. 6.3) 
and magnetic (Eq. 6.4) fields must be continuous: 
E1 = E2 => A+ B = C + D (6.3) 
(6.4) 
where the intrinsic impedances of the regions are 'f}l = and 7J2 = 
Since J.ti = /1-2 and n1 = v E:J / t:o, n2 ~' Eq. 6.4 can be rewritten in terms of 
refractive indices 
(6.5) 
The T-matrix entries are generated from the standard equations for reflection and 
transmission at a dielectric interface 
T (21)-u -r 
T.(21) 
22 
n1-n2 
-r=---
T(21) 
12 
T.(21)- t 21 - f 
n1 +n2 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
where r is coefficient of reflection , t f the coefficient of forward transmission, tr the 
coefficient of reverse transmission, and n 1, n2 the refractive indices of the two materials. 
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Figure 6.1 The T-matrix describes the waves on the right hand side of a dielectric interface as a 
function of the waves on the left. (a) single interface between two dielectric layers with refractive 
indices rH and n2. (b) multiple interfaces. 
Thus, the T -matrix for a single interface in terms of refractive indices is: 
(6.10) 
For a stack with more than one interface, such as the stack in Fig. 6.1(b) with 3layers, 
each additional T-matrix must be translated to account for the associated interface's 
displacement d from the origin (z=O), for example: 
r(32)(d) (6.11) 
The overall T-matrix for the stack can then be calculated by multiplying together the 
T-matrices for each of the interfaces: 
(6.12) 
The reflection rand transmission t coefficients are recovered from the overall T-matrix 
of the stack by setting the incident wave on the left hand side to unity and the incident 
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wave on the right hand side to zero: 
(6.13) 
which gives r and t as: 
r (6.14) 
The T-matrix equations may be implemented in any suitable language or script-
ing environment, for example Matlab. The computational load is so low that many 
devices may be analysed in just seconds. For an example of the results provided by 
the T-matrix, see the reflection coefficient of the 1-D multilayer stack of GaAs and air, 
presented in Fig. 2.22(a). The T-matrix technique is used further in Chapter 7, where 
its application to the VADR structure is explained. 
6.2.2 Finite Difference Time Domain Methods 
The Finite Difference Time Domain (FDTD) method is used extensively for solving 
electromagnetic problems [166]. Two features make it particularly attractive. Firstly, 
the technique is simple. Secondly, since the method tracks the time-varying fields in 
a volume of space, the FDTD results are easily visualised, and may provide physical 
insights. FDTD solves Maxwell's time dependant curl equations directly, 
8H \1 X E = -p,-at (6.15) 
(6.16) 
The region to be analysed must be finite, and is discretised into two interleaving 
grids. One grid contains the points where the electric field is calculated, the other 
the magnetic field. The grids are offset by a half grid in all dimensions. The basic 
implementation requires a cubic grid, but there have been advances in the use of recti-
linear (varying-size grids) to better model structures with fine detail on large structures, 
and conformal grids to better model curved surfaces. A first order central difference 
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technique is used, yielding second order accuracy. For example, 
B~n+!) (i,j+~,k+~ )-B~n-!) (i,j+~,k+~) 
t:,.t 
_ E;(i,j+!,k+1)-E;(i,j+~,k) 
- t:,.z 
E~(i,j+l,k+~ )-E~(i,j,k+~) 
t:,.y 
(6.17) 
where llt is time step, and Ay and llz are the grid dimensions in they and z dimensions. 
The electric field components Ey, Ez are known from previous calculations. In the next 
iteration the electric fields are solved using a similar expression. The time-marching 
procedure is sometimes known as "leap-frogging". 
In the first implementations of FDTD, an initial field was specified throughout 
the domain, however this form of excitation was non-compact and taxed the limited 
computer resources available at that time, restricting excitation to a pulse. The cal-
culation was run until the energy of the pulse had dissipated, and the transient fields 
were analysed to give a frequency response. Later implementations use a zero initial 
field throughout, with a smaller source field specified somewhere in the domain, that 
is updated each time step. This is a more compact source, which provides the addi-
tional option of giving a continuous wave excitation. The continuous wave calculation 
is run until the solution converges to a steady state solution for the EM fields. With 
appropriate post-processing, this yields the reflection and transmission coefficients (in 
one form or another) for a single frequency. If information is only required for a single 
frequency, then the continuous wave simulation is preferable as it often requires less 
computation resource and time to give results. 
The size of the grid and the time step directly influence the speed of computation 
and the accuracy of the results. The grid size must be small enough that it can 
accurately represent the system being simulated, but more so, small enough that the 
wavelength is sampled with sufficient resolution throughout the domain. Ordinarily, 
the cell size for a cubic grid is 
(6.18) 
where all sides of the cell are the same length (llz = lly = Az), An is the material 
wavelength in the most optically dense region of the simulation domain (>-n = >-o/nmax, 
where Ao is equal to the shortest free space wavelength of significant power). The time 
step is set in proportion to the chosen cell size such that the wave cannot propagate 
between any two mesh points faster than the equations are updated. Otherwise oscilla-
tions are introduced that have a wavelength equal to two grid cells and an exponential 
growth rate [166]. The exponential growth rate of these instability oscillations ensures 
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that they soon dominant the simulation and render the results invalid. The related 
Courant stability factor S is defined as 
S = cb.t 
D.x' (6.19) 
and for values of S > 1, the time step is too large relative to the cell size and as a 
result the simulations are numerically unstable. 
Thus, the number of calculations required is proportional to 
N X.Y.Z cT 
ex~ x S8' 
X X 
(6.20) 
where X, Y, Z are the overall simulation domain dimensions, Tis the overall time, and 
Sis the Courant stability factor. Therefore the overall computation time is increased by 
a factor of eight if the cell size is halved. As a consequence, a compromise must often be 
made between accuracy and computation time. With a current PC, trivial simulations 
of !-dimensional structures take several seconds whereas 3-dimensional simulations of 
structures that are dimensioned on the order of several wavelengths can take weeks. 
In its most basic form the FDTD method makes few assumptions, and therefore has 
the potential to produce accurate results. The trade-off in making few electromagnetic 
assumptions is a high computational load. 
6.2.3 Method of Moments 
The "method of moments" (MoM) is a process for turning linear equations with contin-
uous variables into matrix equations that may be solved with the aid of a computer. As 
such, it is well-suited to electromagnetic problems [167]. There are a variety of names 
for methods that are encompassed by this process, for example "Galerkin methods", 
"Residual Methods" and "Boundary element Method". 
In MoM, the region in which the electromagnetic fields are to be solved must be 
discretised in space as for the FDTD technique. However, the fields themselves are 
also discretised (expanded), according to a Fourier or other basis function, over the 
whole spatial domain. The details of spatial discretisation and field expansions are 
specific to each implementation, but in general, an inhomogeneous equation is solved 
approximately, so that only a finite number of terms are required in the field expansion. 
For electromagnetics, the solution begins with an inhomogeneous equation is often of 
the form 
L(f) = g (6.21) 
where L is a linear operator (in electromagnetic MoM problems L is usually an in-
tegral operator), g is a known excitation or source, and f is the unknown response. 
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Once the system has been reduced to a matrix equation, a matrix inversion process 
is performed by computer. Since matrix inversion is computationally-costly (order 
Nlog27 with efficient methods such as the recursive Strassen algorithm [168]), there is 
a trade-off between computation time and solution accuracy (number of terms in field 
expansions). Advantageously, however, the system is represented for an arbitrary ex-
citation, so it is conveniently solved for the responses at all frequencies of interest at 
once [169]. 
Unfortunately, the only MoM implementation available to the author was not 
suitable for simulating VADR. AntennaSolver is freely available [170], and based on 
the well-known "Numerical Electromagnetic Code" (NEC2) code developed by the 
Lawrence Livermore Laboratory, California [171]. Since it is designed for modelling of 
antennas, geometries are constructed of metals and it is not possible to specify regions 
of arbitrary dielectric materials such as those required for modelling VADR. It should 
be noted that this is not the only the implementation of MoM in existence - but no 
others are reviewed since MoM was not used in the present study. 
6.2.4 Finite Element Methods 
The Finite Element Method (FEM) is an integral method, and shares some methodol-
ogy with the Method of Moments. Like FDTD and MoM, a domain is specified that 
contains the problem space, however the domain is not gridded, but rather meshed with 
series of tetrahedral elements formed from four equilateral triangles. The dimensions 
of these mesh elements may be freely varied within the domain so that finer structures 
may be adequately represented without unnecessarily increasing the number of cells in 
sub-volumes with larger-scale features, and often this process is performed iteratively 
by the FEM solver during a simulation until convergence is reached. For electromag-
netic problems in 3-D, an energy functional is minimised to solve the following wave 
equation [172] 
(6.22) 
where E(x, y, z) is the complex electric field within the simulation domain, Jtr is the 
position-dependent complex relative permeability and C:r is the position-dependent com-
plex relative permittivity and ko is the free-space constant w,.;JiOifO where w is the 
angular frequency 21f f. 
Initially, FEM solvers were restricted to solving solutions within a closed geometry. 
This would not be appropriate for the VADR device because it operates in free-space. 
Recently, implementations of FEM such as Ansoft's HFSS have added radiation bound-
ary conditions that are similar in principle to their FDTD counterparts [173]. Unfortu-
nately this particular implementation of FEM was the only one potentially available to 
6.2 REVIEW OF ANALYSIS AND SIMULATION TECHNIQUES 149 
the author for this work, and it did not implement periodic boundary conditions. This 
unacceptably increased the size of the simulation domain because it would have been 
necessary to include a significant number of VADR grooves in the simulation domain in 
order to obtain an accurate result. Since the entire FEM simulation domain is meshed, 
this prohibitively increased the length of the computation. 
6.2.5 Generalised Multi-pole Technique 
The Generalised Multi-pole Technique (GMT) is another integral technique, and op-
erates in the frequency domain [17 4]. However, it does not suffer the same simulation 
domain size-limitations of the other integral methods discussed here (MoM, FEM) be-
cause it does not discretise the entire simulation domain but rather just the boundary 
conditions. This is an advantage for electrically large structures with simple geome-
tries, especially those that require large regions of free space in the simulation domain 
such as VADR, since it results in shorter simulation run-times. 
The boundary conditions, including dielectric interfaces, are discretised by placing 
field expansions nearby and specifying points on the boundary where the field expan-
sions must match. In the GMT, these field expansions are known analytic solutions of 
the electromagnetic field equations, and are often based on sine, cosine, Bessel, Han-
kel or Neumann functions, depending on the geometry of the boundary. The most 
commonly used expansion is the multipole, hence the name of the technique. 
The field expansions build up a representation of the fields in the different areas 
of the simulation domain by acting as fictitious sources for the EM fields. For time-
harmonic problems, the coefficients of the field expansions are calculated by solving 
the Helmholtz equation 
(6.23) 
where U is the electric or magnetic field of interest, and k the wavenumber. Once the 
coefficients are determined, the field can be calculated at any point. 
An advantage of GMT is that as only the boundaries are discretised, the compu-
tational load for a given problem can be substantially lower than for FDTD or FEM 
where the entire simulation domain must be discretised. The disadvantage of GMT is 
that it is sensitive to the placement of the expansions, and no reliable algorithm exists 
to automate this procedure. Time and experience are required to develop a 'feel' for 
the process, particularly if accurate results are to obtained within a reasonable com-
putation time. The computation time is directly related to the number and order of 
expansions, which reflects how finely the border has been discretised. Various imple-
mentations of the GMT restrict themselves to certain combinations of the expansions, 
and a multiple multipole (MMP) incarnation of GMT called MaX-1 was in fact used 
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for the original numerical simulations of the VADR device [65]. 
6.2.5.1 Multiple Multipole 
The available MaX-1 multiple multipole (MMP) implementation of GMT was devel-
oped by Christian Hafner at the Swiss Federal Institute of Technology in Zurich [175]. 
This code, named MaX-1, solves within a 2-D problem space and assumes that the 
structure has continuous translation symmetry in the third direction. This is suitable 
for the modelling of the VADR device, and the MMP solver in MaX-1 was in fact used 
for the MMP calculations presented in the VADR device proposal [65]. Results of this 
work have already been reproduced in Fig. 2.19. 
It is worth noting that assumptions made in the original VADR proposal led to 
a minimum number of boundary conditions being included in the simulation model. 
The work required in this chapter would require the number of boundary conditions to 
be increased, which would non-trivially complicate the manual placement of the field 
expansions. This is no reason to avoid the technique, especially if other aspects such as 
the fast computation time were advantageous. For example, periodic outer-boundary 
conditions are available with MaX-1, but not with the Ansoft HFSS implementation 
of FEM. However, MaX-1's limitation to solving in 2-D would prevent future investi-
gations into improved VADR devices from exploring devices with orthogonal grating 
vectors (such devices will be discussed in Chapter 7) since this would violate the re-
quirement for continuous translation symmetry in the third dimension. Even if a 3-D 
solver were available, manual optimisation of the field expansion placement within a 
3-D space would impractical for most non-trivial problem geometries. 
6.2.6 Rigorous Coupled Wave Analysis 
The rigorously coupled wave analysis (RCWA) formulated by Moharam and Gay-
lord [176] is a differential method, and unlike the Max-1 MMP implementation, it 
is not limited to just 2D structures. However, it does still suffer some limitations in 
this regard, as will be discussed later in this section. Despite this, it is an attractive 
technique to use because it is relatively straightforward, noniterative (unlike some FEM 
implementations, for example), and deterministic. 
Moharam and Gaylord initially developed RCWA for holographic gratings, but 
they and other researchers have since extended it to model surface relief gratings such 
as the VADR V-grooves. The RCWA algorithm calculates the diffraction efficiencies of 
a stack of binary layers interposed between two semi-infinite regions of either substrate 
or air. Even continuous grating profiles may be constructed from a number of binary 
layers, as shown in Fig. 6.2; the accuracy of the calculation improves as more layers 
are used in the stepped-staircase approximation to the profile, although this has the 
disadvantage of also increasing the computation time. When the grating geometry is 
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modelled exactly, the accuracy is only limited by the number of diffracted orders for 
which the diffraction efficiencies are calculated. 
Since energy must be conserved, greater accuracy is achieved with more, rather 
than less, orders retained in the calculation. Each propagating order should be re-
tained in the calculation, plus some evanescent orders. For a dielectric grating, only 
a few evanescent orders needs to be retained since the higher order evanescent field 
magnitudes decay rapidly. 
The RCWA algorithm proceeds as follows. First, the permittivity profile within 
each layer is expanded in a Fourier series, and then fields within each of the layers are 
calculated with full-vector Maxwell's equations. Then, the electromagnetic boundary 
conditions, which are that tangential electric- and magnetic-field components must 
be continuous, are applied sequentially in the output region, between the individual 
grating layers and finally in the input region. This yields the desired complex diffraction 
efficiencies. Since this calculation necessarily includes the zeroth diffracted order, the 
technique may also be applied to solving geometries with subwavelength gratings. 
The ability to model subwavelength gratings is particularly useful when the struc-
ture is one that is not accurately solvable by homogenisation with effective medium 
theory (EMT), and has the advantage of being a fast calculation since only a small 
number of orders must be retained. Additionally, the Fourier expansion of the per-
mittivity implies a periodic grating is being analysed, and this provides an efficient 
solution for devices like VADR with periodic structures. 
There been some discussion in the literature with regards to obtaining a nu-
merically stable algorithm for deep gratings, for metallic structures and for gratings 
consisting of more than one grating layer. Neither of the first two situations arises in 
the VADR analysis since the structure is dielectric and has shallow (sub-wavelength 
depth) gratings. However, the last condition is relevant, and it appears that there is a 
trade-off between computation speed and risk of experiencing numerical instabilities, 
particularly for lossy materials [176]. Therefore, it might be expected to take longer to 
calculate a lossy grating. 
layer 1 
layer 2 
layer 3 
layer4 
.................................................................................... - ... 
- ........... k 
Figure 6.2 An arbitrary grating profile (here, a sawtooth) that has been decomposed into binary 
layers for use with the RCWA technique. 
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As indicated at the start of this section, there are some limitations in regard to 
structures with crossed gratings (orthogonal grating vectors). Ordinarily, the compu-
tation time grows with N 3 where N is the number of orders retained in the calculation. 
However, for crossed gratings, the computation time grows with order N 6 , and there-
fore it is only practical to solve for a few orders [177]. This limitation may be eased 
slightly with the aid of a high performance computer. 
At lea.'lt two commercial RCWA programs are commercially available, including 
Fluckiger's "Gsolver" [178] and Garay's "PC Grate" [179]. Gsolver was available for 
use by the author, and is described in following section. 
6.3 GSOLVER PROGRAM 
The Gsolver program implements the RCWA technique, and was developed by David 
Fluckiger of the Grating Solver Development Corporation [178]. Gsolver is made avail-
able under a commercial license. Gsolver also solves for cases with crossed gratings 
(orthogonal grating vectors) and this is useful for one of the improved version ofVADR. 
The user interface, as shown in Fig. 6.3, is straightforward, and split into three 
windows. In the first window ("Editor"), details of the geometry are entered. This 
includes the wavelength, periodicity and profile of the permittivity within each of the 
layers in the geometry. In second window, "Run", details of the number of orders 
to be retained in the simulation are set, with the program analysing the structure 
and suggesting the minimum. Also, advanced features may also be specified such as 
calculations across a range of incident wavelengths, or other input parameter. third 
window, "Results", presents the calculated transmission and reflection coefficients for 
each order in the calculation. More detailed results are obtained by specifying that the 
results should be written to file during the simulation. 
6.4 VALIDATING RCWA AGAINST EMT AND FDTD 
Even though it is expected that RCWA would accurately model subwavelength features, 
it is important to confirm this by detailed comparison against calculations made with 
effective medium theory (EMT). This also has the advantage of allowing the regions of 
validity of EMT to be explored. The effects investigated here are related in particular to 
the period-wavelength and depth-wavelength ratios of a simple subwavelength grating. 
This gives confidence in the use of EMT within its useful range, but perhaps more 
importantly for the present work, gives confidence in the use of the rigorous techniques 
in the analysis of subwavelength gratings. 
The 1-dimensionallamellat subwavelength grating analysed in this section is shown 
in Figure 6.4, and had the following fixed properties: fill factor~= 0.5, n 9 , = 1 (air) and 
n,a 3.42 (silicon). The incident free-space wavelength was).. 3 rom(!= 100 GHz). 
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Figure 6.3 The Gsolver user interface allows the geometry to be interactively edited. 
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Throughout this section, the medium above and below the grating is assumed to be air 
with n = n9r = 1. 
In the first analysis, the depth was kept constant at h = 100 {.lm, while the period 
A was varied from lf.Lm to 500f.Lm. These values represent the smallest and largest 
values for which rectangular-grooved VADR devices might reasonably be expected to 
be analysed with EMT. A small period such as A= lf.lm approaches the long wavelength 
limit , while A> 438 11m (A.o/2.nrd = 438 11m) can support non-zero propagating orders 
in the substrate (which, if present, reduce the accuracy of EMT). The A = 500 11m 
period of the VADR devices was designed to reduce the aspect ratio of the grooves to 
suit the fabrication procedures. 
The grating was simulated using RCWA and EMT /T-matrix analysis for zeroth 
order, second order and exact Rytov EMT approximations. The magnitude of the elec-
tric field transmission coefficient is plotted against the period in Fig. 6.5, for zeroth, 
second order and Rytov EMT, and Gsolver RCWA, with TE in Figure 6.5(a) and TM 
in Figure 6.5(b ). As expected, all four techniques were in agreement in both polari-
sations at small periods, also known as the long-wavelength limit. The zeroth order 
EMT neglects the period, so the corresponding transmission coefficient was const ant at 
0.88195 forTE and 0.99623 for TM for all periods. Second order EMT, and the more 
accurate Rytov EMT, both take the period into account , and the effect of this is clear 
in both polarisations. 
For the TE polarisation, the rigorously calculated transmission coefficient, from 
RCWA, agreed well with the second order and exact Rytov EMT, to within 0.006%, 
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incident 
medium 
grating 
substrate 
Figure 6.4 The 1-D lamellar subwavelength grating problem. A grating of period A with a rectan-
gular profile has rods of depth h and width of fA. The rods have refractive index nrd, while the air 
gaps have refractive index ngr· Above the substrate the refractive index is n1, while below it is ·M. 
The illumination is normally incident. 
for periods of 1 p,m up to approximately 100 p,m. At larger periods, the predictions 
diverged. At a period of 500 p,m, the relative error is 1.3% between the exact Rytov 
EMT and the RCWA transmission coefficients. 
}or TM, the slope of the second order and Rytov EMT results was not consistent 
with the slope of the RCWA results, even at small values, which was unexpected. The 
relative error between the transmission coefficients predicted by Rytov EMT (0.99377) 
and RCWA (0.98760) at a period of 496p,m was 0.6%. 
Thus, it may be seen that there is a divergence even at very small periods, where 
none is expected. This is a concern, and the cause needs to be identified. 
The second order and Rytov EMT assume that the grating is sufficiently deep that 
any evanescent fields have decayed away before reaching the interface at the bottom of 
the grating, and thus only the propagating fields are considered. For shallow gratings, 
especially those less than a quarter of the free space wavelength deep, the evanescent 
fields may not have fully decayed, and the grating properties can vary strongly as a 
result. For accurate analysis of shallow gratings, those less than a quarter wavelength 
deep, the evanescent fields must be accounted for, and the Lalanne EMT provides a 
formulation for this [90]. For accurate modelling of the phase response in extremely 
shallow gratings, those less than a tenth of a wavelength deep, an effective thickness 
must be calculated in addition to the usual effective permittivity [180]. It appears 
from these references that the figures of one quarter and one tenth of a wavelength are 
best treated as broad guidelines rather than firm boundaries for the use of one EMT 
formulation or another. 
To examine the effect of depth on the effective permittivity, the same grating was 
analysed in RCWA with a fixed period, A= 500p,m, with grating depths of h = 10-
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Figure 6.5 The magnitude of the electric field transmission coefficients for a grating of the type in 
Figure 6.4, where depth h = lOOJ.Lm, fill factor f = 0.5, nrd = 3.42, ngr=l.OO, and period A varies from 
l-500mum. (a) TE polarisation, (b) TM polarisation. 
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100 J.Lm, in steps of 10 J-tm. RCWA does not give an effective permittivity directly, 
however it can be calculated by modelling an equivalent-thickness homogeneous film. 
By calculating the transmission coefficient of the thin film with permittivities in the 
interval n~r = 1 to n;d = 11.7, in steps of 1 x 10-4 , the effective permittivity of the 
homogeneous film that gives that same transmission as the grating can be identified. 
The procedure is illustrated by example as shown in Fig. 6.6, although in practice it 
was automated in software. The transmission coefficients for the homogeneous 50J.Lm 
layer, with varying permittivity, are plotted in Figure 6.6 as a solid curve, while the 
transmission coefficient of the actual grating, is plotted as a dashed line. Note that only 
the permittivity of the homogeneous layer was varied, and that the line representing 
the transmission of the actual grating is only plotted to aid the illustration of the 
procedure. The permittivity of the thin film at intersection of the two traces is the 
effective permittivity of the grating, in this case 6.5283. 
The permittivities of the grating at depths 10-100J.Lm, determined using the pro-
cedure just explained, are plotted in Figure 6.7, along with the values calculated by 
zeroth, second order and Rytov EMT. The RCWA values clearly show a variation with 
the depth of the grating. Note that all other parameters, including the period, were 
fixed for this part of the analysis. As expected, the zeroth, second order and Rytov 
EMT predictions fail to vary with the depth and do not accurately represent the grat-
ing's effective permittivity. It appears as if the zeroth order EMT and the Gsolver 
traces would converge in the limit of zero grating depth. However, the zero-depth 
limit cannot be simulated directly with the RCWA technique since it is treated as a 
non-existent layer. 
Having established that the zeroth, second order and Rytov EMT fail to accurately 
model the grating's effective permittivity at small depths, and that RCWA predicts that 
the effective permittivity does vary with the depth, it is clear that there is a need for 
an EMT formulation that accounts for the grating depth, such as that provided by 
Lalanne [90] and reviewed in section 2.4.6. Unfortunately, the calculation of an effec-
tive permittivity for a lamellar grating in the TM polarisation is not possible with this 
formulation, since the number of terms in the Fourier expansion of the permittivity is 
included in the numerator of the TM equation (Eq. 2.27). For discontinuous profiles, 
an infinite number of Fourier terms are required, and the value of the effective permit-
tivity incorrectly tends to infinity. Thus the remainder of the discussion concerning 
the lamellar grating, and pertaining to the Lalanne EMT formulation, is necessarily 
restricted to the TE polarisation. 
For the TE polarisation, the effective permittivity predicted by the Lalanne formu-
lation is plotted in Figure 6.8 as open squares, along with the traces from Figure 6. 7 
for comparison. The agreement is exact at a depth of lOJ.Lm, with the error slowly 
increasing to 0.04, or 0.6%, which compares favourably to errors of 0.35- 0.70 (5.2% -
10.5%) for Rytov EMT. 
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To show that the Lalanne EMT formulation also deals with variation in the period 
accurately, the technique was used to analyse the fixed depth (100J.Lm), variable period 
(1 < A < 500J.Lm) grating that was first analysed in this section (with the results in 
Figure 6.5). The transmission coefficients calculated using Lalanne EMT are plotted 
in Figure 6.9 as open squares, and show a great improvement over the transmission 
coefficient predicted by Rytov EMT. The maximum error between RCWA and Lalanne 
EMT was 0.001 (0.1%) at a period of 500J.Lm, and was approximately a tenth of the 
error for Rytov EMT, 0.011 (1.2%), also at a period of 500J.Lm. 
As a final confirmation, another rigorous technique, FDTD, is used to corroborate 
both the Lalanne EMT and RCWA results for the TE polarisation, and the RCWA 
results for TM. Again, the fixed depth grating was analysed, so that the results could 
be compared to Figure 6.9 for TE, and Figure 6.5(b) for TM. A 2-dimensional FDTD 
domain was configured as shown in Figure 6.10, of size 20 cells in x by 1200 cells in z for 
grating periods 200- 500J.Lm, and 20 by 2200 cells for grating periods 10- 100J.Lm. No 
gratings were simulated with periods between 100- 200J.Lm. The change in domain size 
was to ensure that the grating was at least a half wavelength from each of the absorbing 
Perfectly Matched Layer (PML) boundaries, as the behaviour of these boundaries is 
not reliable in the presence of evanescent fields. 
The grating was periodic in x, with one period of the grating present in domain. 
An electric field was launched at the top of the domain, and propagated in the - z 
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direction. The arrangement of the Yee cell in the Tempest FDTD code presented the 
silicon rectangle of the grating to the TE polarisation with one less cell in the x-direction 
than for the TM polarisation, giving a fill-factor of 0.45 rather than the required 0.5. 
In this analysis, separate models were used for the TE and TM polarisations. The error 
could be reduced by increasing the number of cells in the x direction, at the expense of 
increased computational time. The FDTD and Lalanne EMT transmission coefficients 
are plotted in Figure 6.11, along with the RCWA, zeroth, second order and Rytov EMT 
results. 
Unfortunately, it would not be possible to use the Lalanne formulation in place of 
the exact Rytov EMT in the analysis of a VADR device because it has not been proven 
for stacked gratings, and the results for the TM polarisation have not been validated. 
Without results for the TM polarisation it is not possible to determine the retardance 
of a VADR device. 
In summary, discrepancies between the results of RCWA and the second order 
and exact Rytov EMT analyses of a lamellar grating were investigated, in order to 
check the validity of the RCWA simulations for subwavelength gratings. An example 
was shown of the depth dependence of the effective permittivity of a shallow sub-
wavelength grating. It was also shown that Rytov EMT provided an inadequate model 
in these circumstances. In order to get good agreement between EMT and RCWA it 
was necessary to use the Lalanne EMT formulation, that accounted for not only the 
period of the grating, but also for the evanescent fields that were present due to shallow 
nature of the grating. The Lalanne EMT provided a much improved approximation of 
the grating's properties such as effective permittivity and transmission coefficient. 
A second rigorous technique, FDTD, was used to corroborate the results produced 
by RCWA, and showed excellent agreement in both TE and TM polarisations. There 
can be good confidence in the RCWA results for the VADR devices because it has been 
shown that there is close agreement between the results of three different techniques 
(RCWA, EMT and FDTD), even in the difficult case (for EMT) of a shallow grating 
with a large period. 
6.5 VADR MODEL 
Two main considerations were made in constructing the VADR model, firstly in repre-
senting the structure, and secondly representing the material properties. The Gsolver 
program can only analyse lamellar gratings, thus it is necessary to use a staircase ap-
proximation to represent the v-grooves as shown in Figure 6.12. The results are not 
presented here, but simulations of single VADR plates were performed with varying 
coarseness to determine the number of steps required to obtain an adequate represen-
tation. The results converged for structures with 8 or more layers. Using ten levels 
yielded a convenient layer thickness to work with in model creation. This was useful 
6.5 VADR MODEL 
0.885 
-0 
w 
- 0.88 
w 
+-' 
c:: 
Q} 0.875 
'(3 
. 
' . E 
Q} "'[J ... 
0 () 
c:: 
0 
0.87 
'(i.j 0.865 
.!!! 
E 
Cl) 
c:: ~ 0.86 
1-
0.855 
0 
1.01 
0 w 1.005 f.-
::::::::- 1-
w 1 1-
+-' 
c:: 
Q} 
- 01h Order EMT 
- - 2nd Order EM 
o Rytov EMT 
• • • • • RCWA 
FDTD TE 
o Lalanne EMT 
100 
I 
200 300 
I 
Period (!lm) 
(a) 
I 
400 
I 
' . 
500 
I 
'(3 0.995 
E 
~"'!"Jo ... '!!l "V"'- ""'-'- -e>- "e - ~ ... ___ --.e-. 
.... b .... 
Q} 
0 () 
c:: 
.Q 
Cl) 
Cl) 
E 
Cl) 
c:: 
co 
'-1-
0.99 ~-----~ f.- .... 
..... tr ........ 
1-
0.985 1-
~ 
- Olh Order EMT 
0.98 1-
- - 2nd Order EMT 
0.975 
~ o Rytov EMT 
1- ......... RCWA 
~ 0.97 
0 
D. FDTD 
I I 
100 200 
TM 
I 
300 
Period (!lm) 
(b) 
I 
400 
...... '!:; 
I 
500 
161 
600 
: 
-
. 
-
: 
-: 
-: 
: 
"; 
: 
..: 
.: 
. 
. 
600 
Figure 6.11 The magnitude of the electric field transmission coefficients for a grating of the type in 
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because a separate model was required for each step in the separation within the inter-
lock region, and these were created by hand in a text file description of the geometry 
which was subsequently imported into the program. The text file format was specific 
to Gsolver, and was the original geometry input method for the early versions of the 
code. Using more layers provided little gain in accuracy but drastically lengthened the 
process of building the models, as the program deals with a stack of layers and has no 
concept of the two wafers being interlocked. The simulations modelled the interlock 
region (0 - 350J.Lm) in 35JLm steps, to match the step height in the staircase approxi-
mation of the grooves so that model construction was straightforward. The remainder 
(350- 3000JLm) was modelled the device in 50JLm steps. 
All that remains is to select a value for the refractive index of the silicon, taking 
into account the lossy nature of the 10 - 20 !1-cm silicon used in the experiment. 
6.5.1 Silicon refractive index 
It is difficult to predict the loss of a silicon wafer directly from its specified resistivity, so 
it is the usual practice to measure the loss experimentally. Unfortunately, no measure-
ments were found in the literature for the 10-20 !1-cm p-doped silicon used to fabricate 
this device. The nearest values found were for 9.0 !1-cm [181] and 50- 100 !1-cm sili-
con [182], as summarised in Table 6.1. The complex permittivity for the 50- 100 !1-cm 
silicon was a tabulated value, but the value for the 9.0 !1-cm was determined from the 
simplest Drude model with fitted parameters. 
The Drude model treats free carriers in a solid as classical point charges that are 
subject to random collisions. For the particular model used here to determine the 
complex permittivity of 9.0 !1-cm silicon, it was assumed that the collision damping of 
the carriers was independent of their energy. Thus, the model was 
w2 
c = c00 - p 
w(w + ir) (6.24) 
where c is the complex permittivity at angular frequency w, c 00 is the contribution 
from the dielectric which may be obtained from measurements of undoped silicon to 
be 11.66 for 0.1 - 2.0 THz and r = 1/r is the collision damping rate, where r is the 
average collision time; Wp is the plasma angular frequency defined by w ~ = N e2 /com 
Table 6.1 Literature values for the complex permittivity and refractive index of p-doped silicon at 
100 GHz 
Resistivity c' c" nr ni 
!1-cm 
9.0 [181] 11.50 1.92 3.403 0.2825 
50 - 100 [182] 11.80 ±0.08 0.25 ±0.02 3.435 0.0364 
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Figure 6.12 The lO~layer staircase model for RCWA simulations of VADR. One period is shown. 
where N is the number density of carriers, e is the electronic charge, c:o is the free-
space permittivity and m is the effective carrier mass [181]. For the 9.0 0-cm silicon, 
the tabulated values were wp/2rr = 0.48 THz, r /2rr 1.19 THz, and at 100 GHz, 
w/2rr 0.1 THz. These values may be substituted in Eq. 6.24 to arrive at the values 
listed in Table 6.1. 
Since the thickness of the plain silicon plates is known to be 550 J.Lm, the etalon may 
be simulated with the aid of the T-matrix method, RCWA or some other appropriate 
method. T-matrix simulation results for the transmission magnitude of the etalon are 
presented in Fig. 6.13. The solid line is the measured result for comparison, whilst 
the dashed line is the simulated result for the etalon with silicon plates of resistivity 
50 100 n-cm and the dotted line is the simulated result for the etalon with silicon 
plates of resistivity 9.0 n-cm. 
As expected, the measured magnitude lies between the two simulated magnitudes, 
and is is closest to the simulation with the lower resistivity silicon. This indicates 
that the resistivity of the actual silicon is closer to 9.0 0-cm than 50 0-cm. Since 
the measured transmission magnitude is bounded by the two simulated transmission 
magnitudes, it is reasonable to expect that the loss could be used as a fitting parameter, 
in order to obtain a more accurate estimate of the silicon. 
A series of etalons were simulated with all complex permittivities in the range 
11.000 < c:' < 12.000 and 0.000 < c:" < 2.500 with a granularity of 0.001. The fit 
was judged on the basis of the least mean-squared error, giving the fitted value of 
the complex permittivity to be c: =11.560 + 1.749i. This is equivalent to a refractive 
index of n 3.41 + 0.257i. The degree of fit obtained may be seen in the plots of the 
measured and simulated log magnitude of the transmission coefficient in Fig. 6.14. The 
simulated and measured magnitudes agree 0.5 dB. Perfect agreement is not obtained 
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Figure 6.13 Log magnitude of the simulated transmission coefficient at 100 GHz for the plain silicon 
etalon using tabulated values for the complex permittivity of the silicon substrate. 
due to experimental errors such as slight misalignments of the plates. However, the 
value obtained is expected to give a better fit in the VADR simulations than the 
tabulated values for 9.0 n-cm and 50 n-cm silicon. 
6.6 PHASE REFERENCE 
Since the size of the Gsolver simulation domain is set by the overall thickness of the 
VADR device, increasing the separation distance causes the simulation domain to in-
crease in size by an equivalent amount (but only in the direction of propagation). The 
consequence of this is that the phase of the complex transmission coefficient increases 
with the change in separation by an additional amount equivalent to 
(6.25) 
where k 21l' J .Ao is the propagation constant and .Ao is the wavelength in free-space. At 
100 GHz, .Ao = 3 mm, and so a change in the separation distance of 0 3 mm is equiv-
alent to a 21l' shift of the phase reference point in the simulation domain. This artifact 
is not present in the measurements, because it is akin to moving the horn antennae 
further apart as the separation increases. Therefore, to compare the simulation results 
directly with the measurements, at 100 GHz, the phases (in degrees) of the simulated 
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complex transmission coefficients are adjusted according to the following formula 
8 X 180° 
¢adj(8) = ¢orig(8) + AO (6.26) 
where the original simulated phase is ¢orig ( 8), the separation distance is 8 and the 
desired, adjusted, simulated phase is ¢adj ( 8). This correction has been applied to all 
further Gsolver simulation results. 
6.7 RESULTS 
/ 
/ This section presents the results of Gsolver rigorous-coupled wave-analysis (RCWA) 
simulations using the VADR model just described. It is important to note that these 
simulations are expected to better match the measurements presented in section 5.5.4, 
because the model has been improved to reflect the lack of anti-reflection coatings on 
the outside surfaces of the prototype, and to model the loss in silicon substrate. 
Since the simulation procedure mimicked the measurement procedure, wherein 
the TE and TM transmission coefficients were determined separately, the simulation 
results may be directly compared to the measurement results, as shown in Fig. 6.15. 
The complex transmission coefficients for the design frequency of 100 GHz are plotted 
as solid lines for measured data, and as dashed lines for the simulated data, with TE 
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magnitude in Fig. 6.15(a), TM magnitude in Fig. 6.15(b), TE phase in Fig. 6.15(c) and 
TM phase in Fig. 6.15( d). 
Qualitatively, the agreement between the measured and simulated results is good. 
The simulations correctly predict the shape of the oscillation in the phase of the TM 
response, the relative magnitudes of the oscillations in both phase and magnitude 
responses, and the positions of the peaks and troughs of those oscillations (see Fig-
ure 6.15). Quantitatively, the agreement is as follows. The simulations give the TE 
and TM insertion losses between 6 7 dB and 5 ~ 12 dB respectively, while the TE 
and TM phases both vary over -22 -40° and -25 -75° respectively. Quantitatively, 
the measured and simulated results for the TM polarisation agree within 1.5 dB and 
11 o for magnitude and phase respectively, while the TE polarisation shows discrepan-
cies of up to 2.0 dB and 10°. The differences between the measured and simulated 
data arise from the finite size of the test structure, resulting in field leakage. Also, the 
slightly spherical nature of the wavefront emitted by the horn antenna may contribute 
an additional error. 
The simulations predict for both TE and TM polarisations a slightly higher in-
sertion loss than was realised in the measurements, which suggests that the fit to the 
loss of the etalon slightly overstated the loss in the substrate. It would be possible 
to perform a similar fitting exercise with the VADR simulations to potentially achieve 
a better fit between the measurements and simulations, however there is little to be 
gained from this exercise for two reasons. Firstly, the desired outcome has already been 
achieved. Specifically, the good agreement between these simulations and the measured 
results confirms that the discrepancies observed earlier was due solely to the original 
simulations modelling devices with anti-reflection coatings. Secondly, while it is also 
likely that the lossy substrate has increased the insertion loss of the device, it is not 
necessary to characterise this absorption loss exactly, because it may be eliminated by 
fabricating the device from high-resistivity silicon. 
It should be noted that a device fabricated with a lossless substrate would still 
exhibit some loss due to internal reflections, as was demonstrated by the original! THz 
device in the proposal that had 3 dB insertion loss. Due to the limited signal powers 
exhibited by terahertz sources ( ~ 1 m W), in addition to choosing a lossless silicon 
substrate, it will be necessary to further reduce the insertion loss due to the reflections 
within the device in order to create a widely useful device. A more suitable, if somewhat 
arbitrary, figure for the maximum insertion loss is 1 dB. For example, a 1 m W signal 
impinging on a VADR with 1 dB insertion loss would emerge with 795 MW of signal 
power, leaving 205 {J,W to be reflected (assuming a lossless substrate in the device). 
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6. 7.1 Retardance 
The retardance is the key measure of the performance of the VADR device, and the com-
parison between the measurements and the RCWA simulations is shown in Fig. 6.16. 
As for the measured results, the retardance is given by the difference in phase between 
the TE and TM transmission coefficients. According to the simulations, the peak re-
tardance is 82° at a separation of 840JLm; with a relative change of 36°, the maximum 
sensitivity is 360° /mm for separation distances 0 100JLm (compared to 120° fmm for 
the measurements), and with a relative change of -33°, the sensitivity is -110° fmm for 
separations 1000 1300JLm (compared to -120° for the measurements). 
The simulations achieve a greater sensitivity in the interlock region because a zero 
retardance is achieved. Being able to achieve a zero retardance would be important 
in practice, both for the increased sensitivity that would result and also so that the 
device would not have to be removed if it was desired to temporarily leave the incident 
beam unaltered, for example during an experiment using a variety of polarisations. In 
the separation region, the simulated sensitivity is slightly lower than that measured, 
by 10°/mm. 
The slight discrepancies between the simulated and measured results are due to 
the errors already identified in the individual TE and TM transmission coefficients. 
Overall, there is good agreement and confidence may be had in the Gsolver simulation 
technique. This is important, because the insertion losses realised to date are too high 
as already discussed (> 1 dB), and the maximum retardance is too low to be widely 
useful (less than a quarter wave, r < 90°). 
6.8 SUMMARY 
It was shown in this chapter that the Gsolver rigorous coupled-wave analysis (RCWA) 
tool was capable of accurately simulating structures such as VADR with sub-wavelength 
features. A 10-layer stepped, stair-cased, VADR model was developed that for the first 
time included the silicon-air interface at the outer surfaces of the device. These were 
omitted from the original simulations in the proposal because it was assumed that anti-
reflection coatings would be used on these surfaces, eliminating reflections. In addition, 
the complex refractive index of the 10- 20 !1-cm silicon substrate (ns) in the measured 
VADR device was inferred from a least-mean-squared fit to the measurements of an 
etalon formed with two plain plates, giving n 8 = 3.41 + 0.257i. It was shown that this 
value for the refractive index fell within the upper and lower bounds obtained from the 
literature for 9.0 !1-cm and 50 !1-cm silicon, and that the measured performance of the 
etalon also fell between the simulated performance of etalons constructed from silicon 
with these resistivities. A value for 20 !1-cm silicon was not found. 
The results of the RCWA simulations were in good agreement with measurements, 
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Figure 6.16 Simulated VADR retardance as a function of plate separation, r(s), with measured data 
for comparison. Solid line: measured data. Dashed line: simulation results 
to within 2 dB and 11° for the magnitude and phase respectively. The good agreement 
achieved with the improved VADR model confirm that the discrepancies observed be-
tween the measured results in Chapter 5, and in the simulations of the original proposal 
are due to the omission of the anti-reflection coatings in the measured device. They 
also show that the device still works with a lossy substrate, although it is expected 
that better performance would result from the use of a lossless substrate such as high 
resistivity silicon. The good agreement obtained gives confidence in the further use of 
the Gsolver RCWA tool, and this is important because it is necessary to investigate 
improved devices that have reduced insertion loss and increased maximum retardance. 

Chapter 7 
IMPROVED VADR DEVICES 
7.1 INTRODUCTION 
This chapter describes how the VADR device may be improved. Although there is no 
particular application in mind now, it is desired to design a device with an insertion loss 
less than 1 dB and with a maximum retardance in excess of a quarter-wave (r = 90°), 
or even a half-wave (r = 180°). It is also desired to design a device that is capable of 
achieving zero retardance (r = 0°) without requiring full interlock between the plates. 
This is to allow a device to achieve zero retardance in practice, something that is 
difficult to achieve with the existing device. 
To these ends, the addition of quarter-wave anti-reflection coatings are investigated, 
as are new device geometries. Since it is desired to significantly reduce the insertion 
loss, it is a requirement of this section that the devices be constructed from lossless or 
near lossless silicon. Therefore, all simulations in this section assume lossless silicon 
and use a purely real refractive index. 
7.2 ADDITION OF ANTI-REFLECTION COATINGS 
In the original proposal, anti-reflection (AR) coatings were assumed to be present on 
the device [65]. This had the effect of simplifying the simulation model, since the rear 
surface of the device did not cause reflections and therefore did not need to be included 
in the model. However, AR coatings were omitted in the measurements and simulations 
presented in Chapters 5 and 6 respectively, since a suitable coating process had yet to 
be developed. It was shown. in Chapters 5 and 6 that both the maximum retardance 
and the insertion loss increased when the AR coatings were omitted, although some of 
the increase in the insertion loss was due to loss in the substrate. In order to judge 
the role of AR coatings in the apparent trade-off between maximum retardance and 
minimum insertion loss, it is necessary to simulate a lossless VADR device both with 
and without AR coatings, which has not yet been done. 
In this section, the AR coatings are modelled directly rather than making the 
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assumption that there simply are no reflections from the rear surface. This is intended 
to confirm that the original assumption of no reflections from the AR-coated rear 
surfaces was correct, and that the RCWA tool is in agreement with the MMP tool as 
to the performance of just such as device. The MMP tool will not be used directly in 
this work, since the results from the previous investigation have been published [65]. 
7.2 .1 AR coating model 
The quarter-wave coatings are designed to eliminate reflections from the unpatterned 
rear surfaces of the VADR device. At an interface between two regions of different re-
fractive index, such as the example in Figure 7.1, there is generally a non-zero reflection 
coefficient, T, , which is given for normal incidence by 
(7.1) 
where n 8 , ni are the refractive indices of the substrate and the incident medium re-
spectively. For a silicon-air interface (n 8 = 3.42, ni 1) such as that found at the rear 
surfaces of the VADR device, these reflections are significant (T, = 0.55). The fraction 
of power reflected from just one of these interfaces is equal to Ti = 0.29, or 29%. This 
high level of reflectivity is undesirable because it increases the insertion loss. 
In order to eliminate these reflections at a particular frequency, a quarter-wave 
AR coating may be applied to substrate surface, as shown in Fig. 7.2. The refractive 
index of the coating, nq, should be the geometric mean of the refractive indices of the 
substrate and incident medium: 
(7.2) 
For a silicon-air interface, the required refractive index is nq 1.85. A suitable candi-
date material for this AR coatings is SU-8 photo resist, with a refractive index of 1.8 
at lOOGHz [183]. The coating should be one quarter wavelength thick, calculated using 
the effective wavelength in the coating material, 
.\o 
4nq' (7.3) 
where dq is the thickness of the coating, and .\o is the free space wavelength. At 
100 GHz, .\o = 3 mm, and therefore the coating thickness is dq = 405 p,m. SU-
S is routinely spin-coatable in layers of up to 1 mm thick [184]. The transmission 
and reflection intensity of such a quarter wave coating on top of silicon substrate 
are plotted in Figure 7.3, and they show that the reflected power reduces to zero 
at 100 GHz. While the reflections are never worse than for an uncoated interface, 
at other frequencies the reflections are not fully suppressed. Therefore, quarter-wave 
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n. 
I 
incident 
Figure 7.1 Reflections at an interface between two materials of dissimilar refractive index (n;, ns)· 
The beam is normally incident on the interface. Tr is the reflection amplitude coefficient and Tt is the 
transmission amplitude coefficient. 
AR coatings are most effective for devices operating at one frequency only. Note that 
for broad-band operation, an artificial dielectric anti-reflection surface would be ideal, 
although no such surfaces are explored here. 
7.2.2 VADR with AR coatings 
Simulations were performed of the VADR with and without the AR coatings. The 
comparison between non-AR- and AR-coated devices is made here for lossless sub-
strates, to show that the improvement is generally applicable, and not restricted to 
lossy substrates. 
The simulation model for the device with no coatings was the same as in Chapter 
6, except that the refractive index of the silicon is now purely real (lossless), n 8 = 3.42. 
A VADR device with quarter-wave AR coatings is illustrated in Fig. 7.4, although the 
stair-casing of the grooves that is employed in the simulation model is not shown. In the 
simulation model, the coatings are simply entered as uniform layers having refractive 
index nq = 1.84 and thickness dq = 405 J..lm. 
The simulation results are plotted in Fig. 7.5, with the TE magnitude in Fig. 7.5(a), 
the TM magnitude in Fig. 7.5(b) and the retardance in Fig. 7.5(c). The solid line is 
for the devices with AR coatings, while the dashed line is for the device without. It 
is shown that a VADR device with a lossless silicon substrate, n = 3.42, exhibits an 
insertion loss of 0 - 4 dB for TE and 0 - lOdB for TM. With the addition of the 
ideal AR-coatings, the insertion loss reduces to 0 - 3 dB for TE and 0 - 4 dB for TM. 
However the peak retardance falls from 88° to 50°, and the sensitivity falls from 88° / 
895 J..lm (98° jmm) to 50°/845 J..lm (59° jmm). 
The improvement in the insertion loss is most significant for the TM polarisation, 
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Figure 7.2 A quarter-wave anti-reflection coating may be applied to the substrate to eliminate 
reflections. 
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Figure 7.3 The transmission and reflection intensity for a quarter wave coating on a silicon substrate 
in air. The coating has refractive index n = 1.85, and thickness 405 f.Lm. 
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Anti-reflection coating 
VADR plates 
Anti-reflection coating 
Figure 7.4 VADR with anti-reflection coatings. 
reducing the worst loss from 10 dB to 4 dB. The clear improvement in the insertion 
loss alone recommends the use of AR coatings. Usefully, the difference between the TE 
and TM magnitudes is reduced as well, with both being in the range 0 - -4 dB. This is 
important because it results in less rotational error being introduced to the transmitted 
polarisation during operation. 
Unfortunately, the trade-off in using the AR coatings is that the maximum retar-
dance is reduced. Since VADR without AR coatings does not quite reach a quarter-wave 
retardance, improvements would have been required in any case. The much reduced 
retardance in the device with coatings indicates that it will be necessary to investigate 
alternative grating geometries in order to find a structure that has enough birefrin-
gence to develop a quarter-wave or half-wave retardance once the AR coatings have 
been applied. Thus, all new devices in this chapter include AR-coatings. 
7.3 ALTERNATIVE GEOMETRIES FOR IMPROVED 
PERFORMANCE 
The desirable performance characteristics of a variable polarisation compensator are 
low insertion loss, a highly sensitive, linear variation in retardance as a function of 
plate separation R(s), and a peak retardance in excess of goo (quarter-wave device), or 
180° (half-wave device). A goo retardance could be produced by cascading two VADR 
devices in series, and 180° by three. For practical reasons, it is preferable to use only 
a single device or reduce the number of devices in the cascade to two, by using devices 
with a greater retardance. 
For this reason, alternative grating geometries were investigated that offered greater 
birefringence. Simulations are presented of both single and double grating-pair devices 
with rectangular grooves. Three devices are proposed, and examples of each are simu-
lated. The three devices are shown in Fig. 7.6, and are named as follows: the R-VADR 
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Figure 7.5 Simulated VADR performance with and without anti reflection coatings at 100 GHz. (a) 
TE magnitude, (b) TM magnitude, (c) retardance, l'(s). 
7.4 R-VADR 177 
is a single rectangular grating device, shown in Fig. 7.6(a); the R 2-VADR has two sets 
of gratings, shown in Fig. 7.6(b); the The dual axis rectangular tooth half-wave VADR 
(DARTH-VADR) is an R 2 with orthogonal gratings, as shown in Fig. 7.6(c). 
It is predicted that the R-VADR is capable of a quarter wave retardance, the R 2-
VADR a half wave retardance, while the DARTH-VADR achieves a both positive and 
negative quarter-wave retardances (for a total range of a half-wave), and has the advan-
tage of not requiring full interlock for any retardance in that range. These rectangular 
groove devices are found to produce enhanced sensitivity and reduced loss compared 
to the equivalent VADR structures. Hence, no further simulations are presented for 
V-grooved devices. 
7.4 R-VADR 
The R-VADR differs from the VADR only in that the grooves are rectangular, as shown 
in Fig. 7.6(a). The basic theory of operation remains the same, but the retardance is 
increased because the rectangular grooves provide a greater birefringence. 
The rectangular cross-sectional geometries required for R-VADR can be made us-
ing deep reactive ion etching (DRIE) micromachining techniques for short operating 
wavelengths where groove depths up to approximately 300J-Lm are required. For deeper 
grooves at short operating wavelengths, excimer laser ablation may be used; for longer 
operating wavelengths, the lateral feature sizes are large enough for mechanical cutting 
techniques to be used. All three techniques allow the depth to be controlled precisely, 
and the groove depth to be chosen to be any value without the restrictions imposed by 
the KOH etch technique. Thus, devices of the same 500J-Lm period, but with three dif-
ferent groove depths (g), (see Fig. 7.6a), have been investigated: the direct equivalent 
to the VADR (g = 350J-Lm), one shallower (g = 200J-Lm) and one deeper (g = 500J-Lm). 
The same RCWA technique was used for these simulations as before. The retardance 
for all three R-VADR devices is plotted in Fig. 7.7(a), while the magnitude response 
for only the 350J-Lm R-VADR is plotted in Fig. 7.7(b). 
Examining Fig. 7. 7 (a), it is clear that g plays a pivotal role in determining the peak 
retardance. We find that the greater g, the greater the peak retardance. The specific 
retardances and total sensitivities are recorded in Table 7.1 for each device. The 
The 350J-Lm R-VADR gains 49° in peak retardance and 60° /mm in sensitivity, 
compared to the simulations for the improved 350J-Lm VADR. 
The magnitude response of the 350J-Lm R-VADR (see Fig. 7.7b) indicates a reduc-
tion in the insertion loss of ldB, compared with the equivalent VADR (Fig. 7.5), at 
the exJ?ense of asymmetry. The insertion loss oscillates from 0 - 0.3dB(TE) and 0 -
0.6dB (TM) in the interlock region, and 0- 2.6dB (TE) and 0- 2.0dB (TM) in the 
separation region, showing an asymmetry of 0.6dB between the maximum losses in TE 
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Figure 7.6 The three new VADR devices. The dimensions are groove depth g, separation s and 
centre-thickness c. (a) R-VADR, (b) R 2-VADR, (c) DARTH-VADR. 
Table 7.1 Characteristics of the R-VADR retardance r(s) for various groove depths at 100 GHz. 
Groove Peak Separation at Total Insertion Insertion 
depth g retardance peak retardance sensitivity loss loss 
(J-tm) (degrees) (J-tm) ( degreesjmm) (TE, dB) (TM, dB) 
200 54 800 67 0-2.8 0-3.6 
350 112 750 150 0-2.6 0-2.0 
500 147 850 173 0-5.0 0-5.0 
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Figure 7.7 Transmission characteristics of R-VADR variable polarisation compensators, 
( a)retardance R( s) for three devices with different groove depths and (b) TE and TM insertion losses 
for a 350f.tm groove depth R-VADR. 
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and TM. 
As with the VADR, a distinct transition is seen from the interlock region into 
the separation region. The interlock region retardance is characterised by a steep 
increase; the separation region by a steady oscillation. The transition is also clear in 
the magnitude responses of Fig. 7.7(b). 
The R-VADR is easily capable of achieving a quarter-wave retardance, with an 
acceptable magnitude response. The improved performance is attributed to the higher 
total birefringence of the rectangular gratings that now have a constant effective di-
electric constant as a function of depth, rather than being smoothly graded as in the 
V-groove case. The 500jtm groove depth on a 500jtm period corresponds to a 2:1 aspect 
ratio, which is at the limit of DRIE fabrication technology. 
A device capable of a half-wave retardance makes an attractive proposition, as this is 
necessary for complete polarisation control. Aspect ratio limitations in the fabrication 
process (that limit groove depths) may be overcome by coupling two R-VADRs in series, 
combining the inner two plates into a double-sided grating, as shown in Fig. 7.6(b ). This 
device is named the double rectangular groove VADR, or R 2-VADR. The behaviour of 
an R 2-VADR is determined by both the groove depth, g, as for the R-VADR, but also 
by the thickness of the substrate between the centre plate's two gratings; this is the 
dimension c in Fig. 7.6(b). 
The substrate thicknesses on the outer plates have no effect on the performance, 
as the outer surfaces are AR coated. To adjust the separation distance of the R 2-
VADR, the centre plate is held fixed, while the two outer plates are moved by the same 
distance s, such that they are always equidistant from the centre plate. Alternatively, 
asymmetrical operation of this device is possible, as there are now two degrees of 
freedom for plate separation, but these cases are not explored here. 
7.5.1 T-matrix simulation results 
The full operation of 10,000 separate devices, in positional settings 0 - 3mm, was 
simulated using the transfer matrix code and Rytov's exact EMT (see section 2.4.4), 
covering all combinations of c and g from 10jtm to 1mm in 10jtm steps. To aid the 
selection of top performing devices, the transmission coefficient data from each simu-
lation was post processed to provide two performance characteristics: peak retardance 
Rmax, and average insertion loss Lav· These are defined as 
(7.4) 
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Lav = t J (!trM(x)! + !trE(x)!)dx (7.5) 
0 
where x is the separation distance, a is the separation distance at which the retardance 
is a maximum, b is the separation distance at which the retardance first reaches 180°, 
trM and trE are the complex transmission coefficients for TM and TE polarisations 
respectively, and arg(t) is the phase of the complex transmission coefficient t. 
The performance characteristics were calculated from the results of each device 
in the simulation, and they are shown in the contour plots of Fig. 7.8. The contour 
plots clearly show that the influence of the c and g dimensions on device performance. 
Figure 7.8(a) shows that the peak retardance Rmax is determined primarily by the 
groove depth, g, although the choice of cis also important. As for the R-VADR, we 
find that the greater g, the greater the peak retardance, with full 360° retardance 
possible for devices with g 2:: 600 J..Lm. Figure 7.8(b) shows a pattern of peaks and 
troughs in the average insertion loss Lav, with periodic dependence on both c and g. 
The periodicity corresponds to a half wavelength of the incident radiation in silicon. 
Further simulations of devices with c and g up to 3mm, not shown here, confirm the 
continuation of this periodic pattern. It generally desired to have a device with high 
peak retardance Rmax, and low average insertion loss Lav· In the both plots, the better 
the performance the lighter the colour. Given a specific retardance requirement, an 
approximate minimum groove depth, 9min, can be obtained from Fig. 7.8(a). Then, 
values must be found for c and g > 9min that fall within a white region on Fig. 7.8(b). 
7.5.2 Characteristics of an example R 2-VADR device 
An example device was selected from the domain shown in Fig. 7.8 to have the greatest 
ratio of Rmax/ Lav . The device is marked with a + in both parts of Fig. 7.8, had 
dimensions c = 840J..Lm and g = 730J..Lm, and performance characteristics Rmax = 440°, 
Lav = 0.15dB. Other performance criteria could be used to select devices depending 
on the relative importance of the retardance and loss. The characteristics of this 50J..Lm 
period R2-VADR were determined using the transfer matrix code, and are plotted as 
solid lines in Fig. 7.9, with retardance R(s) in Fig. 7.9(a), TE magnitude in Fig. 7.9(b) 
and TM magnitude in Fig. 7.9(c). The peak retardance is 446°, at a separation of 
1030JLm. We define the operating range for the device as retardances from 0 - 180°, 
which correspond to separations of 0 - 290J..Lm. Over the operating range, the sensitivity 
is 620° /mm, four times greater than the 350J..Lm groove depth R-VADR (Fig. 7.7). The 
insertion losses are low, from 0 - 0.2dB at separations 0 - 290J..Lm for TE, and 0 -
0.1dB at separations 0- 260J..Lm, increasing to 1.3dB at 290J..Lm for TM. The maximum 
insertion loss in the operating region is 1.3dB better than the 350J..Lm R-VADR, although 
the asymmetry is 0.5dB larger, at 1.1dB. Outside ofthe operating region, the retardance 
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Figure 7.8 Contour plot analysis of 10,000 different R 2-VADR devices with varied centre thickness 
c and groove depth g; (a) peak retardance Rmax, (b) average insertion loss Lav· 
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oscillates from 335- 445°, for insertion losses of 0 -lOdE forTE and 0 -17dE for TM. 
These large insertion losses outside the operating region are not unexpected, as it was 
only the loss in the region of small plate separations that was used as one of the device 
selection criteria. 
RCWA simulation results for the same R 2-VADR are plotted as solid circles in 
Fig. 7.9, and show excellent agreement. This device would be impractical to fabricate 
(50,um period and 730,um groove depth) so RCWA simulation results for an R 2-VADR 
with the same c and g dimensions, but with a 500,um period are plotted as open squares 
in Fig. 7.9. The peak retardance is reduced by 40° to 416°, although it occurs at the 
same separation of 1030,um. The sensitivity over retardances 0-180°, which correspond 
to separations 0- 370,um, is reduced by 135° /mm to 485° /mm. The operating region 
insertion losses are improved, at 0- O.ldE for TE and 0- O.ldE, except for a 0.6dE 
peak at 300,um separation, for TM. The asymmetry is further reduced to 0.6dE. Outside 
the operating region, the insertion loss is 0- lOdE for TE and 0- 5dE for TM. The 
difference in performance between the 50,um and 500,um period devices is attributed 
to the onset of diffraction in 500,um period device, since A.si/2 < d, where A.si = 
>..0 /nsi = 877,um and d is the period. Despite the differences, the simple transfer 
matrix simulations provide a useful tool for confidently estimating zones of comfort for 
good performance with large peak retardance and low insertion loss. It is accurate for 
small period structures, but the RCWA method is required to get detailed performance 
characteristics for larger period devices. 
The excellent insertion loss figures for the R 2-VADR will be subject to increase in 
a practical device since there will be additional loss owing to absorption in the sub-
strate, but this can be minimised by using high resistivity wafers [16]. Other practical 
considerations include the possibility that mechanical imperfections may prevent full 
interlock. Additionally, any clearance between the grooves to alleviate stiction would 
result in a slight, but acceptable, performance degradation. It is unfortunate that in 
both cases, the ability of the device to reach zero retardance would be compromised. 
7.6 DARTH-VADR 
It is difficult to control a process such that two separate surfaces, fabricated at separate 
times, can be perfectly interlocked. A device configuration that could tolerate such 
imperfections, yet still give 0° retardance is necessary for this to be a truly practical 
device. The benefits of low loss, high sensitivity and a maximum retardance in excess 
of90° as obtained with the R 2-VADR must be retained in order to prove that all areas 
of operation can be optimised together. 
The Dual Axis Rectangular Tooth Half-wave VADR (DARTH-VADR) achieves 
these goals. The design of the device is illustrated in Figure 7.6(c). The DARTH-
VADR is similar to the R 2-VADR, except that the two pairs of grooves are rotated so 
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that they are orthogonal. In the initial position, with the central plate centred, the 
polarisation rotation from one device is offset by the polarisation rotation from the 
other device, giving an overall zero change in the polarisation state. To change the 
polarisation, the central plate is moved to one side or the other. This device is capable 
of giving -90 - 90° of retardation (this is a range of a half wave, and hence the "half 
wave" in the device's name). 
7.6.1 T-matrix simulation results 
As for the R2-VADR, T-matrix simulations were used to estimate zones of comfort for 
good performance. For the DARTH-VADR the outer two plates are fixed while the 
centre plate is moved. Here the separation is defined with respect to the upper set of 
gratings, s = s1. The two outer plates were positioned so that s1 +s2 = g, according to 
the requirement the grooves remain interlocked in all positions. Therefore, the range 
of separations for any particular device was 0 ::; s ::; g where g is the groove depth 
defined in Fig. 7.6(c). 
The full operation of 10,000 separate DARTH-VADR devices, in positional settings 
0- g, was simulated using the transfer matrix code, covering all combinations of c and 
g from 10J.Lm to 1mm in 10J.Lm steps. 
To aid the selection of top performing devices, the transmission coefficient data 
from each simulation was post processed to provide two performance characteristics: 
peak difference between positive and negative retardance b.Rmax, and average insertion 
loss Lav· These are defined as 
Rmax = (arg (trM(al))- arg (trE(al)))- (arg (trM(a2))- arg (trE(a2))) (7.6) 
bl 
Lav = bl ~ b2 J (itrM(x)i + itrE(x)i) dx (7.7) 
b2 
where x is the separation distance, a is the separation distance at which the retardance 
is a maximum (a1) or a minimum (a2), b is the separation distance at which the retar-
dance first reaches +90° (b1) or -90° (b2), trM and irE are the complex transmission 
coefficients for TM and TE polarisations respectively, and arg(t) is the phase of the 
complex transmission coefficient t. 
The performance characteristics were calculated from the results of each device in 
the simulation, and they are shown in the contour plots of Fig. 7.10. The c and g 
dimensions may be seen to strongly influence the device performance. It may be seen 
in Fig. 7.8(a) shows that the peak retardance Rmax is determined primarily by the 
groove depth, g. Unlike the R 2-VADR, the choice of c appears to be unimportant. As 
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before, it is found that the greater g, the greater the peak retardance, both positive 
and negative. A half-wave range of retardances (I.6.1Gammamaxj ?::: 180°) is possible 
for devices with g ?::: 310 f.J,m. Fig. 7.8(b) shows a pattern of peaks and troughs in 
the average insertion loss Lav, with periodic dependence on both c and g. However, 
there the groove depth g appears to cause a greater variation in the average loss than 
the centre thickness c. As before, the periodicity corresponds to a half of the material 
wavelength of the 100 GHz illumination (A.nl2 439 f.Lm). 
Since it is generally desired to have a device with high peak retardance Rmax, 
and low average insertion loss Lav, both these values may be taken into account when 
choosing an example DARTH-VADR. In the both plots, the better the performance the 
lighter the colour. Given a specific retardance requirement, an approximate minimum 
groove depth, 9min, can be obtained from Fig. 7.10(a). Then, values must be found 
for c and g > Ymin that fall within a white region on Fig. 7.10(b). In order to make 
the selection of the centre thickness c more accurate, an expanded view of one of the 
regions of low loss is presented in Fig. 7.10(c). 
7.6.2 Example device 
An example device was chosen from the domain shown in Fig. 7.10 to have the greatest 
ratio of j.6.r max j I Lav . The device is marked with a + in all three parts of Fig. 7.10, 
and had dimensions c 200 f.J,m and g = 390 JJ.m. The performance characteristics 
where j.6.r maxi = 240°, Lav = 0.25 dB. Other performance criteria could be used 
to select devices depending on the relative importance of the retardance and loss. 
The characteristics of this 50f.J,rn period DARTH-VADR were determined using the 
transfer matrix code, and are plotted as solid lines in Fig. 7.11, with retardance R(s) 
in Fig. 7.11(a), TE magnitude in Fig. 7.11(b) and TM magnitude in Fig. 7.11(c). The 
peak retardances are + 120 ° and -120°, at separations of 0 f.J,m and 390 f.J,m respectively. 
The operating range of the device is defined as retardances from -90 90°, which 
correspond to separations of 36 - 352 f.J,m. Over the operating range, the sensitivity 
is 180°/316 f.J,m (570 ° lmm), almost four times greater than the 150° I JJ.m sensitivity 
of the 350JJ.m groove depth R-VADR (Fig. 7.7). The insertion losses are low, at less 
than 0.6 dB throughout the operating range (separations 36- 352 f.Lm). The separation 
at zero retardance is 195 f.J,m, which is exactly half the groove depth. The maximum 
insertion loss in the operating region is 2 dB better than the 350f.J,m R-VADR, although 
the asymmetry is similar, at 0.6dB. Outside of the operating region the insertion loss 
increases to 2 dB. These slightly larger insertion losses outside the operating region are 
not unexpected, as it was only the loss in the region of small plate separations that 
was used as one of the device selection criteria. 
RCWA simulation results for the same DARTH-VADR are plotted as solid circles 
in Fig. 7.11, and show excellent agreement. This device would be difficult to fabricate 
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Figure 7.10 Contour plot analysis of 10,000 different DARTH-VADR devices with varied centre 
thickness c and groove depth g; (a) peak retardance IL1Rmaxl, (b) average insertion loss Lav, (c)Lav 
for a subset of the devices. 
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(50p,m period and 390 p,m groove depth) so RCWA simulation results for a DARTH-
VADR with the same c and g dimensions, but with a 500 p,m period are plotted as 
open squares in Fig. 7.9. The peak retardance is reduced by 38° to 82°. The sensitivity 
over retardances -82 - 82°, which correspond to separations 0 - 390 p,m, is reduced 
by 280° /mm to 164°/390 p,m, (290° /mm). The operating region insertion losses are 
improved, with a maximum of 0.4 dB for TE and TM. The asymmetry is further 
reduced to 0.4 dB. The difference in performance between the 50p,m and 500p,m period 
devices is attributed to the onset of diffraction in 500p,m period device, since A.si/2 < d, 
where A.si = A.o/nsi = 877p,m and dis the period. The discrepancies between the exact 
Rytov EMT and RCWA simulations of the 50 p,m period device are attributed to small 
grating depth errors that are exacerbated by having the gratings crossed. 
Despite the differences, the simple transfer matrix simulations provide a useful 
tool for confidently estimating zones of comfort for good performance with large peak 
retardance and low insertion loss. It is accurate for small period structures, but the 
RCWA method is required to get detailed performance characteristics for larger period 
devices. 
The DARTH-VADR overcomes the difficulty of achieving zero retardance in prac-
tice, because it does not require full interlock between the plates. Furthermore, the 
mode of operation investigated here required only one plate to be moved, in compari-
son to the two plates that needed to be moved for R 2-VADR. Also, the dimensions of 
the DARTH-VADR plates are much more amenable to fabrication than those of the 
R 2-VADR, since the groove depth and aspect ratio are readily attained by existing 
microfabrication processes such as deep reactive ion etching. 
7.7 COMPARISON WITH BABINET COMPENSATOR 
In order to emphasise the excellent prospects for the DARTH-VADR design, a quarter-
wave Babinet compensator is designed for use at 100 GHz. The dimensions of the 
Babinet compensator are shown in Fig. 7.12. The refractive indices are n 0 for the 
ordinary ray and ne for the extraordinary ray. No tabulated value is available for the 
refractive indices of calcite at 100 GHz, but they are available for the nearby 90 GHz 
(see Table 2.2). This is the only tabulated value in the terahertz region for which 
calcite is lossless, so it makes for an overly optimistic impression of its performance. 
Nonetheless, the adopted refractive indices are n 0 = 2.946 and ne = 2.883. 
The maximum wedge thickness may be calculated such that the maximum retar-
dance is a quarter-wave as desired. From section 2.3, the retardance r in any setting 
is given by 
(7.8) 
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propagation 
direction 
Figure 7.12 Dimensions of the Babinet polarisation compensator. The wedge angle is(), while the 
length is l and the height is h. The wedge thicknesses at the beam are d1 and d2, while the offset in 
the relative position of the two wedges is s. 
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where r 1 and r 2 are the retardance experienced in the top and bottom wedges, In 
order to achieve a retardance of goo (7r/2), the difference in wedge thicknesses at the 
beam must be 
rAo 
d1 - d2 = 2 ( ) = n.g mm. 7f no-ne (7.9) 
The wedges are usually thin, and the typical wedge angle of 2.5° is adopted here. Thus 
the minimum wedge length may be found by trigonometry to be 272 mm. Since the 
beam cannot be at the edge of the wedge, the actual wedge length would need to be even 
larger. In order to move between zero and quarter-wave retardance, the wedge would 
need to be shifted by 272 mm, giving a sensitivity of goo /272 mm (0.33° jmm). This 
less than one hundredth of the sensitivity of the original VADR, and certainly could 
not be actuated by a compact piezo-electric stack in the same way that VADR could 
be. This would severely limit its ability to respond to fluctuations in the polarisation 
state (such as in an application requiring dynamic polarisation compensation). 
It is clear that the dimensions required for a terahertz Babinet compensator are 
prohibitively large. Even if two sufficiently large pieces of calcite could be found, the 
device would be bulky, clumsy, and adjust slowly. Due to calcite's strong dispersion, 
the size is not guaranteed to be smaller at higher frequencies, and even so, the device 
would still be useless because at any other frequency in the terahertz region, the losses 
in the calcite are high, in some cases rendering it opaque. Therefore, existing optical 
compensators are not a viable solution for use in the terahertz region, and the VADR 
devices proposed here offer an excellent alternative. 
7.8 SUMMARY 
This chapter investigated several improved VADR devices, and found them to be far 
superior to existing optical techniques, such as the Babinet compensator, at terahertz 
frequencies. Anti-reflection coatings eliminate reflections at the outer surfaces of the 
device, which has the advantage of reducing the insertion loss overall, and also reducing 
the difference between the TE and TM insertion losses. The trade-off is that the 
maximum retardance is reduced significantly. In order to overcome this reduction, 
devices with higher birefringence grooves were investigated. The three devices had 
rectangular grooves, and were named R-VADR for the single grating pair device, R 2-
VADR for the dual grating pair device, and DARTH-VADR for the orthogonal dual 
grating pair device. The R-VADR was capable of a quarter-wave retardance with 2 dB 
of insertion loss. The R 2-VADR was capable of a half wave retardance with 0.6 dB 
of loss, while the 50 J-Lm period DARTH-VADR was capable of both a positive and 
negative quarter-wave shift with 0.6 dB ofloss. The DARTH-VADR also overcame the 
critical difficulty of achieving zero retardance in a practical device. The other designs 
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(VADR, R-VADR, R2-VADR) all require the plates to interlock fully and perfectly 
to give zero retardance, but the difficulty of achieving this was highlighted by the 
prototype investigated in chapter 5. The DARTH-VADR does not require the plates 
to interlock, because the orthogonal grating pairs counteract one another giving zero 
retardance at a separation approximately equal to the half the groove depths. The 
devices investigated in this chapter may be scaled to operate anywhere in the terahertz 
region with the same high levels of performance. 
Chapter 8 
VARIABLE PROTONIC BAND GAP FILTER 
8.1 INTRODUCTION 
The variable photonic band gap filter (VPBGF) devices presented in this chapter are 
inspired by DARTH-VADR's crossed-gratings, interlocking teeth and mechanical actu-
ation schemes. The resulting device is a tunable simple-tetragonal (st) "layer-by-layer" 
or "woodpile" photonic crystal. The concept of the VPBGF may be illustrated by 
the two example positional settings of the same device in Fig. 8.1, with the device in 
a "fully interlocked" position in Fig. 8.1(a) and in a "partially interlocked position" 
in Fig. 8.1(b). This is a completely new method for making a photonic crystal, that 
offers a wide range of potential tuning methods. For ultimate control of a woodpile-like 
crystal it would be necessary to individually actuate each of the rods, but this is not 
practical. Whereas, the VPBGF (an st-like woodpile) may be reconfigured and tuned 
in a large number of ways using easily accessible external surfaces (plates). None of the 
existing stacked plate structures [114, 116, 185, 186] offer the extra degree of freedom 
provided by the interlocking plates of the VPBGF. 
The structure in Fig. 8.1(a) has the appearance of the st woodpile, which is known 
to have useful properties such as a full 3-D band gap and strong stop band attenua-
tion [186-189], while the structure in Fig. 8.1 (b), and a diversity of other structures 
with different spacings, exhibit a range of defect modes that have not previously been 
studied, and variations on the one related mode that has been studied (planar air cav-
ity). This diversity of defect modes may be exploited to create a variety of tunable 
filters. 
This chapter studies the effect of the device dimensions on the location of the 
photonic band gaps in VPBGF devices, and how various actuation methods tune the 
band gap and associated defect modes. One example is experimentally demonstrated. 
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(a) (b) 
Figure 8.1 The VPBGF actuation method applies to an st woodpile (a) original st woodpile (b) 
example of one novel expanded position (others are introduced later). 
8.2 VPBGF PLATES 
The VPBGF device is constructed from a number of plates that each comprise two 
orthogonal grids, such as the one shown in Fig. 8.2. The plate does not fall apart 
because the grids are joined together. This may be achieved by fabricating the plates 
from a solid blank. For example, a silicon plate could be fabricated from a single wafer 
using micromachining techniques such as two-sided etching. 
The dimensions of the plate, and definitions of the separation and shift distances 
are shown in Fig. 8.3. The period of the rods is denoted by A and defined as the 
in-plane (not stacking) repeat distance of the rods. It should be noted that the period 
of VPBGF rods in a fully interlocked position is twice as large as the period that would 
ordinarily be defined for an st woodpile. The depth of the plate is denoted by d, giving 
a rod depth of d/2, while the rod width is r. The separation distances are denoted 
by 81 and 82, that measure the gap between the tip of one groove and the bottom of 
the corresponding groove; 81 is the separation above, and s2 below, a plate. Unless 
otherwise stated, the rods are aligned to the centre of the opposing groove. If they are 
Figure 8.2 A single VPBGF plate has two orthogonal grids. It does not fall apart because the grids 
are joined. The plate may be actuated by mounting lugs attached to the outside of the plate. A 
VPBGF is built by rotating each successive plate by 90° so that teeth of adjacent wafers may interlock. 
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not, the displacement from this position is denoted by l, as shown in Fig. 8.4. 
Inside the VPBGF, the volumetric fill factor~ is given by the dimensions to be 
~= 2rd 
(d + s1 + s2)A' (8.1) 
where s1 and s2 are the separation distances above and below each layer. Note that l 
does not affect the fill factor. 
In order to successfully measure the behaviour of a VPBGF device in an experi-
mental setup, it is necessary to be able to predict the effect of the plate dimensions on 
the location of the photonic band gaps and defect modes of interest. This information 
may be derived in the first instance from simulations. 
8.3 SIMULATION TECHNIQUE 
8.3.1 Software selection 
The previously-used Gsolver rigorous coupled-wave analysis tool was computer-based, 
and with the available computing resources it proved inadequate for the present pho-
tonic crystal modelling task. Algorithmic complexity limitations, such as a quadratic 
dependence of computation time on the number of diffracted orders retained in the 
calculation, caused the machine to "hang" when solving structures having several lay-
ers of crossed gratings with large period to wavelength ratios (approximately "'2/3 :::; 
A/ An :::; 2, where the material wavelength >..jn = A.o/n where >..o is the free-space wave-
length and n is the refractive index of the material). Since structures of this size and 
nature are required to be analysed here, an alternative technique was sought. 
Several computer-based numerical codes were available for simulating the VP-
BGF structures. These included a photonic band structure calculator (MIT Photonic 
Bands [108]); a derivative of the transfer matrix method (TMM) [111, 190], named 
Translight; and several finite difference time domain techniques (TEMPEST [191], 
Remcom XFDTD [192], ISE EMLAB [193]). Note that these are all full vector electro-
magnetic methods. Since the reflection and transmission coefficients were of interest in 
this study, the preference was for one of FDTD techniques, although the TMM method 
would probably have been equally suitable. Of the three FDTD techniques, TEMPEST 
was the only FDTD code to permit, in the same simulation, the desired combination 
of periodic and perfectly matched layer (PML) boundary conditions. However, not all 
of the desired functionality was present in TEMPEST. 
8.3.2 TEMPEST FDTD code improvements 
The as-distributed version of TEMPEST provided for monochromatic continuous-wave 
excitation, and steady-state field output. It is time consuming to analyse a broadband 
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Figure 8.3 VPBGF plate dimensions. Three plates shown in a partially interlocked position, with a 
plan view in (a) and orthogonal cross-sections in (b) and (c) as indicated. The plate depth is d, while 
the groove depth is d/2. The separation between the interlocking plates is measured from top of tip 
to bottom of opposite groove. In this case, the separation above (s1 in (a)) and below (s2 in (b)) the 
middle plate are equal (s = s1 s2). The period of the rods on a plate is A, while r is the rod width. 
Figure 8.4 The lateral shift between parallel rods in different layers of the VPBGF is given by l. 
Unless otherwise specified, there is no such lateral shift and l 0. 
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device, such as a filter, with this "steady-state" method. A faster "transient" method 
is known, in which broadband excitation is provided by a short pulse, and the elec-
tromagnetic field values are sampled at every time step until they have decayed away. 
Subsequently, the discrete Fourier transform (DFT) may be taken to yield the response 
of the device across the range of frequencies excited by the pulse [166]. 
Several new features were added to the TEMPEST source code to enable transient 
simulations. New keywords, specific to transient simulations, were added to the input 
file (*.in) handling routine. The control flow was modified so that either steady-state 
or transient simulations could be run, thereby retaining all of the original functionality. 
Various new functions were created to manage the progress of the transient simulation, 
and efficiently write the fields out to disk at each time step. Since the modifications 
did not affect the core FDTD algorithm, testing requirements were greatly minimised 
and the modified version was able to be used with confidence. The following example 
is one of the cases that was used to check the modified code. 
8.3.3 Transient simulation example 
A simple situation is described in order to explain the FDTD transient simulation 
technique that will be used for the VPBGF devices. Here, the transmission coefficient 
of a planar silicon slab is calculated. Ordinarily, a 1-D FDTD simulation domain would 
be sufficient for this problem, however, the VPBGF requires a 3-D simulation domain 
and that is tested here. 
The 3-D simulation domain is shown in Fig. 8.5, where it is set up to calculate the 
transmission coefficient of a silicon slab. Boundary conditions (BCs) are specified along 
each of the six faces of simulation domain, truncating the domain to a computationally 
practical size. At the top and bottom are absorbing BCs that prevent the outgoing 
waves from being artificially reflected back into the simulation domain. Berenger's 
Perfectly Matched Layer (PML) [194] is used here because it matches plane waves of 
arbitrary incidence, polarisation and frequency. This is important when a potentially-
diffractive structure such as the VPBGF is excited by a broad band pulse and a variety 
of outgoing waves are produced. On the four sides of the domain, periodic boundary 
conditions are used. This allows a periodic structure such as the VPBGF to modelled 
more efficiently, since only one unit cell of the device needs to included within the 
simulation domain. For the silicon slab, there is no underlying periodicity and therefore 
it simply appears to have infinite extent in the lateral directions (the same assumption 
is made in the analytical solution). 
Whatever device is being modelled, it must be placed so that any material interfaces 
are spaced approximately one wavelength (or more) away from the nearest PML BC. 
Otherwise, evanescent waves emanating from the interface may affect the operation of 
the PML BC and affect the accuracy of the simulation. 
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Near the start of the simulation, a plane wave wave is launched from the top of the 
simulation domain. Since a plane wave is produced in only the one direction (towards 
the silicon slab), and there is no backward travelling wave, the plane wave source 
may be placed close the PML BC. For a transient simulation, the plane wave has the 
envelope of a pulse. The subsequent reflected and transmitted pulses are also shown. 
The electric fields are sampled at the bottom of the simulation domain, and written to 
file at each time step. 
For this simulation domain, the direction of propagation is -z, while the x andy 
directions are parallel to the plane of the silicon slab. Ordinarily, the cell size should 
be chosen in the range of 
(8.2) 
where An is the material wavelength in the most optically dense region of the simulation 
domain, and b..x t:..y t:..z are the x,y and z dimensions of a single, cubic, FDTD cell. 
For the undesirable case of coarse spatial sampling, b..x > >-n/10, the wave undergoes 
nonphysical exponential decay while propagating and the numerical phase velocity may 
exceed c, both leading to unreliable results. If it is desired to analyse devices containing 
materials no more optically dense than silicon (n 8 = 3.42), at frequencies up to the 
W-band (110 GHz), then maximum acceptable cell size is b..x = 79.9 pm. Here, a cell 
size of b..x = 37.5 IJ.m was chosen to meet this restriction, and provide convenient cell 
sizes for modelling VPBGF devices that it was intended to construct from 525 pm thick 
silicon 1 . 
The Courant stability criteria [195]was met by choosing a time step of 7.2212 x 
w-14s. This gave a Courant stability number of 0.6, well below the critical value of 
1.0, above which FDTD simulations become unstable. 
8.3.4 Validation results 
Two simulations were run in order to obtain the transmission coefficient of the silicon 
slab, one without the slab and one with. The same illumination was used in each case 
(a Gaussian pulse plane wave), and the transmitted electric fields were recorded for 
a "real time" of 500 ns, or 6924 time steps. The intensity of the transmitted electric 
fields are plotted in Fig. 8.6. The solid line is for the empty (air-filled) domain, while 
the dotted line is for the domain with the silicon slab. 
From the first principles of plane wave propagation, it may be seen that these 
pulses are qualitatively as expected. For example, the Gaussian pulse is launched 60 ps 
after the start of the simulation, and must then traverse 205 cells of FDTD space, 
equivalent to 7.69 mm, before it is detected by the field sampling routine. Assuming 
1The silicon fabrication task is part of on-going work and reported upon in this thesis 
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Figure 8.5 Visualisation of the FDTD simulation domain for the analysis of a slab of silicon. 
a propagation speed of c, this is expected to take 25.6 ps. It may be seen that in the 
empty simulation, the pulse is detected at 85.6 ps after the start. In the silicon slab 
simulation, the first of several pulses is detected 1.7 ps later, at 87.3 ps, because of 
the additional delay imposed by propagating through the 225 ~tm-thick silicon slab. 
Subsequent pulses arising from multiple reflections within the slab are delayed by a 
further 5.1 ps in each case, this being the time required to traverse the silicon slab 
twice. 
The discrete Fourier transform (DFT) of the pulses may be taken in order to 
yield the frequency response in Fig. 8.7. Details of the DFT algorithm may be found 
elsewhere [196]. The frequency resolution of the DFT is determined by the step size, 
and the number of time steps, according to the following relation 
(8.3) 
where N is the number of time steps input to the DFT algorithm. Usually, the fast 
Fourier transform (FFT) is used because it is faster than the DFT, although the re-
striction is that the algorithm only works for sequences that have a length that is a 
power of two, i.e. N = 2P, where p is an integer. Therefore, the 6924 steps produced 
by the simulation are zero-padded until the length reaches N = 8192 = 213 . Thus, tlf 
= 1.6904 GHz for the present simulation. 
It may be seen in Fig. 8. 7 that the frequency response of the silicon slab is weighted 
by the power spectral density of the incident wave, and therefore does not give the 
transmission coefficient directly. However, the two traces may simply be divided to 
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Figure 8.6 The recorded electric field amplitudes of a Gaussian pulse propagating in free space (a) 
and through a finite thickness silicon slab (b- e). 
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Figure 8. 7 The normalised electric field intensity as a function of frequency for a Gaussian pulse 
propagating in free space, and through a finite-thickness silicon slab. 
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give the desired transmission intensity coefficient T(f) as follows 
T(f) = Eyl (f)j Ey2(f), (8.4) 
where Eyl (f) is the transmission intensity of the free space pulse, and Ey2 (f) is the 
transmission intensity of the pulse after transmission through the silicon slab. These 
results are presented in Fig. 8.8. 
8.3.5 FDTD error estimation 
The error of the transient simulation technique may be estimated by comparison with 
the exact results given by an analytical or semi-analytical method, such as the T-
matrix method of section 6.2.1. The results are plotted in Fig. 8.8, with the FDTD 
and analytical transmission coefficients in Fig. 8.8(a), and a magnified view of the error 
in Fig. 8.8(b). The relationship between the fixed cell size (37.5J.tm), and the broad 
range of wavelengths excited by the pulse, is indicated by vertical bars indicating 
the thresholds of Ll.x ::::; An/10 and Ll.x ::::; An/20. The error is less than 1.5% until 
approximately 140 GHz, and is no greater than 2.2% up to 200 GHz. Therefore, this 
particular simulation setup could be expected to give results of sufficient accuracy 
for design purposes up to approximately 200 GHz, but with more accurate results 
suitable for comparison with experiment at theW-band measurement frequencies (70-
110 GHz). 
8.3.6 Extension to photonic crystals 
Now that an estimate of the confidence levels in the transient simulation technique 
has been developed, it is possible to turn to the analysis of photonic crystals. This 
section shows that the TEMPEST FDTD technique may be used to successfully model 
photonic crystals, by presenting the results of a simulation of a face-centred-tetragonal 
(fct) woodpile of the type proposed by Ho et al. [114]. 
The fct woodpile simulated here, shown as an inset in Fig. 8.9, comprises three 
unit cells of four layers of rods each, for a total of twelve layers of rods. Each layer is 
262.5 J.lm deep, and the rods are 400 J.tm wide, and separated by an air gap of 800 J.lm 
to give a period of 1.2 mm. The direction of propagation is normal to the stacking the 
direction. 
Figure 8.9 shows the simulated transmission coefficient of the woodpile stack for 
frequencies 0- 200 GHz, the range for which the simulations are sufficiently accurate for 
design purposes. For photonic crystals, the presence of a photonic band gap is indicated 
by a band of frequencies for which the transmission intensity is small (T < 0.01). For 
this woodpile, the lower edge of the photonic band gap may be seen at 110 GHz, while 
the characteristic Fabry-Perot ripple is evident frequencies below the band gap. Plotted 
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Figure 8.8 Comparison of FDTD and analytical predictions of the transmission coefficient for a 
225mum thick silicon slab (ns = 3.42). (a) The FDTD and analytical transmission coefficients are 
plotted along with an indication of the apparent spatial sampling rate in the FDTD calculation. (b) 
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on a log scale (not shown), the mid gap rejection rate is 51dB, which is consistent with 
the accepted -17 dB attenuation per unit cell [116]. These results provide additional 
validation of the FDTD code and further confidence in the results for the VPBGF 
structures. 
8.4 VPBGF PLATE DESIGN 
During the VPBGF plate design process, it is often necessary to adjust the dimensions 
(such as rod depth, width, period, refractive index, and number of layers thereof) so 
that the tunable features of the eventual device may be located within an experimentally 
observable frequency range, such as theW-band (70- 110 GHz). In this process, it is 
helpful to know the effect of increasing or decreasing any of the plate dimensions ahead 
of time. For example, it is known that for structures such as the fct woodpile of Ho et 
al., increasing the stacking periodicity will lower the band gap frequency [114]. Similar 
relationships are expected to apply to the VPBGF, and are found here to do so. 
The effect of varying each of the fixed plate dimensions is investigated, and the 
results are presented in band gap map format. Band gap maps are a concise method of 
showing how a the variation of parameter affects the frequency and width of a photonic 
band gap. A series of simulations is performed, with a single parameter being varied 
across the simulations. Regions of low transmission (T < 20 dB) are identified as 
belonging to a photonic band gap. 
All of the band gap maps in this section are plotted for a typical 6-plate (12-
layer) VPBGF. Unless otherwise stated, the device has a substrate refractive index 
of n 8 = 3.42 (the other medium is air, ni = 1), a period of A=l.2mm, plate depth 
of d = 525p,m, rod width of r = A/ 4 = 400p,m, and everywhere an equal separation 
between the wafers of d/2 = 262.5p,m. Since the device dimensions scale linearly with 
wavelength, and silicon exhibits minimal dispersion in the frequency range of interest, 
the frequency given is dimensionless, i.e. it does not have an absolute value in Hz, but 
is related to the dimensions of the structure, usually via A or d. 
8.4.1 Substrate refractive index 
The effect of increasing the refractive index contrast is illustrated in Fig. 8.10, where 
the plates are constructed from a dielectric having n 8 > 1, and the other medium is 
air ni = 1. The method of band gap map construction is illustrated in Fig. 8.10(a). 
The error in the location of the calculated photonic band gap edges in Fig. 8.10 (and 
following maps) is estimated to be ±3 dB and ±2 GHz, which is acceptable for the 
purposes of illustrating behavioural trends of these devices. 
For index contrast ratios below n 8 /ni rv 1.9, there is no observable gap; this is 
in line with existing observations for 3-D photonic crystals [114]. The TM band gap 
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Figure 8.9 Transmission intensity of a 12-layer silicon-air fct woodpile photonic crystal (pictured, 
inset), calculated using TEMPEST Finite Difference Time Domain (FDTD). 
does not open up until the index contrast reaches 2.5. It may be seen that there is a 
polarisation dependence that would be unexpected if the structure was infinitely thick. 
However, it has finite thickness, and the direction of the rods on the terminating faces 
of the crystal have an effect on the properties. Therefore, the remainder of the results 
in this section will include both polarisations. Overall, increasing the index contrast is 
seen to draw the band gap lower in frequency. This is attributed to the effective size 
of the structure appearing larger as the material wavelength shortens. It is reported 
in the literature that increasing the size of the unit cell of a woodpile reduces the 
band gap frequency [114], therefore this behaviour is not unexpected. The influence 
of the refractive index may be exploited to create a tunable device, by flooding a 
structure (constructed from a material having fixed-refractive index) with a fluid having 
a variable refractive index. For example, the refractive index of "liquid crystals" may 
be controlled by the application of an electric field. This method has already been 
reported in conjunction with photonic crystals [131) 
Returning to the VPBGF, the main point of this section is that a substrate with a 
refractive index of at least 1.9 must be chosen (assuming that the other medium is air , 
ni = 1). Otherwise no band gap will form. Aside from that, there is great flexibility in 
the choice of material, and other criteria such as low loss and low dispersion become 
important. For example, silicon (ns = 3.42) is practically lossless and has low dispersion 
at terahertz frequencies. 
For a silicon-air structure (n8 /ni = 3.42) having the dimensions in the caption to 
Fig. 8.10, the band gap is centred at 125 GHz, which is outside of theW-band range 
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Figure 8.10 Band gap maps showing the effect of varying the refractive index contrast. The device 
simulated here has six plates (12 layers of rods). The rods have period A = 1200 J-Lm, width r = 
400 J-Lm, and depth d/2 = 262.5 J-Lm. The plates are equally separated by 8 1 = 8 2 = d/2. The substrate 
refractive index is varied in the range 1.5 < ns < 4.0 while keeping constant the refractive index of 
the other medium (air, n; = 1). (a) The simulations from which the band gap map is constructed 
(TM only). A filled polygon is drawn between the points that represent the upper and lower edges 
of the photonic band gap; (b) The resulting band gap map (rotated by 90° with respect to (a)). The 
refractive index contrast of a silicon-air device is indicated by the dashed vertical line. 
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(70- 110 GHz) in which it is desired to measure a prototype. This situation could be 
marginally improved to 112 GHz (the lower band edge would be within theW-band) 
by finding a material with a higher refractive index of 4.0, however this is not a trivial 
exercise. Instead it is preferable to stay with the choice of a silicon substrate, with all 
of the advantages thereof (low loss, low dispersion, micromachinable), and investigate 
how the device dimensions, such as the width of the rods, may be adjusted in order to 
bring the band gap into theW-band measurement range. 
8.4.2 Rod width 
The effect of increasing the rod width r (and hence fill factor~) is shown in Fig. 8.11. 
As the rod size increases, the centre frequency of the band gap is drawn down in 
frequency. The effect is most noticeable for small rod widths (r < 0.1A). Since there 
can be no band gap if there are no rods, the width of the band gap reduces as the rod 
width approaches zero. The exact point at which the band gap is extinguished is not 
identified by the present simulations due to the finite cell size of the FDTD lattice. Rod 
widths greater than A/2 are not investigated because these structures cannot interlock, 
and it is desired here to investigate tuning methods that arise when the plates are able 
to interlock. 
A typical rod width for a woodpile is 25% of the rod period, or r = A/4. The 
centre frequency of the band gap for the simulated device (see caption of Fig. 8.11 for 
dimensions) is 125 GHz, with aTE band width of 25 GHz. For this device If the rod 
width was halved to r = A/8, then the centre frequency would rise to 150 GHz. Thus 
the rod width may be adjusted to place the centre of the band gap anywhere in the 
F-band2 (120- 150 GHz), yet not require overly thick rods. However, it is desired to 
measure the device in theW-band (70- 110 GHz), so it appears necessary to increase 
the rod width. 
At the maximum thickness of 50% of the period, the centre frequency of the band 
gap is 100 GHz, which falls into theW-band range as desired. However, there are some 
problems with using such thick rods. Firstly, if the substrate is at all lossy, then having 
such a high concentration of dielectric material in the device will cause it to have a 
higher insertion loss than an equivalent device with thinner rods. Note that the effect 
of loss in the substrate is not explored here, since it is possible to obtain high-resistivity 
(R > 5000 !1-cm) silicon that is practically lossless [16]. Secondly, with such thick rods 
it would no longer be possible to shift the plates laterally, and this would eliminate 
a potential tuning method. Therefore, it is necessary to investigate whether a typical 
rod thickness of r = A/ 4 may be maintained while other plate dimensions are adjusted 
to bring the centre frequency of band gap into theW-band range. 
2 The F-band designation is used elsewhere for alternative frequency ranges, and should not be 
confused. 
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Figure 8.11 Band gap map showing the effect of varying the rod width. The device simulated here 
has six plates (12 layers of rods). The rods have period A= 1200 Mm and depth d/2 = 262.5 f.tm, but 
the width is varied from 0 < r /A < 0.5. The plates are equally separated by 81 = 82 = d/2. The 
substrate refractive index is silicon (ns = 3.42) while the other medium is air (ni = 1). 
8.4.3 Rod depth and period 
Increases in either the rod depth or period also cause the band gap to drop in frequency. 
The band gap map in Fig. 8.12 shows the drop due to increasing the rod depth, while 
holding the period constant. This is consistent with the literature [114]. It should 
be emphasised that while a rod depth to period ratio is plotted on the independent 
axis, the use of the ratio is not intended to imply that an increase in the period raises 
the actual band gap frequency. In fact, by recasting the same data in terms of the 
reciprocal ratio, it may be seen in Fig. 8.13 that an increase in the period (relative to 
the depth) also causes the band gap frequency to drop. Note that the dimensionless 
frequency F is defined differently in Figs. 8.12 and 8.13 (see the captions). 
These relationships are useful to know, because it suggests a flexibility in fixing 
fabrication parameters. For example, if given a fixed wafer thickness, e.g. due to 
availability, the period may be adjusted place the band gap within a frequency range 
for which measurement equipment is available. For example, given lOOmm diameter 
silicon wafers having a (standard) thickness of 525 J.Lm, then without thinning the wafer, 
the rod depth would be fixed at 262.5 J.Lm. Specifying a rod width equal to 0.25A, the 
band gap of this six-plate device could be placed in theW-band (70- 110 GHz) setting 
the period to approximately 1.5mm- 1.8 mm, or in the F-band (120- 150 GHz) by 
choosing a period of approximately 1.4mm- 1.2 mm. If the period was even further 
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Figure 8.12 Band gap map showing the effect of varying the rod depth to period ratio (d/ A)). The 
device simulated here has six plates (12layers of rods). The rods have period A 1200 p,m and width 
r 400 p,m, but the plate depth (twice the rod depth) varies over the range 0.3 < d/ A < 1.7. The 
plates are equally separated by a half rod depth s1 s2 = d/4. The substrate refractive index is silicon 
(ns 3.42) while the other medium is air (n; 1). The dimensionless frequency F is defined with 
respect to the rod period A. 
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Figure 8.13 Band gap map showing the effect of varying the rod period to depth ratio. The device 
simulated here has six plates (12 layers of rods). The rods have period A= 1200 J-tm and and width r 
= 400 J-tm, but the plate depth (twice the rod depth) is varied over the range 0.5 < A/d < 3.7. The 
plates are equally separated by s1 = s2 = d/2. The substrate refractive index is silicon (ns = 3.42) 
while the other medium is air (n; = 1). The dimensionless frequency F is defined with respect to the 
rod depth d. 
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reduced (A= 500 p,m), the band gap could be placed as high as 250 GHz. 
8.4.4 Number of plates 
The effect of increasing the number of layers is shown in the discrete-valued band gap 
of Fig. 8.14. The effect of increasing the number of plates is to produce photonic band 
gaps at lower frequencies. For the simulated structure (see caption to Fig. 8.14 for 
dimensions), photonic band gaps may be achieved with as few as just 3 plates (6layers 
of rods) at 112 GHz (dimensionless frequency F = 0.45), but would require 12 or more 
at 30 GHz (F = 0.12). Since the band gap frequency is referenced to the period, it 
may be seen that a device with a larger period will require fewer plates to exhibit a 
band gap at a particular frequency. This is useful because it allows a compact device 
having less plates to be produced by virtue of having a large rod period. In order to 
shift the frequency of the 6-plate device down slightly from 112 GHz so that it was 
in the W-band (70 - 110 GHz), then the period could be increased from the current 
1.2 mm to in the range 1.5 - 1.8 mm, as described in section 8.4.3. 
8.5 VPBGF ACTUATION SCHEMES 
In order to tune the VPBGF "on-the-fly", the plate separation and lateral position may 
be varied during operation. There are a great many degrees of freedom in the actuation 
of a VPBGF, and it is not possible to cover them all in this initial investigation. 
However, an understanding of the capabilities of the VPBGF concept may be derived 
from investigating the basic schemes presented here. 
Before proceeding, it is useful to illustrate at least one possible method for achieving 
control over plate separation in a real device. For example, plates constructed with 
integral mounting lugs (such as in Fig. 8.2) could be "threaded" onto a set of rods, as 
shown in Fig. 8.15. Some of the rods would act as guide rails for alignment, whilst 
others would be attached to the lugs and actuated in order to adjust the stack. 
Using such an actuation scheme, the plate separations could be arranged according 
to a number of schemes. Four basic tuning schemes (all novel) are presented in Fig. 8.16. 
In order to emphasise the movements, the details of the gratings are omitted. The 
initial position of the device is shown in Fig. 8.16(a), where the plates are evenly 
spaced by s = d/4 and partially interlocked. Expanding and contracting the stack, 
whilst maintaining equal plate separations, gives the "unison" mode in Fig. 8.16(b). 
Shifting only "every second plate" gives the unequal spacings seen in Fig. 8.16(c). 
Fixing the separation between all plates, except for two in the middle of the stack, 
gives the "two groups" mode of Fig. 8.16(d). Adjusting not the separation distance, 
but the lateral alignment, gives the "lateral shift" mode of Fig. 8.16(e). A key to the 
8.5 VPBGF ACTUATION SCIIEMES 
0.5 
X X l X J I I 1 I I I l 
0.4 f-
X X X l l I t X I I 1 
0.3 f-
0.2 f- 8 ! I I I I I I I 
0.1 -
A= 1.14d 
I I I I I I I I I I I I I I I I I I 0 4 6 8 10 12 16 20 24 48 
3 5 7 9 11 15 19 23 47 
Number of Plates (N) 
211 
Figure 8.14 Band gap map showing the effect of increasing the number of plates in the VPBGF. 
The devices simulated here have between 3 and 48 plates (6 and 96 layers of rods). The rods have 
period A = 1200 p,m, width r 400 p,m, depth d/2 = 262.5 /-liD. The plates are equally separated by 
a half rod depth 81 = 82 = dj4. The substrate refractive index is silicon (ns = 3.42) while the other 
medium is air (n; = 1). The dimensionless frequency F is defined with respect to the rod period A. 
Figure 8.15 The VPBGF device could be actuated by threading the plates onto a series of rods, 
some of which will move the plates, others which will simply keep the stack aligned. 
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symbols is provided in Fig. 8.16(f). Some basic properties of device tuning using these 
different actuation methods are presented in the rest of this section. 
8.5.1 Unison 
The unison mode of operation allows the band gap to be shifted up and down in 
frequency. This is achieved by expanding and contracting the VPBGF in the manner 
of an accordion, all the while ensuring that the separation between plates is uniform 
throughout the device. This may be illustrated by the three unit cells that have been 
drawn in Fig. 8.17. The direction of propagation is normal to the stacking direction. 
The grating vector K is defined with respect to the grating on the top face of the 
device. The period of the rods is A. The unit cell corresponds to a stack of a half plate, 
a full plate, and another half plate, to give two plates (N = 2) in total, or four layers 
of rods. Typically a device would be at several unit cells thick, and full plates would 
be used at the top and bottom of the stack, rather than half plates suggested by the 
bulk unit cell. 
In Fig. 8.17(a) the separation is 8 = 0, giving an overall height of d. At this 
separation, the VPBGF appears as a simple st woodpile with a period equal to half 
that of the rods, A/2, and the volumetric fill factor ~ is at its highest, equal to 2r /A, 
or twice the rod width to period ratio. In this position the structure has the highest 
effective refractive index of all the separations. 
As the plate separation is increased, the micro cavities of air in the structure grow 
in size. The rods remain partially interlocked until the separation becomes equal to 
the rod depth, at 8 = d/2 as shown in Fig. 8.17(b). At this separation, the volumetric 
fill factor ~ is the half of the previous value, and now equal to the rod width to period 
ratio. The overall height of the unit cell has doubled, to 2d. 
The rods do not necessarily need to remain interlocked, and once the separation 
depth exceeds the rod depth, it is said that the plates are "separated". An example is 
shown in Fig. 8.17(c) for the case of a separation distance equal to the plate thickness, 
8 = d. The separation distance has been doubled, but the overall thickness only 
increases by 50% and~ falls to two thirds of the rod width-period ratio. Thus the rate 
of change of volumetric fill factor is greatest for the separation distances less than the 
rod depth. 
The operation of a unison-mode device is summarised in the band gap map of 
Fig. 8.18. The particular device is constructed with six plates, having a period-depth 
ratio of 2.29. It may be seen that the device is sensitive to the polarisation, since 
the band gap in the TE polarisation opens up at smaller separations than for the 
TM polarisation. This is attributed to having an even number of layers in the stack 
which causes the exposed layers of rods on the top and bottom surface to have the 
same orientation, preventing the 90° rotational symmetry required for TE and TM 
8.5 VPBGF ACTUATION SCHEMES 213 
(a) DDDDDD Initial position 
(b) Unison 
(c) Every 2nd layer 
(d) DOD Two groups 
(e) Lateral Shift 
(f) 
Key: D Fixed wafer 11 Moving wafer ~ 
~ Same spacing IIIIIIJ I ,.., Move in group 
Figure 8.16 Four schemes for tuning the VPBGF "on-the-fly". For clarity, details of the gratings 
are omitted, but it is understood that the gratings are, for the most part, interlocking. The initial 
position of the stack is given in (a), while the four schemes are given in (b)- (e). A key to the symbols 
is given in (f). 
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Figure 8.17 Three representative unit cells for the "unison" mode of actuation. The spacing between 
all adjacent layers is always the same throughout out the device, so as the separation is varied, the 
height of the unit cell varies too. (a) 8 = 0, (b) 8 = d/2, (c) 8 d. 
polarisation invariance. The sensitivity is expected to reduce if an odd number, or a 
larger number, of plates is used, although these are not explored here. 
For the interlocked plates, there are two different band gaps, one just above F 0.2, 
and one just below F 0.3. In the separation region, the two bands merge at sepa-
rations s / d > 0. 7. This is a single band that has been split in two by a broad defect 
mode transmission resonance. The broadness of the defect is consistent with there 
being many layers of defects. For separations less then the rod depth, the defect arises 
from the interlocking rods, while for separations greater than the rod depth, the defect 
arises from the extra air gaps between layers. 
While the upper band edge is relatively constant, the three other band edges may 
be seen to decrease in frequency by about 0.076F over the range of separations studied. 
For W-band device with d 525 J.Lm, this would correspond to a shift of about 4 GHz, 
from 114- 110 GHz. The band edge shifts down in frequency because the stacking 
periodicity of the structure has increased. 
Unfortunately, the unison mode does not produce a great deal of tuneability, and is 
further disadvantaged by requiring N-1 separate actuators, where N is the number of 
plates. This would result in a complicated, and therefore expensive, mechanical design. 
8.5.2 Every-second-plate 
In the "every second plate" mode of operation, only one actuator is required and · 
the width of band gap may be considerably altered. Since only every second plate 
is moved, the device thickness varies a great deal less than the unison mode. Three 
representative unit cells are shown in Fig. 8.19, where it may be seen that a higher-
s=d 
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Figure 8.18 The operation of a unison-mode VPBGF. The defect layers created by the variable 
separation give a defect mode that splits the band for separations up to sjd = 0.7. The uppermost 
band edge is relatively constant in frequency, but the other edges show a downward shift as the 
separation increases. 
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than-average refractive index defect layer is created at the bottom of the unit cell where 
the rods interlock, while a lower-than-average refractive index defect layer is created 
at the top of the cell in the air gap. Thus, both higher-than-average and lower-than-
average refractive index defect layers are present together in both the settings shown 
in Figs. 8.19(a,b). In Fig. 8.19(c), there is no defect layer. 
The band gap map for the "every second plate" mode of operation is plotted in 
Fig.8.20. For s/d 0.5, the structure and band gap are the same as for unison mode. 
Again, there is a single band split by a broad defect mode transmission resonance. 
However, for this device, there are important differences in the performance. For the 
TE polarisation, the defect mode is clearly associated with the upper band edge, and 
is therefore caused by a defect that adds (donates) substrate material. This is then the 
mode that is associated with the overlapping rods at the bottom of the unit cell, since 
this is the densest point in the structure. With increasing separation, this overlapping 
layer gets thinner, and the defect mode moves further towards the middle of the band 
gap, becoming a "deep" donor defect. 
For the TM polarisation, the defect mode is more closely associated with the lower 
band edge. This then is an acceptor, associated with the air defects. As the separation 
increases, the air layer also becomes thinner, and the defect mode moves to the centre of 
the band gap and shrinks in width. Since the TM band gap disappears below s = O.ld, 
this device could be used to modulate the TM polarisation, i.e. switch it "on" and 
"off". For filtering, it would be more useful to have a tunable narrow passband, but 
unfortunately, the defect modes produced in the unison and every-second-plate modes 
are too broad for this purpose. 
8.5.3 Two-groups 
The width of a defect mode resonance may be narrowed by decreasing the number 
of similar defects in the structure. In the "two groups" mode of operation shown in 
Fig. 8.21, the wafers are actuated such that only the teeth at the interface between the 
two groups interlock, and therefore there is only one layer of defects. In Fig. 8.2l(a) a 
maximally-thick defect layer is created by fully interlocking the rods on the faces of the 
two groups. The two groups are shaded differently from each other to aid identification. 
In Fig. 8.2l(b), a slightly thinner defect layer is shown, for the case where the separation 
between the two groups is s d/4. 
Such a defect mode has not been studied in the literature before, although the 
related planar air cavity defect has been investigated by a number of authors [186, 197]. 
The present work is an extension to these studies, but the nature of the defect is 
fundamentally different. Within the planar air cavity, the index of refraction is lower 
than the average value for the crystal, whereas for the VPBGF two-groups defect, the 
defect has a higher effective index of refraction than the rest of the crystal and the 
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Figure 8.19 Three representative unit cells for the "every second plate" mode of actuation. The 
separation distances on either side of each layer always add to a constant value, in this case d. The 
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Figure 8.21 Unit cells of a stack actuated in the "two groups mode" to produce a central 
defect layer ·with a higher-than-average refractive index. (a) .s 0 for maximum-thickness defect layer, 
(b) s d/4 thinner defect layer. 
defect periodicity is twice that of the supporting photonic crystaL Such double-period 
higher-than-average refractive index defects appear to be of use in applications such 
as wide-field-of-view photonic crystals [198], although the angular dependence of the 
VPBGF is not explored here. 
Two devices are studied in this section- one constructed from dielectric (silicon), 
and one constructed from a perfect electrical conductor (PEC). Since it is desired to 
asses the quality factor (Q) of the defect mode transmission peaks, the transmission 
coefficients are presented directly. 
8.5.3.1 Silicon devices 
The transmission intensities of the silicon device in two positional settings are presented 
in Fig. 8.22, with TE in Fig. 8.22(a) and TM in Fig. 8.22(b). The 0 Jl.m shift corresponds 
to the middle wafers being fully interlocked, while the 130 Jl.m shift corresponds to a 
separation of half the rod depth. 
For both TE and TM there is a tunable defect mode associated with the lower 
band edge. ForTE there are two peaks labelled TE1 and both narrow, and one 
has good transmission. This split peak is symptomatic of strong coupling, and being 
associated with the lower edge it arises from the air layers. This peak is therefore not 
unique to the two groups mode, and related peaks may indeed be seen in other VPBGF 
structures (for example Fig. 8.10 for 3.0 < n 8 < 3.5). This defect most probably arises 
from the top and bottom surfaces of the structure, and hence the double peak that 
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indicates good coupling. The TM defect mode at the lower band edge is too broad to 
be of use for a narrow band filter. 
The more interesting feature, particularly for TE, is the defect mode transmission 
peak located just below 150 GHz (TE3), and surrounded on either side by stop band. 
The shift in this peak is minimal, approximately 1 GHz. A similar shift is seen for the 
equivalent TM peak. There are some more interesting features at higher frequencies, 
but the simulations are not necessarily reliable, and these would need to be investi-
gated by enlarging the structure to bring the TM peaks at around 150 GHz down to 
117 GHz or below, where confidence may be had in the simulation results. Alterna-
tively, if suitable measurement equipment was available, they could be investigated 
experimentally. 
8.5.3.2 Metallic Devices 
Metallic photonic crystals are known to reject long wavelengths [199], which would be 
useful for isolating the defect mode transmission resonances of the two groups structure. 
In this study, the metal was modelled as a perfect electrical conductor [124]. Using the 
same dimensions as the dielectric structure resulted in a device that only transmitted 
near 150 GHz. The period of the structure was doubled (giving period A = 2.4 mm, 
rod width r = 800 J-Lm, but maintaining rod depth dl2 = 262.5 J-Lm) to bring these 
transmission peaks down to a frequency range for which there was good confidence in 
the simulation technique. The transmission coefficients of the enlarged structure are 
presented in Fig. 8.23, with the TE response in Fig. 8.23(a) and the TM response in 
Fig. 8.23(b). 
ForTE, there is no peak in the fully interlocked position (0 J-Lm), but small double-
peaked transmission resonances develop when the separation is increased. Due to 
frequency-resolution limitations imposed by the time-step of the FDTD simulations, 
it is difficult to assess the peak transmission of these defects, however, looking at the 
inset in Fig. 8.23(a) it does not appear to approach unity. 
For TM, there is a strong peak at 116 GHz at full interlock (0 J-Lm). As the 
separation is increased to the rod depth (262 J-Lm), the peak shifts down in frequency 
by a considerable 8 GHz. The Q of this peak, defined as the centre frequency divided by 
the full-width-half-maximum (FWHM), is 38 (given by 116 GHz I 3 GHz). The shift-
to-FWHM ratio is 2.7 (given by 8 GHz I 3 GHz). Importantly, this peak may be shifted 
by an amount greater than its width. The sensitivity of the shift is 8 GHz I 262 J-Lm, 
or 30 GHzlmm, although this figure is less useful since it is specific to the operating 
wavelength. 
The metallic two-groups filter is a polarising filter with a good tuning range for 
the TM polarisation, and it has a narrow peak with the higher Q (38) than for the 
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Figure 8.22 Transmission intensity of a silicon VPBGF operated in the "two groups" mode. The 
0 11-m shift position corresponds to full interlock of the rods in the middle layer (between the two 
groups), while the 130 11-m shift position corresponds to a separation of one half of a rod depth. (a) 
TE polarisation, (b) TM polarisation. 
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Figure 8.23 Transmission intensity of a perfect electric conductor (PEC) VPBGF operated in the 
"two groups" mode. The 0 J..tm shift position corresponds to full interlock of the rods in the middle 
layer (between the two groups), the 262 J..tm shift position corresponds to a separation of a rod depth, 
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is an air gap between the groups. (a) TE polarisation, (b) TM polarisation. 
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dielectric device. Of the devices presented so far, it would probably be the most useful 
as a filter. However, there is still one more mode to investigate. 
8.5.4 Lateral shift (metallic structure) 
The "lateral shift" mode of operation is the last to be considered here, and is shown in 
Fig. 8.16(e). This mode of operation has not been reported in the literature, although 
it is a natural conclusion of the discussions of creating disorder in photonic crystals 
and is therefore well founded. It bears some similarities to tunable evanescent grating 
couplers [200], although they are always dielectric structures and the device considered 
here will be constructed from metal, in one case to take advantage of a particular 
microcavity transmission resonance associated with metallic photonic crystals. 
Since the grid is periodic, it can be represented by the unit cell of Fig. 8.24. The 
two plates are shown as they would be in a device in Fig. 8.24(a), while the unit cell 
itself is represented in Fig. 8.24(b). The actual device comprises some 400 of these unit 
cells, arranged in a square of 20 by 20 unit cells. For the demonstrated device, the 
width of the unit cell is 1.8 mm, with each rod within the unit cell being 0.4 mm wide, 
and 0.5 mm thick. Each plate is 1 mm thick. 
The lateral shift method of tuning is further illustrated in the plan view of the unit 
cell shown in Fig. 8.25. The lateral spacing between the two sets of inner, interlocking 
rods is varied by a shift of the top plate (in this illustration, the white plate is shifted 
horizontally while the grey plate remains unmoved.) The position of the outer rods 
is not adjusted because it does not affect the tuning, although the supporting results 
are not presented here. It is expected that the greater the movement of the plates, the 
greater the shift of the narrow transmission peak. Since the shifted structure has two-
fold rotationally symmetry (looking at the plan view), the maximum useful movement 
is a half period, A/2 = 900 J..Lm. From the symmetry, the performance at any shift 
s1 is the same at the equivalent shift of 82 = (A- 81)· For example, shifts of 81 = 
200 J..Lm and 82 = 1600 J..Lm are equivalent in terms of the electromagnetic behaviour of 
this structure with A = 1800 J..Lm. 
The magnitudes of the simulated transmission coefficients of the two-plate metal 
device are shown in Fig. 8.26 for two positions. For the TE polarisation shown in 
Fig. 8.26(a), there is no appreciable transmission below about 170 GHz in the initial 
position (0 J..Lm), and only very low levels of transmission above 110 GHz for the shifted 
position. Whereas, Fig. 8.26(b) shows that there are definite transmission peaks in 
the W-band (70 - 110 GHz). This polarising property is useful in communications 
systems where it is desired to double the data rate by transmitting separate channels 
on orthogonal (linear) polarisations. The TE polarisation would be rejected, whilst the 
TM polarisation would be received, and filtered. The number of wavelength division 
multiplexed channels that could be selected between by the device depends on the 
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(a) Variable filter (b) Unit cell- gridded area 
Figure 8.24 The unit cell of the gridded area of the variable filter. (a) plate orientation, (b) unit 
cell. The approximate size relative to the design wavelength .>., the direction of propagation, and the 
direction in which the plate positioning is adjusted, are indicated. 
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Figure 8.25 Plan view of the unit cell of the lateral shift method of tuning. (a) initial position (0 J-Lm 
shift), (b) example of one of the shifted positions (450 J-Lm shift). 
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nature of the TM pass bands. 
In the initial position (OJLm), the device exhibits a TM passband at approximately 
81 GHz (TM1). In the shifted position (450JLm), the passband (TM2) is shifted by 
3.5 GHz to 77.5 GHz, giving a tuning sensitivity of 3.5 GHz/450 JLm, or 7.8 GHz/mm. 
The 3.5 GHz tuning shift is less than the 5.6 GHz FWHM of the TM1 peak, giving 
a low ratio of shift-FWHM of 0.6, approximately one quarter of the 2. 7 achieved by 
the two-groups device. The disturbance to the regular periodicity also creates a defect-
mode transmission peak at 104 GHz (TM3). The quality factor (Q) of the peaks is 
revealed more clearly in the expanded-frequency-scale, log-magnitude plot of the TM 
transmission intensity, shown in Fig. 8.27. Both the main peak (TM1 at 0 JLm shift, 
and TM2 at 450 JLm shift) and the defect mode peak (TM3) are relatively broad and 
therefore have low Qs. The Qs of the main peaks are 14 for TM1 and 19 for TM2, 
while the defect mode Q is slightly higher at 23. These Qs are approximately half of 
the equivalent two-groups device. 
As for the "two-groups" device, choosing metallic construction results in the rejec-
tion of all frequencies from DC (OHz), to the passband. The single-peak nature of the 
passband is due to there being only two plates (and therefore only one micro-cavity 
in between) in the device. If the number of plates was increased, the passband would 
split into several distinct peaks, with the number of peaks being equal to (N -1 where 
N is the number of plates in device [124]. There may be multi-channel communi-
cations or multi-band spectroscopy applications in which multiple tunable peaks are 
advantageous, however these structures are not explored here. 
Whilst a "two-groups" device is predicted to give the greatest shifts and the highest 
Qs of the several tuning methods presented in this section, the "lateral shift" device 
has advantages in its simplicity of construction (only two plates required), and in the 
high transmission of the single tunable peak (OdB). As such, it is an ideal device with 
which to perform an initial experimental demonstration and validation of the VPBGF 
concept. 
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Figure 8.26 Simulated transmission intensity of a metallic VPBGF operated in the "lateral shift" 
mode with only two plates. The 0 !Jm shift position corresponds to the usual lateral alignment of the 
rods, while the while the 450 fJffi position corresponds to a lateral shift of one quarter period (A/4). 
(a) TE polarisation, (b) TM polarisation. 
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8.6 LATERAL SHIFT PROTOTYPE DEMONSTRATION 
A lateral shift filter was demonstrated in theW-band, using the equipment and pro-
cedures described in this section. It was constructed from two identical aluminium 
plates, one of which is shown in Fig. 8.28. The "operative" part of the device is the 
gridded area, with the surrounding solid metal surfaces present for mechanical support, 
mounting, and actuation purposes. 
8.6.1 prototype construction 
The prototype PEC lateral shift device was constructed from aluminium alloy plates 
(for pure aluminium, which has similar electrical properties,the room temperature con-
ductivity is o-(S/m) = 3.72x107 , while at 100 GHz the penetration depth is 11 J-Lm [69]). 
Metals may be considered to be PEC at terahertz frequencies, because this is several or-
ders of magnitude below the plasma frequency (in the UV). Above the plasma frequency 
metals become significantly lossy and dispersive, but below, they may be accurately 
considered as lossless PECs. One of the plates is shown in Fig. 8.28. The plates are 
60 mm by 40 mm in outside dimensions, while the rods are 400 J-Lm wide on a period 
of 1800 J-Lm. These dimensions were just large enough to enable plates for a proto-
type to made with conventional milling. Each plate was milled from a single sheet, so 
that the grids were joined. Unfortunately, due to the tolerance of the milling machine 
(±0.1mm) and the small feature size, the rod width varied by up to 50%, far in excess 
of the sub-micron precision afforded by micromachining processes. Howevever, none of 
the grids were broken and the overall quality was sufficient for this measurement task. 
8.6.2 Experimental setup 
TheW-band test equipment was used in a similar manner to the VADR experiments. 
The setup presented in Fig. 8.29 was used to measure the magnitude ofthe transmission 
coefficient of the filter at frequencies between 67 and llOGHz (W-band), in order to 
quantify the desired filtering action. A pyramidal horn antenna was excited by a 
synthesised sweeper and up-converter to produce -15dBm signal power in theW-band. 
A vector network analyser measured full S-parameters, from which the transmission 
coefficient was extracted. The transmit and receive horns were separated as widely as 
possible within the constraints of the equipment, by approximately 25.\, to ensure as 
planar wavefront as possible at the device. 
A special setup was developed specifically for this experiment to allow for the 
correct plate alignment and separation, and enable the required lateral movements in 
the experiment. Each plate was fixed over a "tufnel" aperture, using the integrated 
mounting lugs and brass screws. One of the holders was fixed in position, while the 
other was actuated by a three-axis differential micrometer-driven translation stage. A 
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Smm 
Figure 8.28 The variable filter comprises two plates like the one shown here. The plate is constructed 
from aluminium using conventional milling techniques, and the central area is patterned with two 
orthogonal grids, having a photonic band gap structure. The surrounding plate is used for mechanical 
support and the three holes at each end are for mounting purposes. 
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Figure 8.29 The W-band (67- 110 GHz) measurement setup, showing the relative orientation of 
the horn antenna and the filter structure. 
8.6 LATERAL SHIFT PROTOTYPE DEMONSTRATION 229 
photograph of the mounting set-up is presented in Fig. 8.30. Tufnel was chosen for the 
holders because it was desired to minimise the number of reflective metal surfaces in 
the vicinity of the device, especially for surfaces that would be hard to protect with 
absorbing foam (such as the inside faces of the holders). 
A photograph of theW-band test equipment with the VPBGF plates in position 
is shown in Fig. 8.31. It was necessary to raise the height of the horn antennae rela-
tive to the test platform to accommodate the VPBGF mounting arrangement. This 
involved placing 10 mm thick spacing blocks between under the translation stages 
of transmission-reflection (Tx-Rx) modules, and reversing the height-adjustable angle 
bracket that holds the platform to which the modules attach. A slight "droop" at the 
rear of the modules was corrected with 1 mm thick plastic washers. These adjustments 
have been made, but are not shown, in Fig. 8.31. During the experiments, extra ab-
sorbing foam is added to the top and back of the setup to enclose the device and horns 
and prevent stray reflections from nearby equipment. This is in addition to the foam 
coverings on the holders and translation stage. 
8.6.3 Experimental procedure 
TheW-band apparatus was calibrated using the same line-reflect-line (LRL) waveguide 
calibration method described in Chapter 5. The entire experimental setup, including 
all holders and absorbing foam but excluding the VPBGF plates, was assembled and 
the S-parameters recorded for 256 frequencies between 67- 110 GHz. The structure 
was then assembled with the plates in the TE polarisation, and S-parameters recorded 
at the same frequencies, for two shifts (0 and 450 J.Lm). The plates were remounted with 
the TM polarisation that was expected to give the tunable peaks, and the measurements 
repeated. 
In order to ensure that the separation distance was accurately set, on the verge 
of interlocking, the two plates were brought into intimate contact with slight pressure. 
This did not damage the grids because each plate was supported by a solid surround 
that would have taken much of the load. In order to change the lateral shift, the 
plates were drawn apart slightly to release the pressure, and therefore avoid scraping 
the mating surfaces or disturbing the alignment of the plates to their holders. 
8.6.4 Results 
The first result obtained was the transmission characteristic of the test environment 
with all the mounting equipment and absorbing foam in place, and this is presented in 
Fig. 8.32. At 70 GHz, there is 8 dB of loss in the test setup, while at 110 GHz there 
is 11 dB. This 3 dB difference is attributed to the greater diffraction of the beam at 
higher frequencies. There is 1 dB of ripple, which is attributed to unwanted reflections 
within the test environment. 
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Figure 8.30 The mounting arrangement for the VPBGF lateral shift experiments in the W-band 
(70 - llO GHz). Each of the two aluminium VPBGF plates is mounted onto a separate "tufnel" 
holder . One of the holders is fixed in position whilst the other is actuated by a three-axis differential-
micrometer-driven translation stage. Each of the holders had a aperture to allow free passage of the 
beam. 
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Figure 8.31 TheW-band test kit with VPBGF mounted in between the horn antennae. During the 
experiments, extra absorbing foam is added to the top and back of the setup to enclose the device and 
horns and prevent reflections from the surrounding test platform (not shown). 
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Figure 8.32 The magnitude of the measured transmission coefficient, for the test setup without the 
VPBGF, at frequencies of 67- llOGHz. 
Subsequently, the device was measured in the 0 and 450 f.J,m shift positions for TM. 
The raw magnitude data had the test environment loss subtracted, to give the results 
in Fig. 8.33, with the 0 f.Lm shift in Fig. 8.33(a) and the 450 f.J,m shift in Fig. 8.33(b). 
The simulated results are plotted as well, for comparison. The measured results match 
the simulated behaviour, including the presence of the defect-mode resonance in the 
450f.J,m shift position. The measured peak shifts down 1.7 GHz (from 80.5 - 78.8), so 
the movement is not as pronounced as in the simulations (3 "' 4GHz shift). The Q of 
the main peak is approximately eight. A defect mode resonance is also visible in the 
measured results for the 450f.J,m shift position, although it is located at 98GHz (6 GHz 
lower than in the simulation). The oscillations in the second stop band are most likely 
due to imperfections in the structure, and reflections in the test environment. The loss 
at the peak is 1 dB. 
Plotting the two measured transmission coefficients gives a better impression of the 
experimentally-achieved shift; this is presented in Fig. 8.34. W-band measurements, 
particularly in free-space, are challenging, and the results given here represent a good 
degree of agreement between theory and experiment. 
8.7 SUMMARY 
A novel layer-by-layer photonic band gap filter (VPBGF) was proposed and investi-
gated. The filter was tunable "on-the-fly" because it had layers of interlocking teeth, 
that could be moved during operation. It was shown to have potentially useful char-
acteristics such as a tunable stop band (frequency, and width) and tunable narrow 
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pass-bands. 
The frequency of the tunable band gap and pass-bands may be located within 
the desired range of frequencies (such as theW-band 70- 110 GHz) by adjusting the 
fabrication parameters of the plates that comprise the device. Increasing the effective 
structure size, relative to the material wavelength, caused the band gap to drop in 
frequency as expected. 
Several schemes for setting and varying the plate separation were presented, and 
each provided a unique method of tuning. The most successful were the two groups 
method, and the lateral shift method, both of which produced narrow tunable pass band 
peaks. The two groups method had a higher Q (38) than the lateral shift mode (19). 
Since the latter required less plates, it was investigated experimentally in theW-band, 
and the measurements were shown to have good agreement with the simulations. Since 
the same simulation technique was used throughout the chapter, this gives confidence 
in the other predictions. 
Further work would be required before this device could be shown to represent a 
definite improvement over existing filter technologies in all areas, particularly in terms 
of the shift to full-width-half-maximum ratio (best to date is predicted to be 2.7), 
however the simple fabrication, compact structures and potential for high rejection are 
favourable points of this design. 

Chapter 9 
CONCLUSIONS AND FURTHER WORK 
The study presented in this thesis investigated two types of passive device for terahertz 
frequencies (100 GHz - 10 THz). First, an existing concept for a variable artificial 
dielectric retarder (VADR) was experimentally demonstrated and improved devices 
proposed. Second, a new tunable woodpile-like photonic crystal was proposed (VP-
BGF) and experimentally demonstrated. The main achievements of this work may be 
listed as follows: 
• developed routinely successful microfabrication procedure for patterning the VADR 
device's 20 by 20 mm silicon plates with 500 p,m-period V-grooves, including pho-
tolithographic mask alignment without wafer flats to within ±1 ° of the < 110 > 
directions; 
• experimentally demonstrated the VADR device at the design frequency of 100 GHz, 
and surrounding W-band frequencies (70 -110 GHz), representing the first demon-
stration of a variable polarisation compensator using artificial dielectrics, and the 
first demonstration of a variable polarisation compensator designed specially to 
operate at terahertz frequencies; 
• showed with rigorous full-vector electromagnetic simulations (rigorous coupled-
wave analysis) that the 100 GHz silicon VADR prototype performed according 
to the principles described in the original proposal, despite deliberate omission 
of the anti-reflection coatings (the as-yet uncharacterised anti-reflection coatings 
were omitted from the prototype to reduce uncertainty in the measurements); 
• proposed two new VADR devices with greater retardance and reduced insertion 
loss (R-VADR: quarter wave, 2.6 dB, respectively; R 2-VADR: half wave, 0.6 dB); 
• proposed a third new VADR device (DARTH-VADR) that overcomes the prac-
tical difficulty of achieving zero retardance by not requiring full interlock of the 
plates, that is also low loss (0.6 dB), capable of quarter-wave retardance, and 
requires only a single movable plate; 
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• proposed a new type of tunable woodpile-like photonic crystal (named "variable 
photonic band gap filter," or VPBGF) with accessible external control 
surfaces, and a huge number of possible tuning modes; 
• experimentally demonstrated in theW-band (70 110 GHz) a metallic VPBGF 
in good agreement with rigorous full-vector electromagnetic simulations (finite-
difference time-domain); 
• all VADR and VPBGF devices scale to operate at any terahertz frequency whilst 
maintaining the same high levels of performance, subject to fabrication and align-
ment limitations. 
The following sections summarise the work supporting these achievements, and 
place them in the wider context of the emerging terahertz technologies. 
9.1 VADR 
The VADR device was proposed by Cumming and Blaikie [65], and is the first variable 
polarisation compensator to use artificial dielectrics and the first designed to operate at 
terahertz frequencies. As explained in chapter two, many existing polarisation compen-
sation techniques for visible frequencies employ naturally birefringent materials, such 
as calcite, which exhibit poor properties at terahertz frequencies, whereas the VADR 
device is an attractive and compact alternative. 
A 100 GHz silicon prototype VADR device was a scaled version of the originally-
proposed 1 THz VADR device, highlighting the ease with which the VADR design 
may be scaled to new operating frequencies. It was chosen to fabricate the device in 
silicon because of its low loss and low dispersion at terahertz frequencies (true for high 
resistivity silicon). The design frequency was chosen to coincide with theW-band range 
(70 110 GHz) of an available state-of-the-art vector network analyser and associated 
test equipment. Measurements at the lower end of the terahertz frequency range were 
still challenging, but promised to provide the detailed and accurate results required to 
further develop the VADR device. 
Unfortunately, this made the microfabrication task more difficult due to the large 
feature size required. While conventional machining and milling techniques were not 
suitable b~cause of the high precision required, the V-grooves were ideal for fabrication 
with anisotropic alkaline (KOH) etching of silicon. Difficulties arose because accurate 
rotational alignment of the photolithographic mask to silicon crystal planes was critical 
to ensure the grooves were not destroyed by excessive mask undercut during the long 
wet etch ("" 260 min). With the available microfabrication equipment it was not pos-
sible to perform photolithography or etching on a whole 100 mm silicon wafer at once. 
As a consequence, each VADR plate had to be microfabricated separately, without 
9.1 VADR 237 
the aid of the wafer flats for mask alignment. Instead, a short pre-etch with a special 
"dual radial alignment mark" was performed individually on each sample, to which the 
final mask for the V-grooves could be aligned to within ±1 ° of the < 110 > crystal 
directions. 
The final microfabrication procedure gave routine success with nine plates being 
produced with no failures. Nine plates was enough for four devices and a spare, and the 
best two plates were selected for measurement. The original proposal [65] suggested 
using anti-reflection (AR) coatings on the outside (unpatterned) surfaces of the VADR 
device to suppress reflections. No AR coatings were applied to the prototype, in order to 
reduce the number of aspects of the device under test and avoid additional uncertainties 
in the measured results. 
Since the device is quasi-optical, a free-space measurement system was required. 
Just such a system was available at the University of Glasgow, comprising vector net-
work analyser, sweep synthesiser and mixer units on which horn antennas could be 
mounted. Special mounting equipment was devised for the VADR plates in order to 
ensure good alignment and accurate control of plate separation, using a combination of 
off-the-shelf optical components, such as a translation stage and custom components, 
such as the fibreglass apertures over which of the plates was mounted. In order to 
completely characterise the device, the key figures of merit ( retardance, insertion loss) 
were obtained by measuring the TE and TM complex transmission coefficients. The 
measured maximum retardance was less than a quarter wave (r max = 74°), with a 
sensitivity of 120° /mm in the first 100 J.Lm of the interlock regions. Insertions losses 
were as high as 7 dB for TE and 11 dB for TM. While these results were in approximate 
agreement with the predictions of the original proposal [65], some discrepancies were 
evident. 
These discrepancies were not unexpected, because the AR coatings had been delib-
erately omitted on the prototype. In order to show that the discrepancies were solely 
due to the lack of AR coatings, it was necessary to perform further simulations. The 
assumption of AR-coatings had simplified the proposal's simulation model [65] because 
it was not necessary to account for any reflections off the outside surfaces of the device. 
In order to model a VADR device with no AR-coatings, further boundary conditions 
were required but their addition was inconvenient in the originally-employed multiple 
multipole (MMP) Maxwell equation solver tool. Instead, an alternative ,Maxwell equa-
tion solver tool (Gsolver) was used, based on rigorous coupled wave analysis (RCWA). 
The complex refractive index of the p-type 10- 20-0-cm silicon used in the VADR pro-
totype was deduced by fitting the simulated performance of the etalon to the measured 
performance, giving n 8 = 3.41 + 0.257i. Confidence in this value was good because 
it lay between literature values measured for p-type 9.0 0-cm and 50 0-cm silicon. 
Unfortunately, a value for 20 0-cm silicon (the upper bound of the wafer's specified 
resistivity) could not be found in the literature. The Gsolver model of VADR approxi-
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mated the grooves with a ten layer stepped-staircase. Simulated results for the TE and 
TM transmission coefficients were in good agreement with the measurements. Specifi-
cally, the transmission coefficients were predicted to within 2 dB and 11° in the worst 
case, and the maximum retardance was predicted to be 82°, within 8° of the value 
calculated from the measurements (74°). 
With good confidence in the RCWA simulation technique, it was possible to inves-
tigate improvements to the VADR device. Three aspects required attention. Firstly, 
the high insertion loss could be a problem with the reasonably low signal strengths 
expected from terahertz sources. In order to reduce the loss, preferably to 1 dB or 
less, higher resistivity silicon (5 H"!-cm) may be used to eliminate absorption in the 
substrate [181], while AR coatings may be used to reduce reflections from the outer 
surfaces of the device [65]. Secondly, the maximum retardance is less than a quar-
ter wave and reduces further when AR coatings are added to reduce the loss. The 
ability to produce a quarter wave retardance enables a number of useful polarisation 
transformations. Thirdly, it is difficult to achieve zero retardance in practice because 
of mechanical imperfections in the V-grooves that prevent the plates from fully in-
terlocking. The ability to produce zero retardance is of particular importance when 
the device is used to provide minor corrections over time - sometimes no correction 
is needed, and, in non-laboratory applications, it would be impractical to remove the 
device at such times. To solve these problems, three new VADR devices were proposed, 
all of which would use the lossless high-resistivity substrate and the AR coatings. The 
three new devices are shown in Fig. 9.1, comprising the original VADR for compari-
son in Fig. 9.1(a), the single rectangular grating-pair device (R-VADR) in Fig. 9.1(b), 
the double rectangular grating-pair device (R2-VADR) in Fig. 9.1(c) and the dual-axis 
rectangular-tooth half-wave device (DARTH-VADR) in Fig. 9.1(d). 
Rectangular grooves were used in the new devices because the increased birefrin-
gence gives greater retardance for the same groove depth g. The R-VADR is capable 
of over a quarter wave retardance (r max = 112°) for the same groove depth g as the 
VADR, with approximately half the insertion loss (2.6 dB). The R 2-VADR device is 
essentially two cascaded R-VADRs, with the two inner plates combined. Since the two 
grating pairs are parallel, the retardances realised in each add up to give a greater 
total retardance than a single grating device. An example device had a maximum re-
tardance well in excess of a half wave (r max = 416°), and an insertion loss of 0.6 dB. 
The R2-VADR offers the full range of retardances, with an attractive insertion loss less 
than 1 dB, and would make an excellent device for applications requiring quarter and 
half wave transformations. 
The third device, the DARTH-VADR, is again essentially two cascaded R-VADRs, 
but the grating pairs are oriented orthogonally so that they work in opposition. It 
is actuated by holding the outer plates still and moving the centre plate. When the 
centre plate is centred, the separation for each grating pair is the same (s1 = s2) and 
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Figure 9.1 The original, and the three new, VADR devices. The dimensions are groove depth d, 
separations and centre-thickness c. (a) VADR (original) (b) R-VADR (new), (c) R 2-VADR (new), (d) 
DARTH-VADR (new). 
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the retardances generated by the individual grating pairs cancel. Thus, zero retardance 
is achieved without requiring full interlock of the plates. The actuation scheme would 
be ideal for applications where small, fast, corrections are required to correct minor 
deviations from a particular state of polarisation. It would be equally useful for quarter 
wave transformations. The device has half-wave in the name because it is capable of 
both a negative and positive quarter wave shift (depending on which direction the 
centre plate is displaced). With a low insertion loss of 0.6 dB, the DARTH-VADR 
meets the goals for improvement of the VADR device, and draws this aspect of the 
study to a close. 
9.1.1 Future work 
Compared to the performance of traditional compensators at terahertz frequencies, the 
R2-VADR and DARTH-VADR are particularly attractive devices, and their develop-
ment has reached the stage where they are ready to optimised for a specific application. 
Since terahertz technology is still at an early stage, there is no immediate application for 
these devices that the author is aware of. When such time comes, the following aspects 
of the VADR devices will require attention. The microfabrication process could be im-
proved by processing entire wafers at once and including integral mounting lugs around 
the edges of the gratings. The method of actuation in an application will to a certain 
extent depend on the speed at which it is desired to make adjustments. The present 
system of manually adjusting a micrometer is sufficient for measurement purposes, and 
would be fine in a laboratory situation. Piezo-electric actuators appear promising for 
commercial or industrial applications [201], such as using the DARTH-VADR to dy-
namically compensate for deviations from a desired polarisation state. Packaging is 
another issue, as is operation in harsh environments. For example, exposure to an 
alkaline atmosphere would soon degrade the silicon. However, the device would work 
equally well with other materials, the only proviso being that a high refractive index 
material would allow a more compact device to be created. Even with the precision of 
silicon microfabrication, fabrication of devices for use beyond the upper bounds of the 
terahertz part of the spectrum would be difficult, due to the precise alignment required 
between layers. The complete and thorough investigation of the VADR devices con-
tained in this thesis provides an excellent starting point for tackling these "real world'' 
issues. 
9.2 VPBGF 
Inspired by the DARTH-VADR design, but unrelated in purpose, the variable photonic 
band gap filter (VPBGF) investigated in the penultimate chapter of this thesis is a 
new type of tunable photonic crystal. As shown in Fig. 9.2 The VPBGF bears some 
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similarity in appearance to the layer-by-layer or "woodpile" photonic crystals, but 
these existing photonic crystals do not have interlocking teeth, or the easily accessible 
external control surfaces that allow individual plates to be actuated at will. These 
allow a huge number of tuning modes to be realised and gives great control over the 
number and type of defects. 
In order to investigate these structures theoretically, a finite-difference time-domain 
Maxwell equation solver tool was adopted. This tool was better equipped than the 
previously-used Gsolver RCWA to handle the crossed-gratings and larger feature sizes 
(the VPBGF grating period is at least twice that of the VADR devices). The effects 
of the plate fabrication parameters such as grating period, filling factor and refractive 
index contrast were shown by simulation to exhibit the trends already reported in the 
literature for such structures. Essentially, increasing any dimension with respect to the 
wavelength causes the band gap to drop in frequency. This is important when one or 
more parameters are constrained. For example, the rod depth might be fixed by the 
wafer thickness, but, the grating period may be adjusted at the mask design stage in 
order to force the band gap to appear at the desired frequency. For example, a six-plate 
silicon device fabricated from 525 f-Lm thick silicon wafers can be forced to exhibit a 
band gap in the F-band (120- 150 GHz) by setting the period to 1.2- 1.4 mm, or in 
the W-band (70 - 110 GHz) by setting the period to 1.5 - 1.8 mm. 
An initial investigation into the huge number of possible tuning methods covered 
most of the more apparent methods, for both silicon and metal devices. Two methods 
appeared superior, the "two groups" and the "lateral shift" mode. With these modes, 
a tunable narrow peak is produced. A metal device tuned with the "two groups" 
method is predicted to produce the best quality factor (Q), of 38. The ratio of the 
peak's shift to its full-width half-maximum (FWHM) is 2.7, which means that the peak 
shifts further than its width. However, this peak is not yet narrow enough to switch 
between densely packed wavelength-division-multiplexed channels, but could be of use 
in switching between bands in an imaging or spectroscopy application. Alternatively, 
it could be used in conjunction with a broad band source or detector to provide a 
compact, simple, tunable device. 
The second best method was the "lateral shift", with approximately half the Q 
(14 - 19). This device takes advantage of a passband just above the low frequency 
cutoff in a metallic photonic crystal, for the TM polarisation. When there are only 
two plates, the TM passband has a single peak with 100% transmission. By relative 
lateral shifts of the two plates, the position of this pass band may be tuned. This de-
vice is completely different to metal mesh filters for the infrared, because they form an 
etalon that is tuned by adjusting the separation between the plates. Due to the simple 
construction of the "lateral shift" VPBGF device, it was selected for an experimental 
demonstration in theW-band. The two plates were constructed from aluminium using 
conventional machining and milling techniques. The plates were 60 mm by 40 mm, the 
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(a) (b) 
Figure 9.2 The VPBGF device comprises a stack of plates (a), where each plate comprises two 
orthogonal gratings (b). One of several possible methods of actuating the layers involves threading the 
plates onto a series of rods, some of which will move the plates, others which will simply keep the stack 
aligned. 
rods were 400 {till wide on a period of 1.8 mm and 0.5 mm thick The TM transmission 
coefficient was measured for frequencies 70 - llO GHz for two positions, and found 
to be in good agreement with the simulations. The measured shift of the peak was 
1.7 GHz (80.5 to 78.8 GHz) for a lateral plate movement of 450 J.Lm. The measured Q 
of 8 was approximately half that predicted and quite modest for a narrow passband. 
While further work would be required before this filter device would represent a def-
inite improvement over existing filter technologies in all areas, the simple fabrication, 
compact structures and potential for strong stopband rejection are favourable points 
of the VPBGF design. 
9.2.1 Future work 
Suggestions for further work on the VPBGF device include investigating improvements 
to the measurement technique, as well as measurements of further prototypes. The 
presence of reflections between the horn antennas and the device manifests itself as a 
ripple in the measured results. The quality of the results could be improved by taking a 
number of measurements with the horn antennas at different spacings and averaging the 
measurements. While the lateral shift device results were an encouraging validation of 
the simulation methods, it would be worth investigating the "two groups" metal device 
as that is predicted to have the highest Q of all the VPBGF devices investigated so 
far, as well as the greatest shift to FWHM ratio. Aspects of investigations into wide-
field-of-view filters suggest that the VPBGF structure might be able to be modified to 
become a polarisation insensitive version [202]. If so, the structure would be of use in 
wide-field-of-view imaging applications at millimetre-wave and terahertz frequencies. 
The worldwide effort at developing sources, devices and systems for terahertz 
quencies involves considerable effort by numerous researchers. While great progress 
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has already been made (commercial terahertz imaging systems are available from Pi-
cometrix [203] and TeraView [204]), there is still a long way to go before it could be 
said that terahertz frequencies are fully exploited. However, if the present rapid rate 
of new developments relating to terahertz frequencies continues, then it bodes well for 
the future. 

Appendix A 
ADDITIONAL BACKGROUND MATERIAL 
A.l THE ONE-DIMENSIONAL WAVE EQUATION 
The one-dimensional wave equation may be derived from Maxwell's equations using 
the following method [69]. It may then be solved to give the equation of a uniform 
plane wave. The resulting equation is referred to in section 2.2.1. 
In a homogeneous region with constant, scalar permittivity E: and permeability J1, 
and with no free charges and currents, Maxwell's equations are: 
V'·B=O (A.la) 
V'·D=p (A.lb) 
BB oH \7 X E = -- = -j1-ot at (A.lc) 
BD BE 
v x H = J + at = J + E:8t (A.ld) 
where Dis the electric flux density, B is the magnetic flux density, E is the electric field, 
His the magnetic field, pis the total charge, and J is the conduction (or convection) 
current, with the use of the bold face denoting a vector quantity. 
In a three dimensional Cartesian co-ordinate system, where the x, y, z axes lie along 
the directions of the unit vectors X:, y, z, the electric and magnetic fields can be broken 
down into three components: 
(A.2a) 
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(A.2b) 
The one dimensional wave equation may be developed by setting the direction of 
propagation to be z, and, since the wave is uniform, assuming that the only variation 
in the fields occurs in the direction of propagation. Thus, the partial derivatives in the 
non-varying directions will be zero, ajax= 0 and ajay = 0. With these conditions, 
the two curl equations, Equations A.lc and A.ld, can be broken into component form 
as follows: 
8Ex 8Hy 
-=-t--t-az at 
O- 8Hz 
- t--t at 
8Hy 8Ex 
--=-E:--
az at 
8Hx 8Ey 
--=E:--
az at 
0 = E:aEz at 
(A.3a) 
(A.3b) 
(A.3c) 
(A. 3d) 
(A.3e) 
(A.3f) 
Equations A.3b and A.3d may be combined if, first, the partial derivative of Equa-
tion A.3b is taken with respect to z 
(A.4) 
and the partial derivative of Equation A.3d is taken with respect to t 
(A.5) 
Then, Equation A.5 may be substituted into Equation A.4, giving the desired one-
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dimensional wave equation in Ex 
(A.6) 
According to Reference [69], the general solution to the wave equation is 
(A.7) 
where t is time, g1 and g2 are arbitrary functions and 
1 
V=--
ff 
(A.8) 
is the velocity with which the waves propagate in the z direction. In free space, 
1 
V=C=---
VJIOEO 
(A.9) 
where P,o = 47r X w-7 , c = 8.854 X w-12 and c = 2.998 X 108. A special solution of 
the wave equation is the sinusoidal wave, of the form 
Ex(z, t) = A1 sinw (t- ;) + A2 sinw (t + ;) (A.10) 
where A1 and A2 are the electric field amplitudes of the waves travelling in the positive 
and negative z directions respectively , and w = 27r f is the angular frequency of the 
wave, where f is the frequency in Hertz. The wavenumber k, is a scalar constant that 
represents the phase change in the wave per unit length, or metre: 
w k =- = wVJIE. 
v 
(A.ll) 
The distance in the z direction in which the phase changes by 27r is the wavelength .\, 
\ = 27r 
/\ k' (A.12) 
The wavelength is related to the frequency, and in free space is given by 
(A.13) 
In other materials, the wavelength differs due to the different permittivity, permeability, 
or both. For the dielectric materials considered in this thesis, the permeability is 
assumed to remain constant at the free space value unless otherwise specified. This 
assumption is made because it is unusual to find dielectrics at high frequencies with 
permeability J-L i= J-Lo [87]. Therefore, only the permittivity need be explicitly accounted 
for. In this regard, the refractive index n is a useful parameter, and is defined for a 
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medium as 
(A.l4) 
and for materials such as dielectrics that have unity permeability, the expression sim-
plifies to 
n = y'c;.. 
The wavelength in a material with refractive index n is thus: 
, _ >.o 
An- . 
n 
For lossy materials, the refractive index is complex: 
n = n- if'\,; 
(A.l5) 
(A.16) 
(A.17) 
where i = J=I and"' represents the extinction coefficient of the material. Unless it is 
stated otherwise, n will be written for convenience and can be taken to mean either n 
or n. Note that for complex refractive indices 
(A.l8a) 
(A.l8b) 
where E: = E:1 - ic". Note that in the case of a lossless material("'= 0), Equation A.18a 
equates to Equation A.l5. 
Important implications of Equations A.3 and A.lO are that E and H are perpen-
dicular to each other and the direction of propagation, are in phase, and are related in 
magnitude by 
(A.l9) 
where ry is defined as the intrinsic impedance ofthe medium. The drawing in Figure A.l 
serves to illustrate these relationships between the electric and magnetic fields in a 
simple uniform plane wave. This is important because it illustrates the fact that only 
one field needs to be known in order to work out the other. By convention, usually 
only the electric field is written. 
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y 
z 
Figure A.l A uniform electromagnetic plane-wave travelling the positive z direction, with the electric 
and magnetic fields plotted along the z axis, at an instant in time. The relative magnitudes of the 
electric and magnetic fields are related by the impedance of the medium (see Equation A.19), and are 
not shown to scale here. 
250 APPENDIX A ADDITIONAL BACKGROUND MATERIAL 
A.2 STOKES PARAMETERS AND THE JONES CALCULUS 
Several systems exist for the description of polarisation states. For example, Stokes 
parameters are useful for describing partially polarised waves, where one part of the 
wave is completely polarised (such as that emitted from an antenna) and the other 
part is completely unpolarised (such as that emitted from a celestial source); whereas 
the Jones calculus provides certain advantages in calculations of the polarisation states 
in systems where all radiation is monochromatic, and completely polarised. Both the 
Stokes parameters and the Jones calculus are introduced here, beginning with Stokes 
parameters. 
Following Kraus [205], the Stokes parameters I, Q, U and V are calculated from 
the angles in the Poincare sphere: the phase delay ¢, the tilt angle e and the ellipticity 
.; (see Fig. 2.10), as follows: 
I - S - S S - < Et > < E§ > 
- - x+ y- Z + Z ' 
<Er > Q = S = Sx - Sy = --='z'---- <E§ > z 
U= ~ <E1E2cos¢>=S<cos2.;sin2B>, 
(A.20a) 
(A.20b) 
(A.20c) 
(A.20d) 
where Sis the total Poynting vector magnitude for the wave (Sav = !zErioE~ ), Sx is the 
Poynting vector component of the wave polarised in the x direction, Sy is the Poynting 
vector component of the wave polarised in the y direction, E1 is the amplitude of the 
electric field component of the wave polarised in the x direction, E2 is the amplitude 
of the electric field component of the wave polarised in the y direction, and Z is the 
intrinsic impedance of the medium. The angle brackets indicate the time average (for 
example, < Et >= ~ f0T[El (t)j2dt.) 
For a completely unpolarised wave, there is equal power in Poynting vector com-
ponent (Sx = Sy), and E1 and E2 are uncorrelated. Thus, the Stokes paramters are 
I=S 
Q=O 
U=O 
V=O 
(A.21) 
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where S is the Poynting vector of the wave. It is a requirement of a completely unpo-
larised wave that Q = U = V = 0. 
It may be shown by considering a number of polarisations states that I is always 
equal to the total power of the wave, Q is always equal to the power in the linearly 
polarised components of the wave in the x or Y directions, U is always equal to the 
power in the linearly polarised components at tilt angles of(} = 45° or 135°, and V is 
equal to the power in the circularly polarised components (left- or right-handed). The 
Stokes parameters are often normalised by dividing each parameter by S, the total 
power in the wave, giving so= I /S = 1, Sl = QjS, 82 = u;s, 83 = v;s. The degree 
of polarisation d is the ratio of completely polarised power to the total power, given by 
(A.22) 
When the wave is completely polarised, d = 1, then the Jane's calculus is of 
use. The Jones calculus is a system of matrix notation that aids in the calculation of 
the output waveform after transmission through one or more optical elements such as 
polarisers or retarders [71]. 
The system may be illustrated in the following way. Consider a beam of quasi-
monochromatic light travelling in the positive z direction of a right-handed Cartesian 
co-ordinate system. The electric field component along the x-axis may be expressed as 
which is the real part of 
and along the y-axis as 
which is the real part of 
( 27rz ) Ex = Exo cos wt - T + Ox 
E ei(wt-(27rz/>..)+8x) 
xo 
( 
27fZ ) Ey = Ey0 cos wt - T + Oy 
E e j(wt-(27rz/>..)+8y) Yo • 
(A.23) 
(A.24) 
(A.25) 
(A.26) 
This notation may be made more compact if exponentials are used to describe the 
waves, and matrix notation is used to describe the interactions of the optical elements. 
The particular matrix notation is known as the "Jones calculus". The elementary Jones 
vectors that are used to describe the action of optical elements are given in Table A.1 
The devices described in the table are as follows. The perfect polariser only trans-
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Table A.l Elementary Jones Vectors [71] 
Operation Matrix Notes 
Perfect polariser [ ~ ~ ] 
Partial polariser [; ~y] Tx, Ty are transmission coefficients 
Pure Retarder [ ~ Sr] r is the retardance 
Rotation [ COS"( sin 'Y ] axis rotation 
-sin"( cos 'Y 
anticlockwise by 'Y from x 
mits those components of an incident wave that are parallel to the x direction of its 
reference axis. The partial polariser is a practical implementation of the perfect po-
lariser, and has independent transmission coefficients for components resolved parallel 
to the x andy directions of the polariser's reference axis. Ordinarily, Tx >> Ty for 
a useful polariser, with the ratio Tx/Ty being a figure of merit, where large values are 
desirable. A pure retarder introduces a phase delay between the x and y components, 
but does not affect the magnitudes. Practical retarders ordinarily have some loss, and 
so a partial polariser matrix is included to account for this, although when the partial 
polariser matrix is used in this sense, Tx "' Ty. Should the device be rotated with re-
spect to the axes of the incident wave, it is necessary to include a rotation both before 
and after the device. An example is presented in due course. 
In order to calculate the effect of series chain of devices, the matrices are multiplied 
together using standard matrix multiplication. For example, the effect of a partial 
polariser may be calculated thus (where the emergent electric fields are denoted by a 
superscript *): 
(A.27) 
where the solution for x is 
E* = T E ej(wt-(27rzj>..)+8x) 
X X XO l (A.28) 
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and for y: 
E* = T. E ej(wt-(27rz/>.)+&y) 
y Y Yo ' (A.29) 
If the optical element in question is birefringent, then the retardance may also be 
included: 
(A.30) 
yielding the solution in x as 
E* = T. E ej(wt-(27rz/>.)+&x) 
X X XO l (A.31) 
as before, but for y it is 
E* = T. E ej(wt-(27rzj>.)+&y-r) 
y Y Yo · (A.32) 
If the optical element is inclined anticlockwise from the x axis by an angle of 'Y, 
then the rotation matrices are also included 
[ !~ ] [ :::~ ~::"77 ] [ ~ e0;r l [ ~ ~ l [ ~::n\ :::~ l [ !: l· 
(A.33) 
This last equation may be more readily solved with the aid of numerical computing 
tools, since the algebraic expansion is unwieldy. 
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A.3 THE LINEAR HERMITIAN EIGENVALUE PROBLEM 
In order to solve for the mode structure in a photonic crystal consisting of linear, 
lossless dielectric materials, in a source-free (no currents or charges) region, it is possible 
to begin with the macroscopic Maxwell's equations and arrive at a linear hermitian 
eigenvalue problem. The macroscopic Maxwell's equations may be derived from the 
microscopic equations according to the method of [206]. In cgs units, the equations 
are 
\7 · D = 4np 
laB \7 xE=---
cat 
\7 X H = 4n J + ~an' 
c c at 
(A.34a) 
(A.34b) 
(A.34c) 
(A.34d) 
where D is the electric flux density, B is the magnetic flux density, E is the electric 
field, His the magnetic field, pis the total charge, and J is the conduction (convection) 
current, with the use of the bold face denoting a vector quantity. 
According to the derivation presented in Joannopoulos [107], in a source-free region 
with no charges or currents, it can be set that p J 0. Assuming that the region 
is filled only with dielectric materials, and that any applied field strengths are small 
enough to assume linear behaviour, then higher order terms may be neglected in the 
power series 
Di L E:ijEj + L XijkEjEk + O(E4), (A.35) 
j jk 
that relates the components (Ei, Di) of the electric and magnetic fields (E, H). Thus, 
at any position r within the dielectric, and for any angular frequency w, the electric 
E(r,w) and displacement D(r,w) fields may be related by the scalar dielectric constant 
c(r,w). Also, the frequency dependence of c(r,w) may be neglected if a suitable value 
is assumed for the range of frequencies of interest. For lossy dielectrics, ~::(r) is complex. 
However, if it is assumed that only lossless dielectrics will be used, then c(r) may be 
considered to be purely real. Thus, D(r) = c-(r)E(r). At the high frequencies that are 
of interest in the study of photonic crystals (typically microwave through visible), the 
magnetic permeability of the dielectrics is close enough to unity for it to be set that 
B H. 
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Now, Maxwell's equations become, as a function of position rand timet 
\7 · H(r, t) = 0 (A.36a) 
\7 · c(r)E(r, t) = 0 (A.36b) 
n E( ) 1 8H(r, t) _ O 
v x r, t + !':! -
c ut 
(A.36c) 
n H( ) _ c(r) 8E(r, t) _ 
v x r, t !':! -0. 
c ut 
(A.36d) 
Since Maxwell's equations are linear, the field patterns can be treated separately 
from the time dependence by expanding the electric and magnetic fields into a set of 
sinusoidally harmonic modes. In phaser notation, a mode may be written as 
H(r, t) = H(r)ejwt, (A.37a) 
E(r, t) = E(r)ejwt. (A.37b) 
The time-independent field patterns H(r) and E(r) may be found by substitution into 
Equation A.36, under the conditions of given by the divergence equations: 
\7 · H(r) = \7 · D(r) = 0, (A.38) 
where the time dependence is neglected because the divergence is assumed to be zero 
for all time. The implications of the zero-divergence condition are that (a) there are 
no sources or sinks of displacement or magnetic field, and (b) that the overall fields 
in the structure are constructed from waves that are transverse. Thus, for a plane 
wave H(r) = aexp(ik · r), where k is the wavevector (not to be confused with the 
(scalar) wavenumber k or the grating vector K), it is a requirement of Equation A.38 
that a· k = 0. Returning to the two curl equations, Equations A.36c & A.36d may be 
rewritten with the implied time dependence as 
iw \7 x E(r) + -8H(r) = 0, 
c 
(A.39a) 
iw \7 x H(r)- -E(r)E(r) = 0. 
c 
(A.39b) 
In order to decouple the equations so that they may be solved in terms of only H (to 
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allow the use of a Hermitian operator later on in the formation of the eigen problem), 
Equation A.39b maybe divided by c(r) and the electric field term rearranged to the 
right hand side of the equation 
1 iw 
-( ) \1 x H(r) = -E(r). 
c r c 
(A.40) 
and then the curl taken 
( 1 ) iw \1 x c(r) \7 x H(r) = -z"V x E(r) = 0, (A.41) 
and finally Equation A.39a is substituted to remove the dependence on the electric 
field, giving an equation in H(r 
(A.42) 
In order to solve for the allowed modes that satisfy this relation, it is helpful to 
recast it into the format of an eigenvalue problem 
Av = 7/Jv (A.43) 
where A is a matrix, v is an eigenvector, and 7/J is an eigenvalue. Thus, the left hand 
side of Equation A.42 may be identified as an operator 8 that operates on the magnetic 
field pattern H(r): 
8H(r) = (:) 2 H(r) (A.44) 
,where 
8H(r) := \7 X (c(~) \7 x H(r)) . (A.45) 
The field patterns of the harmonic modes are the eigenvectors H(r), and the frequency 
of these modes is proportional to the square root of the eigenvalues ( ~ )2 . 
A.3.1 MIT Photonic Bands 
The control file for the 1D simulation of a multilayer stack of alternating layers of GaAs 
(c = 13) and air (c = 1) layers, each layer of thickness 0.5a, is as follows: 
(set! num-bands 8) 
(set! geometry-lattice (make lattice (size 1 no-size no-size))) 
(set! geometry (list (make block (center 0 0 0) 
(material (make dielectric (epsilon 13))) 
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(size 0.5 0.5 0) 
(e1 1 0 0 ) (e2 0 1 0 ) (e3 0 0 1 )))) 
(set! k-points (list (vector3 -0.5 0 0) (vector3 0 0 0) (vector3 0.5 0 0))) 
(set! k-points (interpolate 8 k-points)) 
(set! resolution 32) 
(run) 
The output frequencies are obtained with the following commands at the Linux com-
mand prompt: 
linux> mpb multilayer.ctl > multilayer.out 
linux> grep freqs multilayer.out > multilayer.dat 
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