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ABSTRACT
The relativistic Vlasov-Maxwell system (RVM) models the behavior of collisionless plasma,
where electrons and ions interact via the electromagnetic fields they generate. In the RVM
system, electrons could accelerate to significant fractions of the speed of light. An idea that is
actively being pursued by several research groups around the globe is to accelerate electrons
to relativistic speeds by hitting a plasma with an intense laser beam. As the laser beam
passes through the plasma it creates plasma wakes, much like a ship passing through water,
which can trap electrons and push them to relativistic speeds. Such setups are known as laser
wakefield accelerators, and have the potential to yield particle accelerators that are significantly
smaller than those currently in use. Ultimately, the goal of such research is to harness the
resulting electron beams to generate electromagnetic waves that can be used in medical imaging
applications.
High-order accurate numerical discretizations of kinetic Vlasov plasma models are very
effective at yielding low-noise plasma simulations, but are computationally expensive to solve
because of the high dimensionality. In addition to the general difficulties inherent to numerically
simulating Vlasov models, the relativistic Vlasov-Maxwell system has unique challenges not
present in the non-relativistic case. One such issue is that operator splitting of the phase
gradient leads to potential instabilities, thus we require an alternative to operator splitting of
the phase.
The goal of the current work is to develop a new class of high-order accurate numerical
methods for solving kinetic Vlasov models of plasma. The main discretization in configura-
tion space is handled via a high-order finite element method called the discontinuous Galerkin
method (DG). One difficulty is that standard explicit time-stepping methods for DG suffer from
time-step restrictions that are significantly worse than what a simple Courant-Friedrichs-Lewy
(CFL) argument requires. The maximum stable time-step scales inversely with the highest
xiv
degree in the DG polynomial approximation space and becomes progressively smaller with
each added spatial dimension. In this work, we overcome this difficulty by introducing a novel
time-stepping strategy: the regionally-implicit discontinuous Galerkin (RIDG) method. The
RIDG is method is based on an extension of the Lax-Wendroff DG (LxW-DG) method, which
previously had been shown to be equivalent (for linear constant coefficient problems) to a
predictor-corrector approach, where the prediction is computed by a space-time DG method
(STDG). The corrector is an explicit method that uses the space-time reconstructed solution
from the predictor step. In this work, we modify the predictor to include not just local infor-
mation, but also neighboring information. With this modification, we show that the stability is
greatly enhanced; we show that we can remove the polynomial degree dependence of the maxi-
mum time-step and show vastly improved time-steps in multiple spatial dimensions. Upon the
development of the general RIDG method, we apply it to the non-relativistic 1D1V Vlasov-
Poisson equations and the relativistic 1D2V Vlasov-Maxwell equations. For each we validate
the high-order method on several test cases. In the final test case, we demonstrate the ability
of the method to simulate the acceleration of electrons to relativistic speeds in a simplified laser
wakefield accelerator example.
1CHAPTER 1. OVERVIEW
1.1 Plasmas
At sufficiently high energy states, electrons will dissociate from their valence shells and
move freely among the surrounding electrons. These high energy states are most commonly
brought on by extreme temperatures or pressures. Plasmas are less abundant on the surface of
Earth relative to the three common states of matter (solids, liquids, gases), but they make up
the majority of matter in space. After all, our sun’s mass is more than 600 times greater than
the mass of the planets in our solar system combined. However, there are plenty of examples of
plasmas found on earth. Lightning, St. Elmo’s fire, and the Aurora Borealis are all phenomena
once thought to indicate the presence of a supernatural deity but are now well understood as
the excitation of matter to into a plasma state.
1.1.1 Plasma Applications
Since plasmas contain high energy electrons, they usually emit a great amount of electro-
magnetic radiation. This is why plasma phenomena are highly visible. However, plasmas will
also generate electromagnetic radiation of wavelengths outside of the visible spectrum, such as
ultraviolet and x-ray radiation. Thus, plasmas find uses such as compact radiation sources as
explained in [Schlenvoigt et al. (2008)], which involves use of a laser to excite a plasma. The
excited plasma forms a propagating plasma wave, and as electrons gain energy in the “wake”
of the plasma wave, they are accelerated to relativistic energies. Simulating this phenomena
would greatly benefit our understanding of the underlying physics. The Wakefield Accelera-
tor experiment in [Suzuki and Shigeyama (2010)] models electrons being struck by a so-called
“pump”, which is an electromagnetic field incident to the rest plasma. The authors use a low
2order numerical method for this experiment and we hope to replicate their results with a high
order discontinuous Galerkin method. However, the relativistic characteristic inherent to the
electrons in this experiment make the Wakefield acceleration phenomena difficult to model and
simulate.
1.1.2 Models of Relativistic Plasmas
The relativistic Vlasov-Maxwell System (RVM) models the behavior of collisionless plasma
where the electrons interact via the electromagnetic fields they generate. In the RVM system,
electrons could accelerate to significant fractions of the speed of light. We discuss later how
this affects the model, and how this case differs from the case of electrons moving very slowly
compared to the speed of light. The RVM system, being a kinetic model, describes electrons
via a distribution function f , which is a (up to) seven dimensional function of time (t: one
dimension), space (x: 1-3 dimensions), and momentum (p: 1-3 dimensions). For example, the
number of electrons in a sphere of radius R centered at x with momentum magnitude less than
P is
N =
˚
‖y−x‖
2
<R
˚
‖p‖
2
<P
f(t, y, p) dy dp.
Solving the RVM system involves simultaneously solving an evolution equation of the distribu-
tion function and Maxwell’s equations. The evolution of the distribution function is as follows:
f,t +
relativistic speed︷ ︸︸ ︷
γ−1p·∇xf︸︷︷︸
space gradient
−
Lorentz Force︷ ︸︸ ︷(
E + γ−1p×B) ·∇pf︸︷︷︸
phase derivative
= 0, (1.1)
where E and B are the electric and magnetic fields and γ is the Lorenz factor. Note that we
have used the comma-derivative notation common in relativity literature. We see that there is
an advection term in which the electrons move according to their speed and an acceleration term
that accelerates the electrons according to the Lorentz force, which arises from the presence of
an electromagnetic field. Notice that the movement of electrons changes the electromagnetic
field and thus the Lorentz force acting on the particles. If electrons are moving with velocities
perpendicular to the magnetic field, they will maintain circular orbits around a central axis as
explained in [Ben-Artzi and Holding (2015)]. Application of an external electric field can then
3be used to give the electrons energy which will increase the electron velocity, thus increasing the
radius of the circular orbit. This process can be used to increase the electron kinetic energy while
maintaining confinement. The electrons can then be harvested at specific energies, depending
on the desired radiation type. If precise control over the output electron beam energies is
achieved, then the electron beams can be used for important applications such as electron
microscopy or electron beam therapy for the treatment of cancer.
1.1.2.1 Numerical Challenges for relativistic Vlasov Models
In addition to the general difficulties inherent to Vlasov models, the relativistic Vlasov-
Maxwell system offers interesting numerical challenges which are not present in the non-
relativistic case. One such issue is that operator splitting of the phase gradient leads to one to
the following inevitabilities [Huot et al. (2003)]:
• enforcing mass conservation leads to artificial compression in the charge density, leading
to numerical instabilities, or
• avoiding artificial compression leads to the loss of mass conservation, leading to numerical
instabilities.
Thus we require an alternative to operator splitting of the phase derivative in order to solve
the RVM system. We seek such an alternative within the discontinuous Galerkin methodology.
We will briefly discuss DG methods and then explain how they are relevant to our needs.
1.2 Discontinuous Galerkin Methods
Here we briefly introduce discontinuous Galerkin (DG) methods and discuss their strengths.
DG methods are finite element methods by nature but have a finite volume method feel to
them because the DG-FEM basis is localized to individual cells. DG methods are very popular
for solving fluid and multiphysics problems. In Chapter 2 we discuss a history of work on
DG methods over the past decades and in Chapter 3 we present the details of regionally-
implicit discontinous Galerkin methods and discuss how it differs from other DG methodologies.
Discontinuous Galerkin methods have enjoyed a great deal of popularity in recent years. There
4have been numerous offshoots of the DG framework as researchers find interesting ways to
modify existing DG methods to solve particular problems. The core idea behind DG methods
is that the solution is assumed to be polynomial on each cell, but there is no assumption
regarding the smoothness of the solution across cell interfaces, whereas continuous Galerkin
methods requires continuity of the solution and perhaps its derivatives. Thus, DG methods are
in general nonconforming methods since the space of trial functions is not a subspace of the
function space for the continuous problem.
1.2.1 Implicit vs Explicit Methods
DG methods are often found as part of explicit formulations such as the Runge-Kutta type
methods or the Taylor type methods. Given a hyperbolic conservation law
q,t +∇ · f(q) = 0,
these methods operate on a semi-discrete weak formulation of the original problem
˚ [
Φq,t −∇Φ · f(q)
]
dx+
‹
Φf(q) · ds = 0.
These kinds of methods suffer from time-step restrictions that become more severe as we use
higher order polynomial trial function spaces and as we consider higher dimensional problems.
Often in these methods the Courant-Friedrichs-Lewy (CFL) restriction is not a sufficient con-
dition for method stability. However, these types of methods enjoy the advantage of simplicity
in terms of implementation.
Implicit (and semi-implicit) formulations such as the Space-Time DG methods also exist,
and enjoy a relaxation or removal of the time-step restriction. These methods may use the semi-
discrete formulation above or they may be discretized in time as well. These kinds of methods
exhibit a much greater stability and be thus be able to take larger time steps. However, typical
implicit method time-steps are computationally expensive and usually require massive amount
of memory.
51.2.2 Method Efficiency
We must consider how the accuracy and computational cost of a given method compares to
similar methods, therefore we briefly discuss here what we precisely mean by the “efficiency”
of a method. We define the error of a given method by the Lp norm (p = 1, 2 or ∞) of
the difference between the numerical solution and the exact solution of a given problem. For
a DG numerical solution qDG at the time tfinal on a Cartesian mesh and an exact solution
qexact(tfinal, x),
errorLp = ‖qDG − qexact‖Lp (1.2)
However in practice the Lp norm in 1.2 is approximated by sampling Gaussian quadrature
points on each cell since the DG numerical solution is cell-wise polynomial. We must also
defined the definition of the “computational cost” of a method. A laborious analysis of a given
method could exactly compute the computational cost of said method, but we approximate
this quantity by substituting it with the machine clock runtime. This gives us an a-posteriori
measure of the cost of a method.
A method is said to be more efficient than another method if the method error and the
computational cost are both less than those of the latter method. In Chapter 5 we will use this
definition to show that the RIDG method is efficient compared to other methods, which is a
critical part of our motivation.
1.3 Scope of This Work
The goal of this thesis is to show that regionally-implicit discontinous Galerkin methods are
good candidates for solving the relativistic Vlasov Maxwell system. Our argument has three
core parts:
• We discuss the details of the RIDG methods and their generalization to higher dimensions.
These methods do not decouple independent dimensions, and thus avoid the pitfalls
caused by operator splitting the phase derivatives in the RVM system.
6• We show that the RIDG method is more efficient than similar methods in 1D, 2D, and 3D
problems. We perform convergence studies for smooth test problems and then compare
the error and runtimes.
• We show that the RIDG method, when used as described in Chapter 4, produces a viable
strategy for solving the RVM system.
This argument is laid out in the chapters of this thesis as follows
• In Chapter 2, we review the current literature of methods for which the discontinuous
Galerkin methodology is central and models of plasma, especially relativistic plasmas.
• In Chapter 3, we introduce the regionally-implicit DG methods in detail.
• In Chapter 4, we present a detailed description regionally-implicit discontinuous Galerkin
method (RIDG). This description includes all of the details needed to understand the
method in 1D, 2D, and 3D, as well as a discussion of the stability properties of the RIDG
method.
• In Chapter 5, we present test cases for benchmarking the efficiency of the RIDG method
and several test problems relevant to current research of plasmas.
• In Chapter 6, we briefly revisit the goals of the thesis and draw concluding remarks.
7CHAPTER 2. REVIEW OF LITERATURE
In this chapter, we review the current state of research for plasmas as well as discontinuous
Galerkin (DG) methods. In Section 2.1, we discuss Vlasov Models and their properties. In
Section 2.2, we discuss various schemes which utilize the general ideas of the discontinuous
Galerkin framework.
2.1 Vlasov Models of Plasma
Gases are usually modeled as fluid comprised of a single particle type where movement
is driven by the acceleration of particles induced by some force such as gravity and particle
collisions approximated by a collision operator. Plasmas, however, may contain several distinct
ion species with differing charges. Plasmas are also considered to have arbitrarily large conduc-
tivities, with particles interacting via self-generated electromagnetic fields. Since these fields
scale with the particle charge and speed, interactions via Coulomb’s law are nonlocal. These
considerations led Anatoly Vlasov to suggest that kinetic descriptions of plasmas via only pair
interactions are inappropriate in [Vlasov (1938)]. He proposed a new theory by beginning with
the collisionless Boltzmann equation for a probability distribution function f of an electron of
rest mass me and charge −e with momentum p at position x at time t:
f,t +
particle velocity︷︸︸︷
dx
dt
· ∇xf︸︷︷︸
space gradient
+
particle acceleration︷︸︸︷
dp
dt
· ∇pf︸︷︷︸
phase derivative
= 0. (2.1)
Vlasov then noted that the electrons were accelerated by the Lorentz force on a particle due
to an electric field E and a magnetic field B, giving
f,t +me
−1γ−1p · ∇xf − e
(
E + c−1me−1γ−1p×B
) · ∇pf = 0, (2.2)
8where c is the speed of light in a vacuum and γ is the Lorentz factor
γ =
√
1 +
∥∥p∥∥2
2
m2ec
2
.
Since the electron velocity and momentum are related by p = meγv, we can rewrite the Lorentz
factor in terms of the electron velocity
γ =
1√
1− ‖v‖22
c2
.
This shows that as the electron velocity nears the speed of light, the electron momentum and
γ both increase without bound. This differs from the non-relativistic regime where v and p are
proportional to one another via the rest mass. Note that the electrons in the plasma produce
an electromagnetic field but an external field may also be applied by some source. We must
have the electromagnetic field obey Maxwell’s equations
∇x · E = 4piρ (Gauss’s Law for Electric Fields),
∇x ·B = 0 (Gauss’s Law for Magnetism),
E,t = c∇x ×B − 4piJ (Maxwell-Faraday Equation),
B,t = −c∇x × E (Ampe`re’s Law),
(2.3)
where the charge density ρ is the zeroth moment of the distribution function and thus is defined
as
ρ(x, t) = −e
ˆ
P
fdp,
and the current density is the first moment of the distribution function and is thus defined as
J(x, t) = −e
ˆ
P
me
−1γ−1pfdp.
The charge density is analogous to the mass density of a non-conducting fluid, while the current
density is analogous to the momentum density of a flow. Equations 2.2 and 2.3 are known as
the relativistic Vlasov-Maxwell (RVM) Equations. We now compare the RVM equations to the
Vlasov-Poisson equations for non-relativistic plasmas.
92.1.1 Vlasov-Poisson Equations
The electrons in a given plasma need not be moving at significant fractions of the speed of
light. In fact, there are many studies of plasmas in which the electrons are moving very slowly
compared to the speed of light. We can make such an assumption and use the above equations
by letting c→∞, and thus γ → 1. We see that 2.2 becomes
f,t +me
−1p · ∇xf − eE · ∇pf = 0.
We also notice that Maxwell’s equations 2.3 become
∇x · E = 4piρ,
∇x ·B = 0,
∇x ×B = 0,
∇x × E = 0.
A Helmholtz decomposition of the magnetic field combined with the above reveals that B = 0.
Thus Maxwell’s equations have been reduced to the electrostatic case, where we may replace
the electric field E by the gradient of some scalar potential U since E has zero curl. Thus the
Vlasov-Poisson system reads
f,t +me
−1p · ∇xf − eE · ∇pf = 0, (2.4)
along with the update to the electric field
E(t, x) = −∇U(t, x),
−∇2U(t, x) = ρ(t, x).
(2.5)
which models slow moving electrons.
2.1.1.1 Importance
The Vlasov-Poisson equation is rich with interesting problems such as the Landau damping
problem and the two stream instability problem. These simulations develop fine scale filamen-
tation that grows over time and can be difficult to resolve as mentioned in [Arber and Vann
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(2002)]. A discussion of some of the properties of the Vlasov-Poisson system, including a list
of a few of the quantities conserved by the system, can be found in [Rossmanith and Seal
(2011)]. The paper goes on to discuss the Landau damping problem and the two stream insta-
bility problem. The Landau damping problem models the dispersion of a Langmuir wave as its
electric field energy vanishes. The two stream instability problem shows how two streams of
electrons moving in opposite directions excite a plasma wave, the opposite of what occurs in the
Landau damping example. It was found in [Schaeffer (1986)] that solutions to the relativistic
Vlasov-Maxwell system converge pointwise to solutions of the Vlasov-Poisson equation. This
offers us a way to verify our solutions to 2.2 and 2.3 by embedding well studied Vlasov-Poisson
problems in our relativistic Vlasov-Maxwell scheme.
2.1.1.2 Numerical Solutions
The most popular strategy with which to approach 2.5 is an operator splitting approach
similar to that which was proposed in [Cheng and Knorr (1976)]. The method is essentially a
Strang Splitting of the system 2.5, and so for each time-step we perform the following steps:
1. For each v, solve f∗,t + vf∗,x = 0, f∗(0, x, v) = fn(0, x, v) from t = 0 to t =
1
2∆t.
2. Solve U,x,x = ρ =
´ c
−c f
∗dv from t = 0 to t = 12∆t, then let E = Ux.
3. For each x, solve f∗∗,t + Ef∗∗,v = 0, f∗∗(0, x, v) = f∗(∆t/2, x, v) from t = 0 to t = ∆t.
4. For each v, solve fn+1,t + vf
n+1
,x = 0, f
n+1(∆t/2, x, v) = f∗∗(∆t, x, v) from t = 12∆t to
t = ∆t.
This strategy splits the system in a very convenient way, as steps 1, 3, and 4 are simply constant
coefficient advection equations. We find that many extremely efficient and high order versions
of this strategy have been developed such as in [Rossmanith and Seal (2011)]. The success of
this strategy inspires our own strategy as we explain in in Chapter 4.
2.1.2 Relativistic Vlasov Maxwell and its Applications
The relativistic Vlasov Maxwell System contains interesting pathologies when compared
to the Vlasov-Poisson system. The Lorentz force now depends on the electron velocity, and
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provides the coupling between the electrons and the electromagnetic fields. There has been
ample study of the analytic properties of the RVM system, such as the global existence of
weak solution as in [Rein (2004)], the moment bounds developed in [Luk and Strain (2016)].
It was suggested in [Tajima and Dawson (1979)] that plasma waves could provide a reliable
and efficient way to excite electron plasma waves to immense energy levels through what is
known as a “wakefield accelerator”. A discussion of the experimental setup can be found in
[Schlenvoigt et al. (2008)], which involves excitation of a plasma via a laser which then ejects
electrons at relativistic energies. This is depicted in Figure 2.1.2. Simulations of such physical
phenomena require that the relativistic characteristic of the electrons be sufficiently captured.
Many methodologies have been prosed to integrate the RVM system, such as the splot-Eulerian
schemes in [Sircombe and Arber (2009)] and [Sircombe (2010)], wavelet-based semi-Lagrangian
methods as in [Besse et al. (2008)], tree based adaptivity as in [Besse et al. (2017)], and WENO
schemes as in [Vecil et al. (2014)].
2.1.2.1 Particle-In-Cell Methods (PIC)
Particle-in-cell (PIC) methods are ubiquitous in many plasma application problems. The
basic approach is outlined in Birdsall and Langdon [Birdsall (1991)] and Hockney and Eastwood
[Hockney and Eastwood (1988)]. In recent years, many improvements to the original method
have been developed; and further improvements are are still topics of current research (e.g.,
adaptive mesh refinement [Vay et al. (2004)], very high-order variants [Jacobs and Hesthaven
(2006, 2009)], implicit time-stepping [Chen et al. (2011)]). The basic idea is that the distribu-
tion function is discretized into a set of macro-particles (Lagrangian representation), while the
electromagnetic field is represented on a mesh (Eulerian representation). The main advantages
of this approach are: (1) positivity and mass conservation are automatic, (2) the small time
step restriction is removed due to the fact that the particles are evolved in a Lagrangian frame-
work, and (3) the electromagnetic equations can be solved via standard mesh-based methods.
The main disadvantages of this method are: (1) numerical errors are introduced due to the
interpolations that must be done to exchange information between the particles and fields, and
(2) error control is non-trivial since particles may either cluster or generate rarefied regions
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during the evolution of the plasma. However, PIC methods suffer from statistical noise unless
a tremendous number of macroparticles are used. Vlasov models are very effective at provid-
ing nearly noise-free solutions, though they are computationally expensive to solve compared
to PIC schemes. In Chapter 4 we develop a strategy for solving the RVM system using a
discontinuous Galerkin framework.
2.1.2.2 Splitting of the Lorentz force
We briefly discuss the work of [Huot et al. (2003)] and how the results therein motivate our
work. For the following discussion, we let e = me = 1 for ease of reading. We see that if we
perform a naive splitting of 2.2, we obtain
f,t + p1γ
−1f,x = 0, (2.6)
f,t + p2γ
−1f,y = 0, (2.7)
f,t + p3γ
−1f,z = 0, (2.8)
f,t +
(
E(1) + c−1γ−1
(
p2B
(3) − p3B(2)
))
f,p1 = 0, (2.9)
f,t +
(
E(2) + c−1γ−1
(
p3B
(1) − p1B(3)
))
f,p2 = 0, (2.10)
f,t +
(
E(3) + c−1γ−1
(
p1B
(2) − p2B(1)
))
f,p3 = 0. (2.11)
We rewrite 2.6-2.11 into convection form:
f,t + ∂,x
(
p1γ
−1f
)
= 0, (2.12)
f,t + ∂,y
(
p2γ
−1f
)
= 0, (2.13)
f,t + ∂,z
(
p3γ
−1f
)
= 0, (2.14)
f,t + ∂,p1
((
E(1) + c−1γ−1
(
p2B
(3) − p3B(2)
))
f
)
= c−1p1γ−3
(
p2B
(3) − p3B(2)
)
, (2.15)
f,t + ∂,p2
((
E(2) + c−1γ−1
(
p3B
(1) − p1B(3)
))
f
)
= c−1p2γ−3
(
p3B
(1) − p1B(3)
)
, (2.16)
f,t + ∂,p3
((
E(3) + c−1γ−1
(
p1B
(2) − p2B(1)
))
f
)
= c−1p3γ−3
(
p1B
(2) − p2B(1)
)
. (2.17)
We see that in doing so, we have generated source terms in 2.15-2.17. Thus, the splitting
scheme 2.6-2.11 generates errors at each time due to to the scheme not simultaneously solving
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2.9-2.11. We note that this issue vanishes as we approach the non-relativistic regime by letting
c→∞, since 2.12-2.17 becomes
f,t + ∂,x (p1f) = 0, (2.18)
f,t + ∂,y (p2f) = 0, (2.19)
f,t + ∂,z (p3f) = 0, (2.20)
f,t + ∂,p1
(
E(1)f
)
= 0, (2.21)
f,t + ∂,p2
(
E(2)f
)
= 0, (2.22)
f,t + ∂,p3
(
E(3)f
)
= 0. (2.23)
Thus this challenge is a pathology of the relativistic Vlasov-Maxwell system not present in the
Vlasov-Poisson system. We notice that the sum of the source terms in 2.15-2.17 is zero, and
so using a solver that avoids splitting these equations is sufficient to avoid the errors generated
by the source terms. We conclude that an alternative to operator splitting is desired.
2.2 Discontinuous Galerkin Methods
Here we briefly discuss the history of Discontinuous Galerkin methods and their relevance
to this thesis.
2.2.1 The Standard DG Method
In 1973 William Reed and Hill of Los Alamos National Laboratory proposed the Discontin-
uous Galerkin (DG) method in [Reed and Hill (1973)] for solving neutron transport equations.
Bernardo Cockburn and Chi-Wang Shu led a effort in [Cockburn and Shu (1991)][Cockburn
and Shu (1989)][Cockburn et al. (1989)][Cockburn et al. (1990)][Cockburn and Shu (1998)] to
formalize the theory behind the DG methods, discussing formal convergence properties, gener-
alizations to higher dimensions, generalization to nonlinear problems, usage of Riemann solvers,
and the usage of flux limiters to reduce spurious oscillations near shocks. In [Shu (2001)] it is
noted that DG methods have become popular in many research areas such as aerodynamics, gas
flows, magnetohydrodynamics (MHD), climate and weather science, oceanography, and turbu-
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lence. DG also exhibit their flexibility in that they also applicable to diffusion type problems
as described in [Kirby and Em Karniadakis (2005)], though care is required when selecting a
numerical flux. DG methods owe their popularity to a few key benefits:
• DG methods can achieve arbitrarily high orders of accuracy in smooth regimes.
• DG methods are relatively simple to program for arbitrarily high order. Often schemes
will be designed to be agnostic to the method order, and thus increasing the order of the
DG method can be as easy as changing a parameter. We discuss in Chapter 3 how the
regionally-implicit DG method achieves this.
• DG methods will capture shocks without damaging the solution away from nonsmooth
regimes.
• The increasing the method order of a DG method does not necessarily increase the stencil
size of the method. For the regionally-implicit DG method, we will show that the stencil
size is independent of the method order.
The DG methods are class of Finite Element Methods (FEM) characterized by a basis that is
polynomial over each cell but need not be continuous across cell interfaces. For an M-th order
DG method for a one dimensional problem, each cell has a (M-1)-th order polynomial locally
representing the solution through M coefficients. Cells interact via numerical fluxes on their
interfaces, but there is no requirement of differentiability or continuity between adjacent cells.
Thus, the DG basis is made up of sets of test functions completely localized to each cell. It
should be noted that the high number of unknowns makes the DG methods computationally
expensive, and the total number of unknowns rise quickly with M for problems of higher
dimensions. In this thesis, we choose a renormalized Legendre polynomial basis on each cell. For
any cell over an interval
[
x¯− ∆x2 , x¯+ ∆x2
]
we can use change into coordinates over a canonical
element via the transformation
x = x¯+
∆x
2
ξ,
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where x¯ is the cell center and ξ ∈ [−1, 1]. In canonical coordinates, the first few basis functions
are
φ(`)(ξ) ∈
{
1,
√
3ξ,
√
5
2
(
3ξ2 − 1) , √7
2
(
5ξ3 − 3ξ) , ...} . (2.24)
These basis functions are normalized to
´ 1
−1 φ
(`)(ξ)2dx = 2. We now discuss various DG for-
mulations that have gained popularity over the years.
2.2.2 Runge-Kutta DG
Runge Kutta DG (RKDG) refers to a class of schemes where DG provides a spatial dis-
cretization in order to turn a hyperbolic conservation law into a large system of ODEs. That
is, DG converts a PDE into a semidiscrete formulation that can be summarized as a time
derivative balanced with an evaluation of a right hand side:
q,t = RHS(q).
RKDG schemes were originally developed in [Cockburn and Shu (1989)] in order to provide
a fast method for solving hyperbolic conservation laws. This concept has an elegant simplic-
ity which makes it easy to understand and makes the associated schemes easy to implement.
Also, since the time steps are small, solution limiting can be performed at each time step to
ensure positivity and to dampen spurious oscillations as proposed in [Qiu and Shu (2004)][Qiu
(2005)][Zhu and Qiu (2009)]. RKDG continued to grow in use as the total variation dimin-
ishing (TVD) RKDG schemes and the total variation bounded (TVB) RKDG schemes were
adapted from the methods discussed in [Shu and Osher (1988)]. These modifications gave the
RKDG methods improved stability properties. However, these methods suffer an unfortunate
drawback: fifth and higher order RKDG methods need more stages than the order of accuracy.
This limits the efficiency for very high order RKDG methods. Additionally, if a scheme would
ever require negative time steps (say via operator splitting), TVD RKDG schemes cannot be
higher than fourth order as explained in [Ruuth and Spiteri (2002)]. This precludes them from
being used for the scheme we develop in Chapter 3.
16
2.2.3 Lax-Wendroff DG
The Lax-Wendroff DG methods (LWDG) were developed in [Qiu et al. (2005)][Qiu (2007)]
to provide a time discretization for DG methods. The method is an alternative to TVD RKDG
methods which is a single step method (as opposed to the many stages per step of RKDG
methods) with an explicit update that can be used at higher order. Consider a nonlinear
hyperbolic conservation law with solution q and initial data q0:
q,t + f(q),x = 0
q(0, x) = q0(x)
(2.25)
A Taylor solution of the solution q about t = 0 and evaluated at t = ∆t is given by
q(∆t, x) = q0(x) + ∆tu,t +
∆t2
2
q,t,t +
∆t3
6
q,t,t,t + ... (2.26)
We then use the PDE 2.25 to convert the temporal derivatives in the above Taylor series to
spatial derivatives
q(∆t, x) = q0(x)−∆tf(q),x − ∆t
2
2
(f ′(q)f(q),x),x + ...
The higher order terms in this expression quickly become complex and cumbersome, but the
collection of spatial derivative terms can be summarized by (F (q)),x:
q(∆t, x) = q0(x)−∆t(F (q)),x
We now consider a fixed cell i defined over interval Ii. We can now use the standard FEM
procedure of multiplying by the set of test functions Φ(x) and integrating over the cell Ii. We
use integration by parts
ˆ
Ii
Φ(x)q(∆t, x)dx =
ˆ
Ii
Φ(x)q0(x)dx−∆t
(
Φ(xi+ 1
2
)Fˆi+ 1
2
− Φ(xi− 1
2
)Fˆi− 1
2
−
ˆ
Ii
Φ,ξFdx
)
where Fˆi± 1
2
is some suitable numerical flux. The core of this scheme is the conversion of
temporal derivatives into spatial derivatives and this process has earned LWDG schemes the
monikers “Taylor type method” and “Cauchy-Kowaleski type method”. It should be noted that
the stencil for LWDG method is small, which improves the efficiency of the method. One can
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easily imagine that the this process is incredibly laborious in higher dimensions and difficult in
the case of nonscalar conservation laws (where one must invoke the use of tensors). In Chapter
4, we circumvent this difficulty by predicting the expansion coefficients using a space-time DG
method.
2.2.4 Space-Time DG Methods
As an alternative to using the semi-discrete weak formulation of a hyperbolic conserva-
tion law, we can also choose to discretize in time the same way we discretize in space, as
demonstrated in [Sudirham et al. (2006)]. This method is useful for problems where the prob-
lem boundary is time-dependent, which occurs frequently when solving incompressible flows
around an object such as with [van Der Vegt and Sudirham (2008)] or when modeling aerofoils
with the Navier-Stokes equations as in [Klaij et al. (2006)]. The Space-Time DG method is an
implicit method, and is provably unconditionally stable as discussed in [Sudirham et al. (2006)].
The space-time DG formulation allows for flexibility in the implicit system created since there
are no conditions on the DGFEM basis across the cell interfaces. Note that our DG-FEM basis
would include terms that are high order in time. That is, instead of the basis given in 2.24, we
would have a basis created by a Cartesian-product style combination of space and time bases.
φ(`)(t, x) ∈
{
1,
√
3x,
√
3t,
√
5
2
(
3x2 − 1) , 3xt, √5
2
(
3t2 − 1) ...} (2.27)
The Space-Time DG method treats the temporal derivative as a temporal flux, and thus we
may rewrite the hyperbolic conservation law into its “space-time” formulation
∂
∂t
q +
∂
∂x
f(q) = 0 =⇒
 1
∂
∂x
 · g(q) = 0 g(q) =
 q
f(q)
 (2.28)
We then use the trial function space given by 2.27 to create the DG-FEM over a so-called space-
time slab. A space time slab is formed by a cartesian-product of the physical mesh [x0, xN ]×
[y0, yN ]×[z0, zN ] with a time dimension [tn−1, tn] to create [x0, xN ]×[y0, yN ]×[z0, zN ]×[tn−1, tn].
Notice that the time dimension of the mesh is a single cell deep. This formulation highlights
the fact that the time derivative in the hyperbolic conservation law is treated the same way as
a space derivative would be treated. Thus we can easily see that we should upwind the time
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fluxes as we create the DGFEM so that the coefficients from the current cell depend on the
coefficients from the current cell at a previous time. However, coefficients from other cells at
the previous time do not appear in the DGFEM formulation for the current cell and so the
time-slabs don’t couple.
2.2.5 Regionally-Implicit Discontinuous Galerkin Methods
In Chapter 4, we will develop the regionally-implicit Discontinuous Galerkin (RIDG) Meth-
ods. These methods can be best understood in terms of the aforementioned schemes. The
RIDG scheme is a predictor-corrector strategy for hyperbolic conservation laws. The predic-
tion step involves using a space-time DG methodology to solve for the space-time coefficients
from tn to tn+1, but with a small system solver for each cell instead of a global expensive system
solve. The corrector is an explicit single step which gives high order accuracy but causes a time
step restriction. Fortunately, this time step restriction is unexpectedly lax, as we will explain.
This method can efficiently be used with any method order.
19
Figure 2.1 A laser wakefield accelerator coupled with a 1m undulator form the synchrotron ra-
diation source. The laser excites the plasma which then sends high-energy electrons
through an array of alternating dipole magnets (called an undulator), producing
synchrotron radiation.
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CHAPTER 3. REGIONALLY-IMPLICIT DISCONTINUOUS
GALERKIN METHODS
3.1 Introduction
In this chapter we present the full set of details for the formulation of the Regionally-Implicit
Discontinuous Galerkin (RIDG) method as well as derivation of its stability properties.
3.2 Motivational Study in 1D
We discuss the method in the simple case of a general 1D conservation law, which we later
assume to be linear so that we may easily study the convergence properties of the novel method.
3.2.1 Discretization
We consider a scalar hyperbolic conservation law in 1D,
q,t + f(q),x = 0 (t, x) ∈ [0, T ]× [xmin, xmax] ,
q(0, x) = q0(x) x ∈ [xmin, xmax] .
(3.1)
We discretize our domain [xmin, xmax] into Nx equally sized cells of width
h = ∆x =
xmax − xmin
Nx
.
We then consider a fixed cell i, an consider a change of variables to canonical coordinates in
the reference frame of the cell with τ ∈ [−1, 1] and ξ ∈ [−1, 1],
t = tn + (τ + 1)
∆tn
2
, x = xi + ξ
h
2
.
We see that this gives us the transformation
∂q
∂t
=
∂τ
∂t
∂q
∂τ
=
2
∆tn
∂q
∂τ
.
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Thus if we let ν = ∆tnh , then we have the transformed conservation law
q,τ + νf(q),ξ = 0 (τ, ξ) ∈ [−1, 1]× [−1, 1] ,
q(−1, ξ) = q0(ξ) x ∈ [−1, 1] .
(3.2)
3.2.1.1 Spatial Discretization
We now seek a semidiscrete formulation of the conservation law by using a DG formulation
in space as in the Runge-Kutta DG methods and the Lax-Wendroff DG methods. To create
our semidiscrete formulation we take the trial function space to be the “broken element space”
Pk (Ii), which consists of cell-wise (over the cell Ii) polynomial basis functions. These basis
functions are of polynomial degree less than or equal to k on cell i and we note that their
support is exclusive to i. This space is denoted
V kh =
{
p : p|Ii ∈ Pk (Ii)
}
.
It is easy to see that since we do not require continuity across cell interfaces that this trial
function space will give rise to generally discontinuous solutions and that solutions represented
by this trial function space are multivalued on cell interfaces. Regarding the choice of the
cell-wise polynomial basis, we select renormalized Legendre polynomials as our basis
φ
(`)
i (ξ) ∈
{
1,
√
3ξ,
√
5
2
(3ξ2 − 1),
√
7
2
(5ξ3 − 3ξ), ...
}
. (3.3)
We allow the coefficients of the DG ansatz to vary in time. This means that over cell i, the
DG-FEM solution has the form
qh(τ, ξ) =
k+1∑
`=1
φ(`)(ξ)Q
(`)
i (τ) = Φ(ξ)
TQ
i
(τ), ξ ∈ Ii,
where Q
i
(t) is a vector containing the time-varying DG coefficients
Q
i
(τ) =

Q
(1)
i (τ)
Q
(2)
i (τ)
Q
(3)
i (τ)
...

,
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and Φ(ξ) is a matrix (vector in the scalar case) whose entries are the basis functions
Φ(ξ) =

1
√
3ξ
√
5
2 (3ξ
2 − 1)
...

.
We choose this unusual notation so that the weak DG-FEM formulation can be written in terms
of systems of equations formed by vector-vector multiplication. We demonstrate this in the
context of projecting the initial conditions onto the DG basis. Consider the initial conditions
in 3.2
q0i (−1, ξ) = q0(ξ).
We let q0i be represented by our DG ansatz and we multiply this scalar equation by our vector
of test functions Φ(ξ) and integrate in space(ˆ 1
−1
Φ(ξ)Φ(ξ)Tdξ
)
Q
i
(−1) =
ˆ 1
−1
Φ(ξ)q0(ξ)dξ.
The integrals are understood to be element-wise on the elements of the matrix Φ(ξ)Φ(ξ)T .
Once the integration is performed, we generally have a matrix system to solve though through
our choices of the basis 3.3 the matrix on the left hand side is a scalar multiple of the identity:
2IQ
i
(−1) =
ˆ 1
−1
Φ(ξ)q0(ξ)dξ.
Thus,
Q
i
(−1) = 1
2
ˆ 1
−1
Φ(ξ)q0(ξ)dξ.
or in general
Q
i
(−1) =
(ˆ 1
−1
Φ(ξ)Φ(ξ)Tdξ
)−1 ˆ 1
−1
Φ(ξ)q0(ξ)dξ.
Now that we have our semidiscrete DG coefficients at time t = 0 (τ = −1), we create our
semidiscrete conservation law by multiplying 3.2 by the set of test functions Φ(ξ), and then
integrate over the cell Ii(ˆ 1
−1
Φ(ξ)Φ(ξ)Tdξ
)
Q(τ),τ = −ν
ˆ 1
−1
Φ(ξ)T f(q),ξdξ. (3.4)
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So then if we assume the choice of basis 3.3, we have the solution
Q(τ),τ = −ν
2
ˆ 1
−1
Φ(ξ)T f(q),ξdξ. (3.5)
3.2.1.2 Temporal Discretization
We now discretize in time, letting Q
i
(−1) = Qn
i
and thus Q
i
(1) = Qn+1
i
. the expression 3.4
is implicit in Q
i
, but we seek a high order explicit update. We circumvent this by assuming
that the solution q(τ, ξ) on the right hand side is given by some prediction qˆ(τ, ξ) = w(τ, ξ), and
that 3.4 corrects this prediction. We discuss in the next section how this prediction might be
formed. For now we assume we are given the prediction and thus we have our explicit corrector
update
Qn+1
i
= Qn
i
−
(ˆ
ΦΦTdξ
)−1(
ν
ˆ 1
−1
ˆ 1
−1
ΦT f(w),ξdτdξ
)
. (3.6)
We employ integration by parts of the ξ derivative and see that evaluation of the right hand
side involves time-averaging a numerical flux f˜ via integration by parts. In 1D this is given by
ˆ 1
−1
ˆ 1
−1
Φf(w),ξdτdξ :=
ˆ 1
−1
Φ|ξ=1 f˜(wi|ξ=1 , wi+1|ξ=−1)dτ (3.7)
−
ˆ 1
−1
Φ|ξ=−1 f˜(wi−1|ξ=1 , wi|ξ=−1)dτ
−
ˆ 1
−1
ˆ 1
−1
Φ,ξf(w)dτdξ.
Any numerical flux can be used, but for the remainder of this thesis we employ the Rusanov
numerical flux (also known as the Local Lax-Friedrichs flux as in [Qiu et al. (2006)]) which is
defined as
f˜Rus(q`, qr) =
1
2
(f(q`) + f(qr)− σ(q`, qr)(qr − q`)) . (3.8)
where σ is a numerical viscosity and is defined by
σ = max {λmax(ql), λmax(qr), λmax((ql + qr)/2)} ,
where λmax(q) is the spectral radius of the flux Jacobian F (q) = f
′(q). Thus in the scalar case,
the Rusanov flux is simply
fˆRus(q`, qr) =
1
2
(
f(q`) + f(qr)−max
{
f ′(ql), f ′(qr), f ′((ql + qr)/2)
}
(qr − q`)
)
. (3.9)
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Moreover, in the linear case f(q) = F (x)q, the Rusanov flux simplifies to the proper automatic-
upwind flux:
fˆRus(q`, qr) =
F (x) + |F (x)|
2
q` +
F (x)− |F (x)|
2
qr. (3.10)
Again, any numerical flux can be used with RIDG methods, but we have chosen the Rusanov
flux for the sake of simplicity. In Subsection 3.2.2 we discuss how the prediction is formed. We
will form a DG-FEM for space-time coefficients over the space-time slab from tn to tn+1, and
thus our prediction has the form of a space-time DG expansion, w|Ii = ΨT (τ, ξ)W i. Given
this form and assuming we are considering a linear conservation law, we use the numerical
flux given by 3.10. If, for the sake of an example, our conservation law had the property that
f(ξ) > 0, then 3.7 simplifies to several matrix-vector multiplication operations
ˆ 1
−1
ˆ 1
−1
Ψ (F (ξ)w),ξ dτdξ :=
(ˆ 1
−1
Φ|ξ=1F
(
xi− 1
2
)
ΨT|ξ=1dτ
)
W i (3.11)
−
(ˆ 1
−1
Φ|ξ=−1F
(
xi− 1
2
)
ΨT|ξ=1dτ
)
W i−1
−
(ˆ 1
−1
ˆ 1
−1
Φ,ξF
(
xi− 1
2
)
ΨTdξdτ
)
W i.
So for a linear conservation law with f(ξ) > 0, the corrector update has the form
Qn+1
i
= Qn
i
−ν
2
(ˆ 1
−1
Φ|ξ=1F
(
xi− 1
2
)
ΨT|ξ=1dτ
)
W i (3.12)
+
ν
2
(ˆ 1
−1
Φ|ξ=−1F
(
xi− 1
2
)
ΨT|ξ=1dτ
)
W i−1
+
ν
2
(ˆ 1
−1
ˆ 1
−1
Φ,ξF
(
xi− 1
2
)
ΨTdξdτ
)
W i.
Notice that the expressions in the parentheses can be computed a-priori and stored for later
use. We now require the prediction coefficients W i, and thus seek an appropriate predictor.
3.2.2 Prediction Step
We now seek a space-time prediction w(t, x). In Chapter 2, we discussed the Lax-Wendroff
DG method and how it uses a Taylor series methodology to integrate in time. We reconsider
the scaled hyperbolic conservation law 3.2 and write the Taylor series for the solution on a
canonical element
w(τ, ξ) = w(τ = −1, ξ) + (τ + 1)w,τ (τ = −1, ξ) + (τ + 1)
2
2
w,τ,τ (t = tn, x) + ...
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Using the conservation law 3.2 to convert the temporal derivatives into spatial derivatives as
for the LW-DG method, we have
w(τ, ξ) = w(τ = −1, ξ)−
(
(τ + 1)νf(w)− (τ + 1)
2
2
ν2(f ′(w)f(w)) + ...
)
,ξ
. (3.13)
We can discretize in space to form a system of ODEs in time for the coefficients. This expression
can now be used to build a space-time polynomial over the time ∆t, forming our prediction
w. We merely project 3.13 onto a space-time DG basis as described in Chapter 2. This would
provide us with a prediction w(τ, ξ) to be used with the corrector 3.7. Alternatively, we could
consider Space-Time DG methodology in order to obtain the coefficients of the space-time
polynomial expansion. Since the coefficients for the space-time Taylor expansion are unique,
we can assume that these two methods are equivalent.
3.2.2.1 Locally Implicit Predictor
We consider a space-time slab [tn, tn+1]× [xmin, xmax], which is the mesh from before com-
bined with a time variation. We shall solve a spacce-time DG-FEM over this slab using an
ansatz of polynomials of both space and time. That is, we take the Cartesian product of the
space and time basis sets to form a space-time basis
ψ(`)(τ, ξ) ∈
{
1,
√
3ξ,
√
3τ,
√
5
2
(3ξ2 − 1), 3ξτ,
√
5
2
(3τ2 − 1), ...
}
. (3.14)
In a manner similar to that in the previous section, we insert this ansatz this into the
conservation law, multiply by our vector of test functions Ψ, and integrate by parts. Note
that the vector Ψ(τ, ξ) is “taller” than Φ(ξ) since there are more coefficients for the space-time
expansion than for the purely spatial expansion. For the temporal derivative term, we obtain
the expression
ˆ 1
−1
ˆ 1
−1
q(τ, ξ),τdτdξ :=
(ˆ 1
−1
Ψ|τ=1ΨT|τ=1dτdξ
)
Wn+1i
−
(ˆ 1
−1
Ψ|τ=−1ΨT|τ=1dτdξ
)
Wni (3.15)
−
(ˆ 1
−1
ˆ 1
−1
Ψ,τΨ
Tdτdξ
)
Wn+1i . (3.16)
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The prediction from the “previous” prediction Wni is taken to be the discretized solution from
cell i Qn projected onto the space-time DG basis:
Wni =
(ˆ 1
−1
ˆ 1
−1
ΨΨTdτdξ
)−1(ˆ 1
−1
ˆ 1
−1
ΨΦTdτdξ
)
Qn
i
.
This projection is a mere embedding of the solution coefficients into the space-time basis coef-
ficients. For the spatial derivative term,
ˆ 1
−1
ˆ 1
−1
Ψf(w),ξdτdξ :=
ˆ 1
−1
Ψ|ξ=1 f˜(wi|ξ=1 , wi+1|ξ=−1)dτ
−
ˆ 1
−1
Ψ|ξ=−1 f˜(wi−1|ξ=1 , wi|ξ=−1)dτ
−
ˆ 1
−1
ˆ 1
−1
Ψ,ξf(w)dτdξ. (3.17)
We see that in general this will create a system of equations we must solve in order to obtain
the approximate solution. The nature of this system will depend on our choice of the numerical
flux on the cell interfaces. In order to be consistent with the Lax-Wendroff scheme, we must
only use information from cell i in order to form the prediction for cell i. Thus, instead of
using the aforementioned Rusanov flux, we use a flux that uses the upwind or downwind flux
depending on whichever of the two would use information from the cell to be predicted. More
precisely, we use the flux f˜(q`, qr) = q` on the right cell boundary and the downwind flux
f˜(q`, qr) = qr on the left cell boundary for a given cell i. That is, for cell i we use
fˆ(qi, qi+1) = f(qi(ξ = 1)) fˆ(qi−1, qi) = f(qi(ξ = −1)).
If we employ this in 3.17, we obtain
ˆ 1
−1
ˆ 1
−1
Ψf(w),ξdτdξ =
ˆ 1
−1
Ψ|ξ=1f(wi|ξ=1)dτ
−
ˆ 1
−1
Ψ|ξ=−1f(wi|ξ=−1)dτ
−
ˆ 1
−1
ˆ 1
−1
Ψ,ξf(wi)dτdξ (3.18)
So then 3.16 and 3.18 combine to create an implicit nonlinear system of equations to solve.
That is, we now have a residual for our DG-FEM. We employ Newton iteration, using the
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coefficients as degrees of freedom, in order to find the solution coefficients W i. We denote this
procedure as
Wn+1i = W
n
i − (J (Wni ))−1R(Wni ),
where R(Wni ) is the DG-FEM residual and J (Wni ) is the Jacobian of the residual with respect
to the degrees of freedom. Note that forming the DG-FEM Jacobian involves evaluations of
the flux Jacobian associated with the conservation law:
d
dW (`)
Φf(ΨTW ) = ΦF (ΨTW )ψ(`) =⇒ d
dW
Φf(ΨTW ) = ΦF (ΨTW )ΨT .
We note that if the conservation law of interest is linear with the form f(q) = F (x)q, then the
above becomes
d
dW (`)
Φf(ΨTW ) = ΦF (x)ψ(`) =⇒ d
dW
Φf(ΨTW ) = ΦF (x)ΨT .
By computing the Jacobian of the residual, we are able to perform Newton iteration until
we converge with desired accuracy to a prediction. In the case of a linear conservation law,
only a single iteration is required to achieve an exact solution, as in this case the DG-FEM is
equivalent to a system solve. We now have a prediction w(t, x) that may then be corrected by
time-averaging the fluxes over the space-time slab according to 3.6. This predictor-corrector
procedure is consistent with the time-evolved solution created by the Lax-Wendroff procedure.
We call this predictor-corrector method the Locally Implicit DG method (LIDG). This method
uss a significant drawback for the LIDG method.
3.3 Improving the Stability of LIDG
We now discuss an alternative to the above procedure. We reconsider how the prediction
above is formed by using a different numerical flux, which changes the size of the system to be
solved. If we were to globally use the Rusanov flux 3.8, then we would create a fully implicit
prediction step, requiring a prohibitively expensive global system solve. Instead, we use a
combination of the Rusanov flux and the flux from the process described above in order to
decouple a region of cells from the rest of the mesh.
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3.3.1 Regionally Implicit Discontinuous Galerkin Scheme
Consider again a fixed cell i in 1D. We will describe the process for creating a prediction for
this cell using information from neighboring cells. We then can repeat this process for every cell
in the mesh. We begin with the scaled conservation law 3.2 and we seek to create a space-time
DG-FEM. However, instead of using the fluxes described for the LIDG method, we use a flux
described by the following criterion:
• We use the Rusanov flux on the boundaries of cell i. That is, we use a Rusanov flux on
the interface of cells i and i+ 1 and the interface of cells i and i− 1.
• We use f˜(q`, qr) = q` on the right cell boundary of cell i+ 1.
• We use f˜(q`, qr) = qr on the left cell boundary of cell i− 1.
Figure 3.3.1 depicts the stencil resulting from the above criterion. Through this procedure
we have a DG-FEM that only involves cells i−1, i, and i+1, and we call these collection of cells
the region, and we see that Rusanov flux is used on the interfaces on cell i and non-upwinding
fluxes on the boundary of the region. We now have a DG-FEM over this region and thus can
perform Newton iteration:
(P ∗i−1, P i, P
∗
i+1)
T =
(J (Wni−1,Wni ,Wni+1))−1R(Wni−1,Wni ,Wni+1).
In order to form a prediction for cell i, we use the search path give by Newton iteration to
obtain the prediction for cell i:
Wn+1i = W
n
i − P i.
Note that for each Newton solve for cell i, we discard the search directions for cells i − 1 and
i+ 1. That is, we use information from neighboring cells as inputs to the forming a prediction
for cell i, but this process does not output any information for these neighbor cells. We note
that in the linear case with f(q) = F (x)q with F (x) > 0, then the Rusanov fluxes in 3.3.1 would
reduce to upwind fluxes, and the prediction for cell i would only use information from cells i−1
and i. We repeat this process for every cell on the mesh, giving us a prediction w(t, x). For each
cell, we create the region DG-FEM and solve for the prediction expressed as a space-time DG
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solution. Thus we have the prediction in a form that is easy to evaluate. We can then use the
correction 3.6 to obtain our solution at time t = tn+1. We call this predictor-corrector method
the Regionally Implicit DG method (RIDG). This method is less local than the LIDG method
in the sense that the prediction couples neighbors together in order to form a prediction that
more closely resembles a globally coupled method. Thus, we expect the stability properties of
the RIDG method to be better than those of the LIDG method. We now prove this conjecture.
3.3.2 Stability in 1D
We now seek to prove the stability improvements achieved by the RIDG method. The size
of the basis in 3.3 and 3.14 depends on the method order of accuracy M . It will be shown
that for a chosen M , the RIDG method converges to the exact solution of a given smooth
problem as O(∆xM ). For now, we seek to show that for method order M = 2, we obtain a
CFL restriction of ν = 1, meaning that the RIDG method can take time steps which are the
same size as the mesh spacing, ∆t = ∆x. We begin by taking ν = 1 for a constant coefficient
advection problem,
q,τ + q,ξ = 0.
In this case, the predictor-corrector scheme simplifies to a stencil:
Qn+1
i
=
 158
√
3
8
−
√
3
8
17
8
Qni +
 −34 0
0 0
Qni−1 +
 −18 −
√
3
8
√
3
8
3
8
Qni−2.
We insert an arbitrary Fourier mode Qn
j+k
= λei(j+k)θ, and the above becomes
λI =
 78
√
3
8
−
√
3
8
9
8
+
 −34 0
0 0
 a+
 −18 −
√
3
8
√
3
8
3
8
 a2.
We then solve for λ and replace a = cos(t) + i sin(t), obtaining
λ = −B
2
± 1
2
√
B2 − 4C,
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where
B =
a2
4
− 3a
4
=
1
4
(
cos2 t− sin2 t− 3 cos t)+ 1
4
(4 sin t cos t− 3 sin t) i
|B|2 =5
8
− 3
8
cos t,
and
B2 − 4C =a
4
16
+
12a3
16
+
19a2
16
+
6a
16
− 2
16
=
1
8
(cos t+ 1)
(
4 cos3 t+ 20 cos2 t− 5 cos t− 10)
+
sin t
16
(
4 cos3 t− 4 cos t sin2 t− 58 sin2 t+ 38 cos t+ 42) i.
The amplitude of the Fourier mode is
|λ|2 = 1
4
|B|2 ∓ 1
4
Real
(
B¯
√
B2 − 4C
)
+
1
4
∣∣B2 − 4C∣∣ .
So we let T1 =
1
4 |B|2, T3 = 14
∣∣B2 − 4C∣∣, and
T2 =
1
4
∣∣∣Real(B¯√B2 − 4C)∣∣∣
=
1
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((
2 cos t− 3 cos2 t+ 5)2 (109− 20 cos t− 8 cos2 t)) 14 .
Now we estimate
|λ|2 ≤ T1 + T2 + T3.
We consider several intervals:
[
0, pi4
] [
pi
4 ,
pi
2
]
,
[
pi
2 , pi
]
:
• For t ∈ [0, pi4 ], we observe that T1 < 0.1, T2 < 0.2, and T3 ≤ 916 < 0.6. Thus 0 ≤ t ≤ pi4
implies |λ|2 < 0.9.
• For t ∈ [pi4 , pi2 ], we observe that T1 ≤ 532 < 0.16, T2 < 0.25, and T3 < 0.51. Thus pi4 ≤ t ≤ pi2
implies |λ|2 < 0.92.
• For t ∈ [pi2 , pi], we observe that T1 ≤ 0.25, T2 < 0.25, and T3 < 0.33. Thus pi4 ≤ t ≤ pi2
implies |λ|2 < 0.83.
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Thus over the interval t ∈ [0, pi], |λ|2 < 1 and so we conclude that in 1D the RIDG method
is stable at least for ν = 1 for method order M = 2. Thus in this simple case the RIDG
method has a nearly threefold increase in the CFL compared to the LIDG method of the same
order M = 2, which is stable for ν = 0.3. We then explore how this difference between LIDG
and RIDG depends on the method order M . What we find is that while the LIDG method’s
stability region continues to shrink, the RIDG method is stable for ν = 1 for at least up to
M = 10.
Table 3.1 CFL restrictions for LIDG and RIDG in 1D
M 1 2 4 6 8 10
RIDG CFL 1D 1.00 1.00 1.00 1.00 1.00 1.00
LIDG CFL 1D 1.00 0.30 0.10 0.04 0.03 0.01
We notice that as we consider higher order methods, the CFL restriction for the LIDG
method shrinks, but the CFL restriction for the RIDG method seems to be bounded from
below. Once we know the CFL restriction, the time-step size can then be determined according
to
∆t =

νCFL 1D max
{
∆x
sx
}
1D problems,
νCFL 2D max
{
∆x
sx
, ∆ysy
}
2D problems,
νCFL 3D max
{
∆x
sx
, ∆ysy ,
∆z
sz
}
3D problems,
where sx, sy, sz are the maximum detected wavespeed propagating in each dimension. For a
linear, this quantity is known globally a-priori. For example, in the 1D linear problem with
f(q) = F (x)q, we see that sx = max
x
|F (x)|. This means that as we use higher order methods,
the LIDG method must take smaller timesteps, while the RIDG methods of various M can use
the same time step size ∆t = ∆x. We now seek to generalize the RIDG formulation to higher
dimensions and study its stability properties.
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3.4 Generalization to Higher Dimensions
Generalizing the RIDG method to higher dimensional problems comes with non-intuitive
adjustments. We discuss how to create the RIDG method for 2-dimensional and 3-dimensional
hyperbolic conservation laws.
3.4.1 RIDG Method in 2D
In 1D, a region was made up of the center cell i and its neighbors. In 2D, the term
neighbors becomes ambiguous, since any cell could be connected to another cell either via a
shared boundary or via a shared vertex. If the region stencil includes the neighbors of a cell i
connected only via boundaries, the predictor-corrector method will be unconditionally unstable.
That is, if we define the 2D region to be the set of cells
{ij, i− 1j, i+ 1j, ij − 1, ij + 1} ,
the resulting scheme will not be stable for any ν > 0. However, if the region stencil includes
neighbors connected via vertices, the method will be stable. That is, we must use cells
{i− 1j − 1, i− 1j, i− 1j + 1, ij − 1, ij, ij + 1, i+ 1j − 1, i+ 1j, i+ 1j + 1} ,
in order to obtain a stable scheme. Thus, to form the 2D RIDG prediction, we use the following
heuristic:
• Use the Rusanov flux on the interface between cell i and any cell that shares a vertex
with cell i.
• Use the Rusanov flux on the interface between any two cells such that both cells share a
vertex will cell i.
• Use f(q1|I) as the flux on the interface between between two cells 1 and 2 such that cell
1 shares a vertex with cell i and cell 2 does not share a vertex or edge will cell i, where
I is the interface in question.
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The stencil defined by this heuristic is depicted on a Cartesian mesh in figure 3.4.1, and is
compared to the stencil for LIDG. We notice that the stencil for LIDG is rather simple in
higher dimensions, whereas the RIDG stencil uses more cells in order to improve stability.
3.4.2 Example: 2D Advection
We carry out an example computation of the update for the method in 2D for a constant
coefficient advection problem in 2D:
q,t + νq,x + µq,y = 0.
We consider a uniform grid and define νx =
∆t
∆x and νy =
∆t
∆y . On a canonical element we have
the rescaled equation
q,τ + νxq,ξ + νyq,η = 0. (3.19)
We first must form the prediction. For a fixed cell ij, we multiply by our test functions and
integrate. In our convention, this gives us the following:
¨ 1
−1
Ψ|τ=1Ψ
T
|τ=1dξ dηW
n+1
ij −
˚ 1
−1
ΨτΨ
Tdτdξ dηWn+1ij
+νx
¨ 1
−1
Ψ|ξ=1Ψ
T
|ξ=1dτdηW
n+1
ij − νx
¨ 1
−1
Ψ|ξ=−1Ψ
T
|ξ=1dτdηW
n+1
i−1j
+νy
¨ 1
−1
Ψ|η=1Ψ
T
|η=1dτdξW
n+1
ij − νy
¨ 1
−1
Ψ|η=−1Ψ
T
|η=1dτdξW
n+1
ij−1
−νx
˚ 1
−1
ΨξΨ
Tdτdξ dηWn+1ij − νy
˚ 1
−1
ΨηΨ
Tdτdξ dηWn+1ij
=
¨ 1
−1
Ψ|τ=−1Φ
Tdξ dηQn
ij
.
The result of each of these integrals is a matrix, and thus we represent the above by the
expression
LWn+1ij − νxXWn+1i−1j − νyYWn+1ij−1 = TWnij .
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We now easily see that this is an implicit expression for the unknowns Wn+1ij , W
n+1
i−1j , W
n+1
ij−1.
We must repeat this process for cells i− 1j, ij − 1, i− 1j1− 1. For cell i− 1j − 1, we obtain
¨ 1
−1
Ψ|τ=1Ψ
T
|τ=1dξ dηW
n+1
i−1j−1 −
˚ 1
−1
ΨτΨ
Tdτdξ dηWn+1i−1j−1
+νx
¨ 1
−1
Ψ|ξ=1Ψ
T
|ξ=1dτdηW
n+1
i−1j−1 − νx
¨ 1
−1
Ψ|ξ=−1Ψ
T
|ξ=−1dτdηW
n+1
i−1j−1
+νy
¨ 1
−1
Ψ|η=1Ψ
T
|η=1dτdξW
n+1
i−1j−1 − νy
¨ 1
−1
Ψ|η=−1Ψ
T
|η=−1dτdξW
n+1
i−1j−1
−νx
˚ 1
−1
ΨξΨ
Tdτdξ dηWn+1i−1j−1 − νy
˚ 1
−1
ΨηΨ
Tdτdξ dηWn+1i−1j−1
=
¨ 1
−1
Ψ|τ=−1Φ
Tdξ dηQn
i−1j−1,
which can be represented by
LxyW
n+1
ij = TQ
n
ij
.
Note that the subscripts on Lxy indicate that we have used a non-upwinding flux in each of
those directions. Once we have the relevant implicit expressions, we have our region linear
system used to form the prediction for cell ij, W ij . It is convenient to also track the temporary
information for the other cells in the region U i−1j−1, U i−1j , U ij−1.
Lxy
−νyY Lx
−νxX Ly
−νxX −νyY L


U i−1j−1
U i−1j
U ij−1
W ij

=

TQ
i−1j−1
TQ
i−1j
TQ
ij−1
TQ
ij

.
This is the system that must be solved for constant coefficient advection in 2D, which is
equivalent to performing a Newton Iteration procedure to obtain the unknowns. After solving
this system, we throw away the coefficients denoted by U and only keep the prediction W ij .
As described earlier, we repeat the above process for the entire mesh until we have predictions
for each cell W ij . We can then use the corrector step to obtain the solution for cell ij at time
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tn+1
Qn+1
ij
=Qn
ij
+ νx
¨ 1
−1
Φ|ξ=1Ψ
T
|ξ=1dτdηW
n+1
ij − νx
¨ 1
−1
Φ|ξ=−1Ψ
T
|ξ=1dτdηW
n+1
i−1j
+ νy
¨ 1
−1
Φ|η=1Ψ
T
|η=1dτdξW
n+1
ij − νy
¨ 1
−1
Φ|η=−1Ψ
T
|η=1dτdξW
n+1
ij−1
− νx
˚ 1
−1
ΦξΨ
Tdτdξ dηWn+1ij − νy
˚ 1
−1
ΦηΨ
Tdτdξ dηWn+1ij .
Notice that the result of the integral quantities above are matrices, and so this expression is
a update stencil for the corrector. We now seek to study the stability properties of the 2D
method.
3.4.3 Numerical Stability Analysis
We seek to estimate the CFL restriction of the LIDG and RIDG methods in 2D. Since we
derived an expression for the update for a constant coefficient problem in terms of νx and νy,
we can use this expression to study the stability properties of the LIDG and RIDG methods.
This is done via the following procedure:
• We fix a pair of values νx and νy.
• We form the predictor-corrector stencil in terms of the solution values at time tn.
• We convert this stencil into an iteration matrix by using Q
i±1j = ±αQij , Qij±1 = ±βQij ,
etc. where α, β are arbitrary complex wave modes such that |α| = |β| = 1. α and β are
the phases of the Fourier wave modes traveling in the x and y direction.
• We approximate the maximum spectral radius over all Fourier phases α, β. This can be
done via sampling numerous values for α, β or by running an optimization routine to
maximize spectral radius.
• Once we have the maximum spectral radius ρ, we call the pair νx, νy stable if the iteration
matrix is less than 1 + δ for some tolerance δ.
• We repeat this process for many pairs νx and νy, noting the maximum spectral radius for
each pair.
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Table 3.2 CFL restrictions for LIDG and RIDG in 2D
M 1 2 4 6 8 10
RIDG CFL 2D 1.00 0.80 0.75 0.75 0.75 0.75
LIDG CFL 2D 0.80 0.10 0.05 0.03 0.02 0.01
• We can then graph the stability region of the LIDG or RIDG method and thus determine
νCFL 2D.
We note that to find the CFL restriction for the 1D test problem we merely consider stable pairs
such that νy = 0. Using these pairs, we recover νCFL 1D. The result of this stability analysis
is a stability region, where we can obtain the CFL restriction for a method via inspection. We
use the above process to create a plot of ρ vs νx, νy. We present these plots in Figures 3.3-3.10.
The deep blue areas of the plots are the area for which ρ ≤ 1. As we consider larger values or
νx and νy, ρ grows and eventually corresponds to an unstable pair νx, νy. For unstable pairs,
we plot white space so that we may “carve out” the stability region of the method in question.
We see that there is a small transition area between the deep blue and white areas (light blue
to yellow), where ρ − 1 is still small but quickly growing. Notice that for the RIDG method
plots, there is a red box which indicates the bounds of the stability plot for the LIDG method
of the same order so that we may easily compare the sizes of their respective stability regions.
In practice, the optimal CFL is less than the maximum CFL since smaller νx, νy lead to
smaller errors. Thus we use the CFL restrictions in Table 3.4.3 for the LIDG and RIDG methods
for 2D problems. We notice that the stability of the methods exhibit similar patterns in
2D as they did in 1D. As we increase the method order M , the CFL restriction for the LIDG
method shrinks without a lower bound. The CFL restriction for the RIDG method shrinks as
we increase M , but then we are able to use the same CFL restriction for M = 10 as we are for
M = 4. This allows us to take much larger time-steps for RIDG than we would for the LIDG
method.
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Table 3.3 CFL restrictions for LIDG and RIDG in 3D
M 1 2 4 6 8 10
RIDG CFL 3D 1.00 0.80 0.60 0.60 0.60 0.60
LIDG CFL 3D 0.70 0.10 0.03 0.025 0.02 0.01
3.4.4 RIDG Method in 3D
As we move to higher than two dimensions, we do not find any surprising differences in the
method formulation for the RIDG method. For the prediction, we still define neighbors via
vertices. Thus, the region for RIDG is defined by 27 cells neighboring cell ijk characterized
by having i-coordinates i − 1 to i + 1, j-coordinates j − 1 to j + 1, and k-coordinates k − 1
to k + 1. For the LIDG method, we still merely use cell ijk. Finding the stability properties
for the 3D methods follows a similar procedure as to that above. For simplicity, we assume
that the maximum CFL can be determined by letting νx = νy = νz. Then a maximum CFL
can be estimated by testing many sample ν over many fourier modes α, β, γ. Once we have
a maximum CFL, an optimal CFL can be chosen based on a bit of trial and error. In Table
3.4.4, we list the CFL restrictions found for 3D LIDG and RIDG methods.
Again we see that the RIDG method has a lower bound for the CFL as we increase the
method order M . In Chapter 5, we will determine if the additional computational cost intro-
duced by the RIDG method is overcome by the ability to take larger time steps.
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Figure 3.1 Depiction of the region stencil and the fluxes used for a region of size r = 1.
Notice that the Rusanov flux is used inside the region and that the flux used on
each boundary of the region does not necessarily reduce to upwinding.
× × ×
◦ ◦ ◦
◦ ◦ ◦
× × ×
×
×
×
◦
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◦ Rusanov flux
× Modified flux (cell value)
Cell to be predicted
× ×
×
×
Figure 3.2 Depiction of the region stencils used in 2D. The Lax-Wendroff (right) method sten-
cil uses only information from the cell being predicted. That is, on each boundary
we simply evaluate the flux function using the solution from the cell of interest.
The stencil for the RIDG method the stencil must include cells sharing a vertex
of the cell to be predicted. Rusanov fluxes are to be used between cells within the
region, where the region is defined to be all cells that share a vertex with the cell
for which we are making a prediction. The RIDG method uses many more cells
than the LIDG method for the prediction step. We now demonstrate the RIDG
method for a simple case in 2D in order.
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Figure 3.3 Stability region plot for the LIDG method, method order M = 2. From this plot
we can choose a maximum CFL restriction νx = νy ≤ 0.23.
40
Figure 3.4 Stability region plot for the LIDG method, method order M = 2. From this plot we
can choose a maximum CFL restriction νx = νy ≤ 1.00. The red box demonstrates
the size of the LIDG stability region for the same method order.
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Figure 3.5 Stability region plot for the LIDG method, method order M = 4. From this plot
we can choose a maximum CFL restriction νx = νy ≤ 0.08.
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Figure 3.6 Stability region plot for the LIDG method, method order M = 4. From this plot we
can choose a maximum CFL restriction νx = νy ≤ 0.80. The red box demonstrates
the size of the LIDG stability region for the same method order.
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Figure 3.7 Stability region plot for the LIDG method, method order M = 6. From this plot
we can choose a maximum CFL restriction νx = νy ≤ 0.04.
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Figure 3.8 Stability region plot for the LIDG method, method order M = 6. From this plot we
can choose a maximum CFL restriction νx = νy ≤ 0.80. The red box demonstrates
the size of the LIDG stability region for the same method order.
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Figure 3.9 Stability region plot for the LIDG method, method order M = 8. From this plot
we can choose a maximum CFL restriction νx = νy ≤ 0.02.
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Figure 3.10 Stability region plot for the LIDG method, method order M = 8. From this
plot we can choose a maximum CFL restriction νx = νy ≤ 0.80. The red box
demonstrates the size of the LIDG stability region for the same method order.
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CHAPTER 4. THE RELATIVISTIC VLASOV-MAXWELL SYSTEM
Now that we have introduced he RIDG method, we discuss the properties of the relativistic
Vlasov-Maxwell, including its conservation properties. We then develop a strategy for solving
the RVM system.
4.1 Model Formalism
Recall from Chapter 2 the evolution equation for the relativistic Vlasov-Maxwell system
f,t +me
−1γ−1p · ∇xf − e
(
E +me
−1γ−1p×B) · ∇pf = 0 (4.1)
The electric field E(t, x) and the magnetic field B(t, x) are a combination of externally applied
fields and fields arising from the presence of moving charges. Thus, part of the Lorentz force
E + γ−1p × B is self-induced by the system and so is a vehicle for nonlocal electron-electron
interactions. We treat the speed of light c as a parameter, and note that letting c → ∞ gives
rise to the non-relativistic regime. For moderate values of c, the Lorentz factor is defined as
γ =
√
1 +
∥∥p∥∥2
2
c2m2e
, (4.2)
and the fields E and B obey Maxwell’s equations
∇x · E = 4piρ
∇x ·B = 0
E,t = c∇x ×B − 4piJ
B,t = −c∇x × E
. (4.3)
Recall that the the charge density is defined as
ρ(x, t) = −e
ˆ
P
fdp, (4.4)
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Table 4.1 List of dimensional transformations relevant to the RVM system
Variable Units Non-dimensionalization
f f → Ff
t time t→ Tt
x length x→ Lx
p mass times speed p→ MLT p
E force per charge E → EE
B force per charge per speed B → BB
ρ charge per space ρ→ Q
Dd
ρ
J charge times speed per space J → QL
DdT
J
and the current density is defined as
J(x, t) = −e
ˆ
P
me
−1γ−1pfdp. (4.5)
4.1.1 Non-dimensionalization
We seek to non-dimensionalize the system 4.1-4.3 and thus replace each variable with a
non-dimensional variable multiplied by a characteristic scale of appropriate units. We assume
that we are working in d spatial dimensions and make the replacements indicated in Table 4.1.1
Performing this transformation gives us the rescaled version of 4.1
F
T
f,t +
MF
Tme
γ−1p · ∇xf − EFTe
ML
E · ∇pf − BFe
cme
γ−1p×B · ∇pf = 0, (4.6)
along with with the rescaled Maxwell’s equations
E
L∇x · E = 4pi QDd ρ
B∇x ·B = 0
E
T E,t =
Bc
L ∇x ×B − 4pi QLDdT J
B
T B,t = −EcL ∇x × E
. (4.7)
We also rescale the charge density
Q
Dd
ρ(x, t) = −eFM
dLd
T d
ˆ
P
fdp, (4.8)
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and the current density
QL
DdT
J(x, t) = −eFM
d+1Ld+1
meT d+1
ˆ
P
γ−1pfdp. (4.9)
We collect scaling constants into the fewest number of terms possible, giving us
f,t +
M
me
γp · ∇xf − ET
2e
ML
E · ∇pf − BTe
cme
γp×B · ∇pf = 0, (4.10)
with Maxwell’s equations 
∇x · E = 4pi QLEDd ρ
∇x ·B = 0
E,t =
TBc
EL ∇x ×B − 4pi QLDdEJ
B,t = −TEcBL ∇x × E
, (4.11)
the charge density
ρ(x, t) = −eFM
dLdDd
QT d
ˆ
P
fdp, (4.12)
and the current density rescaled
J(x, t) = −eFM
d+1LdDd
QmeT d
ˆ
P
γ−1pfdp. (4.13)
We now make choices of scale so that the factors in front of each term are 1. We see that we
must make the following choices:
• The characteristic mass scale is equal to be the electron rest mass, M = me.
• The characteristic electric field strength is E = ML
eT 2
= meL
eT 2
.
• The characteristic magnetic field strength is B = cmeTe .
Thus we have the non-dimension equivalent of 4.1:
f,t + γp · ∇xf − E · ∇pf − γp×B · ∇pf = 0. (4.14)
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Maxwell’s equations are now 
∇x · E = 4piQeT 2meDd ρ
∇x ·B = 0
E,t =
c2T 2
L2
∇x ×B − 4piQeT 2Ddme J
B,t = −∇x × E
(4.15)
• We now choose the characteristic length scale to be the distance light travels over the
characteristic time scale L = cT .
• We choose the characteristic charge scale to be the magnitude of the electron charge
Q = e.
Maxwell’s equations are now 
∇x · E = 4pie2T 2meDd ρ,
∇x ·B = 0,
E,t = ∇x ×B − 4pie
2T 2
meDd
J,
B,t = −∇x × E
, (4.16)
the charge density rescaled is now
ρ(x, t) = −
(
Fmdec
dDd
) ˆ
P
fdp, (4.17)
and the current density rescaled is now
J(x, t) = −
(
Fmdec
dDd
)ˆ
P
γ−1pfdp. (4.18)
• We now see that F = (mecD)−d.
• The characteristic time scale is T = 1e
√
meDd
4pi .
Thus, the free parameter is the unit space D, and we list the dimension constants in table 4.2.
We now have the non-dimensionalized relativistic Vlasov-Maxwell system:
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Table 4.2 List of dimensional constants relevant to the RVM system
Unit Dependence
F (mecD)
−d
M me
L ce
√
meDd
4pi
T 1e
√
meDd
4pi
Q (mecD)
−d
E
c
√
me√
Dd
B
c
√
me√
Dd
f,t + γ
−1p · ∇xf − E · ∇pf − γ−1p×B · ∇pf = 0, (4.19)
γ =
√
1 +
∥∥p∥∥2
2
, (4.20)

∇x · E = ρ,
∇x ·B = 0,
E,t = ∇x ×B − J,
B,t = −∇x × E,
(4.21)
ρ(x, t) = −
ˆ
P
fdp, (4.22)
J(x, t) = −
ˆ
P
γpfdp. (4.23)
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4.1.2 Conservation
The RVM system has many conservation properties. Here we prove some of these properties.
4.1.2.1 Conservation of Functions of f
Consider a given function of the distribution function f , G(f). We assume G(f) is differ-
entiable and that lim
f→0
G(f) = 0. We differentiate G(f) with respect to time to see that
∂tG(f) = G
′(f)f,t.
Now, using 4.19 we see that
∂tG(f) = −G′(f)
(
γ−1p · ∇xf −
(
E + γ−1p×B) · ∇pf) . (4.24)
We employ product rule to see that
∇x · (γ−1pG(f)) = γ−1p · ∇xG(f) = G′(f)γ−1p · ∇xf.
We wish to write a similar expression for the phase derivative, so we note that
∇p(f(E + γ−1p×B)) = (E + γ−1p×B) · ∇pf + f∇p · (E + γ−1p×B).
Recalling that E and B do not vary with phase, we notice that the phase-divergence of the
Lorentz force term vanishes since
∇p · E +∇p · (γp×B) = (p×B) · ∇pγ−1 + γ−1∇p · (p×B).
Notice that ∇pγ−1 = γ−3p, so then we have
∇p · E +∇p · (γ−1p×B) = γ−3(p×B) · p+ γ−1∇p · (p×B),
and thus since (p×B) · p = (p× p) ·B = 0,
∇p · E +∇p · (γ−1p×B) = γ−1∇p · (p×B)
Then we see that through the product that
∇p · (γ−1p×B) = γ−1(∇p × p) ·B − γ−1p · (∇p ×B) = 0,
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so we conclude that
∇p(f(E + γ−1p×B)) = (E + γ−1p×B) · ∇pf. (4.25)
If we replace f with G(f) in 4.25 , we obtain
∇p(G(f)(E + γ−1p×B)) = (E + γ−1p×B) ·G′(f)∇pf.
Combining the above results, we see that we can rewrite 4.24 as
∂tG(f) = −∇x ·
(
γ−1pG(f)
)
+∇p ·
(
E + (γ−1p×B)G(f)) . (4.26)
We now seek to integrate the quantity ∂tG(f) over all physical space and phase space to show
that the quantity G(f) is conserved. That is, we want to show that the quantity G(f) is not
leaving the domain of interest. We integrate over the space that contains the plasma and over
all momenta present in the plasma
˚ ˚
∂tG(f)dxdp = lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
0<‖p‖
2
<S
∂tG(f)dpdx
We now wish to substitute 4.26 and will handle the resulting integration term by term:
• Consider the first term,
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
0<‖p‖
2
<S
∇x ·
(
γ−1pG(f)
)
dpdx
We use divergence theorem to have this become
lim
R→∞
lim
S→∞
¨
‖x‖2=R
˚
0<‖p‖
2
<S
R−1x · (γ−1pG(f)) dpdx
We assume that the distribution function vanishes sufficiently fast as ‖x‖2, ‖p‖2 → ∞.
Essentially this assumption is that we are modeling a finite set of particles in a finite
amount of space and that the particles have finite speed and thus finite momentum. The
latter assumption is validated since we know electrons will not move faster than the speed
of light. Thus, as R→∞,
lim
R→∞
lim
S→∞
¨
‖x‖2=R
˚
0<‖p‖
2
<S
R−1x · (γ−1pG(f)) dpdx→ 0,
since G(f) vanishes as we move away from the origin.
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• We make a similar argument for the second term. We start with
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
0<‖p‖
2
<S
∇p · (EG(f)) dpdx,
and apply divergence theorem to obtain
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
‖p‖
2
=S
S−1p · (EG(f)) dpdx.
Since we assumed that G(f) vanished sufficiently quickly as
∥∥p∥∥
2
→∞, we conclude that
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
‖p‖
2
=S
S−1p · (EG(f)) dpdx→ 0
• The argument for the third term begins with
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
˚
0<‖p‖
2
<S
∇p ·
(
(γ−1p×B)G(f)) dpdx,
and apply divergence theorem to obtain
lim
R→∞
lim
S→∞
˚
0<‖x‖2<R
¨
‖p‖
2
=S
S−1p · ((γ−1p×B)G(f)) dpdx.
This term vanishes by the same argument as above.
Combining these results proves that arbitrary functions of f are conserved by the RVM system.
∂t
˚ ˚
G(f)dxdp = 0.
This conservation of arbitrary suitable functions of f immediately leads to a few interesting
corollaries:
• The entropy of a system is defined as f log(f), so if we left G(f) = f log(f), we conclude
that entropy is conserved for the relativistic Vlasov-Maxwell system.
• Consider G(f) = |f |p for p ≥ 1. If this quantity is conserved then the Lp norms of f ,
‖f‖Lp , are conserved because
∂t‖f‖Lp =
1
p
(˚ ˚
|f |p dxdp
) 1−p
p
∂t
˚ ˚
|f |p dxdp
So then if ∂t
˝ ˝ |f |p dxdp = 0, as given by our theorem, then all Lp norms (p ≥ 1) of
f are conserved quantities.
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4.1.2.2 Moments of the Distribution function
The moments of a distribution function are the physically observable functions obtained by
integration of the distribution function over phase space. There are countably infinite many
moments and they are denoted {Mk}k=0,1,..., where Mk is a tensor of rank k defined by
[Mk(t, x)]`1`2...`k =
˚
p`1p`2 ...p`k
γk
f(t, x, p)dp.
The first few moments are familiar descriptive quantities:
• M0 is the electron density of the plasma, and so −M0 is the charge density ρ
• M1 is the first velocity moment of the distribution function, and so the current density
can be written as
J = −M1
• M2 is related to the energy tensor.
The kinetic energy density of the electrons,
Ekinetic = 1
2
ˆ
γfdp,
is not conserved, as some of the system energy can be stored in the electromagnetic field.
The total energy Etotal is not a moment of the distribution function but is a quantity that is
conserved by the Vlasov system. Is is defined as
Etotal =
˚ ˚
γfdpdx+
1
2
˚
E · Edx+ 1
2
˚
B ·Bdx.
4.1.2.3 Conserved Quantities
We now show that the RVM system conserves the charge density and the current density.
We do so by converting the evolution equation for these quantities into a conservation law. We
begin by integrating the distribution evolution equation of the RVM system over phase space:
˚
∂tf + γ
−1p · ∇xf +
(
E + γ−1p×B) · ∇pfdp = 0.
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As we have seen in previous arguments, the phase derivative term vanishes and we are left with
∂t
˚
fdp+∇x ·
˚
γ−1pfdp = 0.
We see that we can rewrite this in terms of the charge density and the current density:
∂tρ+∇x · J = 0,
which has the form of a conservation law. Thus, we conclude that the charge density is a
quantity conserved by the RVM system.
We now show that the sum of the electron and electromagnetic field energies is conserved
by the RVM system. We multiply the relativistic Vlasov equation by γ and notice that
∇p ·
((
γE + p×B) f) = γ−1p · Ef + (γE + p×B)∇pf.
Thus, we can write
∂tγf +∇x ·
(
pf
)
+∇p ·
((
γE + p×B) f)− γ−1p · Ef = 0.
If we integrate over all of phase space, divergence theorem and our assumptions about f van-
ishing as v →∞ eliminate the phase-divergence terms. We are left with
∂t
˚
γfdp− E ·
˚
γ−1pfdp = 0,
or rather since Ekinetic =
˝
γfdp,
∂tEkinetic − E · J = 0. (4.27)
We now must consider the evolution equation of the electric field given by Maxwell’s equations.
We see that we can use the vector calculus reverse-product rule to obtain the evolution of the
electric field energy:
∂tE = ∇x ×B − J,
E · ∂tE = E ·
(∇x ×B)− E · J,
∂t
(
1
2
E · E
)
= E · (∇x ×B)− E · J. (4.28)
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We can perform a similar analysis to obtain the evolution of the energy of the magnetic field:
∂tB = −∇x × E,
B · ∂tB = −B ·
(∇x × E) ,
∂t
(
1
2
B ·B
)
= ∇x · (E ×B)− E ·
(∇x ×B) . (4.29)
So then the evolution of the energy density of the electromagnetic field is simply given by the
sum of 4.28 and 4.29:
∂t
(
1
2
‖E‖22 +
1
2
‖B‖22
)
= −∇x · (B × E)− E · J.
We combine this with 4.27 to obtain
∂t
(
Ekinetic + 1
2
‖E‖22 +
1
2
‖B‖22
)
= −∇x · (B × E) .
And so if we assume the fields vanish far away from the system, we can integrate over all of
physical space and apply divergence theorem to see that
∂t
˚ (
Ekinetic + 1
2
‖E‖22 +
1
2
‖B‖22
)
dx = −
˚
∇x · (B × E) d=0.
Thus, we conclude that the total energy is conserved for the RVM system. and so we have the
time-evolution of the electromagnetic field energy
4.2 Toward A Numerical Method for Solving the relativistic
Vlasov-Maxwell System
In this section, we discuss our general strategy for solving the RVM system and discuss more
detailed strategies for specific cases. We consider the operator splitting strategy of [Cheng and
Knorr (1976)] and develop a high order method using a similar splitting.
4.2.1 Operator Splitting
We write 4.19 and 4.21 as the following system of seven PDEs
f
E
B

,t
+

γ−1p · ∇xf
−∇x ×B + J
∇x × E
+

−(E + γ−1p×B) · ∇pf
0
0
 = 0, (4.30)
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which are coupled with 
∇x · E = ρ
∇x ·B = 0
. (4.31)
We utilize high order two-branch operator splitting in order to simplify the integration of this
system. The first branch, which we denote branch A, involves solving
f
E
B

,t
+

γ−1p · ∇xf
−∇x ×B + J
∇x × E
 = 0, (4.32)
and using Maxwell’s equations to update the electric and magnetic fields. The second branch,
branch B, is defined as solving
f
E
B

,t
+

−(E + γp×B) · ∇pf
0
0
 = 0. (4.33)
We now discuss how each of these branches are solved individually and then how the results
are recompiled into a solution.
4.2.2 Branch A: Electron Advection and update of the Electromagnetic Field
For branch A, we see that p could be considered to be a problem parameter. Thus, we fix
p and then have the Cauchy problem
f
E
B

,t
+

γ−1p · ∇xf
−∇x ×B + J
∇x × E
 = 0,

∇x · E = ρ,
∇x ·B = 0.
(4.34)
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which will be solved from time t = 0 to t = T . If we write the expressions out in full, we have
f
E(1)
E(2)
E(3)
B(1)
B(2)
B(3)

,t
+

γ−1p1f,x + γ−1p2fy + γ−1p3fz
B
(2)
,z −B(3),y
B
(3)
,x −B(1),z
B
(1)
,y −B(2),x
E
(3)
,y − E(2),z
E
(1)
,z − E(3),x
E
(2)
,x − E(1),y

=

0
−J (1)
−J (2)
−J (3)
0
0
0

. (4.35)
We see that the first equation is a constant coefficient advection equation
f(T, x, p) = f(0, x− Tγ−1p, p),
or alternatively
f(T, x, y, z, v1, v2, v3) = f(0, x− Tγ−1p1, y − Tγ−1p2, z − Tγ−1p3, p1, p2, p3)
Thus we know the evolution of the distribution function for a given p. We can then use this to
obtain the charge density,
ρ(T, x) = −
˚
P
f(T, x, p)dp,
and the current density,
J(T, x) = −
˚
P
γ−1pf(T, x, p)dp.
Now it remains to solve Maxwell’s equations E
B

,t
+
 −∇x ×B
∇x × E
 =
 −J
0
 ,

∇x · E = ρ,
∇x ·B = 0,
(4.36)
which is simply a wave equation with a source. We now discuss the other branch of the operator
splitting scheme.
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4.2.3 Branch B: Solutions to Acceleration via the Lorentz Force
We see that the system of PDEs for branch B is
f
E
B

,t
+

(E + γ−1p×B) · ∇pf
0
0
 = 0, (4.37)
implying that we consider the electromagnetic field to be constant during this branch of the
splitting. Thus branch B is a simple acceleration of the electrons. We also recall that the fields
do not vary in phase space. Thus we could consider a fixed x, a fixed E, and a fixed B to
parameters for 4.37, which reduces to
f,t − (E + γp×B) · ∇pf = 0. (4.38)
We can use 4.25 to rewrite the conservation law as
f,t −∇p ·
(
f(E + γp×B)) = 0, (4.39)
or equivalently as
f,t −
((
E(1) + γ−1(p2B(3) − p3B(2))
)
f
)
,p1
−
((
E(2) + γ−1(p3B(1) − p1B(3))
)
f
)
,p2
−
((
E(3) + γ−1(p1B(2) − p2B(1))
)
f
)
,p3
= 0.
(4.40)
WE now consider specific test cases which have assumptions on the dimension of the configura-
tion space. These assumptions will simplify the equations associated with the operator splitting
branches.
4.3 Target Test Cases
Here we discuss the how various assumptions on the configuration space lead to specific
cases of the RVM system.
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4.3.1 Vlasov-Poisson: 1D1V
We restrict our attention to one spatial dimension and one momentum dimensions. This
case is well studied and is the simplest formulation on which we can test our numerical scheme.
We make the following assumptions:
• There is no variation in the solution or the fields in the y and z directions. That is,
the directional derivative in physical space of distribution function f is except for the
direction n = (1, 0, 0).
• There is no variation in the solution in the p2 and p3 directions. That is, the directional
derivative in phase space of distribution function f is zero except for the direction n =
(1, 0, 0).
• No charges are flowing in the p2 or p3 direction.
These assumptions turn Equation 4.35 into
f
E(1)
E(2)
E(3)
B(1)
B(2)
B(3)

,t
+

γ−1v1f,x
0
B
(3)
,x
−B(2),x
0
−E(3),x
E
(2)
,x

=

0
−J (1)
−J (2)
0
0
0
0

. (4.41)
And 4.40 becomes
f,t − E(1)f,p1 = 0. (4.42)
We notice that to update the distribution function in 4.42 we only require E(1), and we can see
in 4.41 that E(1) only depends on the x-component of the current density J (1). Thus E(2), E(3),
B(1), B(2) and B(3) have completely decoupled from the system. Thus the 1D1V relativistic
Vlasov-Maxwell system reduces to the Vlasov-Ampere system for which branch A is simply f
E(1)

,t
+
 γ−1p1f,x
0
 =
 0
−J (1)
 . (4.43)
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Alternatively, we may formulate this into the Vlasov-Poisson system where the electric field is
replaced by the gradient of a scalar potential U , which gives us
Branch A :

f,t + γ
−1p1f,x = 0
U,x,x = ρ
Branch B : f,t − U,xf,x. (4.44)
This system offers a first stop for testing our numerical scheme, which we discuss in Chapter 5.
4.3.2 Vlasov-Maxwell: 1D2V
In order to observe relativistic effects, we require at least two momentum dimensions. For
we now restrict our attention to one spatial dimension and two phase dimensions. This case is
well studied and is the simplest case in which the plasma self-interacts via the magnetic field
and thus the simplest case in which relativistic effects can be observed. We make the following
assumptions
• There is no variation in the solution or the fields in the y and z directions. That is,
the directional derivative of distribution function f is zero except for the direction n =
(1, 0, 0).
• There is no variation in the solution in the v3 direction. That is, the directional phase
derivative of distribution function f is zero for any direction n such that n · (0, 0, 1) 6= 0.
• No charges are flowing in the p3 direction.
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4.3.2.1 Branch A
Under these assumptions, 4.35 becomes
f
E(1)
E(2)
E(3)
B(1)
B(2)
B(3)

,t
+

γ−1p1f,x
0
B
(3)
,x
−B(2),x
0
−E(3),x
E
(2)
,x

=

0
−J (1)
−J (2)
0
0
0
0

, (4.45)
and 4.40 becomes
f,t −
(
E(1) + γ−1p2B(3)
)
f,p1 −
(
E(2) − γ−1p1B(3)
)
f,p2 = 0. (4.46)
We notice that to update the distribution function in 4.46 we require E(1), E(2), and B(3).
These are updated in 4.45 via a coupled system of the distribution function f , the current
density components J (1) and J (2), and the field components E(2) and B(3). We notice that
E(3), B(1), and B(2) have completely decoupled from the system. Thus branch A of the 1D2V
relativistic Vlasov-Maxwell system reduces to
f
E(1)
E(2)
B(3)

,t
+

γ−1p1f,x
0
B
(3)
,x
E
(2)
,x

=

0
−J (1)
−J (2)
0

. (4.47)
If we wish to solve this system from time t = 0 to time t = T , we immediately see
f(T, x, p1, p2) = f(0, x− Tγp1, p1, p2), (4.48)
J(T, x) = −
ˆ ∞
−∞
ˆ ∞
−∞
γ−1pf(T, x, p1, p2)dp1dp2, (4.49)
E(1)(T, x) = E(1)(0, x)−
ˆ T
0
J (1)(s, x)ds. (4.50)
We also must solve the system E(2)
B(3)

,t
+
 0 1
1 0

 E(2)
B(3)

,x
=
 −J (2)
0
 .
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We want to change E(2) and B(3) into characteristic variables, so we utilize the change of
variables
1
2
 1 1
1 −1

 E(2)
B(3)
 =
 Z(1)
Z(2)
 ⇐⇒
 E(2)
B(3)
 =
 1 1
1 −1

 Z(1)
Z(2)
 , (4.51)
where Z(1) and Z(2) are the characteristic variables of the system. Using this transformation
yields the system 1 1
1 −1

 Z(1)
Z(2)

,t
+
 1 −1
1 1

 Z(1)
Z(2)

,x
=
 −J (2)
0
 .
A bit of algebra reveals that in characteristic variables we have the decoupled system of ODEs Z(1)
Z(2)

,t
+
 1 0
0 −1

 Z(1)
Z(2)

,x
=
1
2
 −J (2)
−J (2)
 .
Each of these ODEs is a simple advection equation with a source term. We write out the details
of solving the first Cauchy problem for Z(1) by writing
dt
ds
= 1
dx
ds
= −1 dZ
(1)
ds
= −1
2
J (2)(t(s), x(s)).
We then integrate from 0, x0 to t, x over the parameter s gives
t = s x(s) = −s+ x0 Z(1)(t, x) = Z(1)(0, x0)− 1
2
ˆ s
0
J(t(τ), x(τ))dτ.
Thus we have the solution
Z(1)(t, x) = Z(1)(0, x0)− 1
2
ˆ t
0
J(τ, x0 − τ)dτ,
but we then use t = s and x0 = x+ s to write
Z(1)(t, x) = Z(1)(0, x+ t)− 1
2
ˆ t
0
J(τ, x+ t− τ)dτ.
Similarly, we obtain
Z(2)(t, x) = Z(2)(0, x− t)− 1
2
ˆ t
0
J (2)(τ, x− t+ τ)ds.
Once we update our characteristic variables, we reuse 4.51 to produce the final update for E(2)
and B(3). Thus, we have our solution to branch A of the operator splitting for the relativistic
1D2V system.
65
4.3.2.2 Branch B
For branch B, we simply use the RIDG method over phase space. We convert 4.52 into
f,t −
((
E(1) + γ−1p2B(3)
)
f
)
,p1
−
((
E(2) − γ−1p1B(3)
)
f
)
,p2
= 0. (4.52)
We then use the RIDG method as formulated in Chapter 3 to update 4.52 for every sample
point x.
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CHAPTER 5. EXPERIMENTS AND RESULTS
Here we present convergence studies in 1D, 2D, and 3D for the regionally-implicit discon-
tinuous Galerkin method, as well as results for simulation of the Vlasov-Poisson and relativistic
Vlasov-Maxwell systems.
5.1 Case Studies for the RIDG Method
Here we compare the errors and runtimes for the LIDG and RIDG methods.
5.1.1 Convergence Studies in 1D
We consider a constant coefficient test problem
q,t + q,x = 0 (t, x) ∈ [0, Tfinal]× [−1, 1] ,
q(0, x) = sin(ωpix) x ∈ [−1, 1] ,
ω = 16.
(5.1)
We assume that for small mesh sizes ∆x with ∆x = 2Ncells , the method error for a smooth
problem will behave with the correct asymptotic behavior
error(∆x) ≈ c(∆x)α. (5.2)
Thus we estimate the error convergence rate α of the method by comparing two arbitrary mesh
sizes and using
α =
log
(
error(∆x1)
error(∆x2)
)
log
(
∆x1
∆x2
) . (5.3)
We consider the method order M = 4 and compare the error properties of the solution produced
by the LIDG and RIDG methods. We see the results in Table 5.1.1. We see that for any
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Table 5.1 Convergence study for the 1D LIDG and RIDG methods of order M = 4 (P3) with
experiment runtimes using problem 5.1. Shown are the relative errors for various
mesh sizes. We see that for any fixed number of cells, the RIDG method has a
shorter runtime (ie, computational cost) and smaller error. Experiment runtimes
are given in units of a reference experiment runtime t = 0.044s.
LIDG Runtime L1 error Order L2 error Order L∞ error Order
40 4.8 1.83E − 01 1.83E − 01 1.92E − 01
80 18.2 1.08E − 02 4.08 1.07E − 02 4.09 1.13E − 02 4.09
160 72.2 6.52E − 04 4.05 6.46E − 04 4.05 6.66E − 04 4.09
320 282.8 4.01E − 05 4.02 4.00E − 05 4.01 4.10E − 05 4.02
640 1127.1 2.49E − 06 4.01 2.50E − 06 4.00 2.79E − 06 3.88
RIDG Runtime L1 error Order L2 error Order L∞ error Order
40 1.0 8.46E − 02 8.77E − 02 1.02E − 01
80 2.9 3.67E − 03 4.53 3.72E − 03 4.56 4.68E − 03 4.45
160 10.9 1.51E − 04 4.61 1.52E − 04 4.62 1.76E − 04 4.73
320 43.0 7.96E − 06 4.24 8.02E − 06 4.24 8.95E − 06 4.30
640 171.9 4.75E − 07 4.07 4.77E − 07 4.07 5.57E − 07 4.01
fixed number of cells, usage of the RIDG method leads to smaller L1, L2, and L∞ error norms.
For larger cell counts we see that the RIDG method is about five times more accurate than the
LIDG method. We also notice that for a fixed number of cells the experiment runtime for the
RIDG method is shorter than that of the LIDG method by more than a factor of six.
We may also increase the method order to M = 6. Intuitively we expect a penalty to the step
size when increasing the method order due to a more restrictive CFL condition. In this case,
we use CFL = 0.01 for the LIDG method and CFL = 0.9 for the RIDG method. Note that
for the RIDG method we are able to use the same CFL number for both M = 4 and M = 6,
which is a divergence from intuition where one expects higher order methods to require a more
restrictive CFL number. We once again use 5.3 to verify the convergence rate for the LIDG
and RIDG methods, as well as compare the method errors and runtimes in Table 5.2. We see
again that both methods exhibit the expected convergence behavior. Also, the RIDG method
error is smaller than the LIDG method error for all error norms. For larger cell counts we see
an improvement of at least a factor of five. We also observe that the RIDG runtimes is smaller
by more than an order of magnitude; about a factor of 16.
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Table 5.2 Convergence study for the 1D LIDG and RIDG methods of order M = 6 (P5) using
problem 5.1. We see that for any fixed number of cells, the RIDG method has a
shorter runtime (ie, computational cost) and smaller error. Experiment runtimes
are given in units of a reference experiment runtime t = 0.046s.
LIDG Runtime L1 error Order L2 error Order L∞ error Order
40 12.0 1.11E − 03 1.11E − 03 1.25E − 03
80 46.6 1.74E − 05 6.00 1.76E − 05 5.98 1.88E − 05 6.06
160 184.6 2.73E − 07 5.99 2.72E − 07 6.02 2.86E − 07 6.04
320 729.9 4.24E − 09 6.01 4.23E − 09 6.01 4.36E − 09 6.03
640 2930.3 6.61E − 11 6.00 6.61E − 11 6.00 6.78E − 11 6.01
RIDG Runtime L1 error Order L2 error Order L∞ error Order
40 1.0 1.50E − 04 1.65E − 04 4.64E − 04
80 2.9 2.68E − 06 5.81 2.79E − 06 5.89 5.19E − 06 6.48
160 11.2 3.91E − 08 6.10 4.05E − 08 6.11 4.89E − 08 6.73
320 43.7 5.85E − 10 6.06 6.12E − 10 6.05 8.37E − 10 5.87
640 174.3 8.94E − 12 6.03 9.45E − 12 6.02 1.36E − 11 5.95
Our original motivation for the development of this method was to seek an alternative to
operator splitting and so exploration of higher dimensional problems is of utmost importance.
5.1.2 Convergence Studies in 2D
In higher dimensions, we seek to verify the convergence rates of the LIDG and RIDG
methods, using the process described in the proceeding sections. We consider a 2D constant
coefficient test problem
qt + q,x + q,y = 0 (t, x, y) ∈ [0, Tfinal]× [−1, 1]2 ,
q(0, x, y) = sin(ωpix) sin(ωpiy) (x, y) ∈ [−1, 1]2 ,
ω = 16.
(5.4)
We measure the error of the LIDG and RIDG methods for M = 4 as we did before for the 1D
problem. We use CFL = 0.05 for the LIDG method and CFL = 0.75 for the RIDG method.
We see in Table 5.1.2 that the RIDG method exhibits better error and runtime properties than
the LIDG method. That is, for any fixed number of cells, the RIDG method has smaller error
norms than the LIDG method, though the improvement is not as large as we observed in the
1D case. Additionally, the RIDG method seems to run about six times faster than the LIDG
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Table 5.3 Convergence study for the 2D LIDG and RIDG methods of order M = 4 (P3) with
experiment runtimes using problem 5.4. We see that for any fixed number of cells,
the RIDG method has a shorter runtime (ie, computational cost) and smaller error.
Experiment runtimes are given in units of a reference experiment runtime t = 3.589.
LIDG Runtime L1 error Order L2 error Order L∞ error Order
402 5.8 8.75E − 01 7.87E − 01 7.93E − 01
802 45.8 6.37E − 02 3.78 5.72E − 02 3.78 6.54E − 02 3.60
1602 367.8 1.98E − 03 5.01 1.81E − 03 4.98 2.94E − 03 4.48
3202 2900.7 7.66E − 05 4.69 7.09E − 05 4.67 1.61E − 04 4.19
6402 22969.9 3.86E − 06 4.31 3.59E − 06 4.30 9.14E − 06 4.14
RIDG Runtime L1 error Order L2 error Order L∞ error Order
402 .9 6.50E − 01 5.75E − 01 5.80E − 01
802 7.0 2.92E − 02 4.47 2.64E − 02 4.45 3.54E − 02 4.03
1602 55.5 1.15E − 03 4.66 1.06E − 03 4.64 1.84E − 03 4.26
3202 432.8 5.98E − 05 4.27 5.49E − 05 4.27 1.13E − 04 4.03
6402 3500.6 3.15E − 06 4.25 2.91E − 06 4.24 6.72E − 06 4.07
method.
We consider again increase the order of accuracy and measure the error of the LIDG and RIDG
methods for M = 6. Now We use CFL = 0.01 for the LIDG method and CFL = 0.75 for the
RIDG method. Note again with the RIDG method we are able to use the same CFL restriction
for both M = 4 and M = 6. We observe in 5.1.2 that the RIDG method and LIDG method
have similar error norms, with the RIDG exhibiting slightly smaller errors norms than the
LIDG methods. However, the RIDG method runtime is about an order of magnitude faster
than the runtime for the LIDG method.
5.1.3 Convergence Studies in 3D
We consider the 3-dimensional analog of the initial value problem studied before,
qt + q,x + q,y + q,z = 0 (t, x, y, z) ∈ [0, Tfinal]× [−1, 1]3 ,
q(0, x, y, z) = sin(ωpix) sin(ωpiy) sin(ωpiz) (x, y, z) ∈ [−1, 1]3 ,
ω = 16.
(5.5)
For the method order M = 4, we use CFL = 0.03 for the LIDG method and CFL = 0.6 for the
RIDG method. In Table 5.1.3 we observe again that for a fixed number of cells, the RIDG
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Table 5.4 Convergence study for the 2D LIDG and RIDG methods of order M = 6 (P5) with
experiment runtimes using problem 5.4. We see that for any fixed number of cells,
the RIDG method has a shorter runtime (ie, computational cost) and smaller error.
Experiment runtimes are given in units of a reference experiment runtime t = 2.06s.
LIDG Runtime L1 error Order L2 error Order L∞ error Order
402 11.3 2.25E − 02 2.24E − 02 5.25E − 02
802 91.5 2.94E − 04 6.26 2.77E − 04 6.34 6.80E − 04 6.27
1602 681.2 2.81E − 06 6.71 2.75E − 06 6.66 1.05E − 05 6.02
3202 5436.9 3.53E − 08 6.31 3.50E − 08 6.30 1.67E − 07 5.98
6403 43821.9 5.11E − 10 6.11 5.10E − 10 6.10 2.58E − 09 6.01
RIDG Runtime L1 error Order L2 error Order L∞ error Order
402 1.0 5.76E − 03 5.86E − 03 3.30E − 02
802 8.4 1.62E − 04 5.15 1.54E − 04 5.25 6.30E − 04 5.71
1602 63.7 2.25E − 06 6.18 2.16E − 06 6.15 9.18E − 06 6.10
3202 506.4 3.04E − 08 6.21 3.00E − 08 6.17 1.51E − 07 5.93
Table 5.5 Convergence study for the 3D LIDG and RIDG methods of order M = 4 (P3) with
experiment runtimes using problem 5.5. We see that for any fixed number of cells,
the RIDG method has a shorter runtime (ie, computational cost) and smaller error
than the LIDG method. Reference runtime t = 883.0s
LIDG Runtime L1 error Order L2 error Order L∞ error Order
603 10.9 7.66E − 01 7.50E − 01 7.54E − 01
803 34.7 2.36E − 01 4.09 2.18E − 01 4.30 2.20E − 01 4.28
1003 85.0 7.04E − 02 5.42 6.34E − 02 5.53 7.75E − 02 4.68
1403 331.5 1.07E − 02 5.59 9.34E − 03 5.69 1.62E − 02 4.65
RIDG Runtime L1 error Order L2 error Order L∞ error Order
603 2.4 3.34E − 01 2.93E − 01 3.04E − 01
803 7.7 7.73E − 02 5.09 6.55E − 02 5.21 9.25E − 02 4.13
1003 19.0 2.27E − 02 5.49 1.93E − 02 5.48 3.51E − 02 4.34
1403 76.2 3.82E − 03 5.30 3.32E − 03 5.23 9.49E − 03 3.89
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Table 5.6 Convergence study for the 3D LIDG and RIDG methods of order M = 6 (P5) with
experiment runtimes using problem 5.5. We see that for any fixed number of cells,
the RIDG method has a shorter runtime (ie, computational cost) and smaller error
than the LIDG method. Reference runtime t = 883.0s
LIDG Runtime L1 error Order L2 error Order L∞ error Order
403 4.9 2.66E − 01 2.51E − 01 4.38E − 01
603 25.0 9.85E − 03 8.13 8.83E − 03 8.25 3.36E − 02 6.33
803 79.0 1.19E − 03 7.34 1.07E − 03 7.32 4.64E − 03 6.88
1003 192.7 2.71E − 04 6.63 2.51E − 04 6.51 1.29E − 03 5.74
RIDG Runtime L1 error Order L2 error Order L∞ error Order
403 1.0 3.68E − 02 3.47E − 02 2.14E − 01
603 5.0 3.59E − 03 5.74 3.41E − 03 5.73 2.44E − 02 5.36
803 15.2 8.08E − 04 5.19 7.59E − 04 5.22 4.58E − 03 5.81
1003 37.3 2.18E − 04 5.87 2.08E − 04 5.80 1.21E − 03 5.96
method exhibits a smaller error than the LIDG method by about a factor of three for the L1
and L2 error norms a factor of about two for the L∞ norm. If we compare the runtimes we see
that the RIDG method runs at least four times faster than the LIDG method.
As we consider method order M = 6, we use CFL = 0.025 for the LIDG method and CFL =
0.6 for the RIDG method. Again, we are able to use the same CFL condition for order M = 4
and M = 6. In Table 5.1.3 we observe that for a fixed number of cells, the RIDG method
and LIDG method errors are similar, with the RIDG method errors being slightly smaller.
However, the RIDG method runs about five times faster than the LIDG method.
5.2 RVM Solver
We have demonstrated in the previous section that the RIDG method has many bene-
ficial properties as a standalone solver and thus is a good candidate for use in solving the
relativistic Vlasov Maxwell system. As discussed in Chapter 4, we implement an operator
splitting approach where branch A will handle the advection of electrons and updates to the
electromagnetic field while branch B will handle the acceleration of the electrons.
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5.2.1 Non-relativistic Test Problems
We seek to test our RVM scheme on two familiar problems: the two stream instability and
the Landau damping problems. These are both well-studied problems
5.2.1.1 Two Stream Instability
The two stream instability is classical Vlasov-Poisson problem often used to test Vlasov
integrators. The initial data is given by
f(0, x, p) = p
2√
8pi
(
2− cos (x2)) e− p22 ,
x ∈ [−2pi, 2pi] , p ∈ [−2pi, 2pi] , t ∈ x ∈ [0, 45] .
We see in Figures 5.1-5.6 that our solver is able to capture the fine features of the plasma,
including the filamentation of the distribution function.
5.2.1.2 Weak Landau Damping
Another classical test case for Vlasov solvers is the Landau damping problem. Landau
damping has been extensively studied both from an analytic approach and a numerical ap-
proach. We first discuss the Weak Landau damping problem. The initial data for this problem
is: 
f(0, x, p) = 1√
2pi
(
1 + 1100 cos
(
x
2
))
e−
p2
2 ,
x ∈ [−2pi, 2pi] , p ∈ [−2pi, 2pi] , t ∈ x ∈ [0, 45] .
The cosine wave serves a tiny perturbation to a stationary solution of the Vlasov-Poisson
system. Thus, we should expect to see an exponential decay in the strength of the electric field,∥∥E(1)∥∥
L2
, as proved in [Mouhot and Villani (2011)]. In fact in 5.7 we see such decay. We plot
the time evolution of non stationary state in Figures 5.8-5.14. That is, we plot:
fperturbation(t, x, p) = f(t, x, p)− 1√
2pi
e−
p2
2 .
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Figure 5.1 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 0.00
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Figure 5.2 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 9.00
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Figure 5.3 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 18.00
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Figure 5.4 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 27.00
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Figure 5.5 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 36.00
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Figure 5.6 Plot of the distribution function for the two stream instability problem as a function
of phase and space at time t = 45.00
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Figure 5.7 Plot of the norm of the electric field over time for the Weak Landau damping
Problem. Notice the exponential decay in the field strength.
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Figure 5.8 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 0.00
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Figure 5.9 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 10.00
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Figure 5.10 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 20.00
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Figure 5.11 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 30.00
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Figure 5.12 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 40.00
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Figure 5.13 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 50.00
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Figure 5.14 Plot of the perturbation in the distribution function for the weak Landau damping
problem at time t = 60.00
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5.2.1.3 Strong Landau Damping
If the perturbation in the Weak Landau damping problem were much larger, we expect a
possible deviation from linear theory as nonlinear effects begin to dominate the problem. We
consider the initial conditions
f(0, x, p) = 1√
2pi
(
1 + 12 cos
(
x
2
))
e−
p2
2 ,
x ∈ [−2pi, 2pi] , p ∈ [−2pi, 2pi] , t ∈ x ∈ [0, 45] .
Notice in Figures 5.2.1.3-5.2.1.3 that we are able to capture very fine detail using the DG
methodology. We see that in 5.15 that we no longer see the behavior predicted by linear
theory, but instead see the effects of “electron trapping”.
5.2.2 Relativistic Problems
We now consider several the test problems that explore relativistic effects and compare our
results to those found in [Suzuki and Shigeyama (2010)].
5.2.2.1 Gyration of Particles
For this example, we start with uniformly distributed particles with Gaussian velocity
profiles. Initially there is no electric field but there is a constant magnetic field.

f(0, x, v1, v2) = e
− v
2
1+v
2
2
σ2 ,
E(1)(0, x) = 0,
E(2)(0, x) = 0,
B(3)(0, x) = B0,
x ∈ [−√2pi,√2pi] v1, v2 ∈ [−10, 10] t ∈ [0, meceB0 ] .
where σ = 2.0 is the velocity dispersion and B0 = 1.0. We show that this is a stationary
solution to the relativistic Vlasov Maxwell system.
f,t + γv1(0)− (γc−1v2B0)e−
v21+v
2
2
σ2
(
−2v1
σ2
)
− (−γc−1v1B0)e−
v21+v
2
2
σ2
(
−2v2
σ2
)
= 0.
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Figure 5.15 Plot of the norm of the electric field over time for the Strong Landau Damping
Problem. The field strength begins to decay as in the weak Landau damping
problem, but then other effects begin to dominate.
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Figure 5.16 Plot of the the distribution function for the strong Landau damping problem at
time t = 0.00
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Figure 5.17 Plot of the the distribution function for the strong Landau damping problem at
time t = 10.00
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Figure 5.18 Plot of the the distribution function for the strong Landau damping problem at
time t = 20.00
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Figure 5.19 Plot of the the distribution function for the strong Landau damping problem at
time t = 30.00
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Figure 5.20 Plot of the the distribution function for the strong Landau damping problem at
time t = 40.00
94
Figure 5.21 Plot of the the distribution function for the strong Landau damping problem at
time t = 50.00
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Figure 5.22 Plot of the the distribution function for the strong Landau damping problem at
time t = 60.00
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Table 5.7 Convergence study for the gyration of particles problem. We see that for second
order in space and time we obtain expect convergence. The runtimes are in units
of a reference runtime of t = 291.84s, obtained using DoGPack (see Chapter 6).
Cells Runtime L2 error Order
403 1.0 1.54E − 02
803 16.9 3.85E − 03 2.00
1203 101.8 1.72E − 03 1.99
This reduces to f,t = 0, and thus this system is stationary on the continuous level and so the
solution to this system is
f(t, x, v1, v2) = f(0, x, v1, v2).
However, numerical methods may exhibit artificial diffusion and thus the above system may not
be stationary on the discrete level. Further, these perturbations could excite unstable modes.
Thus, this problem can be used to test the accuracy of our 1D2V solver. In table 5.7, we
observe that our integration strategy exhibits the expected convergence for our second order
method.
5.2.2.2 Weibel Instability
The Weibel instability is caused by non-symmetric momentum profiles in each direction.
The initial conditions are:
f(0, x, p1, p2) =
1
2χ[−δ,δ](p1)
(
χ[−pb−δ,−pb+δ](p2) + χ[pb−δ,pb+δ](p2)
)
,
E(1)(0, x) = 0,
E(2)(0, x) = 0,
B(3)(0, x) = B0 cos(kx),
x ∈ [−pik , pik ] p1 ∈ [−pˆ, pˆ] p2 ∈ [−pˆ, pˆ] t ∈ [0, meceB0 ] ,
where χ[a,b] is the characteristic function defined by
χ[a,b](x) =

1 a < x < b,
0 otherwise.
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We also choose B0 = 10
−5 to be a small parameter. δ is a small parameter chosen to be on the
scale of the mesh size. p=2.065b is the bulk electron momentum and pˆ = 5 is the corresponding
bound on the momentum space. In this experiment, we expect the energy of the electromagnetic
field to increase exponentially as unstable modes grow. This growth rate is dependent on the
parameter k which determines the nature of the initial magnetic field. We test our RVM solver
for k = 1, checking if our code can successfully handle the growth of the magnetic field strength.
In figure 5.2.2.2 we see the expected results of exponential growth of the electromagnetic field.
This tells us that our integration strategy for the relativistic Vlasov-Maxwell is appropriate for
handling relativistic phenomena.
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Figure 5.23 Electromagnetic field strength for the Weibel instability problem. We see that
after a period of oscillating, the field strength grows exponentially in time, as
expected.
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CHAPTER 6. SUMMARY AND DISCUSSION
In this thesis we formulated a novel discontinuous Galerkin method, motivated by the
challenges offered by the relativistic Vlasov-Maxwell system. We developed the Regionally
Implicit DG methods as an efficient alternative to operator splitting and then demonstrated
how this method fits into a strategy for integrating the relativistic Vlasov-Maxwell system.
6.1 Conclusions
We have seen in Chapter 5 that the regionally-implicit discontinuous Galerkin method can
obtain arbitrarily high order. Further, for any dimension and method order the RIDG method
has a smaller error norm than the LIDG method. This advantage is diminished as we consider
higher dimensional problems. We also notice that the runtime for the RIDG method is sig-
nificantly less than that of the LIDG method. The superior stability properties of the RIDG
outweigh the extra computational cost needed to apply the larger stencil. However, in higher
dimensions the difference in stencil sizes between the LIDG and RIDG methods is exacerbated,
reducing the runtime advantage of RIDG.
After establishing that the RIDG method is efficient, we implemented the scheme in our RVM
solver as discussed in Chapter 4. For the Vlasov-Poisson problems, we found that the RIDG
method replicates known results for the two stream instability problem and the Landau damp-
ing problem, showing that the method fits well into the Vlasov solver framework. Lastly, we
tested our RVM solver strategy on the gyration of particles and Weibel instability problems.
Our RVM solver catches the correct behavior of the continuous system in both cases, demon-
strating the effectiveness of the integration strategy we have developed.
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Our proposed solver was programmed into DoGPack, the discontinuous Galerkin software pack-
age managed by James Rossmanith and his collaborators. Details can be found at
http://www.dogpack-code.org
.
6.2 Future Work
We have demonstrated RIDG’s success as part of an integration strategy for the RVM
system, and thus propose its use in more complex problems. We plan to model laser-wakefield
accelerator discussed in Chapter 2 in the 1D2V setting. We then wish to expand this example to
a 2D2V setting, which introduces new challenges and requires a more complicated integration
strategy.
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