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ABSTRACT 
The study of functional connectivity using magnetoencephalography (MEG) is an 
expanding area of neuroimaging, and adds an extra dimension to the more common 
assessments made using fMRI. The importance of such metrics is growing, with recent 
demonstrations of their utility in clinical research, however previous reports suggest that 
whilst group level resting state connectivity is robust, single session recordings lack 
repeatability. Such robustness is critical if MEG measures in individual subjects are to 
prove clinically valuable. In the present paper, we test how practical aspects of 
experimental design affect the intra-subject repeatability of MEG findings; specifically we 
assess the effect of coregistration method and data recording duration. We show that the 
use of a foam head-cast, which is known to improve coregistration accuracy, increased 
significantly the between session repeatability of both beamformer reconstruction and 
connectivity estimation. We also show that recording duration is a critical parameter, with 
large improvements in repeatability apparent when using ten minute, compared to five 
minute recordings. Further analyses suggest that the origin of this latter effect is not 
underpinned by technical aspects of source reconstruction, but rather by a genuine effect 
of brain state; short recordings are simply inefficient at capturing the canonical MEG 
network in a single subject. Our results provide important insights on experimental design 
and will prove valuable for future MEG connectivity studies. 
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INTRODUCTION 
The measurement of covariation between neuroimaging signals generated in spatially 
separate brain regions facilitates the elucidation and characterisation of brain networks 
(Beckmann et al., 2005; Corbetta et al., 1998; Fox et al., 2005; Fox and Raichle, 2007; 
Friston, 1994; Raichle et al., 2001; Smith et al., 2009). These networks, and the functional 
connectivities that define them, are thought to support core mental processes with some 
related to sensory processing and others associated with high level cognition. Because 
these networks can be observed even when subjects are notionally “at rest” (i.e. no 
specific task paradigm is used) they are often termed resting state networks (RSNs) 
(Beckmann et al., 2005). Although predominantly measured using functional magnetic 
resonance imaging (fMRI), a growing body of work shows that network characterisation 
via magnetoencephalography (MEG) offers novel insights into the neural mechanisms that 
underlie functional connectivity (Hall et al., 2014; O’Neill et al., 2015a; Schölvinck et al., 
2013). MEG involves assessment of the magnetic fields that are induced outside the head 
by neural current flow in the brain. Mathematical modelling of these fields subsequently 
allows construction of 3D images showing moment to moment changes in brain current. 
Because MEG signals are generated directly by neurons, the electrophysiological basis of 
connectivity can be probed. Furthermore, the excellent temporal precision afforded by 
MEG allows estimation of dynamic changes in network structure (Baker et al., 2014; 
Brookes et al., 2014; O’Neill et al., 2015a). The importance of characterising 
electrophysiological connectivity is growing, with numerous demonstrations that 
connections are perturbed in pathologies (Brookes et al., 2016; Friston, 1998; Guggisberg 
et al., 2008; Kessler et al., 2014; Palaniyappan and Liddle, 2012; Schnitzler and Gross, 
2005; Stufflebeam et al., 2011; Tewarie et al., 2014; van Dellen et al., 2012). However, 
demonstrations have typically been made on large subject groups, with little attention paid 
to the accuracy of measurements within individual subjects. Such accuracy is critical if 
MEG connectivity is to provide diagnostic and clinically relevant information. 
 
To date, most studies that have examined the robustness of MEG connectivity estimation 
suggest relatively poor reproducibility. For example, Wens et al. (2014) showed that whilst 
group level connectivity within several well-known networks is stable, there is significant 
variability at the individual subject level. Colclough et al. (2016) tested the between 
session repeatability of a large number of functional connectivity measurements, showing 
that although group level inference is reliable, network metrics vary across individuals. 
The authors also showed that even separate measures in a single subject lack 
reproducibility. Tewarie et al. (2016) used MEG to predict the canonical RSNs observed in 
fMRI; whilst predictions were robust at the group level, they fared less well within 
individuals and no significant inter-individual differences in connectivity were predicted. 
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Similarly, O’Neill et al. (2016)  showed that dynamic measures of functional connectivity 
are also variable across subjects. Although the reason for this poor reliability is not well 
understood, it likely results from a combination of genuine differences (Finn et al., 2015) 
(i.e. even within a single subject, differences in brain state between two experimental 
recordings could generate marked differences in network connectivity) and instrumental 
imprecision. Regarding the latter, MEG has relatively low signal to noise ratio (SNR) since 
environmental and biomagnetic fields of no interest (e.g. from lab equipment, heart and 
muscles) are larger than neuromagnetic fields. In addition, source localisation 
(reconstructing images of current density using extracranial magnetic fields) is based upon 
an ill-posed problem which reduces spatial resolution. Another significant limitation is 
coregistration error. The accuracy of source localisation is dependent not only on data 
quality, but also on precise forward models (models of magnetic fields that would be 
observed at the sensors given a known current distribution). Forward models, in turn, 
require accurate knowledge of the location and orientation of MEG sensors relative to brain 
anatomy. Importantly (and perhaps counterintuitively) as SNR is increased, the 
requirement for high spatial precision also increases. Unfortunately at present, 
coregistration usually relies on digitisation and surface matching procedures which can 
cause errors of several millimetres that propagate into source reconstructions. If the 
potential of MEG to characterise network connectivity in individual subjects is to be 
realised, then these sources of error must be minimised.   
 
Here, using simulations and experiments, we probe how test-retest repeatability of 
functional connectivity in MEG can be optimised by changing practical aspects of 
experimental design. We concentrate on two parameters; recording duration and 
coregistration method. It is clear that longer recordings will maximise SNR, and previous 
work (Brookes et al., 2010, 2008) shows that source reconstruction accuracy and spatial 
resolution are improved as recording duration (or bandwidth) is increased. Here, using 
simulated and experimental MEG data, we investigate the effect that changing recording 
duration has on network connectivity. Investigating the effect of coregistration error in 
real MEG data is challenging since such errors are inherent to all experimental measures 
and no ground truth is known. Here, we address this issue by adopting a recently 
developed approach, employing foam head-casts (constructed using 3D printing) 
(Troebinger et al., 2014). The internal surface of these head-casts fits to the subject’s 
scalp, whilst the external surface fits the MEG scanner helmet. In this way we are able to 
lock the head in place, minimising motion and coregistration error. In what follows, we will 
show that recording duration and coregistration have a marked effect on the repeatability 
of source localisation, and functional connectivity. Our results will provide advice for the 
design of future scanning protocols, particularly in studies of individual subjects. 
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SIMULATIONS 
In order to examine the effect of coregistration error and recording duration on 
connectivity estimation, we first undertook a set of simulations. All simulations were based 
upon the geometry of a CTF 275 channel axial gradiometer system (5cm baseline) 
operating in third order gradiometer configuration. Brain anatomy, head shape, and 
system geometry were based upon a real experimental recording session. In everything 
that follows, the simulated sampling frequency was 600 Hz; all simulated sources were 
assumed to be dipolar; the forward field was computed using a multiple local sphere head 
model and the formula derived by Sarvas (1987). The locations of all simulated sources 
were set according to the centre of mass of 78 anatomically defined cortical regions, 
extracted from the automated anatomical labelling (AAL) atlas.  
 
Simulation Methods 
Simulated data 
Two dipoles, henceforth known as the seed and test dipole, were simulated in homologous 
regions of somatosensory cortex, with locations and orientations represented by 𝜽𝒔𝒆𝒆𝒅 and 
𝜽𝒕𝒆𝒔𝒕 respectively. (I.e. 𝜽 represents both location (set according to the AAL regions) and 
orientation, which was confined to the tangential plane and set at a random angle with 
respect to the azimuthal direction). The dipole timecourses, denoted 𝑞𝑠𝑒𝑒𝑑(𝑡) and 𝑞𝑡𝑒𝑠𝑡(𝑡), 
were simulated in order to mimic genuine functional connectivity between regions. 
Mathematically, 
𝑞𝑠𝑒𝑒𝑑(𝑡) = 𝑏(𝑡) + 𝑒1(𝑡),       [1] 
and 
𝑞𝑡𝑒𝑠𝑡(𝑡) = 𝑏(𝑡 + 𝜏) + 𝑒2(𝑡).      [2] 
Here, 𝑏(𝑡) was generated by frequency filtering Gaussian noise into the beta band (13-30 
Hz). This was added to 𝑞𝑠𝑒𝑒𝑑(𝑡) and a time/phase shifted version was added to 𝑞𝑡𝑒𝑠𝑡(𝑡) in 
order to simulate functional connectivity between locations. In addition, 𝑒1(𝑡) and 𝑒2(𝑡), 
which represent two orthogonal beta band filtered Gaussian noise timecourses, with 
amplitude equal to 30% of 𝑏(𝑡), were added. In this way, the simulated timecourses 
represent regional brain signals which exhibit partial connectivity. Note that 𝜏 = 10 𝑚𝑠. To 
make the simulation more realistic, in addition to the seed and test dipoles, we simulated 
a further 76 dipoles located at the centres of mass of the remaining AAL regions. These 
“dipoles of no interest” had amplitude equal to 5% of the seed and test signals. The final 
dataset was simulated as 
𝑩(𝑡) = 𝑎𝑠𝑒𝑒𝑑𝒍(𝜽𝒔𝒆𝒆𝒅)𝑞𝑠𝑒𝑒𝑑(𝑡) + 𝑎𝑡𝑒𝑠𝑡𝒍(𝜽𝒕𝒆𝒔𝒕)𝑞𝑡𝑒𝑠𝑡(𝑡) + (∑ 𝑎𝑖𝒍(𝜽𝒊)𝑞𝑖(𝑡)
76
𝑖=1 ) + 𝑬(𝑡).  [3] 
Here, 𝑎𝑠𝑒𝑒𝑑 and 𝑎𝑡𝑒𝑠𝑡 represent the amplitudes of the seed and test dipoles respectively. 
𝒍(𝜽) represents the forward field for location/orientation 𝜽. The summation represents the 
contribution of the dipoles of no interest and 𝑬(𝑡) represents sensor level interference. 
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Notice that 𝑩(𝑡), 𝑬(𝑡) and 𝒍(𝜽) are vectors of dimension 𝑁𝑐ℎ𝑎𝑛𝑠 × 1, where 𝑁𝑐ℎ𝑎𝑛𝑠 represents 
the number of MEG sensors. 𝑬(𝑡) was generated using real MEG data from an empty room 
noise recording, acquired using a 275 channel CTF system in third order gradiometer 
configuration, and filtered into the beta band. The simulated SNR (defined as the ratio of 
the norms of the field from all dipoles and the interference field) was set to 1. 
 
Beamformer reconstruction 
Following simulation of MEG data, reconstruction in source space was achieved via 
beamforming. Briefly, an estimate of electrical source strength, ?̂?(𝜽, 𝑡), at cortical location 
and orientation 𝜽 was given by a weighted sum of sensor measurements so that: 
?̂?(𝜽, 𝑡) = 𝒘𝑻(𝜽)𝐁(t)       [4] 
Note that the ‘hat’ notation represents an estimate; i.e. ?̂? is the reconstructed estimate of 
𝑞 made using only the MEG data. 𝒘(𝜽) is a vector of weighting parameters (dimension 
𝑁𝑐ℎ𝑎𝑛𝑠 × 1) tuned to location/orientation 𝜽 and derived based on variance minimisation; the 
overall variance in ?̂? is minimised with the constraint that signals originating from 𝜽 
remain. Mathematically 
 𝐰𝑗
T = 
?̂?𝑻(𝜽){𝐂}−1
?̂?𝑻(𝜽){𝐂}−1?̂?(𝜽)
       [5] 
where 𝐂 =  〈𝐁(𝐭)𝐓𝐁(𝐭)〉 and is approximated by the data covariance matrix. The vector ?̂?(𝜽) 
represents the best estimate of the ‘true’ lead field, 𝒍(𝜽). In the following simulations, this 
beamforming method was used to generate estimates, ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡). 
  
Simulating coregistration error 
Coregistration errors and subject movement during an MEG recording represent a 
stochastic error on the assumed locations of the MEG sensors with respect to the head. 
This error manifests in source reconstruction as a difference between the ‘real’ lead field, 
𝒍(𝜽), and the lead field used for beamformer reconstruction,  ?̂?(𝜽). Here, we simulated 
coregistration error by adding a random translational and rotational error to the MEG 
sensor locations and orientations; this was achieved by a simple coordinate transform. 
The absolute value of translational and rotational error was fixed, while the proportions 
along or about each axis were randomised with values taken from a Gaussian distribution. 
In other words, for translational error, an absolute value was fixed at, say 1mm, but the 
direction of the error was random. Similarly, for rotational error, a value was fixed, say 1⁰ 
and the axes about which this rotation occurred (the contribution of pitch, yaw and roll) 
was random. (See Figure 1A.) Our simulation added translational and rotational error 
simultaneously and proportionally (i.e. 1 mm/1; 2 mm/2 and so on up to 15 mm/15). 
For each absolute error value, the simulation was repeated 100 times (different error 
directions/rotations each time) and results averaged. This whole process was repeated 10 
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times with different realisations of simulated dipole timecourses. Results were averaged 
over iterations. 
Simulating data recording duration error 
Differences in recording duration were achieved by simulating different amounts of MEG 
data. Data duration was varied between 20 s and 60 s in steps of 10 s, and between 60 s 
and 560 s in steps of 30 s. For each duration, a MEG dataset was simulated 10 times and 
results averaged over iterations. 
 
MEG Connectivity metrics 
The temporal complexity of MEG signals means that a number of models to characterise 
functional connectivity have been proposed (Schölvinck et al., 2013). Most of these can 
be divided into two categories which exploit either phase or amplitude information. Phase 
methods (e.g. coherence, imaginary coherence, phase locking value or phase lag index) 
seek to measure a stable phase relationship between band limited signals measured at 
spatially separate locations. Amplitude methods (e.g. amplitude envelope correlation) seek 
to characterise temporal correlation between the envelopes of those same band limited 
signals. Here, we chose 5 separate connectivity metrics: 
 
1. Amplitude envelope correlation (AEC): Reconstructed data, ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡) 
are frequency filtered into a band of interest and Hilbert transformed to derive the 
analytic signal. The absolute value of the analytic signal is then computed to 
generate the Hilbert envelope of band limited oscillations, denoted ?̂?𝑠𝑒𝑒𝑑(𝑡) and 
?̂?𝑡𝑒𝑠𝑡(𝑡). Pearson correlation, measured between ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡), then yields an 
estimate of amplitude envelope based functional connectivity.  
 
2. Coherence (Coh) and Imaginary Coherence (ICoh): Beamformer 
reconstructed data, ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡) are again frequency filtered into a band of 
interest. Coherence is calculated as 
𝐶𝑞𝑠𝑒𝑒𝑑𝑞𝑡𝑒𝑠𝑡(𝑓) =
𝑆𝑞𝑠𝑒𝑒𝑑𝑞𝑡𝑒𝑠𝑡(𝑓)
√𝑆𝑞𝑠𝑒𝑒𝑑𝑞𝑠𝑒𝑒𝑑(𝑓)𝑆𝑞𝑡𝑒𝑠𝑡𝑞𝑡𝑒𝑠𝑡(𝑓)
,      [6] 
where 𝑆𝑥𝑦 denotes the cross spectral density (if 𝑥 ≠ 𝑦) or auto spectral density (if 
𝑥 = 𝑦). The result, 𝐶𝑞𝑠𝑒𝑒𝑑𝑞𝑡𝑒𝑠𝑡(𝑓), is a complex number, the magnitude of which is 
between 0 and 1, with high values indicating the presence of a strong fixed phase 
relationship between ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡) at frequency 𝑓. (Note f is limited to the 
range imposed by the frequency filter.) Imaginary Coherence is simply the 
imaginary part of 𝐶𝑞𝑠𝑒𝑒𝑑𝑞𝑡𝑒𝑠𝑡(𝑓), and is often employed to remove zero-phase-lag 
effects, which are usually a result of signal leakage (see below). 
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3. Phase Locking Value (PLV) assesses the extent to which the phase difference 
between 2 signals changes over time; high PLV indicates a phase difference that 
remains constant (a fixed phase relationship). ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡) are frequency 
filtered and Hilbert transformed to generate the analytic signal (?̂?𝑠𝑒𝑒𝑑(𝑡) and 
?̂?𝑡𝑒𝑠𝑡(𝑡)). Instantaneous phases of the two signals, ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡), are then 
extracted (as ?̂?𝑥(𝑡) = atan ( 𝐼𝑚[?̂?𝑥(𝑡)]/𝑅𝑒[?̂?𝑥(𝑡)] ) ) and the phase difference generated 
so that Δ?̂?(𝑡) = ?̂?𝑠𝑒𝑒𝑑(𝑡) − ?̂?𝑡𝑒𝑠𝑡(𝑡). Phase locking value is defined as 
𝑃𝐿𝑉 =  |〈𝑒𝑖∆?̂?(𝑡)〉|.         [7] 
Note that we estimated PLV as the average over 50% overlapping 10 s long 
windows covering the whole simulated dataset. (Colclough et al., 2016) 
 
4. Phase Lag Index (PLI) is related to PLV but eliminates the zero phase lag 
components. PLI is defined as 
𝑃𝐿𝐼 =  |〈𝑠𝑖𝑔𝑛(𝐼𝑚[𝑒𝑖∆?̂?(𝑡)]) 〉|       [8] 
Again, we estimated PLI as the average over 50% overlapping 10 s long windows 
covering the whole experiment. (Colclough et al., 2016; Fraschini et al., 2016) 
 
A major confound when measuring functional connectivity using MEG arises due to the 
non-uniqueness of the beamformer solution. Specifically, two beamformer derived 
timecourses (e.g. ?̂?𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡)) may exhibit significant correlation/coherence, purely 
due to ‘signal leakage’ between regions. This manifests as a zero-phase lag correlation 
between the seed and test timecourses and, without careful control, it artifactually inflates 
estimated connectivity between regions (Maldjian et al., 2014). Signal leakage has been 
well studied, and a number of methods, including PLI and ICoh, are robust to it since zero-
phase-lag effects are inherently removed. However, the other methods described above 
(AEC, Coh, PLV) remain susceptible to leakage and, prior to their calculation, a correction 
must be undertaken. A number of methods to apply such correction are available (Brookes 
et al., 2012; Hipp et al., 2012; O’Neill et al., 2015b; Wens et al., 2015) most of which 
employ orthogonalisation of beamformer projected signals to remove zero lag effects. For 
the present work, prior to calculation of AEC, Coh and PLV, we adopted two approaches: 
for our simulations, we used a simple pairwise orthogonalisation between ?̂?𝑠𝑒𝑒𝑑(𝑡) and 
?̂?𝑡𝑒𝑠𝑡(𝑡), similar to that described in Brookes et al. (2012) and Hipp et al. (2012). For the 
experimental work described later, we were interested in all-to-all connectivity between 
78 cortical regions and therefore a multivariate orthogonalisation scheme, proposed by 
Colclough et al. (2015) was used. Here, signals from all regions of interest are 
symmetrically orthogonalised within a single computation. Briefly, the method involves 
two steps: first, a set of orthonormal time-courses, closest to the data matrix and for 
which there is a simple analytic solution, is found. Second, by iteratively adjusting the 
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lengths and orientations of the corrected vectors, the solution is finessed until it is as close 
as possible to the uncorrected timecourses. The result is a new set of timecourses which 
contain the orthogonalised time series. For both the pairwise and multivariate approaches 
this leakage reduction step was applied after frequency filtering but prior to Coh 
calculation, and prior to Hilbert transformation for calculation of AEC and PLV.  
 
Simulation Results 
 
Figure 1: The effect of coregistration error. A) Schematic showing the basic principle of the 
coregistration error simulation. Note that coregistration error manifests as a difference between the 
true lead field and that used for reconstruction. B) Beamformer reconstruction accuracy (measured 
as correlation between 𝑞(𝑡) and ?̂?(𝑡), left hand panel) and error in dipole orientation (right hand 
panel) plotted against coregistration error. C) Functional connectivity between the simulated seed 
and test sources versus coregistration error. D) The variability of functional connectivity across 
different realisations of the coregistration error. Note that in B, C and D the shaded regions show 
standard deviation across different simulated MEG datasets. In C and D the dashed lines refer to 
connectivity calculated without correcting for signal leakage.  
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The results of our coregistration error simulation are shown in Figure 1. Figure 1B shows 
the beamformer reconstruction accuracy plotted as a function of coregistration error. The 
left hand panel shows correlation between the simulated and reconstructed seed and test 
timecourses (i.e. temporal correlation between 𝑞𝑠𝑒𝑒𝑑(𝑡) and ?̂?𝑠𝑒𝑒𝑑(𝑡) is given in blue and 
equivalently correlation between 𝑞𝑡𝑒𝑠𝑡(𝑡) and ?̂?𝑡𝑒𝑠𝑡(𝑡) is given in red). The right hand plot 
shows the angular error (in degrees) between the simulated and reconstructed dipole 
orientation for the seed (blue) and test (red) sources. Recall that simulated coregistration 
error (x-axes) represents both a translation and rotation (i.e. a value of 10 means 10 mm 
translation error accompanied by a 10 rotational error). The error bars show standard 
deviation across 10 independent runs of the simulation (different realisations of simulated 
MEG data). As would be expected, a drop in reconstruction accuracy is observed with 
increasing coregistration error, and this is accompanied by an increase in the error on the 
reconstructed dipolar orientation. Interestingly large beamformer reconstruction errors are 
observed even for modest coregistration errors (e.g. an error of 10 mm/degrees reduces 
correlation between simulated and reconstructed timecourses to ~ 0.5). 
 
Figures 1C and D show the effect of coregistration error on functional connectivity 
estimation for all 5 connectivity methods. In both plots, AEC, PLV, PLI, Coh and ICoh are 
shown in blue, green, red, cyan and magenta respectively. The shaded regions show the 
standard deviation across 10 realisations of simulated MEG data. In Figure 1C, connectivity 
is shown, normalised to its true value (i.e. a value of 1 would indicate perfect 
reconstruction of the connection strength). Figure 1D shows variability in functional 
connectivity; this is computed as the standard deviation of the functional connectivity 
estimate between the seed and test sources, made using a single MEG dataset, with 100 
different coregistration errors. In other words, this variability simulates a case where the 
same data could be acquired but with different coregistration errors. Note again the 
significant effect of coregistration error; even for low (5 mm/degree) errors, the magnitude 
of the connectivity estimate can fall sharply (e.g. to ~ 50% of the value with no 
coregistration error) and variability can be as large as 20% of the connectivity value for 
the phase based metrics and up to 40% of AEC. Note that variability falls with very large 
coregistration error since there is no genuine connectivity left. 
 
Figure 2 shows the effect of recording duration on beamformer reconstruction accuracy 
and functional connectivity estimation. Figure 2A shows beamformer reconstruction 
accuracy (upper panel) and reconstructed orientation error (bottom panel) both as a 
function of recording duration. The shaded area shows standard deviation across 
simulation iterations, the blue curves show the seed source and the red curves show the 
test source. Note that, in good agreement with previous work (Brookes et al., 2008), the 
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beamformer reconstruction accuracy falls sharply when recording duration is less than 
approximately 60 s (see Figure 2A lower left panel). This is result of a poorly estimated 
covariance matrix used for beamformer estimation. 
 
 
Figure 2: The effect of recording duration. A) Beamformer reconstruction accuracy (upper 
panel) and error in reconstructed dipole orientation (lower panel) as a function of recording duration.  
B) Measured connectivity between the simulated seed and test timecourses (normalised to the true 
value). The upper plot shows the case where beamforming and connectivity are calculated in a 
limited window (i.e. x-axis represents total recording duration). The lower plot shows a case where 
the beamformer parameters are calculated using 560 s of data but the connectivity is calculated in 
a limited window (i.e. x-axis represents only the connectivity window size).  
 
Figure 2B (upper panel) shows connectivity estimation versus recording duration. In 
agreement with Figure 2A, connectivity estimation improves with recording duration as 
would be expected. However estimates tend to plateau after approximately 2 minutes of 
data are recorded. Note that this effect is purely a result of errors in connectivity 
estimation, however in real data, genuine differences in brain state (connectivity dynamics 
(Hutchison et al., 2013)) can also cause variability in the connectivity estimate. This will 
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be addressed further below. It is noteworthy that reducing recording duration will effect 
connectivity estimation in two ways. First, beamformer reconstruction accuracy will decline 
(as shown in Figure 2A). Second, following reconstruction of timecourses ?̂?𝑠𝑒𝑒𝑑(𝑡) and 
?̂?𝑡𝑒𝑠𝑡(𝑡), estimation of connectivity between them will be made using fewer data points, 
reducing its reliability. Here, to separate these effects, we undertook measurements in 
which beamforming was applied using 560 s of data, and connectivity estimated in a 
smaller window. The results are shown in Figure 2B lower panel. It is clear that the effects 
observed in Figure 2A are dominated by the beamformer. I.e. If beamformer weights are 
calculated over large windows, the effect of limited data duration on connectivity (down 
to 20 s) are practically negligible.  
 
EXPERIMENTS 
Experimental methods 
Three subjects (all aged 26, 2 male) took part in the study, which was approved by the 
University of Nottingham Medical School Research Ethics Committee. All subjects 
underwent a structural MRI scan, followed by 10 resting state MEG recordings.  
 
Structural image and head-cast construction. 
An anatomical MR image of the subjects’ head was acquired using a 3DTFE sequence 
running on a Philips Ingenia 3T system at a resolution of 1mm3. Sequence parameters (TR 
= 4.5ms; TE = 1.97ms; FOV (ap,fh,rl) = 256x256x183; Orientation: sagittal; BW = 775 
Hz) were optimised such that the scalp and face surfaces were reconstructed accurately 
(i.e. a high bandwidth/voxel was used in order to minimise spatial distortion due to 
susceptibility effects around the air tissue interfaces). A single subject example is shown 
in Figure 3A. Following acquisition, we used this image to generate a foam head-cast, the 
internal surface of which was fitted to the subjects’ scalp, whilst the external surface was 
fitted to the MEG scanner helmet (Troebinger et al., 2014). The procedure is described 
fully in Meyer et al. (2016). Briefly, a 3D mesh representing the outer surface of the head 
and face was extracted from the anatomical MRI (See Figure 3B). This virtual 3D model of 
the subjects’ head was placed inside a virtual realisation of the MEG helmet. The head-
model was augmented with spacing elements, to optimise the distance between the scalp 
and sensors. In addition, a 3D representation of three head localisation coils, used for 
localising head position in the scanner was added, with coils placed at the nasion and left 
and right preauricular points. This 3D representation of the head surface, spacers, and 
localisation coils was 3D printed and placed inside a manufacturer-provided replica of the 
MEG-helmet. Finally, liquid resin was poured into the negative space between the surfaces. 
This expands and sets, resulting flexible foam subject-specific head-casts which can also 
house the localising coils (See Figure 3C). 
13 
 
 
 
Figure 3: Subject specific foam head-cast. A) Sagittal slice showing the anatomical MRI scan. 
B) Scalp surface extracted from the MRI scan. C) i) Subject wearing the foam head-cast. ii) Head 
localisation coil in situ. 
 
MEG data acquisition 
All MEG data were acquired using a 275-channel whole head CTF system in third order 
synthetic gradiometer configuration. Three subjects were scanned in five separate 
sessions, on consecutive days. Sessions were conducted at the same time each day for 
the same subject. Each session comprised two recordings, one in which the subject wore 
the head-cast and one “standard” recording (with no head-cast). For both scans subjects 
were asked to sit in the MEG system, keep as still as possible and “think of nothing” while 
focussing on a centrally presented fixation cross (projected onto a back projection screen 
~ 40 cm in front of the subject). All acquisitions were 10 minutes in duration. The position 
of the subjects head was measured continuously by energizing 3 head localisation coils 
placed at the fiducial marker positions (nasion, preauricular left and right). A maximum 
movement of ~ 5 mm was accepted.  Coregistration between the MEG sensor geometry 
was achieved in two ways: 
1) For the head-cast acquisition, the coils were held rigidly in the head-cast and 
their location relative to the brain anatomy was known from the virtual 3D model 
of the subjects head used in the head-cast design. Coregistration was therefore 
enabled by translating these known coordinates to the anatomical MRI. 
2) For the standard acquisition, the coils were taped firmly to the subject’s skin at 
the three fiducial locations. Prior to MEG acquisition, the coil locations were 
measured relative to the scalp surface using a 3D digitiser (Polhemus; Colchester, 
VT). Coregistration of MEG data to anatomical MRI was achieved by matching the 
digitised head surface to the equivalent surface extracted from the MRI.  
It is noteworthy that the standard acquisition represents a procedure for coregistration 
used routinely in most MEG laboratories, but is nevertheless prone to inaccuracy. The 
head-cast has been shown as a useful methodology to minimise coregistration error 
(Meyer et al., 2016; Troebinger et al., 2014).  
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All MEG data were inspected visually. Any segments containing artifacts such as SQUID 
resets or excessive muscle activity were removed (eye-blinks were not removed). Data 
were then frequency filtered into the β range (13-30 Hz) using a least-square linear phase 
finite impulse response filter, implemented in Matlab. All results presented in this paper 
are based upon this band. The reason for this choice was a weight of literature that points 
towards connections in many long range networks being mediated by neural oscillations 
in this range (Hall et al., 2014; Hipp et al., 2012; Hunt et al., 2016).  
 
Effect of coregistration method and data duration on beamforming 
An inherent limitation when using real MEG data is that, since no underlying ground truth 
is known about the location or strength of an electrical source, it is challenging to track 
the inaccuracies inherent to reconstruction. However, the MEG signal is thought to be 
generated by synchronised electrical activity in pyramidal neurons, which are oriented 
approximately perpendicular to the cortical surface. This means that across two 
independent MEG sessions, whilst the strength of the activity of such neurons may change, 
their orientation, being defined only by anatomy, will not. For this reason, at any one brain 
location, reconstructed source orientation for two independent MEG sessions should be 
equivalent. (A similar argument has been employed in work tracking the efficacy of source 
reconstruction algorithms (Stevenson et al., 2014)). Using this idea, we aimed to test the 
effect of coregistration method (head-cast and standard) and recording duration, on 
beamformer reconstruction reliability across sessions.  
 
A scalar beamformer (equivalent to that described above in our simulations section) was 
used to reconstruct sources at the vertices of a regular 8mm grid spanning the whole of 
source space. For beamformer reconstruction, covariance matrices were generated 
independently for each acquisition. No regularisation was employed in order to maximise 
spatial specificity. Modelled source dipoles were limited to the tangential plane and source 
orientation was measured as the direction with highest signal to noise ratio. For every 
voxel, and each recording, this optimum orientation was stored and beamformer 
repeatability was inferred as the difference in orientation (measured as an angle) between 
pairs of sessions within each subject. (I.e. for a single voxel we compared orientation on 
- day 1 to day 2; - day 1 to day 3 and so on. 5 separate sessions gave 10 comparisons.) 
This analysis was undertaken separately for each individual, and results were averaged 
across people. The analysis was undertaken independently for three recording durations 
(560 s, 280 s, 120 s), and for the head-cast and standard coregistration procedures.  
 
 
 
15 
 
 Effect of coregistration method and data duration on functional connectivity 
Functional connectivity was assessed between 78 cortical regions defined according to the 
AAL parcellation (Tzourio-Mazoyer et al., 2002). Beamformer reconstructed signals were 
computed at the centre of mass of each of these regions. Reconstruction was based upon 
either the first 560 s, 280 s or 120 s of MEG data from each recording. The beamformer 
was applied as described above. The 78 regional timecourses were orthogonalised using 
the multivariate method described in our simulations section (Colclough et al., 2015) in 
order to reduce the effects of signal leakage. Functional connectivity between all possible 
region pairs was then estimated using AEC, Coh, ICoh, PLV and PLI. For each subject and 
each recording, this gave a single 78 x 78 weighted adjacency matrix (henceforth termed 
the connectivity matrix) for each metric, showing beta band coupling between all regions. 
 
We aimed to test the between session reproducibility of intra-subject measures of 
functional connectivity. To this end, all of the derived connectivity matrices were first 
reshaped into one dimensional vectors, which we term connectivity vectors. (Note that we 
removed the redundancy inherent in all connectivity matrices due to their symmetry, as 
well as the leading diagonal which represents only connectivity of a region with itself.) 
Following this, we measured Pearson correlation between connectivity vectors derived 
using MEG data acquired in different sessions in the same subject. This was repeated for 
all session pairs. Data acquired with and without the head-cast were treated separately 
and their comparison was used to assess the effect of coregistration method. Correlation 
values were also derived independently using either 560 s, 280 s or 120 s of MEG data to 
assess the effect of recording duration. 
 
Finally, any observable effect of recording duration could result from two possible sources; 
1) beamformer reconstruction error (i.e. similar to the underlying cause of the effect 
shown in Figure 2) or 2) genuine differences in brain state. In order to assess this, 
connectivity matrices were computed using two 280 s windows, or two 120 s windows, 
derived from the same session (e.g. within a single 560 s recording in one session, we 
compare a connectivity matrix acquired in the first 280 s, to a connectivity matrix acquired 
in the final 280 s). To eliminate the effect of the beamformer reconstruction, the same 
beamformer weighting parameters were used (i.e. beamformer weights were derived 
using data acquired across the whole recording (encapsulating both time windows)). It 
was reasoned that if an effect of data duration was observed in the between session 
comparisons, but not the within session comparisons, then such an effect would likely be 
due to the beamformer reconstruction. However if an effect was measurable in both the 
between session and within session comparisons, this likely represents differences in brain 
state. 
16 
 
Statistical testing 
In order to assess whether the effects of head-cast or data recording duration were 
significant, a permutation test was employed. First, the values of correlation between 
connectivity vectors for two conditions (e.g. head-cast or standard), for all possible session 
pairs within a subject, and for all subjects, were averaged and the difference calculated. 
This difference was then compared to an empirical null distribution. To generate the null, 
we reasoned that if no effect was measurable then the condition labels apportioned to 
different recordings would have no meaning. These were therefore switched randomly and 
the difference between ‘sham’ conditions calculated. Comparison of the true value with 
the empirical null then gave rise to a p-value. Significance was assigned for p-values less 
than 0.05. 
 
Experimental Results 
Head movement was acceptable for all subjects and all sessions; without the head-cast, 
subjects moved 2.5±1.7 mm (mean ± standard deviation over sessions and subjects). 
With the head-cast, subjects moved 0.4±0.2 mm.  
 
Figure 4 shows the effect of recording duration and coregistration method on the 
repeatability of the beamformer reconstructed orientation. The upper plot shows a 
histogram of orientation differences between MEG sessions. I.e. the x-axis represents the 
angular difference in orientation of a source at a single voxel in a single subject scanned 
in two separate sessions. The y-axis shows the number of voxels. The centre plot collapses 
data over all pairs of recording sessions and subjects. The smaller plots (inset) show the 
case for each subject individually. The red line shows the case for head-cast coregistration; 
the black line shows the case for standard coregistration. As expected, in both cases, 
beamformer projected source orientations are consistent between sessions (histogram 
centred about zero). However note that the spread of angles is less when coregistration is 
achieved using a head-cast. This observation is further depicted by the bar charts in Figure 
3B, which show the percentage of voxels with an angular discrepancy between sessions of 
less than 10 degrees. The three plots show the case for 120 s recordings, 280 s recordings 
and 560 s recordings. Note the significant increase in voxel count when using the head-
cast (significance tested using a permutation test). These data confirm previous reports 
(Meyer et al., 2016; Troebinger et al., 2014) in demonstrating the utility of head-cast 
technology to improve the within subject consistence of MEG reconstructions. Also 
noteworthy is the effect of recording duration, with a lower angle error with longer 
recordings; this is particularly noticeable for the data recorded with a head-cast.  
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Figure 4: Between session consistencies of beamformer reconstructed source orientation. 
A) Histogram showing orientation difference (measured as an angle in degrees) in beamformer 
source reconstruction between sessions. The red curve shows the case with head-cast coregistration 
and the black curve shows the case with standard coregistration. The main plot shows all subjects 
combined; inset plots shows the three subjects separately on the same scale. B) Bar charts showing 
the percentage of voxels (collapsed across subjects) with an angle error of less than 10 degrees. 
The three plots show the case for three different recording durations, 120 s, 280 s and 560 s. 
 
Figure 5A shows a visual comparison of the connectivity matrices for all three subjects and 
each of the five connectivity metrics. Note that these matrices have been averaged across 
all sessions (head-cast and standard) within each subject using all 560 s of data. The 3D 
brains show a graphical representation of the top 10% of connections. Figure 5B shows 
the between session correlation of measured connectivity vectors for different recording 
durations. The 5 plots show the 5 separate connectivity metrics (AEC, Coh, ICoh, PLI and 
PLV). The red lines show the case with head-cast coregistration and the blue lines show 
the case with standard coregistration. A star (*) indicates a significant effect of 
coregistration method. Note that between session correlation is higher with the head-cast 
for all metrics, but this is only significant when using the phase based measures Coh, ICoh 
and PLV. There is also a notable difference between metrics with AEC being the most 
reliable measure across sessions, and PLI the least reliable. This is in agreement with other 
published work (Colclough et al., 2016). By far the biggest effect comes from data 
recording duration, with reproducibility across sessions increasing markedly when moving 
from 120 s to 560 s recordings. 
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Figure 5: Between session consistency of functional connectivity measurement. A) 
Connectivity matrices for all three subjects and each of the five connectivity metrics. 3D brain images 
show the top 10 percent of connections. B) Between session correlation of measured connectivity 
vectors as a function of duration of a recording. The 5 plots show the 5 separate metrics (AEC, Coh, 
ICoh, PLI and PLV). The red lines show the case with the head-cast coregistration and the blue lines 
show the case with standard coregistration. A star (*) indicates a significant effect of coregistration. 
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Figure 6: Within session consistency of orientation reconstruction and functional 
connectivity. A) Histogram showing orientation difference (measured as an angle in degrees) in 
beamformer source reconstruction for multiple windows within a single session. The main plot shows 
all subjects combined; inset plots shows the three subjects separately on the same scale. B) 
Correlation of connectivity vectors measured in multiple time windows in the same session. The 5 
plots show the 5 separate connectivity metrics AEC, Coh, ICoh, PLI and PLV). The pink crosses show 
the case with the head-cast coregistration and the green crosses show the case with standard 
coregistration. For comparison, the red and blue dots show the between session results (copied from 
Figure 5B). 
 
Figure 6 shows the within session consistency of both beamformer orientation 
reconstruction and connectivity calculation. Figure 6A shows a histogram of orientation 
differences between different time windows within the same MEG session. Here, 
beamformer reconstructed dipole orientation has been reconstructed within the first 280s, 
and the final 280s of each MEG recording and compared (i.e. Figure 6A shows orientation 
consistency within a MEG session, as distinct from between MEG sessions as was shown 
in Figure 3A). The red line shows the case with head-cast coregistration whereas the black 
line shows the standard coregistration. Interestingly, the effect of the head-cast that was 
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apparent in the between session recording has been eliminated. This shows that, whilst 
between session consistency is improved by using the head-cast, within session 
consistency is approximately equal – this would be expected since the head-cast is 
predominantly improving coregistration error which does not change within a session. 
 
Figure 6B (green and pink crosses) shows the correlation between connectivity vectors 
measured using different time windows within the same recording session. Note here that 
beamformer parameters are the same for all windows and hence the effect of the 
beamformer is removed. The pink lines show within session connectivity correlation with 
a head-cast and the green lines show within session connectivity correlation without a 
head-cast. For comparison, the red and blue lines show the equivalent between session 
values for comparison (i.e. these are the same as in Figure 5). Note that the effect of 
head-cast coregistration on the within session correlation is mostly eliminated. An 
improvement in reproducibility for within session, compared to between session is 
observed, but this is most apparent when comparing between session correlation using 
standard coregistration, with within session correlation.  Most importantly, the effect of 
recording duration remains. This implies that the significant effect of recording duration 
on the reliability of functional connectivity (shown in Figure 5) is not down to beamformer 
reconstruction accuracy, but rather represents changes in brain state, either between 
session, or between time windows in the same session.  
 
Finally, Figure 7 shows between session correlations of connectivity, independently for 
each AAL region. Here, rather than measure correlation between sessions over an entire 
connectivity matrix, correlation is measured column by column (i.e. for each AAL region 
independently). Red shows brain regions with high between session reproducibility and 
blue shows regions with low between session reproducibility. The left hand column shows 
the case for standard coregistration and the right hand column shows the case for head-
cast coregistration. The three rows show three different recording durations. Panel A shows 
the case for AEC and B shows the case for Coherence (selected since it proved to be the 
most reliable (across sessions) of the phase based metrics). In agreement with results 
shown in Figure 5, the significant effect of head-cast can be seen for the coherence 
measurements. In addition, the comparatively large effect of recording duration can be 
seen clearly. It is noteworthy that the highest between session reliability is observed in 
the parietal and occipital lobes and this is consistent with functional connectivity in beta 
band being dominated by these brain areas, as shown in Figure 5 (see also Hunt et al., 
2016). However it is important to point out that this is likely because results are derived 
from resting state data. It is well known that cognitive tasks induce strong transient 
activity and connectivity in frontal areas (Fox et al., 2005) and our own previous studies 
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support this (Brookes et al., 2014). However, the signal to noise ratio of these frontal 
networks is typically lower. We would therefore not only speculate that the advantages of 
data recording duration and head-cast shown here, dominated by the posterior brain 
areas, would be observed in frontal regions for task positive data. But we also suggest 
that these advantages are potentially more important in task positive studies in order to 
compensate for their lower SNR.  
 
 
 
Figure 7: Between session correlation of functional connectivity, on a ‘per region’ basis.  
A) Between session correlations of connectivity profiles measured using AEC in the beta band. The 
left hand column shows the case for standard coregistration. The right hand column shows the case 
for head-cast coregistration. The three rows show three different recording durations. B) Equivalent 
to A, but for Coherence.  
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DISCUSSION 
We aimed to test how practical aspects of experimental design affect the intra-subject 
repeatability of MEG functional connectivity measurement. Specifically we assessed the 
effects of coregistration method and data recording duration on the between session 
reliability of network estimation. Our results showed that the use of a foam head-cast, 
which is known to improve coregistration accuracy (Meyer et al., 2016; Troebinger et al., 
2014), increased significantly the between session repeatability of both MEG 
reconstruction accuracy and connectivity estimation. This was the case for all MEG 
connectivity metrics, but was strongest for phase based methods. Further, we showed that 
recording duration is a critical parameter, with large improvements in repeatability 
apparent when using ten minute, compared to five minute recordings. Further analyses 
suggest that the origin of this effect is not underpinned by technical aspects of source 
reconstruction, but rather by a genuine effect of brain state.  
 
Coregistration error has been identified as one of the most significant problems with MEG 
source reconstruction. Perhaps counter-intuitively, as the signal to noise ratio of MEG 
measurements has increased (i.e. as system architecture has improved), the sensitivity of 
source reconstruction, particularly using adaptive methods such as beamforming, to 
coregistration accuracy has also increased (Boto et al., 2016). This means that in modern 
multi-channel systems, even modest errors in knowledge of sensor location and 
orientation relative to brain anatomy generate a significant degradation in reconstruction 
accuracy. The extent of this problem is shown clearly by our simulations. We show that 
even relatively small errors have a significant impact on both beamformer reconstruction 
and connectivity estimation; for example, for simulated sources in left and right motor 
cortex, a translational error in coregistration of 5mm, coupled with a rotational error of 5 
reduces reconstruction accuracy from 88% to 70%. Such errors propagate to connectivity 
estimation, and have the effect of reducing the measured magnitude of functional 
connectivity and increasing the variability of connectivity over simulated recordings. 
 
In real data, assessing the effect of coregistration error is challenging since the ground 
truth of precisely where the head is with respect to the MEG helmet is never known. 
Nevertheless, by exploiting the fact that source orientation, which is defined purely by 
brain anatomy, should be constant across multiple MEG acquisitions, we were able to show 
that source reconstruction accuracy is improved significantly by the use of head-cast 
technology. In agreement with our simulations, this improvement is translated to 
connectivity estimation with between session reproducibility of connectivity significantly 
higher when using the head-cast for 3 of our 5 connectivity metrics. The biggest 
improvement was for coherence which showed approximately a 20% improvement in 
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between session reliability when using the head-cast compared to standard coregistration. 
Interestingly, whilst a significant effect of coregistration method was observed for 3 out of 
4 phase based metrics, the improvement in between session reliability for AEC failed to 
reach statistical significance. There are two potential reasons for this: first, the between 
session reliability of AEC is already high (~70%, which is in line with previous estimates 
(Colclough et al., 2016)). The effect of the head-cast may therefore be minimised. Second, 
it could be that phase based metrics are more susceptible to coregistration error than 
amplitude based metrics. It is noteworthy that of the 4 phase metrics, PLI also failed to 
show a significant effect of head-cast. However, of all the measures tested here, PLI 
showed the lowest between session reliability (~25% - again in line with previous results 
(Colclough et al., 2016)).  
 
Our coregistration results show clearly that both beamformer reconstruction and 
connectivity estimation are improved by the head-cast method of coregistration. However, 
whether head-cast technology should become commonplace for all MEG acquisitions is 
debatable. It is important to note that the three individuals who took part in our study 
were all experienced subjects. (Indeed this was evidenced by the relatively low levels of 
movement when they were scanned without a head-cast.) All three tolerated the use of 
the head-cast well, however whether scanner naïve individuals would cope so well is 
unclear. The head-casts are made from foam and are therefore relatively soft and 
comfortable to wear. However, they do restrict head movement when the subject is in the 
scanner, and subjects can become warm. This means, potentially, that some people 
(particularly infants, or some patient groups) may find wearing a head-cast worrisome, or 
claustrophobic. This could limit their utility for broader use. A second limitation is cost: 
The head-cast construction process is relatively involved and costly, and this may be 
prohibitive for studies with large subject numbers; the modification of the design to a 
cheaper method, perhaps using only subject specific foam pads rather than a whole head-
cast, might be advantageous. Finally, even when using a head-cast, coregistration error 
can arise due to, for example, movement of the head localisation coils inside the cast, 
localisation of the magnetic signature of the coils, or even differences in brain position 
within the skull between a seated MEG measurement and a supine MRI measurement, 
meaning that coregistration will always involve some inherent error. Overall, our results 
certainly provide sufficient motivation to suggest that novel methods for coregistration 
should be sought for future MEG investigations, particularly if individual subject results are 
required. However, whether those methods should be limited to head-casts, or other (e.g. 
optical) coregistration techniques remains a topic for future work. 
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The effect of recording duration manifests in two ways. 1) There is a technical limitation 
generated when reconstructing data and measuring functional connectivity using a 
reduced number of data points. This manifests firstly as an error in the data covariance 
matrix used for beamformer weights generation (Brookes et al., 2008); fewer data points 
mean a larger covariance matrix error, and ultimately a lower beamformer projected 
power. Second, when estimating functional connectivity itself, most correlative or 
coherence based measures are highly sensitive to the number of degrees of freedom in 
the timecourses used to generate them. 2) In addition to the technical limitation, the well 
characterised dynamic nature of functional connectivity, which changes over seconds, and 
even milliseconds (Baker et al., 2014; Brookes et al., 2014; Chang and Glover, 2011; 
Hutchison et al., 2013; G C O’Neill et al., 2015 b; O’Neill et al., 2016) must be considered, 
since there is a question regarding how well a short time window can capture the canonical 
MEG networks, if those networks are constantly changing across multiple time-scales. 
Here, we first probed this question in simulation; our simulations do not take into account 
brain state and for this reason only the technical limitations are addressed. Our results 
show that beamformer reconstruction and connectivity are indeed impacted by recording 
duration; but mainly for recording durations below 100 s (see Figure 2). Above 100 s, 
these effects tend to plateau, and so for the typical windows that might be used for resting 
state MEG acquisition (several minutes), one might infer that recording duration would 
have little effect. Our simulations also showed that these effects are dominated by 
inaccuracies in beamforming, rather than the reduced degrees of freedom available for 
functional connectivity measurement. [As an aside, it should be noted that these 
simulations are based on the beta band only; the technical limitations on data recording 
duration are related not only to the time window, but also to the bandwidth of the data, 
since the number of temporal degrees of freedom in a timecourse is given by twice the 
product of the bandwidth and the window duration. This means that for frequency bands 
with smaller bandwidth, the curves in Figure 2 would tend to their plateau value slower.]  
 
In apparent contradiction to the evidence from the simulations, in real data we showed 
that changing recording duration (above 100 s) had by far the largest effect on between 
session repeatability of connectivity. This therefore implies that the underlying source of 
this effect is related not to technical limitations, but rather to genuine problems with 
characterising brain state. In support of this, we also measured within session correlation 
between connectivity matrices, where data within two time windows used for connectivity 
estimation were reconstructed using the same beamformer weighting parameters; this, in 
effect, removes the technical limitations associated with beamformer reconstruction using 
limited data. Our results show that within session (beamformer limitations removed) and 
between session (beamformer limitations present) correlation between connectivity 
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matrices was approximately equivalent. This, coupled with the evidence from simulation 
that using a 17 Hz (beta) bandwidth, 100 s should be sufficient to characterise adequately 
connectivity from a technical point of view, suggests that the significant variation of 
connectivity reliability with recording duration is a genuine effect; put simply, short 
recordings are simply inefficient at capturing the canonical MEG network in a single 
subject. It follows directly that, to maximise intra- (and indeed inter-) subject reliability in 
future resting state MEG studies, data recording durations should be a minimum of 10 
minutes, and even longer (e.g. 15 min) recordings may provide further advantages. 
 
CONCLUSION 
The study of functional connectivity using MEG is an expanding area, the importance of 
which is evidenced by recent demonstrations of utility in clinical studies. However, previous 
reports suggest that whilst comparisons of MEG derived connectivity between large group 
studies are robust, single session recordings, even in the same individual, lack 
repeatability. In this paper, we aimed to test how two practical aspects of experimental 
design (coregistration method and recording duration) affect intra-subject repeatability. 
Our results showed that the use of a foam head-cast increased the between session 
repeatability of both MEG reconstruction accuracy and connectivity estimation. Further, 
we showed that recording duration is a critical parameter, with large improvements in 
repeatability apparent when using ten minute, compared to five minute recordings. Our 
results provide important insights on experimental design and will be useful for future MEG 
connectivity studies. 
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