Abstract. The Density Matrix Renormalization Group (DMRG) method is widely used by computational physicists as a high accuracy tool to obtain the ground state of large quantum lattice models. Since the DMRG method has been originally developed for 1-D models, many extended method to a 2-D model have been proposed. However, some of them have issues in term of their accuracy. It is expected that the accuracy of the DMRG method extended directly to 2-D models is excellent. The direct extension DMRG method demands an enormous memory space. Therefore, we parallelize the matrix-vector multiplication in iterative methods for solving the eigenvalue problem, which is the most time-and memoryconsuming operation. We find that the parallel efficiency of the direct extension DMRG method shows a good one as the number of states kept increases.
Introduction
Quantum lattice systems, e.g. Heisenberg model [1] and Hubbard model [2, 3] , have attracted a tremendous number of physicists since the systems exhibit a lot of interesting phenomenon such as High-T c superconductivity. In order to understand the systems, some computational methods have been proposed. The most accurate one of them is the exact diagonalization method, which solves the ground state (the smallest eigenvalue and the corresponding eigenvector) of the Hamiltonian matrix derived from the systems. We have actually parallelized the exact diagonalization method and obtained some novel physical results [4] [5] [6] [7] . However, the dimension of the Hamiltonian matrix for the exact diagonalization method increases almost exponentially with the number of the lattice sites. Thus, the limit of the simulation on a supercomputer with a terabyte memory system is an about-20-site system [6, 7] .
In order to overcome the memory-size explosion problem, the Density Matrix Renormalization Group (DMRG) method, which keeps the number of the relevant quantum states constant by renormalizing the states of the previous step on enlarging the system (see Fig. 1 ), has been proposed by S. R. White [8, 9] . The DMRG has originally been developed for 1-leg (1-D) lattice models, and a lot of problems for 1-D quantum lattice systems has been resolved. The DMRG method can be directly extended to an s-leg (2-D) model as depicted in Fig. 2 . The extension strategy is promising for the excellent accuracy and the good convergence property. However, the method leads to a large amount of memory consumption, since the maximum number of the states required in the direct extension DMRG algorithm is given as 16 s m 2 for the s-leg Hubbard model per block, in which s and m are the number of the sites in the rung direction and the number of states kept, respectively. Although the degree of freedom practically decreases by eliminating physically irrelevant states, it is clear that even a slight increment of the legs gives rise to an exponential growth of the state number. Therefore, the previous 2-D DMRG method have adopted "multichain algorithm", as depicted in Fig. 3 , since its memory space is principally comparable to the 1-D case. However, there remain unsolved issues in terms of its accuracy [10, 11] . Thus, we study the parallelization technique for the direct extension of DMRG method to s-leg models on a distributed-memory parallel computer, which totally has a huge memory system. system environment superblock 2 Density matrix renormalization group method
Algorithm
In the DMRG method, the whole system of the lattice model is called "superblock", and the "superblock" is split into two blocks, which are called "system block" and "environment block" (see Fig. 1 ). The procedure of the DMRG method for 1-D model is described as follows:
1. Form the Hamiltonian matrix form the superblock and find the ground state of the matrix. 2. Form the density matrix for the system block using the ground state. 3. Solve the eigenvalue problem for the density matrix, and discard all expect for the largest m eigenvalues and the corresponding eigenvectors. Here, m means the number of states kept per block. 4. Form the new system block, which is the previous system block plus one site, using the eigenvectors, and construct the new superblock out of the new system block and the relevant environment block.
In the direct extension DMRG for the s-leg model, a new system block is formed with the previous system block and s sites. In this case, the dimension of the Hubbard Hamiltonian matrix for the new superblock is 16 s m 2 . Although the dimension can decrease by eliminating the irrelevant states, the calculation for solving the ground state of the Hamiltonian matrix is the most time-and memoryconsuming operation. Since the Hamiltonian matrix is a sparse symmetric matrix, an iterative method, such as the Lanczos method [12] and the conjugate gradient method [13, 14] , are utilized for solving the ground state. For these iterative methods, the most difficult part is the parallelization of the multiplication of the Hamiltonian matrix and a vector. Therefore, we focus on the parallelization for the multiplication in the following.
Parallelization of matrix-vector multiplication in DMRG
Each block of the superblock for the direct extension 2-D DMRG method is called "block 1", "block 2", "block 3", and "block 4" from the left, and state of the "block j" is represented as i j . We decompose the superblock into the left block, the central block, and the right block as Fig. 4 , and the Hamiltonian matrices for the three blocks are represented as H l , H c , and H r , respectively. The Hamiltonian matrix for the superblock is decomposed into three matrices, i.e. H 1 , H 2 , and H 3 , which correspond to the states i 1 and i 2 , i 3 and i 4 , and i 2 and i 3 , respectively. Thus, the matrix-vector multiplication Hv is partitioned as
Here, let the ((i 3 − 1)m 2 n + (i 4 − 1)mn + (i 2 − 1)m + i 1 )-th element of the vector v, which corresponds to the |i 1 i 2 i 3 i 4 > state, transform into the element ((i 2 − 1)n + i 1 , (i 4 − 1)m + i 3 ) of a matrix V (see Fig. 5 ), in which n = 4 s in s-leg ladder Hubbard model. Then, the first two multiplications of (1) can be transformed into matrix-matrix multiplications as
In addition, when the element of the vector v is transformed into the element ((i 3 − 1)n + i 2 , (i 4 − 1)n + i 1 )) of a matrix V c (see Fig. 5 ), the last operation of (1) is also transformed into a matrix-matrix multiplication as
We find that the matrix-vector multiplication Hv can be decomposed into three matrix-matrix multiplications. It is expected that the multiplications can be effectively parallelized by partitioning the matrices V and V c . The parallel computation for the multiplication Hv is realized by four calculation stages and four communication ones as follows: , where the superscription c and r denote the columnwise and rowwise partitioning in matrix data distribution, respectively. Although the matrices V and V c are originally dense matrices, the elements corresponding to the irrelevant states are eliminated. Therefore, the matrices should be partitioned in consideration of the arrangement of the relevant elements.
Data locality
In the Hubbard model, there is no correlation among states with different number of spins. Therefore, the three matrices H l , H c , and H r , which are the Hamiltonian matrices for the left block, central block, and right block, respectively, become the block diagonal matrices, if the elements are rearranged by the number of spins. The rearrangement improves the data locality, which strongly influences the performance on a scalar computer.
Numerical experiment
We examine the performance of the direct extension 2-D DMRG method on SGI Altix3700Bx2 in Japan Atomic Energy Agency. A test example is 4-leg (10 × 4-site) Hubbard model with 38 fermions (19 up-spins, 19 down-spins). Figure 6 shows a relationship between the number of states kept m and the elapsed time. We find that as the number of processors increases from 32 to 128, the elapsed time is reduced to be about one half, when m is about larger than 128. The result shows that the present parallelization scheme is promising, since the obtained ground state approaches to the true ground state with increasing the number of the states kept m. 
Conclusion
In order to execute the direct extension of DMRG method to s-leg model on distributed-memory parallel computers, we parallelized and tuned mainly the matrix-vector multiplication in solving the eigenvalue problem for the Hamiltonian matrix, which is the most time-and memory-consuming operation. Consequently, we found that the parallelization efficiency increases with increasing the number of the states kept. Therefore, we believe that the direct extension 2-D DMRG method is a promising tool to explore large quantum 2-D lattice systems.
