We consider circulant preconditioners for Hermitian Toeplitz systems from the view point of function theory. We show that some well-known circulant preconditioners can be derived from convoluting the generating function f of the Toeplitz matrix with famous kernels like the Dirichlet and the Fej er kernels. Several circulant preconditioners are then constructed using this approach. Finally, we prove that if the convolution product converges to f uniformly, then the circulant preconditioned Toeplitz systems will have clustered spectrum. Abbreviated Title. Circulant Preconditioners from Kernels.
Introduction
An n-by-n matrix A n = (a i;j ) is said to be Toeplitz if a i;j = a i?j , i.e. A n is constant along its diagonals. Toeplitz systems arise in a variety of applications, especially in signal processing and control theory. Existing direct methods for dealing with them include the Levinson-Trench-Zohar O(n 2 ) algorithms 21] , and a variety of O(n log 2 n) algorithms such as the one by Ammar and Gragg 1]. The stability properties of these direct methods for symmetric positive de nite matrices are discussed in Bunch 2 ].
An n-by-n matrix C n is said to be circulant if it is Toeplitz and its diagonals c j satisfy c n?j = c ?j for 0 < j n ? 1. Circulant matrices can always be diagonalized by Fourier matrix, i.e.
C n = F n n F n ; (1) where n is diagonal and F n is the n-by-n Fourier matrix with (j; k)th entry given by F n ] jk = 1 p n e ?2 ijk n ; 0 j; k < n; (2) see Davis 12] . Hence for any vector y, C ?1 n y = F n ?1 n F n y can be computed by the Fast Fourier Transform in O(n log n) operations. Strang 19] rst proposed using the preconditioned conjugate gradient method with circulant preconditioners C n for solving positive de nite Toeplitz systems. Instead of solving A n x = b, we solve the preconditioned system C ?1 n A n x = C ?1 n b by the conjugate gradient method with C n being a circulant matrix. The number of operations per iteration in the preconditioned conjugate gradient method depends mainly on the work of computing the matrix-vector multiplication C ?1 n A n y, see for instance Golub and van Loan 13] . As remarked above, C ?1 n y can be computed in O(n log n) operation by the Fast Fourier Transform. For A n y, it can also be computed by the Fast Fourier Transform by rst embedding A n into a 2n-by-2n circulant matrix. Thus computing A n y requires O(2n log(2n)) operations. It follows that the total operations per iteration is of order O(n log n).
In order to compete with direct methods, the circulant matrix C n should be chosen such that the conjugate gradient method converges su ciently fast when applied to the preconditioned system C ?1 n A n x = C ?1 n b. It is wellknown that the convergence rate of the method depends on the spectrum of C ?1 n A n . The more clustered the eigenvalues are, the faster the convergence. Speci cally, we want C ?1 n A n to be of the form I n + U n + W n where I n is the identity matrix, U n is a matrix of low rank and W n is a matrix of small`2 norm.
Several circulant preconditioners have been proposed and analysed, see for instance, Chan It has been shown in these papers that if the diagonals a j of the Toeplitz matrix A n are Fourier coe cients of a positive function f in the Wiener class, then the spectrum of the preconditioned system C ?1 n A n will be clustered around one for large n. It follows that the preconditioned conjugate gradient methods, when applied to the preconditioned system, converges superlinearly for large n. More precisely, we have for all > 0, there exists a constant c( ) > 0 such that the error vector e q of the preconditioned conjugate gradient method at the qth iteration satis es jje q jj c( ) q jje 0 jj (3) when n is su ciently large. Here jjxjj 2 = x C ?1=2 n A n C ?1=2 n x. Hence the number of iterations required for convergence is independent of the size of the matrix A n when n is large. In particular, the system A n x = b can be solved in O(n log n) operations.
Recently, Chan and Yeung 7] extended the above superlinearly convergence result from the Wiener class of functions to the class of 2 -periodic continuous functions for the T. Chan's 10] preconditioner. One of the aims of this paper is to nd other circulant preconditioners that has the same superlinear convergence property. Our approach is to consider circulant preconditioners as convolution products of the generating function f with some kernels. We show that most of the known circulant preconditioners can be derived easily by this approach. In particular, we see that the T. Chan's preconditioner is obtained by convoluting f with the Fej er kernel while the Strang's preconditioner is obtained by convoluting f with the Dirichlet kernel. We also prove that if the convolution product converges to f uniformly, then the corresponding circulant preconditioner will have the clustering and superlinear convergence properties mentioned above. Several circulant preconditioners possessing these properties are then constructed by using known kernels in function theory and signal processing.
The outline of the paper is as follows. In x2, we express some of the circulant preconditioners mentioned above in terms of convolution of kernels.
Using the idea, we design in x3 some other circulant preconditioners by considering kernels from function theory and signal processing. In x4, we prove that if the kernel K n is such that the convolution product K n f converges uniformly to f, then the circulant preconditioners so constructed will have clustering and superlinearly convergence properties. Numerical examples and concluding remarks are given in x5 and x6 respectively. Given the matrix equation A n f]x = b, we consider the preconditioned system C ?1 n A n f]x = C ?1 n b for some circulant matrix C n . In order to have fast convergence rate, the circulant preconditioner C n should be chosen such that C ?1 n A n f] has spectrum clustered around one. Before we analyze few known circulant preconditioners that have this property, let us rst emphasize the relationship between the rst column of a circulant matrix and its eigenvalues.
By (1) and (2), if e 1 and 1 n denote the rst unit vector and the vector of all ones respectively, then we have p nC n e 1 = F n n 1 n : (5) Hence if C n e 1 = 0 B B B @ c 0 c 1 . . . c n?1 1 C C C A ; (6) then the eigenvalues of C n are given by
where j e 2 ij=n 0 j < n: Conversely, if the eigenvalues of C n are given by the right hand side of (7), then the rst column of C n is given by (6) . Notice that we have
1) Strang's preconditioner S n f]. Given A n f], the corresponding Strang's preconditioner S n f] is de ned to be the circulant matrix that copies the central diagonals of A n f] and re ects them around to complete the circulant, see Strang 19] . More precisely, the kth entry in the rst column of S n f] is given by (S n f]) k0 = a k 0 k m; a k?n m < k < n:
Here we assume for simplicity that n = 2m + 1. If n = 2m, we de ne (S n f]) m0 = 0. We remark that the eigenvalues of S n f] are given by the partial sum s m f] of f at evenly-spaced points in 0; 2 ]. In fact, by (7) and (8) 
; k = 0; 1; :
Thus the eigenvalues of S n f] can also be expressed as
2) T. Chan's preconditioner T n f]. Given A n f], the corresponding T. Chan's preconditioner T n f] is de ned to be the circulant matrix with diagonals that are arithmetic average of the diagonals of A n f] (extended to length n by wrap-around when necessary), see T. Chan 10] . More precisely, the entries in the rst column of T n f] are given by (T n f]) k0 = 1 n f(n ? k)a k + k a n?k g; 0 k < n:
By (7) and (8) 
) 2 ; k = 1; 2; ; see Zygmund 25, p.88] . Thus the eigenvalues of T n f] can be expressed as j (T n f]) = (f F n )( 2 j n ); 0 j < n: (11) 3) R. Chan's preconditioner R n f]. Given A n f], the R. Chan's circulant preconditioner R n f] has the rst column given by (R n f]) k0 = a 0 k = 0; a k + a n?k 0 < k < n; Using (9), we then have
4) Huckle's preconditioner H n f]. Given any 0 < p < n, the Huckle's circulant preconditioner H p n f], see Huckle 16] , is de ned to be the circulant matrix with eigenvalues given by
which is also a Ces aro summation process of order 1 for the Fourier series of f. In fact, using (10) and after some simpli cations, we have
5) Ku and Kuo's preconditioner K n f]. One of the preconditioners proposed in Ku and Kuo 17] is the skewcirculant matrix K n f] which, using our notations, can be de ned as
Notice that if n is the n-by-n diagonal matrix with ( n ) jj = e ij=n for 0 j < n, then n K n f] n is a circulant matrix. In fact, this property holds for any skew-circulant matrix, see Davis 12] .
Circulant Preconditioners from Kernels
In this section, we apply the idea explored in x2 to design other circulant preconditioners from kernels that are commonly used in function theory and signal processing. These kernels are listed in fD n?1 ( ? n ) + 2D n?1 ( ) +D n?1 ( + n )g Hamming 0:23fD n?1 ( ? n ) +D n?1 ( + n )g + 0:54D n?1 ( ) Bernstein 1 2 fD n?1 ( ) +D n?1 ( + n )g Table 1 . Some kernels and their de nitions.
Given a kernelĈ n ( ) de ned on 0; 2 ], we let C n f] to be the circulant matrix with eigenvalues given by j (C n f]) = f Ĉ n ]( 2 j n ); 0 j < n: (13) The rst column of C n f] can be obtained by using (5) . Let us illustrate the construction process by using the De la Vall ee Poussin's kernel which is de ned asĈ n ( ) = 2F 2m ( ) ?F m ( ); whereF k is the Fej er kernel and m = bn=2c. For simplicity, let us consider the case where n = 2m. Then by (10) , (8) and (4) n a k + a n?k ) k j :
Hence the rst column of C n f] is given by (C n f]) k0 = a k + 2k n a n?k 0 k m; 2(n?k) n a k + a n?k m < k < n: Table 2 lists the rst column of the circulant preconditioners for the kernels in Table 1 ) )a k + (1 ? exp( i k n )) a n?k g Table 2 . The rst column of the circulant preconditioner.
Clustering of the Eigenvalues
In this section, we discuss the convergence property of the circulant preconditioned systems for those circulant preconditioners derived from kernels. We prove that if the kernelĈ n is such that the convolution product ofĈ n f tends to the generating function f uniformly, then the corresponding preconditioned system C ?1 n A n f] will have clustered spectrum. >From Fourier analysis, see Zygmund 25,  
Since T n f] and C n f] are both circulant matrices and hence can be diagonalized by the same Fourier matrix F n , we see that (14) is equivalent to lim
However, by (11) and (13), we have
jjF n f ?Ĉ n fjj 1 jjF n f ? fjj 1 + jjf ?Ĉ n fjj 1 : SinceF n f andĈ n f both converge to f uniformly, (15) follows. 2 Next we will show that if f is positive, then C n f] is positive de nite and uniformly invertible for large n. It follows easily from Theorem 1 that the conjugate gradient method, when applied to the preconditioned system C ?1 n A n f], converges superlinearly, see Chan and Strang 3] for a proof. Thus the number of iterations required to achieve a xed accuracy remains bounded as the matrix order n is increased. Recall that in each iteration, the work is of order O(n log n), therefore, the total work of solving the equation A n f]x = b to a given accuracy is also of order O(n log n).
Numerical Results
In this section, we test the convergence rate of the preconditioned systems with generating functions given by the Hardy-Littlewood series:
( e ik log k k e ik + e ?ik log k k e ?ik );
see Zygmund 25, p.197 Eight di erent circulant preconditioners are tested. Tables 3 and 4 below shows the number of iterations required to make jjr q jj 2 =jjr 0 jj 2 10 ?7 , where r q is the residual vector after q iterations. The right hand size b is the vector of all ones and the zero vector is our initial guess. The computations are done by using double precision arithmetic on a Vax 6420. We see that as n increases, the number of iterations increases for the original matrix A n , while it stays almost the same for the preconditioned matrices. Moreover, all preconditioned systems converge at the same rate for large n. We note that the convergence rate depends on the degree of smoothness of the generating function. For the Strang's preconditioner, this dependence has been proved in Chan 8* 9 9 9 9 9 T. Chan 8 10 11 11 10 9 R. Chan 8 10 9 9 9 9 Modi ed Dirichlet 8* 10 9 9 9 9 De la Vall ee Poussin 9 9 9 9 9 9 von Hann 8 9 9 9 9 9 Bernstein 9 10 10 9 9 9 Hamming 8 9 9 9 9 9 
Concluding Remarks
In this paper, we introduce a new method of nding good circulant preconditioners for Toeplitz systems. We see from the derivation that these circulant preconditioners are designed so that their eigenvalues approximate the values of f at 2 j=n, 0 j < n. Thus if f(2 j=n) can be computed e ciently, then the circulant preconditioners with eigenvalues given by f(2 j=n) is certainly a good choice. Its corresponding kernel is just the Dirac delta function. For f that are trigonometric polynomials of degree n?1 say, as is in the case of nite Toeplitz systems, then this circulant preconditioner reduces to the R. Chan's preconditioner, which has eigenvalues given by s n?1 f](2 j=n) = f(2 j=n).
