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Abstract
In this thesis we study Deligne-Lusztig curves associated to the simple groups 2A2,
2B2, and
2G2 with
applications in algebraic geometry codes, hash families, and polar codes. This thesis consists of four parts,
the first part presents our result in finding smooth embeddings for the Deligne-Lusztig curves in projective
space. The second part concerns certain Riemann-Roch spaces and AG-codes from the Suzuki curve. The
third part is about the construction of certain perfect hash families from towers of function fields. The fourth
part is the study of the performance of binary concatenated algebraic geometry codes as polar codes.
Let C be a Deligne-Lusztig curve associated to a simple group G, i.e., C is either the Hermitian, Suzuki,
or Ree curve associated to the group 2A2,
2B2, or
2G2, respectively. In the first part of this thesis we apply
the techniques that have been used for the Hermitian and Suzuki curves to find a very ample linear series
for the Ree curve and to construct smooth embeddings for the three Deligne-Lusztig curves above in the
projective space of dimension 2, 4, and 13, respectively. We provide a complete set of 5 equations that define
the Suzuki curve in P4 and 105 equations that define the Ree curve in P13. These equations are then used
to compute the Weierstrass non-gaps semigroup for the Ree curve at P∞ over F27.
In the second part we find an explicit basis for the Riemann-Roch spaces L(`(q2 + 1)P∞) (` ≤ q2 − 1)
arising from the Suzuki curve. Then, we use these spaces to construct one-point AG-codes with good
parameters.
In the third part we construct perfect and -almost strongly universal hash families from the recently
constructed tower of function fields by Garcia, Stichtenoth, Bassa, and Beelen defined recursively by the
equation Trj
(
Y/Xq
k
)
+ Trk
(
Y q
j
/X
)
= 1 over Fqn (n = j + k).
In the last part we study the performance of algebraic geometry codes as suitable kernels for channel
polarization. We show that for a family of AG-codes of block length L and kernel matrix GL, that the
exponent E(GL)→ 1 as L→∞. We also compare how the binary concatenated Reed-Solomon, Hermitian,
and Suzuki codes behave as polar codes and as error correcting codes. In the these two settings, more
geometry is preferable as the block size increases.
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Chapter 1
Introduction
This is a thesis on Deligne-Lusztig curves associated to the simple groups 2A2,
2B2, and
2G2. These
curves are the Hermitian, Suzuki, and Ree curves, respectively. From the mathematical point of view, it is
desired to have a uniform explanation of these curves. The main goal of the first part of this thesis is to
do that. In particular, we fill the missing results about the Ree curve such as finding a very ample linear
series, the defining equations for a smooth model, and computing the Weierstrass non-gaps semigroup at a
rational point.
In terms of applications, the Hermitian and Suzuki curves have many applications in coding theory
[18],[27],[42],[61],[79], in finite geometry [47], and to exponential sums over finite fields [63]. On the other
hand, the Ree curve is less likely to be competitive for applications in coding theory. One reason is that
the Ree curve is defined over fields of characteristic 3 while most applications require curves over fields of
characteristic 2. Nevertheless, the Ree curve can be used to construct AG-codes as in [71].
In this thesis we also study some applications of global function fields such as constructing algebraic
geometry codes from the Suzuki curve with good parameters and constructing perfect and -almost strongly
universal hash families from a tower of function fields. In the last part of this thesis we study two applications
of the Hermitian and Suzuki curves in coding theory: channel polarization and error-correction. In the
classical setting of communication, a sender adds redundant symbols to the message in order to allow the
receiver to correct the message if there are any errors caused by the noise of the channel. To avoid the
errors caused by the noise, the new idea of channel polarization suggests to use multiple channels to send
the message. These channels will tend asymptotically to either noiseless channels or pure-noisy channels.
Using algebraic curves, the resulting codes have good performance in this setting. In general, the families of
algebraic geometry codes have high implementation complexity. In our case, using the Hermitian and Suzuki
codes, we can overcome this problem as the two codes are well understood and have low implementation
complexity. Thus, our result in this direction increases the performance of the code by replacing the classical
Reed-Solomon codes with the Hermitian or Suzuki codes.
1
1.1 The Deligne-Lusztig Curves
The Deligne-Lusztig curves associated to simple groups are:
1. The Hermitian curve with automorphism group 2A2 = PGU(3, q). It corresponds to the Hermitian
function field FH := Fq(x, y) defined by the equation
yq0 + y = xq0+1, q := q20 , and q0 is a prime power. (1.1)
2. The Suzuki curve with automorphism group 2B2 = Sz(q). It corresponds to the Suzuki function field
FS := Fq(x, y) defined by the equation
yq − y = xq0(xq − x), q := 2q20 , q0 := 2m, and m ∈ N. (1.2)
3. The Ree curve with automorphism group 2G2 = R(q). It corresponds to the Ree function field
FR := Fq(x, y1, y2) defined by the two equations
yq1 − y1 = xq0(xq − x),
yq2 − y2 = xq0(yq1 − y1),
(1.3)
where q := 3q20 , q0 := 3
m, and m ∈ N.
The function field FH was constructed by Stichtenoth [79, Section 6.4]. Most of the properties of this
function field are known and well understood. The Suzuki function field FS is due to Hansen and Stichtenoth
[41]. The Ree function field FR is due to Pedersen [71]. We note here that some of the equations used in
[41],[71] were also known to Tits [87], where he described in 1962 the set of Fq-rational points on these curves
as well as the structure of the automorphism groups.
For the Deligne-Lusztig curves above, we need to find the following:
1. A very ample linear series.
2. The defining equations for a smooth model in projective space.
3. The Weierstrass non-gaps semigroup H(P ), where P is a rational point.
Recall that a linear series D ⊆ |D| is a very ample if D separates points and tangent vectors. For the
Suzuki curve, Giulietti, Ko´rchma´ros, and Torres [36] showed that the complete linear series |h(1)P∞| is a
very ample linear series of dimension 4, where h(t) ∈ Z[t] is the product of the irreducible factors of the
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reciprocal of the L-polynomial of the Suzuki curve. This gives a smooth embedding in the projective space
P4. The same linear series |h(1)P∞| is also a very ample linear series for the Hermitian curve of dimension
2. This gives a smooth model for the Hermitian curve in P2. In this part of the thesis, we show that for the
Ree curve, the same linear series |h(1)P∞| is a very ample linear series and a sublinear series of |h(1)P∞| is a
very ample linear series of dimension 13. This gives a smooth embedding for the Ree curve in the projective
space P13.
Moreover, we note that the Equation (1.1) defines a smooth curve while the Equations (1.2) and (1.3)
define a curve with a singularity at the infinite point P∞. The main question that we would like to answer
is to find a systematic approach to construct smooth embeddings for these curves in projective space using
a system of defining equations. Preliminary results for the Suzuki curve announced in [24],[25] used the idea
of the Plu¨cker coordinates to find five equations that define a smooth model for the Suzuki curve in the
projective space of dimension four. Motivated by that work, we have noticed that the same idea of using
the Plu¨cker coordinates is applicable to the other Deligne-Lusztig curves, namely the Hermitian [79, Section
6.4] and Ree curves. In this thesis we give 105 equations that define a smooth model for the Ree curve
in the projective space of dimension 13. These equations can be read from a complete graph with seven
vertices. Moreover, we use these equations to find the known representation of the maximal subgroup of the
Ree group that fixes P∞ of dimension 14.
We mention that finding smooth embeddings for the Deligne-Lusztig curves were also done independently
by Kane [53] using the abstract definition of these curves. We will show that the embedding given in this
thesis for the Ree curve gives the same Fq-rational points as Kane’s embedding.
Let P be a point on a curve, an integer n is called a non-gap if there exists a function f having poles
only at P of order n. The set of all non-gaps form a semigroup H(P ) called the Weierstrass non-gaps
semigroup. An important task for applications, especially to coding theory, is to compute the semigroup
H(P ). Stichtenoth [79, Section 6.4] computed the Weierstrass non-gaps semigroup at P∞ for the Hermitian
curve. Hansen and Stichtenoth [41] computed H(P∞) for the Suzuki curve. Moreover, Duursma and Park
[27] computed the Weierstrass non-gaps semigroup for pairs of rational points on the Hermitian and Suzuki
curves (see also [61]). In this part of the thesis we answer the 20 years old open problem from [71] and we
compute H(P∞) for the Ree curve over F27. We mention that finding the non-gaps for the Ree curve is
harder than finding the non-gaps for the Hermitian or Suzuki curves because for these two curves the pole
orders of the functions that are the coordinates for the smooth model generate the semigroup H(P∞) while
for the Ree curve the 13 functions that are the coordinates for the smooth model do not generate H(P∞).
3
1.2 Riemann-Roch Spaces from the Suzuki Curve
Let FS/Fq be the Suzuki function field. Consider the divisor D ∈ Div(FS) given by the sum of all Fq-rational
places of FS. In the second part of this thesis we find a Fq-basis for the Riemann-Roch spaces L(`D) with
` ≤ q2 − 1. Then, we use this basis to construct algebraic geometry codes CL(E, `D), where the divisor E
is the sum of all Fq4-rational places minus the sum of all Fq-rational places.
These codes can be realized as one-point code using the isomorphism L(`D) ' L(`(q2+1)P∞). Moreover,
the dual code of CL(E, `D) is equivalent to a code of the same type if 2g − 1 ≤ ` ≤ q2 − 1.
1.3 Hash Families from a Tower of Function Fields
Let m,n be integers with 2 ≤ m ≤ n. Let A,B be two finite sets with |A| = n and |B| = m. An (H;n,m)-
hash family is a family of maps of size H from A to B. Let w be an integer such that 2 ≤ w ≤ m ≤ n.
Then, an (H;n,m)-perfect hash family is a hash family H such that for any subset X ⊆ A with |X| = w,
there exists at least one map h ∈ H such that h|X : X → B is injective.
Let  > 0 be a real number. An (H;n,m)-hash family H is called an -almost strongly universal if
1. For any a ∈ A and b ∈ B, there are exactly H/m maps h ∈ H with h(a) = b.
2. For any two distinct elements a1, a2 ∈ A and two elements b1, b2 ∈ B (not necessarily distinct), there
exist at most H/m maps h ∈ H with h(a1) = b1 and h(a2) = b2.
Recently, Xing and Wang [90]; Xing, Wang, and Lam [93] used algebraic curves over finite fields to
give an explicit construction of perfect and -almost strongly universal hash families. They have used the
Garcia-Stichtenoth tower of function fields [35] defined recursively by the equation
Y q + Y =
Xq
1 +Xq−1
over Fq2 to construct an infinite sequence of explicitly constructed perfect and -almost strongly universal
hash families.
In this part of the thesis, we generalize the construction above to any odd prime power using the recently
constructed tower of function fields by Garcia, Stichtenoth, Bassa, and Beelen [34] defined recursively by
the equation
Trj
(
Y
Xqk
)
+ Trk
(
Y q
j
X
)
= 1
4
over Fqn (n = j + k). Moreover, we use the resulting -almost strongly universal hash families to construct
efficient authentication schemes.
1.4 Polar Codes
Polar codes were introduced recently by Arikan [3] in 2008 and are the first family of error-correcting
codes achieving the symmetric capacity of an arbitrary binary-input discrete memoryless channel under low
complexity encoding and an efficient successive cancellation decoding. Mori and Tanaka [65] generalized the
idea of polar codes to q-ary input symmetric discrete memoryless channels.
Let G be the `× ` kernel matrix of the code. Then, the quantity
E(G) :=
1
`
∑`
i=1
log`Di
is called the exponent of the polar code, where Di are the partial distances of G. It determines the perfor-
mance of the code.
Mori and Tanaka [66] evaluated the performance of polar codes using kernels constructed from the gener-
ating matrix of the Reed-Solomon and Hermitian codes over q-ary field. They have found that numerically
the Hermitian codes give larger exponents than the Reed-Solomon codes. That suggests using different
algebraic geometry codes as they have large minimum distance and often have the same nested structure as
Reed-Solomon codes. We continue in this direction by using algebraic geometry codes to study the behavior
of the exponent. In this thesis, we show for a subclass of algebraic geometry codes, that E(GL)→ 1 as the
number of affine rational points L→∞. This means that the error probability goes to zero using this class
of AG-codes. We also use the idea of concatenation to study the performance of different AG-codes over the
binary field F2. As the Hermitian and Suzuki codes are well understood and easy to implement, we compare
numerically how the Reed-Solomon, Hermitian, and Suzuki codes behave for a given binary block size. It
turns out that each code will give the maximum exponent for some range of the binary block size, which
suggests that more geometry is preferable as the block size increases. We also compare their performance
as error-correcting codes. In the last part of this thesis, we show that the Reed-Muller codes have worse
asymptotic performance compared to polar codes even after modifying some of the rows of the generating
matrix of the code.
5
1.5 The Outline of the Thesis
The thesis is organized as follows. Chapter 2 introduces the definition and basic properties of algebraic
function fields. Chapter 3 is the first part of this thesis, in which we find a very ample linear series for the
Ree curve, we construct smooth embeddings for the three Deligne-Lusztig curves in projective space, and
we compute the Weierstrass non-gaps semigroup at P∞ over F27 for the Ree curve. In Chapter 4 we find a
Fq-basis for certain Riemann-Roch spaces arising from the Suzuki curve. In Chapter 5 we construct perfect
and -almost strongly universal hash families from towers of function fields. In Chapter 6 we study the
performance of binary concatenated algebraic geometry codes as suitable kernels for channel polarization.
We remark that our results in Chapter 4 is a joint work with Hilaf Hasson, Amy Ksir, and Justin
Peachy [70] and it was conducted at the number theory and function fields workshop at the Mathematics
Department, Colorado State University, Summer 2011, funded by NSF grant DMS-11-01712.
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Chapter 2
Basics of Function Fields
In this chapter we recall the basic definitions and the fundamental properties of algebraic function fields
that will be useful in the later chapters. The main reference for this chapter is [79].
2.1 Places, Genus, and the Riemann-Roch Theorem
Let k be a field. A field extension F of k is called algebraic function field of one variable over k if there
exists a transcendental element x ∈ F over k such that F is a finite field extension of k(x).
For brevity we refer to F/k simply as function field. The field of constants of F/k is the field k˜ of all
algebraic elements of F over k. If k˜ = k, then k is called the full constant field of F/k. In addition, if k is
finite, then F/k is called a global function field.
Definition 2.1. A valuation ring of F/k is a proper subring k ( O ( F such that x ∈ O or x−1 ∈ O,
∀x ∈ F .
Any valuation ring is a local PID with a unique maximal ideal P := O \ O× = tO, for some t ∈ F .
Every element t ∈ F with P = tO is called a P -prime element, uniformizing element, or local parameter.
Moreover, the residue class field O/P , denoted by FP , is a finite field extension of k.
A place of F is the maximal ideal of some valuation ring O of F/k. The set of all places of F is denoted
by PF . The degree of the place P is [FP : k] and it is denoted by deg(P ). A place of degree one is called
a rational place of F/k. Denote the image of x ∈ F under the residue class map pi : F → FP ∪ {∞} by
x(p) := x+ P ∈ FP ∪ {∞}, where x(P ) =∞ if x /∈ OP .
A second useful description of the places can be given in terms of valuations.
Definition 2.2. A normalized discrete valuation of F/k is a surjective map ν : F → Z∪{∞} which satisfies:
1. ν(x) =∞ ⇐⇒ x = 0;
2. ν(xy) = ν(x) + ν(y) for all x, y ∈ F ;
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3. (Triangle Inequality) ν(x+ y) ≥ min(ν(x), ν(y)) for all x, y ∈ F ;
4. There exists an element t ∈ F such that ν(t) = 1;
5. ν(a) = 0 for all a ∈ k×.
As a consequence of the definition above, we get the following strict triangle inequality.
ν(x+ y) = min(ν(x), ν(y)) for all x, y ∈ F with ν(x) 6= ν(y). (2.1)
We have the following one-to-one correspondence.
{Normalized discrete valuation of F/k} 1:1→ {Places of F/k}
ν 7→ Pν := {x ∈ F | ν(x) > 0}.
Example 2.3. The simplest example of an algebraic function field is the rational function field F = k(x),
where x ∈ F is a transcendental element over k. For a fixed monic irreducible polynomial p(x) ∈ k[x], it is
easy to verify that
Pp(x) :=
{
f(x)
g(x)
∈ k(x) : p(x) | f(x), p(x) - g(x)
}
is a place of k(x) of degree equals to deg(p(x)) and it is called an affine (a finite) place. The residue class
field of Pp(x) is FPp(x) ' k[x]/(p(x)) . Moreover, Pp(x) is a rational place of k(x) if and only if p(x) is linear.
In that case we have FPp(x) = k and we write Pα := (x = α) := Px−α ∈ Pk(x) (α ∈ k).
There is another rational place called the infinite place of k(x) defined by
P∞ :=
{
f(x)
g(x)
∈ k(x) | deg(f(x)) < deg(g(x))
}
.
Also, P∞ is denoted by (x =∞) ∈ Pk(x). The corresponding valuation of P∞ is ν∞(f/g) := deg(g)−deg(f).
The places of the form Pp(x) and P∞ are the only places of k(x) [79, Theorem 1.2.2]. In particular, k(x)
has q + 1 rational places if k = Fq.
The group of divisors of F , denoted by Div(F ), is the free abelian group generated by the places of F/k.
In other words, a divisor is a formal sum
D =
∑
P∈PF
nP · P =
∑
P∈PF
νP (D) · P, where nP ∈ Z, np = 0 for almost all nP .
The support of a divisor D, denoted by Supp(D), is the set {P ∈ PF | νP (D) 6= 0}. The degree of a divisor
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D is deg(D) =
∑
P∈PF νP (D) · deg(P ). Therefore, we have a group homomorphism deg : Div(F )→ Z with
kernel denoted by Div0(F ).
We define a partial ordering on Div(F ) by
D ≤ E :⇐⇒ νP (D) ≤ νP (E) for all P ∈ PF .
In particular, we say D is a positive (effective) divisor if D ≥ 0.
Definition 2.4. Let x be a nonzero element of F . The place P of F is called a zero of x (resp. pole) if
νp(x) > 0 (resp. ν(x) < 0). We define the zero (resp. pole) divisor of x ∈ F× by
(x)0 :=
∑
P∈PF ,
νP (x)>0
νP (x) · P
resp.
(x)∞ :=
∑
P∈PF ,
νP (x)<0
(−νP (x)) · P.
The principle divisor of x is given by (x) := div(x) := (x)0 − (x)∞.
Note that deg((x)0) = [F : k(x)] = [F : k(x
−1)] = deg((x)∞). Therefore, deg((x)) = 0.
The set of principal divisors
Princ(F ) := {(x) ∈ Div(F ) |x ∈ F×} ⊆ Div0(F ) ⊆ Div(F )
is called the principle divisor group of F/k. The factor groups
Cl(F ) : = Div(F )/Princ(F ),
JF := Cl
0(F ) : = Div0(F )/Princ(F )
are called the divisor class group and the Jacobian group of F/k, respectively. Two divisors D1 and D2 are
linearly equivalent, denoted by D1 ∼ D2, if they are in the same equivalence class in Cl(F ), i.e., there exists
x ∈ F× such that D1 = D2 + (x).
Definition 2.5. For a divisor D ∈ Div(F ). Define the Riemann-Roch space
L(D) := {x ∈ F× |D + (x) ≥ 0} ∪ {0}.
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The space L(D) is a finite dimensional vector space over k. Set `(D) := dimk L(D). Then, we have
`(0) = 1 and if deg(D) < 0, then `(D) = 0.
Definition 2.6. A divisor W ∈ Div(F ) is called a canonical divisor if `(W ) = g and deg(W ) = 2g − 2.
An important result for computing `(D) is the following theorem.
Theorem 2.7. [79, Theorem 1.5.15] (Riemann-Roch Theorem) There exists a constant g ∈ Z such that for
all divisors D ∈ Div(F ), the following holds true
`(D) = deg(D)− g + 1 + `(W −D),
where W is any canonical divisor.
Using Riemann-Roch theorem, if D ∈ Div(F ) is a divisor of F/k of degree deg(D) ≥ 2g − 1, then
`(D) = deg(D)− g + 1.
The integer g in Theorem 2.7 is called the genus of F/k and it depends only on the function field F/k.
It is given concretely by the formula
g := max{deg(D)− `(D) + 1 | D ∈ Div(F )} ≥ 0.
Theorem 2.8. [79, Theorem 1.6.5] (Strong Approximation Theorem) Let S ( PF be a proper subset of PF
and P1, . . . , Pr ∈ S. Suppose there are given elements x1, . . . , xr ∈ F and n1, . . . , nr ∈ Z. Then, there exists
an element x ∈ F such that
νPi(x− xi) = ni, i = 1, 2, . . . , r,
νPi(x) ≥ 0, ∀P ∈ S \ {P1, . . . , Pr}.
2.2 Extensions of Algebraic Function Fields
Now we look at finite extensions of function fields. An algebraic function field F ′/k′ is called an algebraic
extension of F/k if F ′ ⊇ F is an algebraic field extension and k′ ⊇ k. The function field F ′ is called a
constant field extension if F ′ = Fk′. We will assume throughout this chapter that F ′/F is a finite separable
extension and k is a finite field.
Let P be a place of F and P ′ a place of F ′ lying over P (i.e., P ⊆ P ′), denoted by P ′|P . Then, there
exists a positive integer e(P ′|P ) such that νP ′(x) = e(P ′|P ) · νP (x), for all x ∈ F .
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Definition 2.9. Let P ∈ PF , P ′ ∈ PF ′ with P ′|P . Then,
1. The integer e(P ′|P ) is called the ramification index of P ′|P .
2. The integer f(P ′|P ) := [F ′P ′ : FP ] is called the relative degree of P ′|P .
3. If e(P ′|P ) > 1 (resp. e(P ′|P ) = 1), then we say P ′|P is ramified (resp. unramified).
4. If e(P ′|P ) = f(P ′|P ) = 1, then we say P splits completely in F ′/F .
The ramification indices and the relative degrees are related by the following theorem.
Theorem 2.10. [79, Theorem 3.1.11](Fundamental Equality) Let F ′/k′ be a finite extension of F/k, let P
be a place of F , and let P ′1, . . . , P
′
r be all the places of F
′ lying over P . Then,
r∑
i=1
e(P ′i |P ) · f(P ′i |P ) = [F ′ : F ].
Moreover, if F ′/F is Galois extension, then all e(P ′i |P )’s and f(P ′i |P )’s are equal and we have efr = [F ′ : F ].
Next, we state the Kummer criterion which plays an important role in finding the relative degrees and
the ramification indices.
Theorem 2.11. [79, Theorem 3.3.7] (Kummer Criterion) Suppose F ′ = F (y) where y is integral over OP
and consider the minimal polynomial φ(T ) ∈ OP [T ] of y over F of degree n. Let
φ(T ) =
r∏
i=1
ηi(T )
i
be the decomposition of φ(T ) into irreducible factors over FP . Let φi(T ) ∈ OP [T ] with φi(T ) = ηi(T ) and
deg(φi(T )) = deg(ηi(T )). Assume that {1, y, . . . , yn−1} is an integral basis for P . Then, there exist places
P1, . . . , Pr of F
′ lying over P with
e(Pi|P ) = i and f(Pi|P ) = deg(ηi(T )).
We conclude this section with the following lemma about the constant field extension of global function
fields. Let F/Fq be a global function field and Fn := F · Fqn be the constant field extension of F/Fq with
n ≥ 2. Then,
Lemma 2.12. [69, Lemma 1.5.12]
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1. Fn/F is unramified cyclic field extension of degree [Fn : F ] = n and Gal(Fn/F ) ' Gal(Fqn/Fq) '
Z/nZ.
2. g(Fn) = g(F ).
3. For a place P ∈ PF and a place Q ∈ PFn with Q|P , the following hold true:
(a) deg(Q) = deg(P )/ gcd(deg(P ), n).
(b) f(Q|P ) = n/ gcd(deg(P ), n).
(c) There are exactly gcd(deg(P ), n) places of F ′ lying over P .
2.3 Bounds on the Number of Rational Places
Recall that a global function field F/Fq has only finitely many rational places. In this section we recall first
the definition and the properties of the L-polynomial and we state bounds on the number of rational places.
Let N(F ) := |{P ∈ PF | deg(P ) = 1}| be the number of rational places of F/Fq and set Nn(F ) := N(F ·Fqn)
to be the number of Fqn -rational places of F . Define the Zeta function of F/Fq by
Z(F, t) := exp
( ∞∑
n=1
Nn(F )
n
tn
)
∈ C[[t]].
Theorem 2.13. [69, Theorem 1.6.6] Let F/Fq be a global function field of genus g. Then, Z(F, t) is a
rational function of the form
Z(F, t) =
L(F, t)
(1− t)(1− qt) ,
where L(F, t) ∈ Z[t] is a polynomial of degree 2g.
The polynomial L(F, t) in Theorem 2.13 is called the L-polynomial of F/k. The properties of the L-
polynomial can be summarized in the following theorem.
Theorem 2.14. [79, 5.5.15] The L-polynomial L(F, t) of a global function field F/Fq satisfies the following:
(a) (Functional equation) L(F, t) = qgt2gL(F, 1/t).
(b) L(1) = h(F ) = |Cl(F )| is the class number of F/Fq.
(c) Write L(F, t) = a0 + a1t+ · · ·+ a2gt2g. Then, the following hold:
(1) a0 = 1 and a2g = q
g.
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(2) a2g−j = qg−jaj (j = 0, 1, . . . , g).
(3) a1 = N(F )− (q + 1).
(d) (Riemann Hypothesis) L(t) factors in C[t] in the form
L(F, t) =
2g∏
j=1
(1− αjt), (2.2)
where α1, . . . , α2g are algebraic integers, |αj | = √q (j = 1, . . . , 2g), and αjαg+j = q.
(e) L(F · Fqn , t) =
∏2g
j=1(1− αnj t), where the αj’s are given by (2.2).
By (c)(3), (d) we can write αj =
√
qeiθj , where −pi < θj ≤ pi (j = 1, . . . , 2g). The θj ’s are called the
Frobenius angles of F .
Corollary 2.15. For all n ≥ 1,
Nn(F ) = N(F · Fqn) = qn + 1−
2g∑
j=1
αnj ,
where α1, . . . , α2g ∈ C are given by (2.2). In particular, we have
N(F ) = q + 1−
2g∑
j=1
αj .
Next, we state some important bounds on the number of rational places of a function field.
Theorem 2.16. (Hasse-Weil Bound) Let F/Fq be a global function field of genus g. Then, the number
N(F ) of rational places of F/Fq satisfies
|N(F )− (q + 1)| ≤ 2g√q.
Proof.
|N(F )− (q + 1)| =
∣∣∣∣∣∣
2g∑
j=1
αj
∣∣∣∣∣∣ ≤
2g∑
j=1
|αj | =
2g∑
j=1
√
q = 2g
√
q.
A global function field F/Fq is called maximal if it satisfies the Hasse-Weil bound, i.e., N(F ) = q + 1 +
2g
√
q. Define Nq(g) to be the maximum number of rational places that a global function field F/Fq of genus
g can have, i.e.,
Nq(g) := max{N(F ) |F is a function field over Fq of genus g}.
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We say a global function field F/Fq is optimal if N(F ) = Nq(g). Serre [77] gave an upper bound for Nq(g)
which is known as the Serre explicit formula method.
Theorem 2.17. [77] (Serre’s Explicit Formula Method) Suppose that c1, . . . , cm ∈ R are non-negative real
numbers such that at least one of them is not zero and the inequality
fm(t) := 1 + λm(t) + λm(t
−1) ≥ 0
holds for all t ∈ C with |t| = 1, where λm(t) :=
∑m
n=1 cnt
n. Then,
Nq(g) ≤ g
λm(q−
1
2 )
+
λm(q
1
2 )
λm(q−
1
2 )
+ 1. (2.3)
Any global function field which satisfies the bound (2.3) is optimal with respect to Serre’s explicit formula
method. Oesterle´ developed an explicit method for finding the cn’s in Theorem 2.17 using linear programming
[50, Theorem 8].
Example 2.18. Let q0 be a prime power and q := q
2
0 . Consider a function field F/Fq of genus g = q0(q0−1)/2
over Fq. Then, using the Hasse-Weil theorem, the number of rational places of F satisfies
N ≤ q + 1 + 2√qg = q20 + 1 + q20(q0 − 1) = q20 + 1 + q30 − q20
≤ q30 + 1.
Example 2.19. Let m ∈ N, q0 := 2m, and q := 2q20 . Consider a function field F/Fq of genus g = q0(q − 1)
over Fq. Let c1 := 1/
√
2, c2 := 1/4, and set λ2(t) := (1/
√
2)t + (1/4)t2. Then, for t ∈ C with |t| = 1, we
have
fm(t) : = 1 + λ2(t) + λ2(t
−1)
= 1 +
1√
2
eiθ +
1
4
e2iθ + 1 +
1√
2
e−iθ +
1
4
e−2iθ
= 1 +
2√
2
cos θ +
2
4
cos 2θ
=
(
1√
2
+ cos θ
)2
≥ 0.
Therefore, the conditions of Theorem 2.17 are satisfied. Hence, the number of rational places of F/Fq satisfies
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the bound
N(F ) ≤ g
λm(q−
1
2 )
+
λm(q
1
2 )
λm(q−
1
2 )
+ 1
≤
q0(q − 1) + 1√2q
1
2 + 14q
1√
2
q−
1
2 + 14q
−1 + 1
≤ 4q40 + 1
≤ q2 + 1.
Example 2.20. Let m ∈ N, q0 := 3m, and q := 3q20 . Consider a function field F/Fq of genus g =
3q0(q − 1)(q + q0 + 1)/2 over Fq. Let c1 =
√
3/2, c2 := 7/12, c3 :=
√
3/6, and c4 := 1/12. Set λ4(t) :=
(
√
3/2)t+ (7/12)t2 + (
√
3/6)t3 + (1/12)t4. Then, for t ∈ C with |t| = 1, we have
f4(t) : = 1 + λ4(t) + λ4(t
−1)
= 1 +
√
3
2
eiθ +
7
12
e2iθ +
√
3
6
e3iθ +
1
12
e4iθ +
√
3
2
e−iθ +
7
12
e−2iθ +
√
3
6
e−3iθ +
1
12
e−4iθ
=
1
3
(
1 +
√
3 cos θ + cos(2θ)
)2
≥ 0.
Therefore, the conditions of Theorem 2.17 are satisfied. Hence, the number of rational places of F/Fq satisfies
the bound
N(F ) ≤ g
λm(q−
1
2 )
+
λm(q
1
2 )
λm(q−
1
2 )
+ 1
≤
3
2q0(q − 1)(q + q0 + 1) + 32q0 + 74q20 + 32q30 + 34q40
1
2q0
+ 7
36q20
+ 1
18q30
+ 1
108q40
+ 1
≤ 27q60 + 1
≤ q3 + 1.
2.4 Sto¨hr-Voloch Theory and Weierstrass non-gaps Semigroup
The Sto¨hr-Voloch theory was introduced by Sto¨hr and Voloch [84] to obtain an upper bound on the number
of rational points in a projective non-singular algebraic curve X over k. The purpose of this section is
to summarize relevant materials about the theory that will be useful in Sections 3.4 and 3.7. The main
references for this section are [48],[84],[88].
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2.4.1 Morphisms
Let φ : X → Pn be a morphism, i.e., there exist f0, . . . , fn ∈ k(X ), not all zero, such that for all P ∈ X
φ(P ) = [(teP f0)(P ) : (t
eP f1)(P ) : · · · : (teP fn)(P )] ,
where t ∈ k(X ) is P -prime element and eP := min{νP (f0), . . . , νP (fn)}. The functions f0, . . . , fn are called
the (homogeneous) coordinate of φ. We write φ = (f0 : · · · : fn). If φ is not constant, then φ(X ) is an
algebraic curve in Pn (might be singular). The function field of φ(X ) is k(φ(X )) := k(f0, . . . , fn) and the
degree of the morphism φ is deg(φ) := [k(X ) : k(f0, . . . , fn)].
Definition 2.21. A morphism φ is called birational (resp. embedding) if deg(φ) = 1 (resp. X is k-isomorphic
to φ(X )).
Moreover, if φ separate points and tangent vectors, then φ is a smooth embedding.
2.4.2 Linear Series on Curves
For a divisor D ∈ Div(X ), set
|D| : = {E ∈ Div(X ) |E ≥ 0, D ∼ E}
= {D + (f) | f ∈ L(D) \ {0}}.
Note that |D| ' P(L(D)). A linear series D on X is a subset of some |D|, i.e.,
D := {D + (f) | f ∈ D′ \ {0}},
where D′ is k-linear subspace of L(D). We write D ' P(D′) ⊆ |D|. The number d := deg(D) := deg(D) is
called the degree of D and k := dim(D) := dim(D′)− 1 is the (projective) dimension of D. In this case, we
say D is gkd -linear series on X . D is said to be complete linear series if D = |D|.
Now we associate to each linear series D ' P(D′) ⊆ |D| a morphism φD : X → Pk.
Definition 2.22. Define the multiplicity of D at P ∈ X by bP := min{νP (E) |E ∈ D} and set B :=∑
P∈X bP · P ≥ 0 which is called the base locus of D. If B = 0, then D is called a base-point-free linear
series.
Lemma 2.23. [88, Lemma 1.4] Let D ' P(D′) ⊆ |D| be a gkd -linear series on X , where D′ := 〈f0, . . . , fk〉.
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Then, D is determined completely by D, i.e.,
νP (D) = bP −min{νP (f0), . . . , νP (fk)}.
Moreover, the map
φf0,...,fk : X → Pk
P 7→ [(teP f0)(P ) : (teP f1)(P ) : · · · : (teP fk)(P )]
is a morphism, where t ∈ k(X ) is a P -prime element and eP := min{νP (f0), . . . , νP (fk)}.
From the lemma above, φf0,...,fk := (f0 : · · · : fk) is called the morphism associated to D. If φg0,...,gk is
another morphism associated to D ( i.e., g0, . . . , gk is another basis for D′), then φg0,...,gk = T ◦ φf0,...,fk , for
some T ∈ Aut(Pk).
Using the above, we say D is simple if any morphism associated to D is birational.
2.4.3 The Hermitian Invariants and Weierstrass non-gaps Semigroup
Let D ' P(D′) ⊆ |D| be a gkd -linear series on X . For P ∈ X , i ∈ N>0, define
Di(P ) := {E ∈ D |E ≥ iP} = {E ∈ D | νp(E) ≥ i}.
Clearly, Di(P ) ⊇ Di+1(P ), Di(P ) is a linear series, subspace of D, and Di(P ) = φ if i > d.
Definition 2.24. A non-negative integer j is called (D, P )-order (or Hermitian P -invariant) if Dj(P ) )
Dj+1(P ).
Hence, there are exactly k + 1 (D, P )-orders j0(P ) < j1(P ) < · · · < jk(P ).
Lemma 2.25. [88, Remark 1.16 (iii)] Let j ∈ N. The following statements are equivalent:
1. j is a (D, P )-order.
2. ∃E ∈ D such that νP (E) = j.
3. ∃f ∈ D′ such that νP (D) + νP (f) = j.
4. ∃f ∈ D′ such that f ∈ L(D − jP ) \ L(D − (j + 1)P ).
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Definition 2.26. A non-negative integer n is called a pole integer or non-gap at P if there exists f ∈ k(X )
such that (f)∞ = nP , otherwise n is called a gap integer at P .
Clearly, the set of non-gaps at P form a semigroup H(P ) ⊆ N called the Weierstrass non-gaps semigroup.
Lemma 2.27. Let g be the genus of X and P be a rational point. Then,
(1) (Weierstrass gap Theorem) |N \H(P )| = g.
(2) For n ∈ N, the following statements are equivalent:
(i) n ∈ H(P );
(ii) ∃fn ∈ L(nP ) such that νP (fn) = −n;
(iii) ∃fn ∈ k(X ) such that (fn)∞ = nP ;
(iv) `(nP ) = `((n− 1)P ) + 1.
(3) {2g, 2g + 1, . . . , } ⊆ H(P ) and we have g gaps and g non-gaps in the interval {0, 1, . . . , 2g − 1}.
The group H(P ) is called symmetric if 2g − 1 is a gap and for any non-gap a, 2g − 1− a is a gap. The
relation between (D, P )-orders and non-gaps at P is illustrated in the following important example.
Example 2.28. [88, Example 1.23] Let (ni : i ∈ N) be the sequence of non-gaps at a rational point P . Set
D := |nkP |. Then,
(1) D is a gknk base-point-free linear series on X ;
(2) The (D, P )-orders are ji(P ) = nk − ni, i = 0, 1, . . . , k.
Moreover, the set {f ∈ k(X ) | (f)∞ = dP, d < nk} is a basis for L(nkP ).
2.5 Algebraic Geometry Codes
In this section we introduce the definition and basic properties of algebraic geometry codes. The main
reference for this section are [75],[79].
2.5.1 Codes
A (n, k)-linear code C over Fq is a k-dimensional linear subspace of Fnq . The elements of C are called
the codewords of C. The rate of C is R(C) := k/n. The minimum distance of C is defined as d(C) :=
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min{d(c1, c2) | c1, c2 ∈ C, c1 6= c2}, where d is the Hamming distance on Fnq defined by
d(c1, c2) := |{i ∈ {1, . . . , n} | c1,i 6= c2,i}| .
A (n, k, d)-linear code is a linear code of length n, dimension k, and minimum distance d. A generator
matrix G for a (n, k, d)-linear code C is a k×n-matrix whose rows are basis for C. Therefore, C = {uG |u ∈
Fkq}.
Example 2.29.
1. The code C = Fmq is (m,m, 1)-linear code.
2. The code C = {(c1, . . . , cm+1) ∈ Fm+1q |
∑m+1
i=1 ci = 0} is (m+ 1,m, 2)-linear code.
3. The first-order binary Reed-Muller code RM(1,m) is defined recursively by
RM(1,m) : = {(u, u) ∈ F2m2 |u ∈ RM(1,m− 1)}
∪ {(u, u+ 1)F2m2 |u ∈ RM(1,m− 1)}
RM(1, 1) : = F22.
which is (2m,m, 2m−1)-linear code.
A (n, k, d)-linear code C is called a t-error correcting code if for any x ∈ Fnq , there exists a unique c ∈ C
with the property that d(x, c) < t.
Definition 2.30. Let C ⊆ Fnq be a linear code and x ∈ Fnq . Then, the distance between x and the code C
is given by
d(x,C) := min{d(x, c) | c ∈ C}.
Definition 2.31. The dual code of C is a (n, n− k)-linear code defined by
C⊥ := {x ∈ Fnq | 〈x, c〉 :=
n∑
i=1
xici = 0,∀c ∈ C}.
The generating matrix H of C⊥ is called the parity-check matrix of C.
Proposition 2.32. (Singleton Bound) For a (n, k, d)-linear code,
k + d ≤ n+ 1.
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Codes with k + d = n+ 1 are called maximum distance separable codes (MDS).
2.5.2 Algebraic Geometry Codes
Algebraic geometry codes1 (in short, AG-codes) were introduced by Goppa [38, 39] using algebraic curves
over finite fields. In this subsection we present the construction of the algebraic geometry codes using global
function fields as in [79]. We fix the following notations:
F/Fq is a global function field of genus g.
P1, . . . , Pn are n distinct rational places of F/Fq and D := P1 + · · ·+ Pn.
G is a divisor of F/Fq such that Supp(D) ∩ Supp(G) = φ.2
The algebraic geometry codes is defined by
CL(D,G) := {(f(P1), . . . , f(Pn)) ∈ Fnq | f ∈ L(G)} ⊆ Fnq
which is a (n, k, d)-linear code, where k = `(G) − `(G − D) and d ≥ d∗ := n − deg(G). If deg(G) < n,
then k = `(G) and d > 0. In that case if {f1, . . . , fk} is a Fq-basis for L(G), then the generating matrix of
CL(D,G) is given by
G =

f1(P1) · · · f1(Pn)
· · · · ·
· · · · ·
· · · · ·
fk(P1) · · · fk(Pn)

.
Definition 2.33. The algebraic geometry code CL(D,G) is called m-point code if m = |Supp(G)|.
Remark 2.34. Using Riemann-Roch theorem, we have that
n− g + 1 ≤ k + d ≤ n+ 1.
Therefore, the genus controls in this context, the derivation of k + d from the singleton bound.
1They are also known as geometric Goppa codes.
2Using the Approximation Theorem 2.8, we can omit this condition, see [79, Remark 1.2.15]
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The dual code of CL(D,G) is
CΩ(D,G) := {(resP1(w), resP2(w), . . . , resPn(w)) ∈ Fnq |w ∈ ΩF (G−D)}
which is again an AG-code using the following proposition.
Proposition 2.35. [79, Proposition 2.2.10] Let µ be a differential of F/Fq such that νPi(µ) = −1 and
resPi(µ) = 1 for i = 1, . . . , n. Then,
CL(D,G)⊥ = CΩ(D,G) = CL(D,D −G+ (µ)).
Example 2.36. Let F = Fq(x), Fq = {α1, . . . , αn−1}, and v1, . . . , vn−1 ∈ F×q . Then, the generalized
Reed-Solomon code of length n = q + 1 is an AG-code defined by the generator matrix
GRS(q, q) :=

v1 v2 . . . vn−1 0
α1v1 α2v2 . . . αn−1vn−1 0
α21v1 α
2
2v2 . . . α
2
n−1vn−1 0
· · . . . · ·
· · . . . · ·
· · . . . · ·
αq−11 v1 α
q−1
2 v2 . . . α
q−1
n−1vn−1 γ

,
where γ ∈ Fq.
2.5.3 Automorphism Group of AG-codes
We present the relation between the automorphism group of an algebraic geometry code and the automor-
phism group of the function field. Note that Sn acts on Fnq via pi(x1, . . . , xn) := (xpi(1), xpi(2), . . . , xpi(n)), for
pi ∈ Sn and (x1, . . . , xn) ∈ Fnq . The automorphism group of a code C ⊆ Fnq is defined by
Aut(C) := {pi ∈ Sn |pi(C) = C}.
Let AutD,G(F/Fq) := {σ ∈ Aut(F/Fq) |σ(D) = D, σ(G) = G} be the group of automorphisms that fix D
and G. Then, we have
Proposition 2.37. [79, Proposition 8.2.3]
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1. AutD,G(F/Fq) acts on the code CL(D,G).
2. If n > 2g + 2, then AutD,G(F/Fq) is a subgroup of Aut(CL(D,G)).
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Chapter 3
Smooth Embeddings for the
Deligne-Lusztig Curves
In this chapter we to study three important examples of algebraic curves over finite fields, the Hermitian,
Suzuki, and Ree curves. These curves have many applications to algebraic geometry codes [26], [27], [28],
[39], [79], to exponential sums over finite fields [63], and in finite geometry [47]. The three curves are optimal
curves with respect to Serre’s explicit formula method (Theorem 2.17). Their number of Fq-rational points
coincides with Nq(g) which is the maximum number of Fq-rational points for a curve of genus g over Fq.
Moreover, they can be described (abstractly) as Deligne-Lusztig curves associated to the simple groups
2A2,
2B2, and
2G2, respectively [42]. The latter property suggests that we could apply the techniques that
have been used for the Hermitian and Suzuki curves to find a very ample linear series for the Ree curve,
construct smooth embeddings for the three Deligne-Lusztig curves above, and compute the Weierstrass non-
gaps semigroup at the point at infinity for the Ree curve over F27. In this chapter we also provide a complete
set of five equations that define the Suzuki curve in the projective space P4 and 105 equations that define
the Ree curve in the projective space P13. Moreover, these equations can be read easily from a complete
graph with four and seven vertices, respectively.
The outline of this chapter is as follows. In Section 3.1 we introduce the Ree group and the Deligne-
Lusztig varieties. In Section 3.2 we study the smooth embeddings for the Hermitian and Suzuki curves. In
Section 3.3 we generalize the techniques of Section 3.2 to provide 105 equations that will be used in Section
3.4 to construct a smooth model for the Ree curve. In Section 3.5 we relate our work with the smooth
embedding of the Ree curve as Deligne-Lusztig curve in [53]. In Section 3.6 we show that the Ree group acts
on the smooth model in the projective space and finally in Section 3.7 we compute the Weierstrass non-gaps
semigroup at P∞ over F27.
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3.1 Preliminaries and Background about the Ree Group and the
Deligne-Lusztig Varieties
In this section we first review the properties and the construction of the Ree group R(q) = 2G2(q) (q := 3q
2
0 ,
q0 := 3
m, and m ∈ N). The standard construction of the Ree group as it was originally given by Ree
[72] can be found in the book of Carter [16]. In this section we will review a more recent and elementary
approach of the Ree group without the use of Lie algebra which was given by Wilson [92]. In the second
part of this section we will give some background and results about the Hermitian, Suzuki, and Ree curves
as Deligne-Lusztig curves associated to the groups 2A2,
2B2, and
2G2, respectively.
3.1.1 The Ree Group
We begin this subsection with a historical background about the groups G2 and
2G2. The simple Lie group
G2 is the automorphism group of the 8-dimensional Octonion algebra O. It was first introduced by Cartan
[13],[14] over the field of complex numbers. Dickson in 1905 introduced the finite group G2(q) over the finite
field Fq [23]. He described a variety that is invariant under the group G2(q), where q := 32m+1 (m ∈ N).
Chevalley constructed for each Dynkin diagram X, an algebraic group X(k) over a field k [16],[19]. The
Chevalley group is defined as the set of fixed points ofX(k) under the induced map of the Frobenius morphism
of k. Motivated by the work of Chevalley, Ree [72] gave a description of the Ree group R(q) = 2G2 as a
twisted group constructed from the Chevalley group G2(q) over a finite field of order q (q := 3q
2
0 , q0 := 3
m,
and m ∈ N).
The Ree group has been studied in [17],[71],[72],[87],[91],[92]. In this subsection we will recall the new
elementary construction of the Ree group R(q) = 2G2(q) as it is given in [91, Chapter 4],[92]. The advantage
of this approach is that it will avoid the use of Lie algebra. Let V be a 7-dimensional Fq-vector space with
basis {it | t ∈ F7}, where q := 3q20 := 32m+1 (m ∈ N). Consider the anti-commutative multiplication on V
defined by · : V × V 3 (it, it+r) 7→ it+3r ∈ V (r = 1, 2, 4). This multiplication will define the 8-dimensional
Octonian algebra O with basis {1, it | t ∈ F7} over Fq. In fact O is a Lie algebra with the Lie bracket is
defined by the multiplication above. We consider two important maps m : ∧2(V ) 3 it ∧ it+r 7→ it+3r ∈ V
(r = 1, 2, 4) with kernel W := ker(m) of dimension 14 over Fq and µ : V 3 it 7→
∑
r=1,2,4 it+r∧ it+3r ∈ ∧2(V )
with image V ′ := Im(µ) ' V of dimension 7 over Fq. Moreover, we have that V ′ = Im(µ) ⊆ ker(m) = W .
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Consider the Fq-basis {i′t, i∗t | t ∈ F7} of W defined by:
i′t := µ(it) =
∑
r=1,2,4
it+r ∧ it+3r
= it+1 ∧ it+3 + it+2 ∧ it+6 + it+4 ∧ it+5,
i∗t : = it+1 ∧ it+3 − it+2 ∧ it+6.
To define the Ree group, we will need the following two homomorphisms.
µ = θ :V →W and ρ :W → V
it 7→ i′t i∗t 7→ it
i′t 7→ 0.
Note that ρ induces an isomorphism between V ∗ := W/V ′ ' V . The group G2(q) is then defined as the
subgroup of the orthogonal group GO7(Fq) (with orthonormal basis {it | t ∈ F7} over Fq) consisting of those
elements which commute with θ. This leads to an easy definition of the Ree group 2G2 as follows. Consider
the twisted map ρ∗ : W → V given by ρ∗(λ∗i∗t ) = λit, where λ∗ := λ3q0 (λ ∈ Fq, i.e., λ∗∗ = λ3). Then, the
Ree group 2G2(q) is defined as the subgroup of G2(q) consisting of those elements which commute with ρ
∗.
Using the construction above, Wilson [92] gave a description of the q3 + 1 Fq-rational points, described
the generators of the Ree group, and showed that 2G2 is a simple group. To see this, change the basis of V
from {it | t ∈ F7} to {v±1, v±2, v±3, v0} which is defined as follows
v−3 := −i3 − i5 − i6, v3 := i3 − i5 + i6,
v−2 := −i1 − i2 − i4, v2 := i1 + i2 − i4,
v−1 := −i0 − i3 + i6, v1 := −i0 + i3 − i6,
v0 := i1 − i2.
Then, W has the new basis {v∗i , v′i | i ∈ {0,±1,±2,±3}} which is given in Table 3.1.
A vector v ∈ V is called a ∗-vector if v∗ ≡ v∧w (mod V ′), for some w ∈ V . Similarly 〈v〉 is called a ∗-point
if v itself is a ∗-vector. Wilson [92] described explicitly the set of all ∗-points which is called the Ree unital
as follows. For any ∗-point v ∈ V , we have either v = v−3 or v = v3 +
∑2
r=−3 αrvr (αr ∈ Fq). Then, given
α2, α1, α0, one can solve a system of equations described in [92, Section 3] to find v, w ∈ V such that v∗ ≡ v∧w
(mod V ′). Therefore, we have q3 + 1 ∗-points in the Ree unital. Moreover, if φ is an automorphism of 2G2
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r v′r v
∗
r
-3 v0 ∧ v−3 + v−2 ∧ v−1 v−3 ∧ v−2
-2 v1 ∧ v−3 + v−2 ∧ v0 v−1 ∧ v−3
-1 v−3 ∧ v2 + v−1 ∧ v0 v−2 ∧ v1
0 v3 ∧ v−3 + v2 ∧ v−2 + v1 ∧ v−1 v−3 ∧ v3 + v−2 ∧ v2
1 v3 ∧ v−2 + v0 ∧ v1 v2 ∧ v−1
2 v−1 ∧ v3 + v0 ∧ v2 v1 ∧ v3
3 v3 ∧ v0 + v2 ∧ v1 v3 ∧ v2
Table 3.1: The new basis of W .
v−3 v−2 v−1 v0 v1 v2 v3
v−3 0 0 0 −v−3 v−2 −v−1 v0
v−2 0 v−3 v−2 0 v0 v1
v−1 0 v−1 −v0 0 −v2
v0 0 v1 v2 −v3
v1 0 v3 0
v2 0 0
v3 0
Table 3.2: The multiplication table of V using the new basis.
that fixes the point 〈v−3〉, then φ is uniquely determined by α2, α1, α0 ∈ Fq in φ(v3) = v3 +
∑2
r=−3 αrvr,
and the system of equations in [92, Section 3] provides enough information to solve for every entry of φ.
Note that the diagonal automorphism δ(λ) := diag(λ, λ3q0−1, λ−3q0+2, 1, λ3q0−2, λ−3q0+1, λ−1) is another
automorphism that also fixes the ∗-point 〈v−3〉. The subgroup B ⊆ 2G2 generated by these automorphisms
is the maximal subgroup that fixes 〈v−3〉. Moreover, the Ree group 2G2 is generated by the subgroup B and
an automorphism of order 2.
3.1.2 The Deligne-Lusztig Curves
The Hermitian, Suzuki, and Ree curves can be described (abstractly) as Deligne-Lusztig curves associated to
the simple groups 2A2,
2B2, and
2G2, respectively. In this subsection we introduce their structure as Deligne-
Lusztig curves and we list their basic properties. We refer the reader to the books [16],[17],[49],[50],[60],[78]
and the papers [22],[42] for a full treatment of the subject. Here we will follow the notations and the
exposition in [42].
Let G be a connected algebraic group over a finite field k = Fq, i.e., G is an affine variety defined over k
such that G is also a group in which both the multiplication and inversion maps are morphisms and G is a
connected topological space in the Zariski topology on G. Thus, G can be regarded as a closed subgroup of
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the linear group GL(n, k), for some n ∈ N>0. The unipotent radical of G is the maximal closed connected
normal subgroup all of whose elements are unipotent elements1. G is called reductive if the unipotent radical
of G is trivial. A subgroup B ⊆ G is called a Borel subgroup if it is a maximal connected solvable subgroup.
An algebraic group is called a torus if it is isomorphic to k× × k× × · · · × k× (as embedded in GL(n, k)).
For our purpose, let G be a connected reductive algebraic group embedded in GL(n, k) with a Borel
subgroup B and a maximal torus T 2. The Weyl group of G is the finite group W := W (G) := NG(T )/T ,
where NG(T ) is the normalizer of T in G. We note here that the Weyl group is a Coxeter group which
means it is generated by a set of generators si’s, called the reflections, of order 2 and has a presentation
with relations of the form (sisj)
mij (mij = 2, 3, 4, 6), i.e.,
W (G) :=
〈
s1, . . . , sr | (si)2 = 1, (sisj)mij = 1 for i 6= j
〉
.
Let
Frq : G ⊆ GL(n, k)→ G ⊆ GL(n, k)
(aij) 7→ (aqij)
be the standard Frobenius map which will define a map σ : G→ G such that some power of σ is the standard
Frobenius map3 Frq [60, Page 183]. σ is called the Frobenius map
4. Denote the fixed group of the Frobenius
map σ by Gσ 5 . It is called a finite group of Lie type [60, Theorem 21.5].
Let XG := {B ⊆ G |B is a Borel subgroup of G}. Since any two Borel subgroups of G are conjugate by
an element in G, we have that G acts transitively on XG by conjugation. Moreover, using the Lang-Steinberg
Theorem [60, Theorem 21.7], which asserts that the map L : G 3 g 7→ g−1σ(g) ∈ G is surjective, we have
that any two σ-stable Borel subgroups are conjugate by an element in Gσ [42, Section 2.2.2]. Therefore,
the group Gσ acts on the set of σ-stable Borel subgroups by conjugation. We also have a natural bijection
G/B 3 gB 7→ gBg−1 ∈ XG, for a fixed Borel subgroup B.
In [42], we can identify the set of orbits of G in XG×XG with the Weyl group W . For w ∈W , the orbit
in XG ×XG corresponding to w, denoted by O(w), is given by
O(w) : = {(g1B, g2B) ∈ G/B ×G/B | g−11 g2 ∈ BwB}.
1An element a in a ring A is called a unipotent element if 1− a is a nilpotent element.
2G will be A2, B2, or G2 for our purpose.
3σ2 = Frq , i.e., σ(g) = g
√
q for G = A2, B2, and G2, respectively.
4In some literature it is called the Steinberg automorphism [60, Page 183].
5Gσ = 2A2, 2B2, and 2G2 if G = A2, B2, and G2, respectively.
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We say that two Borel subgroups B1, B2 of G are in relative position w if (B1, B2) ∈ O(w). Define the
Deligne-Lusztig variety X(w) to be
X(w) := {B′ ∈ XG | (B′, σ(B′)) ∈ O(w)}.
If we identify XG ' G/B, for a fixed Borel subgroup B of G, then as in [50] we have that
X(w) = {(gB, σ(g)B) ∈ G/B ×G/B | g−1σ(g) ∈ BwB}.
We have the following proposition.
Proposition 3.1.
1. dim(X(w)) = length(w) = n, where w = s1s2 · · · sn is a product of reflections.
2. X(w) is irreducible if and only if for every simple reflection s ∈ W , s is in the σ-orbit of some si
(i = 1, 2, . . . , n)
3. X(w) is Gσ-stable.
4. X(e) ⊆ X(w) is the set of all Fq-rational points.
5. Gσ acts on X(e) and Gσ = Aut(X(w))
6. If w = s is a simple reflection, then in particular we have the Deligne-Lusztig curve X(w) := X(w) ∪
X(e) which is a curve with the group Gσ acting as the Fq-rational automorphism group and it is
irreducible if and only if every simple reflection s′ ∈W is in the σ-orbit of s.
Proof. See [22],[42].
Remark 3.2. If we require Gσ to be a simple group, then Gσ is either 2A2,
2B2 or
2G2. In that case, the
Weyl group W (G) has two generators s1, s2 of order 2 with (s1s2)
m12 = 1, where m12 = 3, 4, 6 for G = A2,
B2, and G2, respectively. The Dynkin diagram has two vertices corresponding to the two simple positive
roots α, β of G as in Figure 3.1.
β α
(a) A2
β α
(b) B2
β α
(c) G2
Figure 3.1: The Dynkin diagram for G.
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αα+ ββ
(a) A2
α
2α+ βα+ ββ
(b) B2
α
3α+ β
2α+ β
3α+ 2β
α+ β
β
(c) G2
Figure 3.2: The root system for G.
The Dynkin diagram for the group Gσ is the same diagram as in Figure 3.1 with the σ-action permuting
the two roots.
Remark 3.3. The two dimensional root system of the group G = A2, B2, or G2 are shown in Figure 3.2,
where α represents the short root and β represents the long root [60, Table A.2]. Note that a root system
in Figure 3.2 determines an underlying simple Lie algebra G with G as its Lie group [1].
As above, let Gσ be a simple group, i.e., Gσ is either 2A2,
2B2 or
2G2. In Table 3.3 we summarize
some information of the Deligne-Lusztig curves such as the automorphism group, the number of Fq-rational
points, and the genus [42].
Curve Hermitian Suzuki Ree
G A2 B2 G2
Gσ 2A2
2B2
2G2
|Gσ| q30(q − 1)(q30 + 1) q2(q − 1)(q2 + 1) q3(q − 1)(q3 + 1)
N1 q
3
0 + 1 q
2 + 1 q3 + 1
g 12q0(q0 − 1) q0(q − 1) 32q0(q − 1)(q + q0 + 1)
Table 3.3: Information about the Deligne-Lusztig curves associated to the groups 2A2,
2B2, and
2G2.
These three curves are realized as the projective curves corresponding to the following algebraic function
fields which have the same number of Fq-rational points, genus, and automorphism group as in Table 3.3,
see [43],[88].
1. The Hermitian curve [79] corresponds to FH := Fq(x, y) over Fq (q := q20 , q0 is a prime power) defined
by the equation
yq0 + y = xq0+1.
2. The Suzuki curve [41] corresponds to FS := Fq(x, y) over Fq (q := 2q20 , q0 := 2m, and m ∈ N) defined
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by the equation
yq − y = xq0(xq − x).
3. The Ree curve [43],[71] corresponds to FR := Fq(x, y1, y2) over Fq (q := 3q20 , q0 := 3m, and m ∈ N)
defined by the two equations
yq1 − y1 = xq0(xq − x),
yq2 − y2 = xq0(yq1 − y1).
Kane [53] used the construction of these three curves as Deligne-Lusztig curves to give smooth embeddings
of these curves in the projective space of dimension 2, 4, and 13, respectively. We will use the function field
description above to give a smooth embedding in projective space of dimensions 2, 4, and 13. In Section
3.5 we will show that for the Ree curve, the set of Fq-rational points is the same for our embedding and for
Kane’s embedding.
3.2 The Smooth Embeddings for the Hermitian and Suzuki
Curves
In this section we study the smooth embeddings for the two Deligne-Lusztig curves associated to the groups
2A2 and
2B2. These curves are known as the Hermitian and Suzuki curves respectively. We will use the same
techniques of this section to construct a smooth embedding for the third Deligne-Luszig curve associated to
the group 2G2 which is the Ree curve. This has also been done by Kane [53], where he provided a systematic
approach to find smooth embeddings for these curves in the projective space in a uniform way. His approach
was to use the structure of the curves as Deligne-Lusztig curves with Borel subgroups as the points on the
curves. Our approach is to use the function fields description of these curves as given by equations. In
Section 3.5 we will show that for the Ree curve, these two different embeddings give the same Fq-rational
points. The following work is motivated by the work of Tits [87] who considered the idea of the line between
a point and its Frobenius image and the use of Plu¨cker coordinates. In particular, in the preliminary results
for the Suzuki curve announced in [24],[25], where the author gave five defining equations for the smooth
model of the Suzuki curve using the idea of Plu¨cker coordinates. We generalize that approach to a uniform
approach for all three Deligne-Lustig curves.
We review first the smooth embedding for the Hermitian curve.
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3.2.1 The Hermitian Curve
The Hermitian curve has been studied in detail in [79, Chapter 6]. It is given by the affine equation
yq0 + y = xq0+1 over Fq (q := q20 , q0 is a prime power). It has q30 + 1 Fq-rational points with one point at
infinity P∞ and is of genus gH = q0(q0 − 1)/2. Hence, the Hermitian curve attains the Hasse-Weil bound
(Example 2.18). Therefore, it is a maximal and optimal curve with L-polynomial L(t) := (q0t + 1)
2gH .
Moreover, the Hermitian curve is the unique curve of genus gH = q0(q0 − 1)/2 and number of Fq-rational
points equals to q30 +1 [80]. The automorphism group of the Hermitian curve is
2A2 = PGU(3, q). Moreover,
the equation yq0 + y = xq0+1 defines a smooth model for the Hermitian curve.
Remark 3.4. Let H := (q0 +1)P∞. Then, the linear series D := |H| is a very ample linear series of dimension
2 generated by 1, x, y. Therefore, the morphism associated to D is a smooth embedding for the Hermitian
curve in P2(Fq).
Remark 3.5. The tangent line at a point P in the Hermitian curve is given by the equation
1q0P · y − xq0P · x+ yq0P · 1 = 0.
Remark 3.6. The Hermitian curve can be also defined in P2(Fq) using the equation [79, Section 6.4]
vq0+1 + uq0+1 + 1 = 0.
Now from the defining equation yq0 + y = xq0+1 of the Hermitian curve, we get that
(
1q0 −xq0 yq0
)
y yq
x xq
1 1q
 = 0. (3.1)
Consider the following matrix H
H =
 1 : x : y
1 : xq : yq
 .
Let Hi,j be the Plu¨cker coordinates of the matrix H, i.e., H1,2 = x
q−x, H3,1 = y−yq, and H2,3 = xyq−yxq.
Then, direct calculations yield
(
H1,2 H3,1 H2,3
)
y yq
x xq
1 1q
 = 0. (3.2)
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Note that Equations (3.1) and (3.2) define two lines between a point P := (1, x, y) and its Frobenius image
P (q) := (1, xq, yq). But the line between a point and its Frobenius image is unique (in fact, it is the tangent
line at P ). Therefore, 1q0 is proportional to H1,2, −xq0 is proportional to H3,1, and yq0 is proportional to
H2,3. This is summarized in Table 3.4.
f = 1 fq0 ∼ H1,2
x H1,3
y H2,3
Table 3.4: The Plu¨cker Coordinates of the Hermitian Curve.
Now we give a visual (geometric) way to list the equation of the Hermitian curve using a complete graph
with three vertices. The advantage of using a complete graph to read the equation of the curve is that it will
be easy to generalize the same interpretation later for the Suzuki and Ree curves. We construct a triangle
with vertices corresponding to the functions 1, x, y and the edge between any two vertices is labeled by the
function that corresponds to the Plu¨cker coordinate of the two vertices in Table 3.4, i.e., the function f with
fq0 ∼ Hi,j in Table 3.4. For example, the edge between 1, x is labeled with 1 because we have 1q0 ∼ H1,2 in
Table 3.4. Therefore, we get the following graph
1
x
y
1
x
y
Figure 3.3: The complete graph with three vertices.
Now we can read the equation of the Hermitian curve as follows. We raise the vertices to the power of
q0 and we multiply them by the opposite edge and we sum the result to get
y · 1q0 − x · xq0 + 1 · yq0 = 0,
where the clockwise orientation is the positive orientation, i.e., the arrows in the clockwise direction are
positive and the arrows in the counter clockwise direction are negative.
Remark 3.7. The motivation to use the complete graph with three vertices is the two dimensional root
system in Figure 3.2 (a) by taking the short roots α to be 1, −α to be y, and the origin to be x.
Next, we carry out this construction for the Suzuki curve which has a model with similar description
using Plu¨cker coordinates. To see the correspondence between the these techniques we denote the function
32
1 by x0, x by x1, and y by x2.
3.2.2 The Suzuki Curve
The Suzuki curve has been studied in detail in [36],[41],[46],[88]. It is defined over the finite field Fq of
characteristics 2, where q := 2q20 = 2
2m+1 (m ∈ N), and corresponds to the Suzuki function field FS :=
Fq(x, y) defined over Fq by the affine equation yq−y = xq0(xq−x) [41]. The Suzuki function field FS/Fq has
q2 + 1 Fq-rational places with one place at infinity P∞ and is of genus gS = q0(q− 1). Therefore, the Suzuki
function field is optimal with respect to Serre’s explicit formula method (Example 2.19). The number of
Fqr -rational places is given by
Nr = q
r + 1− gSqr0 [(−1 + i)r + (−1− i)r] . (3.3)
In particular, the Suzuki curve is maximal if r ≡ 0 (mod 4). Moreover, the Suzuki function field is the unique
function field of genus q0(q− 1) and q2 + 1 Fq-rational places over Fq [33, Theorem 5.1]. The automorphism
group of FS/Fq is the Suzuki group 2B2 = Sz(q) [46] of order q2(q − 1)(q2 + 1). For this reason it is known
as the Suzuki curve.
From the above, the Suzuki curve XS has a projective irreducible plane model defined in P2(Fq) by the
homogeneous equation
tq0(yq − ytq−1) = xq0(xq − xtq−1)
which is a curve with a singularity only at the point at infinity P∞ = [0 : 0 : 1].
As in [41], let ν∞ be the discrete valuation of FS at the place P∞ and define two more functions
z := x2q0+1 − y2q0 and w := xy2q0 − z2q0 . Then, we have that the functions x, y, z, and w are regular
outside P∞ with pole orders at P∞ as in Table 3.5.
f 1 x y z w
−ν∞(f) 0 q q + q0 q + 2q0 q + 2q0 + 1
Table 3.5: The pole orders of 1, x, y, z, w at P∞.
Moreover, the monoid 〈q, q + q0, q + 2q0, q + 2q0 + 1〉 is equal to the Weierstrass non-gaps semigroup
H(P∞) [41].
To find a smooth model for the Suzuki curve XS, let S be its normalization. Giulietti, Ko´rchma´ros,
and Torres [36] used the divisor H := mP∞, where m := q + 2q0 + 1 = −ν∞(w) = h(1) (where h(t) =
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q+ 2q0t+ t
2 ∈ Z[t] is the product of the irreducible factors of the reciprocal of the L-polynomial of XS) and
considered the complete linear series D := |(q + 2q0 + 1)P∞|. Then, we have
Proposition 3.8. With the notations above, we have:
1. L(mP∞) is generated by 1, x, y, z, w and so D has dimension 4.
2. D is a very ample linear series.
Proof. See [41] and Theorem 3.1 in [36].
Using Proposition 3.8 above, we get a smooth embedding
pi : S → P4(Fq)
P 7→ (1 : x : y : z : w).
Now we give a concrete realization of the smooth embedding for the Suzuki curve in the projective space
from [36]. Since y = xq0+1− zq0 and w = x2q0+2−xz+ z2q0 (∗), define the embedding of S to be the variety
in P4(Fq) defined by the set of points
P(a,c) := (1 : a : b : c : d) and pi(P∞) = (0 : 0 : 0 : 0 : 1)
where x = a, z = c ∈ Fq, and y = b, w = d ∈ Fq are satisfying the two Equations (∗) above. Moreover, the
Suzuki group acts linearly on XS if it is considered as a subgroup of Aut(P4(Fq)) [36, Theorem 3.2].
In this section we consider a different approach to construct a smooth model for the Suzuki curve which
is similar to the Hermitian curve (Remark 3.6). The idea is to use the Plu¨cker coordinates of the unique line
between a point and its Frobenius image. The construction will be applied later for the Ree curve in Section
3.3. We describe it in terms of general variables. Let x−2, x−1, x0, x1, x2 be the functions t = 1, x, y, z, w,
respectively. A preliminary results for the Suzuki curve announced in [24],[25] came up with the following
system of equations
x20 + x−1x1 + x−2x2 = 0
0 x−2 x−1 x0
x−2 0 x0 x1
x−1 x0 0 x2
x0 x1 x2 0


xq02
xq01
xq0−1
xq0−2

= 0,
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i.e.,
y2 + xz + tw = 0, (3.4)
tzq0 + xxq0 + ytq0 = 0, (3.5)
twq0 + yxq0 + ztq0 = 0, (3.6)
xwq0 + yzq0 + wtq0 = 0, (3.7)
ywq0 + zzq0 + wxq0 = 0. (3.8)
Lemma 3.9. The five equations above define the Suzuki curve.
Proof. To see that these five equations define the Suzuki curve, we need to show the following equations:
z = x2q0+1 − y2q0 ,
w = xy2q0 − z2q0 ,
yq − y = xq0(xq − x).
To get the first equation z = x2q0+1 − y2q0 , we multiply Equation (3.5) by xq0 and we add it to Equation
(3.6) to get
wq0 + z + xq0zq0 + x2q0+1 = 0 (3.9)
Now Equation (3.4) yields that y2q0 = xq0zq0 + wq0 , substituting that in (3.9),
y2q0 + z + x2q0+1 = 0⇒ z = x2q0+1 − y2q0 .
To get the second equation w = xy2q0 − z2q0 , we multiply Equation (3.5) by zq0 and we add the result
to Equation (3.7) to get
z2q0 + xq0+1zq0 + xwq0 + w = 0
z2q0 + x(xq0zq0 + wq0) + w = 0
z2q0 + xy2q0 + w = 0⇒ w = xy2q0 − z2q0 .
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Finally, we show the last equation yq − y = xq0(xq − x) as follows
yq − y = (y2q0)q0 − y = (z + x2q0+1)q0 − (zq0 + xq0+1)
= zq0 + xq+q0 − zq0 − xq0+1
= xq+q0 − xq0+1
= xq0(xq − x).
Remark 3.10. In [36], the authors used only Equations (3.5), (3.7) to define the Suzuki curve, see Equations
(∗). Lemma 3.9 shows that the five equations form a complete set of equations to define the Suzuki curve.
Remark 3.11. Using the five Equations (3.4)–(3.8) above, we can easily conclude that

0 t2q0 x2q0 y2q0
t2q0 0 y2q0 z2q0
x2q0 y2q0 0 w2q0
y2q0 z2q0 w2q0 0


w wq
z zq
x zq
t tq

= 0.
Consider the following matrix S
S =
 1 : x : z : w
1 : xq : zq : wq
 .
Let Si,j be the Plu¨cker coordinates of the matrix S. Then, we also have

0 S1,2 S1,3 S3,2
S1,2 0 S1,4 S4,2
S1,3 S1,4 0 S4,3
S3,2 S4,2 S4,3 0


w wq
z zq
x xq
t tq

= 0. (3.10)
As the line between a point and its Frobenius image is unique. Then, as for the Hermitian curve, we obtain
the correspondence in Table 3.6.
f = 1 f2q0 ∼ S1,2
x S1,3
y S1,4 = S3,2
z S4,2
w S4,3
Table 3.6: The Plu¨cker Coordinates of the Suzuki Curve.
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Now we give a visual (geometric) way to list the defining equations of the Suzuki curve XS from a
complete graph.
Consider the complete graph with four vertices labeled by x−2, x−1, x1, x2 as in Figure 3.4, where the
edge between any two vertices xi, xj is labeled by the function that corresponds to the Plu¨cker coordinate
of xi, xj in Table 3.6. For example, the edge between x−2 = 1 and x2 = w is labeled by the function that
corresponds to the Plu¨cker coordinate S1,4 which is x0 = y.
x1
x−2
x2
x−1
x−1
x2
x0
x0
x−2
x1
z
1
w
x
x
w
y
y
1
z
Figure 3.4: The complete graph with four vertices.
Now to get the equations of total degree q0 + 1 (3.5)–(3.6), we consider any triangle in the polygon. We
raise every vertex in the triangle to the power q0 and we multiply it by the label of the opposite edge. Then
we add them all to the equations of total degree q0 + 1, e.g., if we consider the triangle in Figure 3.5, then
we get the equation aAq0 + bBq0 + cCq0 = 0. Therefore,
A
B
C
c
b
a
Figure 3.5: Triangle.
Therefore, we get the following four equations
x0x
q0
−2 + x−1x
q0
−1 + x−2x
q0
1 = 0, tz
q0 + xxq0 + ytq0 = 0 (3.5),
x2x
q0
−2 + x0x
q0
1 + x−1x
q0
2 = 0, i.e., tw
q0 + yxq0 + ztq0 = 0 (3.6),
x1x
q0
−2 + x0x
q0
−1 + x−2x
q0
2 = 0, xw
q0 + yzq0 + wtq0 = 0 (3.7),
x2x
q0
−1 + x1x
q0
1 + x0x
q0
2 = 0, yw
q0 + zzq0 + wxq0 = 0 (3.8).
Since we have only four triangles in the polygon of four vertices, the equations above are the only
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equations of degree q0 + 1.
To get the quadratic equation, we consider the polygon of four vertices. The product of the two diagonals
plus the sum of the product of the opposite edges is equal to 0, i.e.,
x20 + x−1x1 + x−2x2 = 0, i.e., y
2 + xz + tw = 0.
Finally, we note that we can get the quadratic equation (up to a q0 power of a hyperplane) from the four
equations of degree q0 +1 as follows. We fix any vertex, say x−2 and we multiply each equation that contains
xq0−2 by the label of the missing edge of x−2 in the triangle that define that equation, i.e., we multiply the
(3.5) by x0 (because x0 is the missing edge of x−2 in the triangle ∆x−2x−1x0 inside the polygon), (3.6) by
x−2, and (3.7) by x−1 to get
x20x
q0
−2 + x0x−1x
q0
−1 + x0x−2x
q0
1 = 0,
x−2x2x
q0
−2 + x−2x0x
q0
1 + x−2x−1x
q0
2 = 0.
x−1x1x
q0
−2 + x−1x0x
q0
−1 + x−1x−2x
q0
2 = 0.
Now we add the equations above, we get that (x20 + x−1x1 + x−2x2)x
q0
2 = 0. In other words, the four
equations of degree q0 + 1 define a reducible variety with one component is the Suzuki curve and the
remaining components are intersection of hyperplanes.
Remark 3.12. Another way to get the quadratic equation is to notice that the matrix in (3.10) is singular.
Direct computation of the determinant yields the quadratic equation up to a q0 power of a hyperplane.
Remark 3.13. The motivation to use the graph above with four vertices is the two dimensional root system
in Figure 3.2 (b) by taking only the short roots α, α+ β, −α, and −(α+ β).
In Section 3.3 we will apply the techniques that are used in this section to get a set of equations that
define a smooth model for the Ree curve in P13(Fq). We mention that, although there are similarities between
these Deligne-Lusztig curves in constructing a very ample linear series and smooth embeddings, there are
some differences, for example, in the Weierstrass non-gaps semigroup at P∞. More specifically, the pole
orders of the functions that give the smooth embeddings for the Hermitian or Suzuki curve generate the
Weierstrass non-gaps semigroup at P∞ while this is not the case for the Ree curve (see Section 3.7.1).
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3.3 The Defining Equations for the Ree Curve
In this section we give 105 equations that define a smooth model for the Ree curve in the projective space
P13(Fq). The embedding will be similar to the embeddings of the Hermitian and Suzuki curves using 14
functions that were defined by Pedersen [71]. The general idea of this section is to apply the observations
made in Sections 3.2.1 and 3.2.2 about the Hermitian and Suzuki curves.
We start with some notations and results about the Ree curve from [71]. Let m ∈ N, q0 := 3m, and
q := 3q20 . Define the Ree function field FR := Fq(x, y1, y2) over Fq by the equations:
yq1 − y1 = xq0(xq − x), (3.11)
yq2 − y2 = xq0(yq1 − y1). (3.12)
The Ree function field FR/Fq(x) is a finite separable field extension of degree q2. All affine rational places
Qa = (x = a) ∈ PFq(x)(a ∈ Fq) split completely into q2 rational places Pa,b,c = (x = a, y1 = b, y2 = c) ∈ PFR .
Let Q∞ ∈ PFq(x) be the pole of x in Fq(x) and P∞ ∈ PFR be a place of FR lying above Q∞. Then, P∞|Q∞
is totally ramified in FR/Fq(x) with ramification index e∞ := e(P∞|Q∞) = q2. Thus, the function field FR
has q3 + 1 Fq-rational places and is of genus gR = (3/2)q0(q − 1)(q + q0 + 1). Therefore, it is an optimal
curve with respect to Serre’s explicit formula method (Example 2.20). The number of Fqr -rational places is
given by
Nr = q
r + 1−
√
3q20(q − 1)
[
(q + q0 + 1) cos
(rpi
6
)
+ 2(q + 1) cos
(
5rpi
6
)]
. (3.13)
In particular, the Ree curve is maximal if r ≡ 6 (mod 12).
The automorphism group of this function field is the Ree group R(q) = 2G2(q) of order q
3(q−1)(q3 +1).
For this reason it is known as the Ree function field. Moreover, by the result of Hansen and Pedersen [43],
the Ree function field is the unique function field of genus gR = 3q0(q−1)(q+q0+1)/2, number of Fq-rational
places equals to q3 + 1, and automorphism group 2G2. Denote by ν0 and ν∞ the valuations at the places
P000 and P∞ respectively. Pedersen [71] constructed the following ten functions w1, . . . , w10 ∈ FR:
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w1 := x
3q0+1 − y3q01 , (3.14)
w2 := xy
3q0
1 − y3q02 , (3.15)
w3 := xy
3q0
2 − w3q01 , (3.16)
w4 := xw
q0
2 − y1wq01 , (3.17)
v := xwq03 − y2wq01 , (3.18)
w5 := y1w3q0 − y2wq01 , (3.19)
w6 : = v
3q0 − w3q02 + xw3q04 , (3.20)
w7 : = y1w
q0
3 − xwq03 − wq06 (3.21)
= w2 + v,
w8 : = w
3q0
6 + xw
3q0
7 , (3.22)
w9 : = w4w
q0
2 − y1wq06 , (3.23)
w10 : = y2w
q0
6 − wq03 w4. (3.24)
We remark here that some of these equations were already used by Tits [87] to describe the generators
of the Ree group and to show it is a simple group acting 2-transitively on a set of q3 + 1 points.
Remark 3.14. We classify the 14 functions 1, x, y1, y2, w1, . . . , w10 into two sets of variables denoted by
x−3, x−2, . . . , x3, and y−3, y−2, . . . , y3, as illustrated in Table 3.7. We also have the auxiliary functions
z1 := w7, z2 := w7 + w2, and z3 := w7 − w2 which satisfy z1 + z2 + z3 = 0.
x−3 x−2 x−1 x0 x1 x2 x3
w1 x −w8 w2 1 −w6 −w3
y−3 y−2 y−1 y0 y1 y2 y3
w4 −y2 −w10 w7 y1 w9 −w5
Table 3.7: The correspondence between the 14 functions and xi’s, yi’s.
Consider the involution automorphism φ : FR → FR acting by xi 7→ x−i/x−1 and yi 7→ y−i/x−1
(i = 0, 1, 2, 3). The automorphism φ sends the place P000 to the place P∞. Therefore, the pole order and
the zero order of xi (resp. yi) and x−i (resp. y−i) are related by
ν0(xi) = −ν∞(w8) + ν∞(x−i) resp. ν0(yi) = −ν∞(w8) + ν∞(y−i).
The valuations of the 14 functions at P000 and P∞ are summarized in Table 3.8.
The Ree curve is birationally equivalent to the projective curve in P3(Fq) defined by the 2× 2-minors of
the matrix Xq0 −(Y q1 − Y1Uq−1) −(Y q2 − Y2Uq−1)
Uq0 −(Xq −XUq−1) −(Y q1 − Y1Uq−1)
 .
This curve has a singularity at the point at infinity [0 : 0 : 0 : 1] which corresponds to the place P∞ of FR.
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f ν0(f) ν∞(f)
x 1 −(q2)
y1 q0 + 1 −(q2 + q0q)
y2 2q0 + 1 −(q2 + 2q0q)
w1 3q0 + 1 −(q2 + 3q0q)
w2 q + 3q0 + 1 −(q2 + 3q0q + q)
w3 2q + 3q0 + 1 −(q2 + 3q0q + 2q)
w4 q + 2q0 + 1 −(q2 + 2q0q + q)
v 2q + 3q0 + 1 −(q2 + 3q0q + q)
w5 q0q + q + 3q0 + 1 −(q2 + 3q0q + q + q0)
w6 3q0q + 2q + 3q0 + 1 −(q2 + 3q0q + 2q + 3q0)
w7 q0q + q + 2q0 + 1 −(q2 + 2q0q + q + q0)
w8 q
2 + 3q0q + 2q + 3q0 + 1 −(q2 + 3q0q + 2q + 3q0 + 1)
w9 q0q + 2q + 3q0 + 1 −(q2 + 3q0q + 2q + q0)
w10 2q0q + 2q + 3q0 + 1 −(q2 + 3q0q + 2q + 2q0)
Table 3.8: The zero and the pole orders of the x, y1, y2, w1, . . . , w10 at P000 and P∞.
Moreover, the Ree curve has a singular plane model in which FR is defined as an Artin-Schreier extension
in the variables x and w2 (see [71]).
One central problem from Pedersen paper [71] is the following problem.
Problem 3.15. Compute the Weierstrass non-gaps semigroup H(P∞).
In order to solve the problem above, we have found 105 equations in 1, x, y1, y2, w1, . . . , w10. These
equations are then used to compute all the non-gaps at P∞ over F27. (see Section 3.7). Moreover, these
equations define a smooth embedding for the Ree curve in P13(Fq) using the functions 1, x, y1, y2, w1, . . . , w10.
These equations which are listed in Appendix A can be described as follows:
Set 1 Equations of total degree q0 + 1 of the form aA
q0 + bBq0 + cCq0 = 0, where the functions A,B,C ∈
{1, x, w1, w2, w3, w6, w8} and a, b, c ∈ {1, x, y1, y2, w1, . . . , w10}.
Set 2 Equations of total degree 3q0 + 1 of the form a
3q0A+ b3q0B+ c3q0C = 0, where a, b, c, A,B,C are the
functions in Set 1.
Set 3 One quadratic equation −w22 + w8 + xw6 + w1w3 = 0.
Set 4 Quadratic equations
Lemma 3.16. The 105 equations in Appendix A define the Ree curve.
Proof. To show that the 105 equations define the Ree curve, we need a birational map between the two
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models. From the 105 equations we show that the following equations hold:
yq1 − y1 = xq0(xq − x),
yq2 − y2 = xq0(yq1 − y1).
To get the first equation yq1 − y1 = xq0(xq − x), we use the two equations y1 = xq0+1 − wq01 (A.15) and
w1 = x
3q0+1 − y3q01 (A.16). Then, we have
yq1 − y1 − xq+q0 + xq0+1 = y3q
2
0
1 − y1 − x3q
2
0+q0 + xq0+1
= (y3q01 − x3q0+1)q0 + (xq0+1 − y1)
= (−w1)q0 + wq01
= 0.
Similarly, to get the second equation yq2 − y2 = xq0(yq1 − y1), we use the two equations y2 = y1xq0 − wq02
(A.7) and w2 = xy
3q0
1 − y3q02 (A.8). Then, we have
yq2 − y2 − xq0yq1 + xq0y1 = y3q
2
0
2 − y2 − xq0y3q
2
0
1 + y1x
q0
= (y3q02 − xy3q01 )q0 + (y1xq0 − y2)
= (−w2)q0 + wq02
= 0.
Finally, it is easy to see that the Ree curve satisfy the 105 equations.
Remark 3.17. Consider the following matrix R
R =
 1 : x : w1 : w2 : w3 : w6 : w8
1 : xq : wq1 : w
q
2 : w
q
3 : w
q
6 : w
q
8
 .
Then, following the same ideas of Remark 3.6 and Remark 3.11 together with the equations in Set 2 in
Appendix A, we let a function f3q0 correspond to the Plu¨cker coordinates of the matrix R as in Table 3.9.
Remark 3.18. Using Table 3.9, we can write the quadratic equations (Set 4) in the form fRabfRcd+fRadfRbc+
fRacfRdb = 0, where fRab is the function such that f
3q0
Rab
∼ Rab in Table 3.9.
Now we give a visual (geometric) way to list the equations above, which are in Sets 1–4 of the Ree curve.
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f = 1 f3q0 ∼ R1,2
x R1,3
w1 R2,5
w3 R6,3
w6 R7,5
w8 R7,6
y1 R2,3 = R1,4
y2 R1,5 = R2,4
w4 R1,6 = R4,3
w5 R7,2 = R5,4
w9 R7,3 = R4,6
w10 R6,5 = R4,7
v1 R5,3
v1 + w2 R1,7
v1 − w2 R6,2
Table 3.9: The Plu¨cker Coordinates of the Ree Curve.
Consider the complete graph with seven vertices labeled by x−3, x−2, . . . , x3, where the edge between any
two vertices xi and xj is labeled by the function that corresponds to the Plu¨cker coordinate of xi and xj in
Table 3.9. For example, the edge between x0 = w2 and x3 = −w3 is labeled by the function that corresponds
to the Plu¨cker coordinate R4,5 which is −y3 = w5.
To list all the equations of the Ree curve, we will use the graph in Figure 3.6.
1
w1
x
w2
−w6
−w3
−w8
1
w1
−w6
−w8
−w3
x
−y2
w4
−w10
w9
−w5
y1
−y2
−w−4
−w10
w9
w5
y1
Figure 3.6: The complete graph with the seven vertices.
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w1
−w3
1 −w8
x
−w6
−w7
−(w7 − w2) −(w7 − w2)
Figure 3.7: The diagonals in the complete graph with seven vertices in Figure 3.6.
Note that the edges from x1, x2, x3 to x0, x−1, x−2, x−3 are outgoing edges, the edges from x0 to
x−1, x−2, x−3 are outgoing edges, the edges between x1, x2, x3 are according to the permutation (1, 3, 2),
and the edges between x−1, x−2, x−3 are according to the permutation (1, 2, 3). As a convention, the clock-
wise orientation will be considered as the positive orientation of this graph.
The adjacency matrix of Graph 3.6 is given in Table 3.10.
1 x w1 w2 −w3 −w6 −w8
1 − 1 x y1 −y2 −w4 −w7
x −1 − y1 y2 −w1 w7 − w2 w5
w1 −x −y1 − −w4 w7 − w2 w3 w9
w2 −y1 −y2 w4 − w5 −w9 −w10
−w3 −y2 w1 −(w7 − w2) −w5 − −w10 −w6
−w6 w4 −(w7 − w2) −w3 w9 w10 − −w8
−w8 w7 −w5 −w9 w10 w6 w8 −
Table 3.10: The edges of the graph in Figure 3.6.
Now we use the graph in Figure 3.6 to list the equations in Sets 1–4 as follows.
To get the quadratic equations in Set 4, we consider the polygon in the figure in Figure 3.8. Then, the
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CA
D
B
a
e
cf b
d
Figure 3.8: Polygon with four vertices.
product of the two diagonals plus the sum of the product of the opposite edges is equal to 0, i.e.,
ad+ be+ cf = 0.
Now since we have seven vertices in the graph, in total we have
(
7
4
)
= 35 polygons of four vertices, i.e., we
have 35 equations. Among them, we notice that the equation
y1w10 + y2w9 + w4w5 = 0
can be found from the two polygons in Figure 3.9:
x
w2 −w8
w1
y2 w5
y1
w10
w4 w9
−w3
1 w2
−w6
y2 w5
y1
w10
w4 w9
Figure 3.9: The polygons yield the same quadratic equation.
Hence, it appears twice in the list and so we have only 34 equations in Set 4.
Next, to get the equations in Set 1 of degree q0 + 1, we consider any triangle in the graph, we take every
vertex in the triangle to the power q0 and we multiply it with the opposite edge. Then, we add them all to
get the equation of total degree q0 + 1.
A
B
C
c
b
a
Figure 3.10: Triangle.
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For example, for the triangle on in Figure 3.10, we get aAq0 + bBq0 + cCq0 = 0. Note that all the arrows
are in the positive orientation. If an arrow is in the negative orientation, then we multiply the edge by a
negative sign.
Since we have
(
7
3
)
= 35 triangles in the graph of seven vertices, in total we have 35 equations in Sets 1
and these will also give another 35 equations in Set 2 by a3q0A+ b3q0B + c3q0C = 0.
Moreover, we have the equation 1·w8+x·w6+w1 ·w3−w22 = 0 which can be read from the long diagonals of
the graph using the vertices x−3, x−2, x−1, x1, x2, x3. Thus, in total we have 35+35+34+1 = 105 equations.
Remark 3.19. The motivation to use the graph above with seven vertices is the two dimensional root system
in Figure 3.2 (c) by taking the six short roots α, α+ β, 2α+ β, −α, −(α+ β), −(2α+ β), and the origin to
be the xi’s in our notation and we take the long roots and the origin to be the yi’s in our notation. These
short roots and the origin give a seven dimensional representation of the Ree group.
We mention that the ideal generated by these 105 equations can be generated (up to some power of a
hyperplane) only by the first 35 equations from Set 1 as in the following lemma.
Lemma 3.20. Let I ⊆ Fq[x, y1, y2, w1, . . . , w10] be the ideal generated by the first 35 equations from Set 1
of degree q0 + 1. Then, the equations in Set 2, 3, and 4 can be deduced (up to some power of a hyperplane)
from I. In other words, the equations in Set 1 of degree q0 + 1 define a reducible variety with one component
is the Ree curve and the remaining components are intersection of hyperplanes.
Proof. First we show that the quadratic equations in Set 3 and Set 4 can be deduced up to a q0 power of a
hyperplane from the equations in Set 1. Consider the quadratic equation ef + ac + bd = 0 in Set 4, which
can be given using the polygon in Figure 3.11.
C
A
D
B
a
d
ef b
c
Figure 3.11: Polygon with four vertices.
Now we fix the vertex A and we consider the three triangles that contain the vertex A. Then, as explained
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above, we get the following three equations:
bAq0 − fBq0 + aDq0 = 0,
−cAq0 + fCq0 + dDq0 = 0,
eAq0 + dBq0 + aCq0 = 0.
Next, we multiply the first equation by d (note that d is the label of the missing edge in the triangle
∆ABD inside the polygon), the second equation by −a, and the third by f and we add them to get
Aq0(ac+ bd+ ef) = 0.
Now we show that we can deduce the equations in Set 2 from the equations in Set 1. The strategy is as
follows. We will show first that the equations in Set 1 define the Ree curve as it was described in [71], i.e.,
we will show that w1, . . . , w10 can be written in terms of x, y1, y2 as in (3.14)–(3.24). Then, we will show
that we get the two defining equations of the Ree curve (3.11) and (3.12).
First we show w1 = x
3q0+1 − y3q01 . Recall that we have the following equations in Sets 1 and 4.
wq03 + w1 − y2xq0 = 0, (A.5)
y1x
q0 − wq02 − y2 = 0, (A.7)
xq0+1 − y1 − wq01 = 0, (A.15)
y21 − xy2 − w4 = 0, (A.77)
xw1 = y1y2 − v, (A.83)
y1w4 = w3 + xw2 − xv. (A.85)
We multiply Equation (A.77) by y1 to get
y31 = xy1y2 + y1w4
= xy1y2 + w3 + xw2 − xv by Equation (A.85)
= x(y1y2 − v) + w3 + xw2
= x2w1 + xw2 + w3 by Equation (A.83)
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Therefore,
y3q01 = x
2q0wq01 + x
q0wq02 + w
q0
3 (3.25)
Now we multiply Equation (A.15) by x2q0 to get
x3q0+1 − x2q0y1 − x2q0wq01 = 0
x3q0+1 − x2q0y1 + xq0wq02 + wq03 − y3q01 = 0 by (3.25)
x3q0+1 − x2q0y1 + xq0wq02 + y2xq0 − w1 − y3q01 = 0 by (A.5)
x3q0+1 − xq0(xq0y1 − wq02 − y2)− w1 − y3q01 = 0
x3q0+1 − w1 − y3q01 = 0. by (A.7)
Therefore, we have w1 = x
3q0+1 − y3q01 . Similarly, we can write w2, . . . , w10 in terms of x, y1, y2 to get the
Equations (3.14)–(3.24) as in [71]. Next, we use these equations to show that yq1 − y1 = xq0(xq − x) and
yq2 − y2 = xq0(yq1 − y1), but this has been done in the proof of Lemma 3.16. Therefore, we have shown that
the variety that is defined by the equations in Set 1 actually contains the Ree curve and hence we can get
the equations in Set 2 up to some power of a hyperplane.
In the rest of this section we relate the construction above to the previous work on the groups G2(q) and
2G2(q) by Dickson [23] and Tits [87] respectively. In [23, Section 9], Dickson originally described the group
G2(q) as the group of linear homogeneous transformations on the seven variables ξ0, ξ1, ξ2, ξ3, µ1, µ2, µ3 over
the field Fq which leaves the equation
ξ20 + ξ1µ1 + ξ2µ2 + ξ3µ3
and the system of equations
X1 + Y23 = 0, X2 + Y31 = 0, X3 + Y12 = 0,
Y1 +X23 = 0, Y2 +X31 = 0, Y3 +X12 = 0
(3.26)
48
invariant, where
Xi :=
∣∣∣∣∣∣∣
ξ0 ξi
ξ0 ξi
∣∣∣∣∣∣∣ , Yi :=
∣∣∣∣∣∣∣
ξ0 µi
ξ0 µi
∣∣∣∣∣∣∣ , (3.27)
Xij :=
∣∣∣∣∣∣∣
ξi ξj
ξi ξj
∣∣∣∣∣∣∣ , Yij :=
∣∣∣∣∣∣∣
µi µj
µi µj
∣∣∣∣∣∣∣ , Zij :=
∣∣∣∣∣∣∣
ξi µj
ξi µj
∣∣∣∣∣∣∣ , (3.28)
and ξi, µi are the conjugate of ξi, µi, i.e., ξi = ξ
q, µi = µ
q
i .
Pedersen’s construction coincides with Dickson’s construction as in Table 3.11.
ξ1 ξ2 ξ3 ξ0 µ1 µ2 µ2
1 −w6 −w3 w2 −w8 x w1
Table 3.11: Dickson’s notation.
Moreover, if we let, for example, X1 to be the Plu¨cker coordinate of ξ0 and ξ1, then the six equations (3.26)
above are exactly the six equalities in the second set of Table 3.9. Moreover, we get that Z11 corresponds
to w7, Z22 corresponds to w7 + w2, and Z33 corresponds to w7 − w2.
Since the Ree group 2G2(q) ⊆ G2(q) is a subgroup, we expect that we can add more equations to obtain
a subvariety with an action of 2G2(q). In Section 3.4 we will show that indeed the 105 equations (Sets 1–4)
are all the equations required to define the Ree curve with the automorphism group 2G2(q).
Now we recall Tits’ construction of the Ree group. Tits [87] carried Dickson’s idea further to the
Ree group 2G2(q) and showed that
2G2(q) acts on a seven dimensional space. Following the notations in
[87], let P (x∗, x0, x1, x2, x0′ , x1′ , x2′) be the 6-dimensional projective space P with homogeneous coordinates
x∗, . . . , x2′ over Fq (where all arithmetic on the indices is modulo 3). Let E be the quadric defined by the
equation x2∗ +
∑2
i=0 xixi′ = 0 and let L be the set of lines defined by
P∗i + P(i+1)′(i+2)′ = 0,
P∗i′ + P(i+1)(i+2) = 0,
2∑
i=0
Pii′ = 0,

Similar to (3.26) (3.29)
where Pi,j is the Plu¨cker coordinate of xi and xj . Therefore, the automorphism group that leaves E and
L invariant is G(E,L) := G2(q). Now let V be a 5-dimensional variety representing L in the projective
space D(P∗i, P∗i′ , Pij′ :
∑
Pii = 0) of dimension 13 over Fq. Define the 6-dimensional projective space
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Q(y∗, yi, yi′) by y∗ := P00′ −P11′ , yi := Pi+1,i′ , and yi′ := Pi(i+1)′ . Then, V will be mapped into the quadric
F : y2∗ +
∑2
i=0 yiyi′ = 0 in Q(y∗, yi, yi′) (which might be singular, see [87]).
Let (x∗, xi, xi′) ∈ E be a point in E, we define the set of lines M in F using the equations (3.29) by
replacing the Pi’s with Qi’s, the Plu¨cker coordinates of Q, such that x
3
∗ = Q00′ − Q11′ , x3i = Q(i+1)i′ , and
x3i′ = Qi(i+1)′ . This will give two maps δ : L → F and δ′ : E → M . Therefore, we will have a group
homomorphism δ∗ : G(E,L)→ G(F,M) such that δ∗(g)(δ′(d)) = δ′(g · d), where g ∈ G(E,L), d ∈ L.
Next, let σ2 = Frq, i.e., x
σ := x3q0 and consider the polarity map
f : E → F
(x∗, xi, xi′) 7→ (xσ∗ , xσi , xσi′).
This map defines a group homormorphism f∗ : G(E,L)→ G(F,M) by f∗(g)(f(x)) := f(g ·x), where x ∈ E,
g ∈ G(E,L). Let Γ be the set of points in E such that f(x) ∈ δ′(x). Define
G∗(f) := {g ∈ G(E,L) : f∗(g) = δ∗(g)},
G∗ := {g ∈ G(E,L) : g · x = x, ∀x ∈ Γ},
i.e., G∗(f) is the group of all automorphisms that leave f invariant which is a subgroup of G∗. As in [87],
G∗(f) = G∗ and the Ree group is defined to be G∗. We note that G∗ acts transitively on the set Γ which
is the set of Fq-rational points of size q3 + 1. Moreover, G∗ acts on E. Hence, it acts on 6-dimensional
projective space.
In fact, Tits showed more than this, he described some of the equations of the Ree curve similar to some
equations in [71], showed that the Ree group acts 2-transitively on the set of Fq-rational points, and the Ree
group is the automorphism group of the curve. Pedersen’s construction coincides with Tits’ construction as
in Table 3.12.
x0 x1 x2 x∗ x0′ x1′ x2′
−w3 −w6 1 w2 w1 x −w8
Table 3.12: The functions xi’s in Tits’ notations.
Moreover, we have the set of yi’s defined above are corresponds to the Pedersen notation as in Table
3.13.
We conclude this section by stating Cohen’s construction [20]. Cohen used Tits’ construction above to
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y0 y1 y2 y∗ y0′ y1′ y2′
−w5 −w3 y2 w7 w4 w1 −w9
Table 3.13: The functions yi’s in Tits’ notations.
define the Ree group as the automorphism group acting on the set Γ. More specifically, for x, y, z ∈ Fq, let
γ(x, y, z) := [x : y : z : 1 : u : v : w] ∈ P6 such that u, v, and w are defined by the equations
u = x2y − xz + yσ − xσ+3,
v = xσyσ − zσ + xy2 + yz − x2σ+3,
w = −z2 − xv − yu.
Then, the set of all Fq-rational points can be defined as the set
Γ := {γ(x, y, z) ∈ P6 |x, y, z ∈ Fq} ∪ {[0 : 0 : 0 : 0 : 0 : 0 : 1]}.
Cohen defined the Ree group as the group of all projective linear transformations leaving Γ invariant, i.e.,
2G2(q) ⊆ PGL(7,Fq). Moreover, the Ree group 2G2(q) acts 2-transitively on the set Γ. Using the above,
we note that the set Γ is the set of Fq-rational points that corresponds to the set of rational places of the
function field F ′ := Fq(x,w1, w2) defined by
wq1 − w1 = x3q0(xq − x), (3.30)
wq2 − w2 = (xq0+1 − wq01 )(xq − x) (3.31)
which has q3 affine Fq-rational places and one place at infinity. The full description of how the automorphism
group 2G2 acts can be found in Section 3.6.
3.4 Smooth Embedding for the Ree Curve
In this section we want to prove that the variety X ⊆ P13(Fq) defined by the 105 equations of Section 3.3
gives a smooth model for the Ree curve in the projective space. We denote the Ree curve by XR or simply
by R. Similar to the case of the Hermitian and Suzuki curves [33],[36],[88], we begin first by finding a very
ample linear series that defines a smooth embedding for the Ree curve. We give then a concrete realization
of the embedding by showing that the smooth curve X is birationally equivalent to the Ree curve. We recall
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that the L-polynomial of the Ree curve is given by
L(t) := LXR(t) = (qt
2 + 3q0t+ 1)
a(qt2 + 1)b,
where a := q0(q
2 − 1), b := q0(q − 1)(q + 3q0 + 1)/2 with a+ b = 2gR.
We will follow the outline in the lecture notes [88]. The reciprocal polynomial of the L-polynomial is
given by
hXR(t) = t
2gL(t−1) = t2g(qt−2 + 3q0t−1 + 1)a(qt−2 + 1)b
= t2g · t−2a(q + 3q0t+ t2)a · t−2b(q + t2)b
= (q + 3q0t+ t
2)a(q + t2)b.
The polynomial hXR has two irreducible factors h1(t) := q + 3q0t + t
2 and h2(t) := q + t
2. Set h(t) :=
h1(t)h2(t) = q
2 + 3q0qt + 2qt
2 + 3q0t
3 + t4. Let Φ : XR → XR be the Frobenius morphism on XR and
JR := Cl0(XR) be the Jacobian group of XR. Then, Φ induces a well-defined morphism Φ˜ : JR → JR given
by Φ˜([P ]) = [Φ(P )]. Moreover, hXR is the characteristic polynomial of Φ˜ over Fq [88, Page 44]. Note that
Φ˜ is semisimple [68, Chapter IV, Corollary 3],[68, Page 251],[86, Theorem 2 (a)]. Therefore, h(Φ˜) = 0 [68,
Chapter IV, Theorem 3], i.e., we have
q2I + 3q0qΦ˜ + 2qΦ˜
2 + 3q0Φ˜
3 + Φ˜4 = 0 in JR. (3.32)
Let P∞ ∈ XR(Fq) be as before the Fq-rational point at infinity and let f : XR → JR be the morphism
defined by f(P ) := [P − P∞]. Then, we have the following commutative diagram
JR
XR
JR
XR
f
Φ˜
Φ
f
i.e., f ◦ Φ = Φ˜ ◦ f .
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Lemma 3.21. For P ∈ XR, we have
q2P + 3q0qΦ(P ) + 2qΦ
2(P ) + 3q0Φ
3(P ) + Φ4(P ) ∼ mP∞, (3.33)
where m := h(1) = q2 + 3q0q + 2q + 3q0 + 1 = −ν∞(w8).
Proof. First we notice that for all natural numbers i = 0, 1, 2, . . . and for any P ∈ XR, Φ˜i(f(P )) = Φ˜i([P −
P∞]) = [Φi(P )− Φi(P∞)]. Now we apply Equation (3.32) to f(P ) ∈ JR to get that
q2f(P ) + 3q0qΦ˜(f(P )) + 2qΦ˜
2(f(P )) + 3q0Φ˜
3(f(P )) + Φ˜4(f(P )) = 0 in JR
q[P − P∞] + 3q0q[Φ(P )− Φ(P∞)] + 2q[Φ2(P )− Φ2(P∞)]
+ 3q0[Φ
3(P )− Φ3(P∞)] + [Φ4(P )− Φ4(P∞)] = 0 in JR[
q2P + 3q0qΦ(P ) + 2qΦ
2(P ) + 3q0Φ
3(P ) + Φ4(P )
]
=[
q2P∞ + 3q0qΦ(P∞) + 2qΦ2(P∞) + 3q0Φ3(P∞) + Φ4(P∞)
]
.
Since P∞ ∈ XR(Fq), we get Φ(P∞) = P∞. Therefore,
[q2P + 3q0qΦ(P ) + 2qΦ
2(P ) + 3q0Φ
3(P ) + Φ4(P )] = [(q2 + 3q0q + 2q + 3q0 + 1)P∞]
and we get the required equivalence
q2P + 3q0qΦ(P ) + 2qΦ
2(P ) + 3q0Φ
3(P ) + Φ4(P ) ∼ mP∞.
Fix m := h(1) = q2 + 3q0q + 2q + 3q0 + 1, H := mP∞, D := DR :=
∣∣(q2 + 3q0q + 2q + 3q0 + 1)P∞∣∣,
D′ := 〈1, x, y1, y2, w1, . . . , w10〉 ⊆ L(H), and D1 := P(D′) ⊆ |mP∞|. Note that we will show in Section 3.7.1
that D1 = D over F27.
Lemma 3.22. With the notations above, we have the following:
(1) D is independent of the choice P∞ ∈ XR(Fq).
(2) m = q2 + 3q0q + 2q + 3q0 + 1 ∈ H(Q), for all Q ∈ XR(Fq), where H(Q) is the Weierstrass non-gaps
semigroup at Q.
(3) D, D1 are base-point-free and simple linear series.
(4) q2 is the first positive non-gap at every Q ∈ XR(Fq).
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Proof. (1) Let Q ∈ XR(Fq) be another Fq-rational point. Then, applying (3.33) to Q, we get that mQ ∼
mP∞ since Φ(Q) = Q. Therefore, we have D = |mP∞| = |mQ|.
(2) Since (w8)∞ = mP∞, m is a non-gap at P∞. By (1) we have |mP∞| = |mQ| for any Fq-rational point
Q ∈ XR(Fq). Therefore, there exists a positive divisor A ∈ |mQ| such that A = mQ + (z) = mP∞ + (z′),
z, z′ ∈ L(H). Hence, (z′z−1)∞ = mQ and so m is a non-gap integer at Q.
(3) Recall that D1 is a base-point-free if b(P ) = 0, for all points P ∈ XR (see Definition 2.22). Set
D∞ := mP∞ + (w8) ∈ D1. Therefore, we have ν∞(D∞) = m −m = 0, in particular, b(P∞) = 0 and that
shows P∞ is not a base point for D1. For any other point Q 6= P∞, set DQ := mP∞ + (1) ∈ D1. Then, we
have νQ(DQ) = 0, in particular, b(Q) = 0 and that shows Q is not a base point for D1. Therefore, D is a
base-point-free linear series and hence D is also a base-point-free linear series.
To show D1 is simple, we consider any morphism φ associated with D1. We need to show that φ
is birational, i.e., deg(φ) :=
[
Fq(XR) : Fq(φ(XR))
]
= 1. Recall from Proposition 3.6.1 (c) in [79] that
deg(φ) =
[
Fq(XR) : Fq(φ(XR))
]
= [Fq(XR) : Fq(φ(XR))].
Now we consider first the morphism pi := (t : x : y1 : y2 : w1 : · · · : w10). Then, we have that
deg((w8)∞) = m = [Fq(XR) : Fq(w8)] is divisible by deg(pi), similarly deg((w6)∞) = deg((m − 1)P∞) =
m − 1 = [Fq(XR) : Fq(w6)] is divisible by deg(pi). Hence, we must have that deg(pi) = 1. Now for any
other morphism φ associated with D1, there exists τ ∈ Aut(P13(Fq)) such that φ = τ ◦ pi. Therefore,
deg(φ) = deg(pi) = 1. Therefore, D1 is a simple linear series. Same argument also shows that D is a simple
linear series.
(4) Let Q ∈ XR(Fq) be a rational point and let n1(Q) be the first non-gap integer at Q. We want to
show n1(Q) = q
2. Choose P ∈ XR such that Φi(P ) 6= P (i = 0, 1, 2, 3, 4, 5) and P is a non Weierstrass point
according to the definition in [88, p. 28]. Apply Φ to the equivalence (3.33) and then subtract the result
from (3.33) we get
Φ5(P ) + (3q0 − 1)Φ4(P ) + (2q − 3q0)Φ3(P ) + (3q0q − 2q)Φ2(P ) + (q2 − 3q0q)Φ(P ) ∼ q2P.
Since the left-hand side of the equivalence above is a positive divisor and P is not in its support, we have that
the first non-gap at P is less than or equal to q2. By [88, Lemma 2.30], we have n1(Q) ≤ n1(P ) ≤ q2. Let
f ∈ FR be the Fq-rational function such that (f)∞ = n1(Q)·Q. Then, FR/Fq(f) is of degree n1(Q). Now each
Fq-rational place of Fq(f) splits into at most n1(Q) rational places of FR with one specific place that will be
totally ramified in FR/Fq(f) [56, Theorem 1(b)]. But then we have the bound #XR(Fq) = q3+1 ≤ 1+qn1(Q),
but n1(Q) ≤ q2, so q3 + 1 ≤ 1 + qn1(Q) ≤ 1 + q3. Therefore, n1(Q) = q2.
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Remark 3.23. (1) Using Example 2.28, for the point P∞ we have that jN−i(P∞) = m − ni(P∞) (i =
0, 1, 2, . . . , N := `(mP∞)). Therefore, using Table 3.8 we can determine some of the (D, P∞)-orders.
(2) Since we have h(t) = q2 + 3q0qt + 2qt
2 + 3q0t
3 + t4, we get that 1, 3q0, 2q, 3q0q, q
2 are D-orders [88,
Corollary 4.22(1)]. Moreover, using Lemma 3.22 and [88, Corollary 4.22] we get that N = νN−1 = q2,
where i’s are the D-orders and vi’s are the Frobenius orders of the linear series D respectively.
(3) Using Lemma 4.19 in [88], we have 1, 3q0q, 2q, 3q0, and q
2 are (D, P )-orders for all P /∈ XR(Fq).
Next we show that the linear series D is a very ample linear series. We will follow the proof of Proposition
8 in [7].
Proposition 3.24. The linear series D = |mP∞| is a very amply linear series.
Proof. Let ϕ : XR → PN−1 be the morphism associated to D. Since {1, x, y1, y2} ⊆ L(mP∞), |mP∞|
contains the linear series P(〈1, x, y1, y2〉) which induces a model for the Ree curve in P3 with a singularity
at P∞. Thus, the morphism ϕ is injective and separates tangent vectors (i.e., ϕ has a non-zero differential)
at any point in XR \ {P∞}. In order to show |mP∞| is a very ample linear series, we need only to show
that `(mP∞) = `((m − 2)P∞) + 2 [7, Proposition 8]. But since m and m − 1 are non-gaps at P∞, then
`(mP∞) = `((m− 1)P∞) + 2. Therefore, |mP∞| is a very ample linear series.
Now we apply the idea of the proof of Proposition 3.24 to show that the linear series D1 is a very ample
of dimension 13.
Theorem 3.25. D is a very ample linear series.
Proof. Recall that D1 is a very ample linear series if D1 separates points and tangent vectors [44, Page 308].
To show D separates points, let P,Q ∈ R, we want to show that there exists a positive divisor D ∈ D such
that P ∈ Supp(D) and Q /∈ Supp(D) (this is equivalent to showing that the morphism associated to D is
injective). From the equivalence (3.33), we have
A :=q2P + 3q0qΦ(P ) + 2qΦ
2(P ) + 3q0Φ
3(P ) + Φ4(P )
∼ B := q2Q+ 3q0qΦ(Q) + 2qΦ2(Q) + 3q0Φ3(Q) + Φ4(Q) ∼ mP∞.
If Q /∈ Supp(A), then we are done. If Q ∈ Supp(A), then Q = Φi(P ), for some i = 0, 1, 2, 3, 4. Therefore,
we have
{Q,Φ(Q),Φ2(Q),Φ3(Q),Φ4(Q)} = {Φi(P ),Φi+1(P ),Φi+2(P ),Φi+3(P ),Φi+4(P )}.
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Similarly, if we exchange the role of P and Q, we have if P /∈ Supp(B), then we are done. If P ∈
Supp(B), then P = Φj(Q) for some j = 0, 1, 2, 3, 4. Therefore, we have {P,Φ(P ),Φ2(P ),Φ3(P ),Φ4(P )} =
{Φj(Q),Φj+1(Q),Φj+2(Q),Φj+3(Q),Φj+4(Q)}. Therefore, Φi+j(P ) = P . Then, by examining the cases we
get that Φ5(P ) = P or Φ4(P ) = P or Φ3(P ) = P . But as in the Equation (3.13) we have
#XR(Fqr ) = qr + 1− 2
√
qr
(
a cos
(
5pir
6
)
+ b cos
(pir
6
))
.
Hence, we have #XR(Fq) = q3 + 1 = #XR(Fq2) = #XR(Fq3) = #XR(Fq4) = #XR(Fq5). Therefore, we
must have P,Q ∈ R(Fq), and so P = Q. That means D separates points and so D1 separates points.
To show that D1 separate tangent vectors, it is sufficient to show that jD11 (P ) = 1 for all P ∈ R [36].
For P = P∞, we have νP∞(mP∞ + (w6)) = m− (m− 1) = 1, so jD11 (P∞) = 1. Now we can apply the same
idea of the proof in [7, Proposition 8] as P∞ is the only singular point of the Ree curve model XsinR defined
by the two equations yq1 − y1 = xq0(xq − x) and yq2 − y2 = xq0(yq1 − y1). So any P ∈ XsinR \ {P∞} separates
points and tangent vectors. More concretely, for P ∈ XR(Fq)\{P∞}, we need to show that j1(P ) = 1 which
is equivalent to finding a divisor D = mP∞ + (tP ) ∈ D1 with νP (tP ) = 1 and tP ∈ 〈t, x, y1, y2, w1, . . . , w10〉
(Lemma 2.25).
Consider first the point P000 and set t000 := x, we have νP000(t000) = e(P000|P0) · νP0(x) = 1 and clearly
x ∈ D′. Therefore, j1(P000) = 1. Now we know that the maximal subgroup GFR(P∞) that fixes the point
P∞ acts linearly and transitively on the affine Fq-rational points (Lemma 3.28) which means for any other
place Pαβγ , there exists ψ ∈ GFR(P∞) such that ψ(P000) = Pαβγ , set tαβγ := ψ(t000) = ψ(x). Then, we
have
νPαβγ (tαβγ) = νψ(P000)(tαβγ) = νP000(ψ
−1(tαβγ))
= νP000(x) = 1.
Hence, νP (mP∞ + (tαβγ)) = 1 and so jD11 (P ) = 1, for all P ∈ XR(Fq).
Finally for a non-rational point P ∈ R with P /∈ XR(Fq) and Φi(P ) 6= P (i = 0, 1, 2, 3, 4), we have
1, 3q0, 2q, 3q0q, q
2 are (D, P )-orders as in Remark 3.23 (3). Therefore jD1 (P ) = 1 and so jD11 (P ) = 0, 1.
But since for any Fq-rational point Q ∈ XR(Fq), jD11 (Q) = 1 and any point P /∈ XR(Fq) lies over some
Q ∈ XR(Fq) with ramification index one, we have that jD11 (P ) = 1 as well.
Corollary 3.26. The morphism pi = (t : x : y1 : y2 : w1 : · · · : w10) associated to the very ample linear
series D = |mP∞| is a smooth embedding of the Ree curve in the projective space P13.
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Proof. Lemma 3.22 (3) and Theorem 3.25.
Now we will give a concrete realization of the Ree curve in P13(Fq) using the morphism pi := (1 : x : y1 :
y2 : w1 : · · · : w10) as follows. We have from the Equations (5.3) in [87] that
w3 = x
3q0+3 − w3q01 − x2w1 − xw2,
w6 = x
6q0+3 − x3q0w3q01 − w3q02 − xw21 + w1w2,
w8 = w
2
2 − xw6 − w1w3.
(3.34)
Moreover, we have from the 105 equations in Section 3.3 the following equations:
y1 = x
q0+1 − wq01 ,
y2 = x
q0y1 − wq02 ,
w4 = xw
q0
2 − y1wq01 ,
w7 = w
q0
6 − xq0w4,
w5 = w
q0
8 − xq0w7,
w9 = xw
q0
8 − wq01 w7,
w10 = y2w
q0
6 − wq03 w4.
(3.35)
Therefore, the curve R can be given as the variety in the projective space P13(Fq) defined by the set of
points
Pχ,ω1,ω2 := [1 : χ : υ1 : υ2 : ω1 : · · · : ω10] and P ′∞ := pi(P∞) = [0 : 0 : · · · : 0 : 1 : 0 : 0] ,
where χ = x ∈ Fq, ω1 = w1 ∈ Fq, and ω2 = w2 ∈ Fq satisfying the equations (3.30), (3.31), and υ1, υ2, ωi ∈ Fq
are defined according to (3.34), (3.35). Using the results of Section 3.5, [71],[87] we will have that the Ree
group acts as the automorphism group on the smooth model of the Ree curve.
Remark 3.27. Another way to show the variety X ⊆ P13(Fq) defined as the zero locus of the 105 equations
(Sets 1–4) of Section 3.3 is birationally equivalent to the Ree curve XR is to show directly that X is smooth
curve with a function field isomorphic to the Ree function field.
First to show X is smooth, consider again the morphism pi := (1 : x : y1 : y2 : w1 : · · · : w10) and
let P ′∞ := pi(P∞) := [0 : · · · : 0 : 1 : 0 : 0]. Using Equations (3.14)–(3.24), the morphism pi is given by
polynomial expressions in 1, x, y1, y2. This implies that X is smooth at every affine point since the only
singularity of the model XsinR of the Ree curve is at P∞. To show X is smooth at P ′∞, we have computed
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the Jacobian matrix of partial derivatives at P ′∞ and we have found that it has the maximum possible rank
which is 12. Therefore, X is a smooth curve in P13(Fq).
It remains to show that Fq(X ) is isomorphic to the Ree function field, but this has been done in Lemma
3.16. Therefore, X is a smooth model for the Ree curve in the projective space.
3.5 Relation to the Previous Work on the Embeddings of the
Deligne-Lusztig Curves
In this section we relate the results of this chapter with the work of Kane [53]. Kane constructed smooth
embeddings for the three Deligne-Lusztig curves associated to the groups 2A2 (Hermitian curve),
2B2 (Suzuki
curve), and 2G2 (Ree curve). In the case of G2, Kane gave an explicit (but rather abstract) embedding from
XG2 → P(W ), where W is a representation of 2G2 of dimension 14. For the curve constructed by Kane
it is not clear if it is the Ree curve constructed by Pedersen [71] or Tits [87], although both curves are of
the same genus and having the same number of Fq-rational points with 2G2 as an automorphism group.
Therefore, both curves are isomorphic by the uniqueness result of Hansen and Pedersen [43] (See Figure
3.12). In this section we will show that the set of Fq-rational points for Kane’s embedding [53] is the same
set of the Fq-rational points of the embedding given in Section 3.4. This result depends on the construction
of the Ree group 2G2 given in Section 3.1.1. First we recall some notations from that section.
Let V be a 7-dimensional vector space with basis {it : t ∈ F7} and anti-commutative multiplication
it · it+r := it+3r (r = 1, 2, 4). Thus, V can be identified with the pure imaginary part of the Octonion
algebra O [91, Chapter 4]. Let m : ∧2(V ) → V be the map defined by the multiplication above and let
W := ker(m) which is a 14 dimensional vector space with basis {i∗t , i′t} as defined in Section 3.1.1. Let
V ′ := Im(µ) ⊆ ker(m) = W , where µ : V → ∧2(V ) is defined by µ(it) =
∑
r=1,2,4 it+r ∧ it+3r. Set
V ∗ := W/V ′ ' V .
For z ∈ O with z = a + ∑t∈F7 atit, we recall that the pure and imaginary part of z are Re(z) := a
and Im(z) :=
∑
t∈F7 atit, respectively. Note that the map m is the same map on the pure imaginary
part of the Octonion algebra, i.e., m is the map ∗ : V × V 3 (x, y) 7→ Im(x · y) ∈ V . Moreover, let
(−,−) : V ×V 3 (x, y) 7→ Re(x · y) ∈ V . Having these notations in place, we describe briefly the embedding
given by Kane. For any given Borel subgroup B ⊆ G2, it fixes a complete flag
0 ⊆ L = 〈x〉 ⊆M = 〈x, y〉 ⊆ S = 〈x, y, z〉 ⊆ S⊥ ⊆M⊥ ⊆ L⊥ ⊆ V
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v
′
−3 = −w10, v
′
−2 = −w9, v
′
−1 = −w5,
v
′
3 = y1, v
′
2 = y2, v
′
1 = w4,
v
′
0 = w7, v
∗
0 = w2, v−1 ∧ v1 = v
v∗−3 = −w8, v∗−2 = −w6, v∗−1 = −w3,
v∗3 = 1, v
∗
2 = x, v
∗
1 = w1.
Table 3.14: The correspondence between the basis of W and the basis of D′.
with the property (M,M) = 0 = M ∗M . Fix the canonical isomorphism F : V ∗ → V . Then, σ(B) is
the Borel subgroup fixing F (〈x ∧ y〉) and F (〈x ∧ y, x ∧ z〉). We pick wM,L ∈ W (G2) such that for any
B ∈ XG2(wM,L), we have that B and σ(B) are fixing the same line L and plane M . We write XG2 for
XG2(wM,L). Then, we can define the embedding by
XG2 → P(W )
B 7→ [w := x ∧ y]
Now the relations in [53, Section 5.3] that define the curve of this embedding guarantee that w ∈ W . Also,
for any w ∈ ∧2(V ), if x = F (w), then w = x∧ y, i.e., x∗ ≡ x∧ y (mod V ′). We get by [92] that the image of
this embedding is the set of all ∗-points of the Ree group. Moreover, B is the unique Borel subgroup such
that x ∧ y is parallel to w. Therefore, the embedding is well-defined and since the resulting smooth curve
has the same genus, number of Fq-rational points, and automorphism group 2G2(q) as the Ree curve, it is
isomorphic to the Ree curve defined by Pedersen [71, 43]. Note that B ∈ XG2 corresponds to a Fq-rational
point in P13 if and only if σ(B) = B if and only if F (x ∧ y) is in the plane M .
To see that Kane’s embedding is similar to our embedding at the level of Fq-rational points, we use the
new basis {v∗i , v′i} of W defined in Table 3.1. First we have the correspondence between 1, x, y1, . . . , w10 and
the basis of W as shown in Table 3.14. Since the image of the embedding over Fq is the ∗-points v ∈ V
such that v∗ ≡ v ∧w (mod V ′), for some w ∈ V [92], the Fq-rational points of Kane can be found by taking
α2, α1, α0 ∈ Fq, say v = v3 +
∑2
r=−3 αrvr and we find α−3, α−2, α−1 using Wilson’s algorithm [92, Section
3]. This will also give us w =
∑2
r=−3 βrvr such that v
∗ ≡ v ∧w (mod V ′). Write v ∧w in the basis {v∗i , v′i}
of W , i.e.,
v ∧ w =
3∑
r=−3
arv
∗
r +
3∑
r=−3
brv
′
r.
59
Then, this will give a point in P(W ) which corresponds to
[a3 : a2 : b3 : b2 : a1 : a0 : a−1 : b1 : b−1 : a−2 : b0 : a−3 : b−2 : b−3] ∈ P13(Fq)
by the isomorphism P(W ) 3 [∑14i=1 niwi] 7→ [n1 : · · · : n14] ∈ P13(Fq). This point is a Fq-rational point in our
embedding because it is the evaluation of x, y1, y2, w1, . . . , w10 at x = α2, y1 = α1, y2 = α0 on the Ree curve.
Moreover, we have v∗−3 = v−3 ∧ v−2 corresponds to the point at infinity P ′∞ = [0 : 0 : 0 : · · · : 0 : 1 : 0 : 0].
Note that we have used the fact that the Ree unital defined as the set of all ∗-rational points is the set Γ of
Fq-rational points in the Ree curve.
Kane’s embedding [53]
Ree curve as a Deligne-
Lusztig curve, 3.1.2
Uniqueness theorem of
Hansen and Pedersen [43]
Embedding in
P13(Fq), Section 3.4
Ree curve defined
by equations [71]
Figure 3.12: The relation between the two embeddings.
3.6 Representation of the Ree Group
The Ree group 2G2(q) is the automorphism group of the Ree curve XR [71]. In this section we show how
the Ree group acts on the smooth model R of the Ree curve in the projective space P13(Fq). First we show
that the subgroup GFR(P∞) of
2G2(q) which fixes the point at infinity P∞ acts linearly on the space D′
generated by 1, x, y1, y2, w1, . . . , w10 and the action can be represented by lower triangular matrices.
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Lemma 3.28. The subgroup GFR(P∞) that fixes the point P∞ acts linearly on the space D′ = 〈1, x, . . . , w10〉
over Fq. Moreover, the action can be represented by lower triangular matrices.
Proof. We recall from [71] that
GFR(P∞) := {ψαβγδ ∈ Aut(FR) : α ∈ F×q , β, γ, δ ∈ Fq},
where
ψαβγδ(x) := αx+ β,
ψαβγδ(y1) := α
q0+1y1 + αβ
q0x+ γ,
ψαβγδ(y2) := α
2q0+1y2 − αq0+1βq0y1 + αβ2q0x+ δ.
Direct calculations using the 105 equations of Section 3.3 yield the action in the Appendix B. This shows
that GFR(P∞) acts linearly on D′. Moreover, it is clear from the action above that it can be represented by
lower triangular matrices.
Remark 3.29. (1) From the proof of Lemma 3.28, we see that the subgroup GFR(P∞) also acts linearly
on the space V := 〈1, x, w1, w2, w3, w6, w8〉. This is the same action of the subgroup GFR(P∞) on a
7-dimensional space as in [87].
(2) GFR(P∞) is the subgroup B used in Wilson [92], see Section 3.1.1.
Next, we show that the Ree group acts on D′.
Lemma 3.30. The Ree group 2G2(q) acts on D′
Proof. We recall that the Ree group contains an involution map φ : FR → FR that swap xi ←→ x−i and
yi ←→ y−i. As in [71], φ can be given explicitly by φ : FR → FR, where
1 7→ w8
w8
, x 7→ w6
w8
, y1 7→ w10
w8
,
y2 7→ w9
w8
, w1 7→ w3
w8
, w4 7→ w5
w8
,
w2 7→ w2
w8
, w7 7→ w7
w8
, v 7→ v
w8
.
Therefore, apart from the w8 factor, this automorphism maps 1←→ w8, x←→ w6, w1 ←→ w3, y1 ←→ w10,
y2 ←→ w9, w4 ←→ w5. Moreover, φ sends the point at infinity P∞ to the point P000. Since 2G2(q) is
generated by GFR(P∞) and φ, the result follows and we have
2G2(q) acts on D.
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Remark 3.31. (1) From the proof of Lemma 3.30, we see that the Ree group 2G2(q) acts on the space
V := 〈1, x, w1, w2, w3, w6, w8〉. This is the same action of 2G2(q) on a 7-dimensional space as in [87].
(2) φ◦ψ−1,0,0,0 is similar to the automorphism αβ3 defined in [92] which acts by negating v0 and swapping
vr with v−r (r = 1, 2, 3).
3.7 Further Properties of the Ree Curve
In this section we study three more properties of the Ree curve over specific finite fields. First we an-
swer the 20 years old problem from [71], which is to find the Weierstrass non-gaps semigroup at P∞. We
find that contrary to the case of the Hermitian and Suzuki curves, the pole orders of the basis functions
1, x, y1,y2, w1, . . . , w10 of L(mP∞) over F27 do not generate the Weierstrass non-gaps semigroup H(P∞).
Second we show that the function
(1)qP · w8 + (x)qP · w6 + (w1)qP · w3 + (w3)qP · w1 + (w6)qP · x+ (w8)qP · 1 ∈ L(mP∞)
has a zero at P ∈ XR(F3) of multiplicity 28 and zeros at P,Φ(P ),Φ2(P ),Φ3(P ),Φ4(P ) (P ∈ XR(F3)\XR(F3))
with multiplicities 1, 3, 6, 9, 9. These multiplicities are exactly the coefficients of the polynomial h(t) =
t2gRL(1/t) of the Ree curve over F3. This is also the case for the Hermitian and Suzuki curves. Third we
try to find a basis consisting of monomials for the finite field extension FR/F27(w8) of degree 1036 using the
105 equations defined in Section 3.3 similar to the basis found for the Suzuki curve [27]. We mention that
the last task is an ongoing project that we expect to finish it soon. Most of the computations in this section
are carried out using the computer algebra systems MAGMA [12] and Macaulay2 [40].
3.7.1 The Weierstrass Non-gaps Semigroup H(P∞) over F27
The open problem from Pedersen’s paper [71] in 1993 is to find the set of all non-gaps at P∞. In this
subsection we are interested in finding the Weierstrass non-gaps semigroup H(P∞) of the Ree curve over
F27. We show that the pole orders of the basis functions 1, x, y1,y2, w1, . . . , w10 of L(mP∞) that is used in
Section 3.4 to define the smooth embedding for the Ree curve in the projective space do not generate the
full Weierstrass non-gaps semigroup H(P∞). We mention that for the Hermitian and Suzuki curves, the
pole orders of the basis functions of L(mP∞) do generate the Weierstrass non-gaps semigroup H(P∞).
In particular, for the Hermitian curve, the functions 1, x, y generate the space L(mP∞) with pole orders
0, q0, q0 +1 at P∞ respectively. Hence, we have 〈q0, q0 +1〉 ⊆ H(P∞), but N\〈q0, q0 +1〉 = q0(q0−1)/2 = gH.
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Therefore, H(P∞) = 〈q0, q0 + 1〉 by the Weierstrass gap theorem (Lemma 2.27 (i), see also [26]). For the
Suzuki curve, the functions 1, x, y, z, w generate the space L(mP∞) with pole orders 0, q, q + q0, q + 2q0, q +
2q0+1 at P∞ respectively. Hence, we have 〈q, q+q0, q+2q0, q+2q0+1〉 ⊆ H(P∞), but N\〈q, q+q0, q+2q0, q+
2q0 + 1〉 = q0(q− 1) = gS [41]. Therefore, H(P∞) = 〈q, q+ q0, q+ 2q0, q+ 2q0 + 1〉. On the other hand, this
does not hold for the Ree curve, more precisely, the pole orders of the basis functions 1, x, y1, y2, w1, . . . , w10
of L(mP∞) over F27 do not generate the whole Weierstrass non-gaps semigroup H(P∞).
We used the computer algebra system MAGMA [12] to compute all the gaps and non-gaps in the interval
0, 1, . . . , 7253 = 2gR − 1 over F27. In this algorithm we use the following observations about the Ree
curve. First P∞ is a Weierstrass point since q2 < gR is the first non-gap integer at P∞ (Lemma 3.22).
Second the divisor (2gR − 2)P∞ is a canonical divisor since d(w6/w8) = (2gR − 2)P∞ [71]. Third we have
(3q0 − 2) ·m = 2gR − 2. Therefore, over F27 we have 7H = 7 ·mP∞ = (2gR − 2)P∞ is a canonical divisor
and so −ν∞(w3q0−28 ) = (3q0 − 2)m = 2gR − 2 is a non-gap integer. This implies that 2gR − 1 is a gap [54,
Remark 4.4]. Which means that the Weierstrass non-gaps semigroup H(P∞) is symmetric.
Using the observations above, we have in the interval 0, 1, . . . , 2gR − 1 = 7253, 3627 gaps and 3627
non-gaps (since gR = 3627, Lemma 2.27 (i)). A simple calculation of the semigroup generated by the
pole orders of the functions 1, x, y1, y2, w1, . . . , w10 will create only 3040 non-gap integers in the interval
0, 1, . . . , 2gR − 1 = 7253 which proves the above mentioned claim. Next, we compute the full list of non-gap
integers that are less than 2gR as follows.
Since we know that H(P∞) is symmetric, whenever we find a non-gap integer a, we would know that
2gR − 1 − a is a gap. Since we have the numbers 1, 2, . . . , q2 − 1 = 728 are gap integers by Lemma 3.22,
(2gR − 1) − (1, 2, . . . , 728) are non-gap integers. Therefore, we will have 3100 non-gaps and 3100 gaps.
Moreover, we use the fact that 7H is a canonical divisor and the number of non-gaps in each equivalence
class a modulo 26 is equal to 139, if a is odd and 140 if a is even. Moreover, we create new functions by
taking differences of functions with the same pole orders. By this we will compute all the non-gap integers
and gap integers. See Appendix C for the complete set of non-gaps in the interval 0, 1, . . . , 7252 = 2gR − 2.
3.7.2 The Intersection Divisor
For every P ∈ XR \XR(Fq), we consider the function
f := (1)qP · w8 + (x)qP · w6 + (w1)qP · w3 + (w3)qP · w1 + (w6)qP · x+ (w8)qP · 1 ∈ L(mP∞),
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where (g)P is the evaluation of a function g at P . Using MAGMA [12], for P ∈ XR(F3), f(P ) = 0 with
multiplicity 28 and for all P ∈ XR(F3) \XR(F3), we have f(Φi(P )) = 0 (i = 0, 1, 2, 3, 4) with multiplicities
1, 3, 6, 9, 9. These multiplicities are exactly the coefficients of the product of the irreducible factors of the
reciprocal of the L-polynomial, since h(t) = (q + 3q0t + t
2)(q + t2) = q2 + 3q0qt + 2qt
2 + 3q0t
3 + t4 =
9 + 9t + 6t2 + 3t3 + t4. This holds true also for the Hermitian and Suzuki curves. This suggests in general
that the zero multiplicities of f at Φi(P ) (i = 0, 1, 2, 3, 4) are 1, 3q0, 2q, 3q0q, q
2, which are the D-orders as
well (Lemma 3.23 (2)).
3.7.3 Basis for the Finite Field Extension FR/F27(w8)
Let FS/Fq be the Suzuki function field and let 1, x, y, z, w ∈ L(mP∞) be as in Section 3.2. Now from the
polygon in Section 3.2, we can get the equation y2 +w + xz = 0, i.e., y2 = w + xz. Therefore, we can write
y2 in terms of x, z, and w. Hence, the highest power of y is 1, otherwise we can write it in terms of x, z,
and w. Moreover, we have that FS/Fq(w) is a finite field extension of degree q + 2q0 + 1 = (q0 + 1)2 + q20
with Fq(w)-basis [27]
{xizj | 0 ≤ i, j ≤ q0} ∪ {yxizj | 0 ≤ i, j < q0}.
We would like to find a similar basis consisting of monomials in 1, x, . . . , w10 of FR/F27(w8) of degree 1036.
As before we first notice that y1, y2, w4, w5, w9, w10, w2 have at most degree 1, since we have from the 105
equations
y21 = xy2 + w4, w
2
5 = y2w6 + w1w10,
y22 = y1w1 + w5, w
2
10 = w5w8 + w6w9,
w24 = xw9 + y1w3, w
2
9 = w3w10 + w4w8,
w22 = w8 + xw6 + w1w3.
In addition, we have w7 has at most degree 2, since w
3
7 = w2w8 + w3w6 − xw2w6 − xw1w8. Moreover,
we have that x,w1, w3, w6 have at most degree q0 + 1 since
xq0+1 = y1 + w
q0
1 , w
q0+1
3 = w
q0
1 w10 + (w7 − w2)wq06 ,
wq0+11 = y1w
q0
3 − (w7 − w2)xq0 , wq0+16 = wq03 w8 + wq08 w10.
We have, for S := {xnii ymjj |n0 = 0, 1, m0 = 0, 1, 2, 0 ≤ ni ≤ q0, 0 ≤ mj ≤ 1, i, j = −3, . . . , 3} that S
contains a basis for the field extension FR/F27(w8). This task is in progress and we will finish it soon.
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Chapter 4
Suzuki-invariant codes from the
Suzuki Curve
The Suzuki curve has been a source of very good error-correcting codes. Codes constructed from the Suzuki
curve have been studied, for example, in [18],[27],[41] (one-point code), and [27],[61] (two-point code) and
shown to have very good parameters. Furthermore, the Suzuki curve XS has a very large automorphism
group for its genus, namely the Suzuki group Sz(q) = 2B2 of order q
2(q − 1)(q2 + 1). For this reason, XS is
known as the Suzuki cruve.
In this section we construct algebraic geometry codes C(E, `D) over Fq4 from Sz(q)-invariant divisors D
and E, give an explicit basis for the Riemann-Roch space L(`D) for 0 < ` ≤ q2 − 1. We also show that the
dual code of C(E, `D) is C(E, (q2 + 2gS − 2− `)D) if 2gS − 1 ≤ ` ≤ q2 − 1.
This work is a result of collaboration with Hilaf Hasson, Amy Ksir, and Justin Peachy [70] and it was
conducted at the number theory and function fields workshop at the Mathematics Department, Colorado
State University, Summer 2011, funded by NSF grant DMS-11-01712.
4.1 Preliminaries
Let m ≥ 1 be an integer, q0 := 2m, q := 22m+1 = 2q20 , and let Xm denote the projective curve defined by
the affine equation
fm := y
q − y − xq0(xq − x) (4.1)
over Fq. Then, Xm has a singular projective plane model in P2(Fq) with the homogeneous equation
yqtq0 + ytq+q0−1 = xq+q0 − xq0+1tq−1
and homogeneous coordinates [t : x : y]. As we have seen in Section 3.2.2, Xm is simply the Suzuki curve
XS. We recall its properties from Section 3.2.2 in the following proposition.
Proposition 4.1. With the notations above,
1. Xm has only one point at infinity P∞ ∈ Xm ∩ {t = 0}, namely P∞ = [0 : 0 : 1].
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2. The genus of Xm is g := q0(q − 1).
3. The number of Fq-rational points is q2 + 1 and it is an optimal curve w.r.t. Serre’s explicit formula
method.
4. The Suzuki curve Xm is the unique curve (up to Fq-isomorphism) with properties (2) and (3) above.
5. The automorphism group is the Suzuki group Sz(q) = 2B2 of order q
2(q − 1)(q2 + 1).
6. The functions x, y, z := x2q0+1 − y2q0 , and w := xy2q0 − z2q0 are regular outside P∞ with pole orders
at P∞ q, q + q0, q + 2q0, q + 2q0 + 1, respectively.
Let Fm be the function field defined by the affine equation fm of the curveXm over Fq. LetQ∞ ∈ PFq(x) be
the place at infinity of Fq(x). The place P∞ of Fm that lies above Q∞ is a ramified place with ramification
index e(P∞|Q∞) = q. All affine places Pα = (x = α) of Fq(x) are unramified places, and each splits
completely in Fm to Pα,β = (x = α, y = β) (β ∈ Fq). We will denote the valuations at P∞ and Pα,β by ν∞
and να,β respectively.
Let P ⊆ N be the monoid generated by the pole orders of the functions x, y, z, and w defined above,
meaning
P := 〈q, q + q0, q + 2q0, q + 2q0 + 1〉 ⊆ N.
We notice that if n ∈ P, then n = aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1), for some a, b, c, d ∈ N. Set
fn := x
aybzcwd. Then, Hansen and Stichtenoth [41] showed
L(dP∞) = 〈fn |n ∈ P, n ≤ d〉 . (4.2)
The action of the Suzuki group Sz(q) is generated by
Sz(q) =
〈
1 0 0
α 1 0
γ α2q0 1
 ,

1 0 1
0 ξ 0
0 0 ξq0+1
 ,

0 0 1
0 1 0
1 0 0
 | α, γ ∈ Fq, ξ ∈ F×q
〉
.
The first matrix corresponds to the 2-Sylow subgroup of order q2 generated by the automorphism that
sends x 7→ x+α and y → y+α2q0x+γ, where α, γ ∈ Fq. The second matrix corresponds to the subgroup of
order q−1 generated by the diagonal automorphism that sends x 7→ ξx and y 7→ ξq0+1y, where ξ ∈ F×q . The
third matrix corresponds to the subgroup of order 2 generated by the involution automorphism that sends
x 7→ z/w, y 7→ y/w, z 7→ x/w, and w 7→ 1/w, i.e., it sends P∞ to P0,0. Note that the subgroup generated by
66
the first two matrices fixes P∞ and acts transitively and freely on the affine Fq-rational points. Thus, the
Suzuki group Sz(q) acts transitively on the set of all Fq-rational points.
The number Ni(Xm) of Fqi -rational points on the curve can be determined using the Zeta function. By
Corollary 2.15 if L(Xm, t) =
∏2g
j=1(1− αjt), then
Ni(Xm) = q
i + 1−
2g∑
j=1
αij . (4.3)
For the Suzuki curve above,
L(t) = (q + 2q0t+ t
2)g
and the roots of the polynomial L(t) are α, α, . . . , α︸ ︷︷ ︸
g times
and β, β, . . . , β︸ ︷︷ ︸
g times
, where
α := 2m(−1 + i)
and
β := α¯ = 2m(−1− i).
4.2 The Riemann-Roch Spaces L(`D)
Consider the divisor D ∈ Div(Xm) given by the sum of all Fq-rational points of Xm, i.e.,
D =
∑
α,β∈Fq
Pα,β + P∞.
Since there are q2 + 1 Fq-rational points of Xm, deg(D) = q2 + 1. Moreover, the divisor D is fixed by Sz(q).
Next, we find a Fq-basis for the space L(`D), where ` ≤ q2 − 1.
Proposition 4.2. Let ` ∈ N and D be defined to be the sum of all Fq-rational points of Xm. Then,
S :=

xaybzcwd
(xq + x)r
:
aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1) ≤ rq2 + `,
0 ≤ a ≤ q − 1, 0 ≤ b ≤ 1, 0 ≤ c ≤ q0 − 1,
0 ≤ d ≤ q0 − 1, 0 ≤ r ≤ `
 ⊆ L(`D),
and S is a linearly independent set.
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Proof. First we show the containment S ⊆ L(`D). Note that
div((xq + x)`) = ((xq + x)`)0 − ((xq + x)`)∞ = ` ·
∑
α,β∈Fq
Pα,β − `q2P∞.
Thus, `D = `(q2 + 1)P∞ + div((xq + x)`), i.e., `D ∼ `(q2 + 1)P∞ with the following Fq-isomorphism
L(`D) ' L(`(q2 + 1)P∞)
f 7→ f(xq + x)`
g
(xq + x)`
7 →g.
(4.4)
Now let xaybzcwd/(xq + x)r ∈ S, we need to show that
xaybzcwd/(xq + x)r · (xq + x)` ∈ L(`(q2 + 1)P∞),
but we have
ν∞(xaybzcwd) + (−`+ r)q2 + `(q2 + 1) = ν∞(xaybzcwd)− `q2 + rq2 + `q2 + `
≥ −`− rq2 + rq2 + `
≥ 0
by the conditions on xaybzcwd. Hence, xaybzcwd(xq + x)`−r ∈ L(`(q2 + 1)P∞), i.e., xaybzcwd/(xq + x)r ∈
L(`D). Thus, S ⊆ L(`D). Next, to show that the functions of S are independent we show that the valuations
at P∞ are distinct.
Let f1, f2 ∈ S, where f1 = xa1yb1zc1wd1/(xq+x)r1 and f2 = xa2yb2zc2wd2/(xq+x)r2 . Suppose v∞(f1) =
v∞(f2). Then,
− [a1q + b1(q + q0) + c1(q + 2q0) + d1(q + 2q0 + 1)] + r1q2 =
− [a2q + b2(q + q0) + c2(q + 2q0) + d2(q + 2q0 + 1)] + r2q2. (4.5)
Now consider (4.5) modulo q0. Then,
d1 ≡ d2 (mod q0).
Now since 1 ≤ d1, d2 ≤ q0 − 1, it must be that d1 = d2.
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Next, consider (4.5) modulo 2q0. Then,
b1q0 + d1 ≡ b2q0 + d1 (mod 2q0).
Note that 0 ≤ b1, b2 ≤ 1. Thus, is must be that b1 = b2.
Next, consider (4.5) modulo q. Then,
b1q0 + 2c1q0 + 2d1q0 + d1 ≡ b1q0 + 2c2q0 + 2d1q0 + d1 (mod q).
After reducing we have that 2c1q0 ≡ 2c2q0 (mod q), i.e., for some h ∈ Z, hq = 2c1q0 − 2c2q0. Note that
since 0 ≤ c1, c2 ≤ q0 − 1,
−q < 2c1q0 − 2c2q0 < q.
Thus, it must be that h = 0 and c1 = c2.
Finally, consider (4.5) modulo q2. Then, since b1 = b2, c1 = c2, d1 = d2, we have
a1q ≡ a2q (mod q2).
Note that 0 ≤ a1, a2 ≤ q − 1. Thus, it must be that a1 = a2. This also shows that r1 = r2. We conclude
that if v∞(f1) = v∞(f2), then f1 = f2.
To show that S is a basis for L(`D), all that remains is to show that S spans L(`D). To do that we rely
on a result from [41].
Proposition 4.3. [41, Proposition 1.6] Let P = 〈q, q + q0, q + 2q0, q + 2q0 + 1〉. Note that for each n ∈ P,
there are functions fn so that fn is regular on Xm except at P∞, where fn has a pole of order n. Choose
one such fn for each n ∈ P. Then, for any d ∈ Z, L(dP∞) has as basis the elements in the set
{fn : n ∈ P, n ≤ d} .
Proposition 4.4. Let ` ∈ N, ` ≤ q2 − 1. Let T := {f(xq + x)` : f ∈ S} and V := {−vP∞(g) : g ∈ T}.
Then, V = P ∩ {n ∈ Z : n ≤ `(q2 + 1)} .
Proof. Let n ∈ V . Then, n = aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1) + (`− r)q2, where
• aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1) ≤ rq2 + `,
• 0 ≤ a ≤ q − 1, 0 ≤ b ≤ 1, 0 ≤ c, d ≤ q0 − 1,, 0 ≤ r ≤ `.
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Hence, it follows from the first constraint that aq+b(q+q0)+c(q+2q0)+d(q+2q0 +1)+(`−r)q2 ≤ `(q2 +1).
Since r ≤ `, it follows that n ∈ P ∩ {n ∈ Z : n ≤ `(q2 + 1)}. Thus,
V ⊆ P ∩ {n ∈ Z : n ≤ `(q2 + 1)} .
Next, let n ∈ P∩{n ∈ Z : n ≤ `(q2 + 1)}. Then, n = aq+b(q+q0)+c(q+2q0)+d(q+2q0 +1) ≤ `(q2 +1),
where a, b, c, d ∈ Z, a, b, c, d ≥ 0.
Rewriting b, c, d we obtain n = aq + (2t2 + b1)(q + q0) + (q0t3 + c1)(q + 2q0) + (q0t4 + d1)(q + 2q0 + 1)
where 0 ≤ b1 ≤ 1, 0 ≤ c1, d1 ≤ q0 − 1. Thus,
n = aq + qt3(q0 + 1) + qt4q0 + qt2 + t4(q + q0) + b1(q + q0) + t2(q + 2q0)
+c1(q + 2q0) + d1(q + 2q0 + 1)
= q(a+ t3(q0 + 1) + t4q0 + t2) + (b1 + t4)(q + q0) + (t2 + c1)(q + 2q0)
+d1(q + 2q0 + 1)
= qa1 + b2(q + q0) + c2(q + 2q0) + d1(q + 2q0 + 1)
= qa1 + (2t5 + b3)(q + q0) + (q0t6 + c3)(q + 2q0) + d1(q + 2q0 + 1)
= qa1 + t5q + qt6(q0 + 1) + b3(q + q0) + t5(q + 2q0) + c3(q + 2q0)+
d1(q + 2q0 + 1)
= q(a1 + t5 + t6(q0 + 1)) + b3(q + q0) + (t5 + c3)(q + 2q0) + d1(q + 2q0 + 1)
= qa2 + b3(q + q0) + c4(q + 2q0) + d1(q + 2q0 + 1)
= qa2 + b3(q + q0) + (q0t7 + c5)(q + 2q0) + d1(q + 2q0 + 1)
= q(a2 + t7(q0 + 1)) + b3(q + q0) + c5(q + 2q0) + d1(q + 2q0 + 1)
= qa3 + b3(q + q0) + c5(q + 2q0) + d1(q + 2q0 + 1)
.
Hence, we know that n = qa3+b3(q+q0)+c5(q+2q0)+d1(q+2q0+1) where 0 ≤ b3 ≤ 1, 0 ≤ c5, d1 ≤ q0−1
and qa3 + b3(q + q0) + c5(q + 2q0) + d1(q + 2q0 + 1) ≤ `(q2 + 1). Note that a3 ≤ `q + `/q.
Now we know that a3 = t1q + a4 where 0 ≤ a4 ≤ q − 1. Suppose that t1 > `. Thus, t1q ≥ (`+ 1)q, and
t1q + a4 > `q + `/q since ` ≤ q2 − 1. Hence, a3 > `q + `/q, which is a contradiction. Hence, it must be that
t1 ≤ `. Thus, let r := `− t1, i.e., t1 = `− r. Then, 0 ≤ r ≤ ` and
n = qa4 + b3(q + q0) + c5(q + 2q0) + d1(q + 2q0 + 1) + (`− r)q2.
Furthermore, since n ≤ `(q2 + 1), it follows that qa4 + b3(q + q0) + c5(q + 2q0) + d1(q + 2q0 + 1) ≤ rq2 + `.
Thus,
P ∩ {n ∈ Z : n ≤ `(q2 + 1)} ⊆ V.
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Using the propositions above we obtain the desired result.
Theorem 4.5. Let ` ∈ N, ` ≤ q2−1, and D be defined to be the sum of all Fq-rational points of Xm. Then,
S :=

xaybzcwd
(xq + x)r
:
aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1) ≤ rq2 + `,
0 ≤ a ≤ q − 1, 0 ≤ b ≤ 1, 0 ≤ c ≤ q0 − 1,
0 ≤ d ≤ q0 − 1, 0 ≤ r ≤ `
 (4.6)
is a basis for L(`D).
Proof. First, note that there is an isomorphism between L(`D) and L(`(q2 + 1)P∞) (4.4). Hence, we have
dimL(`D) = dimL(`(q2 + 1)P∞).
Next, note that by Theorem 4.4, #{f ∈ S} = dimL(`(q2 + 1)P∞) = dimL(`D) and by Theorem 4.2, S
is a linearly independent set of functions. Thus, the result follows.
Remark 4.6. • Using the isomorphism L(`D) ' L(`(q2 + 1)P∞), one can directly apply (4.2) to find a
basis for L(`D). Note that the choice of the functions fn might not be unique. Theorem 4.5 provides
an explicit basis.
• Finding the basis this way allows us to solve the following problem.
Find how many (a, b, c, d, r) ∈ N5 such that
∗ aq + b(q + q0) + c(q + 2q0) + d(q + 2q0 + 1) ≤ `+ rq2.
∗ 0 ≤ a < q, 0 ≤ b < 2, 0 ≤ c, d < q0, 0 ≤ r ≤ `.
4.3 Construction and Properties of the Code C(E, `D)
As above, let D ∈ Div(Xm) be the sum of all Fq-rational points in Xm. By Theorem 4.5, the Riemann-
Roch space L(`D) (` ≤ q2 − 1) has the Fq-basis (4.6) of dimension dimFq L(`D) = `(q2 + 1) − g + 1 =
`(q2 + 1)− q0(q − 1) + 1.
Next, consider the field extension Fq4 of Fq. Let the divisor E ∈ Div(Xm) be the sum of all Fq4-rational
points minus the sum of all Fq-rational points. Then, we have
n := deg(E) = N4(Xm)−N1(Xm),
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where N4(Xm) is given by the formula (4.3), i.e.,
N4(Xm) = q
4 + 1− g(α4 + β4) = q4 + 1 + 2gq2 = q4 + 1 + 2q0q2(q − 1).
Therefore, n = deg(E) = q4 + 1 + 2q0q
2(q − 1)− (q2 + 1) = q4 + 2q0q2(q − 1)− q2.
Since Supp(E) ∩ Supp(D) = φ and Theorem 4.5 provides an explicit basis for L(`D), we construct an
algebraic geometry code using the divisors E,D as follows. Let P1, . . . , Pn be all the points in support of E.
Define
Cm,` := CL(E, ` ·D) = {(f(P1), f(P2), . . . , f(Pn)) ∈ Fnq4 | f ∈ L(` ·D)}.
Then, we have the following proposition.
Proposition 4.7. Consider the algebraic geometry code
Cm,` := CL(E, ` ·D)
over Fq4 , where ` ≤ q2 − 1. Then, Cm,` is a (n, k, d)-linear code, where
n = deg(E) = q4 + 2q0q
2(q − 1)− q2,
k := dimFq L(` ·D) = `(q2 + 1)− q0(q − 1) + 1,
d ≥ d∗ := n− deg(` ·D) = n− `(q2 + 1).
Moreover, this code can correct at least t = b(d∗ − 1)/2c errors.
Remark 4.8. 1. Let S = {f1, . . . , fk} be the Fq-basis for L(`D) as in Theorem 4.5. Then, the code Cm,`
has generator matrix Gm,` := (fj(Pi))1≤j≤k,1≤i≤n.
2. Consider the field extension Fq2/Fq (resp. Fq3/Fq) and let E be the sum of all Fq2 -rational points
(resp. Fq3-rational points) minus the sum of all Fq-rational points. Then, we have
deg(E) = N2(Xm)−N1(Xm) = q2 + 1− g(α2 + β2)− q2 − 1
= q2 + 1− g(−qi+ qi)− q2 − 1 = 0.
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resp.
deg(E) = N3(Xm)−N1(Xm) = q3 + 1− g(α3 + β3)− q2 − 1
= q3 + 1− g(2q0q)− q2 − 1 = q3 + 1 + 2qq20(q − 1)− q2 − 1
= q3 + 1 + q2(q − 1)− q2 − 1 = 0.
Thus, the first nontrivial extension to consider is the field extension Fq4/Fq. Moreover, over Fq4 the
Suzuki curve is also a maximal curve.
Next, we study the family of codes given by ` = q2− 1, denote this family by Cm, i.e., Cm := Cm,q2−1 =
CL(E, (q2 − 1)D). By Proposition 4.7, Cm is a (n, k, d ≥ d∗)-linear code, where
n = q4 + 2q0q
2(q − 1)− q2,
k = (q2 − 1)(q2 + 1)− q0(q − 1) + 1 = q4 − q0(q − 1),
d∗ = n− q4 + 1 = 2q0q2(q − 1)− q2 + 1.
Using the above, Cm has information rate
Rm :=
km
nm
=
q4 − q0q + q0
q4 + 2q0q2(q − 1)− q2 =
16q80 − 2q30 + q0
16q80 + 16q
7
0 − 4q50 − 4q40
.
Thus, as m→∞ (i.e., q →∞), we have Rm → 1.
Example 4.9. Let m = 1; thus, q = 8, q0 = 2. Then, the resulting code C1 = C1,63 is a (5824, 4082,≥ 1729)-
linear code over F4096 and can correct up to 864 errors with information rate R1 = 0.7008. We note here
that the block length of the code is greater than the field size, i.e., we have constructed a code which cannot
be achieved with a Reed-Solomon code that has a polynomial time construction.
Example 4.10. Let m = 2; thus,q = 25 = 32, q0 = 4. Then, the resulting code C2 = C2,1023 is a
(1051679, 1048452,≥ 3104)-linear code over F1048576 and can correct at least 1551 errors with information
rate R2 = 0.996.
Remark 4.11. Recall from Section 3.2.2 that the Suzuki curve has a smooth embedding in the projective
space P4(Fq) given by the morphism pi := (1 : x : y : z : w) and the Suzuki group acts on the curve in the
projective space. Therefore, by Proposition 2.37, the Suzuki group Sz(q4) is a subgroup of the automorphism
group of the code Aut(CL(E; `D)).
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4.4 The Dual Code of CL(E, `D)
As above, let D be the sum of all Fq-rational points and the divisor E is the sum of all Fq4-rational points
minus all the Fq-rational points. Next, we study the dual code of the code Cm,` := CL(E, `D), where
` ≤ q2 − 1.
Recall from Proposition 2.35 that the dual of an algebraic geometry code is given by CL(E, `D)⊥ =
CL(E,E − `D + (η)) , where η is a Weil differential such that νPi (η) = −1 and resPi(η) = 1, for all
i = 1, 2, . . . , n. To find η, we study how the rational places Q∞, Pα = (x = α) ∈ PFq4 (x) (α ∈ Fq4) extend in
the function field Fm/Fq4 of the Suzuki curve.
Recall from [41] that the place Q∞ extends to a unique rational place P∞ ∈ PFm with a ramification
index e(P∞|Q∞) = q. Thus, νP∞ (x) = e(P∞|Q∞) · νQ∞ (x) = q(−1) = −q. For each affine Fq4-rational
place Pα = (x = α), we have either:
1. Pα splits completely into q rational places in Fm.
2. Pα splits into q/2 places of degree greater than one and with relative degree f(P |Pα) = 2.
The above follows by applying the Kummer Criterion (Theorem 2.11) to the equation fm = 0 (4.1) of the
Suzuki function field. For the place Pα (α ∈ Fq4), consider the following polynomial over Fq4
yq + y = αq0(αq + α) ∈ Fq4 [y].
This polynomial factors completely over Fq4 into linear factors for q3 + 2gq of the α’s, denote this set of α’s
by S ⊆ Fq4 , and factors into q/2 irreducible quadratic polynomials for α /∈ S.
Now, set t :=
∏
α∈S(x − α) ∈ Fm. Then, any affine Fq4 -rational place P ∈ PFm lies over some rational
place Pα of PFq4 (x), with α ∈ S, i.e., P |Pα. Therefore,
νP (t) = e(P |Pα)νPα (t) = 1 · νPα
(∏
α∈S
(x− α)
)
= 1.
So t is a P -prime element for all the affine rational places P ∈ PFm . Set η := dt/t. Then, for any affine
Fq4-rational place P , we have the following:
1. νP (η) = νP (dt/t) = νP (dt)− νP (t) = 0− 1 = −1
2. resP (η) = resP (1/t) = 1 (because t is a P -prime element, [79, p. 167]).
Therefore, η satisfies the conditions of Propositon 2.35. Next, we compute the canonical divisor (η). Note
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that t has zeros at all the affine Fq4 -rational places, i.e., in the support of E and D except at P∞, meaning
(t)0 = E +D − P∞.
Moreover, t has poles only at P∞ of order
−νP∞ (t) = −νP∞
(∏
α∈S
(x− α)
)
= −e(P∞|Q∞) · νQ∞
(∏
α∈S
(x− α)
)
= q(q3 + 2gq) = q4 + 2gq2.
Thus, (t)∞ = (q4 + 2gq2)P∞. Therefore,
(t) = (t)0 − (t)∞ = E +D − P∞ − (q4 + 2gq2)P∞,
which implies (η) = (dt/t) = (dt)−(t) = (2g−2)P∞−E−D+P∞+(q4 +2gq2)P∞. Thus, using Proposition
2.35, the dual of Cm,` = CL(E, `D) is given by CL(E,G⊥), where
G⊥ = E − `D + (η)
= E − `D + (2g − 2)P∞ − E −D + P∞ + (q4 + 2gq2)P∞
= (−1− `)D + (2g − 2 + 1 + q4 + 2gq2)P∞
= (−1− `)D + (q2 − 1 + 2g)(q2 + 1)P∞.
Since D ∼ (q2 + 1)P∞,
G⊥ ∼ (−1− `)D + (q2 + 2g − 1)D
∼ (q2 + 2g − 2− `)D.
Thus, the dual code of CL(E, `D) is equivalent to the code CL(E, (q2 + 2g − 2− `)D).
Moreover, the dual code CL(E, (q2+2g−2−`)D) is of the same type as Cm,` = CL(E, `D) if q2+2g−2−` ≤
q2 − 1, i.e., whenever 2g − 1 ≤ ` ≤ q2 − 1.
By the above, we have proved the following proposition.
Proposition 4.12. If ` ≤ q2−1, then the dual code of CL(E, `D) is equivalent to the code CL(E, (q2 + 2g−
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2− `)D) and it is of the same type if 2g − 1 ≤ `, i.e.,
C⊥m,` ∼ Cm,q2+2g−2−`.
Remark 4.13. The code CL(E, `D) is isodual if and only if for the Weil differential above, we have
2`D − E = (η)
2`D − E = (2g − 2)P∞ − E −D + P∞ + (q4 + 2gq2)P∞
2`D = (q4 + 2gq2 + 2g − 1)P∞ −D
2`D ∼ (q2 + 2g − 1)D −D
2`D = (q2 + 2g − 1)D −D + (q2 + 2g − 1)(f), f ∈ Fm
2` = q2 + 2g − 2
` =
q2
2
+ g − 1.
Hence, we have:
1. CL(E, `D) is isodual if and only if ` = q2/2 + g − 1.
2. CL(E, `D) is iso-orthogonal if and only if ` ≤ q2/2 + g − 1.
Example 4.14. Let m = 2. If ` = q2/2 + g − 1 = 82/2− 14 + 1 = 45, then the code C1,45 is isodual.
Remark 4.15. 1. One can use
t′ :=
∏
α∈S(x− α)
xq + x
.
The element t′ has zeros only at the support of E, so (t′)0 = E and poles only at P∞ of order
q4 + 2gq2 − q2, so the principal divisor of t′ is
(t′) = E − (q4 + 2gq2 − q2)P∞.
The Weil differential of η′ := dt′/t′ gives an equivalent dual code as in Proposition 4.12.
2. The codes CL(E, `D) and CL(E, `(q2 + 1)P∞) are equivalent, since D ∼ (q2 + 1)P∞. Therefore, we
have that the code Cm,` is a one-point algebraic geometry code.
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Chapter 5
Construction of Perfect Hash Families
and -almost Strongly Universal Hash
Families
Perfect hash families and -almost strongly universal hash families are special types of families of maps
between finite sets that have many applications in Computer Science, especially in Cryptography. The
desired property of the perfect hash family is that for a small subset of the first finite set, the family contains
a function that injects the subset into the second finite set. The main parameters are the size n of the first
set, the size m of the second set, the size w of the subset, and the size H of the family. In this chapter we
use will use the recently constructed tower of function fields by Garcia, Stichtenoth, Bassa, and Beelen [34]
to provide an explicit construction of perfect hash families and -almost strongly universal hash families.
In particular, we obtain an infinite sequence of perfect hash families, which achieve asymptotically the best
possible bound for their size. This construction is a generalization of the explicitly constructed perfect hash
families and -almost strongly universal hash families by Xing and Wang [90]; Xing, Wang, and Lam [93].
The outline of this chapter is as follows. In Section 5.1 we explain the previous results on the construction
of perfect hash families from algebraic curves over finite fields and we give three examples using the Deligne-
Lusztig curves studied in Chapter 3. In Section 5.2 we use the recently constructed tower of function fields
[34] to construct an infinite sequence of perfect hash families that are a generalization of the results in [90].
In Section 5.3 we use the same tower of function fields to construct an infinite sequence of -almost strongly
universal hash families. Then, we will use these families to construct efficient authentication schemes.
Throughout this chapter we will use the equivalent language of global algebraic function fields rather than
the language of algebraic curves over finite fields. A survey on the materials of this chapter can be found
in the book by Niederreiter and Xing [69, Section 7.3, Section 7.4]. We will follow the exposition and the
notations from that book.
5.1 Basics of Perfect Hash Families from Global Function Fields
Let m,n be integers with 2 ≤ m ≤ n. Let A,B be two finite sets with |A| = n and |B| = m. A hash function
is a function h from A to B. A hash family H is a family of hash functions from A to B and we say H is
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an (H;n,m)-hash family if |H| = H. In this section we introduce a special class of hash families called the
perfect hash families.
Definition 5.1. Let w be an integer such that 2 ≤ w ≤ m ≤ n. Then, an (H;n,m,w)-perfect hash family
is a hash family H such that for any subset X ⊆ A with |X| = w, there exists at least one map h ∈ H such
that h|X : X → B is injective.
Perfect hash families were introduced in 1984 by Mehlhorn [62]. They have many applications in Cryp-
tography, for example to broadcast encryption [30], secret sharing [9], key distribution, cover free families,
and secure frameproof codes [81]. They also have applications in other areas of Computer Science, for exam-
ple in operating systems, language translation system, hypertext, file management, and most importantly
in information retrieval systems [21].
We will follow the notations in [69],[90]. Let PHF(H;n,m,w) denote an (H;n,m,w)-perfect hash family.
Define H(n,m,w) to be the least positive integer H such that there exists a PHF(H;n,m,w). The interest
lies in the asymptotic behavior of H(n,m,w) as a function of n for fixed m and w. The lower bound
H(n,m,w) ≥ log n/ logm is due to Mehlhorn [62]. Moreover, Mehlhorn used probabilistic arguments to
prove the non-constructive upper bound
H(n,m,w) ≤
⌈
we
w2
m logn
⌉
.
Different techniques were studied to provide explicit constructions that are close to the asymptotic optimal
bound θ (log n). For example, Alon [2] used error-correcting codes (Variation of Justesen codes) to provide
explicit constructions of perfect hash families. Stinson, Wei, and Zhu [82] used combinatorial arguments
to construct PHF(H;n,m,w) such that H is O
(
C log
∗(n) log n
)
, where C depends only on w and m; the
function log∗ : N>0 → Z is defined recursively by log∗(1) = 1 and log∗(n) := log∗(dlog ne)+1 (n > 1). Other
techniques can be found in [10].
Recently, Xing and Wang [90] used algebraic curves over finite fields to give an explicit construction of
perfect hash families such that H(n,m,w) = O(log n), for fixed m and w. In this section we describe this
construction and in Section 5.2 we will apply it to the tower of function fields in [34].
Let F/Fq be a global function field of genus g and with N(F ) > 1. Let G ∈ Div(F ) be a divisor of F .
For each Fq-rational place P ∈ PF of F with P /∈ Supp(G), we define the map
hP : L(G)→ Fq
f 7→ f(P ).
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Then, we have the following theorem.
Theorem 5.2. [90, Theorem 3.1] Let F/Fq be a global function field of genus g and with N(F ) > 1. Let
P := {P1, . . . , PH} be a nonempty set of rational places of F . Let G ∈ Div(F ) be a divisor of F with
deg(G) ≥ 2g + 1 and P ∩ Supp(G) = φ. If 2 ≤ w ≤ q and (w2) deg(G) < H, then the hash family
H := {hP : L(G)→ Fq |P ∈ P}
is a PHF
(
H; qdeg(G)−g+1, q, w
)
.
Next, we use Theorem 5.2 to construct perfect hash families from the Deligne-Lusztig curves.
Example 5.3. (Hermitian curve) Let FH := Fq(x, y) be the Hermitian function field defined in Section 3.2.1
over Fq (q := q20 , q0 is a prime power) by the equation yq0 + y = xq0+1. Choose integers t, w, and H such
that t ≥ 2gH + 1=q0(q0 − 1) + 1=q − q0 + 1, 2 ≤ w ≤ q, and
(
w
2
)
t < H ≤ q30 + 1. Let P1, . . . , PH ∈ PFH be
H distinct rational places of FH. Using the Approximation Theorem 2.8, we can find a divisor G ∈ Div(FH)
of FH of degree t such that Supp(G) ∩ {P1 . . . , PH} = φ. Then, Theorem 5.2 yields a perfect hash family
PHF
(
H; qt−
q0(q0−1)
2 +1, q, w
)
.
Example 5.4. (Suzuki curve) Let FS := Fq(x, y) be the Suzuki function field defined in Section 3.2.2
over Fq (q := 2q20 , q0 := 2m, m ∈ N) by the equation yq − y = xq0(xq − x). Choose integers t, w, and
H such that t ≥ 2gS + 1=2q0(q − 1) + 1=2q0q − 2q0 + 1, 2 ≤ w ≤ q, and
(
w
2
)
t < H ≤ q2 + 1. Let
P1, . . . , PH ∈ PFS be H distinct rational places of FS and let G ∈ Div(FS) be a divisor of FS of degree t such
that Supp(G) ∩ {P1 . . . , PH} = φ. Then, Theorem 5.2 yields a perfect hash family
PHF
(
H; qt−q0(q−1)+1, q, w
)
.
Example 5.5. (Ree curve) Let FR := Fq(x, y1, y2) be the Ree function field defined in Section 3.3 over Fq
(q := 3q20 , q0 := 3
m, m ∈ N) by the two equations yq1 − y1 = xq0(xq − x) and yq2 − y2 = xq0(yq1 − y1). Choose
integers t, w, and H such that t ≥ 2gR + 1=3q0(q − 1)(q + q0 + 1) + 1=3q0q2 + q2 − q − 3q0 + 1, 2 ≤ w ≤ q,
and
(
w
2
)
t < H ≤ q3 + 1. Let P1, . . . , PH ∈ PFR be H distinct rational places of FR and let G ∈ Div(FR) be
a divisor of FR of degree t such that Supp(G) ∩ {P1 . . . , PH} = φ. Then, Theorem 5.2 yields a perfect hash
family
PHF
(
H; qt−
3
2 q0(q−1)(q+q0+1)+1, q, w
)
.
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Xing and Wang [90] gave an infinite sequence of explicitly constructed perfect hash families based on
the Garcia-Stichtenoth tower of function fields [35]. Let q be a prime power. We consider the tower
G:=(G0, G1, . . . , Gi, . . . ) of function fields Gi over Fq2 [35],[79, Section 7.4] that is defined recursively by the
equation
Y q + Y =
Xq
1 +Xq−1
,
i.e., G0 := Fq2(x0) is the rational function field and for all i ≥ 0, we have Gi+1 = Gi(xi+1) with
xqi+1 + xi+1 =
xqi
1 + xq−1i
.
We summarize the properties of this tower in the following proposition.
Proposition 5.6. Consider the recursive tower G = (G0, G1, . . . ) over Fq2 defined above. All the extensions
Gi+1/Gi are Galois extensions of degree [Gi+1 : Gi] = q. All rational places (x0 = α) ∈ PFq2 (x0) (α ∈ Fq2\Fq)
split completely in Gi/G0, so the number of rational places N(Gi) of Gi satisfies N(Gi) > (q
2 − q)qi−1. All
rational places (x0 = β) ∈ PFq2 (x0) (β ∈ Fq ∪ {∞}) are ramified places in Gi with b(x0=β) = 2 1. Hence,
gi := g(Gi) < q
i.
Next, for each integer i ≥ 1 and c ∈ R \ {−1}, set
H := (q2 − q)qi−1, t := ⌊(c+ 1)qi⌋ , and w := ⌊√ 2q
c+ 1
⌋
.
We have the following theorem.
Theorem 5.7. [90, Theorem 3.2] Let q ≥ 4 be a prime power and let c ∈ R such that 1 ≤ c ≤ (q − 2)/2.
Then, for every positive integer i, there exists a perfect hash family
PHF
(
(q2 − q)qi−1;
⌊
q2cq
i
⌋
, q2,
⌊√
2q
c+ 1
⌋)
.
The theorem above yields an infinite sequence of perfect hash families PHF
(
Hi;ni, q
2, w
)
such that
Hi = O(log ni). In particular it provides a constructive proof for the bound
H(n,m,w) = O(log n)
for fixed 2 ≤ w ≤ m.
1i.e., for any extension P of Gi with P |(x0 = β), we have d(P |(x0 = β)) ≤ b(x0=β)e(P |(x0 = β)).
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Corollary 5.8. [90, Theorem 3.3] For any fixed integers 2 ≤ w ≤ m, there exists a sequence of explicitly
constructed perfect hash families PHF (Hi;ni,m,w) such that ni → ∞ as i → ∞ and Hi ≤ C log ni, for
every positive integer i. Moreover, the constant C depends only on m and w.
5.2 Construction of Perfect Hash Families from a Tower of
Function Fields
To generalize Theorem 5.7 to any odd prime power, we introduce first the recently constructed tower of
global function fields by Garcia, Stichtenoth, Bassa, and Beelen [34]. Let q be a prime integer and n ≥ 2
be a positive integer. Set ` := qn and write n = j + k, for positive integers j ≥ 1, k ≥ 1 with (j, k) = 1.
Without loss of generality, assume q does not divide j. Consider the additive polynomial
Tra(T ) := T + T
q + T q
2
+ · · ·+ T qa−1 ∈ F`[T ], a ∈ N. (5.1)
Then, define the recursive sequence F = (F1, F2, . . . , Fi, . . . ) of global function fields over F` recursively by
the equation
Trj
(
Y
Xqk
)
+ Trk
(
Y q
j
X
)
= 1, (5.2)
i.e., F1 := F`(x1) is the rational function field over F` and for all positive integers i ≥ 1, we have Fi+1 :=
Fi(xi+1) with
Trj
(
xi+1
xq
k
i
)
+ Trk
(
xq
j
i+1
xi
)
= 1. (5.3)
Note that if n := 2 = 1 + 1, then the sequence above gives the same tower of function fields constructed
by Garcia and Stichtenoth [35], which is used in Section 5.1. In this section we are interested in the case that
n is an odd positive integer. We summarize the properties of the sequence F in the following proposition
which was proved in [34].
Proposition 5.9. The sequence F defined above is a tower of function fields, i.e., for all integers i ≥ 1,
F` is the constant field of Fi, Fi+1/Fi is a separable field extension of degree [Fi+1 : Fi] ≤ q(n−1), and
gi := g(Fi) → ∞ as i → ∞. Moreover, all rational places (x1 = α) ∈ PF`(x1) (α ∈ F×` ) split completely
in Fi. Hence, the number of rational places N(Fi) of Fi satisfies N(Fi) ≥ (` − 1)di, where di := [Fi : F1].
The rational places (x1 =∞), (x1 = 0) ∈ PF`(x1) are the only ramified rational places of PF`(x1). The place
(x1 = ∞) (resp. (x1 = 0)) is b∞-bounded (resp. b0-bounded), where b∞ := (qn − 1)/(qj − 1) + 1 (resp.
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b0 := (q
n − 1)/(qk − 1) + 1). Therefore, the genus g(Fi) satisfies
g(Fi)− 1 ≤ di
2
(
qn − 1
qk − 1 +
qn − 1
qj − 1
)
.
For n ≥ 3 odd, write n = m+ (m+ 1) and assume q does not divide m. Set
ζ :=
1
qm − 1 +
1
qm+1 − 1 ∈ θ
(
1
qm
)
.
Thus, we have gi − 1 ≤ di(` − 1)ζ/2. Moreover, let (` − 1)ζ = Dqm+1, for some constant D depending on
q and m. Then, the following proposition construct an infinite sequence of perfect hash families which is a
generalization of Theorem 5.7 to any odd prime power.
Proposition 5.10. Let n = 2m+ 1 = m+ (m+ 1) = j + k be an odd integer, let q > 16 be a prime integer,
and let c be a real number such that 1 < c ≤ (qm − 2)/2. Then, for any positive integer i ≥ 1, there exists a
perfect hash family
PHF
(
(qn − 1)di;
⌈
q
n
2 cDq
m+1di
⌉
, qn,
⌊(
2qm
c+ 1
) 1
2
⌋)
.
Proof. Set ` := qn, ζ := 1/(qm− 1) + 1/(qm+1− 1) ∈ θ (1/qm), and let D be a constant such that (`− 1)ζ =
Dqm+1. We want to find Hi, ni, and w such that the conditions of Theorem 5.2 are satisfied. For that,
consider the recursively defined tower of function fields F = (F1, F2, . . . ) defined by F1 := F`(x1) and for all
integers i ≥ 1, Fi+1 := Fi(xi+1) with
Trj
(
xi+1
xq
k
i
)
+ Trk
(
xq
j
i+1
xi
)
= 1.
Then, by Proposition 5.9, N(Fi) ≥ di(`− 1) and gi − 1 ≤ di(`− 1)ζ/2. Set
Hi := (q
n − 1)di, w :=
⌊(
2qm
c+ 1
) 1
2
⌋
.
Then, 2 ≤ w ≤ qm/2 ≤ qm by the condition 1 < c ≤ (qm − 2)/2. Now set
ti :=
(c+ 1)Dqm+1di
2
.
Using the bound on the genus of Fi, we get 2gi − 2 ≤ di(`− 1)ζ. Hence, 2gi + 1 ≤ Dqm+1di + 3 < ti since
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c > 1. Finally we need only to show that Hi >
(
w
2
)
ti. Now
(
w
2
)
ti <
w2
2
ti =
1
2
· 2q
m
c+ 1
· (c+ 1)Dq
m+1di
2
=
qm
2
Dqm+1di
<
qm
2
(`− 1)ζdi = q
m
2
ζHi
< Hi,
since qm/2ζ < 1. Therefore, using Theorem 5.2, we have a perfect hash family
PHF
(
(qn − 1)di;ni, qn,
⌊(
2qm
c+ 1
) 1
2
⌋)
,
where
ni := q
n(ti−gi+1) = q
n
(
(c+1)Dqm+1di
2 −
Dqm+1di
2
)
= qn(
cD
2 q
m+1di).
Remark 5.11. If we allow n = 2 = 1 + 1 and m = 1, then, using the restriction of maps, the perfect hash
families constructed in Proposition 5.10 are the same perfect hash families constructed by Xing and Wang
in Theorem 5.7.
Next, we will use the construction above to show that again we get the same bound H(n,m,w) ∈ O(log n)
for fixed integers m and w. For that, we show that there exists an infinite sequence of perfect hash families
PHF(Hi;ni,m,w) for fixed integers 2 ≤ w ≤ m such that ni → ∞ as i → ∞ and Hi ≤ A log ni, for some
constant A := A(m,w). We need the following lemma due to Blackburn, Burnester, Desmedt, and Wild
[9, 10].
Lemma 5.12. [9, 10] Suppose there exists an explicitly constructed PHF(H;n, n0, w) H1 from set A to set
B and an explicitly constructed PHF(H0;n0,m,w) H2 from set B to set C. Then,
H := {h2 ◦ h1 |h1 ∈ H1, h2 ∈ H2}
is a PHF(HH0;n,m,w).
Proposition 5.13. For any 2 ≤ w ≤ m, there exists a sequence of explicitly constructed perfect hash
families PHF(Hi;ni,m,w) such that for all i ≥ 1, ni →∞ as i→∞ and Hi ≤ A log ni, for some constant
A := A(m,w) depending only on m and w.
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Proof. Given 2 ≤ w ≤ m. Let q > 16 be a prime integer and n := 2m′+1 be an odd integer such that these are
the least integers with m ≤ qm′ and w ≤ qm′/2. Choose c := 2qm′w−2. Then, 1 < c < (qm′−2)/2. Therefore,
by Theorem 5.10, we have for any positive integer i ≥ 1 an explicitly constructed perfect hash family
PHF (di(`− 1);ni, qn, w), where ` := qn, ni := q ncD2 qm
′+1di , and D is defined as in the proof of Proposition
5.10. Since qn ≥ m ≥ w, there exists an explicitly constructed perfect hash family PHF(H0; qn,m,w). Using
Lemma 5.12, we get an explicitly constructed perfect hash family PHF (Hi;ni,m,w), where
Hi := di(`− 1)H0, ni := q ncD2 qm
′+1di .
Finally, we have that
log ni = log q
ncD
2 q
m′+1di =
ncD
2
qm
′+1di
=
nc
2
ζ(`− 1)di = nc
2
ζ
Hi
H0
=
ncζ
2H0︸︷︷︸
=:A′(m,w)
Hi.
5.3 Construction of -almost Strongly Universal Hash Families
In this section we consider a different type of hash families between finite sets A and B with |A| = n,
|B| = m, and m ≤ n. We will follow the outline in [69, Section 7.4].
Definition 5.14. Let  > 0 be a real number. An (H;n,m)-hash family H is called -almost strongly
universal if
(1) For any a ∈ A and b ∈ B, there are exactly H/m maps h ∈ H with h(a) = b.
(2) For any two distinct elements a1, a2 ∈ A and two elements b1, b2 ∈ B (not necessarily distinct), there
exist at most H/m maps h ∈ H with h(a1) = b1 and h(a2) = b2.
Remark 5.15. In the definition above, for any distinct elements a1, a2 ∈ A, there exist at most H maps h
with h(a1) = h(a2). An (H;n,m)-hash family with the latter property and Condition (1) above is called
-almost universal hash family, which is a weaker definition in comparison with Definition 5.14.
The -almost strongly universal hash families were introduced by Carter and Wegman [15]. These families
have many applications to Cryptography, for example in authentication schemes. They have also applications
to different areas of Computer Science such as complexity theory, search algorithms, and information retrieval
[93].
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Different techniques were studied to provide an explicit construction of universal hash families, for exam-
ple, Helleseth and Johansson [45] used exponential sums over finite fields, while Bierbrauer [8] used algebraic
geometry codes to construct -almost hash families.
Recently, Xing, Wang, and Lam [93] used algebraic curves over finite fields to construct -almost strongly
universal hash families. Let F/Fq be a global function field of genus g with N(F ) ≥ 1 and let P ⊆ PF be a
set of rational places of F . Let D ∈ Div(F ) be a positive divisor with Supp(D)∩P = φ and deg(D) ≥ 2g+1.
Put G := D −Q, for some fixed Q ∈ P. Then, consider the Fq-linear map
h(P,α) : L(G)→ Fq
f 7→ f(P ) + α
with P ∈ P and α ∈ Fq. We have the following theorem.
Theorem 5.16. [93, Theorem 4.1] Using the above, the set
H := {h(P,α) : L(G)→ Fq | (P, α) ∈ P × Fq}
is an -almost strongly universal (H;n,m)-hash family, where
H := |P| q, n := qdeg(D)−g, m := q,  := deg(D)|P| .
Now we give examples using the three curves (Hermitian, Suzuki, and Ree curves) considered in Chapter
3.
Example 5.17. (Hermitian curve) Set FH := Fq(x, y) be the Hermitian function field defined in Section
3.2.1 over Fq (q := q20 , q0 is a prime power) by the equation yq0 + y = xq0+1. Set D := tP0, where P0 ∈ PFH
is a fixed rational place such that q0(q0−1) + 1 ≤ t < q30 . Let P be the set of all rational places of FH except
P0. Then, Theorem 5.16 yields an -almost strongly universal (H;n,m)-hash family, where
H := q30q
2
0 = q
5
0 = q0q
2, n := qt−
q0(q0−1)
2 , m := q,  :=
t
q30
< 1.
Example 5.18. (Suzuki curve) Set FS := Fq(x, y) be the Suzuki function field defined in Section 3.2.2 over
Fq (q := 2q20 , q0 := 2m, m ∈ N) by the equation yq − y = xq0(xq − x). Set D := tP0, where P0 ∈ PFS is a
fixed rational place such that 2q0(q − 1) + 1 ≤ t < q2. Let P be the set of all rational places of FS except
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P0. Then, Theorem 5.16 yields an -almost strongly universal (H;n,m)-hash family, where
H := q2q = q3, n := qt−q0(q−1), m := q,  :=
t
q2
< 1.
Example 5.19. (Ree curve) Set FR := Fq(x, y1, y2) be the Ree function field defined in Section 3.3 over
Fq (q := 3q20 , q0 := 3m, m ∈ N) by the equations yq1 − y1 = xq0(xq − x) and yq2 − y2 = xq0(yq1 − y1). Set
D := tP0, where P0 ∈ PFR is a fixed rational place such that 3q0(q − 1)(q + q0 + 1) + 1 ≤ t < q3. Let P
be the set of all rational places of FR except P0. Then, Theorem 5.16 yields an -almost strongly universal
(H;n,m)-hash family, where
H := q3q = q4, n := qt−
3
2 q0(q−1)(q+q0+1), m := q,  :=
t
q3
< 1.
Using the Garcia-Stichtenoth tower, Xing, Wang, and Lam [93] constructed an infinite sequence of -
almost strongly universal hash families as in the following proposition.
Proposition 5.20. Let q ≥ 3 be a prime power. For each positive integer i, there exists an i-almost strongly
universal (Hi;ni,mi)-hash family, where
Hi := (q − 1)qi+2, ni := q2(ti−gi) > q2(ti−qi), mi := q2, i := ti
(q − 1)qi < 1.
With 2qi ≤ ti < (q − 1)qi. Moreover, if ti = cqi for all i ≥ 1 with a fixed integer c such that 2 ≤ c < q − 1,
then we get -almost strongly universal hash families with  = c/(q − 1).
Proof. Consider the Garcia-Stichtenoth tower G = (G0, G1, . . . ) of global function fields over Fq2 defined
recursively as follows. G0 := Fq2(x0) is the rational function field and Gi+1 = Gi(xi+1) with
xqi+1 + xi+1 =
xqi
1 + xq−1i
.
Then, N(Fi) > (q− 1)qi and gi < qi (Proposition 5.6). For each positive integer i, we fix a rational place Pi
of Gi and we set Di := tiPi with 2q
i ≤ ti ≤ (q− 1)qi. Let Pi be a set of rational places of Gi except Pi with
|Pi| = (q − 1)qi. Now Theorem 5.16 yields an i-almost strongly universal (Hi;ni,mi)-hash family, where
Hi := (q − 1)qiq2 = (q − 1)qi+2, ni := q2(di−gi) > q2(di−qi), mi := q2,
i :=
di
(q − 1)qi < 1.
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Now we use the recently constructed tower of function fields in [34] that was used in Section 5.2 to
generalize Proposition 5.20 to any odd prime power. We will use the same notations as in Section 5.2.
Proposition 5.21. Let q > 16 be a prime integer and n = 2m′+ 1 ≥ 3 be an odd positive integer. Let c ∈ R
be a constant such that 1 ≤ c ≤ 2qm′ − 1. Then, for any positive integer i, there exists an -almost strongly
universal (Hi;ni,mi)-hash family, where
Hi := (q
n − 1)diqn, ni := qn
(
cD
2 q
m′+1di
)
, mi := q
n,  :=
(c+ 1)ζ
2
.
Proof. Let n = m′ + (m′ + 1) = j + k. Set ` := qn, ζ := 1/(qm
′ − 1) + 1/(qm′+1 − 1) ∈ θ
(
1/qm
′
)
, and
let D be a constant such that (` − 1)ζ = Dqm′+1. Consider the recursively defined tower of function fields
F = (F1, F2, . . . ), which is defined by F1 := F`(x1) and for all integers i ≥ 1, Fi+1 := Fi(xi+1) with
Trj
(
xi+1
xq
k
i
)
+ Trk
(
xq
j
i+1
xi
)
= 1.
Then, by Proposition 5.9, N(Fi) > di(`− 1) and gi − 1 ≤ di(`− 1)ζ/2. Now for each positive integer i, we
fix a rational place Pi of Fi and set Di := tiPi, where
ti :=
⌊
1
2
(c+ 1)Dqm
′+1di
⌋
.
Then, as in the proof of Proposition 5.10 we have ti > 2gi + 1. Moreover, by the conditions on c, we must
have (1/2)(c+ 1)ζ < 1. Hence, 2gi + 1 < ti < (q
n− 1)di. For a set of rational places Pi of Fi except Pi with
|Pi| = (qn − 1)di. Theorem 5.16 yields an i-almost strongly universal (Hi;ni,mi)-hash family, where
Hi := |Pi| qn = (qn − 1)diqn, ni := qn
(
cD
2 q
m′+1di
)
, mi := q
n
and
 : =
ti
|Pi| =
1
2 (c+ 1)Dq
m′+1di
(qn − 1)di
=
(c+ 1)
2
ζ < 1.
Now we give one application of -almost strongly universal hash families in cryptography, more specifically
a construction of efficient authentication schemes.
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An authentication scheme (without secrecy)2 consists of a 4-tuple (A,B,K, f), where A is a finite set of
plaintexts, B is a finite set of authenticators, K is a finite set of keys, and an authentication map f : A×K →
B. When a sender wants to send a plaintext a ∈ A using the key k ∈ K (which is secretly shared with the
receiver), the authenticator b := f(a, k) is computed and the message (a, b) is sent through the channel, i.e.,
b is appended to a. Upon receiving the message (a, b), the receiver verifies whether b = f(a, k) or not using
the secretly shared key k. We say a message (a, b) is valid if there exists a key k ∈ K such that b = f(a, k).
We will assume the unconditional authentication security model3 in which we have three participants:
sender, receiver, and an opponent. The sender uses a public channel that is subject to two kinds of active
attack by the opponent:
1. Impersonation attack, where the opponent places a new message (a′, b′) to the receiver pretending that
he/she is the sender.
2. Substitution attack, where the opponent observes a valid message (a, b) in the channel and he/she
changes it to a message (a′, b′) with a′ 6= a.
We are interested in the probability of success under these attacks. Let PI be the maximum probability
for a message (a, b) to be valid, i.e., the probability of success of the opponent when trying an impersonation
attack. Let PS be the maximum conditional probability for a message (a
′, b′) to be valid, given that the
valid message (a, b) (a′ 6= a) has been observed, i.e., the probability of success of the opponent when trying
the substitution attack. Furthermore, we assume that the keys and the plaintexts are uniformly distributed.
Then,
PI := max
a,b
|{k ∈ K | b = f(a, k)}|
|K|
and
PS := max
a,b
max
a′,b′
a′ 6=a
|{k ∈ K | b = f(a, k), b′ = f(a′, k)}|
|K| .
The following proposition is due to Stinson [83] points out how -almost strongly universal hash families can
be used to construct an authentication schemes.
Proposition 5.22. Let H be an -almost strongly universal (H;n,m)-hash family. Then, there exists an
authentication scheme for n plaintexts, m authenticators, and H keys such that
PI =
1
m
, PS ≤ .
2That means the message will be sent through the channel without encryption.
3It is secure against a computationally unbounded adversary, i.e., it cannot be broken even with infinite computational
resources.
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Proof. Assume H is an -almost strongly universal (H;n,m)-hash family of maps from A to B. Let K := H.
Then, we define the authentication map as
f : A×K → B
(a, h) 7→ h(a).
Then, the 4-tuple (A,B,K, f) is an authentication scheme and since H is an -almost strongly universal
(H;n,m)-hash family, we get that
PI =
1
m
, PS ≤ .
Remark 5.23. Using Proposition 5.21, we can use the explicitly constructed i-almost strongly universal
(Hi;ni,mi)-hash family to construct an authentication scheme with
PI =
1
mi
=
1
qn
→ 0 as n→∞
and
PS ≤  = 1
2
(c+ 1)ζ → 0 as n→∞.
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Chapter 6
Algebraic Geometry Codes for
Channel Polarization
Suppose that two parties want to communicate over a channel (physical or wireless). The message needs to
be encoded in order to be suitable for channel transmission. Unfortunately, channels are not perfect; the
output may differ from the input because of the noise. One of the tasks in coding theory is to detect, or if
possible correct the errors that occur in the communication. As we have seen in Section 2.2, linear codes
can be used to detect and correct errors. In this chapter we study the polar codes which are the first family
of codes to achieve the symmetric capacity of a q-ary input symmetric discrete memoryless channel under
low encoding and decoding complexity. That means, some channels will be perfect for data transmission
asymptotically. The first two sections of this chapter are introduction to the concept of polar codes. Our
main references are [3],[5],[55],[65],[66]. An outline of our results can be found in Section 6.2.6.
6.1 Introduction to Channel Polarization
Polar codes were introduced by Arikan [3] in 2008 and are the first family of error-correcting codes achieving
the symmetric capacity of an arbitrary binary-input discrete memoryless channel under low complexity
encoding and using an efficient successive cancellation decoding strategy. In this section we introduce the
channel polarization phenomenon, polar codes, their properties, and their performance.
6.1.1 Communication Channels
We begin with some definitions. We refer the reader to the books [58],[73],[74] for full treatment of the
subject.
Definition 6.1. A discrete communication channel S (in short DC) is a triple (X ,Y,W ) consisting of a
finite input alphabet X , a finite output alphabet Y, and a conditional probability distribution
W (y was received | x was sent)
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for every pair (x, y) ∈ Xn ×Yn, where n ranges over all positive integers and Xn (resp. Yn) is the set of all
words of length n over X (resp. Y).
Notation 6.2. We write W : X → Y to mean a discrete channel S = (X ,Y,W ). If the sets X and Y are
clear from the context, then we denote the channel S = (X ,Y,W ) simply by W . Moreover, in practice, and
especially in this chapter, the input alphabet X is taken to be a finite field Fq with the uniform distribution
on the input. Thus we will be talking about q-ary input discrete channels.
Definition 6.3. A discrete communication channel S = (X ,Y,W ) is said to be memoryless (in short
DMC) if the outcome of any transmission is independent from the outcome of the previous one, i.e., if
x = x1x2 . . . xn ∈ Xn and y = y1y2 . . . yn ∈ Yn, then
W (y was received | x was sent) =
n∏
i=1
W (yi was received | xi was sent).
Example 6.4. Let X = Y = F2 = {0, 1}. Then, the binary symmetric channel (in short BSC) is a
binary-input discrete memoryless channel defined by the conditional probability
W (y | x) :=

1− p, y = x,
p, y 6= x
for every x, y ∈ {0, 1}. The parameter p is a real number in the range 0 ≤ p ≤ 1 and is called the crossover
probability of the channel. The BSC is represented by the diagram in Figure 6.1.
1
0
1
0
1− p
p
p
1− p
Figure 6.1: Binary symmetric channel (BSC) with crossover probability p.
Example 6.5. Let X = {0, 1} and Y := {0, 1, ?}. Then, the binary erasure channel (in short BEC) is a
binary-input DMC defined by the conditional probability distribution in Figure 6.2, where 0 ≤ p, q, u, v ≤ 1,
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p+ u ≤ 1, and q + v ≤ 1. The output ? is interpreted as a loss or as an erasure of the input.
1
0
?
0
1
q
v
p
1− p− u
1− q − v
u
Figure 6.2: Binary erasure channel (BEC)
Example 6.6. The q-ary input symmetric discrete memoryless channel is a generalization of BSC (Example
6.4) with X = Y = Fq, and a conditional probability distribution
W (y | x) :=

1− p, y = x,
p
q−1 , y 6= x
where p ∈ [0, 1].
In the case where X 6= Y, we can still formulate the notion of symmetry as in the following definition.
Definition 6.7. A q-ary input discrete memoryless channel W : X → Y is said to be symmetric if there
exists a permutation pi on Y such that piq = 1 and W (y |x1) = W (pi(y) |x2) = · · · = W (piq−1(y) |xq), for all
y ∈ Y and X = {x1, . . . , xq}.
From now on, we will restrict ourselves only to q-ary input symmetric discrete memoryless channels
W : X → Y with a uniform distribution on the input alphabet X .
Definition 6.8. The symmetric capacity of a q-ary input discrete memoryless channel W : X → Y is defined
as
I(W ) :=
1
q
∑
x∈X
∑
y∈Y
W (y |x) logq
W (y |x)
1
q
∑
x′∈X W (y |x′)
.
Note that I(W ) ∈ [0, 1] [74, Proposition 1.18].
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Example 6.9. If W : X → X is a q-ary input symmetric discrete memoryless channel with crossover
probability p (Example 6.6), then by direct calculations, the symmetric capacity of the channel is
I(W ) = 1−Hq(p),
where Hq : [0, 1] → [0, 1] is the q-ary entropy function defined by Hq(p) := p logq(q − 1) − p logq p − (1 −
p) logq(1− p).
Another important parameter that is closely related to the channel symmetric capacity is the Bhat-
tacharyya parameter.
Definition 6.10. The Bhattacharyya parameter of a q-ary input symmetric discrete memoryless channel
W : X → Y is defined as
Z(W ) :=
1
q(q − 1)
∑
x,x′∈X
x′ 6=x
∑
y∈Y
√
W (y |x)W (y |x′).
Note that Z(W ) ∈ [0, 1].
Example 6.11. Let W : X → X be a q-ary input discrete memoryless channel with crossover probability
p. Then, the Bhattacharyya parameter is
Z(W ) = 2 ·
√
p(1− p)
q − 1 +
q − 2
q − 1 · p.
The symmetric capacity I(W ) and the Bhattacharyya parameter Z(W ) are closely related as in the
following lemma.
Lemma 6.12. [76] For a q-ary input symmetric discrete memoryless channel W : X → Y,
I(W ) ≥ logq
q
1 + (q − 1)Z(W ) ,
I(W ) ≤ 2(q − 1) logq e
√
1− Z(W )2.
Note that if Z(W ) = 0 (resp. Z(W ) = 1), then I(W ) = 1 (resp. I(W ) = 0).
Definition 6.13. For x ∈ X , let Dx := {y ∈ Y | W (y |x) > W (y |x′),∀x′ ∈ X , x′ 6= x}. Then, the error
probability of a q-ary input S-DMC W is defined as
Pe(W ) :=
1
q
∑
x∈X
∑
y∈Dcx
W (y |x).
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We say the channel W is noiseless (resp. pure-noisy) if Pe(W ) = 0 (resp. Pe(W ) = 1).
Example 6.14. For the q-ary input symmetric discrete memoryless channel W : X → X considered in
Example 6.6, the error probability of the channel is
Pe(W ) = p
whenever p < (1− p)(q − 1).
Lemma 6.15. [76, Proposition 2] For a q-ary input S-DMC W ,
Pe(W ) ≤ (q − 1)Z(W ).
By the lemma above, if Z(W ) = 0 (i.e., I(W ) = 1), then Pe(W ) = 0. In other words, if a code achieves
the symmetric capacity of a channel, then the transmission is noiseless.
6.1.2 Channel Polarization
In this subsection we introduce the polar codes and the channel polarization phenomenon for a q-ary input
symmetric discrete memoryless channel W . We start first with some notations from [55],[65],[66].
Notation 6.16. Let uN−10 be the vector u = (u0, . . . , uN−1) ∈ XN (N ∈ N>0). For each 0 ≤ i < j ≤ N − 1,
we denote by uji the subvector (ui, . . . , uj) ∈ X j−i+1 of u. Moreover, if F := {f0 < · · · < ft} ⊆ {0, 1, . . . , N}
is a set of indices, then we denote by uF the subvector (uf0 , . . . , uft) ∈ X t+1 of u.
Let W : X → Y be a q-ary input discrete memoryless channel with a uniform distribution on the input
alphabet X . Let ` ≥ 2 be a positive integer and g : X ` → X ` be an Fq-isomorphism linear map, which is
called the kernel map. Let G ∈ Mat(`, `,X ) be the matrix representing the map g and G⊗n be the nth
Kronecker product of G of size `n × `n.
Definition 6.17. For i ≥ 1, the subchannel W (i) : X → Y`n × X i is defined as the channel on input ui,
output (y`
n−1
0 , u
i−1
0 ), and probability distribution
W (i)(y`
n−1
0 , u
i−1
0 |ui) :=
1
q`n
∑
u`
n−1
i+1 ∈X `n−i
W (y`
n−1
0 |u`
n−1
0 G
⊗n).
Let {Bi}i∈N>0 be a sequence of independent and identically distributed random variables defined over
some probability space such that Bi = k with probability 1/`, for each k = 1, 2, . . . , `. Define the random
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process {Wn |n ∈ N} recursively by
W0 := W,
Wn+1 := W
(Bn+1)
n .
Set In := I(Wn) and Zn := Z(Wn). Then,
Lemma 6.18. [76, Lemma 2] [65, Lemma 9] There exists a random variable I∞ such that In → I∞ almost
surely as n→∞.
Using the lemma above, the channel polarization occurs if the probability that I∞ ∈ {0, 1} is one.
The term ”polarization” refers to the fact that the subchannels polarize to noiseless channels or pure-noisy
channels [3].
Definition 6.19. A polar code is a code with kernel G such that in the construction above, Pr(I∞ ∈
{0, 1}) = 1 and
I∞ =

1, w.p. I(W ),
0, w.p. 1− I(W ).
(6.1)
From the definition above, we see that a repeated applications of the matrix G polarizes the underlying
channel, i.e., the resulting subchannels W (i) (i ∈ {1, . . . , `n}) tend toward either noiseless channels or
pure-noisy channels. Moreover, Condition (6.1) guarantees that the fraction of the noiseless channels to
all channels approaches I(W ), i.e., polar codes are capacity achieving. That suggests using the noiseless
channels for transmitting the information symbols while transmitting no information over the pure-noisy
channels, which are called the frozen symbols [3].
Polar codes first introduced by Arikan [3] in 2008 using the 2× 2 matrix
G2 =
1 0
1 1
 .
Thereafter, Urbanke, Korada, and Saso˘glu generalized Arikan’s construction for BSC. They showed that
any `×` matrix G, none of whose column permutations is an upper triangular matrix, polarizes the channel.
Mori and Tanaka [65] generalized the idea further to q-ary input S-DMC.
Polar codes have been found to be useful for many applications. They can be used to construct a lossy and
lossyless source channel that achieve the rate-distortion trade-off with low encoding and decoding complexity,
i.e., they have an optimal performance in that setting [51]. Polar codes can also be used for deterministic
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broadcast channels [37], to achieve the secrecy capacity of wiretap channels [59], and in ubiquitous computing
and sensor network applications [57].
Example 6.20. (Binary Polar Codes) The idea behind the polar codes was introduced by Arikan [3] in 2008.
These families of codes are the first family of binary codes achieving the symmetric capacity of an arbitrary
B-DMC under low complexity encoding and successive cancellation decoding. For a BSC W , Arikan defined
the polar code using the matrix
G2 =
1 0
1 1

as the kernel for the code. He showed that this matrix G2 satisfies the conditions in Definition 6.19.
The description of the polar code is as follows. Consider the nth Kronecker product matrix G⊗n2 of size
2n × 2n of G2. Apply G⊗n2 to u = (u0, . . . , uN−1) ∈ FN2 , (N := 2n) to get the codeword x := uG⊗n2 =
(x0, . . . , xN−1) ∈ FN2 . Send each bit xi through an independent copy of W and denote the received codeword
by y = (y0, y1, . . . , yN−1). We summarize this situation in Figure 6.3.
G⊗n2
u0
u1
uN−1
x0
x1
xN−1
W
W
W
y0
y1
yN−1
Figure 6.3: The matrix G⊗n2 is applied to u and the resulting vector x is sent through the channels W .
As n → ∞, these channels will start to polarize asymptotically, i.e., they will tend to either noiseless
channels or pure-noisy channels with the fraction of noiseless channels to all channels is tending to I(W ). The
information bits will be transmitted through the noiseless channels while the frozen bits will be transmitted
through the pure-noisy channels and will be fixed to a value known to both the sender and the receiver, as
a convention 0.
Now the binary (N,K)-polar code is defined as follows. Let F ⊆ {0, 1, . . . , 2n−1} be the set of frozen bits
and I = {i1, i2, . . . , iK} be the set of information bits of size K. Then, the generating matrix of a (N,K)-
polar code is the submatrix of G⊗n2 of rows with indices i1, i2, . . . , iK . Moreover, as in [3], the information
96
bits are chosen such that
I(W (i)) ≥ I(W (j)) equivalently I(Z(j)) ≥ I(Z(i)), for all i ∈ I and j ∈ F . (6.2)
Arikan [3, Section VI-B] showed that for BSC, the choice of the frozen bits is not affecting the resulting
(N,K)-polar code. One method to choose the information bits was given in [6] is as follows. Construct the
vector zN = (zN,1, zN,2, . . . , zN,N ) recursively by
z2k,j :=

2zk,j − z2k,j , 1 ≤ j ≤ k,
z2k,j−k, k + 1 ≤ j ≤ 2k
for k = 1, 2, 22, . . . , 2n−1 and z1,1 = 1/2. Next, we form the permutation σ := (i1, . . . , iN ) of SN such
that for all 1 ≤ j < k ≤ N , the inequality zN,ij ≤ zN,ik holds. Then, the information bits are given by
I = {i1, . . . , iK}.
We conclude this section by giving sufficient condition for an `× ` matrix G to polarize the q-ary input
S-DMC W . First we assume q is a prime integer. Then, the following theorem is due to [55] for q = 2 and
[65] for q an odd prime. Here we will assume that G is not the identity matrix, since the identity matrix
does not polarize the channel W .
Theorem 6.21. [55, Theorem 4],[65, Theorem 13] Given a q-ary input symmetric discrete memoryless
channel W , any ` × ` matrix G none of whose column permutations is an upper triangular polarizes the
channel.
Example 6.22. Let γ ∈ Fq. Then,
Gγ =
1 0
1 γ

polarizes any q-ary input S-DMC if γ 6= 0.
Remark 6.23. Let G be an ` × ` matrix and U be an ` × ` upper triangular matrix. Then, the channels
W (i) have the same statistical properties under G and GU , i.e., G and GU are equivalent in the sense of
Definition 4 in [67]. Moreover, column permutations also do not change the statistical properties of W (i).
Therefore, using a LUP decomposition we may assume that G itself is a lower triangular matrix.
Theorem 6.24. [67, Theorem 11] Let Fq be a non-prime finite field of characteristic p. Given a q-ary input
symmetric discrete memoryless channel W , then an ` × ` lower triangular matrix G polarizes the channel
W if and only if Fq = Fp(G), where Fp(G) is the field extension of Fp generated by the entries of G.
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6.2 The Performance of Polar Codes and the Rate of
Polarization
In this section we explain the encoding and decoding strategies of the polar codes, give the construction
complexity, and the asymptotic error probability. We also introduce a quantity called the exponent of the
kernel that plays an important role in determining the performance of the polar codes.
6.2.1 Encoding
Let W : X → Y be a q-ary input symmetric discrete memoryless channel, G ∈ Mat(`, `,X ) be an ` × `
matrix that polarizes the channel W , and G⊗n be its nth Kronecker product (n ≥ 1). Let F (resp. I)
be the frozen (resp. information) symbols. Let u = u`
n−1
0 ∈ X `
n
be the vector that will be encoded with
ui = 0 for all i ∈ F . Let pi : {0, . . . , `n − 1} → {0, . . . , `n − 1} be the `-ary bit reversal function defined
by pi(i) = pi((b0b1 . . . bν)`) = (bν . . . b1b0)` and R ∈ Mat(`n, `n,X ) be the permutation matrix such that
uR = (upi(0), upi(1), . . . , upi(`n−1)).
Then, the (`n, |I|)-polar code is defined as the set of codewords of the form x = uRG⊗n. The matrix G
is called as before the kernel of the polar code.
6.2.2 Decoding
Following [3],[65], the polar code is decoded through a successive cancellation decoding strategy, in which
the information symbols are decoded sequentially in ascending order using the maximum likelihood decoding
for the subchannels W (i). For simplicity, we omit the function pi and the matrix R.
Now assume y = y`
n−1
0 ∈ Y`
n
was received and suppose we have corrected uˆ0, . . . , uˆi−1 ∈ X . Define
ψi(y
`n−1
0 , uˆ
i−1
0 ) := arg max
uˆi∈Fq
W (i)(y, uˆi−10 | uˆi),
i.e., ψi determines which symbol will maximize the probability to the closest codeword (maximum likelihood
decoding for W (i)). Then, the symbol uˆi is recovered as
uˆi :=

0, i ∈ F ,
ψi(y
`n−1
0 , uˆ
i−1
0 ), otherwise.
(6.3)
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Moreover, the error probability in (6.3) is given by the estimate
P (i) := Pr
(
ψi(y
`n−1
0 , uˆ
i−1
0 ) 6= ui
)
, for i /∈ F
and the error probability Perr for the decoding strategy is given by
Perr := max
i
P (i). (6.4)
In order to get polar codes with smaller error probability of the decoder, I has to be chosen such that P (i)
is small (i ∈ I). In other words, G has to be chosen so that Perr is small.
6.2.3 The Construction’s Complexity
Using the notations above, set N := `n. In Arikan’s original construction of polar codes [3],[5], the time
complexity of the encoding and decoding algorithm is O(N logN). Mori and Tanaka [64] proposed a new
construction for the BSC’s which reduces the complexity to O(N). Let Bi,N be the event that the first bit
in error is at position i, i.e.,
Bi,N := {(uN−10 , yN−10 ) |ui−10 = uˆi−10 and ψi(yN−10 , ui−10 ) 6= ui}
and let Ai,N be the event that there is an error at position i, i.e.,
Ai,N := {(uN−10 , yN−10 ) |ψi(yN−10 , ui−10 ) 6= ui}.
Clearly, Bi,N ⊆ Ai,N and we have as in [64] that
Perr ≤
∑
i∈I
Pr(Bi,N ) ≤
∑
i∈I
Pr(Ai,N )
∗≤ 1
2
∑
i∈I
Z(i).
Arikan’s idea was to minimize the error probability by minimizing the Inequality (∗) (Example 6.20, Equa-
tion (6.2)) while Mori and Tanaka [64] minimized directly the quantity
∑
i∈I Pr(Ai,N ). They solved the
optimization problem
minimize
∑
i∈I
Pr(Ai,N ) subject to |I| = NR
where R is the rate of the code. They regarded {Pr(Ai,N )} as error probability of Belief Propagation (BP)
decoding on trees. The time complexity of this construction is O(N).
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6.2.4 The Error Probability
The performance of the polar code is determined based on the asymptotic error probability. In Arikan’s
construction of a binary polar code [5] using the matrix G2, the asymptotic error probability of the polar
code using the successive cancellation decoding is
Perr =

o
(
2−N
β
)
, β < 12 ,
ω
(
2−N
β
)
, β ≥ 12 .
(6.5)
The error probability Perr above
1 is independent of the rate R of the polar code. Mori and Tanaka [85]
extended the formula above to one that is rate dependent. Moreover, the threshold 1/2 depends only on the
matrix G2 and not on the underlying channel W .
Now for any `× ` matrix G that polarizes the q-ary input S-DMC W , the asymptotic error probability
of the polar code is given by
Perr =

o
(
2−N
β
)
, β < E(G),
ω
(
2−N
β
)
, β ≥ E(G)
for some well-defined constant E(G) ∈ [0, 1) depending only on the matrix G and not on the underlying
channel W . The quantity E(G) is called the exponent of the matrix G. It measures the performance of the
polar code under successive cancellation decoding ([55, Section IV] for q = 2 and [65, Theorem 9] for any
q > 2).
6.2.5 The Formula of the Exponent
As mentioned in the previous subsection, the exponent of the matrixG plays an important role in determining
the performance of the polar codes. In [55],[66], the authors gave an algebraic description of the exponent
in terms of the partial distances of the matrix G.
Definition 6.25. Given an ` × ` matrix G = (g1, . . . , g`)T ∈ Mat(`, `,Fq), the partial distances Di (i =
1, 2, . . . , `) are defined by
D` := wt(g`) = d(g`, 0),
Di := d(gi, 〈gi+1, . . . , g`〉),
1The parameter β is an arbitrary real number, if β < 1/2, then there is exists a polar code that satisfies Perr = o
(
2−N
β
)
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where d(gi, 〈gi+1, . . . , g`〉) is the distance from the codeword gi to the code generated by the codewords
gi+1, . . . , g` (see Definition 2.30). The partial distances {Di}`i=1 of a matrix G are called the profile of G.
Example 6.26. Consider the matrix
G2 =
1 0
1 1

used by Arikan [3]. Then, the profile of G2 is given by
D2 = wt(g2) = wt((1 1)) = 2,
D1 = d(g1, 〈g2〉) = d(g1, g2) = d((1 0), (1 1)) = 1.
Theorem 6.27. [55, Theorem 14],[66, Theorem 1] Let W be a q-ary input symmetric discrete memoryless
channel and G be an `× ` matrix that polarizes the channel W with profile {Di}`i=1. Then, the exponent of
G is given by
E(G) =
1
`
∑`
i=1
log`Di. (6.6)
Example 6.28. For the matrix G2 considered in Example 6.26, we have
E(G2) =
1
2
2∑
i=1
log2Di =
1
2
(log2 2 + log2 1) =
1
2
.
This is the same threshold found in [5] (Equation (6.5)). Note that G2 is the only binary matrix that
polarizes BSC (Theorem 6.21). Hence, we cannot improve the threshold 1/2 using other 2× 2 matrices.
The first positive integer ` for which there exists a binary `× ` matrix G with E(G) > 1/2 is ` = 16 [55,
Example 32]. The matrix G is constructed from a 31×31 BCH matrix and repeatedly applying a shortening
procedure described in [55]. Moreover, using the same procedure in [55], the authors showed that from the
31× 31 BCH matrix, one can get exponent greater than 0.5 for ` ∈ {16, 23, . . . , 31}. They also showed that
max
G∈Mat(`,`,F2)
E(G)→ 1, `→∞,
using explicitly constructed polar codes from BCH matrices.
For q-ary codes, Mori and Tanaka [66] suggested using algebraic geometry codes in order to get larger
exponents. The motivation behind this idea is the Reed-Solomon code which gives large exponents. In
particular, algebraic geometry codes have in general large minimum distance and often they have nested
structure as the Reed-Solomon code which makes them suitable for channel polarization.
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6.2.6 Our Results
Mori and Tanaka [66] evaluated the performance of polar codes using kernels constructed from the generating
matrices of the Reed-Solomon and Hermitian codes over a q-ary field. They have found that numerically
Hermitian codes gives larger exponents than Reed-Solomon codes. That suggests using different algebraic
geometry codes as they have large minimum distance and often have the same nested structure as Reed-
Solomon codes. We continue in this direction by using algebraic geometry codes to study the behavior of
the exponent. In Section 6.3 we show for a subclass of algebraic geometry codes, that E(GL) → 1 as the
number of affine rational points L→∞.
In Section 6.4 we will apply a technique called concatenation to construct binary codes from q-ary codes.
As the algebraic geometry codes are defined over different field extensions of F2. This helps us to study the
performance of different algebraic geometry codes defined over a common field which is F2. We will study
numerically whether to use larger field extensions or curves with many rational points to get larger exponent.
In other words, it is the study of how to approach ∞ in most efficient way using either concatenation or
geometry. In the first case (concatenation) we would need codes defined over large fields and in the second
case (geometry) we would need curves with many rational points defined over small fields.
In Section 6.5 we compare numerically how the Reed-Solomon, Hermitian, and Suzuki codes behave in
the settings above for a given binary block size. It turns out that each code will give the maximum exponent
for some range of the binary block size. We also compare their performance as error-correcting codes.
In Section 6.6 we study how the polar codes are generalization of the Reed-Muller codes and the perfor-
mance of the Reed-Muller code under some modification of the rows of the generating matrix. It turns out
that in comparison with the polar codes, the binary Reed-Muller codes have asymptotically worse perfor-
mance.
6.3 The Performance of Algebraic Geometry Codes for Channel
Polarization
In this section we recall the construction of the algebraic geometry codes from Section 2.5.2. We give three
examples of algebraic geometry codes, the Reed-Solomon code, the Hermitian code, and the Suzuki code.
Moreover, we will show in this section that for a subclass of algebraic geometry codes with block length L
and generating matrix GL, we have E(GL)→ 1 as L→∞.
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6.3.1 Algebraic Geometry Codes as Kernels for Channel Polarization
Let F/Fq be a global function field of genus g over Fq. Let 1 ≤ n < N(F ) and choose n distinct rational places
P1, . . . , Pn ∈ PF . SetD := P1+· · ·+Pn and letG′ ∈ Div(F ) be a divisor of F such that Supp(D)∩Supp(G′) =
φ. Then, the algebraic geometry code is defined as
CL(D,G′) := {(f(P1), . . . , f(Pn)) ∈ Fnq | f ∈ L(G′)}.
The code CL(D,G′) is a (n, k, d)-linear code over Fq, where k := `(G′)−`(G′−D) and d ≥ d∗ := n−deg(G′).
Moreover, assume n > deg(G′) and let {f1, . . . , fk} be a basis for L(G′) over Fq. Then, CL(D,G′) has the
following generator matrix
G := (fi(Pj))i=1,...,k
j=1,...,n
.
Example 6.29. (Reed-Solomon Code) Let F := Fq(x) be the rational function field. Let P1, . . . , Pq ∈ PF
be the affine rational places of F . Set G′ := dP∞ (d < q). The set {1, x, x2, . . . , xd} is a basis for L(dP∞)
over Fq. Then, the Reed-Solomon code is the algebraic geometry code CL(P1 + · · · + Pq, dP∞) (see also
Example 2.36).
Example 6.30. (Hermitian Code) Let FH := Fq(x, y) be the Hermitian function field of genus gH = q0(q0−
1)/2 over Fq (q := q20 and q0 is a prime power) defined by the equation yq0 +y = xq0+1. Let P1, . . . , Pq30 ∈ PFH
be the affine Fq-rational places of FH. Set G′ := dP∞ (d < q30). The set {xiyj | i ≥ 0, iq0 + j(q0 + 1) ≤ d}
is a basis for L(dP∞) over Fq (Section 3.2.1). Then, the Hermitian code is the algebraic geometry code
CL(P1 + · · ·+ Pq30 , dP∞).
Example 6.31. (Suzuki Code) Let FS := Fq(x, y) be the Suzuki function field of genus gS = q0(q − 1) over
Fq (q := 2q20 , q0 = 2m, and m ∈ N) defined by the equation yq − y = xq0(xq − x). Let P1, . . . , Pq2 ∈ PFS be
the affine Fq-rational places of FS. Set G′ := dP∞ (d < q2). The set {xaybzcwd′ | a, b, c, d′ ≥ 0, aq + b(q +
q0) + c(q + 2q0) + d
′(q + 2q0 + 1) ≤ d} is a basis for L(dP∞) over Fq (Section 3.2.2). Then, the Suzuki code
is the algebraic geometry code CL(P1 + · · ·+ Pq2 , dP∞).
6.3.2 The Asymptotic Performance of E(G) for Algebraic Geometry Codes
In this section we use Stirling’s formula to show that E(GL) → 1 as L → ∞, where GL is the generating
matrix of algebraic geometry code of block length L. First we state the Oesterle´ bound (see [50, Theorem
8, page 130]) which gives a lower bound to the genus g of a curve X/Fq with L affine rational points. Let `
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be the unique integer such that
√
q` < L ≤ √q`+1, i.e.,
` =
⌈
log2 L
log2
√
q
− 1
⌉
. (6.7)
We find
u :=
√
q`+1 − L
L
√
q −√q` ∈ [0, 1). (6.8)
Next, we find θ ∈ [pi/(`+ 1), pi/`) such that
cos
(
`+ 1
2
θ
)
+ u cos
(
`− 1
2
θ
)
= 0. (6.9)
Then, the Oesterle´ bound is the lower bound
g ≥ (L− 1)
√
q cos θ + q − L
q + 1− 2√q cos θ . (6.10)
Note that for some small L, this bound can be achieved by maximal curves over Fq2 or for large L by towers
of function fields. We will study the case where g :=
(
(L− 1)√q cos θ + q − L) / (q + 1− 2√q cos θ).
Remark 6.32. 1. If L is small relative to the field size q (e.g., L <
√
q), then the right hand side of the
Inequality (6.10) is negative. In that case we take g = 0 as the code can be achieved by Reed-Solomon
codes as in Example 6.29.
2. Solving Equation (6.9) is equivalent to solving the polynomial equation
T`+1(x) + uT`−1(x) = 0, x2 ∈
cos
(
pi
`+1
)
2
+ 1,
cos
(
pi
`
)
2
+ 1
 ,
where
Tn(x) =
bn2 c∑
k=0
(−1)k
(⌊n
2
⌋
2k
)
xn−2k(1− x2)k
is the Chebyshev polynomial which is hard to solve for n ≥ 5.
Now we prove the result of this section. Here we will study only the subclass of algebraic geometry codes
over Fq with a matrix GL ∈ Mat(L,L,Fq) that has the following profile
Di :=

L− g + 1− i, i = 1, 2, . . . , L− g,
1, i = L− g + 1, . . . , L.
(6.11)
104
Therefore,
E(GL) =
logq((L− g)!)
L logq L
. (6.12)
Proposition 6.33. For the class of algebraic geometry codes over a fixed field Fq of length L and matrix
GL with profile Di = max(L− g + 1− i, 1) (i = 1, . . . , L)), we have
E(GL)→ 1 as L→∞.
Proof. Recall Stirling’s formula [29]
lim
n→∞
n!√
2pin
(
n
e
)n = 1
which is equivalent to
n! '
√
2pin
(n
e
)n
.
Therefore, we get the estimate
log(n!) = n log n− n+O(log n), where O(log n) ' 1
2
log(2pin).
Now we have
E(GL) =
logq((L− g)!
L logq L
=
1
L logL
[(L− g) log(L− g)− (L− g) +O(log(L− g))]
=
L− g
L
· log(L− g)
log(L)
− L− g
L log(L)
+
1
2
· log(2pi(L− g))
L log(L)
.
Recall that
g =
(L− 1)√q cos θ + q − L
q + 1− 2√q cos θ =
L(
√
q cos θ − 1)−√q cos θ + q
q + 1− 2√q cos θ .
Then,
L− g = L
[
1− (
√
q cos θ − 1)−
√
q cos θ
L +
q
L
q + 1− 2√q cos θ
]
' L
[
1−
√
q cos θ − 1
q + 1− 2√q cos θ
]
' L
[
q + 2− 3√q cos θ
q + 1− 2√q cos θ
]
' L.
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Therefore, we have that
L− g
L log(L)
' 1
log(L)
→ 0 as L→∞,
log(2pi(L− g))
L log(L)
' log(2piL)
L log(L)
→ 0 as L→∞,
L− g
L
· log(L− g)
log(L)
' L
L
· log(L)
log(L)
→ 1 as L→∞.
Therefore,
E(GL) ' L− g
L
log(L− g)
log(L)︸ ︷︷ ︸
→1
− L− g
L log(L)︸ ︷︷ ︸
→0
+
1
2
log(2pi(L− g))
L log(L)︸ ︷︷ ︸
→0
.
→ 1.
as L→∞
6.4 Fixing the Parameters
We have seen in the previous section that asymptotically E(GL)→ 1 as L→∞. In this section we would like
to study numerically2 the asymptotic behavior of different algebraic geometry codes. In order to compare
their performance, we need these codes to be defined over a common field which is F2. For that, we recall
first the concept of concatenation that was first introduced by Forney [31] as a technique to obtain new
codes over the binary field from codes over a field extension of F2.
6.4.1 Concatenation
In this section we introduce the concatenation of codes which is illustrated in the following theorem.
Theorem 6.34. [75, Theorem 6.3.1] Let C1 be a (N,K,D)-linear code over Fqm and C2 be a (n,m, d)-linear
code over Fq. Then, there exists a (nN,mK, dD)-linear code C over Fq.
The code C1 in Theorem 6.34 is called the outer code, the code C2 is called the inner code, and the
code C is called the concatenated code. In the following, we will use the descent code (Fq)m which is a
(m,m, 1)-linear code as an inner code and all field extensions Fq are of characteristic 2. Therefore, given a
(N,K,D)-linear code over F2m , Theorem 6.34 yields a binary (mN,mK,D)-linear code.
2All the computations in this section are performed by Mathematica [52]
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Let G ∈ Mat(L,L,Fq) be a generating matrix for a code over Fq and let (D1, . . . , DL) be its profile.
Recall that the exponent of G is given by
E(G) :=
1
L
L∑
i=1
logLDi =
1
L log2 L
L∑
i=1
log2Di.
Applying the inner code (m,m, 1) to the matrix G will replace each symbol in G with m binary symbols
and each row will be redundant m times. Therefore, the new concatenated matrix, denoted by G2, will be
of size mL×mL, and will have at least the following profile
D1, . . . , D1︸ ︷︷ ︸
m-times
, D2, . . . , D2︸ ︷︷ ︸
m-times
, . . . , DL, . . . , DL︸ ︷︷ ︸
m-times
.
Then, the exponent of the binary matrix G2 satisfies the inequality
E(G2) : =
1
mL log2(mL)
·m ·
L∑
i=1
log2Di
≥ 1
L log2(mL)
· L · log2 L · E(G)
≥ log2 L
log2(mL)
· E(G).
Remark 6.35. If we use different inner codes of dimension m, e.g., (m + 1,m, 2) (see Example 2.29), then
the exponent of the concatenated binary matrix G2 satisfies the inequality
E(G2) =
1
(m+ 1)L log2((m+ 1)L)
((m+ 1) (log2D1 + · · ·+ log2DL)
≥ 1
L log2((m+ 1)L)
· L log2 L · E(G)
≥ log2 L
log2((m+ 1)L)
· E(G).
Similarly, if we use the first-order Reed-Muller code (2m,m, 2m−1) (see Example 2.29) as an inner code, we
get
E(G2) =
log2 L
log2(2
mL)
E(G).
In both cases, the descent inner code gives a better lower bound.
107
6.4.2 Fixing the Parameters
We keep the same assumption about G as in Section 6.3, i.e., G is the generating matrix of an algebraic
geometry code constructed using an algebraic curve of genus g with L affine rational points and profile
Di = max(L− g+ 1− i, 1) (i = 1, . . . , L)). As in Section 6.4.1, the exponent of G and G2 are related by the
inequality
E(G2) ≥ log2 L
log2(mL)
· E(G). (6.13)
Therefore, using Proposition 6.33, E(GL,2)→ 1 as L→∞.
We would like to study the asymptotic behavior of E(G2) by studying the lower bound in Inequality
(6.13). Set
E2(G) : =
log2 L
log2(mL)
· E(G) = log2(L)
log2(mL)
· 1
L log2(L)
· log2((L− g)!)
=
1
L log2(mL)
log2((L− g)!)
which is a function in m (field size), L (number of affine rational points), and θ (algebraic curve) ((6.10)).
We denote the binary block length after concatenation by n, i.e., n := mL and we will regard E2(G) as a
function on n, m, and θ.
In this section we study the behavior of E2(G) as a single-variable function on either n, m, or θ by fixing
the other parameters. First we fix n and we regard E2(G) as a function on m. It turns out that E2(G) has
a local maximum. Second we fix m. Then, as in Section 6.3, E2(G) is an increasing function on n with limit
1 as n→∞. Finally if we regard E2(G) as a function on θ, for fixed n and m, then studying the behavior of
E2(G) is the same as solving a polynomial-logarithmic equation of high degree, which is - in general - hard
to be solved.
Fixing the Binary Block Size n
Let n be a fixed binary block size. Then, L = L(m) = n/m and θ = θ(m) can be found using (6.9). This
means that E2(G) can be written in term of m. Numerically using Mathematica, enumerating over all
positive integers m shows that E2(G) has a local maximum, e.g., see Figure 6.4 and Table 6.1 for binary
block size n = 3 · 220.
In Section 6.5, numerically as n gets larger, this local maximum corresponds first to the Reed-Solomon
code for a small range of n, then it corresponds to the Hermitian code and as n gets larger, the local
maximum corresponds to the Suzuki code (see Figure 6.8).
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Figure 6.4: Fixing n = 3 · 220 and enumerating over all m, we have a local maximum at m=12 which
correspond to the Hermitian curve.
m q L g E2(G)
2 2 1572864 1.46820 ∗ 106 0.046959
3 8 1048576 524647. 0.406401
4 16 786432 233948. 0.573893
6 64 524288 62517.2 0.708937
8 256 393216 19901.6 0.750686
12 212 262144 2016.00 0.760667
16 216 196608 256.000 0.746789
24 224 131072 0 0.720751
32 232 98304 0 0.701524
Table 6.1: The values of E2(G) for n = 3 · 220, where the maximum is at m = 12 which corresponds to the
Hermitian curve.
Fixing the Algebraic Curve θ
Let θ be fixed, i.e., the underlying algebraic curve is fixed. Then, L = L(m) can be found in terms of m as
follows. Find ` := `(θ) = bpi/θc, using (6.9) we have
u = −cos
((
`+1
2
)
θ
)
cos
((
`−1
2
)
θ
) .
Then, using (6.8), we get
L := L(m) =
√
q`+1 − u√q`
u
√
q + 1
=
√
2m
`+1 − u√2m`
u
√
2m + 1
.
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Therefore, E2(G) is a function of m. In this case it turns out that E2(G) is an increasing function (see
Figure 6.5). This means that more concatenation gives larger exponents.
Figure 6.5: Fixing θ = pi/3 and enumerate over all m.
Fixing the Field Extension F2m
Let m be fixed. Using (6.9), θ = θ(L) and so E2(G) can be regarded as a function of L. Numerically E2(G)
is an increasing function in L with limit tends to 1 as L→∞ (see Figure 6.6). This means again that more
geometry gives that larger exponents.
Figure 6.6: The exponent E2(G) if we fix m = 8 and enumerate on L.
Remark 6.36. From the two analyses above, we see that more concatenation gives larger exponents and
similarly, more geometry also gives larger exponents. It is the question about the tradeoff between concate-
nation and geometry in how efficient to reach the infinity, i.e., E(G) → 1. In Section 6.5, we will see that
numerically for the three codes (Reed-Solomon, Hermitian, and Suzuki codes) more geometry is preferable
as the block size increases.
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Remark 6.37. If we would like to study E2(G) as a function of θ, then we need to find L in terms of m or
m in terms of L, i.e., we need to solve the system of equations
n = 2L log
√
q,
u =
√
q`+1 − L
L
√
q −√q`
which is the same as solving the ”polynomial-exponential” equation
√
q
`+1 −√q` − (uL)− L = 0
which is hard to solve for L in terms of m or for m in terms of L.
6.5 A Comparison between the three Curves
In this section we will use Mathematica [52] to compare the performance of the three binary concatenated
codes which are the Reed-Solomon code constructed from the projective line with θ = pi/2 (Example 6.29),
the Hermitian code constructed from the Hermitian curve with θ = 2pi/3 (Example 6.30), and the Suzuki
code constructed from the Suzuki curve with θ = 3pi/4 (Example 6.31). The two applications that will be
considered in this section are the comparison between these codes as suitable kernels for channel polarization
and as suitable codes for error-correction.
6.5.1 A Comparison for Channel Polarization
As the rate of polarization is determined based on the exponent of the kernel, we compare numerically the
three codes above as suitable kernels for channel polarization. Let n be the binary block size, we draw a
graph between the values of n and the corresponding values of E2(G) for the three codes (see Figure 6.7).
From the graph we notice that as n gets larger, the maximum E2(G) is attained by the Reed-Solomon codes
for values of n < 1800, after that as n gets larger, by the Hermitian codes up to n = 399, 212 and after that
by the Suzuki codes. This can be generalized to any θ = kpi/`, i.e., more geometry yields larger exponents
as n→∞. We summarize this result in Figure 6.8.
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Figure 6.7: The exponent E2(G) using θ = pi/3, pi/4, pi/2 and enumerating over the binary block size n.
We notice when n = 10000, the three curves from top to bottom will correspond to θ = pi/3, pi/2, pi/4. For
n ≥ 400, 000, the Suzuki code will be in the top, then the Hermitian code and finally the Reed-Solomon code
Reed-Solomon Hermitian Suzuki
1, 800 399, 212
n
Maximum
E2(G)
Figure 6.8: The maximum exponent for a given n corresponds to the three curves above.
6.5.2 A Comparison for Error-Correction
In this section we compare the performance of the three codes above as error-correcting codes with fixed
binary rate. We draw a graph between the binary block size n and (k + d)/n, where n, k, and d are the
parameters of the binary concatenated code with fixed binary rate.
For that, let C be an algebraic geometry code with parameters (L,K,D) over F2m constructed from the
algebraic curve of genus g with L affine rational points. Then, we have from Remark 2.34
L− g + 1 ≤ K +D < L+ 1⇒ L− g + 1
L
≤ K +D
L
<
L+ 1
L
.
Assume (K +D)/L = (L− g+ 1)/L [89, Corollary 4.1.14, p. 196]. Then, the concatenated binary code has
parameters (mL,mK, d′)(d′ ≥ D). Therefore,
mK + d′
mL
≥ mK +D
mL
=
(m− 1)
m︸ ︷︷ ︸
known
· K
L︸︷︷︸
Rate
+
K +D
mL︸ ︷︷ ︸
known
=
m− 1
m
K
L
+
L− g + 1
mL
.
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Therefore, we can draw the graph between n and (k + d)/n as in Figure 6.9.
Figure 6.9: The bound (k + d)/n using θ = pi/3, pi/4, pi/2 when the binary rate R2 := 1/2 and enumerating
over the binary block size n. We notice when n = 10000, the three curves from top to bottom will be
corresponding to θ = pi/2, pi/3, pi/4.
Figure 6.9 shows that as n→∞, (k+d)/n→ R = 1/2 and for the first few values of n, the Reed-Solomon
code is the closest code to the line y = 1/2, then comes the Hermitian code to be the closest and as n gets
larger, the Suzuki code is the code that is closest to the line y = 1/2, so we have once again that more
geometry is preferable as the block size increases.
6.6 Polar Codes are Generalization of Reed-Muller Codes
In this section we discuss how polar codes are generalization of Reed-Muller codes. We also study the
exponent of the kernel of the binary Reed-Muller code after modifying some of the rows of the generating
matrix of the codes.
6.6.1 Polar codes are Generalization of Reed-Muller Codes
In order to explain the relation between the binary polar codes and the binary Reed-Muller codes, we recall
first the construction of the binary Reed-Muller codes. Following [32], we construct the rth order binary
Reed-Muller code RM(r,m) from the matrix
G2 =
1 0
1 1

that is used by Arikan ([3], Example 6.19) as a kernel of the binary polar code. Form the nth Kronecker
product matrix G⊗n2 . Note that the row i in G
⊗n
2 has Hamming weight equals 2
wt(i), where wt(i) is the
number of ones in the binary expansion of i (i = 0, 1, . . . , 2n − 1), e.g., the 7th row of G⊗n2 has Hamming
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weight equals 2wt(7) = 2wt((111)2) = 23 = 8.
Now the rth order binary Reed-Muller code is formed by choosing those rows of G⊗n2 of Hamming weight
greater than or equal to 2n−r. In other words, the codewords of RM(r, n) is of the form x = uG⊗n2 , where
the bit ui of u corresponds to row i with Hamming weight less than 2
n−r are set to zero (frozen bits) and
the remaining bits are the information bits, i.e.,
ui :=

0, wt(i) < n− r,
information bit, otherwise,
i.e.,
∑r
i=0
(
n
i
)
positions of u are the information bits. Therefore, the dimension of the rth binary Reed-
Muller code is
∑r
i=0
(
n
i
)
. Thus, we see that the polar code constructed by Arikan in Example 6.19 is a
generalization of the binary Reed-Muller code. The difference between them is in the choice of the frozen
bits. In the Reed-Muller codes case, the choice of the frozen bits is static (channel independent) while the
choice in the polar codes case is dynamic (channel dependent). Because of the latter property, polar codes
achieve the capacity of the channel.
The relation above between the binary Reed-Muller codes and the binary polar codes holds true in the
q-ary case [65]. Consider the Reed-Solomon matrix G = GRS(q, q), i.e.,
G :=

1 1 · · · 1 1 0
α(q−2)(q−2) α(q−2)(q−3) · · · α(q−2) 1 0
α(q−3)(q−2) α(q−3)(q−3) · · · α(q−3) 1 0
α(q−4)(q−2) α(q−4)(q−3) · · · α(q−4) 1 0
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
· · · · · · · · · · · · · ·
α(q−2) α(q−3) · · · α 1 0
1 1 · · · 1 1 γ

,
where α ∈ Fq is primitive element. It can be shown using Theorems 6.21,6.24 that G polarizes the q-ary input
S-DMC if γ 6= 0 for q is a prime integer and γ is a primitive element if q is a prime power. Note that if q = 2,
then GRS(2, 2) = G2. Recall that the rth order q-ary Reed-Muller code is formed by the evaluation of all
multivariate polynomials in n variables of degree less than r on all the points of (Fq)n. Now these monomials
can be read from the nth Kronecker product matrix G⊗n as follows. For any row i of G⊗n, we compute the
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q-ary expansion (b
(i)
1 b
(i)
2 . . . b
(i)
n )q of q
n − 1 − i. Then, the monomial in the generating matrix of RM(r, n)
corresponds to row i if b
(i)
1 + · · ·+ b(i)n < r. This gives a condition for the frozen symbols. As an example, the
7th row of GRS(5, 5)⊗2 corresponds to the monomial X31X
2
2 because q
n − 1− i = 52 − 1− 7 = 17 = (32)5.
6.6.2 The Performance of the Binary Reed-Muller Code
The binary Reed-Muller code constructed in the previous subsection from G2 is not a polar code in the sense
it is not capacity achieving. For example, if W is the binary erasure channel under successive cancellation
decoding [4]. In this section we would like to study the exponent of the matrix G of the code RM(m,m)
with parameters (n := 2m, k :=
∑m
i=1
(
m
i
)
, d := 1) over F2.
Lemma 6.38. The Reed-Muller code RM(m,m) has a generator matrix with the profile
2m︸︷︷︸
(m0 )
, 2m−1, . . . , 2m−1︸ ︷︷ ︸
(m1 )
, 2m−2, . . . , 2m−2︸ ︷︷ ︸
(m2 )
, . . . , 2m−r, . . . , 2m−r︸ ︷︷ ︸
(mr )
, . . . , 2, . . . , 2︸ ︷︷ ︸
( mm−1)
, 1︸︷︷︸
(mm)
.
Proof. Let G = (Gm, Gm−1, . . . , G1, G0)T be the generator matrix of the Reed-Muller code, where each Gr is
the matrix consisting of the
(
m
r
)
rows of codeswords in RM(r,m) \RM(r− 1,m). We want to show that for
all i = 0, . . . , 2m, Di = 2
m−r, where the row gi ∈ RM(r,m)\RM(r−1,m). Note that D2m = wt(〈g0〉) = 2m.
Next, for any i, assume that the row i is in the matrix Gr. Then, the row i has weight 2
m−r [11, section
13.1]. Furthermore, the distance between gi and the code generated by all the rows gi+1, . . . , from the same
matrix Gr is 2
m−r (induction hypothesis). Now any codeword in the spanned by the previous rows of the
matrices Gr−1, . . . , G0 has weight more than 2m−r+1 so the distance between gi and the code 〈Gr−1, . . . , G0〉
is at least 2m−r+1 − 2m−r = 2m−r ≥ 2m−r, but since the row gi has weight 2m−r, we have Di = 2m−r.
Proposition 6.39. The Reed-Muller code RM(m,m) has a generator matrix G with exponent
E(G) =
1
2
.
Proof. Consider the generating matrix G in Lemma 6.38. The profile of G is given by Dr = 2
m−r (r =
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0, . . . ,m) each is repeated
(
m
r
)
times. Therefore,
E(G) =
1
2m log2(2
m)
[(
m
0
)
log2(2
m) +
(
m
1
)
log2(2
m−1) + · · ·
+
(
m
r
)
log2(2
m−r) + · · ·+
(
m
m
)
log2(1)
]
=
1
2m ·m
[
m∑
r=0
(
m
r
)
log2 2
(m−r)
]
=
1
2m ·m
[
m∑
r=0
(
m
r
)
(m− r)
]
=
1
2m ·m
[
m
m∑
r=0
(
m
r
)
−
m∑
r=0
(
m
r
)
· r
]
=
1
2m ·m
[
m · (1 + 1)m −m · 2m−1 ]
=
1
2m ·m
(
m · 2m−1)
=
1
2
.
Note that this is the same exponent as the original matrix G2.
6.6.3 The Performance of the Reed-Muller Code after modifying some of the
Rows of the Generating Matrix
In order to get larger exponent from the Reed-Muller code, we modify some rows of the generating matrix
G of the Reed-Muller code RM(m,m) of size ` × ` considered in Subsection 6.6.2, where ` := 2m. Let Gr
be the generating matrix of the rth order Reed-Muller code. Suppose that in the block Gr of G, k partial
distances have been changed to some value x, where 1 ≤ k ≤ (mr ) and 2m−r ≤ x ≤ 2m−r+1. Then,
E(G) : =
1
2
+
1
`
k∑
i=1
log` x−
1
`
k∑
i=1
log` 2
m−r
=
1
2
+
k
` log2 `
log2 x−
k
` log2 `
(m− r)
≤ 1
2
+
k
` log2 `
[(m− r + 1)− (m− r)] (6.14)
≤ 1
2
+
k
` log2 `
(6.15)
≤ 1
2
+
(
m
r
)
` log2 `
.
Note that the Inequality (6.14) holds because x ≤ 2m−r+1, i.e., log2 x ≤ m− r + 1.
116
By the same argument above, for any k0, k1, . . . , km changes in RM(r,m) with kr ≤
(
m
r
)
, we have by
(6.14) and (6.15)
E(G) =
1
2
+
1
` log2 `
[k0 + · · ·+ km]
≤ 1
2
+
1
` log2 `

(
m
0
)
+
(
m
1
)
+ · · ·+
(
m
m
)
︸ ︷︷ ︸
≤`=2m

≤ 1
2
+
1
log2 `
.
Therefore, the improvement in the exponent is not significant and as m → ∞, E(G) → 1/2. Thus, the
binary Reed-Muller codes have asymptotically worse performance than the polar codes.
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Appendix A
Equations of the Ree Curve
In this appendix we list the complete list of 105 equations that define the Ree cuve. These equations will
be used in Sections 3.3, 3.4.
Set 1 and Set 2 35 equations of degree q0 + 1 of the form aA
q0 + bBq0 + cCq0 = 0, where A,B,C ∈
{1, x, w1, w2, w3, w6, w8} and a, b, c ∈ {1, x, . . . , w10} and 35 equations of degree 3q0 + 1 of the form
a3q0A+b3q0B+c3q0C = 0, where a, b, c, A,B,C are the same functions in Set 1. Note that v := w7−w2.
xq0w4 + 2y1w
q0
2 + y2w
q0
1 = 0. (A.1) xw
3q0
4 + 2y
3q0
1 w2 + y
3q0
2 w1 = 0. (A.2)
2xq0y2 + w1 + w
q0
3 = 0. (A.3) 2xy
3q0
2 + w
3q0
1 + w3 = 0. (A.4)
2wq02 w6 + 2w
q0
3 w10 + 2w5w
q0
8 = 0. (A.5)
2w2w
3q0
6 + 2w3w
3q0
10 + 2w
3q0
5 w8 = 0. (A.6)
xq0y1 + 2y2 + 2w
q0
2 = 0. (A.7) xy
3q0
1 + 2y
3q0
2 + 2w2 = 0. (A.8)
wq01 w10 + w
q0
2 w9 + 2w4w
q0
8 = 0. (A.9) w1w
3q0
10 + w2w
3q0
9 + 2w
3q0
4 w8 = 0. (A.10)
2xwq06 + w
q0
1 w4 + w3 = 0. (A.11) 2x
3q0w6 + w1w
3q0
4 + w
3q0
3 = 0. (A.12)
2y2w
q0
6 + w
q0
3 w4 + w10 = 0. (A.13) 2y
3q0
2 w6 + w3w
3q0
4 + w
3q0
10 = 0. (A.14)
xq0+1 + 2y1 + 2w
q0
1 = 0. (A.15) x
3q0+ + 2y3q01 + 2w1 = 0. (A.16)
xq0w10 + y2w
q0
8 + w
q0
2 w5 = 0. (A.17) xw
3q0
10 + y
3q0
2 w8 + w2w
3q0
5 = 0. (A.18)
2wq01 w8 + 2w3w
q0
8 + w
q0
6 w9 = 0. (A.19)
2w1w
3q0
8 + 2w
3q0
3 w8 + w6w
3q0
9 = 0. (A.20)
y2w
q0
8 + 2w
q0
3 w7 + 2w6 = 0. (A.21) y
3q0
2 w8 + 2w3w
3q0
7 + 2w
3q0
6 = 0. (A.22)
2xq0v + y1w
q0
3 + 2w
q0
1 w1 = 0. (A.23) 2xv
3q0 + y3q01 w3 + 2w1w
3q0
1 = 0. (A.24)
wq01 w6 + 2w
q0
3 w9 + vw
q0
8 = 0. (A.25) w1w
3q0
6 + 2w3w
3q0
9 + v
3q0w8 = 0. (A.26)
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2wq03 w8 + w
q0
6 w6 + 2w
q0
8 w10 = 0. (A.27)
2w3w
3q0
8 + w6w
3q0
6 + 2w8w
3q0
10 = 0. (A.28)
2w4w
q0
8 + w
q0
6 w7 + w8 = 0. (A.29) 2w
3q0
4 w8 + w6w
3q0
7 + w
3q0
8 = 0. (A.30)
2wq02 w8 + 2w
q0
6 w10 + w
q0
8 w9 = 0. (A.31)
2w2w
3q0
8 + 2w6w
3q0
10 + w8w
3q0
9 = 0. (A.32)
xwq03 + 2y2w
q0
1 + 2v = 0. (A.33) x
3q0w3 + 2y
3q0
2 w1 + 2v
3q0 = 0. (A.34)
2y1w
q0
8 + w
q0
2 w7 + 2w10 = 0. (A.35) 2y
3q0
1 w8 + w2w
3q0
7 + 2w
3q0
10 = 0. (A.36)
2xwq08 + w
q0
1 w7 + w9 = 0. (A.37) 2x
3q0w8 + w1w
3q0
7 + w
3q0
9 = 0. (A.38)
xq0w5 + 2y2w
q0
3 + w1w
q0
2 = 0. (A.39) xw
3q0
5 + 2y
3q0
2 w3 + w
3q0
1 w2 = 0. (A.40)
2xq0w9 + y1w
q0
8 + w
q0
1 w5 = 0. (A.41) 2xw
3q0
9 + y
3q0
1 w8 + w1w
3q0
5 = 0. (A.42)
2xq0w7 + 2w5 + w
q0
8 = 0. (A.43) 2xw
3q0
7 + 2w
3q0
5 + w8 = 0. (A.44)
xq0w6 + 2w1w
q0
8 + 2w
q0
3 w5 = 0. (A.45)
xw3q06 + 2w
3q0
1 w8 + 2w3w
3q0
5 = 0. (A.46)
2y1w
q0
6 + w
q0
2 w4 + 2w9 = 0. (A.47) 2y
3q0
1 w6 + w2w
3q0
4 + 2w
3q0
9 = 0. (A.48)
wq01 w9 + w
q0
2 w3 + 2w4w
q0
6 = 0. (A.49)
w1w
3q0
9 + w2w
3q0
3 + 2w
3q0
4 w6 = 0. (A.50)
2wq01 w5 + w
q0
2 v + 2w
q0
3 w4 = 0. (A.51) 2w1w
3q0
5 + w2v
3q0 + 2w3w
3q0
4 = 0. (A.52)
wq01 w10 + 2w
q0
3 w3 + vw
q0
6 = 0. (A.53) w1w
3q0
10 + 2w3w
3q0
3 + v
3q0w6 = 0. (A.54)
wq02 w10 + w
q0
3 w9 + w5w
q0
6 = 0. (A.55) w2w
3q0
10 + w3w
3q0
9 + w
3q0
5 w6 = 0. (A.56)
2y1w
q0
3 + y2w
q0
2 + w5 = 0. (A.57) 2y
3q0
1 w3 + y
3q0
2 w2 + w
3q0
5 = 0. (A.58)
xwq02 + 2y1w
q0
1 + 2w4 = 0. (A.59) x
3q0w2 + 2y
3q0
1 w1 + 2w
3q0
4 = 0. (A.60)
xq0w9 + y2w
q0
6 + w
q0
2 (w2 + w7) = 0. (A.61)
xw3q09 + y
3q0
2 w6 + w2(w2w7)
3q0 = 0. (A.62)
xq0w8 + 2w5w
q0
6 + w
q0
8 (w2 + w7) = 0. (A.63)
xw3q08 + 2w
3q0
5 w6 + w8(w2 + w7)
3q0 = 0. (A.64)
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2xq0w3 + y1w
q0
6 + w
q0
1 (w2 + w7) = 0. (A.65)
2xw3q03 + y
3q0
1 w6 + w1(w2 + w7)
3q0 = 0. (A.66)
2xq0w10 +w1w
q0
6 +w
q0
3 (w2 +w7) = 0. (A.67)
2xw3q010 + w
3q0
1 w6 + w3(w2 + w7)
3q0 = 0. (A.68)
xq0w4 + 2w
q0
6 + (w2 + w7) = 0. (A.69)
xw3q04 + 2w6 + (w2 + w7)
3q0 = 0. (A.70)
Set 3 The equation
−w22 + w8 + xw6 + w1w3 = 0. (A.71)
Set 4 34 quadratic equations of the form fRabfRcd + fRadfRbc + fRacfRdb = 0, where fRab is the function
such that f3q0Rab ∼ Rab in the Table 3.9
2y1w8 + w2w9 + 2w4w10 + vw9 = 0. (A.72)
w5w8 + w6w9 + 2w
2
10 = 0. (A.73)
2y1w1 + y
2
2 + 2w5 = 0. (A.74)
2xw8 + 2w2w3 + 2w3v + w4w9 = 0. (A.75)
w3w5 + w4w10 + vw9 = 0. (A.76)
2xy2 + y
2
1 + 2w4 = 0. (A.77)
xw10 + y1w9 + 2w2w4 + 2w4v = 0. (A.78)
2xw5 + y1v + 2y2w4 = 0. (A.79)
2w1w8 + w2w6 + 2vw6 + w5w10 = 0. (A.80)
2w3w6 + vw8 + w9w10 = 0. (A.81)
2xw6 + y2w9 + 2w2v + 2v
2 = 0. (A.82)
2xw1 + y1y2 + 2v = 0. (A.83)
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2y2w10 + 2w1w9 + 2w2w5 + vw5 = 0. (A.84)
2xw2 + xv + y1w4 + 2w3 = 0. (A.85)
2y1w8 + w2w9 + w3w5 + 2vw9 = 0. (A.86)
y2w5 + w1w2 + w1v + 2w6 = 0. (A.87)
2y1w6 + 2y2w10 + 2w2w5 + 2vw5 = 0. (A.88)
2y1w10 + w1w3 + 2w2v + v
2 = 0. (A.89)
2y2w2 + y2v + w1w4 + 2w10 = 0. (A.90)
y1w5 + y2w2 + y2v + w10 = 0. (A.91)
2y2w8 + 2w2w10 + vw10 + 2w5w9 = 0. (A.92)
2y2w6 + 2w1w10 + w
2
5 = 0. (A.93)
w22 + w4w5 + 2v
2 + 2w8 = 0. (A.94)
2xw10 + y2w3 + 2w4v = 0. (A.95)
2y1w10 + 2y2w9 + 2w4w5 = 0. (A.96)
2y1w6 + w1w9 + vw5 = 0. (A.97)
y1w9 + y2w3 + 2w2w4 + w4v = 0. (A.98)
2y1w2 + y1v + y2w4 + w9 = 0. (A.99)
xw5 + y1w2 + y1v + 2w9 = 0. (A.100)
w3w10 + w4w8 + 2w
2
9 = 0. (A.101)
w4w6 + vw10 + w5w9 = 0. (A.102)
2y1w5 + y2v + 2w1w4 = 0. (A.103)
2y2w8 + 2w2w10 + w4w6 + 2vw10 = 0. (A.104)
xw9 + y1w3 + 2w
2
4 = 0. (A.105)
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Appendix B
The Action of the Group GFR(P∞) onD′
In this appendix we complete Lemma 3.28. We list how the group GFR(P∞) acts on the set {w1, . . . , w10}.
Let φ := φα,β,γ,δ ∈ GFR(P∞).
ψ(w1) : = α
3q0+1w1 + αβ
3q0x+
(
β3q0+1 − γ3q0) .
ψ(w2) : = α
3q0+2w2 + α
3q0+1βw1 + αγ
3q0x(
βγ3q0 − δ3q0) .
ψ(w3) : = α
3q0+3w3 − α3q0+2βw2 + α3q0+1β2w1 + aδ3q0x(
βδ3∗q0 − β3q0+3 + γ3) .
ψ(w4) : = α
2q0+2w4 − α2q0+1βy2 +
(
αq0+1βq0+1 − αq0+1γ) y1(−αδ − αβ2q0+1 − αβq0γ)x+ (γ2 − βδ) .
ψ(w5) = α
4q0+2w5 + α
3q0+2βq0v + α2q0+2β2q0w4 − α3q0+1γw1
− α2q0+1δy2 +
(
αq0+1βq0δ − αq0+1β3q0+1 + αq0+1γ3q0( y1(−αβ2q0δ − αβ4q0+1 + αβq0γ3q0 − αβ3q0γ)x(
+δ2 − β3q0+1γ + γ3q0+1) .
ψ(v) = α3q0+2v − α3q0+1βw1 − α2q0+2β1q0w4 + α2q0+1γy2
− α1q0+1β1q0γy1 + α1q0+1δy1 − 2αβ3q0+1x+ αβ2q0γx
+ αβ1q0δx+ αγ3q0x− β3q0+2 + βγ3q0 + γδ.
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ψ(w6) = α
6q0+3w6 − α3q0+3β3q0w3 + α3q0+2β3q0+1w2 − α3q0+2γ3q0w2 − α3q0+1β3q0+2w1
+ 2α3q0+1βγ3q0w1 − α3q0+1δ3q0w1 − αβ3q0δ3q0x− 2αγ6q0x− β6q0+3
− β3q0+1δ3q0 − 2βγ6q0 + γ3q0δ3q0 + δ3.
ψ(w7) = ψ(w2) + ψ(v).
ψ(w8) = α
6q0+4w8 − α6q0+3βw6 + α3q0+3γ3q0w3 + 2α3q0+2βγ3q0w2 − 2α3q0+2δ3q0w2
+ α3q0+1β3q0+3w1 + α
3q0+1β2γ3q0w1 − 2α3q0+1βδ3q0w1 − α3q0+1γ3w1 + 5αβ6q0+3x
− αβ3q0γ3x− 2αγ3q0δ3q0x− αδ3x+ 2β6q0+4 − 4β3q0+3γ3q0 − β3q0+1γ3 + 3β2γ6q0
− 2βγ3q0δ3q0 − βδ3 + γ3q0+3 + δ6q0 .
ψ(w9) = α
4q0+3w9 + α
4q0+2βw5 − α3q0+3β1q0w3 + α3q0+2β1q0+1v + α3q0+2γw2
− α3q0+2γv − α3q0+1βγw1 + α2q0+2β2q0+1w4 + α2q0+2β1q0γw4 + α2q0+2δw4
− α2q0+1βδy2 + α2q0+1γ2y2 − 2α1q0+1β3q0+2y1 + α1q0+1β1q0+1δy1 − α1q0+1β1q0γ2y1
+ 3α1q0+1βγ3q0y1 + 2α
1q0+1γδy1 − α1q0+1δ3q0y1 − 2αβ4q0+2x− 4αβ3q0+1γx
− αβ2q0+1δx+ αβ2q0γ2x+ 3αβ1q0+1γ3q0x+ 2αβ1q0γδx− αβ1q0δ3q0x
+ 3αγ3q0+1x+ αδ2x− 2β3q0+2γ + 3βγ3q0+1 + βδ2 + γ2δ − γδ3q0 .
ψ(w10) = α
5q0+3w10 + α
4q0+3β1q0w9 + α
4q0+2γw5 + α
3q0+3β2q0w3 + α
3q0+2β1q0γv
− α3q0+2δw2 − α3q0+2δv + α3q0+1γ2w1 + α2q0+2β3q0+1w4 + α2q0+2β2q0γw4
+ α2q0+2β1q0δw4 − α2q0+2γ3q0w4 + α2q0+1β3q0+2y2 − 2α2q0+1βγ3q0y2 − α2q0+1γδy2
+ α2q0+1δ3q0y2 − α1q0+1β4q0+2y1 + 2α1q0+1β3q0+1γy1 + 2α1q0+1β1q0+1γ3q0y1 + α1q0+1β1q0γδy1
− α1q0+1β1q0δ3q0y1 − 2α1q0+1γ3q0+1y1 − 2α1q0+1δ2y1 + αβ5q0+2x+ 2αβ4q0+1γx
+ 2αβ3q0+1δx+ αβ3q0γ2x− 2αβ2q0+1γ3q0x− αβ2q0γδx+ αβ2q0δ3q0x
− 2αβ1q0γ3q0+1x− 2αβ1q0δ2x− 2αγ3q0δx+ β3q0+2δ + β3q0+1γ2
− 2βγ3q0δ − γ3q0+2 − 2γδ2 + δ3q0+1.
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Appendix C
Weierstrass Semigroup at P∞ over F27
Using the results in Section 3.7.1, 105 equations in Appendix A, and Magma [12] we compute all the non-
gaps at P∞ over F27. Here is the complete list of gR = 3627 non-gaps up to 2gR − 2 = 7252. Note that the
first 14 values are the pole orders of 1, x, y1, y2, w1, . . . , w10.
[ 0, 729, 810, 891, 918, 921, 972, 999, 1002, 1026, 1029, 1032, 1035, 1036, 1458, 1539, 1620, 1647, 1650,
1701, 1728, 1731, 1755, 1758, 1761, 1764, 1765, 1782, 1809, 1812, 1836, 1839, 1842, 1845, 1846, 1863, 1866,
1890, 1893, 1917, 1920, 1923, 1926, 1927, 1944, 1947, 1950, 1953, 1954, 1956, 1957, 1971, 1974, 1998, 2001,
2004, 2007, 2008, 2025, 2028, 2031, 2034, 2035, 2037, 2038, 2052, 2055, 2058, 2061, 2062, 2064, 2065, 2067,
2068, 2070, 2071, 2072, 2187, 2268, 2349, 2376, 2379, 2430, 2457, 2460, 2484, 2487, 2490, 2493, 2494, 2511,
2520, 2538, 2541, 2547, 2565, 2568, 2571, 2574, 2575, 2592, 2595, 2601, 2604, 2619, 2622, 2628, 2631, 2646,
2649, 2652, 2655, 2656, 2658, 2673, 2676, 2679, 2682, 2683, 2685, 2686, 2700, 2703, 2706, 2709, 2712, 2727,
2730, 2733, 2736, 2737, 2739, 2754, 2757, 2760, 2763, 2764, 2766, 2767, 2781, 2784, 2787, 2790, 2791, 2793,
2794, 2796, 2797, 2799, 2800, 2801, 2808, 2811, 2814, 2817, 2818, 2820, 2835, 2838, 2841, 2844, 2845, 2847,
2848, 2862, 2865, 2868, 2871, 2872, 2874, 2875, 2877, 2878, 2880, 2881, 2882, 2889, 2892, 2895, 2898, 2899,
2901, 2902, 2916, 2919, 2922, 2925, 2926, 2928, 2929, 2943, 2946, 2949, 2952, 2953, 2955, 2956, 2958, 2959,
2961, 2962, 2963, 2970, 2973, 2976, 2979, 2980, 2982, 2983, 2985, 2986, 2988, 2989, 2990, 2991, 2992, 2993,
2997, 3000, 3003, 3006, 3007, 3009, 3010, 3024, 3027, 3030, 3033, 3034, 3036, 3037, 3039, 3040, 3042, 3043,
3044, 3051, 3054, 3057, 3060, 3061, 3063, 3064, 3066, 3067, 3069, 3070, 3071, 3072, 3073, 3074, 3078, 3081,
3084, 3087, 3088, 3090, 3091, 3093, 3094, 3096, 3097, 3098, 3099, 3100, 3101, 3102, 3103, 3104, 3105, 3106,
3107, 3108, 3159, 3186, 3189, 3213, 3216, 3219, 3222, 3223, 3240, 3249, 3250, 3267, 3270, 3276, 3277, 3285,
3286, 3287, 3294, 3297, 3300, 3303, 3304, 3312, 3313, 3314, 3321, 3324, 3330, 3331, 3333, 3348, 3351, 3357,
3358, 3360, 3366, 3367, 3368, 3375, 3378, 3381, 3384, 3385, 3387, 3393, 3394, 3395, 3396, 3402, 3405, 3408,
3411, 3412, 3414, 3415, 3429, 3432, 3435, 3438, 3441, 3444, 3447, 3456, 3459, 3462, 3465, 3466, 3468, 3471,
3474, 3477, 3483, 3486, 3489, 3492, 3493, 3495, 3496, 3498, 3501, 3504, 3507, 3510, 3513, 3516, 3519, 3520,
3522, 3523, 3525, 3526, 3528, 3529, 3530, 3537, 3540, 3543, 3546, 3547, 3549, 3552, 3555, 3556, 3557, 3558,
3564, 3567, 3570, 3573, 3574, 3576, 3577, 3579, 3582, 3583, 3584, 3585, 3591, 3592, 3594, 3597, 3600, 3601,
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3603, 3604, 3606, 3607, 3609, 3610, 3611, 3612, 3618, 3619, 3621, 3624, 3627, 3628, 3630, 3631, 3633, 3636,
3637, 3638, 3639, 3640, 3645, 3648, 3651, 3654, 3655, 3657, 3658, 3660, 3663, 3664, 3665, 3666, 3667, 3672,
3673, 3675, 3678, 3681, 3682, 3684, 3685, 3687, 3688, 3690, 3691, 3692, 3693, 3694, 3699, 3700, 3702, 3703,
3705, 3708, 3709, 3711, 3712, 3714, 3715, 3717, 3718, 3719, 3720, 3721, 3722, 3726, 3729, 3732, 3735, 3736,
3738, 3739, 3741, 3742, 3744, 3745, 3747, 3748, 3750, 3751, 3753, 3754, 3756, 3759, 3762, 3763, 3765, 3766,
3768, 3769, 3771, 3772, 3773, 3774, 3775, 3777, 3778, 3780, 3781, 3783, 3784, 3786, 3789, 3790, 3792, 3793,
3795, 3796, 3798, 3799, 3800, 3801, 3802, 3803, 3804, 3805, 3807, 3808, 3810, 3811, 3813, 3814, 3816, 3817,
3819, 3820, 3822, 3823, 3825, 3826, 3827, 3828, 3829, 3830, 3831, 3832, 3833, 3834, 3835, 3836, 3837, 3840,
3843, 3844, 3846, 3847, 3849, 3850, 3852, 3853, 3854, 3855, 3856, 3861, 3862, 3863, 3864, 3865, 3867, 3870,
3871, 3873, 3874, 3876, 3877, 3879, 3880, 3881, 3882, 3883, 3884, 3888, 3889, 3890, 3891, 3892, 3894, 3897,
3898, 3899, 3900, 3901, 3903, 3904, 3906, 3907, 3908, 3909, 3910, 3911, 3912, 3913, 3914, 3915, 3916, 3917,
3918, 3919, 3921, 3924, 3925, 3926, 3927, 3928, 3930, 3931, 3933, 3934, 3935, 3936, 3937, 3938, 3942, 3943,
3944, 3945, 3946, 3947, 3948, 3951, 3952, 3954, 3955, 3957, 3958, 3960, 3961, 3962, 3963, 3964, 3965, 3969,
3970, 3971, 3972, 3973, 3974, 3975, 3978, 3979, 3980, 3981, 3982, 3984, 3985, 3987, 3988, 3989, 3990, 3991,
3992, 3993, 3994, 3995, 3996, 3997, 3998, 3999, 4000, 4001, 4002, 4005, 4006, 4007, 4008, 4009, 4010, 4011,
4012, 4014, 4015, 4016, 4017, 4018, 4019, 4020, 4021, 4022, 4023, 4024, 4025, 4026, 4027, 4028, 4029, 4032,
4033, 4035, 4036, 4038, 4039, 4041, 4042, 4043, 4044, 4045, 4046, 4047, 4048, 4049, 4050, 4051, 4052, 4053,
4054, 4055, 4056, 4057, 4058, 4059, 4060, 4061, 4062, 4063, 4065, 4066, 4068, 4069, 4070, 4071, 4072, 4073,
4074, 4075, 4076, 4077, 4078, 4079, 4080, 4081, 4082, 4083, 4084, 4085, 4086, 4087, 4088, 4089, 4090, 4091,
4092, 4093, 4095, 4096, 4097, 4098, 4099, 4100, 4101, 4102, 4103, 4104, 4105, 4106, 4107, 4108, 4109, 4110,
4111, 4112, 4113, 4114, 4115, 4116, 4117, 4118, 4119, 4120, 4121, 4122, 4123, 4124, 4125, 4126, 4127, 4128,
4129, 4130, 4131, 4132, 4133, 4134, 4135, 4136, 4137, 4138, 4139, 4140, 4141, 4142, 4143, 4144, 4158, 4161,
4164, 4167, 4168, 4170, 4171, 4173, 4174, 4176, 4177, 4178, 4185, 4188, 4191, 4194, 4195, 4197, 4198, 4200,
4201, 4203, 4204, 4205, 4206, 4207, 4208, 4212, 4215, 4218, 4221, 4222, 4224, 4225, 4227, 4228, 4230, 4231,
4232, 4233, 4234, 4235, 4236, 4237, 4238, 4239, 4240, 4241, 4242, 4245, 4248, 4249, 4251, 4252, 4254, 4255,
4257, 4258, 4259, 4266, 4269, 4272, 4275, 4276, 4278, 4279, 4281, 4282, 4284, 4285, 4286, 4287, 4288, 4289,
4293, 4296, 4299, 4302, 4303, 4305, 4306, 4308, 4309, 4311, 4312, 4313, 4314, 4315, 4316, 4317, 4318, 4319,
4320, 4321, 4322, 4323, 4326, 4329, 4330, 4332, 4333, 4335, 4336, 4338, 4339, 4340, 4341, 4342, 4343, 4344,
4345, 4346, 4347, 4348, 4349, 4350, 4353, 4356, 4357, 4359, 4360, 4362, 4363, 4365, 4366, 4367, 4368, 4369,
4370, 4374, 4377, 4380, 4383, 4384, 4386, 4387, 4389, 4390, 4392, 4393, 4394, 4395, 4396, 4397, 4398, 4399,
4400, 4401, 4402, 4403, 4404, 4407, 4410, 4411, 4413, 4414, 4416, 4417, 4419, 4420, 4421, 4422, 4423, 4424,
4425, 4426, 4427, 4428, 4429, 4430, 4431, 4432, 4434, 4437, 4438, 4440, 4441, 4443, 4444, 4446, 4447, 4448,
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4449, 4450, 4451, 4455, 4458, 4461, 4464, 4465, 4467, 4468, 4470, 4471, 4473, 4474, 4475, 4476, 4477, 4478,
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7209, 7210, 7211, 7212, 7213, 7214, 7215, 7216, 7217, 7218, 7219, 7220, 7221, 7222, 7223, 7224, 7225, 7226,
7227, 7228, 7229, 7230, 7231, 7232, 7233, 7234, 7235, 7236, 7237, 7238, 7239, 7240, 7241, 7242, 7243, 7244,
7245, 7246, 7247, 7248, 7249, 7250, 7251, 7252 ].
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