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ABSTRACT
Phase field method has become a popular tool to investigate the microstructure evolution
during the solidification. Quantitative predictions using this method is still limited, and in this
dissertation, we try to study this problem from different perspectives.
Most of the phase field models consider the solid-liquid interface to be in local equilibrium.
Solidification during some manufacturing processes like selective laser melting, and electron beam
additive manufacturing is rapid and far from equilibrium which can result in supersaturated solid
solutions, segregation-free crystals, or metastable phases. Before obtaining any conclusions from
the phase field simulations, we must know the answer for “which phase field model works for
rapid solidifications?”
Solidification involves multiple special and temporal scales ranging from picoseconds to
seconds, and from nanometers to micrometers. For this, phase field method considers interface
width and the characteristic dissipation time scale in between those two limits. However, the
questions that should be addressed is “how using diffuse interface phase field models, especially
for the rapid solidification, effects the quantitative predictions of this method?”
The phase field parametrization requires knowing multiple material properties, and
experiments are capable of calculating some of these them. The rest of these parameters are either
estimated by analytical methods or molecular dynamic (MD), like the solid-liquid interfacial free
energies, or considered to zero and non-effective for solidification, like solid-liquid kinetic
coefficient. However, it is critical to know “How the phase field simulation results, especially for
rapid solidification, are effected by MD-calculated material properties?”
To address these questions, in this research, we performed combined MD and phase field
simulations to study the solidification of pure Ti and Ti-Ni alloys. MD simulations are used to
v

calculate interfacial properties, namely anisotropic kinetic coefficient and solid-liquid interface
free energy. The first step for obtaining reliable MD simulation results is having an accurate
interatomic potential. For this, we developed a new MEAM interatomic potential predicting the
high-temperature solid liquid coexistence. We also performed MD simulation to yield a detailed
understanding of the kinetic processes that occur during rapid solidification and the results are
compared with different phase field simulations to test the consistency of these two simulation
methods.

vi
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INTRODUCTION
During the solidification of metallic systems, microstructure grows in tree-like structures

called dendrites. The morphology of dendrites formed during the solidification has a strong effect
on the mechanical properties of the final product. For instance, the fine dendritic structures present
a better ductility and yield strength than the coarser structures [1, 2]. Therefore, it is very important
to predict solidification phenomena under different manufacturing conditions in the field of
computer-aided design of materials [3].
Various simulation methodologies have been used over the last decades, including phasefield (PF) method [4] to solve the solidification problem. PF method was first introduced in the
1980’s to study phase transition [5, 6] and was later expanded and applied to investigations in a
multitude of areas such as solid-state phase transformations [7, 8], crack nucleation and
propagation [9], dislocation dynamics, and precipitation growth [10-14].
The first PF models were limited to choose the diffuse interface width very close to the
physical interface, but the models presented later enabled considering of the interface width much
larger than the physical interface [15-18]. There are different phase field models to predict the
binary alloy solidification such as WBM [19] , parabolic EFKP [15], hyperbolic EFKP [18],
hyperbolic and parabolic finite interface dissipation [20]. Phase field simulations have been widely
used to study the microstructure evolution during solidification of pure metals [14, 16, 21, 22] and
alloys [23-28] as it does not require to track the sharp interface.
In spite of all its advantages, PF method has some limitations. The first limitation is
defining accurate material properties. PF parameters are obtained by matching classical balance
equations across a sharp interface with the PF equations using asymptotic analysis [15]. Sharp
interface models are formulated based on the diffusion of heat and solute in the solid and liquid
1

phases, mass and heat conservation across the interface. The interfacial free energy, kinetic
coefficient, and their anisotropy coefficients are important input parameters and need to be known
accurately for quantitative prediction in a PF simulation of solidification. A major limiting factor
of quantitative prediction of the characteristics of solidification process with PF simulation
approach is the scarcity of available experimental data pertaining to crystal-melt interfacial
properties, especially the anisotropy coefficients for interfacial energy and kinetic coefficients of
the materials. Because the undercooled melt solidifies very rapidly, there are only a few
experiments that have successfully measured the solidification velocity, and there are no reports
on experimental measurement of interfacial anisotropy coefficients [29-31].
The second limitation is that it most models work for the low-velocity solidification where
the interface can be considered to be in local equilibrium. When the solidification velocity is low,
the process can be considered as an equilibrium one, in which the solute concentration in the liquid
and solid phases at the crystal-melt interface are governed by the equilibrium phase diagram.
Casting is an example of a low cooling rate process. In these processes, the kinetic undercooling
term is neglected. Rapid solidification, which occurs during the laser melting [32] and
containerless processing techniques [33], is a far from equilibrium process that can result in
supersaturated solid solutions, micro segregation-free crystals, or metastable phases [34]. As the
solidification rate increases, the jump in concentration across the interface deviates from the
equilibrium value predicted from the phase diagram and vanishes as the velocity becomes
sufficiently large. This phenomenon is called “solute trapping”. In rapid solidification, the
interface is not in local equilibrium and the kinetic undercooling should be also considered.
Recently a new PF model is developed by Pinomaa and Provatas [35] where the partition
coefficient fits well with the analytical models of solidification at high velocities[36] but this

2

model, in oppose to other phase field models like EFKP, emphasizes on using a non-zero value
of the crystal-melt kinetic coefficient.
Molecular dynamics (MD) simulations provide a detailed understanding of the kinetic
processes happening during the solidification. They can also provide numerical values of the
physical quantities that are necessary to model the continuum level simulations [37], such as the
kinetic coefficient and crystal-melt interfacial free energy, which are difficult to obtain from
experiments. In order to calculate PF parameters, having a reliable interatomic potential to perform
MD simulations is crucial. Comparing the PF simulations with the experimental data requires the
employed interatomic potential to reproduce the crystal-melt phase equilibrium conditions. For
pure material, the thermal and physical properties such as the melting point, latent heat of fusion,
are important factors in choosing the interatomic potential. For the alloys, in addition to the pure
material properties, other properties like the solute partitioning, solidus, and liquidus slopes are
also determinative factors in choosing parameters.
The main goal of this research is the prediction of non-equilibrium solidification happening
during the rapid solidification of pure Ti and Ni-Ti alloys. The quantitative prediction of
solidification requires a better understanding of crystal-melt (CM) interfacial properties. For this
means, we focus on investigating the effects of kinetic and capillary anisotropies on the crystal
morphology and growth rate in the solidification of pure titanium and binary Ni-Ti alloy using a
combined MD with PF simulation approach.
To achieve the goals and objectives of this study, the dissertation is organized into five
chapters. The present chapter briefly discusses the problem statement and objectives of this
dissertation. The rest of the proposal is organized as following.

3

Chapter 2 will more exclusively conduct a review of the literature. It is divided into five
main parts. In the first part, the general principals of solidification are discussed. It is then followed
by a brief description of sharp interface and diffuse interface (phase field) models. In the fourth
section, we will discuss the basics of molecular dynamics. In the end, it is illustrated that how the
molecular dynamics and PF parameters are interconnected via the thin interface analysis.
Chapter 3 includes the details of the 2NN-MEAM potential for the Ni-Ti binary alloy that
we have developed which is capable of predicting the crystal-melt interfacial properties in high
temperatures. This potential is tested by calculating multiple, physical, thermal, and transport
properties, for the pure Ni and Ti, and binary Ni-Ti alloy in the Ni-rich and Ti-rich compositions.
Chapter 4 presents the molecular dynamics simulations to calculate interface and kinetic
properties. For pure Titanium and Ti- rich part of Ti-Ni alloy, the kinetic coefficient and CM
interface energy and their anisotropy parameters are calculated.
Chapter 5 will present the phase field simulation to study the solidification of pure Ti and
binary Ni-Ti system. The phase field parameters are estimated using the MD-calculated anisotropic
crystal-melt interfacial properties. We have also investigated the effects of different anisotropic
parameters on the dendrite shapes and growth rate.
Chapter 6 summarizes the new insights and significant findings of the present study.

4

2

LITERATURE REVIEW
Solidification is the transformation of a non-crystallographic state to a crystallographic

state. Solid to liquid phase transformation is the basis of numerous manufacturing processes like
casting, selective laser melting, additive manufacturing, single crystal growth for semiconductors
and metal glass formation [38]. Solidification involves multiple spacial and temporal scales. When
studying the kinetics of attachment of liquid atoms to the crystal during solidification, the time
scale should be in the order of picoseconds and the solid-liquid interface thickness is assumed few
nanometers. While the microstructural features are observed on the length scale of hundreds of
micrometers and the diffusion of heat and solute during solidification should be studied in the time
scale of seconds. Capturing the physics of solidification over such multiple length scales, while
still capturing long enough times to make contact with experiments requires innovations in both
mathematical models and numerical simulation techniques [39].
In this chapter, we will first summarize basic concepts of solidification followed by
different methods to study the solidification, namely the sharp and diffuse interface (Phase field)
method and Molecular Dynamics (MD). In the last section, we will discuss the interconnection of
phase field and MD by thin interface analysis.
2.1

Solidification

The solidification starts after the formation of a very small solid particle called nuclei. A
Pure element can be undercooled as low as 250 K below its melting point if the system does not
have any impurities and we do not let homogenous nucleation on the container walls. However,
this is not the case for most of the applications because, in industrial applications, even pure
material have very small amounts of impurities.

5

In modeling of solidification, the growth kinetics is expressed by equation 2.14 relating the
interface velocity to the effective solidification driving force, ΔGeff, using the kinetic prefactor
velocity, Vc, which is the maximum solidification velocity at infinite driving force [40].
𝑉(𝑇, 𝐶𝑠 , 𝐶𝐿 ) = 𝑉𝑐 [1 − 𝑒𝑥𝑝(∆𝐺𝑒𝑓𝑓 /𝑅𝑇)]

(2.1)

The crystal-melt interface for the metallic systems is known to be rough; it means the
interface grows normal to itself and the growth rate is explained by equation 2.2 [41].
𝑉

V ≈ 𝑅𝑇𝑐 ∆𝐺𝑒𝑓𝑓 = M∆𝐺𝑒𝑓𝑓 ,

(2.2)

where V is the interface velocity, M=Vc/RT is the interface mobility and ΔGeff is the
effective solidification driving force. For the solidification of the pure materials, the driving force
is given by:
𝐿

∆G𝑒𝑓𝑓 = 𝑇 ∆𝑇

(2.3)

𝑀

where L is latent heat, TM is the melting point of the element and ΔT is the undercooling
of the interface below the TM.
Calculations of the driving force for solidification of alloys is a little bit different. The solid
and liquid phases with the corresponding 𝐶𝐿𝑒𝑞 and 𝐶𝑠𝑒𝑞 concenterations are in equilibrium if the
chemical potential of each species in the solid and liquid phases are equal. This is shown in Figure
2.1 which schematically demonstrate the solid and liquid molar free energy plot as a function of
composition. C is the molar fraction of B and C=0 composition denotes pure A. For each phase
with any composition C, the intersects of the tangent to the molar free energy with the vertical C=0
and C=1 axes give the chemical potential of A and B in that phase, respectively. Common tangent
among the two solid and liquid phases is also used to estimate the equilibrium compositions of
solid and liquid coexistence. The equilibrium chemical potential values, as shown in Figure 2.1, is
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𝑒𝑞

calculated by the graphical method of tangents. When the liquid and solid phases have 𝐶𝐿 and
𝐶𝑠𝑒𝑞 compositions, the chemical potentials of the A particles in both solid and liquid are the same.
A similar statement is valid for patricles B.
Consider the liquid phase with composition 𝐶𝐿 , smaller than 𝐶𝐿𝑒𝑞 , goes through phase
transformation and turn into solid with 𝐶𝑠 composition. To calculate the total driving force
available in the transformation we should first plot the tangent line to the liquid free energy at 𝐶𝐿 .
The difference between the corresponding free energy of this line and the free energy of the solid
phase, both at 𝐶𝑠 concentration, is the total free energy, ∆𝐺 which is expressed by the following
equation [42].
∆𝐺 = (1 − 𝐶𝑠 )(𝜇𝑆𝐴 − 𝜇𝐿𝐴 ) + 𝐶𝑠 (𝜇𝑆𝐵 − 𝜇𝐿𝐵 )

(2.4)

During the solidification of alloys, the concentration of solute at the solid side and liquid
side of the interface is not equal. The solute particles rejected into the liquid, will be transported
by the diffusion. The dissipation of free energy due to the diffusional process happening in the
solid-liquid interface is the called “solute drag” [36, 38]. Solute drag tends to reduce the available
driving force for the interface motion and the effective driving force, ∆𝐺𝑒𝑓𝑓 , is smaller than ∆𝐺 .
Solute drag is a kinetic effect and it cannot be specified from the equilibrium free energy diagrams.
In Figure 2.1, the maximum value of drag free energy is shown as ∆𝐺𝐷 . For estimating the
maximum value of solute drag, first, we plot a straight-line passing from 𝐶𝐿 and parallel to the
tangent line to the solid phase from Cs. At C=𝐶𝑠 the difference between the corresponding free
energy by this line and the free energy of solid phase is known as ∆𝐺𝐷 [42]. If we call ∆𝜇𝐵(𝐴) as
the chemical potential of solute (solvent) in the solid phase minus that in the liquid, which is a
function of temperature (𝑇) and composition (𝐶) of solute in the solid and liquid phase, ∆𝐺𝐷 can
be written as
7

∆𝐺𝐷 = (𝐶𝐿 − 𝐶𝑠 )(∆𝜇𝐴 − ∆𝜇𝐵 )

(2.5)

The actual driving force for the solidification would be:
∆𝐺𝑒𝑓𝑓 = ∆𝐺 − 𝔇∆𝐺𝐷 = (1 − 𝐶𝑒𝑓𝑓 )(𝜇𝑆𝐴 − 𝜇𝐿𝐴 ) + 𝐶𝑒𝑓𝑓 (𝜇𝑆𝐵 − 𝜇𝐿𝐵 ) ,

(2.6)

where
𝐶𝑒𝑓𝑓 = (1 − 𝔇)𝐶𝑆 + 𝔇𝐶𝐿

(2.7)

The parameter 𝔇 takes values between zero and one representing no and complete solute
drag, respectively [36]. Equation 2.2 with the corresponding effective free energy for the
solidification of alloy is used to correlate the interface velocity to the effecting driving force.

Figure 2.1. Solid and liquid free energy versus composition. It is used to demonstrate the effective
free energy and solute drag component of free energy.
2.2

Sharp interface models
The sharp interface models consider the interface width much smaller than the capillary

length, which is the smallest characteristics length in the solidification process[35] and for this, we
can say in these models the interface width is assumed to be zero.
8

In the solidification of a pure melt, the temperature at any point along the moving liquidcrystal interface, 𝑇𝐼 , is governed by the velocity-dependent Gibbs-Thomson (GT) relation [4] given
by:
𝑇𝐼 = 𝑇𝑀 −

𝑇𝑀
𝐿

∑𝑖=1,2

1
𝑅𝑖

[𝛾(𝑛̂) +

𝜕2 𝛾(𝑛̂)
𝜕𝜃𝑖2

𝑉

] − 𝜇(𝑛̂) ,

(2.8)

where 𝑇𝑀 is the melting temperature and L is the latent heat of melting per unit volume. The second
term on the right-hand side of equation 2.8 represents the local change of the interface equilibrium
temperature due to the curvature of the interface, where Ri (i=1,2) are the local principal radii of
curvature, 𝛾(𝑛̂) is the interfacial excess free energy, 𝛾(𝑛̂) +

𝜕2 𝛾(𝑛̂)
𝜕𝜃𝑖2

 is the interfacial stiffness, and

𝜃𝑖 is the local angle between the interface normal direction (𝑛̂) and the two local principal
directions. The last term on the right-hand-side of equation 2.8 represents the non-equilibrium
kinetic undercooling, where 𝜇(𝑛̂) and 𝑉 are the kinetic coefficient and solidification velocity for
the interface normal direction, respectively.
For a dilute binary alloy and considering a straight liquidus and solidus line with 𝑚𝑙𝑒 and
𝑚𝑙𝑒 /𝑘𝑒 slopes, respectively, there are different non-equilibrium sharp interface theories to predict
the dependence of interfacial kinetics and solute redistribution. In the classical models the liquidus
line slope is assumed to stay constant versus velocity, and the generalized Gibbs-Thomson
equation for dilute binary alloys is:
𝑇𝐼 = 𝑇𝑀 − |𝑚𝑒 |𝐶𝐿 −

𝑇𝑀
𝐿

∑𝑖=1,2

1
𝑅𝑖

[𝛾(𝑛̂) +

𝜕2 𝛾(𝑛̂)
𝜕𝜃𝑖2

𝑉

] − 𝜇(𝑛̂)

(2.9)

There are other models namely Continuous Growth Model (CGM), developed by Aziz and
Kaplan [40], and the local non-equilibrium model (LNM) developed by Sobolev and Galenko
[43-45], where the slope of liquidous line is considered to change by velocity, as shown by the
following equations [36].
9

𝑚𝐿 (𝑉) = 𝑚𝐿𝑒 𝑓(𝑘(𝑉)),
𝑓(𝑘(𝑉)) =

(2.10)

[𝑘+(1−𝑘)𝔇] log(

𝑘
)+1−𝑘
𝑘𝑒

(2.11)

1−𝑘𝑒

For a flat interface with an externally imposed temperature at the interface, T, and
concentration of the liquid-side of interface, 𝑐𝐿 [36]:
𝑉

𝑇 = 𝑇𝑀 − 𝑓(𝑘)|𝑚𝑙𝑒 |𝑐𝐿 − 𝜇 
𝐶𝐿
𝐶𝐿0

1

(2.12)

𝑇 −𝑇

= 𝑓(𝑘) (1 + |𝑚𝑙𝑒 |𝑐 0 − (1 − 𝑘)𝑑0 𝜅 − (1 − 𝑘)𝛽𝑉)
𝑙

(2.13)

𝐿

where 𝐶𝐿0 is the equilibrium liquid concentration at that temperature, 𝑑0 is the solute capillary
length, 𝜅 is the interface curvature, 𝑇𝑙 is the liquidus temperature, 𝛽 = 1/(𝜇∆𝑇0 ) is the kinetic
coefficient, and ∆𝑇0 is the freezing range. For small velocities, the partition coefficient can be
assumed at the equilibrium value. In this limit f(k)≈1 and equation 2.12 turns into the classical
Gibbs-Thomson equation. Therefore, the classical solidification models only works for slow
solidification velocities. Following are two sharp interface models, CGM and LNM, describing
the crystal growth kinetics at high velocities.
2.2.1 Continuous growth model
In the CGM for the ideal dilute binary alloy, the non-equilibrium partition coefficient, in
terms of interface velocity V, can be written as [36]:
𝑘(𝑉) = (𝑘𝑒 + 𝑉/𝑉𝐷𝐶𝐺𝑀 )⁄(1 + 𝑉/𝑉𝐷𝐶𝐺𝑀 )

(2.14)

where 𝑘𝑒 is the equilibrium partition coefficient, and 𝑉𝐷𝐶𝐺𝑀 is the diffuse interface velocity which
denotes the velocity at which solute move across the interface. CGM [46] defined 𝑉𝐷𝐶𝐺𝑀 as a
function of temperature and interface mobility which cannot be calculated directly. It is a free
parameter which is estimated by fitting the dependence of the partition coefficient to velocity from
10

the experiment to the CGM model. Cook and Clancy [47] performed MD simulations to study the
impurity segregation in Lennard-Jones metals and they showed estimating 𝑉𝐷𝐶𝐺𝑀 as the ratio of
bulk liquid diffusivity to interatomic spacing does not affect the results significantly.
2.2.2

Local non-equilibrium model

Unlike the CGM, the LN model predicts a finite velocity can lead to complete solute
trapping. The non-equilibrium partition coefficient is written as [43-45]:
2

(1−(𝑉/𝑉𝐵𝐿𝑁𝑀 ) )𝑘𝑒 +𝑉/𝑉𝐷𝐿𝑁𝑀

𝑘(𝑉) = {

2

1−(𝑉/𝑉𝐵𝐿𝑁𝑀 ) +𝑉/𝑉𝐷𝐿𝑁𝑀

𝑉 < 𝑉𝐵𝐿𝑁𝑀

1𝑉 >

,

(2.15)

𝑉𝐵𝐿𝑁𝑀

where 𝑉𝐵𝐿𝑁𝑀 is the bulk diffuse velocity, calculated by the square root of liquid diffusivity divided
by the relaxation time for the steady-state flux, and 𝑉𝐷𝐿𝑁𝑀 is interface diffuse velocity. This model
predicts the occurrence of complete solute trapping at a large but finite velocity.
Olsen and Hultgren [48], Falkenhagen and Hofman [49] and Duwez et al. [50, 51]
conducted the first experiments to study the extension of solubility limits by increasing the cooling
rates. Since then, many experiments have been performed on multiple binary alloys to explore the
solute trapping, but there are still some unsolved issues, like estimating the velocity in which the
complete solute trapping happens, or how the solute trapping depends on the crystallographic
growth orientation. Experimental studies for multiple binary alloys [48-53] shows that at a finite
value of solidification velocity, the complete solute trapping occurs. While the CGM, in contrary
with the experiments, predicts the complete solute trapping will occur when velocity
asymptotically increases to infinity, the LNM found the onset of full solute trapping at a large but
finite velocity. Although CGM is not consistent with the experiments for high solidification
velocities, it is widely used because at the moderate velocity regime, which is relevant to industrial
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processes like the additive manufacturing, it gives a valuable and accurate description of solute
trapping.
2.3

Diffuse interface models
In a crystal growing from the melt in phase field method, an order parameter is used to

describe how each phase evolves during the solidification. For example, we can define the solid
phase with 𝜙 ≈ 1 and the liquid phase with 𝜙 ≈ 0. The main assumption in PFM is that 𝜙(𝑥)
evolves so that the total free energy F, which is defined as a functional of PF parameter,
temperature, and concentration, reduces over time. The equations of motion for the fields are
derived by taking the variational derivatives of the free energy F with respect to the independent
variables. The resulting partial differential equations are then solved numerically [54]:
For solidification of pure material, a widely used form for F is the following:
2

 |𝜀𝜙 ∇𝜙|

𝐹[𝜙, 𝑇] = ∫ {

2

(2.16)

+ 𝑓𝑑𝑤 (𝜙, 𝑇)} 𝑑𝑉

The first term on the right-hand-side is the excess free energy due to the interface (sharp
change order parameter along the interface). 𝜀𝜙 can be tuned to account for the total surface energy.
The second term is the bulk free energy density, which can be separated into the barrier term, only
depending on 𝜙, and the remaining bulk free energy. PF simulation methodologies allow for
significant freedom when choosing the functional form for bulk free energy term. For the
solidification of pure material, we consider the form of 𝑓𝑑𝑤 (𝜙, 𝑇) as follows:
𝐿

𝑓𝑑𝑤 (𝜙, 𝑇) = 𝑤𝑔(𝜙) + ℎ(𝜙) 𝑇 0 (𝑇 − 𝑇𝑚 )

(2.17)

𝑚

where 𝑔(𝜙) = 𝜙 2 (1 − 𝜙)2 represents the double-well Ginzburg-Landau free energy function,
𝑤𝑔(𝜙) is the free energy distribution, and ℎ(𝜙) is the so-called smoothing function with 0 and 1
values in the liquid and solid phases, respectively [22]. The time evolution of the order parameter,
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which is a non-conserved parameter, is described by the PF equation, where 𝑀𝜙 is the mobility
related to the kinetic coefficient.
𝜕𝜙
𝜕𝑡

𝛿𝐹

= −𝑀𝜙 𝛿𝜙

(2.18)

For pure material the final time-evolution equations [55] for the two field variables, T and
𝜙, are:
𝜕𝑇
𝜕𝑡

1

𝐿

𝜕𝜙

= 𝐷𝛻 2 𝑇 + 𝑐 0 ℎ′ (𝜙) 𝜕𝑡 

(2.19)

𝑝

𝜕𝜙

𝑀(𝜃) 𝜕𝑡

= 𝛻.

(𝜀(𝜃)2

𝛻𝜙) +

𝜕𝜙
)
𝜕𝑥

𝜕(𝜀(𝜃)𝜀 ′ (𝜃)
𝜕𝑦

−

𝜕𝜙
)
𝜕𝑦

𝜕(𝜀(𝜃)𝜀 ′ (𝜃)
𝜕𝑥

− 𝑤𝑔′ (𝜙)  −
(2.20)

𝐿0

ℎ′ (𝜙)(𝑇 (𝑇 − 𝑇𝑚 ) + 𝑁𝑜𝑖𝑠𝑒(𝜙))
𝑚

Both 𝜙 and T are functions of position, r, and time, t. Typically, in a phase-field model, the
anisotropy effect is accounted for by considering the dependence of the 𝜀 and 𝑀 parameters on the
angle,𝜃, between the direction normal to the interface and a specified direction in crystal.
The side branching of dendrites arises from thermal fluctuations. To mimic the thermal
fluctuations in a phase-field model, a continuous source of noise is added to the right-hand-side of
equation 2.20. 𝑁𝑜𝑖𝑠𝑒(𝜙) = 16𝑅𝜙 2 (1 − 𝜙)2 , where R is a randomly generated number that takes
values between -1 and +1.
In this study, we will use the EFKP model, explained in [15] for the PF simulation of binary
alloys. In this model, considering order parameter ranging from -1 to +1 moving from the liquid
into solid, we can set 𝑓𝑑𝑤 (𝑐, 𝜙, 𝑇) as:
̅𝑚𝑖𝑥 (𝜙, 𝑐, 𝑇) ,
𝑓𝑑𝑤 (𝑐, 𝜙, 𝑇) = 𝑤𝑔(𝜙) + 𝑓𝐴𝐵

(2.21)

where 𝑔(𝜙) = (−𝜑 2 ⁄2 + 𝜑 4 ⁄4) represents the double-well free energy distribution, and
̅𝑚𝑖𝑥 (𝜙, 𝑐, 𝑇) is:
𝑓𝐴𝐵
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̅𝑚𝑖𝑥 (𝜙, 𝑐, 𝑇) = 𝑓 𝐴 (𝑇𝑚 ) − (𝑇 − 𝑇𝑚 )𝑠(𝜙) +
𝑓𝐴𝐵
𝜖𝑠 +𝜖𝑙

𝜖(𝜙) =

2
𝑠𝑠 +𝑠𝑙

𝑠(𝜙) =

2

+ 𝑔̅ (𝜙)

𝑅𝑇𝑚
𝑣0

(𝑐𝑙𝑛𝑐 − 𝑐) + 𝜖(𝜙)𝑐

𝜖𝑠 −𝜖𝑙

(2.22)
(2.23)

2
𝐿

− 𝑔̃(𝜙) 2𝑇

(2.24)

𝑚

𝑔̅ (𝜙) and 𝑔̃(𝜙) are chosen so that the surface diffusion, interface stretching and chemical
potential jump at the interface vanishes [15].
The time evolution of the concentration, which is a conserved parameter, is described by
the PF equation:
𝜕𝑐
𝜕𝑡

𝛿𝐹

= ∇. (𝑀𝑐 ∇ 𝛿𝑐 )

(2.25)

The final time-evolution equations for the two field variables, c and 𝜙 are explained as
[15]:
𝜏0 [1 − (1 − 𝑘)
[

1+𝑘
2

−

1−𝑘
2

𝑧−𝑉𝑝 𝑡 𝜕𝜙
𝑙𝑇

] 𝜕𝑡 = 𝑊 2 ∇2 𝜙 + 𝜙 − 𝜙 3 − 𝜆𝑔′(𝜙) (𝑈 +

𝑧−𝑉𝑝 𝑡
𝑙𝑇

)

(2.26)

⃗⃗⃗ 𝜙
𝜕𝜙 ∇

𝜕𝑈

⃗⃗⃗ . (𝐷𝑞(𝜙)∇
⃗⃗⃗ 𝑈 + 𝑎(𝜙)𝑊[1 + (1 − 𝑘)𝑈]
ℎ(𝜙)] 𝜕𝑡 = ∇
)+
⃗⃗⃗ 𝜙|
𝜕𝑡 |∇
(2.27)
1 𝜕ℎ(𝜙)

[1 + (1 − 𝑘)𝑈] 2
whereU =

𝜕𝑡

𝑒 𝑢 −1
1−𝑘

2𝑐

, 𝑢 = ln(𝑐 𝑙 [1+𝑘−(1−𝑘)𝑔̃(𝜙)]), and 𝑎(𝜙), the anti-trapping coefficient, is considered
0

1⁄(2√2).PF method is capable of realistic simulation of micro-scale dendritic growth,
reproducing most of the features observed experimentally. It accurately reproduces the
morphology and size of the developing dendrites and captures the phenomena associated with the
dendrite formation (eg equilibrium shape and kinetics of the dendrite tip, preferred growth
direction, branching and, etc.) [15, 56, 57]. Subsequent improved geometrical models together
with the incorporation of realistic crystal-melt interfacial energy and/or kinetic properties allowed
for a more quantitative description and lead to the development of a variety of PF models used to
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study solidification of pure materials [10, 11, 58-64] and alloys [15, 17, 26, 65, 66]. Multiple
numerical simulations using diffuse interface PF models have been conducted to investigate the
solute trapping [20, 24, 67-69]. In all these simulations, the crystal-melt interface kinetics is
considered as zero, which is not applicable for cases with the moderate to high solidification rates.
The EFKP model works fine for slow solidifications because the classical thin interface limit
considers k (V)=ke and it cannot be implemented to study the rapid solidification. To overcome
this issue, one solution is presented by Gosh et al. [66] where the anti-trapping flux is modified by
using higher interface width, W0, for the higher solidification velocities such that k(V)>ke.
The second solution is using the thin interface analysis to map the thin interface behavior
of the phase field method to the non-equilibrium sharp interface models. The phase field method
presented by Pinomaa and Provatas (PP) [35] maps to the CG model and can be used to investigate
the rapid solidifications. In this method the anti-trapping, coefficient is modified as following:
1

𝑎𝑡 → 𝑎𝑡′ = 2√2 (1 − 𝐴(1 − 𝜙 2 ))

(2.28)

A is the trapping parameters and it controls the solute trapping. By considering A=0, the
anti-trapping will be equal to the anti-trapping in the EFKP model.
Phase field method has been also widely used in investigating the primary and secondary
arm spacing [70-72]. The primary dendritic arm spacing (PDAS) and secondary dendritic arm
spacing (SDAS) provide information on the segregation patterns and the distribution of
precipitates between the dendritic arms, which influences the mechanical properties [71]. For the
steady-state directional solidification, the phase field results are compared with the geometric
models relating the dendritic arm spacing to puling velocity, thermal gradient, and alloy
concentration. Two well-known theoretical models are the Hunt-Burden [73] and Kruz-Fisher [70]
models which both consider the processing conditions, thermodynamic parameters, and geometry
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of the cells in their calculations. Burden and Hunt considered only the geometry of the cell tip and
obtain the following relation for the arm spacing:
𝑃𝐷𝐴𝑆 = 2.83(𝑘𝑒 ΓΔ𝑇0 𝐷𝑙 )0.25 𝐺 −0.5 𝑉 −0.25 ,

(2.29)

while Kurz and Fisher considered the geometry of the cell tip and trunk and obtained:
𝑃𝐷𝐴𝑆 = 4.3(ΓΔ𝑇0 𝐷𝑙 /𝑘𝑒 )0.25 𝐺 −0.5 𝑉 −0.25 ,

(2.30)

The phase-field method requires previous knowledge of the material properties of the
system in study. The input includes bulk properties such as density, heat capacity, and latent heat,
and others such as interfacial and kinetic growth coefficients, being the latter properties, which are
hardly accessible in experiments. Here molecular simulations play a fundamental role since they
provide a link between an interaction potential and all the required properties.
2.4

Molecular Dynamics
MD is a computer simulation technique where, by integrating the equation of motion for

each atom, we will be able to study the time evolution of their interaction. Considering an initial
set of positions and velocities based on atomic structures and the simulation temperature, the MD
simulations are aimed to determine the subsequent time evolution of position and momenta of
each particle [74]. Newton’s law is used to calculate the force acting on each atom i in a system,
Fi.
(2.31)

𝐹𝑖 = 𝑚𝑖 𝑎𝑖
𝑎𝑖 =

𝑑 2 𝑟𝑖

(2.32)

𝑑𝑥 2

where 𝑎𝑖 is the acceleration. If a force acting on an object is a function of position only, it is said
to be a conservative force, and it can be derived as the gradient of potential with respect to atomic
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displacements. This form implies the presence of conservation law for total energy E = K+V,
where K is the instantaneous kinetic energy.
𝐹𝑖 = −∇𝑟𝑖 𝑉(𝑟1 , 𝑟2 , … , 𝑟3 )

(2.33)

Given an initial configuration of atoms with initial velocities, and interaction potential
between the atoms, a time integration algorithm is required to integrate the equation of motion,
equation 2.32. In MD, the most commonly used time integration algorithm is the Verlet Algorithm
[75]. In this algorithm, one forward and one backward Taylor expansion for the position is written
and added to each other, and the final form is given as:
𝑟𝑖 (𝑡 + ∆𝑡) = 2𝑟𝑖 (𝑡) − 𝑟𝑖 (𝑡 − ∆𝑡) + 𝑎(𝑡)∆𝑡 2 + 𝑂(∆𝑡 4 )

2.34)

By knowing the interaction potential between the atoms, and the initial velocity and
position of atoms, one can calculate the time evolution of the system’s trajectory[76].
In order to perform MD simulation, a potential is required, which describe how the particles
in the simulation interact. It should be noted that several models have been presented to estimate
the interatomic potential in metals such as Finnis-Sinclair (FS) model [77], embedded-atom
(EAM) model [78], modified-EAM (MEAM) model [79], and the second nearest-neighbor (2NN)
MEAM model [80]. As the 2NN-MEAM potential will be used in this research, we will explain
this potential with more details.
2.4.1

MEAM potential

Baskes [79] proposed modified embedded atom method (MEAM) interatomic potential
which was especially suitable for the simulation of multi-component systems. Later, Lee and
Baskes [80] modified the MEAM potential to take into account the second-nearest neighbor
interactions. Details of the MEAM potential has been published in the literature [80-82] and will
be briefly reviewed here.
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The total energy, E, for a system of atoms is approximated as the sum of atomic energies,
Ei.
1

𝐸 = ∑𝑖 𝐸𝑖 = ∑𝑖 𝐹𝑖 (𝜌̅𝑖 ) + 2 ∑𝑖≠𝑗 𝑆𝑖,𝑗 𝜑𝑖𝑗 (𝑟𝑖𝑗 ),

(2.35)

The first term on the right-hand side of this equation is related to the embedding energy,
which can be interpreted as the energy cost to insert an atom at the site of atom i with the
background electron density, ρ̅i . Background electron density, given by equations 2.36, and 2.37,
(𝑘)

is calculated by combining several partial electron density (𝜌𝑖 (𝑘 = 1 − 3)) terms with
weighting factors 𝑡̅ (𝑘) (𝑘 = 1 − 3) which are calculated using equation 2.38 .
𝜌

(0)

(2.36)

 𝜌̅𝑖 = 1+𝑒𝑖 −Γ𝑖
(𝑘)

𝜌𝑖

Γ𝑖 = ∑3𝑘=1 𝑡̅(𝑘) (
𝑡̅(𝑘) =

1
(0)

𝜌𝑖

2

(0) ) 

(2.37)

∑𝑖≠𝑗 𝑡 (𝑘) 𝜌𝑗𝑎(0) 𝑆𝑖𝑗 

(2.38)

𝜌𝑖

𝑆𝑖𝑗 is the screening function that ranges between 0 and 1 [83]. Two extreme values of
Si,j = 0 and 1 mean the interaction between the atoms i and j are fully-screened and non-screened,
respectively. A detailed description of the multi-body screening function is presented later in this
(𝑘)

section. Each partial electron density in equation 2.37, 𝜌𝑖 (𝑘 = 0 − 4), is a function of atomic
configuration and atomic electron density. The atomic electron density is computed as:
a(k)

ρi

(k) r

(rij ) = ρi0 exp[−βi (rij0 − 1)]

(2.39)

i

ri0 is the nearest neighbor distance in reference structure, reference structure, where all the
(k)

atoms are at their perfect crystal structure. βi (𝑘 = 1 − 3), are adjustable element-dependent
parameters, and ρi0 is element dependent density scaling factor. The partial electron densities are
given by equations 2.40- 2.44.
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(0)

𝜌𝑖

𝑎(0)

= ∑𝑖≠𝑗 𝑆𝑖𝑗 𝜌𝑗



(2.40)

𝑟𝛼

(1)

𝑎(1)

(𝜌𝑖 )2 = ∑𝛼 [∑𝑖≠𝑗 𝑟𝑖𝑗 𝑆𝑖𝑗 𝑡 (1) 𝜌𝑗
𝑖𝑗

(2)
(𝜌𝑖 )2

𝛽

𝛼
𝑟𝑖𝑗
𝑟
{∑𝛼,𝛽 [∑𝑖≠𝑗 𝑟 2𝑖𝑗
𝑖𝑗

=

2

(0)

] 𝜌𝑖 /𝑄 (1) 

2
(2) 𝑎(2)
𝑆𝑖𝑗 𝑡 𝜌𝑗 ]

1

(2.41)

𝑎(2)

− 3 [∑𝑖≠𝑗 𝑆𝑖𝑗 𝑡 (2) 𝜌𝑗

2

(0)

] } 𝜌𝑖 /
(2.42)

𝑄 (2) 
𝛽 𝛾

(3)
(𝜌𝑖 )2

=

3

𝛼
𝑟𝑖𝑗

𝛼
𝑟𝑖𝑗
𝑟𝑖𝑗 𝑟𝑖𝑗
𝑎(3)
{∑𝛼,𝛽,𝛾 [∑𝑖≠𝑗 𝑟 3 𝑆𝑖𝑗 𝑡 (3) 𝜌𝑗 ]
𝑖𝑗

2

−
(2.43)

𝑎(3)

[∑𝑖≠𝑗 𝑟 𝑆𝑖𝑗 𝑡 (3) 𝜌𝑗
5
𝑖𝑗

2

(0)

] } 𝜌𝑖 /𝑄 (3)
𝑎(0)

𝑄 (𝑘) = ∑𝑖≠𝑗 𝑆𝑖𝑗 (𝑡 (𝑘) )2 𝜌𝑗
𝛽



(2.44)

𝛾

𝑟𝑖𝑗𝛼 , 𝑟𝑖𝑗 , and 𝑟𝑖𝑗 represent the 𝛼, 𝛽 and 𝛾 component of 𝑟𝑖𝑗 . After defining the background
electron density using equations 2.36-2.44, the embedding energy is calculated using equation
2.45.𝐴𝑖 is an arbitrary scaling factor and 𝐸𝑖0 is the cohesive energy.
𝐹(𝜌̅𝑖 ) = {

𝐴𝑖 𝐸𝑖0 𝜌̅𝑖 ln(𝜌̅𝑖 )𝜌̅𝑖 ≥ 0

𝐴𝑖 𝐸𝑖0 𝜌̅𝑖 𝜌̅𝑖 < 0

(2.45)

The second term on the right-hand side of equation 2.35 is related to the pair potential.
φij (rij ) is the pair interaction between atoms i and j separated by rij . While the embedding
function, Fi , has a given specific form, shown in equation 2.45, the pairing interaction function is
not known. For calculating the pairing interaction first the total energy per atom for the reference
structure is calculated using the zero-temperature universal Rose–Vinet equation of state [84]
given in equations 2.46 and 2.47:

19

𝑟0

∗

𝐸𝑖𝑗𝑢 = −𝐸𝑖 0 [1 + 𝑎 ∗ + 𝛿 𝑟𝑖𝑗 (𝑎∗ )3 ] 𝑒 −𝑎 

(2.46)

𝑖𝑗

𝑟

𝑎∗ = 𝛼𝑖𝑗 ( 𝑟𝑖𝑗0 − 1)

(2.47)

𝑖𝑗

𝐸𝑖𝑗𝑢 is the total energy of the reference structure, 𝑎∗ is the scaled distance from the nearest
neighbor in reference structure, 𝛿 is an adjustable element-dependent parameter that takes positive
and negative for 𝑎∗ ≥ 0, and 𝑎 ∗ < 0, respectively. Then the pair interaction is evaluated from the
known values of total energy and embedding function of the reference structure. It is also necessary
to use a screening or cut-off procedure to limit the range of interaction by using a screening
function.
In the original MEAM potential, the second-nearest neighbor interactions were neglected
by using strong screening function values. While the 2NN-MEAM potential considers the second
nearest neighbor interactions in the screening function by adjusting the screening functions [82].
The screening factor between atoms i and j, Sij, has two extreme values of 0 and 1, which represents
the full-screening and no-screening respectively. Sij depends on the distribution of atom k which
is the common neighbor of the atoms i, and j. The Sikj is generated using a simple geometric
construction [83]. Consider atom i,j,k are all on a plane, as shown in Figure 2.2. The origin is set
on the mid-point between i and j. Now consider an ellipse passing through the atoms i,j, and k with
the minor axis of the ellipse on the line connecting atoms let rij be the distance between atom i,j.
The equation of this ellipse is given by:
𝑥2 +

𝑦2
𝐶

1

2

(2.48)

= (2 𝑟𝑖𝑗 ) 

C controls the extension of the ellipse in the y-direction and is determined by:
2

𝐶=

2(𝑋𝑖𝑘 +𝑋𝑘𝑗 )−(𝑋𝑖𝑘 −𝑋𝑘𝑗 ) −1
1−(𝑋𝑖𝑘 −𝑋𝑘𝑗 )

2



(2.49)
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2

2

where 𝑋𝑖𝑘 ≡ (𝑟𝑖𝑘 ⁄𝑟𝑖𝑗 ) and 𝑋𝑘𝑗 ≡ (𝑟𝑘𝑗 ⁄𝑟𝑖𝑗 ) . For instance, the corresponding values of C for
perfect FCC and BCC crystal structures are 1 and 2, respectively. The blue and red counters in
Figure 2.2 are the corresponding C plots for the perfect BCC and FCC crystal structure.
In 2NN-MEAM potential, the screening factor is specified by two parameters Cmin and
Cmax. When the ellipse passing from atoms i,j, and k is outside the ellipses defined by Cmax, Cmin,
it means atom k does not screen the interaction between atoms i and j and Sikj will be considered
1. On contrary, if the ellipse passing from atoms i,j, and k is inside the ellipses defined by Cmax,
Cmin, it means atom k fully screens the interaction between atoms i and j and Sikj will be considered
0. When the ellipse passing from atoms i,j, and k is between the ellipses defined by Cmax and Cmin,
Sikj will vary smoothly between 0 and 1. The overall form of Sikj is assumed to follow the following
form with the cut-off function of fc(x).
𝑆𝑖𝑘𝑗 = 𝑓𝑐 (𝐶

𝐶−𝐶𝑚𝑖𝑛

)

(2.50)

1𝑥 ≥ 1,
𝑓𝑐 (𝑥) = {(1 − (1 − 𝑥)4 )2 0 < 𝑥 < 1,
0𝑥 ≤ 1,

(2.51)

𝑚𝑎𝑥 −𝐶𝑚𝑖𝑛

The same radial cut-off function is applied to the pair potential in the form of
𝑓𝑐 ((𝑟𝑐 − 𝑟)/∆𝑟), where rc is the cut-off distance and Δr controls the distance over which the radial
cut-off is smoothened from 0 to 1 near rc. 𝑆𝑖𝑗 is calculated using equation 2.52 and 2.53.
̅ = ∏𝑘≠𝑖,𝑗 𝑆𝑖𝑘𝑗 
𝑆𝑖𝑗

(2.52)

̅ 𝑓𝑐 (𝑟𝑐−𝑟)
𝑆𝑖𝑗 = 𝑆𝑖𝑗
∆𝑟

(2.53)
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Figure 2.2. Screening of atoms i, j by the neighboring atom k
2.4.2

Crystal-melt properties calculated by molecular dynamics

2.4.2.1 Interface energy
There are various MD methods used to calculate the solid-liquid interfacial free energy such as the
cleavage method [85], the critical nucleus method [86], metadynamics [87], transition interface
sampling [88], the mold integration method [89], the interface pinning method [90], and the CFM
[91]. Here, we use the CFM, which was chosen due to its relative simplicity, ability to obtain
anisotropy coefficients and applicability to alloys for future use.
Interface energy is calculated using the CFM. The solid-liquid coexistence system is quasi-twodimensional; the interface length (W) in the 𝑥 direction is much larger than its width (b) in the 𝑦
direction. The system is very long (𝐿) in the interface normal direction to avoid any interactions
between the interfaces. The simulation system is shown in Figure 2.3.

22

Let ℎ(𝑥) be the position along the 𝑧 direction of an interface separating solid and liquid phases.
Its deviation from the mean value, 〈ℎ〉, can be written as a summation of Fourier modes: ℎ(𝑥) −
〈ℎ〉 = ∑𝑘 𝐴(𝑘) 𝑒 𝑖𝑘𝑥 . Based on the equipartition of energy on the degrees of freedom applied to
individual capillary fluctuation modes, the interface stiffness can be calculated using:
𝑘 𝑇

𝐵
𝛾 + 𝑑2 𝛾⁄𝑑 𝜃 2 = 𝑏𝑊⟨|𝐴(𝑘)|

2 ⟩𝑘 2

(2.54)

where, 𝑘𝐵 𝑇 is the thermal energy, 〈|𝐴(𝑘)|2 〉 is the mean squared amplitude of the Fourier modes
and k is the mode wave number. Plotting 𝑘𝐵 𝑇/(𝑏𝑊〈|𝐴(𝑘)|2 〉) versus 𝑘 2 and fitting for small
values of 𝑘 gives a slope which is the interface stiffness.

Figure 2.3. A snapshot from the MD simulation of pure titanium depicting the thermal fluctuations
of the liquid-crystal interface. The gray atoms represent the solid and the red atoms
represent the liquid phase. The green atoms are those located at the liquid-solid
interface and the solid line represents the interface location where the order
parameter has a value halfway between that of bulk solid and bulk liquid.
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For the pure material, the interface energy will be calculated at exactly the melting point. For the
binary alloy, the interface energy and anisotropy parameters can be as a function of composition
or temperature.
The interfacial free energy and anisotropy coefficients are obtained from MD simulations for
aluminum [92], iron [93], magnesium [94], nickel [91], gold and silver [95] elements, as well as
alloys such as nickel-aluminum [96] and nickel-copper [97] and nickel-silver [98].
2.4.2.2 Interface mobility and drag coefficient
Calculating the chemical potential of each species is solid and liquid phases are required
to estimate the interface mobility and drag coefficient using equations 2.2, 2.6, and 2.7. For this,
we use the semi-grand canonical (SGC) ensemble methodology. SGC discussed in [99] is often
used to obtain phase diagram information, the free energy, 𝛥𝐺(𝑇, 𝑋), and chemical potential
differences between elements, Δ𝜇 , as a function of temperature (𝑇) and mole fraction (𝑋), for the
liquid and solid phases.
Using the Gibbs-Helmholtz equation, the difference between the free energy of solid and
liquid for a single element,𝛥𝐺(𝑇, 0), can be written as:
𝑇 𝐻 𝑠𝑜𝑙 (𝑇′)−𝐻 𝑙𝑖𝑞 (𝑇′)

𝛥𝐺(𝑇, 0) = 𝑇 ∫𝑇 𝑚

𝑇′2

(2.55)

𝑑𝑇′

where 𝑇𝑚 is the melting point, 𝐻 𝑠𝑜𝑙 and 𝐻𝑙𝑖𝑞 are the solid and liquid enthalpies. In the SGC, the
chemical potential difference between atom types is set and swapping of atom types is performed
such that the set chemical potential difference is achieved on average. The main result of a
simulation in the SGC is the average concentration corresponding to the set chemical potential
difference. For a binary system at a given temperature, T, the free energy of either solid or liquid
phase, as a function of concentration is:
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𝑋

 (T,
𝐺(T, 𝑋) = 𝐺(T, 0) + 𝑘𝐵 𝑇(𝑋ln𝑋 + (1 − 𝑋)ln(1 − 𝑋)) + ∫0 𝛥 𝜇𝑒𝑥
𝑋′)𝑑𝑋′

(2.56)

The second term is the integral of the ideal chemical potential difference and the third term

is the integral of the excess chemical potential difference, 𝛥𝜇𝑒𝑥
. Since the free energy difference

is related to an integral of the chemical potential over concentration, several semi-grand ensemble
simulations are required with concentrations going down to small values. Since an arbitrary
reference can be chosen, 𝐺 𝑆 (𝑇, 0) or 𝐺 𝐿 (𝑇, 0) can be set to zero and the other one can be obtained
from equation 2.55 which is equivalent to applying equation 2.56 to both phases and taking the
difference. The liquidus and solidus concentrations for a given temperature are the liquid and solid
concentrations corresponding to the chemical potential difference where the grand potentials for
the liquid and solid are equal.
𝐺 𝐿 (𝑇, 𝑋 𝐿 ) − 𝑋 𝐿 𝛥𝜇𝐿 (T, 𝑋 𝐿 ) = 𝐺 𝑆 (𝑇, 𝑋 𝐿 ) − 𝑋 𝑆 𝛥𝜇𝑆 (T, 𝑋 𝑆 )

(2.57)

To compute∆𝐺𝐷𝐹 and ∆𝐺𝐷 using equations 2.4 and 2.5, ∆𝜇𝐴 and ∆𝜇𝐵 are needed and can
be obtained from SGC results by relating them to 𝐺 𝑆 , 𝐺 𝐿 , 𝛥𝜇𝑆 and 𝛥𝜇𝐿 [23]:
∆𝜇𝐴 =  𝜇𝐴𝑆 − 𝜇𝐴𝐿 = 𝐺 𝑆 (𝑋 𝑆 , 𝑇) − 𝐺 𝐿 (𝑋 𝐿 , 𝑇) − 𝑋 𝑆 ∆𝜇 𝑆 + 𝑋 𝐿 ∆𝜇 𝐿

(2.58)

∆𝜇𝐵 =  𝜇𝐵𝑆 − 𝜇𝐵𝐿 = 𝐺 𝑆 (𝑋 𝑆 , 𝑇) − 𝐺 𝐿 (𝑋 𝐿 , 𝑇) + (1 − 𝑋 𝑆 )∆𝜇 𝑆 − (1 − 𝑋 𝐿 )∆𝜇 𝐿 

(2.59)

where mole fractions, 𝑋, refer to solute species B.
Calculating the effective free energy, using equation 2.6, and the corresponding interface
mobility requires estimating the drag coefficient first. In this study, we use a method similar to the
one presented by Yang et al [100]. They estimated the drag coefficient by fitting the velocity versus
the effective free energy and determining the optimal drag coefficient as the value, which results
in the best linear fit. The drag coefficient is also required for the kinetic coefficient calculations
discussing in the following section.
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2.4.2.3 Kinetic coefficient
The MD simulation approaches used for calculation of the kinetic coefficient of solidliquid interfaces can be divided into equilibrium and non-equilibrium methodologies [4]. The
equilibrium methods rely on the analysis of the fluctuations of the solid-liquid interface through
the capillary fluctuation method (CFM) [4]. The non-equilibrium MD methods are classified as
either forced velocity [101, 102] or free solidification [102] approaches. In this study the kinetic
coefficient was calculated by using a free solidification method [102].
During an MD simulation, the solid-liquid interface, on average, remains planar. Therefore,
according to equation 2.8 for pure material, the slope of the solidification velocity as a function of
temperature gives the kinetic coefficient.
𝜇(𝑛̂) = (𝑇

𝑉𝑛
̂

(2.60)

𝑀 −𝑇𝐼 )

For the alloys, the kinetic coefficient can be estimated either as a function of composition
or temperature. The driving force for performing the free solidification can be obtained either by
reducing the temperature of an equilibrium system (undercooling) at a target concentration or
reducing the liquid composition from the equilibrium value at a target temperature. In our
simulations, we used the second method and therefore the interface temperature is equal to the
equilibrium temperature and it is maintained at a constant value. For a fixed temperature, the
kinetic coefficient as a function of composition is estimated by equation 2.61.
𝑇 −𝑇 𝑐𝐿
1+ 𝑙𝑙 𝑙 − 𝑙 ×𝑓(𝑘)

𝛽=

(2.61)

|𝑚𝑒 |𝑐0 𝑐0

(1−𝑘)𝑉

Calculations of kinetic coefficient using MD simulations were reported for various pure
elements such as nickel [103, 104], gold and silver [105], aluminum [104], magnesium [94], and
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copper [104, 106], and also compounds such as Ni3Al [107]. To the best of our knowledge the
calculations of kinetic coefficient for the alloys has not been performed by MD simulations.
2.5

Thin interface analysis
The PF modeling of pure material and binary alloy solidification, explained in section 2.3,

can be mapped onto the classical free boundary problem. The relationship between the parameters
in the PF equations and material’s parameters are obtained from the mapping process. It can be
done at two different limit conditions; sharp interface limit, where the interface width is very small,
and thin interface limit, where the interface width,𝜁𝑝 , is finite but smaller than the interface
curvature and the characteristic length scale of diffusion field. For pure materials, using thin
interface analysis the 𝜀0 , 𝑤, and 𝑀 parameters present in the phase field equations are calculated
by using the MD-calculated solid-liquid interfacial free energy and its kinetic coefficient in the
following equations :
𝜁𝑝 =
𝛾=
1
𝜇

=

𝜀0
√𝑤

𝜀 √𝑤
3√2

2√2𝑙𝑛3

(2.62)



(2.63)

1 𝑇𝑚 √𝑤
3√2 𝜀𝐿0 𝑀

−

𝐿0
𝐷𝑐𝑝

𝜀

1 ℎ(𝜙)(1−ℎ(𝜙))

∫
√2𝑤 0

√𝑔(𝜙)

𝑑𝜙

(2.64)

The asymptotic analysis to construct the mapping of the parameters as given in equations
2.65-2.66 is rather complicated and can be found in [16].
For the alloys, using EFKP model, having λ as a free parameter denoting the interface
width, the thin interface analysis gives [15]:
𝛾𝑇

𝑑0 (𝑛⃗) = 𝐿𝛥𝑇𝑚 = 𝑎1
0

⃗)
𝑊 (𝑛
𝜆



(2.65)
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⃗)
𝜏 (𝑛

0
𝛽(𝑛⃗) = 𝑎1 𝜆 𝑊(𝑛
− 𝑎1 𝑎2
⃗)

⃗)
𝑊(𝑛
𝐷𝐿



(2.66)

The capillary length and kinetic coefficient are the parameters calculated from MD and
used to estimate W and 𝜏0 .a1 and a2 are equal to 0.8839 and 0.6867 respectively.
For the PF model of Pianomaa and Provatas, the continuous growth model thin interface
limit of the phase field model leads to modification of a2 used to set the anti-trapping [35].
̅ + ̅̅̅̅
𝑎2 → 𝑎2∓ = 𝐽(𝐾
𝐹∓)

(2.67)

where 𝑎2+ (𝑎2− ) are used for considering the zero solute drag (full solute drag) and the other
constants in equation 2.67 is given by:
𝐽=

4√2
5



(2.68)

√2𝑙𝑛2
√2
̅̅̅̅
𝐹 + = 2 − 4 𝐴

(2.69)

3√2
√2𝑙𝑛2
̅̅̅̅
𝐹 − = 2 + 4 𝐴

(2.70)
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3

DEVELOPMENT OF 2NN-MEAM POTENTIAL FOR Ni-Ti ALLOY
Several interatomic potentials have been developed for the Ti-Ni binary systems. These

include the Finnis-Sinclair (FS) potentials [77] by Lai and Liu [108] and Ren and Sehitoglu [109],
the modified-FS potentials by Mutter and Nielaba [110] and Zhong et al. [111], the Gupta potential
by Kexel et al. [112], the embedded-atom method (EAM) potential [78] by Farkas et al. [113], the
EAM type potential, referred to as a long-range empirical potential (LREP), by Li et al. [114], the
modified-EAM method (MEAM) potentials [79] by Ishida and Hiwatari [115] and Saitoh et al.
[116], and the second nearest-neighbor (2NN) MEAM potentials [80] by Ko et al. [117], Kim et
al. [118], and Muralles et al. [119]. Most of these potentials were developed to reproduce the main
characteristics of the martensitic transformation close to the equiatomic composition. For the
results of MD simulations to be predictive when simulating melting and solidification processes,
the employed interatomic potential needs to be able to reproduce the experimental CM phase
diagram to obtain the correct solute partitioning and slopes of solidus and liquidus lines. To the
best of our knowledge, currently, there is no interatomic potential that accurately reproduces the
CM phase diagram in binary Ti-Ni alloys.
In the chapter, building on the Ni and Ti potentials developed by Ko et al. [117], we
developed new unary potentials with improved capability for predicting high temperature
properties of Ni and Ti. In addition to providing better predictions of the targeted properties,
melting temperature and latent heat, for pure Ti and Ni; the newly developed potentials also
improve the prediction of several thermodynamic and transport properties that affect CM
equilibrium and kinetic processes, such as density, cohesive energy, diffusion coefficient, and
viscosity. We complement the optimization of the unary potentials with the development of a new
MEAM potential for the binary Ni-Ti alloy targeting the CM phase diagram for the Ti rich and Ni
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rich solutions and liquid phase enthalpy mixing. This new binary potential also improves the
prediction of solid and liquid phase properties at high temperatures. The transferability of the
binary potential was also tested by monitoring the crystal structure and the formation energies of
stable intermetallic compounds in the phase diagram of Ti-Ni.
3.1

Optimization of potential parameters

We improved 2NN-MEAM potentials for Ti, Ni, and Ti-Ni binary systems that reliably
predict the crystal-melt (CM) interfacial properties for pure and binary systems and the high
temperature portions of the binary system equilibrium phase diagram for both nickel-rich and
titanium-rich range of compositions. The parameters of the newly developed potentials were
obtained by adjusting them, through a trial and error process, using the initial values of the
corresponding parameters for pure Ti and Ni of the 2NN MEAM potential developed by Ko et al.
[117].
Table 3.1 compares the melting temperature and latent heat of fusion calculated by
molecular dynamics simulations, based on the coexistence method explained by Asadi et al. [104]
using the original Ko et al. potentials [117], with the experimental values of Valencia and Quested
[120].
Melting points were calculated using coexistence of liquid and solid phases by keeping the
normal stress in the interface normal direction constant and allowing the temperature to evolve
toward the melting point through partial melting or solidification of one of the phases [104]. All
steps used a 1.5 fs time step. First the solid phase (10 × 10 × 120 unit cells, 24000 atoms for bcc
Ti; 10 × 6 × 100 unit cells, 24000 atoms for hcp Ti; 8 × 8 × 96 unit cells, 24576 atoms for fcc Ni)
was equilibrated in the NPT ensemble for 300 ps at the initial guess for the melting point and the
average lattice parameters were obtained over an additional 300 ps. Next the atomic positions and
30

box sizes in the x and y directions were scaled to obtain the average lattice parameters from the
previous step. The lower quarter and upper quarter of the atoms were then melted at high
temperature while keeping the central half of the atoms fixed in the NVT ensemble for 50 ps. After
rescaling velocities back to the initial guess for the melting temperature, the liquid was relaxed in
a 500 ps simulation where the temperature and normal stress in the z direction were kept constant
but only the liquid atom positions were scaled while keeping the solid atoms fixed. This allowed
the liquid which was far from equilibrium to increase its volume before allowing the solid atoms
to move. Following this step, the solid atoms no longer fixed, and all atom positions were scaled
to keep the normal stress constant and the temperature was kept constant for 1 ns. If significant
solidification or melting was observed during this step, then the melting point estimate was revised
and the above steps were repeated. If not, then a 10 ns simulation was run where the normal stress
was kept constant, but the temperature could change. An improved guess for the melting
temperature was then obtained by averaging the temperature in the last 4 ns of that simulation. If
this temperature was less than about 3 degrees from the previous guess, no further iterations were
used. If not, all previous steps were repeated with the improved guess for the melting temperature.
Note that there are small biases in the melting points due to the finite size of the interfaces
and the fact that melting point depends slightly on crystal orientation for finite sized systems and
we only considered the (100) planes for fcc and bcc, and the (0001) plane for hcp.
As evident from Table 3.1, the Ko et al. potentials underestimate the melting temperatures
of Ti by about 225 K and that of Ni by about 164 K. The melting temperature reported by Ko et
al. [117] for Ti appears to be for the metastable hcp phase since in our MD simulations we obtained
a similar value for that phase. In Table 3.1, all high temperature properties for Ti were calculated
considering the stable bcc phase. In addition, Table 3.1 shows that there are also differences
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between the experimental and calculated values of latent heat of fusion for both Ti and Ni and the
consequence of these differences are significant because the latent heat of fusion is directly related
to the driving force for solidification. As such, our approach was based on the premise that the first
step towards obtaining an improved potential capable of reproducing the crystal-melt alloy phase
diagram starts with improving the melting properties of the pure components.
Table 3.1. Calculated melting temperature Tm(K), and latent heat of fusion ΔHf (kJ/mol) for pure
Ti and Ni using the 2NN-MEAM potential by Ko et al. [117], and the corresponding data from
experiments [120]. Uncertainties are for 95% confidence intervals.
Ti
Property
𝑇𝑚
Δ𝐻𝑓
a

Experiment
1942
14.17

1651; 1716.0 ± 1.9

Experiment
1728

Ni
2NN MEAM (Ko et
al.)
1892

11.7; 9.07a

17.48

20.7

2NN MEAM (Ko et al.)
a

Results obtained from our MD simulations using the same interatomic potential

There are 14 independent parameters describing the single element 2NN MEAM potential.
Four of these parameters: Ec, re, α, and , are related to the pair potential term. The other parameters
include the scaling factor parameter A; four decay lengths, β(h) (h=0-4); and three weighting
factors, t(h) (h=1-3) which are related to the embedding potential term. Cmin and Cmax are the
parameters controlling the many-body screening. In addition, a reference structure must be chosen.
The equilibrium reference structure for a single element can be any structure in which individual
atoms occupy the sites of a perfect lattice. We chose fcc for Ni, and bcc for Ti which are the
equilibrium phases at the melting points. As a rule of thumb, during the iterative tuning of the
potential, the parameters that were being adjusted were chosen such that they had a very limited
effect on most of the previously fitted properties such as the equilibrium lattice parameter(s),
cohesive energy, and elastic constants. In our study, the guiding criteria was to adjust certain
potential parameters such that the resulting potential reproduces the melting point and latent heat
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close to the corresponding experimental values. Other calculated transport and thermo-physical
properties such as: diffusion coefficient, density, volume change on melting, etc., were not
included in the iterative fitting process; instead they were used as part of the validation process by
evaluating how well these calculated values match those measured in experiments. During the
iterative procedure of adjustment of parameters, whenever a compromise was needed, the melting
point was given the priority over the latent heat of fusion.

Table 3.2. Optimized 2NN MEAM potential parameter sets for pure Ti and Ni systems. The
parameters depicted in bold are those that were modified from the original potential of Ko et al.
[117]. The cohesive energy of the reference structure, Ec, is in eV/atom and the equilibrium nearest
neighbor distance, re, is in Å. The reference structures are bcc for Ti and fcc for Ni.
Ec

re

α

A

Cmin Cmax 

β(0)

β(1)

β(2)

β(3)

t(1)

2.2

3.0

4.0

3.0

-18.0 -32.0 -14.15 0.28 1.61 0

1.94

3.46

2.56

2.84

Ti

4.75 2.85 4.756 0.24

Ni

4.45 2.49 5.0607 0.763 2.48

t(2)

t(3)

-1.20 -2.0

0.95 1.75 0.05

In general, it is not possible to relate the melting point and the enthalpy of fusion to one
single parameter in the potential. However, it is known that some parameters have strong effects
on certain properties. For example, previous studies have shown that for most materials, small
modification of the t(3) parameter has a considerable effect on the melting point [104]. Our study
shows that, for Ni, when they are modified together, the parameters t(3) and A have a significant
effect on the melting temperature and latent heat. Reducing t(3) reduces the background electron
density, which consequently reduces the embedding energy which in turn helps the reduction of
the melting point. Reducing the parameter A also reduces the embedding energy. Based on this
understanding, for Ti, we modified the parameters t(3), Cmin, and Cmax, to adjust the potential to
accurately predict its melting temperature. As explained in section 2.4.1, the value of the parameter
C at a second neighbor (defined in the ellipse formula) for a perfect bcc crystal is equal to 2. In the
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original potential, Cmin and Cmax values were 0.25 and 1.58 respectively, so the 2NN interactions
were not screened. Increasing both Cmin and Cmax to 0.28 and 1.61 has a little effect on screening
in the solid phase and does not noticeably affect the solid enthalpy. Table 3.2 presents the potential
parameter sets for Ti and Ni.
Extension of 2NN-MEAM potentials of the pure Ti and Ni to the corresponding binary
alloy system requires the evaluation of the pair interaction between Ti and Ni atoms. Therefore,
13 additional parameters need to be determined. Four parameters; Ec, re, α, and  are needed for
describing the pair potential. One parameter is the atomic electron density factor ρ 0Ni/ρ0Ti in the
embedding energy function. Finally, eight parameters describe the multi-body screening. First, we
need to estimate the potential parameters; Ec, re, α, and  for the reference structure found in the
universal equation of state. The reference structure for the binary system can be any simple
compound structure in which each type of atom has only the same type of atoms as its second
nearest-neighbors [118]. The binary Ti-Ni system has four stable compounds: NiTi (B19'), NiTi
(B2), Ni3Ti, and NiTi2 [121], and some metastable compounds Ni3Ti2 and Ni4Ti3 [122]. We chose
the reference structure to be the NiTi B2 structure, which is stable at high temperatures. The values
of Ec, α, and re are chosen based on the corresponding experimental data for enthalpy of formation
[123], bulk modulus [124] and the lattice constant [125] of the B2 NiTi compound. The parameter
 is simply taken to be equal to the average of d for each pure element and the parameter ρ0Ni/ρ0Ti
is kept at unity. There are four Cmin and four Cmax parameters remaining which can be modified.
The main goal for the developed binary potential is to accurately reproduce the crystal-melt
equilibrium coexistence behavior. As such, the fitting procedure favors the prediction of the
characteristics of crystal-melt phase diagram and the enthalpy of mixing in the liquid phase. The
enthalpy of formation of the stable compounds, melting point of Ni3Ti and CM phase diagram for
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Ni3Ti on the high Ni concentration side, and liquid densities are used to test the performance of
the potential. Table 3.3 presents the optimized potential parameter set for the binary Ti-Ni system.
In addition to the 13 parameters mentioned above, Table 3.3 also includes the cutoff distance
parameter rc, and the switching function range, Δr.
In MD simulations, the interaction between atoms is only considered if the separation
between atoms is within a cut-off radius, rc. This is accomplished by smooth switching of the
potentials, over a distance Δr, to approach zero at rc. In the potential optimization procedure for
the binary system, the original cut-off radius of 5 Å was used.

Table 3.3. Optimized 2NN-MEAM potential parameter set for the binary Ti-Ni system. The
parameters depicted in bold are those that were modified from the original potential of Ko et al.
[117]. The units are eV/atom for cohesive energy of the reference structure, Ec, and Å for the
equilibrium nearest neighbor distance, re; cutoff distance, rc; and switching function range Δr. The
reference structure is B2 NiTi.
Ec

4.93

CminNi-Ti-Ni

1.70

re

2.614

CminTi-Ni-Ti

1.60

α

4.6338

CminNi-Ni-Ti

0.15

ρ0Ni/ρ0Ti

1

CminTi-Ti-Ni

0.25

Ni-Ti-Ni

d

0.025

Cmax

rc

5.0

CmaxTi-Ni-Ti

1.70

Δr

0.4

CmaxNi-Ni-Ti

2.8

CmaxTi-Ti-Ni

1.9

2.0

To illustrate the role of the appropriate choice for rc and r, the interaction energies of TiTi, Ni-Ti, and Ni-Ni atomic pairs as a function of separation distance between atoms were
calculated using the original MEAM potential by Ko et al. [117] and the present MEAM potential.
Using Δr = 0.1 Å, which is the value in the original Ko et al. potential, leads to large slopes in the
energy near the cutoff distance and correspondingly large forces. In order to reduce the force
between atoms, Δr is increased from 0.1 to 0.4 Å.
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3.2

Accuracy and transferability of the developed 2NN-MEAM potential for Ti, Ni, and
Ti-Ni
When choosing an interaction potential for a MD simulation one should consider both its

accuracy and transferability. For these reasons, the physical properties calculated based on the
developed MEAM potential are compared with those obtained from a wide variety of DFT and
experimental data. Two sets of physical properties are presented in this section. The first set
includes the properties that are considered in the parameter optimization procedure, and therefore
they are indicative of the accuracy of the developed potential, and second set of properties were
used for the assessment of transferability of the newly developed potential. All MD simulations
were performed using the LAMMPS software package [126]. For the sake of clarity, the details
pertaining to the simulation methodologies that were used for the calculations of various properties
will not be discussed here. Instead, we provide the necessary references, which contain the details
of these simulation methodologies. This section is divided up into two main sub-sections; the first
sub-section deals with testing the transferability and accuracy of the unary potentials and the
second sub-section focuses on the same issues pertaining to the binary potential.
3.2.1
3.2.1.1
3.2.1.1.1

Physical properties of pure Ti and Ni

Solid phase
Bulk and defect properties at 0 K

The calculated bulk, elastic, and various defect properties for Ti and Ni are shown in Table
3.4 and Table 3.5. The corresponding data is compared with the results from DFT, experiments,
and those obtained by using the original Ko et al. potential. For both Ti and Ni, in the fitting
procedure of the potentials, the experimental cohesive energies were considered more reliable than
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the DFT values. Both the present and the Ko et al. potentials for Ni yield very similar results.
Moreover, it appears that the present potentials for both Ti and Ni underestimate C44 by 15% and
33%, respectively. As the main objective of these potentials is to represent the CM interface
properties, the mismatch between the shear modulus obtained from simulations and the values
obtained from DFT calculations or experimental data was not considered a major issue.

Table 3.4. Calculated bulk and defect properties of pure Ti using the present 2NN-MEAM
potential, in comparison with experiment data, DFT data, and previous MEAM potential by Ko et
al. [117]. The following properties are listed: the cohesive energy Ec (eV/atom); the lattice constant
a and c (Å) and the ratio of c/a; the bulk modulus and elastic constants C11, C12, C13, C33, and
C44 (GPa); the vacancy formation energy 𝐸𝑓𝑣𝑎𝑐 (eV); the surface energies (erg/cm2) for the
orientations indicated by the superscripts, and the structural energy differences ΔE (eV/atom).

5.27 b
2.93 b
4.65 b
1.59 b
113.7 e
172 e
82 e
75 e
190 e
45 e
2.045 b

2NN-MEAM
(Ko et al. [117])
4.86
2.92
4.69
1.60
109.7
170
80.4
74.8
187.1
42.1
1.46

2NN-MEAM
(present)
4.83
2.92
4.73
1.62
110
158
108
66.7
198
33.9
1.83

1920 g, k, 2100 h, k

1939 e

2032

2006

̅00)
(11

-

2451 e

2307

2255

̅0)
(112

-

1875 e

2711

2538

0.059 b
0.108 b

0.011
0.078

0.002
0.054

Property

Experiment

DFT

Ec
a
c
c/a
B
C11
C12
C13
C33
C44
𝐸𝑓𝑣𝑎𝑐

4.87 a
2.95 c
4.68 c
1.59 c
109.7 d
176.1 d
86.9 d
68.3 d
190.5 d
50.8 d
1.27 f

(0001)

𝐸𝑠𝑢𝑟𝑓
𝐸𝑠𝑢𝑟𝑓
𝐸𝑠𝑢𝑟𝑓

ΔEhcp→fcc
ΔEhcp→bcc
a
f

Reference [127].
Reference [131].

b
g

Reference [117].
Reference [132].

c
h

Reference [128].
Reference [133].

d

e
Reference [129].
Reference [130].
The experimental value is for polycrystalline
solid.
k

The calculated surface energies have maximum discrepancies of 35% for Ti for the (112̅0)
plane and 17.3% for Ni for the (111) plane. Despite these discrepancies, overall, the comparison
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of the surface energy results, obtained by using the two potential sets, shows improvement when
using the presently developed potential.

Table 3.5. Calculated bulk and defect properties of pure Ni using the present 2NN-MEAM
potential, in comparison with experimental data, DFT data, and previous MEAM potential by Ko
et al. [117] The following properties are listed: the cohesive energy Ec (eV/atom); the lattice
constant a (Å); the bulk modulus and elastic constants C11, C12, and C44 (GPa); the vacancy
formation energy 𝐸𝑓𝑣𝑎𝑐 (eV); the surface energies (erg/cm2) for the orientations indicated by the
superscripts and the structural energy differences ΔE (eV/atom)
Property

Experiment

DFT

2NN-MEAM
(Ko et al. [117])

2NN-MEAM
(present)

Ec
a
B
C11
C12
C44
𝐸𝑓𝑣𝑎𝑐

4.45 a
3.520 c
187.6 d
261.2 d
150.8 d
131.7 d
1.6 e

4.842 b
3.524 b
190.9 b
266.1 b
155.1 b
128.5 b
1.41 b

4.45
3.521
185.9
260.4
148.6
111.1
1.51

4.45
3.521
185.9
260.9
148.3
112
1.35

2240 f, h

2426 g

2085

2108

(110)

2368 g

2148

2095

𝐸𝑠𝑢𝑟𝑓

(111)

2011 g

1630

1662

ΔEfcc→bcc
ΔEfcc→hcp

0.093 b
0.026 b

0.088
0.01

0.071
0.009

(100)

𝐸𝑠𝑢𝑟𝑓
𝐸𝑠𝑢𝑟𝑓

a

Reference [127].

b

Reference [117].

c

Reference [134].

d

f

Reference [132].

g

Reference [136].

h

The experimental value is for a crystalline solid.

Reference [129].

e

Reference [135].

3.2.1.2 Titanium phase stability
The crystal structure of Ti at room temperature is hcp [137]. At about 1155 K, Ti undergoes
an allotropic phase transformation to a bcc (β) phase, which remains stable up to the melting
temperature. In this study the allotropic transition temperature for both the original and the present
potential is calculated using the method presented by Sun et al. [138] which is based on the GibbsHelmholtz equation shown below:
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𝑏𝑐𝑐
𝑇𝑚

∫𝑇 ℎ𝑐𝑝→𝑏𝑐𝑐

∆𝐻 ℎ𝑐𝑝→𝑏𝑐𝑐 (𝑇)
𝑇2

𝑇

ℎ𝑐𝑝

𝑚
𝑑𝑇 + ∫𝑇 𝑏𝑐𝑐

ℎ𝑐𝑝
∆𝐻𝑚 (𝑇)

𝑇2

𝑚

(3.1)

𝑑𝑇 = 0

where, 𝑇ℎ𝑐𝑝→𝑏𝑐𝑐 and ∆𝐻ℎ𝑐𝑝→𝑏𝑐𝑐 are the hcp to bcc allotropic phase transition temperature and the
ℎ𝑐𝑝

temperature dependent enthalpy difference between the phases, 𝑇𝑚𝑏𝑐𝑐 and 𝑇𝑚
ℎ𝑐𝑝

of the bcc and hcp phases, and ∆𝐻𝑚

are the melting temperatures

is the temperature dependent enthalpy difference between the hcp

crystal and liquid phases.

The allotropic hcp to bcc phase transition temperature and enthalpy of transition are
presented in Table 3.6. The present potential, as well as the original potential by Ko et al. [117],
predicts a stable bcc (β) phase at high temperature. The experimental transition temperature is
approximately 1155 K [139] and the corresponding values obtained using the present and original
potentials are 1312 and 1481 K respectively; values which deviate by 13% and 28% respectively
from experiment data. The enthalpy of transition for both potentials are in good agreement with
the experiment data [140-142], but they differ considerably from the DFT result [143] which is 23 times higher than experimental values.
Table 3.6. Allotropic transition temperature, 𝑇ℎ𝑐𝑝→𝑏𝑐𝑐 (K), and enthalpy of transition,
𝛥𝐻ℎ𝑐𝑝−𝑏𝑐𝑐 (𝑇ℎ𝑐𝑝→𝑏𝑐𝑐 ) (kJ/mol), for titanium from experiments, DFT, obtained by using the
original 2NN-MEAM potential by Ko et al. [117], and by using the present 2NN-MEAM potential.
Property

Experiment

𝑇ℎ𝑐𝑝−𝑏𝑐𝑐

1155 a

Δ𝐻ℎ𝑐𝑝−𝑏𝑐𝑐

3.2

a

b

Reference [139]

b

; 4.17

DFT
c

; 4.30

Reference [140]

d

8.97
c

e

Reference [141]
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2NN-MEAM
(Ko et al. [117])

2NN-MEAM
(present)

1481.7

1312.3

3.18

2.86

d

e

Reference [142]

Reference [143]

3.2.2 Liquid phase
3.2.2.1 Thermo-physical, and transport properties at the melting point
Table 3.7 presents the summary of various thermo-physical and transport properties of pure
Ti and Ni at the melting point obtained from experiments and calculated from the current potential
and the one developed by Ko et al. The crystal-melt (CM) coexistence approach is used for
calculation of the melting point. Details of this method are presented in the paper by Asadi et al.
[104].

Table 3.7. Various thermo-physical and transport properties of pure Ti and Ni at their melting
points calculated based on the present 2NN-MEAM potential, the potential of Ko et al. [117], and
obtained from experiments. The following properties are listed: melting temperature, 𝑇𝑚 (K); latent
heat of fusion, 𝛥𝐻𝑓 (kJ/mol); volume change upon melting normalized by the volume of the solid
phase, 𝛥𝑉𝑚 /𝑉𝑠 ; density of liquid, 𝜌𝐿 (g/cm3); shear viscosity of liquid, 𝜂𝐿 (mPa.s); self-diffusivity
of liquid, 𝐷𝐿 (10-5cm2/s); and enthalpy of liquid, ℎ𝐿 (kJ/mol). Uncertainties are for 95% confidence
intervals.

Property

Exp.

𝑇𝑚
𝛥𝐻𝑓
𝛥𝑉𝑚 /𝑉𝑠 (%)
𝜌𝐿
𝜂𝐿
𝐷𝐿
ℎ𝐿

1941 a
14.15 b
2.817 c
4.14 c
3.25 f
4.922 g
-399.8

a
e

Ti
2NN MEAM 2NN
Exp.
(Ko et al. MEAM
[117])
(present)
1716.0 ± 1.9
1942.6 ± 2.6 1728 a
9.07
11.45
17.48 b
1.60
1.62
4.5 d
4.25
4.20
7.795 e
3.024
3.73
4.7 f
5.73
4.733
3.27 g
-405.652
-400.6
-361.6 h

Ni
2NN MEAM 2NN MEAM
(Ko et al. (present)
[117])
1892
1726.7 ± 2.2
20.7
17.41
7.0
6.1
7.816
7.819
7.26
6.3
2.52
2.83
-362.9
-364.9

h

Reference [120]
Reference [147]

b
f

c

Reference [144]
Reference [148]

g

Reference [145]
Reference [149]

d

h

Reference [146]
Reference [150]

As mentioned before, the optimization of the present unary potentials is performed to
primarily obtain a good fit of the melting points and latent heats. However, for Ti we found that it
was difficult to match both the melting point and the latent heat simultaneously. Therefore, the
latent heat for Ti with our potential is significantly improved but still smaller than the experimental
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value while we match the experimental melting point. For Ni, we were able to match both the
experimental melting temperature and latent heat closely.
The comparison of the volume change upon melting, density, viscosity, diffusivity, and the
enthalpy of the liquid phase with the experimental values and the values calculated with the
original potential [117] shows that most properties are improved with exceptions for the Ti
diffusivity, Ni density, and Ni enthalpy.

3.2.2.2 Temperature-dependence of density and surface tension
The variation of density and surface tension with temperature, for both Ti and Ni in the
liquid phase, were calculated by MD simulations using both the present and the original potential
of Ko et al. Over a limited range of temperatures, both density and surface tension can be assumed
to be linear functions of temperature:
𝜌 = 𝜌𝑚 + 𝑑𝜌⁄𝑑𝑇 (𝑇 − 𝑇𝑚 )

(3.2)

𝜎 = 𝜎𝑚 + 𝑑𝜎⁄𝑑𝑇 (𝑇 − 𝑇𝑚 )

(3.3)

where 𝜌𝑚 and 𝜎𝑚 are the density and surface tension at the melting point, and 𝑑𝜌⁄𝑑𝑇 and 𝑑𝜎⁄𝑑𝑇
are the temperature coefficients of density and surface tension, respectively. Table 3.8 presents the
comparison of these parameters obtained from MD simulations using both the present potential
and the original potential of Ko et al. compared to those obtained from experiments.
The temperature in these calculations was varied from 1833 K to 2103 K for Ti and from
1620 K to 1782 K for Ni. In the case of Ti, the comparison of the MD calculated density
coefficients, based on the original and the present MEAM potential, and the experimental data
reveals a noticeable improvement when using of the present potential; specifically, densities
calculated using the present potential show a maximum deviation of less than 1.7% from
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experimental data. For Ni, the densities calculated using both the original and present MEAM
potential are very close to each other and are in good agreement with the experimental data.
Table 3.8. Surface tension at the melting point, 𝜎𝑚 (𝑚𝐽𝑚−2 ); surface tension temperature
coefficient, 𝑑𝜎⁄𝑑𝑇(𝑚𝐽𝑚−2 𝐾 −1 ); density at the melting point, 𝜌𝑚 (𝑔𝑐𝑚−3 ); and the density
temperature coefficient, 𝑑𝜌⁄𝑑𝑇(𝑔𝑐𝑚−3 𝐾 −1 ), calculated using the present potential in
comparison with the original potential and experimental [151-154] results for Ti and Ni
Ti

Property
𝜌
𝜎
a Reference

Coeff.
𝜌𝑚
𝑑𝜌⁄𝑑𝑇
𝜎𝑚
𝑑𝜎⁄𝑑𝑇
[151]

Exp.
4.1426 a
-0.000217 a
1.557 c
-0.156 c
b Reference

[152]

2NNMEAM
(Ko et al.)
4.251
-0.000091
2.15938
-0.04

Ni
2NNMEAM
present
4.2049
-0.000141
2.02
-0.09
c

Exp.
7.795b
-0.00066 b
1.7952 d
-0.35 d

Reference [153]

2NNMEAM
(Ko
et
al.)
7.816
-0.00067
1.15
-0.266
d Reference

2NNMEAM
present
7.819
-0.00065
1.2
-0.303
[154]

The surface tensions are not accurate for either the original or present potential, but the
present potentials improves the agreement with experiment. For Ni, the present potential
underestimates the surface tension by approximately 35 %, but it still shows an improvement when
compared with the 40% discrepancy obtained when using the original potential. In the case of Ti,
the discrepancy between the surface tensions calculated based on the present potential and the
experiment is about 33%, but it represents a 12% improvement when compared with the results
obtained from MD calculations based on the original potential.
3.2.2.3

Temperature-dependent transport properties

Two temperature dependent transport properties: diffusivity and viscosity of the liquid
phase were calculated by MD simulation using both the present and original potential by Ko et al.
In the temperatures ranges considered, both the diffusion coefficient and viscosity are assumed to
have an Arrhenius temperature dependence [155] given by:
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𝐸

𝐷 = 𝐷0 exp(− 𝑘 𝐷𝑇)

(3.4)

𝐵

𝐸𝜂

𝜂 = 𝜂0 exp(𝑘 𝑇)

(3.5)

𝐵

where, 𝐸𝐷 , and 𝐸𝜂 are the activation energies for diffusion and viscous flow respectively, and 𝐷0
and 𝜂0 are constants.

Table 3.9 presents the comparison of the parameters entering equations 3.4 and 3.5 as obtained
from MD simulations using both the present and the original potential of Ko et al. and those
obtained from experiments [148, 155] .
The comparison of experimental and MD-calculated diffusivity parameters (pre-exponential
factor and activation energy) in the liquid phase shows that there is a considerable improvement
when using the present MEAM potential compared to the original potential. Moreover, it should
be noted that for Ti the simulation data based on the present potential is very close to data from
the ab-initio calculations [156]. For instance, the diffusivity values predicted by ab-initio and our
potential at T= 1950 K are 5.0, and 4.82 (×10-9 m2/s), respectively. This should be viewed with
caution though, since in the case of Ni the ab-initio results [157] for diffusivity parameters are
higher than the values reported in simulations using both potentials as well as experimental data.
As an example we can point to the diffusivity values of 2.68, and 2.26 (×10-9 m2/s) predicted by
ab-initio and our potential at T= 1620 K.
Viscosity calculations for Ti when using both the present and original potential are in
reasonable agreement with the experimental [148] and ab-initio data [156]. In the case of Ni, the
comparison of the MD simulation results based on both potentials with experimental [148] and abinitio [157] data shows an improvement in the MD-calculated viscosity using the present potential.
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Table 3.9. The activation energy for diffusion, 𝐸𝐷 (𝑒𝑉/𝑎𝑡𝑜𝑚), constant coefficient 𝐷0 (×
10−8 𝑐𝑚2 /𝑠), activation energy for viscosity, 𝐸𝜂 (𝑒𝑉/𝑎𝑡𝑜𝑚), constant coefficient 𝜂0 (𝑚𝑃𝑎. 𝑠)
calculated using the present and the original potential by Ko et al. [117] and experimental
results[148, 155] for Ti and Ni
Ti

Property
𝐷

𝐷0
𝐸𝜂

𝜂
a Reference

3.3

Coeff.
𝐸𝐷

𝜂0
[148, 155]

Exp.
0.43 a
6.56

a

2NNMEAM
(Ko et al.)
0.338
4.31

b

0.28
0.61 b

0.1826
1.015
b Reference [148]

Ni
2NNMEAM
present

0.393
4.98
0.24

Exp.
0.47 a

2NNMEAM
(Ko et al.)
0.533

2NNMEAM
present
0.498

7.78 a

9.011

8.02

b

0.427
0.416

0.445

0.79
0.283 b

0.90

0.318

Physical properties of Ti-Ni binary system
The Ti-Ni phase diagram contains a few intermetallic solid phases seen in experiments

[158-160] and DFT [161-163] calculations. For the equiatomic NiTi composition, there are two
important structures, the so-called B2 and B19' crystal structures [121]. The B2 and B19' structures
are related to the austenitic and martensitic phases of NiTi, respectively. Other structures, such as
B19 and B33 which are experimentally observed under special conditions such in thermal aging
or under high-pressure conditions [164], or are predicted by DFT [162], are not considered in this
study. The other stable intermetallic compounds are Ni3Ti and NiTi2 intermetallic compounds
which will be investigated as part of the verification of the transferability of the present MEAM
potential for the binary system.
In this section, we evaluate the accuracy and transferability of the developed binary
potential by comparing a set of calculated material properties with the available experimental and
DFT calculated data. The parameters of the potential for Ti-Ni binary system were optimized based
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on the experimental data for the phase diagram and enthalpy of mixing in the liquid. The potential
was not fitted to the high temperature properties of the solid-solutions, and other liquid phase
properties. Instead, these properties are studied to investigate the transferability of the potential.
3.3.1
3.3.1.1

Solid phase

Physical properties of binary compounds at 0 K

For testing the binary Ti-Ni potential, the physical properties of the solid solutions and
binary compounds are very important and must be investigated. Table 3.10 lists various physical
properties of NiTi (B2 and B19' structures), Ni3Ti, and NiTi2 intermetallic compounds as obtained
from: MD calculations based on the present and the original potential of Ko et al., experimental
investigations, and DFT calculations. These results show that the present potential reproduces very
well the lattice constants, monoclinic angles, and the formation energies for most compounds.
Moreover, the cohesive energies of the B2 and B19' structures calculated from MD simulation
follow the same trend as that predicted by DFT calculations. The B19' structure has a lower energy
than the B2 structure, which means that at 0 K the B19' structure is energetically more favorable.
The lattice parameter and the formation energy for NiTi2 matches very well with the corresponding
experimental and DFT values. One shortcoming of the current potential is that, very much like
DFT calculations, it gives a relatively poor estimate of the enthalpy of formation of Ni3Ti when
compared with the values obtained from experiments and the MD calculations based on Ko et al.
potential.
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Table 3.10. Physical properties of Ti-Ni binary compounds at various compositions from
experiment data, DFT calculations, and from calculations based on the present 2NN-MEAM
potential and the previous MEAM potential by Ko et al. [117]. The following properties are listed:
the lattice constants a, b, c (Å); the monoclinic angle β (degree); the enthalpy of formation ΔE f
(eV/atom).

Composition

Structure
(space group)

property Experiment DFT

NiTi

B2 (P m3̅m)

a

3.016 a

b

4.265

a

4.265

a

c
β

B19' (P21 /m)

90

3.012 b, 3.009 c

NiTi2

a
e

2.99

3.015

b

c

4.242

4.264

b

c

4.242

4.264

90

90

-0.3968

-0.2957

4.26 , 4.255
4.26 , 4.255

a

b

90 , 90

ΔEf

-0.351

a

2.909 a

b

4.114

a

c
β

d

-0.355

c

b

2.945 b, 2.917 e

2.878

2.865

e

4.129

4.187

4.657 a

4.769 b, 4.780 e

4.659

4.616

97.9 a

101.8 b, 100.0 e

99.4

97.3

-0.0341

-0.0329

5.1577

5.175

8.35

8.366

b

4.034 , 4.047

b

E-EB2
Ni3Ti

2NN-MEAM
2NN-MEAM
(Ko
et
al.
(present)
[117])

-0.0428 , -0.0415

e

DO24 (P63/ mmc) a

5.101 f

5.108 b

c

8.307

f

b

ΔEf

-0.36 g

-0.487 b

-0.35

-0.266

a

11.28 h

11.28 b

11.3

11.329

ΔEf

-0.278 g

-0.280 b

-0.298

-0.270

E93 (F d3̅m)

Reference [125]

b

Reference [163]

f

8.337

Reference [117]

c

Reference [166]

g

Reference [162]

d

Reference [123, 165]

Reference [124]

h

Reference [167]

3.3.1.2 Enthalpy of formation of binary compounds at high temperature
Any potential used in simulation of solidification of binary alloys should also be able to
reproduce a reasonable set of properties of both the solid and liquid alloy phases at high
temperature. Since there are experimental values for the enthalpy of formation of NiTi, Ni3Ti, and
NiTi2 compounds at 1475, 1202, and 1513 K respectively[160], we performed MD calculations for
enthalpy of formation for the three intermetallic compounds at the same temperatures using both
the currently developed and the Ko et al. potentials and the results are presented in Table 3.11. The
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comparison of the MD-calculated values using the two potentials with the experimental results
clearly shows that the current potential is better suited for high temperature calculations.
Specifically, while the calculations based on Ko et al. potential overestimate the heat of formation
of NiTi by 20%, the calculated value based on the present potential deviates by less than 3% from
the experimental value. Even though the present potential results for Ni3Ti deviate by 28% from
the experimental value, this is still better than the results obtained based on the Ko et al. potential
which predicts that the Ni3Ti compound melts at 1513 K. In addition, the only 4% difference
between the MD calculated value, based on the present potential, and the experimental results for
NiTi2 is significantly smaller than the 16% discrepancy obtained when using the Ko et al. potential.
Table 3.11. The formation energy, ΔEf (kJ/mol) of binary compounds NiTi (at 1475 K), Ni3Ti (at
1513 K), and NiTi2 (at 1202 K), from experiments [160] and calculated using the present 2NN
MEAM potential and the original MEAM potential by Ko et al. [117].
Composition Experiment

2NN MEAM
2NN MEAM
(Ko et al. [117]) (present)

NiTi

-34.0

-42.5

-35.0

Ni3Ti

-42.9

melts

-30.4

NiTi2

-29.3

-34.0

-30.4

3.3.2 Liquid phase
3.3.2.1 Density of liquid binary alloys
The transferability of the binary potential was tested by comparing the density in the liquid
phase for a set of five compositions which include Ni25Ti75, Ni40Ti60, Ni50Ti50, Ni60Ti40, and
Ni75Ti25 with corresponding experimental values [168, 169], As illustrated in Figure 3.1, the
density values obtained by using the binary MEAM potential are in very good agreement with the
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experiments; the largest discrepancy, which is less than 5%, between the simulation and
experimental data was obtained for the Ni60Ti40.
3.3.2.2

Enthalpy of mixing

During fitting, we computed liquid binary alloy enthalpies of mixing to ensure reasonable
agreement with experiment [81]. The MD simulations were performed in the NPT ensemble
starting with a random distribution of the elements in the initial state. All calculations were
performed after the system has reached equilibrium, which was determined by monitoring the time
variation of the enthalpy. During the equilibration period by using MC we swapped a randomly
chosen Ti atom with a randomly chosen Ni atom 500 times after every 2000 MD steps. The system
reaches the equilibrium state when the system enthalpy converges to a stationary value and after
the equilibration period, MC swapping was turned off. The MD simulations show that the time it
takes to reach equilibrium depends on the composition. Specifically, for systems with
compositions as small as 5 atom% Ti or as large as 95 atom% Ti, the equilibrium time was found
to be about 40 ps; for the concentrations close to the 50 atom% Ti the equilibrium time increases
to about 400 ps. After the equilibration, the enthalpy was calculated by averaging over 50 ps
simulation time.
In Figure 3.2, we compare the liquid binary alloy enthalpies of mixing at 1800 K and 1980
K with experimental data. The enthalpies of mixing calculated based on the present potential are
in good agreement with the experimental data. The minimum values of the enthalpy of mixing
obtained from both MD simulations and experiments are located approximately at compositions
close to 45 atom % Ti. The agreement between the calculated and experimental values is especially
good for the Ni-rich compositions. Overall, the maximum discrepancy between the calculated and
experimental values for the Ni-rich and Ti-rich systems are less than about 5% and 16%,
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respectively.

Figure 3.1. Temperature dependence of the liquid density, 𝜌𝐿 , for Ni25Ti75, Ni40Ti60, Ni50Ti50,
Ni65Ti40 and Ni75Ti25 compositions calculated using the present 2NN-MEAM
potential and from experimental data by Watanabe at al. [168] and Brillo et al. [169].

Figure 3.2. Concentration dependence of the enthalpy of mixing, ΔHm, in liquid Ni-Ti alloys
calculated using the present 2NN-MEAM potential and the experiment data by
Thiedemann et al. [170]
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3.3.3

Crystal-melt phase equilibrium

3.3.3.1 Phase diagram
As part of the optimization process of the parameters describing the potential, in addition
to the enthalpy of mixing, we calculated the CM coexistence portions of the phase diagram for Tirich and Ni-rich solid solutions. For reference and comparison with the MD calculations, the entire
phase diagram was calculated by using CALPHAD (CALculation of PHAse Diagrams) [171].
Specifically, we utilized the commercial software, Thermo-Calc version 4.1 [172], with the
TCBIN binary solutions database under atmospheric pressure. The MD calculated portions of the
CM coexistence region of the phase diagram for the Ti-rich portion were determined for
concentrations ranging from 0 to 15.7 at% Ni for the liquidus line and from 0 to 7.6 at % Ni for
solidus line. For the Ni-rich portion the phase diagram the calculations determined the liquidus
line for concentrations ranging from 95 to 100 at% Ni.
The calculation of the phase diagram is a two-step process. In the first step, a rough
estimation of the phase diagram is obtained and in the second step a more accurate phase diagram
is calculated. In the first step, at the target temperature, the starting configuration consists of
𝑇
coexisting solid and liquid phases with an average composition 𝑥𝑎𝑣𝑒
= 0.5 × (𝑥𝑠𝑇 + 𝑥𝐿𝑇 ) where

𝑥𝑠𝑇 , and 𝑥𝐿𝑇 are the solid and liquid concentration obtained from the phase diagram generated by
Thermo-Calc. The solid-liquid coexistence system was equilibrated for about 3 ns in the NPT
ensemble with the temperature of the entire system equal to the target temperature. During the MD
simulations, every 5000 MD steps, 1000 attempted swaps of the positions of atoms of different
types were performed based on a Metropolis Monte Carlo acceptance criterion. The MC
temperature used to determine acceptance was the same as the MD temperature. The simulations
were continued until the concentrations of solute in the liquid and solid phases and the solid/liquid
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volume fraction remained constant for at least 0.5 ns. For each target temperature, the equilibrium
solute concentration in liquid and solid obtained from Thermo-calc can be different from the
corresponding concentrations using the MD calculated phase diagram. This results in a different
lattice parameter in the solid phase compared to the initial guess, so we first compute the lattice
parameter in a separate simulation at the solid concentration obtained from the first step and then
use that lattice parameter and the concentrations of solute in the solid and liquid phases as initial
guesses for the second coexistence step.
In the second step, the solid-liquid coexistence system was equilibrated for about 3 ns in
the NPzzT ensemble with the temperature of the entire system equal to the target temperature and
the normal stress in the z-direction, Pzz, set to zero. The box sizes in x and y-directions were fixed
such that the lattice parameter for the crystalline portion of the system matched the average lattice
parameter for the solid phase concentration from the first step which was calculated by
equilibrating a 10×10×10 crystal for 50 ps in the NPT ensemble, followed by an additional 300 ps
simulation during which the average lattice parameter was determined. Again, the second stage
coexistence simulations were continued until the concentrations of solute in the liquid and solid
phases and the solid/liquid volume fraction remained constant for at least 0.5 ns.
Figure 3.3 shows the comparison of the Ti-rich and Ni-rich CM coexistence portions of the
Ti-Ni phase diagram calculated from the MD simulation using the current potential and those
obtained from Thermo-Calc software. As seen from Figure 3.3, the MD simulations reproduce
quite accurately the Ni-rich portion of the phase diagram. For the Ti-rich portion and temperatures
in the 1550 K to 1943 K range, the solidus and liquidus curves are approximately straight lines
and agree with the Thermo-Calc generated phase diagram but the MD liquidus lines deviates from
Thermo-Calc in the 1400 K to 1550 K temperature range. In the higher temperature range of 1550
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K to 1943 K, the slopes for the solidus line, mS, and liquidus line, mL, derived from the ThermoCalc calculated phase diagram, were estimated to be equal to 75 K/atom% and 25.7 K/atom%,
respectively. The corresponding slopes from the MD calculated phase diagram are m S = 77.3
K/atom% and mL = 29.5 K/atom%. For the same temperature range, the partition coefficients from
Thermo-Calc and MD-calculated phase diagrams are 0.35 and 0.38 respectively.

Figure 3.3. The Ti-rich and Ni-rich portions of Ti-Ni phase diagram calculated using the present
MEAM potential compared to the phase diagram based on CALPHAD calculations
with the Thermo-Calc software [172].
3.4

Conclusion
We developed 2NN MEAM potentials for Ti, Ni, and the Ti-Ni binary systems that

improve the crystal-melt (CM) interfacial properties for pure and binary systems and the high
temperature portions of the binary system CM equilibrium phase diagram for both the nickel-rich
and titanium-rich compositions. The new parameters for pure Ti and Ni were obtained by adjusting
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of the parameters of the 2NN-MEAM potentials developed by Ko et al. [117] to fit the melting
points and latent heats of fusion. The reliability of the potentials for pure Ti and pure Ni were
tested by comparison of various physical quantities including structural properties, elastic
constants, point-defect properties, surface energies, temperatures and enthalpies of phase
transformations, and thermodynamic and dynamic properties of the liquid phases with
experimental and DFT data. Most of the 0 K properties are not affected much by the potential
modifications, while most of high temperature properties are improved relative to the original
potentials. The binary potential was fit to the liquid enthalpies of mixing and the CM portions of
the phase diagram in the Ni-rich and Ti-rich regions. The fitted binary potential for Ti-Ni was also
tested against various non-fitted properties such as lattice parameters, formation energies of
different intermetallic compounds, and the temperature dependence of liquid density at various
concentrations. As with pure Ni and Ti, most of the high temperature properties of the binary are
improved relative to the original potential. The binary Ti-Ni potential accurately captures the CM
coexistence portions of the equilibrium phase diagram on the Ti-rich side from pure Ti down to
about 1550 K and on the Ni-rich side and from pure Ni down to about the eutectic temperature of
1577 K.
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4

INVESTIGATION OF CRYSTAL-MELT INTERFACE ENERGY AND
KINETIC COEFFICIENT BY MOLECULAR DYNAMICS1
Many phase field studies show the importance of the effect of crystalline anisotropy on

dendrite shape [173] and growth rate [173]. The anisotropy of a pure material can be perturbed by
the addition of alloying elements[174]. A major limiting factor of quantitative prediction of
microstructure with phase field simulation approach is the scarcity of available experimental data
pertining to the crystal-melt interfacial properties and the anisotropy parameters of the materials.
In this chapter, we will use our developed potential to calculate the crystal-melt interface
free energy and kinetic coefficient during the solidification.

4.1

Crystal-melt Interface free energy
4.1.1 MD simulation methodology

The starting configuration of MD simulation consists of a periodic system with dimensions
of 80×4×220 bcc unit cells. The central half of the system is melted in the NVT ensemble at 2,600
K, while the remaining half of the atoms are fixed. For pure material, the resulting solid-liquid
coexistence system is equilibrated at the melting point for 1 ns in the NPzzT ensemble, using an
extended system thermostat and barostat. Assuming the melting point is accurate, one can assume
that the system is now close to equilibrium. The positions of the two crystal-melt interfaces are
then obtained from an NPH simulation lasting for 240 ps. During this step, the system
configuration is saved every 0.2 ps for later analysis of the interface fluctuations.

1

Part of this chapter has been published in Computational material science, reprinted with the permission of the
publisher. [S. Kavousi, B.R. Novak, M.A. Zaeem, D. Moldovan, Combined molecular dynamics and phase field
simulation investigations of crystal-melt interfacial properties and dendritic solidification of highly undercooled
titanium, Computational Materials Science, 163 (2019) 218-229].
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To obtain the interface positions, ℎ(𝑥), an order parameter is needed to allow us to
distinguish the solid from the liquid. In the case of the kinetic coefficient calculations of pure
material, only the average interface position was needed and therefore the choice of order
parameter was not so critical. However, for the calculation of the interfacial free energy in addition
to the average interface position one also needs to know the local interface position and, as such,
the order parameter must be chosen more carefully. In this study we used the order parameter
introduced by Sun et al. [103]. To start, for each atom, j, the order parameter, 𝛽𝑗 , is calculated
from the difference of the vectors to 1NN and 2NN atoms to those same vectors in a perfect crystal,
shown as pc, and is given by:
2

1

𝛽𝑗 = 14 ∑𝑖|𝑟⃗𝑖 − ⃗⃗⃗⃗⃗
𝑟𝑝𝑐 | 

(4.1)

The values of this order parameter still exhibit large fluctuations which makes the
determination of interface position difficult. To solve this issue, the smoothed order parameter,
introduced by Asadi et al. [93], was used in this work:
𝜓(𝑥, 𝑧) =

∑𝑖 𝑤𝑑 𝑟𝑖 𝛽𝑖
∑𝑖 𝑤𝑑 𝑟𝑖



(4.2)

where𝑤𝑑 = [1 − (𝑟𝑖 ⁄𝑑)2 ]2 , 𝑟𝑖 = √(𝑥𝑖 − 𝑥)2 + (𝑧𝑖 − 𝑧)2 and 𝑑 is a smoothing distance. Large
smoothing distances lead to inaccurate results and small smoothing distances do not sufficiently
dampen the fluctuations. Note that 𝜓 is obtained from a smoothing over cylinders perpendicular
to the y direction, so it does not need to be calculated for each atom, only on a grid in the 𝑥 − 𝑧
plane. We use a grid spacing of 0.5𝑎 and a smoothing distance of𝑑 = 2.5𝑎, where 𝑎 is the lattice
parameter. Figure 4.1 shows 𝜓 for one value of 𝑥 and 𝛽 for atoms within 0.25𝑎 of the same value
of 𝑥 along the 𝑧 direction. The average values of 𝜓 in the solid and liquid phases are estimated to
be 0.038 and 0.135 respectively. The interface location is taken to be where 𝜓 is halfway between
those values, 0.086. Figure 4.1 shows that the interface positions can be easily determined using
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the 𝜓 order parameter.Once h(x) for each interface was calculated, the Fourier transform was
applied and amplitude of each Fourier mode was determined. The amplitudes of the Fourier modes
for all times were then squared and averaged to obtain〈|𝐴(𝑘)|2 〉. The slope of 𝑘𝐵 𝑇/
(𝑏𝑊〈|𝐴(𝑘)|2 〉)versus 𝑘 2 for small 𝑘 yields the stiffness value.

Figure 4.1. The local order parameter, ψ, as a function of z for the (001) oriented interface for one
value of x and β for atoms within 0.25a of that value of x
The simulation methodology for alloys is a little bit different than the pure material. For
alloys, we used hybrid NPT MD/MC to equilibrate the concentrations in the crystal and melt
phases in alloys for 1 ns by using MC to attempt to swap a randomly chosen Ti atom with a
randomly chosen Ni atom 500 times after every 5000 MD steps. After this equilibration period,
MC swapping was turned off.
4.1.2

Results and discussion

Figure 4.2 shows the variation of k B T/bW< |A(k)|2 > versus k 2 for three different
crystal-melt interface orientations obtained from MD simulations of Ti-4 atom% Ni alloy using
our developed MEAM potential. The slope of the solid line is the stiffness value for that
orientation. The data shows deviation from linearity for large values of k 2 , and therefore there is
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a question of how much data at large k2 value one should use for fitting. There is no precise way
to decide on this issue, therefore in our procedure we keep adding points with higher k until the R2
for the fit falls below 0.95 which is similar to [93] where the criterion used was the norm of the
residuals being greater than 3. Equation suggests that the stiffness value is only a function of
interface normal orientation. In MD simulations, two systems with {111} orientations in interface
normal direction are studied. In one of the systems the x direction was chosen to be 〈11̅0〉and in
the other it was〈112̅〉. For a crystal with cubic symmetry, the interfacial free energy as a function
of orientation can be represented by the following equation:
3

𝛾 = 𝛾0 [1 + 𝛿1 (∑3𝑖=1 𝑛𝑖4 − 5) + 𝛿2 (3 ∑3𝑖=1 𝑛𝑖4 + 66𝑛12 𝑛22 𝑛32 − 17⁄7)]

(4.3)

where 𝛾0 is the average interfacial free energy, δ1 and δ2 are the anisotropy parameters, and
𝑛𝑖 are the components of the unit vector, 𝑛̂, normal to the interface plane [93]. Table 4.1 contains
the calculated interface stiffness using the capillary fluctuation method for Ti-4atom%Ni. The
parameters from equation were obtained by a best fit to the MD data are γ0=172±3 mJ/m2,
δ1=0.024, and δ2= -0.0048.

Figure 4.2. The variation of𝑘𝐵 𝑇/𝑏𝑊< |𝐴(𝑘)|2 > versus k2 for different orientations as obtained
from MD simulation Ti- 4 atom% Ni. The solid lines are linear fits where the color
of the line is the same as the symbols for the data it was fit to.
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Table 4.1. The crystal melt interface stiffness for various interface orientations as given by
equation 4.3 and obtained from MD simulations.
Interface
orientation
〈100〉{001}
〈11̅0〉{110}
〈001〉{110}
〈11̅0〉{111}
〈112̅〉{111}

Interface stiffness [mJ/m2]
Expression (equation 4.3)
γ0 [1- (18/5) δ1 - (80/7) δ2]
γ0 [1+ (39/10) δ1 + (155/14) δ2]
γ0 [1- (21/10) δ1 + (365/14) δ2]
γ0 [1+ (12/5) δ1 - (1280/63) δ2]
γ0 [1+ (12/5) δ1 - (1280/63) δ2]

MD simulations
156
179
177
193
186

Table 4.2 summarizes the parameters entering equation obtained by a best fit to the MD
data of pure Ti and Ti alloyed with 2 and 4 atom% Ni. As a validation of our interfacial free energy
simulations, the model of Kaptay (equation 16 in [175]) for pure Ti with the enthalpy of fusion
and latent heat obtained using our potential gives an almost identical result for γ0 of 199 mJ/m2.
The value for pure Ti is near the upper range of experimental values.[176] The results show that
the addition of Ni to the pure alloy decreases the average interfacial free energy, γ 0, but increases
the magnitude of both anisotropy parameters, δ1 and δ2. For all three studied cases δ1 > 0 and δ2 <
0, which means that either the <100> or <110> oriented dendrites will be produced. As δ1
decreases, the dendrites would prefer to grow in <110> direction rather than <100>. We should
note that although the results are over a very limited concentration range, our δ1 increased with
decreasing values of the equilibrium partition coefficient (increasing concentration for our data)
while for recently published results for Fe-Cr [177] δ1 decreased strongly with decreasing
equilibrium partition coefficient and is even negative for one concentration. The reason for this
difference is not clear but may simply indicate that the behavior of the anisotropy is strongly
dependent on the crystal structure of the alloy.

58

Table 4.2. The average CM interface free energy, γ0 (mJ/m2), and anisotropy parameters, δ1 and
δ2, defined in equation for Ti-X atom% Ni (X = 0, 2, 4). The numbers in the parentheses are the
uncertainties of the last significant digits

γ0
δ1
δ2

4.2

Pure Ti
198(3)
0.021(5)
-0.0007(7)

Ti-2 atom% Ni
186(6)
0.022(5)
-0.0037(2)

Ti-4 atom% Ni
172(3)
0.024(6)
-0.0048(9)

Kinetics of rapid solidification
4.2.1

Pure Ti

4.2.1.1 MD simulation methodology
The MD simulation approaches used for calculation of the kinetic coefficient of solidliquid interfaces can be divided into equilibrium and non-equilibrium methodologies [4]. The
equilibrium methods rely on the analysis of the fluctuations of the solid-liquid interface through
the capillary fluctuation method [4]. The non-equilibrium MD methods are classified as either
forced velocity [101, 102] or free solidification [102] approaches. In this study the kinetic
coefficient was calculated by using a free solidification method [102]. Under the MD simulation
conditions, the solid-liquid interface, on average, remains planar during the solidification and
therefore according to Gibbs-Thomson relation (see Eq. (2.8)) the slope of the solidification
velocity as function of temperature gives the kinetic coefficient. Due to the latent heat generated
during solidification, the interface region will be at a higher temperature if only a single global
thermostat is used. To eliminate the temperature gradients and avoid the calculation of interface
temperature we used a system of multiple local thermostats applied independently to thin slabs
aligned parallel to the plane of the solidification interface. This approach was proven to provide

59

nearly identical results to those obtained by using a global thermostat and the actual interface
temperature calculation [102].
Calculation of the kinetic coefficient requires determination of the velocity of the crystalmelt interface at different undercoolings, but initially an equilibrated solid-liquid coexistence
system at the melting temperature is needed. These sets of calculations are performed on a potential
by Ko et al. [117] where the melting point is 1716 K. For a (001) oriented solidification interface,
shown in Figure 4.3, the whole simulation system was initialized on a lattice consisting of
14×14×69 bcc unit cells (27,048 atoms) of approximate dimensions 46×46×230 Å. The simulation
systems with different orientations of the crystal-melt interface, (110) and (111), have similar
dimensions and number of atoms. Next, the system was equilibrated for 50 ps as a solid under the
NPT ensemble where P = 0, followed by an additional 300 ps simulation during which the mean
lattice parameter was determined. To create the crystal-liquid coexistence system, the central three
quarters portion of the simulation box along the z-direction (see Figure 4.3) was melted by heating
it at 2,600 K for about 50 ps under the NVT ensemble while the other quarter of the system
remained in the original (solid) state. This lead to the creation of two crystal-melt interfaces.
Finally, the equilibrated solid-liquid coexistence system was obtained by a 100 ps MD simulation
under NPzzT conditions in which the temperature of the entire system is set to the melting
temperature and the normal stress in the z direction, Pzz, is zero. The box sizes in the x and y
directions, after they were adjusted to the values determined by the average lattice parameter for
the melting temperature, were maintained fixed. An additional 100 ps NPT simulation was used
to obtain the equilibrated solid-liquid coexistence configurations that were used as the starting
configurations for non-equilibrium solidification.
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Figure 4.3. The starting configuration of the system used for the nonequilibrium MD simulations
of solidification of pure titanium. Red/pink and dark gray/light gray regions are
located in liquid and solid phases respectively. Alternating dark/light colors are used
to clearly indicate the adjacent slabs that are thermostated independently. The green
atoms are boundary atoms which were restrained to have an average force of zero in
the x and y directions.
Starting from the equilibrated solid-liquid coexistence system, the kinetic coefficient is
calculated from the investigation of the variation of the crystal-melt interface velocity with the
applied undercooling. For these, the values of the lattice parameter for various undercooling
temperatures were needed. These were obtained from a set of separate MD simulations of the solid
at the corresponding temperatures similar to those performed at the melting point but with a
smaller box size of only 131313 unit cells (4394 atoms). Starting from an equilibrated solidliquid coexistence configuration, the velocities of all atoms are scaled down to obtain the desired
temperature below the melting point. |The boundary conditions in the z-direction are changed from
periodic to free boundaries, the barostat is turned off, and the box sizes and atom positions are
scaled in the x- and y-directions (the interface plane) such that the solid regions have the lattice
parameter appropriate for the undercooled temperature. The solidification step is effectively run
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under conditions of constant normal stress due to the free boundaries (Pzz = 0) and constant
temperature where the undercooled temperature is maintained by using the multiple thermostats
approach in which the simulation system is divided along the z direction into a set of slab regions
parallel to the interface and each slab is independently thermostatted. The free boundaries along
the z-direction are required in order to be able to use multiple regional thermostats. Surface melting
was observed at the free boundaries, especially for small undercoolings. To prevent surface
melting, the atoms located in the two atomic planes adjacent to the free boundaries were restrained
such that the average forces in the x and y directions on those groups of atoms were set to zero and
the temperature in these regions was maintained to the desired undercooling by applying a
Langevin thermostat with a damping parameter of 0.1 ps only in the z direction. The thickness of
all of the other regional thermostats was set to 5.0 Å and velocity rescaling was used whenever the
temperature deviated more than 1 K from the target temperature. Ten independent solidification
simulations were run starting from different initial coexistence configurations to determine the
uncertainty in interface velocity for each undercooling.

Figure 4.4. Crystal-melt interface velocity as a function of thermostat bin thickness with 200 K
undercooling. Error bars represent 95% confidence intervals.
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The selection of the optimum thermostats bin thickness was based on the analysis of the
variation of crystal-melt interfacial velocity with the bin thickness for a given temperature
undercooling. Figure 4.4 shows that the decrease of bin thickness leads to an increase of interface
velocity and for a 200K undercooling it reaches a plateau for bin thickness less than 5 Å.
The velocity of the interface was calculated by using two methodologies. The so-called
indirect method relies on the relationship between interface velocity and the average slope of the
variation of the total potential energy with time during a steady state solidification simulation at a
given undercooling temperature T and is given by
1 𝑑𝐸

𝑣𝑖𝑛𝑡 = 2𝐴𝐿 𝑑𝑡 

(4.4)

where vint is the interface velocity, 𝐴 is the area of the interface, 𝐸 is the total interatomic potential
energy of the system. 𝐿 is latent heat per volume of solid, 〈𝑉𝑠𝑜𝑙 〉, and can be calculated as:
𝐿=

〈𝐻𝑙𝑖𝑞 〉−〈𝐻𝑠𝑜𝑙 〉
〈𝑉𝑠𝑜𝑙 〉



(4.5)

where 〈𝐻𝑠𝑜𝑙 〉 and 〈𝐻𝑙𝑖𝑞 〉 are the enthalpies of solid and liquid respectively at the simulation
undercooling temperature. The interface velocity is also obtained by direct tracking of the interface
position as function of time and using
1 𝑑(𝑑𝐼 )

𝑣𝑖𝑛𝑡 = 2 [

𝑑𝑡

−

𝑑(𝑑𝑆𝑦𝑠 )
𝑑𝑡

]

(4.6)

𝑑𝐼 = 𝑧𝐼,𝑡 − 𝑧𝐼,𝑏 and 𝑑𝑆𝑦𝑠 = 𝑧𝑡 − 𝑧𝑏 , where 𝑧𝐼,𝑡 and 𝑧𝐼,𝑏 are the positions of the top and
bottom interfaces and 𝑧𝑡 and 𝑧𝑏 are the positions of the upper and lower solid layers, see Figure
4.3. Note that 𝑧𝑡 and 𝑧𝑏 change due to the volume change of solidification which must be accounted
for when calculating the interface velocity. The time to reach steady state solidification is taken as
the time to create solid with a 12 Å depth or about 3 layers at each interface which is sufficient so
that the calculated velocity is no longer dependent on starting time.
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Obtaining 𝑧𝐼,𝑡 and 𝑧𝐼,𝑏 requires use of an order parameter whose average value is clearly
different in the liquid and solid phases. For convenience we use the centrosymmetry parameter,
𝐶𝑆, based on 12 nearest neighbors, which is calculated for each atom in the system [178]. Twelve
nearest neighbors is close to the number in the liquid phase and gave a larger difference between
liquid and solid than the 8 nearest neighbors typically used for the bcc crystal. Although the
centrosymmetry parameter fluctuates, the mean values in the liquid and solid phases are clearly
different as shown in Figure 4.5. To obtain the interface positions, the fitting of error function to
𝐶𝑆 is used:
𝐶𝑆𝑓𝑖𝑡 =
𝑧−𝑧𝐼,𝑡

{

0.5 (〈𝐶𝑆𝑠𝑜𝑙 〉 + 〈𝐶𝑆𝑙𝑖𝑞 〉 + (〈𝐶𝑆𝑠𝑜𝑙 〉 − 〈𝐶𝑆𝑙𝑖𝑞 〉) 𝑒𝑟𝑓 [ 𝜎
0.5 (〈𝐶𝑆𝑠𝑜𝑙 〉 + 〈𝐶𝑆𝑙𝑖𝑞 〉 + (〈𝐶𝑆𝑠𝑜𝑙 〉 − 〈𝐶𝑆𝑙𝑖𝑞 〉) 𝑒𝑟𝑓 [

√2
𝑧−𝑧𝐼,𝑏
𝜎√2

]) , 𝑧𝑐𝑒𝑛𝑡𝑒𝑟 < 𝑧 < 𝑧𝑢𝑝𝑝𝑒𝑟
]) , 𝑧𝑙𝑜𝑤𝑒𝑟 < 𝑧 < 𝑧𝑐𝑒𝑛𝑡𝑒𝑟

(4.7)


𝑧𝑐𝑒𝑛𝑡𝑒𝑟 = 0.5(𝑧𝑡 − 𝑧𝑏 ) + 𝑧𝑏 ,

(4.8)

𝑧𝑢𝑝𝑝𝑒𝑟 = 0.95(𝑧𝑡 − 𝑧𝑏 ) + 𝑧𝑏 

(4.9)

𝑧𝑙𝑜𝑤𝑒𝑟 = 0.05(𝑧𝑡 − 𝑧𝑏 ) + 𝑧𝑏 

(4.10)

Although 〈𝐶𝑆𝑠𝑜𝑙 〉 and 〈𝐶𝑆𝑙𝑖𝑞 〉 can be obtained from averages by separate bulk solid and
liquid simulations, we consider them to be adjustable parameters along with 𝑧𝐼,𝑡 , 𝑧𝐼,𝑏 , and 𝜎. The
fitting is performed using the lmfit python package [179] during the simulation at 0.375 ps intervals
by utilizing the ability of LAMMPS [126] to use python functions. This feature also allows the
simulations to be terminated when the distance between interfaces is less than 50 Å.
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Figure 4.5. Variation of the centrosymmetry parameter along the z direction (the solidification
direction) at a given time during a MD simulation of the solidification in a crystalmelt coexisting system. The solid green and red lines depict the error function fit of
the order parameter around the lower and upper interface respectively. The dashed
green and vertical lines indicate the current location of the two crystal melt interfaces.

4.2.1.2 Results
Figure 4.6 shows the MD simulation results for interface velocity versus undercooling
temperature for different interface orientations where the interface velocity was obtained using
both direct (equation 4.6) and indirect (equation 4.4) methods. Due to the periodic boundary
conditions, the interface is planar on average. Therefore, based on the Gibbs-Thomson equation,
we expect a linear relationship between interface velocity and undercooling temperature. The
kinetic coefficient is given by the slope of the velocity-undercooling curve.
For a crystal with cubic symmetry, the kinetic coefficient as a function of interface
orientation is given by:
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1

1

𝜇(𝑛̂)

= 𝜇 (1 + 3𝜀𝑘 − 4𝜀𝑘 ∑3𝑖=1 𝑛𝑖4 )

(4.11)

0

where 𝑛𝑖 are the components of the unit vector, 𝑛̂, normal to the interface plane, 𝜇0 is the average
kinetic coefficient, and 𝜀𝑘 is the anisotropy parameter [91].
Table 4.3 summarizes the information about the orientations, the kinetic coefficient
expressions as given by equation 4.11, and the calculated values from MD simulations. <>
denotes the interface in-plane crystallographic orientation in the x direction and {} denotes the
orientation characterized by the normal to the crystallographic plane parallel to the interface. For
crystals with cubic symmetry, only the crystal orientation in the interface normal interface
direction should affect the kinetic coefficient. The MD results proved that this is indeed true as
evident from the results obtained for 〈11̅0〉{110} and 〈001〉{110} orientations for which the
kinetic coefficient differ by only about 1%. Direct and indirect calculation of interface velocity
gives approximately the same results, but the indirect method gives consistently lower kinetic
coefficients.

Figure 4.6. The interface velocity versus undercooling temperature from MD simulations of
titanium obtained using two different methods. Four different interface orientations
were considered.
66

Table 4.3. The crystal melt interface kinetic coefficient for various interface orientations as given
by equation 4.11 and MD simulations
Interface
orientation

Kinetic coefficient [m/(s-K)]

〈001〉{100}
〈11̅0〉{110}
〈001〉{110}

Expression (Eq. 4.11)
𝜇001 = 𝜇0 ⁄(1 − 𝜀𝑘 )
𝜇110 = 𝜇0 ⁄(1 + 𝜀𝑘 )
𝜇110 = 𝜇0 ⁄(1 + 𝜀𝑘 )

Direct method
0.74
0.6839
0.6914

Indirect method
0.729
0.6675
0.6767

〈11̅0〉{111}

𝜇111 = 𝜇0 ⁄(1 + 1.667𝜀𝑘 )

0.6542

0.6469

Using the results from MD calculations and equation 4.11 one can calculate the mean
kinetic coefficient and anisotropy. The direct method for obtaining interface velocities gives ε k =
0.037 and μ0 = 0.71 m/(s-K) and the indirect method gives εk = 0.04 and μ0 = 0.7 m/(s-K). The
values for the parameters μ0 and εk were obtained without using the data for 〈11̅0〉{111}
orientation and therefore this can instead be used as a check. Specifically, the values of μ111,
obtained by using μ0 and εk, are 0.669 m/(s-K) and 0.656 m/(s-K) for the direct and indirect
methods, respectively. These values are reasonably close to the simulation values.
4.2.2

Ti-Ni alloys

4.2.2.1 MD simulation methodology
4.2.2.1.1 SGC simulations
Following are the details of the SGC simulations. It is used to obtain the equilibrium
crystal-melt phase diagram needed for the kinetic coefficient calculation using equation (2.61),
and also estimation of ∆𝐺𝐷𝐹 and ∆𝐺𝐷 needed for the interface mobility and drag constant
calculations. For SGC, we use a hybrid molecular dynamics/Monte Carlo (MD/MC) method where
atom type swap attempts are alternated with MD simulation. Since we are interested in the Ti rich
region of the phase diagram, pure Ti is used as the reference. Ti in the liquid and solid phases (bcc)
67

was simulated at 0 bar pressure at 1942.65 (melting point), 1860, 1749, and 1613 K with
equilibration times of 50 ps and production times of 300 ps. Liquid was obtained by melting a bcc
lattice at 3000 K and scaling velocities down to obtain the desired temperature prior to
equilibration. Mean enthalpies obtained from these simulations were used to calculate ΔG(T,0)
using equation (2.55). The SGC simulations were started from pure Ti in the liquid or solid phase
at the desired temperatures below the melting point. The time step was 2 fs, 200 swaps were
attempted every 200 steps, the temperature used to determine acceptance of swaps was the same
as the temperature for the MD thermostat, the equilibration time was 75 ps, and the production
time used to obtain average concentrations was 375 ps. The system size was 1458 atoms which
was deemed large enough since it gave results within uncertainty of an even smaller system with
only 1024 atoms. For the purpose of calculating free energies using equation (2.56) and for
interpolation, we fit the excess chemical potential difference to a fourth order polynomial as in
[99]. Initially, a set of 7 or 8 chemical potential differences spaced by 0.05 eV were chosen. The
one with the largest magnitude was chosen to get a solid mole fraction of less than 0.005 using
trial and error by running a few short simulations. Once the first set of simulations completed, the
first estimate of the equilibrium value of the chemical potential, ∆𝜇𝑒𝑞 , was obtained by solving
equation (2.57) after fitting the grand potentials with a cubic interpolating function. Then two more
semi-grand ensemble simulations were run with Δμ=∆𝜇𝑒𝑞 , equation (2.57) was solved to give a
new estimate for ∆𝜇𝑒𝑞 , and these two steps were repeated a few times until the mean concentrations
in the liquid and solid on subsequent iterations were within uncertainty of each other.
4.2.2.1.2

Solidification simulations

To study the velocity-dependent non-equilibrium partition coefficient to compare to the
solute trapping models in equation (2.14) and equation (2.15), we should first obtain the interface
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mobility using equation (2.14), estimate the drag coefficient, and calculate the kinetic coefficient
using equation (2.61). In this study, the interface velocities and partition coefficients are obtained
from MD simulations using a non-equilibrium free solidification method.[4, 101, 180]. The driving
force for performing the free solidification can be obtained either by reducing the temperature of
an equilibrium system (undercooling) at a target concentration or reducing the liquid composition
from the equilibrium value at a target temperature. In our simulations, we used the second method
and therefore the interface temperature are equal to the interface temperature and it is maintained
at a constant value by using the multiple thermostats approach [180].
Following are the details of the free solidification simulations. The orthogonal directions
parallel to the interface plane are defined as x and y, and the direction normal to interface is referred
as z, as shown in Figure 4.7. The simulation box dimension is much larger in the interface normal
direction to ensure, even for very large solidification velocities, we could obtain a period of steady
state solidification. The lattice was initially populated with all Ti atoms, and then random Ti atoms
were replaced by Ni atoms to reach the desired equilibrium solidus concentration at the target
temperature. Next, the system was equilibrated for 80 ps, as a solid, under the NPT ensemble where
P = 0, followed by an additional 200 ps simulation during which the mean lattice parameter was
determined. The central three quarters of the simulation box along the z-direction was melted by
heating up to 3000 K for about 40 ps under the NVT ensemble, while keeping the rest of the atoms
fixed. Then, the box sizes in x and y directions were scaled so that the remaining crystal had a
lattice constant corresponding to the mean value of the solid calculated in the previous step. The
systems then had crystal and melt in coexistence with two crystal-melt interfaces. To maintain the
interface temperature at the desired value during solidification, we used multiple thermostats,
shown by different shades in Figure 4.7. Fifty independent thermostats were implemented in all
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simulation systems leading to slab depths of about 5.5 Å, and velocity rescaling was used in each
slab when the temperature in the slab deviated from the target by more than 1 K. Using multiple
regional thermostats requires setting free boundaries along the z-direction, while the boundary
conditions in the x and y directions are still periodic. To prevent surface melting, the average forces
in the x and y directions on the atoms located in the two atomic planes adjacent to the free
boundaries were set to zero and the temperature in these regions was maintained to the desired
temperature by applying a Langevin thermostat with a damping parameter of 0.1 ps only in the zdirection [14].

Figure 4.7. An initial configuration of the atoms used in a simulation of solidification. Dark
red/light red and dark blue/light blue regions indicate the solid and liquid phases,
respectively. Alternating dark/light colors are used to indicate the slabs that are
thermostatted independently. The green atoms are boundary atoms which were
restrained to have an average force of zero in the x and y directions to prevent surface
melting. The atoms marked in black are the Ni solute atoms.
As mentioned previously, the driving force for solidification of the system is the deviation
of solute concentration in the melt from the equilibrium liquidus concentration at the target
temperature. So, for each desired concentration of the melt, the simulation system is generated by
adjusting the Ni concentration in the liquid phase to the target value by randomly substituting some
Ti atoms in the melted region with Ni atoms. To obtain accurate partition coefficients, NMD
independent solidification simulations starting from different initial configurations were
performed. Using multiple simulations is particularly important for high velocities where
simulation times are very short. It also allows for a simple estimation of the uncertainty for each
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driving force. The NMD starting configurations were generated during a simulation in the NVT
ensemble on the liquid phase at the target temperature, and writing the trajectory file every 20
psec. The solidification step is effectively run under conditions of constant normal stress due to
the free boundaries (Pzz = 0), constant interface area, and constant temperature. The solidification
simulations were repeated for different temperatures with multiple starting liquid concentrations
at each temperature. Additionally, the simulations at each of these states were repeated for systems
with different orientations of the crystal-melt interface; (100), (110) and (111). For (100) interface
normal orientations, the simulation systems were initialized on a lattice with 10×10×160 bcc unit
cells. For the other orientations, the system sizes were modified to have approximately the same
number of atoms and simulation box size.
4.2.2.1.3

Interface determination and concentration profiles

Kinetic coefficient and interface mobility calculations require gathering various
information, such as solute concentration profile across the interface, the interface velocity, from
the free solidification simulations by post processing the trajectory files. The first step is the
determination the interface that is performed using a local structure order parameter. The
methodology and definition of order parameter used is similar to the one discussed the literature
[14, 180-182]. The only difference with the literature is that in previous works, the interface was
considered quasi-1D and the order parameter was smoothened over cylinders perpendicular to the
y-direction. While in this study we consider the interface to be two-dimensional, and in the
smoothing step, we consider the spherical cutoff with the radius of a 2.5 lattice parameter [14].
Although the average curvature of the interface is zero, the instantaneous, local curvature is not
zero. The interface velocity is obtained from the average interface positions in the z-direction as a
function of time.
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Once the interface position was defined, we performed binning on more than 10Å into
either solid or liquid side of the interface, and counted the number solute and solvent atoms in each
bin. Figure 4.8 demonstrates the bins used in this study to obtain concentrations near a lower
interface for a single frame. Instead of box shaped bins with rectangular cross section, the cross
section of the bins we used in this study was in the shape of the instantaneous topography of the
interface, as shown by the upper surface of Figure 4.8, and the bins were equally spaced in the zdirection. The width of each bin (z-direction) was 2.865 Å, which is about the diameter of a Ti
atom and to get better spatial resolution, overlapping bins were used such that lower bin edges
were spaced by 0.4775 Å. For each time frame, the solute concentration profile can be obtained
from the ratio of the number of solute atoms to the total atoms within each bin.
Estimating the partition coefficient requires defining the solidus and liquidus
concentrations across interface; this becomes tricky in high solidification velocities, where both
the solid and liquid concentrations are both small and close to each other. For the slower
2𝑁
solidifications, the partition coefficient is estimated by = 1⁄2𝑁𝑀𝐷 ∑𝑖=1𝑀𝐷 𝐶𝑠 ⁄𝐶𝐿 .

Estimating the partition coefficient requires defining the solidus and liquidus
concentrations across interface; this becomes tricky in high solidification velocities. Partition
2𝑁

coefficient is estimated by = 1⁄2𝑁𝑀𝐷 ∑𝑖=1𝑀𝐷 𝑘𝑖 , where 𝑘𝑖 is the average partition coefficient of
each interface. For the slower solidifications, there is a considerable gap between the liquidus and
solidus concentrations and the fluctuations of concentrations are negligible in comparison with
their absolute values. So, 𝑘𝑖 can be estimated as the average concentration of solute far from
interface on the solid side to the maximum of concentrations on the liquid side of the interface. At
high solidification velocities, both the solid and liquid concentrations are small and very close to
each other, so the fluctuations of the concentration effect the partition coefficient estimatios and
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we need more accurate determination of solidus and liquidus concentrations. Thus, during the
steady state rapid solidification, the approximate position of the maximum concentration is
estimated by the average concentration profile. For each time frame, the reciprocal of solute
concentration of the corresponding bin to its concentration when the whole bin is solidified, is
known partition coefficient of that time frame, and by averaging them over the steady state period
one can estimate 𝑘𝑖 .

Figure 4.8. Visualization of the lower bin edges used to obtain concentrations near a lower
interface for 1 frame. The upper surface represents the instantaneous topography of
the interface. Bins edges are constructed by shifting the surface defining the interface
such that all bin edges have the same topography as the interface. Bin widths were
2.865 Å and overlapping bins were used such that lower bin edges were spaced by
0.4775 Å. The binned region had a depth of 7 atoms = 20.055 Å leading to 37 bins,
and the interface was in the center of that region. Different colors are used to
represent these overlapping bins; the region between the lowest blue surface and the
second lowest blue surface is the first bin, the region between the lowest green
surface and the second lowest green surface is the second bin, etc.
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Knowing the CM interface velocity and concentration profile alongside the drag coefficient
calculated previously, we could use equation (2.61) to estimate the kinetic coefficient. Figure 4.9
graphically summarizes the workflow of the kinetic coefficient calculations.

Figure 4.9. Workflow for calculation of the kinetic coefficient.
4.2.2.2 Results
The results are divided into three main subsections. In the first part, the calculations of
kinetic coefficient is explained. In the second subsection, we study how the interface width
changes by velocity, where two different definitions of interface width, based on either
concentration or structure, is used. Finally, the atomistic simulation data are compared with the
solute trapping models to find the model which can predict the kinetic properties during the rapid
solidification.
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4.2.2.2.1

Kinetic coefficient

As discussed previously, the first step should be calculating the equilibrium solid-liquid
phase boundary compositions for different temperatures, which is obtained by employing
thermodynamic integration for pure Ti combined with semi-grand canonical ensemble (SGC)
simulations of alloys. The phase boundary concentrations are the concentrations corresponding to
the chemical potential difference where the grand potentials of the liquid and solid are equal. The
Ti-rich composition-temperature phase diagram for Ni-Ti alloy is shown in Figure 4.10. For
T=1613 K, the equilibrium solid and liquid phase boundary compositions have 3.95 and 10.67
atom% Ni, respectively. For T=1749 K, equilibrium compositions are 2.04 and 7.16 atom% Ni for
solid and liquid phase, respectively. The composition range becomes even smaller as the
temperature is elevated to 1860 K; between 0.8 and 3.22 atom% Ni. The equilibrium partition
coefficient drops from 0.37 to 0.25 as temperature changes from 1613 K to 1860 K.

Figure 4.10. Ti-rich composition-temperature phase diagram for Ni-Ti alloy calculated by semigrand method. The symbols L and S denote the liquid and solid phases, respectively.

75

Table 4.4 summarizes the details of the free solidification MD simulations. The driving
force for solidification is the concentration difference; the initial concentration of the liquid phase
is set to be smaller than the equilibrium liquid concentration. The more the concentration deviates
from the equilibrium value, the higher solidification velocities are achieved in MD simulations.
However, achieving higher solidification velocity at lower concentrations comes with the cost of
higher uncertainty in the calculations. Therefore, the number of independent simulations
considered for these states is higher than the cases with concentrations closer to the equilibrium
liquid concentration. For each temperature, the initial concentrations of the liquid phase, CLinitial ,
and the number of independent simulations used for each concentration, NMD, is presented in this
table. There are two interfaces in each simulation system, which in total give 2NMD data sets for
each state. For all states, the MD simulations are performed considering (100), (110), and (111)
interface normal orientations to investigate the effect of crystallographic anisotropy on the kinetic
coefficient.
Table 4.4. Details of the MD simulations. CLinitial is the initial composition of the liquid phase
(atom%), and NMD is the number of system replicas. Simulations were run for (100), (110), and
(111) interface normal orientations
T=1613 K
CLinitial NMD

T=1749K
CLinitial NMD

T=1860 K
CLinitial NMD

4.5
5.0
5.5
6.0
6.5
7.0
8.0
10.0

2.5
3.0
3.5
4.0
4.5
6.5

1.1
1.25
1.4
1.6
1.8
2.0
2.3
3.3

9
9
9
9
9
4
4
4

9
9
9
9
9
4
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9
9
9
9
9
9
4
4

Figure 4.11. Crystal-melt interface displacement versus the simulation time over the steady-state
time period during solidification of Ti-2.5 atom% Ni alloy at 1749 K. The gray lines
are the results for single interfaces while the red line is the average of the 18
interfaces.
During an MD simulation, the solidification has three stages. In the beginning, there is a
non-linear relationship between the interface position and time (non-constant interface velocity)
until the solidification reaches steady state. During the steady-state period, the interface velocity
is constant and is calculated from the slope of a linear fit to the interface position-time data. Due
to the finite system size, the steady-state period is followed by a third stage with decreasing
velocity over time which is due to the increasing concentration in the remaining melt and therefore
decreasing driving force for solidification. Figure 4.11 demonstrates the steady-state part of the
(100) oriented interface displacement versus time for solidification of Ti- 2.5 atom% Ni alloy at
T=1749 K. Each of the gray lines represents the displacement of a single interface over time and
the red line is the average position of the 18 interfaces from the 9 independent simulations (see
Table 4.4). In the analysis, separate linear fits to the data for each interface gives a velocity, Vi,
and the average velocity and 95% confidence interval are calculated from this set of averaged
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velocities. We chose the steady-state time based on the best time range for the linear fit of positiontime data. We also monitored the liquidus concentration at interface and the interface width to be
sure they do not change during this period, and in case needed initially predicted steady-state
region is shortened.
One important analysis performed in this study is determining the concentration profiles
across the interfaces. For each time frame, first the interface position is defined and more than 20
Å into each solid and liquid side of the interface are binned as described in section 4.2.2.1.2 and
atoms of each type are counted to obtain the concentration in each bin. The concentration profiles
are then averaged over all the time frames and all 2NMD interfaces. Averaging over all frames
requires considering a moving reference on the interface, so bins are always created relative to the
instantaneous interface position and topology. Figure 4.12 shows the average concentration versus
the distance from the interface for 4 different initial concentrations at T=1613 K. The liquid phase
is to the right and the solid phase is to the left of the interface, respectively. The error bars denote
the 95% confidence intervals. Error bars on the liquid side are much larger than the solid side of
the interface due to the larger diffusion coefficient in the liquid phase resulting larger fluctuations
in the concentrations. For all four initial concentrations, there is a higher concentration on the
liquid side of the interface compared to the solid side and, as expected, the position of the
maximum concentration is in the liquid side of the interface. For CLinitial = 4.5, the concentration
only changes over a small region, assuming bulk values not far from the interface. As concentration
increases, the width of the region where the concentration is changing increases. This observation
will be further investigated in more detail.
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Figure 4.12. Average solute concentration over the 2NMD independent simulations (2 interfaces
per simulation) versus the distance from the interface for Ti-X atom% Ni (X=4.5,
5.5, 6.5, and 10) at 1613 K. Positive and negative values of distance from the
interface correspond to the melt and crystal sides on the interface, respectively. Error
bars denote the 95% confidence intervals.
Calculating the kinetic coefficient using equation (2.61) requires obtaining 𝑓(𝑘(𝑉)) from
equation (2.11) with a reasonable estimation of the drag coefficient, 𝔇. As described in the
methodology, we chose the drag coefficient that gave the best linear relationship between the
effective free energy, Δ𝐺𝑒𝑓𝑓 , and interface velocity. The effective free energy is calculated by
equations (2.4)-(2.6). The driving force and drag free energies are computed using thermodynamic
integration and semi-grand canonical ensemble simulations as described in the methodology.
Figure 4.13 shows the velocity versus the driving force for the (111) orientation at T=1613
K for two cases: without drag and with drag. The black solid line is the linear fit of velocity versus
ΔGeff neglecting the solute drag. Specifically, the fitted line overestimates it for small driving
forces. The intercept of the line is set at zero since the driving force should be zero at zero velocity.
For this case, we found that 𝔇 = 0.37 gave the best linear fit between the velocity and the
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corresponding driving force. The blue points and solid blue line in Figure 4.13 correspond to the
optimum value of 𝔇. The data for the case with solute drag fits much better to a line with R 2 =
0.85 compared to R2 = 0.72 for the zero drag fit. The main effect of using the optimum 𝔇 is that,
for both large and small velocities, the MD results agrees well with the linear fit.

Figure 4.13. Scatter plot of the interface velocity versus the effective driving force with and
without solute drag for the (111) orientation at T=1613 K. The solid lines are linear
fits based on equation (2.14).
The optimal drag coefficients are determined for three different crystallographic
orientations at different temperatures, and Table 4.5 summarizes the mobilities, drag coefficients,
and kinetic prefactors, Vc, found in equation (2.14). Except for the (100) orientation at T=1860 K,
the results presented in Table 4.5 follow a trend. We could say for each temperature, the largest
mobility is obtained for growth of (100) oriented interface and it decreases as orientation changes
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to (110) and (111). However, the M100/M110 is very close to one, which can be interpreted as a
very small anisotropy for the studied alloy compositions. This was expected as the Ti-rich
compositions of binary Ni-Ti alloy have BCC crystal structures and BCC metals are known to
have small anisotropy values for the interface energy and kinetic coefficient [14, 183].

Also

comparing the mobilities given in each row of Table 4.5 shows that the interface mobility increases
as the temperature increases. The optimal drag coefficients values, except for one case at T=1860
K and (100) orientation, range between 0.22 and 0.37, and they do not follow any special
orientation-related, or temperature-related trend. The drag coefficient of 0.3 estimated by Yong et
al. [100] for the Lenard-Jones metal systems and Ni-Cu alloys is within the range of our
estimations.
Table 4.5. The mobility, M (m·mol/(s·J)), drag coefficient, 𝔇, and the kinetic prefactor, Vc (m/s),
calculated for three interface normal orientations at T=1613, 1749, 1860 K.
T=1613 K

T=1749 K

T=1860 K

M

𝔇

Vc

M

𝔇

Vc

M

𝔇

Vc

(100)

0.116

0.27

1555.6

0.134

0.28

1948.5

0.114

0.51

1762.9

(110)

0.115

0.23

1542.2

0.132

0.28

1919.4

0.146

0.22

2257.7

(111)

0.112

0.37

1502.0

0.122

0.26

1774.0

0.132

0.22

2041.2

The velocity-dependent partition coefficients for three
different studied cases (T=1613, 1749, 1860 K), with three different orientations, are presented in
Figure 4.14. For all these cases, generally, the partition coefficient increases as the solidification
velocity increases. One expects if the solidification velocity reaches a large-enough value, the
solidification would be partitionless. Based on the studied MD simulation cases, which are
presented in Table 4.4, one observes that although considering the initial liquidus composition far
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from the equilibrium liquidus and close to the equilibrium solidus compositions leads to solute
trapping, it does not guarantee the onset of partitionless solidification. Specifically for T=1613 K
with equilibrium solidus and liquidus compositions of Ti-3.95 and 10.67 atom%Ni, using the
initial liquid composition of Ti-4.5 atom%Ni results large-enough driving force to obtain k(V)≈1.
Similarly, for T=1749 K, considering the initial liquidus composition (Ti-2.5atom%Ni) close to
the equilibrium solidus composition (Ti-2.04atom%Ni) leads to complete solute trapping. For the
T=1860 K, although the smallest investigated initial liquidus composition, Ti-1.1atom%Ni, is very
close to the equilibrium solidus value, the driving force is large to observe some solute trapping
but not large enough for partitionless solidification. For T=1613 and T=1749 K, if the effective
driving force becomes larger than the 350-400 J/mol, the complete solute trapping occurs. While
for the T=1860 K the largest possible effective driving force obtainable, considering both the
solidus and liquidus compositions equal to equilibrium solidus concentration, is 256 J/mol. This
suggests that the onset of partitionless solidification depends on the investigated alloy composition.
In Figure 4.14, the partition coefficient at T=1860 K has the largest error bars, which is because
the equilibrium solid and liquid phases only have 0.8 and 3.22 atom% solute particles. Very small
concentration of solute in the system, especially in the liquid phase where atoms move frequently,
leads to high uncertainties in the concentration calculations. Fitting the MD simulation results to
the CGM and LNM solute trapping models, which is presented by the dotted and dashed lines in
Figure 4.14, will be discussed in details in section 4.2.2.2.3.
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Figure 4.14. MD calculated values of partition coefficient versus the interface velocity for (100),
(110) and (111) interface normal orientation. Error bars denote the 95% confidence
in. The dotted and dashed lines are fit of MD data to CG [40] and LN [45] models
respectively for (100) orientations.
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Kinetic coefficient calculations require the drag coefficients, concentrations on liquid-side
of the interface, interface velocities, equilibrium and non-equilibrium partition coefficients. These
quantities are used to estimate the kinetic coefficient using equation (2.61), and as an example,
Figure 4.15 presents the fit for solidification of (100) interfaces at T=1613 K. One finds a good
linear relation between the (1 − 𝑓(𝑘)𝐶 𝐿 /𝐶0𝐿 )⁄(1 − 𝑘𝑒 ) term and solidification velocity with the
slope corresponding to the kinetic coefficient. It worth mentioning that the very small velocities
are not included in the fitting process, because based on equations (2.11) and (2.61), as velocity
decreases, the (1 − 𝑓(𝑘)𝐶 𝐿 /𝐶0𝐿 )⁄(1 − 𝑘𝑒 ) term goes to zero. It is because both 𝐶 𝐿 /𝐶0𝐿 and 𝑓(𝑘)
will approximately be 1. Thus, if we consider very small velocities there would be a sharp increase
in the y-axis values and the graph would have a quadratic-like shape with the minima close to V=0.
In the fitting process, we only considered the velocities larger than the minima of the quadratic
shape.
The kinetic coefficient values calculated by MD simulations are summarized under
method 1 in

Table 4.6. For each orientation, increasing the temperature increases the kinetic coefficient
value. We could say the kinetic coefficient is a function of temperature and the corresponding alloy
composition. For a crystal with cubic symmetry, the kinetic coefficient as a function of interface
orientation is given by:
𝛽 = 𝛽0 (1 + 3𝜀𝑘 − 4𝜀𝑘 ∑3𝑖=1 𝑛𝑖4 )

(4.12)

where 𝑛𝑖 are the components of the unit vector, 𝑛̂, normal to the interface plane, 𝛽0 is the
average kinetic coefficient, and 𝜀𝑘 is the anisotropy parameter [35] For different orientations at
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each studied case, the kinetic coefficient values are very close to each other and the kinetic
coefficient shows nearly isotropic behavior. Thus, in

Table 4.6, the anisotropy parameter is considered zero and 𝛽0 is estimated by averaging the kinetic
coefficient of all three orientations. The kinetic coefficient can also be estimated in terms of
velocity of sound in the melt, Vs:
1

𝛽 = 𝑉 (1−𝑘
𝑠

2 0
𝑒 ) 𝐶𝐿



(4.13)

Using this method requires calculating the velocity of sound in the liquid phase. We also
performed MD simulations to calculate the isothermal speed of sound for the Ti-Ni alloys.
Details of the calculations can be found in [184]. The velocity of sound for T=1613, 1749 and
1860 K are 4118, 4313, 4432 m/s, respectively. The speed of sound increases with increasing
temperature (decreasing solute concentration). The kinetic coefficients calculated using equation
(4.13) are listed under method 2 in

Table 4.6. The results of method 1 and method 2 are consistent and kinetic coefficients
calculated using both methods follow similar trends with temperature.
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Figure 4.15. Scatter lot of (1 − f(k)CL /CL0 )⁄(1 − k e ) versus velocity for T=1613 K and (100)
interface normal orientations. The solid line is linear fits based on equation (2.61).

Table 4.6. The kinetic coefficient, β (s/m), calculated by two different methods at T=1613, 1749,
and 1860 K. In method 1, the MD simulation results using three crystal orientations are fitted to
equation (2.61). Using data for each orientation, the average kinetic coefficient, β0 (s/m), and the
kinetic anisotropy, εk , are calculated using equation (4.12). Method 2 is based on estimation of the
kinetic coefficient using the speed of sound in the melt and equation (4.13). The numbers in the
parentheses are the uncertainties in the last significant digits,

orientation
(100)
(110)
(111)

β

Method 1
Expression (Eq.17)

0.0067
0.0069
0.0035

T=1749 K

(100)
(110)
(111)

T=1860 K

(100)
(110)
(111)

T=1613 K

Method 2

β0

εk

β

β0(1-εk)
β0(1+εk)
β0(1+ 1.667εk)

0.0057

0

0.0057

0.0072
0.0086
0.0071

β0(1-εk)
β0(1+εk)
β0(1+ 1.667εk)

0.0076

0

0.0062

0.0120
0.0148
0.0117

β0(1-εk)
β0(1+εk)
β0(1+ 1.667εk)

0.0130

0

0.0121
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4.2.2.2.2 Interface width
When talking about the interface width, there are two main approaches. The first definition
is based on the concentration profile, as described by Aziz and Kaplan [40] and the second is based
on some order parameter describing the local structure. For the first definition, the interface width
is described as the thickness of the region where the solute concentration increases from its steady
state value in the solid phase up to the maximum concentration inside the liquid phase. The
concentration profiles in Figure 4.12 shows that when initial concentration is close to equilibrium
value (slow solidification), the maximum concentration position is located far from the interface,
and it moves closer to the interface as the solidification velocity increases. Doubling the distance
between maximum concentration position and interface is a good estimation for the first definition
of interface width. The second definition is based on the distance that order parameter [185],
which is previously used to define the interface, changes between its corresponding solidus and
liquidus values.
Figure

4.16

shows

how

the

distance

between

the

position

of

maximum

concentration,ZCLmax , and interface, Zinterface , changes by the interface solidification velocity. In
spite of the scatter in the data, a decrease in the interface width with increasing velocity is observed
for all cases. Low solidification velocities provide enough time for the solute atoms to diffuse in
front of the interface and prevent them from being trapped in the solid phase. Therefore, one would
expect to get larger interface width as the velocity decreases.
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Figure 4.16. Scatter plot for interface width (first definition) versus interface velocities.
Figure 4.17 shows how the interface width, based on the second definition using local
structure, changes with velocity for three different temperatures, and different orientations. The
results demonstrate contradictions for the high and low solidification velocities. For velocities up
to approximately 1 m/s, the interface width constantly increases as the velocity increases. As the
velocity exceeds 1 m/s, the interface width decreases with an increase of interface velocity. This
velocity is in the order of the diffusive velocity, which is the ratio of diffusion coefficient to the
interface width.
The only relation we found relating the interface width to the solidification velocity is
presented by Salhoumi and Galenko [186], where they studied rapid solidification and interface
propagation kinetics both analytically and numerically. Using the hyperbolic phase field model
[45], the effective interface thickness is defined as[186]:
1/2

𝑙 = 𝛿[1 − 𝑉 2 ⁄𝑉𝜑2 ]

(4.14)
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where δ is the mean interface width at V=0 and Vφ is the maximum phase field propagation
velocity defined by the relaxation time, τφ, and phase field diffusion parameter, υ, such that Vφ=(τφ
/υ)1/2. The difference between parabolic phase field models [15] with the hyperbolic ones, is that
for those models τφ=0 (Vφ=ꝏ). This suggests, for slow solidifications, the interface width must
stay constant while the MD-calculated interface widths, as presented in Figure 4.17, demonstrates
an increase as the velocity increases from 0 to approximately 1 m/s.
As velocity increases and exceeds this limit, the interface width decreases, which is what
we expected from equation (4.14). The fit for MD-calculated results to equation (4.14) is presented
in Figure 4.17 and the fitting parameters are summarized in Table 4.7. For each temperature and
all the velocity ranges, (100) orientation has the largest and (111) orientation has the smallest
interface width and the results of (110) orientation lie between them. Also, the fit of T=1860 K
results for (100) and (110) orientations did not result in a finite Vφ. We believe this can be because
high velocities were not achieved for those sets of simulations.

89

Figure 4.17. Scatter plot for interface widths (second definition) versus interface velocities. The
solid blue, green and red lines are linear fits based on equation (4.14) for (100), (110),
(111) orientations, respectively.
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Table 4.7. phase field propagation velocity, Vφ (m/s), and mean interface width, δ (Å) calculated
by fitting MD simulation results to equation (4.14) for T=1613, 1749, 1860 K and three interfacial
orientations.
T(K)

orientation

Vφ

δ

1613

(100)
(110)
(111)

318.18 ±44.4
381.93±91.5
286.19±38.14

27.73±0.126
26.62±0.141
26.51±0.099

1749

(100)
(110)
(111)

268.89 ± 26.48
371.8± 94.7
232.43± 23.81

27.53± 0.093
26.58± 0.102
26.38±0.089

1860

(100)
(110)
(111)

ꝏ
ꝏ
319.21±161

26.97
26.1
25.88±0.05

4.2.2.2.3 Solute trapping
As discussed previously, Figure 4.14 also compares the MD partition coefficient values
with CG [40] and LN [45] models. Overall, we can say CG model fits very well for the low to
moderate solidification velocities but it fails for high values. This model cannot predict the onset
of complete solute trapping. The dotted lines in Figure 4.14 show, based on the CG model, k=1
occurs at infinite solidification velocity, while the MD simulation results suggest that the complete
solute trapping will occur at a finite velocity. In the CG model, the diffuse interface velocity, VDCGM ,
is the ratio of the interface diffusivity to the interface thickness, which cannot be calculated
directly. Additional estimations of VDCGM like the ratio of liquid diffusivity to the interatomic
spacing, or the 0.01 times the prefactor velocity, Vc, as defined by equation (2.14), can be used
instead. Other than these estimations, one can consider it as a free parameter, and defined it using
the best fit of MD results to CG model. The estimations of VDCGM from all three methods are
illustrated in Table 4.8. It seems both method 1 and method 2 overestimate the diffuse interface
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velocity and the values obtained from fitting the data to CG model are very smaller. One unsolved
issue related to the non-equilibrium crystal-growth kinetics, is the diffuse interface velocity and
its dependence on the interface orientations. For each temperature, the results presented in Table
4.8 show that VDCGM increase as the interface normal orientation changes from ( 100) to (110), and
(111).
Table 4.8. thediffuse interface velocity for CG model, VDCGM (m/s) calculated from 3 methods,
diffuse interface velocity,VDLNM (m/s), and bulk diffusion speed, VBLNM (m/s), for LN model
calculated at T=1613, 1749, 1860 K and three interfacial orientations.
𝑉𝐷𝐶𝐺𝑀
T (k)
1613

Orient.
(100)
(110)
(111)

Method 1
0.01×𝑉𝑐
15.55
15.42
15.02

Method 2
𝐷𝐿 /𝜆
5.9

Method 3
Fitting MD results to CGM
2.53±0.43
2.89±0.35
3.5±0.37

𝑉𝐷𝐿𝑁𝑀
𝑉𝐵𝐿𝑁𝑀
4.10±0.35 55.7±10.5
2.96±0.35 48.1±13.5
4.61±0.52 40.2±5.2

1749

(100)
(110)
(111)

19.49
19.19
17.74

10.7

2.6±0.20
3.23±0.31
4.0±0.35

1.98±0.18 50.8±28.2
3.69±0.35 47.6±12.5
2.8±0.2 47.7±18.9

1860

(100)
(110)
(111)

17.63
22.58
20.41

16.7

3.1±0.27
3.52±0.27
4.18±0.35

-

-

Contrary to the CG model, the LN model shows a great agreement with the MD results by
predicting the onset of complete trapping at a finite velocity. The only method to estimate 𝑉𝐷𝐿𝑁𝑀
and 𝑉𝐵𝐿𝑁𝑀 in the LN model is to fit parameters and the obtained values of each model are presented
in Table 4.8. In the LN model, 𝑉𝐵𝐿𝑁𝑀 is the velocity beyond which the partition coefficient is equal
to one and complete solute trapping occurs. For T=1613 K very high velocities were achieved and
predictions of 𝑉𝐵𝐿𝑁𝑀 were more accurate than the T=1749 K. One unsolved issue related to the nonequilibrium crystal-growth kinetics, is the dependence of interface orientation on the solute
trapping. For T=1613 and 1749 K, the results presented in Table 4.8 show that V𝐵LNM decreases as
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the interface normal orientation changes from (100) to (110), and (111). This is more clear for
T=1613 where the error in estimating V𝐵LNM is small rather than T=1749 K. For T=1860 K as we
did not achieve complete solute trapping in MD simulations, estimating the LNM model
parameters was not possible.

4.3

Conclusion
Building on the ongoing developments and applications of atomistic simulation methods

to the computation of important thermodynamic and kinetic properties of solid-liquid interfaces in
metals, we performed detailed MD calculations of pure titanium and Ti-Ni crystal-melt interfacial
energy, kinetic coefficient, and their corresponding anisotropies. Using the MD capillary
fluctuation method, the calculated solid-liquid interface energy of of pure Ti 198 mJ/m2 is in good
agreement with the reported experimental data ranging between 149 and 207 mJ/m2 and by adding
Ni to the system the interface energy of the alloy decreases and the corresponding anisotropy
increases.
By using the free solidification method, implemented based on a multiple layered
thermostats approach, the kinetic coefficient of pure Ti and Ti-Ni dilute binary alloy is calculated.
The kinetic coefficient of pure Ti is 0.71 m/(s-K).
For Ti-Ni alloys, the kinetic coefficient is predicted by an equation relating the
concentration profile across the solid-liquid interface to the solidification velocity. For this first,
the drag coefficient and interface mobility should be estimated. This requires the calculations of
effective free energy change during the solidification, which is not possible by classical molecular
dynamics and combined thermodynamic integration for pure Ti with semi-grand canonical
ensemble (SGC) simulations of alloys are used to estimate it. The results show that the kinetic
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coefficient ranges between 0.0057- 0.0121 s/m as the interface temperature increases from 1613
to 1860 K and , as expected for BCC crystal structure, it did not present large anisotropic behavior.
We also presented the non-equilibrium partition coefficient and compared it to the solute trapping
models namely the continuous growth model and local non-equilibrium model. The MD
simulations predicted the onset of complete solute trapping for T=1613 and T=1749 K and
partition coefficient values were more consistent with the local non-equilibrium model. For
T=1860 K, the complete solute trapping was not achieved in the MD simulations. For T=1613 and
1749 K, the complete solute trapping happened when the effective free energy ranges between
350-400 J/mol and for T=1860 the maximum achievable effective driving force is 256 J/mol. This
suggests that the complete solute trapping might not necessarily occur for all the alloys.
We also investigated the dependence of interface width on the solidification velocity. Two
different definitions are used for the interface width; one is based on the local structure and the
other based on the concentration profile. For slow solidifications, the solute atoms in the liquid
phase have enough time to diffuse in front of the interface and the position of maximum
concentration is far from the interface. As the velocity increases, solute atoms cannot diffuse ahead
of the interface and as the velocity increases the position of the maximum of concentration gets
close to the interface. The concentration based-interface width decreases dramatically as velocity
increases. On the other hand, the local structure-based interface width also decreases with the
velocity. The dependence of interface width to velocity is consistent with the predictions of
hyperbolic phase field model, which is suitable for studying the rapid solidification.
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5

ATOMISTICALLY INFORMED PHASE-FIELD SIMULATION OF
SOLIDIFICATION FOR Ti AND Ni-Ti ALLOY1
Using phase field modeling simulation approach, we investigate the effect of various

parameters on the solidification in a pure Ti and binary Ni-Ti system. The phase-field model is
based on the CM interfacial properties calculated by molecular dynamics in the previous chapter.
5.1

Pure Titanium
For pure material, considering the time evolution of the thermal diffusion field subject to

the crystal-melt interface conditions, the final time-evolution equations [55] for the two field
variables, T and 𝜙, are given by governing equations 2.19 and 2.20. The system of governing
equations for the evolution of the phase-field order parameter and temperature are solved
numerically using a finite difference algorithm The PETSC package is used as solver in our code
[187]. All terms on the right-hand side of equation 2.20, except the Laplacian term, are discretized
using a second order scheme, and for the Laplacian term we used the fourth order skewed 9-point
scheme.
At the start of the simulation, a nucleus is placed on the bottom wall. Therefore, as the time
progresses, the solid-liquid interface moves from the bottom wall up into the liquid phase. In order
to eliminate the boundary affect, the computational domain has to be assumed considerably large.
However, there is no need to solve the equations in the whole region when the solid-liquid interface
is just affective in a small part of the region. Thermal diffusivity (D) is larger than Mɛ(θ)2, which
means the temperature field is always ahead of phase field. In this technique, it is assumed that if

1

Part of this chapter has been published in Computational material science, reprinted with the permission of the
publisher. [S. Kavousi, B.R. Novak, M.A. Zaeem, D. Moldovan, Combined molecular dynamics and phase field
simulation investigations of crystal-melt interfacial properties and dendritic solidification of highly undercooled
titanium, Computational Materials Science, 163 (2019) 218-229].
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the temperature at the boundary reaches 1 K larger than the temperature in the liquid phase far
from the interface, more grid points are added to the computational region. The algorithm we used
to implement the adaptive domain in PETSC is shown in Figure 5.1.
The simulations are carried out on a grid with Δ𝑥 = Δ𝑦 = 0.5𝜁𝑝 and Δ𝑡 = 10 ps where 𝜁𝑝
is the interface thickness which was set to be larger than the microscopic capillary length.

Figure 5.1. Algorithm to implement adaptive domain in the PETSC code
5.1.1

Phase-field parameters

The set of parameters entering the phase field equations (equations 2.19 and 2.20) are
summarized in Table 5.1. These parameters were obtained by either MD simulations combined
with thin-interface to phase-field mapping, as explained previously, or were taken from existing
experimental data [120]. In 2D, the anisotropic 𝜀 and 𝑀 parameters can be obtained from
equations (5.1) and (5.2). θ is given by equation (5.3) where 𝜙𝑥 and 𝜙𝑦 are the derivatives of ϕ
with respect to x and y respectively:
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𝜀 = 𝜀0 (1 + 𝛿𝜀 𝑐𝑜𝑠(4𝜃))
1
𝑀

(5.1)

1

= 𝑀 (1 − 𝛿𝑀 𝑐𝑜𝑠(4𝜃))

(5.2)

0

𝜙𝑦

𝜃 = 𝑡𝑎𝑛−1 (𝜙 ) 𝜀 = 𝜀0 (1 + 𝛿𝜀 𝑐𝑜𝑠(4𝜃))

(5.3)

𝑥

Although the mobility anisotropy parameter,𝛿𝑀 , depends on both 𝜇 and 𝜖 anisotropy
parameters, it will be referred to as the kinetic anisotropy and 𝛿𝜖 will be referred to as the
capillary anisotropy.

Table 5.1. Thermophysical properties and phase field parameters for pure titanium. The parameters
were obtained by either MD simulations or by combined MD with thin-interface to phase-field
mapping or, for those properties indicated by *, were taken from existing experimental data [120].
L0 [kJ/mol]

14.3 *

D [m2/s]

9.5× 10-5 *

Cp [kJ/mol K]

45.5 *

Tm [K]

1943 *

ρ [kg/m3]

4130 *

γ0 [mJ/m2]

176

w [J/m3]

2.9 × 107

ζp [m]

8 × 10-8

ε0 [√𝐽/𝑚]

0.000138

M0 [m3/sJ]

6.76

δε

0.00455

δM

0.021

5.1.2 Results
Figure 5.2 shows the comparison of the steady-state solidification rate obtained from our
phase field simulations, two sets of experimental data [188, 189], and from the analytical LiptonKurz-Trivedi (LKT) model [190] parameterized for titanium. The results from the phase field
simulations, based on the model described by equations 2.19 and 2.20, are in reasonable agreement
with the results from both experiments and LKT model for undercooling, ΔT, below 200 K. When
ΔT is larger than 200 K, the phase field and experimental results start to deviate from each other
and the deviation increases with increasing undercooling. The question is, what is the source of
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this discrepancy? Is it caused by the inaccuracies of experimental investigations, by the limitations
and inaccuracies of the phase field model or by both simulations and experiment? In the
experiments, the solidification investigations at large undercoolings were done under
electromagnetic levitation conditions. The nucleation of the solid phase was initiated by using a
needle and establishing a contact with the levitating titanium droplet; the subsequent solidification
time was estimated by tracking the evolution of the temperature at the top and bottom edge of the
solidifying droplet. The solidification was considered to be completed when the temperature of the
droplet top surface started to increase with respect to the undercooling temperature. As predicted
by homogeneous nucleation theory, for undercooling in titanium smaller than 400 K, the
probability of homogeneous nucleation in the liquid phase is very low, and therefore the nucleation
process is unlikely to play any major role in determining the high solidification velocities obtained
experimentally for large undercooling. It is therefore important to focus on possible sources of
inaccuracies associated with model formulation, parameterization, and code implementation of
phase field simulation methodology.

Figure 5.2. Interface velocity versus undercooling in titanium as obtained from phase field
simulations, two sets of experiments [188, 189], and from the LKT analytical model.
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As evident from Figure 5.2, the phase field simulations indicate that the variation of the
interface velocity with undercooling exhibits a crossover from linear to an approximately square
root dependence when the undercooling is about 150 K. To gain additional insight into the role of
the phase field simulation model on the existence of such a crossover we performed additional
phase field simulations based on slightly modified models. First, we investigate the solidification
in a system with one-dimensional (1D) symmetry. Specifically, the equivalent of equation 2.20 for
the order parameter in one dimension and in a reference frame that is translating with velocity Vn
along the +x direction can be written in the following form:
𝜕2 𝜑

𝑉 𝜕𝜑

𝐿

− 𝑀𝑛 𝜕𝑥 = 𝜀 2 𝜕𝑥 2 − 𝑤𝑔′(𝜙) − ℎ′ (𝜙) 𝑇 0 𝛥𝑇

(5.4)

𝑚

This can be rewritten in dimensionless form by normalizing the spatial and temperature
𝑥

variables 𝑥 ′ = 𝑋̅ , 𝑢 = 𝐿

𝑇
, where 𝑋̅
0 ⁄𝑐𝑝

= 10−6 𝑚. The dimensionless form of this equation in terms

the new variables is:
−

𝑉𝑛 𝜕𝜙
𝑋̅ 𝜕𝑥′

𝜀2 𝜕2 𝜙

𝐿0 2

= 𝑋̅ 2 𝜕𝑥 2 𝑤𝑔′(𝜙) − ℎ′ (𝜙) 𝑐

𝑝 𝑇𝑚

(𝑢 − 𝑢𝑚 )

(5.5)

In the phase field method, the order parameter increases monotonically from zero to one
as a function of position in the interfacial region and remains constant far from the interface. For
each undercooling, there is only one specific value of 𝑉𝑛 , which results in a physically valid
solution of equation 5.5; it complies with the desired order parameter shape explained above [22].
Solving this boundary value problem with one unknown parameter was done by using bvp4c solver
in MATLAB [191]. The solution of this second order boundary value problem with one unknown
parameter requires the knowledge of three boundary conditions. The order parameter values are
zero and one at -∞ and ∞ respectively and the derivative of the order parameter far from the
interface is zero in both liquid and solid phases.
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By solving the equation 5.5 for different values of ΔT, one can compute the interface
velocity𝑉𝑛 (𝛥𝑇). Figure 5.3 shows the variation of the interface velocity with undercooling during
solidification in a 1D system. Similar to the results obtained in phase simulations in the 2D system,
discussed previously, for small undercoolings, up to ΔT  150 K, 𝑉𝑛 (∆𝑇)varies approximately
linearly with ΔT. At larger undercoolings, the interface velocity variation with undercooling
follows a trend similar to 2D simulations at high undercoolings, and the undercooling temperature
at which the deviation from linearity occurs is very close to undercooling temperature at which the
2D phase field simulation results start to deviate from the experimental results as seen from Figure
5.2.

Figure 5.3. Variation of the steady state velocity of a planar one-dimensional interface with
undercooling.
Based on the phase field simulation results in both 2D and 1D systems one can infer that
the deviation from linearity of the interface velocity versus undercooling at large undercoolings
might be related to the actual phase field model as represented in equations 2.19 and 2.20. Building
on the methodology developed by Bragard et al. [22] we implemented and used a modified phase
field model that seem to mitigate the shortcomings present at large undercooling in the regular
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phase field model. The modification proposed by Bragard et al. consist of the introduced of a new
form of the driving force term in the bulk free energy density function (the second term in the
right-hand side of equation2.20) of the phase field method. Specifically, in this method the
relationship between thermodynamic driving force and undercooling is chosen to behave like
𝑉𝑛−1 (∆𝑇), which is the inverse of the function Vn. The simulation results, based on the Bragard et
al. modifications, hereby referred to as the BKLP phase field model, are also shown in Figure 5.2
and are in good agreement with the experimental results.
Another way that one can check the accuracy of phase field simulation results is to compare
the values of the interface temperature as obtained from simulation with those calculated by using
the analytic GT relation in equation 2.8. Based on the phase field formulation, the solid-liquid
interface is at local equilibrium and as such the interface temperature must follow the GT equation.
According to GT relation, the deviation of the interface temperature from the melting point is due
to both capillary and kinetic effects and can be calculated by knowing: the interface velocity,
interface stiffness, dendrite tip curvature, and kinetic coefficient. Figure 5.4 shows the variation
with undercooling of the interface temperature as obtained directly from the phase field
simulations and from the GT relation. The results from both phase field and BKLP phase field are
presented. The calculation of the interface temperature from the GT relation is based on the
following data: the MD calculated kinetic coefficient and stiffness, the phase-field calculated
interface velocities (depends on the actual phase field model used), and tip curvatures.
As evident from Figure 5.4, for small undercoolings, ΔT < 150 K, there is a good agreement
between the interface temperatures obtained directly from the phase field model and GT relation;
this is true for both phase field models used. As the undercooling increases above 150K the
deviation between the interface temperature calculated directly from phase field simulation and
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the value calculated from GT equation increases for both phase field models. It is however evident
that when the BKLP phase field is used, the direct and GT interface temperatures are close to each
other even at high undercoolings; the difference is less than 10 K at ΔT = 300 K. When the phase
field model based on equations 2.19 and 2.20 is used the difference between the GT temperature
and the direct temperature from phase field is about 32 K at ΔT = 300 K. One can rationalize these
differences by the following observations: For small undercooling, both the capillary and kinetic
effects play a role in determining the interface temperature. Although the dendrite tip shape has a
higher curvature for larger undercooling, the effect of the kinetic term is still more dominant than
the capillary one due to the large solidification velocity. Therefore, underestimation of the velocity
calculated from the phase field method accounts for most of the deviation of the interface
temperature from the GT equation.

Figure 5.4. The variation with undercooling of the interface temperature as obtained by direct
temperature calculation from phase field simulations and by use of Gibbs-Tompson
equation.
Numerous studies show the importance of crystalline anisotropy on dendrite shapes [192]
and growth rate [193]. The capillary and kinetic anisotropy calculated using MD simulations for
titanium are δε=0.0045 and δM=0.021 respectively and, in comparison with those for FCC metals,
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these are very small. Given that the spectrum of anisotropy present in various metals and metallic
alloys of different crystal structures is pretty large it is important to investigate, in a more general
framework, its effect on solidification characteristics such as: solidification morphology, dendrite
tip velocity, and mean solidification velocity. Therefore, in this section in addition to the
simulations parameterized for titanium we will also explore model systems with anisotropies
varying over a large range.
Figure 5.5 shows the shape of solid-phase generated during solidification by considering
titanium and four other model systems at undercoolings of ΔT=100 K and ΔT=250 K. Figure 5.5
(a) and (d) are the morphologies of the simulated systems with anisotropy parameters
corresponding to titanium. The other four morphologies correspond to model systems in which
alternately one of the anisotropy terms was turned off. The anisotropy parameters were changed
separately to study the individual effect of each term on dendrite morphology. Figure 5.5 (a), (b),
and (c) illustrate the effect of the anisotropy parameters on the dendrite shapes for small
undercooling of ΔT=100 K. Both the tip radius and the preferred growth direction are affected by
the capillary and kinetic anisotropy parameters, δε and δM. For the larger undercooling of ΔT=250
K shown in Figure 5.5 (d), (e), and (f), the effect of kinetic undercooling on the shape of the
dendrites and preferred growth direction is much more pronounced and shows the emergence of
side branches in the dendrites. Generation of secondary dendrite arms is related to the thermal
diffusion layer thickness which in turn can be estimated as the ratio of thermal diffusivity over
interface velocity (D/V). For large undercoolings, the small thermal layer thickness leads to large
temperature gradients at the tips of protrusions. When the front of the protrusion faces an
undercooled liquid, the heat is dissipated from solid into the liquid. In this case, the protrusion
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grows and generates side branching. At low undercoolings, the temperature gradient at the tips of
protrusions is small, therefore those protrusions cannot survive, and no side branching is observed.

Figure 5.5. The effect of capillary, δε, and kinetic, δM, anisotropy on dendrite morphology
development during solidification in systems at two undercoolings
Figure 5.6 shows variation of the tip and average solidification velocities with kinetic
anisotropy at undercoolings of ΔT=100 K and ΔT=250 K. The capillary anisotropy was maintained
constant at δε=0.0045 while the kinetic anisotropy was varied between δM=0 and δM=0.08. For
both undercoolings, the simulation results show that the increase of δM leads to significant increase
of the tip velocity while the average solidification velocity increased by only a small amount.
Based on equation 5.2, higher kinetic anisotropy leads to a more preferred growth in directions
parallel to the x and y-axis directions which in turn increases the tip velocity. When increasing δM
from 0 to 0.08, at larger undercooling, the tip velocity increases from 16.85 to 23.4 m/s and the
average solidification velocity increases from 25.83 and 26.78 m/s. At smaller undercooling when
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varying δM, the tip velocity increases from 1.91 to 2.85 m/s and the average solidification rate
increases from 3.28 to 3.62 m/s. These simulation results are in agreement with previous
simulations [193] which also show that the effect of kinetic anisotropy is more dominant for large
undercoolings.

Figure 5.6. Variation of the tip and average solidification velocities with kinetic anisotropy at two
undercoolings.
The same analysis is repeated by varying the capillary anisotropy and maintaining the
kinetic anisotropy, δM=0.021, constant.

Figure 5.7 illustrates the variation of the tip and

solidification velocities with capillary anisotropy for two undercoolings. At small undercooling,
the increase of δε from 0 to 0.03 increases the tip velocity from 2.1 to 2.76 m/s and increases the
average solidification velocity from 3.3 to 3.7 m/s. For larger undercooling, the increase of δε from
0 to 0.03 increases the tip velocity from 18.21 to 20.86 m/s and increases the average solidification
velocity from 25.58 and 26.7 m/s. As with kinetic anisotropy, increasing the capillary anisotropy
parameter affects the tip velocity more than the average solidification velocity, especially at larger
undercoolings.
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Figure 5.7. Variation of the tip and average solidification velocities with capillary anisotropy at
two undercoolings.
5.2

Ni-Ti binary alloy
5.2.1

Phase-field parameters

The set of thermophysical parameters calculated by MD simulations which will later be
used to parametrize the EFKP and PP phase field models (equations 2.26 and 2.27) are
summarized in where εc and εk are the capillary and kinetic anisotropy parameters.
Table 5.2. These properties will be used later alongside the thin interface analysis relations,
to obtain the characteristic dissipation time scale, τ0, and the interface width, 𝑊, for the phase field
model. Dependence of 𝑑 and 𝛽 parameters on the interface normal orientation is described as:
𝑑(𝑛⃗) = 𝑑0 (1 + 3𝜀𝑐 − 4𝜀𝑐 ∑3𝑖=1 𝑛𝑖4 )

(5.6)

𝛽(𝑛⃗) = 𝛽0 (1 + 3𝜀𝑘 − 4𝜀𝑘 ∑3𝑖=1 𝑛𝑖4 )

(5.7)
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where εc and εk are the capillary and kinetic anisotropy parameters.
Table 5.2. Thermophysical properties calculated by MD simulations for Ti-X Ni alloys (x=0.9 and
3.22).

γ0 (mJ/m )
L0 (kJ/mol)
𝑚𝐿 (K/atom%)
Γ (×10-6 Km)
ΔT0 (K)
d0 (×10-9m)
DL (×10-9m2/s)
β (s/m)
εk
εc
𝐶𝐿0 (atom%)
Ts (K)
ke
2

Ti-0.9 atom% Ni
186
14.3
25.78
0.293
62.5
4.9
13.3
0.0057
0
0.007
3.22
1860
0.245

5.2.2

Ti-3.22 atom% Ni
175
14.3
30.92
0.276
207.8
1.327
11
0.0130
0
0.01
10.67
1613
0.370

EFKP phase field Model

The system of governing equations for the evolution of the phase-field order parameter and
concentration are solved numerically using a finite-difference algorithm and PETSC package is
used as the solver in our code [187]. Each simulation starts with the system consisting of two
phases; a thin layer of solid phase at the bottom of the simulation box and liquid phase in the rest
of the system. For the case of directional solidification, the solid phase grows as the temperature
field with the gradient of G and the puling velocity Vp moves. The temperature gradient considered
in this study is 108 K/m

and the puling velocities range between 0.01-0.7 m/s. For the

solidifications of Ti-0.9 atom% Ni and Ti-3.22 atom% Ni, the ratio of interface width to the
capillary length is assumed to be 2 and 6 respectively. This two parameter are chosen such that the
the two systems have approximate equal domain sizes. The corresponding values for the interface
width and characteristic dissipation time scale are presented in Table 5.3. Using the thin interface

107

analysis, as presented in section 2.5, considering a non-zero kinetic coefficient increases the value
of τ0.
Table 5.3. The interface width, W(m), characteristic dissipation time scale, τ0(s), for Ti-X Ni alloys
(X=0.9 and 3.22) based on the zero and MD calculated kinetic coefficient, β (s) and using thin
interface analysis (equations (2.65) and (2.66))

W/d0
W (×10-9)
τ0 (×10-8)

Ti-0.9 atom% Ni
β=0
β=0.0057
2.0
2.0
9.808
9.808
0.561
0.600

Ti-3.22 atom% Ni
β=0
β=0.013
6.0
6.0
7.96
7.96
1.755
1.782

Figure 5.8 shows the steady-state concentration profile change along the interface during
Ti-0.9 atom% Ni solidification for Vp = 0.01 m/s and Vp = 0.5 m/s. For smaller puling velocity, the
solute particles have enough time to diffuse ahead of the interface while for the high puling
velocities solute particles are trapped inside the interface. For the last case, the width of the
concentration profile shrinks as the interface velocity increases. This was also observed in our MD
simulations, presented in Figure 4.16, where the concentration profile width decreases
exponentially as velocity increases. Therefore, the position of the maximum concentration located
in the liquid phase gets closer to the interface position.
There is a jump in the concentration profile of Figure 5.8. The left and right-hand side of
the jump corresponds to the solid and liquid phases, respectively. As the solidification velocity
increases, one expects the solute atoms to be trapped inside the liquid phase. Comparison of the
results for Vp = 0.01 and 0.5 m/s presented in Figure 5.8 shows that the solute concentration of
solid increases with the increase of interface velocity. In addition, a clear reduction of the
concentration peak value is observed, as the velocity increases. The solute concentration increase
on the solid-side coupled with a concentration decrease at the maximum point in the liquid-side
leads to an increase of the partition coefficient.
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Figure 5.8. Concentration profile change along the interface during Ti-0.9 atom% Ni solidification
for Vp=0.01 m/s and Vp=0.5 m/s
The proper analysis of the phase field results pertaining to the velocity-dependent partition
coefficient requires an a priory clear and realistic definition of the partition coefficient. Different
definitions have been used in various phase field simulations. Ahmad et al. [23] defined the solid
concentration as the concentration at the end of the solid-side diffuse interface and the liquid
concentration as the peak value of the concentration profile:
𝐶

𝑘(𝑉) = 𝐶𝑠 =
𝐿

𝐶|𝜑=0.999
𝑚𝑎𝑥(𝐶)

.

(5.8)

While Lebedev et al. [69] used the same definition for solid-side concentration he used the
concentration at the end of the liquid-side diffuse interface as the liquid concentration. Therefore,
the partition coefficient can be estimated as:
𝐶

𝐶|𝜑=0.999

𝑘(𝑉) = 𝐶𝑠 = 𝐶|
𝐿

𝜑=−0.99

.

(5.9)
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Danilov and Nestler [24] suggested that the solidus and liquidus concentrations must be
considered as the concentration at some distance (x = ±δ) from the center of the interface (φ=0)
and therefore
𝐶

𝐶|

𝑘(𝑉) = 𝐶𝑠 = 𝐶|𝑥=−𝛿 .
𝐿

(5.10)

𝑥=+𝛿

From this multitude of definitions of the partition coefficient, the one used in most studies
is based on equation (5.8) and it will be the one adopted in our study as well. According to the
investigations of Zhang et al. [20], the hyperbolic phase field models (EFKP), when considering
both the cases with and without the anti-trapping flux, overestimates the partition coefficient and
it predicts the onset of the solute trapping at a lower velocity than the CGM model. Their study
also showed that this model is very sensitive to the value chosen for the interface width. These
findings were tested by comparing the results obtained by phase field and MD simulation.
The anti-trapping flux term was originally added to the phase field model to eliminate the
chemical potential jump across the interface, which has to be eliminated at high velocities. The
jump in the chemical potential favors the trapping of the solute atoms in the solid phase which can
be mitigated by adding the anti-trapping flux
⃗⃗⃗⃗⃗⃗

⃗𝐽 = −𝑎𝑡 𝑊0 (1 − 𝑘𝑒 )𝐶𝐿0 𝜕𝑦 ∇𝜑 ,
𝑎𝑡
𝜕𝑥 ⃗⃗⃗⃗⃗⃗⃗⃗⃗

(5.11)

⃗⃗⃗⃗⃗⃗ |
|∇𝜑

that has the effect of restoring the chemical equilibrium at the interface [15]. It should be
mentioned that when using the EFKP model to study the slow solidification, the kinetic
coefficients are considered zero and the anti-trapping term is present in the phase field equations.
However, when using this model to simulate the rapid solidification, one should include the actual
values of the kinetic coefficients into the model and eliminate the anti-trapping term [17].
Figure 5.9 shows the phase field–calculated partition coefficient variation with velocity for
the solidification of Ti-3.22 atom% Ni alloy. Three different plots are presented in this figure. The
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first plot shows the results when the kinetic coefficient is considered to be equal to zero, and the
anti-trapping term is added to the phase field equations. The second plot corresponds to the
modifications suggested for modeling the rapid solidification using EFKP model in which a nonzero kinetic coefficient was considered and the anti-trapping flux term was eliminated. These two
phase field simulation results for the partition coefficients are compared with those obtained from
molecular dynamics simulations depicted in the third plot. As seen from Figure 5.9, in the velocity
range of these studies, the anti-trapping term prevents the solute trapping by applying a flux on the
opposite direction which prevents the solute atoms from trapping inside the solid . This flux
changes linearly with velocity and even at V = 0.5 m/s, we were still not able to observe a
considerable amount of solute trapping.

Figure 5.9. The velocity-dependent partition coefficient for solidification of Ti-3.22atom%Ni from
i) MD simulations ii) EFKP model-with the anti-trapping flux and β=0 s/m iii)EFKP
model without the anti-trapping flux β=0.0057.
Using the MD-calculated kinetic coefficient, β, and eliminating the anti-trapping flux,
results in an increase in the partition coefficient as the solidification velocity increases. The MD
calculated partition coefficient lies between the results of two sets of phase field simulations. This
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suggests that the EFKP model without the anti-trapping term and with the non-zero kinetic
coefficient overestimates the partition coefficient; similar to what was observed by Zhang et al.
[20]. On the other hand, Zhang et al. [20] predicted that the solute trapping occurs even when the
anti-trapping term was considered, while, at least in the velocity range we studied, we did not
observe any considerable amount of trapping.
For reference and comparison the kinetic coefficient calculations under the same three
assumptions were also performed in the investigations of solidification of Ti-0.9 atom % Ni alloy
and the results are depicted in Figure 5.10. The comparison of MD results with those obtained
from the two phase field models shows that the MD simulation results lie between the two obtained
from the phase-field simulations.

Figure 5.10. The velocity-dependent partition coefficient for solidification of Ti-0.9atom%Ni from
i) MD simulations ii) EFKP model-with the anti-trapping flux and β=0 s/m iii)EFKP
model without the anti-trapping flux β=0.02
As mentioned previously solidification involves multiple spatial and temporal scales.
When studying the kinetics of attachment of liquid atoms to crystals during solidification, the
atomic attachment time scale is of the order of a few picoseconds and the solid-liquid interface has
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a thickness of the order of a few nanometers. The microstructural features are observed on the
length scale of hundreds of micrometers and the diffusion of heat and solute during solidification
occur and require studies over time scale scales of the order of a few seconds. Considering a larger
value for the interface width, and the corresponding dissipation time scale, allows the time scale
in simulations to be reduced to a few hundreds of microseconds. These modifications might on the
other hand effect on the solute trapping and as such need to be evaluated further. Therefore, two
sets of phase field simulations of solidification of Ti-0.9 atom% Ni alloy were performed and the
corresponding W and τ0 for each simulation are presented in corresponding W and τ0 are presented
in Table 5.4. The partition coefficients for these two phase field simulation sets are compared with
MD simulations in Figure 5.11. The results clearly show that using larger interface width value
results in an overestimation in predictions of phase field modeling. Previous comparison of results
for Ti-0.9 atom% Ni and Ti-3.22 atom% Ni solidifications showed the former resulted closer
predictions of partition coefficient to the MD simulation results. Based on the results of Table 5.4
we could say this could be due to the fact that for the simulation of Ti-3.22 atom% Ni solidification,
the interface width was initially considered 6 times the capillary length. But for the solidification
of Ti-0.9 atom% Ni the interface width was initially considered 2 times the capillary length.
Therefore, the predictions of EFKP model were very close to the MD simulation results.
Table 5.4. The interface width, W (m), characteristic dissipation time scale, τ0(s), for cases I and
II which are used to investigate the effect of interface width on the predictions of EFKP model
during Ti-0.9 atom% Ni solidification

W/d0
W (×10-9)
τ0 (×10-8)

Case I
2.0
9.808
0.561
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Case II
8.0
39.23
36.53

Figure 5.11. The velocity-dependent partition coefficient for solidification of Ti-0.9atom%Ni from
i) MD simulations ii) EFKP model without the anti-trapping flux β=0.02 and using
W/d0=2 iii) EFKP model without the anti-trapping flux β=0.02 and using W/d0=8.
5.2.3

PP phase field model

The difference between the EFKP and PP phase field model is the anti-trapping term. The
anti-trapping term is modified so that we have control over the amount of solute trapping during
the phase field simulation. The constant in the anti-trapping flux, at, is changed from the constant
value of 1⁄2√2 to a function of order parameter, as explained in equation (2.28). Performing phase
field simulations using PP model requires defining parameter A in equation (2.28). Using
perturbation theory, Pianomaa and Provatas [35] defined that using equation (5.12) the relationship
between the interface velocity and partition coefficient maps to the CG model. In order to calculate
A, the partition coefficient of CG model is fit to the equational form presented by equation (5.12)
[35].
𝑉

𝑘 𝑃𝐹 (𝑉) = 𝑘𝑒 𝑒𝑥𝑝 (√2(1 − 𝑘 𝑃𝐹 (𝑉)) 𝑉 𝑃𝐹 )

(5.12)

𝐷

where 𝑉𝐷𝑃𝐹 is the characteristic solute trapping velocity given by:
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𝐷

𝐿
𝑉𝐷𝑃𝐹 = 𝐴𝑊

(2.71)

This method requires knowing the diffuse interface velocity for CG model, 𝑉𝐷𝐶𝐺𝑀 , which
is estimated by fitting the experimental velocity-dependent partition coefficient to the CG model.
The limitation of this method is due to the scarcity of available experimental data. In this study,
we fit the MD-calculated partition coefficients to the CG model (equation 2.14) and PP phase field
model (equation 5.12) to estimate 𝑉𝐷𝐶𝐺𝑀 and 𝑉𝐷𝑃𝐹 respectively. Figure 5.12 shows the relation
between the partition coefficient and velocity for the MD simulation results and corresponding fits
to equations (2.14) and (5.12) for the (100), (110), and (111) interface normal orientations for Ti3.22 atom% Ni solidification. For the (100) orientation𝑉𝐷𝐶𝐺𝑀 = 2.1𝑚/𝑠, and𝑉𝐷𝑃𝐹 = 2.35𝑚/𝑠.
For estimating 𝑉𝐷𝑃𝐹 , first, the MD results are fitted to the CG model which resulted 𝑉𝐷𝐶𝐺𝑀 =
2.1𝑚/𝑠. Then the equation 5.12 is solved numerically using the velocity and partition coefficient
from the fitted CGM to estimate the 𝑉𝐷𝑃𝐹 . The corresponding diffuse interface velocities are
summarized in Table 5.5. As in the phase field model the “A” parameter does not depend on
orientation, we have averaged over different orientations and used equation (2.71) to estimate this
parameter.

Figure 5.12. Scatter partition coefficient versus velocity from the MD simulation of Ti3.22atom%Ni solidification for the (100), (110), and (111) interface normal
orientations and the corresponding fits to equation (2.14), as the CG model, and
equation (5.12), as the PP phase field model.
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Table 5.5. The diffuse interface velocities calculated by fitting the MD results to the partition
coefficient-velocity relations for the CM model (equation 2.14) and PP phase field
models(equation 5.12) for Ti-Xatom%Ni (x=0.9, 3.22) alloy solidification
Alloy

orientation

𝑉𝐷𝑃𝐹

𝑉𝐷𝐶𝐺𝑀

Ti-0.9atom%Ni

(100)
(110)
(111)

1.09
1.17
1.4145

1.73
1.977
2.50

Ti-3.22atom%Ni

(100)
(110)
(111)

1.515
1.36
1.233

2.53
2.22
3.11

Table 5.6 summarizes the phase field parameters used to solve the PP phase field model. It
is noted that the PP model is developed for two cases considering full-drag and no-drag. The MD
simulations, presented in Table 4.5, showed that the drag coefficient is approximately 0.3.
However, in our phase field analysis, we only considered drag coefficients equal to zero and one.

Table 5.6. The parameters used in PP phase field model to study Ti-Xatom%Ni (X=0.9 and 3.22)
solidification using zero and non-zero kinetic coefficient and considering fill-drag and no-drag. A
is the anti-trapping parameter, W is the interface width (m), d0 is the capillary length and τ0 (s) is
the characteristic dissipation time scale.
Ti-0.9 atom% Ni
With drag

Ti-3.22 atom% Ni

Without drag

with-drag

without-drag

β=0

β=0.02

β=0

β=0.02

β=0

β=0. 057

β=0

β=0. 057

A

1.097

1.097

1.097

1.097

1.017

1.017

1.017

1.017

W/d0

2.0

2.0

2.0

2.0

6.0

6.0

6.0

6.0

W (×10-9)

9.81

9.81

9.81

9.81

7.96

7.96

7.96

7.96

τ0 (×10-8)

1.683

1.722

0.235

0.250

5.01

5.037

0.738

0.764

Figure 5.13 compares the PP phase field model results of Ti-0.9 atom% Ni and Ti-3.22
atom% Ni solidification with the corresponding CG model. The fit to CG model is calculated based
on the MD simulations. For each alloy, four sets of phase field simulations are performed which
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is based on different combinations of zero/non-zero kinetic coefficient and no/full solute drag. For
all the phase field simulations the partition coefficient increases with the increase of velocity and
the calculated partition coefficients are very close to each other. At lower velocities, the phase
field simulation results match very well with the CG model. As the velocity increases, the deviation
between the CG model and phase field simulation increases too.

Figure 5.13. Comparison of PP phase field model results of Ti-0.9atom%Ni and Ti-3.22atom%Ni
solidification with the corresponding CG model
Figure 5.13 showed that the diffuse velocity choice, 𝑉𝐷𝑃𝐹 , affects the results of the phase
field simulations rather than considering full/no drag or using a zero/non-zero kinetic coefficient.
By fitting the partition coefficient to equation (5.12), one defines the trend line for the phase field
predictions and, at least at lower velocities, does not expect to observe any change in the
predictions. This statement is tested in Figure 5.14 where we compared the phase field simulation
using an MD-calculated kinetic coefficient with a system model with a kinetic coefficient equal to
0.5 s/m. The reason for choosing such a large kinetic coefficient value is that in the paper by
Pianomaa and Provatas [35] they chose considerably large kinetic coefficient values for validating
their model, and for this, we try to investigate the effect of kinetic coefficient on the results. The
results of Figure 5.14 show that the change of kinetic coefficient does not affect the partition
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coefficient values. It looks that parameters affecting 𝑉𝐷𝑃𝐹 , namely interface width, parameter A,
and diffusion coefficient, affect the predictions of PP phase field model.

Figure 5.14. The velocity-dependent partition coefficient for solidification of Ti-0.9atom%Ni from
i) MD simulations ii) PP model with full drag and using β=0.02 s/m iii) PP model with full drag
and using β=0.5 s/m.
We have previously stated that the expected results of the phase field simulations are fit to
CGM so that the partition coefficient-velocity relation follows equation (5.12). Therefore, 𝑉𝐷𝑃𝐹 is
the critical parameter to determine the behavior of PP phase field model. On the other hand, there
is a reverse correlation between 𝑉𝐷𝑃𝐹 and AW, and the magnitude of A defines the difference
between EFKP and CG model. If the A parameter is very small, so the PP model will be close to
EFKP model, where we did not eliminate the anti-trapping, and we expect to see very small solute
trapping in the system. In order to test this statement, we considered three different cases, presented
in Table 5.7, to study the solidification of T-0.9 atom% Ni using the PP phase field model. Case
II is the same case studied in Table 5.6 with a non-zero kinetic coefficient with considering the
full solute drag. Cases I and III have different interface width values, and corresponding parameter

118

A values. The phase field simulations of these three cases and their comparison with MD
simulations are presented in Figure 5.15.
Table 5.7. The interface width, W (m), characteristic dissipation time scale, τ0 (s) and A, for cases
I-III which are used to investigate the effect of parameter A on the results of PP model by studying
Ti-0.9 atom% Ni solidification
Case I

Case II

Case III

W/d0

0.5

2.0

8.0

W (×10-9)

2.452

9.808

39.23

τ0 (×10-8)

0.081

0.561

36.53

A

4.388

1.097

0.274

The results presented in Figure 5.15 model shows that as the interface width increases, the
PP phase field model does not predict any solute trapping. For W/d0=8, parameter A is the smallest
among the three cases and one expects the PP phase field simulation results to be close to EFKP
model results with the anti-trapping flux. The results for W/d0=0.5 and 2 are very close to each
other. This suggests that capillary length is the smallest length scale that can be considered in phase
field modeling and there is no point in choosing the interface width values smaller than that. Figure
5.15 addresses a big issue about the PP phase field model which is limitations in choosing the
interface width and A parameter. Choosing a larger parameter A and smaller interface width does
not alwys improve the results. Also, the effectiveness of a phase field model is defined by how the
model performs for diffuse interfaces with interface width larger than the sharp interface. These
results presents than the increase of W/d0 from 2 to 8 suddenly turns PP phase field model into
EFKP model with the anti-trapping term which was not able to predict solute trapping.
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Figure 5.15. The velocity-dependent partition coefficient for solidification of Ti-0.9atom%Ni from
i) MD simulations ii) PP model with full solute drag considering β=0.02 and using
W/d0=0.5 iii) PP model with full solute drag considering β=0.02 and using W/d0=2
iii) PP model with full solute drag considering β=0.02 and using W/d0=8
5.3

Conclusion
Two slightly different phase field models were implemented and tested on their ability at

predicting the solidification of pure titanium velocity at various undercoolings. For undercoolings
below 150K, when using the classical phase field model, in which the driving force term in the
bulk free energy function was considered to vary linearly with undercooling, the simulation and
experiment data are in good agreement. However, at larger undercoolings the simulation results
show significant deviations from experimental data. By modifying the thermodynamic driving
force term in the free energy definition based on the Bragard et al. model, the phase field method
not only predicts the solidification velocity consistent with the experiments over a large spectrum
of undercoolings, but also provides good estimation of the solid-liquid interface temperature
consistent with the Gibbs-Thomson equation. In addition to solidification kinetics, we have studied
the effect of anisotropy parameters on the dendritic morphology and growth rate at small and large
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undercoolings. For both undercoolings, modifications of capillary and kinetic anisotropies affected
the dendrite shapes and the tip velocity, while it did not change the solidification velocity
significantly. Moreover, the simulations showed that the effect of capillary anisotropy is larger for
small undercoolings, while the kinetic effect becomes more dominant for larger undercoolings.
The results of our study demonstrate that MD simulations combined with phase field
modeling has the potential to provide quantitative, parameter-free, predictions on multiple features
characterizing solidification behavior in titanium.
We also tested EFKP and PP phase field models to study the solidification of Ti0.9atom%Ni and Ti-3.22atom%Ni. All the parameters used in both phase field models are
calculated by MD simulations.
EFKP model is studies by two different approaches. In first approach, we simulated the
original model and in the second approach, we eliminated the anti-trapping flux term. This enables
us to predict solute trapping with phase field modeling, which was not possible with the original
model. PP model also have two different form. First form considers full solute drag and the second
considers no-solute drag. The comparison of these two forms of PP model shows that the results
of their predictions are so close to each other. But the PP model is very sensitive for the interface
width value. Even if the predicted partition coefficient is fit to the CG mode, for some interface
width choices we might not get any solute trapping.
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6

CONCLUSION AND RECOMMENDATION
In this research, we studied non-equilibrium solidification happening during the rapid

solidification of pure Ti and Ni-Ti alloys. For this first we developed 2NN MEAM potentials for
Ti, Ni, and the Ti-Ni binary systems that improve the crystal-melt (CM) interfacial properties for
pure and binary systems and the high temperature portions of the binary system CM equilibrium
phase diagram for both the nickel-rich and titanium-rich compositions. The reliability of the
potentials for pure Ti and pure Ni were tested by comparison of various physical quantities
including structural properties, elastic constants, point-defect properties, surface energies,
temperatures and enthalpies of phase transformations, and thermodynamic and dynamic properties
of the liquid phases with experimental and DFT data. The binary potential was fit to the liquid
enthalpies of mixing and the CM portions of the phase diagram in the Ni-rich and Ti-rich regions.
The fitted binary potential for Ti-Ni was also tested against various non-fitted properties such as
lattice parameters, formation energies of different intermetallic compounds, and the temperature
dependence of liquid density at various concentrations.
Using our potential, we performed MD simulations to calculate the interfacial free energy,
kinetic coefficient and its anisotropy to parameterize phase field models. Kinetic coefficient is
estimated by fitting the MD results to the analytical relation which connects the non-equilibrium
and velocity-dependent concentration profile, to the equilibrium liquidus and solidus
concentrations, interface temperature, and interface velocity. This requires knowing the interface
mobility, drag coefficient, and velocity-dependent partition coefficient. Combined thermodynamic
integration for pure Ti with semi-grand canonical ensemble (SGC) simulations of alloys are used
to estimate all the abovementioned quantities.
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Then phase field simulation on both pure Ti and Ti-Ni dilute binary alloys is performed.
For pure Ti, at larger undercoolings, the simulation results show significant deviations from
experimental data. By modifying the thermodynamic driving force term in the free energy
definition based on the Bragard et al. model, the phase field method predicts the solidification
velocity consistent with the experiments over a large spectrum of undercoolings.
Comparison of two different phase field models with the MD results shows that PP model
perform better than the well-known EFKP. Meanwhile, we have reported an important issue for
the PP model. The results for this model is very dependent to the interface width choices. And for
large interface width values, this model predicts no solute trapping. So as comparison of these
models, the EFKP model with no anti-trapping flux presents a much more reliable results.
For the future work, I would recommend:
A-

Calculating the kinetic coefficient and interface energy in MD simulation

during the rapid solidification
B-

Performing directional rapid solidification in MD to compare with phase

field simulations.
C-

Phase field modeling of ternary alloys
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