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Abstract. We present a finite element method along with its analysis for the optimal control
of a model free boundary problem with surface tension effects, formulated and studied in [2]. The
state system couples the Laplace equation in the bulk with the Young-Laplace equation on the free
boundary to account for surface tension. We first prove that the state and adjoint system have the
requisite regularity for the error analysis (strong solutions). We discretize the state, adjoint and
control variables via piecewise linear finite elements and show optimal O(h) error estimates for all
variables, including the control. This entails using the second order sufficient optimality conditions of
[2], and the first order necessary optimality conditions for both the continuous and discrete systems.
We conclude with two numerical examples which examine the various error estimates.
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1. Introduction. Two-phase fluids are ubiquitous in nature, yet they repre-
sent a formidable modeling, analytical, and computational challenge. Ferrofluids are
roughly a large number of tiny permanent magnets floating in a liquid or carrier (usu-
ally some kind of oil). They can be actuated, and so controlled, by means of external
magnetic fields, which gives rise to many applications such as instrumentation, vac-
uum technology, lubrication, vibration damping, radar absorbing materials, magnetic
manipulation of microchannel flows, nanomotors, and nanopumps [36, 14, 34, 23]. If
(u, p) are the velocity-pressure pair and (H,B) denote the magnetic field and mag-
netic induction, then the fluid stress tensor reads [20, Eq. (6)]
σij(u, p,H) = 2ηε(u)ij −
(
p+
µ0
2
|H|2
)
δij +BiHj i, j = 1, . . . , d,
where ε(u)ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
is the symmetric gradient, η is the viscosity parameter
and µ0 is the permeability constant. The interface condition on the free boundary γ
separating the two fluids, say ferrofluid and air, reduces to a balance of forces: the
jump of the normal stress equals the surface tension force [20, Eq. (7)]
[σ(u, p,H)]ν = κHν, (1.1)
where ν is the unit normal vector to γ, H is the sum of principal curvatures of γ and
κ > 0 is a surface tension coefficient.
Electrowetting on dielectric refers to the local modification of the surface tension
between two immiscible fluids via electric actuation [24, 25, 35]. This allows for change
of shape and wetting behavior of a two-fluid system and, thus, for its manipulation and
∗This research was supported in part by NSF grants DMS-0807811 and DMS-1109325.
†Department of Mathematical Sciences. George Mason University, Fairfax, VA 22030, USA
(hantil@gmu.edu).
‡Department of Mathematics and Institute for Physical Science and Technology, University of
Maryland College Park, MD 20742, USA (rhn@math.umd.edu).
§Department of Mathematics, University of Maryland College Park, MD 20742, USA
(sodre@math.umd.edu).
1
ar
X
iv
:1
40
2.
57
09
v2
  [
ma
th.
OC
]  
1 J
an
 20
15
control. The existence of such a phenomenon was originally discovered by Lippmann
more than a century ago [21], but electrowetting has found recently a wide spectrum
of applications, specially in the realm of micro-fluidics (reprogrammable lab-on-chip
systems, auto-focus cell phone lenses, colored oil pixels and video speed smart paper
[24, 15, 6, 11]). The interface condition is somewhat similar to (1.1) with H replaced
by the electric field E; we refer to [26, eq (2.13)] for a diffuse interface model (see
also [26, 1, 22, 28, 29]). If the device is confined to be within a Hele-Shaw cell, then
dimension reduction of the Navier-Stokes equations leads to a harmonic pressure p
inside the droplet with boundary condition [35, Eq. (2)]
p = κH+ e+ λ.
This again exhibits the surface tension effect as well as the electric forcing e, which
corresponds to a change of contact angle due to varying voltage, and the contact line
pinning effect λ ∈ λ0sign(u · ν) with λ0 ≥ 0 constant.
The preceding examples are free boundary problems (FBPs) with an interface
condition containing both the mean curvature H and a forcing function (or control)
which can be actuated on to drive the system. There is some supporting theory for
these FBPs [20, 19, 18, 27, 4], but unfortunately formulated in Ho¨lder spaces rather
than low-order Sobolev spaces. The latter are essential for a variational approach.
In [2] we explore the variational formulation of a simplified model FBP in graph
form, formulated by Saavedra and Scott [31], which still exhibits some of the key
difficulties of a fluid flow FBP but a simpler and tractable PDE structure. The state
variables (y, γ) satisfy the Laplace equation in the bulk Ωγ and the Young-Laplace
equation on the free boundary Γγ modified by an additive control u.

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Fig. 1.1. Ωγ is the physical domain with boundary ∂Ωγ = Σ ∪ Γγ . Here Σ includes the lateral
and the bottom boundary and is assumed to be fixed. Moreover, the top boundary Γγ (dotted line)
is “free” and is assumed to be a graph of the form (x1, 1 + γ(x1)), where γ ∈ W˚ 1∞ (0, 1) denotes a
parametrization. The free boundary Γγ is further mapped to a fixed boundary Γ = (0, 1)× {1} and
Ωγ is in turn mapped to a reference domain Ω = (0, 1)2, where all computations are carried out.
The geometric configuration is depicted in Figure 1. Let γ ∈ W˚ 1∞ (0, 1) denote
a parametrization of the top boundary of the physical domain Ωγ ⊂ Ω∗ ⊂ R2 with
boundary ∂Ωγ := Γγ ∪ Σ, defined as
Ω∗ := (0, 1)× (0, 2),
Ωγ :=
{
(x1, x2) : 0 < x1 < 1, 0 < x2 < 1 + γ(x1)
}
,
Γγ :=
{
(x1, x2) : 0 < x1 < 1, x2 = 1 + γ(x1)
}
,
Σ := ∂Ωγ \ Γγ ,
Γ :=
{
(x1, x2) : 0 < x1 < 1, x2 = 1
}
.
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Here, Ω∗ and Σ are fixed while Ωγ and Γγ deform according to γ.
We want to find an optimal control u ∈ Uad ⊂ L2 (0, 1) so that the the state
variables (y, γ) are the best least squares fit of desired boundary γd : (0, 1)→ R and
bulk yd : Ω
∗ → R configurations. This amounts to solving the problem: minimize
J (γ, y, u) := 1
2
‖γ − γd‖2L2(0,1) +
µ
2
‖y − yd‖2L2(Ωγ) +
λ
2
‖u‖2L2(0,1) , (1.3a)
subject to the state equations
−∆y = 0 in Ωγ
y = v on ∂Ωγ
−κH [γ] + ∂νy (·, 1 + γ) = u on (0, 1)
γ(0) = γ(1) = 0,
(1.3b)
the state constraints
|dx1γ| ≤ 1 a.e. in (0, 1) , (1.3c)
with dx1 being the total derivative with respect to x1, and the control constraint
u ∈ Uad (1.3d)
dictated by Uad, a closed ball in L2 (0, 1), to be specified later in (2.6). Here λ > 0 is
the stabilization parameter; µ ≥ 0; v is given data which in principle could act as a
Dirichlet boundary control;
H [γ] := dx1
 dx1γ√
1 +|dx1γ|2

is the curvature of γ; and κ > 0 plays the role of surface tension coefficient.
We remark that it is customary to take u ∈ Uad, as the amount of control in
practice is limited. On the other hand it may happen that several u ∈ Uad realize
optimal state y; the λ term in cost (1.3a) helps to realize one of these controls with the
smallest norm. Mathematically speaking, the choice of λ term in (1.3a) ensures the
second order sufficient condition [2, Corollary 5.8] and thus the local uniqueness of the
optimal control. This further leads to optimal a priori error estimates for the control
in Theorem 6.1. The control constraint u ∈ Uad is essential to have the well-posedness
of the state system (1.3b), see [2, Theorem 4.5]. This has further repercussions and
provides a well-defined control-to-state map [2, Eq. (4.1)] and a reduced functional
[2, Section 5.1]. The reduced functional approach is a standard technique to solve the
optimal control problems [33, 13].
We use a fixed domain approach to solve the optimal control free boundary prob-
lem (OC-FBP). In fact, we transform Ωγ to Ω = (0, 1)
2 and Γγ to Γ = (0, 1)×{1} (see
Figure 1), at the expense of having a governing PDE with rough coefficients. One
of the challenges of an OC-FBP is dealing with state constraints which may allow
or prevent topological changes of the domain. Our analysis in [2] yields the control
constraint (1.3d), which always enforce the state constraint (1.3c) i.e., we can treat
OC-FBP as a simpler control constrained problem. Moreover, we proved novel second
3
order sufficient conditions for the optimal control problem for small data v. As a
consequence we obtained that the above minimization has a (locally) unique solution.
In this paper we continue our investigation of [2]. We introduce a fully discrete
optimization problem, using piecewise linear finite elements, and show that it con-
verges with an optimal rate O(h) for all variables. In fact, the convergence analysis
for the control requires a-priori error estimates for both the state and the adjoint
equations. The state equations error estimates were developed by P. Saavedra and R.
Scott in [31] under the assumption that the continuous state equations have suitable
second order regularity (strong Sobolev solutions). Our first goal is to prove such a
regularity for v ∈ W 2p (Ω), p > 2, via a fixed-point argument, as well as to extend the
analysis to the continuous adjoint equations. Our analysis of strong solutions for both
the state and adjoint equations is novel in Sobolev spaces but not in Ho¨lder spaces
[32]. We exploit this second order regularity to derive a-priori error estimates for the
state and adjoint variables based on [31]; the former are a direct extension of [31]
whereas the latter are new. An important difference with [31] is the presence of the
control variable u, for which we obtain also a novel a-priori error estimate.
There are two approaches for dealing with a discrete optimal control problem
with PDE constraints. Both rely on an agnostic discretization of the state and adjoint
equations, perhaps by the finite element method; they differ on whether or not the
admissible set of controls is discretized as well. The first approach [3, 8, 30] follows
a more physically appealing idea and also discretizes the admissible control set. The
second approach [16] induces a discretization of the optimal control by projecting
the discrete adjoint state into the admissible control set. From an implementation
perspective this projection may lead to a control which is not discrete in the current
mesh and thus requires an independent mesh. Its key advantage is obtaining an
optimal quadratic rate of convergence [16, Theorem 2.4] for the control. We point
that no such improvements can be inferred for our problem. This is due to the highly
nonlinear nature of the state equations and the necessity to discretize the (rough)
coefficients. We will provide more details on this topic in Section 6 below.
We follow the first approach and discretize the entire optimization problem using
piecewise linear finite elements. However, we exploit the structure of the admissible
control set and show optimal convergence rates for the state, adjoint, and control
variables. We largely base our error analysis of the state and adjoint equations on the
work by P. Saavedra and L. R. Scott [31]. For analyzing the discrete control we use
the second order sufficient condition we developed in [2, Theorem 5.6] together with
the first order necessary conditions for the continuous and discrete systems.
To prove well-posedness of the discrete state and adjoint systems we rely on the
inf-sup theory and a fixed point argument. Therefore, the smallness assumption on
the data v is still required as in the continuous case [2, Theorem 4.5]. However, with
the aid of simulations we are able to explore the control problem beyond theory and
test it for large data.
The outline of this paper is as follows: In Section 2.1, we state the variational form
for the OC-FBP. We summarize the first order necessary and second order sufficient
conditions in Sections 2.2 and 2.3. For boundary data in W 2p , p > 2, we show that
the state and the adjoint systems have strong solutions in Section 3. We introduce
a finite element discretization of the system in Section 4 and prove error estimates
in W 1p ×W 1∞ for the state variables and in W 1q ×W 11 for the adjoint variables. We
derive an L2-error estimate for the optimal control in Section 6. We conclude with
two numerical examples in Section 7 which confirm our theoretical findings: the first
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example explores the unconstrained problem, whereas the second example deals with
the constrained one.
2. Continuous Optimal Control Problem. The purpose of this section is to
recall the continuous optimal control problem in its variational form along with its
first and second optimality conditions derived in [2]. We denote by . the inequality
≤ C with a constant independent of the quantities of interest.
2.1. Problem Formulation. We choose to present the formulation directly in
its variational form on the reference domain Ω after having linearized the curvature
H, and scaled the control u. These assumptions, not being crucial [2, Section 2, A1-
A2], result in an optimal control problem subject to a nonlinear PDE constraint with
(rough) coefficients depending on γ but without an explicit interface. We denote by
BΓ : W˚ 1∞ (0, 1)× W˚ 11 (0, 1)→ R and BΩ : W˚ 1p (Ω)× W˚ 1q (Ω)→ R the bilinear forms
BΓ [γ, ξ] := κ
∫ 1
0
dx1γ(x1)dx1ξ(x1) dx1,
BΩ
[
y, z;A [γ]
]
:=
∫
Ω
A [γ]∇y · ∇z dx,
(2.1)
with surface tension constant κ. The coefficient matrix A [γ] arises from mapping the
physical domain Ωγ to the reference domain Ω and is given by [2, Section 2]
A [γ] =
 1 + γ(x1) − dx1γ(x1)x2
− dx1γ(x1)x2
1+(dx1γ(x1)x2)
2
1+γ(x1)
 . (2.2)
Let E : W˚ 11 (0, 1) → W 1q (Ω), 1 < q < 2, be a continuous linear extension operator,
namely,
Eξ|Γ = ξ, Eξ|Σ = 0, |Eξ|W 1q (Ω) ≤ CE |ξ|W 11 (0,1) , (2.3)
where CE is the stability constant. It is convenient to introduce the product space:
W1,1t,s := W˚ 1t (0, 1)× W˚ 1s (Ω) 1 ≤ t, s ≤ ∞. (2.4)
Given v ∈W 1p (Ω), a lifting of the boundary data to Ω, yd ∈ L2(Ω∗), γd ∈ L2(0, 1),
let δy := y + v − yd, δγ := γ − γd. The optimal control problem is to minimize
J (γ, y, u) := 1
2
‖δγ‖2L2(0,1) +
µ
2
∥∥∥δy√1 + γ∥∥∥2
L2(Ω)
+
λ
2
‖u‖2L2(0,1) , (2.5a)
with state variable (γ, y) ∈W1,1∞,p, p > 2 satisfying the state equations
BΓ [γ, ξ] + BΩ
[
y + v, z + Eξ;A [γ]
]
= 〈u, ξ〉W−1∞ (0,1)×W˚ 11 (0,1) ∀ (ξ, z) ∈W
1,1
1,q, (2.5b)
the state constraint ∣∣dx1γ(x1)∣∣ ≤ 1 a.e. x1 ∈ (0, 1) , (2.5c)
with dx1 being the total derivative with respect to x1, and the control constraint
u ∈ Uad. (2.5d)
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The set Uad of admissible controls is a closed ball in L2 (0, 1) defined as follows: if
θ1 ∈ (0, 1) is chosen as in [2, Lemma 4.3], and α is the inf-sup constant for BΓ [2,
Proposition 4.1], then
Uad :=
{
u ∈ L2 (0, 1) : ‖u‖L2(0,1) ≤ θ1/2α
}
. (2.6)
We also need the open ball U :=
{
u ∈ L2(0, 1) :‖u‖L2(0,1) < θ1/α
}
, so that Uad ⊂ U .
In view of the regularity of u and ξ, the duality pairing 〈u, ξ〉W−1∞ (0,1)×W˚ 11 (0,1) reduces
to
∫ 1
0
uζ. We refer to [2, Equations 4.5-4.6] for details. Since Uad is not open, we need
to define a proper set of admissible directions to compute derivatives with respect to
u. Given u ∈ Uad, the convex cone C (u) comprises all directions h ∈ L2 (0, 1) such
that u+ th ∈ Uad, t > 0, i.e.,
C (u) :=
{
h ∈ L2 (0, 1) : u+ th ∈ Uad, t > 0
}
.
The proof of existence and local uniqueness of a minimizer of (2.5) involves multi-
ple steps. The first step [2, Subsection 4.1.1] is to impose a smallness condition on the
data v and restrict the radius of the L2 (0, 1) ball Uad to solve the nonlinear system
(2.5b)-(2.5c). The second step [2, Subsection 4.1.2] is to improve the regularity of γ
from Lipschitz continuous to the fractional Sobolev space W
2−1/p
p (0, 1). This addi-
tional regularity is in turn used to prove the existence of a minimizer in [2, Subsection
5.1]. The last two steps [2, Subsection 5.2 and 5.3] consist of computing the first and
second order optimality conditions.
The optimality conditions are essential tools for this paper. From the simulation
perspective, the first order condition yields a way to compute a minimizing sequence.
From a numerical analysis perspective, the second order condition is the starting point
for proving an a-priori error estimate. We recall now these conditions and prove a
new result, Lemma 2.1, which is instrumental for implementing the adjoint system.
2.2. First-order Optimality Condition. The purpose of this section is to
state the first order necessary optimality conditions using the reduced cost functional
approach; a formal Lagrange multiplier approach is also presented in [2, Section 3].
Given u ∈ U , there exists a unique solution (γ, y) ∈ W1,1∞,p of (2.5b)-(2.5c).
This induces the so-called control-to-state map Gv : U → W1,1∞,p, where Gv(u) =(
γ(u), y(u)
)
, and we can write the cost functional J in (2.5a) in the reduced form as
J (u) := J1(Gv(u)) + J2(u) (2.7)
with
J1(γ, y) := 1
2
‖δγ‖2L2(0,1) +
µ
2
∥∥∥δy√1 + γ∥∥∥2
L2(Ω)
, J2(u) = λ
2
‖u‖2L2(0,1) .
Therefore, if u¯ ∈ Uad is a minimizer of J , then u¯ satisfies the variational inequality〈J ′(u¯), u− u¯〉
L2(0,1)×L2(0,1) ≥ 0 ∀u ∈ Uad. (2.8)
Deriving an expression for J ′(u¯) is one of the main difficulties of an optimization
problem. It turns out that J ′(u¯) = λu¯+ s¯ [2, Sections 3 and 5.2], whence
〈λu¯+ s¯, u− u¯〉L2(0,1)×L2(0,1) ≥ 0 ∀u ∈ Uad, (2.9)
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where (s¯, r¯ − Es¯) ∈W1,11,q and (s¯, r¯) satisfies the adjoint equations in variational form
BΓ [ξ, s¯] +DΩ
[
(ξ, z), r¯; γ¯, y¯
]
=
〈J ′1(γ¯, y¯), (ξ, z)〉
=
〈
ξ, δγ¯ +
µ
2
∫ 1
0
|δy¯|2 dx2
〉
+
〈
z, µδy¯ (1 + γ¯)
〉
,
(2.10)
for all (ξ, z) in W1,1∞,p with (γ¯, y¯) :=
(
γ(u¯), y(u¯)
)
, where DΩ is the parametrized form
DΩ
[
(ξ, z), r¯; γ¯, y¯
]
:= BΩ
[
z, r¯;A [γ¯]
]
+ BΩ
[
y¯ + v, r¯; DA [γ¯] 〈ξ〉] (2.11)
with derivative of A with respect to γ given by DA [γ¯] 〈h〉 = A1 [γ¯]h+A2 [γ¯] dx1h [2,
(2.4)]. Moreover, the duality pairings on the right hand side of (2.10) are reduced to
standard integrals due to the L2-regularity imposed by the cost functional.
The assembly of (2.10) is nontrivial. In view of (2.1) and (2.11) we have
BΩ
[
y¯ + v, r¯; DA [γ¯] 〈ξ〉] = ∫ 1
0
(∫ 1
0
A1 [γ¯]∇(y¯ + v) · ∇r¯ dx2
)
ξ dx1 (2.12)
+
∫ 1
0
(∫ 1
0
A2 [γ¯]∇(y¯ + v) · ∇r¯ dx2
)
ξx1 dx1, (2.13)
and the computation of the inner integrals in the variable x2 alone might seem like
a daunting task. However we can circumvent this issue altogether with the following
simple observation. The control-to-state map Gv : U → W1,1∞,p admits a Fre´chet
derivative (γ, y) = G′v(u¯)h ∈W1,1∞,p which satisfies the linear variational system
BΓ [γ, ζ] +DΩ
[
(γ, y) , z + Eζ; γ¯, y¯
]
=
∫ 1
0
hζ ∀ (ζ, z) ∈W1,11,q, (2.14)
for every u¯ ∈ U and h ∈ L2(0, 1). This formal differentiation of (2.5b) is rigorously
justified in [2, Theorem 4.12]. The system (2.14) consists of the two equations
BΩ[y, z, A [γ¯]] + BΩ[y¯ + v, z; DA [γ¯] 〈γ〉] = 0 ∀z ∈ W˚ 1q (Ω)
BΩ[y,Eζ;A [γ¯]] + BΩ[y¯ + v,Eζ; DA [γ¯] 〈γ〉] + BΓ[γ, ζ] = 〈h, ζ〉 ∀ζ ∈ W˚ 11 (0, 1).
The formal adjoint of this system, obtained upon regarding (γ, y) ∈ W1,1∞,p as test
functions and (ζ, z) ∈W1,11,q as unknowns, reads as follows:
BΩ[y, z, A [γ¯]] + BΩ[y,Eζ;A [γ¯]] = 〈f, y〉
BΩ[y¯ + v, z; DA [γ¯] 〈γ〉] + BΩ[y¯ + v,Eζ; DA [γ¯] 〈γ〉] + BΓ[γ, ζ] = 〈g, γ〉.
(2.15)
Lemma 2.1 (relation between (2.10) and (2.15)). The linear system (2.10) coin-
cides with (2.15) provided f = µδy¯(1 + γ¯) and g = δγ¯ + µ2
∫ 1
0
|δy¯|2 dx2.
Proof. It suffices to check that (ζ, z+Eζ) satisfies (2.10) and invoke the uniqueness
of (2.10), the latter being a consequence of [2, Lemma 5.6].
Lemma 2.1 is instrumental for the implementation of this control problem. Later
in Section 7, we choose Newton’s method instead of a fixed point iteration to solve
the state equations, because it is locally a second order method. Secondly, computing
a Newton direction (γ, y) requires solving a linear system of type (2.14). By transpo-
sition, the same matrix can be used to solve for the adjoint variables thereby making
the seemingly complicated coupling DΩ rather simple to deal with.
7
2.3. Second-order Sufficient Conditions. It is well known that the first order
necessary optimality conditions are also sufficient for the well-posedness of a convex
optimization problem with linear constraints. Unfortunately, we cannot assert the
convexity of our problem due to the highly nonlinear nature of (2.5a)-(2.5b). A large
portion of our previous work [2, Theorem 5.7] was devoted to proving a second-order
sufficient condition. We restrict ourselves to merely restating that result.
Theorem 2.2 (second-order sufficient conditions). If |v|W 1p (Ω) is small enough
and u¯ in Uad is an optimal control, then there exists a neighborhood of u¯ such that
J ′′(u¯) (u− u¯)2 ≥ λ
2
‖u− u¯‖2L2(0,1) ∀u ∈ u¯+ C (u¯). (2.16)
Furthermore, the following two conditions hold: local quadratic growth
J (u) ≥ J (u¯) + λ
8
‖u− u¯‖2L2(0,1) ∀u ∈ u¯+ C (u¯), (2.17)
and local convexity
〈J ′(u)− J ′(u¯), u− u¯〉
L2(0,1)×L2(0,1) ≥
λ
4
‖u− u¯‖2L2(0,1) ∀u ∈ u¯+ C (u¯). (2.18)
3. Strong Solutions: Second-order Regularity. The goal of this section is
to prove the existence of strong solutions to the state and adjoint equations. The
underlying second-order Sobolev regularity is crucial for the a-priori error estimates
of Section 5, and thus an important contribution of this paper.
3.1. Second-order Regularity in the Square. We start with an auxiliary
regularity result for the square Ω. This type of results are well known for C1,1 domains
[12, Theorem 9.15 and Lemma 9.17].
Lemma 3.1 (second-order regularity in the square). Let Ω = (0, 1)2 and A =
(aij)
2
ij=1 ∈W 1∞(Ω). If f ∈ Lp(Ω), with 1 < p <∞, then there exists a unique solution
w ∈W 2p (Ω) ∩ W˚ 1p (Ω) to
− div(A∇w) = f in Ω, (3.1)
and a constant C# depending on ‖A‖W 1∞(Ω) and p such that
‖w‖W 2p (Ω) ≤ C#‖f‖Lp(Ω) . (3.2)
Proof. We proceed in several steps. First we prove (3.2) assuming that there is a
solution in W 2p (Ω), and next we show the existence of such a solution.
1. Reflection: We introduce an odd reflection f˜ of f and an even reflection A˜ of
A to the adjacent unit squares of Ω so that the extended domain Ω˜ is a square with
vertices (−1,−1), (2,−1), (2, 2), (−1, 2). We observe that f˜ ∈ Lp(Ω˜) and A˜ ∈W 1∞(Ω˜).
Since ‖f˜‖H−1(Ω˜) . ‖f˜‖Lp(Ω˜) by Sobolev embedding in two dimensions, there exists a
unique solution w˜ ∈ H10 (Ω˜) to the extended problem
− div(A˜∇w˜) = f˜ in Ω˜. (3.3)
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Such w˜ is an odd reflection to Ω˜ of its restriction w to Ω, whence w has a vanishing
trace on ∂Ω. Moreover, ‖w˜‖Lp(Ω˜) . ‖w˜‖H10 (Ω˜) because of Sobolev embedding and
‖w˜‖Lp(Ω˜) . ‖w‖Lp(Ω). (3.4)
2. A priori W 2p (Ω)-estimate: If w˜ ∈W 2p,loc(Ω˜)∩Lp(Ω˜) is a solution of (3.3), then
we write (3.3) in nondivergence form
−A˜ : D2w˜ − div A˜ · ∇w˜ = f˜
and apply the interior W 2p estimates of [12, Theorem 9.11] to write
‖w‖W 2p (Ω) = ‖w˜‖W 2p (Ω) . ‖w˜‖Lp(Ω˜) + ‖f˜‖Lp(Ω˜) . ‖w‖Lp(Ω) + ‖f‖Lp(Ω) (3.5)
and w ∈ W˚ 1p (Ω). To show that this estimate implies (3.2), we argue by contradiction
as in [12, Lemma 9.17]. Let {wm} ⊂W 2p (Ω) ∩ W˚ 1p (Ω) be a sequence satisfying
‖wm‖W 2p (Ω) = 1, ‖fm‖Lp(Ω) → 0
as m→∞, where fm = − div(A∇wm). Since the unit ball in W 2p (Ω) is weakly com-
pact for 1 < p <∞, there exists a subsequence, still labeled wm, that converges weakly
in W 2p (Ω) and strongly in W
1
p (Ω) to a function w ∈W 2p (Ω) ∩ W˚ 1p (Ω). Therefore∫
Ω
vfm = −
∫
Ω
v
(
A : D2wm + divA · ∇wm
)
→ −
∫
Ω
v
(
A : D2w + divA · ∇w
)
= 0
for all v ∈ Lq(Ω), whence −div(A∇w) = 0 and w = 0 because of uniqueness. On the
other hand, (3.5) yields 1 . ‖w‖Lp(Ω), which is a contradiction. This thus shows the
validity of (3.2).
3. Existence. It remains to show that there is a solution W 2p,loc(Ω˜) of (3.3). If
f˜ ∈ L2(Ω˜), then the unique solution w˜ ∈ H10 (Ω˜) of (3.3) belongs to H2loc(Ω˜) and
‖w˜‖H2(Ω′) . ‖w˜‖H10 (Ω˜) + ‖f˜‖L2(Ω˜) . ‖f‖L2(Ω),
for all Ω′ compactly contained in Ω˜ [12, Theorem 8.8]. We first let p > 2 and lift the
regularity of w˜ to W 2p,loc(Ω˜) upon applying [12, Lemma 9.16] which gives the estimate
‖w˜‖W 2p (Ω′) . ‖w˜‖Lp(Ω˜) + ‖f˜‖Lp(Ω˜). (3.6)
If 1 < p < 2 instead, we approximate f˜ ∈ Lp(Ω˜) by a sequence {f˜m} ⊂ L2(Ω˜). Since
w˜m ∈ H2loc(Ω˜) ⊂W 2p,loc
(
Ω˜
)
, we can apply the interior W 2p estimates of [12, Theorem
9.11] to deduce (3.6) again for w˜m. Moreover, (3.6) shows that {w˜m} is a Cauchy
sequence in W 2p (Ω
′) for any Ω′, whence (3.6) remains valid for the limit w. This
finishes the proof.
3.2. State Equations. We resort to the fixed point argument in [31, Section 2]
and [2, Section 4.1.1]. It consists of three steps: defining a convex set which acts as
domain for the fixed point iterator, linearizing the free boundary problem by freezing
one variable, and identifying conditions to guarantee a contraction on the convex set.
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To deal with second-order regularity we need to introduce, besides the space
W1,1∞,p, the second order Banach subspace product
W2,2∞,p := W1,1∞,p ∩
(
W 2∞ (0, 1)×W 2p (Ω)
)
,
and endow both W1,1∞,p and W2,2∞,p with the norms∥∥(γ, y)∥∥W1,1∞,p := (1 + βCA)|v|W 1p (Ω)|γ|W 1∞(0,1) +|y|W 1p (Ω) ,
and ∥∥(γ, y)∥∥W2,2∞,p := (1 + 2CAC#)‖v‖W 2p (Ω)‖γ‖W 2∞(0,1) +‖y‖W 2p (Ω) ,
respectively; hereafter CA is a bound in L
∞(Ω) on the operator A and its first and
second order derivatives [2, Proposition 2.1], and C# is the constant in (3.2). To
guarantee that the assumptions for the first-order regularity results in [2, Section
4.1.1] hold, we must iterate on a subset of [2, Eq. (4.12)]
B1 :=
{
(γ, y) ∈W1,1∞,p : |y|W 1p (Ω) ≤ βCA|v|W 1p (Ω) , |γ|W 1∞(0,1) ≤ 1
}
,
where β is the inf-sup constant for BΩ in W 1p (Ω) [2, Proposition 4.1]. For the purpose
of finding a strong solution, we further restrict B1 as follows:
B2 :=
{
(γ, y) ∈ B1 ∩W2,2∞,p : ‖y‖W 2p (Ω) ≤ 2CAC#‖v‖W 2p (Ω) , |γ|W 2∞(0,1) ≤ 1
}
.
We linearize the free boundary problem by considering the following operator
T : B2 →W2,2∞,p defined as
T (γ, y) :=
(
T1(γ, y), T2(γ, y)
)
= (γ˜, y˜) ∀ (γ, y) ∈ B2, (3.7)
where γ˜ = T1(γ, y) ∈W 2∞ (0, 1) ∩ W˚ 1∞ (0, 1) is the unique solution to
− κd2x1 γ˜ = A [γ]∇(y + v) · ν + u in (0, 1) , (3.8)
and y˜ = T2(γ, y) ∈W 2p (Ω) ∩ W˚ 1p (Ω) is the unique solution to
− div (A [T1(γ, y)]∇y˜) = div (A [T1(γ, y)]∇v) in Ω, (3.9)
where divA
[
T1(γ, y)
]
is computed row-wise. The operator T maps B1 into itself
provided v and u are restricted to verify
|v|W 1p (Ω) ≤
1− θ1
αCECA(1 + βCA)
, ‖u‖L2(0,1) ≤ θ1
α
, (3.10)
for some θ1 ∈ (βCA/(1 + βCA), 1) [2, Lemma 4.3]. We now investigate additional
conditions for T to map B2 into itself.
Lemma 3.2 (range of T ). Let CS be the Sobolev embedding constant between
W 2p (Ω) and W
1
∞ (Ω). The operator T maps B2 to B2 if, in addition to (3.10), the
following relation holds
CACS
(
1 + 2CAC#
)‖v‖W 2p (Ω) +‖u‖L∞(0,1) ≤ κ. (3.11)
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Proof. In view of (3.10) we have T (B2) ⊂ B1. Given (γ, y) ∈ B2, we readily get
from (3.8)
κ
∥∥∥d2x1 γ˜∥∥∥
L∞(0,1)
≤∥∥A [γ]∥∥
L∞(0,1)
∥∥∇(y + v)∥∥
L∞(Ω) +‖u‖L∞(0,1) .
As
∥∥A [γ]∥∥
L∞(0,1) ≤ CA, by definition of CA, and for p > 2, W 2p (Ω) is continuously
embedded in W 1∞ (Ω) with constant CS , we deduce
κ
∥∥∥d2x1 γ˜∥∥∥
L∞(0,1)
≤ CACS‖y + v‖W 2p (Ω) +‖u‖L∞(0,1) ≤ κ
because of (3.11). This implies |γ˜|W 2∞(0,1) ≤ 1, which is consistent with B2.
To deal with (3.9), we invoke the a priori estimate (3.2) with f = div
(
A[γ˜]∇v)
‖y˜‖W 2p (Ω) ≤ C#
(
‖A[γ˜]‖L∞(Ω)‖v‖W 2p (Ω) +
∥∥divA [γ˜]∥∥
L∞(Ω)|v|W 1p (Ω)
)
.
This gives
‖y˜‖W 2p (Ω) ≤ 2CAC#‖v‖W 2p (Ω) ,
and, together with the previous bound on γ˜, yields (γ˜, y˜) ∈ B2, as asserted.
Remark 3.3 (boundedness of u¯). We point out that, within the context of the
optimal control problem, the L∞-estimate requirement on u¯ in (3.11) can be satisfied.
The reason is that the variational inequality (2.9) implies that
u¯ =
{
− s¯λ , if λu¯+ s¯ = 0
− θ1s¯2α‖s¯‖L2(0,1) , if λu¯+ s¯ 6= 0
i.e. the optimal control u¯ is proportional to the adjoint function s¯ which in turn is
absolutely continuous, i.e s¯ ∈ W˚ 11 (0, 1) ⊂ L∞ (0, 1).
Theorem 3.4 (second-order regularity of the state variables). Let CS be the
Sobolev embedding constant between W 2p (Ω) and W
1
∞ (Ω), and
Λ = κ−1CACS
(
1 + 2CAC#
)2
.
If, in addition to (3.10) and (3.11), the function v further satisfies
‖v‖W 2p (Ω) ≤ (1− θ2)Λ
−1, (3.12)
for some θ2 ∈ (0, 1), then the map T defined in (3.7) is a contraction on B2 with
constant 1− θ2 for all u ∈ Uad.
Proof. Let (γ1, y1), (γ2, y2) ∈ B2 with (γ1, y1) 6= (γ2, y2), and set δγ := γ1 −
γ2, δy := y1 − y2. Combining (3.7) and (3.8) we get an equation for δγ˜ := γ˜1 − γ˜2
−κd2x1δγ˜ =
(
A [γ1]−A [γ2]
)∇(y1 + v) · ν +A [γ2]∇δy · ν.
Since δγ(0) = δγ(1) = 0 we infer that δγ′(x1) = 0 for some x1 ∈ (0, 1) and
|δγ|W 1∞(0,1) ≤ |δγ|W 2∞(0,1), whence
‖δγ˜‖W 2∞(0,1) = |δγ˜|W 2∞(0,1) ≤ κ
−1CACS
∥∥(δγ, δy)∥∥W2,2∞,p . (3.13)
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We next estimate δy˜ := y˜1 − y˜2. In view of (3.9) we see that
− div (A [γ˜1]∇δy˜) = div ((A [γ˜1]−A [γ˜2])∇(y˜2 + v)).
Invoking the a priori estimate (3.2), we deduce
‖δy˜‖W 2p (Ω) ≤ C#
∥∥A [γ˜1]−A [γ˜2]∥∥L∞(0,1) |y˜2 + v|W 2p (Ω)
+ C#
∥∥∥div (A [γ˜1]−A [γ˜2])∥∥∥
L∞(0,1)
|y˜2 + v|W 1p (Ω).
Since ‖y˜2‖W 2p (Ω) ≤ 2CAC#‖v‖W 2p (Ω), we infer that
‖δy˜‖W 2p (Ω) ≤ 2CAC#
(
1 + 2CAC#
)‖v‖W 2p (Ω)‖δγ˜‖W 2∞(0,1) ,
and, applying (3.13), we obtain
‖δy˜‖W 2p (Ω) ≤ 2κ
−1C2ACSC#
(
1 + 2CAC#
)‖v‖W 2p (Ω)∥∥(δγ, δy)∥∥W2,2∞,p . (3.14)
The definition of W2,2∞,p norm, together with (3.13) and (3.14), leads to∥∥(δγ˜, δy˜)∥∥W2,2∞,p ≤ κ−1CACS(1 + 2CAC#)2‖v‖W 2p (Ω)∥∥(δγ, δy)∥∥W2,2∞,p ,
and (3.12) gives
∥∥(δγ˜, δy˜)∥∥W2,2∞,p ≤ θ2∥∥(δγ, δy)∥∥W2,2∞,p , which is the assertion.
3.3. Adjoint Equations. We begin by assuming that (γ¯, y¯) belongs to B2 and
rewriting the adjoint equations (2.10) in strong divergence form in Ω
− div (A [γ¯]∇r¯) = µδy¯ (1 + γ¯) , (3.15a)
and in (0, 1)
−κd2x1 s¯ = δγ¯ +
µ
2
∫ 1
0
|δy¯|2 dx2
−
∫ 1
0
A1 [γ¯]∇ (y¯ + v) · ∇r¯ dx2 + dx1
∫ 1
0
A2 [γ¯]∇ (y¯ + v) · ∇r¯ dx2
(3.15b)
together with the boundary conditions r¯ = 0 on Σ, r¯ = s¯ on Γ, and s¯(0) = s¯(1) = 0.
Theorem 3.5 (second-order regularity of adjoint variables). The solution (s¯, r¯)
to (3.15) satisfies (s¯, r¯ − Es¯) ∈W2,21,q along with the following a-priori estimates
‖s¯‖W 21 (0,1) +‖r¯‖W 2q (Ω) .‖δγ¯‖L1(0,1) +‖δy¯‖
2
L2(Ω) +‖δy¯‖Lq(Ω) ,
provided the function v satisfies
4CACE(1 + 2C#)
(
2(1 + 2CAC#) + α(1 + βCA)
)
‖v‖W 2p (Ω) ≤ 1. (3.16)
Proof. Setting r¯ = r¯0 + Es¯, where E : W
2
1 (0, 1) ∩ W˚ 11 (0, 1) → W 2q (Ω) is the
extension operator for q < 2, we can rewrite (3.15a) as
− div (A [γ¯]∇r¯0) = div (A [γ¯]∇Es¯)+ µδy¯ (1 + γ¯) ,
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with r¯0|∂Ω = 0. We apply (3.2) to obtain r¯0 ∈W 2q (Ω) and
‖r¯0‖W 2q (Ω) ≤ 2C#CE‖s¯‖W 21 (0,1) + 2C#µ‖δy¯‖Lq(Ω) ,
and similarly for s¯
|s¯|W 21 (0,1) ≤‖δγ¯‖L1(0,1) +
µ
2
‖δy¯‖2L2(Ω) + 4CA‖y¯ + v‖W 2p (Ω)‖r¯‖W 2q (Ω).
Using the fact y¯ ∈ B2 we deduce
|s¯|W 21 (0,1) ≤‖δγ¯‖L1(0,1) +
µ
2
‖δy¯‖2L2(Ω) + 4CA
(
1 + 2CAC#
)‖v‖W 2p (Ω)‖r¯‖W 2q (Ω) .
Recalling the estimate for |s¯|W 11 (0,1) from [2, Lemma 5.5]
|s¯|W 11 (0,1) ≤ α‖δγ¯‖L1(0,1) +
αµ
2
‖δy¯‖2L2(Ω) + αCA
(
1 + βCA
)|v|W 1p (Ω)|r¯|W 1q (Ω) ,
and using that ‖s¯‖L1(0,1) ≤|s¯|W 11 (0,1), we end up with
‖s¯‖W 21 (0,1) ≤ (1 + 2α)‖δγ¯‖L1(0,1) +
µ
2
(1 + 2α)‖δy¯‖2L2(Ω) + λ‖v‖W 2p (Ω)‖r¯‖W 2q (Ω) ,
where λ = 2CA
(
2(1 + 2CAC#) + α(1 + βCA)
)
. Inserting the estimate for ‖r¯0‖W 2q (Ω)
into this estimate, we get
‖s¯‖W 21 (0,1) ≤ (1 + 2α)‖δγ¯‖L1(0,1) +
µ
2
(1 + 2α)‖δy¯‖2L2(Ω)
+ λCE(1 + 2C#)‖v‖W 2p (Ω)‖s¯‖W 21 (Ω) + 2µλC#‖v‖W 2p (Ω) ‖δy¯‖Lq(Ω)
and the desired estimate for ‖s¯‖W 21 (0,1) follows from (3.16). This, and the relation
r¯ = r¯0 + Es¯ yields the remaining estimate for ‖r¯‖W 2q (Ω), and concludes the proof.
4. Discrete Optimal Control Problem. The goal of this section is to intro-
duce the discrete counterpart of the optimization problem (2.5). The discretization
uses the finite element method and is classical.
Let T denote a geometrically conforming rectangular quasi-uniform triangulation
of the fixed domain Ω such that Ω = ∪K∈TK and h ≈ hK be the meshsize of T .
Additionally, let 0 = ζ0 < ζ1 < . . . < ζM+1 = 1 be a partition of [0, 1] with nodes
ζi compatible with T . Consider the following finite dimensional spaces, where the
capital letters stand for discrete objects:
Vh :=
{
Y ∈ C0(Ω¯) : Y |K ∈ P1(K),K ∈ T
}
, (4.1a)
V˚h := Vh ∩ W˚ 1p (Ω), (4.1b)
Sh :=
{
G ∈ C0([0, 1]) : G|[ζi,ζi+1] ∈ P1([ζi, ζi+1]), 0 ≤ i ≤M
}
, (4.1c)
S˚h := Sh ∩ W˚ 1∞ (0, 1), (4.1d)
Uad := Sh ∩ Uad, (4.1e)
and P1(D) stands for bilinear polynomials on an element D = K ∈ T or linear
polynomials on an interval D = [ζi, ζi+1]. The spaces V˚h, S˚h and Uad in (4.1) will be
used to approximate the continuous solutions (y, γ, u) of (2.5). This discretization is
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classical [7, Chapter 3], except perhaps for the L2 constraint in Uad, which we enforce
by scaling the functions with their L2-norm; for more details we refer to Section 7.
Next we present a discrete analog of the continuous extension (2.3), namely
EhG := (Sh ◦ E)(G), ∀G ∈ S˚h.
The caveat is that functions in W 1q (Ω) are not necessarily continuous. This issue
is addressed by utilizing the Scott-Zhang interpolation operator Sh : W 1q (Ω) → Vh.
This operator satisfies the optimal estimate [7],
|w − Shw|W 1q (Ω) . h|w|W 2q (Ω) , ∀w ∈W
2
q (Ω), 1 ≤ q ≤ ∞. (4.2)
For functions in W 1p (Ω) with p > 2, W
1
∞ (0, 1) and W
1
1 (0, 1) we will use the
standard Lagrange interpolation operator Ih. This is justified by the Sobolev embed-
ding theorems, i.e. we can identify functions in those spaces with their continuous
equivalents. Moreover, the following optimal interpolation estimates hold,
|y − Ihy|W 1p (Ω) . h|y|W 2p (Ω) , ∀y ∈W
2
p (Ω), 2 < p ≤ ∞, (4.3a)
|γ − Ihγ|W 1p (0,1) . h|γ|W 2p (0,1) , ∀γ ∈W
2
p (0, 1), 1 ≤ p ≤ ∞. (4.3b)
Next we state the discrete counterpart of the optimal control problem (2.5a) in
its variational form: if δG := G− γd, δY := Y + v − yd, then minimize
Jh(G, Y, U) := 1
2
‖δG‖2L2(0,1) +
µ
2
∥∥∥δY√1 +G∥∥∥2
L2(Ω)
+
λ
2
‖U‖2L2(0,1) , (4.4a)
subject to the discrete state equation (G, Y ) ∈ S˚h × V˚h
BΓ [G,Ξ] + BΩ
[
Y + v, Z + EhΞ;A [G]
]
=
∫ 1
0
UΞ ∀(Ξ, Z) ∈ S˚h × V˚h, (4.4b)
the state constraints ∣∣G′∣∣ ≤ 1 on (ζi, ζi+1) , i = 0, ...,M − 1, (4.4c)
and the control constraints
U ∈ Uad.
We point out that Y |∂Ω = 0 in (4.4b). This is not the standard approach in finite
element literature because it requires knowing an extension of v to Ω; we adopt this
approach to simplify the exposition. We must include the following mild regularity
assumptions on data in order to obtain an order of convergence:
(A3) The given data satisfy v ∈W 2p (Ω), γd ∈ L2 (0, 1) and yd ∈ L2 (Ω∗).
Now let U¯ denote the optimal control to (4.4a), whose existence will be shown in
Theorem 4.2, and
(
G¯, Y¯
)
be the optimal state, which satisfy discrete state equations
in variational form (4.4b). The discrete adjoint equations in variational form read:
find (S¯, R¯) such that (S¯, R¯− EhS¯) ∈ S˚h × V˚h and for every (Ξ, Z) ∈ S˚h × V˚h,
BΓ
[
Ξ, S¯
]
+DΩ
[
Ξ, Z, R¯; G¯, Y¯
]
=
〈
Ξ, δG¯+
µ
2
∫ 1
0
∣∣δY¯ ∣∣2 dx2〉+ 〈Z, µδY¯ (1 + G¯)〉 .
(4.5)
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Finally, the optimal control U¯ satisfies the variational inequality〈J ′h(U¯), U − U¯〉L2(0,1)×L2(0,1) ≥ 0 ∀U ∈ Uad, (4.6)
where J ′h(U¯) = S¯ + λU¯ . Therefore (4.6) reads〈
S¯ + λU¯, U − U¯〉
L2(0,1)×L2(0,1) ≥ 0 ∀U ∈ Uad. (4.7)
The following discrete estimates mimic the continuous inf-sup [2, Proposition 4.1].
Proposition 4.1 (discrete inf-sup). The following two statements hold:
(i) There exists constant 0 < α <∞ independent of h such that
|G|W 1∞(0,1) ≤ α sup
06=Ξ∈˚Sh
BΓ [G,Ξ]
|Ξ|W 11 (0,1)
, (4.8a)
|S|W 11 (0,1) ≤ α sup
06=Ξ∈˚Sh
BΓ [Ξ, S]
|Ξ|W 1∞(0,1)
. (4.8b)
(ii) There exists constant 0 < β < ∞ independent of h and constants Q < 2 < P ,
h0 > 0, such that for p ∈ [Q,P ] and 0 < h ≤ h0
|Y |W 1p (Ω) ≤ β sup
0 6=Z∈V˚h
BΩ
[
Y,Z;A [G]
]
|Z|W 1q (Ω)
. (4.9)
Proof. We refer to [31, Proposition 3.2] for a proof of (4.8a) and to [7, Proposition
8.6.2] for a proof of (4.9). The technique of [31] extends to (4.8b).
The constant α is equal to 2/κ, see [31, Proposition 2.2].
Existence and uniqueness of solutions to the state and adjoint equations can be
shown similarly to the continuous case [2, Corollary 4.6, and Theorem 5.6] provided
U ∈ Uad and |v|W 1p (Ω) is small. We will next prove existence of an optimal control U¯
solving (4.4a).
Theorem 4.2 (existence of optimal control). There exists a discrete optimal
control U¯ ∈ Uad which solves (4.4a).
Proof. The proof follows by using a minimizing sequence argument similar to
the continuous proof [2, Theorem 5.1]. However, weak convergence of a minimizing
sequence {Un} yields strong convergence in finite dimensional spaces. Following [2,
Theorem 4.8] it is routine to show that the discrete control-to-state map is Lipschitz
continuous. Together with this Lipschitz continuity and the strong convergence of
Un, we also obtain strong convergence of the associated state sequence {(Gn, Yn)}.
5. A-priori Error Estimates: State and Adjoint Variables. The goal of
this section is to derive a-priori error estimates between the continuous and discrete
solutions of the state and adjoint equations for given functions u ∈ Uad and U ∈ Uad.
This is the content of Lemmas 5.1 through 5.6. These estimates are the stepping
stone for the L2 estimate of u¯− U¯ in Theorem 6.1.
Lemma 5.1 (preliminary error estimate for γ). Given u ∈ Uad and U ∈ Uad, let
(γ, y) and (G, Y ) solve (2.5b) and (4.4b) respectively for v ∈ W 2p (Ω) with |v|W 1p (Ω)
small. Then the following error estimate for γ −G holds
|γ −G|W 1∞(0,1) . h|γ|W 2∞(0,1) +|y − Y |W 1p (Ω) +‖u− U‖L2(0,1) .
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Proof. We use the discrete inf-sup (4.8a) to infer that
|Ihγ −G|W 1∞(0,1) . sup
06=Ξ∈˚Sh
BΓ [Ihγ −G,Ξ]
|Ξ|W 11 (0,1)
.
Next, we rewrite BΓ [Ihγ −G,Ξ] = BΓ [Ihγ − γ,Ξ] + BΓ [γ −G,Ξ], and estimate the
first term using Ho¨lder’s inequality and (4.3b). For the second term we set w = y+ v
and W = Y + v, use that γ and G satisfy (2.5b) and (4.4b) respectively, and the fact
that |y|W 1p (Ω) . |v|W 1p (Ω), to obtain
BΓ [γ −G,Ξ] = −BΩ
[
w,EhΞ;A [γ]
]
+ BΩ
[
W,EhΞ;A [G]
]
+ 〈u− U,Ξ〉
= BΩ
[
w,EhΞ;−A [γ] +A [G]
]
+ BΩ
[
W − w,EhΞ;A [G]
]
+ 〈u− U,Ξ〉
.
(
|γ −G|W 1∞(0,1)|v|W 1p (Ω) +|y − Y |W 1p (Ω) +‖u− U‖L2(0,1)
)
|Ξ|W 11 (0,1) ,
where 〈u− U,Ξ〉 = 〈u− U,Ξ〉L2(0,1)×L2(0,1). Combining the above two estimates with
the triangle inequality and (4.3b), we end up with
|γ −G|W 1∞(0,1) . h|γ|W 2∞(0,1)
+|γ −G|W 1∞(0,1)|v|W 1p (Ω) +|y − Y |W 1p (Ω) +‖u− U‖L2(0,1) .
Using that |v|W 1p (Ω) is small finally yields the desired result.
Lemma 5.2 (error estimate for y). Given u ∈ Uad and U ∈ Uad, let (γ, y) and
(G, Y ) solve (2.5b) and (4.4b) respectively with |v|W 1p (Ω) small. Then the following
estimate for y − Y holds
|y − Y |W 1p (Ω) . h
(
|γ|W 2∞(0,1) +|y|W 2p (Ω)
)
+|v|W 1p (Ω)‖u− U‖L2(0,1) .
Proof. We proceed as in Lemma 5.1. We use the discrete inf-sup followed by the
interpolation estimate (4.3a), together with the state constraint |G|W 1∞(0,1) ≤ 1, to
obtain
|Ihy − Y |W 1p (Ω) . sup
06=Z∈V˚h
BΩ
[Ihy − Y,Z;A [G]]
|Z|W 1q (Ω)
. h|y|W 2p (Ω) + sup
06=Z∈V˚h
BΩ
[
y − Y,Z;A [G]]
|Z|W 1q (Ω)
.
We handle the last term by using that y and Y are solutions to (2.5b) and (4.4b), i.e.
BΩ
[
y − Y, Z;A [G]] = BΩ [y + v, Z;A [G]]− BΩ [Y + v, Z;A [G]]
= BΩ
[
y + v, Z;A [G]−A [γ]] ,
followed by the bound |y|W 1p (Ω) . |v|W 1p (Ω) in the definition of B1 to yield
BΩ
[
y − Y, Z;A [G]] . |γ −G|W 1∞(0,1)|v|W 1p (Ω)|Z|W 1q (Ω) .
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Combining the above estimates with Lemma 5.1, and using the triangle inequality in
conjunction with (4.3a), we obtain
|y − Y |W 1p (Ω) . h|y|W 2p (Ω) +|γ −G|W 1∞(0,1)|v|W 1p (Ω)
. h
(
|γ|W 2∞(0,1)|v|W 1p (Ω) +|y|W 2p (Ω)
)
+‖u− U‖L2(0,1)|v|W 1p (Ω)
+|y − Y |W 1p (Ω)|v|W 1p (Ω) .
The desired estimate is a consequence of the smallness assumption on |v|W 1p (Ω).
Lemma 5.3 (error estimate for γ). Given u ∈ Uad and U ∈ Uad, let (γ, y) and
(G, Y ) solve (2.5b) and (4.4b) respectively with |v|W 1p (Ω) small. Then the following
error estimate for γ −G holds
|γ −G|W 1∞(0,1) . h
(
|γ|W 2∞(0,1) +|y|W 2p (Ω)
)
+‖u− U‖L2(0,1) .
Proof. The assertion follows by combining Lemma 5.2 with Lemma 5.1.
Lemma 5.4 (preliminary error estimate for s). Given u ∈ Uad and U ∈ Uad,
let (s, r − Es) ∈ W˚ 11 (0, 1)× W˚ 1q (Ω) satisfy the continuous adjoint system (2.10), and
(S,R− EhS) ∈ S˚h × V˚h satisfy the discrete counterpart (4.5). Then the following
error estimate for s− S is valid
|s− S|W 11 (0,1) . h|s|W 21 (0,1) +
(
1 +|r|W 1q (Ω)|v|W 1p (Ω)
)
|γ −G|W 1∞(0,1)
+
(
‖δy‖L2(Ω) +|y − Y |W 1p (Ω) +|r|W 1q (Ω)
)
|y − Y |W 1p (Ω) +|r −R|W 1q (Ω)|v|W 1p (Ω) .
Proof. We again employ the discrete inf-sup (4.8b), now taking the form
|Ihs− S|W 11 (0,1) . sup
06=Ξ∈˚Sh
BΓ [Ξ, Ihs− S]
|Ξ|W 1∞(0,1)
. h|s|W 21 (0,1) + sup
06=Ξ∈˚Sh
BΓ [Ξ, s− S]
|Ξ|W 1∞(0,1)
,
where the last inequality follows by adding and subtracting s, the continuity of BΓ,
and the interpolation estimate (4.3b) for s−Ihs. It remains to control the last term.
We use that s and S satisfy equations (2.10) and (4.5) to obtain
BΓ [Ξ, s− S] = 〈Ξ, γ − γd〉 − 〈Ξ, G− γd〉
+ µ
〈
Ξ,
1
2
∫ 1
0
|y + v − yd|2 dx2
〉
− µ
〈
Ξ,
1
2
∫ 1
0
|Y + v − yd|2 dx2
〉
− BΩ
[
y + v, r;DA [γ] 〈Ξ〉]+ BΩ [Y + v,R;DA [G] 〈Ξ〉]
= 〈Ξ, γ −G〉+ µ
〈
Ξ,
1
2
∫ 1
0
(y − Y ) (y + Y + 2v − 2yd) dx2
〉
− BΩ
[
y − Y, r;DA [γ] 〈Ξ〉]− BΩ [Y + v, r; (DA [γ]−DA [G]) 〈Ξ〉]
− BΩ
[
Y + v, r −R;DA [G] 〈Ξ〉] .
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Consequently, after normalization |Ξ|W 1∞(0,1) = 1, we infer that∣∣BΓ [Ξ, s− S]∣∣ .‖γ −G‖L1(0,1) + µ‖y − Y ‖L2(Ω) (2‖y + v − yd‖+‖Y − y‖L2(Ω))
+|y − Y |W 1p (Ω)|r|W 1q (Ω) +|v|W 1p (Ω)
(
|r|W 1q (Ω)|γ −G|W 1∞(0,1) +|r −R|W 1q (Ω)
)
.
The desired result for |Ihs− S|W 11 (0,1) follows after combining the above estimate with‖γ −G‖L1(0,1) . |γ −G|W 1∞(0,1) and ‖y − Y ‖L2(Ω) . |y − Y |W 1p (Ω). Finally, applying
the triangle inequality in conjunction with (4.3b) we deduce the asserted estimate for
|s− S|W 11 (0,1).
Lemma 5.5 (error estimate for r). Given u ∈ Uad and U ∈ Uad, let (s, r − Es) ∈
W˚ 11 (0, 1)× W˚ 1q (Ω) satisfy the continuous adjoint system (2.10), and (S,R− EhS) ∈
S˚h × V˚h satisfy the discrete counterpart (4.5). Then the following a-priori error
estimate for r −R holds
|r −R|W 1q (Ω) . h
(
|s|W 21 (0,1) +|r|W 2q (Ω)
)
+
(
1 +
(
1 +|v|W 1p (Ω)
)
|r|W 1q (Ω) +‖δy‖Lq(Ω)
)
|γ −G|W 1∞(0,1)
+
(
1 +‖δy‖L2(Ω) +|y − Y |W 1p (Ω) +|r|W 1q (Ω)
)
|y − Y |W 1p (Ω) .
Proof. Since the discrete inf-sup (4.9) is for functions in V˚h, we write r = r0 +Es,
and R = R0 + EhS, with r0 ∈ W˚ 1q (Ω) and R0 ∈ V˚h, to obtain
|r −R|W 1q (Ω) ≤|r0 − Shr0|W 1q (Ω) +|Shr0 −R0|W 1q (Ω) +|Es− EhS|W 1q (Ω) .
Consequently, applying (4.9)
|Shr0 −R0|W 1q (Ω) . h|r0|W 2q (Ω) + sup
06=Z∈V˚h
BΩ
[
Z, r0 −R0;A [G]
]
|Z|W 1p (Ω)
,
where we have added and subtracted r0. Moreover, we handle the last term as before,
i.e.
BΩ
[
Z, r0 −R0;A [G]
]
= BΩ
[
Z, r0 + Es;A [γ]
]− BΩ [Z,R0 + EhS;A [G]]
+ BΩ
[
Z, r0 + Es;A [G]−A [γ]
]
+ BΩ
[
Z,EhS − Es;A [G]
]
.
Invoking the adjoint equations (2.10) and (4.5), we see that
BΩ
[
Z, r0 + Es;A [γ]
]− BΩ [Z,R0 + EhS;A [G]]
= µ
〈
(y + v − yd) (1 + γ) , Z
〉− µ 〈(Y + v − yd) (1 +G) , Z〉
= µ 〈y − Y, Z〉+ µ 〈yγ − Y G,Z〉+ µ 〈(v − yd) (γ −G) , Z〉 .
Since yγ − Y G = y (γ −G) − (Y − y)G, after normalization |Z|W 1p (Ω) = 1 and using
(4.4c), we obtain∣∣∣BΩ [Z, r0 −R0;A [G]]∣∣∣ .‖y − Y ‖Lq(Ω) +|γ −G|W 1∞(0,1) (|r|W 1q (Ω) +‖δy‖Lq(Ω))
+|Es− EhS|W 1q (Ω) .
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Combining this together with |Es− Ehs|W 1q (Ω) . h|s|W 21 (0,1) and |Ehs− EhS|W 1q (Ω) .
|s− S|W 11 (0,1), we end up with
|r −R|W 1q (Ω) . h
(
|s|W 21 (0,1) +|r|W 2q (Ω)
)
+‖y − Y ‖Lq(Ω) +|γ −G|W 1∞(0,1)
(
|r|W 1q (Ω) +‖δy‖Lq(Ω)
)
+|s− S|W 11 (0,1) .
Finally, under the smallness assumption on |v|W 1p (Ω) and‖y − Y ‖Lq(Ω) . |y − Y |W 1p (Ω),
Lemma 5.4 yields the desired result.
Lemma 5.6 (error estimate for s). The following a-priori estimate for s−S holds
|s− S|W 11 (0,1) . h
(
|γ|W 2∞(0,1) +|y|W 2p (Ω) +|s|W 21 (0,1) +|r|W 2q (Ω)
)
+‖u− U‖L2(0,1) .
Proof. We use Lemmas 5.4 and 5.5, to obtain
|s− S|W 11 (0,1) . h
(
|s|W 21 (0,1) +|v|W 1p (Ω)
(
|s|W 21 (0,1) +|r|W 2q (Ω)
))
+
(
c1 +|v|W 1p (Ω) (c1 + c3)
)
|γ −G|W 1∞(0,1)
+
(
c2 +|y − Y |W 1p (Ω) +|v|W 1p (Ω)
(
1 + c2 +|y − Y |W 1p (Ω)
))
|y − Y |W 1p (Ω)
where
c1 = 1 +|r|W 1q (Ω)|v|W 1p (Ω) ,
c2 = |r|W 1q (Ω) +‖δy‖L2(Ω) ,
c3 = |r|W 1q (Ω) +‖δy‖Lq(Ω) .
The assertion follows by applying Lemmas 5.2 and 5.3, together with |v|W 1q (Ω) ≤ 1.
6. A-priori Error Estimates: Optimal Control. Next we derive the a-priori
error estimate between u¯ and U¯ .
Theorem 6.1 (error estimate for u). Let both h0 and |v|W 1p (Ω) be sufficiently
small. If h ≤ h0, then∥∥u¯− U¯∥∥
L2(0,1)
≤ 4
λ
∥∥s(U¯)− S(U¯)∥∥
L2(0,1)
, (6.1)
where s(U¯) is the solution of the continuous adjoint equation (2.10) with
(
γ(U¯), y(U¯)
)
solutions of the state equation (2.5b) with control U¯ , and S(U¯) is the solution of the
discrete adjoint equation (4.5).
Proof. The proof relies primarily on the continuous quadratic growth condition
(2.18) and on the continuous and discrete first-order optimality conditions (2.9) and
(4.6). Since U¯ ∈ Uad is admissible, according to (4.1e), replacing u by U¯ in (2.18)
([9]) we get
λ
4
∥∥U¯ − u¯∥∥2
L2(0,1)
≤ 〈J ′(U¯)− J ′(u¯), U¯ − u¯〉
L2(0,1)×L2(0,1).
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Adding and subtracting J ′h(U¯) gives
λ
4
∥∥U¯ − u¯∥∥2
L2(0,1)
≤ 〈J ′(U¯)− J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1)
+
〈J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1) + 〈J ′(u¯), u¯− U¯〉L2(0,1)×L2(0,1).
Since
〈J ′(u¯), u¯− U¯〉
L2(0,1)×L2(0,1) ≤ 0, according to (2.8), we deduce
λ
4
∥∥U¯ − u¯∥∥2
L2(0,1)
≤ 〈J ′(U¯)− J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1)
+
〈J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1).
Add and subtract Phu¯, the L2 orthogonal projection of u¯ onto Uad, to get
λ
4
‖U¯ − u¯‖2L2(0,1) ≤
〈J ′(U¯)− J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1)
+
〈J ′h(U¯),Phu¯− u¯〉L2(0,1)×L2(0,1) + 〈J ′h(U¯), U¯ − Phu¯〉L2(0,1)×L2(0,1).
Since J ′h(U¯) ∈ Sh the middle term vanishes. In view of (4.6) and the fact that
Phu¯ ∈ Uad, we deduce
〈J ′h(U¯), U¯ − Phu¯〉L2(0,1)×L2(0,1) ≤ 0 and
λ
4
∥∥U¯ − u¯∥∥2
L2(0,1)
≤ 〈J ′(U¯)− J ′h(U¯), U¯ − u¯〉L2(0,1)×L2(0,1),
The explicit expressions J ′(U¯) = λU¯ + s(U¯) and J ′h(U¯) = λU¯ + S(U¯) yield
λ
4
∥∥U¯ − u¯∥∥2
L2(0,1)
≤ 〈s(U¯)− S(U¯), U¯ − u¯〉
L2(0,1)×L2(0,1),
which imply the desired estimate (6.1).
Corollary 6.2 (rate of convergence). Let both h0 and |v|W 1p (Ω) be sufficiently
small. Furthermore, let (s(U¯), r(U¯)) be the solutions of the continuous adjoint equa-
tion (2.10) with
(
γ(U¯), y(U¯)
)
solutions for the continuous state equation (2.5b) with
control U¯ . Let
(
S(U¯), R(U¯)
)
solve the discrete adjoint equation (4.5) with(
G(U¯), Y (U¯)
)
solutions for the discrete state equation (4.4b) with control U¯ . If h ≤
h0, then there is a constant C0 ≥ 1, depending on ‖γ‖W 2∞(0,1), ‖y‖W 2p (Ω), ‖s‖W 21 (0,1),
‖r‖W 2q (Ω), ‖γd‖L2(0,1), ‖yd‖L2(Ω), such that∣∣γ(U¯)−G(U¯)∣∣
W 1∞(0,1)
+
∣∣y(U¯)− Y (U¯)∣∣
W 1p (Ω)
+
∣∣s(U¯)− S(U¯)∣∣
W 11 (0,1)
+
∣∣r(U¯)−R(U¯)∣∣
W 1q (Ω)
+ λ
∥∥u¯− U¯∥∥
L2(0,1)
≤ C0h.
(6.2)
Proof. We combine the estimate∥∥s(U¯)− S(U¯)∥∥
L2(0,1)
≤ ∣∣s(U¯)− S(U¯)∣∣
W 11 (0,1)
,
with Lemma 5.6 for u = U = U¯∥∥s(U¯)− S(U¯)∥∥
L2(0,1)
≤ C1h
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where the constant C1 has the same dependencies as C0. This together with (6.1),
implies the error estimate for
∥∥u¯− U¯∥∥
L2(0,1)
in (6.2). For the remaining estimates in
(6.2) set u = U¯ , and U = U¯ in Lemmas 5.2, 5.3, 5.5 and 5.6 to complete the proof.
Remark 6.3 (linear rate). The first-order convergence rate of (6.2) is optimal
for a piecewise-linear finite element discretization of (γ, y, s, r). For a control u in L2,
one might expect an increased rate of convergence. For example, it would be possible
to use the standard Aubin-Nitsche duality argument if we were in a traditional linear
setting to obtain ∥∥s(U¯)− S(U¯)∥∥
L2(0,1)
≤ h1/2∣∣s(U¯)− S(U¯)∣∣
W 11 (0,1)
,
which in turn would yield an optimal rate of convergence h3/2 for u¯− U¯ in the proof
of Corollary 6.2. The duality method fails in our setting we provide an explanation
below. Recall s(U¯) = s(γ, y, r, U¯). Adding and subtracting s(G¯, Y¯ , R¯, U¯) and using
triangle inequality leads to
‖s(U¯)− S(U¯)‖L2(0,1) ≤ ‖s(γ, y, r, U¯)− s(G¯, Y¯ , R¯, U¯)‖L2(0,1)
+ ‖s(G¯, Y¯ , R¯, U¯)− S(U¯)‖L2(0,1) = I + II.
Using a duality argument it is possible to get II . h3/2. In our case the troublemaker
is I. Using equation (2.10), we obtain
I ≤ ‖γ(U¯)−G(U¯)‖L2(0,1)+∥∥∥∫ 1
0
∇(y(U¯) + v)A1[γ(U¯)]∇r(U¯)−
∫ 1
0
∇(Y¯ + v)A1[G¯]∇R¯
∥∥∥
L2(0,1)
+ ...
In view of Lemma 5.2 and 5.3 it is impossible to get more than O(h) for second
term. We are thus left merely with the Sobolev embedding
∥∥s(U¯)− S(U¯)∥∥
L2(0,1)
.∣∣s(U¯)− S(U¯)∣∣
W 11 (0,1)
, which yields the linear rate of convergence for u¯− U¯ .
Remark 6.4 (dependence on κ). Since κ is the ellipticity constant for s, then
the estimate of u is inversely proportional to the surface tension coefficient κ in view
of (6.1).
7. Simulations. In our computations we assume the cost functional J in (2.5a)
to be independent of y and yd, i.e. µ = 0; we thus have
J (γ, y, u) := 1
2
‖γ − γd‖2L2(0,1) +
λ
2
‖u‖2L2(0,1) . (7.1)
Our goal is to compute an approximation to the optimization problem presented in
§2.5 with the cost functional (7.1), the Dirichlet data v = x2(1−x2)(1− 2x1) applied
to the entire boundary of Ω and surface tension coefficient κ = 1.
We discretize the state variables (γ, y), the adjoint variables (s, r) and the control
u using piecewise bi-linear finite elements. We remark that in our case the first
optimize then discretize approach is equivalent to first discretize then optimize (see [17,
p. 160-164]). To solve the state equations we use an affine invariant Newton strategy
from [10, NLEQ-ERR, p. 148-149] because of its local quadratic convergence. The
weak adjoint equations (2.10), or (3.15) in strong form, involve the coupling between
the 2d bulk and 1d interface. This seemingly complicated coupling might entail an
unusual assembly procedure and geometric mesh restrictions to evaluate integrals in
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(2.12). This is fortunately not the case because the matrix of the adjoint system
happens to be the transpose of the Jacobian of the state equations, according to
Lemma 2.1, which is available to us from the Newton method. The assembly can thus
be done with ease.
We use a gradient based optimization method in MATLAB c©, fmincon, to solve
the optimization problem. At every iteration we need to solve the state and adjoint
equations and assemble J ′. This is carried out using deal.II finite element library
[5]. In order to solve the linearized state algebraic system (Newton’s method) and the
linear adjoint systems we use a direct solver.
We present three examples (see Figure 7.1). Example 1 illustrates the a priori
estimates from Corollary 6.2; Examples 2 and 3 deal with unconstrained optimization
problems which lie outside our theory. Examples 1 and 2 have a smooth γd whereas
Example 3 has a non-smooth target γd.
Fig. 7.1. The desired shape of free boundary γd =
1
16pi
sin(2pix1)− 116pi sin(4pix1)+ 132pi sin(6pix1)
for Examples 1 and 2 (left) and the inverted hat function γd of Example 3 (right). The colors indicate
the state y corresponding to the configuration γd. In contrast to the former smooth profile, the latter
one γd is not achievable because the optimal solution γ¯ satisfies γ¯ ∈W 2∞ (0, 1).
We are interested in the following quantities:
• The cost function value J (u¯).
• The smallest eigenvalue of J ′′(u¯), representing the constant δ in the 2nd order
sufficient condition J ′′(u¯)h2 ≥ δ‖h‖2L2(0,1). This metric is obtained in MATLAB c©
through the approximated Hessian provided by the fmincon function. For all three
examples, we observe that this eigenvalue is close to 1.
• The discrete L2 norm of the optimal control u¯ is equal to (U¯TMU¯)1/2, where M
denotes the mass matrix corresponding to 1d problem in the interval (0, 1).
• The experimental convergence rates of the state and optimal control variables as
we uniformly refine the finite element mesh. We first solve the problem on a very
fine mesh, 7 uniform refinement cycles, and use it in place of a closed form solution.
The latter is complicated and thus impractical for nonlinear optimization problems.
7.1. Example 1. Let γd =
1
16pi sin(2pix1) − 116pi sin(4pix1) + 132pi sin(6pix1) be a
smooth target function, as depicted in Figure 7.1. As θ1 in (2.6) belongs to (0, 1), we
define the admissible control set Uad = {u ∈ L2(0, 1) : ‖u‖L2(0,1) ≤ 0.9}. Figure 7.2
displays the asymptotic rates for γ in W 1∞ (left), y in W
1
p (middle) and u in L
2 (right).
The first two are linear, and agree with Corollary 6.2, whereas the latter is quadratic
and is better than predicted (see Corollary 6.2 and Remark 6.3).
Table 7.1 (left) provides the other relevant metrics. Finally, Figure 7.3 shows
the optimal state (γ¯, y¯) and two consecutive optimal controls (solid: current, dotted:
previous) for λ = 1e0 to λ = 10e-6. For λ = 1e-5 and 1e-6 the current and previous
controls lie on top of each other because the constraints are active.
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Fig. 7.2. Example 1: The left and the middle panel shows the error decay in W˚ 1∞ (0, 1) norm
for γ¯ and in W˚ 1p (Ω), p = 2.1 for y¯ (dotted line) over several values of λ. The DOFs are the total
degree of freedom on Γ and in Ω. The right panel shows the error decay in L2 norm for the optimal
control. The blue solid lines are for reference. In first two panels we observe linear rate, however
for the last panel we observe quadratic rate.
(γ¯, y¯) u¯
λ = 10−1, u¯ ∈ (−0.0027, 0.0037)
λ = 10−2, u¯ ∈ (−0.0281, 0.0335)
λ = 10−3, u¯ ∈ (−0.2424, 0.2524)
(γ¯, y¯) u¯
λ = 10−4, u¯ ∈ (−1.3803, 1.3663)
λ = 10−5, u¯ ∈ (−1.6614, 1.6472)
λ = 10−6, u¯ ∈ (−1.6614, 1.6472)
Fig. 7.3. Example 1 (γd smooth, u¯ constrained): The optimal state (γ¯, y¯), applied control u¯ in
solid red, and previous control in dashed blue for comparison. The figures show the corresponding
values of λ, from λ = 10−1 to λ = 10−6, as well as the smallest and largest value of control. Notice
that there is no visual difference between the optimal control for λ = 10−5, 10−6. This is because
the control constraints are active.
7.2. Example 2. Let γd be as in §7.1. We assume that Uad = L2(0, 1), i.e. the
control is unconstrained. Figure 7.4 shows the rate of convergence with respect to the
degrees of freedom. In Table 7.1 (right) we collect the other relevant metrics.
The first column in Figure 7.5 shows the optimal state (γ¯, y¯) as λ approaches
zero. The second column shows the control u applied (solid red); for reference we also
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λ J (u¯) ‖u¯‖L2(0,1)
100 1.59× 10−4 1.90× 10−4
10−1 1.58× 10−4 1.89× 10−3
10−2 1.57× 10−4 1.79× 10−2
10−3 1.46× 10−4 1.35× 10−1
10−4 1.07× 10−4 7.44× 10−1
10−5 7.19× 10−5 9.00× 10−1
10−6 6.83× 10−5 9.00× 10−1
λ J (u¯) ‖u¯‖L2(0,1)
100 1.59× 10−4 1.90× 10−4
10−1 1.58× 10−4 1.89× 10−3
10−2 1.57× 10−4 1.79× 10−2
10−3 1.46× 10−4 1.35× 10−1
10−4 1.07× 10−4 7.44× 10−1
10−5 3.60× 10−5 2.21
10−6 5.37× 10−6 3.17
Table 7.1
The values of the cost function J (u¯), and the L2-norm of u¯ for Examples 1 (left) and Example
2 (right) as λ varies from 1 to 10−6.
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Fig. 7.4. Example 2: The left and the middle panel shows the error decay in W˚ 1∞ (0, 1) norm
for γ¯ and in W˚ 1p (Ω), p = 2.1 for y¯ (dotted line) over several values of λ. The DOFs are the total
degree of freedom on Γ and in Ω. The right panel shows the error decay in L2 norm for the optimal
control. The blue solid lines are for reference. In first two panels we observe linear rate, however
for the last panel we observe quadratic rate.
plot the previous control (dotted blue). Since the control is unconstrained and γd is
smooth, γ¯ matches γd almost perfectly.
7.3. Example 3. Let the desired configuration γd be an inverted hat function
(see Figure 7.1). As γ satisfies the state equations (1.3b), and the second-order
regularity γ ∈ W 2∞ (0, 1) (see Theorem 3.4), the profile γd is not achievable. In
Table 7.2 we collect the several relevant metrics.
λ J (u¯) ‖u¯‖L2(0,1)
100 4.11× 10−2 2.88× 10−2
10−1 3.77× 10−2 2.64× 10−1
10−2 2.08× 10−2 1.43
10−3 4.36× 10−3 2.60
10−4 7.52× 10−4 3.37
10−5 1.31× 10−4 4.46
10−6 2.30× 10−5 5.89
Table 7.2
Example 3: The values of the cost function J (u¯), the L2-norm of u¯, and the smallest eigenvalue
of J ′′(u¯), as λ varies from 1 to 10−6.
The first column in Figure 7.3 shows the optimal state (γ¯, y¯) as λ approaches zero.
The second column shows the control applied (solid red); for reference we also plot
the previous control (dotted blue). For λ = 10−1 to λ = 10−3 one can see that the
control acts at the center and tries to move γ towards γd. For λ = 10
−4 the control
needs to push γ in the right-half up, and in the left-half down and therefore it adjusts
accordingly. For λ = 10−6 the control again mostly acts at the center. Moreover γ
matches γd well but not exactly because γ¯ ∈W 2∞(0, 1).
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(γ¯, y¯) u¯
λ = 10−1, u¯ ∈ (−0.0027, 0.0036)
λ = 10−2, u¯ ∈ (−0.0281, 0.0335)
λ = 10−3, u¯ ∈ (−0.2424, 0.2524)
(γ¯, y¯) u¯
λ = 10−4, u¯ ∈ (−1.3797, 1.3677)
λ = 10−5, u¯ ∈ (−4.2298, 4.2350)
λ = 10−6, u¯ ∈ (−6.2378, 6.2829)
Fig. 7.5. Example 2 (γd smooth, u¯ unconstrained): The optimal state (γ¯, y¯), applied control u¯
in solid red, and previous control in dashed blue for comparison. The figures show the corresponding
value of λ, from λ = 10−1 to λ = 10−6, as well as the smallest and largest value of control u. As u
is unconstrained and γd smooth, the matching of γ¯ and γd is almost perfect for small values of λ.
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