We consider processes of the form [s, T ] ∋ t → u(t, X t ), where (X, P s,x ) is a multidimensional diffusion corresponding to uniformly elliptic divergence form operator. We
Introduction
In the present paper we study structure of additive functionals (AFs for short) of the form X u = {X u s,t ≡ u(t, X t ) − u(s, X s ); 0 ≤ s ≤ t ≤ T }, where u : Q T ≡ [0, T ] × R d → R and X = {(X, P s,x ); (s, x) ∈ Q T } is a Markov family corresponding to the operator
with measurable coefficients a :
for some 0 < λ ≤ Λ and Λ 1 > 0 (see [27, 30, 38] ). It is known (see [23, 33] ) that for every (s, x) ∈ QT ≡ [0, T ) × R d the process X s,· ≡ X · − X s is under P s,x a continuous Dirichlet process on [s, T ] in the sense of Föllmer [15] . In the paper we first develop some stochastic calculus for time-dependent functionals of X. Secondly, we give mild regularity conditions on u under which the functional X u s,· is a Dirichlet process under P s,x and, if it is the case, we describe the martingale part M u and the zero-quadratic variation part A u of its decomposition Finally, we characterize the class of u such that X u s,· is a semimartingale under P s,x . It is known that general Dirichlet processes are stable under C 1 transformations (see [4, 9] ). C 1 -regularity of u is too strong in applications we have in mind. Our main motivation to investigate functionals of the form X u comes from the fact that they appear in probabilistic analysis of strong solutions to parabolic PDEs or variational inequalities involving the operator L t (see [21, 34, 35] ). Therefore the natural assumption on u is that it belongs to some Sobolev space and in general is even not continuous.
Time-independent functionals of time-homogeneous diffiusions are quite well investigated. Let X be the locally compact separable metric space and let m a positive Radon measure on X such that supp[m] = X . Let {(X, P x ); x ∈ X } be an m-symmetric Hunt process with Dirichlet form (E, D(E)) on L 2 (X , m). It is known (see [19] ) that for every u ∈ D(E) there exists a E-quasi-continuous version of u (still denoted by u) such that X u admits the so called Fukushima decomposition, i.e. for E−q.e. x ∈ X , where M u is a continuous martingale AF of finite energy and A u is a continuous AF of zero energy. An easy calculation (see [19, pp. 201] ) shows that A u has zero-quadratic variation on [0, T ] under the measure P ν (·) = X P x (·) dν(x) along dyadic partitions of [0, T ] for every Radon measure ν ≪ m. Hence, to prove that X u is a Dirichlet process in the sense of Föllmer one should relax the assumption on the absolute continuity of ν and on the sequence of partitions. In [12] the authors weakened the assumption on the starting measures ν in the case of Dirichlet form (E, D(E)) on L 2 (R d , m) with the Lebegue measure m, defined by E(u, v) = 1 2 a∇u, ∇v 2 , u, v ∈ D(E) = H 1 (R d ), (1.4) where a(t, x) = a(x), x ∈ R d . The class of measures considered in [12] includes in particular the Dirac measure δ {x} for E-q.e. x ∈ R d , which shows that X u is a Dirichlet process on [0, T ] under P x for E-q.e. x ∈ R d along dyadic partitions. It is worth mentioning that in the case of non-symmetric diffusions the approach of [12] breaks down.
A different approach to the problem of investigating X u in case
with a(t, x) = a(x), b(t, x) = b(x) was adopted in [32] . In [32] it is shown that if u ∈ W 1 q (R d ) with q > 2 then X u is a continuous Dirichlet process in the sense of Föllmer for E-q.e. x ∈ R d (see also [30, 33] where time-inhomogenous diffusions are also considered).
In the case of one dimensional Wiener process W it is known (see [17] ) that W u is a continuous Dirichlet process in the sense of Föllmer for every starting point x ∈ R if u ∈ H 1 (R) and it appears that this condition is necessary (see [8] ). In the case of multidimensional Wiener process one can deduce from [16] that W u is a continuous Dirichlet process in the sense of Föllmer on [0, T ] for q.e. starting points x ∈ R d if u ∈ H 1 (R d ).
Up to our knowledge, in the case where u depends on time, only few results are available. In [23] diffusions corresponding to L t are considered. It is shown there that X u is a continuous Dirichlet process on [s, T ] in the sense of Föllmer for every (s, x) ∈ QT if sup t∈[0,T ] ( ∇u(t) p + ∂u ∂t (t) p ) < ∞ for some p > d ∧ 2. In [7] necessary and sufficient conditions on u for X u to be semimartingale are given in case X is a one-dimensional Wiener process.
Let us now describe briefly the content of the paper. As already mentioned, we are interested in solutions u to parabolic PDEs or parabolic variational inequalities involving L t . Therefore our basic assumption on u is that u ∈ W ̺ , where W ̺ = {u ∈ L 2 (0, T ; H 1 ̺ ); ∂u ∂t ∈ L 2 (0, T ; H −1 ̺ )} (̺ is some weight), i.e. u belongs to the natural space for strong solutions of such problems. Let cap L : 2 QT → R + ∪ {+∞} be the parabolic capacity associated with L t (see [29] ) or, equivalently, restriction to QT of the capacity generated by time-dependent Dirichlet form
where W denotes W ̺ with ̺ ≡ 1,
In the paper we provide various conditions on u ensuring that for cap L -quasi every (q.e. for short) (s, x) ∈ QT the process X u s,· is under P s,x a continuous Dirichlet process on [s, T ] in the sense of Föllmer or is a continuous semimartingale.
For the convenience of the reader we begin in Section 2 with basic information on various definitions of parabolic capacity associated with L t .
In Section 3 we formulate Fukushima's and the Lyons-Zheng decomposition of X under P s,x . Using the latter decomposition we investigate additive functionals of the form divf (θ, X θ ) dθ, where divf stands for the divergence of the vector field
It is known that in case of time-homogeneous diffusions {(X, P x ); x ∈ R d } corresponding to L t with timeindependent coefficients such functionals may be defined under the measure P m as a forward-backward integral with respect to martingales from the Lyons-Zheng decomposition of X u (see [37] ). We show that the functionals can be well defined for time-inhomogeneous diffusions and what is more important, under the measure P s,x for q.e. (s, x) ∈ QT (see [35] for similar results). We show also that if u ∈ H 1 (R d ) then X u is a continuous Dirichlet process in the sense of Föllmer under P x for E-q.e. x ∈ R d , where E is given by (1.4) .
In Section 4 we show that each u ∈ W ̺ has a quasi-continuous version, still denoted by u, such that X u s,· is a Dirichlet process on (s, T ] under P s,x for every (s, x) ∈ QT . Under mild additional regularity conditions on u it is a Dirichlet process on [s, T ] for cap L -q.e. (s, x) ∈ QT . We describe also the martingale and the zero-quadratic variation parts of the decomposition (1.3) and show that (1.3) implies the Fukushima decomposition of X u into martingale AF of finite energy and CAF of zero energy.
In Section 5 we introduce the definition of the integral with respect to continuous additive functionals (CAFs for short) of X of zero-quadratic variation associated with functionals in L 2 (0, T ; H −1 ̺ ). The key result here says that given such CAF A and bounded η ∈ W ̺ one can find a sequence {A n } of square-integrable CAFs of finite variation such that for q.e. (s, x) ∈ QT ,
This approximation result enables us to handle integrals with respect to CAFs corresponding to functionals in L 2 (0, T ; H −1 ̺ ). As a first application we show that such CAFs are uniquely determined by their Laplace transforms.
In Section 6 we are concerned with the problem of finding minimal conditions on u ∈ W ̺ under which X u is a semimartingale. Our main result proved here says that X u s,· is a locally finite semimartingale under P s,x for q.e. (s, x) ∈ QT if and only if ( ∂ ∂t + L t )u is a signed Radon measure.
Finally, in Section 7 we collect here some useful estimates for diffusions X and related estimates on the fundamental solution p and weak solutions of the Cauchy problem associated with L t .
In the paper we will use the following notation.
). By B(Q T ) we denote the set of bounded Borel functions on
is the usual Banach space of measurable functions on R d with the norm
is the Banach space of measurable functions on Q tT with the norm u p,q,t,T = (
we denote the space of functions u such that u̺ ∈ L p (R d ) (u̺ ∈ L p,q (Q t,T )) equipped with the norm u p,̺ = u̺ p ( u p,q,̺,t,T = u̺ p,q,t,T ). We write K ⊂⊂ X if K is compact subset of X. By ·, · 2 we denote the usual inner product in L 2 (R d ) and by ·, · 2,̺ the inner product in
, where H −1 ̺ is the dual space to H 1 ̺ (see [24] for details). By ·, · ̺ we denote the duality pairing between spaces H 1 ̺ , H −1 ̺ and by · * we denote the norm in Banach space L 2 (0, b (E), B + (E)) denotes the set of all Borel (bounded, locally bounded, positive) real functions on a topological space E.
By C we denote a general constant which may vary from line to line but depends only on fixed parameters.
Parabolic capacity
Let R denote the space of all measurable functions ̺ :
, for some α ∈ R, and let R I be the space of all ̺ ∈ R such that R d ̺(x) dx < ∞. Unless otherwise stated, in the sequel we will always assume that ̺ ∈ R I . We write also
This decomposition is not unique but it is known that for every such decomposition Φ * ≤ f 0 2,̺,T + f 2,̺,T and there exists a pair wich realizes the norm. If, in addition, Φ ≥ 0, i.e. Φ(η) ≥ 0 for any positive η ∈ L 2 (0, T ; H 1 ̺ ), then by Riesz's theorem there is a Radon measure µ on Q T such that
Let us define the capacity of
The capacity can be extended in a standard way to the Borel σ-field B(Q T ) of subsets ofQ T . For E ⊂⊂Q T and η ∈ C ∞ 0 (Q T ) such that η ≥ 1 E we have
the last inequality being a consequence of the Gagliardo-Nirenberg-Sobolev inequality (see, e.g., [14] ). Thus, µ ≪ capQ
and extend it in the standard way to B(R d ). From [5] it follows that for every B ∈ B(Q T ),
where B t = {x ∈ R d ; (t, x) ∈ B}. Since µ ≪ capQ T , using the the well known fact that elements of H 1 ̺ have quasi-continuous versions defined up to the sets of cap R d -measure zero (see [19, Chapter 2] we may extend formula (2.1) to all η ∈ L 2 (0, T ; H 1 ̺ ). It is worth noting that in the definition of capacity cap Q T and in the representation theorem for functionals in L 2 (0, T ; H −1 ̺ ) derivatives with respect to the time variable do not appear. Therefore various facts on functionals µ ∈ L 2 (0, T ; H −1 ̺ ) ∩ M can be proved by making obvious changes in proofs of corresponding facts concerning elliptic capacity and functionals in H −1 ̺ . In particular, modifying slightly arguments from [6] and [10] one can prove the following theorems.
Theorem 2.2. A Radon measure ν vanishes on sets of zero cap Q T capacity if and only if it admits a decomposition µ = Φ + k,
. In the paper we will use also another notion of capacity, the so called parabolic capacity, which appears when considering the natural space of strong solutions of variational inequalities, i.e. the space W ̺ .
Let Ω = C([0, T ], R d ) denote the space of continuous R d -valued functions on [0, T ] equipped with the topology of uniform convergence and let X be the canonical process on Ω. It is known that for given operator L t defined by (1.1) with a and b satisfying (1.2) one can construct a weak fundamental solution p for L t and then a Markov family X = {(X, P s,x ); (s, x) ∈ QT } for which p is the transition density function, i.e.
for any Γ ∈ B(R d ) (see [30, 38] ). We define the parabolic capacity of a Borel set B ⊂ QT by cap
where m is the Lebesgue measure on R d and
In what follows we say that some property is satisfied quasi-everywhere (q.e. for short) if it is satisfied except of a Borel set of zero capacity cap L . Remark 2.3. It follows directly from the definition of cap L that cap L ({s} × B) > 0 for every s ∈ (0, T ) and B ∈ B(Q T ) such that m(B) > 0. Hence, if some property holds for q.e. (s, x) ∈ QT , then it holds for a.e. x ∈ R d for every s ∈ (0, T ).
From [28] and [29] it follows that the parabolic capacity cap L is equivalent to the following parabolic capacity cap 2 in the analytical sense.
with the convention that inf ∅ = ∞. The parabolic capacity of a Borel B ⊂ QT is defined by
From [29, Proposition 2] it follows that cap 2 is a Choquet capacity. In particular, it follows (see [19, 
Definition 2.6. We say that u : Q T → R is quasi-continuous if u is Borel measurable and [0, T ] ∋ t → u(t, X t ) is a continuous process under the measure P s,x for q.e. (s, x) ∈ QT .
The notion of quasi-continuity defined above is equivalent to the following one: for every every ε > 0 there exists an open set U ε ⊂Q T such that u |Q T \Uε is continuous and cap 2 (U ε ) < ε (see Remark 3.6 and Proposition 3.7 in [36] ). Let us note also that it is known that every u ∈ W ̺ has a quasi-continuous version (see [28] ).
Diffusions corresponding to divergence form operators
and define G as the completion of F s T with respect to the family P = {P s,µ : µ is a probability measure on
We will say that a family
A s,· has P s,x -almost all continuous trajectories for q.e. (s, x) ∈ QT , then A is called a continuous AF (CAF), and if A s,· is an increasing process under P s,x for q.e. (s, x) ∈ QT , it is called an increasing AF or positive AF. If M is an AF such that for q.e. (s, x) ∈ QT , E s,x |M s,t | 2 < ∞ and E s,x M s,t = 0 for t ∈ [s, T ] (E s,x is the expectation with respect to P s,x ), it is called a martingale AF (MAF). We say that A is an AF (CAF, increasing AF, MAF) in the strict sense if the corresponding property holds for every (s, x) ∈ QT . Finally, we say that A is a quasi-strict AF (CAF, increasing AF, MAF) if the corresponding property holds under P s,x for every (s, x) ∈ QT on (s, T ] and for q.e. (s, x) ∈ QT on [s, T ]. Since in what follows, except of Proposition 3.3, we will consider exclusively quasi-strict AFs, we will call it briefly additive functionals.
Fukushima's decomposition and decomposition in the sense of Föllmer
It is known (see [23, 33] ) that there exist CAF A in the strict sense and a continuous MAF M in the strict sense such that
for every (s, x) ∈ QT , and moreover, M s,· is a ({G s t }, P s,x )-square-integrable martingale on [s, T ] with the co-variation given by
while A s,· is a process of P s,x -zero-quadratic variation on [s, T ], i.e. A s,s = 0 and
)-Dirichlet process in the sense of Föllmer. One can show also that M is a MAF of locally zero-energy and A is a CAF of locally finite energy (see [33] and [31, 32] for time-homogeneous diffusions), i.e. (3.1) coincides with Fukushima's decomposition for X.
Observe that if σσ * = a then by (3.2),
is a ({G s t }, P s,x )-Wiener process.
The Lyons-Zheng decomposition
Additional information on the structure of A of decomposition (3.1) provides the Lyons-
In the sequel, for a process Y on [s, T ] and fixed measure P s,x we writeȲ
From [33] it follows that under P s,x the canonical process X admits the decomposition
where M s,· is the martingale of (3.1) and N
Observe that co-variation of N s,x does not depend on x ∈ R d .
Remark 3.1. From (2.7) in [30] it follows that
Hence, if we putM
, P s,x )-martingale and under P s,x the process X admits the decomposition [25] .
Forward-backward integrals
and let S be some class of real functions defined on Q T . To simplify notation, in what follows we writef
Similarly to [35, 37] , using (3.5) we set under the measure P s,x ,
for s ≤ u ≤ t ≤ T , whereθ = T + s − θ. By Proposition 7.6, all integrals on the right-hand side of (3.7) are well defined for every (s, x) ∈ QT . The interest in the integral defined above comes from the fact that iff is regular then
(see [35] ), which enables one to extend the integral on the left-hand side of (3.8) tō f ∈ B loc b (Q T ). Our first goal is to extend the class of functions for which (3.7) is well defined for q.e. (s, x) ∈ QT . In view of (1.2), (3.2), (3.6) and Proposition 7.6, to define integrals with respect to the forward and backward martingales it suffices to assume that f ∈ L 2,̺ (Q T ). The main problem is to define integral with respect to α s,x , because the gradient of p is not square-integrable (see [1] ) and α s,x depends on (s, x). The latter fact makes difficulties in applying the Markov property of X to get existence of the integral.
We start with the investigation of integrals with respect to α s,x in case of timehomogeneous diffusions. Let {(X, P x ); x ∈ R d } be a Hunt process associated with the Dirichlet form (1.5).
It is known that if a is piecewise smooth (see [11] for details) then there exists M > 0 such that
Hence, by the elementary calculations,
On the right-hand side of the above inequality we recognize the Riesz potential of order 1. Therefore repeating arguments from the proof of [16, Proposition 3.6] shows that for every f ∈ L 2,loc (R d ),
for E-q.e. x ∈ R d . The following example shows that in the time-dependent case the condition f ∈ L 2,̺ (Q T ) is insufficient to guarantee (3.9) even if a is smooth. 
Suppose that f is nonnegative and does not depend on x. Then
i.e. w(s, x) does not depend on x. Now, let us fix t 0 ∈ (0, T ). Since the function
We will extend the integral side of (3.7) tof ∈ L 2,̺ (Q T ) by using approximation. Proposition 3.3. Let p > 0 and let A, A n , n ∈ N, be CAFs of X such that
for a.e. (s, x) ∈ QT . Then there exists a subsequence {n ′ } of {n} such (3.10) holds along {n ′ } for q.e. (s, x) ∈ QT .
Proof. Set B = {(s, x) : E s,x sup s≤t≤T |A n s,t − A s,t | p 0} and let τ = inf{t ∈ [s, T ] : (t, X t ) ∈ K}, where K is a compact subset of B. Since (X, P s,x ) is a Feller process, τ is a {G s t }-stopping time. Hence, by the strong Markow property with random shift and additivity of A n and A,
, where Π is the finite measure defined by the formula
Using the Borel-Cantelli lemma we can chose a subsequence (still denoted n) such that T n,m → 0, Π-a.e.. In particular, T n,m (s, x) → 0, P s,x -a.s. for a.e. (s, x) ∈ Q T . Hence P s,x (τ < ∞) = 0 for a.e. (s, x) ∈ Q T , and consequently cap L (K) = 0. Hence, by Remark 2.5, cap L (B) = 0.
Corollary 3.4. Let p > 0 and let A be a CAF of X such that
for a.e. (s, x) ∈ QT . Then (3.11) holds for q.e. (s, x) ∈ QT .
Hence, by Proposition 3.3, there exist a subsequence (still denoted {n}) and some process D s,x such that E s,x sup s≤t≤T |A n s,t − D To prove uniqueness, suppose thatD is another process having the properties of
. Let {n} be a subsequence such that (3.12) holds with the pairs (f n , D), (ḡ n ,D) and (f n ,ḡ n ). For the latter pair it is possible thanks to Proposition 3.3 and the the following convergence
which is a consequence of convergence of {f n }, {ḡ n } and Proposition 7.6. Finally for q.e. (s,
and the proof is complete.
Remark 3.6. For every (s, x) ∈ QT and s < r ≤ t ≤ T the integrals on the righthand side of (3.7) are well defined P s,x -a.s. This follows from Aronson's estimates and Proposition 7.4(ii), because
and
and let D be the CAF of Proposition 3.5. Then P s,x -a.s.,
Proof. Let {f n } ⊂ B b (Q T ) be such that (3.12) holds q.e.. Then by (3.7),
s,θ , and the result follows from (3.12), (3.14) and (3.15) .
Put N = N 1 ∩ N 2 , where for all 0 ≤ s < r ≤ t ≤ T , and for fixed (s, x) ∈ N c we set
Under stronger integrability conditions on f all integrals on the right-hand side of (3.7) are defined for q.e (s, x).
Proof. By (7.3),
From Proposition 7.6 it follows that the right-hand side is finite for a.e. (s, x) ∈ QT . Hence, by Corollary 3.4, it is finite for q.e. (s, x) ∈ QT . The result now follows from Corollary 3.8.
(ii) There exists subsequence (still denoted by {n}) such that for q.e. (s, x) ∈ QT ,
Proof. (i) follows easily from (3.14) and (3.15).
(ii) follows from Proposition 3.3, because
Time-inhomogenous additive functionals and Dirichlet processes
In this section we will be concerned with conditions on u under which the functional
Definition 4.1. We say that CAF A of finite variation is locally finite (square-integrable) if for every η ∈ C + 0 (Q T ), 
where B is defined by (3.4). 
where
(ii) For q.e. (s, x) ∈ QT decomposition (4.3), (4.4) holds true with r = s. Proof. (i) First note that it is known that if u ∈ W ̺ then there exist f 0 ,f ∈ L 2,̺ (Q T ) such that Lu = f 0 + divf . Let us fix (s, x) ∈ QT . Let Φ ε = f 0 ε + divf ε , where f i ε , i = 0, . . . , d, are standard mollifications of f i , and letf ε = (f 1 ε , . . . , f d ε ). Let u ε (T ) be the standard mollification of u(T ) and u n be a continuous version on Q T of weak solution of the Cauchy problem
where Φ n = Φ ε , u n (T ) = u ε with ε = 1/n. From [34] we know that P s,x -a.s.,
for s ≤ r ≤ t ≤ T , where
Let us define a version of u (still denoted by u) as follows: u(s, x) = lim n→∞ u n (s, x) if the limit exists and zero otherwise. It is known (see [22] ) that u n → u in W ̺ . Next, let
By Proposition 3.3 and (3.14), for every (s, x) ∈ QT and r ∈ (s, T ], X un r,t → X u r,t , M un r,t → M u r,t , A un r,t → A u r,t in L 1 (Ω, P s,x ) uniformly in t ∈ [r, T ]. Therefore passing to the limit in (4.6) we get (4.3), (4.4). By (3.16), for every (s, x) ∈ QT and r ∈ (s, T ],
From this and the fact that
, P s,x -a.s. for every (s, x) ∈ QT we get the first assertion of (i). To prove (ii) it suffices to pass to the limit with r → s + in (4.3) (if the limit exists) and use Corollary 3.4. Since from (i) it follows that · rf (θ, X θ ) d * X θ T r = 0, r ∈ (s, T ], P s,x -a.s. for every (s, x) ∈ QT , to prove (iii) it suffices to show that for q.e (s, x) ∈ QT there exists the covariation
under P s,x . But the last statement is a direct consequence of Proposition 3.9. Finally, to prove (iv) let us set B = {(s, x) ∈ Q T : lim sup m→∞ E s,x t i ∈Πm |A s,t i+1 − A s,t i | 2 > 0} and τ = inf{t ∈ [s, T ] : (t, X t ) ∈ K}, where K is a compact subset such that K ⊂ B. Then by strong Markov property with random shift and additivity of A,
and define the measure Π as in the proof of Proposition 3.5. Since we know already that A s,· T s = 0 under P s,x for a.e. (s, x) ∈ Q T , it follows that T n ∧ M → 0 in L 1 (Q T × Ω, Π) and hence that there exists a subsequence (still denoted by m) such that T m → 0, Π-a.e.. Therefore T m (s, x) → 0, P s,x -a.s. for a.e. (s, x) ∈ Q T , which proves that cap L (K) = 0, hence that cap L (B) = 0 by Remark 2.5.
̺ ) there exists a unique CAF A of zero quadratic variation such that
for any decomposition of Φ of the form
In the sequel we write t r dΦ(θ, X θ ) = A r,t , s ≤ r ≤ t ≤ T or Φ ∼ A if A is the CAF corresponding to Φ ∈ L 2 (0, T ; H −1 ̺ ) in the sense of the above corollary. It is worth mentioning that the decomposition (4.3) implies Fukushima's decomposition of X u into martingale AF of finite energy and CAF of zero energy (for related results for time-independent u see [33] ). To state the result, let us recall first the definition of energy of time-inhomogeneous additive functionals of X and its basic properties. (whenever the limit exists), and we put e(A) = e(A, A).
One can check that the energy has the following properties. 
From the above inequality the result easily follows. Proof. Using (4.2) and Proposition 7.6 one can check that e(M u ) ≤ C ∇u 2 2,̺,T < ∞. To prove that e(A u ) = 0 let us write Lu = Φ and define Φ n , A un as in the proof of Theorem 4.3. Since the CAF A un has finite variation, direct calculation shows that e(A un ) = 0. From this, Lemma 4.7 and property (i), it follows that
for n ∈ N which completes the proof.
Continuous additive functionals of zero-quadratic variation
Given CAF A we set 
, and if
where N is defined in Corollary 3.8. 
Hence, by Proposition 7.6 and Theorem 7.1,
Consequently, E s,x T s |A s,t | 2 dt < ∞ for a.e. (s, x) ∈ QT and hence for q.e. (s, x) ∈ QT by Corollary 3.4.
be such that Φ = f 0 + divf . Our next goal is to define the integral with respect to A and show that A is determined by its α-potential.
Observe that from (3.14), (3.15) it follows that all the integrals on the right-hand side of (5.2) are well defined. Moreover, setting
we see that cap L (N 2 ) = 0 and for every (s, x) ∈ N c 2 the right-hand side of (5.2) converges P s,x -a.s. to a finite limit as r → s + . Thus, (5.2) defines a CAF of X.
From the following proposition it follows in particular that η · A does not depend on the choice of f 0 ,f in the decomposition of Φ.
For every bounded η ∈ W ̺ there exists a sequence {A n } of locally finite CAFs of finite variation such that for q.e. (s, x) ∈ QT ,
(ii) There exists a sequence {A n } of locally finite CAFs of finite variation such that for every bounded η ∈ W ̺ , (s, x) ∈ QT and r ∈ (s, T ],
Proof. Let A n = A un , where A un is defined as in the proof of Theorem 4.3. Then the second part follows immediately from the definition of η · A n , η · A and (3.14), (3.15) .
To prove the first part, let us observe that by Proposition 7.6,
so the result follows from Proposition 3.3.
Remark 5.3. Notice that from Proposition 5.2 it follows that if A is a CAF of finite variation corresponding to some Φ ∈ L 2 (0, T ; H −1 ̺ ) then the usual Lebesgue-Stieltjes integral · s η(t, X t ) dA s,t and the integral in the sense of (5.2) coincide.
Using the definition (5.2) of the integral with respect to additive functionals of zeroquadratic variation we can define Laplace transform of such an additive functional.
For α > 0 we put
In case A is a CAF of finite variation, the integral in (5.3) is the usual Lebesgue-Stieltjes integral which is well defined for all η ∈ C b (Q T ).
In the sequel we denote
. Indeed, the first assertion follows immediately from the fact that R α ξ is a strong solution of the Cauchy problem (α + L)u = −ξ, u(T ) = 0 and the representation formula
The second assertion follows from the formula
and integrability of ∇ x p(s, x, ·, ·) proved in [1, Theorem 10].
Proposition 5.4. Let A be CAF associated with some Φ ∈ L 2 (0,
Proof. Let η ∈ R β (B b (Q T )) and ξ ∈ B b (Q T ) be such that η = R β ξ. By Proposition 5.2, for every (s, x) ∈ QT and r ∈ (s, T ],
for some sequence {A n } of CAFs of finite variation. By results proved in [34] and elementary calculations, for every (s, x) ∈ QT we have
Hence applying the integration by parts formula to A n r,· (e −α(·−s) η(·, X · )) and letting n → ∞ we conclude that for every (s, x) ∈ QT under the measure P s,x ,
for s < r ≤ t ≤ T . Since η, ∇η ∈ B b (Q T ) and r → η(r, X r ) is continuous, letting r → s + we get (5.4) for (s, x) ∈ D(A). From (5.4) with r = s the proposition easily follows.
Proposition 5.5. Let A, D be CAFs associated with some functionals in
Proof. Without lost of generality we may assume that
It is well known (see [22] ) that U α η ∈ W ̺ ∩ C b (Q T ), so the above equality makes sense. Using the Markov property, Proposition 5.2 and Fubini's theorem we have that for every (s, x) ∈ QT and r ∈ (s, T ]
Passing to the limit with r → s + for every (s, x) ∈ D 0 (A) we get that
By the above and the assumptions it follows that
for (s, x) ∈ D 0 (A) by the well known properties of the Laplace transform. Consequently, using the Markov property and additivity of A, D for every 0
By induction, we get
T from which the lemma follows.
6 The semimartingale structure of additive functionals
In this section we proceed with the study of the structure of the functional X u . We will be concerned with additional conditions on u ∈ W ̺ under which X u is a semimartingale. Let S c denote the set of all positive measures on Q T such that µ |Q T ≪ cap and µ({0} × R d ) = µ({T } × R d ) = 0, and let S c 0 be the set of measures µ ∈ S c for which there exist Φ ∈ L 2 (0, T ; H −1 ̺ ) such that (2.1) holds for every η ∈ C ∞ c (Q T ). First we assume that Lu ≡ ∂u ∂t + L t u ∈ S c 0 − S c 0 and then we consider the case where Lu ∈ M.
Of course, the first assumption implies the second one, but in general the converse implication is not true (see, e.g., [20, Example I.1]). Let us remark also that in general the functional Lu is not a measure. For instance, if d = 1, and Lu = f ′ , then Lu is a measure iff f is locally of finite variation (see, e.g., [2, Proposition 3.6]). Finally, it is worth noting that the first assumption on the decomposition of Lu appears naturally when considering obstacle problems (see, e.g., [26] and references therein).
Proposition 6.1. Assume that u ∈ W ̺ , Lu ∈ S c 0 − S c 0 . Then there exist a quasicontinuous version of u (still denoted by u) and square-integrable positive CAFs C, R such that for every (s, x) ∈ QT ,
for all ξ ∈ C 0 (Q T ), where µ 1 , µ 2 ∈ S c 0 are such that Lu = µ 1 − µ 2 . Moreover, for q.e. (s, x) ∈ QT , (6.1), (6.3), (6.4) hold with r = s.
Proof. By Theorem 4.3 there exists CAF A u such that (4.3) holds. We are going to show that A u is a CAF of finite variation. Since
n , g 0 n ,f n ,ḡ n denote standard mollifications of f 0 , g 0 ,f ,ḡ, respectively, and let µ n 1 = f 0 n + divf n , µ n 2 = g 0 n + divḡ n . It is clear that µ n 1 , µ n 2 are positive and
for 0 ≤ s < r ≤ t ≤ T . It is clear that for every (s, x) ∈ QT , A u r,t = C r,t − R r,t , 0 ≤ s < r ≤ t ≤ T, P s,x -a.s..
By (3.14) , (3.15) , for every (s, x) ∈ QT and r ∈ (s, T ],
which implies (6.1). Now, let v ∈ W ̺ be such that Lv = µ 1 and v(T ) = 0. By (6.1), there exists CAFC such that X v = M v +C in the sense of (6.1). Since C,C satisfy (6.5), C =C. Hence, by Aronson's upper estimate and a priori estimates for PDEs,
which proves (6.2). To show (6.3), (6.4) let us fix (s, x) ∈ QT , r ∈ (s, T ] and choose ξ ∈ C ∞ 0 (Q T ) so that ξ1 Q s+δ = 0 for some δ ∈ (0, T − s). Then, by Proposition 7.4, η = ξp(s, x, ·, ·) ∈ L 2 (0, T ; H 1 ̺ ) and
by (6.2), (6.7) and the fact that
. From this we easily get (6.3) and (6.4). Passing to the limit with r → s + in (6.1) and using (6.5), (6.6) and Corollary 3.4 we get (6.1) with r = s for q.e. (s, x) ∈ QT . Similarly, passing to the limit with r → s + in (6.3) and (6.4) and using (2.2) we get (6.3) and (6.4) with r = s for q.e. (s, x) ∈ QT .
From now on we write C ∼ µ if CAF C is associated with measure µ in the sense of (6.3). From the above theorems we get in particular the well known Revuz correspondence for smooth measures. However in the case of diffusion process (X, P s,x ) this correspondence might be expressed via density of the process which we present in the following corollary.
Remark 6.2. Repeating proofs of Lemmas 2.2.8 and 2.2.9 in [19] with one can show that if µ ∈ S c then there exists a sequence {F n } (called nest) of closed subsets ofQ T such that µ(Q T \ +∞ n=1 F n ) = 0, lim n→∞ cap(K − F n ) = 0 for every compact K ⊂Q T and 1 Fn dµ ∈ S c 0 for every n ∈ N.
Definition 6.3. We say that dK :
Remark 6.4. By results proved in [27] one can associate with the operator L a Hunt process {(Z t ,P z ), t ≥ 0, z ∈ R d+1 }. Actually, it follows from [27] thatP z coincides with P s,x for z = (s, x) ∈ QT and that Z t = (τ (t), X τ (t) ), where τ is the uniform motion to the right, i.e. τ (t) = τ (0) + t and τ (0) = s under P s,x .
Lemma 6.5. Let {dK n } be a sequence of random measures. Assume that for (s, x) ∈ F ⊂ QT there exist random elements dK s,x : (Ω,
Then there exists a random measure dK such that dK s,x = dK, P s,x -a.s.
for every (s, x) ∈ F .
Proof. Let n 0 (s, x) = 0 and let
By the Borel-Cantelli lemma, for every (s, x) ∈ F the limit in (6.8) exists P s,x -a.s. and dL s,x = dK s,x , P s,x -a.s.. Putting dK(ω) = dL Z 0 (ω) we get random measure having the desired properties.
Let µ ∈ S c . In what follows by dµ(·, X · ) we denote random measure such that for q.e. (s, x) ∈ QT ,
for every ξ ∈ B + (Q T ).
Corollary 6.6. For every µ ∈ S c there exists a unique random measure dµ(·, X · ). Moreover, for every µ ∈ S c 0 and s ∈ [0, T ), 
otherwise, where Φ n are defined as in the proof Theorem 4.3, satisfy the assumptions of Lemma 6.5. Hence there exists a unique random measure dµ(·, X · ) such that t s dµ(θ, X θ ) = A µ s,t , s ≤ t ≤ T, P s,x -a.s. for q.e. (s, x) ∈ QT . Therefore, by (6.11),
Integrating (6.12) with respect to ̺ 2 dm and using Proposition 7.2 yields
for every r ∈ (s, T ], the last inequality being a consequence of Theorem 7.1. The result now follows from Fatou's lemma. Now, let µ ∈ S c . Then, by Remark 6.2, there exists a nest {F n } such that µ n = 1 Fn dµ ∈ S c 0 . By what has already been proved, for each n ∈ N there exists the random measure dµ n (·, X · ). Let us observe that if n ≤ m then 1 Fn dµ m = dµ n , which implies that
. By Lemma 6.5 it follows that there exists random measure dK such that dK = lim n→∞ dµ n (·, X · ) in M + [0, T ] in probability P s,x for q.e. (s, x) ∈ QT . It is clear that dK satisfies (6.9). Therefore dK = dµ(·, X · ).
Remark 6.7. Let u satisfies the assumptions of Proposition 6.1. Then by (6.1) and a priori estimates for BSDEs (see [13] ), for every (s, x) ∈ QT and r ∈ (s, T ],
3), (6.4) are satisfied with r = s. Consequently, by Corollary 6.6, for each fixed s ∈ [0, T ), (6.1), (6.3), (6.4) are satisfied for a.e. x ∈ R d . If s ∈ (0, T ) this follows also from the fact that cap L ({s} × B) > 0 for every B ∈ B(Q T ) such that m(B) > 0. Definition 6.8. We say that X u is a locally finite semimartingale if it is a semimartingale under P s,x for q.e. (s, x) ∈ Q T and its finite variation part is a locally finite CAF.
Let us remark that the class of locally finite semimartingales appears naturally when considering Revuz duality for additive functionals (see [18] ).
The next theorem shows that the condition Lu ∈ M is necessary and sufficient for X u to be locally finite semimartingale.
Theorem 6.9. Let u ∈ W ̺ .
(i) Lu ∈ M iff X u is a locally finite semimartingale.
(ii) Assume that Lu ∈ M. Let µ = Lu and let A u denote the finite variation part of X u . Then dA u = dµ(·, X · ).
Proof. Suppose that Lu ∈ M and let µ = Lu. From Theorem 2.2 it follows that µ ≪ cap. Let µ = µ + − µ − be the canonical decomposition. Of course, µ + µ − ≪ cap. Hence, by Theorem 2.1, there exist γ 1 , γ 2 ∈ S c 0 and
By Aronson estimates, for every η ∈ C 0 (Q T ),
From the above and Proposition 3.3 it follows that for q.e. (s, x) ∈ QT the functional D u is well defined and
, P s,x -a.s. for q.e. (s, x) ∈ QT with A u , M u as in Theorem 4.3. We shall show that A u = D u . In view of Proposition 5.5, to prove this it suffices to show that for every η ∈ W ̺ ∩C c (Q T ),
(6.14)
Then by Theorem 4.3,
Now, assume that X u is a locally finite semimartingale. Without lost of generality we may and will assume that b = 0. The general case can be handled easily by using Girsanov's theorem, because under the change of measure removing the drift term in the decomposition of X u new terms of finite variation appear (see e.g. [35, Section 4] for details). Then A u from the decomposition of X u of Theorem 4.3 is of finite variation. Given η ∈ C c (Q T ) put
By the assumption, the above integral is well defined and the functional µ is continuous with respect to the uniform convergence on compacts, which implies that µ is a measure. We shall show that
P s,x -a.s. for q.e. (s, x) ∈ QT . Integrating by parts we get
a∇η, ∇u (t, X t ) dt. (6.15) Notice that R α ξ̺ −2 ∈ L 2 (Q T ) if ξ ∈ C ∞ c (Q T ). This follows from Proposition 7.2 and the fact that (see, e.g., [28] ). Integrating (6.15) with respect to x and using symmetry of the operator L t we get u(0), η(0) 2 = u(T ), η(T ) 2 − u, ∂η ∂t 2,T + u, L t η 2,T − Q T η dµ, which proves that Lu, η 2,T = Q T η dµ for all η ∈ R α (C ∞ c (Q T )). That Lu = µ now follows from strong continuity of the resolvent.
Using Theorem 6.1 one can prove useful estimate for the first moment of the supremum of X u in terms of the norm of u in W ̺ . This proves the desired estimate because the imbedding of W ̺ into the vector space
is continuous (see, e.g., [24] ).
To estimate the second moment of the supremum of X u we assume that Lu ∈ S c 0 −S c 0 . It is worth noting that solutions of parabolic equations with the right-hand side in L 2,̺ (Q T ) and solutions of unilateral or bilateral problems satisfy that assumption. where µ + , µ − ∈ S c 0 and Lu = µ + − µ − . Proof. By Theorem 6.1, X u admits the decomposition (6.1) for q.e. (s, x) ∈ QT . Therefore one can prove the desired estimate by the same method as in the proof of Corollary 6.10.
Appendix
For convenience of the reader we collect here some estimates for diffusions X associated with L t and related estimates on the fundamental solution p of L t and weak solutions of the Cauchy problem ∂u ∂t + L t u = −Φ, u(T ) = ϕ (7.1) (PDE(ϕ, Φ) for short), where Φ ∈ L 2 (0, T ; H −1 ̺ ). Recall that u ∈ W ̺ is a strong solution of PDE(ϕ, Φ) if for any η ∈ L 2 (0, T ; H 1 ̺ ), We now provide useful estimates for moments of X.
Lemma 7.3. For every p ≥ 1 there is C depending only on λ, Λ, d, T and p such that
Proof. By [38] there exist C 1 , C 2 > 0 such that for every (s, x) ∈ QT and r ≥ 0, P s,x ( sup s≤t≤T |X t − x| > r) ≤ C 1 exp( −C 2 r 2 T − s ).
From this we conclude that for every p ≥ 0,
from which the result follows.
The following estimates for p and weak solutions of (7.1) are known, but originally stated in terms of L p,q,̺ -norms with ̺ ≡ 1. At the expense of minor technical changes their proofs my be adapted to the case of spaces with weight ̺ such that ̺ −1 is a polynomial. For the first proposition see Theorems 5, 7 and 10, and for the second one Theorems 5 and 10 in [1] . 
