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Abstract
Initial data for the spherically symmetric Einstein-Vlasov system is
constructed whose past evolution is regular and whose future evolution
contains a black hole. This is the first example of initial data with these
properties for the Einstein-matter system with a ”realistic” matter
model. One consequence of the result is that there exists a class of
initial data for which the ratio of the Hawking mass
◦
m =
◦
m(r) and
the area radius r is arbitrarily small everywhere, such that a black
hole forms in the evolution. This result is in a sense analogous to the
result [15] for a scalar field. Another consequence is that there exist
black hole initial data such that the solutions exist for all Schwarzschild
time t ∈ (−∞,∞).
1 Introduction
An important question in the study of gravitational collapse is to identify
physically admissible initial data, and it is natural to require that the past
evolution of the data is regular. However, most of the existing mathematical
results which ensure a regular past also ensure a regular future, cf. [22, 16],
which rules out the study of the formation of black holes. The exceptions
being the classical result for dust [19], where some classes of solutions have a
regular past, and the recent result [17] for a scalar field. In the latter work,
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which in part rests on the studies [14, 15], initial data whose past evolution is
regular and whose future evolution forms a black hole is constructed. Now,
neither dust nor a scalar field are realistic matter models in the sense that
they are used by astrophysicists. Dust is a perfect fluid where the pressure is
assumed to be zero, and a scalar field is merely a toy model. Thus, there is
so far no example of a solution to the Einstein-matter system for a realistic
matter model possessing a regular past and a singular future.
In this work we consider collisionless matter governed by the Vlasov
equation, cf. [1] and [25] for an introduction. Although this is a simple
matter model, it has rich dynamics and many features that are desirable of
a realistic matter model. Indeed, it allows for anisotropic pressure, there
is a large number of stable and unstable spherically symmetric and axi-
ally symmetric stationary solutions [8, 21], there is numerical support that
time periodic solutions exist [10], it behaves as Type I matter in critical
collapse [10, 18, 24], and it is used by astrophysicists [12]. The following
theorem is the main result of the present paper.
Theorem 1 There exists a class of initial data J for the spherically sym-
metric Einstein-Vlasov system with the property that black holes form in
the future time direction and in the past time direction spacetime is causally
geodesically complete.
We will see that a consequence of this result is that for any ǫ > 0, initial data
can be constructed with the property that the ratio
◦
m/r of the initial Hawk-
ing mass
◦
m=
◦
m(r), and the area radius r, is less than ǫ everywhere, such
that a black hole forms in the evolution. We formulate this as a corollary.
Corollary 1 Given ǫ > 0, there exists a class Jr of initial data for the
spherically symmetric Einstein-Vlasov system which satisfy
sup
r
◦
m(r)
r
≤ ǫ,
for which black holes form in the evolution.
This result improves the main result of [6] and is analogous to the result [15]
in the case of a scalar field where conditions on the data are given which
ensure the formation of black holes. These conditions give no lower bound
on 2
◦
m/r but involve other restrictions. Another consequence of our result is
the following corollary.
Corollary 2 There exists a class Js of black hole initial data for the spher-
ically symmetric Einstein-Vlasov system such that the corresponding solu-
tions exist for all Schwarzschild time t ∈ (−∞,∞).
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In the future time direction this corollary was shown in [6], the improvement
here is that the solutions exist on the entire real line.
The present result relies in part on the previous studies [2], [5] and [6],
which now will be reviewed. In [5] global existence in a maximal time gauge
is shown for a particular class of initial data where the particles are moving
rapidly outwards. One of the restrictions imposed on the initial data is that
sup
r
2
◦
m(r)
r
< k0, (1.1)
where the constant k0 is roughly 1/10. The situation considered in [6] is in a
sense the reverse since the initial data is such that the particles move rapidly
inwards and the quantity supr 2
◦
m/r is required to be close to one. The
main result of [6] is that data of this kind guarantee the formation of black
holes in the evolution. The analysis in [6] is carried out in Schwarzschild
coordinates, i.e. in a polar time gauge. Now, particles that move inward in
the future time direction move outward in the past time direction. It is thus
natural to try to combine these two results with the goal of constructing
solutions with a regular past and a singular future. The conditions on the
ratio 2
◦
m/r are clearly very different in [5] compared to [6], and moreover,
the Cauchy hypersurfaces are different since a maximal time gauge and a
polar time gauge are imposed in the respective cases. The main reason why
a maximal time gauge is used in [5] is due to the difficulties related to the
so called pointwise terms in the characteristic equations in Schwarzschild
coordinates. In [2] the problem of global existence for general initial data is
investigated under conditional assumptions on the solutions. The analysis
along characteristics is applied to a modified quantity for which the problems
with the pointwise terms in Schwarzschild coordinates do not appear.
In the present work we combine the strategies in [2] and [5] and show
global existence for rapidly outgoing particles in Schwarzschild coordinates.
In particular the result in [5] is improved by showing that the restriction (1.1)
can be relaxed, and for sufficiently fast moving particles 2
◦
m/r is allowed to
be arbitrarily close to one. By combining this result with the result in [6]
we are then able to construct data whose past is regular and whose future
contains a black hole.
The outline of the paper is as follows. In the next section the spheri-
cally symmetric Einstein-Vlasov system is introduced. Global existence for
rapidly outgoing particles is shown in section 3 for two different sets of initial
data which are adapted to Corollary 1 and Corollary 2 respectively. Finally,
in section 4 the proofs of Theorem 1, Corollary 1 and Corollary 2 are given.
3
2 The Einstein-Vlasov system
For an introduction to the Einstein-Vlasov system and kinetic theory we
refer to [1] and [25], and for a careful derivation of the system given below
we refer to [20]. In Schwarzschild coordinates the spherically symmetric
metric takes the form
ds2 = −e2µ(t,r)dt2 + e2λ(t,r)dr2 + r2(dθ2 + sin2 θdϕ2). (2.1)
The Einstein equations read
e−2λ(2rλr − 1) + 1 = 8πr2ρ, (2.2)
e−2λ(2rµr + 1)− 1 = 8πr2p, (2.3)
λt = −4πreλ+µj, (2.4)
e−2λ(µrr + (µr − λr)(µr + 1
r
))− e−2µ(λtt + λt(λt − µt)) = 8πpT . (2.5)
The indices t and r denote partial derivatives. The Vlasov equation for the
density function f = f(t, r, w, L) is given by
∂tf + e
µ−λw
E
∂rf − (λtw + eµ−λµrE − eµ−λ L
r3E
)∂wf = 0, (2.6)
where
E = E(r, w,L) =
√
1 + w2 + L/r2. (2.7)
Here w ∈ (−∞,∞) can be thought of as the radial component of the mo-
mentum variables, and L ∈ [0,∞) is the square of the angular momentum.
The matter quantities are defined by
ρ(t, r) =
π
r2
∫ ∞
−∞
∫ ∞
0
Ef(t, r, w, L) dwdL, (2.8)
p(t, r) =
π
r2
∫ ∞
−∞
∫ ∞
0
w2
E
f(t, r, w, L) dwdL, (2.9)
j(t, r) =
π
r2
∫ ∞
−∞
∫ ∞
0
wf(t, r, w, L) dwdL, (2.10)
pT (t, r) =
π
2r4
∫ ∞
−∞
∫ ∞
0
L
E
f(t, r, w, L) dwdL. (2.11)
Here ρ, p, j and pT are the energy density, the radial pressure, the current
and the tangential pressure respectively. The following boundary conditions
are imposed to ensure asymptotic flatness
lim
r→∞
λ(t, r) = lim
r→∞
µ(t, r) = 0, (2.12)
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and a regular centre requires that
λ(t, 0) = 0. (2.13)
We point out that the Einstein equations are not independent and that e.g.
the equations (2.4) and (2.5) follow by (2.2), (2.3) and (2.6).
As initial data it is sufficient to prescribe a density function
◦
f =
◦
f(r, w,L) ≥ 0 such that
∫ r
0
4πη2
◦
ρ(η) dη <
r
2
. (2.14)
Here we denote by
◦
ρ the energy density induced by the initial distribution
function
◦
f. This condition ensures that no trapped surfaces are present
initially. Given
◦
f, equations (2.2) and (2.3) can be solved to give λ and
µ at t = 0. We will only consider initial data such that
◦
f(r, ·, L) = 0 if
r ≤ ǫ, for some ǫ > 0, or if L ≥ L+, for some L+ > 0. If the initial data is
C1([ǫ,∞[, ] −∞,∞[, [0,∞[) we say that it is regular.
Let us write down a couple of facts about the system (2.2)-(2.12). A
solution to the Vlasov equation can be written
f(t, r, w, L) =
◦
f(R(0, t, r, w, L),W (0, t, r, w, L), L), (2.15)
where R and W are solutions of the characteristic system
dR
ds
= e(µ−λ)(s,R)
W
E(R,W,L)
, (2.16)
dW
ds
= −λt(s,R)W − e(µ−λ)(s,R)µr(s,R)E(R,W,L)
+e(µ−λ)(s,R)
L
R3E(R,W,L)
, (2.17)
such that (R(s, t, r, w, L),W (s, t, r, w, L), L) = (r, w,L) when s = t. This
representation shows that f is nonnegative for all t ≥ 0, ‖f‖∞ = ‖
◦
f‖∞, and
that f(t, r, w, L) = 0 if L > L+. The Hawking mass m of the sphere of area
radius r is given by
m(t, r) = 4π
∫ r
0
η2ρ(t, η)dη, (2.18)
and by integrating (2.2) we find
e−2λ(t,r) = 1− 2m(t, r)
r
. (2.19)
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A fact that we will need is that
µ+ λ ≤ 0.
This is easily obtained by adding the equations (2.2) and (2.3), which gives
λr + µr ≥ 0,
and then using the boundary conditions (2.12). Furthermore, from (2.19)
we get that λ ≥ 0, and it follows that µ ≤ 0.We also introduce the notations
µˆ and µˇ. From equation (2.3) and (2.12) we have
µ(t, r) = −
∫ ∞
r
m(t, η)
η2
e2λ dη −
∫ ∞
r
4πηpe2λ dη =: µˆ+ µˇ. (2.20)
We will need an expression for µˆt. By (2.4) and (2.19) it follows that
mt(t, r) = −4πr2j(t, r)eµ−λ, and we obtain
µˆt(t, r) =
∫ ∞
r
4πj(t, η)e(µ+λ)(t,η)e2λ(t,η)dη. (2.21)
An important quantity is the ADM mass M , given by
M = 4π
∫ ∞
0
r2ρ(t, r)dr. (2.22)
The fact that it is conserved follows by using (2.4) and (2.19).
The following result is given in [2] but since the proof is short we include
it for completeness. By a regular solution we mean a solution which is
launched by regular initial data with compact support.
Lemma 1 Let (f, µ, λ) be a regular solution to the Einstein-Vlasov system.
Then ∫ ∞
0
4πr(ρ+ p)e2λeµ+λdr ≤ 1, (2.23)
∫ ∞
0
(
m
r2
+ 4πrp)e2λeµdr ≤ 1. (2.24)
Proof. Using the boundary condition (2.12) we get
1 ≥ 1− eµ+λ(t, 0) =
∫ ∞
0
d
dr
eµ+λdr
=
∫ ∞
0
(µr + λr)e
µ+λdr.
The right hand side equals (2.23) by equations (2.2) and (2.3) which com-
pletes the first part of the lemma. The second part follows by considering
eµ instead of eµ+λ.
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✷Finally, we note that in [22] and [2] local existence theorems are proved for
compactly supported and non-compactly supported initial data respectively,
and it will be used below that solutions exist on some time interval [0, T [.
3 Global existence for outgoing matter
In order to understand the mechanism behind the global existence result for
outgoing matter we recall the example in [5] and consider the much simpler
Vlasov-Poisson system which is the Newtonian limit of the Einstein-Vlasov
system. Due to the spherical symmetry the maximal force experienced by a
particle at distance r from the origin is −M/r2 in the Vlasov-Poisson case,
where M > 0 is the total mass of the particle ensemble. Hence along any
particle trajectory
d
dt
(
1
2
w2 − M
r
)
= ww˙ +
M
r2
r˙ = w
(
w˙ +
M
r2
)
≥ 0,
as long as its radial velocity r˙ = w = x · v/r ≥ 0. Hence
1
2
w2(t)− M
r(t)
≥ 1
2
w2(0)− M
r(0)
and
1
2
w2(t) ≥ 1
2
w2(0)− M
r(0)
on any time interval on which w(t) remains non-negative. Now let w1 > 0
be an initial lower bound for the radial velocities of the particles in the
ensemble, r1 > 0 an initial lower bound for their distance from the origin,
and assume that
W1 :=
1
2
w21 −
M
r1
> 0.
Then as long as a particle is moving outward,
w(t) > W1, r(t) > r1 +W1t.
This implies that all the particles keep moving outward for all future time.
Let us turn back to the spherically symmetric Einstein-Vlasov system.
The notation below is adapted to the notation in [6] since the aim is to show
that the initial data we construct overlap with the initial data in [6]. Two
different sets of initial data, adapted to Corollary 1 and 2, will be considered
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and two similar results on global existence will be shown below; Theorem 2
and Theorem 3. Let us point out that if the only goal had been to improve
the global existence result for rapidly outgoing particles in [5] then we could
have considered a simpler class of initial data analogous to the data in [5],
cf. Remark 2 below.
Let 0 < r0 < r1 be given and put M = r1/2. Let
◦
fs be data of a steady
state supported in [r′0, r0] and let
Min :=
∫ r0
r′0
4πr2
◦
ρs(r)dr, (3.25)
where
◦
ρs is induced by
◦
fs. The results in [4] guarantee that such steady
states exist if r′0 is sufficiently small, and moreover that
sup
0≤r≤r0
2
◦
m(r)
r
<
8
9
. (3.26)
This implies in particular that 2Min/r0 < 8/9 so that M > 9Min/8. Let
Mout :=M −Min. Let R1 > r1 be such that
R1 − r1 < r1 − r0
6
, (3.27)
and define
R0 :=
1
2
(r1 +R1).
Let L+ > 0 and let W∗ > 0 be such that
|W∗| ≥ 1 +
√
L+
R0
. (3.28)
Let W− > 0 satisfy
|W−| e
−5M
2R0(1−
2M
R0
)
(1− 2M
R0
)3/2 ≥ 3|W∗|. (3.29)
We remark that since W∗ > 0 and W− > 0 in this section, the modulus is
superfluous but it will be needed below. The same remark applies to the
time variable which is non-negative in this section but which will be non-
positive below and we therefore in some situations write the modulus of the
time variable, cf. (3.32). We are now in a position to specify the initial
data. Let
◦
f=
◦
fs +
◦
fm be initial data of ADM mass M such that
supp
◦
fm ⊂ [R0, R1]× [W−,∞[×[0, L+] ,
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and ∫ R1
R0
4πr2
◦
ρm(r)dr =Mout, (3.30)
where
◦
ρm is the induced energy density by
◦
fm.
Remark 1: Note that the condition (4.4) can be arranged by first choos-
ing hm such that supphm ⊂ [R0, R1]× [W−,∞[×[0, L+] and then choosing
an amplitude A ∈ R+ such that fm := Ahm satisfies (4.4).
Before stating the main result in this section we define
κ∗ :=
|W∗|√
1 +W 2∗ + L+/R
2
0
(1− 2M
R0
)e
− M
R0(1−
2M
R0
)
. (3.31)
Theorem 2 Assume that r′0, r0, r1,Min,M,L+, R0, R1,W∗,W− and
◦
f are
given as above, and consider a solution f of the system (2.2)-(2.5), launched
by
◦
f, on its maximal existence interval [0, T [. Then T =∞, and
supp fm(t) ⊂ [R0 + |t κ∗|,∞[×[W∗,∞[×[0, L+], (3.32)
and the resulting spacetime is future causally geodesically complete.
Remark 2: The initial data in the theorem is adapted to match the initial
data constructed in [6]. However, it is important to note that the presence
of the steady state given by fs is not needed if the only aim is to construct
initial data for proving global existence and geodesic completeness. Hence,
by taking fs = 0 and disregard the parameters r
′
0, r0 and Min and thus
consider a simpler class of initial, then Theorem 2 can be directly compared
with the result in [5], and it can be seen to be an improvement of this result.
Proof: We first notice by following the arguments in [6], that the only
way the matter in the outer region r ≥ R0 can affect the static solution is
via the metric function µ. By dropping the time derivatives in the Vlasov
equation we see that in the remaining equation the factor eµ−λ can be can-
celed. Hence, the static Einstein-Vlasov system is formulated in terms of
the quantities f, λ and µr and not µ itself. Therefore f, λ and µr remain
time independent for r ≤ r0. The arguments of the proof will therefore
mainly concern the outer matter given by fm. In particular we will see
that the outer matter which initially is moving outwards will continue to
move outwards, and therefore there is no direct interaction with the steady
state. However, in the last part of the proof which concerns causal geodesic
completeness the steady state will have an influence.
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Let [0, t1[ be the maximal time interval such that for t ∈ [0, t1[ and
(r, w,L) ∈ supp fm(t), w > W∗. By continuity t1 > 0. Suppose that
t1 ∈]0, T [, then we must have w = W∗ for some w ∈ supp fm(t1), but we
will show that w > W∗ for all w ∈ supp fm(t1). Thus t1 = T and since the
matter stays strictly away from r = 0 it follows that T = ∞ in view of [2]
or [23].
Consider a characteristic (R(s),W (s), L) with R(0) ∈ [R0, R1] and let
G(t) := E(R(t),W (t), L) +W (t).
Note that G > 0. We have by (2.16) and (2.17) that
dG(s)
ds
= −
[
λt(s,R(s))
W (s)
E(R(s),W (s), L)
+ µr(s,R(s))e
(µ−λ)(s,R(s))
]
G(s)
+
Le(µ−λ)(s,R(s))
R(s)3E(R(s),W (s), L)
. (3.33)
Below we will often suppress the arguments but it should be clear that
R = R(s), µr = µr(s,R(s)) etc. The quantity G, which was first introduced
in [2], is not suitable for the purpose here and the quantity that we will
consider is G(t)eµˆ(t,R(t))(1− 2M/R(t)). We have
d
ds
(Geµˆ(1− 2M
R
)) = −
[
λt
W
E
+ µre
µ−λ
]
Geµˆ(1− 2M
R
)
+
Leµ−λ
R3E
eµˆ(1− 2M
R
) + [µˆr
W
E
eµ−λ + µˆt]Ge
µˆ(1− 2M
R
)
+
2M
R2
W
E
eµ−λGeµˆ
= −
[
λt
W
E
+ µˇre
µ−λ − µˆt
]
Geµˆ(1− 2M
R
)
+
Leµ−λ
R3E
eµˆ(1− 2M
R
)− (1 +
L
R2 )
E
m
R2
eµ+λeµˆ(1− 2M
R
)
+
2M
R2
W
E
eµ−λGeµˆ. (3.34)
Here we used that
µˆr
W
E
eµ−λG− µˆreµ−λG = −
(1 + L
R2
)
E
µˆre
µ−λ = −(1 +
L
R2
)
E
m
R2
eµ+λ.
Consider the second last term in (3.34). In view of (2.19) we have
1− 2M
R(t)
≤ e−2λ(t,R(t)),
10
and we get
−(1 +
L
R2
)
E
m
R2
eµ+λeµˆ(1− 2M
R
) ≥ −(1 +
L
R2
)
E
m
R2
eµ−λeµˆ.
Now, since W ≥W∗ on [0, t1], and since R(t) ≥ R0, we get in view of (3.28)
that
− (1 +
L
R2
)
E
m
R2
eµ−λeµˆ +
2M
R2
W
E
eµ−λGeµˆ
≥
(
− (1 +
L
R2
)
E
+
2WG
E
) m
R2
eµ−λeµˆ ≥ 0. (3.35)
Hence we have
d
ds
(
Geµˆ(1− 2M
R
)
)
≥ −
[
λt
W
E
+ µˇre
µ−λ − µˆt
]
Geµˆ(1− 2M
R
). (3.36)
This implies that
G(t1)e
µˆ(t1,R(t1))(1− 2M
R(t1)
)
≥ e−
∫ t1
0 [λt(s,R(s))
W
E
+µˇr(s,R(s))e(µ−λ)(s,R(s))−µˆt(s,R(s))]dsG(0)eµˆ(0,R(0))(1− 2M
R(0)
).
(3.37)
Let γ be the curve
γ := {(t, r) : 0 ≤ t ≤ t1, r = R(t)}.
The time integral in (3.37) can be written as
∫
γ
e(−µ+λ)(t,r)λt(t, r) dr +
(
e(µ−λ)(t,r)µˇr(t, r)− µˆt(t, r)
)
dt. (3.38)
We will apply Green’s formula in the plane to this curve integral. Let
R∞ ≥ R1 + t1, so that f(·, R∞, ·) = 0 for t ∈ [0, t1]. Let Γ be the closed
curve
Γ = γ + Ct1 + C∞ + C0,
where
Ct1 := {(t, r) : t = t1, R(t1) ≤ r ≤ R∞},
C0 := {(t, r) : t = 0, R(0) ≤ r ≤ R∞},
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and
C∞ := {(t, r) : t1 ≥ t ≥ 0, r = R∞}.
We have ∮
Γ
e−µ+λλt dr + (e
µ−λµˇr − µˆt) dt
=
∫ ∫
Ω
∂t
(
e−µ+λλt
)
− ∂r
(
eµ−λµˇr − µˆt
)
drdt
=
∫ ∫
Ω
∂t
(
e−µ+λλt
)
− ∂r
(
eµ−λµr − µˆt
)
drdt+
∫ ∫
Ω
∂r
(
eµ+λ
m
r2
)
drdt.
(3.39)
By using (2.5) and (2.21) this identity can be written
∮
Γ
e−µ+λλt dr + (e
µ−λµˇr − µˆt) dt
=
∫ ∫
Ω
eµ+λ
(
2m
r3
− 4π(ρ− p)− 8πpT − 4πe2λj
)
drdt
+
∫ ∫
Ω
eµ+λ
(
(µr + λr)
m
r2
+ 4πρ− 2m
r3
)
drdt
=
∫ ∫
Ω
4πeµ+λ
[
(ρ+ p)e2λ
m
r
+ p− 2pT − je2λ
]
drdt.
(3.40)
Here we used that µr + λr = 4πr(ρ+ p)e
2λ. Since w ≥W∗ > 0 on [0, t1] we
have in view of (2.9) and (2.10) that j > p, and we have
p(1 + e2λ
m
r
) = pe2λ(1− 2m
r
+
m
r
) ≤ pe2λ.
Hence, by dropping the term involving pT due to sign, we thus obtain∮
Γ
e−µ+λλt dr + (e
µ−λµˇr − µˆt) dt ≤
∫ ∫
Ω
4πeµ+λρe2λ
m
r
drdt
≤
∫ ∫
Λ
4πeµ+λρe2λ
m
r
drdt. (3.41)
Here Λ = {(t, r) : 0 ≤ t ≤ t1, R0 ≤ r < ∞}, and the last inequality follows
since the integrand is nonnegative and Ω ⊂ Λ. Next we estimate ρ in terms
of j. Since for w ∈ supp fm(t), 0 ≤ t ≤ t1, we have w ≥W∗ ≥ 1 +
√
L+/R0,
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we get for r ≥ R0,
ρ(t, r) ≤ π
r2
∫ ∞
−∞
∫ ∞
0
f dL dw +
π
r2
∫ ∞
−∞
∫ ∞
0
wf dLdw
+
π
r2
∫ ∞
−∞
∫ ∞
0
√
L
r
f dLdw
≤ 3 π
r2
∫ ∞
−∞
∫ ∞
0
wf dLdw = 3 j(t, r). (3.42)
We estimate the right hand side in (3.41) by using the Vlasov equation from
which it follows that
∂
∂t
(
r2e2λρ(t, r)
)
= − ∂
∂r
(
r2eµ+λj
)
− reµ+λ2je2λm
r
. (3.43)
Since j(t, R0) = 0 and j(t, R∞) = 0, this gives
∫ R∞
R0
r2e2λ(t1,r)ρ(t1, r)dr −
∫ R∞
R0
r2e2λ(0,r)ρ(0, r)dr
= −
∫ ∫
Λ
reµ+λ2je2λ
m
r
drdt.
Thus, we get∫ ∫
Λ
reµ+λ2je2λ
m
r
drdt ≤
∫ ∞
R0
r2e2λρ(0, r)dr ≤ 1
4π
M
1− 2MR0
, (3.44)
where the last inequality follows in view of (2.19) and (2.22). Using inequal-
ity (3.42) we therefore have
4π
∫ ∫
Λ
eµ+λρe2λ
m
r
drdt ≤ 4π
∫ ∫
Λ
eµ+λ3je2λ
m
r
drdt
≤ 4π 1
R0
∫ ∫
Λ
reµ+λ3je2λ
m
r
drdt
≤ 3
2
M
R0(1− 2MR0 )
. (3.45)
In order to obtain an estimate for (3.38) it remains to estimate the boundary
terms since ∫
γ
... =
∮
Γ
... −
∫
Ct1
... −
∫
C∞
... −
∫
C0
...
First we notice that the curve integral along C∞ vanishes since both p and
j, which determine µˇr and µˆt, vanishes for r = R∞. Since j ≥ 0 we have
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that λt ≤ 0, which implies that the integral along C0 can be dropped due
to sign noticing the orientation of C0. The term along Ct1 can be estimated
as follows.
∣∣∣
∫
Ct1
e(−µ+λ)(t,r)λt(t, r)dr +
(
e(µ−λ)(t,r)µˇr(t, r)− µˆt(t, r)
)
dt
∣∣∣
=
∣∣∣
∫ R∞
R(t1)
e(−µ+λ)(t1 ,r)λt(t1, r) dr
∣∣∣ ≤
∫ ∞
R0
4πr e2λ|j(t1, r)| dr
≤ M
R0(1− 2MR0 )
. (3.46)
In the first inequality we used (2.4) and in the second we used (2.19), the
fact that |j| ≤ ρ, and (2.22). We have thus obtained the estimate
∫
γ
e−µ+λλt dr + (e
µ−λµˇr − µˆt) ds ≤ 5M
2R0(1− 2MR0 )
.
Inserting this into the main inequality we get
G(t1)e
µˆ(t1,R(t1))(1− 2M
R(t1)
) ≥ e
−5M
2R0(1−
2M
R0
)
G(0)eµˆ(0,R(0))(1− 2M
R(0)
).
Noticing that µˆ is monotone in r and nonpositive, and that R(0) ≥ R0, we
obtain the inequality
G(t1) ≥ e
−5M
2R0(1−
2M
R0
)
G(0)eµˆ(0,R0)(1− 2M
R0
)
≥ e
−5M
2R0(1−
2M
R0
)
G(0)
√
R0 − 2M
R0
(1− 2M
R0
). (3.47)
Here we made use of the estimate
µˆ(t, R0) ≥ −
∫ ∞
R0
M dη
η2(1− 2Mη )
=
1
2
log
(
1− 2M
R0
)
. (3.48)
We have that G(0) > W (0) ≥ W−, and in view of (3.28) we also have
3W (t) ≥ G(t) on [0, t1]. We now use the condition (3.29) and obtain
3W (t1) ≥ G(t1) > 3W∗.
Thus W (t1) > W∗, and necessarily we have t1 = T . As was pointed out in
the beginning of the proof, since matter stay strictly away from the centre of
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symmetry, T =∞, cf. [2] or [23]. Let us next show that (3.32) holds. From
the characteristic equation (2.16) we can conclude that R(t) ≥ R0+ |κ∗t| in
view of the estimates
e−λ(t,R(t)) =
(
1− 2m(t, R(t))
R(t)
)1/2
≥
(
1− 2M
R0
)1/2
,
and µ(t, R(t)) = µˆ(t, R(t)) + µˇ(t, R(t)) ≥ µˆ(t, R0) + µˇ(t, R0) where µˆ(t, R0)
is estimated by (3.48) and
µˇ(t, R0) = −
∫ ∞
R0
4πηpe2λ(t,η) dη ≥ − M
R0(1− 2MR0 )
.
The latter inequality is analogous to (3.46). We remark that the estimate
R(t) ≥ R0+ |κ∗t| is rough and can be improved by using arguments from [9].
In order to complete the proof of the theorem we have to show that any
causal geodesic is complete. We follow the argument in [5] and introduce
the coordinates
x0 = t, x1 = r sin θ cosφ, x2 = r sin θ sinφ, x3 = r cos θ.
In these coordinates the metric becomes
g00 = −e2µ, g0a = 0, gab = δab + (e2λ − 1)xaxb
r2
,
where Latin indices a, b run from 1 to 3 and xa = δabx
b. Let us now con-
sider an arbitrary future directed, time-like or null geodesic, i.e., a solution
(xγ(τ), pγ(τ)) of the geodesic equations
dxγ
dτ
= pγ ,
dpγ
dτ
= −Γγδǫ pδpǫ,
where Greek indices γ, δ, ǫ run from 0 to 3, Γγδǫ are the Christoffel symbols,
and
p0 > 0, gγδp
γpδ = −m2 ≤ 0.
We notice that before we had m = 1 which means that the particles in
our system have rest mass 1, but for causal geodesic completeness we need
to consider any m ≥ 0. Such a geodesic exists on a maximally extended
interval [0, τ+[, and future geodesic completeness means that τ+ =∞ for all
such geodesics.
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The following relations between the variables r, w, L, and pγ hold:
E = eµ p0,
w =
xap
a
r
eλ,
L
r2
= δabp
apb −
(
xap
a
r
)2
,
where we now re-define
E = E(r, w,L) =
√
m2 + w2 + L/r2.
Since dt/dτ = p0 > 0 we can re-parameterize the geodesic by coordinate time
t ∈ [0, t+[. We remark that since there is no matter in the region r ≤ r′0
the arguments in [2, 23], which apply to any causal geodesic, imply that
t+ = ∞. This will nevertheless be shown below. The arguments in [2, 23]
are however not sufficient to conclude that τ+ =∞ since E and p0 may grow
in time. We now show that E and p0, in the present situation, are bounded
for any causal geodesic which then implies that τ+ =∞.
We call the domains [0, r′0], [r
′
0, R0], and [R0,∞[ the inner vacuum region,
the steady state region, and the outer matter region respectively.
Our strategy is to first show that a geodesic with sufficiently large E,
for which R ≤ R0, will at a later time travel outwards for all times. We will
then apply results from [2].
Remark 3: The analysis given below rests in part on the results in the
previous part of the proof that rapidly outgoing characteristics will continue
to move outwards. However, since we have good control of the metric and
the matter in the domain R(t) ≤ R0 + κ∗t there are alternative approaches
to the one given below to obtain a bound on E.
Consider a causal geodesic (R(t),W (t), L). We now re-define the quan-
tities W∗,W− and κ∗ to adapt these to the causal geodesic we now consider.
Let
W g∗ := max{1 +
√
L+
R0
,m+
√
L
r′0
},
and let W g− > 0 satisfy
W g− e
−5M
2R0(1−
2M
R0
)
(1− 2M
R0
)3/2 ≥ 3|W g∗ |.
Define
κg∗ :=
|W g∗ |√
1 +W g∗
2
+ L/r′20
(1− 2M
R0
)e
− M
R0(1−
2M
R0
)
.
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We have that along a geodesic
dE
dt
= −
[
λt
W
E
+ µre
µ−λ
]
W, (3.49)
dW
dt
= −
[
λtW + µre
µ−λE − eµ−λ L
r3E
]
, (3.50)
and
dR
dt
=
W
E
e(µ−λ)(t,R(t)) . (3.51)
To control solutions of equation (3.51) we need to estimate eµ−λ. We have
in view of (3.26),
µˆ(t, r′0) ≥ −
∫ r0
r′0
m(t, r) dr
r2(1− 2m(t,r)r )
−
∫ R0
r0
Min dr
r2(1− 2Minr )
−
∫ ∞
R0
M dr
r2(1− 2Mr )
≥ −4 log r0
r′0
+
1
2
log
(
1− 2Min
r0
)
+
1
2
log
(
1− 2M
R0
)
.
Moreover, since the steady state is a given regular solution we have that p
is uniformly bounded on r ∈ [r′0, r0]. This gives
µˇ(t, r) = −
∫ r0
r′0
4πr e2λp dr −
∫ R0
r0
4πr e2λp dr −
∫ ∞
R0
4πr e2λp dr
≥ −C − Min
r0(1− 2Minr0 )
− M
R0(1− 2MR0 )
, (3.52)
in analogy with estimate (3.46) and where (3.26) was used to bound e2λ on
[r′0, r0]. Since e
−λ =
√
1− 2m(t, r)/r is strictly positive we have that for
some constant C0 > 0
e(µ−λ)(t,r) ≥ C0 for r ∈ [0,∞[. (3.53)
Define
P :=
C0√
m2 + 1 + L/r′20
.
It follows that a geodesic (R,W,L) with |W | ≥ 1 and R ≥ r′0 satisfies
∣∣∣dR
dt
∣∣∣ ≥ P. (3.54)
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Since the aim is to show that E is bounded we can assume that for some
t0 ∈ [0, t+[
E(t0) ≥ Y1eY2 +m+
√
L
r′0
, (3.55)
where Y1 ≥ W g− and where Y2 ≥ 0 will be specified below. Note that this
condition implies that
|W (t0)| ≥ Y1eY2 .
We will consider the cases R(t0) ≥ R0; r′0 ≤ R(t0) ≤ R0; and R(t0) < r′0,
and the subcases that W (t0) is positive or negative. Consider the first case
with W (t0) positive. In this case we can directly refer to the arguments
in the previous part of the proof, using the adapted quantities introduced
above, noticing that G(t0) ≥ E(t0) ≥ W g−, to conclude that the geodesic
will travel outwards for all times with R(t) ≥ R0 + κg∗ t. If instead W (t0)
is negative we can assume without loss of generality that the geodesic will
have R(t) = R0 at some time t. This follows in view of (3.54) since the
geodesic must otherwise have |W (t)| ≤ 1 at some time t but then E(t) is
bounded by
√
m2 + 1 + L/R20 and the argument can be restarted at some
later time t0 for which (3.55) holds. Hence we are in the situation of the
second case which we will treat below.
Before continuing with the remaining cases we need some auxiliary re-
sults. The right hand side of (3.50) depends locally on r except for the
function µ. Now µ ≤ 0 and since the steady state situated in r′0 ≤ r ≤ r0
is a given regular static solution, it follows that there is a constant Γ > 0,
such that for |W | ≥ 1 we have
∣∣∣dW
dt
∣∣∣ ≤ Γ|W |, for r ∈ [r′0, R0]. (3.56)
Let
q :=
Γ(R0 − r′0)
P
.
We choose Y2 such that Y2 ≥ 2q + 1. We return to the remaining cases. We
note that in view of (3.49), E is constant in the inner vacuum region. Hence,
in the case where R(t0) ≤ r′0, we can without loss of generality assume that
W (t0) is positive and R(t0) = r
′
0, since if W < 0 the geodesic will continue
inwards for some time, with constant E, reach a turning point whereW = 0
if L > 0, and then it will travel outwards, with positive W , and it cannot
change sign until it hits the steady state region. We remark that if L = 0
the geodesic will pass through the origin and the “turning point” will be
r = 0 where the sign of W changes. Assume now that R(t) ≤ R0 on the
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time interval I := [t0, t0 + ∆t] where ∆t = (R0 − r′0)/P . We then have in
view of (3.50) that
logW (t) ≥ log Y1 + Y2 − Γ∆t ≥ log Y1 + q + 1,
for t ∈ I. This implies in particular, since W (t) ≥ 1, that
|W (t)| eµ−λ√
m2 +W (t)2 + L/R(t)2
≥ P
on I. In view of (3.51) the geodesic has thus necessarily crossed the region
r′0 ≤ r ≤ R0 within the time interval ∆t. Hence R(t) = R0 withW (t) ≥W g−
at some t ∈ I. We can then repeat the arguments in the first case to conclude
that the geodesic continues to travel outwards. We turn to the case where
R(t0) ∈ [r′0, R0]. In the case that W (t0) is positive the argument from the
previous case applies. If W (t0) is negative we have by the same argument
that on the time interval I := [t0, t0 +∆t] the maximum change for log |W |
is q so that R(t) = r′0 at some t with log |W (t)| ≥ log Y1 + q + 1. Thus we
are back in the case where the geodesic is in the interior vacuum region and
the geodesic will turn and have R(t) = r′0 at some later time t with reversed
sign on W (t) so that logW (t) ≥ Y1 + q + 1 and we can repeat the previous
argument.
To conclude we have reduced the situation so that we only need to con-
sider geodesics that satisfy R(t) ≥ R0+κg∗(t− t2) for t ≥ t2 for some t2 ≥ 0.
In the case of a timelike geodesic associated to a particle upper bounds on
G = E +W and H := E −W , and thus on E, are obtained in [2] under the
assumption that there is no matter in the domain {(t, r) : r ≤ ǫ}. These
bounds are however time dependent. The arguments in [2] do not depend
on the rest mass m and are thus unchanged for a causal geodesic. If we
apply these arguments in the present situation, where the geodesic satisfies
R(t) ≥ R0 + κg∗(t − t2), the bounds (4.18) and (4.19) in [2] can in fact be
seen to be time independent. Indeed, we need to reconsider the estimates
in [2] leading to these bounds. For simplicity we put t2 = 0. Let us here
only consider the bound for G since the bound for H follows analogously.
We thus reconsider the estimates of (4.14), (4.15) and (4.17) in [2]. For the
inequality (4.14) in [2] we now get
∣∣ ∫
Ct
4πrje2λdr
∣∣ ≤ 1
R0 + |κg∗t|
1(
1− 2M
R0+|κ
g
∗t|
)
∫ ∞
0
4πr2ρ dr ≤ C(M,R0).
(3.57)
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Since
L
E
≤ R
√
L,
the bound (4.15) in [2] is replaced by
Leµ−λ
R3E
≤
√
L
(R0 + |κg∗t|)2 . (3.58)
Finally, for the term (4.17) in [2] we get
∫ ∫
Ω
8π(ρ− p)eµ+λ dtdr ≤
∫ t
0
∫ ∞
R0+|κ
g
∗s|
8πr2ρ
(R0 + |κg∗s|)2 drds ≤ C(M,R0).
(3.59)
These estimates turn (4.18) in [2] into the time independent bound
G(t) ≤ C(M,R0).
By an analogous argument it follows that also H(t) ≤ C(M,R0), and there-
fore E(t) ≤ C(M,R0). This shows that E is bounded for any causal geodesic.
Now, since µ is bounded from below it follows that p0 and pa are bounded
and thus t+ =∞, and since dt/dτ = p0 we have that τ+ =∞, and the proof
of the theorem is complete.
✷
For the proof of Corollary 1 a slightly different set of initial data is needed.
The reason is that there is no result in the literature which says that there
are steady states of the Einstein-Vlasov system for which m/r is arbitrarily
small everywhere. By numerical simulations,using the code developed in the
work [11], we find nevertheless evidence that this is true. It is on the other
hand known that there are steady states for which 2m/r can be arbitrarily
close to 8/9, cf. [4] and [3].
The set up below is similar to our previous set up with the difference
that the inner matter which is supported in [r′0, r0] is not given by a steady
state.
Let 0 < r′0 < r0 < r1 be given and put M = r1/2. Let L+ > 0 and let
Mout < M be such that
M −Mout
r′0
<
1
2
. (3.60)
Put Min :=M −Mout. Let R1 > r1 be such that
R1 − r1 < r1 − r0
6
, (3.61)
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and define
R0 :=
1
2
(r1 +R1).
Let W∗ > 0 satisfy
|W∗| ≥ 1 +
√
L+
r′0
. (3.62)
Let
◦
f=
◦
fin +
◦
fout be such that
supp
◦
fin ⊂ [r′0, r0]×]W1,∞]× [0, L+], (3.63)
supp
◦
fout ⊂ [R0, R1]×]W2,∞]× [0, L+], (3.64)
where W1 > 0 and W2 > 0 satisfy
|W1| e
−
(
5Min
2r′
0
(1−
2Min
r′
0
)
+ 5M
2R0(1−
2M
R0
)
)
(1− 2Min
r′0
)3/2(1− 2M
R0
)1/2 ≥ 3|W2|, (3.65)
|W2| e
−
(
3Min
2r′
0
(1−
2Min
r′
0
)
+ −5M
2R0(1−
2M
R0
)
)
(1− 2M
R0
)3/2 ≥ 3|W∗|, (3.66)
and such that
Min =
∫ r0
r′0
4πr2
◦
ρin dr, Mout =
∫ R1
R0
4πr2
◦
ρout dr. (3.67)
Define
κ′∗ =
|W∗|√
1 +W 2∗ + L+/r
′2
0
A3/2B,
where
A := min{1− 2Min
r′0
, 1 − 2M
R0
},
and
B := e
−
(
Min
r′
0
(1−
2Min
r′
0
)
+ M
R0(1−
2M
R0
)
)
.
Theorem 3 Assume that r′0, r0, r1, R0, R1, L+,Mout,W∗,W1,W2 and
◦
f are
given as above, and consider a solution f of the system (2.2)-(2.5), launched
by
◦
f, on its maximal existence interval [0, T [. Then T =∞, and
supp f(t) ⊂ [r′0 + |t κ′∗|,∞[×[W∗,∞[×[0, L+], (3.68)
and the resulting spacetime is future causally geodesically complete.
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Proof: The proof follows to a large extent the previous proof and the set
up is identical. For a characteristic originating from [R0, R1], corresponding
to the outer matter, we consider the same quantity
G(t)eµˆ(t,R(t))(1− 2M
R(t)
) (3.69)
as above. We follow the steps identically until we reach inequality (3.41)
where we replace Λ by Λ′ := {(t, r) : 0 ≤ t ≤ t1, r′0 ≤ r ≤ ∞}. The reason for
this modification is that there is no matter at r = r′0 and this fact guarantees
that the boundary terms which result from the identity (3.43) are zero as
before. The estimate (3.44) is now replaced by
∫ ∫
Λ′
reµ+λ2je2λ
m
r
drdt ≤
∫ ∞
r′0
r2e2λρ(0, r) dr
≤
∫ R0
r′0
r2e2λρ(0, r) dr +
∫ ∞
R0
r2e2λρ(0, r) dr
≤ 1
4π
Min
1− 2Minr′0
+
1
4π
M
1− 2MR0
. (3.70)
Using this estimte in (3.45) we get
4π
∫ ∫
Λ
eµ+λρe2λ
m
r
drdt ≤ 4π
∫ ∫
Λ
eµ+λ3je2λ
m
r
drdt (3.71)
≤ 4π 1
R0
∫ ∫
Λ
reµ+λ3je2λ
m
r
drdt
≤ 3
2
Min
r′0(1− 2Minr′0 )
+
3
2
M
R0(1− 2MR0 )
, (3.72)
in place of (3.45). The remaining estimates are unchanged and the condition
(3.66) then ensures that the characteristic we consider satisfies |W (t1)| >
|W∗|.
For a characteristic originating from the interval [r′0, r0] we define the
time tR0 such that if the characteristic reaches r = R0 in the time interval
[0, t1] then this happens at t = tR0 . Note that on the time interval [0, t1] all
particles move outwards so the characteristic can only cross r = R0 once.
On [0, tR0 ] we consider the quantity
G(t)eµˆ(t,R(t))(1− 2Min
R(t)
) (3.73)
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instead of (3.69). The influence from the outer matter can only enter through
the metric coefficient µ and the actual value of µ plays no role in the proof.
We can thus follow the steps in the proof above replacing t1 with tR0 , M
with Min and R0 with r
′
0 until we reach inequality (3.41) where we replace
Λ by Λ′ := {(t, r) : 0 ≤ t ≤ tR0 , r′0 ≤ r ≤ ∞}. We then again use the
estimate (3.72) to replace (3.45). The estimate (3.46) of the boundary term
is slightly changed in this case since the domain of integration is now [r′0,∞].
The estimate (3.46) now becomes
∣∣∣
∫
CtR0
e(−µ+λ)(t,r)λt(t, r)dr +
(
e(µ−λ)(t,r)µˇr(t, r)− µˆt(t, r)
)
dt
∣∣∣
≤
∫ R0
r′0
4πr e2λ|j(tR0 , r)| dr +
∫ ∞
R0
4πr e2λ|j(tR0 , r)| dr
≤ Min
r′0(1− 2Minr′0 )
+
M
R0(1− 2MR0 )
. (3.74)
Similarly the estimate (3.48) also gives two terms by the same splitting,
cf. (3.48). Hence (3.47) becomes
G(tR0)e
µˆ(tR0 ,R(tR0 ))(1− 2Min
R(tR0)
) ≥ e
−
(
5Min
2r′
0
(1−
2Min
r′
0
)
+ 5M
2R0(1−
2M
R0
)
)
×G(0)eµˆ(0,R(0))(1− 2Min
R(0)
),
and inequality (3.47) is then replaced by
G(tR0) ≥ e
−
(
5Min
2r′
0
(1−
2Min
r′
0
)
+ 5M
2R0(1−
2M
R0
)
)
×G(0)(1 − 2M
R0
)1/2(1− 2Min
r′0
)3/2.
Here the estimate (3.48) was modified by splitting the integration domain
in the subintervals [r′0, R0] and [R0,∞] as above which yields
µˆ(0, r′0) ≥
1
2
log
(
1− 2Min
r′0
)
+
1
2
log
(
1− 2M
R0
)
. (3.75)
We use condition (3.65) and obtain
W (tR0) > W2,
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by using the arguments in the previous case.
On the remaining time interval ]tR0 , t1] we again consider the quantity
G(t)eµˆ(t,R(t))(1 − 2M/R(t)) as for a characteristic originating from [R0, R1]
and repeat the arguments in that situation. Note here that R1 is in this
case replaced by R1 + tR0 but this has no influence on the argument. Thus
the first statement of Theorem 3 holds for this class of initial data. We next
consider statement (3.68). If we let
A := min{1− 2Min
r′0
, 1 − 2M
R0
},
we have that e−λ(t,r) ≥ A1/2. We also have
eµˆ(t,r) ≥ (1− 2Min
r′0
)1/2(1− 2M
R0
)1/2, (3.76)
in view of inequality (3.75). Similarly we get
eµˇ(t,r) ≥ e
−
(
Min
r′
0
(1−
2Min
r′
0
)
+ M
R0(1−
2M
R0
)
)
=: B,
analogously to (3.74). Thus if we define
κ′∗ :=
|W∗|√
1 +W 2∗ + L+/r
′2
0
A3/2B,
it follows that (3.68) holds. The proof of causal geodesic completeness fol-
lows the steps in the previous proof but is easier since in this case there is
no steady state present.
✷
4 Proof of Theorem 1
In this section we prove Theorem 1, Corollary 1 and Corollary 2. The
results of Theorem 2 and Theorem 3 are time reversible in the following
sense: by taking initial data as specified in Theorem 2 or in Theorem 3 but
with reversed momenta, disregarding the steady state, so that the outgoing
particles are ingoing, then global existence to the past holds and (3.32) and
(3.68) become
supp f(t) ⊂ [a1 + |a2t|,∞[× ]−∞,W∗] × [0, L+], (4.1)
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where a1 and a2 are equal to R0 and κ∗ respectively r
′
0 and κ
′
∗, and spacetime
is past causally geodesically complete. We denote such initial data by Is
and Ir respectively. We show that there is a sub class of Is and of Ir which
satisfy the conditions in [6]. These conditions guarantee that black holes
form to the future, cf. also [7] where an additional argument is given to
match the definition of a black hole in [13]. We recall the set up and the
conditions on the initial data in [6]. There are two slightly different initial
data sets in [6] which both guarantee the formation of black holes and for
our purpose any of these will do. Let us here give the details of Case (i) on
p.688 in [6].
Let 0 < r0 < r1 be given, put M = r1/2, and fix 0 < Mout < M such
that
2(M −Mout)
r0
<
8
9
. (4.2)
Let R1 > r1 be such that
R1 − r1 < r1 − r0
6
, (4.3)
and define
R0 :=
1
2
(r1 +R1).
Denote by
◦
ρ the energy density induced by the initial distribution function
◦
f. It is required that all the matter in the outer region [r0,∞[ is initially
located in the strip [R0, R1], with Mout being the corresponding fraction of
the ADM mass M , i.e.,∫ ∞
r0
4πr2
◦
ρ(r)dr =
∫ R1
R0
4πr2
◦
ρ(r)dr =Mout. (4.4)
Furthermore, the remaining fraction Min = M −Mout should be initially
located within the ball of area radius r0, i.e.,∫ r0
0
4πr2
◦
ρ(r)dr =Min. (4.5)
If the inner matter is chosen to be a steady state then the solution exists
for all r ∈ [0,∞[ and for all times but generally this is not required and we
define the set
D := {(t, r) ∈ [0,∞[2| r ≥ γ+(t)}, (4.6)
where γ+ is an outgoing radial null geodesic originating from r = r0 > 0,
i.e.,
dγ+
ds
(s) = e(µ−λ)(s,γ
+(s)), γ+(0) = r0. (4.7)
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In this set up we use the following expression for the Hawking mass
m(t, r) =M −
∫ ∞
r
4πη2ρ(t, η) dη,
instead of (2.18). The analysis in [6] is restricted to D since the dynamics
of the inner matter is not essential to conclude that a black hole forms. We
define
Γ(r1, R1) :=
√
R1 − r1
R1 + r1
, (4.8)
and we require that the parameter W− < 0 satisfies
Γ(r1, R1)
2|W−|2 ≥ 10
d
, (4.9)
where
d = min
{
1
2
,
r0
12R1
,
r1 − r0
300R1
}
. (4.10)
We impose the General support condition: For all (r, w,L) ∈ supp ◦f the
following holds:
r ∈]0, r0] ∪ [R0, R1],
and if r ∈ [R0, R1] then w ≤W− and also
0 < L ≤ 3L
η
◦
m(η) + η
◦
m(η), η ∈ [r0, R1]. (4.11)
One of the two classes of initial data specified in [6], which guarantee the
formation of black holes, can now be given. Let
IB :=
{
◦
f | ◦f is regular, satisfies (4.4), (4.5), the general support condition,
and for (r, w,L) ∈ supp ◦f with r ∈ [R0, R1],
√
L/r0 ≤ 1
}
. (4.12)
Corollary 2.3 in [6] shows that if the inner matter is a steady state then the
solution exist for all Schwarzschild time. We denote the subset of IB for
which the inner matter is a steady state by IsB. The initial data sets Is and
Ir satisfy to a large extent the conditions given above and we are now in a
position to define the subsets Js ⊂ Is and Jr ⊂ Ir which satisfy the claims
of Theorem 1. Let
L+ = min{r20, r0Min}. (4.13)
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The set Js is defined by
Js :=
{
◦
f ∈ Is | L+ satisfies (4.13) and W− satisfies (4.9)
}
.
Note that there is no conflict between the conditions (3.29) and (4.9) by
taking |W |− sufficiently large. It is clear that Js ⊂ IsB. Next we consider
the initial data set where both the inner and outer matter move rapidly
inwards. We define
Jr :=
{
◦
f=
◦
fin +
◦
fout ∈ Ir | L+ satisfies (4.13) and W2 satisfies (4.9)
}
.
Since this set is a subset of IB the proof of the theorem is complete.
✷
Proof of Corollary 1: Let ǫ > 0 be given and choose initial data in Jr. By
evolving the data to the past we have by (3.68) that the matter is supported
in the domain {(t, r) : r ≥ r′0 + |κ′∗t|}. Thus, by evolving to time t = −T,
where T is sufficiently large so that
sup
r
m(t, r)
r
≤ M
r′0 + |κ′∗|T
≤ ǫ,
the claim follows by taking as initial data the solution at t = −T .
✷
Proof of Corollary 2: Consider initial data in Js. The statement then
follows by combining Corollary 2.3 in [6] and Theorem 2.
✷
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