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ABSTRACT
We compare elemental abundance patterns of ∼ 200 extremely metal-poor (EMP; [Fe/H]< −3) stars
with supernova yields of metal-free stars in order to obtain insights into the characteristic masses
of the first (Population III or Pop III) stars in the Universe. Supernova yields are prepared with
nucleosynthesis calculations of metal-free stars with various initial masses (M =13, 15, 25, 40 and 100
M⊙) and explosion energies (E51 = E/10
51[erg]= 0.5− 60) to include low-energy, normal-energy, and
high-energy explosions. We adopt the mixing-fallback model to take into account possible asymmetry
in the supernova explosions and the yields that best-fit the observed abundance patterns of the EMP
stars are searched by varying the model parameters. We find that the abundance patterns of the EMP
stars are predominantly best-fitted with the supernova yields with initial massesM < 40M⊙, and that
more than than half of the stars are best fitted with the M = 25M⊙ hypernova (E51 = 10) models.
The results also indicate that the majority of the primordial supernovae have ejected 10−2− 10−1M⊙
of 56Ni leaving behind a compact remnant, either a neutron star or a black hole, with mass in a range
of ∼ 1.5− 5M⊙. The results suggest that the masses of the first stars responsible for the first metal-
enrichment are predominantly < 40M⊙. This implies that the higher mass first stars were either less
abundant or directly collapsing into a blackhole without ejecting heavy elements or that a supernova
explosion of a higher-mass first star inhibits the formation of the next generation of low-mass stars at
[Fe/H]< −3.
Subject headings: stars — Population III, stars — abundances, stars — supernovae — general
1. INTRODUCTION
Nature of the first (Population III or Pop III) stars
is crucial in constraining the environment of stars and
galaxy formation in the early Universe. The most im-
portant characteristic of the Pop III stars is their typ-
ical masses and the initial mass function (IMF). The
masses of the Pop III stars determine the amount of ion-
izing photons emitted during the stellar evolution and
thus they are important in better quantifying contribu-
tion of the Pop III stars to the cosmic reionization (e.g.,
Tumlinson et al. 2004). Furthermore, the Pop III stars
are responsible for the first metal enrichment in the Uni-
verse, which is one of the important condition for the
formation of the first low-mass stars (Bromm & Loeb
2003; Omukai et al. 2005). Thus, amount and compo-
sition of elements synthesized and ejected by the Pop
III stars have significant impacts on subsequent forma-
tion of stars and galaxies (e.g., Bromm & Yoshida 2011;
Karlsson et al. 2013).
Previous theoretical studies on the formation of the
Pop III stars based on cosmological simulations suggest
that the Pop III stars were predominantly very mas-
sive with the characteristic mass exceeds ∼ 100 M⊙
(e.g., Bromm & Larson 2004, and references therein).
Recent high-resolution simulations taking into account
more detailed physical processes, however, predict that
less massive stars with a few tens of M⊙ can form and
that the mass ranges extend from subsolar to thousands
of M⊙ (Hosokawa et al. 2011, 2016; Clark et al. 2011;
Greif et al. 2011; Stacy & Bromm 2013; Stacy et al.
2016; Susa 2013; Susa et al. 2014; Hirano et al. 2014).
The various mass ranges predicted by the simulations
could partly depend on details of the simulation tech-
niques and/or numerical resolutions, and thus a clear
consensus on the characteristic mass has not been estab-
lished yet.
Currently, it is not practically feasible to directly
observe the Pop III stars, which are believed to be
formed at redshifts of 20 − 30. Thus, the important
observational probes of the masses of the Pop III stars
are elemental abundance patterns in long-lived stars so
called extremely metal-poor (EMP; [Fe/H]< −3) stars.
The Pop III stars are initially formed out of primor-
dial (i.e., H and He) gas and produce heavy elements
according to their masses and supernova explosion en-
ergies. The elements are ejected to the interstellar
medium via supernovae, whose elemental yields depend
on mixing and fallback within the progenitor Pop III
SNe (Umeda & Nomoto 2002; Zhang et al. 2008). The
ejecta from the supernova sweep up hydrogen in the in-
terstellar medium with a certain degree of anisotropy,
which determines the abundances (e.g. [Fe/H]) in the
next-generation stars (Audouze & Silk 1995; Greif et al.
2007; Ritter et al. 2012; Sluder et al. 2016). These di-
luted ejecta may cool and fragment, from which low-
mass stars can form, if the energy injection by the
Pop III SNe has not destructed the host dark mat-
ter halo (Kitayama & Yoshida 2005; Whalen et al. 2008;
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Cen & Riquelme 2008; Smith et al. 2015; Ritter et al.
2016; Chen et al. 2017b).
Given these potentially complex nature of the heavy-
element enrichments by the Pop III SNe, which could
be computationally expensive for numerical simulations
to follow the entire pathways, the atmospheric elemen-
tal abundances in EMP stars have provided unique
observational probe to test theoretical predictions on
the physical properties of the Pop III stars and their
supernova explosions. Systematic searches with pho-
tometry and/or low-to-medium-resolution spectroscopy
have identified a number of EMP star candidates (e.g.,
Beers & Christlieb 2005; Frebel & Norris 2015, and ref-
erence therein). The follow-up high-resolution spec-
troscopy has determined detailed abundance patterns of
the EMP stars, which allow us to study the typical prop-
erties of the first supernovae imprinted on their elemental
abundances (Umeda & Nomoto 2003; Suda et al. 2008;
Yong et al. 2013a; Cohen et al. 2013; Aoki et al. 2013;
Roederer et al. 2014).
The following three results have been obtained so far.
First of all, no metal-free stars have been found in the
Milky Way so far, which suggests that the formation
of lower-mass (< 0.8M⊙) Pop III stars, which can sur-
vive until today was suppressed (Hartwig et al. 2015;
Ishiyama et al. 2016; Magg et al. 2018). Secondly, no
clear nucleosynthetic signatures of very massive stars
M ∼ 140 − 300M⊙, such as a very high Si/O ratio re-
sulting from a pair-instability supernova (Nomoto et al.
2013), have been found (see Aoki et al. 2014, for a candi-
date star). It should be noted, however, the current sur-
veys may be biased against finding a star with nucleosyn-
thetic signature of pair-instability Pop III supernovae
because (i) a single pair-instability supernova would en-
rich all the gas within its reach to metallicities well
above the EMP surveys, typically targeted at [Fe/H]<
−3 (Karlsson et al. 2008) and (ii) pair-instability su-
pernovae are so energetic (e.g., Umeda & Nomoto 2002;
Heger & Woosley 2002) and occur in such low densities
(e.g. Whalen et al. 2004; Kitayama et al. 2004) that their
ejecta escape from the halo and would never been incor-
porated into the next-generation of stars.
We also note that extremely massive stars (300M⊙ <
M < 105M⊙) enter the pair-instability region but con-
tinue to undergo gravitational collapse. Yields from
jet-induced explosions of such stars were calculated by
Ohkubo et al. (2006) and found to be consistent with
the abundance patterns of intracluster medium but not
in good agreement with EMP stars (e.g., [O/Fe]).
Finally, the fraction of carbon-enhanced metal-
poor (CEMP) stars increases with decreasing Fe
abundance ([Fe/H]) (Yong et al. 2013b; Placco et al.
2014). The dominance of the CEMP stars among the
lowest-[Fe/H] stars suggests that the characteristic
abundance patterns observed in these stars reflect
nucleosynthesis products of Pop III star’s supernova
explosions (Umeda & Nomoto 2002, 2003; Limongi et al.
2003; Meynet et al. 2006; Tominaga et al. 2007b;
Heger & Woosley 2010; Keller et al. 2014; Ishigaki et al.
2014; Chen et al. 2017a) and their formation sites.
Interestingly, abundance patterns of EMP stars
reported by previous observational studies (e.g.
Cayrel et al. 2004; Lai et al. 2008) are well explained
by nucleosynthetic yields of individual or IMF-averaged
core-collapse supernovae/hypernovae of Pop III stars in
a range ∼ 10 − 100M⊙ with various explosion energies
(Iwamoto et al. 2005; Tominaga et al. 2007b; Lai et al.
2008; Joggerst et al. 2010a; Heger & Woosley 2010;
Tominaga et al. 2014; Placco et al. 2015). The 2D
numerical simulations of Pop III supernovae with pro-
genitor masses in a range 15− 40M⊙ by Tominaga et al.
(2007a); Tominaga (2009); Joggerst et al. (2010a) also
reasonably well reproduce the observed elemental abun-
dances. Given the growing observational data for the
EMP stars, the constraints on the Pop III star’s masses
should be statistically studied based on larger samples.
It is not straightforward, however, to accurately pre-
dict nucleosynthesis products finally ejected by the core-
collapse supernovae of Pop III stars, namely, super-
nova yields. The main reason for the uncertainty
in the supernova yields is that the explosions could
be highly non-spherical as evidenced by both observa-
tions (e.g., Maeda et al. 2008) and theoretical calcula-
tions (e.g., Janka 2012; Kotake et al. 2012; Burrows 2013;
Wongwathanarat et al. 2015). While the ejecta is deter-
mined by the progenitor star structure and the explo-
sion energy in the case of a spherical explosion, multi-
dimensional calculations of mixing and fallback of the
ejecta are needed to take into account the non-sphericity
(Joggerst et al. 2009, 2010b).
In order to approximately take into account the
effects of the aspherical explosion in calculating su-
pernova yields, the mixing-fallback model has been
proposed by Umeda & Nomoto (2002). The mixing-
fallback model mimics an aspherical explosion with
three parameters and is adopted on one-dimensional
nucleosynthesis calculations of Pop III supernovae (see
Appendix of Tominaga et al. 2007b). The resulting
yields obtained from the model well reproduce the
characteristic nucleosynthesis yields of aspherical explo-
sions from two-dimensional simulations (e.g. Tominaga
2009; Joggerst et al. 2010a; Chen et al. 2017a) and suc-
cessfully explain the key elemental abundances ob-
served in EMP stars (Umeda & Nomoto 2002, 2003,
2005; Iwamoto et al. 2005; Tominaga et al. 2007b, 2014;
Kobayashi et al. 2014; Ishigaki et al. 2014).
Given that the actual mechanisms of supernova ex-
plosions have not yet been well established (e.g., Janka
2012), the mixing-fallback model allows us to explore
the parameter spaces that cover a wide range of mix-
ing and fallback with much less computational cost than
the multi-dimensional simulations. This enables us to
obtain the typical properties of the Pop III stars by fit-
ting the abundances of large statistical samples of EMP
stars (see Section 2.2). The model also provides a frame-
work to empirically constrain the degree of asymmetry,
the ejected mass of radioactive 56Ni, which powers the
supernova lightcurve, and the mass of the compact rem-
nant, either a neutron star or a black hole, left behind
the Pop III supernovae.
In this paper, we calculate a grid of the supernova yield
sets of Pop III stars using the mixing-fallback model, and
determine the best-fit model to reproduce each elemental
abundance pattern in ∼ 200 EMP stars compiled from
the recent literature. By applying the abundance fitting
method to the large sample of EMP stars, we obtain
the distributions of mass, explosion energy and the state
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of mixing and fallback of the Pop III supernova models.
In the abundance fitting analysis, we take into account
the theoretical uncertainties arising from stellar evolu-
tion and the supernova explosion mechanisms. We also
examine the effects of observational uncertainties on the
best-fit models as well as on the inferred IMF of the
Pop III stars. Based on the obtained best-fit models,
we discuss the diagnostic elemental abundances that are
sensitive to the Pop III masses, which will be useful in
interpreting data from on-going and future spectroscopic
surveys of EMP stars.
This paper is organized as follows. In Section 2, we
first describe our method to calculate the Pop III super-
nova yields. Then, we describe the observational data of
EMP stars from literature in Section 3. The results of the
abundance fitting, the effects of observational uncertain-
ties, and the comparison with literature are presented
in Section 4 and their implications are described in Sec-
tion 5. Finally, we present the summary of the present
analyses in Section 6.
2. ABUNDANCE FITTING METHOD
2.1. Supernova yields
We obtain nucleosynthesis yields of Pop III stars
making use of progenitor models and explosive nucle-
osynthesis previously calculated by Umeda et al. (2000),
Iwamoto et al. (2005), Umeda & Nomoto (2005), and
Tominaga et al. (2007b). The progenitor models were
calculated through Fe core collapse for the initial masses
of 13, 15, 25, 40, and 100M⊙. The Henyey-type stel-
lar evolution code was used (Nomoto & Hashimoto 1988;
Umeda et al. 2000, and reference therein) with a nuclear
reaction network as in Hix & Thielemann (1996). The
abundance ratios of C, O, Ne, Mg, and Al in the core are
largely influenced by the uncertain 12C(α,γ)16O reaction
rate (Fowler 1984; Chieffi & Limongi 2002), for which 1.4
times the value given in Caughlan & Fowler (1988) was
adopted.
The explosive nucleosynthesis was calculated by inject-
ing the thermal energy in an innermost region of the
progenitor (Tominaga et al. 2007b). For the explosive
burning, a reaction network including 280 species up to
79Br is used as in Umeda & Nomoto (2005).
We adopt nine pairs of progenitor initial masses (13,
15, 25, 40, and 100M⊙) and explosion energies (normal
supernovae with E51 = E/10
51erg = 1, low-energy super-
novae with E51 = 0.5, and hypernovae with E51 ≥ 10), as
summarized in Table 1. In the following, we denote these
models as 13LE for the low-energy supernova with the
progenitor initial mass M =13M⊙, 13SN, 15SN, 25SN,
40SN, and 100SN for normal-energy supernovae with pro-
genitor masses M =13, 15, 25, 40, and 100M⊙, respec-
tively, and 25HN, 40HN, 100HN for hypernovae with pro-
genitor masses M =25, 40, and 100M⊙, respectively.
Among these massive stars, the 100M⊙ star under-
goes pulsational pair-instability (PPI) and eventually Fe
core collapse, which is common for 80 − 140M⊙ (e.g.
Heger & Woosley 2002). One example of such an evo-
lutionary track of the central density and temperature
is seen in Figure 7 of Ohkubo et al. (2009) for the Pop
III 135 M⊙ star. Before PPI, the 135 M⊙ star has
much higher central entropy compared with the 40 M⊙
star at similar nuclear burning stages. PPI, however,
delays the onset of Fe core collapse. As a result, the
central entropy of the 135 M⊙ star is decreased by neu-
trino emissions during PPI and becomes as low as that
of the 40 M⊙ star at the beginning of Fe core collapse
(Fig. 7 of Ohkubo et al. (2009)). The hydrodynamical
behavior of collapse of such a low entropy Fe core after
PPI has not been well studied. The supernova explo-
sion and nucleosynthesis from such stars may not nec-
essarily by only HN-like but cold also be normal-energy
SN-like. Since there is no other empirical probe of the
zero-metallicity supernova events and recent cosmologi-
cal simulations (e.g. Hirano et al. 2014) predict the for-
mation of ∼ 100M⊙ Pop III stars, we include not only
100HN but also 100SN to investigate whether or not sig-
nature of such star is found in EMP stars. For each
model, we apply the mixing-fallback model to calculate
the supernova yields as described in the next subsection.
2.2. The mixing-fallback model
In order to take into account the non-sphericity
in supernova explosions, we apply the mixing-fallback
model as adopted in Umeda & Nomoto (2002, 2005);
Tominaga et al. (2007b). In this model, mixing of ejecta
and the amount of fallback are described by the three pa-
rameters, the initial mass cut Mcut, the outer boundary
of mixing Mmix, and the ejection fraction fej. The Mcut
represents the boundary, above which the nucleosynthe-
sis products can potentially be ejected. The Mmix rep-
resents the outer boundary of the mixing zone, above
which all materials are ejected. The fraction fej of the
material contained in the mixing zone (i.e., the layers
between Mcut and Mmix) is finally ejected to interstellar
medium, while the remaining material falls back to the
central compact remnant.
In our abundance fitting procedure, we fix Mcut at the
surface of the Fe core, where the mass fraction of 56Fe
dominates over that of 28Si in the pre-supernova progeni-
tor, whileMmix and fej are free parameters. The adopted
model properties are summarized in Table 1.
The outer boundary of mixing (Mmix) is varied as a
function of x, where Mmix =Mcut + x(MCO −Mcut), in
the range of x = 0.0−2.0 with a stop of 0.1. The range of
Mmix is thus from Mcut up to Mcut + 2.0(MCO −Mcut).
The ejection fraction fej is logarithmically varied from
log fej = −7 to 0 with a step of 0.1 dex. Based on the
best-fit parameters, we also calculate the mass of the
compact remnant left behind following the fallback based
on the following relation from (Tominaga et al. 2007b):
Mrem =Mcut + (1 − fej)(Mmix −Mcut) (1)
2.3. Abundance fitting procedure
From the grid of SN yields for the nine models with
varying parameters in Table 1, the best-fit models are
searched by minimizing χ2ν = χ
2/ν, where the degree
of freedom, ν, refers to the value ν = N −M , where N
andM are the number of abundance data points and the
number of parameters (mass, energy, Mmix, fej and the
hydrogen mass), respectively. The χ2 is defined below
similar to that employed in Heger & Woosley (2010),
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TABLE 1
Properties of the models
Model ID Ma Eb Mcutc MCO
d Maximum Mmix
e Range of M(56Ni)f
(M⊙) (1051 erg) (M⊙) (M⊙) (M⊙) (M⊙)
13LE 13 0.5 1.47 2.39 3.30 1.55×10−8 − 10−1
13SN 13 1 1.47 2.39 3.30 1.67×10−8 − 10−1
15SN 15 1 1.41 3.02 4.64 1.32×10−8 − 10−1
25SN 25 1 1.69 6.29 10.90 2.61×10−8 − 10−1
25HN 25 10 1.69 6.29 10.90 6.72×10−8 − 10−1
40SN 40 1 2.42 13.89 25.36 5.18×10−8 − 10−1
40HN 40 30 2.42 13.89 25.36 1.96×10−7 − 100
100SN 100 1 3.63 42.00 80.37 4.93×10−7 − 100
100HN 100 60 3.63 42.00 80.37 8.13×10−7 − 10
a Progenitor mass.
b Explosion energy.
c Initial mass cut, which corresponds to the lower bound for the considered Mmix range.
d CO-core mass.
e Upper bound for the Mmix range.
f The range in ejected mass of 56Ni for the parameter space considered in each model.
χ2=
N∑
i=1
(Di −Mi)
2
σ2o,i + σ
2
t,i
+
N+U∑
i=N+1
(Di −Mi)
2
(σ2o,i + σ
2
t,i)
Θ(Mi −Di)
+
N+U+L∑
i=N+U+L
(Di −Mi)
2
(σ2o,i + σ
2
t,i)
Θ(Di −Mi) (2)
where Di and Mi are observed and model values of
[X/H], respectively, and for an element i, σo,i and σt,i
are corresponding to observational and theoretical un-
certainties, respectively. The Heaviside function Θ(x) is
defined to be Θ(x) = 1 for x > 0 and 0 otherwise. The
observational upper (lower) limits are only taken into ac-
count if these limits are below (above) the model values
via the second (third) term in the above expression. The
theoretical lower limit described in 2.4, is implemented
in the second term with the same expression as the ob-
servational upper limit. In this analysis, the hydrogen
mass to calculate [X/H] abundance in the model is also
varied as a free parameter to take into account a wide
range of [Fe/H] for the second-generation stars predicted
by hydrodynamical simulations (e.g., Ritter et al. 2012).
For C and N abundances, we fit the combined value
[(C+N)/H] rather than treating [C/H] and [N/H] sep-
arately because of the two reasons; First, atmospheric
abundances of evolved EMP stars might have been af-
fected by internal mixing, by which material from the
H-burning shell is dredged up. Since C is processed into
N in the H-burning shell via CNO cycle, the surface
abundances with the internal mixing would have been
enhanced in N in expense of C. Second, the above pro-
cess could have also occurred within the progenitor Pop
III star before its supernova explosion. Therefore, the
combined C+N abundance is not significantly affected,
although the individual C and N abundances may have
changed from the original value.
2.4. Theoretical uncertainties
The theoretical uncertainties stem from physical mech-
anisms that are treated approximately (overshooting,
etc.) or are not taken into account (stellar rotation
and/or ν-process, etc.) in the employed model. We dis-
cuss these limitation in more detail in Section 5.5.
Among the elements mainly produced during the stel-
lar evolution, Na and Al are known to be subject of
several uncertainties. Since these elements are synthe-
sized in the C-shell burning via the reaction 12C(12C,
p)23Na(α,γ)27Al, the Na and Al abundances are sensi-
tive to the 12C abundance after core He burning and the
temperature of the C-shell burning. They depend on the
12C(α,γ)16O reaction rate (Chieffi & Limongi 2002) and
the overshooting (Iwamoto et al. 2005). For these rea-
sons, we assume a larger theoretical uncertainty (σt,i) of
0.5 dex for Na and Al.
Titanium and Scandium are known to be under pro-
duced in one-dimensional calculations of supernova nu-
cleosynthesis compared to those observed in EMP stars
(e.g., Tominaga et al. 2007b; Sneden et al. 2016). Sev-
eral possible sites have been proposed for their synthe-
sis such as the neutrino process (Kobayashi et al. 2011a)
and/or the jet-induced explosions (Tominaga 2009, and
references therein). Since the main production sites have
not been clearly identified because of the uncertainties
in the physical mechanisms of supernovae, we treat the
model abundances of Ti and Sc as lower limits. For the
other elements, the theoretical uncertainties are assumed
to be zero.
3. ABUNDANCE DATA FROM LITERATURE
We employ the elemental abundance data available
from recent studies for large samples of EMP stars
(Yong et al. 2013a; Cohen et al. 2013; Roederer et al.
2014; Jacobson et al. 2015) and newly identified UMP
stars (Hansen et al. 2014; Placco et al. 2015; Frebel et al.
2015; Mele´ndez et al. 2016; Placco et al. 2016). These
studies are selected so that the abundance measurements
of C, N, O, Na, Mg, Al, Si, Ca, Sc, Ti, Cr, Mn, Fe,
Co, Ni, and Zn have been performed based on high-
resolution spectra with a spectral resolution greater than
R ∼ 28000. Some EMP stars are analyzed in more than
one references, for which we take the data from the study
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with the largest number of measured elemental abun-
dances.
In the following analysis, we restrict our sample to
EMP ([Fe/H]< −3) stars, which were presumably formed
out of gas predominantly enriched by a single supernova.
With the [Fe/H] criterion, the number of unique stars
is 219. To examine whether a star is likely polluted
by an evolved AGB binary companion, we check their
Sr and Ba abundances. Three stars in the sample have
[Sr/Fe]> 1 but none of them show [Ba/Fe]> 1. There-
fore, we keep these stars in our sample.
In the abundance fitting analysis, we consider abun-
dances relative to the solar abundance of Asplund et al.
(2009) ([X/H]) of C+N, O, Na, Mg, Al, Si, Ca, Sc, Ti,
Cr, Mn, Fe, Co, Ni, and Zn. Among these elemental
abundances, [Fe/H] abundances are measured from the
largest number of absorption lines and thus we assume
the smallest error of 0.1 dex in the abundance fitting
analysis. In most of the literature data, C and N abun-
dances have been measured from spectral fitting of CH
and CN molecular features and are known to be sen-
sitive to the 3D effects in the stellar atmosphere (e.g.,
Gallagher et al. 2016). In this paper, we adopt 0.2 and
0.3 dex for the uncertainties of [C/H] and [N/H], respec-
tively. Significant non-LTE effects are expected for O
abundances measured from IR OI triplet lines at 777 nm,
Na abundances from Na I D doublet and Al abundances
from Al I 3961 A˚ line (Fabbian et al. 2009; Lind et al.
2011; Baumueller & Gehren 1997), which are adopted
in most of these studies. In particular, the non-LTE
(NLTE) correction to the Al abundances ranges from
∼ 0.2 dex up to ∼ 0.6 dex for EMP stars depending
on stellar atmospheric parameters. In the following anal-
ysis, except for the three stars with [Fe/H]< −5 in Sec-
tion 4.6, we use uncorrected values for the O, N, and
Al abundances but assign a relatively large error of 0.3
dex for these elements. In most of the studies Si abun-
dances are determined from only one or a few lines, and
we adopt a larger error of 0.2 dex. The large errors of
0.2 dex are also assigned to the Ti and Cr abundances,
since their abundances from neutral and ionized species
generally disagree by 0.1-0.5 dex in 1D-LTE analyses
(Kobayashi et al. 2006; Roederer et al. 2014). A rela-
tively large error of 0.2 dex is also assigned to Mn abun-
dances since they are most frequently measured from the
resonance lines at ∼ 4030 A˚ and the derived Mn abun-
dances have been reported to disagree with the values
from non-resonance lines by ∼ 0.3 dex (e.g., Cohen et al.
2013). For the other elements, an observational uncer-
tainty of 0.15 dex is assumed. In the following analysis,
we restrict our sample to those having observed [X/H]
constraints, excluding upper limits, greater than seven
to make sure that the 5 model parameters (mass, en-
ergy,Mmix, fej, and hydrogen mass) are well constrained.
We differ our discussion on the three most Fe-poor
stars, HE 0107-5240 (Christlieb et al. 2002), HE1327-
2326 (Frebel et al. 2005; Aoki et al. 2006), and SMSS
0313-6708 (Keller et al. 2014), based on the most recent
abundance measurements for these stars in Section 4.6.
4. RESULTS
As a result of the abundance fitting described in the
previous sections, the M = 15M⊙/supernova (15SN),
25M⊙/supernova (25SN), 25M⊙/hypernova (25HN),
40M⊙/hypernova (40HN), or 100M⊙/supernova (100SN)
models best-fit with χ2ν < 3 the abundance patterns of
at least one EMP star. The best-fit 13M⊙/low-energy
(13LE) or 100M⊙/ hypernova (100HN) models are also
found but they result in larger χ2ν values.
The best-fits were not found for the 13SN or 40SN
models. The observed abundances ([Fe/H] and [X/Fe])
and their best-fit models (one of the 15SN, 25SN, 25HN,
40HN, or 100SN models) are summarized in Figure 1 and
Table 3 in the Appendix (published entirely in an elec-
tronic form).
In our analysis, we have checked whether there is only
one best-fit peak or there are more than one local χ2 min-
ima in the parameter space. Figures 2 and 3 show the
example plots, where we plot the behavior of a p-value,
which is calculated as an integral of a χ2 probability dis-
tribution of a given degree of freedom above the observed
χ2 value, in the planes of the model parameters. The nine
different panels correspond to the nine models (Table 1)
considered in this work. Each panel plots the p-values by
colors in the log fej-x space, where x is the scale factor
for Mmix (see Section 2.2 definition).
We confirm that the region with the largest p-values
is found only around the best-fit parameter (shown by
a cross) and no secondary minimum are found for the
log fej − x parameter space of a given model. The dis-
tinction between the different models are, however, not
always clear. For example, for the case of CS 22941-
017 (Figure 2), the region with larger p-values is located
at log fej > −2 and x < 0.5 not only in the best-fit
model (25HN) but also in the other models such as the
40HN model. For such a case with multiple models that
have similar p-values, we show our results with and with-
out p-value weighted. In addition, we investigate the
effects of observational and theoretical uncertainties on
the resulting inference on the masses of the models in
Section 4.3. For the case of CS 29498-043 (Figure 3),
for which all of the abundance measurements considered
in the present analysis are available, higher-p-values are
only seen around the best-fit parameters in the 25HN
model.
To illustrate the characteristic abundance patterns of
the models of the different masses and the explosion en-
ergies, Figure 4 shows the best-fit models (15SN, 25SN,
25HN, 40HN, and 100SN from top to bottom) and the
observed abundances for the stars fitted with relatively
small χ2ν . It can be seen that the odd-even effect
among Na, Mg, Al and Si abundances are stronger in
the M = 25M⊙/supernova model than in the M =
15M⊙/supernova model.
In the following subsections we describe the [X/Fe] ra-
tios of the best-fit models for each of the 15SN, 25SN,
25HN, 40HN, and 100SN models.
4.1. Characteristic abundance ratios
The left panels of Figures 5 and 6 show observed abun-
dances of stars (circles) and the best-fit models (solid
and dotted lines) for the cases of χ2ν < 5. From top to
bottom in the two Figures, the stars that are best-fitted
by the 15SN, 25SN, 25HN, 40HN, and 100SN models are
shown. The right panels show histograms for the best-fit
Mmix and fej values and the resultant remnant masses
(Mrem) and ejected
56Ni masses for each model.
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Fig. 1.— Observed abundance ratios ([X/Fe]) of the present sample of EMP stars that are fitted by the models with χ2
ν
< 3, plotted
against [Fe/H]. Symbols indicate the best-fit models (either 15SN, 25SN, 25HN, 40HN, or 100SN models) for individual stars. Meaning of
the symbols is shown on the lower-right corner.
4.1.1. Stars fitted with the 15SN model
Figure 5(a) shows the observed abundances and the
best-fit M = 15M⊙/supernova (15SN) models. As men-
tioned before, the best-fit 15SN models are characterized
by relatively small differences in abundance ratios be-
tween neighboring odd and even atomic-number elements
among Na to Si, compared to the other mass/energymod-
els. In particular, the difference between [Na/Fe] and
[Mg/Fe] ratios is small compared to the other models.
As illustrated in Figure 5(b), the Mmix parameter is
peaked at ∼ 1.6M⊙, which approximately corresponds
to the outer boundary of Si layer in the post-supernova
structure. The fej parameter is peaked at log fej ∼ −0.5,
which indicates that ∼ 30 % of the mass contained in
the mixing zone (Mcut − Mmix) is finally ejected and
left of the mass fallback to the compact remnant. As
a result, as shown in the bottom two panels of Figure
5(b), the mass of the compact remnant is predominantly
∼ 1.5M⊙, which corresponds to a neutron star, and the
ejected mass of 56Ni is in the range of 0.01− 0.1M⊙.
4.1.2. Stars fitted with the 25SN model
Figure 5(c) shows the observed abundances and the
best-fit M = 25M⊙/supernova models (25SN). Com-
pared to the 15SN model, the [Na/Fe] ratios are lower
and predominantly subsolar. Also, on average, the
[Ni/Fe] ratios are higher for the stars fitted with the 25SN
model compared to those fitted with the 15SN model.
Figure 5(d) demonstrates that the large fraction of
these stars are fitted with Mmix ∼ 2 − 4M⊙, which cor-
responds to the inner boundary of Si layer up to the in-
ner part of the CO core in the post-supernova structure.
The ejected fraction is 0.01 − 0.5, which results in com-
pact remnants of 2− 4M⊙, which generally corresponds
to a black hole. The ejected 56Ni mass is 0.01− 0.1M⊙,
similar to those seen in the 15SN model.
4.1.3. Stars fitted with the 25HN model
About half of the sample stars are best fitted with the
M = 25M⊙/hypernova models (25HN), that are shown
in Figure 5(e). On average, the [Si/Fe], [Co/Fe], and
[Zn/Fe] ratios are larger for the best-fit 25HN models
than for the best-fit 25SN models.
Figure 5(f) shows that the large fraction of stars are fit-
ted withMmix ∼ 3M⊙, which approximately corresponds
to the outer boundary of the Si-burning layers in the post-
supernova structure. The ejected fraction is 0.01 − 0.5,
which results in the remnant masses of 2− 4M⊙ and the
ejected Ni mass of 0.01− 0.1M⊙.
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Fig. 2.— Distribution of the p-values calculated as an integral of χ2 probability distribution for a given degree of freedom in the parameter
spaces for one of the EMP stars, CS22941-017. Different panels correspond to the models with various progenitor masses (increasing along
the horizontal axis) and explosion energies (increasing along the vertical axis; from bottom to top, low-energy or “LE”, normal-energy or
“SN”, and high-energy or “HN” explosions). Each panel shows the p-values in a log fej-x plane, where x is the scale factor of Mmix (see
Section 2.2). The location marked by a white x indicates the best-fit parameters.
Compared to the 25SN models, the 25HN models have
more extended regions for the explosive burning and thus
result in larger productions of Si. Consequently, with
the similar remnant masses, the ejected Si abundances
are larger for the 25HN model. Also, the explosive Si
burning produces larger amounts of Co and Zn in the
more energetic explosions, which better fit the observed
high [Co/Fe] and/or [Zn/Fe] ratios.
4.1.4. Stars fitted with the 40HN model
Figure 6(a) shows the observed abundances and the
best-fit M⊙ = 40M⊙/hypernova models (40HN). In con-
trast to the stars best-fitted with the 25HN model, most
of the stars do not have Na measurements, which allows
the best-fit models with a very low (< −0.5) [Na/Fe]
ratio.
Figure 6(b) shows that, in most cases, the Mmix pa-
rameters are below ∼ 6M⊙, which corresponds to the
outer boundary of the Si layer. The ejection fractions are
peaked at log fej = 0.1, resulting in the remnant mass of
∼ 6M⊙, which indicates the formation of a black hole
after the hypernova. The ejected 56Ni mass is ∼ 0.1M⊙,
which is broadly in agreement with those estimated for
nearby hypernovae of stars with the main-sequence mass
∼ 40M⊙ (Nomoto et al. 2006).
4.1.5. Stars fitted with the 100SN model
Only two stars in our sample (HE 0130-2320 and HE
0218-2738) are best-fitted with the 100SN models, one
of which has χ2ν < 3.0. The observed abundances and
the best-fit models are shown in Figure 6(c). The abun-
dances of these stars are characterized by [Mg/Fe] and
[Si/Fe] ratios of ∼ 0.0 ± 0.1, which are lower than typ-
ical metal-poor stars. We should note that the Ni and
Zn abundance measurements are not available for these
stars, which results in the best-fit models with very low
[Ni/Fe] and [Zn/Fe] ratios (∼ −0.5 dex). Thus, in
order to confirm the characteristic abundance patterns
expected from the 100SN model, additional abundance
measurements for Ni and Zn are crucial. In fact, if the
100SN model is dropped from the grid of yields, as this
model is not theoretically motivated (see Section 2.1),
the two stars are alternatively best-fitted with the 25HN
models, which predict [Zn/Fe]∼ 0.3 dex.
As shown in Figure 6 (d), the best-fit parameters
for the two stars are Mmix =46 and 34M⊙ and fej =
10−6 and 0.16, respectively. The corresponding remnant
masses are 46 and 29M⊙, respectively, which suggests
the formation of a black hole with these masses.
4.1.6. Other models
In our sample, stars that are best-fitted with the 13SN
or 40SN models are not found and the two objects best-
fitted with the 13LE or 100HN models but with χ2ν > 3.
Figure 7 shows example for the fitting of these mod-
els. It can be seen that the 13SN model (top panel)
under-produces the [Na/Fe] ratios while they overpro-
duce [Al/Fe]. The 40SN models also predict higher
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Fig. 3.— Same as Figure 2 but for a CEMP star, CS 29498-043.
[Al/Fe] than the observed values.
4.1.7. CEMP
In our sample, 18 stars are CEMP stars with
[(C+N)/Fe]> 1.0. Similar to the other stars, the CEMP
stars are predominantly best-fitted with either the 15SN,
25SN, or 25HN models. Figure 8 shows the best-fit mod-
els for the 12 CEMP stars with χ2ν < 5. Their abun-
dances require the models with a larger scale mixing and
fallback than those required for the other EMP stars; the
Mmix much larger than the outer boundary of the Si lay-
ers and the fej < 0.1. Consequently, the compact rem-
nants of the CEMP progenitors span the highest mass
range in the remnant mass distribution as can be seen in
Figures 5(b), (d), and (f).
The C+N enhancements in the CEMP stars are some-
times associated with enhancements of Na, Mg, or Al
abundances. In our analysis, stars with [Mg/Fe]> 1
(CS 22949-037, CS 29498-043, and HE 1012-1540) are
best-fitted by the 25HN models while those with lower
[Mg/Fe] ratios are fitted with either the 13LE, 15SN or
25SN models. The requirement for high explosion energy
stems from the fact that Mg is explosively synthesized at
the bottom of the He layer (Mr ∼ 5.5M⊙). Consequently,
in order to reproduce the high [(C+N)/Fe] ratios, the
layer containing these explosively synthesized Mg should
be ejected in the model, which explains both the high
[(C+N)/Fe] and [Mg/Fe] ratios.
4.2. Pop III masses and explosion energy
As mentioned earlier, the observed abundances of the
EMP sample stars are best explained by the models for
Pop III stars with masses M =15, 25, 40 or 100M⊙ that
explode with normal (E51 = 1) or higher explosion ener-
gies (E51 > 1). In this section, we examine the typical
masses of the first stars whose nucleosynthetic products
are incorporated into the EMP stars.
The left panel of Figure 9 shows the histogram of the
Pop III masses of the best-fit models. Blue, green and
orange bars correspond to the low-energy, normal-energy
and hypernovae explosion models, respectively. In order
to include the contributions from models other than the
best-fit ones, we show in the right panel of Figure 9 the
histogram obtained by counting contributions from all
9 models weighted by the p-values as, Cp, where the
constant C is set so that these weights sum to unity for
each star.
It can be seen from both histograms that the highest
contribution comes from the M = 25M⊙ models and
more than half of the whole stars are best explained by
the M = 25M⊙/hypernova model. The Pop III masses
for the progenitors of the CEMP stars shown by the
hatched histograms also dominate at M ≤ 25M⊙ while
relative contribution from M = 15M⊙ Pop III models
are larger than the M = 25M⊙ models. Given the the-
oretical and observational uncertainties, we found to be
difficult to clearly distinguish the M = 15 and 25M⊙
models. Therefore, the Pop III progenitors of the CEMP
is not clearly distinguishable in terms of masses, from
those of the majority of the EMP stars. This result im-
plies that the physical mechanism of the formation of
CEMP stars is rather related to the state of the mixing
and fallback (e.g., Figure 5), which presumably occur in
aspherical supernova/hypernova explosions.
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Fig. 6.— Same as Figure 5 but for the 40HN and 100SN models.
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4.3. Robustness of the best-fit progenitor masses
4.3.1. Effects of observational uncertainties
We examine the robustness of the fitting results against
the fiducial observational errors assigned to the data (0.1-
0.3 dex; see Section 3). For this test, we select objects
with χ2ν < 1 among those best-fitted with each of the
15SN, 25SN, 25HN, 40HN, 100SN and 100HN models.
For each of the selected objects, the same abundance fit-
ting procedure is performed 100 times by adding noises
taken from a Gaussian distribution with a sigma (stan-
dard deviation) equals to the adopted observational er-
rors.
The blue histogram in each panel of Figure 10 shows
the distribution of the best-fit progenitor mass/energy
models obtained from the 100 abundance-fitting runs.
From top to bottom panels, the results for the objects
originally best-fitted with the 15SN, 25SN, 25HN, 40HN,
100SN and 100HN models are shown.
For the adopted observational errors, a different pro-
genitor mass/energy model is chosen as the best-fit in
some cases. For the case of SMSS J065014.40-614328.0,
which is originally best-fitted with the 15SN model, a
different model, either the 13LE, 13SN, 25SN or 25HN
model, best-fits the data more than 50 times. The prob-
ability of getting other models as the best-fit is also high
for the object fitted with the 25SN model (HE 0242-
0732), for which there is ∼ 40 % probability of obtaining
the 100SN model as the best fit. On the other hand, for
the objects best-fitted with the 25HN, 40HN or 100SN
models, the original best-fit models are chosen with & 50
% probability.
These results suggest that, for the fiducial observa-
tional errors adopted as in Section 3, the best-fit models
are not always robustly determined, especially for objects
best fitted with the 25SN model. On the other hand, the
objects best-fitted with the 25HN, 40HN, or 100SN mod-
els tend to have distinct abundance patterns, so that they
are more robustly distinguished.
The recovery of the original fit is improved when the
adopted observational errors are half the fiducial value
(0.05− 0.15 dex), as shown by the red histograms in Fig-
ure 10. All but one object are fitted by the original best-
fit models for more than 50% of the runs. Therefore, re-
ducing the observational errors is crucial to obtain tighter
constraints on the progenitor mass distributions of Pop
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III stars in our analysis.
4.3.2. Effects of systematic uncertainties
One of the major systematic uncertainties in measured
abundances comes from the NLTE effect on Al abun-
dances, for which suggested NLTE correction is up to
∼ +0.6 dex. The effect of change in measured Al abun-
dances is tested by repeating the same abundance fitting
procedures but adding 0.6 dex to the Al abundances mea-
sured under the assumption of LTE as a NLTE correc-
tion. The resultant progenitor-mass histogram and the
histogram obtained by weighting with the p−value are
shown in the top two panels in Figure 11. As can be
seen from the top-left panel, some fraction of stars that
have originally been fitted with the 25HN model are now
better fitted with either the 13SN or 15SN models. This
can be understood since the elevated Al abundance via
the NLTE correction give smaller odd-even effect and
thus better fitted with a lower progenitor mass model
as mentioned in Section 4.1.1. Therefore, the weighted
histogram on the top-right panel shows that the contribu-
tion from M ≤ 15M⊙ is larger than that of M = 25M⊙
in contrast to the original histogram. This results high-
light the importance of obtaining the NLTE abundances
for Al to discriminate the progenitor Pop III masses be-
tween M ≤ 15 and 25M⊙ in observations.
Another possible source of systematic uncertainties is
missing observational data for certain elements on the
Pop III masses. For example, as can be seen from the
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Fig. 10.— Distributions of the best-fit models obtained from the
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HE 0218-2738) are shown. The blue histograms show the results for
the fiducial observational errors (0.1-0.3 dex) assigned as described
in Section 3. The red histograms show the results when half of the
fiducial errors are assigned.
bottom panel of Figure 4, the objects fitted with the
100SN model tend to have smaller number of elements
measured in observations than the stars fitted with the
other models. This might imply that the finding of the
best-fit with the 100SN models could stem from the non-
measurements of particular elements. In order to test
the robustness of the Pop III mass histogram against the
number of constraints, in the bottom two panels in Fig-
ure 11, we plot the same histogram as in Figure 9 only
for stars with the abundance constraints, either measure-
ments or upper limits, are available for all the elements
we chose (C, N, O, Na, Mg, Al, Si, Ca, Sc, Ti, Cr, Mn, Fe,
Co, Ni, and Zn). This reduces the sample stars to only 15.
The resulting histogram for the best-fit model is shown
on the bottom-left panel and the corresponding p−value-
weighted histogram is shown on the bottom-right panel.
The both histograms show that the Pop III masses are
peaked at 25M⊙ and that, compared to the histogram
for the whole sample (Figure 9), the contribution from
the 15SN models is suppressed. It can be seen, however,
that the main results on the Pop III masses, namely, the
mass distribution is dominated by M < 40M⊙ and is
peaked at M = 25M⊙, are robust against the number of
abundance constraints in our analysis.
To further test the non-measurement of a specific ele-
ment in our abundance fitting, we select stars that have
the measurements of all 16 elements we chose. In our
sample, only one star CS29498-043 has the complete
abundance measurement. We perform the abundance
fitting by excluding an element one by one and compare
the results with the original best-fit model (M = 25M⊙
and E51 = 10). With this experiment, except for the
cases omitting Si or Zn, the original best-fit model is re-
produced but with slightly different mixing-fallback pa-
rameters. The lack of Si measurement leads to a best-fit
model with a higher progenitor mass (M = 40M⊙) and a
higher explosion energy (E51 = 30). On the other hand,
the lack of Zn measurement leads to a best-fit model with
the same progenitor mass and a lower explosion energy
(E51 = 1), as expected. This experiment demonstrates
that the best-fit model does not change even if we omit
one of the abundance measurements except for Si or Zn.
Therefore, in our analysis, abundance measurements of
Si and Zn are particularly important in constraining the
Pop III models.
4.4. Comparisons with previous studies
Placco et al. (2015) fits supernova yields of Pop III
stars to a sample of 20 ultra-metal-poor stars using
the publically available code, STARFIT, which is based
on the grids of yields calculated by Heger & Woosley
(2010). Although the STARFIT also takes into account
the mixing-fallback process, the assumption in the code is
different from ours. In the STARFIT, the supernova ex-
plosions are treated close to rather spherically symmetric
and the Rayleigh-Taylor instability and spherical fallback
are mainly assumed to be the mixing-fallback mechanism.
On the other hand, we consider various degrees of asym-
metry in the explosions including those associated with
a jet and fallback along the equatorial plane.
The comparison for 10 stars analyzed in common is
summarized in Table 2. Placco et al. (2015) obtained the
best-fit Pop III models ranging from M =10.9 to 28 M⊙
with the explosion energies E51 = 0.3− 10.0. The range
in the progenitor masses are broadly consistent with the
results obtained with our analysis (15 or 25M⊙).
Differences in explosion energies can be seen in some
of these stars. For example, explosion energies are lower
in Placco et al. (2015) than in our study for many of
the stars listed in Table 2. In the STARFIT code ap-
plied in Placco et al. (2015), the amount of fallback is
coupled to the explosion energy based on 1D hydrody-
namical simulations by Zhang et al. (2008) and thus the
low explosion energy is required for the larger fallback
(Heger & Woosley 2010). For example, Pop III SNe with
E51 ≤ 0.6 result in larger fallback leaving behind a com-
pact remnant with larger masses. The mixing is as-
sumed to be resulted from Rayleigh-Taylor mixing and
is parametralized by a fraction of the He core mass, fmix
corresponding to a width of a box-car smoothing kernel
for the abundance structure. The difference is also partly
due to the limited progenitor mass and energy coverage
while allowing a wider range of the mixing and fallback
parameters in the present study.
Table 2 also lists inferred mass of the compact remnant
and the ejected mass of 56Ni from Zhang et al. (2008)
and Heger & Woosley (2010). The remnant masses
are systematically higher in Placco et al. (2015) rang-
ing from ∼1.5 M⊙ for M = 10 − 15 M⊙ progenitor
models and ∼ 7.9 − 12.0 M⊙ for M > 20M⊙ progeni-
tor models. On the other hand, the remnant masses in
our study range from M =1.5 to 5.0M⊙. The ejected
56Ni masses are smaller with M(56Ni) < 10−3M⊙ in
Placco et al. (2015), while they are typically M(56Ni) =
14 Ishigaki et al.
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Fig. 11.— Top: Same as Figure 9 but for the result of the abundance fitting after the uniform NLTE correction to the observed Al
abundance is applied. Bottom: Same as Figure 9 but only for objects for which abundance measurements or upper limits of all the elements
we chose are available.
10−4 − 10−1M⊙ in the present analysis.
4.5. Stars with large χ2ν values
In the present sample, the abundance fitting for the
eight objects results in χ2ν > 8.5. The observed abun-
dance ratios ([X/Fe]) and their best-fit models are shown
in Figure 12. These stars can be broadly classified into
two categories based on their characteristic abundance
ratios as detailed below.
4.5.1. Stars with a very low [Si/Fe] ratio
The top two panels in Figure 12 show the observed
abundances and the best-fit models for HE 1424-0241
and HE 0251-3216, both of which have extremely low
[Si/Fe] ratios (−1.0 and −0.7, respectively). Both ob-
jects show [Mg/Fe] ratios similar to other EMP stars
and thus [Si/Mg] ratios are very low. Despite the similar-
ity in [Si/Mg] between the two stars, their [(C+N)/Fe]
and [Ca/Fe] ratios are largely different; HE 1424-0241
shows a very low [Ca/Fe] (≤ −0.5) ratio and there is no
sign of carbon enhancement (Cohen et al. 2007, 2013).
Tominaga (2009) suggests that the abundance ratios of
this star are well reproduced with angle-delimited yields
calculated for a jet-induced supernova of a population
III 40M⊙ star. On the other hand, HD 0251-3216 is a
C-enhanced star with [C/Fe] ratio ∼ 2.5 and show a nor-
mal [Ca/Fe] ratio (Cohen et al. 2013). Although there
is no Sr measurements, both [Y/Fe] and [Ba/Fe] ratios
are relatively high (> 1 dex) and thus contribution from
AGB nucleosynthesis cannot be ruled out. For both stars,
however, the low-[Si/Fe] ratios remain challenging.
4.5.2. Stars with very high [Co/Fe]
Remaining six stars (CS 29527-015, HE 0017-4346,
HE 2215-2548, HE 1402-0523, HE 2135-1924, and
SMSSJ005953.98-594329.9) all show a very high [Co/Fe]
ratio (> 0.5) than that typically observed in other
EMP stars. The high [Co/Fe] ratio is not attributed
to the NLTE effects in the abundance analysis since
the correction is positive and thus would further in-
creases the discrepancy away from the theoretical yields
(Bergemann et al. 2010). These stars show a variety of
abundances for the other elements. As an example, HE
0017-4346 is a CEMP star with [(C+N)/Fe]> 1 with
an enhancement of both [Na/Fe] and [Mg/Fe] ratios.
The abundance pattern of this star is marginally fitted
with the 15SN model with a small ejected mass of 56Ni.
HE 2215-2548 shows enhancements of both [Co/Fe] and
[Zn/Fe] ratios (> 0.5 dex). As discussed in Tominaga
(2009), high-entropy environment realized in a simula-
tion of jet-induced supernova enhances Co and Zn but
still underestimate the observed abundances.
4.6. Hyper metal-poor stars with [Fe/H]< −5
The three most Fe-poor ([Fe/H]< −5) stars, HE
0107-4240 (Christlieb et al. 2002; Collet et al. 2006),
HE 1327-2326 (Frebel et al. 2005; Aoki et al. 2006;
Frebel et al. 2008), and SMSS 0313-6708 (Keller et al.
The IMF of the First stars inferred from EMP stars 15
TABLE 2
Comparison with Placco et al. (2015)
Star name [Fe/H] [C/Fe] Placco+15 This work
M E Mrem
a M(56Ni)b M E Mrem M(56Ni)
(M⊙) (1051 erg) (M⊙) (M⊙) (M⊙) (1051 erg) (M⊙) (M⊙)
[C/Fe]< 1
CS 30336-049 −4.03 +0.09 21.5 0.3 7.88 7.66×10−5 15 1 1.49 6.9×10−2
HE 1424-0241 −4.05 +0.63 21.5 0.3 7.88 7.66×10−5 15 1 2.01 3.4×10−2
CD-38 245 −4.15 −0.09 21.5 0.3 7.88 7.66×10−5 25 10 2.96 5.4×10−2
SDSS J1204+1201 −4.34 < +1.45 10.6 0.9 1.41 NA 25 1 2.38 6.8×10−2
[C/Fe]> 1
HE 2139-5432 −4.02 +2.60 28.0 0.6 9.51 3.36×10−4 25 10 4.91 8.6×10−4
HE 2239-5019 −4.15 +1.80 15.0 10.0 1.43 1.06×10−1 25 1 2.72 6.8×10−2
HE 1310-0536 −4.15 +2.53 10.9 0.3 1.59 9.49×10−3 15 1 2.86 1.7×10−4
CS 22949-037 −4.38 +1.73 27.0 0.3 12.03 2.01×10−5 25 10 3.05 8.6×10−2
HE 0557-4840 −4.75 +1.66 10.9 0.6 1.41 1.28×10−2 40 30 9.94 1.2×10−1
SDSS J1313-0019 −5.00 +2.96 27.0 0.3 12.03 2.01×10−5 25 1 5.36 8.5×10−4
a Remnant mass for given progenitor mass and explosion energy taken from Zhang et al. (2008)
b Ejected mass of 56Ni for given progenitor mass and explosion energy of the mixed model from Heger & Woosley (2010)
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Fig. 12.— Model and observed abundance patterns for stars
whose best-fit models have χ2
ν
> 8.5.
2014; Bessell et al. 2015; Nordlander et al. 2017) are not
included in the main sample because the numbers of
reported elemental abundances are small in the refer-
ences used for the other sample stars (see Section 3).
For these three stars, we use chemical abundances de-
rived from 3D and/or NLTE analyses when available
mainly from Collet et al. (2006); Frebel et al. (2008);
Nordlander et al. (2017). For these three stars, the abun-
dance fitting method is applied by treating C and N
abundances separately with theoretical uncertainties of
0.5 dex. Since [Fe/H] has not been obtained for SMSS
0313-6708, the hydrogen mass is varied to reproduce the
observed [Ca/H] abundances rather than [Fe/H].
The resulting best-fit models for HE 0107-5240 and HE
1327-2326 are shown in the top and the middle panels of
Figure 13. The abundances of both stars are best-fitted
with the model for a Pop III star withM = 15M⊙ which
explodes with a normal explosion energy (E51 = 1). The
best-fit mixing-fallback model parameters for these two
stars suggest that they leave behind a compact remnant
with M = 2.9M⊙ and eject a very small amount of
56Ni
(< 10−4M⊙).
For SMSS 0313-6708, abundance measurements for
only C, O, Mg, and Ca are available, while upper lim-
its for other elements have been obtained either from
1D/3D LTE or 3D/NLTE analyses (Bessell et al. 2015;
Nordlander et al. 2017). The ranges spanned by the mod-
els with χ2 smaller than 10 are shown in the bottom
panel of Figure 13. As the result of the abundance fit-
ting, only the 25SN (M = 25M⊙ and E51 = 1; blue
band) or 40SN (M = 40M⊙ and E51 = 1; green band)
models fit the data with χ2 < 10. Among them, the low
upper limit for the [N/H] abundance is consistent with
the 40SN model. The progenitor mass of 40M⊙ is simi-
lar to that suggested by Bessell et al. (2015) based on the
STARFIT code (Heger & Woosley 2010); the model for
a 40M⊙ Pop III star which explodes with E51 = 1.8 with
modest mixing explain the observed abundance pattern.
The origin of Ca in the models of Bessell et al. (2015) and
this work, however, is different; namely, Ca in the model
of Bessell et al. (2015) is produced in the outer layer by
the hot-CNO cycle during the pre-supernova evolution
while it is produced by static/explosive O and Si burning
in the model presented in this work (Ishigaki et al. 2014).
While the new abundance constraints from 3D-NLTE
abundance analysis by Nordlander et al. (2017) are con-
sistent with the latter scenario as shown in the bottom
panel of Figure 13, additional abundance measurements,
especially for Fe-peak elements, are necessary to distin-
guish between the two Ca production scenarios. Since
the hot-CNO cycle can occur only in a zero-metallicity
star, the origin of Ca in SMSS 0324-6708 could be an im-
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Fig. 13.— Best-fit models and observed abundances for the stars
with [Fe/H]< −5. The top two panels show the best-fit 15SN mod-
els and the observed abundances for HE 0107-5240 and HE 1327-
2326. The bottom panel shows observed abundances and upper
limits for SMSS 0313-6708 and the ranges spanned by the models
that fit the data with χ2 < 10, which are either the 25SN (blue
band) or 40SN (green band) models.
portant diagnostics to examine whether or not the pro-
genitor of this star has to be a Pop III star.
5. DISCUSSION
5.1. Implications on the initial mass function of the
Pop III stars
One of the major goals of this study is to derive the
IMF of the first stars from the observed elemental abun-
dances of EMP stars. We note, however, that the mass
function we obtain in this abundance fitting analysis is
the IMF of the first metal-enriching stars, which are not
nessesarily the same as the IMF of the first stars. In
Section 4.2, we show that, among the adopted Pop III
supernova models (Low-energy explosion for 13M⊙, SNe
for 13, 15, 25, 40, 100M⊙ and HNe for 25, 40, and 100M⊙
Pop III stars), the majority of the EMP stars with avail-
able abundance measurements are best explained by the
models of Pop III stars with masses 15 and 25M⊙ (Fig-
ure 9). The mass function of the first metal-enriching
stars is well represented by a log-normal function,
∝ exp(−(lnx− µ)2/2σ2) (3)
with (µ, σ) = (3.28 ± 0.02, 0.31 ± 0.01) for the non-
weighted histogram and (3.30± 0.03, 0.36± 0.02) for the
weighted histogram.
More specifically, at M = 13 or 15M⊙, the Pop III
models fitting observed abundances are ∼ 50% less fre-
quent than at M = 25M⊙. This is different from the
Salpeter IMF, which has a power-low form of M−2.35, as
shown in the dotted lines in Figure 9. The NLTE cor-
rection to the Al abundances increases the contribution
from the M = 13 and 15M⊙ models but the M = 25M⊙
model remains dominant in the histogram as shown in
Figure 11.
Similarly, at M ≥ 40M⊙, the best-fit Pop III models
are about one third of those of the M = 25M⊙. The
smaller contribution from the larger Pop III mass (M ≥
40M⊙) implies that either (1) the formation mechanism
of the first stars inhibit the formation of & 40M⊙ stars,
(2) the first stars with & 40M⊙ directly collapse into a
black hole remnant without ejecting any nucleosynthetic
products or (3) the supernova explosions of higher-mass
first stars inhibit the formation of the next-generation
stars (e.g., Cooke & Madau 2014).
Stacy & Bromm (2013) took into account the forma-
tion of multiple stellar systems in their cosmological sim-
ulation and found that the maximum Pop III mass is lim-
ited to M ∼ 40M⊙. This mass range is consistent with
the scenario (1), where the formation ofM ≥ 40M⊙ Pop
III stars is inhibited. On the other hand, Hirano et al.
(2014) predict abundant formation of more massive stars
ranges from M = 10M⊙ up to a few thousands of M⊙
by taking into account statistical variation of the prop-
erties of primordial star-forming clouds in a cosmolog-
ical context (see also Hirano & Bromm 2017). Using
three-dimensional radiation hydrodynamics simulations,
Susa et al. (2014) also predicts a similar but slightly
lower mass range for the Pop III stars (1 .M . 300M⊙).
These two results are more in line with the scenario (2),
where the Pop III stars with M ≥ 40M⊙ can be formed
but do not eject any heavy elements via their supernova
explosions.
It is shown by theoretical studies that the progeni-
tors more massive than ∼ 40 − 50M⊙ more likely col-
lapse to form black holes without explosion (e.g., Fryer
1999; Heger & Woosley 2002). Chatzopoulos & Wheeler
(2012) also predict that Pop III stars with mass as low as
M ∼ 80M⊙ can explodes as pair-instability supernovae
rather than core-collapse supernovae depending on ro-
tation of the progenitor star. The inffered scarcity of
chemical signature from M ≥ 40M⊙ is therefore consis-
tent with these theoretical expectation.
Observational constraints on the masses of the stel-
lar mass blackholes that are possible first-star rem-
nants are helpful to distinguish between the scenarios
(1) and (2) (e.g., O¨zel et al. 2010; Abbott et al. 2016;
Kinugawa et al. 2016; Hartwig et al. 2016), which are
complementary to the chemical signature of EMP stars.
For example, in the case of the scenario (1), the blackhole
mass distribution of the first stars should be the same
as the compact remnant mass distribution obtained by
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Equation 1 in this work. Figure 14 shows the distribu-
tion of the masses of the compact remnant for the best-
fit models (left) and that obtained by weighting with
the p−values (right). The distribution is predominantly
peaked at ∼ 1.5−3M⊙ with a tail extending to ∼ 46M⊙.
In the scenario (2), on the other hand, masses of the com-
pact remnant could be much larger than those shown in
Figure 14. Since mass loss is expected to be negligible
for Pop III stars because of the low opacity in their at-
mosphere, which prevent strong stellar winds, the final
mass of the Pop III is likely preserve its original mass,
which may finally collapse without ejecting synthesized
elements.
In the scenario (3), the elements synthesized by Pop III
stars in the range 40-100M⊙ are ejected to inter-galactic
medium but low-mass stars do not form out of gas con-
taining the ejecta, which may not satisfy various physi-
cal conditions required for low-mass star formation (e.g.,
Smith et al. 2015). The ejected elements would have con-
tributed to the inter-galactic medium and thus elemen-
tal abundance signature of the > 40M⊙ Pop III stars
would remain in gas-phase metals in high-redshift objects.
Measurements of gas-phase metallicity for high-redshift
objects such as Damped Lyman-Alpha systems would
be useful to test this scenario (Kobayashi et al. 2011b;
Cooke et al. 2017).
5.2. Explosion energies
Another important finding of our analysis is for the ex-
plosion energies of the Pop III core-collapse supernovae;
almost half of the sample stars are best-fitted with the
model for a Pop III star withM = 25M⊙ which explodes
with high explosion energy (E51 = 10). Such a large frac-
tion of hypernovae might be responsible for the chemical
evolution of the Milky Way, not only in the solar neigh-
borhood (e.g. Kobayashi et al. 2006; Romano et al. 2010;
Kobayashi & Nakasato 2011), but also in the Galactic
bulge (Howes et al. 2015). At low metallicity, [Zn/Fe] ra-
tios show an increasing trend toward lower metallicities
(Primas et al. 2000; Cayrel et al. 2004), which can be re-
produced with hypernovae (Umeda & Nomoto 2005).
In nearby universe, the most likely progenitors of hy-
pernovae are thought to be rapidly rotating He cores that
have stripped their H envelope that end up with ener-
getic Type Ibc supernovae and they are rare compared
to typical Type II SNe (e.g. Podsiadlowski et al. 2004).
The rotational properties of the present-day and Pop III
supernova progenitors should be very different because
of the lack of mass loss due to the low-opacity, which
prevent the star to loose the angular momentum. Note
that, however, it is still debated that whether the Pop
III stars can maintain the high rotational velocity un-
der the presence of magnetic fields (e.g. Yoon et al. 2012;
Latif & Schleicher 2016).
At this moment, the only observational signatures of
hypernovae among Pop III stars come from EMP stars,
and there is no complementary observational evidence
to support the high fraction of hypernovae in the early
universe. The direct detection of light curves of Pop
III SNe (e.g. Smidt et al. 2014; Tolstov et al. 2016) is
necessary to obtain more robust insights into the na-
ture and the explosion mechanisms of the Pop III stars,
which would eventually better constrain the Pop III IMF.
That would require the detection of bright supernovae at
high-redshifts by next-generation instruments such as the
Wide-Field Infrared Survey Telescope (WFIRST), the
Large Synoptic Survey Telescope (LSST) or the James
Webb Space Telescope (JWST) (Hartwig et al. 2017).
5.3. Ejected mass of 56Ni
The yield of radio-active 56Ni is one of the main source
of luminosity in supernovae. The ejected 56Ni mass is
measured by multi-color light-curve analyses of local su-
pernovae. Also, this isotope finally decays to 56Fe, the
primary stable isotope of Fe. Figure 15 shows a his-
togram of ejected mass of the 56Ni from the best-fit mod-
els. It can be seen from both of the direct count of the
best-fit models (left) and the χ2ν -weighted count that the
ejected 56Ni mass is predominantly 0.01-0.1M⊙. These
masses is similar to those estimated by light-curve anal-
ysis of local supernova observations (e.g., Mu¨ller et al.
2017). On the other hand, the low-56Ni mass tail is very
different from the distribution of the rest of the sample,
as the tail is caused from the existence of CEMP stars. A
fraction of objects that are best fitted with models that
eject only small amount of M(56Ni) < 0.01M⊙, which
presumably corresponds to faint supernovae, is ∼ 10 % of
the first supernovae. Whether or not the typical ejected
56Ni masses and the fraction of faint supernovae implied
by the present analysis is consistent with the amount of
metals in present-day galaxies should be tested through
chemical evolution models with our yield of faint super-
novae (< 10−3M⊙).
5.4. Element ratios as the mass indicator
Through our analysis, we can also propose the mass
indicator of element ratios. In the previous sections, we
obtained the best-fit model parameters to each EMP star.
Based on these best-fit models, we investigate which
abundance ratios best correlate with progenitor masses.
Figure 16 shows the median abundance ratios of the
best-fit models ( 15SN, 25SN, 25HN, 40HN and 100SN
models) plotted against the progenitor masses (i.e., either
15, 25, 40 or 100 M⊙). The left and right panels show
abundance ratios relative to Fe and the ratios among the
light elements, respectively. The solid and dotted lines in-
dicate the trends for the supernova (15SN/25SN/100SN)
models and the hypernova (25HN/40HN) models, respec-
tively. The error bars in these plots represent the median
absolute deviation of the best-fit models of a given pro-
genitor mass/explosion energy.
As can be seen in the left panel, the [Na/Fe], [Mg/Fe],
[Si/Fe], [Co/Fe] and [Zn/Fe] ratios monotonically de-
crease with the progenitor mass for the SN models (solid
lines). These ratios, however, are not necessarily corre-
late with the mass for the HN models (dotted lines). This
result highlights the importance of constraining the ex-
plosion energies from multiple abundance measurements
including e.g., a [Zn/Fe] ratio.
Among the light elements, shown in the right panel,
[(C+N)/O] and [Na/Mg] ratios have negative correla-
tion with progenitor masses for both of the SN and HN
models. The decreasing trend of the [(C+N)/O] ratio
with increasing the Pop III main-sequence masses stems
from the fact that C is mainly synthesized in the C+O
layer between the He layer and the convective O core, of
which temperature is moderately high to ignite the He
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Fig. 14.— Left: a histogram of the remnant mass Mrem obtained by Equation 1 from the best-fit parameters to each stars. Right:
the corresponding histogram obtained by counting contributions from all the mass-energy models weighted by the p-values. The hatched
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Fig. 15.— Similar histograms as in Figure 14 but for the ejected mass of 56Ni.
burning but not the C burning. Since production of O
more strongly depends on temperature, and hence main-
sequence masses, the C mass increases more slowly than
the O mass with the main-sequence masses. The trend
of [Na/Mg] resulted from the fact that synthesis of Na is
less efficient in the C shell burning with higher tempera-
ture, which is typically realized for more massive Pop III
stars.
To summarize, among the best-fit models considered in
this work, the elements that are sensitive to the progeni-
tor masses are the ratios between C+N, O, Na, and Mg.
Figure 17 summarize the locations in the [(C+N)/O] vs
[Na/Mg] ratios for the best-fit models. The figure shows
that a star with [Na/Mg]> −1.0 and [(C+N)/O]> −0.6
is more likely to be fitted with either the 15SN, 25SN, or
25HN models while a star with [Na/Mg]< −1.0 and with
[(C+N)/O]< −0.4 is more likely to be fitted with either
the 40HN or 100SN models.
The correlation of the C/O ratio with the progenitor
masses is expected from stellar evolution theories. The
ratio in supernova ejecta, however, could significantly de-
pend on the mixing-fallback process. At the same time,
Na is burnt to Mg and Al in explosive nucleosynthesis
and thus the Na/Mg ratio depends on not only Pop III
mass but the explosion energies. We, therefore, empha-
size that multiple elemental abundance measurements,
other than the [(C+N)/O] and [Na/Mg] ratios, are also
essential to resolve the degeneracy among the mixing-
fallback process, explosion energies and the masses of
the Pop III supernovae.
5.5. Limitation of the present approach
5.5.1. Uncertainties in stellar evolution
One of the major limitations in this study is that the
Pop III model employed does not include the effect of stel-
lar rotation. The rotation has been suggested to play an
important role in determining the structure and the nu-
cleosynthetic yields of massive stars (Maeder & Meynet
2001; Hirschi 2007; Joggerst et al. 2010b). In a rotat-
ing Pop III stellar evolution model, production of 14N
is enhanced as the result of 12C mixed from the helium-
burning shell into the hydrogen-burning shell, in which
the CNO cycle takes place (Meynet & Maeder 2002).
Consequently, intermediate-mass isotopes such as 23Na
or 27Al are also produced through a series of alpha cap-
ture reactions on 14N (Takahashi et al. 2014). Therefore,
the abundance ratios involving Na or Al may not clearly
correlate with the Pop III progenitor mass if the star had
rotation.
The prediction on these odd-Z elements are
also affected by the treatment of overshooting or
the uncertainty in the 12C(α,γ)16O reaction rate
(Chieffi & Limongi 2002). Therefore, the prediction on
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Fig. 17.— [(C+N)/O] vs [Na/Mg] ratios for the models that fit
the EMP stars.
Na and Al, in particular, as a Pop III mass indicator
should be viewed with caution.
5.5.2. Explosive nucleosynthesis in multi-dimensional
simulation
In this work, we utilize the mixing-fallback model ap-
plied to the one-dimensional nucleosynthesis calculation
to approximate the Pop III yields of aspherical super-
novae. An important issue to be verified is that the de-
parture of the calculated yields from those predicted by
multi-dimensional simulations of aspherical supernovae.
Tominaga (2009) performs a two-dimensional hydro-
dynamical and nucleosynthesis calculation for an aspher-
ical jet-induced explosion of a 40M⊙ Pop III star. The
results suggest that the angle-averaged yields for many
elements are in agreement with those from the partic-
ular parametrization in the mixing-fallback model ap-
plied to the one-dimensional nucleosynthesis calculation.
However, elemental ratios such as [Sc, Ti, V, Cr, Co,
Zn/Fe] are enhanced in the simulation as the result of
the high-entropy environment realized only in the two-
dimensional calculation of the jet-induced supernovae. It
is also demonstrated that the predicted yields largely de-
pend on the angle from the jet axis and thus if the ejecta
is not well mixed, the elemental abundances imprinted
on the next generation of stars could be significantly dif-
ferent from those predicted by the mixing-fallback model
(Tominaga 2009).
In order to better constrain the Pop III progenitor of
EMP stars based on the measurements of Sc, Ti, V, Cr,
Co, and Zn abundances, multi-dimensional simulations
with various progenitor masses and explosion energies
are needed.
6. CONCLUSION
We calculate supernova yields of Pop III stars in the
mass range 13-100M⊙ for low (E51 < 1), normal (E51 =
1) and high (E51 > 1) explosion energies that best repro-
duce elemental abundance measurements of ∼ 200 EMP
stars taken from recent literature in the framework of the
mixing-fallback model. The results can be summarized
as follows.
• The observed abundances of the majority of the
present sample of EMP stars are best-reproduced
with the Pop III yields from progenitors being less
massive than 40M⊙. Almost half of the sample
stars are best-fitted with the model for a Pop III
star with M = 25M⊙ which explodes with high
explosion energy (E51 = 10).
• The predominance of the M < 40M⊙ best-fit
Pop III models is affected by the fiducial observa-
tional errors we have assigned to the data (0.1-0.3
dex). Obtaining a tighter constraint on the Pop III
masses requires the errors to be smaller than the
fiducial values.
• We have also examined the effects of the two ma-
jor systematic uncertainties; (1) NLTE effects on Al
abundances and (2) the effect of non-measurements
for specific elements. For (1), the uniform NLTE
correction for the Al abundance by 0.6 dex re-
sults in the change in the best-fit models from
M = 25M⊙ to M ≤ 15M⊙ for some of our sample
stars, which highlights the necessity of the NLTE
abundance measurements to discriminate between
these progenitor masses. For (2), the lack of either
the Si or Zn measurements leads to the change in
the best-fit Pop III models and thus measurement
of these elements is particularly important. In both
of (1) and (2), the main results, namely, the Pop
III mass distribution is peaked at M = 25M⊙ and
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TABLE 3
Best-fit models and observed abundances from literature
Starname M E Mmix log fej [C/H]mod flag
a [N/H]mod ... [C/H]obs flag
a [N/H]obs ... Ref.
b
HE0020-1741 13 0.5 1.7 −1.1 −3.49 1 −4.57 ... −2.24 1 ... 9
Note. — Table 3 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown
here for guidance regarding its form and content.
a Flags for the abundances: 1 for used value, -1 for upper limit, -2 for lower limit.
b List of reference: (1) Yong et al. (2013a), (2) Cohen et al. (2013), (3) Roederer et al. (2014), (4) Jacobson et al. (2015),
(5) Hansen et al. (2014), (6) Placco et al. (2015), (7) Frebel et al. (2015), (8) Mele´ndez et al. (2016), (9) Placco et al. (2016)
the dominant contribution comes fromM < 40M⊙,
remain unchanged.
• The mixing-fallback parameters for most of the
EMP stars are characterized by (1)Mmix smaller
than the mass below which the explosive nucleosyn-
thesis take place and (2)fej ∼ 0.01 − 0.5. The re-
sults indicate that the progenitor Pop III super-
/hypernovae have predominantly left behind the
compact remnants with masses less than < 5M⊙
and ejected ∼ 0.01− 0.1M⊙ of
56Ni.
• The CEMP stars ([(C+N)/Fe]> 1.0) in our sample
are best-fitted with the Pop III models with progen-
itor masses similar to those fit the other C-normal
EMP stars. On the other hand, the best-fit mixing-
fallback parameters for the CEMP stars are largely
different from those of the majority of other EMP
stars in that the CEMP are explained by the large
mixing region and the small ejected fraction. The
CEMP stars with Mg enhancement ([Mg/Fe]> 1)
are explained by the model for a Pop III star with
M = 25M⊙ exploding with the high explosion en-
ergy (hypernova).
• The resulting mass distribution of the progenitor
Pop III of the EMP stars decreases at M < 25M⊙,
which is not consistent with the Salpeter IMF. The
drop at M ≥ 40⊙ suggests either that (1) the for-
mation of the first stars with M ≥ 40M⊙ are sup-
pressed, that (2) the M ≥ 40M⊙ first stars tend
to directly collapse into black holes without eject-
ing any heavy elements to be incorporated into the
next generation of low-mass stars, or that (3) the
supernovae of higher-mass Pop III stars inhibit the
formation of the next-generation of low-mass stars.
These scenarios predict different distributions of
mass of the compact remnants and ejected mass
of 56Ni and thus should be tested with other obser-
vational probes such as masses of the stellar-mass
black holes and light-curves of Pop III supernovae
in the future observations.
• Based on the best-fit models, we propose the diag-
nostic abundance ratios sensitive to the Pop III pro-
genitor masses, where the [(C+N)/O] ratios best
correlate with the progenitor masses. The Na, Mg,
and Al abundances could also be sensitive to the
progenitor masses if the progenitor stellar rotation
does not significantly affect the abundances of these
elements.
These results demonstrate that the elemental abun-
dances in EMP stars have useful implications on the
physical properties of the Pop III stars and their su-
pernova explosions. On-going and future photometric
and spectroscopic surveys such as the SDSS/APOGEE
(Majewski et al. 2017), GALAH (De Silva et al. 2015),
Pristine survey (Starkenburg et al. 2017), LAMOST
(Zhao et al. 2012), and their follow-up observations (e.g.
Li et al. 2015) to accurately measure most of the impor-
tant key elements for large samples of EMP stars are
crucial to obtain more robust insights into the nature of
the Pop III stars.
The present analysis method, however, is based on the
various assumptions on the progenitor Pop III stellar evo-
lution (rotation) and supernova explosions, which should
be verified with more realistic multi-dimensional nucle-
osynthesis calculations. At the same time, the present
results highlight the importance of complementary high-
redshift supernova observations with the next-generation
photometric and spectroscopic facilities (e.g. WFIRST,
LSST, and JWST; see Hartwig et al. 2017) to connect
the nucleosynthetic signatures on EMP stars with the
initial mass function of the Pop III stars.
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APPENDIX
TABLE OF BEST-FIT MODELS
Table 3 presents [X/H] abundances of the best-fit models and the observational data from literature used in the
abundance fitting.
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