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Abstract
  Statistical surveys, however well designed, often ﬁ  nd that the resulting 
sample structure does not always reproduce the population structure accurately. 
In order to get more accurate estimators for the variables of interest, several 
methods of sample adjustment can be used.  Most common among them 
are: post-stratiﬁ  cation, ratio estimation and regression, which are presented 
in the article. Whether applied before data collection or afterwards, sample 
adjustment methods provide better estimations of the parameters of interest. 
 Key  words:  sample balancing, weighting, post-stratiﬁ  cation 
estimator, regression estimator, ratio estimator
***
  Statistical surveys analyze samples from a population in order 
to reveal the characteristics of the general population. The accuracy of the 
results often depends on how representative the sample is of the population. 
The results of statistical surveys can be improved by integrating additional 
information into the calculation of estimators. The process is generally called 
sample adjustment. 
  The need to balance the sample after a statistical survey is one of 
the characteristic aspects of social and economic research. The resulting 
answers cannot be controlled entirely, therefore they often do not reproduce 
the structure of the total population (known prior to the research).
  Adjustment methods imply weighting the units within a sample, 
so that values of certain variables match „reliable” external values, such 
as information gathered during a census. The general principle behind the 
method is that, once the sample reproduces identically certain traits of the 
population (previously known), it is assumed that the variables of interest will 
also subsequently reproduce closely their “real” values (unknown) within the 
general population.
  Sample adjustment can sometimes be considered a simple step of the 
calculation procedure, which enables a mechanical ﬁ  tting of the sample structure 
on the structure of the studied population. Adjustment must be prepared prior 
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to the survey itself: adequate questions must be added, the coding process 
must run homogenously. For example, in nationally representative surveys, all 
reliable market research institutes add a standard batch of socio-demographic 
questions to their questionnaires, so the resulting sample can be adjusted to the 
(previously known) population structure.
  If auxiliary information is available for the balancing, it can be used 
at the time of the sample extraction, or afterwards, only in the estimator 
calculation. 
  When additional information is used to adjust the sample when 
extracting it, this generally implies the use of methods like: stratiﬁ  cation, 
proportional extraction according to a criterion for measuring the sample 
size, balanced extractions.
  If the auxiliary information is used when extracting the sample, this 
leads to a better estimation. 
 If  the  auxiliary information is used after extracting the sample, 
that is, after the data collection has ended, the estimators will have different 
expressions. In this case, the information is used to balance the sample. 
Balancing the sample implies survey weights; these undergo changes, which 
in turn lead to estimator changes, but the sample itself cannot be modiﬁ  ed 
once extracted.
  Sample balancing is not a method to correct data from an incorrectly 
built sample. In a small sample, the conﬁ  dence interval of estimators is wider, 
the power of statistical tests is reduced and therefore differences between the 
resulting sample structure and the “real” structure can be incorrectly marked 
as (in)signiﬁ  cant. In this case, balancing offers no guarantee of obtaining 
statistically valid results.
  Sample balancing is used in non-academic as well as academic research, 
due to various reasons why the resulting sample differs from the population. 
Main causes are: higher costs (both time and money) to achieve the desired 
sample structure, difﬁ  culty in ﬁ  nding certain types of respondents etc.
  Adjusting the sample simultaneously with data collection is widely 
used in stratiﬁ  ed surveys, where the researcher designs a sample structure 
representative of the general population. Interviewers make us of quota sheets 
in order to achieve the desired number of interviews on each strata. 
  Adjusting the sample after data collection generally makes use of 
weights – the resulting sample, which would vary slightly from the population 
structure, is weighted to reach the population structure.
  Balancing a sample by a variable x implies: having extracted a 
sample by a given method, an estimator is built to approximate the known total 
θ  of the x variable, leading to the estimation  θ ˆ, regardless of the extracted 
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sample. The resulting estimator gives the known total of the adjustment 
variable with a null variance; this is the fundamental characteristic of 
balancing.
  There are several commonly used adjustment methods:
  - estimation by ratio;
  - regression estimation;
 -  post-stratiﬁ  ed estimation.
 
  One of the common errors made in the name of sample adjustment is 
using any available information without evaluating the correlation between 
the auxiliary variable(s) and the main variables of interest. 
  The auxiliary information must be chosen according to the logic: if 
the estimator gives the exact value of a parameter, deﬁ  ned by a variable which 
has a known correlation to the variable of interest, y, then it must provide a 
very good estimation of the parameter of interest, unknown.
  Auxiliary information can come from a census, a previous survey, or 
a survey with a larger sample. These informations can be integrated into the 
survey design and/or can be used to balance the sample once extracted, to 
provide a better quality of the survey results. 
  The adjustment variables must be strongly correlated to the subject of 
the survey,  segmentation methods being widely used to select these variables. 
If a survey demands national representativity, then the variables used to balance 
the sample will most likely be socio-demographics. If a survey demands 
representativity in terms of users of a certain product, then the variable used to 
balance the sample will be the incidence of the product usage within the total 
population (we assume this is known).  Another condition is that they should 
be „not numerous” and pertinently agreed upon.  
  In choosing the balancing method to be used, several aspects must 
be taken into consideration: the survey plan; the nature of auxiliary variables; 
the number of auxiliary variables available; the relation between the studied 
variable and the auxiliary variable(s).
  Variables commonly used in marketing studies in order to balance a 
sample are: age, gender, socio-professional characteristics, number of children 
in household etc. 
  Essential conditions when balancing a sample are: using reliable 
and up-to-date reference information; if necessary, balancing the sample in 
several steps;  maintaining a critical outlook of the measurement errors that 
could occur.
  The use of the previously mentioned examples in marketing studies 
is justiﬁ  ed by the fact that this information is usually available from ofﬁ  cial 
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sources, publications released by the National Institute of Statistics. Balancing 
a sample according to these variables provide very accurate estimations of the 
variable of interest.
  The auxiliary variables presented before are quite neutral, in that they 
do not approach sensitive topics such as income. Using age, education and 
work position to create income-related population segments is much more 
reliable than using income itself, because asking directly for income can lead 
to measurement errors (due to the respondent not being willing to disclose his 
or her true income).
  There are three main methods used to balance a sample: 
 -  Ratio (coefﬁ  cient) estimation; 
 -  Regression;
 -  Post-stratiﬁ  cation.
Sample balancing using ratio (coefﬁ  cient) estimation
  The ratio is an estimator calculated as follows: if Xi is a quantitative 
auxilirary variable and Yi is the variable of interest and the relation between 
them is:  ii i YR Xλ =⋅ +
   R = proportionality coefﬁ  cient;
  i λ  = independent error, which cannot be measured (does not depend 
on Xi)
  The relation is appliccable to all population units, in which case the 
errors even themselves out
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 is a „reasonable” estimation for Y .
 The  estimator  () R Y
~
 is the rate (coefﬁ  cient) estimator. 
  Balancing by weights means balancing according to the X variable, 
when the sample is not representative in terms of this variable. 
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 The  statistical properties of  R Y
~
 are:
  - Slight bias. The error is small if the sample is large; if the sample is 
small,  R Y
~
 can be greatly biased and should be used with caution. 
  For simple random sampling, the bias: 
 
B  ()
»
»
¼
º
«
«
¬
ª
× − ¸
¹
·
¨
©
§ ×
−
× ≈
Y
1 y x
2
x S
X
S
X
S
n
f
Y ρ
  ρ = is the linear correlation coefﬁ  cient beteween X and Y.
  We can see that the error is null if   2
XY
X
SS Y
S X
ρ××
= , that is, if the 
regression error goes through the origin ( 2
XY
X
SS
S
ρ××   is the slope of the 
curve).
  - The variance of  R Y
~
can be approximated only for large samples. For 
simple random sampling (when n is large), this is:  ()()
2
1 R
S
VY f
n
λ ≈− × 
 
2 Sλ = variance of () ii y i YR X λλ =− × ; where 
22
1
1
1
N
i
i
S
N
λ λ
=
=
− ¦ . 
 
  To estimate the variance in simple random sampling, 
2 Sλ  must be 
replaced by an unbiased estimator -  2 sλ calculated to the sample size.
  The parameter R from  i λ ’s equation is replaced by the estimator
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  This estimator is „slightly” biased if errors are small and n is 
sufﬁ  ciently large in Y’s equation,   ii i YR Xλ =× +.   It is widely used in non-
academic research, being a non-costly, easy to use method of improving the 
survey results.
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Sample balancing using regression
  This method is used if the existing data can be expressed using a 
relation like  () i yf xλ =+ , such as:  ii i Ya b Xλ =+× +.
  The values of the  i λ  disturbance variable must be reduced, independent  
from Xi and must follow the relation: 
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  Considering simple random sampling, Xi values are known and the 
average Y must be estimated.
  Optimum values for a and b (minimizing the sum of squares for  i λ ) 
are:
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 The  relation 
ii i Ya b Xλ =+× +  is a parametric expression of Yi 
values, where Yi is expressed in relation to a constant, to Xi and to  i λ .
  Like in the previous method, with simple random sampling and 
small errors close to 0, their sum on the entire sample can be considered 
approximately null (the errors even out).
 Therefore:
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  Y  can be approximated by ( ) x X b y Y − + ≈ ˆ ˆ .
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b  is unknown and must be estimated. A logical estimator for 
^
b  can 
be found by replacing the values for the population (unknown) with similar 
values calculated within the extracted sample: 
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  -  the 
regression estimator.
  REG Y  is a linear estimator, following:  () ii
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receiving a weight Wi(s). 
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  The estimator can be expressed as: 
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 The  statistical characteristics of  REG Y are:
  - Slight bias for large samples (n ≥ 30), with the risk of obtaining 
imprecise estimations for smaller samples. 
  - For large samples, the variance can be calculated: 
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  ρ = the linear correlation coefﬁ  cient between X and Y, ρ  [] 1;1 ∈− .
  Using the previous relation in the variance equation, we ﬁ  nd that: 
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  For simple random sampling,  ()( ) y D Y D REG ≤ ≤
~
0  and therefore 
REG Y
~
 is preferred instead of  y  for large samples. The advantage of using 
REG Y
~
 is related to the 
2 1 ρ −    factor.
  If there is no linear relation between X and Y, like  X b a Y ⋅ + =  (the 
errors 
i λ  are large or very large), then 
2 ρ will have a small value, close to 0 – 
in this case using  REG Y
~
 is not recommended.
  Estimating the variance De
2 begins with the error variance within 
the sample. Because of the unknown parameters 
^
a and
^
b , the errors 
i λ  are 
estimated as follows:  
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  Using the same formula, conﬁ  dence intervals can be established for Y .
Post-stratiﬁ  cation
  For simple random sampling, a sample of n elements is extracted and 
within the sample we deﬁ  ne p categories called  post-strata, depending on the 
values of one or more known variables for each unit in the sample.
  We assume that the overall volumes for each category (p) within the 
population Np is known. If we deﬁ  ne  p y  as the mean of the variable Y within 
the post-stratum p, then 
p
¦
=
× =
P
p
p p POST y N
1
ˆ θ   is an unbiased estimator for θ 
and is called the post-stratiﬁ  ed estimator of θ.
  For estimating the mean, the relation above will be divided by the 
total population: 
  
∑
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  The expresion obtained for  POST θ ˆ  is not fundamentaly different from 
the one coresponding to the estimator of the overall population in stratiﬁ  ed 
surveys. The fundamental difference resides in the method for extracting the 
sample because, in the case of stratiﬁ  ed sampling the size of the sample np 
within the stratum p is chosen by the analyst, but must follow the condition: 
∑
=
=
P
p
p n n
1
.
 Post  stratiﬁ  cation is an adjustment method depending on the volumes 
Np. It is named calibration method for the volumes Np.
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  The comparison between  p y and  POST Y
~
 can show that the adjusting 
method consists mainly of modifying the initial weights of the survey. 
Before the adjustment, the weight is 
n
Wi
1
= , and after the adjustment 
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× = , if i belongs to the p category.
 
 The  post-stratiﬁ  cation technique allows for adjusting the abberant 
values of Y – instead of removing the individuals from the sample, it is 
preferable to group them into post-strata, but it is compulsory to know their 
weight within the population.
  The precision of the estimator for the mean -  POST Y
~
 when using simple 
random sampling can be calculated as follows:
  () ¸
¸
¹
·
¨
¨
©
§
× ¸ ¸
¹
·
¨ ¨
©
§
−
−
+ ¸ ¸
¹
·
¨ ¨
©
§
×
−
≈ ¦ ¦
= =
P
h
p
p
P
h
h
p
POST S
N
N
n
f
S
N
N
n
f
Y V
1
2
2
1
2 1
1 1 ~ . 
  The calculation can be difﬁ  cult because np is a random variable placed 
as denominator and the mathematical expectancy of the inverse of a random 
variable cannot be precisely expressed.
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  The formula for variance calculation shows that it is advisable to 
build homogeneous post-strata (due to the presence of the variance 
2
p S ). 
This observation can be helpful in segmentation surveys, where it is especially 
important to group individuals with similar characteristics into the same 
segment (stratum).
  In practice, the auxiliary qualitative variable X that enables the 
deﬁ  nition of post-strata has to explain the Y variable as well as possible. 
Statistically, this condition is justiﬁ  ed by the presence of the variance 
2
p S : 
the variance of the estimator is lower when Y variates “little” within each 
stratum. Each post-stratum contains units for which the qualitative variable 
used for post-stratiﬁ  cation – X has the same value (conventionally), therefore 
the condition for which 
2
p S  to have low values is synonymous to the power 
of the variable X to explain the variable Y.
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 Post-stratiﬁ  cation is useful and often used in “tracking”-type studies, 
when comparable data is ensured by comparing the sample structure in each 
wave to a single, “standard” sample structure.
 Post-stratiﬁ  cation in nationally representative structures has a major 
disadvantage: the population structure, as offered by the National Institute 
of Statistics, comes from the 2002 Census. In this case, the choice can be 
made between post-stratiﬁ  cation according to the ofﬁ  cial structure (which is 
outdated) or according to other, more recent structures (which are not ofﬁ  cial 
statistics).
A software solution - CALMAR
  The Institute of Statistics and Economical Studies in France designed 
and implemented an application for re-weighting units, using auxiliary 
information on a number of variables, known as calibration variables. This 
software, known as CALMAR (CALage sur MARges, Calibration to Margins), 
was created using the SAS statistical analysis software package. The package 
was also introduced in Romania. 
 The  ﬁ  nal weights produced through CALMAR are obtained so that: 
for a qualitative calibration variable: after calibration, the weighted counts 
of the variable modes within the sample will equal the known counts within 
the population; for a quantitative calibration variable: after calibration, the 
weighted total value of the variable within the sample will equal the known 
total within the population.
  Four methods are usually applied by CALMAR1, which indicate 
the distance function G(x), where  k k/d W x = , and the F(u) function, where 
Ȝ x u k ⋅ ′ = . 
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  The „logit” method
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  The “linear truncated” method
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Conclusions
  The option for one of the four methods should take into consideration 
the following observations: 
 •  The linear method is the fastest because it always converges after 
two iterations; it can lead to negative Wp weights, which does not always 
agree with the survey designer. The weights have no superior limit and the 
Wp/dp ratio can have values regarded as high. 
 •  The raking-ratio methods always returns positive weights, but 
without a superior limit. The largest weights are generally greater than those 
returned by the linear method.
   • The logit and truncated linear methods offer the option of deﬁ  ning 
an inferior limit, i, as well as a superior limit, s, to the Wp/dp ratios. However, 
one cannot previously choose any values for the two; there is a maximum 
value for i (less than 1) and a minimum value for s (greater than 1). These 
values depend on the data as well as the margins: the greater the differences 
between the sample structure and the population structure, the further the 
values will drift from 12.
  All adjustment methods can be considered particular cases of the 
following issue: when extracting a sample s by a certain method, each unit 
p is assigned a weight dp. Moreover, an auxiliary variable Xp is available for 
each unit p within the population ()∑
=
=
N
p
p X X
1
.
Statistical sample surveysRomanian Statistical Review nr. 7 / 2010
  The purpose of the method is to deﬁ  ne a new weighting variable, Wp, 
to allow a “better” estimation of the total θ . 
 Therefore  () ∑
∈
≠ ×
s p
p p X X d  and for each sample s, the desired result 
is  () X X W
s p
p p = × ∑
∈
3
  Adjustment is compulsory when correcting non-answer errors 
and establishing structural standards for comparisons. Comparable data is 
especially important in longitudinal studies, where a variable of interest is 
followed over longer periods. 
  Two negative aspects should also be considered when choosing to 
balance a sample: balancing cannot correct measurement errors and balancing 
can increase bias. 
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