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Currently, there is a global emphasis in finding the oldest ice in Antarctica, which will give
the longest climate record contained within the ice. This is fundamental in the field of climate
science because it will give scientists a proper baseline to compare it to sediment cores amongst
other proxy records and work to determine a more accurate account of climate change. The
most promising place to find the oldest ice is within the thick, slow-moving East Antarctic Ice
Sheet. Within this ice sheet, there is a thick region of ice that sits on a mountain range known
as the Gamburtsev Subglacial Mountains. This is an important location because regions with
steep valleys, like this mountain range, are susceptible to re-circulation of ice flow, better known
as Moffatt Eddies, that could significantly impact the climate records contained in proposed
ice core drilling sites. Since radar data has limitations in its ability to accurately visualize the
characteristics of old ice in thick ice regions, such as in the Gamburtsev Subglacial Mountains,
then we need an alternative way to determine the characteristics of the old ice. This is where
this project becomes relevant, as it looks to formulate a mathematical model based off certain
characteristics of glaciers, such as formation of Moffatt Eddies in sub-glacial mountain valley
regions. The aim of this model is to determine the critical angle at which Moffatt eddies form.
Once we determine how Moffatt Eddies form, we can better understand how glaciers move and
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1 Introduction
All fluids flow. However, differences in properties of fluids will affect how easily a fluid will flow.
Characteristics, such as viscosity, density, and compressibility can influence the flow of a fluid.
Apart from the characteristics of the fluid, other factors that influence fluid flow include flow
speed and the shape of the solid surface the fluid is moving over. Taking this into account, when
considering the movement of glaciers, we can define it as slow-moving flow downslope caused by
deformation of ice under the force of gravity. Glaciers, as it can be defined loosely as a pile of ice,
can be characterized as a viscous, incompressible fluid, which would imply that the fluid flow would
be rather slow. Moreover, if we know that glaciers always move downslope, through the process
of deformation and sliding, and we know that the solid surface a fluid moves over influences fluid
flow, then it is safe to assume that valley landscapes and ice geometry would heavily influence the
flow.
This leads to the context of our analysis, which is to figure out how exactly the flow of ice
through subglacial mountain valleys occurs and behaves in such an environment. In our analysis, we
suggest that in such an environment, ice that flows closer to a corner-like land surface, will undergo
recirculation that results in formation of new eddies. The steepness of the corner will determine
how many new eddies are formed. Coined by H.K. Moffatt, the term for this recirculation of ice
flow in subglacial mountain valleys is known as Moffatt Eddies.
In fluid dynamics, an eddy is the swirling of a fluid that can occur in turbulent fluid regimes or
because of a land-form disturbance. In the context of our region of analysis, we can consider the
disruption in the flow of a very viscous fluid, such as ice flow over a steep valley, as a land-form
disturbance and the reason as to why we would expect an eddy to form in such a region.
This thesis aims to build off the methodology of H.K. Moffatt(1964a), as well as that of Meyers
and Creyts (2017) and attempt to determine, analytically, numerically, and computationally, how
and where Moffatt Eddies form. To determine how Moffatt Eddies form, we will need to solve for
the critical angle, as it is a steep slope that results in its formation. To solve for the critical angle,
we will need to treat the problem as a fourth order ordinary differential equation (ODE) and apply
both no-slip and slip conditions to solve the problem. Numerically, we will apply the Shooting
Method to approximate a solution to the fourth order ODE. As we are modeling the movement of a
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slow-moving viscous fluid, it will require the implementation of a non-Newtonian Stokes equations
with a Glen’s law rheology. Once we analytically and numerically determine the critical angle, then
we will compare our results with a computational model of viscous flow through a two-dimensional
wedge domain, which would simulate ice flow over model valleys.
Overall, with the application of fundamental theories of physics and fluid dynamics, as well as a
basic comprehension of glaciology, we can come to better understand how glaciers move and behave
under different climate scenarios. This will, in turn, develop our ability to model current glacier
movement as well as predict future glacier behavior. Thus, by formulating a mathematical model
that describes the formation of Moffatt Eddies in sub-glacial mountain valley regions, we can build
a sense of understanding of a dimension of glaciers that is not yet fully understood.
2 Theory
2.1 Mathematically Defining Moffatt Eddies
In order to determine the conditions that result in the formation of Moffatt Eddies, it is important
to first solidify what this phenomenon actually is. Moffatt Eddies are viscous overturning of ice flow
that can occur at the shear of the valley sidewalls,since shear can cause ice to overturn. Because
of how they form, they are also known as ”corner eddies” or ”viscous and resistive eddies”.
Moffatt Eddies form when a viscous fluid, such as a glacier, passes through a subglacial moun-
tain valley Meyer and Creyts (2017). The reason for that has to do with the fact that the ice
is flowing through a steep slope that create a V-shape, or sharp corner. Moreover, it also has to
do with the difference in shear as the boundary conditions on the sides of the V-shape, or wedge,
interact. If we were to model movement of a viscous fluid over a mountain valley, we could think
of it in terms of a wedge, made up of two planes that intersect to form a corner.
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Figure 1: Schematic of two-dimensional wedge domain
Using Figure (1) as the two-dimensional domain, we can use that to visualize how in such a
domain, Moffatt Eddies would form. Within this domain, we specify conditions on the walls, such
as no-slip conditions, where we assume that flow right along the wall is zero. Furthermore, we
assume that flow between the rigid boundaries is antisymmetrical. Considering the wedge as a
geometric shape, we can implement differential equations that can mathematically describe fluid
flow through this domain.
2.2 Governing Equations
The first step is describing Moffatt Eddies like a two-dimensional Stokes flow of a Newtonian fluid
in a wedge Moffatt (1964). This is possible because Newtonian fluid’s viscosity can be assumed to
remain constant no matter the amount of shear applied for a constant temperature. Newtonian
fluids also have a linear relationship between viscosity and shear stress. Considering the domain,
then we can apply the two-dimensional nonlinear Stokes flow of a Newtonian fluid to solve the
problem. Assuming 2D, incompressibile flow, we can write out the mass and momentum equation
in the form of,
3
∇ · σ = 0 (1)
∇ · u = 0 (2)
Taking the curl of the momentum equation and given the conditions of our domain, we can


























For very viscous fluids, we can assume that when modeling flow of the fluid,
(µ · ∇)µ (6)
is negligible. For slow, viscous fluids, we can assume viscosity remains constant by applying a very
small Reynold’s number. Then the equation for fluid motion is simplified to the following:
0 = −∇p+ µ (7)
The two-dimensional Stokes flow of a Newtonian fluid is governed by the biharmonic equation
for the stream function.
∆4ψ = 0 (8)
Where, according to Moffatt[1964a], when you solve for the stream function using plane polar
coordinates, it leads to the following solution:
ψ = rλfλ(θ) (9)
Where r is the radial distance from the corner, θ is the angle of the corner the two planes form, and
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λ is any real or complex number.In the case of the function, fλ(θ), we know it will be dependent
on θ, since it is a function of θ, but it will also depend on the value of λ. So, in order to determine
the function that best describes the flow, we have to also figure out the value of λ, which comes to
be a product of the sum of of its real, r, and complex, i, components: λ = λr + λi. An important
note for the solution above is that this solution only applies for no-slip conditions. In the case of
slip conditions, we would need to account for the basal boundary conditions, which would result in
making the solution invalid. For the extent of this thesis, we apply both no-slip and slip conditions
to the computational model to compare results for critical angle. However, for both the analytical
and numerical solutions, we stick to using only no-slip boundary conditions.
The solution to the biharmonic equation leads to a set of similarity solutions where the function is
dependant on an unknown radial exponent. Following the method of Meyer and Creyts (2017), to
determine the value of the unknown radial component, we need to pinpoint the critical angle, where
the wedge became very narrow to the point where the radial exponent became complex. At that
point, the complex exponent causes a change in the sign of horizontal velocity, which is attributed
to the change in direction of fluid flow.
u ∼ rλR−1e(λI−1) ln r (10)
In order to fully describe the flow of ice over any domain, we need to specify a rheology. Once
we do so, we find that the formation of sequence of eddies is a consequence of the no-slip boundary
conditions of the wedge the fluid is flowing through.
2.3 Non-Newtonian Rheology
Describing eddies in ice means that you would need to specify a Non-Newtonian rheology since ice,
like Non-Newtonian fluids, has a viscosity dependent on both temperature and strain rate. Thus,
we can say ice is a shear-thinning type of Non-Newtonian fluid:
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Figure 2: Shear-thinning: Viscosity decreasing with stress
So, the Newtonian fluid example was described using Stokes flow and biharmonic equation.
Now in the case of Non-Newtonian fluid simulation, if we think of ice, in particular glaciers, as a
slow moving, viscous fluid, then we can apply the slow viscous power law fluids for corner eddies.
Thus, we chose to apply the shear-thinning power law rheology, known as Glen’s law:
˙εF = A(T )τ
n
E (11)
where ˙εE is the effective strain rate, A(T) is the ice-softness as a function of temperature, n
is the rheological exponent equal to 3, and τE is the effective stress rate. The effective stress and











where τij is the deviatoric stress,
τij = σij + pδij (14)
Applying this to the rheology, we find we can rewrite it in the following form:








The shooting method is the method we chose to numerically solve for the critical angle. The
shooting method is a way to treat a two-point boundary value problem as an initial value problem.
The basis of this method consists of choosing an initial guess for initial conditions. In doing so,
we are able to simplify a much more complex, higher order differential equation into a system of
equations of first-order equations. In the case of Moffatt Eddies, we can describe this process using
a fourth order ordinary differential equation (ODE).
In the context of this thesis, we apply the shooting method to both linear temperature dependent
rheology and temperature independent rheology in an effort to solve the fourth order ODE and
approximate the value of lambda at angles between 60°and 180°.
3 Calculations
3.1 Analytical Solution
To go about solving the analytical solution, we can start by using the general form for the anayltical
solution, which Moffatt[1964a] proposed.





∂θ , we can therefore choose B and D to equal 0 and just concentrate on the components
of A and C.
ψ = rλ[A ∗ cos(λθ) + C ∗ cos(λ− 2)θ] (17)
This is a streamfunction satisfying equation for any value of λ. From here, we apply no-slip
7





Applying the boundary conditions, we obtain the following:
A ∗ cos(λ(α) + C ∗ cos(λ− 2)α = 0 (18)
Take the derivative:
Aλ ∗ sin(λα) + C(λ− 2) ∗ sin(λ− 2)α = 0 (19)












From here, we can then plot this analytical solution and see where the critical angle would be
that would result in formation of eddies:
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Figure 3: Analytical Solution for fourth order ODE
The figure above shows two dotted lines, which mark the values 0.217 and -0.217 Acheson
(1990). These values mark the point at which sinxx is −
sin2α
2α . In this case, we find that based on
the values, the critical angle at which eddies will form is approximately 146.3°.
3.2 Numerical Solution: Applying the Shooting Method
3.2.1 Temperature Dependent Viscosity
Taking the governing equations for two-dimensional incompressible flow and specifying a Non-
Newtonian rheology, we can numerically solve the biharmonic equation. To simulate the formation
of Moffatt Eddies, we can write the momentum and mass conservation equation for a two dimen-
sional incompressible flow in polar coordinates. Then, taking the curl of the momentum equation,





















τrθ = 0 (23)
From there, we can determine the critical corner angle by applying no-slip boundary conditions.
With this assumption, we determine approximate the behavior of the interior of the ice sheet, where
the ice at the bed flows slowly.
The following derivation will to model the movement of Moffatt Eddies as a linear viscous fluid
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and apply a temperature dependent rheology to calculate the critical angle at which we would
expect to see the formation of eddies in ice.
First, we will use the governing equations for a two-dimensional incompressible flow, which are
mass conservation, energy conservation, and momentum equation.
∇ · τ = ∇p (24)
∇ · u = 0 (25)
Where τ is the shear stress and it is equal to pressure, p. Additionally, u is set to 0, which satisfies
mass conservation.


































Now, since I want to group the equations together, I can modify them in a way that the right





























































































































Now, since the left side is the same for both equations, I set them equal to each other and then




















































By making the assumption it is an incompressible, viscous fluid, we can assume τrr = τθθ.














































































τrθ = 0 (40)
To specify the rheology, we can describe a viscous fluid with a temperature dependent rheology.
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τij = µ(T )Υ̇ij (41)
Where µ symbolizes shear, or viscosity coefficient, that is characterized as temperature-dependent.
The reason for that is to determine whether shear thinning, which is when as shear increases, vis-
cosity decreases exponentially, is a result of temperature changes or not. Lastly, γ is the strain rate



















Accounting for the change to polar coordinates, we can rewrite the strain rate tensor equation
to be as follows:
Υ̇ij =


































Now, when considering the solution to the biharmonic equation, ψ = rλf(θ), we can put the
strain rate in terms of this solution, which results to:
Υ̇ij = r
λ−2
 2(1− λ)f ′ λ(λ− 2)f − f”
λ(λ− 2)f − f” 2(λ− 1)f ′
 (45)
From here, we can then incorporate the temperature-dependent rheology:
τij = µ(T )rλ−2
 2(1− λ)f ′ λ(λ− 2)f − f”
λ(λ− 2)f − f” 2(λ− 1)f ′
 (46)
With understanding the rheology and the components, we can now assume that T, temperature, is
a function of θ, angle. What this means is now we can rewrite the Stokes equation, which describes
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the two-dimensional, incompressible flow of ice.
[µ(θ)λ(λ− 2)f − f”]”− 4(λ− 1)2[µ(θ)f ′]′ − λ2(λ− 2)2µ(θ)f + λ(λ− 2)µ(θ)f” = 0 (47)




λ(λ− 2)f − f” + 2λ(λ− 2)f”− 4(λ− 1)2[µ
′
µ
f ′ + f”]− λ2(λ− 2)2f (48)
3.2.2 Temperature Independent Viscosity
The second method we will use to solve for the angle is by assuming that viscosity of the ice does
not change with temperature. In this case, the solution we obtained from the biharmonic equation
from the temperature-dependent viscosity case, and set µ equal to 0. In doing so, the solution
simplifies to just the last two factors:
fiv = −[2λ(λ− 1)− 2λ+ 4]f”− λ2(λ− 2)2f (49)
The shooting method treats the two-point boundary value problem as an initial value problem.
This is to say that we will write the fourth-order differential equation as a set of four first-order
ordinary differential equations.
f iv + [2λ(λ− 1)− 2λ+ 4]f” + λ2(λ− 2)2f = 0 (50)
So the first step is to set the function equal to the highest order derivative, which in this case
is a fourth-order derivative, f iv.
f iv = −[2λ(λ− 1)− 2λ+ 4]f”− λ2(λ− 2)2f (51)
From here, now we need to create the set of first-order ODEs. To do so, we need to create new
variables that equate to the zero-order, first-order, second-order, and third-order ODEs written as
first order ODEs. How we went about to do this was as follows:
Now that we have a set of first order ODE to describe the fourth order ODE, we can now
13










Table 1: Setting up the set of first order ODE for a fourth order ODE
go about and rewriting the equation using the new variables that equate to the set of first order
systems:
f iv = −[2λ(λ− 1)− 2λ+ 4]x3 − λ2(λ− 2)2x1 (52)
So now, having rewritten the fourth order ODE in terms of first order ODEs, now I can write
the set of four first-order ODE that are the solutions to the boundary value problem.




x′4 x”” −[2λ(λ− 1)− 2λ+ 4]x3 − λ2(λ− 2)2x1
Table 2: Complete solution for the boundary value problem as a set of first-order
The reason that x2 and x4 are equal to 0 is because they are not present in the fourth order
ODE solution. From here, we can now apply boundary conditions to this solution and plot the
numerical solution.
3.2.3 Setting Boundary Conditions
The boundary conditions specified for antisymmetric flow with no-slip at the walls are the following:
f(0) = 0
f ′(0) = 0
f(α) = 0
f ′(α) = 0
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Although it is a fourth order differential equation, we need to apply an extra condition in order
to normalize the stress along the wedge. The additional boundary condition is as follows:
f”(0) = 1
The way we determined these boundary conditions is by considering the specified domain. In this
case, we chose to assume antisymmetric flow, which simply means that the flow in the wedge is not
equal all throughout. Once determining the boundary conditions, we can go about and solve the
numerical solution for the fourth orde ODE. Once we apply the boundary conditions, we obtained
the following plot:
Figure 4: Numerical solution for fourth order ODE
This is consistent with what we expect to occur when lambda is a real number. In this case,
we specified lambda to be an initial guess and solved for its solutions.
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3.2.4 Solving for the Critical Angle
Figure 5: Numerical model solving for critical angle
After solving the fourth order ODE that describes the flow of ice through the application of the
shooting method, I then had to solve for lambda, as well as angle. Understanding that a change
in one variable influences the other, I set up my function on Matlab to start with an initial guess
for lambda while solving for the critical angle. Once I did that and determined the angles at this
particular constant lambda, I then went back to my code to solve for both lambda and alpha. In
doing so, I had to account for imaginary and real values of lambda. In solving for each branch
individually, I was able to compile my result to look like figure(5) above. From there, it was clear
that the critical angle was indeed located at the point where lambda switched from imaginary to
real. At that point, my result for the critical angle was 146.3 degrees, the same critical angle which
Moffatt[1964a] and Meyer and Creyts[2017] noted in their articles. Now that we have determined
the angle at which Moffatt Eddies form, we can computationally model the flow of the fluid using
the dimensions we know of the wedge, to simulate the movement of flow of ice over subglacial
mountain valleys.
16
4 Computational Fluid Dynamics Models
In order to computationally model ice flow through a 2D wedge domain, we decided to use COMSOL
Multiphysics software. Taking into account the dimensions of the domain, we are applying the
Stokes equation for 2D incompressible flow. We also define the flow to be creeping flow, since ice has
a large viscosity. After applying the physical conditions of the domain and the equations describing
fluid flow, we then conducted a variety of simulations in order to identify key parameters that
resulted in noticeable changes to the size and frequency of the sequence of eddies. The simulations
we conducted included changing viscosity from isothermal to temperature dependent, varying α
from 60°to 180°, varying ε from 0 to 100. The following subsections denote the results from these
simulations as well as a comparison between theory and computational model.
4.1 Two-Dimensional Model of Fluid Flow
To begin with creating a 2D model of fluid flow, we had to identify parameters for the domain.
The parameters we identified, along with their initial values, are listed in Table (3):
Parameter Expression Initial Value





Table 3: Parameters with initial value inputs for computational model in COMSOL
where α is the opening wedge angle, H is the height of the triangle, λ is the radial exponent, β
is proportional the the angle, and ε is a prefactor that relates to α. To see just how α relates to ε,
we conducted simulations where we varied one variable and kept the other constant.
We also defined two variables, radius of the wedge (r) and opening angle of wedge (θ). The






Table 4: Defined variables for computational model
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For fluid properties of creeping flow, we defined density, ρ to be constant and equal to one, while
viscosity, µ, we varied from being constant and equal to one to being a function of temperature.
Given the nature of a subglacial mountain valley, we define change in temperature to be in the θ
direction. Thus, for viscosity as a function of temperature, we write out the following expression
in terms of θ:
µ = 1− ε(θ − β) ∗ (θ − α− β) (53)
4.2 Determining Lambda for Various Alpha Values
Similarly to how we approximated values for lambda for various alpha values numerically, we can
now do the same computationally and compare the two. This is an important step in the analysis
since lambda is a function of alpha and the size and number of sequence of eddies that forms is
dependent on the number of times that the lambda switches from imaginary to real values. Thus,
we can identify the critical angles at which this will occur for different epsilon values and see how
lambda and alpha will change depending on the epsilon value.
Figure 6: Lambda v. Alpha comparison for 20 different ε values
Critical angles are noted at the points at which lambda shifts from imaginary to real. The
figure above shows that for constant viscosity, when epsilon does not equal zero, eddies form in all
angles. For when epsilon equals 0, you find the critical angle is right at the branch, which comes
out to 146.3°.
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4.3 Horizontal Velocity Field
After determining how lambda and alpha are related and just how much they vary with changes in
epsilon, we can use that to model velocity field through the wedge. Beginning with the horizontal
velocity field, we can model how ice will flow through the wedge. In simulating horizontal flow
through the wedge, we find that the ice flowing closer to the corner is moving at a slower rate than
the ice higher up in the wedge. This is illustrated in the figure below. Moreover, we find that for
a constant angle and varying epsilon, we find that there is clear changes in the size of the eddies.
An important note, using the power law, we define the formation of eddies to be the point at which
horizontal velocity changes sign. In the simulation, we describe that instance to be the point where
there is a breakaway from the larger velocity field. Thus, the more sequence of these breakaways
there are, the more eddies we say are formed.
For this simulation, I chose to focus on the angle 60°since I found that narrower angles showcase
bigger eddies. Figure (7) illustrates how horizontal velocity fields for three particular epsilon values
differs. This figure also reveals noticeable differences in the size of the eddy sequences based on the
epsilon value.
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(a) ε = 0 (b) ε = 10
(c) ε = 100
Figure 7: Horizontal Velocity field. Varying Epsilon but keeping Alpha constant at 60°. no slip
boundary conditions are applied
From the figure above, we find that as you increase epsilon from 0 to 100, the eddies get bigger
and bigger. Moreover, since for this simulation no-slip boundary conditions are applied, then we
can see how with increasing epsilon, we find that horizontal velocity increases slightly.
We also conducted the simulation by applying free slip conditions along the wall to see if there was
any noticeable changes to the size of eddies as well as to the velocity field.
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(a) ε = 0 (b) ε = 10
(c) ε = 100
Figure 8: Horizontal Velocity field. Varying Epsilon but keeping Alpha constant at 60°. Free slip
boundary conditions are applied.
In the case of slip conditions, we find that for ε = 0, no eddies form. Yet, as you increase ε
to values such as 10 and 100, the eddies get larger. These eddies are still not as large as the case
for when we applied no-slip boundary conditions. Thus, this reveals how significantly applying
different boundary conditions influences the formation of eddies. In the case of velocity, we find
that horizontal velocity is circulating much faster than in the case of no-slip. Another indication
that would be why we would expect different results for critical angles using free slip boundary
conditions than no-slip.
Another simulation we conducted is varying alpha, while keeping epsilon constant at ε = 10. For
this simulation, we varied alpha from 60°to 180°. Choosing two of the angles we varied alpha from
to showcase in Figure(9), we find that for smaller angles, eddies are indeed bigger. This suggests
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that narrower mountain valley ranges are more conducive to eddy formation than wider valleys.
(a) Horizontal Velocity: Angle = 60° (b) Horizontal Velocity: Angle = 67°
Figure 9: Comparison between horizontal velocity fields of different alpha values. Epsilon constant
at ε = 10. No-slip boundary conditions are applied
4.4 Vertical Velocity Field
After conducting simulations for horizontal velocity field, we conducted the same simulations for
vertical velocity field. The first simulation we conducted is one where we applied no-slip boundary
conditions to the wall and varied ε from 0 to 100 at constant alpha, 60°. The results of our
simulation are seen below in Figure(10). What we found from this simulation is similar to the case
of horizontal velocity field, vertical velocity near the corner is really slow, close to 0. We also find
that as we increase the value of ε, the sequence of eddies increases as well as their magnitude.
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(a) ε = 0 (b) ε = 10
(c) ε = 100
Figure 10: Vertical velocity field. Varying Epsilon but keeping Alpha constant at 60°. No-slip
boundary conditions are applied
Now in the case of free slip boundary conditions, we find that there is a much larger change
in velocity along the wall than was seen in the case where we applied no-slip boundary conditions.
Moreover, we find that no eddies form for ε = 0, but as ε increases in value, the size of the eddies
increases, but to a lower magnitude than in the case of no-slip conditions. This a similar find to
the simulation we conducted for horizontal velocity field. The difference is that in the case of the
horizontal velocity field (Figure (8)), there is more noticeable changes in the horizontal velocity
field along the corner if you increase ε value than in the case of the vertical velocity field.
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(a) ε = 0 (b) ε = 10
(c) ε = 100
Figure 11: Vertical Velocity field. Varying Epsilon but keeping Alpha constant at 60°. free slip
boundary conditions are applied
The second simulation we conducted is varying alpha from 60°to 180°, while keeping ε constant
at ε = 10. Figure (12) shows a comparison between vertical velocity fields of angles 60°and 79°. This
simulation shows how the eddies for α = 60 are larger than in the case of α = 79. Similarly to the
case where we varied ε, we find that close to the corner, the vertical velocity does not significantly
change.
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(a) Vertical Velocity: Angle = 60° (b) Horizontal Velocity: Angle = 79°
Figure 12: Comparison between vertical velocity fields of different alpha values. Epsilon constant
at ε = 10. No-slip boundary conditions are applied
4.5 Constant Viscosity vs. Dynamic Viscosity
Figure 13: Temperature-Dependent Viscosity
Here, we find that in the case where viscosity is dependent on temperature, the ice closer to the
bed is less viscous. This gives rise to the relation between temperature and viscosity, as ice closer
to the bed is warmer than the ice not near the bed. This also reveals how the difference in viscosity
right in the corner would influence the formation of eddies. If we were to keep viscosity constant,
as we did for the isothermal numerical solution and the analytical solution, than we miss out on a
key parameter that clearly influences the formation of eddies in valleys.
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5 Model Comparison: Theory vs. Computational
After conducting all the simulations for both horizontal and vertical velocity field, we then compared
the results of the computational model to the model obtained from the theory. In the figures below,
we compare the COMSOL data for horizontal velocity changing with depth with the horizontal
velocity obtained from applying the theory. The comparison consisted of fixing an alpha value and
seeing how much the similarity between the plots changed with different angles. Figure(14) shows
the comparison for α = 60, while Figure(15) shows the plot for α = 103. I chose these two α values
as an example of the stark difference evident with increasing α values.
Figure 14: Theory v. Comsol data comparison: Angle=60°, ε = 10
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Figure 15: Theory v. Comsol data comparison: Angle=103°, ε = 10
What we conclude is that for larger angles, the theory differs greatly than in the case of smaller
angles. In other words, the theory is proven to hold true for smaller angles, where the eddies are
larger than for angles where eddies are really small.
6 Discussion
In an effort to develop the current understanding of Moffatt Eddies, I analyzed a number of articles
that looked at interpreting glacier dynamics and ice flow through a wedge. These articles structure
the basis of my thesis and provide the stepping stones needed to analyze the formation of Moffatt
Eddies. One in particular was the work of the mathematician for which the term is coined. H.K.
Moffatt (1964a) introduces the theory behind the formation of sequences of eddies for viscous fluids,
what then became known as Moffatt eddies. Moffatt argued that flow near a corner between plane
boundaries, such as in a wedge or steep valley, then you can determine the critical angle at which a
sequence of eddies of decreasing length and intensity begin to formMoffatt (1964). He then deter-
mined that to analyze these sequences of eddies, you can theoretically model the general flow near a
sharp corner, apply boundary conditions to form the plane boundaries, and numerically determine
the exact angle at which these sequences will form Moffatt (1964). For this thesis I expand on the
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approach of Moffatt (1964) by also calculating the critical angle for the formation of Moffatt Eddies
to see whether my method of using the shooting method on a biharmonic equation results in the
same value. I take a similar approach to Meyer et al. (2017) and work on a theoretical analysis
to then conduct a model simulation using COMSOL Multiphysics software to identify key factors
that could help for locating where Moffatt Eddies would exist in real-world subglacial valleys, such
as those in the Eastern Antarctic Ice Sheet.
Through the process of analytically solving for the critical angle by treating the problem like a
biharmonic equation, we find that the solution does in fact show the critical angle to be approxi-
mately 146.3°, the same angle which Moffatt (1964) and Meyer et al. (2017) found. Moreover, we
find that eddies form deep in the corner. From the range in angles we tested, 60°to 180 °, we find
that for the narrowest angles, the largest eddies expanded to less than 0.05 m away from the corner.
From the testing of different angles, we found that both the numerical and computational model
show that for wide angles (valleys), no eddies form. While in the case of narrower angles (valleys),
we find that the narrower the angle, the bigger the eddies that form. Sequence of eddies are also
found to exponentially decrease in size as you get closer and closer to the corner.
For the numerical method, we applied the shooting method and applied both no slip and free
slip boundary conditions to solve the fourth order ODE and determine the critical angle for eddy
formation. Using the shooting method, we determine that we were unable to find a good critical
angle when ε does not equal 0. We also created a numerical model for a case where we treat
µ as constant (isothermal) and one where we treat µ as a function of temperature (temperature
dependent viscosity). For the isothermal case, we found that no eddies form when we apply free
slip boundary conditions. From this, we also found that temperature does have a significant effect
on eddies. When we factored in the influence of temperature by using a temperature dependent
rheology, we find that it leads to larger eddy formation. Furthermore, through the application
of power law rheology to determine horizontal velocity changes, we find that we can numerically
define when eddies form by locating when horizontal velocity changes signs.
For the computational model, we conducted a number of simulations in an effort to identify which
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parameters had the greatest influence on eddy formation as well as compare how the numerical
model compares to the computational one. Through the simulation where we varied ε from 0 to
100, but kept α constant, we find that as we increased ε, the bigger the eddies and the more
sequence of eddies that form. On the other hand, we found that when we decrease α, the big-
ger the eddies that form. This result proves our initial theory which is that narrower valleys are
more conducive to eddy formation. Accounting for both horizontal and vertical velocity, we found
that they both demonstrate similar results in terms of critical angles. The application of free
slip boundary conditions showed that no eddies form when ε is equal to zero. As you increase ε,
eddies begin to form, but in comparing the eddy formation using free slip to eddy formation us-
ing no slip, we found that for the same ε value, larger eddies form with no slip boundary conditions.
When comparing the numerical data to computational data, we find that the computational data is
closely similar to theory for smaller angles, which is the case where eddies are larger. This reveals
that for wider valleys, the numerical model would be difficult to use to approximate whether eddies
are in fact forming within that valley. It is also important to note that for both the numerical
and computational model, we created an ideal domain where the wedge is formed using straight
lines. In actuality, mountain valleys are not that linear, so future work would include modeling the
formation of eddies over a more realistic model valley. The reason we chose to use such an ideal,
linear domain is because it simplifies the math nicely. Aside from that, the analytical, numerical,
and computational model all prove to accurately pinpoint the critical angle for the formation of
eddies at different instances in a 2D domain.
Overall, through the application of fundamental theories of physics and fluid dynamics, as well
as a basic comprehension of glaciology, we found that we can understand the recirculation of ice




Overall, the aim of this thesis is to build off the methodology of previous work and advance the
understanding of Moffatt Eddies as well as of ice flow, in general, in subglacial mountain valleys.
In an effort to ensure that I was obtaining similar results as previous work, it is why I began with
solving for the critical angle, the point at which results in the formation of Moffatt Eddies. This
is a crucial aspect of my analysis because it reinforces the understanding of regions, such as the
subglacial Gamburtsev Mountains, where there is the potential to contain some of the oldest ice
on the planet. Locating the oldest ice is important for developing climate archives and improving
understanding of paleoclimate as well as project future climate scenarios. So, in an effort to model
the formation of Moffatt Eddies, we were able to get a sense of key characteristics of real-world areas
in which this formation may occur.As a result, this project required the application of fundamental
theories of physics and fluid dynamics, as well as a basic comprehension of glaciology. Once we
understand how glaciers move and behave under different climate scenarios, we can better predict
future glacier behavior. Future advancement of the project will entail comparing the numerical
models to radar data of subglacial mountain valleys. I will also look into alternative frameworks to
address different approaches to the fluid physics of Moffatt eddies in subglacial mountain valleys.
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