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 Abstract 
Natural and synthetic polymers and biopolymers have been studied for a variety of 
applications in food emulsion, biopharmaceutical purification, tissue engineering, and 
biosensor. The structure and property of polymers and biopolymers are critically important to 
determine their functions. Molecular dynamics (MD) simulations have a unique advantage to 
explore the structure and property of polymers and biopolymers from the molecular level. In 
the dissertation, MD simulations were conducted to study the mechanisms of various biological 
and chemical processes controlled by polymers and biopolymers based on real-world 
experimental results. 
Seven heptapeptides have been screened from a peptide library in our earlier study of 
the antibody purification. They have substantial binding affinities to the Fc fragment of IgG. 
In Chapter 2, the binding mechanisms between seven heptapeptides and the Fc fragment have 
been investigated by protein-ligand docking, free energy calculation and MD simulations. It is 
the first time that glycan residues are found to be the binding pocket for small ligands. The 
novel binding pocket is different from the CBS binding site for protein A and protein G. We 
also found out that, the results of free energy calculations are in good agreement with the 
ELISA experiments. 
The thermos-responsive polymer, PVCL (poly(N-vinylcaprolactam)) was grafted on 
the surface of a membrane as the responsive hydrophobic chromatography for the protein 
purification in our earlier study. In Chapter 3, significant efforts have been devoted to develop 
the force field parameters for PVCL. The coil-to-globule conformational transition of PVCL 
has been successfully observed in MD simulation for the first time. The water dynamics 
analysis provides significant insights into the interaction between PVCL and water molecules. 
The novel statistical analysis of VCL ring conformations and the distribution along backbone 
also elucidate the steric requirement in the coil-to-globule transition.  
 In Chapter 4, MD simulations were conducted to investigate the biocompatibility, 
energetics and interaction mechanisms between the PVCL polymer chains and bovine serum 
albumin (BSA) in 1M NaCl and aqueous solutions. Water structures surrounding the polymer 
chains and BSA as well as their hydrogen bonding, electrostatic and van der Waals interactions 
were determined. Significant insights were obtained on the effects of polymer hydration state, 
polymer chain length as well as the presence of salt ions on the protein-ligand interactions. 
A novel polymeric solid acid catalyst consisting of two polymer chains grafted on a 
substrate for biomass hydrolysis was successfully synthesized. A poly (styrene sulfonic acid) 
(PSSA) polymer chain is immobilized on a substrate and used to catalyze biomass hydrolysis. 
A neighboring poly (vinyl imidazolium chloride) ionic liquid (PIL) polymer chain is grafted to 
help solubilize lignocellulosic biomass and enhance the catalytic activity. To elucidate 
mechanistically the catalytic actions and further optimize its performance, interactions among 
the PSSA, PIL, and cellulose chains were investigated using MD simulations in Chapter 5. 
Moreover, the free energies surfaces for the interactions between polymer chains and cellulose 
substrate were determined using combined MD and Metadynamics (MTD) simulations. The 
research clearly demonstrate that the solvent plays a critical role in the cellulose hydrolysis 
reaction catalyzed by novel enzyme mimic polymeric catalysts PSSA and PIL. It is found that 
PSSA chain is likely to form partially dehydrated interaction with cellulose in both aqueous 
and [EMIM]Cl solutions. PIL plays an important role to prevent the completely dehydrated 
interactions and facilitate partially dehydrated interaction between PSSA and cellulose chains. 
 
 
 
 
 
 Acknowledgement 
I would like to express my sincere gratitude to my advisor Prof. Xianghong Qian for 
her motivation, patience and support for my Ph.D. study. Her guidance helps me in my 
research, presentation and writing. I could not thank enough for her insightful comments and 
encouragement for making me grow to an independent researcher. Thank you for bringing me 
into the molecular modeling research field.  
Besides my advisor, I would like to thank my dissertation committee: Prof. Raj 
Raghavendra Rao, Prof. Kartik Balachandran and Prof. Ranil Wickramasinghe. Thanks for 
your time to attend my defense, and your comments that broaden my research from many 
perspectives. 
My thank also goes to my coworkers Dr. Hongbo Du, who taught me the fundamentals 
of simulations, Dr. Anh Vu, Dr. Justin Weaver, and Dr. Zizhao Liu who supplied me the 
excellent experimental results. I want to thank all other group members who helped me in my 
research. Financial support from National Science Foundation is gratefully acknowledged. The 
travel grant from graduate school of University of Arkansas really provides my precious 
opportunities to present my work and network with people working in different fields. 
Last but not the least, I would like to thank my wife and baby boy for supporting my 
Ph.D. study. Your love always keeps me moving forward to my future. 
  
  
Table of Contents 
Chapter 1. Introduction to Molecular Dynamics Simulation ............................................ 1 
1.1 Workflow of MD Simulation ....................................................................................... 2 
1.2 Newton’s Equations of Motion .................................................................................... 3 
1.3 Numerical Integration.................................................................................................. 3 
1.4 Force Field .................................................................................................................. 4 
1.5 Force Field Parameterization ....................................................................................... 6 
1.6 Ensembles ................................................................................................................... 8 
1.6.1 NVT ensemble ..................................................................................................... 9 
1.6.2 NPT ensemble ...................................................................................................... 9 
1.6.3 NVE ensemble ..................................................................................................... 9 
1.7 Temperature and Pressure Control ..............................................................................10 
1.8 Periodic Boundary Condition .....................................................................................10 
1.9 Treatment of Long-range Interactions .........................................................................12 
1.10 Solvent Models ........................................................................................................14 
1.11 Analyses in MD Simulation ......................................................................................15 
1.12 Free Energy Calculation ...........................................................................................16 
1.12.1 Thermodynamics Integration ............................................................................ 17 
1.12.2 MM/PBSA ....................................................................................................... 18 
1.13 Enhanced Sampling Techniques: Coupled Metadynamics and Molecular Dynamics 
(MD-MTD) Simulations ..................................................................................................20 
 1.14 Molecular Docking ...................................................................................................24 
Reference .........................................................................................................................25 
Chapter 2. Molecular Recognition of Novel Heptapeptides at Fc-binding Sites ............. 31 
Abstract ...........................................................................................................................31 
2.1 Introduction ................................................................................................................31 
2.2 Methodology and Simulation Details ..........................................................................36 
2.3 Results and Discussions .............................................................................................39 
2.3.1 Peptide Binding Site on the Fc Fragment by Protein-Ligand Docking ................. 39 
2.3.2 Binding Stability ................................................................................................ 42 
2.3.3 Interaction Energies ............................................................................................ 43 
2.3.4 Hydrogen Bond Formation ................................................................................. 48 
2.3.5 Contributions from the Linker ............................................................................ 51 
2.3.6 Solvation Free Energies ...................................................................................... 54 
2.3.7 Binding Free Energies Calculated using AutoDock ............................................. 55 
2.3.8 Binding Free Energies Calculated using the MM/PBSA Method......................... 57 
2.3.9 Comparison with Protein A ................................................................................ 58 
2.4 Conclusions ................................................................................................................59 
Reference .........................................................................................................................60 
Chapter 3. Elucidating the Lower Critical Solution Temperature Transition of PVCL ... 68 
Abstract ...........................................................................................................................68 
3.1 Introduction ................................................................................................................68 
 3.2 Methodology and Simulation Details ..........................................................................71 
3.3 Results and Discussions .............................................................................................74 
3.3.1 Force Field Parameterization .............................................................................. 74 
3.3.2 Ring Distribution along the Backbone ................................................................ 75 
3.3.3 Free Energy Barrier for Ring Rotation ................................................................ 76 
3.3.4 Interactions with Water and Salt Ions.................................................................. 80 
3.3.5 Conformational Analysis .................................................................................... 84 
3.3.6 Trapped Water Analysis ..................................................................................... 85 
3.4 Conclusions ................................................................................................................89 
Reference .........................................................................................................................89 
Chapter 4. Mechanisms of PVCL as Responsive Hydrophobic Interaction 
Chromatography Ligand for Protein Purifications ............................................................... 95 
Abstract ...........................................................................................................................95 
4.1 Introduction ................................................................................................................95 
4.2 Methodology and Simulation Details ..........................................................................98 
4.3 Results and Discussions ........................................................................................... 101 
4.3.1 Electrostatic and Hydrophobic Properties of BSA ............................................. 101 
4.3.2 Biocompatibility of the PVCL Modified HIC Membrane .................................. 103 
4.3.3 Interaction Energies between Polymer Chains and BSA ................................... 111 
4.3.4 Effect of Salt Ions ............................................................................................. 116 
4.4 Conclusions .............................................................................................................. 119 
Reference ....................................................................................................................... 119 
 Chapter 5. Mechanism of Novel Polymer Catalysts for Cellulose Hydrolysis .............. 124 
Abstract ......................................................................................................................... 124 
5.1 Introduction .............................................................................................................. 125 
5.2 Methodology and Simulation Details ........................................................................ 127 
5.3 Results and Discussions ........................................................................................... 130 
5.3.1 Force Field Validation of [EMIM]Cl ................................................................ 130 
5.3.2 Hydrolysis Mechanism ..................................................................................... 132 
5.3.3 Hydrogen Bond Analysis .................................................................................. 133 
5.3.4 Dehydration Energy Barriers ............................................................................ 136 
5.3.5 Free Energy Surface Analysis ........................................................................... 137 
5.3.6 Solvation Free Energy Analysis ........................................................................ 146 
5.4 Conclusions .............................................................................................................. 147 
Reference ....................................................................................................................... 148 
Chapter 6. Conclusions and Future Work .................................................................... 153 
6.1 Conclusions .............................................................................................................. 153 
6.2 Future Work ............................................................................................................. 154 
Appendix I ........................................................................................................................ 156 
Appendix II....................................................................................................................... 160 
 
  
 List of Figures 
Figure 1.1. The schematic workflow of MD simulation. ........................................................ 2 
Figure 1.2. Potential energy profile of ethane in the H-C-C-H dihedral scan. ......................... 7 
Figure 1.3. Illustration of PBC. The particle outside the original box (solid box) is translated 
back. ........................................................................................................................... 11 
Figure 1.4. The structure of the truncated octahedron. ......................................................... 12 
Figure 1.5. The VdW interaction energy between two atoms i and j. The real VdW interaction 
profile is the red line. With the switching function, the potential energy smoothly reduces 
to 0 at the cutoff distance. Without the switching function, the potential energy will not 
be calculated after the cutoff. 𝑅𝑚𝑖𝑛		is the sum of the VdW radii of atoms i and j.	𝜀 is the 
absolute value of the potential calculated when the distance of atom i and j is 𝑅𝑚𝑖𝑛	. 𝜎𝑖𝑗 
is the distance at which the VdW interaction energy is zero. 𝑟𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔	 is the distance 
of the switching function. 𝑟𝑐𝑢𝑡𝑜𝑓𝑓	 is the cutoff distance. ........................................... 13 
Figure 1.6. The structure of 3-, 4-, 5-, 6-sites water models. ................................................ 14 
Figure 1.7. The illustration of vibration of atoms in the molecule. ....................................... 19 
Figure 1.8. The difference between MD and MTD simulations. The red line is the real energy 
landscape of the system. The blue spot is the state of the system. CV is the reaction 
coordinate. In MD simulations, the systems are trapped in the metastable states by energy 
barriers that are much larger than thermal energies. In MTD simulations, the time-
dependent bias potentials (light aquamarine) are added to overcome the energy barrier and 
other potential wells in the CVs space. ........................................................................ 21 
Figure 1.9. Filling a one-dimensional model potential with hills that are represented by 
Gaussian functions, starting in the right well. After filling up the local minima, the system 
escapes to the well on the left and so forth, and generate the whole free energy landscape65.
.................................................................................................................................... 22 
 Figure 1.10. Differences between normal and well-tempered MTD. Only physically relevant 
regions (dark green) are detected in well-tempered MTD. ........................................... 23 
Figure 1.11. The illustration of the protein-ligand docking. ................................................. 24 
Figure 2.1. The schematic of an antibody (left) and the Fc fragment (right). Blue chains are 
heavy chains; yellow chains are light chains. Fab is the region to bind antigens composed 
by one light chain and one heavy chain. The Fc fragment is the tail region of the antibody 
composed by two identical heavy chains (CH2 and CH3 domains). ............................. 32 
Figure 2.2. The procedure of the affinity chromatography purification. mAbs first bind to 
ligands on the substrate. The unbound mAbs and impurities are removed. The condition 
is then changed to elute the bound mAbs. The purified mAbs are collected at the end. 33 
Figure 2.3. ELISA results for peptide binding to hIgG417. Binding affinity of the peptides is 
divided into three groups. Peptide 2 and 6 have the strongest binding. Peptide 1, 3 and 7 
have intermediate binding strength. Peptide 4 and 5 have the weakest binding. ........... 35 
Figure 2.4. The structures of two glycan chains in the hIgG4 Fc fragment. Glycan chain 1 and 
2 connect to the Fc fragment of hIgG4 by the N-glycan linkages on two ASN residues.
.................................................................................................................................... 37 
Figure 2.5. The locations of seven heptapeptides in the Fc fragment. The binding pocket was 
found by the protein-ligand docking study and the positions of the seven heptapeptides. 
Each peptide conformation is shown by NEWCARTOON representation in VMD111. 
Peptide 1 is colored with blue. Peptide 2 is colored with red. Peptide 3 is colored with 
orange. Peptide 4 is colored with green. Peptide 5 is colored with black. Peptide 6 is 
colored with yellow. Peptide 7 is colored with violet. The Fc fragment is also shown by 
the same presentation with cyan. Glycan chains are shown in white. ........................... 40 
 Figure 2.6. The detailed conformations of seven heptapeptides inside the Fc fragment. The Fc 
fragment, glycan chains and peptides are represented in the same method in Figure 2.5.
.................................................................................................................................... 41 
Figure 2.7. The interaction between peptide 2 and the Fc fragment. Panel A: The binding site 
of peptide 2 in the Fc fragment. The surface of the Fc fragment is colored by residue 
properties (gray: GLY and glycan chains; dark green: hydrophobic residues; cyan: polar 
uncharged residues; blue: positively charged residues; red: negatively charged residues). 
Peptide 2 is represented by a mesh surface; Panel B: Enlarged view of the binding site. 
Peptide 2 is caught by glycan chains in both sides; Panel C: The hydrogen binding 
interaction between glycan chains and peptide 2. Hydrogen bonds are dashed lines. .... 42 
Figure 2.8. RMSD of the backbone of the Fc fragment (top) and seven heptapeptides (bottom) 
during the 30 ns simulations using the initial structures as the reference. ..................... 43 
Figure 2.9. The VdW interaction (top), electrostatic interaction (middle) and total interaction 
(bottom) between the peptides and the Fc fragment during the 30 ns simulations......... 44 
Figure 2.10. The 2D diagram of interactions between peptide 2 and the surrounding residues 
at the Fc fragment. Structure water molecules are also selected. Peptide 2 is presented by 
sticks and balls. Water molecule is cyan ball. .............................................................. 47 
Figure 2.11. Averaged hydrogen bonds per picosecond during each 10 ns period between 
peptide 2 and Fc fragment. Residues in the Fc fragment that have high occupancy are 
listed. .......................................................................................................................... 49 
Figure 2.12. Average hydrogen bonds per picosecond during each 10 ns period between the 
peptide and the Fc fragment. Residue pairs that have high occupancy are listed........... 49 
Figure 2.13. The structures of six residue pairs that have strong hydrogen bonding. O and N 
atoms are colored with red and blue respectively. ........................................................ 50 
 Figure 2.14. The ratios of hydrogen bonding (top), VdW interaction (middle), and electrostatic 
interaction (bottom) between the linker/peptide and the Fc fragment during the 30 ns 
simulations. ................................................................................................................. 51 
Figure 2.15. The binding affinity comparison between ELISA experiment and molecular 
docking of the seven peptides. ..................................................................................... 57 
Figure 2.16. Relative binding affinity of the seven heptapeptides with the Fc fragment using 
the MM/PBSA method in MD simulations. ................................................................. 57 
Figure 2.17. The novel binding pocket found in this work. Small peptides all bind with glycan 
chains inside the Fc fragment rather other CBS region outside the Fc fragment. .......... 59 
Figure 3.1. Synthetic route of PVCL via free radical polymerization from N-vinylcaprolactam 
(VCL). ........................................................................................................................ 68 
Figure 3.2. The LCST change of PVCL with different molecular weights and concentration in 
aqueous solution. Reprinted with permission from reference 11. ................................. 69 
Figure 3.3. The LCST change of PVCL (MW=26,000) in aqueous solution of different 
concentrations of monovalent (upper) and divalent (lower) salts. Reprinted with 
permission from reference 14. ..................................................................................... 69 
Figure 3.4. The illustration of conformational changes of PVCL during the LCST transition. 
The backbone of PVCL is shown in the blue line. ....................................................... 70 
Figure 3.5. The structure of modified VCL terminated by two methyl groups to mimic the 
polymeric environment (Names of C, N, and O atoms are labeled). ............................. 72 
Figure 3.6. Potential energies comparison between QM calculation in Gaussian09 and MD 
simulations in AMBER of 345 modified VCL structures using developed force field 
parameters. .................................................................................................................. 75 
 Figure 3.7. Linear fragment (left), curved fragment (right) and their VCL ring distributions 
along the backbone in the system of 3.5 M NaCl at 263 K. One point represents one VCL 
ring. ............................................................................................................................ 75 
Figure 3.8. The variation of dihedral C5-N1-C6-C9 in 100 DP PVCL at 353 K in aqueous 
solution. ...................................................................................................................... 77 
Figure 3.9. The change of dihedral C5-N1-C6-C9 of residue 31 (upper) and 32 (lower) during 
the simulation of 100 DP PVCL chain at 353 K in water. ............................................ 77 
Figure 3.10. The free energy surface of VCL ring rotation of Residue 31 and 32, three local 
minima at 110°, 300° (-60°) and 180° (-180°) are found. ............................................. 79 
Figure 3.11. The radial distribution functions between the salt ions and C, O atoms on the 
amide group in PVCL. The radial distribution functions between O on H2O and C, N, O 
atoms on the PVCL ring (upper right). ........................................................................ 81 
Figure 3.12. The radii of gyration of PVCL chains in all systems. ....................................... 83 
Figure 3.13. The number of water molecules in the first hydration shell of PVCL chains in all 
systems ....................................................................................................................... 83 
Figure 3.14. Equilibrated conformations of PVCL chains in all systems. The backbone is 
represented by five colors every 20 residues to highlight the conformational changes. VCL 
rings on the backbone are represented as the stick. ...................................................... 85 
Figure 3.15. The snapshot of trapped water molecules in a cavity in the system in water at 283 
K at 103.100 ns. The red dash lines are hydrogen bonds between PVCL and trapped water 
molecules. The blue dash lines are hydrogen bonds among water molecules. Hydrogen 
atoms on PVCL are invisible for clear illustration. ...................................................... 86 
Figure 3.16. The comparison of water residence time around coil hydrophilic (upper) and 
globular hydrophobic (lower) conformations and snapshots of their conformations in the 
system in water at 353 K. ............................................................................................ 87 
 Figure 4.1. Schematics of HIC chromatography for fractionation of proteins....................... 96 
Figure 4.2. Proposed mechanisms of PVCL modified HIC membrane. Linear PVCL below 
LCST is hydrated and releases BSA, whereas globular PVCL above LCST is dehydrated 
and binds to BSA. The conformational change of PVCL chains can be controlled by 
adjusting the salt concentrations as well as temperatures. ............................................ 97 
Figure 4.3. Initial structures of systems consist of linear/globular PVCL and BSA. BSA is 
represented as NEW CARTOON in VMD31. The backbone of linear/globular PVCL 
chains are shown in red. .............................................................................................. 99 
Figure 4.4. Electrostatic surfaces and net charges (q) of BSA at pH 4.5, 5, 7 and 9. Red regions 
are negative charged residues, change to white, and to blue regions that are positive 
residues. .................................................................................................................... 102 
Figure 4.5. The hydrophobic surface of BSA from five directions. Blue regions are the most 
hydrophobic, change to white, to orange, red regions that are the most hydrophilic. .. 103 
Figure 4.6. (A) Time-evolution of RMSDs of BSA using the 5th ns snapshot as the reference 
during 230 ns simulation time. (B) The average RMSDs of all systems (error bars are 
standard deviations)................................................................................................... 105 
Figure 4.7. The RMSFs of the BSA backbone during the 230 ns simulations in nine systems.
.................................................................................................................................. 106 
Figure 4.8. The DSSP comparison of BSA using System 3 as the reference. Different pixels 
are shown in red. ....................................................................................................... 108 
Figure 4.9. Time-evolution of alpha helix secondary structure percentage in nine systems 
during the 230 ns simulation time. ............................................................................. 109 
Figure 4.10. Four second structure percentages of BSA in nine systems during 230 ns 
simulation time (error bars are standard deviations). A: Alpha helix; B: 3-10 helix; C: 
Bend; D: Turn. .......................................................................................................... 110 
 Figure 4.11. VdW (right) and electrostatic(ELEC) (left) interaction energies between polymer 
chains and BSA. ........................................................................................................ 111 
Figure 4.12. Total interaction energies (left), hydrogen bonds (right) between polymer chains 
and BSA. ................................................................................................................... 112 
Figure 4.13. Numbers of hydrogen bonds between N(left) or O(right) on polymer chains and 
BSA. ......................................................................................................................... 113 
Figure 4.14. Equilibrium states of last 50 ns simulations of 7 systems (Five polymer chains are 
presented in red, yellow, blue, grey, and orange). ...................................................... 114 
Figure 4.15. RDF of Polymer(O)-Na+ (left) and Polymer(N)-Cl- (right). ............................ 116 
Figure 4.16. RDF of Polymer(N)-Water(O) (upper left) and Polymer(O)-Water(O) (upper 
right), and the water number in the first hydration shell of polymer chains (lower left).
.................................................................................................................................. 117 
Figure 4.17. RDF of BSA(O in ASP, GLU)-Na+ (left) and BSA(N in ARG, LYS, HIS)-Cl- 
(right). ....................................................................................................................... 118 
Figure 5.1. The proposed interactions between cellulose and PIL/PSSA chains in the 
hydrolysis. Intramolecular HBs in the cellulose chain are the black dashed line. HBs 
formed between PIL/PSSA and cellulose chains are the green dashed line................. 126 
Figure 5.2. The structure of [EMIM]Cl. ............................................................................ 130 
Figure 5.3. Radial distribution functions of Cl- with other Cl- ions and C1, C2, and C4 atoms 
on [EMIM]+ cation from MD simulations measurements (red line) and experiment results 
(black line). ............................................................................................................... 131 
Figure 5.4. Illustration of "open the gate". PSSA is parallel with cellulose and breaks the HBs 
of O5...HO3 on cellulose to expose glycosidic bonds. (PSSA, Cellulose, DP5, Water) 132 
Figure 5.5. The structure of a glucose unit (left), and cellulose (right), and O6...HO2 and 
O5...HO3 “gates”. ...................................................................................................... 132 
 Figure 5.6. The probabilty of different number of HBs between PSSA and cellulose chains in 
four systems in aqueous solution including DP5 PSSA and cellulose (upper left), DP10 
PSSA and cellulose (upper right), DP20 PSSA and cellulose (lower left), and DP20 PIL, 
PSSA and cellulose (lower right). .............................................................................. 134 
Figure 5.7. The probability of different number of HBs between PIL and cellulose chains in 
four systems including DP10 PIL and cellulose in IL (upper left), DP40 PIL, PSSA and 
cellulose in aqueous solution (upper right), DP10 PIL and cellulose in aqueous solution 
(lower left), and DP20 PIL and cellulose in IL (lower right). ..................................... 135 
Figure 5.8. Dehydration energy barriers before the formation of HBs of four systems in aqueous 
solutions. A: ionized PSSA, Cellulose, DP20, Water; B: PSSA, Cellulose, DP10, Water; 
C: PSSA, PIL, DP20, Water; D: PIL, Cellulose, DP10, Water. .................................. 137 
Figure 5.9. CV trajectories and FESs of interactions between PSSA and cellulose chains. A: 
neutral PSSA, cellulose, DP10, Water; B, ionized PSSA, cellulose, DP20, Water; C, 
neutral PSSA, cellulose, DP20, [EMIM]Cl; D, ionized PSSA, cellulose, DP20, 
[EMIM]Cl. ................................................................................................................ 140 
Figure 5.10. CV trajectories and FESs of interactions between PIL and cellulose chains. E: PIL, 
cellulose, DP10, Water; F: PIL, cellulose, DP20, [EMIM]Cl; G: PSSA, PIL, DP20, Water.
.................................................................................................................................. 142 
Figure 5.11. CV trajectories and FES of interactions between PSSA and PIL chains, as well as 
the snapshot of conformations at the local minimum nearby the origin (The left polymer 
chain is PIL; the right polymer chain is PSSA). G: PSSA, PIL, DP20, Water. ........... 143 
Figure 5.12. CVs trajectories and FES of system (PSSA, PIL, cellulose, DP20, [EMIM]Cl). 
CV1 was electrostatic potential between PSSA and cellulose chains (purple line); CV2 
was electrostatic potential between PSSA and PIL chains (green line); CV3 was 
electrostatic potential between PIL and cellulose chains (blue line). .......................... 145 
 Figure 5.13. Solvation free energies (per DP) of polymeric catalysts and cellulose chains in 
[EMIM]Cl and aqueous solutions. ............................................................................. 147 
  
 List of Tables 
Table 2.1. The sequencing of the seven heptapeptides in Justin’s research. ......................... 34 
Table 2.2. The means and standard deviations of VdW and electrostatic interaction energies 
between glycan chains or amino acids in the Fc fragment and the heptapeptides. ......... 45 
Table 2.3. The means and standard deviations of ratios of hydrogen bonding, VdW and 
electrostatic interaction energies between the linker/peptide and the Fc fragment. ....... 53 
Table 2.4. The means and standard deviations VdW and electrostatic interaction energies 
between the linker and the Fc fragment. ...................................................................... 54 
Table 2.5. Solvation free energies into water at 300 K and 1 atm estimated using TI, as well as 
their net charges. Hydrophobic residues are colored with red. ...................................... 55 
Table 2.6. Relative binding energies of seven heptapeptides estimated by the protein-ligand 
docking in AutoDock. ................................................................................................. 56 
Table 3.1. MD simulation systems of DP100 PVCL in this work. ....................................... 73 
Table 3.2. The coordination number and average hydrogen bonds per 10 ps for free and trapped 
water. Data is calculated from trajectory of 85.800 ns to 86.800 ns of system 3.5 M NaCl 
at 263 K. ..................................................................................................................... 88 
Table 3.3. The comparison of the diffusion coefficient of free and trapped water between 
experiment and simulation. The system of simulation result is in water at 283 K. ........ 89 
Table 4.1. Nine BSA systems simulated with/without polymers. ....................................... 101 
Table 4.2. The average RMSD of BSA. ............................................................................ 104 
Table 4.3. The average interaction energies of each polymer chain.................................... 113 
  
 List of Schemes 
Scheme 1.1. Thermodynamics cycle to calculate the solvation free energy using TI. ........... 17 
Scheme 1.2. MM/PBSA thermodynamics cycle to calculate the relative binding free energy.
.................................................................................................................................... 18 
 
 
 1  
Chapter 1. Introduction to Molecular Dynamics Simulation 
Molecular dynamics (MD) simulation is a computational simulation method to 
investigate movements of atoms in microscopic systems at the nanometer scale. It begins with 
the booming development of computers since World War II1. In the past decades, this technique 
has grown rapidly and is drawing more attention in numerous applications2,3 including 
nanotubes, nanosurfaces, enzymes, peptides, ribosomes, virus capsids, membranes, and nucleic 
acids. 
The movements of atoms in MD simulation are described by Newtonian mechanics4, 
in which Newton’s equations of motion are solved numerically to obtain a trajectory of the 
dynamics of atoms in a period of time. MD simulation is different from Quantum Mechanics 
(QM) calculation which is more accurate but computationally more expensive to model 
electronic structure. QM calculation is suitable for small systems consisting of a hundred or 
fewer atoms, and the time scale is in a range from femtosecond (fs) to picosecond (ps). MD 
simulation is a compromise between accuracy and efficiency, used for much larger systems 
consisting of tens of thousands or millions of atoms over a much longer time scale of hundreds 
of nanoseconds (ns) or microseconds (µs). The atom is represented as a particle in MD 
simulation, not explicitly separated as the nuclei and electrons. The interactions between 
electrons and nuclei are considered in force field parameters that will be discussed in more 
detail later. 
MD simulation uses a set of algebraic equations, parameters and algorithms to calculate 
the current state of a system and to predict future states, including positions, velocities, and 
potential energies. The equations and parameters to calculate inter-atomic interactions are the 
force field, which is dictated mainly by experimental data or QM calculations. A good force 
field is transferable among similar systems and can predict the properties of the system 
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accurately. There are many force fields developed for proteins, carbohydrates or nucleic acids 
that are used in different MD simulation packages such as CHARMM5, AMBER6, and 
Gromacs7. These force fields have different equations and parameters, and have been validated 
by a large number of studies. 
1.1 Workflow of MD Simulation  
Figure 1.1 shows the workflow in a typical classical MD simulation, including 
initialization, force calculation, and the loop of integrating the equations of motion to calculate 
the new positions, forces, and velocities. At the beginning of MD simulation, initial coordinates 
and random velocities are assigned to each atom in the system. Potential energies can be 
calculated based on the force field parameters. Forces are derived according to the initial 
conditions using Newton's equations of motion. Then MD simulations is conducted in 
femtosecond time step to calculate the new positions, velocities, and forces using the 
integration method. The evolution of atomic coordinates is recorded as the trajectory file 
consisting of positions and velocities of all particles at each time step. After finishing the 
simulation, the trajectory file can be used to calculate various thermodynamics properties of a 
system that will be discussed in more detail later.  
 
Figure 1.1. The schematic workflow of MD simulation. 
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1.2 Newton’s Equations of Motion 
In a classical MD simulation, the movements of atoms are described by Newton’s laws 
of motion. MD simulation program is able to calculate the positions and velocities of atoms by 
numerically solving Newton’s equations of motion over a short period of time. Each atom is 
treated as a sphere particle with mass. At the time t, the force that actions on the atom i with 
mass m is solved by Equation 1.1. 𝐹4 = −∇𝑈(𝑟4) = 𝑚𝑎4   (1.1) 
Where i = 1…n and n is the number of atoms in the system; m is the atom mass; a is the 
acceleration; F is the force; U is the potential energy; r is the atom coordinate. 
The resulting acceleration of the atom is used to calculate the new positions and 
velocities of the next time step by the numeric integration algorithm based on the assumption 
that the force is constant in 1-2 fs from current time step to next time step.  
1.3 Numerical Integration 
A numerical integration algorithm in MD simulation is used to integrate the Newton’s 
equations of motion and to calculate the atomic coordinates and velocities for the next time 
step. The integration of Newton’s equations of motion is the key to predicting accurate 
positions and velocities. However, the force field to calculate the potential energy is too 
complicated to be solved analytically and has to be solved numerically by the numerical 
integration.  
There are several popular integration algorithms such as Verlet algorithm8, Leap-frog 
algorithm9, Velocity Verlet10, as well as Beeman’s algorithm11. All algorithms assume that the 
positions, velocities, and accelerations can be expressed by the Taylor series expansion. 
Different methods have various precisions and requirements on the computing cost. The 
commonly used method is the Velocity Verlet algorithm because it has no compromise on 
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precision, in which the position and velocity of an atom are calculated by Equations 1.2 and 
1.3. 𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣(𝑡)∆𝑡 + ?@ 𝑎(𝑡)∆𝑡@   (1.2) 𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) + ?@ 𝑎(𝑡)∆𝑡 + ?@ 𝑎(𝑡 + ∆𝑡)∆𝑡@   (1.3) 
Where r is the coordinate of the atom; t is the current time; v is the velocity of the atom; a is 
the acceleration of the atom; ∆𝑡 is the time step. 
The choice of the time step is important. If the time step is too small, the computational 
cost will increase substantially. If the time step is too large, the calculation will lose its accuracy 
and predict the inaccurate movements. Considering the vibration of covalent bonds that 
typically occur in femtosecond12, the time step is commonly chosen in the range from 1-2 fs. 
With the same computing cost, the simulation using 2 fs as the time step has twice simulation 
length than that using 1 fs as the time step. To improve the computing efficiency, some 
constraint algorithms have been developed for a larger time step by constraining motions of 
the atom. The SHAKE algorithm13 is commonly used to constrain the movements of hydrogen 
atoms so that all bonds connecting to a hydrogen atom are constrained, in which 2 fs is 
preferable as the time step.  
1.4 Force Field 
To describe the interactions between atoms in a classical MD simulation, a force field 
based on Newtonian mechanics is employed. The force field only takes into account the 
coordinates of atoms in the system as input to calculate the potential energies consisting of 
bonded and non-bonded interactions. Bonded interactions contain bond stretching (bonds), 
bond bending (angles) and bond torsion (dihedrals). The non-bonded interactions include Van 
der Waals (VdW) and electrostatic interactions. Electrons are represented as partial point 
charges on each atom implicitly and used as the input to calculate electrostatic interactions. 
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AMBER force field14 will be used in proposed studies. In AMBER force field, bond 
stretching described by Equation 1.4 and angle bending described by Equation 1.5 are simple 
harmonic expressions, where r is the real bond length; req is the equilibrium bond length; 𝜃 is 
the real angle; 𝜃BC  is the equilibrium angle; k is the force constant. The force constants and 
equilibrium values are specific to different bonds and angles.  𝑉EFGHI = ∑ 𝑘(𝑟 − 𝑟BC)@EFGHI    (1.4) 𝑉LGMNBI = ∑ 𝑘(𝜃 − 𝜃BC)@LGMNBI    (1.5) 
Dihedral interactions are represented by the sum of a set of trigonometric functions 
described by Equation 1.6, where Vn is the force constant; n is the periodicity of the rotational 
barrier; 𝛾 is the equilibrium torsional angle; 𝜙 is the real dihedral angle between two planes. 𝑉H4QBHRLNI = ∑ ST@ [1 + 𝑐𝑜𝑠(𝑛𝜙 − 𝛾)]H4QBHRLNI    (1.6) 
The 12-6 Lennard-Jones (LJ) potential15 is used to represent the VdW interaction 
described by Equation 1.7. It represents a balance between attractive and repulsive forces 
between two atoms. The repulsive term 
XYZRYZ[\ causes a sharp increase in VdW potential energy 
when two atoms are close to each other. 
]YZRYZ^  is the attractive interactions when the distance 
between two atoms is long. rij is the interatomic distance. Aij and Bij are parameters for a specific 
combination of atom i and atom j described by Equation 1.8. 𝑅_4G4`  is the sum of the VdW 
radii of atoms i and j. The VdW radius is defined as half of the distance of two non-bonded 
same atoms of their closest approach, in which atoms are represented as imaginary hard 
spheres. 𝜀 is the absolute value of the potential calculated when the distance of atom i and j is 𝑅_4G4` .  𝑉SHa =		∑ [XYZRYZ[\ − ]YZRYZ^ ]4b`    (1.7) 𝐴4` = 		𝜀𝑅_4G?@ 4`	and 𝐵4` = 	2𝜀𝑅_4Gf 4`    (1.8) 
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Electrostatic interactions are calculated by the Coulomb's law described by Equation 
1.9. The interacting two atoms are treated as point charges with value qi and qj. Rij is the 
interatomic distance. 𝜀 is the dielectric constant dictated by the type of solvent. 𝑉gNBhiRFIiLi4hI = ∑ [CYCZjkYZ]4b`    (1.9) 
1.5 Force Field Parameterization 
There are many force fields in different MD simulation packages such as CHARMM5, 
AMBER6, and Gromacs7. These force fields have been optimized and can be transferable to 
similar systems such as proteins, nucleic acids, small chemicals, as well as carbohydrates. If 
new chemicals are not included in these force fields, we need to develop the missing parameters 
using QM calculation to explore the potential energy surface of the molecule. The potential 
energy surface correlates conformations with the potential energies. Each conformation has 
specific bonds, angles, dihedrals, and a corresponding potential energy. The initial structure of 
a chemical can be dictated by geometry optimization calculation using QM calculation package 
such as Gaussian16. Based on the optimized structure, the scan of the potential energy surface 
can be conducted by changing bonds, angles or dihedrals with multiple steps in small ranges. 
The parameters can be derived by fitting the scan result based on the force field equations. A 
well-known example is that the eclipsed ethane has higher potential energy than that of a 
staggered structure calculated from a dihedral (H-C-C-H) scan of ethane17 based on Equation 
1.6 as shown in Figure 1.2. The bonds and angles in ethane are constrained, and the dihedral 
(H-C-C-H) can change in 360º in the scan calculation. Moreover, the parameterization can also 
be conducted by generating multiple different conformations. These conformations have 
specific values of bonds, angles, and dihedrals. Through the potential energy calculation as 
well as the multivariable fitting based on the force field equations, all parameters in force field 
equations can be acquired simultaneously.  
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Figure 1.2. Potential energy profile of ethane in the H-C-C-H dihedral scan. 
 
In QM calculation, the molecule is treated as collections of nuclei and electrons. 
Different approximations and basis sets are used in QM calculations based on the accuracy 
requirement and computational cost. Three methods used in the proposed research are 
described briefly below.  
Hartree-Fock (HF)18 is the most basic method to solve time-independent Schrödinger 
equation described in Equation 1.10 for many-electron systems based on Born-Oppenheimer 
approximation19.  𝐻mΨ = (𝑇p + 𝑉p)Ψ = 𝐸Ψ   (1.10) 
Where E is the total energy of the system; Ψ is the wavefunction of the system; 𝐻m is 
the Hamiltonian operator corresponding to the total energy of the system including kinetic 
energy operator 𝑇p and potential energy operator 𝑉p . 
In Born-Oppenheimer approximation, the motions of nuclei and electrons in a molecule 
are described separately assuming that the nuclei are static compared to the movement of 
electrons. In HF method, electron correlations are simplified using a mean field approach, in 
which one electron is affected by a mean field constructed by the remaining electrons. HF 
method typically provides accurate equilibrium geometry information for light elements, but it 
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has limited applicability for transition metals as well as chemical reactions involving covalent 
bond formation and breakage20.  
To account for electron correlations more accurately, the other method second-order 
Møller-Plesset perturbation model (MP2)21 is developed. MP2 offers an improvement over the 
HF method. In MP2, HF wavefunctions and ground state energies are approximate solutions 
to the Schrödinger equation. The HF wavefunctions and ground state energies are very close 
to the exact wavefunctions and ground state energies. A small perturbation is added in 
Hamiltonian from the HF method to expand the exact wavefunctions and energies22. MP2 
performs better than HF for systems involving formation and breakage of covalent bonds. 
B3LYP is the most commonly used hybrid functional based on density functional 
theory (DFT). B3 represents the exchange-correlation functional with 3 parameters to extend 
the HF exchange-correlation. LYP is the Lee-Yang and Parr correlation functional that reflects 
electron correlation23. B3LYP is one of the first DFT methods that have a significant 
improvement over the HF method. It is faster than most HF derived techniques such as MP2 
with accurate results.  
Basis sets are a set of functions to describe molecular orbitals based on their linear 
combinations. Gaussian-type functions are used as basis sets because they are computationally 
efficient. The choice of basis sets is critically important because the accuracy of the results are 
largely dependent on it. However, too large a basis-set will render the calculation to be 
significantly less efficient. There is a balance between accuracy and efficiency. Based on 
results of literature review, 6-31G split-valence basis sets24–28 have shown to be a reasonable 
basis set to develop force field parameters in the proposed studies.  
1.6 Ensembles 
The temperature and pressure are critically important in experiments or biological 
environment. To mimic experimental conditions such as temperature (T), pressure (P), volume 
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(V), energy (E) or enthalpy (H), MD simulation program uses mathematic modules to control 
these state variables. Depending on which variables are set to be constant as input parameters, 
various ensembles are generated including NVT, NPT, NVE, NPH, etc. It is essential to 
stabilize the temperature of pressure in the simulation to produce NPT, NVE or NVT 
ensembles to generate observations and compare with the experimental results. Three 
ensembles used in the dissertation are described briefly below.  
1.6.1 NVT ensemble 
The constant temperature, constant volume ensemble (NVT ensemble) is also known 
as the canonical ensemble. This ensemble is used to describe the state of an isolated system in 
the procedure to heat the system to the target temperature. The system can exchange energy 
with an infinite large heat bath to keep the constant temperature (T). Meanwhile, the number 
of atoms (N) and the volume of the system (V) are both set to be constant.  
1.6.2 NPT ensemble 
The constant pressure, constant temperature ensemble (NPT ensemble) controls both 
the pressure and temperature of a system. NPT ensemble is the most important ensemble for 
chemical or biological reactions undergoing constant pressure and temperature. This ensemble 
is used to simulate the system at the target temperature and pressure to mimic reality and 
produce the trajectories for further analyses. The pressure can be adjusted by changing the 
volume. The temperature can be tuned by exchanging energy with an infinite large heat bath.  
1.6.3 NVE ensemble  
The isolated system without external interference is a NVE ensemble. The volume (V) 
is set as the initial configuration and to be constant under the periodic boundary condition. The 
energy (E) is dictated by the initial position and velocities relating to the potential and kinetic 
energies.  
 10  
1.7 Temperature and Pressure Control 
Temperature directly associates with the velocities of atoms according to the 
equipartition theorem described by Equation 1.11. The simplest way to stabilize the constant 
temperature is to scale the velocities at each time step. However, it will cause significant 
perturbations on the trajectories due to the suddenly changed velocities. Some methods are 
used to control temperature, including Andersén thermostat29, Berendsen thermostat30, Nosé-
Hoover thermostat31, as well as Langevin thermostat32. These methods take into account the 
velocity distribution, use the heat bath to exchange heat with the system as well as consider the 
molecule collision to adjust the velocities to maintain the constant temperature.   𝐾LsM = 〈	?@𝑚𝑣@	〉 = v@ 𝑘]𝑇   (1.11) 
Where 𝐾LsM is the average kinetic energy of the system; m is the mass of the atom; v is the 
velocity of the atom; angle brackets < > is to calculate the average of kinetic energies of all 
atoms; 𝑘] is the Boltzmann constant; 𝑇 is the temperature of the system. 
The method to control pressure is more or less the same as the method to adjust the 
temperature. Instead of the velocity, the system volume plays a critical role in controlling the 
pressure. Andersén barostat29 and Langevin barostat33 use a fictional piston to press or release 
the system. Berendsen barostat30 set a scaling factor to the positions of all atoms to adjust the 
cell size.  
1.8 Periodic Boundary Condition 
A system in MD simulation is microscopic on the nanometer scale. A cuboid water box 
with side length 100 Å at 300 K consists of about 33,444 water molecules. It is impossible to 
simulate an infinitely large system due to the computational limitation even utilizing parallel 
computing in Higher Performance Computer Cluster (HPCC) using a large amount of 
CPU/GPU processors. In a solo water box, the atoms in the center of the box experience 
difference forces compared to those at the surface on the liquid-vacuum interface. To simulate 
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a bulk solution, the periodic boundary condition (PBC)34 is used to avoid the boundary effect 
and to mimic the bulk properties of the solvent with a small size of water box. This method 
assumes the original box is surrounded by the same boxes extending infinitely in each 
coordinate directions. If some atoms move outside of the original box, the system will image 
these atoms to enter the opposite side of the box to keep the total number of atoms in the box 
constant as shown in Figure 1.3. If the solute is a large molecule, the buffer distance between 
original solute and the imaged solute must be large enough to avoid the intermolecular 
interactions between solutes in two neighboring images.  
 
 
Figure 1.3. Illustration of PBC. The particle outside the original box (solid box) is 
translated back. 
 
The shape of the box can be a cubic, rectangular or truncated octahedron. The cubic 
and rectangular box are efficient for small systems. A truncated octahedron is better for systems 
contains large proteins such as BSA or the Fc fragment of an antibody. The truncated 
octahedron is constructed from a cube by cutting off the six corners with a plane35 as shown in 
Figure 1.4. The shape is closer to a sphere than a cubic or rectangular box. It consists of much 
fewer water molecules and ensures that the solute has the same buffer distance. In the system 
consisting of BSA, a cube water box needs 145,146 water molecules with the buffer distance 
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20 Å, whereas a truncated octahedron box only needs 98,240 with the same buffer distance, 
which requires about 50% fewer water molecules to save computational cost.  
     
Figure 1.4. The structure of the truncated octahedron. 
 
1.9 Treatment of Long-range Interactions 
The calculation of non-bonded interactions including VdW and electrostatic 
interactions scales the total number of atoms (N) in the system as N2 at each time step, which 
is the most computationally intensive procedure. To improve the efficiency, a cutoff is used to 
limit the non-bonded forces acting on two atoms described by Equation 1.12. The interactions 
beyond the cutoff will be neglected.  
𝑉iRwGhLiBHxSHa(𝒓) = z𝑉SHa(𝑟) − 𝑉SHa{𝑟hwiF||}, 𝑟 ≤ 𝑟hwiF||0																																													, 𝑟 > 𝑟hwiF|| 	   (1.12) 
Where 𝑟 is the distance between two atoms; 𝑟hwiF|| is the cutoff distance.  
The cutoff should be long enough to avoid errors due to this approximation. Meanwhile, 
the cutoff must be shorter than half of the unit cell length when period boundary conditions are 
used so that the atom will not interact with its images in the neighboring boxes. The 
discontinuity of VdW interactions at the cutoff will affect the stability of the system. A 
switching function is used to eliminate the unstable effect and gradually decrease the 
interaction to zero at the cutoff smoothly.  
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Figure 1.5. The VdW interaction energy between two atoms i and j. The real VdW 
interaction profile is the red line. With the switching function, the potential energy 
smoothly reduces to 0 at the cutoff distance. Without the switching function, the potential 
energy will not be calculated after the cutoff. 𝑹𝒎𝒊𝒏		is the sum of the VdW radii of atoms 
i and j.	𝜺 is the absolute value of the potential calculated when the distance of atom i and 
j is 𝑹𝒎𝒊𝒏	. 𝝈𝒊𝒋  is the distance at which the VdW interaction energy is zero. 𝒓𝒔𝒘𝒊𝒕𝒄𝒉𝒊𝒏𝒈	  is the 
distance of the switching function. 𝒓𝒄𝒖𝒕𝒐𝒇𝒇	  is the cutoff distance. 
 
Different from VdW interaction, the electrostatic interaction in the form of Coulomb 
equation has a much slower decay as 1/r. The long-range electrostatic interaction need to be 
considered. Ewald summation36 is used to calculate long-range electrostatic interactions 
described by Equation 1.13. In this method, the short-range interaction within the cutoff is 
calculated in real space, and the interaction beyond the cutoff is calculated in a reciprocal 
space37. Both parts converge more quickly than the Coulomb summation. Ewald summation is 
a significant improvement for the electrostatic calculation in the periodic boundary condition, 
but not fast enough because it also scales with N2. A better method Particle Mesh Ewald (PME) 
Summation is used to improve the computing efficiency. Instead of using the implicit Fourier 
transform to evaluate the interaction in a reciprocal space for the long-range interaction, a fast 
Fourier transform (FFT) is used to speed up the calculation, which scales as 𝑁 log𝑁. 
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𝜑(𝒓) = 𝜑IQFRixRLGMB(𝒓) + 𝜑NFGMxRLGMB(𝒓)   (1.13) 
Where the short-range interactions are calculated in the real space; the long-range interactions 
are calculated in the reciprocal space. 
1.10 Solvent Models 
The solvent plays an important role for the behaviors of molecules or proteins in MD 
simulation. The choice of accurate and efficient solvent modules is crucial. Both explicit and 
implicit solvent are available to mimic solvation effects. Explicit water models are explicitly 
represented in atomic detail. Explicit water model TIP3P38 (Transferable intermolecular 
potential: TIP) is the most popular 3-site model. The three sites represent the three atoms in the 
water molecules, including two hydrogen atoms and one oxygen atom with corresponding 
partial changes (H: +0.417; O: -0.834).  
 
Figure 1.6. The structure of 3-, 4-, 5-, 6-sites water models. 
 
Besides 3-site water model, there are 4-, 5- and 6-site modules such as TIP4P39, TIP5P40 
as shown in Figure 1.6. These modules have different geometric representations and use 
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dummy atoms with point charges taking into account the long pairs of the oxygen atoms to 
improve the electrostatic distribution around the water molecule. They are better selection for 
the studies of behaviors of the water molecules and the properties of liquid water. 3-site model 
is more computationally efficient than other modules. We will use TIP3P model for all MD 
simulations in this dissertation.  
The explicit water model has better accuracy than the implicit solvent model but 
dramatically increases the computational cost, which inhibits the application of simulations of 
large systems such as protein folding or protein-protein docking. The implicit solvent model 
treats the solvent implicitly to take the mean effect of solvents and to represent the solvent as 
a dielectric continuum. The implicit solvent model can avoid the boundary effect, encourage 
the sampling in larger conformational changes, and calculate the solute-solute interactions 
without solvent energy fluctuations to estimate free energy change of interactions between the 
solute and the solvent. The Poisson-Boltzmann (PB) implicit solvent model described by the 
Equation 1.14 has been widely used for large systems, which has high efficiency and can 
produce results in good agreement with the experiments41,42. The PB model can calculate the 
electrostatic potential and solvation free energy of biomolecules in the solution by solving 𝜑(𝒓). ∇𝜀(𝒓) ∙ ∇𝜑(𝒓) = −4𝜋𝜌(𝒓)   (1.14) 
Where 𝜑(𝒓) is the electrostatic potential; 𝜀(𝒓) is the dielectric constant; 𝜌(𝒓) is the charge 
density. 
1.11 Analyses in MD Simulation 
The common output from MD simulations includes positions, velocities, potential 
energies. Some other useful information can also be analyzed from the trajectory file. 
1. Conformational analysis: analyzing conformational changes of proteins (stability, folding 
or unfolding), nucleic acids or polymers in different solutions or temperatures. 
 16  
2. Hydrogen bonds, coordination bonds analysis: analyzing number and occupancy of 
hydrogen bonds or coordination bonds of selected groups. 
3. Chemical shift analysis: predicting the chemical shift of each atom in a molecule in nuclear 
magnetic resonance (NMR) spectroscopy. 
4. pKa value analysis: predicting protonation states of residues on proteins or polymers in 
aqueous solution at various pH values. 
5. Protein-ligand docking: searching the binding site for ligands on the surface of a protein 
based on geometric complementary and scoring functions for drug design or protein 
purification.  
6. Interaction energy analysis: calculating VdW and electrostatic interaction energies between 
two selected groups. 
7. Water dynamics analysis: calculating residence time, the self-diffusion coefficient, or 
molecular orientations in selected regions.  
8. Free energy analysis: calculating relative free energies between different states such as 
solvation free energy and binding free energy. 
9. Mechanistic analysis: constructing the free energy surface with defined reaction 
coordinates to investigate biological processes such as the ion channel, as well as the 
reaction mechanisms of the enzyme or catalysis. 
1.12 Free Energy Calculation 
Based on the statistical mechanics, the relative free energy differences between two 
states can be calculated in MD simulation. The relative free energy is directly related to many 
chemical quantities such as the solubility or the binding strength. In this dissertation, 
thermodynamics integration (TI) and Molecular Mechanics Poisson-Boltzmann Surface Area 
(MM/PBSA) were conducted to calculate relative free energies.  
 17  
1.12.1 Thermodynamics Integration 
TI was first introduced by Kirkwood43 to investigate fluid mixtures. This method has 
been widely applied in systems consisting of small molecules to calculate free energy 
differences between two states such as solvation free energy, relative binding free energy or 
interfacial free energy44–49. In this method, the thermodynamics change can be described by a 
transition from one state to another state. TI defines a pathway between two states and 
integrates the average potential energy over a coupling parameter λ varying from 0 to 1, which 
is the coordinate of the changing process from state A to state B. The fictitious potential (V(λ)) 
of a system related to the potential of state A (VA) (λ = 0) and state B (VB) (λ = 1) is described 
by Equation 1.15. The free energy difference can be calculated by integrating the partial 
derivative of V(λ) as if λ is the variable in Equation 1.16 using a set of λ from 0 to 1. In the 
dissertation, the solvation free energy is calculated by Equation 1.17 using the TI 
thermodynamics cycle as shown in Scheme 1.1. 𝑉(𝜆) = 𝑉X + 𝜆(𝑉] − 𝑉X)   (1.15) Δ𝐺 = ∫ 〈¡S(¢)¡¢ 〉¢ 𝑑λ?¥    (1.16) 
Scheme 1.1. Thermodynamics cycle to calculate the solvation free energy using TI. The 
atoms of the solute are mutated into dummy atoms in the process 1 and 2. Dummy atoms 
are atoms that do not have non-bonded interactions, and they do not interact with their 
environment. Dummy atoms do not have electrostatic and VdW interactions with their 
environment, so ∆𝑮𝟑 = 𝟎. 
 ∆𝐺IFNsLi4FG = ∆𝐺? − ∆𝐺@ − ∆𝐺v    (1.17) 
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1.12.2 MM/PBSA 
The Molecular Mechanics Poisson-Boltzmann Surface Area (MM/PBSA) method is 
used to determine the free energy differences between two states of large biomolecules, which 
may have substantial conformational changes between non-binding and binding states50–52. 
MM/PBSA method performs better at calculating relative free energies than theoretically 
rigorous methods such as thermodynamics integration (TI) and free energy perturbation (FEP) 
for systems consisting of large proteins. This method has been widely applied in the relative 
binding free energy calculation of the protein-ligand or protein-protein complex53–56.  
Scheme 1.2. MM/PBSA thermodynamics cycle to calculate the relative binding free 
energy. 
 ∆𝐺E4GH,©LiBR = ∆𝐺E4GH,sLhww_ + ∆𝐺IFNs,hF_ªNB« − (∆𝐺IFNs,N4MLGH + ∆𝐺IFNs,RBhBªiFR)   (1.18) ∆𝐺E4GH,sLhww_ = ∆𝐸_FNBhwNLR	_BhQLG4hI	(¬¬) − 𝑇 ∙ ∆𝑆GFR_LN	_FHB	LGLN®I4I    (1.19) ∆𝐺IFNs = ∆𝐺IFNs,hF_ªNB« − {∆𝐺IFNs,N4MLGH + ∆𝐺IFNs,RBhBªiFR} = ∆𝐺BNBhiRFIiLi4h +∆𝐺Q®HRFªQFE4h = ∆𝐺¯] + ∆𝐺°X   (1.20) ∆𝐺°X = 𝛾 ∙ 𝑆𝐴𝑆𝐴	 + 	𝑏   (1.21) 
Based on the thermodynamics cycle as shown in Scheme 1.2, the relative binding free 
energy can be calculated by Equation 1.18. The free energy term in the vacuum can be 
contributed by the enthalpy and entropy. In the vacuum, the enthalpy is approximately equal 
ΔGsolv,ligand ΔGsolv,receptor ΔGsolv,complex
ΔGbind,vacuum
ΔGbind,water
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to the internal energy (ΔEMM) described by Equation 1.19, which includes energies of bonds, 
angles, dihedrals, torsions, VdW and electrostatics interactions. The entropy ∆𝑆 is estimated 
by the normal mode analysis. Solvation energy terms can be rewritten as the sum of 
electrostatic energy (ΔGPB) and hydrophobic energy (ΔGSA) described by Equation 1.20. The 
electrostatic energy is calculated by solving the linear Poisson-Boltzmann (PB) equation41. The 
hydrophobic energy is estimated by the solvent-accessible surface area (SASA) approach57 
described by Equation 1.21. γ is related to the solvent surface tension, and the value is 0.00542 
kcal/(mol*Å2). b is the fitting offset, and the value is 0.92 kcal/mol.  
The protein-ligand binding energy calculation can use 1- or 3-trajctory method. In the 
1-trajectory method, the structures of the complex, receptor and ligand are extracted from the 
same trajectory respectively. This method is preferable when there are no significant 
conformational changes of the receptor and the ligand compared to those in the complex. The 
3-trajectory method needs three simulations for the complex, the receptor, and the ligand. It is 
much more computationally expensive than the 1-trajectory method, and preferable to calculate 
the system where significant conformational changes happen during the binding procedure. 
 
Figure 1.7. The illustration of vibration of atoms in the molecule. 
 
The conformational entropy is estimated by a normal mode analysis (NMA)58,59. NMA 
is a method to evaluate the vibrational motion of atoms, which includes symmetrical stretching, 
out out out in
Symmetric	stretching Antisymmetric	stretching Scissoring
Rocking Wagging Twisting
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asymmetrical stretching, bending, rocking, wagging, twisting and out-of-plane as shown in 
Figure 1.7. All vibrations are assumed to be harmonic. NMA takes into account all vibrations 
of atoms of the whole protein molecule simultaneously. 
The charged groups in the protein will induce errors because MM/PBSA use a single 
dielectric constant, and neglects the inhomogeneous electrostatic distribution inside the 
protein60. Based on a systemically earlier investigation of the accuracies of MM/PBSA method 
by 1800 ligand-receptor complexes61, the dielectric constant of 4 had the best fitting with 
experimental results for biomolecular systems and will be used in the dissertation.  
1.13 Enhanced Sampling Techniques: Coupled Metadynamics and Molecular Dynamics 
(MD-MTD) Simulations 
On the potential energy surface of investigated molecules, there are many energy 
barriers where MD simulation cannot overcome by thermal fluctuations at 310K. The length 
of MD simulation has reached hundreds of nanoseconds or even microseconds, but it is still 
too short compared to the time scale in the real world. The system is still easily trapped in local 
minima during the course of simulations and has an incomplete interfering with the limited 
sampling in the whole conformational space. For MD simulations of proteins, biological 
phenomena such as folding, unfolding and ion channels need much longer time more than 
microseconds and have to overcome multiple energy barriers that cannot be studied by ordinary 
MD simulations. Enhanced sampling methods help the system overcome energy barriers to 
explore the large regions of the potential energy surface. In order to determine the free energy 
of states, enhanced sampling methods such as Metadynamics (MTD) and well-tempered MTD 
combined with MD simulations will be used to sample rare events in this dissertation.  
MTD was proposed by Laio and Parrinello to accelerate rare events in systems and to 
reconstruct free energy surface (FES)62,63. This method is developed according to coarse-
grained non-Markovian dynamics62 and extended Lagrangian method29,64. FES is a graphical 
 21  
representation of the relationship between the energy and the state of a system. In QM 
calculation, FES can interpret the reaction mechanism and illustrate the procedure from 
reactants to the transition states or reaction intermediates to products, which is critical to 
analyze kinetic properties and thermodynamics events of the system. In this dissertation, the 
state of a system is related to the conformational changes of polymers or proteins, as well as 
their various interactions with other polymers or proteins, water molecules, and salt ions. Based 
on these conformational changes, FES can explain the mechanism of self-assembly, ion 
channel, protein folding, protein aggregation, protein-ligand binding, phase transition, fluid 
interface, as well as solvation phenomena. 
 
Figure 1.8. The difference between MD and MTD simulations. The red line is the real 
energy landscape of the system. The blue spot is the state of the system. CV is the reaction 
coordinate. In MD simulations, the systems are trapped in the metastable states by energy 
barriers that are much larger than thermal energies. In MTD simulations, the time-
dependent bias potentials (light aquamarine) are added to overcome the energy barrier 
and other potential wells in the CVs space. 
 
The most important component in FES is the reaction coordinate, which represents the 
progress of a reaction pathway or a thermodynamics process. The distance between two atoms 
of a covalent bond is a common reaction coordinate to study chemical reactions in QM 
calculation. The system in MD simulation often has a large number of degrees of freedom. To 
reduce the number of degrees of freedom, MTD assumes a system can be described by a few 
selected variables, which are referred as collective variables(CVs). Values of CVs are 
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computed from existing atomic coordinates in the trajectory of MTD simulation. The number 
of hydrogen bonds, coordination numbers, distances, angles, dihedrals and many other 
variables can be used as CVs. Choosing proper CVs is critical for correctly analyzing the 
energetic change of the system. Different states of the system must be distinguished by well-
defined CVs. 
During the MTD simulation, the location of the system in FES is determined by CVs. 
MTD simulation keeps the system from visiting the previous locations. The system will reach 
more and more states during the evolution of the simulation so that the system has the 
probability of sampling all interested states including rare events in a short time. Moreover, 
MTD simulation generates the whole free energy landscape to demonstrate how certain 
conformational changes affect the process and relate to the mechanism as shown in Figure 1.8. 
 
Figure 1.9. Filling a one-dimensional model potential with hills that are represented by 
Gaussian functions, starting in the right well. After filling up the local minima, the system 
escapes to the well on the left and so forth, and generate the whole free energy landscape65. 
 
MTD simulation has been successfully applied in a number of studies of biochemical 
processes66,67. MTD simulation typically starts from a local minimum. To overcome the high 
potential energy barriers around the local minimum, external repulsive biasing potentials are 
added to the system in order to explore regions of higher potential energies68. The history-
dependent biasing potentials are represented by the sum of Gaussian functions described by 
Equation 1.22, which deposit along the CVs trajectories to fill the energy well. The Gaussian 
height W is expressed as ωτG (τG is the deposition stride). When the energy well is filled up to 
the barrier of a neighboring energy well, the system will move to the neighboring well. Free 
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energy surface can be reconstructed by adding the repulsive potentials deposited as shown in 
Figure 1.9.  
−∑ 𝑾𝒆x´	𝒔	–	𝒔(𝒕)¶´𝟐𝟐𝜹𝒔𝟐	𝒕¶¹	𝒕 → 	𝑽(𝒔) → 	−𝑭(𝒔)   (1.22) 
Where 𝑊 is the Gaussian height; 𝑠 is the reaction coordinate; 𝑉(𝑠) is the bias potentials added 
to the system; 𝐹(𝑠) is the free energies of the system. 
 
Figure 1.10. Differences between normal and well-tempered MTD. Only physically 
relevant regions (dark green) are detected in well-tempered MTD. 
 
Normal MTD simulation keeps adding repulsive potentials to the system regardless of 
the convergence. Parrinello and co-workers also introduced an advanced algorithm well-
tempered MTD69 with an adaptive bias potential focusing on the physically relevant regions to 
save the computational cost as shown in Figure 1.10. The adaptive bias potential energy is 
described by Equation 1.23. The fixed Gaussian height in normal MTD is replaced by a variable 
height described by Equation 1.24. 𝑽(𝒔) = 𝒌𝑩∆𝑻	𝒍𝒏(𝟏 + 𝝎𝑵(𝒔)𝒌𝑩∆𝑻 )   (1.23) 𝑾 = 𝝎𝝉𝑮𝒆x 𝑽(𝒔)𝒌𝑩∆𝑻   (1.24) 
Where 𝑉(𝑠) is the adjustable bias potential depending on the temperature; ∆𝑇  is the input 
parameter to control the convergence; 𝑁(𝑠) is the histogram of the CVs during the simulation; 
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𝑊 is the adjustable Gaussian height; ω is the initial deposition rate; τG is the time interval of 
deposited Gaussian functions. 
1.14 Molecular Docking 
The molecular docking is a method to predict structures of the protein-ligand complex 
based on the structures of the protein receptor and the small ligand as shown in Figure 1.11, 
which has been widely used in the structure-based drug design. X-ray crystallography and 
NMR spectroscopy are most commonly used experimental techniques to determine the 
structures of protein and protein-ligand complex. Based on detected 3D structures in which the 
same target proteins bind to different ligands, the binding strength can be adjusted by designing 
new ligands to avoid shortcomings of high toxicity or low stability. Protein-ligand docking 
program also supplies increasing accurate results with improved computational algorithms, 
which is much less computational expensive compared to MD simulation, and can be used for 
a large amount of chemicals for high-throughput screening. The supercomputer cluster can be 
used for high-throughput screening to select possible ligands, and combining therapeutic 
results to develop novel drugs70–72. By the end of 2003, more than 2500 companies engaged in 
this computational method for novel drug design73.  
 
Figure 1.11. The illustration of the protein-ligand docking. 
 
The molecular docking program contains two parts: the conformational search 
algorithm and the scoring function. In the searching process, the program will set the ligand to 
Receptor Ligand Complex
Docking+
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be flexible and change its conformation to find the best geometric matching on the surface of 
the receptor. The scoring function is used to estimate the binding free energy with various 
docking poses considering VdW and electrostatic interactions, hydrogen bonds, as well as 
solvent effects. 
Docking program can successfully predict ligand conformations in the binding site 
more or less same with the results from the crystal structures74–76, but the scoring function may 
give a poor prediction on the binding free energies. Many scoring functions are designed for 
virtual screening of large amount candidate chemicals to find ligands instead of an accurate 
ranking of their binding strength. To save the computational cost, scoring functions ignore the 
contribution of entropy that is critical for the binding free energies77,78. MD simulation is a 
better way to calculate the binding free energies which considered the entropy change during 
the binding procedure59,78–80.  
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Chapter 2. Molecular Recognition of Novel Heptapeptides at Fc-binding Sites 
Abstract 
The development of monoclonal antibodies (mAbs) as therapeutic agents for the 
treatment of various diseases is the most widely studied topic in the pharmaceutical industry1–
3. However, the purification of mAbs accounts for the majority of the total mAbs production 
cost4–8. The naturally affinity ligand such as Protein A or Protein G in chromatography-based 
methodologies have been used extensively9–12. These traditional methods are less attractive 
because of the leakage of toxic ligands and high cost. Small synthetic ligands for protein 
purification have been widely studied as chromatographic stationary materials due to much 
lower production cost13–16. In our previous work17, seven novel heptapeptides were identified 
to attach IgG to purify mAbs. By competitive ELISA assays, these heptapeptides were 
identified to bind specifically to the Fc fragment of IgG from human, canine, mouse and rat. 
The experimental results also indicate that these peptides bind to a conserved region on the Fc 
fragment that is different from CBS region where Protein A and Protein G bind to the Fc 
fragment. Understanding the binding mechanisms is critically important for optimizing the 
antibody purification procedure using these heptapeptides to replace expensive Protein A or 
Protein G. In this dissertation, combined protein-ligand docking, free energy calculation and 
molecular dynamics (MD) simulation were conducted to study the binding mechanisms of 
these heptapeptides based on the previous experimental results17. 
2.1 Introduction 
Due to the specific binding between the antibody and the antigen, mAbs have been 
widely applied in therapy, research, and diagnostics18–24, such as antibody-drug conjugate 
(ADC), immunofluorescence, enzyme-linked immunosorbent assay (ELISA), as well as 
antigen purification. More than two hundred antibodies have been studied in clinical trials or 
released on the market since 198025. The therapy development of mAbs focuses on the 
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treatment for cancers, microbial diseases, inflammatory diseases, autoimmune diseases, and 
infectious diseases21,25–29. mAbs are able to selectively target malignant cells and differentiate 
them from healthy cells without toxicity to patients. mAbs could also be the carrier of cytotoxic 
drug molecules to form ADC. ADC makes use of mAbs that are specific to target cell surface 
proteins. After ADC binds to the target cells, the cytotoxic drug is released to kill the target 
cells30–33.  
 
Figure 2.1. The schematic of an antibody (left) and the Fc fragment (right). Blue chains 
are heavy chains; yellow chains are light chains. Fab is the region to bind antigens 
composed by one light chain and one heavy chain. The Fc fragment is the tail region of 
the antibody composed by two identical heavy chains (CH2 and CH3 domains). 
 
The schematic of an antibody consists of two light chains and two heavy chains as 
shown in Figure 2.1. The antigen binding site is the variable domain that is specific to bind to 
different antigens. The remaining domains of heavy chains are constant, based on which mAbs 
are classified to different isotypes such as IgA, IgD, IgE, IgG, IgM, and IgY34.  
Because impurities will cause the potential immunogenicity in human patients35, the 
purity of mAbs is critically important. The sources of antibodies are body fluids of animals or 
human beings, as well as engineered cell culture media36–38, which contain antibodies as well 
as other impurities that contaminate the final products and invoke the undesirable immune 
response in the human body. Genetic engineering has improved the production of antibodies, 
but the antibody purification in the downstream process still makes up the majority of the 
production cost39–41. This has driven the development of efficient antibody purification 
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strategies. Multiple methods have been used for the purification process, such as ion-exchange 
chromatography42–45, hydrophobic interaction chromatography46–49, as well as affinity 
chromatography10,11,50–52. Affinity chromatography is a purification method to rely on specific 
binding interactions between antibodies and ligands10,50,52–54. In the affinity chromatography, 
antibodies have strong but reversible binding affinities with ligands immobilized on the 
stationary phase. After washing away impurities as well as unbound antibodies, bound 
antibodies on the stationary phase can be eluted by altering factors like salt concentration, pH, 
temperature, magnetic field55 or using other competitive ligands56 to achieve the purification 
as shown in Figure 2.2.  
 
Figure 2.2. The procedure of the affinity chromatography purification. mAbs first bind 
to ligands on the substrate. The unbound mAbs and impurities are removed. The 
condition is then changed to elute the bound mAbs. The purified mAbs are collected at 
the end.  
 
Ligands are critically important in the affinity chromatography due to their specific and 
reversible binding affinity with antibodies. The antigen binding site is crucial to invoke 
immune responses in the mAbs therapy in human body. Fc-binding ligands avoid the 
interactions with antigen binding sites to make sure that mAbs can bind to the cognate antigens. 
Staphylococcus aureus Protein A is the most pervasive selection for the purification of hIgG 
over the last decade but has shortcomings such as high cost, low stability under the strong 
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acidic condition, and leaching50,53,57–60. Alternative ligands have been found and designed to 
improve purification efficiency. Synthetic ligands are cheap, adjustable and stable61–64. 4-
mercaptoethyl-pyridine (MEP) is a typical synthetic ligand and has been commercialized for 
the separation of antibodies. It has both hydrophobic and charge binding sites65–67. Synthetic 
peptides are small and simple in structure, and the solid-phase synthesis allows formations of 
arbitrary sequences68,69. Earlier study has found that it is not necessary for the smaller peptide 
to contain specific secondary structures or a partial sequence of Protein A to bind to 
antibodies70. Some synthetic peptides such as HWRGWV (HIS-TRP-ARG-GLY-TRP-
VAL)71, CHKRSFWADNC (CYS-HIS-LYS-ARG-SER-PHE-TRP-ALA-ASP-ASN-CYS)72 
are found to have strong binding affinity with IgG.  
Table 2.1. The sequencing of the seven heptapeptides in Justin’s research17. 
ID Amino Acid Sequence 
1 CYS-PRO-SER-THR-HIS-TRP-LYS (CPSTHWK) 
2 ASN-VAL-GLN-TYR-PHE-ALA-VAL (NVQYFAV) 
3 ALA-SER-HIS-THR-GLN-LYS-SER (ASHTQKS) 
4 GLN-PRO-GLN-MET-SER-HIS-MET (QPQMSHM) 
5 THR-ASN-ILE-GLU-SER-LEU-LYS (TNIESLK) 
6 ASN-CYS-HIS-LYS-CYS-TRP-ASN (NCHKCWN) 
7 SER-HIS-LEU-SER-LYS-ASN-PHE (SHLSKNF) 
 
Justin Weaver and coworkers used phage display and ELISA to discover seven 
heptapeptides from a BioLabs peptides library that displayed strong binding affinities with the 
Fc fragments of many different antibodies from humans (hIgG1, hIgG2, hIgG3, hIgG4, 
hIgGM), canines (cIgG), rats (rIgG) and mice (mIgG)17. Sequencing results are presented in 
Table 2.1. Figure 2.3 shows ELISA results for peptide binding to the Fc fragment of hIgG4. 
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The binding affinity of the peptides is divided into three groups. Peptide 2 and 6 have the 
strongest binding. Peptide 1, 3 and 7 have intermediate binding strength. Peptide 4 and 5 have 
the weakest binding. 
 
Figure 2.3. ELISA results for peptide binding to hIgG417. Binding affinity of the peptides 
is divided into three groups. Peptide 2 and 6 have the strongest binding. Peptide 1, 3 and 
7 have intermediate binding strength. Peptide 4 and 5 have the weakest binding. 
 
Previous studies have found that a conserved sequence structure locates on the hinge of 
the Fc region in the antibodies which is a consensus binding site (CBS) based on X-ray protein 
crystallography73 and MD simulations74,75. CBS is known as the binding domain of Protein 
A76, Protein G77, and some other proteins or peptides74,78,79. However, the exact binding 
mechanisms between the synthetic ligands and antibodies remain unclear due to the lack of 
crystal structures of the antibody-ligand complex. Docking and MD simulation studies have 
found that synthetic ligand MEP also binds to the CBS region65,80. However, those studies only 
use one Fc fragment chain and ignore glycan chains on the antibody in the protein-ligand 
docking procedure. Moreover, studies of other ligands do not take into account glycan chains81–
84. Protein-ligand docking is a reliable method and has been well validated in many cases with 
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structures extracted from X-ray crystallography results85–90. The key to acquiring accurate 
results is to start with the correct assumptions and corresponding structures. Previous studies 
are unreasonable since the glycan chains were not taken into account in the protein-ligand 
docking. The two glycan chains locate in the center of the Fc fragment and connect to the Fc 
fragment by the N-glycan linkages on two ASN residues to construct a highly polar and 
hydrophilic region as shown in Figure 2.4. The components of two glycan chains are similar 
including N-acetylglucosamine, mannose, fucose, and galactose. Chain 1 has one more fucose 
molecule than Chain 2. Glycan chains have been proven to play a very important role for the 
biological functions of antibodies91,92. However, the role of glycan chains in the binding 
mechanism between antibodies and ligands remains largely unknown. In our study, the 
complete Fc fragment with the glycan chains is chosen for the investigation of the binding 
mechanisms between the seven heptapeptides and the Fc fragment.  
Protein A binds only to the Fc fragment through residues at the CBS region and stays 
outside the Fc fragment without interactions with glycan chains inside the Fc fragment. 
However, synthetic peptides have the advantage of flexible conformations and can penetrate 
via the gap between the two Fc chains to reach the glycan chains. We hypothesize that glycan 
chains play a role for small synthetic ligand binding. In this project, protein-ligand docking and 
MD simulations were conducted to investigate the binding mechanisms between these novel 
Fc-binding heptapeptides in Justin’s research17 and the whole hIgG4 Fc fragment. 
2.2 Methodology and Simulation Details 
Both docking and MD simulations were conducted for this study. Protein-ligand 
docking initially searches possible conformations of ligands to find the best complementary 
geometry on the surface of the Fc fragment and then determines a global minimum using a 
score function. The MD simulations were used to investigate the interactions forming the 
protein-ligand complex in the presence of explicit water molecules. The relative binding free 
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energy of the complex was evaluated using the molecular mechanics Poisson-Boltzmann 
solvent accessible surface area (MM/PBSA) method, which has been proven to be a reliable 
method for biological system82,83,93–96. 
 
Figure 2.4. The structures of two glycan chains in the hIgG4 Fc fragment. Glycan chain 
1 and 2 connect to the Fc fragment of hIgG4 by the N-glycan linkages on two ASN 
residues. 
 
The hIgG4 Fc fragment was obtained from the X-ray crystallography data from RCSB 
PDB (PDB: 4C55)97. The Fc fragment consists of two heavy chains. Chain A contains 208 
amino acid residues and 9 glycans (Glycan chain 1). Chain B contains 206 amino acid residues 
and 8 glycans (Glycan chain 2). Glycan chain 1 and 2 connect to the Fc fragment by the N-
glycan linkages on two ASN residues as shown in Figure 2.4. The sequences of seven 
heptapeptide ligands in Table 2.1 are cited from Justin’s Ph.D. dissertation research17. The 
structures of ligands were constructed using AMBERTOOLS package98.  
The protein-ligand docking studies were conducted using AutoDockTools (ADT) 1.5.6 
and AutoDock 4.2.699. Before importing ligands and the hIgG4 Fc fragment in ADT, all 
hydrogen atoms were removed. ADT automatically added polar hydrogen atoms to the 
complex to evaluate the formation of hydrogen bonds which were the most important 
interactions in protein-ligand docking. The hydrogen atoms of water molecules in the Fc 
fragment crystal structure were added by Chimera100, which took into account the clash 
avoidance and the formation of hydrogen bonds with the Fc fragment. The Lamarckian Genetic 
Chain 1
ASN N-Acetyl Glucosamine
Fucose
N-Acetyl 
Glucosamine Mannose Mannose
N-Acetyl 
Glucosamine
Mannose N-Acetyl Glucosamine Galactose
Chain 2
ASN N-Acetyl Glucosamine
N-Acetyl 
Glucosamine Mannose Mannose
N-Acetyl 
Glucosamine
Mannose N-Acetyl Glucosamine Galactose
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Algorithm89 method was used to evaluate the geometry complementarity. In this procedure, the 
pose of a ligand was encoded into linear chromosomes including translational and rotational 
information. Each chromosome contains information on coordinates, movements and reference 
structures that relate to the conformational change of ligands101. Two-step docking processes 
were conducted to obtain more accurate results. The first step uses flexible ligands and the rigid 
receptor to find key residues on the receptor. The second step allows both key residues on the 
receptor and the ligands to be flexible. The structure with the lowest binding energy was chosen 
as the initial coordinates for the MD simulation of the protein-ligand complex. The state of 
titratable amino acids was evaluated by AMBERTOOLS and validated by APBS102–104 at pH 
7 with implicit solvent model. 
MD simulations were conducted using AMBER105. The ff14SB force field was used 
for the amino acids. This force field was developed based on the original ff99SB force field 
developed by the Simmerling's group106. The current version of the force field has a better 
energy balance between side chains and backbones for proteins. The GLY backbone and β-
turn structures also behave better. GLYCAM_06j force field107 was used for the glycan chains 
on the Fc fragment. The carbohydrate force field has better compatibility with ff14SB. The 
truncated octahedral unit cell was used. The edge length is about 37 Å. Each unit cell contains 
one Fc fragment, one ligand and 17,400 water molecules. The number of atoms per unit cell is 
around 59,000. The TIP3P water model108 was used. The buffer distance between the complex 
and the box edge was 10 Å. All simulations were run at a constant temperature (300 K) and 
pressure (1 bar) under the periodic boundary condition with the Langevin dynamics 
thermostat110. A 10 Å cutoff was used for the real part of the electrostatic and VdW interactions. 
The time step was chosen to be 1 femtosecond (fs). A hydrogen bond (H-bond) is formed if 
the distance between the two heavy atoms A and B is less than 3.5 Å and the angle A—H···B 
is greater than 150°. To analyze the binding stability of the Fc fragment and its interaction with 
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the peptide, the root-mean-square deviation (RMSD) values of the backbone of the Fc fragment 
and the seven heptapeptides were calculated. RMSD measures the average distance of selected 
atoms comparing with the reference coordinate of these atoms described by Equation 2.1, 
where N is the total number of atoms; 𝑥4  is the coordinate of atom i; 𝑥4,¥  is the reference 
coordinate of atom i.  
𝑅𝑀𝑆𝐷 = Ê?Ë ∑ {𝑥4 − 𝑥4,¥}@Ë4Ì?    (2.1) 
2.3 Results and Discussions 
2.3.1 Peptide Binding Site on the Fc Fragment by Protein-Ligand Docking 
It is well known that Protein A and Protein G interact with the CBS region on the Fc 
fragment. Many natural proteins or peptides have also been found to interact with the Fc 
fragment at CBS region73. It was found that the seven heptapeptides have high binding 
affinities with the Fc fragment by competitive ELISA in an earlier study17. Therefore, it is 
possible that the seven heptapeptides have novel binding sites on the Fc fragment. The docking 
results indicate that the selected seven heptapeptides have high possibility to interact with the 
domain on the Fc fragment by a new binding pocket that constructed by glycan chains rather 
than the CBS region.  
The seven heptapeptides all successfully docked into the new pocket inside the Fc 
fragment with lowest relative binding free energies. All seven heptapeptides were found inside 
the Fc fragment by penetrating the small gap between the two heavy chains, and Protein A or 
Protein G cannot reach due to their larger size, where glycan chains lie. Glycan chains are 
hydrophilic and can form hydrogen bonds with other O or N atoms. It is assumed the 
interactions between glycan chains and the seven heptapetides are important. Glycan chains 
could be part of a novel binding pocket for small ligands. This has important implications for 
the mAbs purification using affinity chromatography. The conformation with the lowest 
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binding energy for each peptide was chosen to construct the Fc-peptide complex for the 
subsequent MD simulation to study their interactions at molecular level.  
 
Figure 2.5. The locations of seven heptapeptides in the Fc fragment. The binding pocket 
was found by the protein-ligand docking study and the positions of the seven 
heptapeptides. Each peptide conformation is shown by NEWCARTOON representation 
in VMD111. Peptide 1 is colored with blue. Peptide 2 is colored with red. Peptide 3 is 
colored with orange. Peptide 4 is colored with green. Peptide 5 is colored with black. 
Peptide 6 is colored with yellow. Peptide 7 is colored with violet. The Fc fragment is also 
shown by the same presentation with cyan. Glycan chains are shown in white. 
 
Figures 2.5 and 2.6 exhibit the conformations of seven heptapeptides inside the Fc. It 
was found that each peptide has a fragment embedded into the hinge structure of one Fc chain 
and surrounded by glycan chains and amino acids. The hydrophilic glycan and hydrophobic 
amino acids at the boundary of the two chains form a binding notch for these ligands. Protein 
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A and Protein G are too large to reach this region, but small peptides have the possibility to 
reach this region. It can be inferred that the both interactions from glycan chains and 
hydrophobic interactions from amino acids play important roles in the binding mechanism of 
seven heptapeptides to the inner region of the Fc fragment. 
After the protein-ligand docking, the complex structures were used as the initial 
structures for the following MD simulations to study the binding mechanisms to evaluate the 
binding strength and calculate the relative binding free energies using the MM/PBSA method. 
 
Figure 2.6. The detailed conformations of seven heptapeptides inside the Fc fragment. 
The Fc fragment, glycan chains and peptides are represented in the same method in 
Figure 2.5. 
 
MD simulations demonstrate that all seven ligands have more or less the same binding 
regions with the Fc fragment. This indicates that there are specific traits in this binding region. 
To illustrate the interaction motif clearly, peptide 2 was selected to elucidate the interaction in 
more detail. Peptide 2 is found to bind in the middle of the Fc fragment as shown in Figure 
2.7A. It penetrates the space constructed by glycan chains and the hydrophobic belt as shown 
in Figure 2.7B. Both glycan chains have direct hydrogen bonding interactions with peptide 2 
as shown in Figure 2.7C. In the ELISA studies for all seven peptides, peptide 2 has the strongest 
binding. The relative binding free energy of peptide 2 is also the lowest in the protein-ligand 
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docking and MM/PBSA calculation indicating the strong binding. We will discuss later in more 
detail. 
 
Figure 2.7. The interaction between peptide 2 and the Fc fragment. Panel A: The binding 
site of peptide 2 in the Fc fragment. The surface of the Fc fragment is colored by residue 
properties (gray: GLY and glycan chains; dark green: hydrophobic residues; cyan: polar 
uncharged residues; blue: positively charged residues; red: negatively charged residues). 
Peptide 2 is represented by a mesh surface; Panel B: Enlarged view of the binding site. 
Peptide 2 is caught by glycan chains in both sides; Panel C: The hydrogen binding 
interaction between glycan chains and peptide 2. Hydrogen bonds are dashed lines.  
 
2.3.2 Binding Stability 
To analyze the binding stability of the Fc fragment and its interaction with the peptides, 
RMSD values of the backbone of the Fc fragment and the seven heptapeptides were calculated 
using initial structures as the references respectively as shown in Figure 2.8. MD simulations 
of seven systems quickly reach the equilibrium states after 5 ns. The RMSD of the backbone 
of the seven heptapeptides and the Fc fragment both have fluctuations less than 5 Å during the 
30 ns simulations indicating that there are no significant conformational changes. The RMSD 
of the backbone of the Fc fragment changes in a narrow range of 2 to 5 Å, which indicates the 
Hydrophobic+region+Ligand+
Glycan+
A" B"
C"
Glycan+
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Fc fragment is stable when interacting with the peptides. The seven heptapeptides have small 
conformational changes with RMSD ranging from 1.5 to 4 Å. The results indicate that the 
binding between the Fc fragment and the peptides is firm and stable without affecting the 
secondary structures of the Fc fragment. 
 
 
Figure 2.8. RMSD of the backbone of the Fc fragment (top) and seven heptapeptides 
(bottom) during the 30 ns simulations using the initial structures as the reference. 
 
2.3.3 Interaction Energies 
To understand the interaction strength between the peptides and the Fc fragment, their 
interaction energies were calculated as shown in Figure 2.9. The total energies are divided into 
VdW and electrostatic interaction energies. Furthermore, the Fc fragment is divided into the 
glycan chains and the amino acids to differentiate their interactions with the seven 
heptapeptides. The glycan chains are hydrophilic and can form hydrogen bonds with O and N 
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atoms. The amino acid can be hydrophilic or hydrophobic resulting in complicated interactions 
at different regions on the Fc fragment.  
 
 
 
Figure 2.9. The VdW interaction (top), electrostatic interaction (middle) and total 
interaction (bottom) between the peptides and the Fc fragment during the 30 ns 
simulations.  
 
Because VdW interaction energies and electrostatic interaction energies are both 
negative, VdW forces and electrostatic forces are both attractive to strength the binding 
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between the Fc fragment and the seven heptapeptides. The total interaction energies change 
from -100 to -40 kcal/mol in the 30 ns simulations, in which the VdW interaction energies are 
much negative than those of electrostatic interactions. The differences between the lowest 
energy values are over 20 kcal/mol, which indicates that VdW interaction plays a more 
important role in peptide-Fc binding than electrostatic interaction.  
Table 2.2. The means and standard deviations of VdW and electrostatic interaction 
energies between glycan chains or amino acids in the Fc fragment and the heptapeptides.  
Peptide 
Number 
Glycan Chains Amino Acids 
VdW 
Interaction 
(kcal/mol) 
Electrostatic 
Interaction 
(kcal/mol) 
VdW 
Interaction 
(kcal/mol) 
Electrostatic 
Interaction 
(kcal/mol) 
1 -25.7 ± 4.9 -6.5 ± 3.7 -14.7 ± 3.3 1.0 ± 4.3 
2 -42.1 ± 4.7 -9.4 ± 2.6 -12.3 ± 2.7 0.7 ± 1.3 
3 -14.7 ± 9.7 -7.7 ± 4.1 -25.9 ± 4.4 -17.3 ± 8.5 
4 -14.4 ± 3.0 -5.4 ± 1.8 -29.8 ± 3.8 -3.7 ± 3.3 
5 -16.0 ± 3.8 -12.2 ± 4.8 -23.2 ± 4.9 -3.0 ± 4.6 
6 -27.6 ± 5.8 -15.2 ± 5.5 -25.4 ± 6.0 -2.1 ± 7.5 
7 -11.7 ± 6.8 -7.8 ± 3.8 -36.9 ± 4.2 -21.4 ± 3.1 
 
The Fc fragment is divided into two parts including glycan chains and amino acids. 
Their average interaction energies with the peptides were calculated to analyze the binding 
mechanisms. The means and standard deviations are tabulated in Table 2.2. The small standard 
deviations indicate that there are no significant conformational changes caused by the 
interaction between the peptides and the Fc fragment. Both VdW interaction energies are larger 
than electrostatic interaction energies for the interaction between the peptides and glycan 
chains or amino acids indicating that VdW interaction plays a dominant role in the binding 
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between the peptides and the Fc fragment. The interaction energies with glycan chains and 
amino acids have different contributions for the total interaction energies of each peptide 
indicating that each peptide has different binding to glycan chains and amino acids. The 
peptides 1, 2, and 6 have stronger VdW and electrostatic interactions with glycan chains than 
those with amino acids. The peptides 3 and 7 have weaker VdW and electrostatic interactions 
with glycan chains than those with amino acids. The peptides 4 and 5 have weaker VdW 
interaction but stronger electrostatic interaction with glycan chains than those with amino 
acids. Interestingly, the three groups are more or less the same as the groups we concluded 
based on ELISA experiment. Peptide 2 and 6 have the strongest binding. Peptide 1, 3 and 7 
have intermediate binding strength. Peptide 4 and 5 have the weakest binding.  
The means of total interaction energies between the seven peptides and the Fc fragment 
are -45.9, -63.2, -65.8, -53.4, -54.6, -70.5 and -77.9 kcal/mol respectively. The binding strength 
cannot be determined by how much negative the interaction energies are. Their interactions 
with glycan chains and amino acids are different so that their have different binding strength 
with the Fc fragment. This could explain that glycan chains play an important role in the 
binding between the peptides and the Fc fragment. The strong VdW and electrostatic 
interaction with glycan chains enhances the binding strength, and peptide 2 and 6 have the 
strongest binding. The VdW and electrostatic interaction with amino acids also enhances the 
binding so that peptide 3 and 7 have the intermediate binding strength although they have 
weaker interaction energies with glycan chains. Peptide 4 and 5 have much weaker VdW and 
electrostatic interaction with both glycan chains and amino acids and their total interaction 
energies are small, so they have the weakest binding. Peptide 1 has the smallest total interaction 
energies around -45.9 kcal/mol, but it has stronger VdW and electrostatic interaction with 
glycan chains than those with amino acids, leading its intermediate binding strength to the Fc 
fragment. Besides interaction energies, hydrogen bonding, entropic and enthalpic contributions 
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should also be considered to better understand the interaction mechanisms between the peptides 
and the Fc fragment.  
 
Figure 2.10. The 2D diagram of interactions between peptide 2 and the surrounding 
residues at the Fc fragment. Structure water molecules are also selected. Peptide 2 is 
presented by sticks and balls. Water molecule is cyan ball.  
 
2.3.4 Molecular Interactions 
To illustrate the binding mechanism clearly, the complex of peptide 2 was selected to 
elucidate the interaction in more detail using MD simulation for 190 ns. In the ELISA studies, 
peptide 2 has the strongest binding. The relative binding free energy of peptide 2 is also the 
lowest in the molecular docking. The binding between the Fc fragment and peptide 2 involved 
a complicated combination of molecular interactions which may lead to specific binding. A 
detailed description of different kinds of molecular interaction should be helpful to improve 
the understanding of the binding mechanism, including hydrogen bonding, hydrophobic 
interaction, structure water, etc. A snapshot of molecular interactions between peptide 2 and 
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the surrounding residues of the Fc fragment was taken at 100 ns in the stable interaction period. 
And the 2D molecular interaction diagram calculated by LigPlot+ was shown in Figure 2.10. 
The diagram portrays the hydrogen bonding interaction and hydrophobic contacts between 
peptide 2 and the Fc fragment.  
First of all, peptide 2 can favorably interact by hydrophobic interactions with the amino 
acids (PHE276, SER355, PHE384, PRO375, PRO159) and glycans (0YB215, 2MB427, 
2MB429, VMB426, 4YB425) on the Fc fragment in the novel binding site. It is noticeable that 
mot part of peptide 2 are not solvent accessible. A few water molecules (WAT4066, 
WAT4373, WAT6134, WAT4363) were involved into the hydrophobic interactions, showing 
the reduce of the solvent accessibility of peptide 2 and reflecting this is entropy-driven binding. 
In addition, hydrogen bonds also contribute to the binding. It can be found that GLN434, 
TYR435, NME443 on peptide 2 can form hydrogen bonds with residues on the Fc fragment. 
ASN432, GLN434, GLY441, NME443 also can form hydrogen bonds with water molecules 
trapped in the binding cavity. The hydrogen bonds formed by these residues are in the dynamics 
equilibrium of forming and breakage. Some hydrogen bonds can only form in a short time 
period. Some are relatively stable, and some can exist during the whole simulation. A detailed 
hydrogen bonding interaction will be discussed later.  
2.3.5 Hydrogen Bond Formation 
Hydrogen bonds are critically important for the structure and interactions of the 
peptide-Fc complex. Average hydrogen bonds per picosecond at each 10 ns period during the 
190 ns simulation of peptide 2 were analyzed. The residues on the Fc fragment that have high 
occupancies are listed in Figure 2.11. It is found that these residues are active to form hydrogen 
bonds throughout the course of simulations. Of the eight active residues, five of them are glycan 
chains. 0YB215(N-acetylglucosamine) keeps highest average hydrogen bonds in most 10 ns 
windows. Other residues form about one average hydrogen bond per picosecond. Glycan 
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chains have more OH groups than amino acids in the Fc fragment to form multiple hydrogen 
bonds with the peptides. The linker of peptide 2 (Gly-Gly-Gly-Ser) also forms hydrogen bonds 
with the three active amino acid residues because it can move freely in a large space.  
 
Figure 2.11. Averaged hydrogen bonds per picosecond during each 10 ns period between 
peptide 2 and Fc fragment. Residues in the Fc fragment that have high occupancy are 
listed. 
 
Figure 2.12. Average hydrogen bonds per picosecond during each 10 ns period between 
the peptide and the Fc fragment. Residue pairs that have high occupancy are listed.  
The hydrogen binding pair interaction were also analyzed as shown in Figure 2.12 and 
2.13. This analysis gives more information about the interaction motif. For peptide 2, four 
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residues on the peptide (GLN434, GLY440, GLY441, TYR435) tend to form durable hydrogen 
bonds with glycan chains. TRY435 is close to amino acid residues and form hydrogen bonds 
with PRO160. 0YB215(N-acetylglucosamine) forms one hydrogen bonds at each picosecond 
in the simulation. In the previous analysis, 0YB215 is able to form about two hydrogen bonds 
per picosecond. This means that 0YB215 forms one long-term hydrogen bond with GLN434, 
and it also interacts with other residues on the peptide 2 randomly. 2MB214(Mannose) is the 
other active glycan residue but behaves in different ways. Its average hydrogen bond is about 
1 in both analyses indicating that 2MB214 mainly forms one hydrogen bond with TYR435. 
4YB424(N-acetylglucosamine) can either interact with GLY440 and GLY441 in the tail of the 
ligand. The proximity of these neighboring residues is available to form hydrogen bonds. 
GLU274 mainly interacts with the one terminal NME443 on the peptide. In reality, this 
terminal connects to the coat protein of the phage, and the linker (Gly-Gly-Gly-Ser) between 
the phage coat protein and heptapeptides is also important for the binding with the Fc fragment. 
We will discuss later in more detail about the contribution from the linker. 
 
Figure 2.13. The structures of six residue pairs that have strong hydrogen bonding. O 
and N atoms are colored with red and blue respectively. 
 
0YB215                                   GLN434 4YB424                                   GLY441 GLU274                                   NME443
PRO160                                   TYR435 4YB424                                   GLY4402MB214                                   TYR435
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2.3.6 Contributions from the Linker 
 
 
 
Figure 2.14. The ratios of hydrogen bonding (top), VdW interaction (middle), and 
electrostatic interaction (bottom) between the linker/peptide and the Fc fragment during 
the 30 ns simulations.  
In the experiment, Ph.D.™-7 Phage Display Peptide Library from New England 
BioLabs was used. The system is based on M13 phage vector, and heptapeptides are connected 
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to the minor coat protein pIII. All of the heptapeptides in the library contain a short linker 
sequence with the coat protein pIII Gly-Gly-Gly-Ser. The hydrogen bond analysis finds that 
the amino acids of the linker also play an important role in the binding with the Fc fragment. 
Hydrogen bonding, VdW, and electrostatic interactions were calculated and compared in order 
to evaluate the contribution from the linker. The number of hydrogen bonds, VdW and 
electrostatic interaction energies formed between the linker and the Fc fragment were divided 
by results calculated between the whole peptide and the Fc fragment to highlight the 
contribution from the linker as shown in Figure 2.14.  
It can be seen that, peptide 1, 5 and 6 reached the ratio of 1 occasionally, which indicates 
the hydrogen bond formation between the peptides and the Fc fragment are entirely from the 
linker. However, the ratios fluctuate between 0 and 0.6 in for all seven peptides at other time 
indicating that the amino acids on the linker in all seven heptapeptides have strong contribution 
to the formation of hydrogen bonds with the Fc fragment. Regarding the VdW interaction, 
peptide 3 has a high ratio of 0.4. The linkers on the other peptides have ratios in the range of 
0.1 to 0.3, indicating that amino acids on the linker contribute between 10 to 40% to the overall 
VdW interaction energies. Electrostatic interaction energies show very different behavior from 
those of hydrogen bonding and VdW interaction energies. The ratio varies in a large range 
from positive to negative. It is found that all peptides have attractive electrostatic interactions 
with the Fc fragment calculated by summing all electrostatic interaction energies of all amino 
acids on the peptides. The amino acids on the linker have repulsively interactions when the two 
selections have the same charges so that the ratio become negative. Peptide 1, 5, 6 all have 
ratios larger than 1 because the linker improves attractive electrostatic interactions in these 
systems.  
The means and standard deviations of the ratios of hydrogen bonding, VdW and 
electrostatic interaction energies were also calculated during the whole simulations and 
 53  
presented in Table 2.3. Although the fluctuations are large, the results show that the linker has 
substantial contribution to the overall interaction. The hydrogen bonding interaction formed 
between the linker and the Fc fragment contributes in a range of 10.47 to 36.20%. The VdW 
interaction energies between the linker and the Fc fragment contributes in a range of 19.83 to 
32.70%. The electrostatic interaction energies between the linker and the Fc fragment 
contributes in a range of 18.35 to 34.75%. If the heptapeptides were used as the ligand in the 
chromatography for the antibody purification, the linker that connect them to the surface of the 
stationary phase must be very carefully considered to avoid unpredicted interactions that would 
affect the purity of the antibody products. 
Table 2.3. The means and standard deviations of ratios of hydrogen bonding, VdW and 
electrostatic interaction energies between the linker/peptide and the Fc fragment.  
Peptide Number Hydrogen Bonding 
VdW 
Interaction 
Electrostatic 
Interaction 
1 0.3068 ± 0.2263 0.2162 ± 0.0775 0.2957 ± 0.3406 
2 0.2855 ± 0.1371 0.2617 ± 0.0518 0.3473 ± 0.1836 
3 0.3620 ± 0.1365 0.3270 ± 0.0523 0.1835 ± 0.0979 
4 0.1992 ± 0.1948 0.1839 ± 0.0491 0.2077 ± 0.7908 
5 0.1047 ± 0.1749 0.2444 ± 0.0747 0.1892 ± 0.6491 
6 0.3166 ± 0.1793 0.1983 ± 0.0531 0.3306 ± 0.3502 
7 0.2143 ± 0.1004 0.2241 ± 0.0391 0.2130 ± 0.0658 
 
The interaction energies between the linker and the Fc fragment were also calculated 
and presented in Table 2.4. The total energies vary from -24.5 to -12.8 kcal/mol, in which VdW 
interaction energies vary from -19.0 to -10.0 kcal/mol, and electrostatic interaction energies 
vary from -8.3 to -2.0 kcal/mol. All linkers have favorable contributions to the binding. The 
VdW interaction contributes more than the electrostatic interaction because the linker (Gly-
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Gly-Gly-Ser) is neutral. In MD simulations, the positions of the linker in the binding pocket 
were found to change significantly due to the different binding sites so that the linker has 
different interaction energies with the Fc fragment. 
Table 2.4. The means and standard deviations VdW and electrostatic interaction energies 
between the linker and the Fc fragment.  
Peptide Number VdW Interaction Electrostatic Interaction 
1 -10.8 ± 4.3 -4.7 ± 3.5 
2 -19.0 ± 4.1 -5.6 ± 3.2 
3 -18.4 ± 3.5 -5.1 ± 2.6 
4 -10.0 ± 3.1 -2.8 ± 2.8 
5 -11.7 ± 3.9 -2.0 ± 2.0 
6 -13.7 ± 4.3 -8.3 ± 4.3 
7 -14.4 ± 2.1 -8.1 ± 3.0 
 
2.3.7 Solvation Free Energies 
Solvation free energies of the peptides demonstrate crucial information on the 
thermodynamics processes to understand their interactions with hydrophilic glycan chains. In 
this work, thermodynamic integration (TI) was used to calculate the solvation free energies of 
seven heptapeptides tabulated in Table 2.5. The ranking of the solubility based on the solvation 
free energies is 7 > 3 > 5 > 1 > 6 > 4 > 2. Peptides 1, 3, 5, 6, 7 all have solvation free energies 
lower than -230 kcal/mol, in which peptides 1, 3, 7 contain one hydrophobic residues and 
peptides 5, 6 do not have hydrophobic residues. Peptide 4 contains three hydrophobic residues, 
and it has much lower solubility. Peptide 2 contains 5 hydrophobic residues so that it has the 
lowest solubility. Net charges of the peptides do not have significant effects on the solubility. 
Charged or polar residues (HIS, LYS, GLU, SER, THR, ASN, GLN) can drastically improve 
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their solubility, whereas hydrophobic residues (ALA, VAL, MET, PHE, TYR) dramatically 
decrease the solubility. 
Table 2.5. Solvation free energies into water at 300 K and 1 atm estimated using TI, as 
well as their net charges. Hydrophobic residues are colored with red.  
Peptide ΔGsol (kcal/mol) Sequence Charge 
1 -253.76 CYS-PRO-SER-THR-HIS-TRP-LYS  +2 
2 -160.48 ASN-VAL-GLN-TYR-PHE-ALA-VAL  +1 
3 -261.73 ALA-SER-HIS-THR-GLN-LYS-SER  +2 
4 -175.25 GLN-PRO-GLN-MET-SER-HIS-MET  +1 
5 -256.45 THR-ASN-ILE-GLU-SER-LEU-LYS  +1 
6 -236.83 ASN-CYS-HIS-LYS-CYS-TRP-ASN  +2 
7 -266.64 SER-HIS-LEU-SER-LYS-ASN-PHE  +2 
 
2.3.8 Binding Free Energies Calculated using AutoDock 
The relative binding free energies were estimated in the protein-ligand docking process. 
AutoDock uses a hybrid force field including computationally inexpensive parameters derived 
by molecular mechanics and empirical data. The predicted binding energies are less accurate 
than that calculated by MD simulations or QM calculations. In ELISA experiments, the ranking 
is 6 > 2 > 3 > 7 > 1 > 4 > 5, with similar trend. As a result, we divide peptides roughly into 
three groups. The strongest group includes peptide 2 and 6. The middle group consists of 
peptide 1, 3 and 7. The weakest group includes peptide 4 and 5. In AutoDock, the ranking of 
peptides from the strongest to the weakest binding follows 2 > 6 > 1 > 3 > 7 > 5 > 4 as presented 
in Table 2.6. In Justin’s research, the UV signal of the ELISA was used to evaluate the binding 
strength of the seven peptides. All UV signal was scaled based on the strongest result. The 
same operation was done on the binding free energies calculated from AutoDock. In this way, 
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it was possible to compare the binding affinity between experiment and the molecular docking 
as shown in Figure 2.15. The molecular docking was in good agreement with the experimental 
result. The seven peptides can be roughly divided into three clusters. Peptide 4 and 5 have 
lowest binding affinity. Peptide 1, 3 and 7 have middle binding affinity. Peptide 2 and 6 have 
the strongest binding affinity.  
Table 2.6. Relative binding energies of seven heptapeptides estimated by the protein-
ligand docking in AutoDock. 
Peptide Number ΔΔGbinding (kcal/mol) 
Peptide 1 -4.47 
Peptide 2 -6.36 
Peptide 3 -3.51 
Peptide 4 -2.22 
Peptide 5 -2.67 
Peptide 6 -4.67 
Peptide 7 -3.11 
 
AutoDock cannot generate exactly the same results as the experiment, but it outputs the 
three groups that ranks in the same trend in ELISA. Moreover, Peptide 1 and 6 have very close 
results. This is corresponding to the previous analysis of the interaction energies, in which 
peptide 1, 2, 6 have stronger VdW and electrostatic interaction with glycan chains than those 
with amino acids. Although peptide 1 has smallest total interaction energies, it still shows 
stronger binding with the Fc fragment than peptides 3, 4, 5, 7. The result from AutoDock also 
indicates that the interaction with glycan chains has critical contribution to the overall binding. 
The docking results are in good agreement with the experiment. The found docking pocket by 
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the protein-ligand docking could be a potential binding site which needs to be validated by X-
ray crystallography in the future studies. 
 
Figure 2.15. The binding affinity comparison between ELISA experiment and molecular 
docking of the seven peptides. 
 
2.3.9 Binding Free Energies Calculated using the MM/PBSA Method 
 
Figure 2.16. Relative binding affinity of the seven heptapeptides with the Fc fragment 
using the MM/PBSA method in MD simulations. 
In the earlier analysis of the interaction energies and binding free energies from 
AutoDock, the entropy and enthalpy contributions are neglected. In the MM/PBSA 
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calculations, both entropy and enthalpy contributions are considered. The finial relative 
binding free energies are plotted as shown in Figure 2.16. The ranking of the binding strength 
is 6 > 2 > 4 = 5 > 7 > 1 > 3. Peptides 2 and 6 have significantly higher binding with the Fc 
fragment. The peptides in the intermediate and weakest binding groups are reversed compared 
to the experimental results. It is may be caused by multiple binding sites in the experiment or 
errors in the simulation method. However, we have an acceptable result that peptides 2 and 6 
have the strongest binding in agreement with the experimental results. 
2.3.10 Comparison with Protein A 
The ratio of antibody molecules to Protein A has been characterized as greater than 2.4 
to 1112,113. In the ELISA assay, Protein A binds to the immobilized hIgG4 and is subsequently 
sandwiched by a second antibody which is the HRP-conjugated reporter antibody. In Justin’s 
research, an outcome of the competitive ELISA was all wells wherein Protein A was added 
showed at least 2X higher signal than non-Protein A wells17. The multiple bindings of Protein 
enhance the ELISA signal. The ratio of antibody molecules to heptapeptides is unknown. It is 
possible that heptapeptides have much lower ratios because of their smaller size than Protein 
A, which will demonstrate lower signals in the competitive ELISA. The competitive ELISA 
could not explain the different binding signal to the antibody between Protein A and the 
heptapeptides. 
The heptapeptides are not immobilized on the stationary phase both in ELISA and MD 
simulations. The heptapeptides are able to move freely so that they can reach the glycan chains 
and bind to the Fc fragment. If the heptapeptides were used as the ligand in the affinity 
chromatography, the length and the component of the linker should also affect the binding. The 
restricted movements of the heptapeptides may also diminish the binding because the binding 
pocket is in the Fc fragment of the antibody. Moreover, the interaction between the linker and 
the antibody may also affect the chromatographic selectivity. However, because the binding 
 59  
pocket of Protein A is outside of the Fc fragment and the size of Protein A is much larger than 
the heptapeptides and the linker, the linker will play a less important role than that of the 
heptapeptides in the Protein A-based affinity chromatography.  
2.4 Conclusions 
This study has analyzed the binding pocket of seven novel peptides in the Fc fragment 
of hIgG4, as well as the binding affinity by protein-ligand docking and MM/PBSA based on 
the docked complex and MD simulations. A novel binding pocket was found inside the Fc 
fragment constructed by two glycan chains and surrounding amino acids as shown in Figure 
2.17. The seven heptapeptides have strong VdW and electrostatic interactions with glycan 
chains. Further they can form durable hydrogen bonds with glycan chains. Strong interaction 
energies with glycan chains can significantly enhance the binding between the peptides and the 
Fc fragment. The amino acids in the linker (GLY-GLY-GLY-SER) have different 
contributions to the binding with Fc fragment based on their different locations in the binding 
pocket. Protein-ligand docking and MM/PBSA both give reasonable relative binding free 
energies compared to the ELISA experiment. All our results suggest that this novel binding 
pocket is possible for small size ligands to bind with the Fc fragment, and this might be helpful 
for the future development of small ligand for mAbs purification. 
 
Figure 2.17. The novel binding pocket found in this work. Small peptides all bind with 
glycan chains inside the Fc fragment rather other CBS region outside the Fc fragment. 
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Chapter 3. Elucidating the Lower Critical Solution Temperature Transition of PVCL 
Abstract 
Poly (N-vinylcaprolactam) (PVCL) is a thermo-responsive polymer which exhibits a 
lower critical solution temperature (LCST) transition at around 32 °C (305 K) in aqueous 
solution. It has been studied in numerous applications1–5 such as drug delivery and tissue 
engineering because of the thermo-responsive feature. The LCST of this coil-to-globule 
transition is found to be strongly dependent on the concentration and type of the salt ions as 
well as the molecular weight and concentration of PVCL. However, the fundamental molecular 
level understanding and the role of salt ions plays remain elusive and controversial. To gain 
insights into the LCST transition, classical molecular dynamics (MD) simulations have been 
conducted to elucidate the mechanism of the transition and the effects of polymer chain length, 
concentration as well as salt ions on the LCST transition. Our results show that steric effects 
resulting from the seven-member ring on the PVCL chain play a critical role in the folding and 
unfolding of the polymer chain. Moreover, significant ion-specificity has also been simulated 
for the LCST transition in various types and concentrations of salt solutions.   
3.1 Introduction 
 
Figure 3.1. Synthetic route of PVCL via free radical polymerization from N-
vinylcaprolactam (VCL). 
 
PVCL is a thermo-responsive polymer synthesized from N-vinylcaprolactam (VCL) by 
free radial polymerization6–9 as shown in Figure 3.1. Due to the adjustable amphiphilic 
properties caused by hydrophilic amide groups and hydrophobic hydrocarbon residues, PVCL 
applied to control the rate of temperature change at ca. 0.3 !C
min"1. Each spectrum was tested for 32 scans which is suitable
for a good signal-to-noise ratio. Temperature-dependent spectra
were recorded from 30 to 60 !C at intervals of 1.0 !C with an
accuracy of 0.2 !C. Aer all of the spectra were collected, the
original spectra were baseline-corrected by the Omnic, ver. 6.1a
soware.39
Calorimetric measurements of the PVCL solutions were
performed on a Mettler–Toledo diﬀerential scanning calorim-
etry (DSC) thermal analyser at 10 !C min"1. In addition, the
testing temperature of the DSC ranged from 20 to 70 !C.
Turbidity measurements were carried out at 600 nm on a
Lambda 35 UV-vis spectrometer with deionized water as the
reference (100% transmittance). Temperatures were regulated
manually with a water-jacketed cell holder at the rate of ca. 0.5
!C min"1 with intervals of 1.0 !C. To ensure the thermal equi-
librium of the sample cell, each temperature point was held for
2 min before the measurements.
Results and discussion
Calorimetric measurements
Diﬀerential scanning calorimetry measurements were carried
out to elucidate the diﬀerent transition behavior of PVCL
solutions with diﬀerent ILs added. The DSC heating curves of
PVCL (10 wt%) in H2O at 10 !C min"1, as well as the heating
curves of samples with diﬀerent ILs, are presented in Fig. 1(a).
0.25 mol L"1 hydrophilic ILs ([BMIM][BF4], [EMIM][BF4],
[BMIM][Cl]) and hydrophobic ILs ([BMIM][PF6], [EMIM][NTf2])
were added into 10 wt% PVCL–H2O solutions. The 10 wt% PVCL
solution without any ILs shows a phase transition temperature
at 41 !C during the heating process. From the gure, we can see
that there are almost no distinct diﬀerences between the PVCL
solutions with [BMIM][BF4] and [EMIM][BF4] added, which have
diﬀerent cations but share the same anion. This indicates that
the cations of ILs have little inuence on the phase transition of
PVCL. Comparing [EMIM][BF4] with [EMIM][NTf2] (or [BMIM]-
[BF4] with [BMIM][PF6]), which share the same cation, the
transition temperature diﬀers greatly. Based on these results, a
preliminary conclusion can be obtained that the anion rather
than the cation mainly inuences the transition of PVCL solu-
tion. Furthermore, it is also worth noting that, the peak shape of
the samples with added hydrophobic ILs ([BMIM][PF6], [EMIM]-
[NTf2]) change signicantly in contrast with the PVCL–H2O
solution, turning into symmetric peaks. However, the addition
of the three hydrophilic ILs does not lead to this variation, and
the heating curves are markedly asymmetric with a sharp
change below the LCST and a gradual change above the LCST.
The latter phenomenon has also been observed in previous
reports.40–42 We ascribe this to the diﬀerent interactions
between hydrophobic or hydrophilic ILs and PVCL. On the basis
of previous reports, it is known that the addition of hydrophilic
ILs into polymer solution leads to Hofmeister salt-like behavior,
which inuences the behavior of the protein or polymer
through the interaction with water.17 This conclusion also
reects the behavior of hydrophilic ILs well in this work.
Moreover, a sharp increase in the transition temperature of
14 !C can be seen in the sample with added [EMIM][NTf2].
Concerning the symmetric changes in the peak shape of the
PVCL solution with [EMIM][NTf2], we speculate that [EMIM]-
[NTf2] experiences diﬀerent interactions with PVCL in contrast
to those of hydrophilic ILs. Taking this further, hydrophobic
ILs, especially [EMIM][NTf2], tend to show a direct interaction
with PVCL during the phase transition process, which has been
rarely reported in other works up to now.
To observe the variation tendency of the phase transition
behavior with the increasing IL concentration, another two
experiments were performed, which are illustrated in Fig. 1(b)
and (c). From Fig. 1(b) we can see that as the [BMIM][BF4]
concentration increases from 0 to 1.0 mol L"1, the phase tran-
sition temperature of the PVCL solution increases gradually to
approximately 55 !C. Furthermore, the endothermic peak
becomes weaker with the increasing IL concentration, revealing
the interaction between the IL and polymer.43 At a higher IL
Scheme 2 Synthetic route towards PVCL via free radical polymeri-
zation from VCL in the presence of AIBN as an initiator.
Fig. 1 DSC heating curves of (a) 10 wt% PVCL solution with the addition of diﬀerent ILs, and 10 wt% PVCL solution with diﬀerent concentrations
of (b) [BMIM][BF4] and (c) [EMIM][NTf2] at scanning rates of 10 !C min"1.
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can switch between the hydrophilic state to the hydrophobic state at its lower critical solution 
temperature (LCST). The LCST of PVCL varies from 303 K to 313 K, which is strongly 
dependent on the type and concentration of the salt ions as well as the molecular weight (MW) 
and concentration of the polymer chain10–14 as shown in Figures 3.2 and 3.3.   
  
Figure 3.2. The LCST change of PVCL with different molecular weights and 
concentration in aqueous solution. Reprinted with permission from reference 11. 
 
Figure 3.3. The LCST change of PVCL (MW=26,000) in aqueous solution of different 
concentrations of monovalent (upper) and divalent (lower) salts. Reprinted with 
permission from reference 14. 
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The change of solubility is supposed to accompany with the coil-to-globular 
conformational change of the polymer chain at the molecular level15–17. The coil conformation 
is linear having large solvent-accessible surface and easy to interact with solvent molecules 
that makes PVCL solvable, whereas the globular conformation is completely or partially folded 
having smaller solvent accessible surfaces and likely to interact with itself or neighboring 
globular PVCL by hydrophobic interactions as shown in Figure 3.4. 
 
Figure 3.4. The illustration of conformational changes of PVCL during the LCST 
transition. The backbone of PVCL is shown in the blue line. 
 
PVCL has excellent biocompatibility compared to the commonly studied thermos-
responsive poly(N-isopropylacrylamide) (PNIPAM)17,18. The amide group attributes PVCL 
and PNIPAM hydrophilic property, but it also becomes a source of toxic amide derivatives if 
the polymer is hydrolyzed. Because the amide group in PVCL is connected to the backbone, 
no small amine residues will be produced with amide hydrolysis. Due to this advantage, PVCL 
and its copolymers or homopolymers are widely investigated19–26 for biomedical applications 
of micelles and hydrogels in drug carrier27–31 and microcapsule reactor32–34 as a controlled 
“gate” to release active pharmaceutical ingredients (APIs), as well as in tissue 
engineering1,35,36.  
In our earlier experimental studies26, PVCL chains were grafted on the surface of a 
membrane substrate by atom-transfer radical polymerization (ATRP). The effects of salt type, 
appliedtocontroltherateoftemperaturechangeatca.0.3
!C
min
"1.Eachspectrumwastestedfor32scanswhichissuitable
foragoodsignal-to-noiseratio.Temperature-dependentspectra
wererecordedfrom
30to60
!Catintervalsof1.0
!Cwithan
accuracyof0.2
!C.Aerallofthespectrawerecollected,the
originalspectrawerebaseline-correctedbytheOmnic,ver.6.1a
soware.
39
CalorimetricmeasurementsofthePVCLsolutionswere
performedonaMettler–Toledodiﬀerentialscanningcalorim-
etry(DSC)thermalanalyserat10
!Cmin
"1.Inaddition,the
testingtemperatureoftheDSC
rangedfrom
20to70
!C.
Turbiditymeasurementswerecarriedoutat600nm
ona
Lambda35UV-visspectrometerwithdeionizedwaterasthe
reference(100%
transmittance).Temperatureswereregulated
manuallywithawater-jacketedcellholderattherateofca.0.5
!Cmin
"1withintervalsof1.0
!C.Toensurethethermalequi-
libriumofthesamplecell,eachtemperaturepointwasheldfor
2minbeforethemeasurements.
Resultsanddiscussion
Calorimetricmeasurements
Diﬀerentialscanningcalorimetrymeasurementswerecarried
outtoelucidatethediﬀerenttransition
behaviorofPVCL
solutionswithdiﬀerentILsadded.TheDSCheatingcurvesof
PVCL(10wt%)inH2Oat10
!Cmin
"1,aswellastheheating
curvesofsampleswithdiﬀerentILs,arepresentedinFig.1(a).
0.25
molL
"1hydrophilic
ILs
([BMIM][BF4],[EMIM][BF4],
[BMIM][Cl])andhydrophobicILs([BMIM][PF6],[EMIM][NTf2])
wereaddedinto10wt%PVCL–H2Osolutions.The10wt%PVCL
solutionwithoutanyILsshowsaphasetransitiontemperature
at41
!Cduringtheheatingprocess.Fromthegure,wecansee
thattherearealmostnodistinctdiﬀerencesbetweenthePVCL
solutionswith[BMIM][BF4]and[EMIM][BF4]added,whichhave
diﬀerentcationsbutsharethesameanion.Thisindicatesthat
thecationsofILshavelittleinuenceonthephasetransitionof
PVCL.Comparing[EMIM][BF4]with[EMIM][NTf2](or[BMIM]-
[BF4]with[BMIM][PF6]),whichsharethesamecation,the
transitiontemperaturediﬀersgreatly.Basedontheseresults,a
preliminaryconclusioncanbeobtainedthattheanionrather
thanthecationmainlyinuencesthetransitionofPVCLsolu-
tion.Furthermore,itisalsoworthnotingthat,thepeakshapeof
thesampleswithaddedhydrophobicILs([BMIM][PF6],[EMIM]-
[NTf2])changesignicantlyincontrastwiththePVCL–H2O
solution,turningintosymmetricpeaks.However,theaddition
ofthethreehydrophilicILsdoesnotleadtothisvariation,and
theheatingcurvesaremarkedlyasymmetricwith
asharp
changebelowtheLCSTandagradualchangeabovetheLCST.
Thelatterphenomenonhasalsobeenobservedinprevious
reports.
40–42We
ascribe
this
to
the
diﬀerentinteractions
betweenhydrophobicorhydrophilicILsandPVCL.Onthebasis
ofpreviousreports,itisknownthattheadditionofhydrophilic
ILsintopolymersolutionleadstoHofmeistersalt-likebehavior,
which
inuencesthebehavioroftheprotein
orpolymer
through
theinteraction
with
water.
17Thisconclusion
also
reectsthebehaviorofhydrophilicILswellin
thiswork.
Moreover,asharpincreaseinthetransitiontemperatureof
14
!Ccanbeseeninthesamplewithadded[EMIM][NTf2].
Concerningthesymmetricchangesinthepeakshapeofthe
PVCLsolutionwith[EMIM][NTf2],wespeculatethat[EMIM]-
[NTf2]experiencesdiﬀerentinteractionswithPVCLincontrast
tothoseofhydrophilicILs.Takingthisfurther,hydrophobic
ILs,especially[EMIM][NTf2],tendtoshowadirectinteraction
withPVCLduringthephasetransitionprocess,whichhasbeen
rarelyreportedinotherworksuptonow.
Toobservethevariationtendencyofthephasetransition
behaviorwiththeincreasingILconcentration,anothertwo
experimentswereperformed,whichareillustratedinFig.1(b)
and(c).From
Fig.1(b)wecanseethatasthe[BMIM][BF4]
concentrationincreasesfrom
0to1.0molL
"1,thephasetran-
sitiontemperatureofthePVCLsolutionincreasesgraduallyto
approximately55
!C.Furthermore,theendothermicpeak
becomesweakerwiththeincreasingILconcentration,revealing
theinteractionbetweentheILandpolymer.
43AtahigherIL
Scheme2
SyntheticroutetowardsPVCLviafreeradicalpolymeri-
zationfrom
VCLinthepresenceofAIBNasaninitiator.
Fig.1
DSCheatingcurvesof(a)10wt%PVCLsolutionwiththeadditionofdiﬀerentILs,and10wt%PVCLsolutionwithdiﬀerentconcentrations
of(b)[BMIM][BF4]and(c)[EMIM][NTf2]atscanningratesof10
!Cmin
"1.
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applied to control the rate of temperature change at ca. 0.3 !C
min "1. Each spectrum was tested for 32 scans which is suitable
for a good signal-to-noise ratio. Temperature-dependent spectra
were recorded from 30 to 60 !C at intervals of 1.0 !C with an
accuracy of 0.2 !C. Aer all of th
spectra were collected, the
original spectra were baseline-corrected by the Omnic, ver. 6.1a
soware. 39Calorimetric measurements of the PVCL solutions were
performed on a Mettler–Toledo diﬀerential scanning calorim-
etry (DSC) thermal analyser at 10 !C min "1. In addition, the
testing temperature of the DSC ranged from
20 to 70 !C.
Turbidity measurements were carried out at 600 nm
on a
Lambda 35 UV-vis spectrometer with deionized water as the
reference (100% transmittance). Temperatures were regulated
manually with a water-jacketed cell holder at the rate of ca. 0.5
!C min "1
with intervals of 1.0 !C. To ensure the thermal equi-
librium of the sample cell, each temperature point was held for
2 min before the measurements.
Results and discussion
Calorimetric measurements
Diﬀerential scanning calorimetry measurements were carried
out to elucidate the diﬀerent transition behavior of PVCL
solutions with diﬀerent ILs added. The DSC heating curves of
PVCL (10 wt%) in H
2O at 10 !C min "1, as well as the heating
curves of samples with diﬀerent ILs, are presented in Fig. 1(a).
0.25 mol L "1
hydrophilic ILs ([BMIM][BF4], [EMIM][BF4],
[BMIM][Cl]) and hydrophobic ILs ([BMIM][PF6], [EMIM][NTf2])
were added into 10 wt% PVCL–H
2O solutions. The 10 wt% PVCL
solution without any ILs shows a phase transition temperature
at 41 !C during the heating process. From the gure, we can see
that there are almost no distinct diﬀerences between the PVCL
solutions with [BMIM][BF4] and [EMIM][BF4] added, which have
diﬀerent cations but share the same anion. This indicates that
the cations of ILs have little inuence on the phase transition of
PVCL. Comparing [EMIM][BF4] with [EMIM][NTf2] (or [BMIM]-
[BF4] with [BMIM][PF6]), which share the same cation, the
transition te perature diﬀers greatly. Based on these results, a
preliminary conclusion can be obtained that the anion rather
than the cation mainly inuences the transition of PVCL solu-
tion. Furthermore, it is also worth noting that, the peak shape of
the samples with added hydrophobic ILs ([BMIM][PF6], [EMIM]-
[NTf2]) change signicantly in contrast with the PVCL–H
2O
solution, turning int symmetric pe ks. However, the addition
of the three hydrophilic ILs does not lead to this variation, and
the heating curves are markedly asymmetric with a sharp
change below the LCST and a gradual change above the LCST.
The latter phenomenon has also been observed in previous
reports. 40–42
We ascribe this to the diﬀerent interactions
between hydrophobic or hyd ophilic ILs and PVCL. On the basis
of previous reports, it is known that the addition of hydrophilic
ILs into polymer solution leads to Hofmeister salt-like behavior,
which inuences the behavior of the protein or polymer
through the interaction with water. 17
This conclusion also
reects the behavior of hydrophilic ILs well in this work.
Moreover, a sharp increase in the transition temperature of
14 !C can be seen in the sample with added [EMIM][NTf2].
Concerning the symmetric changes in the peak shape of the
PVCL solution with [EMIM][NTf2], we speculate that [EMIM]-
[NTf2] experiences diﬀerent interactions with PVCL in contrast
to those of hydrophilic ILs. Taking this further, hydrophobic
ILs, especially [EMIM][NTf2], tend to show a direct interaction
with PVCL during the phase transition process, which has been
rarely reported in other works up to now.
To observe the variation tendency of the phase transition
behavior with the increasing IL concentration, another two
experiments were performed, which are illustrated in Fig. 1(b)
and (c). From Fig. 1(b) we can see that as the [BMIM][BF4]
concentration increases from 0 to 1.0 mol L "1, the phase tran-
sition temperature of the PVCL solution increases gradually to
approximately 55 !C. Furthermore, the endothermic peak
becomes weaker with the increasing IL concentration, revealing
the interaction between the IL and polymer. 43 At a higher IL
Scheme 2
Synthetic route towards PVCL via free radical polymeri-
zation from VCL in the presence of AIBN as an initiator.
Fig. 1
DSC heating curves of (a) 10 wt% PVCL solution with the addition of diﬀerent ILs, and 10 wt% PVCL solution with diﬀerent concentrations
of (b) [BMIM][BF4] and (c) [EMIM][NTf2] at scanning rates of 10 !C min "1.
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applied to c ntrol the rate of temperature change at ca. 0.3 !C
min"1. Each spectrum was tested fo 32 scans which is suitable
for a good signal-to-noise ratio. Temperature-dependent spectra
were recorded from 30 to 60 !C at intervals of 1.0 !C with an
accuracy of 0.2 !C. Aer all of the spectra were collected, the
original spectra were baseline-corrected by the Omnic, v r. 6.1a
soware. 39Calorimetric measurements of the PVCL solutions were
performed on a Mettler–Toledo diﬀerential scanning calorim-
etry (DSC) thermal analyser at 10 !C min"1. In addition, the
testing temperature of the DSC ranged from 20 to 70 !C.
Turbidity easurements were carried out at 600 nm on a
Lambda 35 UV-vis spectrometer with deionized water as the
reference (100% transmittance). Temperatur s w re regulated
manually with a water-jacketed cell holder at the rate of ca. 0.5
!C min"1 with intervals of 1.0 !C. To ensure the thermal equi-
librium of the sample cell, each temperature point was held for
2 min before the measurements.Results and discussion
Calorimetric measur ments
Diﬀerential scanning calorimetry measurements were carried
out to elucidate the diﬀer nt transition behavior of PVCL
solutions with diﬀerent ILs added. Th DSC heating curves of
PVCL (10 wt%) in H2O at 10 !C min"1, as well as the heating
curves of samples with diﬀerent ILs, are presented in Fig. 1(a).
0.25 mol L"1
hydrophilic ILs ([BMIM][BF4], [EMIM][BF4],
[BMIM][Cl]) and hydrophobic ILs ([BMIM][PF6], [EMIM][NTf2])
were added into 10 wt% PVCL–H2O solutions. Th 10 wt% PVCL
solution without any ILs shows a phase transition temperature
at 41 !C during the heating process. From the gure, we can see
that there are almost no distinct diﬀerences between the PVCL
solutions with [BMIM][BF4] and [EMIM][BF4] added, which have
diﬀerent cations but share the same anion. This indicates that
the cations of ILs have little inuence on the phase transition of
PVCL. Comparing [EMIM][BF4] with [EMIM][NTf2] (or [BMIM]-
[BF4] with [BMIM][PF6]), which share the same cation, the
transition temperature diﬀers greatly. Based on these results, a
preliminary conclusion can be obtained that the anion rather
than the cation mainly inuences the transition of PVCL solu-
tion. Furthermore, it is also worth noting that, the peak shape of
the samples with added hydrophobic ILs ([BMIM][PF6], [EMIM]-
[NTf2]) change signicantly in contrast with the PVCL–H2O
solution, turning into symmetric peaks. However, the addition
of the three hydrophilic ILs does not lead to this variation, and
the heating curves are markedly asymmetric with a sharp
chang below the LCST and a gradual change bove the LCST.
The latter phenomenon has also been observed in previous
reports. 40–42
We ascribe this to the diﬀer nt interactions
between hydrophobic or ydrophilic ILs and PVCL. On the basis
of previous reports, it is known that the addition of hydrophilic
ILs into polymer solution leads to Hofmeister salt-like behavior,
which inuences the behavior of the protein or polymer
through the interaction with water. 17 This conclusion also
reects the behavior of hydrophilic ILs well in this work.
Moreover, a sharp increase in the transition temperature of
14 !C can be seen in the sample with added [EMIM][NTf2].
Concerning the symmetric ch nges in the peak shape of the
PVCL solution with [EMIM][NTf2], we speculate that [EMIM]-
[NTf2] experiences diﬀerent interactions with PVCL in contrast
to those of hydrophilic ILs. Taking this further, hydrophobic
ILs, especially [EMI ][NTf2], tend to show a direct interaction
with PVCL during the phase transition process, which has been
rarely reported in other works up to now.
To observe the variation tendency of the phase transition
b havior with the increasing IL concentration, another two
experiments were performed, which are illustrated in Fig. 1(b)
and (c). From Fig. ( ) we can see that as the [BMIM][BF4]
concentration incre
from 0 to 1.0 mol L"1, the phase tran-
sition temperature of the PVCL solution increases gradually to
approximately 55 !C. Furthermore, the endothermic peak
becomes weaker with the increasing IL concentration, revealing
the interaction between the IL and polymer. 43 At a high r IL
Scheme 2 Synthetic route towards PVCL via free radical polymeri-
zation from VCL i the presence of AIBN as an initiator.
Fig. 1 DSC heating curves of (a) 10 wt% PVCL solution with the addition of diﬀerent ILs, and 10 wt% PVCL solution with diﬀerent concentrations
of (b) [BMIM][BF4] and (c) [EMIM][NTf2] at scanning rates of 10 !C min"1.
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appliedtocontroltherateoftemperaturechangeatca.0.3
!C
min
"1.Eachspectrumwastestedfor32scanswhichissuitable
foragoodsignal-to-noiseratio.Temperature-dependentspectra
wrerecordedfrom30to60
!Catintervalsof1.0
!Cwithan
accuracyof0.2
!C.Aerallofthespectrawerecollected,the
originalspectrawerebaseline-correctedbytheOmnic,ver.6.1a
soware.
39
CalorimetricmeasurementsofthePVCLsolutionswere
performedonaMettler–Toledodiﬀerentialscanningcalorim-
etry(DSC)thermalanalyserat10
!Cmin
"1.Inaddition,the
testingtemperatureoftheDSCrangedfrom
20to70
!C.
Turbiditymeasurementswerecarriedoutat600nm
ona
Lambda35UV-visspectrometerwithdeionizedwaterasthe
reference(100%transmittance).Temperatureswereregulated
manuallywithawater-jacketedcellholderattherateofca.0.5
!Cmin
"1withintervalsof1.0
!C.Toensurethethermalequi-
libriumofthesamplecell,eachtemperaturepointwasheldfor
2minbeforethemeasurements.
Resultsanddiscussion
Calorimetricmeasurements
Diﬀerentialscanningcalorimetrymeasurementswerecarried
outtoelucidatethediﬀerenttransitionbehaviorofPVCL
solutionswithdiﬀerentILsadded.TheDSCheatingcurvesof
PVCL(10wt%)inH2Oat10
!Cmin
"1,as
ellastheheating
curvesofsampleswithdiﬀerentILs,arepresentedinFig.1(a).
0.25molL
"1hydrophilicILs([BMIM][BF4],[EMIM][BF4],
[BMIM][Cl])andhydrophobicILs([BMIM][PF6],[EMIM][NTf2])
wereaddedinto10wt%PVCL–H2Osolutions.The10wt%PVCL
solutionwithoutanyILsshowsaphasetransitiontemperature
at41
!Cduringtheheatingprocess.Fromthegure,wecansee
thattherearealmostnodistinctdiﬀerencesbetweenthePVCL
solutionswith[BMIM][BF4]and[EMIM][BF4]added,whichhave
diﬀerentcationsbutsharethesameanion.Thisindicatesthat
thecationsofILshavelittleinuenceonthephasetransitionof
PVCL.Comparing[EMIM][BF4]with[EMIM][NTf2](or[BMIM]-
[BF4]with[BMIM][PF6]),whichsharethesamecation,the
transitiontemperaturediﬀersgreatly.Basedontheseresults,a
preliminaryconclusioncanbeobtainedthattheanionrather
thanthecationmainlyinuencesthetransitionofPVCLsolu-
tion.Furthermore,itisalsoworthnotingthat,thepeakshapeof
thesampleswithaddedhydrophobicILs([BMIM][PF6],[EMIM]-
[NTf2])changesignicantlyincontrastwiththePVCL–H2O
solution,turningintosymmetricpeaks.However,theaddition
ofthethreehydrophilicILsdoesnotleadtothisvariation,and
theheatingcurvesaremarkedlyasymmetricwithasharp
changebelowtheLCSTandagradualchangeabovetheLCST.
Thelatterphenomenonhasalsobeenobservedinprevious
reports.
40–42Weascribethistothediﬀerentinteractions
betweenhydrophobicorhydrophilicILsandPVCL.Onthebasis
ofpreviousreports,itisknownthatheadditionofhydrophilic
ILsintopolymersolutionleadstoHofmeistersalt-likebehavior,
whichinuencesthebehavioroftheproteinorpolymer
throughtheinteractionwithwater.
17Thisconclusionalso
reectsthebehaviorofhydrophilicILswellinthiswork.
Moreover,asharpincreaseinthetransitiontemperatureof
14
!Ccanbeseeninthesamplewithadded[EMIM][NTf2].
Concerningthesymmetricchangesinthepeakshapeofthe
PVCLsolutionwith[EMIM][NTf2],wespeculatethat[EMIM]-
[NTf2]experiencesdiﬀerentinteractionswithPVCLincontrast
tothoseofhydrophilicILs.Takingthisfurther,hydrophobic
ILs,especially[EMIM][NTf2],tendtoshowadirectinteraction
withPVCLduringthephasetransitionprocess,whichhasbeen
rarelyreportedinotherworksuptonow.
Toobservethevariationtendencyofthephasetransition
behaviorwiththeincreasingILconcentration,anothertwo
experimentswereperformed,whihareillustratedinFig.1(b)
and(c).From
Fig.1(b)wecansethatasthe[BMIM][BF4]
concentrationincreasesfrom0to1.0molL
"1,thephasetran-
sitiontemperatureofthePVCLsolutionincreasesgraduallyto
approximately55
!C.Furthermore,theendothermicpeak
becomesweakerwiththeincreasingILconcentration,revealing
theinteractionbetweentheILandpolymer.
43AtahigherIL
Scheme2
SyntheticroutetowardsPVCLviafreeradicalpolymeri-
zationfromVCLinthepresenceofAIBNasaninitiator.
Fig.1
DSCheatingcurvesof(a)10wt%PVCLsolutionwiththeadditionofdiﬀerentILs,and10wt%PVCLsolutionwithdiﬀerentconcentrations
of(b)[BMIM][BF4]and(c)[EMIM][NTf2]atscanningratesof10
!Cmin
"1.
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applied to control the rate of temper ture change at ca. 0.3 !C
min "1. Each spectrum was tested for 32 scans which is suit bl
for a good signal-to-noise ratio. Temperature-dependent spectra
were recorded from 30 to 60 !C at intervals of 1.0 !C with an
c uracy of 0.2 !C. Aer all of the spectra were collected, the
original spectra were baseline-corrected by the Omnic, ver. 6.1a
soware. 39Calorimetric measurements of the PVCL solutions were
p rformed on a Mettler–Toledo diﬀerential sc nning calorim-
etry (DSC) th rmal analyser at 10 !C min "1. In addition, the
testing temperature of the DSC ranged from 20 to 70 !C.
Turbidity measurements were carried out at 600 nm on a
Lambda 35 UV-vis spectrometer with deionized water as the
reference (100% transmittance). Temperatures were regulated
man ally with a water-jacketed cell holder at the rate of ca. 0.5
!C
in "1
with intervals of 1.0 !C. To ensure the thermal equi-
lib ium of the sample cell, each tempe ature point was held for
2 min before
e measurements.
Results nd discu sio
Cal rimetric measurements
Diﬀerential scanning calorimetry measu ements were carried
out to elucidat the diﬀerent transition behavior of PVCL
solutions with diﬀerent ILs added. The DSC heating curves of
PVCL (10 wt%) in H
2O at 10 !C min "1, as well as the heating
curves of samples with diﬀerent ILs, are presented in Fig. 1(a).
0.25 mol L "1
hydrophilic ILs ([BMIM][BF4], [EMIM][BF4],
[BMIM][Cl]) and hydrophobic ILs ([BMIM][PF6], [EMIM][NTf2])
wer added into 10 wt% PVCL–H
2O solutions. The 10 wt% PVCL
solution without any ILs shows a phase tr sition temperature
at 41 !C during the heating process. Fro
the gure, we can see
hat there are almost no distinct diﬀerences bet een the PVCL
solutions with [BMIM][BF4] and [EMIM][BF4] added, which have
diﬀerent cations but share the same anion. This indicates that
the cations o ILs have little inuence on the phase transition of
PVCL. Comparing [EMIM][BF4] with [EMIM][NTf2] (or [BMIM]-
[BF4] with [BMIM][PF6]), which share the same cation, the
transition temperature diﬀers g atly. Based n these results, a
preliminary conclusion can be obtained that the anion rather
than the cation mainly inuences the transition of PVCL solu-
tion. Furthermore, it is also worth noting that, the peak shape of
the samples with added hydrophobic ILs ([BMIM][PF6], [EMIM]-
[NTf2]) change signicantly in contrast with the PVCL–H
2O
solution, turning into symmetric peaks. However, the addition
of the three hydrophilic ILs does not lead to this variation, and
the heating curves are markedly asymmetric with a sharp
change below the LCST and a gradual change above the LCST.
The latter phenomenon has also been observed in previous
reports. 40–42
We ascribe this to the diﬀerent interactions
between hydrophobic or hydrophilic ILs and PVCL. On the basis
f previous reports, it is known that the addition of hydrophilic
ILs into polymer solution leads to Hofmeister salt-like behavior,
which inuences the behavior of the protein or polymer
through the interaction with water. 17 This conclusion also
reects the behavior of hydrophilic ILs well in this work.
Moreover, a sharp increase in the transition temperature of
14 !C can be seen in the sample with added [EMIM][NTf2].
Concerning the symmetric changes in the peak shape of the
PVCL solu ion with [EMIM][NTf2], we speculate that [EMIM]-
[NTf2] experiences diﬀerent interactions with PVCL in contrast
to those of hydrophilic ILs. Taking this further, hydrophobic
ILs, especially [EMIM][NTf2], tend to show a direct interaction
with PVCL during the phase transition process, which has been
rarely reported in other works up to now.
To observe the variation tendency of the phase transition
behavior with the increasing IL concentration, another two
experiments were performed, which are illustrated in Fig. 1(b)
and (c). From Fig. 1(b) we can see that as the [BMIM][BF4]
concentration increases from 0 to 1.0 mol L "1, the phase tran-
sition temperature of the PVCL solution increases gradually to
approximately 55 !C. Furthermore, the endothermic peak
becomes weaker with the increasing IL concentration, revealing
the interaction between the IL and polymer. 43 At a higher IL
Schem
2
Synthetic route towards PVCL via free radical polymeri-
zation from VCL in the presence of AIBN as an initiator.
Fig. 1 DSC heating curves of (a) 10 wt% PVCL solution with the addition of diﬀerent ILs, and 10 wt% PVCL solution with diﬀerent concentrations
of (b) [BMIM][BF4] and (c) [EMIM][NTf2] at scanning rates of 10 !C min "1.
This journal is © The Royal Society of Chemistry 2014
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salt concentration and pH on the static and dynamic binding capacity of proteins as well as the 
recovery of proteins were investigated for membrane based hydrophobic interaction 
chromatography (HIC) applications. The modified HIC membrane demonstrated adjustable 
binding and effective separation abilities for proteins such as BSA and IgG4. However, the 
fundamental molecular level understanding and the role of salt ions remain elusive and 
controversial. In addition, the effects of polymer chain length, the chair or boat conformations 
of VCL ring, ring orientations along with the backbone, and interactions between the amide 
groups and the solvent molecules on the LCST transition remain largely unexplored. The 
insights obtained on the LCST transition will help design better ligands for HIC and many 
other potential biomedical applications.   
Regarding previous computational studies of the thermo-responsive polymer, PNIPAM 
has been successfully simulated the coil-to-globular transition in aqueous solution and in 
various salt solutions with MD simulations37–42. There are no comprehensive computational 
studies for PVCL. However, the successful story of PNIPAM proves that MD simulations are 
the feasible method to study PVCL. MD simulations can provide incomparable resolutions at 
the molecular level to observe the conformational changes and the effects of chain length, 
temperature or salt ions, as well as the interactions between cation, anion or water molecules 
and effects of the polymer chain on the LCST transition.  
In order to gain insights into the LCST transition of PVCL, MD simulations were 
conducted here to elucidate the mechanism of the transition and the effects of polymer chain 
length, concentration, and salt ions on the LCST transition. 
3.2 Methodology and Simulation Details 
To develop the force field parameters of PVCL, VCL was terminated by two methyl 
groups to mimic the polymeric environment as shown in Figure 3.5. The modified VCL 
monomer was optimized at the MP2/6-31G* level in Gaussian0943. Electrostatic Potential 
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(ESP44) was calculated at the HF/6-31G* level, and the atomic charges were then derived based 
on Restrained Electrostatic Potential protocol (RESP45–48) by AMBERTOOLS package49.  
 
Figure 3.5. The structure of modified VCL terminated by two methyl groups to mimic 
the polymeric environment (Names of C, N, and O atoms are labeled). 
 
The force field parameters of bonds were determined using SCAN in Gaussian0943 at 
the MP2/6-31G* level. However, the seven-membered ring will break during the SCAN of 
angles and dihedrals. PARAMFIT50 was conducted to develop the force field parameters of 
angles and dihedrals on the seven-membered ring. PARAMFIT can adjust multiple force field 
parameters of angles and dihedrals simultaneously, and then compare the potential calculated 
from AMBER51 using the adjusted force field parameters to the potential calculated from QM 
calculations in Gaussian09 by the linear regression. We chose the data set that the coefficient 
of determination R2 was larger than 0.98 as force field parameters for PVCL. 
The polymeric structure of PVCL was constructed by AMBERTOOLS package49 with 
the degree of polymerization (DP) of 100. The LCST of the DP100 PVCL chain has been 
estimated based on the work by Lyon, L. A. et al52. The results indicate that the change of 
LCST is in a linear relationship with the molecular weight (MW) when it is less than 22,100. 
According to the earlier studies, the LCST of DP100 (MW: 13,949) PVCL in water is around 
317 K. The LCST in salt solutions was estimated according to other studies11,12,14. Table 3.1 
tabulates the estimated LCST and the temperatures for MD simulations. There are three 
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systems in CaCl2 and NaCl solutions, in which the temperatures are equal or below 273 K. In 
reality, the solutions are still liquid due to the freezing-point depression caused by salts. 
Table 3.1. MD simulation systems of DP100 PVCL in this work. 
Solvent Water 
0.5 M 
CaCl2 
1 M NaCl 3.5 M NaCl 
PVCL weight  
concentration (%) 
2.19 2.12 2.12 1.87 
Estimated LCST (K) 304-314 300-310 295-305 273-283 
Simulation  
temperatures (K) 
283, 353 273, 333 270, 350 
263, 283, 
353 
Cation number 0 300 600 2244 
Anion number 0 600 600 2244 
Water number 34647 33850 33873 33403 
Size (Å× Å× Å) 100×112×91 99×111×91 99×111×91 100×95×111 
 
The simulations were conducted with AMBER53. TIP3P was used as water model54. 
The buffer distance between the complex and the box edge was 10 Å. All simulations were run 
at the constant temperature and pressure (1 bar) under the periodic boundary condition with the 
Langevin dynamics thermostat56. A 10 Å cutoff was used for the real part of the electrostatic 
and VdW interactions. The time step was chosen to be 1 femtosecond (fs). The force field 
parameters of Na+, Cl- were from ion0857 in AMBER. Improved force field parameters were 
used for Ca2+, in which an additional item was added to LJ potential to construct LJ12-6-4 
VdW energies considering the charge-induced dipole interaction, which has been validated by 
experimental results of hydration free energy, ion-oxygen distance and coordination number58. 
The criteria for forming a hydrogen bond (H-bond) is that the distance between the two heavy 
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atoms A and B is equal or less than 3.5 Å and the angle A—H···B is equal or greater than 130°. 
The number of water molecules in the first hydration shell is calculated if the water molecule 
is within 3.4 Å from the surface atoms on the PVCL chain. The radial distribution functions 
(RDF) were calculated between the various atoms on the PVCL chain and the O atom on water 
molecules or the salt ions. The H2O coordination numbers were determined by integrating in 
spherical coordinates from 0 to the first minimum of the RDF.  
The ring distribution along the backbone is directly affected by the rotation of VCL 
rings. The free energy surface of the rotation of a VCL ring was reconstructed based on the 
MD simulations coupled with metadynamics59–61 for enhanced sampling. The dihedral C5-N1-
C6-C9 was used as the CV for the rotation of the VCL ring.  
3.3 Results and Discussions 
3.3.1 Force Field Parameterization 
The force field parameters derived from PARAMFIT were used in MD simulations 
with AMBER. Because the energetics of structures were not available experimentally, QM 
calculation using Gaussian09 were used as the reference to check back the accuracy of the 
developed force field parameters. More than 1000 structures of the modified VCL were 
generated randomly to reproduce different conformations, and 345 structures were selected for 
the force field parameterization by removing the unreasonable structures having overlapped 
bonds or atoms. The linear regression model was used to identify the relationship between the 
potential energies calculated from AMBER and Gaussian09 as shown in Figure 3.6. The slope 
of the fitted line is 1.00458, and the coefficient of determination R2 value is larger than 0.98. 
This fitting result indicates that there is no significant difference between potential energies 
calculated from MD simulations in AMBER and results from QM calculations in Gaussian09. 
The developed force field parameters are in good agreement with QM calculation results. 
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Figure 3.6. Potential energies comparison between QM calculation in Gaussian09 and 
MD simulations in AMBER of 345 modified VCL structures using developed force field 
parameters. 
 
3.3.2 Ring Distribution along the Backbone 
 
Figure 3.7. Linear fragment (left), curved fragment (right) and their VCL ring 
distributions along the backbone in the system of 3.5 M NaCl at 263 K. One point 
represents one VCL ring. 
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The hydrated PVCL has a stretched conformation below LCST. When PVCL becomes 
dehydrated above LCST, the hydrophobic nature of the hydrocarbon chain causes the chain to 
collapse onto each other to form hydrophobic globular conformation. The coil-to-globule 
transition involves dramatic conformational changes, during which VCL rings along the 
backbone are also rearranged. The effect of VCL rings distribution along the backbone in the 
coil-to-globule transition was analyzed.  
It is found that the VCL ring distribution along the backbone of linear fragments and 
curved fragments have significant differences. In the linear fragment, 5 to 20 VCL rings are 
distributed along the backbone evenly to form a helix structure due to presence of bulky 
neighboring VCL rings, and the backbone keeps a rod-like linear conformation as shown in the 
left panel on Figure 3.7. The curved fragments are much shorter, comprised by 3 to 5 VCL 
residues. These VCL rings all lie on one side facing the water molecules with the backbones 
collapsing onto each due to hydrophobic interaction to form a folded local structure as shown 
in the right panel on Figure 3.7.  
During the LCST transition of PVCL, the VCL rings need to be arranged in a specific 
way as described above to promote the coil-to-globule conformational change. A whole folded 
globular PVCL should be comprised of several folded regions that are formed by alternating 
long linear and short curved fragments.  
3.3.3 Free Energy Barrier for Ring Rotation  
When all VCL rings are arranged in a helix structure along the backbone, they have 
minimal steric hindrance. If one of the VCL ring flips, the original linear backbone will be 
bended due to the steric effect at the location where the rotated VCL ring leads to the formation 
of a curved fragment. The structure of VCL and the numbering of the atoms are shown in 
Figure 3.5. The rotation of VCL ring can be represented by the change of the dihedral C5-N1-
C6-C9. When a VCL ring turns, the dihedral angle could potentially vary between 0 and 360°. 
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The DP100 PVCL in water at 353 K was chosen for the determination of the energy barrier for 
the rotation of the VCL ring. The variation of the dihedral angles 195 ns MD simulations for 
every VCL ring in the system is plotted in Figure 3.8. 
 
Figure 3.8. The variation of dihedral C5-N1-C6-C9 in 100 DP PVCL at 353 K in aqueous 
solution. 
 
Figure 3.9. The change of dihedral C5-N1-C6-C9 of residue 31 (upper) and 32 (lower) 
during the simulation of 100 DP PVCL chain at 353 K in water. 
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It is found that 98 out of 100 VCL rings do not rotate during the entire simulation 
period. 96 of the VCL rings fluctuate in a small angle between 250° to 350°. Only 2 VCL rings 
(residue 1 and 45) fluctuate in a range between 30° to 100°. The initial structure of each residue 
has the same C5-N1-C6-C9 dihedral. The change of dihedral angles for residues 1 and 45 are 
caused during the energy minimization step only. A total of 2 VCL rings (residue 31 and 78) 
are found to rotate in broad ranges with dihedral angles discontinuously located in two ranges 
of 50°-200° and 250°-350°. Because the angle analysis samples each 10 ps rather than 1 fs, it 
indicates that the rotation of the VCL ring is rather fast within 10 ps or less. Moreover, the 
rotation of VCL ring is a low probability event based on these simulation results. 
To quantify the energy barrier for flipping the VCL ring, metadynamics (MTD) 
simulations were conducted to reconstruct the free energy surface (FES) during the ring 
rotation. The dihedral angle was chosen as the collective variable (CV). The rotated VCL ring 
of residue 31, as well as its neighboring residue (residue 32) that did not rotate were selected 
for the study. The initial dihedral C5-N1-C6-C9 of residue 31 is around 300° and switches to 
the range between 50°-150° after about 15 ns of simulation and keeps in the same range during 
the remaining simulations. However, the dihedral angle of residue 32 fluctuates around 300° 
during the entire MD simulation period as shown in Figure 3.9.  
Free energy surfaces of two residues for ring rotation were reconstructed as shown in 
Figure 3.10, three local minima at 110°, 300° (-60°) and 180° (-180°) were found in agreement 
with the earlier analysis. Because the dihedral angle of the initial structure is around 300° (-
60°) for each ring, all rings are trapped in this local minimum at the beginning of the 
simulations. The energy barriers from 300° (-60°) to 110° are about 25 kcal/mol for residue 31 
and 23 kcal/mol for residue 32 respectively. Moreover, the energy barriers for ring rotation 
from 300° (-60°) to 180° (-180°) are about 28 kcal/mol for residue 31 and 30 kcal/mol for 
residue 32. The two energy barriers at 300° (-60°) are too large to overcome by the thermal 
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energy so that 96 out of 100 VCL dihedral angles fluctuate around 300° (-60°) around this local 
minimum. The local minimum of the lowest potential energy is around 110° where four 
residues are found in that range including residues 1, 31, 45 and 78.  
 
Figure 3.10. The free energy surface of VCL ring rotation of Residue 31 and 32, three 
local minima at 110°, 300° (-60°) and 180° (-180°) are found. 
 
The energy barriers from 110° to 300° (-60°) are about 30 kcal/mol for residue 31 and 
24 kcal/mol for residue 32. During the entire simulation period, the rotation from 300° (-60°) 
to 110° was found but opposite was not due to the increased barriers. Regarding the third local 
minimum at 180° (-180°), the energy barrier to the neighboring local minimum at 300° (-60°) 
are about 8 kcal/mol for residue 31 and 9 kcal/mol for residue 32. It also has more or less the 
same results to the other neighboring local minimum at 110°. Residue 78 is the only residue 
found in this range of 180° (-180°). Because this angle has higher potential energy and much 
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smaller energy barrier to two neighboring local minima, the probability of the angle at 180° (-
180°) is much lower than those at 110° and 300° (-60°).  
Comparing the FES of two neighboring residues, we conclude that all VCL rings have 
more or less the same FES. The FES has three local minima. Two local minima at 110° and 
300° (-60°) have higher probabilities with low potential energies, and the one at 180° (-180°) 
has lower probability due to its high potential energy. The system has higher probabilities to 
be trapped in the two local minima at 110° and 300° (-60°) with energy barriers of more than 
20 kcal/mol. The conformation of the initial structure is a key factor to determine which local 
minimum the ring will adopt. 
The energy barriers for ring rotation can be overcome by increasing the temperature to 
above LCST. The rotation of one VCL ring can disturb the helix arrangement of neighboring 
VCL rings along the backbone by forming a curved fragment. This ring flipping is critically 
important to create folded regions for the transition of linear PVCL to a globular conformation. 
3.3.4 Interactions with Water and Salt Ions 
The LCST of PVCL is dependent on the salt type and salt concentration. The effects of 
salt ions on the LCST transition of PVCL were explored. The radial distribution functions 
(RDF) between various atoms on PVCL and water/salt ions, the radius of gyration, and the 
number of water molecules in the first hydration shell of PVCL were evaluated. 
All RDFs were calculated after the systems reached equilibrium. They were averaged 
during the last 10 ns of the simulation. The RDFs between O on H2O and C, N, O atoms on the 
PVCL rings are shown in Figure 3.11. A peak at 2.8 Å is observed for O-O1 where O1 is the 
oxygen atom in the amide group indicating the formation of hydrogen bonding interaction 
between O1 and surrounding water molecules. Other atoms on the PVCL rings have significant 
weaker magnitudes with water. Weak and broad peaks are observed for C1-C5 and C8 at 
around 3.6 Å. C1-C5 have similar correlations with water exhibiting stronger interactions water 
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molecules than both C5 and C8 since C5 and C8 are closer to the backbone with lower 
probabilities to interact with water. The amide N1 on the PVCL ring exhibits weak interaction 
with water. The correlation peak at 4.8 Å is mainly caused by the hydrogen bonding interaction 
between O1 and water. At elevated temperatures, correlations between water and atoms on 
PVCL ring become weak, especially for O1, C1-C4.  
 
Figure 3.11. The radial distribution functions between the salt ions and C, O atoms on 
the amide group in PVCL. The radial distribution functions between O on H2O and C, 
N, O atoms on the PVCL ring (upper right). 
 
The RDF between the amide O1 and the Na+ ion exhibits a peak at around 2.3 Å. This 
indicates a direct contact interaction between the O on the amide group and Na+. The 
interaction strength between Na+ and amide O follows the order 1 M NaCl at 270 K > 3.5 M 
NaCl at 263 K > 3.5 M NaCl at 283 K > 3.5 M NaCl at 353 K ≈ 1 M NaCl at 330 K. The 
interaction strength is favored at lower temperatures and lower salt concentrations than that at 
higher temperatures and higher salt concentrations.  
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Ca2+ has much weaker binding with the amide O than that of Na+. Only one weak peak 
is observed at around 2.5 Å in the system 0.5 M CaCl2 at 333K, and a broad peak at around 4.9 
Å is also found. The system 0.5 M CaCl2 at 293K has a broad peak at around 4.9 Å that is 
higher than the system at 333K. This indicates the interactions of Ca2+ with the amide O are 
significantly weaker than the interactions of Na+. Ca2+ in low concentration does not show 
strong correlations with amide O compared to Na+. Ca2+ at higher temperature 333K has direct 
interactions with amide O. Na+ and Ca2+ behave in different ways regarding to the interactions 
with amide O. This is probably caused by the fact that Ca2+ is better hydrated cation than Na+ 
and has much higher affinity with surrounding water molecules. The higher temperature 
weakens its interactions with water so that Ca2+ has higher probabilities to directly interact with 
amide O.  
Our results also indicate that Cl- ion has much weaker interaction with the polymer and 
does not interact directly with amide C and O. The correlation peaks at around 2.3 Å are caused 
by the interactions between Na+/Ca2+ and amide O due to the ion-pair interaction. The RDF 
between Cl- and amide N is also weak and not shown here.  
The radii of gyration (Rg) for all the systems were calculated during the entire period 
of simulations as shown in Figure 3.12. The Rg values below LCST are around 23 Å, 43 Å, 20 
Å, and 37 Å for PVCL in water, 0.5 M CaCl2, 1 M NaCl and 3.5 M NaCl respectively. The 
corresponding Rg values above LCST are around 16 Å, 17 Å, 23 Å, and 15 Å exhibiting 
substantial decrease. The results at higher temperatures have much lower Rg values in the range 
from 7 Å to 26 Å because the linear hydrated PVCL changes to dehydrated globular 
conformations. PVCL chain in 3.5 M NaCl at 353 K has the fastest transition, which took 
around 40 ns to complete the folding process. PVCL chain in 3.5 M NaCl at 283 K and in water 
at 353 K have more or less the same final Rg values to that in 3.5 M NaCl at 353 K, but they 
need longer time to finish the folding. The remaining systems have much larger final radii of 
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gyration. PVCL chain in 1 M NaCl has more or less the same results below and above LCST, 
but the difference on their conformations and interactions with water are significant, which will 
be discussed later in more detail. 
 
Figure 3.12. The radii of gyration of PVCL chains in all systems. 
 
Figure 3.13. The number of water molecules in the first hydration shell of PVCL chains 
in all systems 
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The number of water molecules in the first hydration shell includes all the water 
molecules less than 3.4 Å away from the heavy atoms on PVCL. The distance is determined 
by the first peak of RDFs between amide O and water O. The chosen cutoff distance is able to 
demonstrate the interactions between PVCL and surrounding water molecules when PVCL has 
large conformational changes during the LCST transition as shwon in Figure 3.13. The 
numbers of water molecules in the first hydration shell below LCST are around 950, 1120, 900, 
and 900 for PVCL in water, 0.5 M CaCl2, 1 M NaCl and 3.5 M NaCl respectively. The 
corresponding results above LCST are around 650, 710, 750, and 610 respectively. All systems 
have a significant decrease in the hydration water molecules in the range of 150-410 when the 
temperatures are above LCST. The water number in the first hydration shell of all systems 
demonstrates a clear trend that PVCL at low temperatures has more water molecules in the first 
hydration shell than those at high temperatures.  
3.3.5 Conformational Analysis 
Considering the results of radii of gyration, water number in the first hydration shell and 
conformational changes of PVCL in each system, it is clear that the number of water molecules 
in the first hydration shell decreases significantly when PVCL chain forms a folded 
conformation. The equilibrated conformations of PVCL chains in all systems are shown in 
Figure 3.14. In water, PVCL chain at 283 K has a partial folded conformation, and PVCL chain 
at 353 K becomes a globular conformation. In 0.5 M CaCl2 at 273 K, PVCL chain has a linear 
conformation, and no significant conformational changes are observed. PVCL chain in 0.5 M 
CaCl2 at 333K has a completely folded conformation, and the number of water molecules in 
the first hydration shell decreases dramatically. PVCL in 1 M NaCl below and above LCST 
both formed partial folded conformation with similar Rg. PVCL at 283 K shows much higher 
degree of hydration with over 150 more water molecules in its first hydration shell. In 3.5 M 
NaCl, PVCL at 283 K and 353 K both have collapsed globular conformations. Since 283 K is 
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the estimated LCST of DP100 PVCL in 3.5 M NaCl, it exhibits a slower folding rate than the 
system at 353 K. PVCL at 263 K has a short partial folded fragment and keeps a linear 
conformation for the remaining simulation after equilibrium, during which its water number in 
the first hydration decreases only slightly.  
In all systems, it is found that PVCL chains have the coil-to-globule transition in 
systems above LCST, and keep linear or partial linear conformations in systems below LCST. 
However, the simulation starting with the globular PVCL below LCST did not have a globule-
to-coil transition. The process of PVCL unfolding appears to require much longer time beyond 
the limited time MD simulations can afford.  
 
Figure 3.14. Equilibrated conformations of PVCL chains in all systems. The backbone is 
represented by five colors every 20 residues to highlight the conformational changes. 
VCL rings on the backbone are represented as the stick.  
 
3.3.6 Trapped Water Analysis 
The trapped water molecules are found in hydrophobic globular conformations or 
partial folded fragments. During the transition from the hydrated coil-like conformation to the 
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dehydrated folded conformation, water molecules surrounding the PVCL chain will be 
removed. Depending on the salt type, salt concentration and temperature, the degree of 
dehydration appears to be somewhat different. Some water molecules can be trapped inside a 
globular hydrophobic PVCL above LCST as shown in Figure 3.15. They are restricted to the 
enclosed space. In the partially folded hydrophobic regions, more water molecules can be 
trapped. They have fewer hydrogen bonds with the neighboring water molecules, but more 
hydrogen bonds with PVCL. These water molecules can enter or leave the trapped regions, but 
their motion is substantially restricted.  
 
Figure 3.15. The snapshot of trapped water molecules in a cavity in the system in water 
at 283 K at 103.100 ns. The red dash lines are hydrogen bonds between PVCL and 
trapped water molecules. The blue dash lines are hydrogen bonds among water 
molecules. Hydrogen atoms on PVCL are invisible for clear illustration. 
 
The residence time of water in the first hydration shell of each residue on DP100 PVCL 
chain was calculated using 10 ns of simulations with the linear or globular conformations for 
each system. Estimating water residence time is critical to understand the water dynamics. 
Figure 3.16 shows water residence time of PVCL in water at 353 K. In the period from 10.9 ns 
to 20.9 ns, PVCL chain has a hydrated linear conformation, the surrounding water molecules 
have similar residence times ranging from 20 to 35 ps for all the residues. During the period 
from 147.7 ns to 157.7 ns when the PVCL chain forms a hydrophobic globular conformation, 
some water molecules are trapped inside the polymer with residence time increased to 50 ps 
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for some residues. However, some residues have much slower water dynamics at 240 ps. 
Similar results are obtained at other conditions. The residence time of water around coiled 
PVCL always fluctuates in a small range at a faster speed, whereas water dynamics around 
globular PVCL is much slower at some residues indicating that water molecules are trapped in 
some pockets. 
 
Figure 3.16. The comparison of water residence time around coil hydrophilic (upper) and 
globular hydrophobic (lower) conformations and snapshots of their conformations in the 
system in water at 353 K.  
 
To better understand the water dynamics, the coordination number and hydrogen bonds 
of free and trapped water molecules were calculated, and the results are as tabulated in Table 
3.2. The coordination number of free and trapped water molecules are 3.62 and 2.22 
respectively. The average number of hydrogen bonds formed between free water molecules in 
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10 ps are 15, whereas the result of trapped water decreased substantially to 6.23. The results 
indicate that trapped water molecules interact directly with surrounding water molecules, but 
interactions are much weaker than free water molecules. The coordination number of trapped 
water molecules is 38% fewer than those of free water molecules. Trapped water molecules 
have around 50% fewer hydrogen bonds than those of free water molecules. This also indicates 
trapped water molecules have more direct interactions with PVCL. 
Table 3.2. The coordination number and average hydrogen bonds per 10 ps for free and 
trapped water. Data is calculated from trajectory of 85.800 ns to 86.800 ns of system 3.5 
M NaCl at 263 K. 
Items Coordination Number Hydrogen bond with water nearby (/10 ps)  
(distance ≤ 3.0 Å; angle ≥ 160°)   
Trapped Water 2.22 6.23 
Free Water 3.62 15.00 
 
Lenka et al.62 used 1H-NMR to measure the diffusion coefficient of trapped water 
molecules in the hydrogel comprised of PVCL, PNIPAM, and poly(N-isopropyl-
methacrylamide) (PNIPMAM). Water diffusion coefficients in PVCL/PNIPAM (54/46) and 
PVCL/PNIPAM (50/50) hydrogels were measured. Both experimental and calculated diffusion 
coefficients are tabulated in Table 3.3. The experiments were conducted at 320 K. The diffusion 
coefficient was then scaled to the simulation of 283 K based on Stokes–Einstein equation in 
which the viscosity was cited from IAPWS63. The experimental diffusion coefficient for the 
free water is 1.12~1.18×10-5 cm2/s. The calculated value from MD simulations is 2.27×10-5 
cm2/s in excellent agreement with the experimental measurement. The experimental diffusion 
coefficient for trapped water is 0.03~0.35×10-5 cm2/s. The calculated diffusion coefficient from 
our MD simulations is 0.08×10-5 cm2/s also in excellent agreement with the experimental data. 
It can be seen that the diffusion coefficient of trapped water is about 1~2 orders of magnitude 
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smaller than that of free water indicating the movement of trapped water molecules is 
significantly restricted. This conclusion is accordance with the results of water residence time, 
coordination number and hydrogen bonding analyses.  
Table 3.3. The comparison of the diffusion coefficient of free and trapped water between 
experiment and simulation. The system of simulation result is in water at 283 K. 
System Temperature D (Free Water) D (Trapped Water) 
Experiment62  320 K 2.85~3.02×10-5 cm2/s 0.08~0.89×10-5 cm2/s 
Experiment (Scaled) 283 K 1.12~1.18×10-5 cm2/s 0.03~0.35×10-5 cm2/s 
Simulation  283 K 2.27×10-5 cm2/s 0.08×10-5 cm2/s 
 
3.4 Conclusions 
In this work, the coil-to-globule transition of PVCL was successfully simulated for the 
first time in water and in monovalent as well as divalent salt solutions based on self-developed 
force field parameters from ab initio calculations. The PVCL rings along the backbone are 
found to arrange differently for the linear and folded regions. The behavior of PVCL in the 
transition is strongly correlated with the water dynamics of water molecules in the first 
hydration shell of PVCL, trapped water molecules inside the folded fragment. Salt ions have 
different interactions with PVCL during LCST transition due to their different hydration free 
energies. 
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Chapter 4. Mechanisms of PVCL as Responsive Hydrophobic Interaction 
Chromatography Ligand for Protein Purifications 
Abstract 
The lower critical solution temperature (LCST) transition of poly(N-vinylcaprolactam) 
(PVCL) from hydration to dehydration can be affected by temperatures as well as the salt types 
and salt concentrations in aqueous solution. Our earlier work1 have successfully grafted PVCL 
chains on the regenerated cellulose membrane substrate as a responsive hydrophobic 
interaction membrane (HIC) chromatography ligand for protein bind and elution applications. 
This membrane based HIC has tunable hydrophobicity because of the reversible LCST 
transition of PVCL. The responsive HIC works in a bind-and-elute mode, during which PVCL 
changes its property between the hydrophobic and hydrophilic states reversibly by varying the 
salt concentration or temperature. Proteins can be bound at its hydrophobic state and eluted at 
its hydrophilic state. In Chapter 3, classical molecular dynamics (MD) simulations were 
conducted successfully to elucidate the hydration-dehydration transition of PVCL chains under 
different salt conditions and temperatures. In this chapter, the binding free energies and 
interaction mechanisms between PVCL ligand and bovine serum albumin (BSA) in water 
solution and NaCl solution were investigated with MD simulations. Insights into the 
differences in hydrophobic interaction between the thermo-responsive PVCL chains and the 
non-responsive poly(N-Phenylacrylamide) (PPH) were obtained. 
4.1 Introduction 
The upstream processes in the biopharmaceutical manufacturing have made rapidly 
strides in the past decade2–5. Downstream processing remains to be the bottleneck in the 
biopharmaceutical manufacturing accounting for more than 50% of the total production cost6–
9. Hydrophobic interaction chromatography (HIC) is one of the main polishing steps during the 
purification of therapeutics in biopharmaceutical industry10–14. HIC fractionates protein 
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products based on their hydrophobicity by the reversible interactions between proteins and 
hydrophobic ligands on the surface of the HIC chromatography stationary phase (membrane 
or resin). 
 
 
Figure 4.1. Schematics of HIC chromatography for fractionation of proteins. 
 
Hydrophobic interaction is entropically driven and is strongly dependent on the 
temperature and the ionic species in the solution. A schematic HIC interaction is shown in 
Figure 4.1. The salt ion type and salt concentration are critically important as salt ions promote 
entropically driven hydrophobic interaction. Currently, HIC is operated via the flow-through 
mode where impurities and aggregates are bound to the HIC ligands and the product of interest 
is retained by the mobile phase. More recently, there is interest in developing HIC in the bind-
and-elute mode, where the product of interest is captured by the HIC ligands at higher salt 
solution and eluted as purified product as lower salt solution. At higher salt concentration, 
proteins bind to the ligands via hydrophobic interaction as salt ions increase the surface tension 
and promote hydrophobic interaction. The binding strength will be different for different 
proteins. The physicochemical properties of ligands play a dominant role in HIC purification 
procedure. The responsive polymer is an ideal ligand candidate because it can be adjusted 
subtly to control their affinities and achieve excellent separation performance. The responsive 
polymer can change the hydrophobicity reversibly in response to the changes in environmental 
factors such as temperature, pH, and salt concentration15,16. Changes of their properties are 
affected by the conformational changes at the molecular level, making it possible to apply 
Protein
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stimuli-responsive polymers in HIC chromatography because conformational changes of 
ligands also alter their affinities with proteins and impurities. Responsive polymers such as 
Poly(N-isopropylacrylamide) (PNIPAM) and Eudragit® S100 as well as their copolymers or 
homopolymers or hydrogels have been widely studied in the applications of controlled drug 
delivery, sensing, and tissue engineering15,17–27.  
 
Figure 4.2. Proposed mechanisms of PVCL modified HIC membrane. Linear PVCL 
below LCST is hydrated and releases BSA, whereas globular PVCL above LCST is 
dehydrated and binds to BSA. The conformational change of PVCL chains can be 
controlled by adjusting the salt concentrations as well as temperatures.  
 
In our earlier study, PNIPAM was utilized as the ligand to build the HIC membrane for 
the protein purification28. It is found that the modified HIC membrane has relatively low 
capacity and recovery. We used Poly (N-vinylcaprolactam) (PVCL) as the ligand on the HIC 
membrane in a recent study1. The experiment investigated the effects of salt types and salt 
concentrations and pH values on the dynamics/static binding capacity and the recovery of the 
responsive HIC membranes. Salt effects of Al2(SO4)3, (NH4)2SO4, Na2SO4 and ZnSO4 in 
different concentrations were evaluated. This modified membrane exhibits both higher 
capacity and higher recovery than the membrane modified by PNIPAM. High recovery (over 
97%) of Bovine Serum Albumin (BSA) was obtained at an optimized ligand density. PVCL is 
a prototype thermo-responsive polymer which exhibits a lower critical solution temperature 
(LCST) transition at around 32 °C (305 K) in aqueous solution. The LCST for this coil-to-
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globule transition is found to be strongly dependent on the concentration and type of the salt 
ions as well as the molecular weight and concentration of the polymer. PVCL has been proven 
to have better biocompatibility compared to PNIPAM29,30. The amide group attributes PVCL 
and PNIPAM hydrophilic property, but it also becomes a source of toxic amide derivatives 
after the hydrolysis. However, the amide group in PVCL is connected to the backbone and 
cannot be hydrolyzed in aqueous solution to avoid amine toxicity.  
In Chapter 3, molecular simulations of the LCST transition for a DP 100 PVCL chain 
have been presented. We have developed appropriate force field parameters for PVCL in 
aqueous solution, and successfully simulated the coil-to-globule transition in water, 
monovalent as well as divalent salt solutions. Our results show that the steric effect resulting 
from the seven-member ring in the PVCL chain is responsible for the molecular weight 
dependence of the LCST transition of this polymer. Moreover, significant ion-specificity has 
also been observed for LCST transition in various types and concentrations of salt solutions. 
To further understand the interactions between PVCL and proteins under the different 
conditions, MD simulations of systems consisting of hydrated/dehydrated PVCL and BSA 
were conducted below and above LCST in aqueous and salt solutions. Non-responsive poly(N-
Phenylacrylamide) (PPH) was selected as a reference to investigate the conformational changes 
of secondary structures on BSA caused by the polymer-protein interactions. 
4.2 Methodology and Simulation Details 
The structure of BSA was extracted from the crystal structure (Resolution: 2.7 Å) in 
the Protein Data Bank (PDB) with the ID code of 3V0332. 3V03 consists of two identical chains 
in a monoclinic crystal form (C2 space group). We chose one chain for MD simulations to save 
the computational cost. The structures of linear and globular PVCL chains were obtained from 
the work presented in Chapter 3. The monomer of Poly(N-Phenylacrylamide) (PPH) is 
terminated by two methyl groups to mimic the polymeric environment. The modified PPH 
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monomer conformation was optimized at the MP2/6-31G* level in Gaussian0933. Electrostatic 
Potential (ESP34) was calculated at the HF/6-31G* level. AMBERTOOLS package35 was used 
to generate atomic charges based on Restrained Electrostatic Potential protocol (RESP36–39), 
and to construct the polymeric structure of PPH chain.  
 
Figure 4.3. Initial structures of systems consist of linear/globular PVCL and BSA. BSA is 
represented as NEW CARTOON in VMD31. The backbone of linear/globular PVCL 
chains are shown in red. 
 
MD simulations were conducted with NAMD40. The force field parameters for PVCL 
were developed in our previous study presented in Chapter 3. GAFF35,41 force field was used 
for PPH. The ff14SB42 force field was used for BSA. This force field was developed based on 
the original ff99SB force field developed by the Simmerling's group43. The current version of 
the force field has a better energy balance between side chains and backbones for proteins. The 
TIP3P water model44 was used. To save computational cost, the unit cell was built in the 
Side-view																																								Top-view
Linear	PVCL
Globular	PVCL
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truncated octahedron46 which saved around 30% water molecules compared to the cubic unit 
cell. The buffer distance between the complex and the box edge is 10 Å. All simulations ran at 
the constant temperature and pressure (1 bar) under the periodic boundary condition with the 
Langevin dynamics thermostat47. A 10 Å cutoff was used for the real part of the electrostatic 
and VdW interactions. The time step was chosen to be 1 femtosecond (fs). The force field 
parameters of Na+, Cl- was from ion0848 in AMBER.  
A hydrogen bond (H-bond) criteria are that the distance between the two heavy atoms A 
and B is equal or less than 3.5 Å and the angle A—H···B is equal or greater than 130°. The 
number of water molecules in the first hydration shell is counted if the water molecules are 
within 3.4 Å from the surface atoms on the PVCL chain. The radial distribution functions 
(RDF) were calculated between the various atoms on the PVCL chain or BSA and the O atom 
on water molecules or salt ions. The root-mean-square deviation (RMSD) values of the 
backbone of BSA were calculated to analyze the conformational stability affected by the 
protein-polymer interaction. RMSD measures the average distance of selected atoms 
comparing with the reference coordinate of these atoms described by Equation 4.1, where N is 
the total number of atoms; 𝑥4 is the coordinate of atom i; 𝑥4,¥ is the reference coordinate of 
atom i.  
𝑅𝑀𝑆𝐷 = Ê?Ë ∑ {𝑥4 − 𝑥4,¥}@Ë4Ì?   (4.1) 
The root-mean-square fluctuation (RMSF) values of the backbone of BSA were also 
calculated to evaluate position deviations over the whole simulation. RMSF is a measure of the 
deviation between the position of atom i and the reference position described by Equation 4.2, 
where T is the time over which one wants to average; 𝑥4(i) is the coordinate of atom i at time 
t; 𝑥4,¥	is the reference position of atom i which is the time-averaged position of the atom i. 
𝑅𝑀𝑆𝐹 = Ê?∑ {𝑥4(i) − 𝑥4,¥}@iÌ?   (4.2) 
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Table 4.1. Nine BSA systems simulated with/without polymers. 
System Polymer Solution Temperature 
1 PPH 1 M NaCl 310 K 
2 No Polymers 1 M NaCl 310 K 
3 0.15 M NaCl 310 K 
4 Globular PVCL Water 298 K 
5 Water 310 K 
6 1 M NaCl 310 K 
7 Linear PVCL Water 298 K 
8 Water 310 K 
9 1 M NaCl 310 K 
 
Nine systems were simulated in different conditions as tabulated in Table 4.1. Each 
system contains one BSA and five polymer chains except System 2 and 3. The five polymer 
chains distribute evenly around BSA as shown in Figure 4.3. Temperatures lower than LCST 
at 298 K and higher than LCST at 310 K were selected to study the effect of temperatures on 
the PVCL-BSA interactions. 1 M NaCl was selected as the salt solution to investigate the effect 
of salt on the PVCL-BSA interactions. The BSA in System 2 at 1 M NaCl solution was used 
to study the stability of BSA without the interactions with PVCL. Physiological salt solution 
was represented by 0.15 M NaCl for the BSA solution49. The BSA in System 3 at 0.15 M NaCl 
solution was used as the reference for the conformational comparison with other systems.  
4.3 Results and Discussions 
4.3.1 Electrostatic and Hydrophobic Properties of BSA 
The electrostatic and hydrophobic properties of the protein are critically important for 
the adsorption on the surface substrate. BSA contains 581 amino acids including 197 charged 
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amino acids (23 ARG, 59 LYS, 17 HIS, 39 ASP and 59 GLU). The sidechains of the charged 
amino acids have different titratable states at various pH values. The state of titratable amino 
acids and net charges of BSA were evaluated by AmberTools and validated by APBS50–52 at 
different pH values in the continuum implicit solvent model as shown in Figure 4.4. The net 
charge of BSA has a significant change from positive to negative when pH increases to more 
than 4.7. The cations or anions in the solution will have stronger electrostatic interactions with 
negative or positive charged BSA. When pH is close to the isoelectric point (pI) of BSA at 4.7, 
the net change is zero with BSA-ligand interaction dominated by the hydrophobic interaction. 
BSA binding and recovery on the HIC membrane has been tested in our previous studies1 at 
BSA pI 4.7, and used the result at pH 7.0 as a reference. However, it is found that the binding 
capacities and recovery of BSA remain more or less the same at pH 4.7 and 7.0 in Na2SO4 and 
(NH4)2SO4 indicating that the binding of BSA is not affected by the electrostatic properties of 
BSA1 due to the screening of the electrostatic interaction by the high salt solutions. BSA 
binding to PVCL ligand is dominated by the hydrophobicity. 
 
Figure 4.4. Electrostatic surfaces and net charges (q) of BSA at pH 4.5, 5, 7 and 9. Red 
regions are negative charged residues, change to white, and to blue regions that are 
positive residues. 
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Figure 4.5. The hydrophobic surface of BSA from five directions. Blue regions are the 
most hydrophobic, change to white, to orange, red regions that are the most hydrophilic. 
 
We chose pH 7.0 as the condition for MD simulations. Using Chimera53 package, we 
can visualize the hydrophobic surface of BSA at pH 7.0. In Figure 4.5, the hydrophobic surface 
of BSA is represented in five different orientations. It is found that the surface of BSA has 
many hydrophobic pockets. There are also some hydrophilic regions formed by the charged 
amino acids between various hydrophobic regions. The hydrophobic regions bind to the 
dehydrated PVCL via hydrophobic interaction mechanism.  
4.3.2 Biocompatibility of the PVCL Modified HIC Membrane 
During protein purification, denaturation will cause protein loss and inactivation. 
PVCL has high biocompatibility. Our earlier experimental results found that BSA recovery 
could reach over 90% using PVCL ligand modified HIC membranes1. The BSA stability was 
studied in MD simulations. Since the denaturation of the protein is corresponding to the 
disruption of secondary structures, the average root mean-square deviation (RMSD) and 
dynamics RMSD, as well as changes in secondary structures were assessed for protein 
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denaturation study. Besides the systems consisting of BSA and PVCL chains, a non-responsive 
hydrophobic ligand Poly(N-Phenylacrylamide) (PPH) was selected to build a reference system 
with BSA. Two systems of BSA in a biological condition (0.15 M NaCl) and 1 M NaCl solution 
without polymer chains were also conducted for the structure comparison. The average RMSDs 
of BSA are tabulated in Table 4.2. The average conformation was calculated using coordinates 
of all heavy atoms in BSA during the entire simulation in each system. The average BSA 
structure in the biological condition is used as the reference (System 3). Average RMSD values 
of six systems (System 4 to 9) consisting of BSA and PVCL chains are in a range from 1.55 Å 
to 2.25 Å indicating that small conformational changes of BSA occur in these systems and the 
salt concentration and temperature do not have significant effects with PVCL chains. Average 
RMSD value in the system consisting of BSA and PPH chains (System 1) is the highest at 4.37 
Å. BSA in 1M NaCl solution also has a higher RMSD value at 3.34 Å. This indicates that BSA 
in high salt solution without PVCL has larger conformational changes, and interactions with 
non-biocompatible PPH cause much more conformational changes.  
Table 4.2. The average RMSD of BSA. 
System Polymer Solution Temperature Average RMSD (Å) 
1 PPH 1 M NaCl 310 K 4.37 
2 No Polymers 1 M NaCl 310 K 3.34 
3 0.15 M NaCl 310 K 0.00 (reference) 
4 Globular PVCL Water 298 K 1.55 
5 Water 310 K 2.16 
6 1 M NaCl 310 K 1.92 
7 Linear PVCL Water 298 K 2.21 
8 Water 310 K 2.00 
9 1 M NaCl 310 K 2.25 
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Classical MD simulations of nine systems were conducted for a total of 230 ns. The 
RMSD trajectory is used to study the dynamic stability of BSA. Higher RMSD value implies 
low stability of the protein structure. Figure 4.6A shows the time evolution of RMSDs of BSA 
of nine systems. The RMSD was calculated for the heavy atoms with respect to the reference 
conformation. Instead of the initial X-ray crystal structure, the structure at 5th ns was used as 
the reference for the calculation because 5 ns was long enough to equilibrate the small proteins 
in aqueous solution before BSA started to interact with neighboring polymer chains. The time-
evolution RMSD values of BSA stabilize after 50 ns with small deviations, in which BSA in 
the biological condition as well as in systems containing PVCL chains (System 4 to 9). By 
contrast, the RMSD value of BSA in 1 M NaCl (System 2) has a significant increase after 150 
ns indicating that the denaturation is caused by the interactions with salt ions in high salt 
concentration. BSA in the system consisting of PPH chains (System 1) has the second highest 
RMSD values, in which the structure of BSA does not have significant changes after 100 ns.  
 
Figure 4.6. (A) Time-evolution of RMSDs of BSA using the 5th ns snapshot as the 
reference during 230 ns simulation time. (B) The average RMSDs of all systems (error 
bars are standard deviations). 
 
Figure 4.6B shows the mean and standard deviation of RMSD as a bar chart. Average 
RMSD values of seven systems (System 3 to 9) are around 3 Å indicating that small 
conformational changes of BSA occur in these systems and the salt concentration and 
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temperature do not have significant effects when BSA interacts with PVCL chains. Average 
RMSD value in the system consisting of BSA and PPH chains (System 1) is much higher 
around 4.2 Å. BSA in 1 M NaCl solution also has the highest RMSD value around 5.2 Å. These 
results indicate that BSA has a pronounced responsive for the salt concentration at 1 M NaCl 
solution, and interactions with non-biocompatible PPH cause significant conformational 
changes, and also imply that the presence of PVCL chains enhances the stability of BSA even 
in high salt concentration and high temperature.  
To determine whether the protein-polymer interaction affects the dynamics behaviors 
of residues. Figure 4.7 shows the RMSFs values of BSA in all nine systems. The RMSFs with 
respect to the average 230 ns MD simulation time was used as a mean reference describing 
flexibility differences among all 581 residues of BSA. The RMSFs of each residue backbone 
were calculated in order to analyze the flexibility of the backbone structure of BSA. Higher 
RMSF value shows more flexible movements whereas low RMSF value shows limited 
movements during simulation in relation to the average reference position.  
 
Figure 4.7. The RMSFs of the BSA backbone during the 230 ns simulations in nine 
systems. 
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The RMSF ranges of BSA in the system consisting of PPH chains (System 1) is 
between 3 Å to 12 Å. High fluctuation of BSA in this system can be seen throughout the 
simulation time period in above RMSD analysis. High fluctuation can be noticed at residues 
regions around 1, 50, 300, 380, 500 and 581. The highest RMSF fluctuation is at residue 
number 581 with a fluctuation around 11.8 Å at the terminal of the amino acid sequence of 
BSA. The RMSF range of BSA in 1 M NaCl (System 2) is between 3 Å to 7 Å. From the graph 
it is found that there is a significantly overall decrease in the fluctuation compared to the BSA 
in the system consisting of PPH chains (System 1). High fluctuation can be found in residue 
regions around 1, 50, 300, 500 and 581. The BSA in 1 M NaCl has lower stabilities and the 
amino acids sequence from 500 and 581 at the terminal of the protein also have larger 
fluctuations. The results of System 1 and 2 in RMSF and RMSD do not have consistent results. 
It is found that RMSF analysis is in good agreement with the secondary structure changes of 
BSA which will be discussed more later.  
The RMSF range of BSA in the biological condition (System 3) had the lowest 
fluctuations indicating the BSA had the least conformational fluctuations. The RMSF values 
of BSA in other six systems (System 4 to 9) fluctuated in small ranges within 2 Å, and the 
terminal residues of BSA in all systems showed slightly higher fluctuations. From the RMSF 
plot it is found that the BSA in the systems consisting of PVCL and in the biological condition 
have very limited fluctuations at all residual positions when compared to the BSA in the system 
consisting of PPH chains (System 1) and 1 M NaCl (System 2). The results show that the 
protein-polymer interaction with PVCL can improve the stability even in higher salt 
concentration and higher temperatures. Without PVCL, both salt ions and non-biocompatible 
polymer interactions are able to cause dramatic conformational fluctuations.  
It is unknown how the conformational changes disrupt the folding pattern of BSA from 
above RMSD analyses. The secondary structure of BSA was determined using the Dictionary 
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of Secondary Structure of Proteins (DSSP) method54. Figure 4.8 exhibits the DSSP comparison 
of trajectories of each system from the whole MD simulation using System 3 as the reference, 
and different pixels are shown in red. The result shows that no significant differences are found 
in the secondary structures of BSA in eight systems (System 2 to 9). However, the result from 
the system consisting of PPH (System 1) shows that BSA loses Helix structures (light and dark 
green color areas) which changes to Turn and Bend structures (red color areas) in five regions 
including Residues 1-20, 70-90, 270-290, 350-380, and 480-520.  
 
Figure 4.8. The DSSP comparison of BSA using System 3 as the reference. Different pixels 
are shown in red. 
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To quantify the changes of the secondary structures in BSA, the percentages of four 
secondary structures constructing BSA of each system were calculated as shown in Figures 4.9 
and 4.10. Figure 4.9 shows the change of percentages of Alpha helix. Nine systems are divided 
into two groups according to the similarity. Group 1 consists of System 2 to 9, and Group 2 
consists of System 1. The major secondary structure in BSA is Alpha helix. The percentage of 
Alpha helix in System 2 to 9 changes in a small range from 68% to 70% during the whole 
simulation. However, BSA in the system consisting of PPH chains (System 1) loses around 
10% Alpha helix at the beginning, and the percentage of Alpha helix fluctuates around 60% 
for the remaining simulation. Figure 4.10 shows the mean and standard deviation of the four 
secondary structures demonstrating the significant differences in nine systems. Regarding 
System 2 to 9, the percentage of 3-10 helix fluctuates in the range from 2% to 3%. Bend and 
Turn structures change in small ranges around 6% and 11% respectively. In System 1, 
corresponding to the loss of 10% Alpha helix, the percentages of 3-10 helix, Bend and Turn 
increase about 3%, 2%, and 5% respectively.  
 
Figure 4.9. Time-evolution of alpha helix secondary structure percentage in nine systems 
during the 230 ns simulation time. 
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The results indicate that BSA in the system consisting of PPH chains (System 1) is 
desaturated, and its original secondary structures are disrupted substantially. In the RMSD 
analysis, BSA in 1 M NaCl solution (System 2) shows much higher RMSD values than that in 
System 1, but the secondary structure analysis indicates that BSA in high salt concentration 
still maintains good folding conformation without disrupting the secondary structures. The 
RMSF analysis also shows the fluctuations of residues in BSA in System 2 are much lower, 
which should be directly related to the secondary structures. Moreover, PVCL chains 
demonstrate excellent biocompatible to enhance the stability of BSA in different temperatures 
and solutions. The result is in good agreement with the experiments in which the BSA has high 
recovery over 90% without denaturation after separated by the PVCL modified HIC 
membrane. This reveals that the modification of PVCL on the regenerated cellulose membrane 
has good biocompatibility without significant influence on the secondary structure of BSA. 
 
Figure 4.10. Four second structure percentages of BSA in nine systems during 230 ns 
simulation time (error bars are standard deviations). A: Alpha helix; B: 3-10 helix; C: 
Bend; D: Turn.  
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4.3.3 Interaction Energies between Polymer Chains and BSA 
 
Figure 4.11. VdW (right) and electrostatic(ELEC) (left) interaction energies between 
polymer chains and BSA. 
 
To explain the interaction mechanism between PVCL/PPH chains and BSA, VdW and 
electrostatic(ELEC) interaction energies between polymer chains and BSA in different systems 
were calculated as shown in Figure 4.11. A dielectric constant of 4 was used to determine the 
electrostatic interaction energies. Previous studies indicate that the dielectric constant of 4 is 
an appropriate choice for interaction energy analysis between proteins and polymer chains in 
aqueous solution28,55–57. It is found that VdW interaction energies tend to become more 
negative along with the simulation with small fluctuations after about 150 ns. The polymer 
chains in different systems have various VdW interaction energies ranging from -450 to -50 
kcal/mol. However, electrostatic interaction energies have different results. Energies of 
systems consisting of PVCL chains all fluctuate in a small range from -20 to 0 kcal/mol. PPH 
chains have much stronger electrostatic interaction energies with BSA at around -70 kcal/mol. 
The rapid enhancement in electrostatic interaction energy during the initial 50 ns simulations 
indicates that PPH chains moved closer to BSA and formed stable interactions. PPH chains are 
also found the strongest VdW interaction energies around -450 kcal/mol in the equilibrium 
states. PVCL and PPH chains have completely different results of VdW and electrostatic 
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interaction energies. It is concluded that PVCL chains mainly interact with BSA by VdW force 
whereas PPH chains can form both strong VdW and electrostatic interactions.  
Figure 4.12 shows the total interaction energies calculated by the summation of VdW 
and electrostatic interaction energies, as well as the number of hydrogen bonds formed between 
polymer chains and BSA. The change of the total interaction energies follows more or less the 
same trend of VdW interaction energies, in which PPH chains have the strongest interactions 
with BSA. PPH chains can form more hydrogen bonds with BSA, and the number of hydrogen 
bonds fluctuates in a range from 6 to 14. Meanwhile, the number of hydrogen bonds formed 
between PVCL chains and BSA fluctuates in a lower range from 0 to 6.  
 
Figure 4.12. Total interaction energies (left), hydrogen bonds (right) between polymer 
chains and BSA. 
 
The formation of hydrogen bonds of O and N atoms on the amide group in the polymer 
chains is different. Numbers of hydrogen bonds formed with O or N atoms on polymers and 
BSA were calculated respectively as shown in Figure 4.13. In PVCL, the amide group is in the 
seven-membered ring where N atom is hard to interact with BSA so that there are no hydrogen 
bonds between N atoms and BSA. Only O atoms can form hydrogen bonds when they are close 
to the surface of BSA. In System 1, both O and N atoms in PPH can form hydrogen bonds with 
BSA, where N atoms formed more hydrogen bonds than O atoms with BSA.  
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Figure 4.13. Numbers of hydrogen bonds between N(left) or O(right) on polymer chains 
and BSA. 
Table 4.3. The average interaction energies of each polymer chain. 
System Polymer Solution Temperature Interaction Energies (kcal/mol) 
1 PPH 1 M NaCl 310 K -97.48 
4 Globular 
PVCL 
Water 298 K -64.30 
5 Water 310 K -87.66 
6 1 M NaCl 310 K -77.14 
7 Linear 
PVCL 
Water 298 K -37.33 
8 Water 310 K -32.02 
9 1 M NaCl 310 K -83.19 
 
From the above analysis, it is found that PPH chains have much stronger interactions 
with BSA than linear/globular PVCL chains. That could explain the reason that PPH can 
denature BSA, whereas PVCL has excellent recovery. However, our results cannot distinguish 
the different interactions between linear PVCL and globular PVCL with BSA. In MD 
simulations, PVCL chains occasionally drift away from BSA or aggregate with another PVCL 
chains so that the interaction energies involve different number of polymer chains in different 
systems. Because all systems reach equilibrium states at the end of simulations, the last 50 ns 
trajectories are used for the further analysis. The interaction energies as tabulated in Table 4.3 
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is calculated from the average of interaction energies in the last 50 ns simulation divided by 
the number of polymer chains that have direct interactions with BSA. 
 
Figure 4.14. Equilibrium states of last 50 ns simulations of 7 systems (Five polymer chains 
are presented in red, yellow, blue, grey, and orange). 
 
Figure 4.14 shows the equilibrium states in the last 50 ns simulations. In System 1, five 
PPH chains interact with BSA directly. The average interaction energies of each PPH chain 
1 4
5 6
7 8
9
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were -97.48 kcal/mol. Globular PVCL chains have the tendency to aggregate due to the 
hydrophobicity. In System 4, two aggregation groups are found. In the group gray-red-yellow, 
gray PVCL chain interacts with BSA directly. The other group organ-blue is far away from 
BSA. In System 5, five PVCL chains form two aggregation groups. The gray-yellow group 
does not interact with BSA, but the remaining three PVCL chains all have direct interactions 
with BSA. In System 6, four globular PVCL chains interacts with BSA directly. The remaining 
yellow chain is far away from BSA. The interaction energies between one globular PVCL chain 
and BSA fluctuate in a range from -87.66 to -64.30 kcal/mol.  
However, no aggregation is found in linear PVCL chain systems. For the three systems 
consisting of linear PVCL chains (System 7, 8, 9), four linear PVCL chains are found to interact 
with BSA directly in both System 7 and 8, in which the conformations of linear PVCL chains 
keep extended as the coil. The System 9 is in 1 M NaCl solution at 310 K. The high salt 
concentration causes the LCST transition. It is found that the red linear PVCL chain has large 
conformational changes and becomes a globular PVCL chain at the end of the simulation. The 
average interaction energies in System 9 involves both linear PVCL chain and globular PVCL 
chain. In System 7 and 8, the average interaction energies between one linear PVCL chain and 
BSA fluctuates in the range from -37.33 to -32.02 kcal/mol. The average interaction energies 
in System 9 are much higher around -83.19 kcal/mol, which are caused by the interactions 
between the new globular PVCL chains and BSA.  
The analysis of interaction energies indicates that linear PVCL chain has much weaker 
attractive interactions with BSA than those between globular PVCL chains and BSA, which is 
in a good agreement with the mechanism of the bind-and-elute mode. Moreover, PPH chains 
have much stronger attractive interactions with BSA than PVCL chains, in which the 
interactions formed by the benzene rings and exposed amide groups lead to the denaturation of 
BSA.  
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4.3.4 Effect of Salt Ions 
The salt ions play an important role in the interaction between polymer chains and BSA. 
In the present work, radial distribution function (RDF) is used to describe the interactions 
between atoms in polymer chains or BSA and salt ions including Polymer-Cation, Polymer-
Anion, Polymer-Water, BSA-Cation, and BSA-Anion. The RDF is a method to determine the 
correlations between one specified atom and other atoms as a function of distance. The O atom 
in the amide group is used to calculate RDF of Polymer-Cation. The N atom in the amide group 
is used to calculate RDF of Polymer-Anion. Both the O and N atoms in the amide group are 
used to calculate RDF of Polymer-Water, in which the O atom of the water molecule is used. 
The O atom of ASP and GLU in BSA is used to calculate RDF of BSA-Cation. The N atom of 
ARG, LYS, and HIS in BSA is used to calculate RDF of BSA-Anion. 
 
Figure 4.15. RDF of Polymer(O)-Na+ (left) and Polymer(N)-Cl- (right). 
 
Figure 4.15 shows the RDF of Polymer(O)-Na+ and Polymer(N)-Cl-. About the 
interactions between O in the polymer chains and Na+, peaks at 2.3 Å are observed for both 
linear and globular PVCL chains. A peak at 2.4 Å is found for PPH chains. This indicates direct 
contacts between the O atom in the amide group and Na+. By comparing the magnitudes of 
RDF, it is found that globular PVCL chains have stronger interactions with Na+ than linear 
PVCL chains, but the interactions are favored between PVCL chains and Na+ than those 
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between PPH chains and Na+. The interactions between N atoms in PVCL/PPH chains and Cl- 
are significantly weak. A weak peak at 3.5 Å is observed for PPH chains, and no peaks are 
found for PVCL chains. Because the N atom in the amide group of PPH chains connects to a 
hydrogen atom, which is able to form salt bridge with Cl-. However, the N atom in PVCL is 
well protected by the seven-membered ring to prevent its interactions with Cl-.  
 
Figure 4.16. RDF of Polymer(N)-Water(O) (upper left) and Polymer(O)-Water(O) (upper 
right), and the water number in the first hydration shell of polymer chains (lower left). 
 
Figure 4.16 shows the RDFs between N and O atoms in polymer chains and O atoms 
in water molecules, as well as the water number in the first hydration shell of the polymer 
chain. Peaks at around 2.8 Å are observed in RDF of PPH(N)-Water(O) and PPH(O)-Water(O), 
indicating the formation of hydrogen bonds between N or O atoms on PPH chain and O atoms 
in water molecules. Direct interactions between O atoms on PVCL chain and O atoms in water 
molecules are also found. The magnitudes are at around 1.5 for both linear and globular PVCL, 
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which are much higher than the magnitude at 0.7 for PPH chains. However, no hydrogen bonds 
are found between N atoms on PVCL chain and O atoms in water molecules, and the first peak 
is at around 4.8 Å. This is another indication that N atoms on PVCL chain cannot be hydrolyzed 
to avoid amine toxicity. The water number in the first hydration shell demonstrates more details 
as shown in the right panel in Figure 4.15. The linear PVCL chains in three systems have more 
than 3800 water molecules in the first hydration shell. The temperature, salt concentration and 
interactions with BSA affect the results among the three systems so that System 8 and 9 have 
much fewer water in the first hydration shell. The water numbers in the first hydration shell of 
globular PVCL chains in three systems (System 4, 5 and 6) fluctuate in the range from 3400 to 
3700 lower than linear PVCL chains due to the hydrophobicity. The result of PPH chains have 
a significant decrease from the beginning of the simulation caused by the quick and strong 
hydrophobic interactions with BSA.  
 
 
Figure 4.17. RDF of BSA(O in ASP, GLU)-Na+ (left) and BSA(N in ARG, LYS, HIS)-Cl- 
(right). 
 
Figure 4.17 shows the interactions between atoms in BSA and Na+/Cl-. Peaks at 2.4 Å 
and 3.3 Å are observed in RDFs of BSA(O in ASP, GLU)-Na+ and BSA(N in ARG, LYS, 
HIS)-Cl- respectively. The corresponding magnitudes of peaks are around 20 and 1.4 
respectively. This indicates that the interactions between BSA(O in ASP, GLU) and Na+ are 
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much stronger than that between BSA(N in ARG, LYS, HIS) and Cl-. Because the NaCl 
concertation in System 1, 2, 6, 9 are 1 M, the results of the four systems are more or less the 
same.  
4.4 Conclusions 
The interactions between PVCL/PPH chains and BSA in aqueous solution and 1 M 
NaCl solution were investigated systematically. It is found that PVCL has excellent 
biocompatible to keep the secondary structures of BSA compared to PPH at high temperatures 
and high salt concentration conditions. Interactions between linear PVCL chains and water 
molecules are more favored than those of globular PVCL or PPH chains. The stronger 
Polymer-Water interactions would induce the weaker polymer chains interaction with BSA. 
Further, globular PVCL chains are found to have the stronger attractive interaction energies 
with BSA than linear PVCL chains. PPH chains have the strongest interactions with BSA but 
also leads to the significant changes on secondary structures of BSA. Moreover, the salt ions 
have less interactions with BSA at high salt concentration and induce BSA less hydrated which 
encourages the hydrophobic interactions between PVCL chains and BSA. 
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Chapter 5. Mechanism of Novel Polymer Catalysts for Cellulose Hydrolysis 
Abstract 
A novel polymeric solid acid catalyst consisting of two polymer chains grafted on a 
substrate for biomass hydrolysis was successfully synthesized. A poly (styrene sulfonic acid) 
(PSSA) polymer chain is immobilized on a glass/membrane substrate and used to catalyze 
biomass hydrolysis. A neighboring poly (vinyl imidazolium chloride) ionic liquid (PIL) 
polymer chain is grafted to help solubilize lignocellulosic biomass and enhance the catalytic 
activity. The immobilized polymeric catalyst demonstrates high hydrolysis rates in ionic liquid 
(IL) (1-ethyl-3-methylimidazolium chloride) ([EMIM]Cl) and IL/solvent mixtures. This solid 
acid catalyst is highly efficient, stable, reusable and environmentally friendly. To elucidate 
mechanistically the catalytic actions and further optimize its performance, interactions among 
the PSSA, PIL, and cellulose chains were investigated using classical molecular dynamics 
(MD) simulations. Moreover, the free energies surfaces for the interactions between polymer 
chains and cellulose substrate were determined using combined MD and Metadynamics (MTD) 
simulations. Our results demonstrate that polymer chain length and chain density play a crucial 
role in the catalytic activities of this polymeric catalyst. It can potentially be used for other acid 
catalytic reactions. The extraordinary high solvation free energy of the PIL chain in IL or its 
organic solvent mixture enables the catalyst to hydrolyze the lignocellulosic biomass substrate 
efficiently and effectively. The intermolecular interactions between PSSA, PIL and cellulose 
chains are found to be largely affected by the solvent. The polymeric catalyst needs to 
overcome the dehydration energy barriers to form direct interactions particularly in aqueous 
environment. The partially dehydrated interaction between PSSA and cellulose chains is 
favored in the hydrolysis reaction in both [EMIM]Cl and aqueous solutions in a good 
agreement with the catalytic mechanism of cellulase. 
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5.1 Introduction 
The global energy market has been dominated by fossil fuels including crude oil, 
natural gas, and coal, which are accounted for more than 81% of the total energy over the last 
25 years1. World energy consumption is increasing with the booming population and economy. 
Several energy crises in the past resulted from limited reservoir and production of fossil fuels2. 
Biofuels produced by biomass is an alternative transportation fuel to replace conventional fossil 
fuels3–9.  
Our group focuses on developing enzyme mimic catalysts for the biomass hydrolysis 
using polymeric solid acid catalysts. Conventional methods for biomass pretreatment use dilute 
mineral acids at high temperatures and pressures10–12. The disadvantages of the dilute acid 
pretreatment are the high cost to maintain equipment and environmentally unfriendly for acid 
disposal and recycle. Pretreated biomass samples are subsequently hydrolyzed using enzyme 
cocktails13,14. However, it is slow, expensive and sensitive to the environmental conditions15. 
The enzyme mimic catalysts overcome the limitations of enzyme catalysts and are able to work 
at higher temperatures to improve the reaction rates16,17. The environment-friendly solid acid 
catalysts immobilized on the membrane substrate minimize the waste and simplify catalyst 
removal in the post-processing.  
Our motivation in this study is to unveil the mechanism of the biomass hydrolysis 
catalyzed by the polymeric solid acid catalysts, to optimize the catalytic activity, and to design 
better catalysts. Cellulose is used to represent the recalcitrant biomass for the MD simulation 
studies. Cellulose is the main component of plant cell wall. It is the most abundant organic 
compound on earth18–22. Cellulose is a linear polymer of D-glucose unit connected by the b-
1,4 glycosidic bond. Strong intramolecular and intermolecular hydrogen bonds (HBs) formed 
in the crystalline cellulose make cellulose a recalcitrant substrate for dissolution and 
hydrolysis23,24. 
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Cel48F is a widely used cellulase to catalyze the hydrolysis reaction of cellulose43,44. The 
mechanism for Cel48F catalyzed hydrolysis involves two reaction modules25,26. One is to break 
the intermolecular HBs formed between cellulose chains, and the other is to hydrolyze the 
single cellulose chain to glucose, or shorter polysaccharides and oligosaccharides. Earlier 
studies using MD simulations provided insights into the catalytic mechanisms of cellulase like 
TmCel12A27, Cel7A28 and Cel48F25,26. Amino acid residues on cellulase play special roles in 
adapting its conformation for the entry, breakage, and exit of cellulose chains in the catalytic 
tunnel, as well as in transferring water molecules into the hydrolysis site for hydrolysis of 
glycosidic bonds. The microenvironment in the catalytic tunnel inside cellulase is partially 
dehydrated. A partially dehydrated environment could potentially reduce the activation barrier 
and facilitate the hydrolysis reaction.  
 
Figure 5.1. The proposed interactions between cellulose and PIL/PSSA chains in the 
hydrolysis. Intramolecular HBs in the cellulose chain are the black dashed line. HBs 
formed between PIL/PSSA and cellulose chains are the green dashed line. 
 
Inspired by the actions of cellulase, we propose to use a polymeric solid acid chain and 
a neighboring polymeric ionic liquid chain to mimic the function of cellulase for cellulose 
hydrolysis as shown in Figure 5.1. The polymeric ionic liquid chain facilitates the dissolution 
of cellulose by breaking the intermolecular HBs between neighboring cellulose chains, and the 
polymeric solid acid breaks the intramolecular HBs and hydrolyzes the β-1,4 glycosidic bonds 
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to deconstruct the single cellulose chain. The polymeric catalyst was successfully synthesized 
and studied previously29. More than 97% and 32% total reduce sugar (TRS) yields were 
obtained in 1-Ethyl-3-methylimidazolium chloride ([EMIM]Cl) and aqueous solution 
respectively. This solid acid catalyst is highly efficient, stable, reusable and environmentally 
friendly. The catalytic activity can be optimized by varying the chain length and chain density. 
Since it is a solid-solid reaction, the interactions between PSSA/PIL chains and 
cellulose substrate are critically important for biomass hydrolysis. We hypothesize that the 
PSSA and PIL chains can act synergistically to break down cellulose. PIL chain facilitate the 
solvation of cellulose and the catalyst so that sulfonic acid groups can approach cellulose to 
protonate and hydrolyze the glycosidic bonds. MD simulations have been widely applied to 
study biological processes and chemical reactions. Mechanistic investigations of reactions with 
well-defined reaction coordinates by MTD simulations have been successfully conducted30–39. 
Both MD and MTD simulations were conducted in this work to understand the catalytic 
mechanisms, as well as interactions among PSSA, PIL polymer chains and cellulose for further 
optimizing its performance. Solvation free energies were calculated to evaluate the affinities 
between PSSA, PIL, cellulose and different solvent molecules. 
5.2 Methodology and Simulation Details 
It is found that polymer chain length plays a critical role in the catalytic activity based 
on the experiment results29. To understand the effect of chain length, a series of MD simulations 
were conducted for degree of polymerization (DP) of 5, 10 and 20 for the PSSA, PIL and 
cellulose chains. Earlier studies showed that the properties of ILs in MD simulations were in 
good agreement with experimental results using OPLS force field40–43. The OPLS force field44 
was used for PSSA and PIL. Missing force fields parameters of PSSA, PIL and [EMIM]Cl 
were parameterized based on quantum mechanics (QM) calculations using SCAN in 
Gaussian0945. The monomer units in PSSA and PIL chains were terminated by two methyl 
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groups to mimic the polymeric environment. The ranges of bonds, angles, and dihedrals scan 
studied were 0.2 Å, 10° and 360° respectively. Geometries were optimized at the MP2/6-
31G** level in gas phase with no net charge. The single point energy was subsequently 
calculated with the same method and basis set at each coordinate. For ionized PIL and ionized 
PSSA, the force field parameters were determined using in the implicit solvent model at the 
same level and the same basis set. The atomic charges were derived from Electrostatic 
Potentials (ESP46) calculation using Gaussian09 at the MP2/6-31G** level based on the RESP 
protecol47–50. The force field parameters for [EMIM]Cl were determined following earlier 
studies40,42. The SCAN was calculated at the HF/6-31G* level. The single point energy 
calculation was at the MP2/cc-pVTZ level. [EMIM]Cl force field parameters were validated 
by experimental results and will be discussed later in more detail. 
The simulations were conducted with AMBER51. The initial polymeric structures were 
constructed by AMBERTOOLS package52. The GLYCAM0653 force field was used for 
cellulose. The TIP3P was used for water model54. The initial distance between the polymer 
chains and the simulation cell edge was 10 Å. All simulations were conducted at constant 
temperatures (300 K in aqueous solution and 353 K in [EMIM]Cl solvent) and pressure (1 bar) 
under the periodic boundary condition with the Langevin dynamics thermostat55. A 10 Å cutoff 
was used for both the real part of the electrostatic and VdW interactions. The time step was 
chosen to be 1 femtosecond (fs). The force field parameters of conuterion Na+, Cl- were from 
ion0856 in AMBER. A hydrogen bond (HB) criteria is that the distance between the two heavy 
atoms A and B is equal or less than 3.5 Å and the angle A—H···B is equal or greater than 130°.  
As mentioned, a partially dehydrated microenvironment can facilitate the hydrolysis 
reaction. To quantify the properties, solvation free energies were calculated based on 
Thermodynamics Integration57 (TI) for the polymer chains in aqueous solution and [EMIM]Cl. 
The improved sampling method well-tempered MTD simulations were conducted using 
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AMBER coupled with PLUMED1.358 to reconstruct the free energy surface (FES) of 
interactions between PSSA, PIL, and cellulose chains in aqueous solution as well as in 
[EMIM]Cl. To describe the interacting system consisting of one polymer chain and one 
cellulose substrate accurately, the number of formed HBs between the polymer chain and 
cellulose substrate was used as one of CVs as shown in Equation 5.1. Because polymer chains 
can be both the donor and the acceptor of HBs, two CVs were used. One was the HB formed 
between one polymer chain (donor, group i) and one cellulose chain (acceptor, group j), the 
other CV had the opposite setting of the donor and the acceptor.  
In the system consisting of both polymer chains and cellulose substrate in [EMIM]Cl, 
the electrostatic potential was used as a CV to evaluate the interactions among them as 
described by Equations 5.2, 5.3 and 5.4. The value of the CV was determined by summing the 
electrostatic potential of a group of atoms (group A) on the center of the mass of the second 
group of atoms (group B).  
𝐶𝑉Q®HRFMBG	EFGHI = ∑ ?xÎÏYZÐÑ ÒT?xÎÏYZÐÑ ÒÓ4`    (5.1) 𝐶𝑉BNBhiRFIiLi4h	ªFiBGi4LN = ∑ CY|RYxRÕÖ×| × 𝑓(|𝑟4 − 𝑟ÙÚ¬|, 𝑅¥, 𝐶𝑈𝑇)ËÛ4    (5.2) 
𝑟ÙÚ¬ = ∑ RY_YÜÝY∑ _YÜÝY    (5.3) 
𝑓(𝑥, 𝑅¥, 𝐶𝑈𝑇) = Þ 1.0, 𝑥 < 	𝑅¥𝑐𝑜𝑠 á â«@(ÙãxkÑ)ä , 	𝑅¥ 	≤ 	𝑥	 ≤ 	𝐶𝑈𝑇0, 𝑥	 > 	𝐶𝑈𝑇    (5.4) 
Where 𝑑4` is the distance between atom i and atom j; 𝑟¥ is the HB cutoff distance; 𝑞4 is the 
charge on atom i; 𝑟4 is the coordinate of atom i; 𝑟ÙÚ¬  is the position of the center of mass of a 
group of atoms; 𝑅¥ is the initial distance and CUT is the cutoff distance in the smoothing 
function	𝑓(𝑥, 𝑅¥, 𝐶𝑈𝑇). 
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5.3 Results and Discussions 
5.3.1 Force Field Validation of [EMIM]Cl 
To obtain accurate force field parameters of [EMIM]Cl is critically important because no 
appropriate parameters are available in literature. Experimentally, crystal structure of 
[EMIM]Cl was invesitiagated by Dymek with IR59. Dymek also investigated the cation-anion 
interaction of liquid [EMIM]Cl based on the crystal structure (P212121). His results show that 
the IR spectra of both the solid and the liquid [EMIM]Cl are more or less the same. In our 
calculations, the crystal structure of [EMIM]Cl was reconstructed based on this earlier work. 
The radial distribution function (RDF) is used to compare the results between MD simulations 
and experiment results to validate the force field parameters developed here for [EMIM]Cl. 
 
Figure 5.2. The structure of [EMIM]Cl. 
 
The RDF is a method to determine the correlations between one specified atom and 
other atoms as a function of distance. Here Cl- is used as the reference atom to calculate RDFs 
with other atoms including Cl-, C1, C2, C4 as shown in Figure 5.2. The RDFs calculated from 
MD simulations are in good agreement with the results from the crystal structure as shown in 
Figure 5.3. A peak at 6 Å is observed in the RDF between Cl- due to the size of the imidazolium 
cation [EMIM]+. The other three RDFs are between Cl- ions and the three carbon atoms (C1, 
C2, C4) on the imidazolium ring. All three RDFs show a peak at around 3.5 Å with more or 
less the same magnitude. These results indicate the three C atoms on [EMIM]Cl have similar 
interactions with the Cl- ion. The distances between Cl- and the carbon atoms are around 3.5 
Å. In Dymek's work59, it was found that the [EMIM]+ cation associated with the three nearest 
N N
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Cl- with the average distance of 3.55 Å. Our results from MD simulations are in good 
agreement with the experiment results.  
 
Figure 5.3. Radial distribution functions of Cl- with other Cl- ions and C1, C2, and C4 
atoms on [EMIM]+ cation from MD simulations measurements (red line) and experiment 
results (black line). 
 
Density is also an important indicator to validate the developed force field parameters. 
All systems in [EMIM]Cl were conducted at 353 K, which is the reported melting point60. The 
densities at the equilibrium of MD simulations are in the range of 1.20 - 1.21 g/cm3. Compared 
to the experimental value61 of 1.14 g/cm3, the simulation results are only about 5% higher. 
Since the RDFs are in agreement with those from the crystal structure, and the difference in 
the densities between simulation and experimental measurement is rather small, the force field 
parameters developed for [EMIM]Cl is appropriate for the MD simulations.  
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5.3.2 Hydrolysis Mechanism 
 
Figure 5.4. Illustration of "open the gate". PSSA is parallel with cellulose and breaks the 
HBs of O5...HO3 on cellulose to expose glycosidic bonds. (PSSA, Cellulose, DP5, Water) 
 
PSSA is the catalytic chain for the hydrolysis of cellulose. It supplies a proton to 
hydrolyze the glycosidic bond. Intramolecular HBs of O6...HO2 and O5...HO3 are the "gates" 
to protect glycosidic bonds. The key to hydrolyzing cellulose is to "open the gate" as shown in 
Figures 5.4 and 5.5. 
 
Figure 5.5. The structure of a glucose unit (left), and cellulose (right), and O6...HO2 and 
O5...HO3 “gates”. 
 
Strong attractive interactions between PSSA chains with different DPs and cellulose 
chains were observed in all simulations. Sulfonic acid groups on neutral PSSA chains can form 
HBs with HO2, HO3, and HO6 on the cellulose chain to break the intramolecular HBs and 
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subsequently expose glycosidic bonds for hydrolysis as shown in Figures 5.4 and 5.5. PSSA 
chains interact with cellulose chains by aligning with each other. In this interaction mode, all 
the benzene rings on the sulfonic acid groups are arranged parallelly via π -π stacking. This 
stacking interaction and the parallel arrangement was observed for DP5 chains during the entire 
simulation period. In the systems of longer chains, only short fragments of PSSA and cellulose 
chains were observed to form the parallel arrangement due to stronger entropic contributions 
to polymer interactions. Moreover, it is found that PSSA and cellulose chains can form stable 
hydrophobic interactions without significant conformational changes for more than 100 ns in 
DP10 and DP20 systems in aqueous solution. 
ILs are excellent solvents for dissolving cellulose. Cl-, acetate or other anions from ILs 
are crucial for cellulose dissolution62–65. These anions are able to form HBs with HO2, HO3, 
and HO6 on cellulose and break strong intermolecular HBs in crystalline cellulose. The 
imidazolium cations also play an important role in the dissolution process66. They are able to 
form HBs with O2, O3, and O6 further disrupting the HBs in crystalline cellulose. In the dual 
polymer catalyst PIL/PSSA, PIL is a poly(ionic liquid) immobilized on the surface of the 
membrane by covalent bonds. It is hypothesized that PIL improves the cellulose dissolution in 
the similar way.  
5.3.3 Hydrogen Bond Analysis 
The hydrogen bonding interactions are critically important between the polymeric 
catalysts and cellulose chains. The formation of HBs leads to the parallel chain arrangement 
observed between the PSSA and cellulose chains, thereby breaking the intramolecular HBs 
between the cellulose chains and facilitating the hydrolysis of the glycosidic bonds. They also 
induce the PIL and cellulose chains to move close to each other to improve the solubility of the 
cellulose chain.  
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The HBs (HBs) formed between PSSA/PIL and cellulose chains were calculated 
according to the criteria of bond length ≤ 3.5 Å and angle ≥ 130°. The number of HBs at each 
time step was sampled. The probability was calculated by the number of frames that specific 
number of HBs were found divided by the total number of frames during the whole simulation 
in the range between 120 and 220 ns. The HBs formed between PSSA/PIL and cellulose chains 
are divided into two groups including PSSA-cellulose and PIL-cellulose as shown in Figures 
5.6 and 5.7.  
 
Figure 5.6. The probabilty of different number of HBs between PSSA and cellulose chains 
in four systems in aqueous solution including DP5 PSSA and cellulose (upper left), DP10 
PSSA and cellulose (upper right), DP20 PSSA and cellulose (lower left), and DP20 PIL, 
PSSA and cellulose (lower right). 
 
The systems with DP5 and DP10 with PSSA and cellulose chains in aqueous solution, 
1 to 3 HBs are formed with probabilities in a range between 15% and 40%. In DP20 system 
consisting of PSSA and cellulose chains in aqueous solution, 1 to 5 HBs are formed with their 
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probabilities in a range between 10% and 24% indicating that the longer chain length increases 
the hydrophobic interaction and hydrogen bonding interactions between PSSA and cellulose 
chains. With both catalytic PIL and PSSA chains, for the DP20 system consisting of PSSA, 
PIL, and cellulose chains in aqueous solution, 1 to 4 HBs are formed with probabilities in the 
range between 15% and 28% indicating that the PIL chain improves the solubility of cellulose 
chain in aqueous solution since the hydrophobic interaction between cellulose and PSSA chains 
becomes weaker.  
 
Figure 5.7. The probability of different number of HBs between PIL and cellulose chains 
in four systems including DP10 PIL and cellulose in IL (upper left), DP40 PIL, PSSA and 
cellulose in aqueous solution (upper right), DP10 PIL and cellulose in aqueous solution 
(lower left), and DP20 PIL and cellulose in IL (lower right). 
 
The formation of HBs between PIL and cellulose chains is quite different from that 
between PSSA and cellulose chains. No matter the solvent used, PIL chains only form mainly 
one HB with cellulose chains. The DP10 and DP40 systems have more or less the same 
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probabilities of different number of HBs. The probabilities of forming one HB in DP10 and 
DP40 systems are 82% and 71% respectively indicating that the chain length and the solvent 
do not affect the interactions between PIL and cellulose chains.  
In the classical MD simulation, ergodicity is hindered by the form of the system's 
energy landscape. A state starts in a local minimum will remain trapped into it for a very long 
time before eventually crossing a barrier and reaching another metastable state. The weak 
hydrogen bonding interaction between PIL and cellulose chains indicates that the system may 
remain trapped into local minima. MTD coupled with MD (MD-MTD) simulations were 
conducted to bring the system to overcome large barriers in a short simulation time to 
ergodically sample within metastable states as well as all possible transitions among them. The 
lower two figures in Figure 5.7 shows the probability of different number of HBs between PIL 
and cellulose chains in MD-MTD simulations of DP10 PIL and cellulose in aqueous solution 
and DP20 PIL and cellulose in [EMIM]Cl. Both DP10 and DP20 PIL chains can form 1 to 5 
HBs with the cellulose chain no matter the solvent used. These results are based on the 
enhanced sampling of high free energy regions in MD-MTD simulations, which are more or 
less the same as the result between PSSA and cellulose chains in classical MD simulations. 
This indicates that PSSA and PIL chains have the opposite tendency to interact with the 
cellulose chain and the solvent molecules. The interaction affinity between PIL chain and the 
solvent molecules are stronger than that between PIL and cellulose chains, and PSSA chain has 
much stronger interaction with cellulose chains than that between the PIL and cellulose chains 
during 120 – 220 ns simulations. 
5.3.4 Dehydration Energy Barriers 
MTD coupled with MD (MD-MTD) simulations can estimate the Free Energy Surfaces 
(FES) of interactions between PSSA, PIL and cellulose chains. Here FES is used to analyze 
the dehydration free energy for the interactions between polymeric catalysts and cellulose 
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chains. In MD-MTD simulations, polymeric catalysts and cellulose chains were initially 
positioned. In [EMIM]Cl, polymeric catalysts and cellulose chains can interact and form HBs 
very quickly in 1 ns simulations. However, in aqueous solutions, the chains move apart during 
the initial 20-30 ns simulations. Water molecules need to be removed between the PSSA, PIL, 
and cellulose chains so that the chains can interact and form HBs with each other. During MD-
MTD simulations, biased potentials will be continuously added into the system so that the 
system can overcome the dehydration energy barriers.  
 
Figure 5.8. Dehydration energy barriers before the formation of HBs of four systems in 
aqueous solutions. A: ionized PSSA, Cellulose, DP20, Water; B: PSSA, Cellulose, DP10, 
Water; C: PSSA, PIL, DP20, Water; D: PIL, Cellulose, DP10, Water. 
 
The interactions between ionized/neutral PSSA and cellulose chains in aqueous solution 
are designated as A and B respectively. The dehydration energy barrier between ionized PSSA 
and cellulose chains is about 21 kcal/mol. The neutral PSSA slightly increases the barrier to 
about 28 kcal/mol. The difference is because the ionized sulfonic acid group has better affinity 
for water molecules so that ionized PSSA can disrupt the hydrogen bonding network and move 
close to cellulose chain. The single cellulose chain also has multiple hydroxyl groups to form 
hydrogen bonds with water molecules to disrupt the hydrogen boding network and to move to 
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PSSA chain. The interactions between PSSA and PIL chains in aqueous solution is designated 
as C. The dehydration energy barrier increases to about 40 kcal/mol. The N atoms on PIL are 
in the imidazolium ring around where the π electrons are de-localized, which makes the N 
atoms much weaker electronegativity to form hydrogen bonds with water molecules compared 
to cellulose and PSSA. The interactions between PIL and cellulose chains in aqueous solution 
is designated as D, which has the highest dehydration energy barrier about 123 kcal/mol 
indicating their direct interaction is not a favored event. This might be caused by two reasons. 
One is that the O atoms of hydroxyl groups on cellulose have much weaker affinity to disrupt 
water clusters than the O atoms on the sulfonic acid groups, the other is that PIL is an ionized 
polymer having high affinity for water molecules rather other cellulose. The dehydration 
energy barriers of different combinations provide an insight of qualitatively comparing their 
tendency to form dehydrated interactions which is ionized PSSA > neutral PSSA > cellulose > 
PIL. This would induce strong dehydrated interaction between PSSA and cellulose after they 
overcome the dehydration energy barriers and directly interact with each other. The existence 
of PIL prevents the completely dehydrated interactions between PSSA and cellulose because 
PIL has much larger dehydration energy barrier and is less likely to from dehydrated interaction 
with either PSSA or cellulose. PIL mediates and builds a partially dehydrated environment 
similar to the situation in the catalytic tunnel inside cellulase enzymes for the cellulose 
hydrolysis reaction. PIL could also improve the solubility of PSSA and cellulose in aqueous 
solution by disrupting the strong dehydrated interactions of PSSA-PSSA and cellulose-
cellulose to facilitate the cellulose hydrolysis reaction.  
5.3.5 Free Energy Surface Analysis 
The FESs of MD-MTD simulations are reconstructed at seven different simulations 
including interactions between PSSA/PIL and cellulose chains in aqueous solution and 
[EMIM]Cl of different chain lengths. For the interactions between two chains, the FES uses 
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the number of HBs formed between the PIL/PSSA and cellulose chains as CVs. In CV1, one 
polymer is the HB donor, and the other is the acceptor. In CV2, the HB donor and the acceptor 
are opposite. The periods after the formation of hydrogen bonds (CVs are larger than 0) are 
chosen in all systems to understand the intermolecular interactions in the hydrolysis reaction. 
To study the interactions among three chains, electrostatic potentials are selected as the CVs 
because the electrostatic potential interaction play a more prominent role when two chains are 
close to each other compared to VdW interaction.  
5.3.5.1 Interactions between PSSA and Cellulose Chains 
In the 2-D free energy contour plot for the FES of the system A (DP 10 neutral PSSA, 
cellulose in aqueous solution) in Figure 5.9, two local minima are found with interaction free 
energies around -5.5 kcal/mol. The first region is the initial intermolecular interactions between 
PSSA and cellulose chains at around CV1 = 0.2-3.8 and CV2 = 0.3-0.8. An energy barrier of 
1.5 kcal/mol is needed to overcome for the further intermolecular interactions in the region 
where CV1 = 1.0-4.4 and CV2 = 1.3-1.9. It appears that partial intermolecular interactions are 
more stable than the completely dehydrated interactions. An additional barrier of 5.5 kcal/mol 
is needed for PSSA and cellulose chains form completely dehydrated interactions with more 
hydrogen bonds between them. It is important to point out that the sampling process in the 
current study starts from no direct interactions between two polymer chains in all systems. The 
majority of the sampling steps involves the partially dehydrated intermolecular interactions 
with small contact areas. In aqueous solution, the system need to overcome large dehydration 
energy barrier to move close to each other. The bias potentials added after CVs are larger than 
0 only take into account the transformation from partially dehydrated interactions to completely 
dehydrated interactions including the free energy to expel the water molecules between two 
polymer chains. And the free energy landscape increases substantially to remove the water 
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molecules when two polymer chains formed more hydrogen bonds between each other. This 
phenomenon is also found in other systems. 
 
 
 
 
Figure 5.9. CV trajectories and FESs of interactions between PSSA and cellulose chains. 
A: neutral PSSA, cellulose, DP10, Water; B, ionized PSSA, cellulose, DP20, Water; C, 
neutral PSSA, cellulose, DP20, [EMIM]Cl; D, ionized PSSA, cellulose, DP20, [EMIM]Cl. 
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In the 2-D free energy contour plot for the FES of the system B (DP 20 ionized PSSA, 
cellulose in aqueous solution), the free energy landscape has been significantly altered by the 
chain length and the values of CVs are almost twice than that in the system A. The longer 
PSSA and cellulose chains can form more hydrogen bonds. The global minima are found in 
the region at around CV1 = 3.8-6.1 and CV2 = 0.8-1.6. The conformational analysis at the 
global minima shows that a small fragment of PSSA is close to a part of cellulose to form 
partially dehydrated interactions. An energy barrier about 5.5 kcal/mol need to be overcome to 
form completely dehydrated interactions similar to the situation in the system A, indicating the 
chain length did not affect the interaction free energy in aqueous solution. 
Experimentally, the cellulose hydrolysis in [EMIM]Cl was much faster and had higher 
yield. In [EMIM]Cl, PSSA chain does not need to overcome the dehydration energy barrier 
and could easily directly interact with cellulose to form hydrogen bonds. The local minima in 
the 2-D free energy contour plots for the FES reconstructed from the system C and D (DP 20 
neutral/ionized PSSA, cellulose, in [EMIM]Cl) also show that PSSA and cellulose chains are 
likely to form partially dehydrated interactions with small contact areas. The interaction free 
energies in the two systems are similar around 11-12 kcal/mol. The significant increase in 
interaction free energy is largely due to the solvent [EMIM]Cl. The extensive hydrogen 
bonding network in aqueous solution prevents the dehydrated interaction, and also enhances 
the dehydrated interaction after two polymer chains form direct interactions, which cannot 
happen in [EMIM]Cl. The higher interaction free energy also indicates that PSSA and cellulose 
chains are likely to form the partially dehydrated interaction rather than the completely 
dehydrated interaction that need to overcome large energy barrier in [EMIM]Cl. This is perhaps 
the reason why the hydrolysis reaction is much faster in [EMIM]Cl than that in aqueous 
solution. 
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5.3.5.2 Interactions between PIL and Cellulose Chains 
 
 
Figure 5.10. CV trajectories and FESs of interactions between PIL and cellulose chains. 
E: PIL, cellulose, DP10, Water; F: PIL, cellulose, DP20, [EMIM]Cl; G: PSSA, PIL, DP20, 
Water.  
 
Figure 5.10 shows the 2-D free energy contour plots reconstructed from the system E 
and F (PIL and cellulose in aqueous and [EMIM]Cl solutions). The free energy landscape for 
the system in aqueous solution has one minimum at CV1 = 0 and CV2 = 0. This indicates that 
PIL and cellulose chains are likely to have no direct interaction. A large energy barrier around 
22 kcal/mol need to be overcome to force PIL and cellulose chains to form completely 
dehydrated interaction. In [EMIM]Cl, the globular minima region is at CV1 = 2.0-3.0 and CV2 
= 1.1-1.9. This indicates that PIL and cellulose chains are likely to form partially dehydrated 
interaction. To form completely dehydrated interaction, two polymer chains need to overcome 
15 kcal/mol energy barrier. The significant differences in the interaction free energy and FESs 
in the two systems are also largely affected by the solvent. The free energy landscape agrees 
with the conclusion in the calculation of solvation free energy, PIL can work like the solvent 
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in a microenvironment in aqueous solution to prevent the completely dehydrated interactions 
between PSSA and cellulose chains. In [EMIM]Cl, PIL is not necessary for cellulose 
hydrolysis because the IL molecules do not have the extensive hydrogen bonding network to 
affect the dehydrated interaction between PSSA and cellulose chains. Moreover, PSSA and 
cellulose chains are likely to form partially dehydrated interaction instead of completely 
dehydrated interaction as mentioned above. 
5.3.5.3 Interactions between PSSA and PIL Chains 
 
 
Figure 5.11. CV trajectories and FES of interactions between PSSA and PIL chains, as 
well as the snapshot of conformations at the local minimum nearby the origin (The left 
polymer chain is PIL; the right polymer chain is PSSA). G: PSSA, PIL, DP20, Water.  
 
Figure 5.11 shows the 2-D free energy contour plot for the FES reconstructed from the 
system G (DP 20 PSSA, PIL in aqueous solution). The conformational analysis at the globular 
minima region (CV1 = 0.3-0.6 and CV2 = 0-1) shows that a partially dehydrated interaction 
between the ends of PSSA and PIL chains is favored. To form completely dehydrated 
interaction, the two polymer chains need to overcome an energy barrier around 11 kcal/mol. 
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Among PSSA, PIL and cellulose chains, PSSA is the only one that could form partially 
dehydrated interaction with both cellulose and PIL chains in aqueous solution. As mentioned 
previously when we designed the catalyst, PSSA is to catalyze the cellulose hydrolysis, and 
PIL is to improve the solubility of PSSA and cellulose to enhance the catalytic activity. The 
partially dehydrated interaction between PSSA and PIL is an evidence to support this 
hypothesis in which PIL could prevent the dehydrated aggregation between PSSA-PSSA and 
PSSA-cellulose, and provide PSSA a partially dehydrated microenvironment for cellulose 
hydrolysis reaction.  
5.3.5.4 Interactions among Three Chains 
Electrostatic potentials are selected as the CVs for the system consisting of three chains 
because the interaction between polymer chains is largely driven by electrostatic contributions. 
The CV trajectories and reconstructed FES are shown in Figure 5.12. CV1 (PSSA-cellulose) 
and CV3 (PIL-cellulose) both have large fluctuations. However, CV2 (PSSA-PIL) fluctuates 
around 0 during the whole simulation because the distance between them is too far with rather 
electrostatic interactions. As a result, the FES is reconstructed by CV1 and CV3. The local 
minima of this FES can be found in regions where either CV1 or CV3 is small but not both 
which is a typical partial dehydrated interaction. This indicates both PSSA and PIL chains tend 
to form strong interactions in their partial dehydration interactions with cellulose chain, and 
the interaction free energy is around 13 kcal/mol. This is another indication that PSSA and PIL 
chains have similar interaction affinities with cellulose chain in [EMIM]Cl, which agrees with 
results from hydrogen bonding interactions. Another interesting local minimum (CV1 = 0.18, 
CV3 = 0.7) demonstrates that PSSA, PIL, and cellulose chains can form a strong three-chain 
interaction conformation with about -11 kcal/mol interaction free energy in a partial dehydrated 
interaction. To form completely dehydrated interaction, three polymer chains need to overcome 
13 kcal/mol energy barrier. 
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Figure 5.12. CVs trajectories and FES of system (PSSA, PIL, cellulose, DP20, [EMIM]Cl). 
CV1 was electrostatic potential between PSSA and cellulose chains (purple line); CV2 
was electrostatic potential between PSSA and PIL chains (green line); CV3 was 
electrostatic potential between PIL and cellulose chains (blue line). 
 
The free energy landscape for PSSA-cellulose, PIL-cellulose, and PSSA-PIL 
interactions of the cellulose hydrolysis reaction in aqueous and [EMIM]Cl solutions have been 
mapped out using combined MD-MTD simulations. The conformational interactions are found 
largely affected by the solvent. In [EMIM]Cl, the partially dehydrated interaction of PSSA-
cellulose and PIL-cellulose are found in globular minima in the FESs. In aqueous solution, the 
polymeric catalysts have to overcome dehydration energy barriers to form direct interaction. 
PSSA can form partially dehydrated interactions with both cellulose and PIL. PIL shows high 
affinity with water molecules and is not likely to form dehydrated interaction with cellulose. It 
is important to point out that the behaviors of PIL in aqueous solution effectively avoid the 
dehydrated aggregation of PSSA and cellulose, and to maintain them in a partially dehydrated 
interaction like the situation in the cellulase catalytic tunnel. In [EMIM]Cl, the IL solvent could 
facilitate the partially dehydrated interaction between PSSA and cellulose. Because [EMIM]Cl 
molecules cannot form an extensive hydrogen bonding network like water molecules, PSSA 
and cellulose chains are likely to keep the partially dehydrated interaction which might speed 
up the cellulose hydrolysis, rather than the completely dehydrated interaction which need to 
overcome large energy barriers.  
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Our results clearly indicate that the partially dehydrated interaction between PSSA and 
cellulose chains is favored in both aqueous and [EMIM]Cl solutions. Due to the different 
properties of water and [EMIM]Cl, PSSA and cellulose chains are more likely to keep partially 
dehydrated interaction in [EMIM]Cl.  
5.3.6 Solvation Free Energy Analysis 
The affinity between solute and solvent molecules significantly affects the interactions 
between polymeric catalysts and cellulose chains. To better understand the behaviors of PSSA, 
PIL and cellulose in different solvents. TI method was used to calculate the solvation free 
energies in [EMIM]Cl and aqueous solutions. Figure 5.13 shows the solvation free energies 
(per DP) of these polymeric catalysts and cellulose chains in the two solvents. PSSA, PIL and 
cellulose chains all have better solubility in [EMIM]Cl. The chain length affects their solubility 
differently. Both neutral and ionized PSSA chains have worse solubility for longer chain 
length. That is perhaps caused by the increased rates of hydrophobic aromatic benzene rings. 
In contrary, longer cellulose chain has slightly better solubility due to the increased rates of 
hydroxyl groups. PIL chain has the best solubility in both [EMIM]Cl and aqueous solutions 
with extremely low solvation free energies. It indicates that the affinities between PIL chains 
and solvent molecules (both water and [EMIM]Cl) are the strongest compared to other solutes. 
Especially in [EMIM]Cl, PIL chains behaves like the solvent molecules with the solvation free 
energies lower than -1000 kcal/mol/DP. The result of solvation free energy analysis agrees 
with our previous hypothesis. PIL chains have excellent solubility both in aqueous solution and 
[EMIM]Cl. It mimics the function of ILs on substrate to provide a micro environment for PSSA 
and cellulose chains to improve their solubility, where sulfonic acid groups have more 
probabilities to protonate and hydrolyze the glycoside bonds. 
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Figure 5.13. Solvation free energies (per DP) of polymeric catalysts and cellulose chains 
in [EMIM]Cl and aqueous solutions. 
 
5.4 Conclusions 
The force field parameters of [EMIM]Cl, PIL, and PSSA were developed. RDFs and 
density of [EMIM]Cl were used to validate the force field parameters with the experimental 
results. Both unbiased classical MD simulations and improved sampling method MD-MTD 
simulations were used to investigate mechanistically the catalytic action of the polymeric solid 
acid catalysts in the aqueous solution and [EMIM]Cl. Solvation free energies were used to 
evaluate the solubility of polymeric catalysts in aqueous solution and [EMIM]Cl. Significant 
differences of the interactions between polymeric catalysts and cellulose chains have been 
found in the two solvents. In [EMIM]Cl, both PSSA and PIL chains appear to have a tendency 
to move close to the cellulose chain to form HBs. MD-MTD simulations clearly demonstrate 
that the solvent plays a critical role in the cellulose hydrolysis reaction catalyzed by novel 
enzyme mimic polymeric catalysts PSSA and PIL. It is found that PSSA chain is likely to form 
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partially dehydrated interaction with cellulose in both aqueous and [EMIM]Cl solutions. PIL 
plays an important role to prevent the completely dehydrated interactions and facilitate partially 
dehydrated interaction between PSSA and cellulose chains. This is in agreement with our 
design thinking of the enzyme mimic catalyst. Water molecules might form extensive hydrogen 
bonding network to interrupt partially dehydrated interaction between PSSA and cellulose and 
force them to form the completely dehydrated interaction, whereas [EMIM]Cl is likely to 
maintain the partially dehydrated interaction to speed up the hydrolysis in good agreement with 
the experimental results. 
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Chapter 6. Conclusions and Future Work 
6.1 Conclusions 
Molecular dynamics (MD) simulations were conducted to study properties and 
structures of polymers and biopolymers in four different biological and chemical processes. In 
this chapter, we will give conclusions of these studies as well as the discussion for the future 
work. 
In Chapter 2, we have studied the binding mechanisms of seven heptapeptides on the 
Fc fragment of hIgG4 based on the experimental results. Combining protein-ligand docking 
and MD simulations, a novel binding pocket was found locating inside the Fc fragment 
constructed by glycan chains and amino acids. This binding site is different from the well-
known CBS binding site of Protein A and Protein G which is outside the Fc fragment. Glycan 
chains play an important role in the binding between seven heptapeptides and the Fc fragment. 
Protein-ligand docking and MM/PBSA free energy calculation both give reasonable relative 
binding free energies compared to results in ELISA experiments. Our results conclude that this 
novel binding pocket is reasonable for small size polypeptides to bind to the Fc fragment in the 
antibody purification process. 
In Chapter 3, the lower critical solution temperature (LCST) coil-to-globule transition 
of Poly (N-vinylcaprolactam) (PVCL) chains, and the effect of temperatures as well as 
monovalent/divalent salt ions have been investigated. The LCST transition was successfully 
simulated for the first time based on our force field parameters. The steric effects caused by 
the different distributions of N-vinylcaprolactam (VCL) rings along the backbone play an 
important role in the coil-to-globule conformational transition. Trapped water molecules were 
found inside the folded fragments to contribute the formation and the stability of folded 
conformations. Salt ions have specific interactions with atoms in PVCL chains, and their 
different interactions lead the hydration or dehydration of PVCL chains. 
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In Chapter 4, the interactions between PVCL chains and BSA were studied at different 
temperatures and salt concentrations. Previous experimental results showed that the PVCL 
modified hydrophobic interaction chromatography (HIC) membrane exhibited high binding 
capacity and recovery of BSA. Our simulation results show that both linear and globular PVCL 
chains have excellent biocompatibility to keep the stability of BSA even at high salt 
concentrations and high temperatures. It is also found that globular PVCL chains have stronger 
interactions with BSA than that between BSA and linear PVCL chains. The salt ions have 
fewer interactions with BSA at high salt concentrations and lead BSA less hydrated which also 
encourages the hydrophobic interactions between PVCL chains and BSA. 
In Chapter 5, the catalytic mechanism of our novel polymer solid acid catalysts in the 
reaction of cellulose hydrolysis was studied both in aqueous solution and [EMIM]Cl. Solvation 
free energies, free energies surfaces and dehydration energy barriers were used to explain the 
different interactions between poly (styrene sulfonic acid) (PSSA), poly (vinyl imidazolium 
chloride) ionic liquid (PIL), and cellulose chains. The simulations demonstrate that the solvent 
plays a critical role in the cellulose hydrolysis reaction catalyzed by novel enzyme mimic 
polymeric catalysts PSSA and PIL. It is found that PSSA chain is likely to form partially 
dehydrated interaction with cellulose in both aqueous and [EMIM]Cl solutions. PIL plays an 
important role to prevent the completely dehydrated interactions and facilitate partially 
dehydrated interaction between PSSA and cellulose chains. 
6.2 Future Work 
In conclusion, we have studied the mechanisms of four systems consisting of 
biopolymers and polymers in biological and chemical processes using MD simulations, 
protein-ligand docking, and enhanced sampling Metadynamics (MTD) coupled with MD (MD-
MTD) simulations. For the studies of Fc-binding peptides and the PVCL modified HIC 
membrane, it can be practical to investigate the antibody and protein purification using 
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different peptides and polymers as ligands. The combination of the computational high-
throughput screening, protein-ligand docking, and MD simulations is a promising method to 
rapidly evaluate a large number of candidate chemicals. Regarding the research of the catalytic 
mechanism of a novel polymeric acid catalyst for biomass hydrolysis, this solid acid catalyst 
can be adjusted by changing the chain length or chain density, and potentially be applied for 
other acid catalytic reactions. Additional improvements for catalytic activity by substitution or 
homopolymerization and copolymerization are possible for the future study. 
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Appendix I 
Force field parameters of PSSA in AMBER force field format. 
OPLS FF parameter for SSA. modify on 20130921,  
ca 12.01  
ha 1.008   
sy 32.06  
s6 32.06  
o  16.00  
oh 16.00 
ho 1.008   
c3 12.01  
hc 1.008 
 
ca ha sy s6 o oh ho c3 hc 
ca-ha    367.0    1.0800    
ca-ca    469.0    1.4000   
ca-sy    340.0    1.7700   
sy-o     699.3    1.4684   
sy-oh    266.9    1.6502    
ca-s6    340.0    1.7700   
s6-o     616.3    1.4944   
oh-ho    552.4    0.9796     
ca-c3    317.0    1.5100    
c3-hc    340.0    1.0900    
c3-c3    268.0    1.5290 
 
ca-ca-sy    85.000       119.400 
ca-ca-ca    63.000       120.000 
ca-ca-ha    35.000       120.000 
ca-sy-o     74.000       107.200 
ca-sy-oh    21.162       100.700 
sy-oh-ho    40.000       105.870  
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o -sy-oh   107.380       106.288 
o -sy-o    104.000       119.000 
ca-ca-c3    70.000       120.000 
ca-c3-hc    35.000       109.500 
ca-c3-c3    63.000       114.000 
c3-c3-hc    37.500       110.700 
c3-c3-c3    58.350       112.700 
hc-c3-hc    33.000       107.800 
ca-ca-s6    85.000       119.400 
ca-s6-o    116.111       105.160 
o -s6-o    133.500       113.730 
 
ca-ca-sy-o    2   -0.350       -85.78          -4.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-o    2    0.075        26.99          -3.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-o    2    2.385       -132.89         -2.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-o    2   -0.083        298.99          1.000         SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2    0.18649     -0.322          -6.000              SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2   -0.01135    127.426          -5.000              SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2   -0.01307     -6.939          -4.000              SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2    0.06131      5.878          -3.000              SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2   -0.0116      199.609         -2.000              SCEE=2.0 SCNB=2.0 
ca-ca-s6-o    2   -0.01134     157.117          1.000        SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2   -0.2321      190.94          -6.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2   -0.1198       11.63          -5.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2    0.3964        1.11          -4.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2   -0.0834     -139.73          -3.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2    2.2594        1.66          -2.000              SCEE=2.0 SCNB=2.0 
ca-ca-sy-oh   2   -0.1918     -173.49           1.000              SCEE=2.0 SCNB=2.0 
ca-sy-oh-ho   2   -0.1050     180.000          -4.000              SCEE=2.0 SCNB=2.0 
ca-sy-oh-ho   2    0.6143       0.000          -3.000              SCEE=2.0 SCNB=2.0 
ca-sy-oh-ho   2   -1.9864     180.000          -2.000              SCEE=2.0 SCNB=2.0 
ca-sy-oh-ho   2    3.7378       0.000           1.000              SCEE=2.0 SCNB=2.0 
o -sy-oh-ho   2    0.084       97.535          -4.000              SCEE=2.0 SCNB=2.0    
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o -sy-oh-ho   2    0.597      -18.088          -3.000              SCEE=2.0 SCNB=2.0    
o -sy-oh-ho   2   -2.065       48.229          -2.000              SCEE=2.0 SCNB=2.0    
o -sy-oh-ho   2    3.712      474.162           1.000              SCEE=2.0 SCNB=2.0   
ca-ca-c3-hc   2    0.000        0.000           1.000              SCEE=2.0 SCNB=2.0 
ca-ca-c3-c3   2    0.000        0.000           1.000              SCEE=2.0 SCNB=2.0 
ca-c3-c3-hc   2    0.462        0.000           3.000              SCEE=2.0 SCNB=2.0 
c3-c3-c3-hc   2    0.300        0.000           3.000              SCEE=2.0 SCNB=2.0 
hc-c3-c3-hc   2    0.300        0.000           3.000              SCEE=2.0 SCNB=2.0 
ca-c3-c3-c3   2    0.200        0.000          -3.000              SCEE=2.0 SCNB=2.0 
ca-c3-c3-c3   2   -0.050      180.000          -2.000              SCEE=2.0 SCNB=2.0 
ca-c3-c3-c3   2    1.300        0.000           1.000              SCEE=2.0 SCNB=2.0 
c3-c3-c3-c3   2    0.200        0.000          -3.000              SCEE=2.0 SCNB=2.0 
c3-c3-c3-c3   2   -0.050      180.000          -2.000              SCEE=2.0 SCNB=2.0 
c3-c3-c3-c3   2    1.300        0.000           1.000        SCEE=2.0 SCNB=2.0 
X -ca-ca-X    2    7.250      180.000           2.000        SCEE=2.0 SCNB=2.0 
 
ca-ca-ca-s6           18.871      187.100           2.000        
               
ca-ca-ca-sy           14.643      180.966           2.000            
ca-ca-ca-ha           20.868      177.412           2.000 
ca-ca-ca-c3           25.990      180.750           2.000 
 
  hw  ow  0000.     0000.                                4.  flag for fast water 
 
 
 
MOD4      RE 
 ca         1.9924  0.0700  
 ha         1.3582  0.0300  
 sy         1.9924  0.2500  
 s6         1.9924  0.2500  
 o          1.6612  0.1700  
 oh         1.6837  0.1700  
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 ho         0.2000  0.0300   
 c3         1.9643  0.0660  
 hc         1.4031  0.0300  
 
END 
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Appendix II 
Force field parameters of PIL and [EMIM]Cl in AMBER force field format. 
IL force field        add force field of emim 20140403 
NA 14.01  
CW 12.01  
HB 1.008  
CR 12.01  
HA 1.008  
H1 1.008  
C1 12.01  
C2 12.01  
HC 1.008  
CS 12.01  
CT 12.01  
HW 1.008  
OW 16.00  
CL 35.45 
cl 35.45 
HN 1.008 #VIM 
nA 14.01 #the following is EMIM 
cW 12.01  
hB 1.008  
cR 12.01  
hA 1.008  
h1 1.008  
c1 12.01  
c2 12.01  
hC 1.008  
 
NA CW HB CR HA H1 C1 C2 HC CS CT HW OW HN 
NA-CW    427.10   1.378  
NA-CR    477.06   1.315  
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NA-C1    337.00   1.466  
CW-HB    455.30   1.080  #VIM 
CW-CW    520.08   1.341  
C1-H1    331.00   1.09   
C1-C2    267.93   1.529  
C2-HC    331.00   1.09   
C2-CS    267.93   1.529  
CS-HC    331.00   1.09   
CS-CT    267.93   1.529  
CT-HC    331.00   1.09   
OW-HW    553.0    0.9572 
HW-HW    553.0    1.5136 
CR-HA    451.67   1.082  #VIM 
NA-HN   552.81   1.019  #VIM 
nA-cW    427.10   1.378  #the following is EMIM 
nA-cR    477.06   1.315  
nA-c1    337.00   1.466  
cW-hB    443.47   1.076  #scan  
cW-cW    520.08   1.341  
c1-h1    331.00   1.09   
c1-c2    267.93   1.529  
c2-hC    331.00   1.09   
cR-hA    436.74   1.076  #scan 
 
NA-CW-HB    34.97     122.00 
NA-CW-CW    69.93     107.10 
NA-CR-NA    69.93     109.80 
NA-CR-HA    34.97     125.10 
NA-C1-H1    37.43     110.70 
NA-C1-C2    50.00     112.70 
CW-NA-C1    69.93     125.60 
CW-NA-HN    67.78     125.43  #VIM 
CW-CW-HB    33.56     130.90 
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CR-NA-C1    69.93     126.40 
CR-NA-HN    89.91     124.22  #VIM 
C1-C2-HC    37.43     110.70 
C1-C2-CS    50.00     112.70 
H1-C1-H1    33.00     107.80 
H1-C1-C2    37.43     110.70 
C2-CS-HC    37.43     110.70 
C2-CS-CT    50.00     112.70 
HC-C2-HC    33.00     107.80 
HC-C2-CS    37.43     110.70 
CS-CT-HC    37.43     110.70 
HC-CS-HC    33.00     107.80 
HC-CS-CT    37.43     110.70 
HC-CT-HC    33.00     107.80 
C2-C1-C2    50.00     112.70 
HW-OW-HW    100.      104.52 
HW-HW-OW    0.00      127.74 
C1-C2-C1    50.00     112.70 
CW-NA-CR    69.93     108.00  #the following is EMIM 
nA-cW-hB    34.97     122.00 
nA-cW-cW    69.93     107.10 
nA-cR-nA    69.93     109.80 
nA-cR-hA    34.97     125.10 
nA-c1-h1    37.43     110.70 
nA-c1-c2    50.00     112.70 
cW-nA-c1    69.93     125.60 
cW-cW-hB    33.56     130.90 
cR-nA-c1    69.93     126.40 
c1-c2-hC    37.43     110.70 
h1-c1-h1    33.00     107.80 
h1-c1-c2    37.43     110.70 
hC-c2-hC    33.00     107.80 
c2-c1-c2    50.00     112.70 
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c1-c2-c1    50.00     112.70 
cW-nA-cR    69.93     108.00 
 
NA-CW-CW-HB   2    0.0742      180.00           -4.             SCEE=2.0 SCNB=2.0 
NA-CW-CW-HB   2   -0.2591        0.00           -3.        SCEE=2.0 SCNB=2.0 
NA-CW-CW-HB   2   10.8398      180.00           -2.        SCEE=2.0 SCNB=2.0 
NA-CW-CW-HB   2   -1.8381        0.00            1.        SCEE=2.0 SCNB=2.0 
X-CW-CW-X     2   10.7505      180.000           2.             SCEE=2.0 SCNB=2.0 
NA-CR-NA-CW   2    2.0005      180.000           2.             SCEE=2.0 SCNB=2.0 
NA-CR-NA-C1   2    0.2112      180.00           -4.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-C1   2   -0.7663        0.00           -3.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-C1   2    7.8533      180.00           -2.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-C1   2   -5.3661        0.00            1.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-HN   2    0.2112      180.00           -4.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-HN   2   -0.7663        0.00           -3.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-HN   2    7.8533      180.00           -2.        SCEE=2.0 SCNB=2.0 
NA-CR-NA-HN   2   -5.3661        0.00            1.        SCEE=2.0 SCNB=2.0 
NA-C1-C2-HC   2    0.000         0.000           1.             SCEE=2.0 SCNB=2.0 
HC-C2-C1-NA   2    0.000         0.000           1.             SCEE=2.0 SCNB=2.0 
NA-C1-C2-CS   2    0.000       180.000          -4.             SCEE=2.0 SCNB=2.0 
NA-C1-C2-CS   2   -0.2875        0.000          -3.             SCEE=2.0 SCNB=2.0 
NA-C1-C2-CS   2    0.7562      180.000          -2.             SCEE=2.0 SCNB=2.0 
NA-C1-C2-CS   2   -1.7878        0.000           1.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-CW   2    0.1313      180.00           -4.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-CW   2   -0.3452        0.00           -3.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-CW   2    5.6198      180.00           -2.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-CW   2   -1.3111        0.00            1.        SCEE=2.0 SCNB=2.0 
CW-NA-C1-H1   2    0.0182      180.00           -4.        SCEE=2.0 SCNB=2.0 
CW-NA-C1-H1   2    0.0559        0.00           -3.        SCEE=2.0 SCNB=2.0 
CW-NA-C1-H1   2    0.5815      180.00           -2.        SCEE=2.0 SCNB=2.0 
CW-NA-C1-H1   2   -0.3915        0.00            1.        SCEE=2.0 SCNB=2.0 
CW-NA-C1-C2   2    0.1898        0.000          -3.             SCEE=2.0 SCNB=2.0 
CW-NA-C1-C2   2    1.4594      180.000          -2.             SCEE=2.0 SCNB=2.0 
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CW-NA-C1-C2   2   -1.7098        0.000           1.        SCEE=2.0 SCNB=2.0 
CW-CW-NA-CR   2    2.1989      180.000           2.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-CW   2    0.3900      180.00           -4.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-CW   2   -1.2673        0.00           -3.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-CW   2    4.7380      180.00           -2.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-CW   2   -8.0919        0.00            1.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-CW   2    0.3900      180.00           -4.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-CW   2   -1.2673        0.00           -3.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-CW   2    4.7380      180.00           -2.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-CW   2   -8.0919        0.00            1.        SCEE=2.0 SCNB=2.0 
CR-NA-CW-HB   2    0.2138      180.00           -4.        SCEE=2.0 SCNB=2.0 
CR-NA-CW-HB   2   -0.5594        0.00           -3.        SCEE=2.0 SCNB=2.0 
CR-NA-CW-HB   2    3.5862      180.00           -2.        SCEE=2.0 SCNB=2.0 
CR-NA-CW-HB   2   -2.4283        0.00            1.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-HB   2    0.0043      180.00           -4.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-HB   2   -0.0159        0.00           -3.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-HB   2    4.2007      180.00           -2.        SCEE=2.0 SCNB=2.0 
C1-NA-CW-HB   2    0.1526        0.00            1.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-HB   2    0.0043      180.00           -4.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-HB   2   -0.0159        0.00           -3.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-HB   2    4.2007      180.00           -2.        SCEE=2.0 SCNB=2.0 
HN-NA-CW-HB   2    0.1526        0.00            1.        SCEE=2.0 SCNB=2.0 
HB-CW-CW-HB   2   -0.0001        0.00           -3.        SCEE=2.0 SCNB=2.0 
HB-CW-CW-HB   2   10.1703      180.00           -2.        SCEE=2.0 SCNB=2.0 
HB-CW-CW-HB   2   -0.0983        0.00            1.        SCEE=2.0 SCNB=2.0 
CR-NA-C1-H1   2   -0.0033      180.00           -4.        SCEE=2.0 SCNB=2.0 
CR-NA-C1-H1   2   -0.0202        0.00           -3.        SCEE=2.0 SCNB=2.0 
CR-NA-C1-H1   2   -0.5916      180.00           -2.        SCEE=2.0 SCNB=2.0 
CR-NA-C1-H1   2    0.1167        0.00            1.        SCEE=2.0 SCNB=2.0 
C1-C2-CS-HC   2    0.3659        0.000           3.          SCEE=2.0 SCNB=2.0 
C1-C2-CS-CT   2    0.2789        0.000          -3.          SCEE=2.0 SCNB=2.0 
C1-C2-CS-CT   2   -0.1570      180.000          -2.          SCEE=2.0 SCNB=2.0 
C1-C2-CS-CT   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
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H1-C1-C2-HC   2    0.3181        0.000           3.          SCEE=2.0 SCNB=2.0 
H1-C1-C2-CS   2    0.3659        0.000           3.          SCEE=2.0 SCNB=2.0 
C2-CS-CT-HC   2    0.3181        0.000           3.          SCEE=2.0 SCNB=2.0 
HC-C2-CS-HC   2    0.3181        0.000           3.        SCEE=2.0 SCNB=2.0 
HC-C2-CS-CT   2    0.3659        0.000           3.         SCEE=2.0 SCNB=2.0 
HC-CS-CT-HC   2    0.3181        0.000           3.         SCEE=2.0 SCNB=2.0 
C2-C1-C2-HC   2    0.3659        0.000           3.         SCEE=2.0 SCNB=2.0 
C2-C1-C2-CS   2    0.2789        0.000          -3.         SCEE=2.0 SCNB=2.0 
C2-C1-C2-CS   2   -0.1570      180.000          -2.         SCEE=2.0 SCNB=2.0 
C2-C1-C2-CS   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-C1   2    0.0005      180.000          -4.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-C1   2   -0.0018        0.000          -3.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-C1   2    4.6424      180.000          -2.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-C1   2   -0.0062        0.000           1.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-HN   2    0.0005      180.000          -4.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-HN   2   -0.0018        0.000          -3.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-HN   2    4.6424      180.000          -2.        SCEE=2.0 SCNB=2.0 
HA-CR-NA-HN   2   -0.0062        0.000           1.        SCEE=2.0 SCNB=2.0 
X-NA-X-X      2    2.0005      180.000           2.             SCEE=2.0 SCNB=2.0 
X-X-NA-X      2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
C2-C1-C2-C1   2    0.2789        0.000          -3.          SCEE=2.0 SCNB=2.0 
C2-C1-C2-C1   2   -0.1570      180.000          -2.          SCEE=2.0 SCNB=2.0 
C2-C1-C2-C1   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
H1-C1-C2-C1   2    0.3659        0.000           3.         SCEE=2.0 SCNB=2.0 
C1-C2-C1-NA   2    0.000       180.000          -4.             SCEE=2.0 SCNB=2.0 
C1-C2-C1-NA   2   -0.2875        0.000          -3.             SCEE=2.0 SCNB=2.0 
C1-C2-C1-NA   2    0.7562      180.000          -2.             SCEE=2.0 SCNB=2.0 
C1-C2-C1-NA   2   -1.7878        0.000           1.        SCEE=2.0 SCNB=2.0 
C1-C2-C1-C2   2    0.2789        0.000          -3.          SCEE=2.0 SCNB=2.0 
C1-C2-C1-C2   2   -0.1570      180.000          -2.          SCEE=2.0 SCNB=2.0 
C1-C2-C1-C2   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
C2-C1-NA-CR   2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
CR-NA-C1-C2   2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0  
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#the following is EMIM 
nA-cW-cW-hB   2    0.0742      180.00           -4.           SCEE=2.0 SCNB=2.0 
nA-cW-cW-hB   2   -0.2591        0.00           -3.        SCEE=2.0 SCNB=2.0 
nA-cW-cW-hB   2   10.8398      180.00           -2.        SCEE=2.0 SCNB=2.0 
nA-cW-cW-hB   2   -1.8381        0.00            1.        SCEE=2.0 SCNB=2.0 
X-cW-cW-X     2   10.7505      180.000           2.             SCEE=2.0 SCNB=2.0 
nA-cR-nA-cW   2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
nA-cR-nA-c1   2    0.2112      180.00           -4.        SCEE=2.0 SCNB=2.0 
nA-cR-nA-c1   2   -0.7663        0.00           -3.        SCEE=2.0 SCNB=2.0 
nA-cR-nA-c1   2    7.8533      180.00           -2.        SCEE=2.0 SCNB=2.0 
nA-cR-nA-c1   2   -5.3661        0.00            1.        SCEE=2.0 SCNB=2.0 
nA-c1-c2-hC   2    0.000         0.000           1.         SCEE=2.0 SCNB=2.0 
hC-c2-c1-nA   2    0.000         0.000           1.             SCEE=2.0 SCNB=2.0 
hA-cR-nA-cW   2    0.1313      180.00           -4.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-cW   2   -0.3452        0.00           -3.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-cW   2    5.6198      180.00           -2.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-cW   2   -1.3111        0.00            1.        SCEE=2.0 SCNB=2.0 
cW-nA-c1-h1   2    0.0182      180.00           -4.        SCEE=2.0 SCNB=2.0 
cW-nA-c1-h1   2    0.0559        0.00           -3.        SCEE=2.0 SCNB=2.0 
cW-nA-c1-h1   2    0.5815      180.00           -2.        SCEE=2.0 SCNB=2.0 
cW-nA-c1-h1   2   -0.3915        0.00            1.        SCEE=2.0 SCNB=2.0 
cW-nA-c1-c2   2    0.1898        0.000          -3.             SCEE=2.0 SCNB=2.0 
cW-nA-c1-c2   2    1.4594      180.000          -2.             SCEE=2.0 SCNB=2.0 
cW-nA-c1-c2   2   -1.7098        0.000           1.        SCEE=2.0 SCNB=2.0 
cW-cW-nA-cR   2    2.1989      180.000           2.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-cW   2    0.3900      180.00           -4.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-cW   2   -1.2673        0.00           -3.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-cW   2    4.7380      180.00           -2.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-cW   2   -8.0919        0.00            1.        SCEE=2.0 SCNB=2.0 
cR-nA-cW-hB   2    0.2138      180.00           -4.        SCEE=2.0 SCNB=2.0 
cR-nA-cW-hB   2   -0.5594        0.00           -3.        SCEE=2.0 SCNB=2.0 
cR-nA-cW-hB   2    3.5862      180.00           -2.        SCEE=2.0 SCNB=2.0 
cR-nA-cW-hB   2   -2.4283        0.00            1.        SCEE=2.0 SCNB=2.0 
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c1-nA-cW-hB   2    0.0043      180.00           -4.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-hB   2   -0.0159        0.00           -3.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-hB   2    4.2007      180.00           -2.        SCEE=2.0 SCNB=2.0 
c1-nA-cW-hB   2    0.1526        0.00            1.        SCEE=2.0 SCNB=2.0 
hB-cW-cW-hB   2   -0.0001        0.00           -3.        SCEE=2.0 SCNB=2.0 
hB-cW-cW-hB   2   10.1703      180.00           -2.        SCEE=2.0 SCNB=2.0 
hB-cW-cW-hB   2   -0.0983        0.00            1.        SCEE=2.0 SCNB=2.0 
cR-nA-c1-h1   2   -0.0033      180.00           -4.        SCEE=2.0 SCNB=2.0 
cR-nA-c1-h1   2   -0.0202        0.00           -3.        SCEE=2.0 SCNB=2.0 
cR-nA-c1-h1   2   -0.5916      180.00           -2.        SCEE=2.0 SCNB=2.0 
cR-nA-c1-h1   2    0.1167        0.00            1.        SCEE=2.0 SCNB=2.0 
h1-c1-c2-hC   2    0.3181        0.000           3.          SCEE=2.0 SCNB=2.0 
c2-c1-c2-hC   2    0.3659        0.000           3.         SCEE=2.0 SCNB=2.0 
hA-cR-nA-c1   2    0.0005      180.000          -4.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-c1   2   -0.0018        0.000          -3.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-c1   2    4.6424      180.000          -2.        SCEE=2.0 SCNB=2.0 
hA-cR-nA-c1   2   -0.0062        0.000           1.        SCEE=2.0 SCNB=2.0 
X-nA-X-X      2    2.0005      180.000           2.             SCEE=2.0 SCNB=2.0 
X-X-nA-X      2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
c2-c1-c2-c1   2    0.2789        0.000          -3.          SCEE=2.0 SCNB=2.0 
c2-c1-c2-c1   2   -0.1570      180.000          -2.          SCEE=2.0 SCNB=2.0 
c2-c1-c2-c1   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
h1-c1-c2-c1   2    0.3659        0.000           3.         SCEE=2.0 SCNB=2.0 
c1-c2-c1-nA   2    0.000       180.000          -4.             SCEE=2.0 SCNB=2.0 
c1-c2-c1-nA   2   -0.2875        0.000          -3.             SCEE=2.0 SCNB=2.0 
c1-c2-c1-nA   2    0.7562      180.000          -2.             SCEE=2.0 SCNB=2.0 
c1-c2-c1-nA   2   -1.7878        0.000           1.        SCEE=2.0 SCNB=2.0 
c1-c2-c1-c2   2    0.2789        0.000          -3.          SCEE=2.0 SCNB=2.0 
c1-c2-c1-c2   2   -0.1570      180.000          -2.          SCEE=2.0 SCNB=2.0 
c1-c2-c1-c2   2    1.7400        0.000           1.        SCEE=2.0 SCNB=2.0 
c2-c1-nA-cR   2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
cR-nA-c1-c2   2    2.0005      180.000           2.         SCEE=2.0 SCNB=2.0 
 
 168  
C1-CR-NA-CW        14.726          175.3         2.0     # VIM      
CW-HB-CW-NA         6.967          179.9         2.0     # VIM      
HA-NA-CR-NA         8.083          180.8         2.0     # VIM 
HN-CR-NA-CW         6.179          178.3         2.0     # VIM 
c1-cR-nA-cW         8.960          181.3         2.0     # EMIM      
cW-hB-cW-nA         6.863          180.4         2.0     # EMIM      
hA-nA-cR-nA        20.530          182.1         2.0     # EMIM 
 
  hw  ow  0000.     0000.                                4.  flag for fast water 
 
 
 
MOD4      RE 
 NA          1.8240   0.1700  
 CW          1.9924   0.07    
 HB          0.8485   0.0348  
 HA          0.9196   0.0211  
 C1          1.9643   0.0660  
 H1          0.8850   0.0285  
 C2          1.9643   0.0660  
 HC          0.8850   0.0285  
 CS          1.9643   0.0660  
 CT          1.9643   0.0660  
 CR          1.9924   0.07    
 HW          0.0000   0.0000   
 OW          1.7683   0.1520  
 CL       2.0251   0.1482 
 cl          2.0251   0.1482 
 HN          0.0000   0.0000           #opls_562 imidazole  
 nA          1.8240   0.1700           #following is EMIM 
 cW          1.9924   0.07    
 hB          0.8485   0.0348  
 hA          0.9196   0.0211  
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 c1          1.9643   0.0660  
 h1          0.8850   0.0285  
 c2          1.9643   0.0660  
 hC          0.8850   0.0285  
 cR          1.9924   0.07   
  
END 
 
 
