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Introduction ge´ne´rale
1 Pre´sentation du the`me de Recherche
Les syste`mes dynamiques distribue´s sont rencontre´s dans de nombreux proble`mes scienti-
fiques et d’inge´nieries. On s’inte´resse a` une classe de syste`mes re´gis par des e´quations aux
de´rive´es partielles line´aires et dans lesquels les observations et les controˆles sont distri-
bue´s et en grand nombre. Les applications vise´es concernent principalement les matrices
de microsyste`mes et les syste`mes intelligents distribue´s. Dans de telles applications, la
re´alisation de controˆleurs optimaux semble impossible si leur calcul est effectue´ sur des
architectures de calculateurs centralise´s. Cela re´sulte des limitations d’une part en trans-
mission d’information et d’autre part en puissance de calcul. On envisage d’utiliser des
architectures de calculateurs semi-de´centralise´s, c’est-a`-dire de matrices de calculateurs
tre`s e´le´mentaires interconnecte´s seulement entre voisins.
La conception de controˆleurs semi-de´centralise´s (c’est-a`-dire controˆleurs qui se preˆtent
a` eˆtre implante´s sur des architectures semi-de´centralise´es) a suscite´ l’attention de nom-
breux chercheurs. Cet inte´reˆt s’est ensuite renforce´ depuis la progression technologique
dans le domaine des matrices de Syste`mes Micro-Electro-Me´caniques (MEMS). En effet,
la fabrication de grande matrices de dispositifs micro-me´caniques avec des capteurs et des
actionneurs incluant l’inte´gration de controˆle distribue´, est devenue a` la fois re´alisable et
prometteuse d’un point de vue e´conomique. On cite les exemples des matrices de micro-
cantilevers (voir Figure 1) et de micro-miroirs (voir Figure 2). A l’e´chelle macroscopique,
on se re´fe`re par exemple a` la paroi a` impe´dance active [19] et [26] (voir Figure 3).
Le proble`me que l’on rencontre est que les ope´rateurs du controˆle optimal sont par
nature tre`s non-locaux et donc ne se preˆtent pas a` eˆtre implante´s dans des architectures
semi-de´centralise´es. Les travaux pre´sente´s dans cette the`se portent sur deux me´thodes
s’inscrivant dans le cadre des approximations d’ope´rateurs line´aires, solutions d’e´quations
aux de´rive´es partielles ope´ratorielles line´aire et non-line´aire. Ces approximations per-
mettent d’envisager l’implantation en temps re´el de tels ope´rateurs sur des calculateurs
ayant une architecture semi-de´centralise´e.
La premie`re me´thode concerne le calcul du controˆle optimal pour des syste`mes distri-
bue´s line´aires. Sa construction repose sur le calcul fonctionnel des ope´rateurs auto-adjoints
et sur la formule de repre´sentation de Dunford-Schwartz. La deuxie`me me´thode est formu-
le´e dans le cadre dit des re´alisations diffusives, pour laquelle on propose deux approches
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pour la re´solution d’e´quations aux de´rive´es partielles ope´rationnelles line´aires dans des
domaines borne´s mono-dimensionnels.
Pour les premie`re et deuxie`me me´thodes, des approches nume´riques sont pre´sente´es et
analyse´es dans le cadre d’applications a` la the´orie du controˆle.
Mes travaux sont utilise´s au sein de l’Institut FEMTO-ST dans le cadre de la re´ali-
sation d’un logiciel d’aide a` la conception de matrices de microsyste`mes ge´ne´raux. Les
deux me´thodes de´veloppe´es dans cette the`se sont applicables a` la re´alisation de la partie
”controˆle” du logiciel. Une the`se a e´te´ engage´e a` l’Institut FEMTO-ST afin de de´velop-
per la premie`re the´orie pour la re´alisation d’un organe de commande d’une matrice de
microscopes a` forces atomiques avec la perspective d’utiliser une approximation par un
circuit e´lectronique digital ou analogique. Enfin, un stage a e´te´ propose´ pour mettre en
place l’imple´mentation de la re´alisation diffusive dans un FPGA.
(a) Millipede de cantilevers (b) Re´seau de cantilevers (c) Cellule de cantilever
Fig. 1 – Vues du millipede utilise´ pour le stockage d’informations (IBM, Zu¨rich-CH)
(a) Puce DMD avec vue de son re´seau de
micromiroirs
(b) Cellule de micromiroir
Fig. 2 – Vues d’un re´seau de micro-miroirs. Technologie DLP de projection nume´rique
capable de restituer une image fide`le (Texas Instruments, USA)
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Fig. 3 – Peau active distribue´ et architecture des cellules e´le´mentaires (FEMTO-ST
Besanc¸on-FR)
2 Contributions principales
Ce manuscrit comporte deux parties et deux annexes. On y pre´sente chacune des deux
me´thodes d’approximation d’ope´rateurs line´aires mentionne´es pre´ce´demment. En annexes,
on trouve les bibliographies concernant l’inversion nume´rique de la transforme´e de Laplace,
ainsi que quelques approches sur la conception de controˆleurs semi-de´centralise´s.
Premie`re Partie : Approximation par fonctions d’ope´rateurs
Chapitre 1 Ce chapitre contribue a` l’e´tude de controˆleur semi-de´centralise´, associe´ a`
des syste`mes distribue´s de grande taille. Diverses techniques ont e´te´ e´tablies, nous ne les
exposerons pas ici. Cependant, nous citons de re´centes approches davantage adapte´es aux
syste`mes distribue´s, telles que [4], [24] et [48], ainsi que d’autres e´tudes accompagne´es de
leur bibliographie. Ce travail s’appuie sur la conception en temps re´el de la loi de controˆle
pour les matrices de microsyste`mes. Parmi elles, nous citons l’exemple des matrices de
microscopes a` force atomique. Pour cette application spe´cifique, nous proposons le mode`le
re´cent de´crit dans [53]. De tels syste`mes sont re´gis par des e´quations aux de´rive´es par-
tielles. Ils sont compose´s d’une distribution pe´riodique de microsyste`mes interconnecte´s,
eux-meˆmes constitue´s d’une partie me´canique de structure, de capteurs et d’actionneurs
enrichis d’une capacite´ de traitement.
Nous distinguons trois architectures distinctes de processeurs distribue´s. Une architec-
ture entie`rement de´centralise´e est compose´e de processeurs qui ne sont pas relie´s entre eux.
Pour une architecture semi-de´centralise´e, les processeurs sont relie´s a` leurs voisins. Enfin,
pour une architecture centralise´e, ils sont entie`rement interconnecte´s. Par abus de lan-
gage, on utilisera dore´navant l’expression approximation semi-de´centralise´e pour traduire
la compatibilite´ avec une architecture semi-de´centralise´e.
Les papiers [73] et [4] pre´sentent une ide´e originale d’un sche´ma d’approximation pour
les lois de controˆle optimal habituelles (LQR, H2 et H∞), qui peuvent eˆtre utilise´es pour
xiii
Introduction ge´ne´rale
une architecture semi-de´centralise´e. Le sche´ma s’applique a` des syste`mes distribue´s, li-
ne´aires et invariants en espace. Ils peuvent eˆtre continus ou discrets, pe´riodiques ou infinis
en espace. Les syste`mes invariants en espace sont conside´rablement simplifie´s par l’appli-
cation de la transforme´e de Fourier spatiale. Cette dernie`re est applique´e aux e´quations
ope´ratorielles de Riccati. Ainsi, elles sont transforme´es en un nombre infini d’e´quations
alge´briques de Riccati pouvant eˆtre re´solues de manie`re exacte. Puis, l’ope´rateur de Ric-
cati, solution de l’e´quation ope´ratorielle de Riccati, est e´crit sous la forme d’un ope´rateur
noyau. On montre que ce dernier est exponentiellement de´croissant en espace, de sorte
que l’approximation semi-de´centralise´e de cet ope´rateur peut eˆtre obtenue par troncature
du noyau.
Dans [42] et [43], une autre me´thode est pre´sente´e a` l’aide d’un exemple publie´ dans
”Smart Materials and Structures”. Il s’agit de la me´thode LQR applique´e au proble`me
de controˆle de vibration d’une plaque mince avec une distribution discre`te de capteurs et
d’actionneurs pie´zo-e´lectriques. La loi de controˆle est synthe´tise´e en un syste`me homoge´-
ne´ise´, re´ve´lant une distribution continue de capteurs et d’actionneurs. Son application au
syste`me re´el est effectue´e a` l’aide d’une discre´tisation. Le proble`me LQR est formule´ dans
le cadre de [22] pour un controˆle de syste`mes en dimension infinie avec des ope´rateurs
de controˆle et d’observation borne´s. De manie`re analogue a` [4], l’e´quation ope´ratorielle
de Riccati du syste`me homoge´ne´ise´ est transforme´e en un nombre infini d’e´quations alge´-
briques de solution p (λ), matrice e´valuant la fonction parame´tre´e par λ. On note que λ
appartient au voisinage de ze´ro. Cela est re´alise´ par une de´composition spectrale au profit
de la transforme´e de Fourier, apre`s avoir introduit les espaces de controˆle et d’observation
de sorte que tous les coefficients dans l’e´quation de Riccati ainsi que sa solution, soient
fonctions d’un meˆme ope´rateur Λ. L’ope´rateur de Riccati, solution de l’e´quation ope´ra-
torielle de Riccati, est montre´ comme e´tant e´gal a` la fonction p (Λ). En conse´quence et
a` partir de l’e´quation alge´brique, p (λ) est approche´e par sa se´rie de Taylor au voisinage
de ze´ro. L’approximation re´sultante traduit directement l’approximation de l’ope´rateur
de Riccati. Il s’agit d’une alternative a` la troncature du noyau pre´sente´e dans l’article [4]
mais elle se limite aux ope´rateurs Λ ayant un spectre concentre´ dans un petit intervalle.
Cet article inclut e´galement des validations nume´riques de la strate´gie de´veloppe´e.
Ce chapitre provient de [43] et apporte un certain nombre de contributions. Il est
formule´ pour un cadre ge´ne´ral de controˆle pour des syste`mes en dimension infinie au
lieu d’une application spe´cifique. Il est de´veloppe´ tant pour des ope´rateurs de controˆle et
d’observation borne´s (cf [22]), que pour le cadre des ope´rateurs de controˆle non borne´s
(cf [5]). Dans les deux cas, controˆle et observation doivent eˆtre re´partis sur la totalite´ du
domaine. En principe, cette strate´gie s’applique pour des domaines borne´s ou non borne´s
aussi bien que pour des syste`mes discrets ou continus inde´pendamment de l’invariance des
coefficients. Cependant, nous avons volontairement restreint la me´thode d’approximation
aux syste`mes re´gis par des e´quations aux de´rive´es partielles de´finies dans des domaines
borne´s.
De plus, l’obtention de l’e´quation alge´brique de Riccati est base´e sur un calcul fonction-
nel rigoureux. Nous avons choisi d’utiliser la the´orie spectrale d’ope´rateurs auto-adjoints
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ayant un spectre re´el, compacts ou non compacts, de manie`re a` pouvoir utiliser des do-
maines borne´s ou non borne´s. Le calcul fonctionnel est adapte´ a` des matrices d’ope´rateurs
figurant par exemple dans l’e´quation ope´ratorielle de Riccati, associe´es aux proble`mes de
second ordre comme les e´quations d’onde ou de plaque. On pre´sentera ensuite une me´-
thode globale permettant a` tous les coefficients de l’e´quation ope´ratorielle de Riccati d’eˆtre
fonctions d’un seul ope´rateur.
Enfin, on constate que les sche´mas propose´s dans [43] et [4] pour des approxima-
tions semi-de´centralise´es, sont applicables uniquement dans des cas particuliers, voir les
Remarques 8 et 9. C’est pourquoi nous pre´sentons un troisie`me sche´ma dont le degre´
de semi-de´centralisation est constant, et qui s’applique e´galement pour le cas d’un large
spectre. Il est base´ sur la formule de repre´sentation de Dunford-Schwartz. Pour l’appli-
quer, p (λ) doit eˆtre approche´e au voisinage d’un spectre dans C. De plus, nous pouvons
conside´rer plusieurs strate´gies et nous choisissons d’e´tablir la nature de l’approximation
en fonction du comportement asymptotique de p (λ) au voisinage de 0. Ainsi, nous uti-
liserons soit une approximation polynoˆmiale, soit une approximation rationnelle de p (λ)
au voisinage du spectre dans R. Ces approximations peuvent eˆtre trivialement prolonge´es
dans C.
Chapitre 2 Dans ce chapitre on applique la the´orie de´taille´e dans le chapitre pre´ce´dent.
La the´orie ge´ne´rale est applique´e a` six exemples distincts, des re´sultats nume´riques y e´tant
e´galement pre´sente´s. On a traite´ diffe´rents cas ou` l’ope´rateur d’entre´e est borne´, ou pas.
Puis, nous avons e´tudie´ la situation ou` les ope´rateurs de controˆle et d’observation sont
fonctions de l’ope´rateur Λ, ou pas. On s’est e´galement inte´resse´s a` des proble`mes de type
multi-e´chelles avec des controˆles conside´re´s a` l’e´chelle micro. Enfin, on a applique´ notre
the´orie au cadre LQG. Apre`s avoir applique´ la the´orie aux exemples, nous avons cherche´
a` approcher l’ope´rateur controˆleur.
Deuxie`me Partie : Formulation par Re´alisation Diffusive
Chapitre 3 Soit un ope´rateur u 7→ z = Pu, solution d’une e´quation aux de´rive´es partielles
line´aires ope´ratorielles dans un domaine mono-dimensionnel. Un exemple, de´taille´ dans
ce chapitre, est la solution P de l’e´quation de Lyapunov, issue de la the´orie du controˆle
optimal pour l’e´quation de la chaleur. Une version simplifie´e s’e´crit
d2
dx2
Pu+ P
d2
dx2
u = Qu pour tout u ∈ H10 (0, 1),
avec Q un ope´rateur donne´. La me´thode que nous proposons est a` la fois rapide et fa-
cile a` imple´menter pour des architectures semi-de´centralise´es. Sa formulation utilise une
technique inte´ressante et applicable a` une re´alisation d’ope´rateur causal, largement de´ve-
loppe´e dans le cadre d’ope´rateurs en temps. L’un des avantages connus de cette approche
est son faible couˆt en temps de calcul, voir les papiers de G. Montseny et al. [55], [69], [51],
[12] et de D. Matignon et al. [40], [39], [65] pour les repre´sentations d’ope´rateurs pseudo-
diffe´rentiels varie´s et leur approximation. Les travaux de C. Lubich et al. [63], [62], [58],
[21], [76], [59] reprennent la meˆme ide´e applique´e a` des ope´rateurs de convolution et de´ve-
loppent des me´thodes nume´riques optimise´es. Re´cemment, C. Casenave et E. Montseny
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ont montre´ dans [17] comment cette approche implique la stabilite´ des sche´mas pour des
e´quations inte´gro-diffe´rentielles. G. Montseny a e´galement publie´ une monographie [70]
sur le sujet. Il y introduit la notion de re´alisation diffusive et l’applique a` de nombreux
champs. Tout au long de ce chapitre, on adoptera la meˆme terminologie. Jusqu’a` pre´sent,
une grande partie des e´tudes sur la re´alisation diffusive a e´te´ consacre´e a` des proble`mes
mono-dimensionnels. On souligne le fait que cette the´orie peut eˆtre applique´e en dimension
quelconque. Un exemple est traite´ dans [70], il est formule´ pour un espace de dimension
supe´rieure a` un et applique´ au traitement d’image. On en conclut que la the´orie pre´sente´e
dans ce chapitre peut eˆtre e´tendue a` des ope´rateurs solutions d’e´quations aux de´rive´es
partielles ope´ratorielles pose´es dans des domaines multi-dimensionnels.
La plus grande partie des travaux lie´s a` la repre´sentation diffusive traitent d’ope´rateurs
formellement connus. Une des particularite´s de ce chapitre consiste a` conside´rer des ope´-
rateurs solution d’une e´quation ope´ratorielle, ils ne sont donc pas explicitement connus.
On conside`re la de´composition de la re´alisation d’un ope´rateur, a` noyau,
z = Pu(x) =
∫ 1
0
p(x, y)u(y) dy,
et la de´composition z = z+ + z− en parties causale et anti-causale,
z+ =
∫ x
0
p(x, y)u(y) dy et z− =
∫ 1
x
p(x, y)u(y) dy.
La re´alisation diffusive de P est divise´e en deux parties
z+(x) =
∫
µ+(x, ξ)ψ+(x, ξ) dξ et z−(x) =
∫
µ−(x, ξ)ψ−(x, ξ) dξ, (1)
ou` ψ+ et ψ− de´pendent de l’historique de la donne´e d’entre´e u. Elles sont solution d’e´qua-
tions diffe´rentielles ordinaires directe et re´trograde en x,
∂xψ
+(x, ξ) + θ+(ξ)ψ+(x, ξ) = u(x) avec ψ+(0, ξ) = 0, (2)
et ∂xψ
−(x, ξ)− θ−(ξ)ψ−(x, ξ) = u(x) avec ψ−(1, ξ) = 0, (3)
ou` ξ est un parame`tre re´el. On remarque qu’elles sont inde´pendantes de P . A l’inverse,
les coefficients µ+ et µ−, appele´s symboles θ-diffusifs, de´pendent de P mais pas de u. Les
fonctions ξ 7→ θ+(ξ) et θ−(ξ) parame´trisent deux chemins ferme´s dans le plan complexe.
Deux me´thodes diffe´rentes d’obtention de µ+ et µ− sont e´tudie´es dans ce chapitre, suivant
le choix de θ±. Pour les distinguer, on parlera de me´thode du symbole diffusif complexe
et de me´thode du symbole diffusif re´el. On construit les symboles diffusifs par e´tapes. Les
fonctions
y 7→ p+(x, x− y) et y 7→ p−(x, x+ y) (4)
sont prolonge´es analytiquement a` R+, ainsi leur transforme´e de Laplace P+ et P− est
bien-de´finie. On suppose que P+ et P− admettent des prolongements holomorphes de C+
au domaine entier borne´ a` gauche par −θ±, tendant vers 0 a` l’infini. Apre`s application du
lemme de Jordan et du the´ore`me de Cauchy, les inte´grales suivant −θ± sont conside´re´s au
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sens de la trace droite de distributions afin de prendre en compte d’e´ventuelles singularite´s
de P± en −θ±.
Dans le cas des symboles diffusifs re´els, ξ 7→ µ+ (., ξ) et ξ 7→ µ− (., ξ) peuvent eˆtre
de´finis de manie`re e´quivalente comme l’image par la transforme´e de Laplace inverse du
prolongement analytique de y 7→ p+ (x, x− y) et de y 7→ p− (x, x+ y). Dans ce cas, les
chemins θ+ et θ− sont des courbes ferme´es de´ge´ne´re´es en le demi-axe R+.
Dans ce chapitre, on obtient les e´quations satisfaites par µ+ et µ− a` partir de celles
de p+ et de p− pour le cas complexe comme pour le cas re´el. Nous limitons notre e´tude a`
des situations ou` les parties causale et anti-causale du noyau, p+ et p−, sont solution de
proble`mes aux limites de´couple´s. C’est pre´cise´ment le cas pour notre exemple de l’e´quation
de Lyapunov, voir l’e´quation (3.32).
Pour de´terminer l’e´quation satisfaite par les symboles diffusifs re´els, on utilise une
de´composition en termes re´guliers et en termes singuliers dans des calculs effectue´s analy-
tiquement. Pour le cas complexe, on e´tablit un crite`re pour localiser les singularite´s de P+
et P−, ce qui aide a` choisir le contour. Puis, on introduit les formulations variationnelles
des e´quations de µ+ et µ− qu’on approche graˆce a` une base convenablement choisie. Ainsi,
il n’est pas ne´cessaire de calculer les approximations pN+ et pN−.
Une fois les symboles diffusifs obtenus, on s’inte´resse a` l’approximation nume´rique des
inte´grales dans (1). La re´alisation diffusive z(x) = z+(x)+ z−(x) e´tant e´value´e aux points
(xn)n=0,..,N ∈ (0, 1), les valeurs correspondantes z(xn) sont e´value´es par la formule de
quadrature
zn =
∑
k
µ+n,kψ
+
n,k + µ
−
n,kψ
−
n,k, (5)
avec µn,k des valeurs discre`tes de µ aux points xn et ξk, et ψn,k une approximation dis-
cre`te de ψ en xn et ξk. Une telle formule de quadrature est similaire a` celle utilise´e pour
la transformation de Laplace inverse. Cette me´thode a e´te´ largement e´tudie´e dans la litte´-
rature. Dans ce chapitre, on choisit la formule de trape`ze comme formule de quadrature.
Ses parame`tres ont e´te´ optimise´s pour trois diffe´rentes classes de contours (parabolique,
hyperbolique et cotangent). Le dernier, e´galement appele´ contour de Talbot, a e´te´ e´tudie´
par A. Talbot dans [84], publie´ en 1979 et re´cemment revisite´ par L.N.Trefethen et J.A.C.
Weideman dans [86]. Des contours paraboliques ont e´te´ examine´s par I.P. Gavrilyuk et
V.L. Makarov dans [31]. Le cas de contours hyperboliques, un choix particulie`rement at-
tractif pour des ge´ne´ralisations a` des ope´rateurs sectoriels, a e´te´ traite´ par divers auteurs,
voir [58], [60], [66] et [79]. Notre calcul a e´te´ base´ sur ces contours optimise´s et des formules
de quadrature que nous de´taillerons par la suite.
Comme il a e´te´ dit, un autre inte´reˆt de la me´thode de re´alisation diffusive, applique´e
a` des ope´rateurs distribue´s en espace, est qu’elle est imple´mentable (en vue de calculs en
temps re´el) sur des architectures semi-de´centralise´es a` faible granularite´. On conside`re que
les donne´es dans l’algorithme pre´ce´dent sont alloue´es a` N + 1 processeurs associe´s aux
points de discre´tisation (xn)n=0,..,N . On dira qu’un calcul est adapte´ a` une architecture
semi-de´centralise´e, si les communications n’impliquent que des voisins proches. Ainsi, un
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algorithme est conside´re´ comme adapte´ a` une telle architecture si les ope´rations font
intervenir des fonctions calcule´es en xn et seulement en ses voisins xn−1 et xn+1. Pour un
calcul en temps re´el, on conside`re que les symboles diffusifs sont calcule´s une fois pour
toute. Seul le calcul de ψ+n,k et de ψ
−
n,k, puis de zn par (5), doit eˆtre re´alise´ a` chaque pas de
temps. La sommation (5) est clairement une ope´ration locale (en espace), et la re´solution
des proble`mes de Cauchy (2-3) requiert des ope´rations entre nœuds voisins uniquement.
En effet, en conside´rant les relations de re´currences directe et re´trograde associe´es a` une
me´thode de discre´tisation que l’on e´tablira par la suite,
ψ+n+1,k = ψ
+
n,ke
−θ+(ζk)(xn+1−xn) +
e−θ
+(ζk)(xn+1−xn) − 1
−θ+(ζk) u(xn), avec ψ
+
0,k = 0,
et ψ−n,k = ψ
−
n+1,ke
−θ−(ζk)(xn+1−xn) − e
−θ−(ζk)(xn+1−xn) − 1
−θ−(ζk) u(xn), avec ψ
−
1,k = 0,
(6)
l’approximation ψ+n+1,k (resp. ψ
−
n,k) au nœud xn+1 (resp. xn) est calcule´e a` l’aide de l’ap-
proximation ψ+n,k (resp. ψ
−
n+1,k) au nœud pre´ce´dent xn (resp. suivant xn+1) pour tout
k. Suivant le meˆme proce´de´, d’autres relations de re´currences directe et re´trograde ont
e´galement e´te´ e´tablies sous la forme :
ψ+n+1,k = ψ
+
n,ke
−θ+(ζk)(xn+1−xn)
+
(
u(xn)
−θ+(ζk) +
u(xn+1)− u(xn)
θ+(ζk)2 (xn+1 − xn)
)
e−θ
+(ζk)(xn+1−xn)
−
(
u(xn+1)
−θ+(ζk) +
u(xn+1)− u(xn)
θ+(ζk)2 (xn+1 − xn)
)
, avec ψ+0,k = 0,
et ψ−n,k = ψ
−
n+1,ke
−θ−(ζk)(xn+1−xn)
−
(
u(xn+1)
−θ−(ζk) +
u(xn+1)− u(xn)
θ−(ζk)2 (xn+1 − xn)
)
e−θ
−(ζk)(xn+1−xn)
+
(
u(xn)
−θ−(ζk) +
u(xn+1)− u(xn)
θ−(ζk)2 (xn+1 − xn)
)
, avec ψ−N ,k = 0.
(7)
A pre´sent, on met en e´vidence l’avantage de notre approche en comparaison a` d’autres
travaux [4], [49], [54] consacre´s au proble`me des re´alisations, sur des architectures semi-
de´centralise´es, d’ope´rateurs issus du controˆle optimal pour des e´quations aux de´rive´es par-
tielles. De tels ope´rateurs sont solution d’e´quations de Riccati (e´quations non line´aires)
qui ne s’inscrivent pas dans le cadre de ce chapitre. Cependant, les the´ories sont suffi-
samment ge´ne´rales pour eˆtre applique´es a` des e´quations ope´ratorielles line´aires. L’article
[4] du groupe de B. Bamieh traite du cas particulier d’e´quations aux de´rive´es partielles
pose´es dans l’espace Rd avec des controˆles et observations distribue´s sur l’espace tout
entier. L’article [24] traite d’une classe tre`s restreinte de proble`mes aux limites avec des
observations et des controˆles e´galement distribue´s sur tout l’espace. La me´thode utilise´e
dans [54] est applicable a` une classe bien plus large de proble`mes aux limites, pose´s dans
des domaines borne´s et non borne´s, avec la meˆme restriction sur les ope´rateurs de controˆle
et d’observation. Dans le pre´sent travail, le domaine est borne´ et les ope´rateurs ne sont
xviii
2. Contributions principales
pas ne´cessairement distribue´s sur tout le domaine. Les principales limitations sont que les
e´quations ope´ratorielles sont line´aires et pose´es dans des domaines mono-dimensionnels.
De plus, les proble`mes aux limites re´solus par p+ et p− doivent eˆtre de´couple´s. Ces trois hy-
pothe`ses ont e´te´ introduites pour des raisons de simplicite´, mais aucune n’est un obstacle
a` une ge´ne´ralisation plus pousse´e.
Annexe A : Inversion Nume´rique de la Transforme´e de Laplace
On propose dans cette annexe une bibliographie sur diffe´rentes me´thodes nume´riques qui
ont e´te´ mises en place pour traiter le proble`me de l’inversion nume´rique de la transforme´e
de Laplace. L’efficacite´ de la plupart d’entre elles de´pend du bon choix des parame`tres
qui doivent eˆtre re´gle´s de fac¸on expe´rimentale. On pre´sente les quatre approches algo-
rithmiques les plus efficaces pour l’inversion nume´rique de la transforme´e de Laplace.
La premie`re est base´e sur un de´veloppement en se´ries de Fourier. La seconde utilise un
de´veloppement en se´ries suivant les polynoˆmes de Laguerre. La troisie`me est la combinai-
son des fonctionnelles de Gaver. La quatrie`me est fonde´e sur une ide´e de Talbot [84] qui
consiste a` de´former le contour de Bromwich afin de faciliter l’inte´gration nume´rique. Cette
dernie`re approche semble la plus efficace et la plus adapte´e au calcul en temps re´el de la
re´alisation diffusive. De plus, l’imple´mentation de son algorithme peut eˆtre automatise´e.
C’est pourquoi on a privile´gie´ sa pre´sentation.
Annexe B : Conception de Controˆleurs semi-de´centralise´s
Dans cette annexe, on expose une bibliographie portant sur quelques approches concur-
rentes de re´alisation de controˆleurs semi-de´centralise´s.
xix
Introduction ge´ne´rale
xx
Premie`re partie
Approximation par fonctions
d’ope´rateur
xxi

Chapitre 1
Approximation Semi-de´centralise´e
du Controˆle Optimal pour des EDPs
Sommaire
1.1 Position du proble`me . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Enonce´ des re´sultats . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Matrices de fonctions d’un ope´rateur auto-adjoint . . . . . 3
1.2.2 Ope´rateurs de controˆle borne´s . . . . . . . . . . . . . . . . 4
1.2.3 Ope´rateurs de controˆle non borne´s . . . . . . . . . . . . . 10
1.2.4 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 De´monstrations . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Quelques proprie´te´s du calcul fonctionnel . . . . . . . . . . 12
1.3.2 Preuve du The´ore`me 4 . . . . . . . . . . . . . . . . . . . . 15
1.3.3 Preuve du The´ore`me 6 . . . . . . . . . . . . . . . . . . . . 15
1.3.4 Preuve du The´ore`me 10 . . . . . . . . . . . . . . . . . . . . 16
1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1
Chapitre 1. Approximation Semi-de´centralise´e du Controˆle Optimal pour des EDPs
Ce chapitre est organise´ comme suit. Dans la section 1.1, on pre´sente le proble`me d’ap-
proximation semi-de´centralise´e d’un controˆleur LQR. Les re´sultats ge´ne´raux sont e´nonce´s
dans la section 1.2, suivis de leur preuve dans la section 1.3.
1.1 Position du proble`me
Nous conside´rons le proble`me de Re´gulation Quadratique Line´aire LQR (terme issu
de l’anglais Linear Quadratic Regulator) associe´ a` une e´quation d’e´tat distribue´e. Il est
pose´ dans un domaine Ω ⊂ Rd avec une distribution discre`te d’actionneurs dans tout le
domaine. On note h la distance entre les actionneurs, z la variable d’e´tat et uh la variable
de controˆle appartenant a` Uh, un espace de dimension finie muni de la meˆme norme qu’un
espace U de dimension infinie, pour tout h. La formulation abstraite du proble`me LQR
est sous sa forme standard :
∂tz (t) = Ahzh (t) +Bhuh (t) pour t > 0 et zh (0) = z0,
J (z0, u) =
∫ +∞
0
‖Czh‖2Y + (Su, u)U dt,
min
uh∈Uh
J (z0, uh) .
(1.1)
Sous des hypothe`ses classiques, la solution de ce proble`me est
u∗h = −S−1B∗hPhzh,
ou` Ph est solution de l’e´quation ope´ratorielle formelle de Riccati
A∗hPh + PhAh − PhBhS−1B∗hPh + C∗C = 0. (1.2)
Dans ce chapitre, nous proposons une me´thode d’approximation de Ph pouvant eˆtre im-
ple´mente´e sur une architecture semi-de´centralise´e. Tout d’abord, Ph est approche´ par la
solution P de l’e´quation de Riccati associe´e au proble`me LQR pour l’e´quation d’e´tat
avec une distribution continue d’actionneurs obtenue en augmentant mathe´matiquement
le nombre d’actionneurs jusqu’a` l’infini. On e´crit le proble`me asymptotique,{
∂tz (t) = Az (t) +Bu (t) pour t > 0 et z (0) = z0,
min
u∈U
J (z0, u) .
(1.3)
Sa solution est
u∗ = −S−1B∗Pz,
P e´tant la solution de l’e´quation ope´ratorielle de Riccati,
A∗P + PA− PBS−1B∗P + C∗C = 0. (1.4)
Une fois Ph approche´e par P , nous construisons une approximation semi-de´centralise´e de
la re´alisation Pz. Dans ce chapitre, nous focaliserons notre attention sur la construction
de cette approximation.
Dans ce qui suit, on se restreint au cas particulier ou` Ah = A et Ph est une approxi-
mation convergente de P quand h tend vers ze´ro. Ce point ne sera pas traite´ et on se
re´fe´rera aux articles [46], [45], [44] portant sur l’homoge´ne´isation de proble`me de controˆle
optimal et sur l’e´tude ge´ne´rale de l’homoge´ne´isation.
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1.2 Enonce´ des re´sultats
La norme et le produit scalaire d’un espace de Hilbert E sont note´s respectivement ‖.‖E
et (., .)E. Pour un second espace de Hilbert F , L (E,F ) repre´sente l’espace des ope´rateurs
line´aires continus de´finis de E dans F . De plus, L (E,E) sera note´ L (E). On dit que
Φ ∈ L (E,F ) est un isomorphisme de E dans F si Φ est bijective et si son inverse est
continu.
1.2.1 Matrices de fonctions d’un ope´rateur auto-adjoint
La me´thode d’approximation de P est base´e sur le concept de matrices de fonctions
d’un ope´rateur auto-adjoint, on consacre donc cette sous-section a` leur de´finition. Soit Λ
un ope´rateur auto-adjoint sur un espace de Hilbert se´parable X de domaine D (Λ). Nous
de´signons par σ (Λ) son spectre et par Iσ = (σmin, σmax) un intervalle ouvert qui inclut
σ (Λ). Nous rappelons que si Λ est compact alors σ (Λ) est borne´ et constitue´ de valeurs
propres re´elles λk. Elles sont solution du proble`me de valeurs propres Λφk = λkφk ou` φk
est un vecteur propre associe´ a` λk et choisi normalise´ dans X, i.e. tel que ‖φk‖X = 1. Pour
une fonction f donne´e a` valeurs re´elles, continue sur Iσ, f (Λ) est un ope´rateur line´aire
auto-adjoint sur X de´fini par
f (Λ) z =
∞∑
k=1
f (λk) zkφk ou` zk = (z, φk)X ,
de domaine
D (f(Λ)) =
{
z ∈ X
∣∣∣∣ ∞∑
k=1
|f(λk)zk|2 <∞
}
.
Alors, si f est une matrice n1 × n2 de fonctions fij a` valeurs re´elles et continues sur Iσ,
f (Λ) est une matrice d’ope´rateurs line´aires fij (Λ) de domaine
D (f(Λ)) =
{
z ∈ Xn2
∣∣∣∣ ∞∑
k=1
n2∑
j=1
|fij(λk)(zj)k|2 <∞ ∀i = 1...n1
}
.
Dans le cas ge´ne´ral, ou` Λ n’est pas compact et f est toujours une fonction continue,
l’ope´rateur auto-adjoint f (Λ) est alors de´fini sur X par l’inte´grale de Stieltjes
f (Λ) =
∫ +∞
−∞
f(λ)dEλ, (1.5)
et son domaine est
D (f(Λ)) =
{
z ∈ X
∣∣∣∣ ∫ +∞−∞ |f(λ)|2 d||Eλz||2X <∞
}
,
ou` Eλ de´signe la famille spectrale associe´e a` Λ, voir [25]. Si f est une matrice, f (Λ) est
une matrice d’ope´rateurs line´aires de´finie par la formule (1.5) et de domaine
D (f(Λ)) =
{
z ∈ Xn2
∣∣∣∣∣
∫ +∞
−∞
n2∑
j=1
|fij(λ)|2 d||Eλzj||2X <∞ ∀i = 1...n1
}
.
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1.2.2 Ope´rateurs de controˆle borne´s
Dans cette partie, on pre´sente une approximation dans le cadre d’ope´rateurs de controˆle
borne´s. Nous suivons le cadre mathe´matique [22] pour le proble`me LQR (1.3). Ainsi, A est
le ge´ne´rateur infinite´simal d’un semi-groupe continu sur un espace de Hilbert se´parable
Z de domaine dense D (A), B ∈ L (U,Z), C ∈ L (Z, Y ) et S ∈ L (U,U) ou` U et Y
sont deux espaces de Hilbert. Nous supposons que (A,B) est stabilisable et que (A,C)
est de´tectable, dans le sens ou` il existe K ∈ L (Z,U) et F ∈ L (Y, Z) tels que A − BK
et A − FC sont des ge´ne´rateurs infinite´simaux de semigroupes continus uniforme´ment
exponentiellement stables.
Pour chaque z0 ∈ Z, le proble`me LQR (1.3) admet une solution unique
u∗ = −S−1B∗Pz,
ou` P ∈ L (Z) est la solution unique non-ne´gative et auto-adjointe de l’e´quation ope´rato-
rielle de Riccati (
A∗P + PA− PBS−1B∗P + C∗C) z = 0, (1.6)
pour tout z ∈ D (A).
L’adjoint A∗ de l’ope´rateur non borne´ A est de´fini de D (A∗) ⊂ Z dans Z par l’e´galite´
(A∗z, z′)Z = (z, Az′)Z ,
pour tout z ∈ D (A∗) et z′ ∈ D (A). L’ope´rateur adjoint B∗ ∈ L (Z,U) de l’ope´rateur
borne´ B est de´fini par
(B∗z, u)U = (z,Bu)Z ,
l’adjoint C∗ ∈ L (Y, Z) e´tant de´fini de manie`re similaire.
Maintenant, nous pre´sentons les hypothe`ses spe´cifiques associe´es a` la me´thode d’ap-
proximation. Ici, Λ est un ope´rateur auto-adjoint donne´ sur un espace de Hilbert se´pa-
rable X qui est choisi de sorte a` eˆtre facilement approchable sur une architecture semi-
de´centralise´e.
L’ope´rateur Λ est choisi au regard de A et ΦZ , ΦU sont choisis de fac¸on a` eˆtre faciles
a approcher de fac¸on semi-de´centralise´e.
(H1) Il existe trois entiers nZ , nU et nY ∈ N∗, trois isomorphismes ΦZ ∈ L (XnZ , Z),
ΦU ∈ L (XnU , U) et ΦY ∈ L (XnY , Y ) et quatre matrices de fonctions a (λ) ∈ RnZ×nZ ,
b (λ) ∈ RnZ×nU , c (λ) ∈ RnY ×nZ et s (λ) ∈ RnU×nU continues dans Iσ, tels que
A = ΦZa(Λ)Φ
−1
Z ,
B = ΦZb(Λ)Φ
−1
U ,
C = ΦY c(Λ)Φ
−1
Z ,
S = ΦUs(Λ)Φ
−1
U .
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Une des conse´quences de cette hypothe`se est que les ope´rateurs de controˆle et d’ob-
servation sont distribue´s sur le domaine Ω entier, conforme´ment a` ce qui a e´te´ annonce´
depuis le de´but. Nous introduisons l’e´quation alge´brique de Riccati
aT (λ) p+ pa (λ)− pb (λ) s−1 (λ) bT (λ) p+ cT (λ) c (λ) = 0. (1.7)
Remarque 1 Conside´rons le cas particulier suivant : les trois isomorphismes sont des
fonctions de Λ, i.e. les trois ope´rateurs A, B et C sont des fonctions de Λ. Alors, P
apparaˆıt clairement eˆtre une fonction p de Λ, solution de (1.7).
Remarque 2
i) L’introduction des isomorphismes ΦZ, ΦY , ΦU permet de traiter, par la me´thode des
fonctions d’ope´rateurs, des proble`mes ou` les ope´rateurs A, B et C ne sont pas des
fonctions de Λ. Cela ge´ne´ralise la remarque pre´ce´dente.
ii) Pour un proble`me de controˆle interne, l’hypothe`se (H1) est ge´ne´ralement ve´rifie´e.
Les exemples 2.3 et 2.5 du chapitre suivant traiteront du cas d’un controˆle et d’une
observation internes, ou` C n’est pas une fonction de Λ dans l’exemple 2.3 et ou` B
ne l’est dans l’exemple 2.5.
iii) Pour les proble`mes de controˆle ou d’observation frontie`re, il est impossible de construire
de tels isomorphismes. Ne´anmoins, l’exemple 2.4 du chapitre 2 indique comment uti-
liser cette me´thode pour aborder certains proble`mes de controˆle frontie`re.
iv) On peut e´galement inclure dans ce cadre des proble`mes de type multi-e´chelles avec
des controˆles a` l’e´chelle micro, d’autant plus si on dispose de mode`les re´duits du
comportement dynamique a` l’e´chelle micro. Dans l’exemple 2.5 du chapitre suivant
on envisage un tel cas.
(H2) Pour tout λ ∈ Iσ, l’e´quation alge´brique de Riccati (1.7) admet une solution syme´-
trique non-ne´gative unique note´e p (λ).
Remarque 3 Si on e´met l’hypothe`se de l’existence et de l’unicite´ de la solution auto-
adjointe non-ne´gative P , alors l’hypothe`se (H2) est en ge´ne´ral satisfaite. Pour cela, la
fonction p (Λ) ne doit pas trop varier entre deux valeurs isole´es conse´cutives du spectre de
Λ.
Nous choisissons de munir Z, U et Y des produits scalaires
(z, z′)Z = (Φ−1Z z,Φ
−1
Z z
′)XnZ ,
(u, u′)U = (Φ−1U u,Φ
−1
U u
′)XnU ,
(y, y′)Y = (Φ−1Y y,Φ
−1
Y y
′)XnY .
Alors P et p (λ) sont lie´s comme indique´ par la suite.
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The´ore`me 4 Si (H1) et (H2) sont satisfaites alors
P = ΦZp(Λ)Φ
−1
Z ,
et le controˆle optimal s’e´crit sous la forme
u∗ = −Qz,
avec Q admettant la factorisation suivante
Q = ΦUq (Λ)Φ
−1
Z ,
et ou` q(Λ) de´signe une fonction de Λ e´gale a`
q (Λ) = s−1 (Λ) bT (Λ) p (Λ) .
A ce stade, nous pre´sentons l’approximation semi-de´centralise´e de Q ce qui permet
d’obtenir celle de q (λ). Nous nous inte´resserons uniquement au cas particulier d’ope´rateurs
Λ borne´s avec un spectre borne´. Cela est suffisant pour les applications a` des syste`mes
gouverne´s par des e´quations aux de´rive´es partielles dans des domaines borne´s.
(H3) L’ope´rateur Λ est borne´ et son spectre σ (Λ) est borne´, ainsi il existe R > 0 ve´rifiant
σ (Λ) ⊂ (−R,R).
Cette hypothe`se peut eˆtre relaxe´e, voir la sous-section 1.2.4.
(H4) Les ope´rateurs ΦZ , Φ
−1
Z , Λ et (ζI − Λ)−1 admettent des approximations semi-de´centralise´es
sur le cercle de centre O et de rayon R dans C.
Dans ce qui suit, nous de´veloppons deux types d’approximation de q(Λ). La premie`re
approximation est note´e qN(Λ). Le second type d’approximation qN,M(Λ) est construit a`
partir de la premie`re approximation. Une fois les deux approximations bien de´finies, elles
pourront eˆtre re´fe´rence´es et utilise´es par la suite.
IApproximation rationnelle qN(Λ) de q(Λ) : Puisque l’intervalle Iσ est borne´, chaque
fonction qij (λ) admet une approximation rationnelle sur Iσ, a` partir de laquelle on ob-
tient une approximation rationnelle de la matrice q (λ), suivant la formule suivante a`
comprendre composante par composante
qN (λ) =
∑NN
k=0 dkλ
k∑ND
k′=0 d
′
k′λ
k′
, (1.8)
ou` dk et d
′
k′ sont des matrices de coefficients et N =
(
NN , ND
)
de´finit le degre´ des
polynoˆmes. Dans le cas ou` ND = 0, on retrouve une approximation polynoˆmiale classique.
Pour tout η > 0, on peut choisir le degre´ N de l’approximation tel que l’estimation
uniforme
sup
λ∈Iσ
|q (λ)− qN (λ)| ≤ C1 (q) η, (1.9)
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soit satisfaite.
I Approximation par la formule de Dunford-Schwartz qN,M(Λ) de q(Λ) : L’inte´-
grale
I (g) =
∫ 2pi
0
g (θ) dθ
peut eˆtre approche´e par la formule de quadrature
IM(g) =
M∑
`=1
ω`g(θ`)
dont l’estimation d’erreur est de la forme
|I (g)− IM (g)| ≤ C2 (g) η, (1.10)
ve´rifie´e pour toute fonction a` valeurs complexes g (θ) continue sur l’intervalle [0, 2pi]. Ici,
les (θ`)` de´signent les nœuds d’une discre´tisation de [0, 2pi] et ω` les poids associe´s. Pour
z ∈ XnZ et ζ = ζ1 + iζ2 ∈ C, nous introduisons la solution
(
vζi
)
i=1,2
du syste`me

ζ1v
ζ
1 − ζ2vζ2 − Λvζ1 = <e (−iζ ′qN (ζ)) z,
ζ2v
ζ
1 + ζ1v
ζ
2 − Λvζ2 = =m(−iζ ′qN (ζ)) z.
(1.11)
Alors, nous de´finissons
qN,M (Λ) z =
1
2pi
M∑
`=1
ω`v
ζ`
1 , (1.12)
ou`
(
vζ`i
)
i=1..2
est solution de (1.11) et ζ` une fonction de θ` dans le plan complexe. On
remarque que la re´alisation en temps re´el de qN,Mz ne´cessite la re´solution de M syste`mes
(1.11) correspondants aux M nœuds ζ(θ`). On remarque donc l’importance de M pour la
pre´cision de la simulation en temps re´el. En effet, en stockant en me´moire la matrice qN
calcule´e hors-ligne une fois pour toutes, la vitesse de simulation n’est pas freine´e par le
calcul de cette matrice. On choisit N assez grand de sorte que qN re´alise une tre`s bonne
approximation de q. Ainsi, seul le parame`tre M influence la pre´cision de l’approximation
qN,M de q, mis a` part le parame`tre de discre´tisation spatiale examine´ plus loin.
Remarque 5 Les approximations pN et pN,M de p se construisent de la meˆme manie`re
que celles de q.
The´ore`me 6 Sous les hypothe`ses (H1-H4), P et Q peuvent eˆtre approche´s par une des
deux approximations semi-de´centralise´es suivantes
PN = ΦZpN (Λ)Φ
−1
Z ,
QN = ΦUqN (Λ)Φ
−1
Z ,
ou

PN,M = ΦZpN,M (Λ)Φ
−1
Z ,
QNM = ΦUqN,M (Λ)Φ
−1
Z .
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De plus, pour tout η > 0, il existe N et M tels que
‖P − PN‖L(Z) ≤ C3η,
‖Q−QN‖L(Z,U) ≤ C ′3η.
et

‖P − PN,M‖L(Z) ≤ C4 η,
‖Q−QN,M‖L(Z,U) ≤ C ′4η,
C3, C
′
3, C4 et C
′
4 e´tant inde´pendants de η, N et M .
Remarque 7
i) Lorsque ND = 0 (approximation polynoˆmiale), si on pose ζ = Reiθ, ainsi dans l’ex-
pression de la formule (1.11), on a ζ = −idζ/dθ.
ii) Lorsque ND ≥ 1 (approximation rationnelle), si on peut poser ζ = R0 +R1 cos (θ) +
iR2 sin (θ), ou` R0, R1 et R2 sont des parame`tres. Puisque pN posse`de N
D poˆles dans
C, ces parame`tres sont a` choisir convenablement.
Remarque 8 L’approximation de p utilise´e dans [42] est base´e sur des se´ries de Taylor.
Elle est uniquement applicable si l’intervalle Iσ est suffisamment petit.
Remarque 9 A partir de [56], nous savons que P est un ope´rateur a` noyau
Pz (x) =
∫
Ω
p (x, x′) z (x′) dx′.
Quand Λ est compact, le noyau de P peut s’e´crire sous la forme
p(x, x′) =
∞∑
k=1
p(λk)φk(x)φk(x
′),
et la technique de troncature utilise´e dans [4] peut eˆtre applique´e pour construire une ap-
proximation semi-de´centralise´e de P . Cependant, quand la de´croissance de p¯ n’est pas
assez rapide dans Ω, la troncature n’est pas une technique efficace. C’est le cas lorsque
p (λ) = λ. Un exemple du proble`me LQR menant a` cette solution est alors facile a`
construire.
On ache`ve cette partie par des approximations spatiale de u∗. Pour cela, on introduit le
parame`tre h′ de discre´tisation spatiale de calcul. Ce parame`tre est choisi, en pratique, plus
petit que la distance h entre les actionneurs. On note zh′ le vecteur des valeurs nodales
de z.
I Approximation rationnelle : Tout d’abord, on approche qN par qN,h′ en discre´tisant
chacunes des puissances d’ope´rateur Λ, ...,ΛN par un sche´ma de diffe´rences finies. Par
exemple, pour ND = 0, i.e. approximation polynoˆmiale, alors on peut de´composer qN
comme suit
qN(Λ) =
N∑
k=0
dkΛ
k. (1.13)
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Ainsi, on obtient la discre´tisation base´e sur l’approximation polynoˆmiale
qN,h′zh′ =
N∑
k=0
dkΛ
k
h′zh′ . (1.14)
En pratique, la discre´tisation des Λk est source d’erreurs importantes lorsque N est e´leve´.
I Approximation par la formule de Dunford-Schwartz : Elle consiste en la de´ter-
mination du couple (vζ1,h′ , v
ζ
2,h′) pour tout ζ, solution du proble`me discre´tise´
ζ1v
ζ
1,h′ − ζ2vζ2,h′ − Λh′vζ1,h′ = <e (−iζ ′qN (ζ)) zh′ ,
ζ2v
ζ
1,h′ + ζ1v
ζ
2,h′ − Λh′vζ2,h′ = =m(−iζ ′qN (ζ)) zh′ .
(1.15)
Puis, on de´duit qN,M,h′ approximation de qN,M par une formule analogue a` (1.12)
qN,M,h′zh′ =
1
2pi
M∑
`=1
ω`v
ζ`
1,h′ . (1.16)
Une fois que l’approximation spatiale qN,h′ ou qN,M,h′ de q est de´finie, on en de´duit celle du
controˆle u∗. En vertu de l’hypothe`se (H4), on introduit ΦU,h′ et ΦZ,h′ des approximations
semi-de´centralise´es de ΦU et ΦZ . Ainsi, on obtient les deux approximations de u
∗ par
discre´tisation spatiale de u∗N et u
∗
N,M ,
u∗N,h′ = −ΦU,h′qN,h′ (Λ)Φ−1Z,h′zh′ , (1.17)
u∗N,M,h′ = −ΦU,h′qN,M,h′ (Λ)Φ−1Z,h′zh′ . (1.18)
Nous pouvons a` pre´sent construire les approximations u∗N,h′,h et u
∗
N,M,h′,h de u
∗
h. Pour cela,
on utilise la matrice de passage Πhh′ du maillage de taille h
′ au maillage de positionnement
des actionneurs de taille h,
u∗N,h′,h = Πhh′u
∗
N,h′ ,
u∗N,M,h′,h = Πhh′u
∗
N,M,h′ .
Remarque 10 Les approximations u∗N,h′ et u
∗
N,M,h′ du controˆle optimal sont donne´es dans
le cas ge´ne´ral ou` les isomorphismes ΦZ et ΦU ne sont pas des matrices de fonctions de Λ
uniquement. Par conse´quent, les approximations ont e´te´ de´veloppe´es en q(Λ). En pratique,
(i) si les isomorphismes ΦZ et ΦU sont des matrices de fonctions de Λ, alors Q l’est
e´galement. Ainsi
Q = k (Λ) .
Par conse´quent, les approximations peuvent eˆtre de´veloppe´es directement sur k(Λ).
Il vient
u∗N,h′ = −kN,h′ (Λ) zh′, (1.19)
u∗N,M,h′ = −kN,M,h′ (Λ) zh′. (1.20)
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(ii) Si l’isomorphisme ΦZ est une matrice de fonctions de Λ et pas ΦU , alors Φ
−1
U Q est
une matrice de fonctions de Λ, ainsi
Φ−1U Q = k (Λ) .
Alors, on a
u∗N,h′ = −ΦU,h′kN,h′ (Λ) zh′, (1.21)
u∗N,M,h′ = −ΦU,h′kN,M,h′ (Λ) zh′. (1.22)
(iii) Les approximations kN,h′ et kN,M,h′ de k se construisent de la meˆme manie`re que
celles de q.
1.2.3 Ope´rateurs de controˆle non borne´s
Si l’ope´rateur d’entre´e B n’est pas borne´ de U dans Z et si l’ope´rateur d’observation
est borne´ de Z dans Y , nous utilisons la me´thode de´crite dans [5] ou` V est un autre
espace de Hilbert, V ′ son espace dual par rapport a` l’espace pivot Z, A ∈ L (V, V ′),
B ∈ L (U, V ′) et C ∈ L (Z, Y ). Nous choisissons ici de ne pas de´tailler un certain nombre
d’hypothe`ses techniques. Les e´quations d’e´tat sont e´crites au sens de V ′ avec z0 ∈ Z. Le
controˆle optimal est
u∗ = −B∗Pz,
ou` P est la solution unique non-ne´gative de l’e´quation ope´ratorielle de Riccati(
A∗P + PA− PBS−1B∗P + C∗C) v = 0, (1.23)
pour tout v ∈ V . L’adjoint A∗ ∈ L (V, V ′) est de´fini par
〈A∗v, v′〉V ′,V = 〈v,Av′〉V,V ′ ,
et B∗ ∈ L (V ′, U) est de´fini comme l’adjoint d’un ope´rateur borne´.
Nous conservons les meˆmes produits scalaires pour Z, U et Y . De meˆme, les produit
scalaires de V et de V ′ sont
(v, v′)V = (Φ−1V v,Φ
−1
V v
′)XnZ ,
(v, v′)V ′ = (Φ−1V ′ v,Φ
−1
V ′ v
′)XnZ .
De plus, nous choisissons J = ΦVΦ
−1
V ′ comme l’isomorphisme canonique de V
′ dans V et
le produit de dualite´ entre V et V ′ est
〈v, v′〉V,V ′ = (v, Jv′)V .
(H1’) Meˆme e´nonce´ que (H1) excepte´ le fait que
A = ΦV ′a(Λ)Φ
−1
V ,
B = ΦV ′b(Λ)Φ
−1
U ,
10
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ou` ΦV ∈ L (XnZ , V ) et ΦV ′ ∈ L (XnZ , V ′) de´signent deux isomorphismes supple´mentaires.
De plus
ΦV = φV (Λ),
ΦZ = φZ(Λ),
ΦV ′ = φV ′(Λ)
sont fonctions de Λ.
Ici, l’e´quation alge´brique de Riccati est
φV ′ (λ) a
T (λ) p φ−1V ′ (λ) φV (λ) + φV (λ) p a (λ)
−φV (λ) p b (λ) s−1 (λ) bT (λ) p φ−1V ′ (λ) φV (λ) (1.24)
+φZ (λ) c
T (λ) c (λ) φ−1Z (λ) φV (λ) = 0.
(H2’) Pour tout λ ∈ Iσ, l’e´quation alge´brique de Riccati (1.24) admet une solution unique
non-ne´gative note´e p (λ).
The´ore`me 11 Si les hypothe`ses (H1’,H2’) sont satisfaites, alors
P = ΦV p(Λ)Φ
−1
V ′
et le controˆle optimal s’e´crit sous la forme
u∗ = −Qz,
ou` Q admet la factorisation suivante
Q = ΦUq (Λ) ,
q (Λ) e´tant une fonction de Λ de´finie par
q (Λ) = bT (Λ) J−1p (Λ)Φ−1V ′ ,
avec J−1 = Φ−1V ′ΦV .
Les hypothe`ses suivantes sont ne´cessaires pour l’approximation semi-de´centralise´e de
P .
(H4’) Meˆme position que (H4) comple´te´e par ΦV , ΦV ′ et Φ
−1
V ′ admettant une approximation
semi-de´centralise´e.
Dans ce qui suit, les approximations pN , qN , pN,M et qN,M sont construites d’apre`s les
formules (1.8) et (1.12) applique´es a` la solution de (1.24).
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The´ore`me 12 Sous les hypothe`ses (H1’,H2’,H3,H4’), P et Q peuvent eˆtre approche´s par
une des deux approximations semi-de´centralise´es
PN = ΦV pN(Λ)Φ
−1
V ′ ,
QN = ΦUqN(Λ),
ou

PN,M = ΦV pN,M(Λ)Φ
−1
V ′ ,
QN,M = ΦUqN,M(Λ).
De plus, pour tout η > 0 il existe N et M tels que
||P − PN ||L(V ′,V ) ≤ C3η,
||Q−QN ||L(V ′,U) ≤ C ′3η,
et

||P − PN,M ||L(V ′,V ) ≤ C4η,
||Q−QN,M ||L(V ′,U) ≤ C ′4η,
C3, C
′
3, C4 et C
′
4 e´tant inde´pendants de η, N et M .
Remarque 13 Les approximations de u∗ et de u∗h sont construites de la meˆme fac¸on que
dans le cas des ope´rateurs borne´s.
1.2.4 Extensions
Voici a` pre´sent diverses extensions du cadre pre´sente´ ci-avant.
1. La meˆme strate´gie est applique´e directement aux compensateurs dynamiques obte-
nus par les the´ories de controˆle de H2 dans H∞. La condition
ρ (PQ) < γ
porte sur le rayon spectral du produit entre les solutions de chacune des deux e´qua-
tions de Riccati. Cette condition est ve´rifie´e de`s que
ρ (p (λ) q (λ)) < γ
pour tout λ ∈ Iσ, voir Lemme 15 (vi).
2. La the´orie spectrale des ope´rateurs auto-adjoints a e´te´ choisie pour sa relative sim-
plicite´. Nous connaissons ses limites, c’est pourquoi nous en citons des extensions
possibles base´es sur des calculs fonctionnels plus ge´ne´raux comme ceux de´veloppe´s
dans [64] ou [37].
3. D’autres travaux concernant la proprie´te´ dite bien pose´e du proble`me LQR peuvent
eˆtre utilise´s. En particulier, le travail de [50] pour un controˆle optimal avec une
observation et un controˆle non borne´s peut eˆtre ajoute´ a` cette approche.
1.3 De´monstrations
1.3.1 Quelques proprie´te´s du calcul fonctionnel
Tout d’abord, nous remarquons que pour E et F , deux espaces de Hilbert, et Φ un
isomorphisme de E dans F , si F est muni du produit scalaire
(z, z′)F =
(
Φ−1z,Φ−1z′
)
E
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alors
Φ∗ = Φ−1.
Dans le prochain Lemme, nous formulons quelques proprie´te´s du calcul fonctionnel.
Lemme 14 Pour Λ un ope´rateur auto-adjoint sur un espace de Hilbert separable X, et
pour f , g deux fonctions continues sur Iσ, alors
(i) f (Λ) est auto-adjoint ;
(ii) pour µ ∈ R, (µf) (Λ) = µf (Λ) sur D (f (Λ)) ;
(iii) (f + g) (Λ) = f (Λ) + g (Λ) sur D (f (Λ)) ∩D (g (Λ)) ;
(iv) g (Λ) f (Λ) = (gf) (Λ) ou` l’image de f (Λ) est inclus dans D (g (Λ)) ;
(v) si f 6= 0 dans Iσ alors f (Λ)−1 existe et est e´gal a` 1f (Λ) ;
(vi) si f (λ) ≥ 0 pour tout λ ∈ Iσ alors f (Λ) ≥ 0 ;
(vii) ‖f (Λ) x‖2X ≤ supλ∈Iσ |f (λ)|2 ‖x‖2X pour tout x ∈ D (f (Λ)).
Preuve Les preuves des cinq premiers points peuvent eˆtre trouve´s dans [25]. Nous
allons prouver le (vi), i.e.
n∑
i,j=1
(fij(Λ)zj, zi)X ≥ 0.
Tout d’abord, supposons que Iσ est borne´. Nous rappelons que pour une fonction g conti-
nue sur Iσ et pour z ∈ X, l’inte´grale∫ σmax
σmin
g (λ) dEλz
est de´finie comme la limite forte dans X de la somme de Riemann, voir [25],
p∑
k=1
g (λ′k)
(
Eλk+1 − Eλk
)
z,
si maxk |λk+1 − λk| s’annule, avec λ′k ∈ [λk, λk+1] et σmin = λ1 < λ2 < ... < λp =
σmax. Si Iσ n’est pas borne´, nous utilisons une subdivision pour un intervalle borne´ Iσ˜ =
(σ˜min, σ˜max) et l’inte´grale ∫ σmax
σmin
g (λ) dEλz
est de´finie par passage a` la limite dans les bornes de l’inte´grale. On e´tablit que la somme
de Riemann
n∑
i,j=1
p∑
k=1
fij (λ
′
k) ((Eλk+1zj, zi)− (Eλkzj, zi))
est non-ne´gative, ainsi le re´sultat sera obtenu par passage a` la limite. Puisque
(Eλk+1zj, zi)− (Eλkzj, zi) = ((Eλk+1 − Eλk)zj, zi) =
(
ykj , y
k
i
)
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ou` ykj =
(
Eλk+1 − Ek
)
zj, alors la somme de Riemann est la somme sur k des termes non
ne´gatifs
n∑
i,j=1
fij (λ
′
k)
(
ykj , y
k
i
)
qui a` son tour est non-ne´gatif.
Maintenant, nous prouvons (vii) :
||f(Λ))x||2X =
∫ σmax
σmin
|f(λ)|2 d||Eλx||2X
≤ sup
λ∈Iσ
|f(λ)|2
∫ σmax
σmin
d||Eλx||2X
≤ sup
λ∈Iσ
|f(λ)|2||x||2X .
Pour deux entiers nE et nF , on note f une matrice nE × nF constitue´e de fonctions
continues sur Iσ. On conside`re e´galement deux espaces de Hilbert E et F , isomorphes a`
XnE et XnF par Φ−1E et Φ
−1
F respectivement. Nous introduisons la matrice de fonctions de
Λ ge´ne´ralise´e : fφ (Λ) = ΦEf (Λ)Φ
−1
F ∈ L (F,E) de domaine D
(
fφ (Λ)
)
= ΦFD (f (Λ)).
Pour simplifier, les espaces E et F n’apparaˆıtront pas explicitement dans la notation
fφ, ainsi ils seront associe´s a` chaque matrice au de´but de leur utilisation. Par la suite,
aucune confusion ne sera donc possible. Dans le prochain Lemme, nous donnons quelques
proprie´te´s de matrices de fonctions ge´ne´ralise´es.
Lemme 15 Pour toute matrice de fonctions de Λ ge´ne´ralise´e, fφ (Λ) = ΦEf (Λ)Φ
−1
F et
gφ (Λ) = ΦEg (Λ)Φ
−1
F , et pour tout nombre re´el µ,
(i)
(
fφ(Λ)
)∗
=
(
fT
)φ
(Λ) ;
(ii) µfφ(Λ) = (µf)φ (Λ) sur D
(
fφ (Λ)
)
;
(iii) fφ(Λ) + gφ(Λ) = (f + g)φ (Λ) sur D
(
fφ (Λ)
) ∩D (gφ (Λ)) ;
(iv) pour un autre espace de Hilbert G et gφ (Λ) = ΦFg (Λ)Φ
−1
G , f
φ (Λ) gφ (Λ) = (fg)φ (Λ) =
ΦE (fg) (Λ)Φ
−1
G quand l’image R
(
fφ (Λ)
) ⊂ D (g (Λ)) ;
(v) pour F = E, si f (λ) ≥ 0 pour tout λ ∈ Iσ alors fφ (Λ) ≥ 0 ;
(vi) σ
(
fφ (Λ)
)
= σ (f).
Preuve Les proprie´te´s (i-iv) sont des conse´quences directes du Lemme (14). Pour
obtenir (v), nous remarquons que pour z ∈ D(fφ) ⊂ E,
(fφ(Λ)z, z)E = (f(Λ)Φ
−1
E z,Φ
−1
E z)XnE ,
qui est non-ne´gatif si f (Λ) est non-ne´gative. La conclusion utilise le Lemme 14 (v). Enfin,
l’obtention de (vi) est une conse´quence directe de la de´finition du spectre.
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1.3.2 Preuve du The´ore`me 4
Preuve du The´ore`me 4 A partir du Lemme 15 (i) et (iv),
A∗ = ΦZaT (Λ)Φ−1Z ,
BB∗ = ΦZb(Λ)b∗(Λ)Φ−1Z ,
C∗C = ΦZc∗(Λ)c(Λ)Φ−1Z
sont des matrices de fonctions de Λ ge´ne´ralise´es sur Z. Nous posons
e(λ) = aT (λ)p(λ) + p(λ)a(λ)− p(λ)b(λ)bT (λ)p(λ) + cT (λ)c(λ),
ainsi par construction e (λ) = 0 et e (Λ) = 0. En multipliant la dernie`re e´galite´ par ΦZ a`
gauche et par Φ−1Z a` droite, en utilisant le Lemme 15 (iii) et (iv), et en posant
P˜ = ΦZp (Λ)Φ
−1
Z ,
nous trouvons que P˜ ve´rifie l’e´quation de Riccati (1.6). Ensuite, la non-ne´gativite´ et la
syme´trie de p, le Lemme 15 (i) et (v) engendrent la non-ne´gativite´ et le fait que P˜ est
auto-adjoint. Nous concluons que P = P˜ graˆce a` l’unicite´ de la solution. Enfin, on pose
u? = −Qz, i.e l’ope´rateur de re´troaction Q est e´gal a`
Q = S−1B∗P˜ .
Il vient par construction que Q peut s’e´crire sous la forme
Q = ΦUqΦ
−1
Z ,
avec q la fonction de Λ de´finie comme suit
q(Λ) = s−1 (Λ) bT (Λ) p (Λ) .
1.3.3 Preuve du The´ore`me 6
Preuve du The´ore`me 6 L’estimation de
‖q (Λ)− qN (Λ)‖L(XnZ ,XnU ) ≤ C3η
re´sulte de (1.9) et du 14 (vii). Dans la suite, nous obtenons l’estimation
‖qN (Λ)− qN,M (Λ)‖L(XnZ ,XnU ) ≤ C5η.
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Puisque qN est holomorphe dans un domaine inclus dans C, et Λ est un ope´rateur borne´
sur X avec un spectre contenu dans (−R,R), qN (Λ) peut eˆtre repre´sente´ par la formule
de Dunford-Schwartz, voir [95],
qN (Λ) =
1
2ipi
∫
C(R)
qN (ζ) (ζI − Λ)−1 dζ ou` C (R) ⊂ C.
En choisissant ζ une fonction de θ avec θ ∈ (0, 2pi) une parame´trisation de C dans l’inte´-
grale, nous trouvons
qN (Λ) =
1
2pi
∫ 2pi
0
−iζ ′qN (ζ) (ζI − Λ)−1 dθ,
avec ζ ′ = dζ
dθ
. Alors nous utilisons la formule de quadrature pour approcher qN par
qN,M =
1
2pi
IM
(−iζ ′qN (ζ) (ζI − Λ)−1) .
En combinant l’estimation (1.10) et le Lemme 14 (v), nous obtenons l’estimation de´sire´e.
L’ine´galite´ triangulaire permet d’obtenir
‖q (Λ)− qN,M (Λ)‖L(XnZ ,XnU ) ≤ ‖q (Λ)− qN (Λ)‖L(XnZ ,XnU ) + ‖qN (Λ)− qN,M (Λ)‖L(XnZ ,XnU )
≤ (C3 + C5)η
≤ C4η,
avec C4 = C3 + C5. Enfin, l’expression (1.12) de qN,M (Λ) z est obtenue en posant
vζ` = −iζ ′`qN (ζ`) (ζ`I − Λ)−1 z,
et apre`s la de´composition de vζ` en sa partie re´elle vζ`1 et imaginaire v
ζ`
2 , avec ζ
′
` =
(
dζ
dθ
)
θ=θ`
.
Remarque 16 Dans le cas de l’approximation rationnelle, qN est holomorphe sur le com-
ple´mentaire de l’ensemble de ses ND poˆles. Par conse´quent, le chemin C ⊂ C associe´ a` la
formule de Dunford-Schwartz de´signe l’ellipse de centre (R0, 0), R1 et R2 e´tant ses deux
axes.
1.3.4 Preuve du The´ore`me 10
Preuve du The´ore`me 10 L’obtention de l’expression
A∗ = J−1ΦV a∗ (Λ)Φ−1V ′ J
−1
provient directement de
〈u, v〉V ′,V = (Ju, v)V =
(
u, J−1v
)
V ′ .
Puisque
J = ΦVΦ
−1
V ′ ,
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l’expression se simplifie en
A∗ = ΦV ′a∗Φ−1V .
Alors (1.23) est e´quivalente a`[
φV ′ (Λ) a
∗ (Λ)Pφ−1V ′ (Λ)φV (Λ) + φV (Λ)Pa (Λ)
−φV (Λ)Pb (Λ) b∗ (Λ)PφV ′ (Λ)−1 φV (Λ)
+φZ (Λ) c
∗ (Λ) c (Λ)φ−1Z φV
]
x = 0.
Enfin, la preuve comple`te suit les meˆmes e´tapes que celle du The´ore`me 4.
La preuve du The´ore`me 11 est identique a` celle du The´ore`me 6.
1.4 Conclusion
Nous avons propose´ une me´thode de calcul de controˆle distribue´ applique´ a` des syste`mes
line´aires distribue´s munis d’un ope´rateur de controˆle borne´ ou non borne´. Cette me´thode
a e´te´ conc¸ue pour des architectures de processeurs semi-de´centralise´es. Sa construction
utilise un calcul fonctionnel sur les matrices de fonctions d’un ope´rateur, base´e sur la
the´orie spectrale et la formule de repre´sentation de Dunford-Schwartz.
Nous avons formule´, e´tape par e´tape, la me´thode d’approximation semi-de´centralise´e de
l’ope´rateur controˆleur Q. La premie`re e´tape a e´te´ consacre´e a` la de´finition de ces matrices.
La deuxie`me e´tape de la me´thode a consiste´ en la factorisation de Q sous la forme d’un
produit d’une fonction de Λ avec des ope´rateurs satisfaisant une approximation naturelle
semi-de´centralise´e. Pour la troisie`me e´tape, on s’est inte´resse´ a` l’approximation d’une fonc-
tion ge´ne´rale q de Λ par une fonction plus simple a` discre´tiser et pour une architecture
semi-de´centralise´e. On a choisi une approximation rationnelle ou polynoˆmiale qN de q.
La discre´tisation de qN engendre cependant des erreurs tre`s e´leve´es duˆes aux puissances
de Λ. Afin de pallier a` ce proble`me, nous avons utilise´ la formule de Dunford-Schwartz.
Elle pre´sente l’avantage de mettre en oeuvre un seul ope´rateur (ζI − Λ)−1, plus simple
a` discre´tiser. Cette dernie`re est exprime´e sous forme inte´grale, d’ou` la ne´cessite´ d’une
seconde approximation qN,M base´e sur une inte´gration nume´rique avec M le nombre de
points d’inte´gration. On a remarque´ l’importance de M dans la pre´cision de la simulation
en temps re´el. L’e´tape finale a consiste´ en la discre´tisation spatiale du proble`me interme´-
diaire donne´ par (1.11) afin de trouver la discre´tisation qN,M,h de qN,M , ou` h est le pas de
discre´tisation.
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Dans ce chapitre, nous exposons six applications afin d’illustrer selon diffe´rents points
de vue la the´orie de´veloppe´e dans le chapitre pre´ce´dent. Nous avons ainsi traite´ diffe´rents
cas ou` l’ope´rateur d’entre´e est borne´ (Exemples 1, 3, 5, 6), envisageant e´galement le cas ou`
ce dernier ne l’est pas (Exemple 2). Puis, nous avons e´tudie´ la situation ou` les ope´rateurs
B et C sont fonctions de l’ope´rateur Λ (Exemples 1, 2), et le cas ou` ils ne le sont pas
(Exemples 3, 5, 6) en introduisant les isomorphismes ΦZ , ΦY et ΦU . Nous avons traite´
plusieurs exemples de controˆles internes. Ne´anmoins, a` travers l’exemple de la section
2.4, on a montre´ comment aborder certains proble`mes de controˆles frontie`res. On s’est
e´galement inte´resse´s, a` travers l’exemple 5, a` des proble`mes de type multi-e´chelles avec des
controˆles conside´re´s a` l’e´chelle micro. Enfin, dans le dernier exemple, on a applique´ notre
the´orie a` un autre cadre de controˆle, a` savoir LQG. Dans cette application, l’approximation
d’un proble`me de controˆle optimal par la me´thode des fonctions d’ope´rateurs, permet
l’implantation sur un calculateur distribue´ semi-de´centralise´, pouvant eˆtre analogique ou
pas.
Apre`s avoir applique´ la the´orie aux exemples, nous cherchons a` approcher l’ope´ra-
teur controˆleur Q. Pour cela, nous utilisons un sche´ma semi-implicite en appliquant une
me´thode spectrale pour approcher k par un polynoˆme. Puis nous utilisons la formule de
Dunford-Schwartz dont le contour est un cercle de rayon R. Dans le cas ou` l’approximation
est rationnelle (interpolation rationnelle classique), nous re´solvons un syste`me surde´ter-
mine´ au sens des moindres carre´s. La solution est obtenue par la de´composition en valeurs
singulie`res SVD, puis graˆce a` la formule de Dunford-Schwartz dont le contour est une
ellipse, e´vitant ainsi les poˆles et ze´ros de l’approximation rationnelle.
Dans les exemples que l’on de´veloppe dans ce chapitre, chaque actionneur occupe un
sous-domaine Yα. Ces sous-domaines sont distribue´s pe´riodiquement sur Ω ou sur un sous-
domaine de Ω. On note β0 le rapport entre la taille |Yα| d’un actionneur et celle d’une
cellule pe´riodique de Ω. Pour simplifier, on posera β0 = 1. Le bord ∂Ω du domaine Ω
est suppose´ re´gulier et sa normale unitaire exte´rieure est note´e n. La re´gularite´ de ∂Ω
intervient dans le choix des isomorphismes Φ.
Les espaces de Sobolev utilise´s sont de´finis pour k ∈ N∗ par
Hk(Ω) = {v ∈ L2(Ω) | ∇jv ∈ L2(Ω)dj pour tout 1 ≤ j ≤ k}
Hk0 (Ω) = {v ∈ Hk(Ω) | ∇jv = 0 sur ∂Ω pour 0 ≤ j ≤ k − 1}.
On de´signera par Pn l’espace vectoriel des polynoˆmes de degre´ infe´rieur ou e´gal a` n, avec
n un entier positif.
On introduit la fonction vectorielle,
vζ` = (ζ`I − Λ)−1 z. (2.1)
Puis on multiplie cette e´quation par Λ−1 (ζ`I − Λ) pour obtenir
ζ`Λ
−1vζ` − vζ` = Λ−1z. (2.2)
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On de´finit la matrice
Pζ` = ω`ζ ′`kN(ζ`), (2.3)
pour ζ1, ..., ζM ∈ C et ω1, ..., ωM ∈ R. On peut facilement e´tablir l’e´galite´
M∑
`=1
ω`v
ζ`
1 =
M∑
`=1
=m (Pζ`vζ`) . (2.4)
Cette e´galite´ sera utilise´e dans la suite de ce chapitre.
2.1 Exemple 1 : Equation de la chaleur avec un ope´-
rateur de controˆle borne´
Cet exemple illustre le cas d’un ope´rateur de controˆle et d’un ope´rateur d’observation,
tous deux internes et borne´s.
2.1.1 Equation d’e´tat est controˆleur semi-de´centralise´
Soit le syste`me gouverne´ par l’e´quation de la chaleur pose´ sur le domaine re´gulier Ω,
avec des conditions de Dirichlet homoge`nes au bord
∂tw (t, x) = ∆w (t, x) + uh (t, x) sur R+∗ × Ω,
w (t, x) = 0 en R+∗ × ∂Ω,
w (0, x) = w0 (x) sur Ω.
(2.5)
L’espace de controˆle Uh ⊂ U ⊂ L2 (Ω) est constitue´ de fonctions constantes dans chaque
Yα et nulles ailleurs. Nous choisissons la fonctionnelle de couˆt
J (w0;u) =
∫ +∞
0
‖w‖2L2(Ω) + ‖u‖2L2(Ω) dt.
Avec une distribution continue des actionneurs, l’e´quation d’e´tat devient
∂tw (t, x) = ∆w (t, x) + β0u (t, x) , (2.6)
dans R+∗ × Ω avec u ∈ U .
Pre´sentons tout d’abord la forme semi-de´centralise´e des controˆleurs re´sultant des deux
types d’approximation : polynoˆmiale et base´e sur la formule de Dunford-Schwartz.
I Approximation polynoˆmiale : Dans la section suivante, on montre que le controˆle
optimal u∗ peut eˆtre approche´ par
u∗ ' u∗N (t, x) = −pN
(
(−∆)−1)w, (2.7)
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ou` pN , approximation de p, de´signe un polynoˆme de degre´ infe´rieur ou e´gal a` N , N e´tant
un parame`tre entier supe´rieur ou e´gal a` 1. Par exemple, pour N = 1, u∗N s’e´crit
u∗N =
[−d0 + d1 (∆)−1]w,
notre calcul nume´rique montrant que d0 = 2.23× 10−2 et d1 = 0, 407. Autrement dit, u∗N
ve´rifie
∆u∗N = −d0∆w + d1w,
comple´te´e par les conditions aux limites u∗N = 0 et w = 0 en ∂Ω. Dans le cas mono-
dimensionnel, en utilisant un sche´ma aux diffe´rences finies centre´ du Laplacien, on obtient
l’e´quation discre´tise´e
u∗h′,−1 − 2u∗h′ + u∗h′,+1 = −d0 (wh′,−1 − 2wh′ + wh′,+1)− d1h′2wh′ , (2.8)
ou` h′ = L
H′ de´signe le pas de discre´tisation, avec H
′ ∈ N∗ et L la taille du domaine
Ω. On note u∗h′,−1, u
∗
h′ , u
∗
h′,+1, wh′,−1, wh′ et wh′,+1 les vecteurs des valeurs nodales de
(u∗N (., xi))i=0,...,H′−2, (u
∗
N (., xi))i=1,...,H′−1, (u
∗
N (., xi))i=2,...,H′ , (w (., xi))i=0,...,H′−2, (w (., xi))i=1,...,H′−1
et (w (., xi))i=2,...,H′ respectivement, ou` xj = jh
′, j ∈ {0, ..., H ′}. Afin de satisfaire les
conditions aux limites, on pose aux extre´mite´s
u∗N (., 0) = u
∗
N (., xH′) = 0 et w (., 0) = w (., xH′) = 0.
I Approximation base´e sur la formule de Dunford-Schwartz : On introduit les
(M) proble`mes de diffe´rences finies ve´rifie´es par les vζ`h′
ζ`
(
vζ`h′,−1 − 2vζ`h′ + vζ`h′,+1
)
− h′2vζ`h′ = wh′,−1 − 2wh′ + wh′,+1, (2.9)
et les (M) conditions aux limites
vζ`(., 0) = vζ`(., xH′) = 0, (2.10)
ou` vζ`h′ sont les vecteurs des valeurs nodales, approximations des solutions v
ζ` des proble`mes
(2.2) pour chaque ` = 1, ...,M ∈ N∗. Puis, on e´tablit par la suite que le controˆle optimal
u∗ peut eˆtre approche´ par
u∗N,M,h′ = −
1
2pi
M∑
`=1
=m
(
ω`ζ
′
`pN (ζ`) v
ζ`
h′
)
. (2.11)
Remarque 17 Les points de discre´tisation peuvent eˆtre assimile´s aux positions des ac-
tionneurs, lorsque h′ = h. On pourra e´galement conside´rer un maillage plus fin. Dans ce
cas, seuls certains points de discre´tisation correspondent a` ces positions.
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2.1.2 Construction et e´tude des controˆleurs semi-de´centralise´s
Ici Bh = B
∗
h = S = I. Nous cherchons a` obtenir l’approximation pN,M (Λ)w de Pw.
Pour cela, nous posons U = Z = L2 (Ω) alors A = ∆ est un isomorphisme de son domaine
dans Z. Puisque le bord de Ω est re´gulier, le domaine de A est D (∆) = H2 (Ω)∩H10 (Ω),
voir [35]. De plus, Y = U = Z et B = C = S = I. On pose X = Z. On choisit
Λ = (−∆)−1 qui est compact et admet par conse´quent un spectre borne´ et positif avec un
point d’accumulation en ze´ro, on note que ze´ro n’appartient pas a` σ (Λ) (voir [75]). Alors,
on trouve aise´ment que les isomorphismes
ΦZ = ΦY = ΦU = I
et que les parame`tres de l’e´quation alge´brique de Riccati sont
a (λ) = −1
λ
, b = c = s = 1
sont tous continus sur Iσ = (0, σmax). L’e´quation alge´brique de Riccati s’e´crit
p2 (λ) + 2p (λ) /λ− 1 = 0. (2.12)
Commenc¸ons tout d’abord par construire l’approximation polynoˆmiale pN (λ) (avec N
D =
0) de p (λ) solution unique non-ne´gative de l’e´quation (2.12). Nous nous sommes appuye´s
sur la me´thode spectrale pour chercher cette approximation qui peut eˆtre e´tablie comme
suit : remplac¸ons p par pN et multiplions la partie gauche de l’e´quation alge´brique de
Riccati (2.12) par une fonction test η (λ) ∈ C0 (Iσ) et par λ. Puis on inte`gre par rapport
a` λ pour obtenir ∫ σmax
0
(
λp2N + 2pN − λ
)
η (λ) dλ = 0. (2.13)
Nous utilisons alors un sche´ma semi-implicite pour re´soudre ce proble`me, ce qui donne
l’algorithme suivant
Algorithme 1 Sche´ma Semi-Implicite applique´ a` l’e´quation (2.13)
1: p0N donne´
2: a` la (m+ 1)ie`me e´tape : connaissant pmN ∈ PN , trouvons pm+1N ∈ PN tel que∫ σmax
0
(
λpmN (λ) p
m+1
N (λ) + 2p
m+1
N (λ)− λ
)
η (λ) dλ = 0, ∀η ∈ PN , (2.14)
3: fin ite´ration
Remarque 18 La convergence du sche´ma semi-implicite n’a pas e´te´ de´montre´e. Cepen-
dant, d’un point de vue empirique, nous avons pu conclure que ce sche´ma converge vers
la solution positive. Nous avons pour cela proce´de´ a` divers tests portant sur une variation
de la valeur initiale p0N .
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Pour calculer les inte´grales de´crites dans l’Algorithme 1, nous avons utilise´ les formules
de quadrature de Legendre-Gauss-Lobatto (LGL) qui sont exactes pour des polynoˆmes de
degre´ (2n− 1), soit ∫ 1
−1
f(x) dx =
n∑
i=1
f(ξi)ωi,
avec ξi les nœuds de Gauss-Lobatto et ωi les poids associe´s. La Table 2.1 fourni les ξi
et ωi, pour n = 10. Le polynoˆme
(
λpmN (λ) p
m+1
N (λ) + 2p
m+1
N (λ)− λ
)
η (λ) appartient a`
P3N+1. Une formule de Gauss-Lobatto a` n ≥ E
(
3
2
N
)
+ 1 points est ne´cessaire pour le
calcul exact de l’inte´grale apparaissant dans la formule (2.14).
On se re´fe`re a` [6], [20] et [28] pour une analyse nume´rique plus comple`te. Pour plus de
de´tails sur les me´thodes spectrales, voir [8], [9], [16] et [68].
i = ξi ωi
0 -.000000 0.0181818
1 -0.934001 0.1096120
2 -0.784483 0.1871700
3 -0.565235 0.2480480
4 -0.295758 0.2868790
5 00.000000 0.3002180
6 0.2957580 0.2868790
7 0.5652350 0.2480480
8 0.7844830 0.1871700
9 0.9340010 0.1096120
10 1.0000000 0.0181818
Tab. 2.1 – Nœuds de Gauss-Lobatto (colonne du milieu) et poids associe´s (colonne de
droite) pour n = 10.
Solutions exactes
Nous pre´sentons la solution exacte du proble`me de controˆle optimal utilise´e pour la va-
lidation nume´rique des diffe´rentes approximations. Tout d’abord, nous donnons la solution
positive exacte de l’e´quation alge´brique de Riccati (2.12)
p (λ) =
−1 +√1 + λ2
λ
.
Le controˆle optimal u s’e´crit comme suit
u = −p (Λ)w (t, x) .
On injecte cette expression dans l’e´quation (2.6), le syste`me en boucle ferme´ s’e´crit
∂tw (t, x) = (A− p (Λ))w (t, x) .
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Dans le cas du choix du domaine mono-dimensionnel Ω = (0, pi), on introduit la base des
fonctions propres normalise´es (φk (x))k =
(√
2/pi sin (kx)
)
k
et les valeurs propres λk =
1
k2
,
associe´es au proble`me des valeurs propres
Λφk (x) = λkφk (x) .
On adopte la de´composition modale de w(t, x) suivant la base {φk(x)}k∈N? ,
w (t, x) =
∑
k∈N∗
wk(t)φk (x) ,
avec wk(t) solution de l’e´quation
∂twk(t) =
(−λ−1 − p (λ))wk (t) , (2.15)
comple´te´e par la condition initiale
wk(0) =
∫ pi
0
w(0, x)φk(x) dt. (2.16)
La solution wk de (2.15-2.16) s’e´crit
wk(t) = wk(0)e
−(λ−1+p(λ))t.
Finalement, le controˆle optimal exact peut s’exprimer sous la forme
u∗ (t, x) = −
∑
k
wk(t)p(λk)φk(x).
Nous choisissons a` la suite de cet exemple : wk(0) = 1.
Re´sultats nume´riques
Pour l’application nume´rique, σmax = 1 donc Iσ = (0, 1), t ∈ [0, T ] avec T = 0.1 et on
utilise une projection sur quatre modes.
Dans ce qui suit, on s’inte´resse tout d’abord a` l’e´tude de l’erreur d’approximation
polynoˆmiale et a` la convergence du sche´ma semi-implicite. Puis, on e´tudie l’erreur d’ap-
proximation de quadrature dans la formule de Dunford-Schwartz. Enfin, on analyse l’erreur
d’approximation spatiale.
I Erreur d’approximation polynoˆmiale et convergence du sche´ma semi-
implicite : Le calcul nume´rique montre que l’Algorithme 1 converge vers la solution
positive et fournit une tre`s bonne approximation polynoˆmiale. Afin d’e´valuer la qualite´ de
la convergence, on introduit l’erreur ‖pm+1N − pmN‖L2(Iσ). Pour N = 10 et P 0N = 0, la Figure
2.1(a) illustre la convergence exponentielle du sche´ma propose´. De plus, la Figure 2.1(b)
repre´sente l’erreur relative en fonction de N
eN =
‖p− pN‖L2(Iσ)
‖p‖L2(Iσ)
.
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Cette erreur de´croˆıt de fac¸on line´aire, sur l’e´chelle logarithmique, de pente ≈ −0.7 . On
introduit le controˆle optimal approche´ base´ sur l’approximation polynoˆmiale de la fac¸on
suivante
u∗N (t, x) = −pN (Λ)w (t, x) = −
4∑
k=1
wk(0)e
−(λ−1k +pN (λk))tpN (λk)φk (x) .
On de´finit l’erreur relative de la fonctionnelle de couˆt associe´e
JN =
|J (w0;u∗)− J (w0; u∗N)|
J (w0;u∗) .
I Erreur d’approximation de quadrature dans la formule de Dunford-Schwartz :
Pour l’approximation par la formule de Dunford-Schwartz en utilisant l’approximation pN
ci-dessus, nous avons utilise´ la quadrature de trape`ze sur un contour parame´tre´ par un
cercle de rayon R, voir la Figure 2.2. On de´finit l’erreur relative entre p et pN,M par
eN,M =
‖p− pN,M‖L2(Iσ)
‖p‖L2(Iσ)
.
L’erreur relative de la fonctionnelle de couˆt associe´e est
JN,M =
∣∣J (w0;u∗)− J (w0; u∗N,M)∣∣
J (w0;u∗) ,
u∗N,M (t, x) de´signe l’approximation du controˆle optimal, base´e sur la combinaison de l’ap-
proximation polynoˆmiale avec l’inte´gration nume´rique de Dunford-Schwartz,
u∗N,M (t, x) = −
K∑
k=1
wk(0)e
−(λ−1k +pN,M (λk))tpN,M (λk)φk (x) .
Les courbes de la Figure 2.3 montrent l’influence du rayon R sur l’inte´gration nume´rique.
On remarque que la convergence de eN,M vers eN est exponentielle et proportionnellement
plus rapide a` l’augmentation de R. On choisit pour la suite R = 2.6 et le parame`tre de la
formule de quadrature M = 11 de sorte que eN et JN soient ne´gligeables devant eN,M et
JN,M , voir la deuxie`me courbe de la Figure 2.3, les colonnes de gauche et du milieu de la
Table 2.2.
I Erreur d’approximation spatiale : Enfin, nous achevons notre approximation glo-
bale par l’approximation spatiale. Nous proposons pour cela deux calculs diffe´rents. Le
premier est base´ sur l’approximation polynoˆmiale (2.8) pour N = 1, l’autre utilise l’ap-
proximation par la formule de Dunford-Schwartz (2.91-2.112) pour N = 10. Nous avons
choisi 200 nœuds de discre´tisation spatiale, re´gulie`rement re´partis dans Ω. Les deux e´carts∫ T
0
∥∥u∗N,h′ − u∗N∥∥L2(Ω) dt∫ T
0
‖u∗N‖L2(Ω) dt
' 2.48× 10−5 et
∫ T
0
∥∥u∗N,M,h′ − u∗N,M∥∥L2(Ω) dt∫ T
0
∥∥u∗N,M∥∥L2(Ω) dt ' 3.22× 10−5
1Etant donne´ Λ−1 = −∆ et en utilisant le sche´ma des diffe´rences finies, on en de´duit la discre´tisation
de l’e´quation (2.2), on obtient ainsi (2.9).
2La formule (2.11) est obtenue en utilisant la relation (2.4) et les formules du chapitre pre´ce´dent.
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ont pour but l’e´valuation de l’approximation spatiale. La premie`re me´thode a e´te´ e´value´e
par rapport a` la discre´tisation associe´e a` l’approximation polynoˆmiale et la seconde me´-
thode a e´te´ compare´e a` l’approximation par la formule de Dunford-Schwartz. Les me´thodes
fournissent une bonne discre´tisation spatiale puisque de l’ordre de 10−5.
Nous concluons par l’e´valuation de l’e´cart
JN,M,h′ =
∣∣J (z0;u∗)− J (z0;u∗N,M,h′)∣∣
J (z0;u∗)
entre la fonctionnelle de couˆt exacte et l’approximation de la fonctionnelle de couˆt discre´-
tise´e. Le re´sultat obtenu est satisfaisant, voir la colonne droite du Tableau 2.2. Finalement,
nous avons repre´sente´ en coordonne´es espace-temps l’approximation wN,M,h′ sur la Figure
2.4(a), et l’approximation du controˆle optimal discre´tise´ sur la Figure 2.4(b). On constate
que le premier mode domine les autres modes.
1 5 10 15 20 25 30
10−15
10−10
10−5
100
iteration
(a)
1 5 10 15 20
10−14
10−10
10−5
degré N
(b)
Fig. 2.1 – (a) Convergence en e´chelle logarithmique de ||pm+1N − pmN ||L2(Iσ) pour N = 10
(b) Erreur entre p et pN en fonction de N , 30 ite´rations
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
Re(ζ) 
Im(ζ) 
Rayon = 3.8
Fig. 2.2 – Contour ζ, R = 3.8
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15 20 25 30
10−8
10−6
10−4
M
R = 2.4
15 20 25 30
10−8
10−6
10−4
M
R = 2.6
15 20 25 30
10−8
10−6
10−4
M
R = 2.8
15 20 25 30
10−8
10−6
10−4
M
R = 3
15 20 25 30
10−8
10−6
10−4
M
R = 3.2
15 20 25 30
10−8
10−6
10−4
M
R = 3.4
15 20 25 30
10−8
10−6
10−4
M
R = 3.6
15 20 25 30
10−8
10−6
10−4
M
R = 3.8
Fig. 2.3 – Erreur entre p et pN,M en fonction de M , pour diffe´rentes valeurs de R en
e´chelle logarithmique et pour N = 10
JN JN,M JN,M,h′
1.01× 10−10 5.03× 10−6 9.35× 10−6
Tab. 2.2 – Erreurs sur la fonctionnelle de couˆt pour N = 10, M = 30 , h′ = 1/199
(a) (b)
Fig. 2.4 – (a) Profil espace-temps de l’e´tat optimal discre´tise´ (b) Profil espace-temps du
controˆle optimal discre´tise´
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2.2 Exemple 2 : Equation de la chaleur avec un ope´-
rateur de controˆle non borne´
2.2.1 Pre´sentation
Conside´rons a` nouveau l’e´quation de la chaleur comme e´quation d’e´tat. L’espace de
controˆle est Uh ⊂ L2 (Ω). La fonctionnelle de couˆt J est la meˆme que celle de l’exemple
pre´ce´dent. L’ope´rateur discret de controˆle est ici remplace´ par un ope´rateur non borne´
de´fini au sens des distributions par
〈Bhu, v〉 = −
∫
Ω
uh β1.∇v dx,
avec β1 est un vecteur de Rd. L’ope´rateur de controˆle continu correspondant est e´galement
non borne´, sa de´finition au sens des distributions est
〈Bu, v〉 = −β0
∫
Ω
u β1.∇v dx,
avec U ⊂ L2 (Ω).
2.2.2 Formulation d’un controˆleur semi-de´centralise´
Dans cet exemple l’ope´rateur de controˆle est interne et non borne´ et l’ope´rateur d’ob-
servation est interne et borne´. On applique le re´sultat de la section 1.2.3. Nous commenc¸ons
par poser l’espace pivot Z = L2 (Ω), V = H10 (Ω), ainsi A = ∆ est un isomorphisme de V
dans V ′ a` partir duquel nous de´finissons J = (−A)−1. Cela nous permet de donner une
de´finition pre´cise de Bh et de B :
pour tout v ∈ V ,
〈Bhuh, v〉V ′,V =−
∫
Ω
uh β1.∇v dx pour uh ∈ Uh,
et 〈Bu, v〉V ′,V =−
∫
Ω
u β1.∇v dx pour u ∈ U.
Calculons B∗h de´fini par
(Bhuh, v)V ′ = (uh, B
∗
hv)L2(Ω) , pour uh ∈ Uh et v ∈ V ′.
Puisque
(Bhuh, v)V ′ = 〈Bhuh, Jv〉V ′,V = − (uh, β1.∇Jv)L2(Ω) ,
alors
B∗hv = −β1∇Jv,
et de manie`re similaire
B∗v = −β1∇Jv.
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On introduit le noyau de B de´fini par
KB =
{
u ∈ L2 (Ω) | u constant dans la direction β1
}
,
l’espace U = L2 (Ω) /KB ainsi que le noyau de B
∗
KB∗ = {v ∈ V ′ | Jv constant dans la direction β1} .
Puisque Jv = 0 sur le bord ∂Ω, alors KB∗ = {0}. De plus, en utilisant les arguments
classiques, e.g. [32], on de´duit que B est un isomorphisme de U dans V ′. Nous posons
e´galement
Y = Z = L2 (Ω) et S = C = I ∈ L(Z, Y ).
A pre´sent, on introduit X = V ′ et l’ope´rateur non ne´gatif Λ = J . Le fait que Λ soit
auto-adjoint i.e.
(Λv, v′)V ′ = (v,Λv
′)V ′
vient de l’e´galite´
〈Λv, Jv′〉V ′,V = 〈Jv,Λv′〉V,V ′ .
Pour achever la construction, nous posons
ΦU = (β1.∇)−1 , ΦV = Λ, ΦV ′ = I, ΦY = ΦZ = Λ 12 ,
ou` Λ
1
2 est un isomorphisme de V ′ dans L2 (Ω). De plus,
a (Λ) = I, b (Λ) = I et c (Λ) = I.
Enfin, pour calculer pN,M nous proce´dons comme dans le premier exemple.
2.3 Exemple 3 : Equation des poutres
Nous traitons ici le cas d’un ope´rateur de controˆle et d’un ope´rateur d’observation,
tous deux internes et borne´s.
2.3.1 Pre´sentation
Le syste`me est gouverne´ par l’e´quation biharmonique du second ordre avec des condi-
tions d’encastrement aux bords et avec les meˆmes espaces de controˆle Uh et U qu’a`
l’exemple 1,
∂2ttw (t, x) = −∆2w (t, x) + uh (t, x) sur R+∗ × Ω, (2.17)
w (t, x) = ∇w (t, x) .n = 0 en R+∗ × ∂Ω, (2.18)
w (0, x) = w0 (x) et ∂tw (0, x) = w1 (x) sur Ω. (2.19)
Nous choisissons la fonctionnelle couˆt
J (w0, w1; u) =
∫ +∞
0
‖∆w‖2L2(Ω) + ‖u‖2L2(Ω) dt.
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L’e´quation d’e´tat avec une distribution continue d’actionneurs est
∂2ttw (t, x) = −∆2w (t, x) + β0u (t, x) sur R+∗ × Ω.
A la section suivante, on montre que le controˆle optimal u∗ peut eˆtre approche´ par
u∗N,M,h′ = −
1
2pi
M∑
`=1
=m
(
ω`ζ
′
`
(
k1,N(ζ`)v
ζ`
h′,1 + k2,N(ζ`)v
ζ`
h′,2
))
, (2.20)
avec des notations analogues a` celles de l’exemple 1, et ou` k1,N et k2,N sont de´finis a` la
section suivante.
Soit zT =
[
w ∂tw
]
, on e´tablit par la suite que le vecteur vζ`h′ =
(
vζ`h′,1; v
ζ`
h′,2
)
est
solution de
ζ`
(
vζ`h′,−2 − 4vζ`h′,−1 + 6vζ`h′ − 4vζ`h′,+1 + vζ`h′,+2
)
−h′4vζ`h′ = (zh′,−2 − 4zh′,−1 + 6zh′ − 4zh′,+1 + zh′,+2) ,
(2.21)
et les conditions aux limites
v(0) = v(xH′) = ∂xv(0) = ∂xv(xH′) et z(0) = z(xH′) = ∂xz(0) = ∂xz(xH′) = 0,
avec xH′ est de´finie dans la section suivante.
2.3.2 Formulation et e´tude d’un controˆleur semi-de´centralise´
Remarquons tout d’abord que le syste`me (2.17) peut eˆtre e´crit sous la forme d’un
syste`me du premier ordre ∂tz = Az +Bu. Avec z =
[
w ∂tw
]T
, on obtient les ope´rateurs
de l’e´quation ope´ratorielle de Riccati
A =
[
0 I
−∆2 0
]
, Bh = B =
[
0
I
]
, C = [∆, 0] et S = I.
Les espaces de controˆle et d’observation sont
U = L2 (Ω) , Y ⊂ L2 (Ω) .
L’espace d’e´tat habituel est Z = H20 (Ω) × L2 (Ω) alors Bh, B et C sont borne´s. Nous
posons X = L2 (Ω), Λ = (∆2)
−1
un isomorphisme de X dans H4 (Ω) ∩H20 (Ω),
Φz =
[
Λ
1
2 0
0 I
]
, ΦU = I et ΦY = ∆Λ
1/2,
si bien que
Y = ∆Λ
1
2L2 (Ω)
= ∆H20 (Ω) .
Alors les parame`tres de l’e´quation alge´brique de Riccati sont
a (λ) =
[
0 λ−1/2
−λ−1/2 0
]
, b (λ) =
[
0
1
]
, c (λ) = [1, 0] et s (λ) = 1.
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Remarque 19
1. Les isomorphismes ΦY et ΦZ re´sultent de calculs non triviaux. C’est pour cette
raison que nous souhaitons pre´ciser sur quels crite`res nous avons choisi ces isomor-
phismes. Le choix de ΦZ provient directement de l’expression des produits scalaires (z, z
′)Z =
(
Φ−1Z z,Φ
−1
Z z
′)
X2
,
(z1, z
′
1)H20 (Ω)
=
((
∆2
) 1
2 z1,
(
∆2
) 1
2 z′1
)
L2(Ω)
.
Pour ΦY , nous utilisons la relation
C = ΦY c (Λ)Φ
−1
Z ,
et le produit scalaire
(y, y′)Y =
(
Φ−1Y y,Φ
−1
Y y
′)
X
.
2. Puisque ΦZ et ΦU sont des matrices de fonctions de Λ, on utilise la Remarque 10(i)
pour la construction de l’approximation.
On injecte les expressions de a, b, c, s et p =
[
p11 p12
p21 p22
]
dans l’e´quation (1.7), on trouve
0 = p221 + 2λ
−1/2p21 − 1,
0 = λ−1/2p11 − λ−1/2p22 − p21p22,
0 = 2λ−1/2p21 − p222.
(2.22)
La solution k est une matrice 1× 2 d’ope´rateurs
k =
[
k1 k2
]
,
avec k1 = p21Λ
− 1
2 et k2 = p22. Ainsi, a` partir de (2.221) et (2.223), le couple (k1, k2) est
solution du syste`me 
0 = λk21 + 2k1 − 1,
0 = 2k1 − k22.
(2.23)
Comme dans l’exemple 1, on cherche les approximations polynoˆmiales k1,N et k2,N de k1
et k2 , avec N = (N1, N2). On utilise pour cela un sche´ma semi-implicite. Ici, le sche´ma
est applique´ au syste`me des deux e´quations couple´es. En voici la mise en oeuvre : soient
η1(λ) et η2(λ) deux fonctions test appartenant a` C0 (Iσ), (2.23) e´quivaut a` :
0 =
∫
Iσ
(
λk21 + 2k1 − 1
)
η1(λ) dλ,
0 =
∫
Iσ
(
2k1 − k22
)
η2(λ) dλ.
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On modifie la seconde e´quation du syste`me pre´ce´dent de la fac¸on suivante
∫
Iσ
(
λk21 + 2k1
)
η1(λ) dλ =
∫
Iσ
η1(λ) dλ,
∫
Iσ
(
k22 + k2
)
η2(λ) dλ =
∫
Iσ
(2k1 + k2) η2(λ) dλ,
de manie`re a` ce que l’Algorithme 2 converge, inde´pendamment de la valeur initiale k2,N =
0,
Algorithme 2 Sche´ma Semi-Implicite applique´ a` un syste`me
1: k01,N , k
0
2,N donne´s,
2: a` la (m+1)ie`me e´tape : connaissant km1,N ∈ PN1 et km2,N ∈ PN2 , trouvons km+11,N ∈ PN1 et
km+12,N ∈ PN2 tels que
∫
Iσ
km+11,N (λ)
(
λkm1,N (λ) + 2
)
η1 (λ) dλ =
∫
Iσ
η1 (λ) dλ,
∫
Iσ
km+12,N (λ)
(
km2,N (λ) + 1
)
η2 (λ) dλ =
∫
Iσ
(
2km+11,N (λ) + k
m
2,N (λ)
)
η2 (λ) dλ,
∀η1 (λ) ∈ PN1 et η2 (λ) ∈ PN2 .
3: fin ite´ration
Le calcul nume´rique des inte´grales se fait par la formule (LGL).
Solutions exactes
Tout d’abord, nous donnons la solution exacte du syste`me (2.23)
k1 (λ) =
−1 +√1 + λ
λ
,
k2 (λ) =
√
2
−1 +√1 + λ
λ
.
La loi de controˆle optimal s’e´crit
u∗ = −k(Λ)z(t, x) = −k1(Λ)w(t, x)− k2(Λ)∂tw(t, x).
On injecte cette expression dans l’e´quation d’e´tat (2.17), l’e´quation en boucle ferme´ s’e´crit
∂2ttw (t, x) = −k2 (Λ) ∂tw (t, x)−
(
∆2 + k1 (Λ)
)
w (t, x) . (2.24)
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Dans le cas mono-dimensionnel, le domaine Ω est e´gal a` ]0, L[ avec L la longueur de la
poutre. Soient les vecteurs propres (φn ∈ H20 (Ω))n∈N? , avec φn est solution de
d4φn
dξ4
− νnφn = 0 dans Ω.
On introduit le scalaire y = x
L
, les fonctions ηn(y) = φn(x) solutions de ηn ∈ H20 ([0, 1]) et
d4ηn
dy4
− µ4nηn = 0 dans ]0, 1[,
avec µn tel que νn =
µ4n
L4
. La solution globale peut eˆtre e´crite sous la forme
ηn(µny) = As1(µny) +Bc1(µny) + Cs2(µny) +Dc2(µny),
ou`
s1(µny) = sin(µny) + sinh(µny),
c1(µny) = cos(µny) + cosh(µny),
s2(µny) = − sin(µny) + sinh(µny),
c2(µny) = − cos(µny) + cosh(µny).
En tenant compte des conditions aux limites (2.18), il s’ensuit que µn est solution de
l’e´quation transcendante
cosµn coshµn − 1 = 0,
et
ηn(µnx) = C
(
s2(µny)− s2(µn)
c2(µn)
c2(µn)
)
.
Enfin, les vecteurs propres φn sont de´duits de l’expression de ηn par changement de va-
riable. Les valeurs propres λn de Λ sont l’inverse des valeurs propres νn du Bilaplacien.
De plus, la solution w(t, x) peut eˆtre de´compose´e suivant la base {φn}n∈N? orthonormale
pour le produit scalaire L2(Ω),
w(t, x) =
∑
n∈N?
wn(t)φn(µnx).
En remplac¸ant w par sa de´composition dans (2.24), il s’ensuit que wn est solution de
∂2ttwn (t) = −k2 (λn) ∂twn (t)−
(
λ−1n + k1 (λn))wn (t) ,
comple´te´e par les conditions initiales
wn(0) =
∫ L
0
w(0, x)φn(x) dt,
∂twn(0) =
∫ L
0
∂tw(0, x)φn(x) dt.
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On introduit les expressions
C1(λn) =
(
k2(λn)+
√
k22(λn)−4(k1(λn)+λ−1n )
)
wn(0)+2∂twn(0)
2
√
k22(λn)−4(k1(λn)+λ−1n )
,
C2(λn) =
(
−k2(λn)+
√
k22(λn)−4(k1(λn)+λ−1n )
)
wn(0)−2∂twn(0)
2
√
k22(λn)−4(k1(λn)+λ−1n )
.
On peut e´tablir que la solution exacte des modes
wn(t) = C1(λn)e
1
2
t
(
−k2(λn)+
√
k22(λn)−4(k1(λn)+λ−1n )
)
+ C2(λn)e
1
2
t
(
−k2(λn)−
√
k212(λn)−4(k1(λn)+λ−1n )
)
.
Enfin, le controˆle optimal exact peut s’e´crire comme suit
u∗ (t, x) = −
∑
n
(k1(λn)wn(t) + k2(λn)∂twn(t))φn(x).
A la suite de cet exemple, nous choisissons wn(0) = ∂twn(0) = 1 et un seul mode pour la
validation nume´rique.
Re´sultats nume´riques
Pour cette application, on a choisi la longueur de la poutre L e´gale a` µ1 = 4.73. Ainsi,
toutes les valeurs propres de Λ sont incluses dans Iσ = (0, 1). La Figure 2.5 montre que
l’Algorithme 2 converge de manie`re exponentielle et le Tableau 2.3 illustre la pertinence
du sche´ma semi-implicite associe´. Nous avons choisi pour la suite de cet exemple, le
parame`tre N = (N1, N2) = (10, 10) assez grand pour s’assurer que l’approximation de
k1,N (λ) et k2,N (λ) n’affecte pas la pre´cision de la me´thode d’approximation. En effet,
les erreurs des deux approximations sont tre`s petites car respectivement de l’ordre de
10−10 et de 10−11. Par conse´quent, l’e´cart de la fonctionnelle associe´e a` l’approximation
polynoˆmiale fournit un bon re´sultat, voir la colonne de droite du Tableau 2.4. On a utilise´
la quadrature de trape`ze sur un cercle de rayon R afin de construire l’approximation kN,M .
Cette approximation est base´e sur la combinaison de l’approximation polynoˆmiale kN avec
la formule de Dunford-Schwartz. On illustre l’influence de R sur l’inte´gration nume´rique
via la Figure 2.6. Ensuite, on fixe le rayon R = 2.6 et le parame`tre de la formule de
quadrature M = (M1,M2) = (11, 11) pour que les erreurs relatives
ei =
‖ki,N − ki‖L2(Iσ)
‖ki‖L2(Iσ)
soient ne´gligeables devant les erreurs relatives
Ei =
‖ki,N,M − ki‖L2(Iσ)
‖ki‖L2(Iσ)
.
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Par conse´quent, JN,M << JN , avec
JN =
|J (w0, w1;u∗)− J (w0, w1;u∗N) |
J (w0, w1;u∗) ,
ou` u∗N (t, x) = −
∑
n
(k1,N(λn)wn(t) + k2,N(λn)∂twn(t))φn(x),
et
JN,M =
|J (w0, w1;u∗)− J
(
w0, w1; u
∗
N,M
) |
J (w0, w1;u∗) ,
ou` u∗N,M (t, x) = −
∑
n
(k1,N,M(λn)wn(t) + k2,N,M(λn)∂twn(t))φn(x).
De plus, l’approximation associe´e a` l’inte´gration nume´rique est satisfaisante, voir la co-
lonne du milieu du tableau 2.4. Enfin, nous achevons notre calcul par l’approximation
spatiale. Pour ce faire, nous discre´tisons le proble`me aux limites suivant
∆2v = f dans Ω,
v = 0 sur ∂Ω, (2.25)
∇v.n = 0 sur ∂Ω,
a` l’aide d’ une approximation aux diffe´rences finies. E´tant donne´ H ′ ∈ N, on pose
h′ =
L
H ′ + 2
,
et on pose
∆v = g et ∆g = f. (2.26)
Pour tout i ∈ {0, ..., H ′ + 2}, on de´signe par vi une approximation de la solution v du
syste`me (2.25) au point xi = ih
′ et par vh′ , fh′ et gh′ les vecteurs de composante respective
vi, fi et gi pour 1 ≤ i ≤ H ′ + 1. On utilise l’approximation aux diffe´rences finies centre´e
usuelle du Laplacien. le proble`me (2.26) est alors discre´tise´ comme suit
1
h′2 (vi−1 − 2vi + vi+1) = gi,
1
h′2 (gi−1 − 2gi + gi+1) = fi.
(2.27)
On remplace l’expression de gi de l’e´quation (2.271) dans l’e´quation (2.272), on obtient
alors la discre´tisation de l’ope´rateur Bilaplacien ∆2
1
h′4
(vi−2 − 4vi−1 + 6vi − 4vi+1 + vi+2) = fi, i = 2, ..., H ′.
On comple`te cette e´quation par v0 = 0, vH′+2 = 0, ∂v0 = 0 et ∂vH′+2 = 0. Il reste a`
discre´tiser la condition aux limites ∂v0 = ∂vH′+2 = 0. Avec le de´veloppement de Taylor,
on a
v1 = v0 + h
′∂xv0 +
h′2
2
∂2xxv0 +O
(
h′3
)
,
v2 = v0 + 2h
′∂xv0 +
(2h′)2
2
∂2xxv0 +O
(
h′3
)
.
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En e´liminant le terme en ∂2xxv0, il vient alors
∂xv0 =
−3v0 + 4v1 − v2
2h′
+O (h′2) .
On fait de meˆme pour ∂xvH′+2, on trouve
∂xvH′+2 =
−3vH′+2 + 4vH′+1 − vH′
2h′
+O (h′2) .
La discre´tisation du proble`me (2.25) sous forme matricielle s’e´crit
∆2h′ =
1
h′4

h′4
−3
2
h′3 2h′3 −1
2
h′3
1 −4 6 −4 1
. . . . . . . . . . . . . . .
1 −4 6 −4 1
−1
2
h′3 2h′3 −3
2
h′3
h′4

,
les deux premie`res et dernie`res lignes e´tant dues a` la discre´tisation des conditions aux
limites (2.18). Revenons a` notre proble`me de l’approximation spatiale du controˆle optimal.
On utilise les formules (1.15)-(1.18), avec Λh′ = (∆
2
h′)
−1
. Nous avons choisi 100 points de
discre´tisation spatiale, re´gulie`rement re´partis dans Ω, le temps t ∈ [0, T ] avec T = 0.1.
Les re´sultats obtenus sont valide´s. En effet, l’erreur de discre´tisation spatiale entre uN,M
et uN,M,h′ est e´gale a` ∫ T
0
∥∥u∗N,M,h′ − u∗N,M∥∥L2(Ω) dt∫ T
0
∥∥u∗N,M∥∥L2(Ω) dt = 1.10× 10−4.
La colonne de droite du Tableau 2.4 montre que l’approximation globale est tre`s admis-
sible. La Figure 2.7 repre´sente l’approximation globale de l’e´tat controˆle´ wN,M,h′ et du
controˆle optimal uN,M,h′ .
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1 5 10 15 20 25 30
10−10
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10−6
10−4
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iteration
k11,N
k12,N
Fig. 2.5 – Convergence en e´chelle logarithmique de ||km+1i,N − kmi,N ||L2(Iσ), i ∈ {1, 2}
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Fig. 2.6 – Erreur Ei en fonction de M pour diffe´rentes valeurs de R en e´chelle logarith-
mique et pour N = (10, 10)
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N e1 e2
(2, 2) 8, 92× 10−4 3, 62× 10−4
(2, 3) 8, 92× 10−4 4, 28× 10−4
(3, 2) 9, 56× 10−5 3, 55× 10−4
(3, 3) 9, 56× 10−5 3, 74× 10−5
(3, 4) 9, 56× 10−5 5, 17× 10−5
(4, 3) 1, 17× 10−6 3, 67× 10−5
(4, 4) 1, 17× 10−6 4, 56× 10−6
(5, 5) 1, 53× 10−6 5, 73× 10−7
(5, 10) 1, 53× 10−6 6, 15× 10−7
(10, 5) 9, 32× 10−11 5, 61× 10−7
(10, 10) 9, 32× 10−11 3, 35× 10−11
Tab. 2.3 – Erreurs des approximations polynoˆmiales
JN JN,M JN,M,h′
1.17× 10−7 1.44× 10−5 7.21× 10−5
Tab. 2.4 – Erreurs relatives des fonctionnelles de couˆt, N = (10, 10), M = (11, 11) et
h′ = 1/199
(a) (b)
Fig. 2.7 – (a) Profil espace-temps de l’e´tat optimal discre´tise´ (b) Profil espace-temps du
controˆle optimal discre´tise´
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2.4 Exemple 4 : Equation de la chaleur 2D, controˆle
frontie`re
On conside`re a` pre´sent le cas d’un ope´rateur de controˆle frontie`re et d’un ope´rateur
d’observation interne borne´.
2.4.1 Pre´sentation
Soient Ω le rectangle (0, 1)× (0, pi) ⊂ R2 et Γ0 = {(0, y) : 0 < y < pi} une partie de sa
frontie`re, voir la Figure 2.8.
Ω Γ0 
Fig. 2.8 – Le domaine Ω
Conside´rons le proble`me de controˆle frontie`re applique´ a` l’e´quation de la chaleur sur Γ0,
∂tw (t, x, y)− ∂2xxw (t, x, y)− ∂2yyw (t, x, y) = 0, dans R+∗ × Ω,
w (t, 0, y) = v (t, y) , sur R+∗ × Γ0,
w (t, x, y) = 0, sur R+∗ × ∂Ω\Γ0,
w (0, x, y) = w0 (x, y) , dans Ω,
(2.28)
ou` v (t, y) de´signe le controˆle frontie`re.
Rappelons que la me´thode de´crite dans le chapitre pre´ce´dent n’est pas applicable a`
des proble`mes de controˆle frontie`re. Ainsi, nous devons transformer notre proble`me de
controˆle frontie`re en un proble`me de controˆle interne. Pour ce faire, on pose
w (t, x, y) = w (t, x, y)− (1− x) v (t, y) ,
solution de l’e´quation de la chaleur avec des conditions aux limites homoge`nes et controˆle
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interne
∂tw (t, x, y) = ∂
2
xxw (t, x, y) + ∂
2
yyw (t, x, y)− (1− x)u (t, y) dans R+∗ × Ω,
w (t, x, y) = 0 sur R+∗ × ∂Ω,
w (0, x, y) = w0 (x, y) = w0 (x, y)− (1− x)w0 (0, y) dans Ω,
(2.29)
avec
u (t, y) = ∂tv (t, y)− ∂2yyv (t, y) .
On choisit l’espace de controˆle U ⊂ L2 (0, 1). Nous choisissons la fonctionnelle couˆt de la
manie`re suivante
J (w0; u) =
∫ +∞
0
‖w (t, x, y)‖2L2(Ω) + ‖u (t, y)‖2L2(0,1) dt. (2.30)
A la section 2.4.2, on construit l’approximation semi-de´centralise´e u∗M,h′ du controˆle op-
timal u∗ en projetant ce syste`me sur les quatre premiers vecteurs ψk(x) d’une base de
L2(0, 1). On montre que,
u∗ = −k(Λ)z,
ou` k(Λ) est un vecteur ligne 1× 4 d’ope´rateurs et la variable d’e´tat z un vecteur colonne
4 × 1 ayant pour coefficients z1j = wj (t, y) =
√
2
∫ 1
0
w (t, x, y) sin (jpix) dx, j = 1, .., 4.
On pose N =
(
NN , ND
)
suffisamment grand avec N = (Nj1)j,1, N
N =
(
NNj1
)
j,1
et
ND =
(
NDj1
)
j,1
. Les coefficients kj1,N de la matrice kN sont des fractions rationnelles
approchant les kj1. Leurs nume´rateurs et de´nominateurs sont de degre´s respectifs N
N
j1 et
NDj1. On obtient v
ζ`
h′ par une formule analogue a` (2.9). Enfin, on montre que l’approximation
semi-de´centralise´e s’e´crit sous la forme
u∗M,h′ = −
1
2pi
M∑
`=1
=m
(
Pζ`vζ`h′
)
, (2.31)
ou`
Pζ` = ω`ζ ′`
[
k11,N(ζ`) k12,N(ζ`) k13,N(ζ`) k14,N(ζ`)
]
.
2.4.2 Construction et e´tude du controˆleur semi-de´centralise´
Dans cet exemple, nous utilisons pour le calcul de kN un algorithme diffe´rent de ce-
lui pre´sente´ pour les exemples pre´ce´dents. Il est a` pre´sent base´ sur une approximation
rationnelle.
On introduit la base des fonctions propres normalise´es associe´es au proble`me des va-
leurs propres
(ψk (x))k =
(√
2 sin (kpix)
)
k
,
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avec k e´tant un entier supe´rieur ou e´gal a` 1. Ces fonctions ve´rifient
−∂xxψ (x) = k2pi2ψ (x) pour x ∈ (0, 1) ,
ψ (x) = 0 pour x ∈ {0, 1} .
Ainsi, on adopte l’approximation
w (t, x, y) =
∑
k≥1
wk (t, y)ψk (x)
'
K∑
k=1
wk (t, y)ψk (x) ,
ou` K est un parame`tre entier supe´rieur ou e´gal a` 1 et wk les coefficients des modes ψk de
la de´composition modale w. Comme∫ 1
0
(1− x)ψk(x) =
√
2
kpi
,
on trouve que wk (t, y) est solution de l’e´quation pose´e sur Γ0
∂twk (t, y) = −k2pi2wk (t, y) + ∂2yywk (t, y)−
√
2
kpi
u (t, y) dans R+∗ × Γ0,
wk (t, y) = 0 dans R+∗ × {0, pi} ,
wk (0, y) = wk,0 (y) =
∫ 1
0
w0 (x, y)ψk (x) dx dans Γ0.
(2.32)
Ici u (t, y) de´signe le controˆle interne. L’e´quation d’e´tat est constitue´e de K e´quations
(2.32) qui ne sont couple´es que par le meˆme controˆle u (t, y), lui-meˆme intervenant dans
chacune des e´quations. La fonctionnelle de couˆt (2.30) est simplifie´e par
J (w0;u) ' J (w.,0;u)
=
∫ +∞
0
K∑
k=1
||wk (t, y) ||2L2(Γ0) + ||u (t, y) ||2L2(Γ0).
Le syste`me (2.32) peut eˆtre exprime´ sous la forme d’un syste`me du premier ordre (1.3).
Nous posons pour variable d’e´tat
zT = [ w1 ... wK ].
Nous obtenons les coefficients-ope´rateurs de l’e´quation ope´ratorielle de Riccati
A = −diag [12pi2 + Λ−1, ... , K2pi2 + Λ−1] ,
B = I
√
2
pi
[
1
1
, ... , 1
K
]T
,
C l’ope´rateur identite´ sur Z.
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Les espaces de controˆle et d’observation sont U = L2 (Γ0) et Y = (L
2 (Γ0))
K
. L’espace
d’e´tat est Z = (L2 (Γ0))
K
alors B et C sont borne´s. Nous posons X = L2 (Γ0) et Λ =(−∂2yy)−1 qui est un isomorphisme de X dans H2 (Γ0) ∩H10 (Γ0). Alors nous trouvons les
isomorphismes
ΦZ = ΦY = IK×K , ΦU = I,
et les coefficients-matrices de l’e´quation alge´brique de Riccati
a (λ) = −diag [12pi2 + 1
λ
, ... , K2pi2 + 1
λ
]
,
b (λ) =
√
2
pi
[
1
1
, ... , 1
K
]T
,
c (.) l’ope´rateur identite´ sur RK .
Remarque 20 Ici, ΦZ et ΦU sont des matrices de fonctions de Λ, on peut donc utiliser
la Remarque 10(i) pour la construction de l’approximation.
A ce stade, on peut chercher l’interpolation rationnelle kN (λ) sous la forme (1.8) sur
Iσ. Soient λ0, ..., λmax L + 1 nœuds distincts de Iσ et p (λ0) , ..., p (λmax) les solutions de
l’e´quation alge´brique de Riccati en ces points. On notera RNN ,ND l’ensemble des fonctions
rationnelles dont le nume´rateur est de degre´ infe´rieur ou e´gal a` NN et le de´nominateur de
degre´ infe´rieur ou e´gal a` ND. Soit N =
(
NN , ND
)
, le proble`me d’interpolation rationnelle
est le suivant : e´tant donne´ N , trouver
kij,N =
Tij,1
Tij,2
∈ RNN ,ND
tel que
kij,N (λn) =
Tij,1 (λn)
Tij,2 (λn)
= kij (λn) , n = 0, ..., L. (2.33)
Si kij,N existe, sa repre´sentation canonique s’e´crit sous la forme (1.8) et les conditions
d’interpolation de (2.33) impliquent
Tij,1 (λn)− kij,N (λn)Tij,2 (λn) = 0, n = 0, ..., L, (2.34)
ou bien
d0 + d1λn + ...+ dNNλ
NN
n − kij (λn) (d′0 + d′1λn + ...+ d′NDλN
D
n ) = 0.
L’ensemble des vecteurs-solution χ =
(
d0, ..., dNN , d
′
0, ..., d
′
ND
)T
de (2.34) constitue le
noyau de la matrice (L+ 1)× (NN +ND + 2) donne´e par
A =

1 λ0 λ20 ··· λN
N
0 −kij(λ0) −kij(λ0)λ0 −kij(λ0)λ20 ··· −kij(λ0)λN
D
0
1 λ1 λ21 ··· λN
N
1 −kij(λ1) kij(λ1)λ1 −kij(λ1)λ21 ··· −kij(λ1)λN
D
1
...
...
...
...
...
...
...
...
1 λL λ
2
L ··· λN
N
L −kij(λL) −kij(λL)λL −kij(λL)λ2L ··· −kij(λL)λN
D
L
 . (2.35)
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La de´composition en valeurs singulie`res, note´e SVD de l’anglais Singular Value Decom-
position, permet le calcul de la matrice pseudo-inverse et donc la re´solution du syste`me
surde´termine´
Aχ = 0
au sens des moindres carre´s, sans donner la solution triviale χ = 0. La solution χ corres-
pond alors la dernie`re colonne de V de la SVD de A = UΣV T . Pour plus d’informations
sur la SVD, le lecteur peut se re´fe´rer a` [52] et a` [33].
Une introduction a` l’interpolation rationnelle classique, i.e. dans le cas L = NN +ND,
est relate´e dans [13], [83], [93]. Pour une litte´rature plus comple`te, on pourra consulter
[34], [67], [36] et [94].
Pour l’application nume´rique, nous avons choisi quatre modes (K = 4) et L = 100
nœuds logarithmiquement distribue´s sur Iσ = (10
−2, 1). Nous remarquons que les formes
de toutes les fonctions spectrales kij implique´es dans Q et illustre´es par la Figure 2.9,
repre´sentent un comportement singulier a` l’origine, d’ou` l’utilisation dans cet exemple de
l’interpolation rationnelle. Dans le Tableau 2.5, nous donnons les degre´s des polynoˆmes
N =
(
NN , ND
)
et les erreurs relatives
eij =
‖kij,N − kij‖L2(Iσ)
‖kij‖L2(Iσ)
(2.36)
calcule´es entre k et son approximation rationnelle kN . Les degre´s N
N et ND sont choisis
suffisamment grands pour que les erreurs soient suffisamment petites. Ainsi, cela n’affecte
pas le calcul en temps re´el du controˆle.
Ici, l’approximation est rationnelle. D’apre`s la Remarque 16, les inte´grations nume´-
riques sont calcule´es par une quadrature de trape`ze le long de l’ellipse de´finie par
R1 = R0 = 0.51 et R2,ij =

0.1 si <e (ζPij) /∈ (0, 1.22) ,
1
2
min (|=m(ζij)|) si <e
(
ζPij
) ∈ (0, 1.22) ,
ou` ζPij de´signent les poˆles de kij,N . Par conse´quent, les poˆles et les ze´ros de kij,N se trouvent
a` l’exte´rieur de ce chemin. Les erreurs relatives calcule´es entre les fonctions exactes et les
approximations finales
Eij =
‖kij,N,M − kij‖L2(Iσ)
‖kij‖L2(Iσ)
, (2.37)
sont illustre´es par la Figure 2.10, mise a` l’e´chelle logarithmique, avec M variant entre 1 et
103. Les re´sultats sont corrects. La de´croissance est proportionnelle au nombre de nœuds.
Dans cet exemple, nous n’avons ni traite´ l’approximation spatiale kN,h′ ni kN,M,h′ . Cette
approximation peut eˆtre envisage´e en discre´tisant l’ope´rateur Λ−1 d’une fac¸on similaire a`
celle utilise´e pour l’exemple 1.
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(i, j) (1, 1) (1, 2) (1, 3) (1, 4)
Nij (20, 10) (20, 10) (19, 10) (20, 10)
eij × 10−10 0.03 0.09 1.69 0.95
Tab. 2.5 – Erreurs des approximations rationnelles
0.01 0.5 1
−0.02
−0.015
−0.01
−0.005
k11
λ
0.01 0.5 1
−2.5
−2
−1.5
−1
x 10−3
k12
λ
0.01 0.5 1
−8
−7
−6
−5
−4
x 10−4
k13
λ
0.01 0.5 1
−3.4
−3.2
−3
−2.8
−2.6
−2.4
−2.2
x 10−4
k14
λ
Fig. 2.9 – Formes des fonctions spectrales k
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10 500 1000
10−10
10−5
100
E11
M
10 500 1000
10−10
10−5
100
E12
M
10 500 1000
10−10
10−5
100
E13
M
10 500 1000
10−10
10−5
100
E14
M
Fig. 2.10 – Erreurs entre k et kN,M
2.5 Exemple 5 : Microscope de Force Atomique (AFM)
On s’inte´resse a` un mode`le multi-e´chelles d’un re´seau de cantilevers mettant en oeuvre
un ope´rateur de controˆle et un ope´rateur d’observation internes et borne´s.
2.5.1 Pre´sentation
On se re´fe`re ici au mode`le a` deux-e´chelles [53] constitue´ d’une large matrice mono-
dimensionnelle de cantilevers, voir Figure 2.11. Ce mode`le a e´te´ obtenu a` partir d’une
me´thode d’homoge´ne´isation consacre´e a` des syste`mes fortement he´te´roge`nes. Le mode`le
homoge´ne´ise´ est construit suivant trois e´tapes. Tout d’abord, un changement de variable
est introduit afin de permettre la formulation du mode`le complet dans un re´fe´rentiel a`
deux-e´chelles et constitue´ de variables micro et macro. La seconde e´tape consiste a` appro-
cher le mode`le en conside´rant un grand nombre de cantilevers. Enfin, on le re´injecte dans
le re´fe´rentiel naturel avec lequel le syste`me re´el est de´crit. La the´orie du controˆle pre´sent
est applique´e au mode`le re´sultant de la seconde e´tape, pour eˆtre conside´re´e comme e´le´-
ment du re´fe´rentiel a` deux-e´chelles. De plus, un nombre important mais fini de cantilevers
est approche´ par une distribution d’un nombre infini de cantilevers.
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Fig. 2.11 – Matrice de Cantilevers
Fig. 2.12 – Domaine a` deux-e´chelles
Apre`s certaines simplifications, le mode`le d’approximation est exprime´ dans le re´-
fe´rentiel a` deux-e´chelles et apparaˆıt comme e´tant pose´ dans un domaine rectangulaire
Ω = (0, LB) × (0, LC), voir Figure 2.12. Les parame`tres LB et LC repre´sentent respec-
tivement la longueur de la base dans la direction macro-e´chelle x, et la longueur du
cantilever mise a` l’e´chelle dans la direction micro-e´chelle y. La base est mode´lise´e par la
ligne Γ = {(x, y) | x ∈ (0, LB) et y = 0}, et le rectangle Ω contient un nombre infini
de cantilevers. Nous de´crivons le mouvement du syste`me par son de´placement de flexion
uniquement. Ainsi, la base est re´gie par une e´quation des poutres d’Euler-Bernoulli, avec
deux forces distribue´es distinctes, l’une exerce´e par les cantilevers attache´s, l’autre no-
te´e uB(t, x) et traduisant l’influence de la distribution d’actionneurs. Le de´placement de
flexion, la masse par unite´ de longueur, le coefficient de flexion ainsi que la largeur sont
respectivement note´s wB(t, x), ρ
B, RB et `C . L’e´quation gouvernant la base s’e´crit alors
ρB∂2ttwB (t, x) +R
B∂4x···xwB (t, x) + `CR
C∂3yyywC (t, x, y) = −∂2xxuB sur Γ. (2.38)
La base est suppose´e encastre´e a` chaque extre´mite´, ainsi les conditions aux limites sont
wB (0) = ∂xwB (0) = 0,
wB (LB) = ∂xwB (LB) = 0.
(2.39)
Les cantilevers sont oriente´s suivant la direction y et leurs mouvements sont gouverne´s
par un nombre infini d’e´quations d’Euler-Bernoulli distribue´es le long de la direction x.
Pour simplifier, chaque cantilever est soumis a` une force de controˆle uC(t, x) conside´re´e
constante le long des cantilevers. Ce choix n’affecte pas la me´thode pre´sente´e ci-apre`s, il
peut ainsi eˆtre substitue´ par une distribution de force re´aliste. On note respectivement
wC(t, x, y), ρ
C et RC les de´placements de flexion de cantilever, la masse par unite´ de
longueur et le coefficient de flexion. L’e´quation en (x, y) ∈ Ω s’e´crit
ρC∂2ttwC +R
C∂4y···ywC = uC dans Ω,
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et les quatre conditions aux limites sont les suivantes
wC = wB et ∂ywC = 0 en y = 0,
∂2yywC = ∂
3
yyywC = 0 en y = LC .
Cela traduit une extre´mite´ encastre´e a` la base, et l’autre laisse´e libre. Finalement, les deux
e´quations sont comple´te´es par des conditions initiales sur les de´placements et vitesses
wB = wB,0 , ∂twB = wB,1,
wC = wC,0 et ∂twC = wC,1,
Le proble`me LQR est pose´ pour des variables de controˆle (uB, uC) ∈ U = H2(Γ)∩H10 (Γ)×
L2(Γ) et pour la fonctionnelle de couˆt
J (wB,0, wB,1, wC,0, wC,1; uB, uC)
=
∫∞
0
‖wB (t, x)‖2H20 (Γ) + ‖uB (t, x)‖
2
H2∩H10 (Γ)
+
∥∥∂2yywC (t, x, y)∥∥2L2(Ω) + ‖uC (t, x, y)‖2L2(Ω) dt.
(2.40)
On cherchera a` construire l’approximation semi-de´centralise´e u∗M,h′ du controˆle optimal
u∗ =
u∗B
u∗C
 = −k(Λ)z,
ou` k(Λ) est une matrice 2×4 d’ope´rateur, la variable d’e´tat zT = [wB w˜1C ∂twB ∂tw˜1C]
avec w˜1C = wC
∫ LC
0
ψ1dy (ψ1 e´tant solution du proble`me (2.43) pour un seul mode). Pour
cela, on commence par chercher les fractions rationnelles kij,N , approximations des kij.
Puis on cherche vζ`h′ , solution du proble`me analogue a` (2.21). Enfin, on e´tablit que l’ap-
proximation semi-de´centralise´e s’e´crit sous la forme−∂2xx 0
0 I

h′
u∗M,h′ = −
1
2pi
M∑
`=1
=m
(
Pζ`vζ`h′
)
, (2.41)
ou` Pζ` est une matrice 2× 4 qui s’e´crit de la fac¸on suivante
Pζ` = ω`ζ ′`
[
k11,N(ζ`) k12,N(ζ`) k13,N(ζ`) k14,N(ζ`)
k21,N(ζ`) k22,N(ζ`) k23,N(ζ`) k24,N(ζ`)
]
.
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2.5.2 Application
La premie`re e´tape pour appliquer la me´thode de´crite dans le chapitre pre´ce´dent consiste
a` transformer le proble`me de controˆle en un autre proble`me avec un controˆle et une ob-
servation internes distribue´s. Pour ce faire, on pose
wC = wC − wB,
solution d’une e´quation d’Euler-Bernoulli des cantilevers avec des conditions aux limites
homoge`nes 
ρC∂2ttwC +R
C∂4y···ywC = uC − ρC∂2ttwB sur (0, LC) ,
wC = ∂ywC = 0 en y = 0,
∂2yywC = ∂
3
yyywC = 0 en y = LC .
(2.42)
On introduit la base des fonctions propres normalise´es (ψk)k associe´es au proble`me des
valeurs propres3
∂4y···yψ (y) = λ
Cψ (y) sur (0, LC) ,
ψ (0) = ∂yψ (0) = 0 et ∂
2
yyψ (LC) = ∂
3
yyyψ (LC) = 0,
‖ψk‖L2(0,LC) = 1.
(2.43)
Ainsi, on adopte l’approximation
wC (t, x, y) '
K∑
k=1
wkC (t, x)ψk (y) ,
ou` wkC sont les coefficients des modes ψk de la de´composition modale de wC . On introduit
la moyenne
ψk =
∫ LC
0
ψk dy,
et la quantite´
ukC =
∫ LC
0
uCψk dy.
On trouve que wkC est solution de
ρC∂2ttw
k
C +R
CλCk wCk = u
k
C − ρCψk∂2ttwB.
3Nume´riquement, on peut obtenir les valeurs propres λCk et les vecteurs propres ψk(y) de la meˆme
fac¸on que pour le Bilaplacien avec des conditions aux limites de Dirichlet (voir exemple 3). L’e´quation en
µn sera alors remplacer par l’e´quation sin(µn) sinh(µn) − 1 = 0 associe´e aux conditions aux limites des
cantilevers.
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Pour e´viter d’utiliser ∂2ttwB, on introduit
w˜kC = w
k
C + ψkwB
de sorte que w˜kC est solution de
ρC∂2ttw˜
k
C +R
CλCk w˜
k
C −RCλCk ψkwB = ukC . (2.44)
On exprime
∂3ywC = ∂
3
y (wC + wB) = ∂
3
y
[
K∑
k=1
wkCψk +
K∑
k=1
wBψk
]
=
K∑
k=1
∂3yψkw˜
k
C .
On pose ck = ∂
3
yψk (0), on obtient que
(
wB, w˜
k
C
)
est solution du syste`me d’e´quations pose´
sur Γ
ρB∂2ttwB +R
B∂4x···xwB + `RR
C
∑
k
ckw˜
k
C = −∂2xxuB sur Γ,
ρC∂2ttw˜
k
C +R
CλCk w˜
k
C −RCλCk ψkwB = ukC sur Γ, pour chaque k,
(2.45)
avec les conditions aux limites (2.39). La fonctionnelle de couˆt (2.40) devient
J '
∫ ∞
0
∥∥∂2xxwB (t, x)∥∥2L2(Γ) + K∑
k=1
∥∥λCk w˜kC (t, x)∥∥2L2(Γ) + ∥∥∂2xxuB∥∥2L2(Γ) + K∑
k=1
∥∥ukC∥∥2L2(Γ) dt.
Remarque 21 La fonctionnelle de couˆt a e´te´ simplifie´e graˆce a` l’e´galite´ entre les normes
‖wB (t, x)‖2H20 (Γ) =
∥∥∂2xxwB (t, x)∥∥2L2(Γ) ,
et a` l’aide des relations associe´es aux fonctions propres normalise´es (ψk)k
∥∥∂2yyψk(y) (t, x)∥∥2L2(0,LC) = λCk ,
∫ LC
0
∂2yyψk(y)∂
2
yyψk′(y) dy = δkk′ .
On pose pour variable d’e´tat
zT =
[
wB w˜
1
C · · · w˜kC ∂twB ∂tw˜1C · · · ∂tw˜kC
]
,
et pour controˆle
uT =
[
uB u
1
C · · · ukC
]
.
Le syste`me (2.45) est donc formule´ comme le syste`me (1.3). Soit X = L2 (Γ), l’ope´rateur
Λ = (∂4x...x)
−1
est un isomorphisme de X dans H4 (Γ) ∩ H20 (Γ). Nous choisissons pour
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espace d’e´tat Z = H20 (Γ) × X2K+1, pour espace de controˆle U = H2 ∩ H10 (Γ) × XK et
pour espace d’observation Y = Z. On introduit les expressions suivantes
AK1 l’ope´rateur identite´ dans RK ,
A2 = − `RRCρB
[
c1, ... , cK
]
,
A3 =
RC
ρC
[
ψ1λ
C
1 , ... , ψKλ
C
K
]T
,
A4 = diag
[
λC1 , ..., λ
C
K
]
,
B2 =
[
−∂2xx
ρB
0
0 1
ρC
AK1
]
,
b2 =
[ 1
ρB
0
0 1
ρC
AK1
]
.
Ainsi, l’ope´rateur d’e´tat s’e´crit comme suit
A =

0 AK+11 I[
−RB
ρB
Λ−1 A2I
A3I −RCρC A4I
]
0
 ,
et les ope´rateurs de controˆle B et d’observation C sont respectivement donne´s par
B =
 0
B2I
 et C =
 diag (I, A4 I) 0
0 0
 .
Notons que les ope´rateurs A et B sont obtenus a` partir de l’e´quation d’e´tat (2.45), tandis
que C issu de l’expression de la fonctionnelle de couˆt simplifie´e. Alors, les isomorphismes
sont donne´s par
ΦZ = diag
[
Λ
1
2 ,A2K+11 I
]
, ΦU =
[
(−∂2xx)−1 0
0 AK1
]
et ΦY = ΦZ ,
et les parame`tres de l’e´quation alge´brique de Riccati sont de´finis comme suit
a (λ) =

0 diag
(
λ−
1
2 , AK1
)
[
−RB
ρB
λ−
1
2 A2
A3λ
1
2 −RC
ρC
A4
]
0
 ,
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b (λ) =
 0
b2
 et c (λ) =
 diag (1, A4) 0
0 0
 .
Remarque 22
1. Ici, ΦZ et ΦY sont obtenus de manie`re analogue a` celle utilise´e pour le choix de ΦZ
dans la Remarque 19 de l’Exemple 3. Pour ΦU , nous utilisons la relation
B = ΦZbΦ
−1
U ,
et les produits scalaires
(u, u′)U =
(
Φ−1U u,Φ
−1
U u
′)
X1+K
,
(u1, u
′
1)H2∩H10 (Γ) =
(−∂2xxu1,−∂2xxu′1)L2(Γ) ,
ce qui implique
−∂2xx
ρB
= b1+K,1
(
Φ−1U
)
1,1
.
2. Dans cet exemple, ΦZ est une matrice de fonction de Λ mais ΦU n’est pas une
matrice de fonction de Λ. En conse´quence, on utilise la Remarque 10(ii) pour la
construction de l’approximation.
3. Nous calculons kij,N et kij,N,M suivant la meˆme proce´dure que celle employe´e dans
l’exemple pre´ce´dent.
A pre´sent, on s’inte´resse a` une dynamique a` l’e´chelle micro. Par conse´quent, l’e´tude d’un
seul mode suffit et on prendra K = 1. Pour ce cas, la variable d’e´tat est
zT =
[
wB w˜
1
C ∂twB ∂tw˜
1
C
]
,
et le controˆle s’e´crit
uT =
[
uB u
1
C
]
.
Les coefficients de l’e´quation alge´brique de Riccati sont simplifie´s en
a (λ) =

0 0 λ−
1
2 0
0 0 0 1
−RB
ρB
λ−
1
2 − `RRC
ρB
c1 0 0
RC
ρC
ψ1λ
C
1 λ
1
2 −RC
ρC
λC1 0 0
 , b (λ) =

0 0
0 0
1
ρB
0
0 1
ρC
 et c (λ) = diag [1, λC1 , 0, 0] .
Pour l’application nume´rique, nous avons pris RB, ρB, `R, R
C , ρC et LC tous e´gaux
a` un, et LB = 4.73. Ainsi, toutes les valeurs propres de Λ sont incluses dans (0, 1). La
premie`re valeur propre du cantilever est e´gale a` λC1 = 12.36, ψ1 = −0.78 et c1 = 9.86. De
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plus, nous avons choisi L = 100 nœuds logarithmiquement distribue´s sur Iσ ∈ (10−2, 1).
Les formes de toutes les fonctions spectrales kij repre´sentent un comportement singulier
a` l’origine, voir Figure 2.13. Dans le Tableau 2.6, nous donnons les degre´s des polynoˆmes
N =
(
NN , ND
)
et les erreurs relatives (2.36). Les degre´s NN et ND sont choisis assez
grands pour que les erreurs soient suffisamment petites, cela dans le but de ne pas affecter
le calcul du controˆle en temps re´el.
Les inte´grations nume´riques ont e´te´ calcule´es par la quadrature de trape`ze. Le chemin
d’inte´gration est de´fini par
R1 = R0 = 0.61 et R2,ij =
9
10
min
(∣∣=m (ζPij)∣∣) ,
ou` ζPij de´signent les poˆles de kij,N . Les erreurs relatives (2.37) conside´re´es entre les fonc-
tions exactes et les approximations finales sont donne´es par la Figure 2.14 a` l’e´chelle
logarithmique, pour M variant entre 1 et 103. Les re´sultats sont corrects. On note de plus
que la de´croissance est proportionnelle au nombre de nœuds.
Dans cet exemple nous n’avons ni aborde´ le calcul de l’approximation spatiale kN,h′ ni
celui de kN,M,h′ . Ces approximations peuvent eˆtre traite´es en discre´tisant l’ope´rateur Λ
−1
de fac¸on similaire a` celle utilise´e pour l’exemple 3.
(i, j) (1, 1) (1, 2) (1, 3) (1, 4) (2, 1) (2, 2) (2, 3) (2, 4)
Nij (7, 19) (7, 20) (13, 8) (7, 19) (8, 20) (7, 19) (20, 10) (19, 7)
eij × 10−7 4.78 0.69 3.83 1.19 1.81 1.19 0.89 0.53
Tab. 2.6 – Erreurs des approximations rationnelles
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0.01 0.5 1
1
2
3
4
5
k11
λ
0.01 0.5 1
49
50
51
52
53
54
55
k12
λ
0.01 0.5 1
−3
−2.5
−2
−1.5
−1
−0.5
k13
λ
0.01 0.5 1
5.4
5.6
5.8
6
6.2
6.4
k14
λ
0.01 0.5 1
−5
−4
−3
−2
−1
k21
λ
0.01 0.5 1
5.4
5.6
5.8
6
6.2
6.4
k22
λ
0.01 0.5 1
−1.2
−1
−0.8
−0.6
−0.4
k23
λ
0.01 0.5 1
3.2
3.25
3.3
3.35
k24
λ
Fig. 2.13 – Formes des fonctions Spectrales k
10 500 1000
10−5
100
E11
M
10 500 1000
10−5
100
E12
M
10 500 1000
10−5
100
E13
M
10 500 1000
10−5
100
E14
M
10 500 1000
10−5
100
E21
M
10 500 1000
10−5
100
E22
M
10 500 1000
10−5
100
E23
M
10 500 1000
10−5
100
E24
M
Fig. 2.14 – Erreurs entre k et kN,M
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2.6 Exemple 6 : Controˆle LQG d’une poutre avec
actionneurs et capteurs pie´zo-e´lectriques distri-
bue´s
Cet exemple est relatif a` un proble`me de controˆle distribue´ rencontre´ en me´canique
des structures. Conside´rons une plaque e´lance´e sur les faces de laquelle sont re´partis
des transducteurs pie´zo-e´lectriques de fac¸on pe´riodique. Sur une face, les pastilles pie´zo-
e´lectriques seront utilise´es comme des capteurs tandis que sur l’autre face, place´s de fac¸on
syme´trique, il le seront comme des actionneurs. Le syste`me ainsi constitue´ est soumis
a` une excitation initiale. Nous nous inte´ressons ici au proble`me de la re´duction de son
niveau de vibrations.
Dans cet exemple, nous construisons l’approximation semi-de´centralise´e du controˆle,
de manie`re analogue a` celle de´crite dans un proble`me LQR de´ja` traite´. Le contexte est
diffe´rent puisqu’on l’applique cette fois au cadre LQG. Ici, le controˆle n’est pas fonction
de Λ. Nous avons dans cette e´tude conside´re´ uniquement l’approximation polynoˆmiale des
ope´rateurs controˆleur et filtre. Cette approximation est e´tablie a` l’aide d’un de´veloppe-
ment asymptotique et de la me´thode d’identification des coefficients par identification des
puissances. Enfin, l’approximation du controˆle semi-de´centralise´e est re´alise´e a` l’aide d’un
circuit e´lectronique.
2.6.1 Pre´sentation du proble`me
Le mouvement d’une plaque e´lastique e´quipe´e d’une distribution de transducteurs
pie´zo-e´lectriques est re´gi par les e´quations de la dynamique
∫
Ωα
(
ρα
3∑
i=1
∂2ttu
α
i .υi +
3∑
i,j=1
σαij.sij(υ)
)
dx = 0,
pour tout champ de de´placement admissible υ. Il est e´galement gouverne´ par l’e´quation
de l’e´lectrostatique ∫
Ωα
3∑
i=1
Dαi ∂iψ dx = 0,
pour tout potentiel e´lectrique admissible ψ. Ici, Ωα, ρα, uα, σα et Dα repre´sentent respecti-
vement le domaine occupe´ par la plaque, la masse volumique, le vecteur des de´placements
me´caniques, le tenseur des contraintes et le vecteur des de´placements e´lectriques. L’in-
dice α est relatif a` l’e´paisseur de la plaque. Le tenseur des contraintes me´caniques et
les de´placements e´lectriques sont suppose´s eˆtre des combinaisons line´aires du tenseur des
de´formations skl(u
α) et du champ e´lectrique ∂kφ
α (ici φα repre´sente le potentiel e´lectrique)
σαij =
3∑
k=1
(
3∑
j=1
Rijklskl(u
α) + ekij∂kφ
α
)
,
55
Chapitre 2. Application et re´sultats nume´riques
et
Dαk =
3∑
j=1
(
3∑
i=1
ekijskl(u
α)− εki∂iφα
)
.
Les Rijkl, ekij et εki sont respectivement le tenseur de raideur, le coefficient de pie´zo-
e´lectricite´ et la matrice des permittivite´s. Du point de vue des conditions aux limites
impose´es, nous supposerons que les deux extre´mite´s de la poutre sont encastre´es et que
les autres bords sont libres. Par ailleurs, toutes les faces late´rales des transducteurs pie´zo-
e´lectriques sont suppose´es eˆtre e´lectriquement isole´es de leur environnement. Leurs faces
infe´rieures sont relie´es a` la terre. Les faces supe´rieures des capteurs sont relie´es a` l’en-
tre´e d’amplificateurs courant-courant, alors que celles des actionneurs sont relie´es a` la
sortie d’amplificateurs tension-tension. Enfin, le de´placement me´canique est soumis a` des
conditions initiales. Pour plus de de´tails concernant ce mode`le, on se re´fe´rera a` [14].
La mise en oeuvre d’un controˆleur optimal a` partir de ce mode`le serait beaucoup
trop lourde. Pour cette raison, nous ne pre´sentons ici q’une simplification du mode`le avec
l’utilisation de la the´orie de l’homoge´ne´isation.
2.6.2 Simplification du mode`le : Mode`le homoge´ne´ise´ de plaque
La plaque conside´re´e est suppose´e eˆtre mince. Utilisant cette hypothe`se, les auteurs ont
montre´ dans [14] que le mode`le ci-dessus peut eˆtre approche´ par le mode`le bi-dimensionnel
suivant : ∫
ω
ρ∂2ttwv +
2∑
i,j=1
(
2∑
k,`=1
cijk`∂
2
k`w + eijφ
)
∂2ijv dx = 0,
ou` ω, ρ, w, cijk`, eij et φ repre´sentent respectivement la surface moyenne de la plaque, sa
masse surfacique, le de´placement transverse, le tenseur des raideurs de flexion, le tenseur
des coefficients pie´zo-e´lectriques surfaciques et la tension e´lectrique aux bornes de chaque
transducteur. Dans ce mode`le, la charge par unite´ de surface sortant d’un capteur S est
q =
2∑
i,j=1
eij
1
S
∫
ω
∂2ijw ds.
En tirant parti du fait que les transducteurs pie´zo-e´lectriques sont distribue´s pe´riodi-
quement dans la plaque, il est possible d’obtenir un mode`le simplifie´ de ce syste`me couple´
en utilisant la the´orie de l’homoge´ne´isation. Cela a e´te´ effectue´ dans [15]. Il en re´sulte
le mode`le d’un milieu continu homoge`ne qui a une structure identique a` celle du mode`le
bi-dimensionnel de plaque. Ne´anmoins, dans ce nouveau mode`le, les tenseurs de raideur,
de pie´zo-e´lectricite´ et la matrice de permittivite´s y sont constants. Les sources de courant
produites par les capteurs pie´zo-e´lectriques sont mode´lise´es par une distribution conti-
nue d’un champs de courants e´lectriques. Quant aux tensions applique´es aux actionneurs,
elles sont repre´sente´es par une distribution continue de tensions. A partir de ce mode`le
homoge´ne´ise´, on peut effectuer une e´tude simple en utilisant une loi de controˆle optimal.
Ne´anmoins, afin d’alle´ger l’expose´ de la me´thode, le mode`le homoge´ne´ise´ sera da-
vantage simplifie´. En supposant que le mouvement de la plaque est principalement un
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mouvement de flexion dans sa direction longitudinale, le mode`le de plaque homoge´ne´ise´
peut eˆtre substitue´ par un mode`le pose´ dans un domaine de dimension un, c’est-a`-dire
que le mode`le de plaque est remplace´ par le mode`le de poutre
∂2ttω(t, ζ) + α∆
2ω(t, ζ) + β∆φ(t, ζ) = 0, pour (t, ζ) ∈ R?+ × Ω. (2.46)
Ici α = c1111/ρ, β = e11/ρ, ∆ est l’ope´rateur Laplacien en dimension un ∆ = ∂
2
ζζ et
Ω = ]0, L[ repre´sente la section longitudinale. Les conditions aux limites d’encastrement
deviennent
ω(t, ζ) = ∂ζω(t, ζ) = 0 en (t, ζ) ∈ R+ × ∂Ω,
avec ∂Ω = {0, L} et les conditions initiales
ω(0, ζ) = g(ζ) et ∂ω(0, ζ) = 0.
Les densite´s de charge et de courant mesure´es sont
q = e∆ω et i = e∆∂tω,
ou` e = e11. Les re´sultats nume´riques pre´sente´s dans la dernie`re partie de cet exemple sont
base´s sur ce mode`le.
2.6.3 Formulation du proble`me de controˆle optimal LQG
L’e´quation (2.46) est choisie comme e´quation d’e´tat du proble`me de controˆle. Elle peut
eˆtre exprime´e sous forme d’un syste`me d’e´quations ope´ratorielles du premier ordre :
∂tz = Az +Bu pour t > 0 et z(0) = z
0.
Ici, la variable d’e´tat zT =
[
ω ∂tω
]
appartient a` l’espace L2 (R+;Z) , ou` Z = H20 (Ω) ×
L2(Ω). Le domaine de l’ope´rateur d’e´tat A =
[
0 I
−αΛ−1 0
]
, ou` Λ−1 = ∆2 = ∂4ζζζζ , est
D(A) = H4(Ω) ∩ H20 (Ω) × H20 (Ω) ⊂ Z → Z. La variable de controˆle u est choisie dans
l’espace U = H2(Ω) ∩H10 (Ω), et l’ope´rateur de controˆle B =
[
0
−β∆
]
est donc de´fini de
U dans Z. La fonctionnelle de couˆt du proble`me de controˆle optimal est
J(u) =
∫ ∞
0
|Cz|2Y + |Du|2U dt,
D = d e´tant une constante. Nous choisissons Cz =
[
γI 0
]
: Z → Y = H20 (Ω), γ e´tant
une constante positive. On suppose qu’on observe le de´placement ω et on estime la vitesse
∂tω.
Comme les couples (A,B) et (C,A∗) sont respectivement stabilisable et de´tectable, le
proble`me de minimisation
min
u∈U
J (u) ,
admet une solution unique. Cette dernie`re est
u = −Qẑ,
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avec
Q = (DD∗)−1B∗P,
ou` P est l’unique ope´rateur borne´ auto-adjoint non ne´gatif, solution de l’e´quation ope´ra-
torielle de Riccati de controˆle(
A∗P + PA− PB (DD∗)−1B∗P + C∗C)x = 0, ∀ x ∈ D (A) , (2.47)
pour tout x ∈ D (A), et ẑT = [ẑ1 ẑ2] la variable d’estimation de l’e´tat z. On introduit
AC = A−BQ− Q̂C.
Nous obtenons le syste`me en boucle ferme´e suivant
∂tz
∂tẑ
 =

A −BQ
Q̂C AC


z
ẑ
 , (2.48)
avec
Q̂ = P̂C∗ (DD∗)−1
et P̂ l’unique solution de l’e´quation ope´ratorielle de Riccati du filtre(
AP̂ + P̂A∗ − P̂C∗ (DD∗)−1CP̂ +BB∗
)
x = 0, ∀ x ∈ D (A∗) = D (A) . (2.49)
Les ope´rateurs A∗, B∗ et C∗ sont les ope´rateurs adjoints de A, B et C. Ils sont de´finis de
la fac¸on suivante : A∗ =
[
0 −αI
Λ−1 0
]
, B∗ =
[
0 −β∆−1 ] : Z → U et C∗ = [ γI
0
]
:
Y → Z, voir [22]. Nous posons X = L2(Ω). Le choix des espaces Z, U et Y a pour
conse´quence que
Φz =
[
Λ
1
2 0
0 I
]
, ΦU = (−∆)−1 et ΦY = Λ1/2,
alors
a (λ) =
[
0 λ−1/2
−αλ−1/2 0
]
, b (λ) =
[
0
β
]
, c (λ) = [γ, 0] et s (λ) = d2.
Remarque 23 Nous pre´sentons quelques remarques montrant le lien avec la the´orie de´-
veloppe´e dans le chapitre pre´ce´dent.
1. L’ope´rateur DD∗ est e´gal a` l’ope´rateur S.
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2. Les hypothe`ses (H1) et (H2) sont satisfaites, voir chapitre pre´ce´dent, alors
P̂ = ΦZ p̂ (Λ)Φ
−1
Z ,
ou` p̂ est solution de l’e´quation alge´brique de Riccati du filtre
a (λ) p̂+ p̂aT (λ)− p̂cT (λ) s−1 (λ) c (λ) p̂+ b (λ) bT (λ) = 0.
3. L’ope´rateur Q̂ admet la factorisation suivante
Q̂ = ΦZ q̂ (Λ)Φ
−1
Y ,
avec
q̂ (Λ) = p̂ (Λ) cT (Λ) s−1 (Λ) .
4. ΦZ et ΦY sont des matrices de fonctions de Λ, de meˆme pour Φ
−1
U Q et Q̂, ainsi
Φ−1U Q = k (Λ) ,
Q̂ = k̂ (Λ) .
2.6.4 Approximation de la loi de controˆle
Approximation de k et k̂ par un de´veloppement asymptotique
La solution k (resp. k̂) est une matrice 1× 2 (resp. 2× 1) d’ope´rateurs
k =
[
k11 k12
]
(resp. k̂ =
[
k̂11 k̂21
]T
),
avec k11 =
β
d2
p21Λ
− 1
2 , k12 =
β
d2
p22, k̂11 =
γ
d2
p̂11 et k̂21 =
β
d2
p̂21Λ
− 1
2 . Ainsi, on peut facilement
montrer que le couple (k1, k2) est solution du syste`me
2αd2
β
k1 + d
2Λk21 − γ2I = 0,
k22 −
2
β
k1 = 0,
et que le couple (k̂11, k̂21) est solution du syste`me
2αd2
γ
k̂21 + d
2Λk̂221 − β2I = 0,
k̂211 −
2
γ
k̂21 = 0.
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Les ope´rateurs kij et k̂ij ne peuvent ni eˆtre directement discre´tise´s ni de manie`re simple.
L’analyse des deux syste`mes pre´sente´s ci-dessus indique que k et k̂ peuvent eˆtre approche´s
par une approximation polynoˆmiale en Λ
k =
∑
`∈N
kij,`Λ
` et k̂ =
∑
`∈N
k̂ij,`Λ
`.
En introduisant cette expression dans les deux syste`mes de´crits ci-dessus et en identifiant
les termes du meˆme ordre, on en de´duit
k =
[
γ2β
2αd2
I γ
d
√
α
I
]
l’approximation de k,
k˜T =
[
β
d
√
α
I γβ
2
2αd2
I
]
l’approximation de k̂.
Les approximations k et k˜ sont des approximations au sens des hautes fre´quences (voir
la courbe gauche de la Figure 2.15 repre´sentant les valeurs propres de ∆2). Pour la gamme
de fre´quences e´tudie´e dans cet exemple, les re´sultats de k (resp. k̂) et k (resp. k˜) sont tre`s
semblables.
1 10 20 30 40
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109
1011
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le
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s 
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op
re
s 
de
 ∆
2
(a)
1 10 20 30 40
10−13
10−11
10−9
10−7
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s 
pr
op
re
s 
de
 Λ
(b)
Fig. 2.15 – Gamme de fre´quences (a) de ∆2 (b) de Λ
On introduit la variable σ de la manie`re suivante
σ =
γβ
d
√
α
.
On peut montrer que BQ = bk ' bk et Q̂C = k̂c ' k˜c. Ainsi, a` partir de l’e´galite´ (2.48),
on obtient 
αΛ−1ω = −∂2ttω −
1
2
σ2ẑ1 − σẑ2,
ẑ2 = ∂tẑ1 + σ (ẑ1 − ω) ,
∂tẑ2 =
1
2
σ2ω − (αΛ−1 + σ2)ẑ1 − σẑ2.
(2.50)
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On injecte l’expression de ẑ2 de l’e´quation (2.502) dans (2.501) et dans (2.503), on trouve
αΛ−1ω = −∂2ttω + σ2ω − σ∂tẑ1 −
3
2
σ2ẑ1,
αΛ−1ẑ1 = −∂2ttẑ1 − 2σ∂tẑ1 − 2σ2ẑ1 + σ∂tω +
3
2
σ2ω.
Par conse´quent, la de´termination du controˆle u se fait par la re´solution de la cascade
d’e´quations suivante. E´tant donne´e la distribution des charges q et des courants i, le
de´placement ω et la vitesse ∂tω sont de´termine´s par la re´solution des e´quations
e∆ω = q dans Ω.
Le controˆle u est a` son tour obtenu en re´solvant dans Ω les e´quations
∆u =
σ
β
∂tẑ1 +
3σ2
2β
ẑ1 − σ
2
β
ω,
αΛ−1ẑ1 = −∂2ttẑ1 − 2σ∂tẑ1 − 2σ2ẑ1 + σ∂tω +
3
2
σ2ω.
Approximation par un circuit e´lectronique (Architecture semi-de´centralise´e)
Les e´quations pre´ce´dentes peuvent eˆtre aise´ment discre´tise´es par un sche´ma aux dif-
fe´rences finies. La distance entre deux capteurs ou deux actionneurs est note´e h. Les
ope´rateurs ∆ pre´sents dans la cascade d’e´quations sont discre´tise´s par un sche´ma aux
diffe´rences finies a` trois points [43], tandis que Λ−1 est discre´tise´ par le meˆme sche´ma
mais a` cinq points. La Figure 2.18 illustre l’imple´mentation de l’approximation de la loi
de controˆle distribue´, en terme de circuit e´lectronique distribue´.
2.6.5 Re´sultats nume´riques
La plaque e´lastique utilise´e dans la simulation nume´rique est en laiton. Ses dimensions
sont 155 mm×5 mm×2 mm et incluent seize paires de capteurs/actionneurs. Ces paires
de transducteurs pie´zo-e´lectriques sont des ce´ramiques de PZT. La dimension de chaque
pie´zo-e´lectrique est 5 mm× 5 mm× 0.2 mm. Ainsi, L = 155 mm et h = 10 mm.
Les vecteurs propres associe´s a` l’e´quation homoge´ne´ise´e (2.46) sont (φn ∈ H20 (Ω))n∈N∗
solution de
α
d4φn
dξ4
− λ−1n φn = 0 dans Ω.
En outre, ω et ẑ1 peuvent eˆtre de´compose´s sur la base {φn}n∈N∗ , orthonormale dans L2 (Ω).
Nous obtenons donc
∂2ttωn + σ∂tẑ1,n +
(
αλ−1n − σ2
)
ωn +
3
2
σ2ẑ1,n = 0, (2.51)
∂2ttẑ1,n + 2σ∂tẑ1,n + (αλ
−1
n + 2σ
2)ẑ1,n − σ∂tωn − 3
2
σ2ωn = 0, (2.52)
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Les conditions initiales de l’e´tat sont choisies comme e´tant
ω(0, ζ) = g(ζ) =
L
10
sin(ζ) et ∂tω(0, ζ) = 0,
alors
ωn(0) =
∫ L
0
g(ζ)φn(ζ) dt et ∂tωn(0) = 0.
La simulation du syste`me complet en boucle ferme´e ne´cessite une condition initiale pour
l’estimation d’e´tat. Pour repre´senter une erreur dans l’estimation initiale, ẑn(0) est choisie
e´gale a` 0.75 zn(0). La partie supe´rieure de la Figure 2.16 repre´sente l’e´volution temporelle
des modes n = 1, 2, 3, 4 du de´placement wn (en bleu) et de son estimateur ẑ1,n (en
rouge), et la partie infe´rieure celle de la vitesse ∂twn (en bleu) et de son estimateur ẑ2,n.
Le taux de de´croissance e´tant e´gal a` σ
2
= −500 < 0, le syste`me est stable. Conforme´ment
aux pre´dictions the´oriques et pour un temps suffisamment grand la variable d’e´tat tend
exponentiellement vers l’estimateur. La Figure 2.17 repre´sente l’erreur d’estimation du
de´placement (partie supe´rieure de la Figure)
ε1 = w − ẑ1,
et l’erreur d’estimation de la vitesse (partie infe´rieure de la Figure)
ε2 = ∂tw − ẑ2.
Le calcul effectue´ montre que les re´sultats exacts et approche´s sont semblables.
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Fig. 2.16 – Evolutions temporelles (a) du de´placement wn (en bleu) et de son estimateur
ẑ1,n (en rouge) (b) de la vitesse ∂twn (en bleu) et de son estimateur ẑ2,n (en rouge), pour
les modes n = 1, 2, 3, 4
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Fig. 2.17 – Erreurs d’estimations (a) du de´placement ε1 (b) de la vitesse ε2, en fonction
du temps a` l’e´chelle logarithmique pour les modes n = 1, 2, 3, 4
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Fig. 2.18 – Circuit e´lectronique distribue´
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2.7 Conclusion
Dans le cas ou` on a approche´ k par un polynoˆme, nous avons constate´ que l’inte´gra-
tion nume´rique ne´cessitait peu de points d’inte´gration M et que le rayon R influenc¸ait
l’inte´gration nume´rique. Si l’approximation est rationnelle (interpolation rationnelle clas-
sique), nous en avons conclu que l’inte´gration nume´rique convergeait pour M > 200, les
parame`tres de l’ellipse e´tant choisis de manie`re heuristique.
Certaines ame´liorations semblent ne´cessaires. Deux extensions sont possibles.
1. L’approximation nume´rique de l’inte´grale de Dunford-Schwartz par la quadrature de
trape`ze n’est pas optimale. Nous pensons pouvoir choisir les parame`tres des chemins
(parame´tre´s par un cercle, une ellipse ...) de manie`re automatique. D’autre part,
nous souhaitons rendre plus rapide le taux de convergence en fonction du parame`tre
de quadratureM . Ces ide´es sont envisageables si l’on conside`re le travail de N. Hale,
N. J. Higham, et L. N. Trefethen concernant l’e´valuation nume´rique des inte´grales
de contours par la loi de trape`ze, pour plus de de´tail voir [38].
2. L’approximation polynoˆmiale obtenue par un sche´ma semi-implicite est optimale.
A l’oppose´, l’approximation rationnelle classique ne l’est pas. Si elle a e´te´ choisie
pour sa simplicite´ et la pertinence de ses re´sultats, elle n’admet pas force´ment de
solution, voir l’exemple [83] p.50 ou [11] p.367. Si cette solution existe alors elle
est unique, voir [83] p.51. La difficulte´ majeure re´side dans les ze´ros du de´nomi-
nateur, voir l’explication dans [11], deuxie`me page. L’algorithme de´crit dans [11]
pour calculer le noyau de A est beaucoup plus efficace que le calcul par les SVD. Il
consiste a` triangulariser la matrice en deux e´tapes : la premie`re dite analytique, qui
conduit a` des diffe´rences divise´es ; l’autre dite nume´rique, consistant en l’e´limina-
tion Gaussienne a` l’aide d’un pivot de colonne. L’article [10] propose une meilleure
interpolation rationnelle.
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Chapitre 3. Re´alisation diffusive d’ope´rateurs solutions de certaines EDPOs
Ce chapitre est organise´ comme suit. Le cadre de la re´alisation diffusive des ope´rateurs
inte´graux est pre´sente´ en section 3.1. En section 3.2, on e´tablit l’e´quation satisfaite par
les symboles diffusifs. Finalement, la section 3.3 est de´die´e a` des applications et a` des
me´thodes nume´riques.
3.1 Re´alisation diffusive d’ope´rateurs inte´graux
Nous pre´sentons dans ce chapitre un travail auto-contenu dans un cadre assez simple,
mais demeurant applicable a` un panel assez large de situations pratiques. Ainsi, nous
limitons notre pre´sentation a` deux classes d’ope´rateurs et de contours. La premie`re utilise
des contours choisis loin des singularite´s de la transforme´e de Laplace P , de ce fait les
symboles diffusifs sont re´guliers. La deuxie`me classe met en oeuvre des contours passant
par les singularite´s, lorsque les contours et les singularite´s sont situe´s sur l’axe re´el. De
tels contours traversent ne´cessairement toutes les singularite´s et par conse´quent, les sym-
boles diffusifs sont des fonctions ge´ne´ralise´es. Dans les deux cas, on e´nonce et on montre
l’existence des re´alisations et symboles diffusifs. On abordera e´galement la question de
l’unicite´ des symboles.
On conside`re un ope´rateur borne´ P dans un sous-ensemble de L2(ω) exprime´ sous
forme inte´grale
Pu(x) =
∫
ω
p(x, y)u(y) dy
avec ω =]0, 1[ et le noyau p(x, y) ayant une re´gularite´ que l’on spe´cifiera par la suite 4.
3.1.1 De´finition et proprie´te´s ge´ne´rales de la re´alisation diffusive
Un ope´rateur P est dit causal (resp. anti-causal) si p(x, y) = 0 pour y > x (resp. pour
y < x). La re´alisation diffusive de P est base´e sur son (unique) de´composition en parties
causale et anti-causale,
P = P+ + P−,
ou`
P+u(x) =
∫ x
0
p(x, y)u(y) dy et P−u(x) =
∫ 1
x
p(x, y)u(y) dy.
Tout au long de ce travail, on utilisera les signes + ou − pour faire re´fe´rence a` un ope´rateur
causal ou anti-causal, et par convention ∓ = −(±).
La re´ponse dite impulsionnelle p˜ est de´finie a` partir du noyau p(x, y) par
p(x, y) = p˜(x, x− y) avec (x, y) ∈ Ω
4Notons que pour les applications que nous allons traiter, des ope´rateurs peuvent eˆtre non borne´s ;
dans un tel cas, il faudra les de´composer comme le produit d’un ope´rateur diffe´rentiel et d’un ope´rateur
appartenant a` la classe des ope´rateurs borne´s conside´re´e ici.
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ou inversement par
p˜(x, y) = p(x, x− y) avec (x, x− y) ∈ Ω, (3.1)
ou` Ω = ω × ω.
On se donne a± ∈ R, on conside`re ξ 7→ θ±(ξ) deux fonctions complexes continues et
diffe´rentiables presque partout de R dans [a±,+∞[+iR ⊂ C, dont les de´rive´es θ±′ sont
telles que 0 < α ≤ |θ±′| ≤ β < +∞, pour α, β > 0, et qui de´finissent deux arcs simples
oriente´s ferme´s a` l’infini. Nous supposons e´galement que les θ± sont localise´s dans un
secteur de´limite´ par deux droites non verticales comme sur la figure 3.1. Cette dernie`re
condition implique que l’e´quation (3.61) a` venir est de nature diffusive (voir [95]), cela
justifiant la terminologie ′′repre´sentation diffusive′′. Dans ce cas, le semi-groupe associe´ est
analytique avec pour conse´quence que la re´ponse impulsionnelle y 7→ p˜ (x, y) de l’ope´rateur
est analytique pour y > 0 et pour y < 0.
Fig. 3.1 – The arc θ+
Remarque 24 L’approche pre´sente´e ci-apre`s peut eˆtre e´galement formule´e avec des arcs
borne´s θ± parame´tre´s sur R/2piR ≡[0, 2pi[ plutoˆt que sur R, de sorte que θ± sont des
contours ferme´s. Avec des adaptations techniques mineures, tous les re´sultats de cette
section seront valables en changeant R en [0, 2pi[.
Dore´navant, nous utilisons la notation :
〈µ, ψ〉 :=
∫
µ(ξ)ψ(ξ) dξ; (3.2)
ou` on pre´cisera le sens de l’inte´gration pour chacun des deux cas mentionne´s. Si µ n’est
pas une fonction localement inte´grable, un produit de dualite´ plus ge´ne´ral sera spe´cifie´
pour chaque application 5 et substitue´ a` l’inte´grale.
5Notons qu’une dualite´ adapte´e au cadre ge´ne´ral de la re´alisation diffusive a e´te´ introduite dans [70].
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De´finition 25
(i) Un ope´rateur causal P+ (resp. anti-causal P−) admet une θ+-re´alisation (resp. θ−-
re´alisation) diffusive s’il existe un symbole dit diffusif 6 µ+(x, ξ) (resp. µ−(x, ξ)) tel
que
P+u(x) =
〈
µ+, ψ+(u)
〉
(resp. P−u(x) =
〈
µ−, ψ−(u)
〉
), (3.3)
avec ψ±, appele´e θ±-repre´sentation de u, de´finie par
ψ+(u)(x, ξ) =
∫ x
0
e−θ
+(ξ)(x−y)u(y) dy ∀ξ ∈ R+,
et ψ−(u)(x, ξ) = −
∫ 1
x
eθ
−(ξ)(x−y)u(y) dy ∀ξ ∈ R+.
(3.4)
(ii) Un ope´rateur P admet une θ±−re´alisation diffusive si ses parties causale P+ et
anti-causale P− admettent une re´alisation diffusive respectivement associe´e a` θ+ et
θ−.
Notons que dans (3.4), u peut eˆtre pris dans l’espace des mesures sans perte de re´gu-
larite´ de ψ ; ainsi, la partie causale de la re´ponse impulsionnelle peut eˆtre e´crite
p˜(x, y) =
〈
µ(x, ξ), e−θ
+(ξ) y
〉
, (3.5)
et il en re´sulte que le the´ore`me de Fubini est valable :∫ x
0
〈
µ, e−θ
+(ξ) (x−y)
〉
u(y) dy =
〈
µ,
∫ x
0
e−θ
+(ξ) (x−y) u(y) dy
〉
.
On proce`de de meˆme pour la partie anti-causale.
Les fonctions ψ±(u) peuvent eˆtre conside´re´es comme les solutions uniques des pro-
ble`mes de Cauchy direct et de Cauchy re´trograde, parame´trise´s par ξ ∈ R :
∂xψ
+(x, ξ) = −θ+(ξ)ψ+(x, ξ) + u(x) ∀x ∈]0, 1[, ψ+(0, ξ) = 0 (3.6)
et ∂xψ
−(x, ξ) = θ−(ξ)ψ−(x, ξ) + u(x) ∀x ∈]0, 1[, ψ−(1, ξ) = 0, (3.7)
ce qui constitue avec (3.4) la re´alisation d’e´tat diffusive de P+ et P− respectivement. Ce
dernier point est capital pour la re´alisation approche´e concre`te de P . La proposition 34
dans la sous-section 3.1.2 montre que un demi arc de θ± est suffisant pour calculer la
re´alisation d’ope´rateurs re´els.
La proposition suivante e´nonce que les ope´rateurs auto-adjoints peuvent eˆtre exprime´s
uniquement en fonction de µ+ ou µ−. Cette proprie´te´ est ne´cessaire par exemple pour le
traitement des e´quations d’ope´rateur non-line´aires telles que les e´quations de Riccati, ou`
les e´quations de µ+ et µ− sont couple´es.
6pour la fonction θ, ξ est en fait une variable fre´quentielle car homoge`ne avec 1/x.
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Proposition 26 S’il existe une re´alisation diffusive d’un ope´rateur auto-adjoint P , alors
il peut eˆtre re´alise´ avec seulement l’un des deux symboles µ+ ou µ− :
Pu(x) =
〈
µ+(x, ξ), ψ+(u)(x, ξ)
〉
+
∫ 1
x
〈
µ+(y, ξ), e−θ
+(ξ)(y−x)
〉
u(y) dy
et Pu(x) = −
∫ x
0
〈
µ−(y, ξ), eθ
−(ξ)(y−x)
〉
u(y) dy − 〈µ−(x, ξ), ψ−(u)(x, ξ)〉 .
Les relations entre les parties causale et anti-causale du noyau et les symboles diffusifs
sont alors
p(x, y) =
〈
µ+(x, ξ), e−θ
+(ξ)(x−y)
〉
= −
〈
µ−(y, ξ), eθ
−(ξ)(y−x)
〉
pour y ≤ x
et p(x, y) = −
〈
µ−(x, ξ), eθ
−(ξ)(x−y)
〉
=
〈
µ+(y, ξ), e−θ
+(ξ)(y−x)
〉
pour y ≥ x.
Preuve Selon l’expression de la re´alisation diffusive de P+ et P−, on peut en de´duire
la relation entre p(x, y) et µ±,
p(x, y) =
〈
µ+(x, ξ), e−θ
+(ξ)(x−y)
〉
pour y ≤ x
et p(x, y) = −
〈
µ−(x, ξ), eθ
−(ξ)(x−y)
〉
pour x ≤ y.
(3.8)
A pre´sent, la syme´trie de
p(x, y) = p(y, x)
implique l’expression
P−u(x) =
∫ 1
x
p(y, x)u(y) dy
avec le noyau p(y, x) pour x < y qui peut eˆtre formule´ comme une fonction de µ+, dont
on de´duit la premie`re formule de Pu. Concernant la seconde, elle est obtenue en utilisant
un argument similaire qui ame`ne l’expression de P+u en fonction de µ−.
3.1.2 Re´alisation diffusive complexe
Dans cette section, on e´nonce les conditions suffisantes d’existence de re´alisations θ±-
diffusives de symboles complexes µ± pour θ+ et θ− des contours donne´s. La preuve est
constructive. En opposition au second cas ou` les chemins θ± sont inclus dans l’axe re´el, ici
les chemins θ± sont dans un plan complexe si bien qu’on parle de re´alisations diffusives
complexes et de symboles diffusifs complexes.
Les conditions d’existence des symboles complexes font intervenir les transforme´es de
Laplace par rapport a` y du prolongement analytique des parties causale et anti-causale
de la re´ponse impulsionnelle (localement inte´grable),
P+(x, λ) = Ly(p˜(x, y))(λ) et P−(x, λ) = Ly(p˜(x,−y))(λ). (3.9)
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Hypothe`se 27
(i) La transforme´e de Laplace λ 7→ P+(x, λ) (resp. λ 7→ P−(x, λ)) est holomorphe dans
un domaine D+ ⊂ C (resp. D− ⊂ C) qui contient l’ensemble ferme´ localise´ a` droite
de l’arc −θ+ (resp. −θ−) ;
(ii) Pour tout x ∈ ω, la transforme´e de Laplace λ 7→ P+(x, λ) (resp. λ 7→ P−(x, λ))
tend vers ze´ro uniforme´ment par rapport a` arg λ quand |λ| → ∞.
En fait, il existe une relation entre l’holomorphie d’une fonction dans un secteur in-
cluant R+ et l’holomorphie de sa transforme´e de Laplace prolonge´e a` un secteur d’angle
plus grand que pi. On e´nonce cela dans le The´ore`me 30, qui re´sulte des the´ore`mes 1.46.5
et 1.46.6 de [88]. Pour chaque α, β ∈ R, on de´finit le secteur
Σαβ = {y ∈ C∗ | arg(y) ∈ (α, β)}
et la demi-droite
Dt =
{
reit | r > 0} .
Hypothe`se 28 Il existe des constantes
−pi
2
< α± < 0 < β± <
pi
2
, a±, A± > 0, ρ± ≥ 0 et τ± > −1,
telles que pour chaque x ∈ ω, y 7→ p˜ (x,±y) est holomorphe dans Σα±β±,
|p˜(x,±y)| ≤ c|y|τ± quand |y| ≤ a± et |p˜(x, y)| ≤ ceτ±|y| quand |y| ≥ A±,
pour des constantes positives c.
Hypothe`se 29 Pour tout t ∈ (α, β),
p˜(x,±y) ∼
∞∑
j=0
a±j (±y)γ
±
j quand y → 0 avec ± y ∈ Dt,
pour deux suites
−1 < <e (γ±0 ) < <e (γ±1 ) < ... < <e (γ±j ) < <e (γ±j+1) < ... avec lim
j→∞
<e (γ±j ) =∞.
The´ore`me 30 Sous l’Hypothe`se 28, la transforme´e de Laplace λ 7→ P±(., λ) se pro-
longe analytiquement en une fonction holomorphe dans le secteur Σα±−pi
2
,β±+pi
2
. De plus,
si l’Hypothe`se 29 est ve´rifie´e, les prolongements P± admettent, pour tout ε > 0, un de´ve-
loppement asymptotique
P±(., λ) =
∞∑
j=0
a±j Γ(γ
±
j + 1)λ
−(γ±j +1)
quand |λ| → ∞ et arg λ ∈ (−β± − pi
2
+ ε, α± + pi
2
− ε) .
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Puis, on e´nonce le the´ore`me d’existence d’une re´alisation θ±-diffusive complexe.
The´ore`me 31 Pour un chemin donne´ θ+ (resp. θ−), si un ope´rateur causal (resp. anti-
causal) P+ (resp. P−) satisfait l’Hypothe`se 27, alors il existe un θ+-symbole complexe µ+
(resp. θ−-symbole complexe µ−),
µ+(x, ξ) = −θ
+′(ξ)
2ipi
P+(x,−θ+(ξ)) (resp. µ−(x, ξ) = θ
−′(ξ)
2ipi
P−(x,−θ−(ξ))), (3.10)
et ξ 7→ µ+(x, ξ) (resp. ξ 7→ µ−(x, ξ)) admet la meˆme re´gularite´ que θ+′ (resp. θ−′).
Preuve La transforme´e de Laplace P+ est holomorphe a` droite de la ligne verticale,
<e(λ) ≥ a, alors p˜(x, y) peut eˆtre exprime´e graˆce a` la transforme´e de Laplace inverse L−1,
par
p˜(x, y) = L−1(P+(x, λ))(y) = 1
2ipi
∫
a+iR
P+(x, λ)eλydλ. (3.11)
Puisque pour tout x ∈ ω la transforme´e de Laplace λ 7→ P+(x, λ) est suppose´e holomorphe
a` droite de−θ+ et tend vers ze´ro uniforme´ment a` l’infini, le lemme de Jordan et le the´ore`me
de Cauchy permettent de prouver que
p˜(x, y) =
1
2ipi
∫
−θ+
P+(x, λ)eλydλ
=
∫
R
−θ+′(ξ)
2ipi
P+(x,−θ+(ξ))e−θ+(ξ)ydξ.
Pour comple´ter la preuve pour la partie causale, on utilise la relation
P+u(x) =
∫ x
0
p˜(x, x− y)u(y) dy
et l’expression (3.4) de ψ+. La preuve est similaire pour la partie anti-causale. Conside´rons
p˜(x,−y) quand y < 0, on obtient
p˜(x,−y) = 1
2ipi
∫
−θ−
P−(x, λ)eλydλ
=
∫
R
−θ−′(ξ)
2ipi
P−(x,−θ−(ξ))e−θ−(ξ)ydξ,
et on conclut par les expressions de P−u et de ψ−.
Remarque 32 On tiendra compte du fait que, suivant l’Hypothe`se 27, la partie causale
(resp. anti-causale) de la re´ponse impulsionnelle est ne´cessairement analytique dans R+∗
(resp. R−∗) et localement inte´grable dans R+ (resp. R−) par rapport a` la seconde variable
y. En fait, cela peut eˆtre ve´rifie´, par exemple, sur la partie causale. L’expression de
p˜(x, y) =
∫
R
−θ+′(ξ)
2ipi
P+(x,−θ+(ξ))e−θ+(ξ)y dξ
peut eˆtre prolonge´e a` une fine bande qui forme un voisinage de R+ dans C. Graˆce a`
l’hypothe`se sur θ+, cette fonction est de´rivable, elle est alors analytique dans une bande
ouverte et par conse´quent dans R+∗.
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Remarque 33 Quand il existe, le symbole diffusif complexe d’un ope´rateur est ne´cessai-
rement unique, mais une infinite´ de symboles diffusifs (non-canoniques) existe aussi. On
peut le constater par l’e´tude du noyau des ope´rateurs line´aires
µ± 7→ 〈µ±, ψ±(u)〉 ,
qui inclut toute fonction ξ 7→ µ±(., ξ) de´finie par (3.10) avec P+ (resp. P−) holomorphe
dans la fermeture du domaine a` gauche de −θ+ (resp. de −θ−).
La proposition suivante montre que la moitie´ de θ± est suffisante pour re´aliser des
ope´rateurs a` valeurs re´elles.
Proposition 34 Si P est a` valeurs re´elles et si les chemins θ± sont syme´triques par
rapport a` l’axe re´el, soit
θ±(−ξ) = θ±(ξ),
alors
µ±(−ξ) = µ±(ξ)
et 〈
µ±, ψ±
〉
= 2<e
∫ +∞
0
µ±ψ± dξ
de sorte que la re´alisation diffusive peut eˆtre de´termine´e avec un demi chemin
θ±∗ = θ±|R+ .
Preuve Si
θ±(−ξ) = θ±(ξ),
alors
ψ±(x,−ξ) = ψ±(x, ξ).
Puisque P est a` valeurs re´elles, il vient que
P±(x, λ) = P±(x, λ) et µ±(−ξ) = µ±(ξ).
On a ainsi 〈
µ±, ψ±
〉
=
∫ +∞
0
µ±ψ± dξ +
∫ 0
−∞
µ±ψ± dξ
=
∫ +∞
0
µ±(x, ξ)ψ±(x, ξ) + µ±(x,−ξ)ψ±(x, ξ) dξ.
Ainsi
µ±(−ξ) = µ±(ξ)
implique 〈
µ±, ψ±
〉
= 2<e
∫ +∞
0
µ±ψ± dξ.
76
3.1. Re´alisation diffusive d’ope´rateurs inte´graux
3.1.3 Re´alisation diffusive re´elle
Dans le the´ore`me 31, nous avons suppose´ que les chemins θ± ne croisent pas les sin-
gularite´s des transforme´es de Laplace P±. Un re´sultat similaire a e´te´ e´tabli sous les hy-
pothe`ses plus faibles dans [70], en incluant le cas ou` P± peut avoir des singularite´s sur
les arcs θ±. La preuve ge´ne´rale est plus technique : elle ne´cessite de conside´rer
∫
θ
au sens
de la trace a` droite et d’un point de vue topologique, elle utilise un espace de Fre´chet
adapte´ ∆θ± 3 ψ(x, .) de dual topologique ∆′θ± 3 µ(x, .). On mentionne que, dans ce cas,
les symboles diffusifs µ± sont en ge´ne´ral des fonctions ge´ne´ralise´es.
Dans cette section, on restreint notre e´tude au cas de´ge´ne´re´ ou` les singularite´s sont
localise´es sur l’axe re´el R, ainsi θ±(R) peut eˆtre une ligne semi-infinie dans R. De la
syme´trie,
∫
R peut eˆtre re´duit a`
∫
R+ et que la re´alisation associe´e a` P est unique, voir
Remarque 33 sur l’unicite´. Cette caracte´ristique permet de construire la repre´sentation
diffusive par une autre me´thode et e´vite les difficulte´s techniques de l’e´tude d’un contour
θ approchant les singularite´s. En effet, la re´ponse impulsionnelle peut eˆtre vue comme
la transforme´e de Laplace du symbole diffusif, au lieu d’eˆtre sa transforme´e inverse de
Fourier-Laplace.
On commence avec une remarque ge´ne´rale sur les re´alisations diffusives avec des che-
mins ferme´s θ± ayant un inte´rieur vide. Ils peuvent eˆtre parame´tre´s de manie`re syme´trique
de sorte que
θ±(−ξ) = θ±(ξ), ψ±(−ξ) = ψ±(ξ)
et alors 〈
µ±, ψ±
〉
=
∫ +∞
0
µ±(x, ξ)ψ±(x, ξ) dξ +
∫ 0
−∞
µ±(x, ξ)ψ±(x, ξ) dξ
=
∫ +∞
0
(µ±(x, ξ) + µ±(x,−ξ))ψ±(x, ξ) dξ.
En posant
µ±∗(x, ξ) = µ±(x, ξ) + µ±(x,−ξ),
cela implique une re´alisation diffusive sur les demi-contours θ±∗ = θ±|R+ (parame´tre´s sur
R+ uniquement) formellement exprime´e par :
=
∫ +∞
0
µ±∗(x, ξ)ψ±(x, ξ) dξ.
De manie`re plus rigoureuse, puisque les µ±∗ peuvent eˆtre des fonctions ge´ne´ralise´es, il
sera pre´fe´rable de les noter 〈µ±∗, ψ±〉. Un cas particulie`rement important est celui ou` les
demi-contours θ±∗ sont des demi-droites
θ±∗(ξ) = λ±0 + σ
±ξ (3.12)
avec ξ ∈ R+, λ±0 et σ± des nombres complexes ; alors
p˜(x,±y) = ±e−λ±0 y(Lξµ±∗(x, ξ))(σ±y) pour y ∈ R+, (3.13)
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ou` L est la transforme´e de Laplace prolonge´e a` l’ensemble D′+ des distributions a` support
dans R+. De manie`re e´quivalente, les expressions de µ±∗ par rapport a` p˜ sont
µ±∗(x, ξ) = ±L−1(eλ±0 y/σ± p˜(x,±y/σ±))(ξ) pour ξ ∈ R+.
Puisque nous conside´rons des ope´rateurs re´els (et par conse´quent des re´ponses impul-
sionnelles re´elles), les singularite´s de P± sont ne´cessairement conjugue´es. Ainsi, elles sont
concentre´es sur la demi-droite inclue dans l’axe re´el. Dans ce qui suit, on se restreint a`
λ±0 , σ
± ∈ R.
Pour achever cette section, on e´nonce une condition suffisante assurant l’existence
d’une re´alisation diffusive, e´galement appele´e une re´alisation θ±∗-diffusive re´elle.
Hypothe`se 35
(i) La fonction y 7→ p˜(., y) (resp. y 7→ p˜(.,−y)) a une continuite´ analytique holomorphe
dans R+∗ + iR.
(ii) Il existe une constante c+ (resp. c−) telle que y ∈ C 7→ p˜(x, y)eλ+0 y (resp. y ∈ C 7→
p˜−(x, y)eλ
−
0 y) est uniforme´ment borne´e en x par une fonction polynoˆmiale de |y|
dans le demi-plan <e(y) > c+ (resp. > c−).
Proposition 36 Si les Hypothe`ses 35 sont satisfaites, alors pour des demi-droites θ±∗
similaires a` (3.12), l’ope´rateur P admet une re´alisation θ±∗-diffusive re´elle de symboles
uniques µ±∗ ∈ D′+.
Preuve Cet e´nonce´ vient directement de la caracte´risation de l’image de D′+ par la
transforme´e de Laplace, voir par exemple [77] Chap. VI Proposition 5.
3.2 Equations de symboles diffusifs associe´es a` un
proble`me aux limites portant sur un noyau
Dans cette section, on conside`re que le noyau p(x, y) est solution d’un proble`me
aux limites line´aire ge´ne´ral a` coefficients variables. On introduit les e´quations inte´gro-
diffe´rentielles satisfaites par leur symbole complexe µ± ou re´el µ±∗ a` condition qu’ils
existent pour des contours donne´s θ± ou θ±∗.
On commence par diviser Ω en deux ensembles ouverts Ω+ et Ω− correspondant aux
partie causale (y < x) et anti-causale (y > x) de Ω. La frontie`re de Ω+ est partage´e en
Γ+y = {1} × ω, Γ+x = ω × {0} et Γ0 = {(x, y) ∈ Ω tel que x = y}, et la frontie`re de Ω− est
divise´e en Γ−y = {0} × ω, Γ−x = ω × {1} et Γ0.
On note ∇ = (∂x, ∂y)T et q le noyau d’un second ope´rateur Q, on conside`re que p est
solution d’une e´quation aux de´rive´es partielles e´crite sous forme ge´ne´rale
A(x, y,∇)p(x, y) = q(x, y) dans Ω+ ∪ Ω−, (3.14)
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avec pour conditions aux limites,
B(x, y,∇)p(x, y) = r(x, y) sur ∂Ω+ ∪ ∂Ω−. (3.15)
On introduit le changement de variables
φ±(x, y) = (x, x∓ y),
les re´ponses impulsionnelles modifie´es
p˜±(x, y) = p˜(x,±y) = p ◦ φ±(x, y), (3.16)
les matrices K± = (∇T (φ±)−1)T =
(
1 ±1
0 ∓1
)
, l’ope´rateur diffe´rentiel Dλ = (∂x, λ) , et
les ope´rateurs
A±(x, y, ξ, ∂x) = A(x, y,K±DT−θ±(ξ)) et B
±(x, y, ξ, ∂x) = B(x, y,K±DT−θ±(ξ)).
3.2.1 E´quations des symboles complexes
Ici on montre que si l’ope´rateur line´aire de noyau p admet une re´alisation θ±-diffusive
alors ses symboles µ± sont solution des e´quations
±
〈
A±µ±, e∓θ
±(ξ)(x−y)
〉
= q dans Ω±, (3.17)
±
〈
B±µ±, e∓θ
±(ξ)(x−y)
〉
= r sur ∂Ω±. (3.18)
Dans le cas ou` A et B sont inde´pendents de y, on remplace l’e´quation (3.17) et l’e´quation
(3.18) restreinte a` Γ±y par deux familles infinies d’e´quations diffe´rentielles en x parame´tre´es
par ξ.
Les transforme´es de Laplace du prolongement de y 7→ p˜±(., y) e´tant note´es λ 7→
P±(., λ), comme dans (3.9), on fait les hypothe`ses permettant les calculs comme dans la
de´finition des symboles complexes :
Hypothe`se 37 Les fonctions λ 7→ P±(x, λ), λ 7→ A(x, y,K±DTλ )P±(x, λ) pour (x, y) ∈
ω × R et λ 7→ B(x, y,K±DTλ )P±(x, λ) pour (x, y) ∈ ∂Ω± satisfont l’Hypothe`se 27.
Proposition 38 Sous les hypothe`ses 37, p est une solution du proble`me aux limites (3.14-
3.15) si et seulement si ses θ±− symboles µ± sont solution du syste`me (3.17-3.18).
Preuve Avec un changement de variables dans (3.14-3.15), les e´quations satisfaites
par p˜± sont
A(φ±(x, y), K±∇)p˜± = q ◦ φ± et B(φ±(x, y), K±∇)p˜± = r ◦ φ±. (3.19)
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On introduit les transforme´es de Laplace P± des p˜±, ainsi p˜± = L−1Lp˜± = L−1P± et∫
a+iR
A(φ±(x, y), K±DTλ )P±(x, λ)eλy dλ = q ◦ φ±
et
∫
a+iR
B(φ±(x, y), K±DTλ )P±(x, λ)eλy dλ = r ◦ φ±,
pour a ∈ R convenablement choisi. En changeant le contour d’inte´gration comme dans la
preuve du the´ore`me 31, il vient
±
〈
A(φ±(x, y), K±DT−θ±(ξ))µ
±(x, ξ), e−θ
±(ξ)y
〉
ξ
= q ◦ φ±,
et ±
〈
B(φ±(x, y), K±DT−θ±(ξ))µ
±(x, ξ), e−θ
±(ξ)y
〉
ξ
= r ◦ φ±,
a` condition que λ 7→ P±(x, λ), λ 7→ A(φ±(x, y), K±(∂x, λ)T )P±(x, λ) et λ 7→ B(φ±(x, y),
K±(∂x, λ)T )P±(x, λ) soient holomorphes dans C−D± et de´croissent a` l’infini. En inversant
le changement de variable, cela ame`ne au re´sultat
±
〈
A(x, y,K±DT−θ±(ξ))µ
±(x, ξ), e∓θ
±(ξ)(x−y)
〉
ξ
= q,
et ±
〈
B(x, y,K±DT−θ±(ξ))µ
±(x, ξ), e∓θ
±(ξ)(x−y)
〉
ξ
= r.
Maintenant, on prouve que pour un ope´rateur A et pour un ope´rateur B restreint a`
Γ±y inde´pendants de y, les e´quations associe´es aux symboles peuvent eˆtre re´e´crites dans le
domaine de Laplace. Ainsi, a´ partir de l’expression ci-dessus, on conside`re q et r comme
des noyaux d’ope´rateurs, et on suppose que leurs re´ponses impulsionnelles y 7→ q˜ et y 7→ r˜
satisfont les Hypothe`ses 27 pour un meˆme ensemble D± que p. Ainsi, elles admettent des
re´alisations θ±-diffusives de symboles note´s ν± et ρ±. Si nous appliquons le meˆme calcul
a` q et r que pour le membre gauche, on obtient〈
A(x,K±DT−θ±)µ
± − ν±, e∓θ±(x−y)
〉
= 0 et
〈
B(x,K±DT−θ±)µ
± − ρ±, e∓θ±(x−y)
〉
= 0.
En se re´fe´rant a` la Remarque 33 portant sur l’absence d’unicite´ de la re´alisation diffusive,
on ne peut pas en de´duire d’e´quations locales sur les symboles diffusifs. On proce`de diffe´-
remment, on prolonge les e´quations de p˜± a` ω × R+. Selon la Remarque 32, nous savons
que les prolongements de y 7→ q˜ et de y 7→ r˜ sont analytiques sur R+. Ici, on proce`de
au prolongement analytique des e´quations satisfaites par p˜±, q˜± et r˜±. Alors, y 7→ p˜±,
y 7→ q˜± et y 7→ r˜± pour y ∈ Γ±y sont prolonge´es par 0 sur R−, et on sait qu’il existe
des ope´rateurs aux de´rive´es partielles approprie´s A±k (x,∇) et B±k (x,∇) de sorte que les
e´quations suivantes, e´crites au sens des distributions dans D′+ par rapport a` y,
A(x,K±∇)p˜± +
∑
k
A±k (x,K
±∇)p˜±δ(k)0 = q˜± (3.20)
et B(x,K±∇)p˜± +
∑
k
B±k (x,K
±∇)p˜± δ(k)0 = r˜± (3.21)
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sont e´quivalentes a` l’e´quation (3.14) et les conditions aux limites (3.15) sur Γ±y . Ici δ
(k)
0 est
la derive´e kie`me de la distribution de Dirac en 0. De A±k et B
±
k , on de´finit les ope´rateurs
inte´gro-diffe´rentiels A±0 et B
±
0 par
A±0 (x, ∂x, ξ)µ(x, ξ) = ∓
θ
±′(ξ)
2ipi
∑
k
(−θ±(ξ))k
〈
A+k (x,K
±DT−θ±(ζ))µ(x, ζ), 1
〉
ζ
et B±0 (x, ∂x, ξ)µ(x, ξ) = ∓
θ
±′(ξ)
2ipi
∑
k
(−θ±(ξ))k
〈
B+k (x,K
±DT−θ±(ζ))µ(x, ζ), 1
〉
ζ
.
Proposition 39 Si l’ope´rateur A et l’ope´rateur B restreint a` Γ±y sont inde´pendants de
y alors le noyau p(x, y) est solution des e´quations (3.17) avec les conditions aux limites
(3.18) en Γ±y si et seulement si les symboles µ
± sont solution de
(A± + A±0 )µ
± = ν± dans ω × R, (3.22)
(B+ +B+0 )µ
+ = ρ+ dans {1} × R et (B− +B−0 )µ− = ρ− dans {0} × R. (3.23)
Preuve On applique la transforme´e de Laplace aux e´quations (3.20-3.21) au sens des
distributions,
A(x,K±Dλ)P± +
∑
k
λkA±k (x,K
±∇)p˜±(x, 0) = L(q˜±)
et B(x,K±Dλ)P± +
∑
k
λkB±k (x,K
±∇)p˜±(x, 0) = L(r˜±).
Puisque les transforme´es de Laplace de p˜±, q˜± et de r˜± sont toutes holomorphes dans
D±, ces e´quations sont encore satisfaites le long des contours parame´trise´s ξ 7→ θ±(ξ). En
changeant la variable λ en ξ et en introduisant les symboles diffusifs, cela implique que
A±µ± ∓ θ
±′
2ipi
∑
k
(−θ±)kA±k (x,K±∇)p˜±(x, 0) = ν±,
et B±µ± ∓ θ
±′
2ipi
∑
k
(−θ±)kB±k (x,K±∇)p˜±(x, 0) = ρ±.
Afin d’achever la preuve, on introduit p˜± = L−1L (p˜±) et on proce`de comme dans la
preuve de la Proposition 38 pour obtenir
A±k (x,K
±∇)p˜±(x, 0) =
〈
A±k (x,K
±DT−θ±(ζ))µ
±(., ζ), 1
〉
ζ
,
ce qui comple`te l’obtention de (3.22, 3.23).
Remarque 40 Pour terminer cette section, on s’interesse a` la de´termination ”a priori”
de D±. Une singularite´ apparaˆıt dans la solution des e´quations dans le domaine de Laplace
lorsqu’un coefficient d’un ope´rateur s’annule ou quand le membre de droite est singulier.
La seconde possibilite´ est de´ja` prise en compte explicitement dans nos hypothe`ses pre´ce´-
dentes. On conside`re les situations ou` les applications λ 7→ A(x, ∂x, λ) et λ 7→ B(x, ∂x, λ)
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sont analytiques et ou` les ope´rateurs A et B peuvent eˆtre de´veloppe´s en se´ries finies en
∂x,
A(x,K±DTλ ) =
∑
m
a±m(x, λ)∂
m
x et B(x,K
±DTλ ) =
∑
m
b±m(x, λ)∂
m
x .
Alors, λ 7→ P±(., λ) est potentiellement singulie`re aux ze´ros des applications λ 7→ a±m(x, λ)
et λ 7→ b±m(x, λ). Dans les applications a` venir, on note ces ensembles par W±A et W±B , a`
savoir
W±A :=
⋃
x,m
[a±m(x, .)]
−1(0) et W±B :=
⋃
x,m
[b±m(x, .)]
−1(0). (3.24)
3.2.2 E´quations des symboles re´els
A pre´sent, on e´tablit les e´quations des symboles dans le cadre des re´alisation diffusives
re´elles introduites dans la section 3.1.3. On choisit θ±∗ ⊂ R comme dans (3.12) avec
σ± = 1, ainsi
θ±∗(ξ) = λ±0 + ξ avec ξ ∈ R+.
Les θ±∗-symboles re´els de q et r sont note´s ν±∗ et ρ±∗.
Proposition 41
(i) On suppose que p, q = A(x, y,∇)p et r = B(x, y,∇)p satisfont les Hypothe`ses
35, alors p est solution du proble`me aux limites (3.14-3.15) si et seulement si ses
symboles θ±∗−diffusifs re´els µ±∗ sont solution du syste`me
±
〈
A±µ±∗, e∓θ
±∗(ξ)(x−y)
〉
ξ
= q dans Ω±, (3.25)
±
〈
B±µ±∗, e∓θ
±∗(ξ)(x−y)
〉
ξ
= r sur ∂Ω±. (3.26)
(ii) De plus, si l’ope´rateur A et l’ope´rateur B restreint a` Γ±y sont inde´pendants de y
alors p est solution de l’e´quation (3.14) et la condition aux limites (3.15) sur Γ±y si
et seulement si µ±∗ sont solutions de
A±µ±∗ = ν±∗ dans ω × R+, (3.27)
B+µ+∗ = ρ+∗ dans {1} × R et B−µ−∗ = ρ−∗ dans {0} × R. (3.28)
Preuve
(i) On sait que p˜± est solution de (3.19), et on utilise son expression (3.13) pour obtenir
±
〈
A(φ±(x, y), K±DT−θ±∗)µ
±∗, e−θ
±∗y
〉
= q ◦ φ± (3.29)
et ±
〈
B(φ±(x, y), K±DT−θ±)µ
±∗, e−θ
±∗y
〉
= r ◦ φ±. (3.30)
Cela implique les e´quations annonce´es apre`s un nouveau changement de variables
pour revenir au domaine initial.
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(ii) Introduire les repre´sentations diffusives de q et r dans (3.29, 3.30) implique〈
A±µ±∗, e−θ
±∗y
〉
=
〈
ν±∗, e−θ
±∗y
〉
et
〈
Bµ±∗, e−θ
±∗y
〉
=
〈
ρ±∗, e−θ
±∗y
〉
,
Ou de manie`re e´quivalente, quand on remplace θ±∗ par λ±∗0 + ξ :
L(A±µ±∗) = L(ν±∗) et L(Bµ±∗) = L(ρ±∗) pour <e(y) ≥ 0.
Puisque la transforme´e de Laplace est injective dans D′+, on obtient les e´galite´s (3.27,
3.28).
3.3 Approximations nume´riques
Les Hypothe`ses 37 sont tre`s restrictives concernant la re´gularite´ et la croissance asymp-
totique du prolongement analytique des re´ponses impulsionnelles modifie´es y 7→ p˜±(., y).
Par exemple, lorsqu’un noyau y 7→ p±(., y) est solution d’une e´quation aux de´rive´es par-
tielles de type elliptique dans un domaine borne´ Ω, il est ge´ne´ralement compose´ de termes
exponentiels positifs et ne´gatifs. Il en est de meˆme pour y 7→ p˜±(., y). Ainsi, notre the´o-
rie ne s’applique pas directement a` ces cas fre´quents. Quand bien meˆme les Hypothe`ses
37 e´taient satisfaites, construire l’approximation nume´rique du prolongement analytique
d’une re´ponse impulsionnelle nume´rique modifie´e, dans le but de calculer sa transforme´e
de Laplace, se re´ve`le eˆtre une proce´dure extreˆmement couˆteuse. Ces deux points nous ont
donc encourage´s a` explorer une approche plus souple.
La me´thode que nous avons trouve´e revient a` approcher les re´ponses impulsionnelles
modifie´es y 7→ p˜±(., y) dans une base de polynoˆmes y 7→ p˜N±(., y) d’exponentiels ne´gatifs
en y. Prolonger analytiquement y 7→ p˜N±(., y) et calculer leur transforme´e de Laplace
devient trivial. De plus, trouver la position des poˆles devient facile, car nous savons qu’ils
appartiennent a` Z−. En conse´quence, le choix des contours θ± est conside´rablement simpli-
fie´, et les me´thodes efficaces de´ja` de´veloppe´es par plusieurs auteurs peuvent eˆtre utilise´es
pour des quadratures intervenant dans l’approximation de Pu.
Nous construisons la se´quence y 7→ p˜N±(., y) pour qu’elle soit convergente en des
normes approprie´es, lorsque la dimension de la base augmente. Cependant, pour le cas ge´-
ne´ral, les se´quences de leur prolongements analytiques associe´s ne sont pas convergentes
pour une norme raisonnable. Il en est de meˆme pour les se´quences µN± des symboles
diffusifs. De plus, dans les symboles, nous ne pouvons pas passer a` la limite en N . Eton-
namment, la re´alisation diffusive approche´e converge, ce qui est le point le plus important.
Ainsi, nous concluons que notre me´thode d’approximation est applicable a` de nombreux
cas pour lesquels les hypothe`ses de croissance ne sont pas remplies mais satisfont tout de
meˆme une certaine hypothe`se de re´gularite´ du prolongement.
Dans cette section, on souhaite e´valuer diverses me´thodes pour approcher des symboles
diffusifs puis des re´alisations diffusives en traitant l’exemple de l’e´quation de Lyapunov
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mentionne´e en Introduction ge´ne´rale. Tout d’abord, dans la sous-section 3.3.1 on e´nonce
les proble`mes aux limites respectivement satisfaits par les parties causale et anti-causale.
Ensuite, une me´thode d’approximation est formule´e en sous-section 3.3.2. On commence
par les approximations du noyau pN± de p± pour de´finir les symboles approche´s µN±. Dans
la sous-section 3.3.3, on expose deux me´thodes directes du calcul des symboles. Elles sont
base´es sur deux formulations variationnelles diffe´rentes, chacune posse´dant ses avantages
et inconve´nients. Les sous-sections 3.3.2 et 3.3.3 pre´sentent les me´thodes nume´riques, leur
imple´mentation et les re´sultats. Enfin, la sous-section 3.3.4 est de´die´e a` la re´alisation
diffusive re´elle ou` les calculs sont effectue´s analytiquement.
3.3.1 Enonce´ des proble`mes aux limites portant sur les parties
causale et anti-causale du noyau
L’e´quation de Lyapunov conside´re´e s’inscrit dans le contexte de la stabilisation interne
de l’e´quation de la chaleur avec des conditions aux limites de Dirichlet. On conside`re une
constante non-ne´gative c et un ope´rateur Q ∈ L(L2(ω)), positif, auto-adjoint, de noyau
q et admettant une repre´sentation diffusive de symboles ν±. L’e´quation de Lyapunov
consiste a` trouver P ∈ L(H10 (ω)) tel que∫
ω
du
dx
d(Pv)
dx
+
d(P ∗u)
dx
dv
dx
dx =
∫
ω
Qu v + cu v dx pour tout u, v ∈ H10 (ω). (3.31)
On cherchera la solution de P sous la forme d’un ope´rateur noyau de noyau p(x, y), le
noyau de son adjoint P ∗ e´tant
p∗(x, y) = p(y, x).
On peut facilement de´montrer que p est syme´trique i.e. p∗ = p, par interversion de u avec
v, puis de x avec y. A pre´sent, on pose les e´quations satisfaites par le noyau p dans Ω+ et
dans Ω− sous la forme (3.14-3.15). Pour simplifier, nous utilisons les notations p+ et p−
pour les parties causale et anti-causale des noyaux p|Ω+ et p|Ω− .
Proposition 42 Les parties causale p+ et anti-causale p− du noyau p sont les solutions
uniques des deux proble`mes aux limites de´couple´s
−∆p± = q± dans Ω±,
(−∂x + ∂y)p± = ± c
2
sur Γ0,
p± = 0 sur Γ±x ∪ Γ±y .
(3.32)
Dans le cas particulier c = 0, p est la solution unique de{
−∆p = q dans Ω,
p = 0 sur ∂Ω.
(3.33)
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Preuve L’utilisation des formes inte´grales de Pu, Pv et Qu dans l’e´quation de Lya-
punov me`ne a` ∫
Ω
∂xu(x)∂x(p(x, y) v(y)) + ∂x(p(x, y)u(y))∂xv(x) dy dx
=
∫
ω
c u(x)v(x) dx+
∫
Ω
q(x, y)u(x)v(y) dy dx.
On introduit
w(x, y) = u(x)v(y) ∈ H10 (Ω),
et on utilise la syme´trie
p(x, y) = p(y, x)
pour obtenir la formulation variationnelle satisfaite par p∫
Ω
∇p(x, y)∇w(x, y) dy dx = 1√
2
∫
Γ0
c w(x, y) ds(x, y) +
∫
Ω
q(x, y)w(x, y) dy dx. (3.34)
De plus, on remarque que l’ensemble des fonctions w(x, y) = u(x)v(y), avec u, v ∈ H10 (ω),
est dense dans H10 (Ω). On note e´galement que p = 0 sur ∂Ω car Pu = 0 sur ∂ω et p est
syme´trique. Ainsi p ∈ H10 (Ω) est solution de (3.34) pour tout w ∈ H10 (Ω). Cette formu-
lation variationnelle satisfait les hypothe`ses du lemme de Lax-Milgram, elle admet par
conse´quent une solution unique. Quand c = 0, la formulation variationnelle est directe-
ment de´duite de (3.33). Quand c 6= 0, la formulation forte de l’e´quation doit eˆtre e´crite
sur chaque coˆte´ de Γ0. En appliquant la formule de Green dans Ω − Γ0 = Ω+ ∪ Ω−, on
trouve ∫
Ω+∪Ω−
−(∆p+ q)w dydx+
∫
Γ0
1√
2
(−∂x + ∂y)(p+ − p− − c)w ds = 0
ce qui implique la formulation forte
−∆p = q dans Ω+ ∪ Ω−,
(−∂x + ∂y)(p+ − p−) = c sur Γ0
p = 0 sur ∂Ω.
Puisque p est syme´trique, la seconde relation est e´quivalente a` l’une des deux conditions
(−∂x + ∂y)p+ = c
2
ou (−∂x + ∂y)p− = − c
2
,
ce qui termine la preuve.
3.3.2 Approximation du symbole diffusif a` partir de l’approxi-
mation du noyau
Dans cette sous-section, on pre´sente des re´sultats nume´riques obtenus par le calcul des
re´alisations diffusives de P+u et P−u, calcul base´ sur les approximations spectrales du
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noyau p. Par mesure de simplification, on restreint nos calculs au cas c = 0. On conside`re
donc la solution de la formulation faible associe´e a` (3.33). On utilise une me´thode spectrale
de base polynoˆmiale dans la direction de x et une base exponentielle dans la direction de
y, positive pour la partie causale et ne´gative pour la partie anti-causale. Dans les deux cas,
le calcul a e´te´ re´alise´ dans tout le domaine Ω. Avant de commencer ces approximations,
on introduit les notations suivantes :
• ω̂ =]− 1, 1[ et Ω̂ = ω̂ × ω̂.
• PN0 = PN ∩H10 (ω̂), ou` PN est l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gal a`
N .
• Lk est le kie`me polynoˆme de Legendre sur ω̂.
• (Kk)k=1,...,N est la famille de polynoˆmes de´finie par
Kk(s) =
(
1− s2)L′k−1(s) pour k ≥ 1. (3.35)
• T± : Ω −→ Ω̂ est un changement de variables :
T±(x, y) = (s, z) =
(
2x− 1, 2e
±y − 1− e±1
e±1 − 1
)
.
• ρ± (z) = ±
(
z + 1+e
±1
e±1−1
)
et DT± ◦ (T±)−1 (s, z) =
[
2 0
0 ρ± (z)
]
.
• D(T±)−1 =
[1
2
0
0 1
ρ±(z)
]
et det (D(T±)−1) = 1
2ρ±(z) .
• ĝ± est la transformation
g±(x, y) = ĝ± ◦ T±(x, y). (3.36)
• N ∈ N∗, (xn)n=0,..,N N + 1 points de discre´tisation spatiale de x sur ω et h = 1N le
pas de cette discre´tisation (espace se´parant deux nœuds conse´cutifs), ainsi xn = nh.
Remarque 43
1) La famille (Kk)k=1,...,N constitue une base de PN0 , voir [7].
2) (Kk ⊗K`)k,` est une base de polynoˆmes dans H10 (Ω̂).
L’approximation des re´alisations diffusives de P±u requiert l’accomplissement d’e´tapes
successives. Nous de´crivons ces principales e´tapes suivant le plan : approximation du noyau
et des symboles complexes, discre´tisation des ψ±u en x avec diffe´rentes approximations
de u (approximation constante et affine par morceau) et approximation des re´alisations
diffusives de P±u. Puis, pour chacune des trois e´tapes, nous de´taillons sa mise en oeuvre
suivie d’un test nume´rique.
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Approximations du noyau et des symboles complexes
Conside´rons la formulation faible associe´e a` (3.33), i.e. la formulation faible (3.34) avec
c = 0. On applique le changement de variables T± de´fini dans (3.36)
p± = p̂± ◦ T±, w± = ŵ± ◦ T± et q± = q̂± ◦ T±.
Ainsi, on obtient la formulation : trouver p̂± ∈ H10
(
Ω̂
)
tel que∫
Ω̂
(∇p̂±)T (DT± ◦ (T±)−1) . (∇ŵ±)T (DT± ◦ (T±)−1) det (D(T±)−1) ds dz
=
∫
Ω̂
q̂±ŵ± det
(
D(T±)−1
)
dsdz, pour tout ŵ± ∈ H10
(
Ω̂
)
.
(3.37)
Pour re´soudre ce proble`me nume´riquement, on propose d’approcher p̂± par
p̂N±(s, z) =
N1∑
k=0
N2∑
`=0
p±k`Kk(s)K`(z), avec N = (N1 , N2).
Les approximations pN± de p± sont ensuite obtenues
pN±(x, y) = p̂N± ◦ T± (x, y) =
N1∑
k=0
N2∑
`=0
p±k`Kk ◦ T±x (x)K` ◦ T±y (y) . (3.38)
Puis, on de´duit les approximations p˜N± des re´ponses impulsionnelles p˜±
p˜N± (x, y) = pN± ◦ φ± (x, y) =
N1∑
k=0
N2∑
`=0
p±k`Kk ◦ T±x (x)K` ◦ T±y (x∓ y) . (3.39)
Remarque 44 Les approximations du noyau et de la re´ponse impulsionnelle sont de´ve-
loppe´es sur la base de polynoˆmes (Kk ⊗K`)k,` combine´es avec la transformation T±. Par
conse´quent, les p˜N± sont exponentiels en y avec des exposants ne´gatifs.
Remarque 45 On utilise une me´thode spectrale pour discre´tiser suivant les directions x
et y. Pour la direction y, on a besoin d’utiliser des fonctions de base globale prolonge´es
analytiquement. Il n’y a cependant pas de restriction particulie`re concernant la direction
x. Par exemple, une base locale pourra eˆtre utilise´e comme une base d’e´le´ments finis.
Alors, les approximations PN± et µN± des transforme´es de Laplace P± et des symboles
complexes µ± s’obtiennent directement, i.e.
PN± (x, λ) = Ly
(
p˜N± (x, y)
)
(λ) ,
µN±(x, ξ) = ∓θ
±′(ξ)
2ipi
PN± (x,−θ±(ξ)) .
On note que les poˆles de PN± se situent sur l’axe re´el ne´gatif, ainsi les domaines d’holo-
morphie DN± peuvent eˆtre n’importe quel ensemble ouvert ne contenant pas de nombres
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re´els ne´gatifs {0,−1, ..,−N2}. L’Hypothe`se 27 est clairement satisfaite pour tout contour
−θ± dans DN±, et on peut appliquer le The´ore`me 31 pour obtenir les symboles complexes
correspondant µN±. Pour calculer µN±, on a choisi les contours −θ± propose´s par Weide-
man et Trefethen dans [92], dans le cadre du calcul de la transforme´e de Laplace inverse,
a` savoir la parabole
−θ± (ξ) = θp (iξ + 1)2 pour ξ ∈ R, (3.40)
et l’hyperbole
−θ± (ξ) = θh (1 + sin (iξ − α)) pour ξ ∈ R. (3.41)
Les nombres re´els positifs θp et θh controˆlent respectivement la largeur du contour pa-
rabolique et hyperbolique. L’hyperbole contient le parame`tre libre supple´mentaire α, qui
de´termine son angle asymptotique.
Discre´tisation de ψ±(u) en x
Pour achever le calcul de P±u, il faut discre´tiser les e´quations diffe´rentielles (3.6, 3.7)
pour les re´soudre nume´riquement. La discre´tisation de ψ en x se fera a` l’aide de deux
approximations diffe´rentes de u, la premie`re e´tant constante par morceaux et la seconde
affine par morceaux. Pour ce faire, on conside`re en premier lieu les relations de (3.4). En
particulier, au point x = xn+1, on a
ψ+(u)(xn+1, ξ) =
∫ xn+1
0
e−θ
+(ξ)(xn+1−y)u(y) dy
=
∫ xn
0
e−θ
+(ξ)(xn+1−y)u(y) dy +
∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u(y) dy,
et au point x = xn, on a
ψ−(u)(xn, ξ) = −
∫ 1
xn
eθ
−(ξ)(xn−y)u(y) dy
= −
∫ 1
xn+1
eθ
−(ξ)(xn−y)u(y) dy −
∫ xn+1
xn
eθ
−(ξ)(xn−y)u(y) dy.
On remarque que xn+1 − xn = h, pour tout n ∈ {0, ...,N}. On peut de´duire les relations
de re´currence suivantes
ψ+(u)(xn+1, ξ) = e
−θ+(ξ)hψ+(u)(xn, ξ) +
∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u(y) dy, avec ψ+(u)(0, ξ) = 0,
et ψ−(u)(xn, ξ) = e−θ
−(ξ)hψ−(u)(xn+1, ξ)−
∫ xn+1
xn
eθ
−(ξ)(xn−y)u(y) dy, avec ψ−(u)(1, ξ) = 0.
Ensuite, on approche u(x) sur l’intervalle [xn, xn+1], soit par une constante u˜(x), soit par
une fonction line´aire u(x), i.e.
u (x) ' u˜(x) = un,
u (x) ' u (x) = un + un+1 − un
h
(x− xn) ,
(3.42)
88
3.3. Approximations nume´riques
avec un = u(xn) et un+1 = u(xn+1).
I Approximation constante par morceau de u : Dans ce cas, on obtient les approxi-
mations suivantes∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u(y) dy '
∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u˜(y) dy = u(xn)
e−θ
+(ξ)h − 1
−θ+(ξ) ,
et
∫ xn+1
xn
eθ
−(ξ)(xn−y)u(y) dy '
∫ xn+1
xn
eθ
−(ξ)(xn−y)u˜(y) dy = u(xn)
e−θ
−(ξ)h − 1
−θ−(ξ) .
Enfin, on introduit les variables α±(ξ) = e−θ
±(ξ)h et β±(ξ) = α
±(ξ)−1
−θ±(ξ) . On obtient les
relations de re´currence suivantes
ψ+(u)(xn+1, ξ) ' α+(ξ)ψ+(u)(xn, ξ) + β+(ξ)un, avec ψ+(u)(0, ξ) = 0,
ψ−(u)(xn, ξ) ' α−(ξ)ψ−(u)(xn+1, ξ)− β−(ξ)un, avec ψ−(u)(1, ξ) = 0,
(3.43)
I Approximation affine par morceau de u : Dans ce cas, on obtient les approxima-
tions suivantes∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u(y) dy '
∫ xn+1
xn
e−θ
+(ξ)(xn+1−y)u(y) dy
'
(
un
−θ+(ξ) +
un+1 − un
θ+2(ξ)h
)
e−θ
+(ξ)h −
(
un+1
−θ+(ξ) +
un+1 − un
θ+2(ξ)h
)
,
et
∫ xn+1
xn
eθ
−(ξ)(xn−y)u(y) dy '
∫ xn+1
xn
eθ
−(ξ)(xn−y)u(y) dy
'
(
un+1
−θ−(ξ) +
un+1 − un
θ−2(ξ)h
)
e−θ
−(ξ)h −
(
un
−θ−(ξ) +
un+1 − un
θ−2(ξ)h
)
.
Enfin, on introduit les variables γ±(ξ) = ± α±(ξ)−θ±(ξ)− β
±(ξ)
−θ±(ξ)h et δ
±(ξ) = ∓ 1−θ±(ξ)+ β
±(ξ)
−θ±(ξ)h
pour obtenir les relations de re´currence suivantes
ψ+(u)(xn+1, ξ) ' α+(ξ)ψ+(u)(xn, ξ) + γ+(ξ)un + δ+(ξ)un+1, avec ψ+(u)(0, ξ) = 0,
ψ−(u)(xn, ξ) ' α−(ξ)ψ−(u)(xn+1, ξ) + δ−(ξ)un + γ−(ξ)un+1, avec ψ−(u)(1, ξ) = 0,
(3.44)
Dans ce qui suit, on de´signe par ψh± (xn, ξ) l’approximation de ψ± (xn, ξ) en x = xn.
Approximation des re´alisations diffusives de P±u
On dispose a` pre´sent de tous les e´le´ments pour mettre en œuvre les re´alisations diffu-
sives
P±u =
〈
µ±, ψ±(u)
〉
.
On remplace µ± et ψ± par leur approximation µN± et ψh±. Ainsi, les re´alisations
diffusives de P±u(xn) peuvent eˆtre approche´es comme suit
P±u(xn) '
∫
R
µN±(xn, ξ)ψh±(u)(xn, ξ) dξ, pour tout n. (3.45)
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Puis, on conside`re la discre´tisation des parame´trages des contours −θ±, c’est-a`-dire de Rξ
en 2M + 1 points ξk, k = −M,−M + 1, ...,M − 1,M . De cette discre´tisation, on de´duit
l’approximation des re´alisations diffusives de P±u(xn) par la formule des trape`zes
PN,h,M±u(xn) = h∗
M∑
k=−M
µN±(xn, ξk)ψh±(xn, ξk), pour tout n. (3.46)
avec h∗ > 0 la taille du pas, espace se´parant deux points d’inte´gration conse´cutifs. On
note que les approximations ψh±(xn, ξk) sont calcule´es en utilisant (3.43) ou (3.44) au
point ξ = ξk.
Le calcul nume´rique de l’inte´grale (3.45) par la formule (3.46) est implicitement lie´ a`
l’inversion nume´rique des transforme´es de Laplace. L’objet de l’e´tude suivante est d’ex-
pliciter ce lien.
Lien avec l’inversion nume´rique de la transforme´e de Laplace : On e´tablit que
l’approximation de la re´alisation diffusive (3.46) peut s’e´crire sous forme d’une combi-
naison line´aire de transforme´e de Laplace inverse. Pour ce faire, soient n = 0, ...,N ,
J+n = {0, ..., n− 1} et J−n = {n, ...,N − 1}. Au point x = xn, la formule (3.4) s’e´crit
ψ+(xn, ξ) =
∫ xn
0
e−θ
+(ξ)(xn−y)u(y) dy =
∑
j∈J+n
∫ xj+1
xj
e−θ
+(ξ)(xn−y)u(y) dy,
ψ−(xn, ξ) = −
∫ 1
xn
eθ
−(ξ)(xn−y)u(y) dy = −
∑
j∈J−n
∫ xj+1
xj
eθ
−(ξ)(xn−y)u(y) dy.
Si l’on conside`re l’approximation affine de u sur [xj, xj+1] (voir (3.422)), alors les ψ
±(xn, ξ)
peuvent eˆtre approche´es par ψh±(xn, ξ), avec
ψ±(xn, ξ) ' ψh±(xn, ξ) = ±
∑
j∈J±n
∫ xj+1
xj
e∓θ
±(ξ)(xn−y)u(y) dy, pour tout n.
De plus,
ψh±(xn, ξ) = ±
∑
j∈J±n
[∫ xn
xj
e∓θ
±(ξ)(xn−y)u(y) dy −
∫ xn
xj+1
e∓θ
±(ξ)(xn−y)u(y) dy
]
, pour tout n.
Dans l’expression ci-dessus, le calcul des inte´grales se fait exactement, ainsi on obtient
ψh±(xn, ξ) = ±
∑
j∈J±n
[(
uj
−θ±(ξ) +
uj+1 − uj
θ±2(ξ)h
)
e−θ
±(ξ)(±(xn−xj))
−
(
uj+1
−θ±(ξ) +
uj+1 − uj
θ±2(ξ)h
)
e−θ
±(ξ)(±(xn−xj+1))
]
,
(3.47)
pour tout n = 0, ...,N , avec xj = jh et uj = u(xj).
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Les re´alisations diffusives 〈µ±, ψ±〉 sont approche´es par 〈µN±, ψh±〉, en conse´quence
P±u(xn) ' ±
∫
R
∑
j∈J±n
µN±(xn, ξ)
[(
uj
−θ±(ξ) +
uj+1 − uj
θ±2(ξ)h
)
e−θ
±(ξ)(±(xn−xj))
−
(
uj+1
−θ±(ξ) +
uj+1 − uj
θ±2(ξ)h
)
e−θ
±(ξ)(±(xn−xj+1))
]
dξ,
pour tout n ∈ {0, ...,N}. On intervertit ∫R et∑
j
dans l’e´quation ci-dessus, puis on pose
f±m (x, x) = ±
∫
R
µN± (x, ξ)
(−θ± (ξ))m e
−θ±(ξ)x dξ, m = 1, 2,
avec x ≥ 0 et f±m (x, 0) = 0 7. Finalement, on peut e´tablir que les re´alisations diffusives
P±u(xn) peuvent eˆtre approche´es par PN,h,M±u(xn), avec
PN,h,M±u(xn) =
∑
j∈J±n
[
fM±1 (xn,±(xn − xj))uj
+ fM±2 (xn,±(xn − xj))
uj+1 − uj
h
− fM±1 (xn,±(xn − xj+1)) uj+1
− fM±2 (xn,±(xn − xj+1))
uj+1 − uj
h
]
,
(3.48)
pour tout n ∈ {0, 1...,N}. On de´signe par fM±m l’approximation de l’inte´grale de f±m par
la me´thode des trape`zes, associe´e a` l’inversion nume´rique d’une transforme´e de Laplace.
En effet, on introduit la fonction F±m (x, λ) de la fac¸on suivante
F±m (x, λ) =
PN± (x, λ)
λm
, m = 1, 2.
On trouve que
f±m (x, x) =
∫
R
−θ±′ (ξ)
2ipi
PN± (x,−θ± (ξ))
(−θ± (ξ))m e
−θ±(ξ)x dξ
=
1
2ipi
∫
−θ±
F±m (x, λ) eλx dλ, m = 1, 2.
On remarque que x 7→ f±m (x, x) est la transforme´e de Laplace inverse de λ 7→ F±m(x, λ),
f±m (x, x) = L−1
(F±m(x, λ)) (x), m = 1, 2.
On note e´galement que les singularite´s de la transforme´e λ 7→ F±m(x, λ) se trouvent sur
l’axe re´el ne´gatif. Dans ce contexte, les auteurs du papier [92] proposent une me´thode
7f±m (., 0) =
1
2ipi
∫
−θ± F±m (., λ) dλ =
∑
j
Res
(F±m (., λ) , λj) = 0, ou` λj sont les poˆles de F±m (x, λ).
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nume´rique pour une inversion ”rapide” de la transforme´e de Laplace, sur un intervalle
borne´ donne´ de la variable x, utilisant la formule des trape`zes,
f±m (x, x) ' fM±m (x, x) =
−h∗
2ipi
M∑
k=−M
e−θ
±(ξk)xF±m
(
x,−θ± (ξk)
)
θ±′ (ξk) , m = 1, 2,
Une e´tude de cette me´thode, pour les contours parabolique (3.40) et hyperbolique (3.41),
est de´taille´e dans l’Annexe A.
Remarque 46 Dans le cas ou` u est approche´ par une constante sur [xj, xj+1], on peut
e´tablir les approximations suivantes
ψh±(xn, ξ) = ±
∑
j∈J±n
uj
−θ±(ξ)
[
e−θ
±(ξ)(±(xn−xj)) − e−θ±(ξ)(±(xn−xj+1))
]
, (3.49)
PN,h,M±u(xn) =
∑
j∈J±n
[
fM±1 (xn,±(xn − xj))− fM±1 (xn,±(xn − xj+1))
]
uj. (3.50)
Mise en œuvre nume´rique
La mise en œuvre de l’approximation de la re´alisation diffusive se fait en trois e´tapes.
Tout d’abord, on commence par la mise en œuvre de l’approximation du noyau. Elle est
base´e sur l’approximation de p̂±, solution du proble`me (3.37). Ce dernier est e´quivalent
au proble`me : trouver p̂± ∈ H10 (Ω̂) tel que∫
Ω̂
[
2
∂p̂±
∂s
(s, z) .
∂ŵ±
∂s
(s, z)
1
ρ± (z)
+
1
2
∂p̂±
∂z
(s, z) .
∂ŵ±
∂z
(s, z) ρ± (z)
]
dsdz
=
∫
Ω̂
1
2ρ± (z)
q̂ (s, z) ŵ± (s, z) dsdz, pour tout ŵ± ∈ H10 (Ω̂).
(3.51)
On conside`re les fonctions tests
ŵN± = Ki(s)Kj(z), avec 1 ≤ i ≤ N1 et 1 ≤ j ≤ N2.
Ainsi
∂ŵN±
∂s
= K ′i (s)Kj (z) et
∂ŵN±
∂z
= Ki (s)K
′
j (z) .
Rappelons qu’on approche p̂± par
p̂N±(s, z) =
N1,N2∑
k,`
p±k`Kk(s)K`(z).
On de´rive suivant chaque direction, on trouve
∂p̂N± (s, z)
∂s
=
N1,N2∑
k,`
p±k`K
′
k
(s)K`(z) et
∂p̂N± (s, z)
∂z
=
N1,N2∑
k,`
p±k`Kk(s)K
′
`(z).
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Finalement, on remplace ŵ et p̂± par leur approximation dans la formulation variationnelle
(3.51). Ainsi, on trouve que p±k` est solution du syste`me line´aire∑
k,`
a±k`ij p
±
k` = b
±
ij pout tout i, j,
avec
a±k`ij = 2
∫
ω̂
K ′k (s)K
′
i (s) ds
∫
ω̂
K` (z)Kj (z)
1
ρ± (z)
dz
+
1
2
∫
ω̂
Kk (s)Ki (s) ds
∫
ω̂
K ′` (z)K
′
j (z) ρ
± (z) dz,
et b±ij =
1
2
∫
Ω̂
Ki (s)Kj (z) q̂
± (s, z)
1
ρ± (z)
dsdz.
Le calcul nume´rique des inte´grales ci-dessus se fait par la quadrature de Legendre-Gauss-
Lobatto (LGL), voir le chapitre pre´ce´dent. Enfin, on applique les changements de variables
T± et φ±. On en de´duit les approximations pN± et p˜N± par (3.38) et (3.39) respectivement.
La seconde e´tape concerne la mise en œuvre de l’approximation du symbole diffusif
µN±. Celle-ci ne´cessite le calcul exact des transforme´es de Laplace de K` ◦ T±y (x∓ y),
facile a` obtenir.
Enfin, on s’inte´resse a` la mise en œuvre de l’approximation des re´alisations diffusives
PN,h,M±u. Dans cette troisie`me e´tape, on la pre´sente adapte´e a` une architecture centralise´e
ou semi-de´centralise´e.
I Mise en œuvre adapte´e a` une architecture centralise´e : Les formules des ap-
proximations des re´alisations diffusives (3.48) et (3.50) peuvent e´galement s’e´crire sous la
forme du produit de convolution discret suivant
PN,h,Mu (xn) =
n∑
j+=0
ω+n,n−j+uj+ +
N∑
j−=n
ω−n,j−−nuj− , (3.52)
avec pour la formule (3.48)
ω±n,±(n−j±) = f
M±
1
(
nh,± (n− j±)h)+ 1
h
[
fM±2
(
nh,
(± (n− j±)− 1)h)− fM±2 (nh,± (n− j±)h)] ,
pour j+ = 0 et j− = N ,
ω±n,j± =
1
h
[
fM±2
(
nh,
(
j± − 1)h)− 2fM±2 (nh, j±h)+ fM±2 (nh, (j± + 1)h)] ,
pour j+ = 1, ..., n− 1 et j− = n+ 1, ...,N − 1,
ω±n,0 =
fM±2 (nh, h)
h
,
pour j± = n,
93
Chapitre 3. Re´alisation diffusive d’ope´rateurs solutions de certaines EDPOs
et pour la formule (3.50)
ω±n,±(n−j±) = f
M±
1 (xn,±(xn − xj))− fM±1 (xn,±(xn − xj+1)) pour j+ ∈ J+n et j− ∈ J−n ,
ω±n,j± = 0, pour j
+ = 0 et j− = N − n.
Dans l’algorithme (3.52), on peut stocker l’historique dans une grande matriceW sous
forme de lignes et pour chaque pas xn. Ainsi, a` partir de la grande matrice pre´alablement
stocke´e, le produit matrice-vecteur permet l’obtention de la re´alisation diffusive de tous
les points xn sous forme d’un vecteur-colonne Z de coefficients
zn = P
N,h,Mu(xn).
En effet, si on pose
Z±T =
[
z±0 . . . z
±
N
]
et UT =
[
u0 . . . uN
]
,
on a
Z± = W± U,
avec W+ et W− des matrices triangulaires infe´rieure et supe´rieure respectivement. Elles
s’e´crivent sous la forme
W+ =

ω+0,0
ω+1,1 ω
+
1,0
ω+2,2 ω
+
2,1 ω
+
2,0
...
. . .
ω+N ,N . . . ω
+
N ,0
 et W− = −

ω−0,0 . . . ω
−
0,N
. . .
...
ω−N−2,0 ω
−
N−2,1 ω
−
N−2,2
ω−N−1,0 ω
−
N−1,1
ω−N ,0
 .
Ainsi
Z = Z+ + Z− = W U, avec W = W+ +W−.
Il semble clair que l’approximation de la re´alisation diffusive (3.52) est totalement cen-
tralise´e. En effet, l’approximation zn = P
N,M,hu(xn), e´value´e au point xn, fait intervenir
la valeur de la variable d’entre´e u en tous les points d’espace (xj)j=0,...,N , c’est-a`-dire
l’historique de u.
I Mise en œuvre adapte´e a` une architecture semi-de´centralise´e : A partir de
(3.46), on a e´tablit une autre e´criture de l’approximation de la re´alisation diffusive sous
la forme (5)
zn = P
N,h,Mu(xn) = h∗
M∑
k=−M
µ+n,kψ
+
n,k + µ
−
n,kψ
−
n,k. (3.53)
Elle est a` pre´sent bien adapte´e a` des architectures semi-de´centralise´es. Ceci est re´alisable
graˆce aux relations de re´currence (3.43) et (3.44) entre ψ±n+1,k et ψ
±
n,k.
On pose β
±
(ξ) = α
±(ξ)
−θ±(ξ) , γ
±(ξ) = ± α±(ξ)−θ±(ξ) − β
±
(ξ)
−θ±(ξ)h et δ
±
(ξ) = β
±
(ξ)
−θ±(ξ)h . On remarque
que (voir note en bas de la page 90)∫
R
µN± (x, ξ)
1
−θ±(ξ) dξ = ±f
±
1 (x, 0) = 0.
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Pour le cas ou` u(x) est interpole´ par une constante, on e´tablit
P+u(xn+1) '
∫
R
µN+ (xn+1, ξ)ψ
h+ (xn+1, ξ) dξ
=
∫
R
µN+ (xn+1, ξ)
(
α+(ξ)ψh+ (xn, ξ) + β
+(ξ)un
)
dξ
=
∫
R
µN+ (xn+1, ξ)
(
α+(ξ)ψh+ (xn, ξ) + β
+
(ξ)un
)
dξ.
En proce´dant de manie`re analogue, on trouve
P−u(xn) '
∫
R
µN− (xn, ξ)
(
α−(ξ)ψh− (xn+1, ξ)− β−(ξ)un
)
dξ.
Concernant le cas ou` u(x) est interpole´ par une une fonction line´aire, on obtient
P+u(xn+1) '
∫
R
µN+ (xn+1, ξ)
(
α+(ξ)ψh+ (xn, ξ) + γ
+(ξ)un + δ
+
(ξ)un+1
)
dξ,
P−u(xn) '
∫
R
µN− (xn, ξ)
(
α−(ξ)ψh− (xn+1, ξ) + δ
−
(ξ)un + γ
−(ξ)un+1
)
dξ.
Finalement, lorsqu’on utilise une interpolation constante de u, on conclut
z+n+1 = P
N,h,M+u(xn+1) = h∗
M∑
k=−M
µN+ (xn+1, ξk)
(
α+k ψ
h+ (xn, ξk) + β
+
k un
)
,
z−n = P
N,h,M−u(xn) = h∗
M∑
k=−M
µN− (xn, ξk)
(
α−k ψ
h− (xn+1, ξk)− β−k un
)
.
De plus,
z+n+1 = P
N,h,M+u(xn+1) = h∗
M∑
k=−M
µN+ (xn+1, ξk)
(
α+k ψ
h+ (xn, ξk) + γ
+
k un + δ
+
k un+1
)
,
z−n = P
N,h,M−u(xn) = h∗
M∑
k=−M
µN− (xn, ξk)
(
α−k ψ
h− (xn+1, ξk) + δ
−
k un + γ
−
k un+1
)
,
pour une interpolation line´aire de u, avec θ±k = θ
±(ξk), α±k = α
±(ξk), β
±
k = β
±
(ξk),
γ±k = γ
±(ξk) et δ
±
k = δ
±
(ξk).
Dans un esprit synthe´tique, une mise en forme algorithmique des re´sultats est pre´sen-
te´e.
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Algorithme 3 Re´alisation diffusive causale, cas de l’interpolation constante de u(x)
1: Calcul hors-ligne des θ+-symboles diffusifs approche´s µN+(x, ξ)
2: Calcul en temps re´el
3: pour n = 0, ...,N faire
4: pour k = −M, ...,M faire
5:
ψ+n+1,k = α
+
k ψ
+
n,k + β
+
k un, ψ
+
0,k = 0,
6: fin pour k
7:
z+n+1 = h∗
M∑
k=−M
µN+n+1,k
(
α+k ψ
+
n,k + β
+
k un
)
8: fin pour n
Algorithme 4 Re´alisation diffusive anti-causale, cas de l’interpolation constante de u(x)
1: Calcul hors-ligne des θ−-symboles diffusifs approche´s µN−(x, ξ)
2: Calcul en temps re´el
3: pour n = 0, ...,N faire
4: pour k = −M, ...,M faire
5:
ψ−n,k = α
−
k ψ
−
n+1,k − β−k un, ψ−N ,k = 0,
6: fin pour k
7:
z−n = h∗
M∑
k=−M
µN−n,k
(
α−k ψ
−
n+1,k − β
−
k un
)
.
8: fin pour n
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Algorithme 5 Re´alisation diffusive causale, cas de l’interpolation line´aire de u(x)
1: Calcul hors-ligne des θ+-symboles diffusifs approche´s µN+(x, ξ)
2: Calcul en temps re´el
3: pour n = 0, ...,N faire
4: pour k = −M, ...,M faire
5:
ψ+n+1,k = α
+
k ψn,k + γ
+
k un + δ
+
k un+1, ψ
+
0,k = 0,
6: fin pour k
7:
z+n+1 = h∗
M∑
k=−M
µN+n+1,k
(
α+k ψ
+
n,k + γ
+
k un + δ
+
k un+1
)
.
8: fin pour n
Algorithme 6 Re´alisation diffusive anti-causale, cas de l’interpolation line´aire de u(x)
1: Calcul hors-ligne des θ−-symboles diffusifs approche´s µN−(x, ξ)
2: Calcul en temps re´el
3: pour n = 0, ...,N faire
4: pour k = −M, ...,M faire
5:
ψ−n,k = α
−
k ψ
−
n+1,k + δ
−
k un + γ
−
k un+1, ψ
−
N ,k = 0,
6: fin pour k
7:
z−n = h∗
M∑
k=−M
µN−n,k
(
α−k ψ
−
n+1,k + δ
−
k un + γ
−
k un+1
)
.
8: fin pour n
Test nume´rique
On se re´fe`re a` l’exemple (3.33) introduit plus haut, ou` le noyau
q (x, y) = −2(1− 3x)(1− y)y2 − 2(1− x)x2(1− 3y).
La solution analytique de ce syste`me est le noyau p,
p (x, y) = (1− x)x2(1− y)y2, pour tout (x, y) ∈ Ω.
I calcul hors ligne : Sur la Figure 3.2, on repre´sente les erreurs relatives en norme
L2 (Ω)
e± =
∥∥p± − pN±∥∥
L2(Ω)
‖p±‖L2((Ω))
(3.54)
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calcule´es entre p± et leur approximation respective pN± en fonction de N = (N1, N2), pour
N1 = N2 = 1, .., 18. Les erreurs de´croissent de fac¸on line´aire, sur l’e´chelle logarithmique,
avec une pente de ≈ −1.40 pour e+ et de ≈ −1.42 pour e−.
A pre´sent, on conside`re les degre´s polynoˆmiaux de pN± suffisamment grands (N1 =
N2 = 15) de sorte que les erreurs relatives (3.54) soient suffisamment petites, soit de
l’ordre de 10−9. Ainsi, les courbes de la Figure (3.3) repre´sentant p et ses approximations
p±N sont semblables.
3 6 9 12 15 18
10−12
10−8
10−4
100
N
Er
re
ur
 R
el
at
iv
e 
e 
±
e+
e−
Fig. 3.2 – Erreurs relatives e+ (en bleu) et e− (en rouge) en norme L2, de´finies par (3.54),
en fonction de N = (N1, N2) en e´chelle logarithmique
(a) (b) (c)
Fig. 3.3 – Profil x-y des noyaux (a) p(x, y), (b) pN+(x, y) et (c) pN−(x, y) pour N =
(15, 15)
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I calcul en temps re´el : On conside`re les re´alisations d’e´tats (causale et anti-causale)
suivantes
∂xψ
± (x, ξ)± θ± (ξ)ψ± (x, ξ) = u(x) avec ψ+ (0, ξ) = ψ− (1, ξ) = 0,
P±u(x) =
∫
R
µ± (x, ξ)ψ± (x, ξ) dξ,
ou` la variable d’entre´e
u (x) = sin (pix) .
Les solutions analytiques (P±u) (x) sont
(
P+u
)
(x) =−
(
1
pi
x6 − 2
pi
x5 + (
1
pi
− 6
pi3
)x4 +
8
pi3
x3 − 2
pi3
x2
)
cos(pix)
−
(
− 3
pi2
x5 +
5
pi2
x4 + (
6
pi4
− 2
pi2
)x3 − 6
pi4
x2
)
sin(pix)
+
2
pi3
x3 − 2
pi3
x2,(
P−u
)
(x) = +
(
1
pi
x6 − 2 1
pi
x5 + (
1
pi
− 6
pi3
)x4 +
8
pi3
x3 − 2
pi3
x2
)
cos(pix)
+
(
− 3
pi2
x5 +
5
pi2
x4 + (
6
pi4
− 2
pi2
)x3 − 6
pi4
x2
)
sin(pix)
− 4
pi3
x3 +
4
pi3
x2.
Les calculs sont re´alise´s en utilisant les contours −θ± parabolique (3.40) et hyperbo-
lique (3.41), avec
• Λ = xN−1
x1
= (N−1)h
h
= N − 1.
• θp = pi4√8Λ+1 MxN−1 et h∗ =
√
8Λ+1
M
pour le contour parabolique.
• θh = 4piα−pi2A(α) MxN−1 , α = maxα∈[pi/4,pi/2]
pi2 − 2piα
A(α)
et h∗ =
A(α)
M
ou` A(α) = cosh−1 (pi−2α)Λ+4α−pi
(4α−pi) sinα
pour le contour hyperbolique.
Le choix ”optimal” de ces parame`tres a fait l’objet de l’e´tude de´veloppe´e en Annexe
A-§ A.4.
Les pas de discre´tisation spatiale h, que nous avons pris pour re´aliser le test nume´rique
et les valeurs induites de Λ, α et A(α), sont indique´s dans le tableau ci-dessous.
h 0.1 0.05 0.02 0.01
Λ 9 19 49 99
α 1.0316 0.9816 0.9388 0.9173
A(α) 3.2295 4.2631 5.5321 6.4301
On observe que les fonctions ξ 7→ <e (µN±ψh±) (ξ) de´croissent tre`s rapidement. Pour
mettre en e´vidence ce comportement, on se re´fe`re a` la Figure 3.4.
99
Chapitre 3. Re´alisation diffusive d’ope´rateurs solutions de certaines EDPOs
Sur les Figures 3.5 et 3.6, on e´value les erreurs relatives
E± =
∥∥P±u− PN,h,M±u∥∥
L2(ω)
‖P±u‖L2(ω)
, (3.55)
conside´re´es entre les re´alisations exactes P±u et leurs approximations PN,h,M±u en e´chelle
logarithmique, avec M variant de 10 a` 102 pour chaque contour : parabolique (3.40)
(en noir) et hyperbolique (3.41) (en rouge). Les erreurs de´croissent exponentiellement
jusqu’aux limites correspondant a` la pre´cision de l’approximation de u par interpolation
constante (en trait discontinu) et line´aire (en trait continu). En effet, ce comportement
est attendu car l’approximation de la re´alisation diffusive contient trois sources d’erreurs :
la premie`re provient de l’approximation spectrale et la seconde de la discre´tisation du
contour d’inte´gration, chacune e´tant bien controˆle´e. En conse´quence, on peut ignorer ces
deux sources d’erreurs. La troisie`me erreur est duˆe a` l’interpolation de u par u ou u˜. On
controˆle l’erreur en u, borne´e par
‖u (x)− u (x)‖ ≤ Ch2 ‖u′′‖∞ , C > 0, pour l’interpolation line´aire,
‖u˜ (x)− u (x)‖ ≤ C˜h ‖u′‖∞ , C˜ > 0, pour l’interpolation constante.
En d’autres termes, utiliser les interpolations line´aire et constante, induisent des erreurs
E± proportionnelles a` h2 et h respectivement. On note que les taux de convergence calcule´s
favorisent le contour hyperbolique au contour parabolique. Pour de petites valeurs de M ,
on remarque que les erreurs relatives sont infe´rieures lorsqu’on utilise une approximation
constante par morceau par rapport a` l’approximation affine par morceau de u. Ainsi, pour
un calcul en temps re´el, le choix du contour hyperbolique et l’approximation de u par une
constante sont privile´gie´s.
0
2
4
6
8
10
12
14
16
x 10−3
0.1
0.5
0.9
−404
x
ξ
(a)
−15
−10
−5
0
5
x 10−3
0.1
0.5
0.9
−404
x
ξ
(b)
Fig. 3.4 – Profil ξ-x de (a) <e (µN+ψh+) et (b) <e (µN−ψh−) pour h = 0.05 et N =
(15, 15)
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h = 0.1
E+: −θ+ Parabolique  , u affine               
E+: −θ+ Parabolique  , u constante par morceau
E+: −θ+ Hyperbolique, u affine               
E+: −θ+ Hyperbolique, u constante par morceau
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Fig. 3.5 – Erreur relative E+ de´finie par (3.55), en fonction du nombre de nœuds M
et pour diffe´rentes valeurs de h (h = 0.1, 0.05, 0.02, 0.01) a` l’e´chelle logarithmique. Les
traits continus sont associe´s a` l’interpolation line´aire de u (voir Algorithme 5). Les traits
discontinus correspondent a` l’interpolation constante de u (voir Algorithme 3). En noir,
on distingue le calcul avec contour hyperbolique. Enfin, le rouge symbolise le calcul avec
contour parabolique. N = (15, 15)
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E−: −θ− Parabolique  , u affine               
E−: −θ− Parabolique  , u constante par morceau
E−: −θ− Hyperbolique, u affine               
E−: −θ− Hyperbolique, u constante par morceau
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Fig. 3.6 – Erreur relative E− de´finie par (3.55), en fonction du nombre de nœuds M
et pour diffe´rentes valeurs de h (h = 0.1, 0.05, 0.02, 0.01) a` l’e´chelle logarithmique. Les
traits continus sont associe´s a` l’interpolation line´aire de u (voir Algorithme 6). Les traits
discontinus correspondent a` l’interpolation constante de u (voir Algorithme 4). En noir,
on distingue le calcul avec contour hyperbolique. Enfin, le rouge symbolise le calcul avec
contour parabolique. N = (15, 15)
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3.3.3 Approximation directe du symbole complexe
On commence par l’e´criture des e´quations (3.17) et (3.18) sur les symboles diffusifs
complexes qui correspond au proble`me aux limites (3.32) en supposant que les θ±-symboles
µ± existent. On trouve
A±µ± = (∂2xx ∓ 2θ±∂x + 2θ±2)µ±,
pour les conditions aux limites de Dirichlet, on a
B±µ± = µ±
et pour une condition type Neuman sur Γ0
B±µ± = (∂x ∓ 2θ±)µ+.
On suppose de plus que l’Hypothe`se 37 est satisfaite. L’application de la Proposition 38
permet d’e´tablir l’ensemble des e´quations (3.17) et (3.18) qui, dans ce cas, s’e´crit
±
〈
(∂2xx − 2θ±∂x + 2θ±2)µ±, e∓θ
±(x−y)
〉
= q(x, y) dans Ω±, (3.56)〈
(∂x ∓ 2θ±)µ±, 1
〉
= 0 dans ω, (3.57)〈
µ+, e−θ
+x
〉
= 0,
〈
µ−, eθ
−(x−1)
〉
= 0 dans ω, (3.58)〈
µ+, e−θ
+(1−y)
〉
= 0 sur Γ+y et
〈
µ−, e−θ
−y
〉
= 0 sur Γ−y . (3.59)
D’apre`s la Remarque 40, l’ensemble de singularite´s possibles associe´es aux e´quations in-
te´rieures et aux conditions aux limites sont W±A = {0} et W±B = ∅.
Puis nous introduisons deux formulations faibles pour les e´quations symboliques. La
premiere vient directement de la formulation faible du proble`me aux limites (3.32) de p±.
Elle fait intervenir une inte´grale par rapport aux variables (x, y) et deux inte´grales en ξ.
Ainsi, elle devient inabordable en termes de couˆt de calcul, et nous avons de´cide´ de ne
pas la mettre en œuvre. La seconde est moins couˆteuse, car elle ne ne´cessite le calcul de
seulement deux inte´grales. Elle est cependant non-syme´trique.
Premie`re formulation faible Elle s’e´nonce ainsi : trouver le symbole µN±, lie´ a`
(3.38) approchant un noyau, tel que∫
Ω±
〈
K±DT−θ±µ
N±, e∓θ
±(x−y)
〉〈
K±DT−θ±η
N±, e∓θ
±(x−y)
〉
dydx
=
∫
Ω±
q
〈
ηN±, e∓θ
±(x−y)
〉
dydx,
pour tout symbole ηN± lie´ a` tout noyau
vN±(x, y) =
N1∑
k=0
N2∑
`=0
Kk ◦ T±x (x)K` ◦ T±y (y) v±k`.
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Il est obtenu a` partir de la formulation faible de (3.32) : trouver p± ∈ H1
Γ±x ∪Γ±y (Ω
±) =
{v± ∈ H1(Ω±) | v± = 0 sur Γ±x ∪ Γ±y },∫
Ω±
∇p±.∇v± dydx =
∫
Ω±
q v± dydx pour tout v± ∈ H1
Γ±x ∪Γ±y (Ω
±). (3.60)
Appliquer la me´thode de Galerkin dans la base ge´ne´rant (3.38) implique∫
Ω±
∇pN±.∇vN± dydx =
∫
Ω±
q vN± dydx pour tout vN±. (3.61)
En remarquant que les θ±-symboles complexes associe´s a` ∇pN± et ∇vN± sont K±DT−θ±µ±
et K±DT−θ±η
N±, nous pouvons conclure que
∇
〈
µN±(x, .), e∓θ
±(x−y)
〉
=
〈
K±DT−θ±µ
N±(x, .), e∓θ
±(x−y)
〉
et ∇
〈
ηN±(x, .), e∓θ
±(x−y)
〉
=
〈
K±DT−θ±η
N±, e∓θ
±(x−y)
〉
.
(3.62)
Deuxie`me formulation faible Pour h+(x) = x, h−(x) = 1 − x, et une fonction
y 7→ w(y) ∈ L1(0, h±(x)), on de´finit l’ope´rateur line´aire
L±(w) =
∫ h±(x)
0
w e−θ
±y dy.
Les bases pour l’approximation des solutions symboliques µ± sont(
∓(θ
±(ξ))′
2ipi
Kk(x)Φ
±
` (x, ξ)
)
k=1,..,N1,`=1,..,N2
avec
Kk(x) = (1− x)xk+1, Φ±` (x, ξ) =
1
`+ 1− θ±(ξ) −
e−h
±(x)
`− θ±(ξ)
avec des singularite´s a` gauche de l’axe imaginaire, de sorte que les contours θ± sont
choisis de manie`re analogue a` (3.40) ou (3.41) afin de strictement enlacer R+. Les re´ponses
impulsionnelles modifie´es q˜± sont uniquement approche´es dans la direction y,
q˜N2±(x, y) =
N2∑
`=0
ϕ2±` (y)q
N2
` (x), (3.63)
par une projection L2(0, h±(x)) dans les bases
ϕ2±` (y) = (e
−y − e−h±(x))e−`y pour ` = 1, .., N2.
Les symboles associe´s sont note´s νN2±(x, ξ). Les fonctions test sont choisies dans des bases
diffe´rentes, par rapport a` y
v˜N±(x, y) =
N1,N2∑
k=0,`=0
Kk(x)Ψ
±
` (x, y)v
±
k` avec Ψ
±
` (x, y) = (e
y − eh±(x))e`y. (3.64)
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Alors, la formulation faible devient : trouver
µN±(x, ξ) = ∓(θ
±(ξ))′
2ipi
N1,N2∑
k=0,`=0
Kk(x)Φ
±
` (x, ξ)µ
±
k` (3.65)
solution de ∫
ω
〈
K±DT−θ±µ
N±, K±L±(∇v˜N±)〉 dx
=
∫
ω
〈
νN2±, L±(v˜N±)
〉
dx pour tout v˜N±.
(3.66)
Pour l’e´tablir, on utilise (3.61), on applique le changement de variables φ± dans les inte´-
grales. Puis, on approche p˜±, les re´ponses impulsionnelles modifie´es, avec des polynoˆmes
en x et des exponentiels ne´gatifs en y,
p˜N±(x, y) =
N1∑
k=0
(1− x)xk+1
N2∑
`=0
(e−y − e−h(x))e−`y.
Les re´ponses impulsionnelles q˜± sont remplace´es par leur approximation (3.63). Nous
notons que le principe utilise´ pour ces approximations ne correspond pas exactement a`
celui utilise´ pour la premie`re formulation faible, mais de´veloppe la meˆme ide´e qui consiste
a` utiliser des polynoˆmes exponentiels ne´gatifs en y pour des re´ponses impulsionnelles. Cela
implique l’expression ci-dessus de µN±. Nous remarquons a` pre´sent que
(∇pN±) ◦ φ± = ±
〈
K±DT−θ±µ
N±, e−θ
±y
〉
et qN2± ◦ φ± = ±
〈
νN2±, e−θ
±y
〉
, (3.67)
de sorte a` obtenir facilement la conclusion de´sire´e
±
∫
ω
〈
K±DT−θ±µ
N±, K±
∫ h±(x)
0
∇v˜N±e−θ±y dy
〉
dx
=±
∫
ω
〈
νN2±,
∫ h±(x)
0
v˜N±e−θ
±y dy
〉
dx.
Nous remarquons que le choix de la base pour v˜± a e´te´ fait pour que les poˆles de
L±(v˜±)(x, ξ) =
N1∑
k=0
(1− x)xk+1
N2∑
`=0
(
e(`+1−θ
±(ξ))h±(x) − 1
`+ 1− θ±(ξ) −
eh
±(x)(e(`−θ
±(ξ))h±(x) − 1)
`− θ±(ξ) )v
±
kl
soient pour −θ±(ξ) a` gauche de l’axe imaginaire comme pour µN±.
Mise en œuvre
On pre´sente ici la mise en œuvre de l’approximation de la formulation faible (3.65-
3.66), i.e. trouver µN± (x, ξ) tel que∫
ω
〈
K±DT−θ±µ
N±, K±L±(∇v˜N±)〉 dx = ∫
ω
〈
νN2±, L±(v˜N±)
〉
dx. (3.68)
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Rappelons que K± =
(
1 ±1
0 ∓1
)
et Dλ = (∂x, λ), la formule (3.68) peut s’e´crire sous la
forme∫
ω
〈
∂xµ
N±, L±
(
∂xv˜
N±)± L± (∂yv˜N±)〉− 〈θ±µN±,±L± (∂xv˜N±)+ 2L± (∂yv˜N±)〉 dx
=
∫
ω
〈
νN2±, L±
(
v˜N±
)〉
dx. (3.69)
On conside`re les fonctions tests
v˜N±ij (x, y) = Ki(x)Ψ
±
j (x, y), 0 ≤ i ≤ N1 et 0 ≤ j ≤ N2. (3.70)
On utilise la formule L±(w) =
∫ h±
0
we−θ
±y dy. Les expressions de L±
(
v˜N±ij
)
, L±
(
∂xv˜
N±
ij
)
et L±
(
∂yv˜
N±
ij
)
peuvent s’exprimer en fonction de
Ψ
±1
j (x, ξ) =
e(j+1−θ
±)h±(x) − 1
j + 1− θ± ,
Ψ
±2
j (x, ξ) = −
eh
±(x)(e(j−θ
±)h±(x) − 1)
j − θ± ,
et Ψ
±
j (x, ξ) = Ψ
±1
j (x, ξ) + Ψ
±2
j (x, ξ),
(3.71)
de la manie`re suivante :
L±
(
v˜N±ij
)
(x, ξ) = Ki(x)Ψ
±
j (x, ξ),
L±
(
∂xv˜
N±
ij
)
(x, ξ) = ∂xKi(x)Ψ
±
j (x, ξ)±Ki(x)Ψ±2j (x, ξ),
L±
(
∂yv˜
N±
ij
)
(x, ξ) = Ki(x)
(
jΨ
±
j (x, ξ) + Ψ
±1
j (x, ξ)
)
.
(3.72)
A pre´sent, on pose
g±1`j (x) =
∫
R
∓(θ
±)′
2ipi
Φ±` (x, ξ)Ψ
±
j (x, ξ) dξ,
g±2`j (x) =
∫
R
∓(θ
±)′
2ipi
∂xΦ
±
` (x, ξ)Ψ
±
j (x, ξ) dξ,
g±3`j (x) =
∫
R
∓(θ
±)′θ±
2ipi
Φ±` (x, ξ)Ψ
±
j (x, ξ) dξ,
g±4`j (x) =
∫
R
∓(θ
±)′θ±
2ipi
Φ±` (x, ξ)Ψ
±1
j (x, ξ) dξ.
(3.73)
On utilise les formules (3.70)-(3.73) et on remplace 〈., .〉 par ∫R dans (3.69). Alors, la for-
mulation faible approche´e (3.68) implique que les coefficients µ±k` sont solution du syste`me
line´aire (non-syme´trique) suivant :∑
k,`
µ±k`a
±
k`ij = b
±
ij, pour tout i, j,
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avec
a±k`ij =
∫
ω
[(
∂xKk(x)g
±1
`j (x) +Kk(x)g
±2
`j (x)
)
(∂xKi(x)± (1 + j)Ki(x)) .
−Kk(x)g±3`j (x) (±∂xKi(x) + (2j + 1)Ki(x))−Kk(x)Ki(x)g±4`j (x)
]
dx,
b±ij =
∫
ω
〈
νN2±, L±
(
v˜N±ij
)〉
dx.
(3.74)
La re´solution nume´rique du syste`me line´aire ne´cessite le calcul des inte´grales (3.74) et
(3.73). Le calcul des inte´grales (3.74) est a priori trivial. Le calcul des inte´grales (3.73)
requiert davantage de de´veloppement, e´tant donne´e la complexite´ de sa nature. On a
besoin pour cela d’approcher les g±1,2,3,4`j (x) en calculant les inte´grales sur R, suivant la
direction ξ.
Proce´dure de calcul des inte´grales de (3.73) Pour ce faire, on conside`re tout
d’abord les fonctions et leur transforme´e de Laplace inverse suivantes
F±1`,j (x, λ) =
Φ±` (x, λ)
(j + λ)
, f±1`,j (x, h
±(x)) = ±L−1 (F±1`,j (x, λ)) (h±(x)) ,
F±2`,j (x, λ) =
∂xΦ
±
` (x, λ)
(j + λ)
, f±2`,j (x, h
±(x)) = ±L−1 (F±2`,j (x, λ)) (h±(x)) ,
F±3`,j (x, λ) =
−λΦ±` (x, λ)
(j + λ)
, f±3`,j (x, h
±(x)) = ±L−1 (F±3`,j (x, λ)) (h±(x)) .
On remplace les expressions de (3.71) dans (3.73). Alors, on e´tablit que les g±1,2,3,4`,j s’ex-
priment comme suit
g±1`,j (x) =
(
f±1`,j+1(x, h
±(x))− f±1`,j (x, h±(x))
)
e(j+1)h
±(x) +
(
−f±1`,j+1(x, 0) + eh
±(x)f±1`,j (x, 0)
)
,
g±2`,j (x) =
(
f±2`,j+1(x, h
±(x))− f±2`,j (x, h±(x))
)
e(j+1)h
±(x) +
(
−f±2`,j+1(x, 0) + eh
±(x)f±2`,j (x, 0)
)
,
g±3`,j (x) =
(
f±3`,j+1(x, h
±(x))− f±3`,j (x, h±(x))
)
e(j+1)h
±(x) +
(
−f±3`,j+1(x, 0) + eh
±(x)f±3`,j (x, 0)
)
,
g±4`,j (x) = f
±3
`,j+1(x, h
±(x))e(j+1)h
±(x) − f±3`,j+1(x, 0).
Or, pour tout `, j, on a
f±1`,j (x, 0) = ±
1
2ipi
∫
−θ±
Φ±` (x, λ)
(j + λ)
dλ
= ± 1
2ipi
∫
−θ±
(
1
`+ 1 + λ
− e
−h±(x)
`+ λ
)
1
(j + λ)
dλ
= ± 1
2ipi
∑
s∈{−j,−`,`−1}
Res
((
1
`+ 1 + λ
− e
−h±(x)
`+ λ
)
1
(j + λ)
, s
)
= 0.
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De la meˆme fac¸on, on obtient f±2`,j (x, 0) = 0. De plus,
f±3`,j (x, 0) = ±
1
2ipi
∫
−θ±
−λΦ±` (x, λ)
(j + λ)
dλ
= ± 1
2ipi
∫
−θ±
(
1
`+ 1 + λ
− e
−h±(x)
`+ λ
)
−λ
(j + λ)
dλ
= ± 1
2ipi
∑
s∈{−j,−`,`−1}
Res
((
1
`+ 1 + λ
− e
−h±(x)
`+ λ
)
−λ
(j + λ)
, s
)
= ±
(
e−h
±(x) − 1
)
.
Finalement, on conclut
g±1`,j (x) =
(
f±1`,j+1(x, h
±(x))− f±1`,j (x, h±(x))
)
e(j+1)h
±(x),
g±2`,j (x) =
(
f±2`,j+1(x, h
±(x))− f±2`,j (x, h±(x))
)
e(j+1)h
±(x),
g±3`,j (x) =
(
f±3`,j+1(x, h
±(x))− f±3`,j (x, h±(x))
)
e(j+1)h
±(x) ±
(
2− eh±(x) − e−h±(x)
)
,
g±`,j4(x) = f
±3
`,j+1(x, h
±(x))e(j+1)h
±(x) ±
(
1− e−h±(x)
)
.
On remarque que les g±1,2,3,4`,j (x) sont des combinaisons line´aires de transforme´es de Laplace
inverses h±(x) 7→ f±1,2,3`,j (x, h±(x)) de fonctions λ 7→ F±1,2,3`,j (x, λ) ayant des singularite´s
sur l’axe re´el ne´gatif. Le calcul nume´rique en chaque point xi de f
±1,2,3
`,j (xi, h
±(xi) est
re´alise´ suivant la me´thode de´crite par Weideman et Trefethen dans [92], i.e.
f±1,2,3`,j
(
xi, h
±(xi)
) ' ∓ h∗
2ipi
M ′∑
m=−M ′
e−θ
±(mh∗)h±(xi)F±1,2,3`,j
(
x,−θ±(mh∗)
)
θ±′(mh∗), M ′ ∈ N∗.
Les approximations de g±1,2,3,4`,j (xi) sont ensuites obtenues. On pre´cise avoir utilise´ la qua-
drature de Gauss-Lobatto pour calculer les inte´grales de (3.74), suivant la direction x. De
plus, les xi ont e´te´ choisis comme e´tant les points de Gauss-Lobatto.
Test nume´rique
On utilise le meˆme noyau q et la meˆme entre´e u du test nume´rique pre´sente´ en sous-
section 3.3.2.
I calcul hors ligne : Le calcul des f±1,2,3`,j (xi, h±(xi)) est re´alise´ en utilisant le contour
−θ± parabolique (3.41), avec M ′ = 30, h∗ = 3M ′ , θp = pi12M
′
xi
. On choisit le degre´ d’ap-
proximation N de µN± suffisamment grand, soit N = (15, 15).
On ne pre´sente aucun re´sultat sur µN± car il n’y a pas de convergence. On sait ne´an-
moins que le parame`tre N influence la convergence de PN,h,M±u.
I calcul en temps re´el : Pour ce test nume´rique, on utilise les meˆmes donne´es, valeurs
et parame`tres que pour le test pre´sente´ en sous-section 3.3.2 dans la partie calcul en
temps re´el.
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Les re´sultats obtenus sont d’ailleurs similaires. En effet, les courbes de la Figure 3.7
(resp Figure 3.8) et de la Figure 3.5 (resp Figure 3.6) ont un comportement semblable.
L’analyse et l’interpre´tation de ces re´sultats sont en conclusion analogues, voir la partie
calcul en temps re´el de la sous-section 3.3.2.
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Fig. 3.7 – Meˆme commentaire que celui attribue´ a` la Figure 3.5
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Fig. 3.8 – Meˆme commentaire que celui attribue´ a` la Figure 3.6
3.3.4 Re´alisation diffusive re´elle
Dans cette sous-section, on introduit une technique de calcul formel pour les symboles
diffusifs re´els applique´e a` l’e´quation de Lyapunov. On pense que ce calcul pourra eˆtre
utilise´ comme point de de´part pour une me´thode nume´rique.
On a restreint notre e´tude au cas particulier q = 0 mais c 6= 0. Puisque l’ensemble de
singularite´s possibles W±A ∪W±B = {0} des symboles diffusifs est inclus dans R−, on peut
appliquer le cadre de re´alisations diffusives re´elles. On choisit les contours
−θ±∗ = R− ⊃ W±A ∪W±B (i.e. λ±0 = 0 et σ± = 1).
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Puis on applique la Proposition 41. Les e´quations de symbole θ±∗-diffusif s’e´crivent alors
(∂2xx − 2θ±∗∂x + 2θ±∗2)µ±∗ = 0 dans ω × R+, (3.75)〈
(∂x ∓ 2θ±∗)µ±∗, 1
〉
= ∓ c
2
dans ω, (3.76)〈
µ+∗, e−θ
+∗x
〉
= 0,
〈
µ−∗, eθ
−∗(x−1)
〉
= 0 dans ω, (3.77)
µ+∗(1, .) = 0 dans R+, et µ−∗(0, .) = 0 dans R+. (3.78)
Comme mentionne´ pre´ce´demment, dans un tel cas, les symboles diffusifs ne sont pas des
fonctions. On devra donc choisir une dualite´ approprie´e. On ne de´veloppe pas de the´orie
comple`te pour les e´quations en µ±∗ mais on donne leur solution et on propose une me´thode
ge´ne´rale formelle permettant leur obtention. Cette me´thode formelle consiste a` chercher
une solution µ±∗ comme la somme d’une partie re´gulie`re g± et d’une se´rie des de´rive´es de
masses de Dirac concentre´es en les singularite´s potentielles. Alors, on cherche une solution
pour la partie causale de la forme
µ+∗(x, ξ) = g(x, ξ) +
n0∑
n=0
gn(x)δ
(n)(ξ), (3.79)
avec n0 suppose´ a priori un entier positif inconnu. On exprime µ
−∗ en fonction de µ+∗.
Proposition 47 Si Q = 0 et θ±∗(ξ) = ξ ∈ R+, alors P admet une re´alisation θ±∗-
diffusive re´elle de la forme (3.79) avec g = 0 et n0 = 1,
µ+∗(x, ξ) =
c
2
(1− x)(xδ(ξ) + δ′(ξ)) dans ω×R+. (3.80)
De plus,
µ−∗(x, ξ) = µ+∗(1− x, ξ) dans ω×R+.
Preuve
(i) Tout d’abord, on e´tablit la relation entre µ+∗ et µ−∗. Ici, P pre´serve la syme´trie
par rapport au centre de l’ intervalle ω, dans le sens que
Pu(x) = Pu(1− x) pour tout u tel que u(y) = u(1− y).
Alors,
p(x, y) = p(1−x, 1−y), p˜(x, y) = p˜(x−y,−y) et µ−∗(1−x, ξ) = µ+∗(x, ξ), ∀x ∈ ω.
(ii) On proce`de par essai successif des solutions
µ+∗ = g, µ+∗ = g + g0δ, µ+∗ = g + g0δ + g1δ′, ... .
Les deux premiers cas ne conduisent pas a` une solution, et l’insertion du troisie`me cas
dans l’ensemble des e´quations permet d’obtenir
g = 0, g0(x) =
c
2
x(1− x) et g1(x) = c
2
(x− 1).
Puisque la solution existe et est unique, la conclusion s’en suit. Notre calcul utilise les
re´sultats e´nonce´s dans le Lemme 48 de l’Appendice e´tablie pour une fonction test ϕ ∈
D(R) et applique´ a` ϕ ≡ 1 qui permet le meˆme calcul pour des distributions de support
dans un ensemble borne´. Notons que nous avons utilise´ les re´sultats re´capitule´s dans
l’Appendice pour des fonctions tests ϕn convergeant a` 1 quand n tend vers l’infini.
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3.4 Conclusion
Dans ce chapitre, on a conside´re´ l’ope´rateur u 7→ Pu, solution d’une e´quation aux
de´rive´es partielles line´aires ope´ratorielles dans un domaine rectangle mono-dimensionnel.
On a formule´ une me´thode dans le cadre des re´alisations diffusives, pour laquelle on
propose deux approches pour la re´solution de cette e´quation. Nous avons pre´sente´ pour
cela un travail mene´ pour un cadre limite´ a` deux classes d’ope´rateurs et de contours. Pour
la premie`re classe, on a utilise´ des contours choisis loin des singularite´s de la transforme´e
de Laplace P , les symboles diffusifs e´tant donc complexes. Pour la seconde classe, on a
e´tudie´ des contours passant par les singularite´s lorsque contours et singularite´s sont situe´s
sur l’axe re´el, les symboles diffusifs e´tant ici re´els. Dans les deux cas, on a pu e´noncer et
de´montrer l’existence des re´alisations et symboles diffusifs en abordant e´galement pour
ces derniers la question d’unicite´. Puis, on a conside´re´ le fait que le noyau p e´tait solution
d’un proble`me aux limites, line´aire, ge´ne´ral et a` coefficients variables. On a e´galement
e´tabli les e´quations inte´gro-diffe´rentielles satisfaites par leur symbole complexe µ± ou re´el
µ±∗ pour des contours donne´s θ± ou θ±∗. Les e´quations inte´gro-diffe´rentielles du symbole
complexe (resp. re´el) causal µ+ (resp. µ+∗) et du symbole complexe (resp. re´el) anti-causal
µ− (resp. µ−∗) sont de´couple´es.
De plus, on a souhaite´ e´valuer diverses me´thodes pour approcher symboles diffusifs puis
re´alisations diffusives en traitant l’exemple de l’e´quation de Lyapunov. L’approximation
des re´alisations diffusives requiert l’accomplissement des e´tapes suivantes : approxima-
tion des symboles complexes µ±, discre´tisation spatiale des ψ±u en x avec diffe´rentes
approximations de l’entre´e u (approximation constante et affine par morceau en x) puis
approximation des re´alisations diffusives de P±u. Pour approcher les symboles diffusifs
complexes, on dispose de deux me´thodes. Pour la premie`re, on a e´nonce´ les deux pro-
ble`mes aux limites de´couple´s satisfaits par les noyaux des parties causale et anti-causale
respectivement, puis on a formule´ une me´thode de Galerkin en choisissant une base conve-
nable pour approcher les noyaux p± par pN± puis on a de´duit les symboles approche´s µN±
ayant des singularite´s sur l’axe re´el ne´gatif. Pour la seconde, on a expose´ deux me´thodes
directes base´es sur deux formulations variationnelles diffe´rentes portant sur µ±, chacune
posse´dant ses avantages et ses inconve´nients. Enfin, apre`s avoir optimise´ et valide´ les me´-
thodes nume´riques, on a pre´sente´ leur imple´mentation et les re´sultats obtenus. Pour la
deuxie`me classe d’ope´rateurs, on a e´tudie´ la re´alisation diffusive re´elle pour laquelle les
calculs ont pu eˆtre effectue´s analytiquement.
On s’est inte´resse´ au cas de la premie`re classe juge´ plus pratique. Parmi les avantages
de la me´thode des symboles complexes, on cite :
- l’absence de limitation sur la zone d’observation et de controˆle, ils peuvent eˆtre distribue´s
ou frontie`res,
- imple´mentable sur une architecture semi-de´centralise´e type FPGA de l’anglais (Field-
Programmable Gate Array).
On propose diverses perspectives :
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- l’application de la me´thode des symboles complexes a` un proble`me de controˆle re´el avec
l’e´tude de stabilite´, robustesse, etc...
- l’e´tude d’un proble`me d’e´quations couple´es entre les symboles diffusifs µ+ et µ−,
- le calcul de la re´alisation diffusive pour des solutions d’e´quations non-line´aires telles
l’e´quation de Riccati,
- la ge´ne´ralisation de la me´thode pour des domaines rectangles multi-dimensionnels et
pour des domaines quelconques,
- l’ame´lioration des me´thodes nume´riques pour le calcul direct des µ±, notamment le tre`s
mauvais conditionnement du syste`me line´aire associe´.
3.5 Appendice
On e´nonce certains re´sultats techniques utilise´s dans la section 3.3.4 pour le calcul du
symbole diffusif re´el. On les e´nonce dans un cadre ge´ne´ral des distributions de D′(R) mais
nous les appliquons aux distributions de D′+ de support est dans R+.
Lemme 48
(i) Pour p, n ∈ N,
ξpδ(n) = (−1)pn(n− 1)...(n− p+ 1)δ(n−p) pour p ≤ n
= 0 pour p ≥ n+ 1.
En particulier,
ξδ(n) = −nδ(n−1) pour n ≥ 1 et ξ2δ(n) = n(n− 1)δ(n−2) pour n ≥ 2. (3.81)
(ii) Pour p, n ∈ N et x > 0,
ξpe−ξxδ(n) = (−1)p∑nk=p xk−pn!(k − p)!(n− k)!δ(n−k) pour p ≤ n
= 0 pour p ≥ n+ 1.
(3.82)
En particulier,
ξe−ξxδ(n)(ξ) = −
n∑
k=1
xk−1n!
(k − 1)!(n− k)!δ
(n−k)(ξ) pour n ≥ 1 (3.83)
et ξ2e−ξxδ(n)(ξ) =
n∑
k=2
xk−2n!
(k − 2)!(n− k)!δ
(n−k)(ξ) pour n ≥ 2. (3.84)
Preuve Le premier point est classique. On ne de´montrera que le second.〈
ξpe−ξxδ(n), ϕ
〉
= (−1)n 〈δ, (e−ξxξpϕ)(n)〉 = (−1)n n∑
k=0
Ckn
〈
δ, (e−ξxξp)(k)ϕ(n−k)
〉
= (−1)n
(
p∑
k=0
k∑
l=0
+
n∑
k=p+1
p∑
l=0
)
C lkC
k
n(−x)k−lp(p− 1)..(p− l + 1)
〈
δ, ξp−le−ξxϕ(n−k)
〉
.
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On remarque que
〈
δ, ξp−le−ξxϕ(n−k)
〉
= 0 pour l < p et = ϕ(n−k)(0) pour l = p, il reste
ainsi
= (−1)np!Cpn
〈
δ, e−ξxϕ(n−p)
〉
+ p!
n∑
k=p+1
(−1)n+k−pC lkCknxk−p
〈
δ, e−ξxϕ(n−k)
〉
.
Apre`s simplifications,
=
(−1)pn!
(n− p)!
〈
δ(n−p), ϕ
〉
+ (−1)p
n∑
k=p+1
xk−pn!
(k − p)!(n− k)!
〈
δ(n−k), ϕ
〉
.
Finalement, 〈
ξpe−ξxδ(n), ϕ
〉
= (−1)p
n∑
k=p
xk−pn!
(k − p)!(n− k)!
〈
δ(n−k), ϕ
〉
,
qui est (3.82), d’ou` il vient (3.83, 3.84).
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Annexe A. Inversion nume´rique de la transforme´e de Laplace
Cette annexe est inspire´e du rapport [85] de Karim Trabelsi et al.
A.1 Inte´grale de Bromwich
Les me´thodes les plus efficaces pour l’inversion nume´rique de la transforme´e de Laplace
sont fonde´es sur l’approximation de l’inte´grale de Bromwich. Dans la section suivante, on
pre´sente la formule de cette inte´grale.
A.1.1 Transforme´e de Laplace inverse
La transforme´e de Laplace d’une fonction F : R+ → C d’une variable re´elle positive t,
est la fonction F d’une variable complexe s, de´finie par
F(s) =
∫ ∞
0
e−stF (t) dt, <e(s) > −a0, (A.1)
avec F (t) la transforme´e a` inverser et −a0 son abscisse de convergence. Cela signifie que
toutes les singularite´s de F(s) se trouvent dans le demi-plan <e(s) < −a0, la fonction
e´tant analytique dans l’autre demi-plan. La transforme´e de Laplace (A.1) est inverse´e via
la formule de Bromwich
F (t) =
1
2ipi
∫ a+i∞
a−i∞
estF(s) ds, a > −a0, (A.2)
ou` s = a+iy, y ∈ R e´tant la droite de Bromwich. L’approximation nume´rique de l’inte´grale
(A.2) n’est pas triviale. En effet, le facteur exponentiel est extreˆmement oscillant sur la
droite de Bromwich car la partie imaginaire tend vers l’infini. De plus, la transforme´e
F (s) de´croˆıt lentement quand |y| → ∞. Les inte´grales de fonctions, a` la fois oscillantes et
lentement de´croissantes sur des domaines non borne´s, sont souvent difficiles a` calculer.
A.2 Cate´gorie d’algorithmes pour l’inversion nume´-
rique de la transforme´e de Laplace
A ce jour, il existe plus d’une centaine d’algorithmes pour l’inversion de la transforme´e
de Laplace, trois e´tudes comparatives importantes ayant e´te´ publie´es. La premie`re e´tude
[27], mene´e par Davies et Martin, a recense´ une vingtaine de me´thodes diffe´rentes et
se´lectionne´ quatorze algorithmes. L’article [72] de Narayanan et Beskos est la seconde
e´tude et pre´sente huit algorithmes ayant donne´ lieu a` des tests nume´riques. Si dans chacun
de ces papiers, les me´thodes e´tudie´es sont ante´rieures a` 1980, la troisie`me e´tude [29] re´alise´e
par Duffy pre´sente trois logiciels base´s sur des me´thodes plus re´centes car poste´rieures a`
1980. D’autre part, on de´note un grand nombre d’articles concernant des applications
pour inge´nieur, chacun pre´sentant sa propre proce´dure. Une bibliographie de plusieurs
centaines de ces documents est disponible sur le Web [87].
Re´cemment, Abate et Valko` [2] ont classe´ ces algorithmes suivant quatre cate´gories
faisant re´fe´rence a` la me´thode utilise´e :
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(i) De´veloppement en se´ries de Fourier (me´thode directe).
(ii) De´veloppement en se´rie suivant les polynoˆmes de Laguerre (me´thode de Weeks).
(iii) Combinaison des fonctionnelles de Gaver.
(iv) De´formation du contour de Bromwich.
En quelques anne´es, plus d’une quarantaine d’algorithmes mettant en oeuvre la me´-
thode des se´ries de Fourier ont e´te´ de´veloppe´s, permettant une approche de la transforme´e
de Laplace inverse par une se´rie de Fourier infinie. En 1935, Koizumi [47] publie le pre-
mier article utilisant une telle proce´dure nume´rique. Parmi les plus populaires proce´dures
qui ont suivi, on cite Dubner-Abate (1968), Veillon (1974), Durbin (1974), Crump (1976),
Hosono (1981), DeHoog-Knight-Stokes (1982), Honig-Hirdes (1984) et Piessens-Huysmans
(1984). Abate et Whitt [3] proposent en 1992 une e´valuation de ces proce´dures et des re´-
fe´rences associe´es. Depuis, plusieurs nouveaux algorithmes utilisant des se´ries de Fourier
ont e´te´ mis en place, dont D’Amore et al. [23].
Utilisant le de´veloppement en se´rie suivant les polynoˆmes de Laguerre de F (t) dans
(A.1), le premier article que nous conside´rons dans cette seconde cate´gorie d’algorithmes
a e´te´ mene´ par Ward [89] en 1954. Une quinzaine d’algorithmes ont alors suivi, tous
base´s sur la meˆme approche : Chen (1966), Weeks (1966), Piessens-Branders (1971), We-
ber(1981), Lyness-Giunta (1986), Garbow-Giunta-Lyness-Murli (1988), etc. En 1996, l’ar-
ticle [1] d’Abate et al. propose une discussion de ces algorithmes et Weideman [90] re´alise
une importante contribution a` la me´thode de Laguerre.
La troisie`me cate´gorie d’algorithmes propose l’inversion nume´rique de la transforme´e
de Laplace a` partir d’une se´quence de fonctionnelles de´veloppe´es par Gaver [30] en 1966.
Enfin, la quatrie`me cate´gorie, utilisant la de´formation du contour dans l’inte´grale de
Bromwich, figure parmi les meilleures approches pour calculer la transforme´e de Laplace
inverse. L’article de re´fe´rence de cette approche a e´te´ publie´ par Talbot [84] en 1979.
Dans ce qui suit, on e´tudie plusieurs algorithmes utilisant cette approche. On portera une
attention particulie`re a` la me´thode proposant l’optimisation des contours de Bromwich
parame´trise´s.
A.3 Optimisation des contours de Bromwich para-
me´trise´s
Une strate´gie pour pallier a` la de´croissance lente est propose´e par Talbot [84]. L’auteur
sugge`re de de´former la droite de Bromwich en un contour qui commence et finit dans le
demi-plan gauche, avec une partie re´elle qui tend vers l’infini. Sur un tel contour, le facteur
exponentiel apparaissant dans (A.2) impose une de´croissance rapide de l’inte´grande quand
<e(s)→ −∞. Cela rend l’inte´grale facile a` approcher par les me´thodes de trape`ze ou du
milieu. A l’aide du the´ore`me de Cauchy et du lemme de Jordan, une telle de´formation
du contour est permise si aucune singularite´ n’est traverse´e pendant la de´formation et a`
condition que
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1. |F(s)| → 0 uniforme´ment pour |s| → ∞ avec <e(s) ≤ −a0.
2. ∃K > 0 tel que, pour toute singularite´ ξ de F , on a |=m(ξ)| < K.
La formule ge´ne´rale d’inversion s’e´crit alors
F (t) =
1
2ipi
∫
R
eγ(ξ)tF(γ(ξ))γ′(ξ) dξ, (A.3)
avec ξ 7→ γ(ξ) une parame´trisation de la courbe re´gulie`re Γ = γ(R). En conclusion, une
fois la de´croissance rapide de l’inte´grande obtenue sur la courbe Γ, l’inversion nume´rique
de la transforme´e de Laplace (A.2) est facilement calcule´e par la formule des trape`zes ou
des milieux. Ainsi, l’approximation est exprime´e par
Fh,N(t) =
h
2ipi
N∑
n=−N
eγ(nh)tF(γ(nh))γ′(nh), (A.4)
ou` N ∈ N est le nombre de nœuds d’interpolation, points en lesquels l’inte´grande est
e´value´e, et h > 0 la taille du pas repre´sentant l’espace se´parant deux nœuds conse´cutifs.
Remarque 49 Dans cette annexe et pour faire le lien avec le chapitre pre´ce´dent, on
remplace −θ±(ξ) par γ(ξ).
A.3.1 Contour de Talbot
La me´thode originale de Talbot du contour de Bromwich est base´e sur l’expression
γ(ξ) = µ(ξ cot(ξ) + λiξ) + β, −pi < ξ < pi, (A.5)
avec µ et λ des re´els positifs et β devant satisfaire
β + µ > −a0.
Cela a e´te´ mentionne´ dans [71]. Les auteurs ont remarque´ que le contour peut eˆtre de´place´
vers la gauche sans trop se rapprocher des singularite´s, puisque |F(s)| prend de grandes
valeurs en ces nœuds. Notons qu’un code Fortran a e´te´ imple´mente´ pour la me´thode de
Talbot dans [71], permettant l’inversion nume´rique de la transforme´e de Laplace. Des
re´sultats nume´riques sont pre´sente´s pour des fonctions de Green avec divers types de
singularite´s (singularite´s essentielles, points de branchement et coupures). Les auteurs
ont observe´ que les singularite´s essentielles doivent rester a` une ”distance optimale” du
contour, ajuste´e de manie`re expe´rimentale. De plus, les auteurs insistent sur l’importance
de la premie`re condition. En effet, si elle n’est pas remplie par la transforme´e, cela conduit
a` des re´sultats impre´visibles, en particulier pour de petites valeurs de t.
Re´cemment, Weideman [91] a obtenu des taux de convergence suffisamment optimaux
pour le contour de Talbot (cotangent). Pour cela, l’auteur a choisi convenablement les
parame`tres (µ, λ, β) de (A.5), c’est-a`-dire de sorte a` optimiser le taux de convergence.
Ce taux a effectivement e´te´ ame´liore´ de O(e−c
√
N) (obtenu par Talbot [84]) a` O(e−cN).
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Cependant, l’optimalite´ des parame`tres n’a pas e´te´ formellement e´tablie. De plus, les
re´sultats sont ”optimaux” pour un temps t donne´ et aucune preuve de leur efficacite´ pour
les autres temps n’a e´te´ apporte´e.
La comparaison des diverses me´thodes propose´es pour l’inversion de la transforme´e
de Laplace est une perspective inte´ressante. Une e´tude a e´te´ mene´e par Duffy [29] dans
laquelle il compare la me´thode de Talbot a` la me´thode de Weeks ainsi qu’a` la me´thode
directe. Il apparaˆıt que l’algorithme de Talbot est le meilleur. Cependant, il n’est pas
approprie´ a` des transforme´es pre´sentant des singularite´s dont la partie imaginaire croˆıt a`
l’infini. Si l’on souhaite approcher des fonctions ayant des singularite´s sur l’axe de Fourier,
cette me´thode est inefficace.
Dans [91] et [86], les auteurs ont compare´ la me´thode de Talbot (utilisant diffe´rents
contours : parabolique, hyperbolique, cotangent) a` la me´thode dite meilleure approxima-
tion rationnelle propose´e par Cody, Meinardus et Varga [18]. Cette me´thode est base´e
sur une meilleure approximation de es sur (−∞, 0], elle se construit suivant trois e´tapes.
Tout d’abord, es est remplace´e par la meilleure approximation rationnelle r(s) de type
(N − 1, N). Puis, le contour initial C est de´forme´ en un autre contour Γ enlac¸ant les poˆles.
Enfin, on proce`de a` l’e´valuation de l’inte´grale par un calcul de re´sidu. Il s’agit d’une ide´e
alternative e´vitant l’utilisation d’une formule de quadrature. En fait, toute formule de
quadrature applique´e a` la transforme´e de Laplace inverse peut eˆtre vue comme une ap-
proximation rationnelle. Les re´sultats de la comparaison sont mitige´s : la me´thode dite
meilleure approximation rationnelle est deux fois plus rapide que la me´thode de Talbot
et ne´anmoins plus difficile a` mettre en œuvre. De plus, si pour l’inversion, les parame`tres
doivent eˆtre re´gle´s pour une valeur de t donne´e, la pre´cision de la me´thode de Talbot est
difficile a` maintenir sur un intervalle contenant cette valeur. Pour conclure, la me´thode
dite meilleure approximation rationnelle pour une inversion n’est pas efficace sur tout un
intervalle.
A.3.2 Contour hyperbolique vs. approximations sinc
Une large litte´rature traite de l’inversion nume´rique de la transforme´e de Laplace via
des quadratures utilisant les contours de Talbot. La me´thode de Talbot a e´te´ utilise´e dans
la the`se de Lo´pez-Ferna`ndez [57], suivie de plusieurs articles sur l’optimisation des qua-
dratures approprie´e pour l’inversion nume´rique. Dans [60], Lo´pez-Ferna`ndez et Palencia
utilisent une formule de quadrature base´e sur la fonction sinc. En pratique, ils utilisent
la formule de trape`ze pour discre´tiser l’inte´grale e´crite sur un contour hyperbolique, voir
Figure A.1(b). Les singularite´s de l’inte´grande sont suppose´es situe´es dans un secteur
restreint
Σδ = {s ∈ C : | arg(−s)| ≤ δ}, 0 < δ < pi
2
,
voir Figure A.1(b). De plus, l’inte´grande admet un prolongement holomorphe
∆d = {s ∈ C : |=m(s)| ≤ d}, d > 0,
hors du secteur de´crit. Les auteurs e´tablissent une bonne estimation de l’erreur de quadra-
ture que l’on de´finit comme la diffe´rence absolue entre la transforme´e de Laplace inverse
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re´elle et l’approximation trape´zo¨ıdale tronque´e. Pour ce faire, ils ame´liorent une estima-
tion inte´ressante duˆe a` Stenger [80] et [81]. En effet, son travail traite d’une approximation
de fonctions analytiques obtenue par la fonction cardinal de Whittaker. A savoir, si f est
une fonction de´finie sur l’axe re´el, la fonction cardinal est de´finie par
C(f, h) =
∞∑
k=−∞
f(kh)S(k, h) (A.6)
quand la se´rie converge, avec h > 0 la taille du pas,
S(k, h)(x) =
sin [(pi/h)(x− kh)]
(pi/h)(x− kh) .
La relation entre cette fonction et l’inversion nume´rique de la transforme´e de Laplace est
e´vidente a` condition d’observer que∫
R
C(f, h)(t)dt = h
∞∑
k=−∞
f(kh).
En d’autres termes, ce de´veloppement en la ”fonction sinc” de f est lie´ a` l’approximation
de l’inte´grale de f par la formule des trape`zes. Ainsi, en utilisant les proprie´te´s de la
fonction cardinal, Stenger de´montre que si f de´croˆıt rapidement, soit
|f | < ce−α|x|, x ∈ R,
avec α et c des re´els positifs, alors il existe c1 = c1 (c, α, f) > 0, inde´pendant de N , tel
que pour h =
√
2pid/(αN)∣∣∣∣∣
∫
R
f(x) dx− h
N∑
k=−N
f(kh)
∣∣∣∣∣ ≤ c1e−√2pidαN .
L’estimation ci-dessus a e´te´ ame´liore´e a` O(e−2pid NlnN ) dans [60]. On note que dans ce travail
comme pour celui de Stenger, le pas est fixe´ afin de minimiser l’erreur. De plus, la bande
d’analyticite´ est choisie syme´trique, ce qui ne repre´sente pas une hypothe`se naturelle.
Re´cemment, Lo´pez-Ferna`ndez et al. utilisent la quadrature de trape`ze sur une branche
hyperbolique, et fixent les parame`tres de l’hyperbole de manie`re a` atteindre le secteur
contenant les singularite´s. La me´thode est efficace pour des inversions nume´riques sur
un intervalle borne´ pour t, commenc¸ant a` t0 > 0. Dans l’article [61], Lo´pez-Ferna`ndez,
Palencia et Scha¨dle ame´liorent davantage l’estimation d’erreur jusqu’a` O(e−2pidN). Cette
estimation spectrale est donne´e par d’autres choix que ceux conside´re´s lors de la pre´ce´dente
proce´dure (par exemple le choix du pas). Le reste de l’article est de´die´ a` l’e´tude de la
propagation des erreurs d’arrondi et du mauvais conditionnement : un nouveau parame`tre
est introduit dans le but d’y reme´dier, voir la Remarque 51(iv). Cependant, les choix faits
pour des parame`tres libres du proble`me ne sont pas en ge´ne´ral ”optimaux”.
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A.3.3 Approximation de la transforme´e de Laplace inverse sur
un intervalle en t
Dans [74], Rizzardi modifie la me´thode originale de Talbot pour l’inversion nume´rique
de la transforme´e de Laplace sur un intervalle en t. Le principe de base consiste a` utiliser le
meˆme ensemble de valeurs de F (s) sur l’intervalle en t tout entier, puis de faire le choix le
plus judicieux des parame`tres du contour. De cette fac¸on, l’algorithme peut eˆtre paralle´lise´.
Un inconve´nient majeur de l’analyse mene´e pour optimiser ces parame`tres est l’hypothe`se
que la transforme´e admet un nombre fini de poˆles se trouvant sur un intervalle de l’axe
de Fourier. L’analyse de l’erreur absolue conside´re´e entre l’inverse et son approximation
engendre des erreurs d’arrondi. Cette e´tude vise a` fournir les parame`tres optimise´s du
contour pour un intervalle [t0, t1]. Les re´sultats sont tre`s satisfaisants meˆme si les courbes
d’erreur montrent diffe´rents profils pour des tests diffe´rents, posant ainsi le proble`me de
la consistance de la proce´dure. Cependant, l’auteur parvient a` des re´sultats satisfaisants
avec un petit nombre N d’e´valuations de F (s).
Une avance´e importante dans la technique de de´formation du contour a e´te´ re´cemment
re´alise´e par Weideman et Trefethen [92]. Ces auteurs proposent une proce´dure d’optimi-
sation de deux simples contours re´guliers de Bromwich type parabolique ou hyperbolique,
pour une approximation de la transforme´e de Laplace inverse sur un intervalle donne´. Une
e´tude plus approfondie de cette me´thode est de´taille´e dans la section suivante.
A.4 Contours de Bromwich optimise´s
On e´tudie deux contours de Bromwich parame´trise´s selon Weideman et Trefethen [92].
Ces contours semblent avoir fourni les meilleurs re´sultats pour une inversion nume´rique
automatique et tre`s rapide de la transforme´e de Laplace sur un intervalle donne´.
Le premier contour est la parabole
γ(ξ) = µ(iξ + 1)2, (A.7)
et le second l’hyperbole
γ(ξ) = µ(1 + sin(iξ − α)), (A.8)
avec ξ ∈ ]−∞,+∞[. Le parame`tre µ > 0 re`gle la largeur des contours et α de´finit
l’angle asymptotique de l’hyperbole. La motivation de ces choix est leur simplicite´ et
leur pertinence pour l’approximation (A.4) de (A.3) par la formule des trape`zes. Par
opposition, le contour cotangent (A.5) de la Figure A.4, propose´ initialement par Talbot,
est tre`s difficile a` analyser, voir [74, 84, 91]. Ces contours plus simples ont e´te´ re´cemment
introduits. Le contour parabolique (A.7) a e´te´ introduit dans [31], ou` il est optimise´ en
utilisant des arguments lie´s aux quadratures sinc, voir [82] et le paragraphe A.3. Comme
pour le contour hyperbolique (A.8), il a tout d’abord e´te´ utilise´ dans [78], puis dans [66]
ou` aucune optimisation de contour n’a e´te´ explicitement e´tablie. Dans [60], le contour est
optimise´ en utilisant des arguments de la the´orie de l’approximation de sinc ; pour plus
de de´tails sur cette approche, voir [80, 81] et le paragraphe A.3.2.
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A.4.1 Estimations d’erreur
En suivant Weideman et Trefethen [92], l’optimisation des contours est e´tablie a` partir
d’un e´quilibre entre l’estimation d’erreur de troncature et l’estimation d’erreur asymp-
totique. Ces estimations sont associe´es a` l’approximation de (A.3) par la formule des
trape`zes, en utilisant les contours (A.7-A.8).
Erreur de troncature note´e EN L’erreur de troncature est la diffe´rence entre la se´rie
infinie qui approche l’inverse (A.3)
Fh(t) = Fh,∞(t) =
h
2ipi
∞∑
n=−∞
eγ(nh)tF(γ(nh))γ′(nh) ' F (t), (A.9)
et la somme tronque´e (A.4), a` savoir,
EN(t) = |Fh(t)− Fh,N(t)| .
Si |F(γ(s))| de´croˆıt rapidement quand |s| → ∞, l’erreur de troncature se comporte comme
l’ordre de grandeur du dernier terme dans la somme (A.4), i.e.
EN(t) = O
(∣∣heγ(Nh)tF(γ(Nh))γ′(Nh)∣∣) , N →∞. (A.10)
Erreur asymptotique note´e Eh Egalement appele´e erreur de discre´tisation, elle est la
diffe´rence entre la transforme´e de Laplace inverse et l’approximation par la me´thode des
trape`zes (A.9), i.e.
Eh(t) = |F (t)− Fh(t)| .
Pour obtenir une bonne estimation de cette erreur, une analyse pousse´e doit eˆtre faite.
Le re´sultat fondamental de l’article [92], e´nonce´ dans le the´ore`me 2.1, permet d’e´valuer
pre´cise´ment cette erreur.
The´ore`me 2.1 Soit f : R→ R une fonction analytique dans
U = {s ∈ C : −c− < =m(s) < c+}, avec c± > 0,
et f(s)→ 0 uniforme´ment quand |s| → ∞ dans U . De plus, on suppose que f(s) satisfait∫ +∞
−∞
|f(u+ iv)|du ≤M+ et
∫ +∞
−∞
|f(u− iw)|du ≤M−, ∀ 0 < v < c+, 0 < w < c−,
avec M± > 0. Alors∣∣∣∣∣
∫ +∞
−∞
f(u)du− h
+∞∑
k=−∞
f(kh)
∣∣∣∣∣ ≤ E+h + E−h , E±h = M±e2pic±/h − 1 . (A.11)
Remarque 50 Dans la litte´rature, la bande d’analyticite´ est choisie syme´trique soit c+ =
c−, ce qui re´duit l’estimation (A.11) a` l’ine´galite´∣∣∣∣∣
∫ +∞
−∞
f(u)du− h
+∞∑
k=−∞
f(kh)
∣∣∣∣∣ ≤ 2Me2pic+/h − 1 , avec M =M+ =M−,
ine´galite´ connue en analyse nume´rique lorsque f est a` valeurs re´elles.
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A.4.2 Proce´dure d’optimisation
Le proce´de´ de l’inversion nume´rique de la transforme´e de Laplace se fait en plusieurs
e´tapes. Tout d’abord, le type du contour approprie´ doit eˆtre choisi en accord avec la lo-
calisation des singularite´s de la transforme´e de Laplace. Le contour parabolique (A.7) est
adapte´ aux transforme´es de Laplace ayant des singularite´s sur une demi-droite horizontale
dont la partie re´elle tend vers moins l’infini. La Figure A.1(a) illustre le cas particulier ou`
les singularite´s sont sur l’axe re´el ne´gatif. D’autre part, le contour hyperbolique (A.8) est
supe´rieur dans le sens ou` il est adapte´ a` toute transforme´e de Laplace ayant des singu-
larite´s situe´es dans un secteur du demi-plan gauche dont la partie re´elle tend vers moins
l’infini, voir Figure A.1(b). Apre`s avoir choisi le contour, l’e´tape suivante consiste a` obte-
nir les meilleures estimations (A.10-A.11) pour ce contour particulier. A savoir, la bande
d’analyticite´ de´finie dans le The´ore`me 2.1 doit eˆtre identifie´e. Pour les cas conside´re´s, les
singularite´s se trouvent dans le demi-plan gauche de sorte que c− est ge´ne´ralement fini
tandis que c+ peut eˆtre infini. Dans ce cas,
E+h = O
(
e−2pic
+/h
)
, E−h = O
(
M−
(
c−
)
e−2pic
−/h
)
, h→ 0. (A.12)
Par conse´quent, une valeur optimale de c− doit eˆtre de´termine´e en e´quilibrant la croissance
de M−(c−) avec la de´croissance du terme e−2pic
−/h quand c− →∞. Ainsi, on obtient une
bonne estimation de E−h et on fixe au mieux la bande d’analyticite´.
Une fois les estimations d’erreur de troncature et de discre´tisation calcule´es, on obtient
une estimation de l’erreur absolue
E(t) = |F (t)− Fh,N(t)| ≤ EN(t) + Eh(t).
La proce´dure d’optimisation est naturelle. Elle consiste a` e´crire les estimations (A.10-A.11)
sous la forme
EN(t) = O
(
eEN (t)
)
, E−h = O
(
eE
−
h (t)
)
et E+h = O
(
eE
+
h (t)
)
,
et a` les e´quilibrer assymptotiquement, i.e.
EN(t) = E+h (t) = E−h (t). (A.13)
Cela produit deux e´quations qui de´terminent le choix optimal des parame`tres libres µ et h,
respectivement note´s µ∗ et h∗. Par exemple, dans le cas du contour parabolique, les auteurs
ont trouve´ que la plus large bande d’analyticite´ correspond a` c+ = 1 et c− = pi
µth
− 1. Par
conse´quent, les deux e´quations a` re´soudre sont
−2pi
h
= − pi
2
µth2
+
2pi
h
= µt
(
1− (hN)2) .
Les e´quations (A.13) permettent d’optimiser les parame`tres pour une valeur de t don-
ne´e. Cela signifie que pour chaque nouvelle valeur de t, F(s) sera applique´e a` un contour
diffe´rent. Ide´alement, on souhaite fixer les parame`tres et n’utiliser qu’un seul contour
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simple pour diffe´rentes valeurs de t ∈ [t0, t1], avec t1 = Λt0. Pour ce faire, Weideman et
Trefethen [92] ont adapte´ (A.13) a` l’intervalle conside´re´, en prenant
EN(t0) = E+h = E−h (t1). (A.14)
L’erreur de troncature de´pend alors de fac¸on line´aire de t, E+h est inde´pendant de t et E
−
h
de´pend de fac¸on line´aire de 1/t pour la parabole. En conse´quence, le choix ci-dessus semble
raisonnable pour que ces trois quantite´s soient du meˆme ordre, de manie`re analogue au
cas d’un seul t fixe´. Un argument similaire est valable pour le contour hyperbolique.
A pre´sent, on s’inte´resse aux taux de convergence obtenus dans la formulation pre´ce´-
dente.
Taux de convergence the´orique. Les choix ont e´te´ re´alise´s ci-dessus pour un re´glage
automatique adapte´ aux contours parabolique et hyperbolique. Ils engendrent un syste`me
de deux e´quations a` deux inconnues facilement re´soluble de fac¸on analytique.
Les parame`tres du contour parabolique optimal s’e´crivent
h∗ =
√
8Λ + 1
N
, µ∗ =
pi
4
√
8Λ + 1
N
t1
, (A.15)
ce qui implique un taux de convergence
EN = O(e(−2pi/
√
8Λ+1)N). (A.16)
Les parame`tres du contour hyperbolique optimal s’e´crivent
h(α) =
A(α)
N
, µ(α) =
4piα− pi2 + 2piδ
A(α)
N
t1
, (A.17)
A(α) = cosh−1
(pi − 2α− 2δ)Λ + 4α− pi + 2δ
(4α− pi + 2δ) sinα , (A.18)
avec δ ∈ [0, pi
2
] l’angle du secteur de´fini par les singularite´s et α ∈ [0, pi
2
] l’angle asymp-
totique de l’hyperbole, voir Figure A.1(b). La re´solution du syste`me (A.14) impose que
l’angle asymptotique appartient a` α ∈ [α0, α1]
1
2
(
pi
2
− δ) ≤ α ≤ pi
2
. (A.19)
En conse´quence, le taux de convergence de´pend de l’angle asymptotique
EN(α) = O(e−B(α)N) et B(α) = pi
2 − 2piα− 2piδ
A(α)
. (A.20)
Finalement, le taux de de´croissance est maximise´, la fonction B ne posse´dant qu’un mi-
nimum local unique α, voir Figure A.3, de sorte que
h∗ = h(α), µ∗ = µ(α), et B(α) = max
α∈[α0;α1]
B(α).
124
A.4. Contours de Bromwich optimise´s
Remarque 51
(i) La premie`re observation est l’impossibilite´ de conside´rer t0 = 0 ou t1 = ∞. En ces
valeurs, les parame`tres h∗ et µ∗ deviennent infinis ou s’annulent.
(ii) Le maximum de B(α) est calcule´ nume´riquement.
(iii) On peut conside´rer une parabole plus ge´ne´rale de la forme
s = β + µ (iw + α)2 .
Le parame`tre α n’ame´liore pas la pre´cision puisque ce dernier peut eˆtre absorbe´ par
le parame`tre µ et la taille du pas h. En effet, la parabole peut s’e´crire sous la forme
s = β + µα2(iw/α+ 1)2. Le parame`tre β influence le facteur de eβt aux estimations
d’erreur donne´es ci-dessus. Cela peut re´duire l’erreur lorsque σ < 0 ou` le contour
traverse l’axe re´el ne´gatif. Cela est proble´matique si les positions de singularite´s ne
sont pas connues.
(iv) Le contour hyperbolique (A.8) est pre´sente´ dans [60] et davantage analyse´ dans [61].
Dans le cas ou` δ = 0, les estimations de parame`tres donne´es par la dernie`re re´fe´rence
sont semblables, mais pas identiques aux estimations (A.17), a` savoir
h =
a (θ)
N
, µ =
2pid (1− θ)
a (θ)
N
t1
,
a (θ) = cosh−1
(
Λ
(1− θ) sinα
)
,
avec d et θ des parame`tres satisfaisant 0 < d < pi/2 − α (en cas de singularite´s
sur l’axe re´el ne´gatif, i.e. δ = 0) et 0 < θ < 1. Aucune formule explicite pour le
choix optimal de α et d n’a e´te´ fournie dans [61], les valeurs optimales pour θ ayant
ne´anmoins e´te´ obtenues nume´riquement. D’autre part, l’ide´e inte´ressante poursuivie
dans [61] est de minimiser les effets des erreurs d’arrondi et du mauvais condition-
nement associe´ a` la transforme´e de Laplace inverse si le parame`tre θ de´pend de N .
De cette manie`re, les auteurs sont capables d’e´viter la croissance d’erreur observe´e
dans [92]. Pourtant, la de´pendance explicite de θ en N n’a pas e´te´ de´termine´e.
(v) Les taux de convergence sont de la forme
EN = O(e−BN), avec B > 0.
Cependant, pour Λ assez grand, on a
Bpara = O( 1√
Λ
) et Bhyper = O( 1
lnΛ
).
Donc, la croissance suppose´e exponentielle est tre`s couˆteuse pour eˆtre maintenue sur
des intervalles larges en t. En conse´quence, si le calcul est initialise´ pre`s de ze´ro, il
sera difficile d’avoir un bon taux de convergence pour de grandes valeurs de t.
(vi) On peut pre´voir que des contours hyperboliques rapportent des inversions nume´riques
plus efficaces.
125
Annexe A. Inversion nume´rique de la transforme´e de Laplace
ℑ s
ℜ s
(a) (b)
Fig. A.1 – Image de la bande d’analyticite´ dans le s-plan, pour le cas Parabolique (a) et
pour le cas Hyperbolique (b)
ℜ s
ℑ 
s
Parabolique
z
+
z
−
(a)
ℜ s
ℑ 
s
Hyperbolique
z
+
z
−
(b)
Fig. A.2 – Image de la bande d’analyticite´ dans le s-plan, pour le cas Parabolique (a) et
pour le cas Hyperbolique (b)
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pi/4 a_m pi/2
max B
Λ = 20 et δ = 0
α ∈ [α0 , α1] = [pi/2 , pi/4]
B(
α
)
Fig. A.3 – Maximisation de la fonction B(α) pour le cas ou` les singularite´s sont sur l’axe
re´el ne´gatif et pour Λ = 20
−70 0 10
pi
0
−pi
ℜ s
ℑ 
s
h=pi µ λ/N 
β + µ − 2 µ N − pi µ λ i + O(N−1)
β + µ − 2 µ N + pi µ λ i + O(N−1)
pi µ λ i
−pi µ λ i
Fig. A.4 – Contour de Talbot A.5 avec σ = 0, µ = 2, λ = 0.5
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En ge´ne´ral, le controˆleur optimal n’he´rite pas de la structure du syste`me dans l’espace
des e´tats (appele´ ”Plant” dans la terminologie anglo-saxonne). De plus, le degre´ de semi-
de´centralisation pre´conise´ peut eˆtre difficile a` re´aliser.
Dans cette annexe on pre´sente quelques approches traitant ces deux concepts.
B.1 Syste`mes Distribue´s Invariant en Espace
Les syste`mes invariants en espace sont une sous-classe importante de la famille des
syste`mes spatialement distribue´s. Cette section introduit quelques aspects fondamentaux
de cette classe, et montre comment, par une transforme´e de Fourier dans le domaine
spatial, l’e´tude d’un syste`me en dimension infinie peut eˆtre re´duite a` l’analyse d’une
famille parame´tre´e de syste`mes en dimension finie. De plus, B. Bamieh et al. dans [4]
montrent que le controˆleur de´duit admet un degre´ de semi-de´centralisation intrinse`que. En
effet, ce dernier de´croˆıt exponentiellement en espace. Finalement, on relate une strate´gie
de´veloppe´e par M. R. Jovanovic, permettant la conception d’un controˆleur optimal semi-
de´centralise´.
B.1.1 Pre´liminaires
On conside`re un syste`me distribue´ sous la forme
∂tψ (t, ξ) = Aψ (t, ξ) + Bu (t, ξ) , (B.1)
avec A le ge´ne´rateur infinite´simal du C0-semi-groupe fortement continu. On suppose que
la coordonne´e spatiale ξ appartient a` un groupe commutatif G, et que les ope´rateurs A
et B inde´pendant du temps sont invariants par translation suivant cette coordonne´e. Ces
proprie´te´s impliquent l’invariance spatiale de (B.1), voir [4]. L’analyse et le proble`me de
conception pour des syste`mes line´aires invariants en espace sont e´norme´ment simplifie´s
par l’application de la transforme´e de Fourier dans les directions invariantes en espace [4].
En appliquant a` (B.1) la transforme´e de Fourier en espace, on obtient
d
dt
ψ̂κ (t) = Âκψ̂κ (t) + B̂κûκ (t) , (B.2)
avec κ de´signant la coordonne´e de fre´quence correspondant a` la coordonne´e spatiale ξ,
ψ̂κ (t) := ψ̂ (t, κ), ûκ (t) := û (t, κ). Âκ := Â (κ) et B̂κ := B̂ (κ) de´signent des ope´rateurs
de multiplication, i.e. les symboles de Fourier des ope´rateurs respectifs A et B. On note
que (B.2) repre´sente une famille en dimension finie de syste`mes parame´tre´s par κ ∈ Ĝ.
Il a e´te´ e´tabli dans [4] que les proprie´te´s dynamiques de (B.1) peuvent eˆtre de´duites en
satisfaisant les meˆmes proprie´te´s que (B.2) pour tout κ ∈ Ĝ. En particulier, la solution des
proble`mes de controˆle optimale pour le syste`me (B.1) peut eˆtre obtenue en re´solvant les
proble`mes analogues pour la famille κ-parame´tre´e de syste`mes en dimension finie (B.2).
On conside`re a` pre´sent le cadre LQR distribue´. On associe la fonctionnelle de couˆt
J =
1
2
∫
R+
(〈Qψ,ψ〉+ 〈Ru, u〉) dt (B.3)
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a` (B.1). De plus, si Q ≥ 0 et R > 0 de´signent des ope´rateurs invariants par translation,
l’application de la transforme´e de Fourier spatiale a` (B.3) implique
J =
1
2
∫
Ĝ
∫
R+
(
ψ̂∗κ(t)Q̂κψ̂κ(t) + û
∗
κ(t)R̂κûκ(t)
)
dt dκ. (B.4)
Ainsi, le proble`me distribue´ LQR (B.1,B.3) revient a` re´soudre la famille κ-parame´tre´e
de proble`mes LQR en dimension finie (B.2,B.4). Si les paires (A,B) et (A∗, Q1/2) sont
exponentiellement stabilisables, alors la famille κ-parame´tre´e d’e´quations alge´briques de
Riccati de´couple´es
Â∗κP̂κ + P̂κÂκ − P̂κB̂κR̂−1κ B̂∗κP̂κ + Q̂κ = 0 (B.5)
admet une solution unique P̂κ, de´finie positive et uniforme´ment borne´e pour tout κ ∈ Ĝ
[25]. La matrice de´finie positive associe´e de´termine le controˆle optimal ûκ du syste`me
(B.2) pour tout κ ∈ Ĝ
ûκ := K̂κψ̂κ = −R̂−1κ B̂∗κP̂κψ̂κ, κ ∈ Ĝ. (B.6)
Dans ce cas, il existe un controˆle u(t, ξ) invariant par translation du syste`me (B.1) qui
minimise (B.3), voir [4]. Ce controˆle optimal de (B.1) peut eˆtre facilement obtenu en
appliquant la transforme´e de Fourier inverse a` (B.6).
En ge´ne´ral, K̂κ est une fonction irrationnelle de κ. Ainsi, le controˆleur ne peut pas eˆtre
mis en oeuvre par une e´quation aux de´rive´es partielles (EDP) en t et ξ. On le conside`re
plutoˆt dans l’espace physique sous la forme
u(t, ξ) =
∫
R
K(ξ − ζ)ψ(t, ζ) dζ. (B.7)
Dans [4], la de´croissance exponentielle rapide en espace de K a e´te´ e´tablie. Cela signifie
que le controˆleur optimal re´sultant a un degre´ de localisation spatiale et peut donc eˆtre
mis en œuvre d’une fac¸on distribue´e. Malgre´ cette caracte´ristique, (B.7) repre´sente un
controˆleur centralise´.
Dans [41], l’auteur propose une strate´gie pour la conception de controˆleurs optimaux
semi-de´centralise´s, de´taille´e dans la section suivante.
B.1.2 Approche semi-de´centralise´e via un proble`me inverse du
controˆle optimal distribue´
Dans cette section, on suppose que le syste`me (B.1) est invariant en espace. Dans
[41], l’auteur propose un proble`me inverse optimal de stabilisation exponentielle associe´ a`
(B.1). Ce proble`me est dit inverse dans le sens ou` le controˆle qui stabilise le syste`me (B.1),
minimise une fonctionnelle de couˆt choisie a posteriori. Autrement dit, les ope´rateurs
Q et R dans la fonctionnelle (B.3) ne sont pas a priori fixe´s. Ils sont plutoˆt choisis a
posteriori par la stabilisation exponentielle de l’e´tat-feedback. Concernant l’optimalite´,
l’auteur e´nonce dans le The´ore`me 1 une condition de domaine de fre´quence pour fixer des
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controˆleurs optimaux au sens LQR. Afin d’e´tablir cette condition, l’auteur a utilise´ la dite
e´galite´ de diffe´rence de retour dans l’espace de Fourier, i.e. du syste`me en boucle-ferme´
(B.2,B.6)
Ĥκ(s) := I − K̂κ
(
sI − Âκ
)−1
B̂κ =: I − K̂κĜκ(s)B̂κ. (B.8)
Cette strate´gie permet la conception de controˆleurs optimaux semi-de´centralise´s. En effet,
on peut fixer a priori des controˆleurs s’e´crivant sous la forme d’une (EDP).
Afin d’illustrer cette strate´gie, on l’applique aux exemples de la section suivante.
B.1.3 Exemples
On pre´sente l’exemple d’un syste`me invariant en espace avec des controˆles et des
observations distribue´s. Cet exemple concerne l’e´quation de diffusion, pose´e dans un do-
maine infini G = R. Le dual de G est lui-meˆme, i.e. Ĝ = R. Soit l’e´quation de diffusion
uni-dimensionnelle
∂tψ (t, ξ) = ∂ξξψ (t, ξ) + cψ (t, ξ) + u (t, ξ) , ξ ∈ R. (B.9)
Proble`me direct
L’application de la transforme´e de Fourier standard en espace donne
∂tψ̂κ(t) =
(
c− κ2) ψ̂κ(t) + ûκ(t) =: Âκψ̂κ(t) + B̂κûκ(t). κ ∈ R, (B.10)
Cela implique que (B.9), en boucle ouverte, n’est pas exponentiellement stable si c ≥
0. Conside´rons l’exemple Q = qI et R = rI dans (B.3), avec q et r deux constantes
strictement positives. Cela implique que l’e´quation alge´brique de Riccati κ-parame´tre´e
(B.5) admet la solution de´finie positive suivante
P̂κ = r(c− κ2) +
√
r2(c− κ2)2 + rq.
Le controˆle optimal est exprime´ sous la forme (B.6) avec
K̂κ = −
(
(c− κ2) +
√
(c− κ2)2 + q/r
)
.
Ainsi, le controˆle u(t, ξ) dans l’espace physique ne peut pas eˆtre mis en œuvre par une
e´quation aux de´rive´es partielles en ψ.
Proble`me inverse pour concevoir un controˆleur semi-de´centralise´
On peut e´tablir que le controˆleur semi-de´centralise´ et invariant en espace suivant
u(t, ξ) = − (β∂ξξψ(t, ξ) + (c+ α)ψ(t, ξ)) ⇔ ûκ(t) = K̂κψ̂κ(t) = −
(
c+ α− βκ2) ψ̂κ(t),
(B.11)
fournit la stabilite´ exponentielle de (B.9) sous la condition que les parame`tres κ-inde´pendants
re´els de conception α et β satisfont respectivement α > 0 et β ∈ (−∞, 1]. De plus, en se
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basant sur le The´ore`me 1 du travail de Jovanovic dans [41], il s’ensuit que le controˆleur
(B.11) est inversement optimal si et seulement si(
α− c+ (2− β)κ2) (α + c− βκ2) ≥ 0,
pour tout κ ∈ R. Cette condition est satisfaite pour tout κ ∈ R si et seulement si
α ≥ c et β ≤ 0.
Ainsi, il existe toujours un couple (Q ≥ 0, R > 0) de (B.3) pour lequel (B.11) est inverse-
ment optimal. On choisit par exemple R = rI, avec r une constante strictement positive.
Pour de´terminer Q, l’auteur a tout d’abord cherche´ D̂κ l’unique solution de
‖D̂∗κĜκ(jω)B̂κ‖2 = R̂κ
(
|Ĥκ(jω)|2 − 1
)
, (B.12)
avec Q̂κ = D̂κD̂
∗
κ. Ainsi,
Q̂κ = r
((
α2 − c2)+ 2 (c+ α (1− β))κ2 + β (β − 2)κ4) ,
pour tout κ ∈ R et r > 0. Puis, il applique la transforme´e de Fourier inverse, il obtient
Q = r
((
α2 − c2) I − 2 (c+ α (1− β)) ∂ξξ + β (β − 2) ∂ξξξξ) .
Finalement, l’auteur a e´tabli l’optimalite´ du controˆleur distribue´, semi-de´centralise´ et
invariant en espace (B.11) pour la fonctionnelle de couˆt suivante
J =
r
2
∫ ∞
0
((
α2 − c2) 〈ψ, ψ〉+ 2 (c+ α(1− β)) 〈ψξ, ψξ〉+ β(β − 2)〈ψξξ, ψξξ〉+ 〈u, u〉) dt,
r > 0, α ≥ c, β ≤ 0. (B.13)
En particulier, pour β = 0, le controˆleur (B.11) est entie`rement de´centralise´ et (B.13)
simplifie a`
J =
r
2
∫ ∞
0
(
(α2 − c2)〈ψ, ψ〉+ 2(c+ α)〈ψξ, ψξ〉+ 〈u, u〉
)
dt, r > 0, α ≥ c. (B.14)
B.2 Approche semi-de´centralise´e via LMI
Plusieurs chercheurs se sont inte´resse´s au proble`me d’imposer explicitement des contraintes
a priori de conditions de communication entre des sous-syste`mes de controˆleur. Dans ce
contexte, on peut citer des approches base´es sur les Ine´galite´s Matricielles Line´aires (LMI),
ainsi que des techniques d’optimisation convexes (voir [24, 49]). Elles fournissent la stabi-
lite´ et garantissent des niveaux de performance en norme L2-induite aux syste`mes capture´s
par des fonctions de transfert rationnelles et multi-dimensionnelles. On impose une struc-
ture de controˆleurs identique a` celle du Plant. Pour cela on utilise une relaxation afin
d’obtenir la stabilite´ et les conditions de performance via (LMI).
Dans ce qui suit, on de´taille l’e´tude et la strate´gie de conception mene´es par R. D’An-
drea et G. E. Dullerud dans [24].
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B.2.1 Pre´liminaires
L’article [24] e´tudie les trois aspects des syste`mes spatialement distribue´s, a` savoir :
• caracte`re bien pose´,
• stabilite´,
• performance.
Il conside`re e´galement la conception de controˆleurs associe´s a` de tels syste`mes. Le
syste`me est compose´ de blocs suivant la Figure B.1. Les variables du mode`le sont :
d = variable d’entre´e
z = variable de sortie
w, v = variables d’interconnection.
Un syste`me distribue´ peut alors eˆtre rassemble´ par de tels blocs, dont chacun est gouverne´
par les e´quations suivantes :
x˙(t, s) = ATTx(t, s) + ATSv(t, s) +BTd(t, s)
w(t, s) = ASTx(t, s) + ASSv(t, s) +BSd(t, s) (B.15)
z(t, s) = CTx(t, s) + CSv(t, s) +Dd(t, s),
avec
w =
[
w+
w−
]
, v =
[
v+
v−
]
, (B.16)
et s la variable d’espace, conside´re´e pour simplifier comme appartenant a` Z ou a` un
ensemble fini {1, ..., N}.
Fig. B.1 – Structure de chaque sous-syste`me (source de l’image : [24])
Les auteurs ont introduit l’ope´rateur de de´placement spatial S agissant sur s :
(Sv) (t, s) := v(t, s+ 1), (B.17)(
S−1v
)
(t, s) := v(t, s− 1). (B.18)
Cet ope´rateur leur permet alors d’exprimer l’ope´rateur ∆ :
∆ :=
[
SIm+ 0
0 S−1Im−
]
, (B.19)
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avec m± les dimensions des variables v±. A pre´sent, w±(t, s) = v±(t, s± 1) et le syste`me
peut eˆtre e´crit comme
x˙(t) = Ax(t) +Bd(t),
z(t) = Cx(t) +Dd(t),
(B.20)
avec [
A B
C D
]
:=
[
ATT BT
CT D
]
+
[
ATS
CS
]
× (∆− ASS)−1
[
AST
BS
]
. (B.21)
Il est suppose´ ici que (∆− ASS) est inversible.
B.2.2 Caracte`re bien-pose´, stabilite´ et performance
Caracte`re bien-pose´e
Cette proprie´te´ de´crit la re´alisabilite´ de l’interconnexion. Un syste`me interconnecte´
de´fini par l’e´quation (B.15) est bien-pose´ si l’ope´rateur (∆ − ASS) existe et est borne´.
Autrement dit, les signaux d’interconnexion v± et w± ont des normes finies.
Stabilite´
Un syste`me est stable si pour tout e´tat initial x(t = 0), la norme du signal x est borne´e
par une exponentiel de´croissant lorsque la variable d’entre´e d est nulle, i.e. s’il existe M
et α > 0, tel que
‖x(t)‖ ≤Me−αt‖x(0)‖ pour
Un syste`me est contractant si pour tout signal d’entre´e d 6= 0,
‖z‖L2 < ‖d‖L2 quand x(t = 0) = 0.
Avec
|x(t)| =
∞∑
−∞
x(t, )∗x(t, ), ‖z‖ =
∫ ∞
0
|z(t)| dt. (B.22)
Le re´sultat suivant permet de ve´rifier qu’un syste`me est bien-pose´, stable et performant
via (LMI). La preuve du The´ore`me suivant est donne´e par les auteurs dans le papier [24].
The´ore`me 52 Un syste`me M est bien pose´, stable et contractant s’il existe une matrice
syme´trique XS et XT > 0 tel que I 0 0A−ST A−SS B−S
0 0 I
∗ A∗TTXT +XTATT XTA+TS XTBT(A+TS)∗XT −XS 0
B∗TXT 0 −I
 I 0 0A−ST A−SS B−S
0 0 I

+
 I 0 0A+ST A+SS B+S
CT CS D
∗  0 XTA−TS 0(A−TS)∗XT XS 0
0 0 I
 I 0 0A+ST A+SS B+S
CT CS D
 < 0.
(B.23)
Remarque 53 Cette formulation pre´sente l’avantage que la taille des matrices augmente
uniquement et proportionnellement au nombre de voisins associe´ a` chaque sous-syste`me,
inde´pendamment de la taille du syste`me entier.
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B.2.3 Conception du controˆle
Apre`s avoir e´tudie´ les proprie´te´s de stabilite´, bien-pose´e et de performance du syste`me,
les auteurs conc¸oivent les controˆleurs comme une structure semblable a` celle des sous-
Plants, voir Figure B.2. Un controˆleur et un sous-Plant constituent ensemble un nouveau
sous-syste`me en boucle-ferme´e, avec les signaux de sortie
w˜+ =
[
w+
wK+
]
.
Fig. B.2 – Structure de chaque controˆleur (source de l’image : [24])
On conside`re les (LMIs) pre´ce´dents, avec cette fois un nombre de parame`tres du controˆ-
leur a` pre´ciser. On obtient (LMI) Bi-line´aire (BLMI). Graˆce a` la similarite´ entre la struc-
ture du controˆleur et celle de Plant, le (BLMI) peut eˆtre rendue convexe et re´solvable.
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Re´sume´
Dans cette the`se, nous avons de´veloppe´ deux approches pour la construction de controˆ-
leurs approche´s semi-de´centralise´s. La the`se est partage´e en deux parties, chaque partie
de´crivant une approche pre´cise.
Premie`re Partie Elle traite de l’approximation semi-de´centralise´e d’un controˆle op-
timal pour des e´quations aux de´rive´es partielles (EDPs) dans un domaine borne´. Dans
cette partie on pre´sente une me´thode de calcul de controˆle optimal pour des syste`mes dis-
tribue´s line´aires avec un ope´rateur d’entre´ borne´ ou non borne´. Sa construction repose sur
le calcul fonctionnel des ope´rateurs auto-adjoints et sur la formule de Dunford-Schwartz.
Elle est conc¸ue pour des architectures de calcul a` tre`s fine granularite´, avec coordina-
tion semi-de´centralise´e. Enfin, elle est illustre´e par des exemples portant en particulier
sur la stabilisation interne de la chaleur, la stabilisation des vibrations d’une poutre, la
stabilisation des vibrations dans une matrice de micro-cantilevers ...
Deuxie`me Partie Elle est consacre´e a` l’obtention de re´alisations d’e´tat, d’ope´ra-
teurs line´aires solutions de quelques e´quations ope´ratorielles diffe´rentielles line´aires dans
des domaines borne´s mono-dimensionnels. Nous proposons deux approches dans le cadre
de re´alisations diffusives. La premie`re utilise des symboles complexes et la seconde des
symboles re´els sur l’axe re´el. Puis, on illustre la the´orie et on de´veloppe des me´thodes
nume´riques pour le contexte d’une application a` l’e´quation de Lyapunov issue de la the´o-
rie du controˆle optimal pour l’e´quation de la chaleur. Un inte´reˆt pratique pour cette
approche est le calcul en temps re´el sur des processeurs organise´s pour une architecture
semi-de´centralise´e.
Mots-cle´s: Controˆle optimal distribue´, Controˆle semi-de´centralise´e, The´orie spectrale,
Equations aux de´rive´es partielles, Equation de Riccati, Ope´rateurs inte´grales, Re´alisation
diffusive, Equation ope´rationnelle, Equation de Lyapunov, Calcul nume´rique, calcul en
temps re´el
Abstract
In this thesis, we have developed two approaches to build semi-decentralized ap-
proached controllers. The thesis is divided into two distinct parts, each one dealing with
its own specific method.
First Part It deals with semi-decentralized approximation of an optimal control for
partial derivative equations in a bounded domain. In this part, we outline an optimal con-
trol computation method for linear distributed systems, with a bounded or not bounded
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input operator. Its construction depends on the functional computation of self adjoint
operators and on Dunford-Schwartz formula. It is suited to computation architectures
with very thin granularity and semi-decentralized coordination. Finally, it is illustrated
by examples dealing especially with the internal stabilization of heat, of vibrations in a
beam or even in a micro-cantilevers array ...
Second PartWe deal with derivation of state-realizations of linear operators solutions
to some operatorial linear differential equations in one-dimensional bounded domains. We
have developed two approaches in the framework of diffusive realizations. One is with
regular symbols and the other is with symbols singular on the real axis. Then, we have
illustrated the theories and we have developed numerical methods in the context of an
application to a Lyapunov equation issued from the optimal control theory for the heat
equation. A practical interest of this approach is for real-time computation on processors
with semi-decentralized architecture.
Keywords: Optimal distributed control, Semi-decentralized control, Spectral Theory,
Partial Differential Equations, Riccati Equation, Integral operators, Diffusive realization,
Operational equation, Lyapunov equation, Computational method, Real-time computa-
tion.
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