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 A computationally efficient algorithm using the expectation-maximization (EM) 
algorithm for multiple wideband source localization in the near field of a sensor 
array/area is addressed in this thesis. Our idea is to decompose the observed sensor data, 
which is a superimposition of multiple sources, into the individual components in the 
frequency domain and then estimate the corresponding location parameters associated 
with each component separately. Instead of the conventional alternating projection (AP) 
method, we propose to adopt the EM algorithm in this work; our new method involves 
two steps, namely Expectation (E-step) and Maximization (M-step). In the E-step, the 
individual incident source waveforms are estimated. Then, in the M-step, the maximum 
likelihood estimates of the source location parameters are obtained. These two steps are 
executed iteratively and alternatively until the pre-defined convergence is reached. The 
computational complexity comparison between our proposed EM algorithm and the 
existing AP scheme is investigated. It is shown through Monte Carlo simulations that the 
computational complexity of the proposed EM algorithm is significantly lower than that 
 of the existing AP algorithm.
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Chapter 1 Introduction to Source Localization 
1.1 Introduction 
 
 Source localization has long been intriguing for signal processing researchers due 
to the corresponding broad applications in the field of radar, sonar, geophysics, wireless 
communications and acoustic tracking etc,. Nowadays, many endeavors are still 
dedicated to the new source localization problems emerging from the stringent 
requirement for both superior performance and cost-effective implementation. Generally 
speaking, source localization refers to the estimation of the spatial coordinates for the 
moving sources and their paths. Existing techniques have been employed for the 
estimation of direction-of-arrival (DOA), which is a simplified source localization 
problem, for narrowband sources in the far field [1-5]. On the other hand, there has been 
growing interest in locating wide-band source signals in the near field recently, which 
involves both range and direction of arrival (DOA) estimation. In this thesis work, we 
focus on the localization of acoustic sources close to the microwave sensor array. 
 Array processing for wideband signals can be applied for many practices such as 
sonar, microphone array for teleconferencing, spread spectrum communications, etc. 
Extensive literature on the wide-band source localization or DOA estimation can be 
found in [6-11]. The frequency spectrum of a wide-band signal occupies a broad 
bandwidth. Hence, the signal processing algorithms have to be modified to accommodate 
this characteristic. For the wide-band source localization, the recorded data at each sensor 
is partitioned into non-overlapping frames or snapshots. Then the discrete Fourier 
transform (DFT) is applied for each snapshot to generate the short-time frequency 
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spectra. Consequently, in every frequency bin, it is converted to a traditional narrow-band 
source localization problem.  
There exist some wide-band source localization techniques. In the incoherent 
signal-subspace method (ISM) [12], each frequency bin is processed individually and the 
outcomes are combined to estimate the DOA. However, the application of the ISM for 
coherent (correlated) signals is not promising. An alternative to the ISM is the coherent 
signal subspace method (CSM) [13]. In the CSM, the correlation matrices at different 
frequency bins are combined and incorporated with the pre-estimation of the DOAs to 
form a “universal” correlation matrix, which is a sufficient statistics for the observation 
vectors [14]; a high-resolution algorithm, such as MUSIC [15], has been applied to this 
sufficient statistics to estimate the DOAs thereupon; the combination of narrow-band 
signals is performed using the linear transformation of the observation vectors and this 
technique is called focusing. The focusing operator is characterized as a matrix which 
performs the singular-value decomposition to extract the principal components in the 
frequency domain. The CSM can resolve the coherent source localization problem and 
has higher detection accuracy than the ISM [13]. However, the drawback of the CSM is 
the additional requirement for a preprocessor; it needs to construct the focusing matrices. 
Moreover, the CSM techniques have never been tested for the near-field case. 
          Another potential solution to the wideband source localization problem is the time-
delay estimation method, which is also called least-square (LS) method. The LS method 
involves two steps. In the first step, the relative time delays, or the signal arrival time 
difference between any pair of sensors, are estimated and then the source locations are 
determined in the second step from the relative time delays accordingly. Possible close-
form solutions for the second step in the LS method have been discussed in [16-19], 
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which are based on the spherical interpolation, hyperbolic intersection, and linear 
integration, respectively. However, the LS method cannot distinguish the multiple 
sources individually. 
For the wide-band source localization in the near field, the maximum-likelihood 
(ML) method has been regarded as the optimal approach and it is robust for coherent 
source signals [6]. Nevertheless, once there exist multiple sources, the ML scheme leads 
to a nonlinear optimization problem which requires a heavy computational burden and 
thus makes the ML algorithm less attractive especially in the energy-constrained sensor 
networks. In reality, the sources need to be located at the senor nodes without the 
possible aid of the external computational resource. Since energy is strictly limited for the 
low-cost sensors, it is very important to reduce the computational complexity involved in 
any algorithm. Hence, it has been challenging for researchers to design the algorithms 
which can be implemented in real time. In this thesis, we propose the expectation 
maximization (EM) algorithm to achieve the numerical ML maximization and it is rather 
computationally efficient compared to the alternating projection (AP) method in [6, 20]. 
 Felder and Weinstein proposed the generic EM algorithm in [21] to estimate the 
parameters associated with the superimposed signals and extended it to search for the 
signal parameters in the ML sense for the array signal processing in [22]. EM based 
techniques have also been applied for the parameter estimation of superimposed signals 
and the multi-sensor signal enhancement in [23, 24]. The recursive EM and SAGE 
methods were developed in [25] for unknown model orders. In addition, EM-based 
narrow-band source localization algorithms can also be found in [26-28]. In this thesis 
work, we modify the EM algorithm, for the general multiple source localization problem, 
when the wide-band sources are present in the near field, which evolves from the DOA 
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estimation method for the narrow-band sources in the far field in [5]. If the wide-band 
sources are considered, the source signal signature or characteristics is unavailable at the 
sensor array and the method in [5] cannot be applied. Therefore, in this thesis, we use the 
discrete-Fourier transform (DFT) filter bank to decompose the wide-band signals 
collected by the sensors and then estimate the complete set of parameters such as source  
waveforms and source locations. 
1.2 Thesis Outline 
The thesis is organized as follows. In Chapter 2, we provide the introduction to 
wave propagation, sensor network, and source characteristics; then we discuss the 
mathematical model which is adopted in this thesis; finally we address the existing 
wideband source localization algorithms as well as their advantages and disadvantages. 
Chapter 3 paves the foundation for the frequency analysis of the wide-band signals; we 
introduce the discrete Fourier transform to decompose the wide-band signal time-series 
into the spectra in the frequency domain. In Chapter 4, first we discuss the basic EM 
algorithm for the maximum-likelihood estimation of the underlying parameters; then, we 
derive the EM algorithm for multiple wideband source localization in near field. To test 
the effectiveness of our proposed method, we carry our simulations and present the 
simulation results in Chapter 5; we also compare the computational complexity of our 
proposed EM algorithm with that of the AP algorithm in [6]. Concluding remarks will be 





Chapter 2 Fundamentals of Source Localization and Existing 
Algorithms 
 
Source localization using sensor arrays has been exploited for decades [1]. The 
purpose of this chapter is to introduce different source localization algorithms and discuss 
the corresponding applications and challenges for the wideband source localization. 
Following will be focused on wave propagation, signal modeling at the sensor nodes and 
sensor network. 
2.1 Wave Propagation 
Wave propagation properties are very important in dealing with the sensor data 
since it characterizes the relative positions of the sources to the sensor array. Wave can be 
defined as the transfer of energy (or) the disturbance from one point to another between 
two points. A typical wave is illustrated in Fig. 2.1. Consider a wave with propagation 
speed C, wave length λ , and frequency f. Then, the relationship among the above-
mentioned parameters can be given by    
f
C
=λ .                                                                      (2.1) 
 
Figure 2.1 A simple wave. 
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          Now, let us consider an acoustic wave which is generated by a vehicle in 
movement. Thus, the originated wave emitted from the source (vehicle) will travel in all 
directions. If the propagating medium (air for example) is isotropic, the traveling wave 
will propagate at a uniform speed in all directions as shown in Fig. 2.2. 
 
Figure 2.2 Propagation of a wave in an isotropic medium emitted from the point source 
 (reaching sensors). 
 
 For coping with the source localization in the near field, the shapes of the wave 
fronts reaching the sensor nodes play a major role in determining the corresponding 
signal gains at the sensor nodes. Wave front is an imaginary line representing all in-phase 
parts of a traveling wave with an identical wavelength from the source. The wave front 
shape depends on the nature of the source; a point source will emit the waves having 
circular or spherical wave fronts as shown in Fig. 2.2, while a large extended source will 
emit the waves whose wave fronts are relatively flat as a plane. 
In this thesis, we consider the near-field case and hence the wave front from a 
point source reaching the sensor nodes is circular accordingly as shown in Fig. 2.2. There 
fore, the signal gains at the sensor nodes depend on the distances between sources and the 
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sensors, whereas in the far-field case, it can be modeled as many point sources close to 
each other in a straight line and they give rise to the plane waves as shown in Fig. 2.3. 
 
Figure 2.3 Plane waves formed by many point sources closely gathered. 
2.2 Sensor Network 
 
Wireless sensor networks are one of the popular contemporary research topics. 
Advances in the hardware technology enable low-cost, low-power, miniature sensors for 
the applications in remote-sensing, detection, classification, localization and tracking. A 
sensor network is an array of sensors which can be interconnected via the communication 
network as shown in Fig. 2.4. The data acquired at the sensor nodes is shared among the 
sensors and the distributed computing system (personal computer). This distributed 
computing system estimates and extracts the relevant and useful information from the 
acquired sensor data. The sensors are battery-powered and have limited wireless 
communication bandwidth. Therefore, efficient, reliable and less complicated source 












Figure 2.4 Sensor network connected with a personal computer (P1, P2, …, P5 represent 
sensors). 
2.3 Classification of Source Localization Problems for Wireless Sensor 
Networks 
 
As stated in the previous subsection, sensor nodes collect the signals originating 
from the sources. This sensor data depend on the physical features associated with the 
sources, which can be listed in the following table. 
 In this thesis, we will deal with the acoustic sources. In practice, the movements 
of personnel, car, truck, wheeled vehicle, and vibrating machinery can generate acoustic 
signals. These acoustic signals are considered wideband since the corresponding ratios 
between the high frequency components and the low frequency components are very high 
(in the orders of 100-500) [29]. For comparison, the radio-frequency (RF) waveforms in 
the wireless telecommunications have the corresponding ratios in the orders of 1-1.03 
only. Thus, the RF signals are referred to as narrowband signals accordingly.              






Table 2.1. Characterization of source signals (Note: * denotes the underlying features 
considered in this thesis). 
 
Source Modality Acoustic*, Seismic 
Signal Bandwidth Narrow-band, Wide-band* 
Propagation Medium Free-space*, Reverberant space 
Signal Propagation Distance Near-field*, Far-field 
Number of sources Single source, Multiple sources* 
 
 Let’s consider the location of a source relative to a sensor now. When a source is 
placed close to the sensor array, the signal wave-front received at the sensor node is 
curved, i.e., the signal gain at the sensor node, which is inversely proportional to the 
squared distance between the source and the sensor, is distinct at different sensors. This is 
the particular scenario for the near-field case. In the far-field case, the wave-front 
approaching the sensor array is a plane that gives rise to the uniform signal gains at the 
all sensor nodes. This far-field scenario arises when the source is very far away from the 
sensor array. 
Another crucial factor to be concerned is the propagation speed. The speed of 
propagation depends on the medium through which the signal travels. For an acoustic 
source, the propagation speed in the air is approximately 345 meter/second. The speed of 
propagation also depends on the wind velocity and the temperature of atmosphere. The 
turbulent and windy atmospheric conditions could also affect the coherency of the 
acoustic signal wave-fronts and thus degrade the coherent processing of the signals. For 
simplicity, here we consider the atmosphere to be free of turbulence. 
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The received signal energy at the sensor node also depends on the aforementioned 
atmospheric conditions. The signal energy up to 10-90% can be lost when the traveling 
waves strike the walls or different objects indoors. Even in the free fields outdoors, the 
signal energy loss can occur due to the signal reverberations from the walls, hills, and 
some large objects. In this thesis, we consider that the data is acquired in the free-space 
environment and thus the only factor which affects the received signal energy is the 
squared distance between the sensor and the source. 
2.4 Sensor Signal Model 
 
           Consider a randomly distributed sensor array of P sensors, which collect data from 
M sources. Let the signal generated by the source m located at )(msr , be )(
)(
0 ts
m  at a time 





m Tts − , 
where )(mpT  is the propagation delay from the m
th source to the pth sensor. The 
aforementioned notations are suitable for the far-field case, since it is assumed that point 
sources emit signals in an isotropic medium and it gives rise to a spherical traveling 
wave-front whose amplitude is inversely proportional to the distance between the sensor 
and the source. All points lying on the surface of a sphere with radius R will then share a 
common phase and they constitute a wave-front. The distances between the sources and 
the receiving sensors determine whether the wave sphericity should be taken into account 
or not. Since we consider the near-field case here, the wave-fronts received at the sensors 





p Ttsa − , where 
)(m
pa  is the signal gain of the m
th source at the pth sensor 
(inversely proportional to the squared distance between the source and the sensor). Now, 
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the data collected by the pth sensor at time n, which is a superimposition of all sources, 
can be formulated as 












)( )()( , for 1,,1,0 −= Ln , Pp ,,1= ,         (2.2) 
where  
)(m
pa  is the signal gain corresponding to the m
th source at the pth sensor, Mm ,,1= ; 
)(
0
ms  denotes the mth source signal waveform; 
)(m
pt  is the propagation delay in samples from the m
th source to the pth sensor; 
)(nwp  represents the zero-mean independently identically distributed Gaussian noise 






)()(  (propagation delay), 
12)( ×∈Rmsr : the m
th source location, 
pr :   the p
th sensor location, 
v : the speed of propagation in meters/sec. 
Taking the DFT for both sides of Eq. (2.2), we have 
      )()()()( 0 kUkSkDkX += , 1,,1,0 −= Nk ,                                 (2.3) 
where  
[ ] 11 )()()( ×∈≡ PTP kXkXkX C  ( )(kX p  is the kth DFT point of )(nx p , 
Pp ,,1= ); 
[ ] MPM kdkdkD ×∈≡ C)()()( )()1(  consists of M steering vectors, each given by 
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[ ] 1)(0)1(00 )()()( ×∈≡ MTM kSkSkS C  ( )()(0 kS m  is the kth DFT point of )(0ms , 
Mm ,,1= ).  
The source signal spectra )(0 kS  are unknown and deterministic. The noise spectral 
vector 1)( ×∈ PkU C  is a complex-valued zero-mean white Gaussian process and each 
element has a variance 2σL . 
2.5 Existing Methods for Wide-band Source Localization 
 
Several methods have been proposed for the wide-band source localization [6-11]. 
Among them, we will discuss three major approaches in this chapter, namely coherent 
signal subspace method (CSM), time–delay estimation or LS method, and maximum-
likelihood method. 
2.5.1 Coherent Signal Subspace Method (CSM) 
 
Coherent signal subspace method for the wide-band source localization is 
proposed in [13]. This method can be applied for both coherent and incoherent source 
signals unlike the incoherent signal subspace method (ISM) in [12]. The main idea of the 
CSM is to gather the data collected from individual sensors at a central node, where we 
can compute the DFT of the collected data, divide spectral information into subbands, 
construct the correlation matrix for the spectral vectors, compute the associated singular-
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value decomposition (SVD), and estimate the propagation delays accordingly. We may 
apply the focusing matrices (the collections of the principal singular vectors) to transform 
the original wide-band subspaces into the narrow-band signal subspaces and employ the 
MUSIC algorithm for the transformed narrow-band signals [15]. 
Consider an array of P sensors that collects the signals from M wide-band 
sources. The acquired signal vector at all sensors has a spatial spectral density matrix  
)()()()( kAkPfAkP Hsxx = , where [ ])()1( ,,)( MaafA =  is a MP×  source-to-array 
matrix and its mth column is ),,( )()()( kyxaa mmm ≡   relating the kth frequency 
component of the mth source to the P  sensor signals. 































)( )()( −+−≡ and ( )pp yx ,  is the location of sensor p, 
.,,1 Pp =  ( ))()( , mm yx   is the location of source m, .,,1 Mm =   v  is the propagation 
speed in the air. )(kPs  is the cross-spectral density matrix of the sources [13]. The steps 
to determine )(kPxx  is given as follows: 
• Divide each sensor signal )(nxp  into L sub-sequences ( )lnLxnx pl +≡)( , 
Pp ,,1= , Ll ,,1= , Z∈n . 
• Compute the discrete Fourier transform ),(kX pl  Kk ,,1= , for )(nxpl , where 
K  is the DFT window size.  
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2)(   over K frequency bins, and select the J 
frequency bins j with highest energy, Jj ,,1= , from the K frequency bins. J 
is a user-defined parameter. 








)()(1)(  at 
frequency j, Jj ,,1= , where [ ]TPlll jXjXjX )(,),()( 1≡ . 
 After determining the spatial spectral density matrix, we make use of the signal 
subspace property to determine the accurate steering vectors that are orthogonal to the 
null subspace and then estimate the source locations. First, the SVD of )( jPxx  at the 
previously selected frequencies j, Jj ,,1= , can be carried out as 































nsxx ,                                (2.4) 
where the singular vector matrices )( jU s  and )( jU n  correspond to the signal and noise 
subspaces, respectively, for frequency j . Then, for each location point (x, y), we evaluate 










1),( ,                                     (2.5) 
where [ ] ,/)()(,,,),,( 2222 1 vyyxxteejyxb pppMjtjjtj P −+−≡≡ −− ππ  and 
),( pp yx  is the location of sensor p, Pp ,,1= . The indicator function ),(
)1( yxP  will 
yield a high peak as it steers to the correct source location and the source signal’s correct 
frequency. 
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          This CSM can also be used for the coherent source localization unlike the ISM. 
However, the preprocessor is needed in this method and brings additional computational 
burden. 
2.5.2 Time-Delay Estimation Method 
 Time delay estimation makes use of time delay of arrival (TDOA) to estimate the 
target locations. TDOA is often employed for near field and wideband source localization 
and has been extensively investigated in [16-19]. 
 The TDOA-based localization takes advantage of the propagation of the sound 
wave. Sound travels generally at a speed of 345m/s in air. The signal generated by the 
acoustic source reaches the sensors at various locations with different amount of time 
delays. These relative time delays between sensor data are estimated in the first step. In 
the second step, source localization is found using the estimated time delays. 
  Consider a sensor array of P+1 sensors placed at  
,,,0,),,( Npzyxr Tpppp =≡  in the three-dimensional space. The reference sensor is 
assumed to be located at the origin, i.e. Tzyxr ),,( 0000 = . The acoustic source is 
assumed to be located at Tssss zyxr ),,( )()()()( ≡ . The ranges from the origin to the pth 
sensor and the sources are denoted by iR  and 
( )sR , respectively. 
,pi rR ≡  0, ,p N= ,                                              (2.6) 
)()( ss rR ≡ .                                                                       (2.7) 
The distance between the source and the pth sensor is denoted by, 
  )(spp rrD −≡ .                                                               (2.8) 
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We have the basic relation among the range difference between sensors i and j  from the 
source : 
PjiDDd jiij ,,0,, =−≡ .                                                   (2.9) 
The ijd  is proportional to the time-delay of arrival tij  with the speed of propagation of 
sound v, ijij tvd = . 
The localization problem here then is to detrmine )(sr  given the set of { }pr  and ijt . 







ii drrrrDD =−−−=−     .,,1 Pi =                                (2.10) 
Given the set of range difference estimates TPdddd ),,,( 02010= , we can determine 
the location of the acoustic wideband source by intersecting these hyperboloids but it is 
higly non-linear to solve. The one step least square (OSLS) algorithm is proposed by the 
authors for the  aforementioned non-linearity problem in the paper [30]. 
 From the Pythagorean theorem and Eq. (2.9) in Eq. (2.8),  









p dRRdrr −=+        .,,1 Pp =                                  (2.11) 
According to Eq. (2.11), the P equations can be written in matrix form as 
          bA =Θ ,                                                           (2.12) 
where, 






















































































The above spherical equations are linear in )(sr  given ( )sR and vice versa. The OSLS is 
regarded as least-square method, which computes the source location in single step. 
Thereby, OSLS decreases the computational complexity without sacrificing the statistical 
estimation accuracy. The OSLS solution for Θ  is given by : 
        1( )
T T
A A A b
∧
−Θ = .                                                          (2.13) 
Eq. (2.15) can be also written as, 
1T T T
T T T
S S S d S b
d S d d d
−
∧ ⎡ ⎤ ⎡ ⎤
⎢ ⎥Θ = ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦
.                                                      (2.14) 
Projection matrix onto d-orthogonal is given as 





≡ − ,                                                             (2.15) 
and estimate the source location )(ˆ sr   as 
( ) 1ˆ ( )
T Ts
d dr S P S S P b
−
⊥ ⊥= ,                                              (2.16) 
which minimizes the following difference function 
          ( ) ( )( )s sd dJ r P b P Sr⊥ ⊥= − .                                              (2.17) 
 The method given by Eqs. (2.14-2.17) is a good alternative for the CSM method 
discussed earlier. This method is less reliable if the source localization problem deals 
with multiple sources as it is very difficult to calculate the relative time delays of each 




  2.5.3 Maximum-Likelihood Estimation Method 
 
Maximum-likelihood estimation for the source location parameters has been 
acknowledged as the optimal and robust technique. In this method, the likelihood 
function of the sensor signals is evaluated at the each location point in the uniform 
searching grid, and then the source location is determined according to the spot with the 
maximum likelihood. 
According to [6], we consider a randomly distributed array of P sensors to collect 
the data from M sources. Since the sources are assumed to be in the near field, the signal 
gains are different across the sensors. Then, the signal collected by the pth sensor at time n 













)( )()( ,                                                (2.21) 
for 1,,1,0 −= Ln , Pp ,,1= , Mm ,,1= , where  
)(m
pa  is the signal gain of the m
th source at the pth sensor; 
)(
0
ms  denotes the mth source signal waveform; 
)(m
pt  is the propagation delay in samples from the p
th sensor to the mth source; 
)(nwp  represents the zero-mean independently identically distributed Gaussian noise 











)(  (propagation delay), 
12)( ×∈Rmsr : the m
th source location, 
pr :   the p
th sensor location, 
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v : the speed of propagation in meters/sec. Taking the DFT for both sides of Eq. (2.21), 
we have 
)()()()( 0 kUkSkDkX += , 1,,1,0 −= Nk ,                                       (2.22) 
where  
[ ] 11 )()()( ×∈≡ PTP kXkXkX C  ( )(kX p  is the kth DFT point of )(nx p , 
Pp ,,1= ); 
[ ] MPM kdkdkD ×∈≡ C)()()( )()1(  consists of M steering vectors, each given by 









[ ] 1)(0)1(00 )()()( ×∈≡ MTM kSkSkS C  ( )()(0 kS m  is the kth DFT point of )(0ms , 
Mm ,,1= ).  
The source signal spectra )(0 kS  are unknown and deterministic. The noise 
spectral vector 1)( ×∈ PkU C  is a complex-valued zero-mean white Gaussian process and 
each element has a variance 2σL . 






















⎡≡ R   
and 
[ ] 1)(0)(0)(0 )1()0( ×∈−≡ NTmmm NSSS C . 
According to Eq. (2.22), we may construct the equivalent log-likelihood of )(kX  after 
neglecting the constant terms, which is given by 
[ ]












                           (2.23) 
Thus, the maximum-likelihood estimation of Θ  can be achieved as 
[ ]( )




















                        (2.24) 
Eq. (2.24) yields the source signal spectral estimates as 
)()())()(()(ˆ 10 kXkDkDkDkS
HH −= .                                     (2.25) 

















ss kXrkPrJ ,                           (2.26)                               




For the single source case, the ML estimator in Eq. (2.26) can be further simplified as 
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ss rkBrJ ,                             (2.27)                               
where )(),(),( kXrkdrkB Hss =  is a scalar. It is obvious that the cost function )( srJ  in 
Eq. (2.26) is nonlinear for multiple sources. Hence, we propose to adopt the EM 



















Chapter 3 Signal Analysis in the Frequency Domain 
 
 
 The frequency analysis arises as a matter of fact that the wide-band signal is 
distributed over a broad range of frequencies and the signal is difficult to be characterized 
thereby. Therefore, in this thesis, we utilize the discrete-Fourier transform (DFT) filter 
bank to decompose the wide-band signals collected by the sensors and then apply the 
attained spectral information to estimate the complete set of parameters such as source 
waveforms  and  source  locations. In this chapter, we  introduce  the  usual  frequency 
 analysis tool, the Fourier transform.  
3.1 Discrete Fourier Transform 
The frequency analysis of the discrete-time signals generally relies on a digital 
signal processor, which may be personal computer or specially-designed logic circuits. 
The frequency analysis of a discrete-time signal )(nx  is undertaken by converting the 
time series into its spectral representation )(ωX . Then we sample )(ωX , which is a 
continuous function, to generate another discrete sequence )(kX . Consider a discrete-
time signal )(nx , ∞∞−= ,,n . Then the discrete-time Fourier transform of )(nx  is 





njenxX ωω )()( .                                           (3.1) 
Assume that )(ωX  is sampled with frequency gapδω  radians between the consecutive 
samples. Now, )(ωX  is periodical with period π2 . If  we consider N equidistant samples 
in the interval πω 20 <≤  with such a spacing N/2πδω = , 












Nknj ππ .                      (3.2) 
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p lNnxnx )()( , where )(nx p  is obtained by the periodic extension of )(nx  
the with period N . 
The DFT samples in Eq. (3.4) correspond to a periodic sequence )(nx p , where a 
single period of )(nx p  is given by 












nx p .                                       (3.5) 







X π2 ,  1,,2,1,0 −= Nk , can only characterize 
the finite-duration sequence )(nx  of length N. Similarly, for a finite-duration signal )(nx  
of length N, the corresponding DFT is 
















Nknj ππ                  (3.6) 
Eq. (3.6) is used to decompose the sensor signals into different narrow-band frequency 
bins. 
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Chapter 4 Expectation Maximization for Source Localization 
 
4.1 EM Algorithm 
 
  Expectation maximization (EM) algorithm is an alternative to search for the 
maximum-likelihood parameter estimates when the ML problem is complex and non-
linear. We would like to discuss the generic EM algorithm in [31] as a start of this 
chapter.  
4.1.1 Maximum-likelihood Problem 
 
 Consider a density function )( Θxp  which is dependant of the set of parameters 
Θ  (e.g., x might be a Gaussian mixture process and Θ  could be the means and co-
variances). A data set of size N is drawn from the underlying statistics, i.e., 
{ }NxxX ,,1= . In addition, we assume that these data constitute an independently 
and identically distributed (i. i. d.) process with the probability density function )( Θxp . 
Therefore, the probability density function for the data samples is 







.                                        (4.1) 
This function )( XL Θ  is also regarded as the likelihood of the parameters given the data, 
or just the likelihood function. This likelihood can be seen as a function of the parameter 
set Θ  while the data X is known. The aim of the maximum likelihood problem is to find 
the optimal Θ  that maximizes )( XL Θ , such that 
                                            [ ])(maxarg* XL Θ=Θ
Θ
.                                                  (4.2) 
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Often we maximize the log-likelihood [ ])(log XL Θ  instead due to its simplicity. The 
formula of )( Θxp  determine the complexity of the ML problem. For example, if )( Θxp  
is simply a Gaussian distribution where ),( ba=Θ , then we can set the derivative of 
[ ])(log XL Θ  to zero, and analytically solve *a  and *b . However, usually it is not 
possible to reach such analytical expressions for many other distribution functions, and 
we must rely on the sophisticated elaboration for the ML search. 
4.1.2 General EM Algorithm 
 
The EM algorithm is a general method for determining the maximum-likelihood 
estimates of the parameters from a given data set and a given underlying distribution 
function when the data is incomplete or possess latent variables. The EM algorithm is 
applied for the two common situations: (i) some data samples are missing in the 
observation process; (ii) the ML estimation is not analytically achievable but it can be 
simplified by assuming the existence of some hidden variables or parameters. Similarly, 
we assume that data X is observed and it is generated by an underlying distribution. We 
call X the incomplete data. Then, we assume that a complete data set exists such that Z = 
(X, Y) and a joint density function is specified as 
( ) ( ) ( )ΘΘ=Θ ||,| xpyxpzp .                                           (4.3) 
This joint density function ( )Θ|zp  depends on the marginal density function ( )Θ|xp  
and the assumption of latent variables. In other cases involving missing data samples in 
observation, we must assume a relationship between x and y. With this new density 
function ( )Θ|zp , we can define a new likelihood function, 
( ) ( ) ( )Θ=Θ=Θ |,,|| YXpYXLZL , which is called the complete-data likelihood. Here, 
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it should be noted that this function ( )ZL |Θ  is random since the missing data ( or  latent 
variable) Y is unknown, random, and governed by an underlying distribution. For 
differentiation, the original likelihood )( XL Θ  is referred to as the incomplete-data 
likelihood function. 
For the (i-1)th iteration, the EM algorithm first determines the expected value of 
the complete-data log-likelihood ( )Θ|,YXp  with respect to the unknown data Y given 
the observed data X and the current parameter estimates )1( −Θ i . It is also called the E-
step. That is, we define 
            ( ) ( )[ ])1()1( ,||,log, −− ΘΘ≡ΘΘ ii XYXpEQ ,                            (4..4) 
where )1( −Θ i  correspond to the current parameters estimates that we use to evaluate the 
expectation in Eq. (4.4) and Θ  correspond to the new parameters to increase 
( ))1(, −ΘΘ iQ  during the ML procedure. Eq. (4.4) needs further clarifications. It is noted 
that both X and )1( −Θ i  are known, Θ  is a adjustable variable while Y is a random 
variable governed by the distribution ( ))1(,| −Θ iXyf . The right side of Eq. (4.4) can 





ii dyXyfyXpXYXpE ),|()|,(log,|)|,(log )1()1( .             (4.5) 
Note that ),|( )1( −Θ iXyf  is the marginal distribution of the incomplete data and is 
dependent on both observed data X and on current parameters )1( −Θ i , and Y  is the 
domain of values y can take on. This marginal distribution ),|( )1( −Θ iXyf  is a simple 
analytical expression of the current parameters `)1( −Θ i  and the observed data X.  
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 The calculation of the expectation [ ])1(,|)|,(log −ΘΘ iXYXpE  is called the E-
step of the EM algorithm. We need to clearly differentiate the two arguments in the 
function ),( )1( −ΘΘ iQ . The first argument Θ  corresponds to the parameters which will 
finally be optimized for the iterative likelihood maximization. The second argument 
)1( −Θ i  corresponds to the parameters which will be used to evaluate the expectation. 
 The second step (M-step) of the EM algorithm is to maximize the expectation we 
calculate from the first step. That is, we determine 
               ).,(maxarg )1()1( −
Θ
− ΘΘ=Θ ii Q                                             (4.6)      
Thus, these two steps (E- and M-steps) are repeated on after another for a fixed number 
of iterations. In each iteration, the log-likelihood measure is guaranteed to increase from 
the previous iteration and the EM algorithm will converge to a local maximum of the 
likelihood function.  
A new modeled M-step procedure can be undertaken that we can apply any 
algorithm to search )(iΘ  such that ),(),( )1()1()( −− ΘΘ>ΘΘ iii QQ  rather than directly 
maximize ),( )1( −ΘΘ iQ . The generalized EM  algorithm can be formed with this 
modified M-step and it is also guaranteed to converge. However, the variations of EM 
algorithm for different problems cannot be exhaustively discussed in this thesis and they 
 have quite different formulations in general. 
4.2 EM Algorithm for Wideband Signal Source Localization 
  The EM algorithm is a well-known iterative algorithm for the maximum-
likelihood estimation. The complicated nonlinear optimization problem in Eq. (2.26) can 
be simplified using the EM procedure incorporated with the augmented (complete) data 
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corresponding to individual incident source signals. First, we denote the received signal 
spectrum (the kth DFT point of ( ))()(0)( mpmmp tnsa − ) as )()( kX mp , 
10,1,1 −≤≤≤≤≤≤ NkMmPp , from the mth source to the pth sensor. Then we define 




)( )](),...,([)( ×∈= PTmP
mm kXkXkX C . 
In addition, we assume that is a mixture Gaussian process with the cluster mean vectors 
)()( )(0
)( kSkd mm  identical cluster covariance matrices IM 2)/1( σ  where I  denotes the 
PP×  identity matrix. The relationship between the observed (incomplete) data )(kX  and 
the complete data is established as  







)( )()( .                                              (4.7) 
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kSkdkXSrf m , 
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and )()(0 kS
m  depends on )(0
mS  and )()( kd m  depends on )(msr  as discussed in Section 
II. 
 The log-likelihood of complete data given by Eq. (4.9) is a summation of the 






Srf m  depends only on )(msr , the maximization of 










sx Srf m  is solely 
)(m
sr . It means that there is no need of multivariate 
search of )(msr , Mm ,,1=  altogether in the 2M-dimensional space simultaneously for 
all source locations.  
 Since complete data )()( kX m  are not available, the expectation has to be 
performed using the current estimated parameters. Given the estimate ][iΘ  for the ith 
iteration, the (i+1)th iteration of EM algorithm involves the following two steps: 
Expectation (E-step) 
Calculate 






















i kXfEQ , for Mm ,,1= ,                 (4.10) 
where                                                                   



















                               (4.11) 
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It is noted that )()( kd m , )()(0 kS
m , )(kD , )(0 kS , 1,,1,0 −= Nk , are all estimated 
using )(ˆ msr  obtained from the previous iteration i, according to the definitions below Eq. 















































,                                    (4.13) 






























⎡≡ )()()1( ˆˆˆˆ ,  
and 
[ ]Tmmm NSSS )1(ˆ)0(ˆˆ )(0)(0)(0 −≡ , 
for Mm ,,1= . The E- and M-steps are repeated until the pre-defined convergence of 
the estimated parameters are achieved. 
 Eqs. (4.11)-(4.13) yield a recursive solution for multiple wide-band source 
localization. The source locations are randomly initiated. We carry out the expectation 
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according Eq. (4.11) and then undertake the maximization of the log-likelihood function 
using Eq. (4.13) to update the estimates of the source locations )(ˆ msr . We continue the 
aforementioned EM iterations until the convergence is reached. Observe Eqs. (4.11), 
(4.12) that we can maximize the log-likelihood functions in parallel to estimate the source 
locations )(ˆ msr , Mm ,,1= , simultaneously. Thus, the computational time can be 


















Chapter 5 Simulations and Results 
 
 
We present the comparison between our new proposed EM-based multiple wide-band 
source localization scheme with the alternating projection method here. Acoustic source 
signal is acquired from [6]. The sampling frequency is 100 kHz. The propagation speed is 
345 meters/sec. The data is simulated for a circularly-shaped array of five sensors using 
the recoded acoustic data from [6] as shown in Figure 1 (squares denote the sensor 
locations, circles denote the actual source locations). Two equal energy sources are 
assumed for the simulation.The sample size is L = 200, and the DFT size  is N = 256. 
Two-dimensional grid point search is employed, where both x- and y-axes are uniformly 
sampled. 
 Fifty Monte Carlo experiments are carried out using randomly initiated source 
location estimates for a particular signal-to-noise ratio (SNR=20 dB). The localization 
result from an arbitrary trial is also depicted in Figure 5.1. Figures 5.2 and 5.3 depict the 





Srf m , m=1, 2, respectively. It is obvious that the 
unique peaks (source locations) can be easily found in both figures. 
 The root-mean-square (RMS) estimation errors for individual sources using our 
EM algorithm and the conventional AP method, for different signal-to-noise ratios 
ranging from 5 to 30 dB, are calculated among the 50 Monte Carlo experiments and 
depicted in Figure 5.4. According to Figure 5.4, our EM algorithm achieves more precise 





























Figure 5.1 Localization of two wide-band sources in the near field (signal-to-noise ratio is 20 
dB, grid resolution is 1.01.0 ×  squared meters). 
 


































Figure 5.2 Three-dimensional plot for the first individual log-likelihood (signal-to-noise 






































Figure 5.3 Three-dimensional plot for the second individual log-likelihood (signal-to-noise 
ratio is 20 dB, grid resolution is 1.01.0 ×  squared meters). 
 
 Finally, we provide the computational complexity analysis in terms of complex 
multiplications here. Since the number iterations required for the EM and AP algorithm 
in for our initialization in the above results is same. So, we computed the number 
complex computations needed for the one iteration in the both the cases. The 
computational complexity for the AP method is yx NNPNM
32  where xN , yN  denote 
the numbers of search points along x- and y-axes, respectively; whereas the 
computational complexity for our EM algorithm per iteration is 
( )232 MPNNMPPMN yx++ . The computational complexity curves versus the number 
of sources M and the grid resolutions yx NN  are depicted in Figures 5.5 and 5.6, 
respectively. Although we have not presented or tested the multiple source case involving 
more two sources, we assumed that the presented algorithm would work for the all other 
cases, which contain more than two sources, provided the proper number of sensors and 
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sensor array geometry.  According to Figures 5.5, 5.6, the EM algorithm is much more 
efficient than the AP method. The difference can be up to one order-of-magnitude. 
 
                   
                      



































Figure 5.4 Comparison of the RMS-error v.s. SNR for the EM and AP schemes (grid 
resolution is 1.01.0 ×  squared meters).  
 
 
                           


























Figure 5.5Computational complexity comparison v.s. number of sources for the EM and AP 
schemes (signal-to-noise ratio is 20 dB, grid resolution is 1.01.0 ×  squared meters). 
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Figure 5.6 Computational complexity comparison v.s. grid resolution for the EM and AP 
















Chapter 6 Conclusion 
 
 In this thesis, we propose a novel EM-based multiple wide-band source 
localization scheme. We performed simulation for the two source case surrounded by five 
sensors and showed that EM algorithm can outperform the conventional alternating 
projection method in terms of root-mean-square estimation error and computational 
complexity when proper initialization is provided. Besides, we can also decouple the 
multiple-source localization problem into the individual source localization sub-problems 
in parallel, which can greatly benefit from the modern distributive computation and yield 
a much less time-consuming solution. Our new promising technique can serve for the 
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