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1. INTRODUCTION {#mrm27955-sec-0005}
===============

MRI can be effectively accelerated by fast sequences[1](#mrm27955-bib-0001){ref-type="ref"} or parallel imaging strategies in combination with advanced reconstruction techniques.[2](#mrm27955-bib-0002){ref-type="ref"}, [3](#mrm27955-bib-0003){ref-type="ref"} In addition to in‐plane parallel imaging, simultaneous encoding and acquisition of multiple slices (SMS) were shown to further increase the temporal efficiency of various clinically relevant MR sequences.[4](#mrm27955-bib-0004){ref-type="ref"}, [5](#mrm27955-bib-0005){ref-type="ref"}

Basic SMS radio frequency (RF) pulses can be computed by a simple superposition of conventional single slice RF pulses with different carrier frequencies.[6](#mrm27955-bib-0006){ref-type="ref"} This superposition, however, comes with the burden of a linear scaling of the maximal peak RF amplitude. To fulfill RF peak constraints, such SMS pulses are therefore typically stretched over long pulse durations. This can lead to conflicts with the achievable multiband (MB) factor, minimal echo time $T_{E}$, and echo spacing.[5](#mrm27955-bib-0005){ref-type="ref"} The increased $T_{E}$ easily becomes a limiting issue for spin echo (SE) based applications such as turbo spin echo[7](#mrm27955-bib-0007){ref-type="ref"} or high resolution diffusion imaging.[8](#mrm27955-bib-0008){ref-type="ref"} Therefore, different RF pulse design methods have been introduced to reduce peak RF amplitudes[9](#mrm27955-bib-0009){ref-type="ref"}, [10](#mrm27955-bib-0010){ref-type="ref"}, [11](#mrm27955-bib-0011){ref-type="ref"} or RF power by applying variable‐rate slice selective excitation (VERSE)[12](#mrm27955-bib-0012){ref-type="ref"}, [13](#mrm27955-bib-0013){ref-type="ref"}, [14](#mrm27955-bib-0014){ref-type="ref"}, [15](#mrm27955-bib-0015){ref-type="ref"}, [16](#mrm27955-bib-0016){ref-type="ref"}, [17](#mrm27955-bib-0017){ref-type="ref"} or power independent number of slices (PINS).[18](#mrm27955-bib-0018){ref-type="ref"}, [19](#mrm27955-bib-0019){ref-type="ref"}

Alternatively, SMS RF pulses can be computed via optimal control.[20](#mrm27955-bib-0020){ref-type="ref"}, [21](#mrm27955-bib-0021){ref-type="ref"}, [22](#mrm27955-bib-0022){ref-type="ref"} A refined optimal control model and method for the joint design of RF and slice selective gradient ($G_{s}$) shapes with the inclusion of all relevant hardware constraints as hard constraints was recently introduced.[21](#mrm27955-bib-0021){ref-type="ref"} An extension of this optimal control method for the design of minimum duration pulses was presented in.[22](#mrm27955-bib-0022){ref-type="ref"} These time optimal solutions not only fully exploit prescribed constraints on the designed waveforms such as RF and slice selective gradient peak amplitudes or slew rate limitations as well as slice profile and phase accuracy but also result in strongly time‐varying $G_{s}$ shapes.

Time‐variable gradients are known to be prone to gradient imperfections, including eddy currents with very long or short time constants, time delays, or bandwidth limited gradient amplifier that potentially limit their application. The linear time‐invariant gradient impulse response function (GIRF) has been shown to sufficiently assess the gradient performance[23](#mrm27955-bib-0023){ref-type="ref"} for the correction of k‐space trajectory alterations in image reconstruction[24](#mrm27955-bib-0024){ref-type="ref"} and pTx pulse design.[25](#mrm27955-bib-0025){ref-type="ref"}

In this work, we show that a direct inclusion of the GIRF in a time optimal control framework[22](#mrm27955-bib-0022){ref-type="ref"} enables the design of short RF and $G_{s}$ shapes for SMS refocusing that inherently correct for measured gradient system imperfection. The proposed design method was tested via various SMS refocusing examples for a wide range of parameters. Additionally, phantom and in‐vivo data was acquired on 2 3T systems.

2. THEORY {#mrm27955-sec-0006}
=========

This section contains the description of the GIRF, its impact on the numerical Bloch simulations as well as its inclusion in the time optimal control framework.[22](#mrm27955-bib-0022){ref-type="ref"}

2.1. Gradient impulse response function {#mrm27955-sec-0007}
---------------------------------------

Linear and time‐invariant (LTI) effects of the gradient system, including influences arising from the gradient amplifier, gradient coil as well as eddy currents and mechanical vibrations, can be characterized by the gradient impulse response function (GIRF).[23](#mrm27955-bib-0023){ref-type="ref"}

At this point, it is important to distinguish between the gradient amplitude $G_{s}$ that is included in the MR sequence, and its GIRF filtered version ${\overset{\sim}{G}}_{s}$ that is realized by the gradient system. Let *h*(*t*) be the GIRF that relates these 2 functions via a convolution in the time domain $${\overset{\sim}{G}}_{s}{(t)} = G_{s}{(t)}*h{(t)}.$$With known GIRF this equation allows an accurate prediction of the gradient field amplitude ${\overset{\sim}{G}}_{s}$ that is produced inside of the MR bore. Alternatively, the convolution operation can be applied in the frequency domain by multiplying the Fourier transform of the GIRF *H* with the Fourier transform of $G_{s}$ $${\overset{\sim}{G}}_{s} = \Re{(\mathcal{F}^{- 1}H\mathcal{F}G_{s})},$$with $H\, = \,\mathcal{F}\lbrack h\rbrack$, the Fourier transform $\mathcal{F}$ and its inverse $\mathcal{F}^{- 1}$. In the discrete setting, $\mathcal{F}^{- 1},\, H,\,\mathcal{F}$ are matrices whose dimensions and entries depend on the frequency resolution $\delta_{f}$ and bandwidth of *H* as well as the time resolution τ and pulse duration *T* of $G_{s}$. It should be noted that given by definition the LTI assumption does not account for non‐linear[26](#mrm27955-bib-0026){ref-type="ref"} or time‐variable temperature dependences.[27](#mrm27955-bib-0027){ref-type="ref"} We also restrict ourselves to the distortion on each gradient axis due to its own application, excluding cross terms, higher order spatial terms or $B_{0}$ variations.

2.2. Optimal control framework {#mrm27955-sec-0008}
------------------------------

The following optimal control framework is based on our preceding work,[21](#mrm27955-bib-0021){ref-type="ref"}, [22](#mrm27955-bib-0022){ref-type="ref"} which assumed an idealized gradient system model. We demonstrate how the inclusion of a refined GIRF‐based model can compensate for gradient imperfections and enhance the precision of the optimized pulses in practical applications. The key challenge for this is the inclusion of the GIRF into the optimal control model in order to fully profit from the optimization process. In particular, we pose the hardware constraints to the demand gradient waveform $G_{s}$ whereas the Bloch equation prediction and evaluation applies to the realized or GIRF filtered gradients ${\overset{\sim}{G}}_{s}$.

The numerical simulations are based on the spin domain Bloch equations with neglected relaxation terms. An uniform time grid is applied with $N_{t}$ time points for time *t*  ∈  \[0, *T*\] with a time step size $\tau\, = \, T/(N_{t} - 1)$. A piecewise constant discretization for the complex‐valued RF, for the real‐valued $G_{s}$ and real‐valued ${\overset{\sim}{G}}_{s}$ is applied with values $B_{1,m}$, $G_{s,m}$, ${\overset{\sim}{G}}_{s,m}$ for $m\, = \, 1,\,\ldots,\, N_{t} - 1$. In particular, Equation [(2)](#mrm27955-disp-0002){ref-type="disp-formula"} is converted into a discretized matrix form ${\overset{\sim}{G}}_{s,m}\, = \,\Re{(F^{- 1}HF)}G_{s,m}$ and polar coordinates are used for $B_{1,m}\, = \, r_{m}\exp{(i\vartheta_{m})}$ that allows direct description of the peak RF amplitude constraint with given matrices *F*, *H* specified in the experiments below.

The RF pulse design framework is completely general. However, since the focus of this work is to explore methods which include limitations in gradient performance, we limited the experimental design to real valued RF pulses and assumed an ideal RF hardware system.

The temporal evolution of the magnetization vector is solved by a series of complex rotation matrices based on the Cayley‐Klein parameters[28](#mrm27955-bib-0028){ref-type="ref"}, [29](#mrm27955-bib-0029){ref-type="ref"} $a_{m}$ and $b_{m}$ $$a_{m} = \alpha_{m}a_{m - 1} - \beta_{m}^{*}b_{m - 1},$$ $$b_{m} = \beta_{m}a_{m - 1} + \alpha_{m}^{*}b_{m - 1},$$running from $m\, = \, 1,\,\ldots,\, N_{t}$ with the initialization $a_{0}\, = \, 1$ and $b_{0}\, = \, 1$ and coefficients $$\alpha_{m} = \cos{(\phi_{m}/2)} + i\gamma\tau z{\overset{\sim}{G}}_{s,m}\sin{(\phi_{m}/2)}/\phi_{m},$$ $$\beta_{m} = i\gamma\tau B_{1,m}\sin{(\phi_{m}/2)}/\phi_{m},$$ $$\phi_{m} = - \gamma\tau\sqrt{r_{m}^{2} + {(z{\overset{\sim}{G}}_{s,m})}^{2}},$$ at spatial location *z* and the gyromagnetic ratio γ.

The prescribed magnitude and phase constraints are evaluated assuming a perfectly crushed SE refocusing profile $b_{N_{t}}{(z)}^{2}$ [29](#mrm27955-bib-0029){ref-type="ref"}in a pointwise manner for a given field of view (FOV) in the slice direction consisting of $N_{z}$ spatial points *z*  ∈  \[−*FOV*/2, *FOV*/2\] using an equidistant spatial resolution $\delta\, = \, FOV/N_{z}$. Following[21](#mrm27955-bib-0021){ref-type="ref"} the slice profile accuracy is modeled as small deviation from the ideal profile $$|b_{N_{t}}|^{2} \leq e_{out}{(z)}\quad\forall z \in \Omega_{out},\qquad 1 - {|b_{N_{t}}|}^{2} \leq e_{in}{(z)}\quad\forall z \in \Omega_{in},$$where $\Omega_{out}$ and $\Omega_{in}$ are the domain parts out‐of‐slice and in‐slice, and $e_{out},\, e_{in}$ are their respective error bounds. Moreover, the phase spread inside each slice is desired to be nearly constant $${|\varphi -}{\overline{\varphi}}_{l}{| \leq}e_{p}{(z)},\quad\forall l = 1,\,\cdots,\, N_{s}$$with mean phase ${\overline{\varphi}}_{l}$ of slice *l* out of the $N_{s}$ slices.

Besides slice profile constraints, the optimized RF pulses and gradient shapes need to fulfill technical constraints of the MR scanner hardware. Among these are amplitude constraints on the RF pulse, the pre‐emphasized $G_{s}$ shape and its slew rate $s_{m}$, which are essential to pass the hardware checks. $$0 \leq r_{m} \leq r_{\text{max}},\qquad G_{s,m} \leq G_{\text{max}},\qquad{|s_{m}|} \leq s_{\text{max}},\qquad - \pi \leq \vartheta_{m} \leq \pi.$$

2.3. Optimal control method {#mrm27955-sec-0009}
---------------------------

The aim of the optimal control method is to optimize for the control $\mathbf{x}\, = \,(r_{1},\,\cdots,\, r_{N_{t} - 1},\,\vartheta_{1},\,\ldots,$ $\vartheta_{N_{t} - 1},\, s_{1},\,\ldots,\, s_{N_{t} - 1})$ and the free terminal time *T* \> 0 in order to minimize the cost function $$\begin{array}{cl}
{\underset{T > 0,\,\mathbf{x}}{\text{min}}J =} & {T + \frac{\tau\mu_{\mathit{RF}}}{2}\sum\limits_{\mathit{time}}{|B_{1,m}|}_{2}^{2} + \frac{\tau\mu_{G}}{p}\sum\limits_{\mathit{time}}\left( \frac{G_{s,m}}{G_{\text{max}}} \right)^{p} + \frac{\delta\mu_{out}}{2p}\sum\limits_{\mathit{outslice}}\left( \frac{|b_{N_{t}}|^{2}}{e_{out}} \right)^{p} + \frac{\delta\mu_{in}}{2p}\sum\limits_{\mathit{inslice}}\left( \frac{|b_{N_{t}}|^{2} - 1}{e_{\mathit{in}}} \right)^{p}} \\
 & {+ \frac{\delta\mu_{p}}{p}\sum\limits_{\mathit{slices}}\sum\limits_{\mathit{inslice}}\left( \frac{\varphi - {\overline{\varphi}}_{l}}{e_{p}} \right)^{p}} \\
\end{array}$$subject to Equations ([(3)](#mrm27955-disp-0003){ref-type="disp-formula"}, [(4)](#mrm27955-disp-0004){ref-type="disp-formula"}, [(5)](#mrm27955-disp-0005){ref-type="disp-formula"}, [(6)](#mrm27955-disp-0006){ref-type="disp-formula"}, [(7)](#mrm27955-disp-0007){ref-type="disp-formula"}) and $$0 \leq r_{m} \leq r_{\text{max}},\qquad{|s_{m}|} \leq s_{\text{max}},\qquad - \pi \leq \vartheta_{m} \leq \pi,$$ $${\overset{\sim}{G}}_{s,m} = \Re{(F^{- 1}HF)}G_{s,m}.$$Therein, the first 2 terms of Equation [(11)](#mrm27955-disp-0011){ref-type="disp-formula"} constitute the time‐ and energy‐optimal cost function with weight $\mu_{\mathit{RF}}\, > \, 0$. The other terms are $L^{p}$‐penalization terms of the inequality constraints on the state variables where the exponent *p* is an positive even number (*P* \> 2) that is increased throughout the optimization to achieve $L^{\infty}$ like error behavior. The regularization parameters $\mu_{\mathit{RF}}$, $\mu_{G}$, $\mu_{out}$, $\mu_{in}$, $\mu_{p}\, > \, 0$ are adapted after every 20th optimization step to ensure balanced penalty terms.[21](#mrm27955-bib-0021){ref-type="ref"} This penalization method is needed here for coping with general inequality constraints. In contrast, the hardware limits on the controls Equation [(12)](#mrm27955-disp-0012){ref-type="disp-formula"} can be included efficiently by projection‐based semismooth Newton/quasi‐Newton methods without increasing the computational effort or introducing additional parameters. For detailed background on the treatment of the inequality constraints in this context we refer to.[21](#mrm27955-bib-0021){ref-type="ref"}, [22](#mrm27955-bib-0022){ref-type="ref"}

The maximal slice selective gradient amplitude $G_{\text{max}}$ and, the error bounds on the slice profile accuracy $e_{in}$, $e_{out}$ and the slice profile phase $e_{p}$ normalize the deviation to the desired state. For the sake of simplicity $e_{s}\, = \,\text{max}{(e_{in},\, e_{out})}$ will be used later on to define the magnitude error of $e_{in}$, $e_{out}$. Additionally, we track the SAR estimate (W/kg) $$SAR_{e} = \text{SAR}_{coileff}\, f_{p}\tau\sum\limits_{m = 1}^{N_{t}}r_{m}^{2},$$with a constant pulse rate $f_{p}$ (1/s) and coil efficiency $\text{SAR}_{coileff}$ (W/kg/*μ* $T^{2}$)[8](#mrm27955-bib-0008){ref-type="ref"} that impacts the weighting of $\mu_{\mathit{RF}}$.

The optimization is done with the bilevel method for time optimal control as presented in our previous work.[22](#mrm27955-bib-0022){ref-type="ref"} In particular, the lower level problem is solved for a fixed pulse duration employing adjoint‐based exact first derivatives and second derivatives supplied by a hybrid semismooth Newton/quasi‐Newton method with Broyden‐Fletcher‐Goldfarb‐Shanno (BFGS) update.[21](#mrm27955-bib-0021){ref-type="ref"} To extend the bilevel method to the GIRF inclusion, the linear transformation Equation [(13)](#mrm27955-disp-0013){ref-type="disp-formula"} is added prior to the Bloch simulation. According to the chain rule, this change is consistently transferred to the first derivatives.

3. METHODS {#mrm27955-sec-0010}
==========

This section describes the implementation and details of the proposed pulse design and the performed experimental validation.

3.1. Experimental setup {#mrm27955-sec-0011}
-----------------------

The methods described in this paper have been tested using 2 separate Philips 3T MR systems (both Achieva). Scanner 1 has an experimental 8‐channel body coil[30](#mrm27955-bib-0030){ref-type="ref"} with scan software capable of GIRF measurement using an image‐based procedure similar to.[31](#mrm27955-bib-0031){ref-type="ref"} Scanner 2 is a standard clinical system with 2‐port birdcage transmitter with software implementation of SMS imaging techniques. Since neither system had both capabilities, SMS imaging was performed by scanner 2 using pulses corrected for the GIRF measured from scanner 1. Though not ideal, prior experience suggests that the gradient performance of both systems is similar[17](#mrm27955-bib-0017){ref-type="ref"}; errors that may arise from assuming this equivalence will be discussed later.

Figure [1](#mrm27955-fig-0001){ref-type="fig"} depicts the idealized ($H_{i}$) and the measured transfer functions along the y ($H_{y}$) and z ($H_{z}$) direction with frequency resolution $\delta_{f}\, = \, 76.3$ Hz. The 2 measured GIRFs both have low‐pass characteristics but differ in cutoff frequency (4200 Hz for $H_{y}$ and 3750 Hz for $H_{z}$) where the magnitude response is reduced by a factor of $1/\sqrt{2}$. Moreover, the phase deviation potentially leads to a varying phase shift of different frequency components. The GIRF data and details about its application are publicly available (<https://github.com/mriphysics/reVERSE-GIRF>).

![Magnitude and phase angle of the idealized ($H_{i}$) and measured GIRF in y ($H_{y}$) and *z*‐direction ($H_{z}$)](MRM-83-561-g001){#mrm27955-fig-0001}

3.2. Pulse design {#mrm27955-sec-0012}
-----------------

The presented optimization approach is an extension of our preceding work[22](#mrm27955-bib-0022){ref-type="ref"} that can be downloaded from <https://github.com/rundar/mr.control>. The algorithm was implemented in MATLAB (The MathWorks, Inc., Natick) with pre‐compiled C‐based MEX files for an accelerated parallel solution (OpenMP) of all Bloch simulations and derivative computations. All calculations were done in parallel on the high‐performance computing cluster "RADON 1" (RICAM, Linz, Austria) using 1 node (2x Xeon E5‐2630v3 with in total 16 cores and 128 GB of RAM) for each case. All shown examples were designed for SMS refocusing assuming perfect spoiling with varying multiband factor (MB), time‐bandwidth‐product (TBWP), slice‐thickness (THK) and field of view (FOV). The global head SAR estimate $SAR_{e}$, see Equation [(14)](#mrm27955-disp-0014){ref-type="disp-formula"}, was computed with a fixed pulse frequency $f_{p}\, = \, 16.67$ 1/s and SAR efficiency $\text{SAR}_{coileff}\, = \, 0.25$ W/kg/μ$T^{2}$ for a representative 3T birdcage coil.[8](#mrm27955-bib-0008){ref-type="ref"} As testing was performed on the brain (see below), we adopted the head SAR limit of $\text{SAR}_{\text{max}}\, = \, 3.2$ W/kg.

The hardware constraints on the amplitudes of the RF $r_{\text{max}}\, = \, 13$ *μ*T, slice selective gradient $G_{\text{max}}\, = \, 30$ mT/m and its slew rate $s_{\text{max}}\, = \, 180$ T/m/s were chosen to comply with the experiments on Philips Achieva 3T MR systems with maximal hardware limits of 40 mT/m and 200 T/m/s (Philips Healthcare, Best, Netherlands). Additionally, the time discretization of the RF and $G_{s}$ shapes was set to the minimal gradient raster time τ = 6.4 μs of the previously mentioned MR systems and remains constant throughout the optimization. The iterative bilevel optimization was always initialized according to our preceding work,[22](#mrm27955-bib-0022){ref-type="ref"} with PINS[18](#mrm27955-bib-0018){ref-type="ref"} RF and $G_{s}$ shapes based on a SLR[29](#mrm27955-bib-0029){ref-type="ref"} sub‐pulse assuming a perfectly crushed SE with the parameters $d_{1}\, = \, 0.01/4$ and $d_{2} = 0.01/\sqrt{2}$. The resulting initial pulse durations ranged from *T* = 7.48 ms (MB = 3, TBWP = 2, THK = 2 mm and FOV = 120 mm) to *T* = 24.67 ms (MB = 5, TBWP = 4, THK = 1 mm and FOV = 120 mm). The error bounds of the deviation from the ideal refocusing profile were set to $e_{s}\, = \, 1 - 3$%.

One set of parameters (MB = 4, TBWP = 4, THK = 2 mm and FOV = 120 mm) was analyzed and compared in more detail to examine the impact of an idealized and measured GIRF on the proposed pulse design. For this purpose, we optimized 2 scenarios using the ideal unit response ($H_{i}$) and the measured GIRF along the *z*‐direction ($H_{z}$). Both optimization runs were initialized with the same PINS pulse. The 3 pulse candidates were evaluated and, following GIRF application ($H_{i}$ and $H_{z}$), were additionally compared with Bloch simulations. To examine the effect of time‐invariant $B_{0}$ and $B_{1}$ inhomogeneities on the optimized RF and ${\overset{\sim}{G}}_{s}$ shapes we computed Bloch simulations with a $B_{1}$ scaling of 75‐125% $B_{1}$ and an off‐resonance range of $\Delta B_{0}\, = \, \pm \, 200$ Hz. The impact of $\Delta B_{1}$ and $\Delta B_{0}$ on the refocusing profile was analyzed for 2 representative slices.

A second set of parameters (MB = 5, TBWP = 4, THK = 2 mm and FOV = 120 mm) was analyzed with different assumptions regarding phase constraints and using different GIRFs in pulse design and evaluation. Firstly, optimization was performed with and without constraints on the phase angle of the refocusing profile. For the former, the maximum allowed deviation of the phase angle from the mean phase was $e_{s}\, = \, 0.25$ rad per slice. In all other optimization scenarios, unless stated otherwise, explicit phase angle constraints were included to reduce the phase spread of the refocusing profiles. Secondly, we tested the effect of assuming an ideal gradient system ($H_{i}$). We then evaluated the optimized pulse and $G_{s}$ shape with measured GIRFs of different gradient directions ($H_{z}$, $H_{y}$ and $H_{\mathit{yz}}$) with $H_{\mathit{yz}}$ being the arithmetic mean of $H_{z}$ and $H_{y}$. Thirdly, we analyzed the impact of using different gradient axes in optimization and evaluation ($H_{z}$, $H_{y}$ and $H_{\mathit{yz}}$).

To test the influence of TBWP, MB, THK, and FOV on the proposed optimization method, pulses were computed for different parameter combinations (MB = 3‐8, TBWP = 2‐4, THK = 1‐5 mm and FOV = 90‐210 mm). The optimization was done with phase angle constraints for the ideal unit response ($H_{i}$) and measured GIRF ($H_{z}$).

3.3. Experimental validation {#mrm27955-sec-0013}
----------------------------

The numerical simulations were validated by phantom measurements using an 8‐channel head coil on scanner 1. Using 3 MB factors (MB = 3, 4 and 5), phantom measurements were performed to measure the slice profile of a crushed SE sequence. All other parameters (TBWP = 4, THK = 2 mm, FOV = 120 mm, $e_{s}\, = \, 1$% and $e_{p}\, = \, 0.025$ rad) were identical. For each MB factor 2 sequences were created using $H_{i}$ and $H_{z}$ optimized results. For excitation we computed SLR[29](#mrm27955-bib-0029){ref-type="ref"} based phase optimized superposition MB pulses with matching slice profiles.[32](#mrm27955-bib-0032){ref-type="ref"} The measurements of the slice profile were performed along the *z*‐direction (transversal) for a homogeneous bottle phantom filled with mineral oil. The sequence parameters were set to $T_{E}/T_{R}\, = \, 16/100$ ms, FOV = 140 × 140 mm, in‐plane resolution = 0.5 × 0.5 mm, matrix = 1024 × 1024). The slice profile measurements were corrected by an intensity profile of a sagittal single slice GRE reference measurement (THK = 2 mm) with the same sequence parameters.

In vivo scans of a healthy male volunteer were conducted using the same 8‐channel head coil on scanner 2.[17](#mrm27955-bib-0017){ref-type="ref"} Two optimized $H_{i}$ and $H_{z}$ RF pulses (MB = 4, TBWP = 4, THK = 2 mm, FOV = 120 mm, $e_{s}\, = \, 1$%, $e_{s}\, = \, 0.025$ rad) were scaled down by a factor of 9 to be used as low tip angle excitation pulses. The scaling was carried out only for the purpose of experimental demonstration. The optimized slice selective gradient shapes were adopted without alterations. Two GRE sequences with blipped‐CAIPI shift were created with $T_{E}/T_{R}\, = \, 11/200$ ms, FOV = 240 × 240 mm, in‐plane resolution = 0.75 × 0.75 mm, matrix = 480 × 480, CAIPI shift = 3. The aliased MB data were reconstructed with a SENSE‐based algorithm using ReconFrame (GyroTools GmbH, Zürich, Switzerland).

4. RESULTS {#mrm27955-sec-0014}
==========

This section demonstrates the compensation of gradient system imperfections for time optimal SMS refocusing with highly varying $G_{s}$ shapes with numerical simulations and experimental phantom and in vivo measurements on a 3T MR system.

4.1. Simulations {#mrm27955-sec-0015}
----------------

The 3 columns in Figure [2](#mrm27955-fig-0002){ref-type="fig"} correspond to the PINS initial, $H_{i}$ and $H_{z}$ optimized results. Descending the RF and slew rate of $G_{s}$ together with $G_{s}$ and the filtered ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ shapes and the corresponding simulated refocusing profiles (MB = 4, TBWP = 4, THK = 2 mm and FOV = 120 mm) are displayed. The overall duration of the optimized results reduced from 17.41 ms (PINS initial) to 3.46 ms (optimized assuming an ideal uniform response $H_{i}$) and 3.78 ms (optimized with the measured GIRF along the *z*‐direction $H_{z}$). The point‐wise constraints on the RF and $G_{s}$ amplitudes as well as on the refocusing profile are depicted by black dotted lines. It can be seen that the optimized RF and $G_{s}$ waveforms often attain the bound constraints for the control variables (RF amplitude and $G_{s}$ slew rate). Although not shown, the optimization runs were performed with explicit constraints on the phase spread of the refocusing profiles ($e_{p}\, = \, 0.025$ rad). The simulated refocusing profiles for the $G_{s}$ and ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ shapes of the PINS initial resulted in a slice shift of 0.2 mm for the outermost slice, see bottom row of Figure [2](#mrm27955-fig-0002){ref-type="fig"}. In contrast, the impact of $H_{z}$ on the $G_{s}$ waveform was considerably more pronounced for the optimized cases. The fourth row depicts the slice profiles either without filtering (blue curve, using $H_{i}$) or with realistic $H_{z}$ filtering (orange curve). The classical optimized case (column 2) results in distorted refocusing profiles for ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ (orange curve). This is most noticeable in row 5, which displays a magnified view of the outermost slice. Inclusion of $H_{z}$ in the optimization led to complete compensation of slice profile degeneration, as seen in column 3, where the simulated refocusing profile (orange line) precisely fulfills the prescribed constraints on the refocusing profile.

![Impact of the measured GIRF $H_{z}$, see Figure 1, on 3 different slice selective gradient shapes and simulated refocusing profiles. Column 1 depicts the PINS initial used as an educated guess to initialize the $H_{i}$ (column 2) and $H_{z}$ (column 3) optimization (with constraints on the phase angle of the refocusing profile). Row 1 depicts the RF pulse and row 2 depicts the slew rate of the slice selective gradient. Row 3 depicts the slice selective gradient shapes before ($G_{s}$ in blue) and after convolution with the $H_{z}$ GIRF (${{\overset{\sim}{G}}_{s}}^{H_{z}}$ in orange) together with the magnitude constraints (dotted black). Rows 4 and 5 show the simulated refocusing profiles $|b_{N_{t}}{{(z)}|}^{2}$ before (blue) and after convolution with the $H_{z}$ GIRF (orange) together with the spatial magnitude constraints (dotted black). Note that in the center column the blue curve performs as expected and the orange curve shows substantial damage. In the third column the reverse is the case, with the orange curve following the desired performance](MRM-83-561-g002){#mrm27955-fig-0002}

Figure [3](#mrm27955-fig-0003){ref-type="fig"} depicts refocusing profiles for a $B_{1}$ variation of 85‐125% (column 1 and 2) and $B_{0}$ offset range of ±200 Hz (column 3 and 4) for 2 representative slices. The other 2 slices showed similar results. The simulations were performed with the ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ shapes shown in Figure [2](#mrm27955-fig-0002){ref-type="fig"}. The inclusion of the realistic $H_{z}$ filtering in the last row improves the slice profiles over the entire simulated $B_{0}/B_{1}$ range, especially for the outermost slice.

![Simulated refocusing profiles $|b_{N_{t}}{{(z)}|}^{2}$ for a variation in the $B_{0}$ off‐resonance and $B_{1}$ inhomogeneity using the $H_{z}$ filtered slice selective gradient shapes ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ shown in Figure [2](#mrm27955-fig-0002){ref-type="fig"}. Columns 1 and 3 show a magnified view of to the outermost slice and columns 2 and 4 show a magnified view to a central slice. The other 2 slices result in similar refocusing patterns](MRM-83-561-g003){#mrm27955-fig-0003}

Figure [4](#mrm27955-fig-0004){ref-type="fig"} compares the impact of constrained phase angles of the refocusing profiles for 1 representative example (MB = 5, TBWP = 4, THK = 2 mm, FOV = 120 mm, $e_{s}\, = \, 2$%). Row 1 shows the $H_{z}$ optimized result without phase angle constraints and row 2 shows the $H_{z}$ optimized result with an allowed phase deviation $e_{p}\, = \, 0.025$ rad. There are only minor differences in the magnitude of the refocusing profiles (column 2). The consideration of the phase angle, however, resulted in a much less pronounced phase deviation with slightly longer pulse durations (3.69 ms compared to 3.58 ms without a phase angle constraint).

![Comparison of 2 $H_{z}$ GIRF optimized MB = 5 examples with and without a distinct constraint on the phase spread of the refocusing profile with otherwise identical parameters. Column 2 shows an enlargement of 6 mm to demonstrate the simulated refocusing profiles $|b_{N_{t}}{{(z)}|}^{2}$ and Column 3 shows an enlargement of 6 mm to see the phase spread $\arg(b_{N_{t}}{(z)}^{2})$ of each slice](MRM-83-561-g004){#mrm27955-fig-0004}

Next, we investigated the impact of different slice orientations. Figure [5](#mrm27955-fig-0005){ref-type="fig"} shows the $H_{z}$ optimized example of Figure [4](#mrm27955-fig-0004){ref-type="fig"} filtered with $H_{y}$ (column 1) and an optimized example using an averaged transfer function ($H_{\mathit{yz}}$) filtered with $H_{y}$ (column 2) and $H_{z}$ (column 3). The appearance of the different gradient shapes was similar across all optimized results. Regarding the different gradient directions, only small changes were observed for the simulated slice profiles. Again, the differences were less pronounced for the central slices.

![Comparison of 2 $H_{z}$ and $H_{\mathit{yz}}$ optimized MB = 5 examples filtered for different GIRF directions before Bloch simulation. Column 1 shows the $H_{y}$ filtered result for the $H_{z}$ optimized example shown in Figure 5. Columns 2 and 3 show the $H_{y}$ and $H_{z}$ filtered result for the $H_{\mathit{yz}}$ (average of $H_{y}$ and $H_{z}$) optimized example. Row 2 shows an enlargement of 6 mm to demonstrate the simulated refocusing profiles $|b_{N_{t}}{{(z)}|}^{2}$ and Column 3 shows an enlargement of 6 mm to see the phase spread $\arg(b_{N_{t}}{(z)}^{2})$ of each slice](MRM-83-561-g005){#mrm27955-fig-0005}

Table [1](#mrm27955-tbl-0001){ref-type="table"} summarizes the performance of optimized pulse candidates (MB = 5) for different gradient directions with and without explicit phase constraints for different GIRF directions. The table compares maximal slice ($e_{s}$) and phase errors ($e_{p}$) of the refocusing profile using the $H_{z}$ filtered slice selective gradient ${{\overset{\sim}{G}}_{s}}^{H_{z}}$, SAR estimates $SAR_{e}$ and the pulse duration *T*. The maximal refocusing profile deviation increases, compared to the 2% refocusing error constraint used in the optimization, to roughly 18% for the $H_{y}$ optimized case evaluated with the $H_{z}$ GIRF. The use of an averaged GIRF $H_{\mathit{yz}}$ in the optimization results in an intermediate case with a low slice profile error for both gradient directions. The evaluation of the refocusing accuracy with respect to $H_{y}$ and $H_{\mathit{yz}}$ is summarized in Supporting Information Table [S1](#mrm27955-sup-0001){ref-type="supplementary-material"}.

###### 

Performance of initial and optimized SMS refocusing pulses (MB = 5, TBWP = 4, THK = 2 mm and FOV = 120 mm) for different GIRF directions ($H_{y}$, $H_{z}$ and $H_{\mathit{yz}}$) with and without constraints on the phase angle of the refocusing profiles

  Initial                     GIRF                          Max $|e_{s}|$ a.u.   Max $|e_{p}|$ rad   $SAR_{e}$ W/kg   *T* ms
  --------------------------- ----------------------------- -------------------- ------------------- ---------------- --------
  Without phase constraints   $H_{i}$ optimized             0.944                1.108               1.84             3.29
                              $H_{y}$ optimized             0.182                1.539               1.98             3.76
                              $H_{z}$ optimized             0.020                2.263               1.93             3.58
                              $H_{\mathit{yz}}$ optimized   0.087                0.746               1.86             3.60
  With phase constraints      $H_{i}$ optimized             0.923                0.675               1.65             3.42
                              $H_{y}$ optimized             0.138                0.053               1.82             3.64
                              $H_{z}$ optimized             0.020                0.024               1.86             3.69
                              $H_{\mathit{yz}}$ optimized   0.069                0.031               1.89             3.63

All pulses are evaluated using the $H_{z}$ GIRF filtered slice selective gradient ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ to analyze the influence of the GIRF direction. Depicted are the GIRF used in the optimization, maximal refocusing profile ($e_{s}$) and phase ($e_{p}$) errors, the SAR estimate ($SAR_{e}$) and the overall pulse duration (*T*). Examples of this table are also used in Figures [4](#mrm27955-fig-0004){ref-type="fig"} and [5](#mrm27955-fig-0005){ref-type="fig"} for further analysis.

John Wiley & Sons, Ltd

Finally, we investigated the influence of different parameters (TBWP, MB, THK, and FOV) on the proposed GIRF‐corrected pulse design method. The optimization robustly computed short pulse candidates that fulfilled all prescribed constraints. The performance of all $H_{i}$ and $H_{z}$ optimized results are summarized in Figure [6](#mrm27955-fig-0006){ref-type="fig"} showing the optimized pulse durations in comparison with the PINS pulse durations. More details of all optimized examples are given in Supporting Information Table [S2](#mrm27955-sup-0001){ref-type="supplementary-material"} and Supporting Information Figures [S1](#mrm27955-sup-0001){ref-type="supplementary-material"}‐[S4](#mrm27955-sup-0001){ref-type="supplementary-material"}. For the sake of clarity, the following results were documented for the $H_{z}$ optimized results only since the $H_{i}$ optimized results behave similarly. The pulse duration of the optimized results ranged from 3.19 ms to 3.90 ms (MB = 3‐7), 2.16 ms to 3.19 ms (TBWP = 2‐4), 2.78 ms to 5.04 ms (THK = 1‐5 mm) and 3.12 ms to 3.84 ms (FOV = 90‐210 mm). Supporting Information Figures [S1](#mrm27955-sup-0001){ref-type="supplementary-material"}‐[S4](#mrm27955-sup-0001){ref-type="supplementary-material"} depict 3 optimized results for each parameter variation. The average computation time of all $H_{i}$ and $H_{z}$ optimized pulses is approximately 30 minutes on the hardware described above.

![Overview of the initial PINS and the $H_{i}$ and $H_{z}$ optimized pulse durations for a variation of different parameters including time bandwidth product (TBWP), multiband factor (MB), slice thickness (THK), and field of view (FOV). A more detailed overview and description of the different examples is given in Supporting Information Figures [S1](#mrm27955-sup-0001){ref-type="supplementary-material"}‐[S4](#mrm27955-sup-0001){ref-type="supplementary-material"} and Supporting Information Table [S2](#mrm27955-sup-0001){ref-type="supplementary-material"}](MRM-83-561-g006){#mrm27955-fig-0006}

4.2. Experiments {#mrm27955-sec-0016}
----------------

Figure [7](#mrm27955-fig-0007){ref-type="fig"} shows the simulated and experimentally measured SE profiles on scanner 1 for 3 $H_{i}$ and $H_{z}$ optimized refocusing pulses with varying MB factor (3, 4 and 5). Results related to MB = 4 are also shown in Figure [2](#mrm27955-fig-0002){ref-type="fig"}. The measured slice profile of all experiments matched simulated results and showed the expected slice profile distortions for the $H_{i}$ optimized candidates. These distortions are corrected in the case of $H_{z}$ optimization.

![Simulated and measured SE phantom data of $H_{i}$ (blue) and $H_{z}$ (orange) optimized MB = 3, MB = 4, see Figure [2](#mrm27955-fig-0002){ref-type="fig"}, and MB = 5 results on scanner 1. The first and last row shows an enlargement of 6 mm of the simulated and measured slice profiles](MRM-83-561-g007){#mrm27955-fig-0007}

Figure [8](#mrm27955-fig-0008){ref-type="fig"} shows acquired in vivo gradient echo (GRE) images. As previously mentioned, the $H_{i}$ and $H_{z}$ optimized RF pulses were scaled to enable their use as low tip excitation pulses and to perform the scans on a scanner 2 with a GIRF not identical but close to $H_{z}$. Supporting Information Figure [S5](#mrm27955-sup-0001){ref-type="supplementary-material"} shows the expected performance of the 9x‐downscaled RF pulses in the excitation regime using the GIRF of scanner 1. The simulated excitation profiles were evaluated in terms of the flip angle $\sin^{- 1}{(|2}a_{N_{t}}{(z)}b_{N_{t}}{(z)}^{*}{|)}$. The inclusion of the GIRF compensates slice profile distortions and results in clean slice profiles with a flip angle of $20^{\circ}$. Compared to Figure [2](#mrm27955-fig-0002){ref-type="fig"} there is an increased but still moderate error below 3%. The predicted signal recovery of the outer slices is in good accordance with the observed in vivo results. The reconstructed and separated in‐vivo images on scanner 2 show a clear signal reduction for the outer slices, which is compensated using the $H_{z}$ optimized waveforms. Furthermore, the $H_{z}$ optimized waveforms have the advantage of reduced residual slices outside the field of view (not shown). The residual slices of the $H_{i}$ optimized pulses resulted in signal crosstalk, as displayed in the center of the third slice (Figure [8](#mrm27955-fig-0008){ref-type="fig"}). In contrast, the use of $H_{z}$ optimized waveforms results in the desired consistent signal intensity.

![Reconstructed in vivo GRE acquisitions on scanner 2 using scaled MB = 4 RF pulses, see Figure [2](#mrm27955-fig-0002){ref-type="fig"}, to achieve a nominal flip angle of 20$\circ$. The $H_{i}$ optimized RF pulses result in distorted slice profiles of the outer slices, which lead to a reduction in acquired signal. The $H_{z}$ optimized RF pulses correct for this and consistent signal is achieved in all 4 slices](MRM-83-561-g008){#mrm27955-fig-0008}

5. DISCUSSION {#mrm27955-sec-0017}
=============

The inclusion of system specific hardware and safety constraints allows direct design of short SMS refocusing pulses to reduce $T_{E}$ or echo spacing of existing clinically relevant SE sequences.[8](#mrm27955-bib-0008){ref-type="ref"} The achieved accuracy of highly fluctuating time optimal slice selective gradient shapes further depends on the performance of the gradient system and leads to the desired results only for gradient systems with a sufficiently high bandwidth.[22](#mrm27955-bib-0022){ref-type="ref"} In this work, we therefore presented an extension of the optimal control framework[21](#mrm27955-bib-0021){ref-type="ref"}, [22](#mrm27955-bib-0022){ref-type="ref"} to correct for spatially linear gradient system imperfections in the pulse design. The inclusion of a measured GIRF[23](#mrm27955-bib-0023){ref-type="ref"} in the optimization framework resulted in pre‐emphasized $G_{s}$ shapes that compensate for gradient system imperfections and that can be implemented without additional post‐processing. The proposed framework is flexible in the optimization goal and allows for a tailored balance between a short pulse duration, small slice profile deviations, and RF power requirements. The presented GIRF‐corrected SMS pulse design method robustly delivered short refocusing pulses for a variety of design parameters (MB factors, TBWP, THK, and FOV).

The various SMS refocusing cases presented in this work are typical configurations where the minimal pulse duration is limited by peak RF, $G_{s}$ and slew rate amplitudes as well as the overall RF power. The hardware constraints and the measured GIRF chosen matched the 3T MR system used for experimental validation. These constraint values are input parameters and can be adapted to match different MR hardware. To achieve the best results with respect to the minimal pulse duration and refocusing accuracy it is therefore highly recommended to use the vendor specific hardware limitations and a GIRF that describes the gradient system and direction used.

The GIRF model predicts the actual slice selective gradient shape ${\overset{\sim}{G}}_{s}$ generated inside of the MR scanner\'s bore for a given demanded $G_{s}$ shape.[23](#mrm27955-bib-0023){ref-type="ref"} In contrast to an idealized GIRF $H_{i}$, the low‐pass character of the measured $H_{y}$ and $H_{z}$, see Figure [1](#mrm27955-fig-0001){ref-type="fig"}, suppresses higher frequency components and results in smoothed $G_{s}$ shapes. It is important to mention that the GIRF models the gradient transfer function of a specific scanner model and gradient direction. Therefore, the GIRF varies for different gradient directions and substantially between models and vendors. Additional phase delays further result in temporal mismatches between RF and ${\overset{\sim}{G}}_{s}$ shape. As a consequence, the refocusing pattern is changed and the refocusing accuracy may be reduced for highly varying $G_{s}$ shapes. The GIRF alterations can be iteratively corrected for a given RF and $G_{s}$ shape[33](#mrm27955-bib-0033){ref-type="ref"} or reduced limiting the $G_{s}$ frequency content.[17](#mrm27955-bib-0017){ref-type="ref"} These methods, however, do not guarantee compliance with respect to the hardware constraints. Alternatively, the presented direct inclusion of the measured GIRF in the optimization compensated for gradient imperfections and resulted in a matched RF pulse that is linked to the filtered slice selective gradient shape ${\overset{\sim}{G}}_{s}$. Moreover, the unfiltered $G_{s}$ shapes are designed to exactly fulfill the prescribed hardware constraints to avoid any additional rescaling. We did not face any stability problems related to the use of an inverted GIRF in any of our optimization runs. The experiments show that this is beneficial for the practical performance of highly modulated slice selective gradient shapes in the presence of a limited gradient bandwidth.

To avoid additional known RF distortions associated with rapidly varying complex‐valued RF pulses[32](#mrm27955-bib-0032){ref-type="ref"} we designed real valued RF pulses. In addition, we used the minimal gradient raster time of the MR system used for experimental validation (τ = 6.4 ms) to define both $G_{s}$ and RF waveform. Since the RF amplifier system is expected to have a much higher bandwidth compared to the gradient system, we did not expect significant alteration of the optimized RF shapes. We also assumed an idealized RF system for all experiments. It would be straightforward to include LTI RF system imperfections into the optimization framework analogously to the GIRF model, or to include additional slew rate constraints on the RF amplitude. For all our experiments we utilized the existing vendor RF non‐linearity correction prescan, which updated RF waveforms on a per scan basis. The residual imperfections in the RF waveforms were not directly measured, however, recently developed methods could be employed for this purpose and utilized to further refine the pre‐compensation of RF waveforms.[34](#mrm27955-bib-0034){ref-type="ref"}, [35](#mrm27955-bib-0035){ref-type="ref"}

The optimization of all shown examples started with PINS[18](#mrm27955-bib-0018){ref-type="ref"} RF pulses and blipped $G_{s}$ shapes that fulfill all given constraints. The use of PINS initials proved robust at yielding short pulse candidates for a large variation of parameters. This is in good accordance with our previous work on the design of SMS refocusing pulses without GIRF correction.[22](#mrm27955-bib-0022){ref-type="ref"}

Two representative cases (MB = 4 and MB = 5) were investigated in more detail. The low‐pass character and the frequency dependent phase delay of $H_{z}$ resulted in a smoothed and partly time‐shifted slice selective gradient shape. These alterations changed the temporal alignment with the optimized RF shape and resulted in degraded slice profiles, especially for the slices farther away from the isocenter. In contrast, there was a much smaller discrepancy in the refocusing profile closer to the isocenter. These alterations, however, could be corrected with the proposed $H_{z}$ GIRF incorporation during the optimization. Interestingly, the unfiltered $G_{s}$ shapes optimized with the ideal and measured GIRF had a similar visual appearance and a comparable frequency range. The still high slice selective gradient fluctuations come with the disadvantage of an increased gradient demand and mechanical vibrations. However, we did not face any problems with peripheral nerve stimulation in any of our experimental scans.

The inclusion of $H_{z}$ created a pre‐distorted slice selective gradient shape that compensates the GIRF low‐pass and phase characteristics and removed the undesired slice profile degradations.

This clear advantage comes with a price of slightly increased minimal pulse durations and SAR estimates. It should be noted, that the optimized global head SAR estimate is far from the used global head SAR constraint of 3.2 W/kg. The unconstrained phase spread problem has more freedom and therefore more local solutions with a shorter pulse duration. However, there is only a minor increase in the pulse duration when adding explicit phase spread constraints to each refocusing slice. Moreover, the combination of explicit phase constraints and $H_{z}$ resulted in only a slightly longer pulse duration with a vast reduction compared to the initial guess.

The robustness of the $H_{z}$ filtered initial guess and optimized pulses (MB = 4) with respect to time invariant and static $B_{0}$ and $B_{1}$ variations were investigated after the iterative design process with numerical Bloch simulations, see Figure [3](#mrm27955-fig-0003){ref-type="fig"}. The reduced durations of the optimized pulses lead to lower slice displacement, but a higher $B_{0}$ sensitivity as a result of the variable k‐space velocity. The $H_{z}$ optimized and $H_{z}$ filtered results provide stable refocusing profiles in the range of ±150 Hz, which is in good agreement with time optimal results that assumed an idealized GIRF.[22](#mrm27955-bib-0022){ref-type="ref"} Depending on the application more robust pulses may be required. Therefore, an inclusion of $B_{0}$/$B_{1}$ robustness into the optimization framework will be focus of future work.

The different gradient coil design of longitudinal (*z*‐direction) and transversal (*y*‐direction) leads to a slightly different GIRF for each direction. To achieve the best accuracy, the GIRF used in the optimization should fit with the gradient direction of the MR experiment. Nevertheless, there are only small differences between $H_{y}$ and $H_{z}$, see Figure [1](#mrm27955-fig-0001){ref-type="fig"}. This directly translated to the numerical Bloch simulations using a different GIRF for optimization and simulation with only small slice profile deviations, see Figure [5](#mrm27955-fig-0005){ref-type="fig"}. If the gradient direction is unknown prior to optimization, an averaged GIRF of different gradient directions could be used. This intermediate case results in smaller maximal slice profile deviations compared to use of a single distinct GIRF in the optimization and evaluation.

For validation we have performed 2 different experiments on 2 different MR systems of the same model. The phantom experiments clearly show the beneficial effects of the incorporated GIRF correction. Because of software limitations we used the GIRF measured from 1 MR system to correct pulses applied to another. The in vivo demonstration was further limited to gradient echo measurements. To comply with this restriction we used 9x‐downscaled refocusing pulses and applied them as excitation pulses. The performance of the scaled pulses was estimated with Bloch simulations in the excitation regime (${|2a}b^{*}|$). Although the pulses were designed with respect to the crushed refocusing profile ($|b^{2}|$) it is reasonable to expect clean excitation slice profiles. Moreover, distorted slice profiles are recovered using the proposed design method. This is in good accordance with the observed in vivo results acquired on system 2. The good experimental performance implies that the gradient systems do have similar frequency responses, which we have observed before.[17](#mrm27955-bib-0017){ref-type="ref"} However, more work is needed to understand the limits of using generic GIRFs to improve the applicability of the proposed method.

The proposed GIRF compensated design method was tested for various parameters including different MB factors (3−8), TBWP (2−4), THK (1−5 mm), FOV (90−210 mm), phase angle constraints and gradient directions.

In addition to the uniform signal strength, the GIRF‐corrected pulse design results in an additional reduction of residual slices outside the FOV. This reduction of aliased slices is in agreement with previously published work.[17](#mrm27955-bib-0017){ref-type="ref"}

The proposed method provides a new approach for GIRF‐corrected RF pulse design. The incorporation of the GIRF into the optimization framework generates a pre‐emphasized $G_{s}$ shape and a matched RF pulse that can be applied to further push the limits of SMS sequences such as clinically important turbo spin echo (TSE) based sequences,[36](#mrm27955-bib-0036){ref-type="ref"} functional imaging[37](#mrm27955-bib-0037){ref-type="ref"} or short SE diffusion applications.[38](#mrm27955-bib-0038){ref-type="ref"}

6. CONCLUSIONS {#mrm27955-sec-0018}
==============

The inclusion of a hardware specific GIRF into the optimal control framework provides compensation of limited gradient performance and yields distinct refocusing slices, even for minimum duration RF and rapidly changing Gs shapes.

Supporting information
======================

###### 

**FIGURE S1** Comparison of optimized results with different MB factors (3−7) with fixed THK = 2 mm, TBWP = 4 and FOV = 120 mm. Row 1 shows the optimized slice selective gradient shapes before ($G_{s}$) and after convolution with the GIRF (${{\overset{\sim}{G}}_{s}}^{H_{z}}$). Row 2 shows an enlargement of 4 mm of the simulated refocusing profiles ${|b{(z)}|}^{2}$ and row 3 shows the phase angle $\arg(b_{N_{t}}{(z)}^{2})$ of each slice (range of 4 mm) after GIRF convolution

**FIGURE S2** Comparison of optimized results with different TBWP factors (2.5‐3.5) with fixed MB = 3, THK = 2 mm and FOV = 120 mm. Row 1 shows the optimized slice selective gradient shapes before ($G_{s}$) and after convolution with the GIRF (${{\overset{\sim}{G}}_{s}}^{H_{z}}$). Row 2 shows an enlargement of 4 mm of the simulated refocusing profiles ${|b{(z)}|}^{2}$ and row 3 shows the phase angle $\arg(b_{N_{t}}{(z)}^{2})$ of each slice (range of 4 mm) after GIRF convolution

**FIGURE S3** Comparison of optimized results with different THK (5‐1 mm) with fixed MB = 5, TBWP = 4 and FOV = 120 mm. Row 1 shows the optimized slice selective gradient shapes before ($G_{s}$) and after convolution with the GIRF (${{\overset{\sim}{G}}_{s}}^{H_{z}}$). Row 2 shows an enlargement of 8 mm of the simulated refocusing profiles ${|b{(z)}|}^{2}$ and row 3 shows the phase angle $\arg(b_{N_{t}}{(z)}^{2})$ of each slice (range of 8 mm) after GIRF convolution

**FIGURE S4** Comparison of optimized results with different field of view (FOV = 90‐210 mm) with fixed MB = 3, TBWP = 4 and THK = 2 mm. Row 1 shows the optimized slice selective gradient shapes before ($G_{s}$) and after convolution with the GIRF (${{\overset{\sim}{G}}_{s}}^{H_{z}}$). Row 2 shows an enlargement of 4 mm of the simulated refocusing profiles ${|b{(z)}|}^{2}$ and row 3 shows the phase angle $\arg(b_{N_{t}}{(z)}^{2})$ of each slice (range of 4 mm) after GIRF convolution

**FIGURE S5** Simulated excitation profiles of 9x‐downscaled $H_{i}$ and $H_{z}$ optimized refocusing pulses, shown in Figure [2](#mrm27955-fig-0002){ref-type="fig"}. The excitation profiles are depicted in terms of the flip angle $\sin^{- 1}{(|2}a_{N_{t}}{(z)}b_{N_{t}}{(z)}^{*}{|)}$. Note that despite the pulses have been optimized with respect to the refocusing profile $|b_{N_{t}}{{(z)}|}^{2}$ the 9x‐downscaled pulses result in clean slice profiles with a $20^{\circ}$ flip angle. The pulses are evaluated using the $H_{z}$ GIRF (scanner 1) filtered slice selective gradient ${{\overset{\sim}{G}}_{s}}^{H_{z}}$. The $H_{z}$ optimized pulse recovers the lower signal of the outer slices which is in accordance with the observed in‐vivo results in Figure [8](#mrm27955-fig-0008){ref-type="fig"}

**TABLE S1** Performance of optimized SMS refocusing pulses (MB = 5, TBWP = 4, THK = 2 mm and FOV = 120 mm) for different GIRF directions ($H_{y}$, $H_{z}$ and $H_{\mathit{yz}}$) with and without constraints on the phase angle of the refocusing profiles. All pulses are evaluated using the $H_{y}$ and $H_{\mathit{yz}}$ GIRF filtered slice selective gradient ${{\overset{\sim}{G}}_{s}}^{H_{z}}$ and ${{\overset{\sim}{G}}_{s}}^{H_{\mathit{yz}}}$ to analyze the influence of the GIRF direction. Depicted are the GIRF used in the optimization, maximal refocusing profile ($e_{s}$) and phase ($e_{p}$) errors

**TABLE S2** Performance of initial and optimized results with varying TBWP = 2‐4, MB= 3‐8 factor, THK = 1‐5 mm and FOV = 90‐210 mm. The optimization is done with the measured GIRF along the *z*‐direction ($H_{z}$) with explicit phase constraints. The slice and phase errors are evaluated after Bloch simulation with the GIRF filtered slice selective gradient shape ${{\overset{\sim}{G}}_{s}}^{H_{z}}$. Parameters used: maximal refocusing slice ($e_{s}$) and phase ($e_{p}$) errors, the SAR estimate ($SAR_{e}$) and the overall pulse duration (*T*)

###### 

Click here for additional data file.
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