Exercises-topics by Cattabriga, Alessia
The vector space Rn
Linear algebra course
1) Verify, giving a proof of it, if the following subset W is or is not a subspace
of V , with the usual operations of sum and scalar product.
a) W = {(x, y, z) ∈ R3 | x ≥ 0}, V = R3.
b) W = {(x, y, z, t) ∈ R4 | y = x2}, V = R4.
c) W = {c (2, 1, 0) | c ∈ R}, V = R3.
d) W = {(x, y, z, t) ∈ R4 | x+ y + z = 0}, V = R4.
e) W = {(x, y, z, t) ∈ R4 | x+ y + z = 1}, V = R4.
2) Say if the following subset X of the vector space V is or is not linearly
independent and compute the dimension of its span. Moreover, in the affir-
mative case complete X with vectors in order to get a basis of V , while in
the negative case express one of its vectors as a linear combination of the
others.
a) V = R3 X = {(3, 2, 1), (1, 4,−3), (−1,−1, 0)}.
b) V = R5 X = {(2, 0,−1, 0, 0), (1, 1, 1,−2, 0), (3, 1, 1, 1, 0)}.
c) V = R4 X = {(1, 2, 1, 0), (1, 2, 0, 0), (0, 0, 0, 1)}.
d) V = R4 X = {(0, 2, 1,−4), (0, 1,−2,−4), (0, 2, 6, 0)}.
e) V = R3 X = {(0, 5, 7), (−3, 4, 6), (3, 6, 8), (3, 1, 1)}.
3) Check whether the vector v is or not linear combination of the vectors
of X. In the affirmative case, find the coefficients of the linear combination.
a) v = (2, 1, 0,−2) ∈ R4, X = {(1, 0, 0,−1), (1, 1, 0,−1), (0, 0,−2, 1)}.
b) v = (3,−3, 0) ∈ R3, X = {(2, 0, 1), (1, 1, 2), (0,−1, 0)}.
c) v = (1, 1, 1, 1) ∈ R4, X = {(0, 0, 0, 1), (2, 1, 1, 1), (0, 1, 0, 0), (2, 2, 1, 1)}.
d) v = (1, 0) ∈ R2, X = {(2, 2), (0, 1), (2, 1)}
Matrices and Systems
Linear algebra course
1) Compute the product of the matrices AC, BA, CB, where
A =

1 2 0 1
0 3 2 −1
−1 −2 1 −2
1 5 2 1
 , B =
 1 2 −1 01 4 1 −2
1 3 0 0
 , C =

−1 2 1
0 2 0
−2 2 2
3 −6 −3
 .
2) Compute the determinant and, in the case it exists, the inverse of the
following matrices
A =
 2 0 1−1 1 3
3 2 −2
 B =
 0 5 −32 12 −4
1 1 1

C =

1 0 0 1
2 1 1 0
1 2 1 3
4 3 2 4
 D =

1 1 1 2
1 2 −1 0
0 0 0 2
1 3 −1 0

E =
(
1 −1
−2 −2
)
F =
 3 1 −10 −1 1
0 0 −3

3) Let A,B,C be the matrices defined in exercise 1). Compute the rank
and find a basis for the columns space of the following matrices: A, B, C,
AC, BA, CB.
4) Solve the following linear systems with real coefficients
a)

1 0 1 0
1 2 −1 0
2 −3 1 −1
0 2 −1 3
 ·

x
y
z
t
 =

1
2
−1
0
 .
b)

x+ y − 2z + t = 1
3x+ 2y − z + 6t = 4
y − z + t = 0
3z + 4t = 3
x, y, z, t ∈ R.
c)

3x1 − x2 + x3 = 3
x1 + x2 − 2x3 − 2x4 = 0
2x2 + x3 − 3x4 = 3
x1 − x2 + 6x3 + x4 = 6
2x2 − 2x3 − 3x4 = 0
x1, x2, x3, x4 ∈ R.
d)

3x+ y + z = 1
−5x+ y − z = 1
x+ 3y + z = 0
x, y, z ∈ R.
e)

3x+ y + z + w = 0
z + w = 0
−3x− y = 0
6x+ 2y + 3z + 3w = 0
x, y, z, w ∈ R.
Inner products and least square
method
Linear Algebra Course
1) In R3 equipped with the standard inner product, letW = span((1, 1, 1), (2, 1, 0)).
a) Find an orthogonal basis for W .
b) Find a Cartesian representation and a basis for W⊥.
c) Find the orthogonal projection of (0, 0,−1) onto W and onto W⊥.
d) Find the distance from (0, 0,−1) to W and to W⊥.
2) In R4 equipped with the standard inner product, consider the subspace
W :

x1 + 3x2 + x3 + x4 = 0
x1 + x2 + x4 = 0
2x3 − x4 = 0
2x1 + 4x2 + 3x3 + x4 = 0
a) Find a basis for W and for W⊥.
b) Find an orthonormal basis for Wand a parametric representation for
W⊥.
3) In R4 letW = span((1, 1, 1, 0), (0, 1,−1, 0), (1, 0, 0, 0)) and v = (4, 5, 3, 7).
a) Find the projection of v onto W .
b) Find the distance from v to W .
4) Let Ax = b be a linear system, where
A =
 2 20 2
1 1
 and b =
 12
1
 .
a) Prove that the system is impossible.
b) Find the least square solution of the system.
5) Let Ax = b be a linear system, where
A =

1 0 3
0 1 2
1 0 3
0 1 2
 and b =

0
1
0
0
 .
Find the least square solution of the system.
Linear transformations and
endomorphisms
Linear Algebra Course
1) In each of the following cases, given the linear transformation T : V → W ,
find: the matrix A canonically representing T (i.e. the one such that T = TA),
a basis and the dimension of kerTA, a basis and the dimension of Im TA and
T−1A (w), where w ∈ W .
a) T : R3 → R3 defined by
TA(x, y, z) =
 1 1 12 1 1
1 1 0
 xy
z
 ,
w = (1, 1, 1).
b) T : R4 −→ R5 defined by
T (x, y, z, t) = (3x+ 2y, x+ y, 6x+ 2t, x+ z, 6y − 2t+ x),
w = (0, 0, 0, 0, 1).
c) T : R3 → R2 defined by
T (1, 0, 0) = (−1, 0) T (0, 1, 0) = (−16,−5) T (0, 0, 1) = (7, 2),
w = (3, 1).
2) Given the matrix A with real entries, find its characteristic polynomial
and the eigenvalues. Verify if A is diagonalizable by similarity. In the affir-
mative case, compute an eigenvector matrix E and an eigenvalue (diagonal)
matrix D such that D = E−1AE.
a) A =
(
3 1
−2 0
)
.
b) A =
 1 0 −3−4 2 0
1 0 −3
 .
c) A =
 5 −5 −12 1 0
−2 0 1
 .
d) A =

3 −4 0 4
1/2 −2 1/2 3/2
−7/2 3 −1/2 −5/2
1/2 −1 1/2 1/2
 .
e) A =

3 2 1 0
0 3 −1 0
0 0 4 0
0 1 1 3
 .
3) In each of the following cases, given the endomorphism T : V → V , find
the eigenvalues and determine a minimal Cartesian representation for each
eigenspace. Determine, if it exists, an eigenvector basis of V (with respect
to T ).
a) T : R2 → R2 defined by T (x, y) = (3y,−2x).
b) T : R3 → R3 defined by T (x, y, z) = (2x+ y + 2z, x, x).
Quadratic forms
Linear algebra course
1) Find the signature of the quadratic form q : R3 → R defined by
q(x, y, z) = x2 − 2y2 + 2xz + yz.
Classify the quadratic form depending on to the sign.
2) Find the signature of the quadratic form q : R4 → R defined by
q(x, y, z, t) = −x2 + 2z2 + t2 − 3xz − 2yz + zt
Classify the quadratic form depending on to the sign.
3) Given the real symmetric matrix A =

3 −1 5 0
−1 2 0 0
5 0 λ 1
0 0 1 λ

a) Find for which values of λ ∈ R the matrix A is positive definite.
b) Find for which values of λ ∈ R the matrix A is negative definite.
c) For λ = 0 find the value of the associated quadratic form q over the
vector (1, 2, 1, 2).
4) Given the real symmetric matrix A =
(
1 2
√
3
2
√
3 2
)
find the canonical
metric form and the corresponding orthogonal change of variable.
