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1. INTRODUCTION 
Let X be a partially ordered set with order I, let -Y = Y(X) 
linear space of bounded real functions on X and J&? = M(X) C 
convex cone of isotone functions in V, i.e., functions h satisfymg h(x) 2 
whenever x, y E X, x < y. Given a weighted uniform norm Ij - i/W on V 
defined by 
ILfll, = SUP w(x) IfWl, SE y> U.0 
where w in V is a weight function satisfying W(X) 2 6 > 0 for all x E X9 
the problem is to find g in A?, if one exists, such that 
We call this problem the problem of isotone optimization with respect to 
the weighted uniform norm (1.1). Instead of (1.1) we may’consider other 
norms, e.g., the I, norm, 1 5 p < GO. Let X = (x1 9 x2 9 .. . . A$ be a fmite 
partially ordered set. For each p, 1 2 p < 00, define an 1, norm jJ .J$ by 
where f = (&j%, is a function on Xand w, = (w~,~}& > 0 is a given weight 
function. Since X is finite, we identify any function f with the sequence 
ifi ,.A ,...,f,d where fi = f (xi> and f or convenience write f = {J>>,E~ . The 
class ~22’~ of isotone functions in this case is the set of all h = (hi}y=k, on X 
satisfying 
hi 5 hj whenever xi , xj E X and xi I xj . 
*Part I appears in this Journal 12, 146-159 (1974). Both parts are based on a sectioa 
of the author’s dissertation submitted in partial fulfillment of the requirement for the degree 
of Ph.D. at the University of California, Berkeley in 1971. This research was supported 
by the National Science Foundation and the Ofice of Naval Research. The material was 
revised under Grant GK-32712 from the National Science Foundation. 
Copyright 0 1974 by Academic Press, Inc. 
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The problem of isotone optimization with respect to the I, norm is: given 
UXL find g, = bd~l in J&‘, if one exists, such that 
llf- g, liti = jglf- h II”, * (l-5) 
In [l I] we considered the problem (1.2) and characterized the set of all 
its solutions. In this article we investigate the problem (1.2) further and 
show its relationship to the problem (1.5). In Section 2 we show that when X 
is finite, under certain conditions on the weight functions w, , the solution 
of (1.5) converges as p -+ co to a solution of problem (1.2) for some 
w = {wi}ysl . In Section 3 we point out a norm reducing property of a 
particular solution of (1.2) when w(x) = 1 for all x E X. Specifically iffy E V, 
i = 1, 2 and fro, i = 1,2 be the corresponding particular solutions of (1.2), 
we show that i]fio -f20 llzu s l\fi - fi /jw holds. In Section 4 we investigate 
the differentiability properties of the solutions of (1.2) when X = [a, b], a 
closed interval of the real line and in Section 5 we construct algorithms to 
compute these solutions and establish relevant rates of convergence. 
The problem (1.5) arises in certain aspects of statistical analysis involving 
the restricted maximum likelihood estimation. To give a simple example, 
maximizing the joint density of y1 independent normal distributions N(pi , oi2), 
i = 1, 2,..., y2 with an ordering restriction on the means pi is the same as 
solving an isotone optimization problem with respect to the Z2 norm. See 
[2, lo]. Owing to the applications to statistics this problem and a more 
general version which involves minimization of a function defined on V 
and satisfying certain conditions, are extensively investigated. For a history 
of the problem see [2]. See also [3], [7], and [12]. The solution g, = {g,,& 
of the problem (1.5) for 1 < p < co, is known to be given by (See 1121). 
where L and U are lower and upper sets respectively and unique u,(L n U) 
satisfies 
c w,,?Tlh--u,(LnU)lP% c W,,iIh,-UIP (1.7) 
ifLf?U iSL(-llJ 
for all real U. (We call L C X a lower set if xi E L and xj E X, xi ( xi implies 
that xj E L. Similarly UC X is an upper set if xi E U and xi E X, xi 2 xi 
implies that xj E U.) When p = 2 it is easy to see that (1.7) gives 
u,(L n U) = 
(~~L,,W2.if.)i(~~uW2,~) 
C 
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and from (1.6) it may be seen that g, has an elegant expression. e shakl 
use these expressions in Section 2. 
2. CONVERGENCE PROPERTIES OF THE TSOTONE ~PT~~~~zA~~~~ PROBLEM WITH 
RESPECT TO THE I, STORM 
Let x = (x1 )x2 )...) x,) be finite partially ordered. In this case the norm 
(1.1) takes the form 
llfllU! = *Ff& wi Ifi 19 (2.1) -- 
where f = {~~}~zk, , w = (wi}& > 0 and J&’ consists of ail h satisfying (1.4)). 
For convenience denote the problem (1.2) for this case by P, and the problem 
(1 S) by P, , 1 5 p < co. We investigate the convergence of the solution g, 
of the problem P, as p -+ 00. 
THEOREM 1. Assume that there exists w = (wi>& > 0 such that 
0 < liy+&f (w,,&~~~) _I liy+q (w,,&~~) < co (2.2) 
for all i. Then the solution g, = (g8Si)rzl of the problem P, eomerges as 
p + co to a solution g, = (g,,i>~~l of theproblem P, with weights w = (~~)in,~ e 
Specifically 
Remarks. (i) If there exist 8, m > 0 such that 0 < 8 s w,,~ 15 ?B for 
all p and i, then (2.2) holds if and only if wi = 1 for a19 i. In such a case 
the P, problem has unit weights. 
(ii) The solution of the problem P, , 1 < p < co is unique and is 
given by (1.6). When f = (fi);zI is not isotone, the P, problem has an 
infinite number of distinct solutions. This follows from the results in [II]- 
Theorem 1 indicates that exactly one of the solutions of the -h”, problem 
is a limit of the solutions of the P, problem when the hypothesis of Theorem I 
holds. 
(iii) Compare (2.3) with the results in Ref. [I 11 of part B of this article. 
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Proof of Theorem 1. We first introduce some notation and prove two 
lemmas. For a fixed f = {fi}Tzl we define functions ra: Rn + R and 
K&R+Rforl SpS coby 
44 = i w,,i lfi - u p, lSp<<, 
i=l 
where u = (ul , u2 ,..., u,) E R” and u E R. 
LEMMA 1. Assume (2.2) holds, then 
and 
liDlit (T,(U))“” = T,(u), (2.5) 
h&t (KD(U))l’” = K,(U), (2.6) 
the convergence being uniform on compact sets in the domain of the respective 
function. 
Proof. From (2.2) it follows that there exist real numbers 6, , 6, > 0 
and pO 2 1 such that 6, 5 w,,Jwi” 5 6, for all i for all p >= p,, . Hence 
for all p _2 pO . Also by finiteness of X, there exists i,, depending upon u 
such that wiO ]fi0 - uiO I = T&U). Hence 
It follows that 
1 TD(U)l” - Tm(U)I 5 ~aX{@d&)l’” - 1 1, 1 8:” - 1 1) Tea(U). 
Since T,(U) is continuous in u, it is bounded on a compact domain. Hence 
the uniform convergence of T9(u)l/p to T&U) follows. Thus (2.5) is established. 
(2.6) follows from (2.5) with u = (u, u ,..., u). 
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Lemma 1 corresponds to the well-known result in measure theory con- 
cerning the function spaces L,(X, 2, p), 1 2 p I co that when p.(X) < co3, 
the L, norm converges pointwise to the L, norm as p + UJ. See, e.g., 
Our setting owing to the introduction of the weight function w, , w 
vary with p, differs somewhat from the setting of the L, spaces. 
condition such as (2.2) is required to prove convergence. 
LEMMA 2. Suppose for each p, 1 <p < co the real number u, safisjies 
K,(u,) 5 K,(U) for all u. Then z+, is unique, limit u, = u, exists as p +- CC 
and K,(zI,) 5 K,(U) for al/ u. Further, K, has a unique minimizer, 
Proof. Note that K,(U) + co as / u / -F c8 for 1 5 p 5 co. Since .vD is 
continuous in 24, by using compactness arguments we may show that a 
minimizer of K2, exists for 1 2 p s Co. It iS eaSJ7 to See that K&u) for 
I <p < co is strictly convex in u (see [S]). ce, the minimizer u, is 
unique. If ‘0, satisfies Km(&) s K,(U) for all U, using the finiteness of X 
we have K&V,) = wi,(Xil - 21,) = Wi2(u, - Xi,) for s 
iz 2 n. It follows that the minimizer v, of K, is also un 
It is easy to see that 
min xi 5 u, 2 max xi, l$iln llin 
for all p, 1 <p < CO. Now let tk = uDp, k = i, II,... be any subsequence 
of U, such that plC -+ 00 as k + co. Since tk are bounded there exists a con- 
vergent subsequence, say tkj + t, . We then have, letting r, = pkj for con- 
venience, 
(K .&.))“” < (K *9 3 .(U))l’T’ - TI for all u. 
Since K:” is continuous and converges to K, uniformly on compact sets 
(Lemma l), on lettingj-+ co we have K&t,) 2 G,(U) for all U. It follows 
that t, = v, , since the minimizer is unique. Thus any subsequence ZI,~ of U, 
such that pk -+ co as k + cc contains in turn a subse 
to t‘, . Hence, limit U, = 0, as p + co and the assertions made in the lemma 
hold with U, = v, . 
Now we proceed to the proof of Theorem 1. The solution g, = (g,,JTS1 
of the problem P, , 1 <p < co is given by (1.6). Considering L fl Uinstead 
of X in Lemma 2 we conclude that 
exists and (2.4) holds. Since the number of lower and u sets is finite, 
from (1.6) it follows that the limit of g,*i exists as p -+ 00 
holds for some gm,i. It now suffices to show that {gm,i}in_l is a solution o 
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the problem P, . Since (g,,z}& is isotone for each p, (g,& also has this 
property. Clearly 
min xi 2 g 
ISi$n 
9.i 2 &$ xi for all p, all i. - 
Using the definition of (g,,,>& we have TP(gD)r/~ I ~-~(u)l/p for all u E R”. 
Letting p +- co we conclude from (2.5) that Tm(gm) I T,(U) for all u E R”. 
Hence (gGo,i}& is a solution of the problem P, . The proof of Theorem 1 
is now complete. 
3. NORM REDUCINGPROPERTY OF A SOLUTION OFTHEISOTONE OPTIMIZATION 
PROBLEM WITH RESPECT TO THE UNIFORM NORM 
Let X be an arbitrary partially ordered set and w(x) = 1 for all x E X. 
Then the norm (1.1) becomes the uniform norm [ j * 11, where 
llfll = ;;g If(x fey. (3.1) 
We consider the problem (1.2) with jj - jjw replaced by 11 .I]. ForfE V define 
f”EVby 
f” = (1/2X sup f(z) + inf f$-& x E x. {2:25x} (3.2) z 
It is easy to see that f O is isotone. 
THEOREM 2. Letf,fi, fi ~"tr. Then 
(0 If-f” II = gi$ If - h II, 
i.e., f O solves the problem (1.2) for the norm II . II. 
(ii) ILL” -.A” II 5 llfi -fi IL 
i.e., the norm reducing property holds. 
Proof. 
(i) Let 
e = (112) 
{(X,Y)EXXX:X$Y) (fCx) - f (y))y SUP 
g(x) = ,;z;zxjf (4 - 4 XGX, 
ax) = izg~xjf(z) + 8, XEX, 
then 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
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We know from the results of Section 2 of [ll] that 
0 = $2 IF- h II = If-g II = IV- g!i. C-B 
But since g 5 f 0 5 jj, (i) again follows from the results in Section 2 of [I 1J 
(ii) Let Bi, gi, &, i = I,2 be defined by (X5), (3.4), (X7), respec- 
tively, withh , i = I, 2, in the right-hand sides of these expressions. Again 
(3.8), (3.9) hold with 8, x f O, g and g replaced respectively by Bi ,h ) fi*, gi 
andgiforeachi=1,2.LetxEXandE> . Then by the de~~~~~~~ of gi I 
gi there exist z1 , z, E X such that z, 5 x I z, and 
g1(x> cm) - 4 + E? 
%dx> 2.fxz23 + 4 - c* 
Also 
im ax4 + 4 , 
g,(x) 2UzJ - 0, . 
Using (3.8) we may derive from the above four i~e~nalities the followings 
Hence 
Interchanging subscripts 1 and 2 and noting that E, x are arbitrary we 
conclude that (3.4) holds. The proof is now complete. 
Renzarks. According to the results of Section 2 of /la] any g in &? 
satisfying g 5 g 5 g minimizes j/f - h jj for h in &. We have indeed 
isolated anf” in &?! from this infinite set of minimizers such that (3.4) holds. 
It is shown in the Ref. [SJ of part I of this article that a similar result is trne 
under certain conditions for the function space E&X, Z, p), where X is a 
totally ordered set. The result also holds for the L;, norm case. See 
ykstra 1441. 
4. DIFFERENTIABILITY PROPERTIES cw g AND g 
We now consider the problem (1.2) with X = [a, b], a closed interval of 
the real line. We showed in [ll] that both g and 2 solve the problem (l.%>V 
ere 
~(4 = ;;P~, (f(z) - e/w(z)), x E b, bJ, (4.1) 
ax) = z$$, (f(z) + el~m~ x E b? 4, d4.2) 
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and 
I9 = sup w(x) w(Y) (f(x) -f(Y)), 
(X,Y)cs w(x) + W(Y) 
where 
s = {(x, v> 65 [a, bl x [a, bl: x, y (5 [a, bl, x 5 y>. 
In this section we investigate the differentiability and other properties of g 
and g. 
We first introduce concepts called the Level and Descent Sets. Let fE 9” 
and define for each x E [a, b] the following sets: 
L(f, x) = u {[x, y]: x < y g b and f(z) = f(x) for all z E [x, JJ]>, 
&(f, x) = u {(x, v): x < Y % b andf(z) <f(x) for all z E (x, v)}, 
D,(f, x) = u {[x, y]: x < y I b and f(z) 5 f(x) for all z E [x, y]}. 
Define the Level Set L(f) and the Strong Descent Set B1(f) by 
&(f) = w XL xx 
Na,bl 
Also define the Weak Descent Set D,(f) by 
au) = u 4k.A 4. 
xe[a,bl 
We now state 
LEMMA 3. Let f E 9. 
(i) If L(f) # M then 
where [a,, /3,J are disjoint closed intervals such that f(z) = f (an) for all 
z E [% 3 Bnl. 
(ii) If&(f) # o then 
where (pm , 0%) are disjoint open intervals such that f(z) <f (p,J for all 
=E tin, 4 andf(x) Sff(p3for all x E [a, ~~1. 
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(iii) g D,(f) # o then 
where [A, , p,J are disjoint closed intervals such that f(z) 5f(;\J for aN 
z E [A, 9 pn] and f (x) </(AA) for all x E [a, A,). 
Clearly, whenever L(f) # o, Dz(f) # o WE: have, 
L(O)(f) = interior of L(f) = 
?a=1 
D?‘(f) = interior of D,(f) = 
We denote by f tk)(x), the kth derivative off at x, if it exists. We define 
in Section 2 of [l I] and recall that iff and w are continuous then so is g. 
THEOREM 3. Let p* be the Lebesgue measure on [a, b]. 
(A) Letf, w E V thevl 
(i> W 4 0 (Ddf> = a> * Pdf) = WY> 
(ii) L(g) = D,(f - e/w) 3 P 
(iii) (X E [a, b]: g(x) = f(x) - 0/w(x)} = [a, b] - D,(f - e/w) 
(iv) (x E [a, b]: g(“)(x) = 0, n = 1, 2,...) 3 Di”(f - B/w) 
(v) @l)(x) may not exist at most on a set 
E C [a, b] - D$‘(f - B/w) 
with p*(E) = 0. 
09 ~Y@df)) = ~*(Di”Yf>>.for anf E g. 
Iff, w E %Y, g + constant and 
p*(13,cf- ejw) = p*(D$)(f - elw)) = b - a, 
which, of course, implies from A(iv) that g(“)(x) = 0, p* - as. on [a, b] for 
n = 1, 2,..., then both f and w cannot be absolutely continuous. 
Remarks. 
(i) A similar theorem may be stated for g, but in this case we nee 
640112./4-z 
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to modify the definitions of L, D, and D, sets. For example, we may define 
the set &’ as follows 
Similar modifications necessary for the definitions of other sets are evident. 
(ii) We give below one example of special interest to illustrate the 
results of Theorem 3. It will be seen that g(l)(x) does not exist on the set 
E = [a, b] - Oc’(f - 19/w) with p*(E) = 0. (See Theorem 3, A(v).) Let 
[u, b] = [0, 11 and f: [0, I] -+ [0, 1] be the well-known Cantor ternary 
function, ([6], p. 138). Thenfis nondecreasing continuous with range [0, 11. 
Hence 6 = 0 andg = g =fi Let K be the Cantor ternary set. Then [0, 1] - K 
is the union of disjoint open intervals and f is constant on each of these 
intervals. Clearly oi’)(f - e/w) = D&‘)(Jf) = [0, 1] - K and on [0, l] - K, 
f(l)(x) exists and equals 0. f(l) does not exist on E = K. It is a known fact 
that p*(E) = 0. 
We prove Lemma 3 before proceeding to the proof of Theorem 3. 
Proof of Lemma 3. We prove (iii). The proofs for (i) and (ii) are similar. 
Let t E D,(f). Define 
A, = inf(x: t E [x, y], a 5 x < y 2 b andf(z) 5:(x) for all z E [x, y]}, 
pt = sup{ y: t E [x, y], a 5 x < y g b and f(z) If(x) for all z E [x, y]]. 
There exist [x, , yn], II = 1, 2 ,... such that t E [x, , y,], a 5 x, -=c y, S b, 
f(z) If&,) for all z E [xlz , yn] and x, --j X, as n + co. We may take 
&i-l = < x, -*- S x1 < y1 . Since x, 5 x, 5 t 5 y1 we have f(z) I jc(x,) for 
all z E [x1 , y,] and f(z) If(xn) for all z E [x, , t]. Hence f(z) if(x3 for 
all z E [x, , yl]. Since f(x,,d 2 (f(xn)), using continuity of f we have 
f(&) Zf(z> for all z E [X, , y,]. Thus, X, E D,(f). Suppose t E [x, y], where 
aSx<ySb andf(z)df(x) for all z~[x,y], then x~[&,y] and 
f(X,) k f(z) for all z E [h, , y]. Hence 
pt = sup(y: A, < y 5 b andf(z) Zf(&) for all z E [X, , y]}. 
Clearly, h, < pt and f(z) If(&) for all z E [X, , pt]. Thus [X, , pt] C &(f). 
Hence, 
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Suppose u E [A,, h] then A, S A, and ,u, 2 ,u+ . Since t E [Ax,, pt] implies 
I E [A,, pu] we have h, 5 A, and pt 2 y, S Thus, [At, pt] = [A, , p%]. The 
intervals are therefore disjoint and the countability fohows since each of t 
Jntervals includes a distinct rational number. 
Suppose now there exists x, a 2 x < h, for some ;u1 such thatf(x) 2 f(h,). 
efme 
v = inf{u E [x, hJ:f(zf) = zpxa& f @I>* 
Then u 5 21 < h, and f(z) 5;;;f( v ) f or all z E [v, A,] which is a contra 
to the definition of A, . 
Proof of the lemma is simple. Note that if fe V - %? then I&(S) = .Q; 
does not imply thatfe A or Q(f) = L(f). As an example takef: [O, I] -+ 
defined by f(x) = 1, x E [0, 1) and f (1) = 0. Similar 
not imply that f E ~82’. Take for example f: [O, I] -+ 
x E [O, L/4] u (l/2>, f(x) = x otherwise. 
Proof of Tlieorem 3. 
A(i) This is part (ii) of Lemma 4. 
(ii) Let u EL(~) = tJ,“=, [& , q,] by Lemma 3, then u E [5, ) q;7,] 
some n and g(x) = g(.$J for all x E [fm , qlz]. Since g E A’, using the properties 
of L(g) we conclude that g(x) <g&J for all x E [a, 6%). It follows fro 
the definition of g that g(tn) =f(cm) - 8jw(tn) and 
f(x) - i$v(xj 5 f GL) - @+GJ for all x E [En , ynl. 
It follows that u E L(f - 0/w). 
Now if u E D,(f - 19/w) = u,“=, [yn, a,] by Lemma 3, then u E Em, S,] 
some n. Also 
for all x E [yYn , S,]. 
Using the definition of g we conclude that g(x) = g(y,) for all x E [yn 9 a,]. 
Hence zc E L(g). This proves the equality of two sets. The assertion con 
cerning P follows from the properties of P established in Section 2 of [I .I]. 
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(iii) Let x E [a, b] - &(f - 0/w). We assert that if a 5 y < x then 
f(Y) - ~/KY> _IfW - em. 
If, on the contrary, for some y, a 5 y < x, 
holds, then let 
Clearly a 5 t < x and by continuity off - e/w there exists v, x < v such 
that 
f(z) - @4z> <f(t) - w+@> for all z E (t, v). 
Hence, x E &(f - 6/w), a contradiction. This establishes the validity of the 
assertion made above. It follows from the definition of g that g(x) = 
f(x) - we>- 
Now suppose x E &(f - e/w) = lJE=;, (yn ,a,) by Lemma 3. Then 
x E (m, 6,) some ~1. Hence 
f(z) - e4z) <f(Yn) - Q&J> 
We then have 
for all 2 E (yIE, 8,). 
(iv) From Lemma 3 it follows that L(g) = lJ,“=, [[, , q,], where 
[{, , q,] are disjoint intervals. Hence L(O)(g) = uz=., (f, , qn) is an open set 
and gcn)(x) = 0 for all x E L(O)(g), y1 = 1, 2,... . From part (ii) we have 
L(O)(g) = D$yf - e/w>. 
(v) Since g is nondecreasing, it follows that g is differentiable p* - a.e. 
(see [9], p. 96.) By (iv), g(l)(x) = 0 on Q’)(f - 0/w) and the result follows. 
(B) If &(f) = o then D?)(f) = m and the p*-measures of these 
two sets are equal to 0. Suppose D,(f) # m, then by Lemma 3 D2(f) = 
lJl, [A,, pn] where the intervals [A,, p,] all disjoint. Hence DT)(f) = 
uf, (A, , &. It follows that the set I&(f) - oT(‘) is at most countable 
and therefore the p*-measures of these sets are equal. 
The proof of the remaining part is similar to the one used in showing 
that the Cantor ternary function is not absolutely continuous. Let 
H = [a,b] - D$"(f- O/w). 
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Clearly H is compact and a, b E H. By hypothesis ,u*(M) = 
From the theory of Lebesgue measure we conclude that there exists a 
countable sequence of open intervals (xi , yi), i = 1,2,..., - 00 < xi < yi < cx) 
such that H C uf, (xi , yi) and Cz, I yi - xi / < E. Since M is compact, 
by taking finite unions and renumbering if necessary, we can fmd a finite 
covering (xi , yi), i = 1, 2 ,..., n of H such that xi < yi < xi+l < yi+a 9 
i = 1, 2,..., n - 1 and a E (x1, yJ, b E (x, , yn). Now D$“)(f - S/w) CL(g) 
by A(ii) and the former set is a countable union of open intervals on each of 
which g is constant, it follows that g(vJ = g(xi+J, i = I, I&..., yz - 1, Thus 
n-1 
I b - x, I + C I yi - xi I + ! y: - a I < E 
i=2 
and 
Since by hypothesis 7 > 0, it follows that g is not absolutely contin~o~s~ 
We showed in Theorem 2 of [Ill that iff and w are absolutely ~ont~~~o~s 
then so is g. Hence both f and w cannot be absolutely contmuous. 
The proof of Theorem 3 is now complete. 
We remark that part B may also be proved by applying Theorem 13, 
p. 106 of [9] to g. 
5. ALGORITHMS 
In this section we consider the problem (1.2) with X = [a, b] as in Section 
and develop algorithms to compute g and g defined by (4.1) and (4.2 
respectively. Specifically we let G, , n = 1, Z,... be a sequence of finite 
contained in [a, b] such that G, becomes dense in [a, b] as n + co 
construct a sequence of functions am, n = 1, 2,.. . defined on [a, b] 
depending on 6, such that g,( gn) converges uniformly to g(g> as y1 ---f 
We also establish rates of convergence of various quantities involved. 
now state the following: 
THEOREM 4. Letf, w E Q, f $ A. Let 6, C [a, b], n = 9 2,... be a sequence 
ofjinite sets such that a, b E G, for all n and 
6, = sup inf 1 x - y / -+ 0 as n-+m. 
asra,td y% 
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Let 
and 
Sn = {(x, y) E G, x G,: x, y E G, , x S y} 
8, = max w(x) w( y, 
(X,Y)E% w(x) + w(y) 
(f(x) - f(y)). 
Define also 
We then have 
(A) B,.S Sf I1 or a n and 9, -+ 6 as n -+ CO according to 
0 5 6 - 0, 5 (Mw2/m,> U %J + Ww2Mf/mm2) Xw, U, 
where 
X(h, 8) = ,.%-Y,2$fy&,b] ’ h(x) - h(y)l, lT E e 
(5.1) 
is the modulus of continuity of h. (See [S].) 
(B) Define g, , &: [aa, bl-+ R by 
and for x E [a, b] - G, choose any value of g,(x)&(x)) that will make the 
function g,(gJ nondecreasing on [a, b] (e.g., choose linear interpolation or 
form a step function). Then g,( = g, or &) converges to g(= g or g, respec- 
tively) uniformly according to 
2 Mw2/mw2 + 2) Ui &J + (Umw2>(Mw2Mf/~, + 28) h(w, &J. (5.2) 
CC> Define g, , 8,: [a, bl + R by 
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and for x E [a, b] - G, choose any value of g&)(&(x)) as in (B) that will 
make the finction g,(&) nondecreasing on [a, b]. Then g, 5 g i g 5 g, an 
g,( = gn or gn) converges to g( = g or g, respectively) u~~~r~~I~ affording to 
where g, and & are as defined in (B) or (C). 
Proof of Theorem 4. 
(A) Clearly, 8, 5 8. There exist x, y E [a, b], x < y and f(x) > f(y) 
such that 
f9 = (w(x) W(Y>/(W t W(YMf(X) -SCY>* 
It is easy to see that there exist X, , yn E G, such that 1 x - X, / 5 8, , 
I y - y, I 5 a,, x, 5 yn . Then 
& 22 M&J W(YJ(WhJ + a%J))(f(Xn) -S(YnD* 
Hence, 
Using the above bounds in (5.4) we may deduce (5.1). 
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(B) We show the result for g, , the proof for gn is similar. Let x E [aa, b], 
then by the definition ofg, there exists z E [a, X] such that g(x) = f(z) - B/w(z). 
There exists u E G, such that 0 5 z - u 2 26, and hence 
g,(x) 2g,(u) 2.f(u> - kM4 r fW - Q44, 
the last inequality following from the fact that 8, 2 0. We conclude that 
d.4 - 44.4 2(z) - f(4 + ewe - ~wi(w ~(4) 
2 u 26,) + (eh2) x043 23,). 
Since X(f, k&J I kh(f, S,), where k is a positive integer, we have, 
km - gd-4 r wf, 8,) + (2ebh3 4~~ a. (5.5) 
Now if x E [a, b], then there exists v E [a, b] such that 0 5 u - x 5 26, . 
Then by the definition of g, , we have 
gd-4 5 gd4 = f(t) - ens (5.6) 
for some t E [a, V] n G, . If t 5 X, we have 
and from (5.6), (5.1) we conclude that 
If, on the other hand, x < t 2 z), we observe that g(x) Z~(X) - 8/w(x) and 
from (5.6) obtain, 
g,(x) - g(x) I f(t) -f(x) + (0 - ea4) + ew - 4m(w W(X)) 
which by (5.1) reduces to 
Comparing (5.7) and (5.8) we see that (5.8) holds for all x E [a, b]. The 
required result (5.2) is then derived from (5.5) and (5.8). 
(C) This may be proved using arguments similar to those used to 
prove (B). 
(D) This is evident. 
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