Abstract We present a new approach for evaluating existing crustal models using ambient noise data sets and its associated uncertainties. We use a transdimensional hierarchical Bayesian inversion approach to invert ambient noise surface wave phase dispersion maps for Love and Rayleigh waves using measurements obtained from Ekström (2014) . Spatiospectral analysis shows that our results are comparable to a linear least squares inverse approach (except at higher harmonic degrees), but the procedure has additional advantages: (1) it yields an autoadaptive parameterization that follows Earth structure without making restricting assumptions on model resolution (regularization or damping) and data errors; (2) it can recover non-Gaussian phase velocity probability distributions while quantifying the sources of uncertainties in the data measurements and modeling procedure; and (3) it enables statistical assessments of different crustal models (e.g., CRUST1.0, LITHO1.0, and NACr14) using variable resolution residual and standard deviation maps estimated from the ensemble. These assessments show that in the stable old crust of the Archean, the misfits are statistically negligible, requiring no significant update to crustal models from the ambient noise data set. In other regions of the U.S., significant updates to regionalization and crustal structure are expected especially in the shallow sedimentary basins and the tectonically active regions, where the differences between model predictions and data are statistically significant.
Introduction
Seismological models of the crust are useful for making geological inference, for instance, when combined with other geophysical and geochemical constraints; they provide our best insight into the structure and composition of Earth's continental crust [e.g., Christensen and Mooney, 1995; Hans Wedepohl, 1995; Huang et al., 2013; Rudnick and Gao, 2014] . The most widely used models are constrained by active source data set of seismic reflection and refraction experiments and in a few cases receiver functions [e.g., Mooney et al., 1998; Laske et al., 2012] . For this reason the models only sparsely sample the surface of the Earth and often impose limiting assumptions by extrapolations based on tectonic regionalization. Additionally, these models do not come with estimated uncertainties, making inferences hard to evaluate. We address these two concerns for the conterminous United States where comprehensive seismic instrumentation is provided by EarthScope's USArray [e.g., Long et al., 2014] . We use the extensive data sets of short-period, ambient noise phase velocity measurements for Love and Rayleigh surface waves.
Previous ambient noise seismic experiments included regional studies in both the western and eastern U.S. [Shapiro, 2005; Moschetti et al., 2007; Liang and Langston, 2008; Stachnik et al., 2008; Ekström et al., 2009] as well as continent-wide studies [Bensen et al., 2008; Ekström, 2014] . Together, these data sets provide an unprecedented opportunity to constrain the elastic properties of the crust and upper mantle across the conterminous United States [e.g., Yang et al., 2008 Yang et al., , 2011 Bensen et al., 2009; Moschetti et al., 2010a; Shen et al., 2013] . Despite the proliferation of measurements, neither regional models of the U.S. crust, e.g., NACr14 [Tesauro et al., 2014] nor global models like Crust5.1 [Nataf and Ricard, 1996; Mooney et al., 1998 ], and its successors: Crust2.0 [Bassin et al., 2000] , Crust1.0 [Laske et al., 2012] , and LITHOS 1.0 [e.g., Pasyanos et al., 2014] , incorporate ambient noise, passive source data sets into their inversions.
In this study, we use ambient noise data to evaluate crustal structure and its associated uncertainties. In doing so, we apply transdimensional hierarchical Bayesian inversion (THBI) [e.g., Bodin and Sambridge, 2009; Bodin et al., 2012b ] to invert for a solution ensemble of phase velocity dispersion maps and the OLUGBOJI ET AL.
BAYESIAN EVALUATION OF U.S. CRUSTAL MODELS 1 optimal parameterization for these maps. The Bayesian inverse approach estimates the model uncertainties from a large sample of the posterior distribution generated by a reversible jump Markov Chain Monte Carlo (rj-McMC) sampler. By extending the Bayesian approach to the problem of estimating the model parameterization itself, we can invert for phase velocity maps without needing to make explicit, restricting assumptions on the model resolution or regularization (smoothing or damping) as required by traditional, linear, least squares inverse approaches [e.g., Bensen et al., 2008; Ekström, 2014] . This allows us to recover, with greater confidence, fine-scale features in various sedimentary and rift basins, as well as across orogenic zones within the crust of the U.S. Accurate reconstructions of the crustal velocities in these different tectonic provinces are important for interpretation of the tectonic history and evolution of basins and orogens [e.g., Benoit et al., 2014; Pollitz and Mooney, 2014; Schmandt et al., 2015; Zhang et al., 2016; Hopper et al., 2017] . Additionally, they are important for making geophysical inferences about variations of crustal composition across tectonic settings, with depth, and with age [e.g., Rudnick and Gao, 2014; Yuan, 2015] .
Additionally, we estimate the aggregate uncertainty ("hierarchical" parameters) that arises from both the phase dispersion measurements and from errors introduced by simplifying assumption of great circle paths in forward modeling [Young et al., 2013] . We quantify the similarities and differences between maps obtained by the standard, least squares versus the THBI inversions using a multiple taper, spherical Slepian approach [e.g., Simons et al., 2006] . Uncertainty estimates on phase velocity maps are needed to estimate the uncertainties of velocity profiles and, by extension, compositional inferences derived from such maps.
The solution ensemble provided by THBI allows us to quantify the uncertainty and trade-offs in the absolute phase velocity maps. The THBI approach to estimating phase dispersion maps is less biased by the artifacts of inversion (i.e., regularization and linearization) and incorporates both observational (measurement) and modeling uncertainty, constrained alongside the phase velocity uncertainties within the Bayesian inverse framework, differing from empirical approaches [e.g., Bensen et al., 2009; Shen et al., 2013; Ekström, 2014] .
This statistical data set of phase dispersion maps can be used to propagate uncertainties into the next stage inversions for isotropic [e.g., Yang et al., 2008 Yang et al., , 2011 Bensen et al., 2009; Moschetti et al., 2010a; Shen et al., 2013; Shen and Ritzwoller, 2016] , and anisotropic [e.g., Moschetti et al., 2010b; Dalton and Gaherty, 2013; Lin and Schmandt, 2014] compressional and shear wave velocities in the U.S. continental crust. Moreover, we can address questions that a typical geoscientist might ask: "To what degree will this data set inform existing crustal models?" or "In which regions of data availability will new crustal models derived from this data set differ from previous versions, within data uncertainty?"
We answer these questions by comparing the residuals derived from the THBI and those predicted by previous models. We assess regions within the U.S. where existing crustal models fit the new data set and regions where significant updates are required, based on the current level of uncertainty (i.e., probability distributions). We discuss how future geological and geophysical studies, which rely on existing crustal models, can assess the usefulness of these models, while highlighting which parts of the existing models will require significant updates.
Phase Velocity Measurements and Uncertainty
We use the data set of interstation phase velocity measurements reported by Ekström [2014] . These measurements are made from ambient noise Love and Rayleigh waves at 11 discrete periods between 5 and 40 s and are obtained by an automated frequency domain method using spatial autocorrelation (SPAC) [e.g., Aki, 1957; Ekström et al., 2009; Prieto et al., 2009; Ekström, 2014; Menke and Jin, 2015] . In its implementation, originally developed by Aki [1957] and extended by Ekström et al. [2009] and Ekström [2014] , phase velocity dispersion curves for a pair of stations are extracted by fitting the zero crossings of the real part of the cross-correlation spectra to the zeros of a Bessel function of the first kind. The cross-correlation spectra are stacked from a large data set of 4 h long waveform records and are therefore resistant to strong earthquake signals. This study represents the most comprehensive data set of ambient noise phase velocity measurements across the continental United States to date. Compared to the time domain cross-correlation method [e.g., Bensen et al., 2007] , the SPAC method allows recovery of phase velocity measurements between closer station pairs [e.g., Tsai and Moschetti, 2010] (see also Ekström [2014] and Table 1 ).
In order to quantify reliably uncertainty in the phase dispersion maps, which will be used to statistically assess the predictive power of existing crustal models, we must estimate uncertainties associated with the underlying dispersion measurements. One approach is to assign measurement uncertainties empirically by assessing their repeatability or formal uncertainty using a single-mode assumption or isotropic distribution of noise sources [e.g., Tsai and Moschetti, 2010; Ekström, 2014] . However, the relevant data uncertainties result from a combination of measurement and modeling uncertainties, such as errors arising from the use of a ray theoretical approximation to model the spatial pattern of wave sensitivity. Therefore, we opt to estimate the aggregate data-related uncertainty explicitly, using a hierarchical Bayesian approach. We compare our Bayesian estimates of uncertainty to the empirical estimates of measurement uncertainty reported by Ekström [2014] .
We conduct a series of numerical experiments, in which data uncertainty is allowed to vary with path length, to assess the relative contribution of measurement versus modeling uncertainty at each period. By estimating the level of uncertainty in the Bayesian inversion (a more conservative estimate, in most cases) we reduce the risk of mapping measurement errors into spurious features in the recovered phase velocity maps, especially for shorter periods where measurement uncertainties are large and strongly path length dependent (see section 4.3 for more details).
Transdimensional Inversion
The transdimensional hierarchical Bayesian inverse (THBI) method we employ is similar to that described by previous authors [e.g., Bodin and Sambridge, 2009; Bodin et al., 2012b; Young et al., 2013; Saygin et al., 2016] . The THBI approach generates an ensemble of models that fit the data, unlike the classic least squares approach that produces a single optimal model using an a priori fixed parameterization. In the Bayesian framework, a Monte Carlo sampler generates posterior distributions on model parameters from which an ensemble average and uncertainty and trade-off estimates are made. The term "transdimensional" implies that in addition to the typical model parameters (e.g., phase velocity values within a spatial domain), the model dimension (number of parameters required to represent phase velocity variations) is also constrained during the inversion [e.g., Sambridge et al., 2006 Sambridge et al., , 2012 . Voronoi tessellation is a discrete parameterization of the two-dimensional continuous seismic phase velocity field that captures velocity variations at irregular spatial scales [e.g., Sambridge et al., 1995] . The tessellation partitions the plane into n nonoverlapping regions, using a nearest neighbor interpolation described by 3n parameters: a set of n velocity values (v i , . . , v n ) at nodal points described with 2n (longitude and latitude) location parameters (see Figure 1) . It is this number n and the associated node coordinates that we wish to determine in the transdimensional step of the THBI method.
In the "hierarchical-Bayes" step, at each period, we include an extra parameter (σ: the uncertainty (noise) scaling-equation (2)) to be constrained by the data during the Bayesian inversion. This parameter is considered a "hierarchical" parameter because it sits at a higher level in the inversion process. It is estimated before calculating the model fit of predicted to observed data for each velocity update step (i.e., lower level model parameters) that contributes to the final two-dimensional phase velocity map [e.g., Malinverno and Briggs, 2004; Malinverno and Parker, 2006; Bodin et al., 2012b] . Contributions of measurement and modeling uncertainties are quantified by rerunning the chain for three different subsets of the data, assigning different σ values for the different subsets: short, medium, and long path lengths (see Table 2 for cutoff limits in km). This analysis shows that the hierarchical parameter is dominated by measurement uncertainty, which is strongly path dependent (see section 4.3 for details).
On the whole, the Bayesian approach describes a posterior probability density function, p(m| d), on three classes of model parameters, m = {σ, n, and v i } (i.e., noise σ, model dimension n, and phase velocity values at the nodal points, v i ) given as follows:
where p(d| m) is the likelihood function, which describes the probability of the predicted model given the observed data, d (and includes the hierarchical noise parameter σ):
In our forward calculation of the predicted travel times, g(m), we approximate the geographical sensitivity of waves between station pairs by great circles, rather than using finite frequency kernels. A uniform probability density function, p(m), describes our prior information on the model parameters, and in the case of the phase velocity is represented by a range that encompasses all possible values for each period range (see Table 1 ), while for the noise and model dimension parameters, we use a range wide enough to include the most likely value, after an initial trial and error process. We sample the posterior probability distribution using a variation of the Metropolis Hastings method known as the reversible jump Markov chain Monte Carlo (rj-McMC) algorithm that explores a probability space with varying dimensions [e.g., Green, 1995 Green, , 2003 ]. There are five kinds of proposal steps in the rj-McMC, with each proposal step selected with equal probability (see overview in Figure 1 ): the first three steps involve the proposal of a new model m p by a "transdimensional" transformation step where the number, n, or configuration of the cells are changed (via (1) birth, (2) death, or (3) move); and the last two steps involve (4) a fixed-dimension transformation step (changing a cell velocity value, v i ) or (5) a hierarchical step (changing the noise scaling parameter, λ j in σ = λ j σ).
Each new model in the proposal step, m p , is sampled from a Gaussian distribution, q (m p | m j ), which requires the perturbation of the preceding model, m j , using proposal variances, Ω m (one for each model type:
where u is drawn from a Gaussian distribution N (0,1). With the prior distribution and the proposal variations set, the evolution of the chain is then governed by the acceptance probability, A (m p | m j ), which determines whether or not the current model, m j , will be retained or replaced by the proposed model m p . This happens if
where U is a random number generated from a uniform distribution between 0 and 1 (for a complete discussion of how the acceptance probability, proposal distributions, and prior distributions are defined see Bodin et al. [2012a Bodin et al. [ , 2012b ). The range of the prior distribution and the proposal variances are the only free parameters to be selected, and they are chosen to balance the convergence rate with efficient sampling of the model space (Table 1) .
THBI Applied to the USArray Data Set
Figure 2 shows snapshots along the Markov chain as it samples the posterior distribution of the 5 s phase velocity map for Love waves. Because achieving convergence is key for obtaining reliable model mean and a Distance range is the interstation distance used in the particular subset of data. Number of observations measures the count of observations belonging in each data set. The recovered hierarchical noise (and standard deviation) from THBI is compared with empirical value (derived from propagating phase velocity uncertainty in Ekström [2014] ) (see also Figure 6b ). SP = Short path, MP = Medium path, and LP = Long path. Snapshots showing the evolution of the model parameterization (Voronoi cell distribution) along 1 of the 10 parallel Markov chains. The nodes inside the data space are marked black, while those outside are white. The labels on top of each plot show the total nodes (with internal nodes in parentheses). Each of the chains is initialized using two different starting models: (Rows 1 and 2) initial cell distribution sampled from an a priori random normal distribution, and (Row 3) starting model of 1847 randomly spaced nodes sampled on the Ekström [2014] phase velocity map. (Column 4) Time series history of the number of internal Voronoi nodes (dimension), n (left axis), and hierarchical parameter, σ (right axis) along 10 parallel Markov chain (gray lines). The minimum, maximum, and mean values are displayed as the colored lines. The chain converges when the number of nodes reaches a mean value, and we mark this point forward as the post burn-in steps (the high-resolution mean phase velocity and standard deviation maps are obtained from averaging all accepted models, across all chains, after burn-in: see Table 1 ).
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uncertainty estimates, we use three different modeling approaches: running either (1) 10 parallel chains run for 3 million steps initialized from a random start state drawn from a uniform prior distribution with 379 Voronoi nodes, (2) the same procedures as Case 1 but using 10 million steps in each chain, and (3) 10 parallel chains run for 10 million steps but initialized from a high-density (1847 node) discretization of the mean map reported by Ekström [2014] . In all cases, the chain takes only~100,000 steps to converge to an optimal state (through birth, death, move, and cell change steps). Somewhat surprisingly, the nodal density, misfit, and other key inversion parameters are similar across solutions, independent of the starting state (see Figure 2 and Table 1 ), suggesting that global convergence is achieved and that the posterior ensemble is representative p(m|d). The same solution is recovered for modeling approach 3, despite using a high-density starting model, demonstrating that the THBI always produces a parsimonious solution; i.e., it looks for model to fit the data using the simplest parameterization possible. The time to reach this optimal state is called the burn-in period, and only models that are generated after this period (post burn-in) are used to build the posterior distribution and derive the final ensemble average of mean, standard deviation, and trade-off maps. During the sampling, only model updates that change the data misfit are accepted as valid proposal steps. This ensures that regions with no data are locked in (i.e., white dots in Figure 2 ).
Mean and Standard Deviation Phase Velocity Maps
In our construction of the mean and standard deviation maps, we sparsely resample the ensemble to ensure that the aggregated models are not correlated. First, we construct high-resolution mean phase velocity maps by interpolating the Voronoi tessellation on a regular 600 × 600 grid, using only the post burn-in samples from the multiple chains. The total number of samples used in the averaging scheme, N T , is a function of the total number of steps per chain, N S , the number of independent Markov chains, N C , the number of burn-in steps, N B , and the resampling rate N R :
The final ensemble is resampled at every thousandth step (N R = 1000) to ensure that models used in the final average are not correlated. For example, in the longest run of the 5 s Love wave, the total number of samples used to produce the mean phase velocity map is N T~1 0 4 (N s = 10 7 , N R = 10 3 ,N B = 10 6 , and N C = 10 1 ) ( Figure 3 ). In the run for Case 3, the convergence is faster (smaller burn-in steps compared to Case 1 and Case 2), since the starting model is already close to the true solution. We report the number of burn-in steps, the postconvergence nodal density, and the postconvergence hierarchical noise parameter for the other Love and Rayleigh maps in Table 1 .
Next, we use the mean phase velocity maps to derive the standard deviation maps (using similar post burn-in ensemble and resampling strategy). Areas in these maps with low standard deviation show which parts of the average models in Figure 3 are well constrained. Large uncertainties in regions with no data are trivial to explain; however, where data exist, there are some regions of high standard deviation. The outline of these high standard deviation regions is similar to features in the mean models associated with velocity gradients. We therefore compute a spatial gradient of the velocity fields for comparison with the standard deviation maps. A high correlation between these two maps confirms our intuition that high gradients contribute to high uncertainty (Column 2 versus Column 1 in Figure 4 ).
Monte Carlo Search Efficiency
As described above, during the rj-McMC sampling, each of the five steps in the THBI has an equal likelihood of being selected (see Figure 1) , and for each model proposed, the ratio of acceptance is determined by the prescribed proposal variances, Ω m , (e.g., equation (3) in section 3). The search efficiency can be quantified by the acceptance ratios (ratio of number of proposed models to accepted models, see Table 1 ).
We observe that for both the Love and Rayleigh wave inversions, the move or change steps have the highest acceptance ratios (as large as 50%), followed by the hierarchical step (~30%) and the birth/death step (~20%). Compared to the change step, the move step is preferred, especially for periods >10 s. This is because it is easier to improve the data fit using a move step compared to a change step. At longer periods, the acceptance ratio decreases, suggesting that for the chosen proposal variances, it takes longer to find good models BAYESIAN EVALUATION OF U.S. CRUSTAL MODELSas the period increases. This is not the case for the move step. Similar to the change step, the acceptance ratio of the birth/death step decreases with period for the same reason. The acceptance ratio for the hierarchical step is only weakly dependent on the period, suggesting that the proposal variance used in this step is suitable across all periods for both Love and Rayleigh wave using the THBI approach (Table 1) .
Taken together, the acceptance ratios show that at longer periods, it takes longer for the inversion to converge (see Figure 2 ). This can be understood by the fact that at longer periods, the interstation raypaths are longer and so will cross over multiple Voronoi cells. Therefore, finding the right combination of velocity values within all cells for all crossing paths becomes more challenging (the acceptance ratio for Case 3 is The full probability density functions at these locations are described in Figure 6 .
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larger since the chain starts from an optimal model; see supporting information Table S1 ). Following the recommendation of Ray et al. [2013] , we increase the acceptance ratio of the birth/death step by decreasing the proposal step size, Ω v , from 1.0 to 0.1; we also reduce the prior range, (v L and v H ), (from 1.0-6.0 km/s to 2.0-4.5 km/s). These new parameters improve the acceptance ratio for the longer period maps.
Spatiospectral Comparison of Phase Velocity Maps
To quantify the differences in the results of the two inversion methods (i.e., THBI versus least squares), we conduct spatiospectral analysis of the phase velocity maps using the multiple spherical, Slepian taper approach described in, e.g., Simons et al. [2006] and Dahlen and Simons [2007] . Spatiospectral analysis is analogous to power spectral analysis with spherical harmonics, except that the power spectrum is estimated over a region, R, on the Earth surface (continental USA) instead of over the entire globe. The use of multiple spherical, Slepian tapers in the spatial domain avoids the deleterious effects of ringing that arise from truncating the velocity field abruptly during windowing [e.g., Meschede and Romanowicz, 2015] . We define a spatial band limit of L = 18, compute the associated tapers, g α (r), which are optimally concentrated within the region of data availability, and multiply the phase velocity field v (r) by g α (r) before computing the multitaper spectral estimate,Ŝ 
We compare the multitaper spectral estimate across the two different inversion approaches using the acrossmodel correlation measure [e.g., Becker and Boschi, 2002] . Differences in the wavelength, power, and resolution aliasing that are introduced by making a priori assumptions in regularization like damping or smoothing for the least squares approach or in the conservative estimate of uncertainty derived during the hierarchical step of the THBI approach are explored and discussed in detail (see section 4.3).
Results
In addition to typically reported optimal (mean) phase velocity maps, we report the standard deviation phase velocity maps for Love and Rayleigh waves as well as the posterior distribution functions for the other class of model parameters (σ and n). These model parameters show interesting patterns that are dependent on wavelength (or period) of the surface waves and the length scale of velocity variation. Spectral analysis of the phase velocity maps derived from THBI and least squares methods shows an overall consistency, especially for Rayleigh waves while revealing other sources of differences, which we explore in detail. We show the results of the statistical assessment of the crustal models with an emphasis on utility for geological inference and updates in regionalization and shallow structure.
Model Uncertainties: Data Coverage and Spatial Gradients
We recover the largest velocity variations and smallest length-scale features at the shortest period for the Love waves (5 s) similar to the results reported by Ekström [2014] . We obtain additional information on the sources of the uncertainty in the phase velocity maps by comparing the standard deviation maps to the maps of the spatial gradient. The largest standard deviations (>0.5 km/s) describe portions of the map that are not constrained by data (Figure 4) . In regions having good data coverage, the largest standard deviations occur at largest velocity gradients, for instance at boundaries of slow to high phase velocities, e.g., along the low velocities in the Mississippi embayment, North Dakota, and in the Rockies and Sierra Nevada mountains. This feature is unique to tomography where the ray propagation or model parameterization is not fixed during the inversion, and it is attributable to trade-offs between the location of the velocity gradients and its amplitudes when the only constraint is interstation travel time measurements [e.g., Galetti et al., 2015] . The actual probability distributions across these boundaries are more complex as described below.
Non-Gaussian Errors in Phase Dispersion Curves
A better understanding of the uncertainties in the phase velocity measurements can be gained by evaluating the posterior probability density function (PDF) of the model parameters. The posterior PDFs of the phase Figure 3 ). In Colorado, we observe a strongly multimodal distribution especially for the Love waves. The mean velocity of 2.82 km/s, computed during ensemble averaging, is intermediate between two equally likely modes: 2.5 km/s and 3.1 km/s (Figure 6 ). The uncertainties decrease as the wavelength increases, with the Love wave having larger uncertainties than Rayleigh waves.
The typical assumption of Gaussian errors used in linear least squares inversion [e.g., Menke, 2012] clearly does not hold for the 5 s Love wave phase velocity at the Colorado location. By contrast, the 5 s Rayleigh wave can be fairly described by a Gaussian distribution centered on a mean phase velocity value of 2.76 km/s (Figure 6 ). At other periods, the PDF can vary from a single mode to bimodal, for both Love and Rayleigh waves. The ability of the THBI approach to recover spatially dependent probabilities is a particularly useful advantage. Errors associated with the measurement of phase velocity dispersion and ray-theoretical forward modeling during inversion of the maps can affect the details of the recovered model. In the THBI approach, these errors are jointly quantified in the hierarchical noise parameter, σ, and estimated during the hierarchical step of the Markov chain (see Figure 1) . We observe that the σ value for Love waves is systematically greater than for Rayleigh waves and decreases with increasing period (Figure 7) . A higher σ value for Love compared to Rayleigh waves is due, in part, to the larger relative observational errors of the spatial autocorrelation measurements at shorter paths [e.g., Ekström, 2014] , and possibly also the potential contamination of overtones on Love waves compared to Rayleigh waves [e.g., Foster et al., 2014] . It could also be due to the modeling errors. For example, we assume that the raypaths are straight, but since the variation is largest for Love waves, especially at shorter periods, this assumption may be invalid, leading to higher modeling uncertainties captured by the noise parameter.
To distinguish between the measurement and modeling uncertainties, we rerun the THBI analysis on three different subsets of the data (sorted based on interstation distance: short, medium, and long path lengths (see Table 2 for details). If modeling uncertainty dominated over the measurement uncertainty, we would expect the recovered hierarchical parameter to be greater at longer path lengths, since the modeling error is expected to increase with path length [e.g., Bodin et al., 2012b, Figure 8] . We observe the opposite trend: the largest uncertainties are observed at the shortest path lengths and at the smallest wavelength, in . As interstation distance decreases, the estimated uncertainty increases. This pattern persists at all periods for both Love and Rayleigh waves, with decreasing uncertainties as wavelength increases. This suggests that the dominant source of uncertainty is measurement uncertainty. Furthermore, our results support the notion that making phase velocity measurements at shorter periods and for shorter interstation distances is more difficult than at longer periods, and the inferred uncertainty is able to account for this uncertainty in the inversion. The recovered uncertainties from THBI are larger than the empirical estimates reported in Ekström [2014] (Figure 6 ). This difference may reflect the fact that the THBI uses only a single σ value to represent a distribution that contains outliers (gray boxplot in Figure 7 ). Nevertheless, we believe that the THBI uncertainty estimate should be less subjective, since it is constrained during inversion by the data itself, rather than subjectively assessed by an operator. The inverse dependence on path length suggests that the larger influence of measurement uncertainty over modeling uncertainty is an inference that is not straightforwardly accessible using empirical arguments only.
Autoadaptive Parameterization Independent of Data Coverage
In the Bayesian inversion used in this study, the model parameterization is autoadaptive (i.e., recovered by the data) and reflects the true amplitude of phase velocity variations in the Earth model. We see that the number of Voronoi cells (nodes) required to parameterize the phase velocity model efficiently decreases with increasing period and is governed by the spatial scale of velocity variation in the model space (node panel in Figure 6 ). The autoadaptive nature is compelling when we see that the number of nodes needed to represent Love waves is larger than that for Rayleigh waves, since the amplitude of velocity variations are greater for Love waves than for Rayleigh waves (cf. red versus blue in node panel of Figure 6 ). A special transition happens at periods greater than 20 s where the numbers of nodes for Rayleigh waves become larger than those for Love waves. A comparison of the phase maps of Rayleigh to that of Love at this period explains this pattern, since the pattern switches and amplitude of velocity variation for Rayleigh becomes larger than Love at this period (cf. node panel in Figure 6 with maps in Figure 3) . Simply put, model parameterizations (tessellations) based on prior considerations like data coverage density do not appear to be appropriate for constructing phase velocity maps (data coverage is uniform, yet nodal density adapts to model complexity). Table 2 for details). Only at the longest wavelength and longest path data do the two estimates agree.
Tectonics 10.1002/2017TC004468
Comparison to Least Squares Inversion
The THBI approach does not require any explicit regularization (smoothing or damping); neither does it require the measurement uncertainties to be set a priori. Despite this lack of preconditioning, our phase velocity maps are qualitatively and visually similar to those obtained by the least squares approach [e.g., Ekström, 2014] . Some minor differences exist, however, and we investigate these differences (and the sources) by conducting two analyses: (1) calculating pixel-based residual maps and (2) evaluating multitaper spectral and correlation analysis. A comparison of the residual maps to the standard deviation maps shows that the differences are statistically insignificant (Columns 1 and 2 of Figure 8 ). We observe negligible speckling in the residual maps, with the amplitude reducing as period increases (Figure 8 ). This feature may reflect an artifact of the least squares inversion, which is conducted on a high-resolution 0.25 by 0.25°grid. For short-period phase velocity maps there are different wavelengths of velocity variation (e.g., see variable nodal density in Figure 2 ), and applying a single damping and smoothing coefficient results in small-scale variation in the residual maps. Reduction in speckling at longer periods is consistent with the fact that the wavelength of velocity variation is more uniform.
The spectral analysis and multitaper spectral correlation allows us to quantify the differences (and similarities) across various wavelengths, which are introduced by inverting the phase velocity maps using the different approaches. The spectral amplitude for the Rayleigh wave maps is well correlated across all periods (Columns 3 and 4 of Figure 8 ), with total correlation reducing at longer periods. Compared to the Rayleigh wave phase velocity maps, the Love wave maps are less correlated at intermediate periods (20 s and 40 s; Columns 3 and 4 of Figure 8 ). The reduction in correlation is partly due to the difference in the very short wavelength low velocity structure within the Mississippi embayment (see Figure 9) . At shorter wavelengths (l > 120), the spectral amplitude is larger for the Ekström Rayleigh wave maps compared to that of the THBI (see Column 4 of Figure 8 ). This pattern seems reversed for Love waves (except for the longest period 40 s Love wave phase velocity map). Large spectral amplitude at shorter wavelengths (compared to longer wavelength, smaller spherical harmonic degrees) is due to the short-wavelength speckling observed in the Ekström phase velocity (and residual) maps, compared to the smoother THBI maps. On the other hand, the larger amplitude in the Love wave maps is related to the differences in length scale and amplitude of the small-scale low-velocity feature in the Mississippi embayment. The 40 s Love waves are less sensitive to this low-velocity feature and hence the spectra reverses to the general pattern of higher amplitudes for Ekström compared to THBI (see Column 4 of Figure 9 , compare 40 s phase velocity maps with those from 5-20 s). At this period the spectral amplitudes are also more comparable.
Statistical Assessment of Crustal Models
The ambient noise phase velocity measurements can be used to invert for compressional and shear wave speed in the crust either by themselves [e.g., Moschetti et al., 2007; Bensen et al., 2008] , or in combination with receiver functions [e.g., Lowry and Pérez-Gussinyé, 2011; Shen et al., 2013] . In this paper, however, we use the statistical information to anticipate how these new data sets will inform the new models. We do this by comparing the observed THBI with the predicted phase velocity maps obtained using extensively used global (e.g., CRUST1.0 [Laske et al., 2012] and LITHO1.0 [Pasyanos et al., 2014] ) and regional (e.g., NACr14 [Tesauro et al., 2014] ) crustal models in the U.S.
We calculate the predicted phase dispersion curves at each individual 1°× 1°tile in the three crustal models (similar resolution for CRUST1.0, LITHO1.0, and NACr14) using the propagator matrix method for computing dispersion curves in a layered isotropic elastic wave model [e.g., Hisada, 1994; Lai and Rix, 1998 ]. The OLUGBOJI ET AL. BAYESIAN EVALUATION OF U.S. CRUSTAL MODELSdispersion data are resampled at the frequencies of the predicted phase maps and are used to calculate residuals. The statistical significance of these residuals can be assessed by comparison with the THBI standard deviation at the same resolution (e.g., Figure 10 for CRUST1.0). For NACr14, which is only a compressional velocity model, we use the compressional to shear wave velocity and density scaling reported by Brocher [2005] . We conduct an analysis of the intraregional variation of the residuals based on the crustal classification scheme defined in Mooney et al. [1998] as well as the physiographic provinces [e.g., Fenneman, 1917] (see Figure 11a ). We discuss these comparisons in the next section, paying special attention to the reasons for discrepancy across the various models and between model predictions and data.
5. Discussion
THBI Versus Least Squares: Damping, Smoothing, and Uncertainty
The phase velocity maps obtained using THBI agree well with those of the least squares approach especially at long wavelengths. The results from the residual maps and the multitaper spectral correlation analysis show that the few sources of dissimilarity come from two short-wavelength sources: (1) the very slow velocities in the sediment basins of southernmost Texas, Florida, and Mississippi, and (2) discretization and regularization artifacts mapped into the results from the least squares approach when a finely parameterized model is solved using damping and smoothing constraints that may not apply across the model domain (Figures 8  and 9 ). As pointed out earlier, the largest residuals are observed as short wavelength speckling that reduces with increasing period. Since the wavelength of velocity variation reduces at longer periods, applying a single smoothing and damping parameter is more justified than at shorter periods (see Figure 8 ). The THBI approach does not suffer from this limitation and is able to recover wavelengths of velocity variation of different sizes and smoothness (e.g., smooth and sharp velocity boundaries), without the need for explicit regularization (see for example 5 s phase velocity map in Figure 3 ).
Statistical Assessment of Crustal Models With Regionalization
Of the three crustal models we assess, only LITHO1.0 incorporates surface wave dispersion data derived from earthquake sources at longer periods, e.g., greater than 28 s (35 mHz) for Rayleigh and 30s Table 2 ]. The other crustal models, i.e., CRUST1.0 and NACr14, are derived primarily from active source data sets. Compared to CRUST1.0, NACr14 uses a larger active source database, although it only reports compressional wave velocities and does not include sedimentary layer structure. The crustal model of CRUST1.0 is synthesized from a template of 14 crustal types (using the tectonic regionalization Figure 11a of Mooney et al. [1998] ). This approach allows the model to be extrapolated to regions where there are no data. When the residuals are sorted by this classification scheme, we observe statistically significant misfits between the observed and predicted phase dispersion data, except for the Late Archean region (see Figure 11b ).
In all regions in the U.S., we observe the largest residuals at shorter periods (sedimentary basins or near surface structure), which decrease with increasing period for both Love and Rayleigh waves. A comparison of the residuals to the standard deviation maps derived from THBI shows that the differences are statistically significant at the 3σ level. The largest residuals are observed at the shortest periods for the Love waves, particularly in the regions called the slow thin platforms and the Phanerozoic. This is because the sensitivity of short-period Love waves is larger at the shallowest depths (<10 km, see Figures 12 and S4a-S4d) and is greater than that of Rayleigh waves, which, for the same period, tends to feel deeper structure. These differences are therefore attributable to the very slow Love and Rayleigh wave phase velocities in the sediment basins of the Mississippi embayment, which lead to residuals as large as 1.1 km/s in the southernmost regions of Texas, Florida and Mississippi. To illustrate how these residuals will reflect updates to the bulk crustal velocity structure, we show, as an example, a forward modeling exercise for a station in the extended crust, where updates to the shallow velocity structure significantly improve the short-period residuals (Figures 13 and S5 ). This analysis illustrates that Mooney et al., 1998 ]. (Row 2) Crustal classification based on surface geology using the physiographic divisions described by Fenneman [1917] .
shallow velocity structure beneath sedimentary basins, especially in these regions, needs to be revisited. Additionally, a comparison of the residuals based on surface geology [e.g., Fenneman, 1917] shows a similar pattern to the crustal regionalization of Mooney et al. [1998] . In the regionalization based on surface geology, we observe larger intraregional variances, suggesting that the crustal regionalization scheme of Mooney et al. [1998] is preferred (compare supporting information Figures S1 to 11b ).
As expected, LITHO1.0 shows a closer correspondence to the THBI results compared to both CRUST1.0 and NACr14, since it incorporates surface wave data at longer periods. On average, relative to THBI standard deviation, LITHO1.0 residual is 18% smaller than CRUST1.0 and 135% smaller than NACr14 (see Table 3 ). In all three models the residuals decrease with increasing period, with the minimum being reached at~15 s (see supporting information Figure S2 ). The crustal structure in the region designated as Late Archean is well fit regardless of which model is used. Similarly, as evidenced by CRUST1.0, we observe the largest residuals in the Phanerozoic and slow thin platform domains of the crustal models of LITHO1.0 and NACr14. Compared to the other two models, the residuals derived from comparison with NACr14 are especially large due to the absence of sediment velocities in this published velocity model.
The most prominent features observed on our phase velocity maps are the very slow velocities that outline the sedimentary basins. A comparison of the boundaries of the major tectonic division of the Precambrian craton of North America [Whitmeyer and Karlstrom, 2007] and the dispersion maps (Figure 3) indicates the depths at which different tectonic regions are distinct from their surroundings. For example, while the Figure 12 . The depth sensitivity of Rayleigh and Love waves for the selection of periods shown in Figure 11b , using a representative regional crustal velocity model drawn from the average of all velocity profiles in the Early/Middle Proterozoic region (solid lines) and slow thin platforms (dashed lines) described in Mooney et al. [1998] . The change in phase velocity (x axis) is due to a 10% increase in density, V p , and V s at each depth (y axis). By comparison, the largest low velocity feature in the Mississippi embayment marks the southernmost edge of the Precambrian basement, which experienced the detachment of a microcontinent. We also observe the distinct outlines of the Oklahoma aulacogen at periods of 5 and 10 s in both the Love and Rayleigh maps, indicating that the aulacogen is characterized by slower seismic wave speeds in the upper and midcrust than its surroundings. The Midcontinent Rift System is discernible in the 5 and 10 s Love and Rayleigh maps, particularly in Minnesota and Iowa, though its signature goes away at periods longer than 10 s (Figure 3 ). These slow velocity features, as well as the signature of the Williston (North Dakota) and Dever (Colorado) basins, are only visible at the shortest periods (particularly at 5 s) and gradually disappear at longer periods, suggesting that the updates to velocity structure are restricted to the upper crustal depths (see Figure 12 ). At longer periods (20 and 40 s), sensitive primarily to the middle-to-lower crust and sub-Moho mantle, most notable are large-scale velocity differences between the slower western and faster eastern United States, and slow regions along the northeastern and northwestern margins of the Colorado Plateau-corresponding to the High Rockies and the Wasatch Range-consistent with differences in lithospheric structure seen in scattered wave studies [e.g., Lekić and Fischer, 2014] .
Conclusions
We present a new statistical data set of phase velocity maps and their associated uncertainties using a large Monte Carlo ensemble derived from a transdimensional hierarchical Bayesian inversion of a phase velocity dispersion data set for ambient noise surface waves. These maps are obtained using an autoadaptive model parameterization that does not require a priori assumptions on damping and smoothing, while constraining the level of observational and modeling uncertainties, which could otherwise affect model results. We show that observational uncertainties dominate and are strongly path dependent. We show, using pixel-based comparisons and multitaper spectral correlation analysis, that the maps obtained using the Bayesian inverse approach are comparable to those obtained using the linear least squares approach, with minor differences attributable to very slow velocities in the sedimentary basins of the southeastern U.S., and inversion artifacts from data-agnostic discretization or regularization using the linear least squares approach. We compare statistics derived from the Monte Carlo ensemble against predictions of three crustal models of the U.S. and organize the results based on regionalization. Favorable comparison is seen with the LITHO1.0 crustal model, which, not surprisingly, incorporates surface wave data at the longest periods. Based on the large discrepancy in-phase dispersion data for both Love and Rayleigh wave (except for Late Archean crust), we show that there is room for improvement across all models, especially for deriving new crustal regionalization schemes and for updating shallow velocity structure. We address these issues in a subsequent paper. 
