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A quantum model for Josephson-based metamaterials working in the Three-Wave Mixing (3WM)
and Four-Wave Mixing (4WM) regimes at the single photon level is presented. The transmission
line taken into account, namely Traveling Wave Josephson Parametric Amplifier (TWJPA), is a
bipole composed by a chain of rf-SQUIDs which can be biased by a DC current or a magnetic field
in order to activate the 3WM or 4WM nonlinearities. The model exploits a Hamiltonian approach
to analytically work out the time evolution both in the Heisenberg and interaction pictures. The
former returns the analytic form of the gain of the amplifier, while the latter allows to recover the
probability distributions vs. time of the photonic populations, for multimodal Fock and coherent
input states. The dependence of the metamaterial’s nonlinearities is presented in terms of circuit
parameters in a lumped model framework while evaluating the experimental conditions effects on
the model validity.
I. INTRODUCTION
Superconducting amplifiers are nowadays widely used
for the detection of single photons in several ranges of
the electromagnetic spectrum. From microwaves to X-
rays these devices have shown unrivalled performances
for what concerns quantum efficiency, resolving power
and added noise, compared to their solid state counter-
parts [1–6]. The peculiar characteristics of supercon-
ducting materials allow to engineer highly performing
resonators and cavities, characterised by quality factor
of the order of ≈ 1010 [7–10]. Indeed, resonator-based
superconducting amplifiers show a quite high gain, in
the range of 20 dB [9], however, they are subjected to
a limited bandwidth, fact that makes them unsuitable
for the multiplexing required in complex systems.
Traveling Waves Josephson Parametric Amplifiers
(TWJPAs) and Kinetic Inductance Traveling Wave
Amplifiers (KITs) promise to be appropriate devices for
this aim in the microwave regime, showing in princi-
ple valuable multiplexing capabilities due to their wide
bandwidth [11]. Indeed, it has been shown how the
Four-Wave Mixing (4WM) induced in all the Kerr-like
media allows amplifying very tiny signals over a sev-
eral GHz bandwidth with a minimum amount of added
noise [11–14]. Nevertheless, recent papers show that,
enabling the Three-Wave Mixing (3WM) interaction,
through the introduction of a quadratic non-linearity
∗ Corresponding author: e.enrico@inrim.it
in the medium, could provide several benefits and ex-
perimental simplifications for what concerns feasibility
and integration capabilities. In particular, a three-wave
mixer generally requires a lower input pump power,
an easier output filtering and shows a higher dynamic
range [15–17]. These distinctive characteristics make
TWJPAs working in 3WM excellent candidates for the
readout of quantum limited detectors (e.g., rf-SETs, rf-
SQUIDs), by preserving the quantum properties of their
outputs [18–20]. Moreover, a three-wave mixer can be a
promising candidate for the generation of heralded pho-
tons pairs, since it naturally enables Parametric Down
Conversion (PDC) [21].
In this framework we develop a quantum model, based
on previous theoretical works [22, 23], for a recently pro-
posed TWJPA concept [16] covering both the 3WM and
4WM regimes. Previous classical descriptions in terms
of electromagnetic waves [16, 17] were limited to the
high power range, completely neglecting any descrip-
tion of the light-matter interaction at the single pho-
ton level. Our theory exploits circuit-QED techniques
to model a TWJPA made up of a chain of rf-SQUIDs
capacitively shunted to ground. The proposed layout
can be biased by a DC current or an externally applied
magnetic field in order to activate 3WM or 4WM of the
microwave traveling modes. The quantum description
allows to analytically treat important figures of merit
of the amplifier like gain, squeezing and time evolution
of arbitrary quantum states at the single photon level.
The main results of the paper are reported in Section
II. In particular, Subsection IIA reports the Hamil-
tonian in first quantization formalism, based on the
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2circuit model of a nonlinear lossless transmission line.
Then, Subsection II B is dedicated to develop the the-
ory through the occupation number formalism, and
a 3WM/4WM Hamiltonian is found. A selection of
modes follows in Subsection IIC, leading to model the
3WM/4WM quantum mechanical phenomena in the
Heisenberg picture. Solving the dynamics of the system
(i.e., Langevin equations) allows to analytically calcu-
late the gain and squeezing capabilities of the amplifier.
In Subsection IID the time evolution of Fock and co-
herent input states due to nonlinear interactions is an-
alytically treated and on these basis various examples
of photon statistics in the Fock space are calculated.
The Discussion section III is focused on both the circuit
parameter constraints bounded to physical and experi-
mental requirements (Subsections IIIA) and on a clear
outline of the limits of validity of the model (Subsection
III C and III B).
II. RESULTS
A. rf-SQUIDs array embedded in a transmission
line
The TWJPA recently proposed [16] and theoretically
quantum mechanically treated in this paper can be
modeled as an array of rf-SQUIDs embedded in a su-
perconducting transmission line. In the following, the
Hamiltonian of the system will be derived as a function
of its circuit parameters. As represented in Figure 1,
each elementary cell is composed by a superconducting
loop containing a Josephson junction (with its associ-
ated capacitance CJ and inductance LJ) and a geomet-
rical inductance Lg. Furthermore, each loop is coupled
to ground through a capacitor Cg. The system taken
into account is non-dissipative and, in sake of simplic-
ity, all the elementary cells are considered equal. The
length of the elementary cell along the z-direction (i.e.,
the propagating direction of the modes) is defined as a.
In presence of an electromagnetic field, each of these
cells stores a certain amount of energy that can be ex-
pressed as a function of the conjugate coordinates Φˆ and
Qˆ, the generalized magnetic flux and charge at a certain
node, respectively. The total amount of energy can be
computed as the sum of the energy stored in each of its
components (see Appendix A). Moreover, being the sys-
tem under analysis a repetition of identical elementary
units, the total energy stored in the whole medium can
be expressed as the sum of the energy stored in each
cell.
Under the assumption that the differences between the
Φˆ (and Qˆ) of a couple of consecutive nodes are small
enough, these quantities can be considered as con-
tinuous functions of time and space (i.e., Φˆ(z, t) and
Qˆ(z, t)). This consideration can also be applied to the
definition of the total energy stored in the medium,
leading to an expression in terms of an integral of a
linear density Hamiltonian Hˆ:
Hˆ = HˆLg + HˆLJ + HˆCJ + HˆCg (1)
where in the right-hand side of equation (1) one can
recognize respectively the energy density associated to
the geometrical inductance Lg, the Josephson induc-
tance LJ, the Josephson capacitance CJ and the ground
capacitance Cg.
Hence, the Hamiltonian of the whole system is the spa-
tial integral across the z-axis and along a quantization
length lq = aN [24], of the linear Hamiltonian density
in equation (1):
Hˆ =
∫
lq
Hˆ dz = 1
2a
∫
lq
dz
2Icϕ0(1− cos(∆Φˆ
ϕ0
))
+
1
Lg
∆Φˆ2 + CJ
(
∂∆Φˆ
∂t
)2
+
Qˆ2Cg
Cg
 (2)
having identified ∆Φˆ as the magnetic flux difference
function across the cells, N as the number of unit cells
composing the transmission line, Ic as the critical cur-
rent of the Josephson junction, ϕ0 = ~/2e as the re-
duced flux quantum, being ~ the reduced Plank con-
stant and e the elementary charge.
The presence of an external magnetic field or a DC cur-
rent through the line induces a constant component in
the flux difference across a cell. This means that ∆Φˆ
can be considered as the sum of two components, a con-
stant one ∆ΦDC and a time-dependent one δΦˆ
∆Φˆ = ∆ΦDC + δΦˆ (3)
B. Second quantization framework
Here the Hamiltonian will be expressed in terms of
ladder operators. In this view, the voltage drop on the
ground capacitors Cg can be expressed using a mode de-
composition assuming that sinusoidal waves are passing
3a
CJCJ
Cg Cg Cg
LJ LJ
Lg
z
ΔΦ=ΔΦDC+δΦ
VCg
Ĩ=I+IDC
B
Lg
CJ
LJ
Lg
Cg
Figure 1. Electrical equivalent of a repetition of three
elementary cells (periodicity a) of the rf-SQUIDs based
TWJPA. Each cell consists of a superconducting loop con-
taining a geometrical inductance Lg, a Josephson junction,
with an associated capacitance CJ and inductance LJ, and a
ground capacitor Cg. The series can be biased both through
an external DC magnetic field B and a flowing current IDC.
∆Φˆ is the magnetic flux difference across the nodes of a cell,
while VˆCg is the voltage drop across the ground capacitor.
through the line [25]
VˆCg(z, t) =
∑
n
√
~ωn
2CgN
(
aˆne
i(knz−ωnt) + H.c.
)
(4)
where ωn and kn are the angular frequency and
wavenumber of the n-th mode while aˆ is its annihilation
operator. Positive indexes denote progressive waves
(kn > 0 and ωn > 0), while negative indexes denote
regressive waves (k−n = −kn < 0 and ω−n = ωn).
The link between the voltage drop and the current pass-
ing through a cell is straightforwardly found recalling
the Telegrapher’s equation, that exploits the inductance
of the cell for the n-th mode Lˆn
∂Vˆn
∂z
= − Lˆn
a
∂Iˆn
∂t
(5)
Lˆn can be calculated as the parallel between the ef-
fective inductance Leff,n (composed by the Josephson
capacitance CJ and the geometrical inductance Lg, see
Appendix B) and the nonlinear Josephson inductance
LˆJ. Exploiting the constitutive relation for a generic
inductor it can be written that ∆Φˆ = LˆIˆ. Hence, us-
ing the flux-current relation of a Josephson junction,
IˆJ = Ic sin
(
∆Φˆ/ϕ0
)
, the nonlinear Josephson induc-
tance LˆJ can be simply expressed as
LˆJ =
∆Φˆ
IˆJ
=
ϕ0
Ic
∆Φˆ/ϕ0
sin
(
∆Φˆ/ϕ0
) ≡ LJ0 ∆Φˆ/ϕ0
sin
(
∆Φˆ/ϕ0
)
(6)
with LJ0 = ϕ0/Ic. It follows that the cell inductance
Ln can be written as
Lˆn =
ΛnLg
1 + Λn
Lg
LJ0
sin (∆Φˆ/ϕ0)
(∆Φˆ/ϕ0)
(7)
where the dispersion coefficient of the n-th node
Λn = 1/(1 − ω2nLgCJ) (Appendix B) has been defined.
The time-dependent component of equation (3) can be
found exploiting the mode decomposition for the AC
current through the cell Iˆn and the inductance Lˆn for
the corresponding mode as
δΦˆ =
∑
n
LˆnIˆn (8)
It follows that (see Appendix C)
δΦˆ =
∑
n

1 + Λn Lg
LJ0
sin
(
∆ΦDC+δΦˆ
ϕ0
)
∆ΦDC+δΦˆ
ϕ0
−
1
2
δΦˆ(0)n

(9)
where the zero order AC flux component of the n-th
mode δΦˆ(0)n has been defined. Equation (9) is a recur-
sive relation for the nonlinear flux operator δΦˆ, which
can be straightforwardly solved at zero order by the
substitution δΦˆ 7→ δΦˆ(0) in the right-hand side.
In order to find an analytical solution one can perform
the Taylor expansion of the square root of equation (9)
and the Josephson energy into (3) for δΦˆ(0)  ϕ0. The
maximum order of expansion was chosen in order to
take into account scattering events involving at most 4
photons. This procedure provides a valid approxima-
tion for the nonlinear time-dependent flux operator δΦˆ
that can be substituted into equation (2) in order to ob-
tain the Hamiltonian of the system in terms of ladder
operators.
Hˆ = ~χ0 +
∑
n
~χ(n)1
(
aˆ†naˆn +
1
2
)
+
+
∑
n,l,m
~χ(n,l,m)3
{
aˆ+ aˆ†
}
n,l,m
δ∆ωn,l,m, 0+
+
∑
n,l,m,s
~χ(n,l,m,s)4
{
aˆ+ aˆ†
}
n,l,m,s
δ∆ωn,l,m,s, 0 (10)
The subscripts of the braces in equation (10) stand
for a multiplication of the form {aˆ+ aˆ†}n,l,...,k = (aˆn +
aˆ†n)(aˆl + aˆ
†
l ) · ... · (aˆk + aˆ†k). The δ∆ω,0 Kronecker func-
tions have the role to select the only scattering events
that fulfill the energy conservation between the three
(∆ωn,l,m = 0) or four (∆ωn,l,m,s = 0) modes taken into
account.
With this in hand the full Hamiltonian of the system
is found to be composed by a sum of four terms, the
last two being interaction terms, where three or more
4Parameter Value Description
Ic 5 µA Josephson critical current
Cg 14 fF Ground capacitance
Lg 53 pH Geometrical inductance
CJ 60 fF Josephson capacitance
a 60µm Unit cell length
N 900 Number of unit cells
ωp 2pi · 12 GHz Pump frequency
ωs 2pi · 5 GHz Signal frequency
ωi 2pi · 7 GHz 3WM idler frequency
ωj 2pi · 19 GHz 4WM idler frequency
Table I. Circuit parameters used for the numerical evalua-
tions
modes give rise to 3WM or 4WM.
χ
(n)
1 and χ0 describe respectively the free field energy of
the traveling modes and the magnetic energy stored into
the rf-SQUIDs due to the magnetic field or DC current
bias applied. Furthermore χ(n,l,m)3 and χ
(n,l,m,s)
4 are re-
spectively the coupling parameters that characterize the
3WM and 4WM, both strongly dependent on the circuit
parameters of the unit cell and on the frequency of the
modes that populate the TWJPA. For the complete ex-
pression of the coupling coefficients as a function of the
layout and experimental parameters see Appendix D.
The distinctive characteristic of the layout under study
is the strong dependence of these coupling parameters
with respect to the external bias conditions, opening the
possibility to properly select a working regime (3WM
or 4WM). Each coupling parameter, defined by a set of
indices (e.g. n, l, m and s), quantifies the interaction
strength of the respective modes. It is then clear that
different combinations of indices represent different ef-
fects that take place into the TWJPA which contribute
to the output field. If we now focus on a particular
working regime of the amplifier it can be noted that if
the TWJPA is biased so that the Kerr-like nonlinearity
is suppressed, it is legit to consider the amplifier as a
pure three-wave mixer, where the conservation of en-
ergy imposes the creation of the so-called Idler mode
at frequency ωp − ω, being ωp and ω the Pump and
Signal frequencies respectively. On the contrary, if the
quadratic nonlinearity gets suppressed, the TWJPA be-
comes a pure four-wave mixer, hence, with the degener-
ate pump assumption valid since now on for the 4WM
regime, the Idler will be located at 2ωp − ω.
C. Gain and Squeezing in 3WM and 4WM
In order to analytically treat the problem the number
of traveling modes that populate the TWJPA will be re-
stricted to three, the input pump and signal frequencies
plus the idler frequency that changes depending on the
active nonlinearity. This assumption implies that mixed
- 0.1
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Figure 2. Hamiltonian coupling parameters χi characteriz-
ing the Hamiltonian (10) versus the normalized DC flux bias
(∆ΦDC/Φ0). The Hamiltonian coefficient related to the con-
stant flux bias (χ0) has been scaled by a factor of 1012 while
the non-interacting-modes Hamiltonian coupling constants
(χ(n)1 ) have been shifted by the frequency of the correspond-
ing photon (ωi) and scaled by a factor 104. The indices
in the superscripts vary with the considered mode and can
take the values p (pump), s (signal) and i (idler). The blue
vertical lines indicate the flux biases at which the amplifier
works as a three-wave mixer (see Section IIC for a detailed
description), while the red vertical lines indicate the flux bi-
ases at which the amplifier works as a four-wave mixer. The
coupling parameters ξn,n and ξn,l refer to the self-phase and
cross-phase modulation due to the 4WM interaction. The
circuit parameters used to perform the numerical evalua-
tions and plots are summarized in table I.
3WM/4WM states will not be taken into account, be-
cause the presence of a mixed state would require a four
coupled modes discussion, that goes beyond the scope
of this paper. Furthermore, since now the 3WM regime
will be considered in a non-degenerate condition, that
is ω 6= ωp/2. With this in hand the full Hamiltonian
(10), can be reduced to two different forms depending
on the regime the amplifier is working in. Concerning
the 3WM, the following Hamiltonian is obtained
Hˆ3WM = ~χ0 +
∑
n={ωp,ω,ωp−ω}
~χ(n)1
(
aˆ†naˆn +
1
2
)
+
+ ~χ{ωp,ω,ωp−ω}3
(
aˆ†ωp aˆωaˆωp−ω + aˆ
†
ωaˆ
†
ωp−ωaˆωp
)
(11)
having introduced χ{ωp,ω,ωp−ω}3 as the sum of all
the possible terms arising from index permutations of
χ
(ωp,ω,ωp−ω)
3 neglecting permutations signs degeneracy.
5While the 4WM Hamiltonian results to be
Hˆ4WM = ~χ0 + ~ξ0 +
∑
n={ωp,ω,2ωp−ω}
~χ(n)1
(
aˆ†naˆn +
1
2
)
+
+
∑
n={ωp,ω,2ωp−ω}
~ξnaˆ†naˆn+
+
∑
n,l={ωp,ω,2ωp−ω}
~ξn,laˆ†naˆnaˆ
†
l aˆl+
+ ~χ{ωp,ωp,ω,2ωp−ω}4 ·
·
(
aˆ†ωp aˆ
†
ωp aˆωaˆ2ωp−ω + aˆ
†
ωaˆ
†
2ωp−ωaˆωp aˆωp
)
(12)
where ξ0 is a small correction to the zero-point en-
ergy, ξn is a small contribution to the free-field energy of
the modes and ξn,l is the coefficient describing the self-
(n = l) and cross-phase (n 6= l) modulation phenom-
ena. All these latter arise from the 4WM interaction in
the medium. Likewise the 3WM case, χ{ωp,ωp,ω,2ωp−ω}4
is the sum of all the possible terms that derive from
index permutations of χ(ωp,ωp,ω,2ωp−ω)4 neglecting per-
mutations signs degeneracy.
Figure 2 shows the behaviour of the most significant
coupling parameters as a function of ∆ΦDC. All these
coefficients present an oscillating-like behaviour with
multiple zeros for different values of ∆ΦDC while red
and blue vertical lines represent particular bias values
(working points) that select the 4WM or 3WM working
regimes respectively.
Once the Hamiltonian of the system is known, it is pos-
sible to work out the dynamic of the observables. Ex-
ploiting the Heisenberg picture of quantum mechanic,
the time evolution of the creation and annihilation op-
erators can be computed through the Heisenberg equa-
tion daˆH(t)/dt = (i/~)[Hˆ, aˆH(t)] + (∂aˆ/∂t)H (for the
complete calculations see Appendix E). From here to
the end of Section IIC we will drop the H subscript.
A system of coupled equations (3WM (E1)-(E3), 4WM
(E4)-(E6)) comes out, that is not exactly solvable an-
alytically [26]. Indeed, one can proceed with the so-
called undepleted pump approximation to analytically
treat the system. Such an approximation requests the
pump amplitude to be much higher than the signal and
idler ones so that its magnitude does not change sig-
nificantly during the interaction process. On the other
hand, under the so-called classical pump approximation,
the ladder operator describing the pump mode can be
treated as a classical amplitude√
2~ωp
CgN
aˆp 7→ Ap (13)
being Ap the classical voltage amplitude of VˆCg (equa-
tion (4)).
The strong interplay between the traveling waves man-
ifests itself in a system of coupled differential equations
for the annihilation operators describing the signal and
idler modes
daˆω
dt
= −iΥaˆ†ω′e−iΨt (14a)
daˆω′
dt
= −iΥaˆ†ωe−iΨt (14b)
where the density phase mismatch Ψ has been defined
(3WM - equation (E22), 4WM - equation (E15)). The
main structure of the system stays the same regard-
less of the kind of interaction that takes place into the
TWJPA, indeed it is possible to define an interaction
parameter Υ = Υ3WM,4WM that characterizes the work-
ing regime the amplifier is biased in.
Υ3WM = χ3|Ap,0| (15a)
Υ4WM = χ4|Ap,0|2 (15b)
χ3,4 are two bias tunable coefficients that incorporate
information about the strength of the quadratic or cubic
non-linearity into the device (for their definition refer
to equations (E16) and (E23)). It has to be noticed
that in Υ3WM,4WM the proportionality to the initial
pump amplitude Ap,0 reflects the nature of the scat-
tering taken into account, hence involving one (linear)
or two (quadratic) pump photons.
Under the undepleted pump assumption and working
in the co-rotating frame one can find the following an-
alytical solution to equations (14a) and (14b)
aˆω(t) =
[
aˆω,0
(
cosh (gt) +
iΨ
2g
sinh (gt)
)
−
− iΥ
g
(aˆω′,0)
†
sinh (gt)
]
e−i(Ψ/2)t (16)
being aˆω,0 and (aˆω′,0)† the ladder operators at the
initial interaction time and with the complex gain factor
g =
√
Υ2 −
(
Ψ
2
)2
(17)
For the 3WM case, under experimentally reasonable
parameter (see Table I) a negligible total phase mis-
match approximation, hence the phase mismatch den-
sity times the interaction time, can be considered in
equation (16), so that Ψt ≈ 0 and the phase lag be-
tween the traveling modes can be neglected. Moreover,
in the undepleted pump approximation it can be shown
that the gain variation given by the phase mismatch
density in (17) can be neglected since Υ2  Ψ24 , giving
the much simpler relation
g ≈ |Υ3WM| (18)
6It is helpful to introduce a set of auxiliary functions
that incorporates the behaviour of the TWJPA and sim-
plifies the notation
u(ω, t) = cosh (g(ω)t) +
iΨ(ω)
2g(ω)
sinh (g(ω)t) (19)
v(ω, t) = − Υ
g(ω)
sinh (g(ω)t) (20)
It is now possible to define the gain of a TWJPA
as the ratio among the average number of photons of
frequency ω after a certain amount of time t spent into
the medium and the average number of photons at the
same frequency entering the transmission line
G(ω) =
〈aˆ†ωaˆω〉
〈(aˆω,0)† aˆω,0〉
= |u|2 + |v|
2
[〈(aˆω′,0)†aˆω′,0〉+ 1]+ iu∗v〈(aˆω,0)†(aˆω′,0)†〉 − iuv∗〈aˆω′,0aˆω,0〉
〈(aˆω,0)†aˆω,0〉
(21)
Equation (21) is a general relation to estimate the
number of outgoing signal photons regardless of the
nature of the incoming state (Fock, coherent, thermal,
etc.). The classical limit of equation (21) can be found
by setting a large amount of input signal photons, hence
〈(aˆω,0)†aˆω,0〉  1 and by setting the number of input
idler photons to zero, so 〈(aˆω′,0)†aˆω′,0〉 ≈ 0
G(ω) ≈ |u|2 ≈ 1 + sinh2 gt (22)
that results to be in accordance with [16]. Moreover,
it is possible to explicitly compute the gain for an in-
coming Fock state |Ψ〉 = |nω, nω′〉 or a coherent state
|Ψ〉 = |αω, βω′〉 starting from equation (21)
GF,H = |u|2 + nω
′ + 1
nω
|v|2 (23)
GC,H = |u|2 + (|βω
′ |2 + 1)|v|2 + iu∗vα∗ωβ∗ω′ − iuv∗αωβω′
|αω|2
(24)
Figure 3(a) shows several plots of equation (23) cal-
culated for Fock input states with different numbers of
signal photons and for the experimental parameters re-
ported in Table I. It is evident that the quantum gain
of (23) tends to (22) for a large number of input pho-
tons (nω > 64). Moreover, a closer look at the curves
representing equation (22) with and without negligible
phase mismatch shows that the approximation Ψ ≈ 0
holds in all the bandwidth only for the 3WM regime.
The orange, red and blue curves are plotted for growing
pump powers, hence the gain, which shows a maximum
at half the pump frequency, is strongly dependent on
the pumping power.
The correlation of the signal and idler photons results
in a squeezed output field of the TWJPA. In order to
model these correlations one can introduce quadratures
as
Yˆ θ(ω) = i(eiθ/2aˆ†ω − e−iθ/2aˆω) (25)
with their associated fluctuations
∆Yˆ θ(ω) = Yˆ θ(ω)− 〈Yˆ θ(ω)〉 (26)
being θ the so-called squeezing angle.
From the previous definitions one can compute (see
Appendix F) the relation between the squeezing spec-
trum S and the quadratures fluctuations as
S(ω) =
∫ ∞
0
dω′ 〈∆Yˆ θ(ω)∆Yˆ θ(ω′)〉 (27)
For a vacuum input state, it can be shown that the
product of the fluctuations of the two quadratures gives
the minimum possible value allowed by the Heisenberg
uncertainty principle, fingerprint of a quantum limited
amplification [27]. From (27) the squeezing spectrum is
then
S(ω) = 1 + 2|v(ω, t)|2 − 2|v(ω, t)|
√
|v(ω, t)|2 + 1 (28)
Figure 3(b) shows the squeezing spectrum of equa-
tion (28) plotted as a function of the signal frequency
for different input pump powers, calculated for a vac-
uum input state. The squeezing spectrum shows a min-
imum at half the pump frequency, just like the gain,
that become more pronounced with a stronger pump
power.
D. Interaction of quantum states through 3WM
or 4WM
The time evolution of the state vectors can give im-
portant hints on the behaviour of the TWJPA in pres-
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Figure 3. (a) Gain G of the TWJPA under the undepleted
pump approximation expressed by equation (22) and (23) in
the 4WM (light blue/orange) and 3WM (blue,red) regimes.
Several curves with and without zero phase mismatch, re-
spectively Ψ = 0 and Ψ 6= 0, are presented. The lighter
curves are calculated considering a different number of input
signal photons for Fock states, while the purple and green
indicate the classical limit, expressed by equation (22) for
Pp = −50 dBm and Pp = −46 dBm respectively. (b) Squeez-
ing spectrum S (equation (28)) as a function of the signal
frequency calculated for a vacuum input state in the 4WM
and 3WM regimes. Different colors express different pump
powers (Pp) for which G and S are calculated: blue/light
blue Pp = −50 dBm, red/orange Pp = −46 dBm.
ence of single photon level signals. Moving to the frame-
work of the interaction picture it is possible to calculate
the output photon statistics in the Fock base for any in-
coming state. The time evolution of a quantum state
|ψ(t)〉 can be expressed as
|ψ(t)〉 = e− i~
∫ t
0
Hˆintdt
′ |ψ(0)〉 = e− i~ Hˆintt |ψ(0)〉 (29)
where Hˆint = Hˆint,3WM(4WM) is the three(four)-wave
mixing Hamiltonian written in the co-rotating frame,
under the undepleted pump approximation:
Hˆint,3WM = ~χ3|Ap,0|
(
aˆsaˆie
iΨt + aˆ†s aˆ
†
i e
−iΨt
)
(30)
Hˆint,4WM = ~χ4|Ap,0|2
(
aˆsaˆie
iΨt + aˆ†s aˆ
†
i e
−iΨt
)
(31)
Under the negligible phase mismatch condition (i.e.,
Ψt 1) equation (29) becomes
|ψ(t)〉 = eiκ(aˆsaˆi+aˆ†s aˆ†i ) |ψ(0)〉 (32)
where κ = −χ3|Ap,0|t (κ = −χ4|Ap,0|2t) is the ampli-
fication factor for the 3WM (4WM) regime. Equation
(32) can be written in a normal ordered form as
|ψ(t)〉 =ei tanh (κ)aˆ†s aˆ†i ·
· e− ln [cosh (κ)](1+aˆ†s aˆs+aˆ†i aˆi)·
· ei tanh (κ)aˆsaˆi |ψ(0)〉 (33)
In the following, the time evolution of two different
classes of initial input states will be analyzed.
1. Fock States input
This subsection focus on the characteristics of the
time-evolution of an initial Fock state |ψF(0)〉 =
|NSin〉s |N Iin〉i. Starting from equation (33) and consider-
ing their action on the initial state, by means of a power
expansion of each exponential function, the expression
of the quantum state at a certain time t can be derived.
Then, the expectation value of the signal photon num-
ber operator nˆs = aˆ†s aˆs on the final state |ψF(t)〉 can be
expressed as
〈nˆs〉ψF(t) = 〈ψF(t)|nˆs|ψF(t)〉 =
∑
NSfin
PF
(
NSfin
) ·NSfin
(34)
where PF(NSfin) is the probability to measure
NSfin signal photons in the final state, and N
S
in −
min {NSin, N Iin} < NSfin < ∞. This probability distri-
bution can be expressed by exploiting the binomial co-
efficients as a function both of the characteristics of the
initial state and of the characteristics of the medium
PF =
min {NSin,N Iin}∑
n,n′=0
(−1)n−n′ [tanh (κ)]2(NSfin−NSin+n+n′)
[cosh (κ)]
2(1+NSin+N
I
in−n−n′)
·
·
(
NSin
n′
)(
N Iin
n
)(
NSfin
NSin − n
)(
NSfin −NSin +N Iin
N Iin − n′
)
(35)
In figure (4) the time evolution of the probability
distribution is represented for three different initial
8Log10[PF(NfinS )]
- 30 - 25 - 20 - 15 - 10 - 5 0
0 10 20 30 40 50
0.0
0.2
0.4
0.6
0.8
1.0
NfinS
t/
t T
(a)
0 10 20 30 40 50
NfinS
(b)
0 10 20 30 40 50
NfinS
(c)
Figure 4. Time evolution inside the medium, from its input
port (t = 0) to the output port (t = tT ) of the probability
distribution PF to find NSfin signal photons for three different
initial Fock states (a)|3〉s |0〉i, (b)|3〉s |2〉i and (c) |6〉s |6〉i.
The dashed white lines represent the time evolution of the
expectation value 〈nˆs〉
number states, for a 3WM interaction and for the
experimental parameters reported in in Table I. In
all cases, at the beginning of the interaction, the
probability distribution is single-peaked and has a
maximum in correspondence of NSin. Then, due to the
non-linearity of the system, the distribution can turn
into a multi-peaked distribution if N Iin 6= 0. In this case
the distance between peaks increases with the time.
After the initial transition time, the number of maxi-
mum becomes constant and equal to min{NSin, N Iin}+1.
This value reflects the number of possible combinations
that can occur between the initial signal and idler
photons at the beginning of the interaction. Consid-
ering the case of an initial state |3〉s |2〉i (Fig. 4(b)),
at t = 0 and with a certain probability, two couple
of signal-idler photons may recombine to create a
pair of pump photons. This leads to the effective
propagation and amplification of a single remaining
signal photon. Yet, with a different given probability,
just a single couple of signal-idler photons or none of
them recombine, leading to the effective propagation
and amplification of, respectively, two or three signal
photons. In addition, considering Fig. 4(c) it can be
noted that in the case of NSin = N
I
in, despite the the
fact that NSin 6= 0, the probability to observe at the and
of the amplifier NSfin = 0 is significantly non-zero. This
is in accordance with the fact that an effective propa-
gation and amplification of the vacuum state can occur.
Furthermore, exploiting the definition given in equa-
tion (34), and consistently with equation (23), a quan-
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Figure 5. Time evolution inside the medium, from its input
port (t = 0) to the output port (t = tT ) of the probability
distribution PC to find NSfin signal photons for two differ-
ent initial bimodal coherent states |α〉s |β〉i. (a)|1〉s |0〉i, (b)|0〉s |1〉i, and |1〉s |1〉i. The dashed purple lines represent the
time evolution of the expectation value 〈nˆs〉
tum definition of the gain of the amplifier can be given
GF,I =
〈nˆs〉ψF(t)
〈nˆs〉ψF(0)
=
〈nˆs〉ψF(t)
NSin
(36)
2. Coherent States input
Similarly to what has been performed in the case of
a Fock state input, the expectation value of the sig-
nal photon number operator can be derived by (34)
considering an initial bimodal coherent state |ψc(0)〉 =
|α〉s |β〉i and having the following probability distribu-
tion
PC =
∞∑
m,n,n′=0
(−1)n−n′ [tanh (κ)]n+n′
[cosh (κ)]
2(1+NSfin+m−n′)
·
· α
NSfin−n (α∗)N
S
fin−n′ βm (β∗)m+n−n
′
e[|α|2+|β|2+i(α∗β∗−αβ) tanh (κ)]
·
· 1
m! (NSfin − n)!
(
NSfin
n
)(
m+ n
n′
)
(37)
The time evolution of the probability distribution PC
is presented in figure (5) for three different initial bi-
modal coherent states. In contrast with PF, this distri-
bution is always single-peaked over the whole range of
the interaction and its maximum shifts in time starting
from NSfin = |α|2. It can also be noticed that, for a fixed
α, the distribution becomes wider and wider with the
increase of β.
In this case again, the quantum gain of the amplifier
results to be consistent with the equation found in the
9Heisenberg picture (24) and can be expressed as
GC,I =
〈nˆs〉ψc(t)
〈nˆs〉ψc(0)
=
〈nˆs〉ψc(t)
|α|2 (38)
III. DISCUSSIONS
A. Experimental constrains and impedance
matching
In order to couple the TWJPA with its electro-
magnetic environment a particular (e.g. Zc = 50 Ω)
impedance matching is commonly required. This tar-
get can be reached with non-trivial additional on-chip
components or by properly tuning the cells parameters.
This subsection is devoted to the search for a set of pa-
rameters that fulfill this aim by expressing all the other
cell parameters as a function of Ic. For simplicity and
without lacking of generality, in the following CJ is sup-
posed to be constant.
In order to keep the induced magnetic flux function into
the rf-SQUID single valued, a design characterized by
a screening parameter β, given by
β =
2piLgIc
φ0
< 1 (39)
is required. It is evident that a certain β set a hyper-
bolic relation between Lg and Ic.
For a generic mode n, an expression for Cg having set
Ic (consequently Lg) and Zc can be inferred starting
from the relation for the characteristic impedance of a
lossless transmission line (Zn =
√
Ln/Cng )
Cng =
Ln
Z2n
=
1
Z2n
ΛnLg
1 + Λn
Lg
LJ
=
Lg
1−LgCJω2n
Z2n
(
1 + 11−LgCJω2n
Lg
ϕ0
Ic
∆Φ/ϕ0
sin ∆Φ/ϕ0
) (40)
It has to be noticed that the impedance matching can
be achieved just for a single mode since the character-
istic impedance Zn of the line is frequency dependant.
The matched mode can be engineered ad-hoc depending
on the experiment requirements. If a low power reflec-
tion is mandatory, the matched mode should be the
pump, instead, if no signal loss is preferred the signal
mode should be the matched one.
Figure 6(a) reports several curves representing the
trends given by equations (39) and (40) plotted as func-
tions of Ic for different values of β and for a 50 Ω match-
ing of a signal at 5 GHz.
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Figure 6. (a) The plot shows three sets of curves calculated
for different values of the screening parameter β representing
the cell parameters for a 50Ω matching of the signal mode at
5 GHz as a function of the critical current Ic. The full curves
refer to the left axis and reports the geometrical inductance
(Lg) vs. Ic. On the contrary, the dashed curves refer to the
right axis and represents the ground capacitance (Cg) vs.
Ic. (b) The figure shows the gain GF,H of the TWJPA in
3WM mode (full curves) and 4WM mode (dashed curves)
as a function of the critical current Ic for different values of
the screening parameter β. The ground capacitance Cg and
the geometrical inductance Lg are fixed for every value of
Ic by the 50 Ω matching condition (40) and by the value of
β (39). Below the grey curves given by (42) the undepleted
pump approximation holds.
B. Validity of the undepleted pump
approximation
In order to obtain equations (14a) and (14b) the un-
depleted pump approximation has been made. Physi-
cally speaking this means that from there on the pump
power should be considered much higher than the signal
and idler ones. This boundary directly translate into a
common relation for the number of pump photons into
the amplifier, that must be always at least 10 times
higher than the other modes.
np > 10 · ns,i (41)
Equation (41) is nothing but a condition on the
modes powers that has been recast using the number
of photons. Exploiting the definition of gain (21) and
substituting the operators with their expectation val-
10
ues, (41) becomes
ns <
np
10
Gns,0 <
np
10
G <
1
10
np
ns,0
(42)
the latter being a simple but powerful constraint on
the maximum gain that the amplifier can express re-
maining well described by the undepleted pump approx-
imation. This condition is very general because it just
depends on the ratio between the number of pump pho-
tons and the number of incoming signal photons set-
ting the limit at which the signal photonic population
reaches the same order of magnitude then the pump
one, hence the rate of annihilation of pump photons
due to the generation of signal ones is no longer negligi-
ble. This limit is represented in figure 6(b) by the grey
curves that cut the gain for a single photon Fock in-
put state given by (23). For the screening parameter β
approaching unity the gain functions loose validity for
higher values of the critical current because the non-
linearity related to the induced flux into the rf-SQUID
gets stronger. For lower values of β the range of validity
gets extended and the gain functions remain valid for
lower critical currents.
C. Model validity due to Taylor expansions
In subsection II B two different Taylor expansions
were performed regarding the Josephson energy into (3)
and the nonlinear flux operator (9). In both expansions
the phase swing δΦ is considered to be small, reflecting
the amplitude of the AC current flowing into the trans-
mission line. For this reason, it is necessary to point
out the limit of validity of the model in terms of phase
swing, hence of current. Since the pump current is con-
sidered to be much higher of the signal and idler ones
(undepleted and classical pump approximations) it is le-
git to consider all the current flowing into the TWJPA
equal to the pump current Ip. This fact means that,
for the model to be valid, Ip needs to be smaller than a
certain threshold.
An error function can be built for the Josephson en-
ergy and equation (9) as the difference between the real
function and its series expansion. The threshold is then
chosen so that the error functions are always smaller
than 5%, for any Ip used during the computations.
Figure 7 shows the error functions calculated for
equation (9) (solid lines) and (3) (dashed lines) for val-
ues of ∆ΦDC corresponding to the 3WM and 4WM
working points. It can be seen that the limits on the
pump current are non symmetric respect to the origin.
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Figure 7. The solid curves represent the error function of
(9) while the dashed curves indicate the error function of
the Josephson energy into (3). The error functions are cal-
culated as the relative difference between the function and
its Taylor expansion versus the normalized AC pump (Ip/Ic)
calculated in the 4WM and 3WM working points. The hor-
izontal gray line indicates the 5% threshold chosen as the
reference error.
This fact seems to tell that there could be a preferen-
tial direction that allow to feed the amplifier with more
current, however it is clear that this asymmetry is just
given by the lack of parity of the expanded functions,
that therefore extend for different ranges their validity
for positive or negative pump currents. For any practi-
cal purposes the strictest limit needs to be considered
since the fluctuations of the phase swing (hence of the
pump current) are symmetric respect to the origin. This
fixes the maximum pump current allowed by the model.
It’s worth mentioning that the resonances in the 4WM
curves arise from the Ip values for which the Josephson
inductance diverges.
IV. CONCLUSIONS
A quantum theory for the parametric amplification
via a chain of rf-SQUIDs embedded in a in a wave-guide
has been developed through a circuit-QED approach. A
mixed lumped/distributed-element approach has been
adopted in order to define the Hamiltonian of the sys-
tem, valid for both 3WM and 4WM interactions. The
dynamics of the system has been calculated first in the
Heisenberg picture where, through the solution of a sys-
tem of Quantum Langevin Equations for the traveling
modes, a closed form for the evolution of the photonic
populations, power gain and squeezing spectrum were
found. Then, by means of the interaction picture, the
time evolution of some representative input states (Fock
and coherent states) has been calculated, allowing to
model the quantum dynamics of photonic amplification
and recombination into the TWJPA in the few pho-
11
tons regime. The closed forms derived for the transmis-
sion line parameters represents simple constraints on
the unit cell circuit components, so that the model va-
lidity has been linked to a clear experimental parameter
space.
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Appendix A: Hamiltonian linear density of the
elementary cell components
In this appendix we start describing the general
method used to calculate the energy stored in a circuit
element, then we derive the energy stored in each ele-
ment which constitutes an elementary cell of a TWJPA.
Defining I as the current flowing through a certain cir-
cuit element and V as the voltage drop across it, the
energy stored in the electrical component at a certain
time t can be expressed as the time-integrated power
P = V I:
U(t) =
∫ t
t0
P (t′)dt′ =
∫ t
t0
I(t′) · V (t′)dt′ (A1)
The current flowing through a generic inductance L
induces a magnetic flux ∆Φ(t) = LI(t), and can be
related to the voltage drop across the element by the
relation
V (t) = L
dI(t)
dt
(A2)
Hence one can express the energy stored in the geo-
metrical inductance Lg as
ULg(t) =
∫ t
t0
ILg(t
′) · VLg(t′)dt′ =
∫ t
t0
ILg(t
′) · Lg
dILg
dt′
dt′
=
Lg
2
I2Lg(t) =
Lg
2
(
∆Φ(t)
Lg
)2
=
(∆Φ(t))
2
2Lg
(A3)
having assumed ILg(t0) = 0.
Exploiting the relation between magnetic flux difference
and voltage drop
V (t) =
d∆Φ(t)
dt
(A4)
the energy stored in the nonlinear Josephson induc-
tance LJ can be expressed as
ULJ(t) =
∫ t
t0
ILJ(t
′) · VLJ(t′)dt′
=
∫ t
t0
Ic sin
(
∆Φ(t′)
ϕ0
)
· d∆Φ(t
′)
dt′
dt′
= ϕ0Ic
(
1− cos
(
∆Φ(t)
ϕ0
))
(A5)
having assumed ∆Φ(t0) = 0.
Exploiting the relation between the current flowing
through a capacitance C and the voltage drop V across
its terminals
I(t) = C
dV (t)
dt
(A6)
the energy stored in the ground capacitance Cg can
be expressed as
UCg(t) =
∫ t
t0
ICg(t
′) · VCg(t′)dt′
=
∫ t
t0
Cg
dVCg(t
′)
dt′
· VCg(t′)dt′
=
Cg
2
V 2Cg(t) =
1
2Cg
Q2Cg (A7)
having assumed VCg(t0) = 0.
Lastly, exploiting relations (A4) and (A6), the energy
stored in the capacitance associated to the Josephson
junction can be expressed as
UCJ(t) =
∫ t
t0
ICJ(t
′) · VCJ(t′)dt′
= CJ
∫ t
t0
d
dt′
[
d∆Φ(t′)
dt′
]
· d∆Φ(t
′)
dt′
dt′
=
CJ
2
(
d∆Φ(t)
dt
)2
(A8)
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having assumed ∆Φ(t0) = 0.
Using a standard procedure [25], one can derive the
Hamiltonian operator that describes an electrical cir-
cuit starting from the definition of the energy stored in
each of its components and transforming the physical
observables into the corresponding operators. Further-
more, being a as the unit cell length, one can express the
linear density of Hamiltonian associated to each com-
ponent of the circuit represented in Figure 1 as
HˆLg =
1
2aLg
∆Φˆ2 (A9)
HˆLJ =
ϕ0Ic
a
(
1− cos
(
∆Φˆ
ϕ0
))
(A10)
HˆCg =
Cg
2a
Vˆ 2Cg =
1
2aCg
Qˆ2Cg (A11)
HˆCJ =
CJ
2a
(
∂∆Φˆ
∂t
)2
(A12)
Appendix B: Inductance of the unit cell
It is useful to define an effective inductance that takes
into account the parallel effect of the geometric induc-
tance Lg and the Josephson capacitance CJ. Keeping in
mind that the impedance of an inductor L for the mode
n is ZL = jωnL while the impedance of a capacitor C
for the same mode is Zc = 1/jωnC, we can write
1
ZLeff,n
=
1
ZLg
+
1
ZCJ
1
jωnLeff,n
=
1
jωnLg
+ jωCJ
1
Leff,n
=
1
Lg
− ω2nCJ =
1− ω2nLgCJ
Lg
(B1)
It is found that the dispersion coefficient of the n-th
mode (Λn) can be defined by the relation
Leff,n =
Lg
1− ω2nLgCJ
≡ ΛnLg (B2)
It is now possible to compute the total inductance of
the elementary cell by calculating the parallel of the ef-
fective inductance Leff,n and the Josephson inductance
LˆJ
1
Lˆn
=
1
LˆJ
+
1
Leff,n
=
LˆJLeff,n
LˆJ + Leff,n
(B3)
Hence using equations (B2) and (6) the unit cell in-
ductance can be written as
Lˆn =
LJ0Lg
(
∆Φˆ/ϕ0
)
LJ0
(
∆Φˆ/ϕ0
)(
Lg
LJ0
sin (∆Φˆ/ϕ0)
(∆Φˆ/ϕ0)
+ 1− LgCJω2n
)
=
Lg
Lg
LJ0
sin (∆Φˆ/ϕ0)
(∆Φˆ/ϕ0)
+ 1− LgCJω2n
=
ΛnLg
1 + Λn
Lg
LJ0
sin (∆Φˆ/ϕ0)
(∆Φˆ/ϕ0)
(B4)
Appendix C: Nonlinear time-dependent flux
operator
The nonlinear time-dependent component of the flux
difference operator can be found through the constitu-
tive equation of an inductor (8), where a mode decom-
position has been performed. It has to be noticed that
the inductance can be mode-dependent. The current
through the unit cell can be calculated exploiting the
telegrapher’s equation (5), where the voltage drop to
ground comes from (4) and the cell inductance of the
n-th mode is found from equation (B4). Hence, the AC
current passing through the line results to be
Iˆ(z, t) =
∑
n
sgn(n)
√
~ωn
2LˆnN
(
aˆne
i(knz−ωnt) + H.c.
)
(C1)
the nonlinear time-dependent flux operator δΦˆ is then
δΦˆ =
∑
n
sgn(n)
√
~ωn
2LˆnN
Lˆn
(
aˆne
i(knz−ωnt) + H.c.
)
=
∑
n
sgn(n)
√
~ωn
2N
√
ΛnLg·
·
(
1 + Λn
Lg
LJ0
sin ∆ΦDC+δΦˆϕ0
∆ΦDC+δΦˆ
ϕ0
)−1/2
·
·
(
aˆne
i(knz−ωnt) + H.c.
)
=
=
∑
n
1 + Λn Lg
LJ0
sin ∆ΦDC+δΦˆϕ0
∆ΦDC+δΦˆ
ϕ0
−1/2 δΦˆ(0)n (C2)
where we have identified
δΦˆ(0)n ≡ sgn(n)
√
~ωn
2N
√
ΛnLg
(
aˆne
i(knz−ωnt) + H.c.
)
= cn
(
aˆne
i(knz−ωnt) + H.c.
)
(C3)
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with
cn = sgn(n)
√
~ωn
2N
√
LgΛn
Equation (C2) is a recursive relation that involves
δΦˆ and can be solved imposing a solution to the low-
est perturbative order, hence making the substitution
δΦˆ 7→ δΦˆ(0) = ∑n δΦˆ(0)n on the right hand side, so that
we get
δΦˆ =
∑
n

1 + Λn Lg
LJ0
sin ∆ΦDC+δΦˆ
(0)
ϕ0
∆ΦDC+δΦˆ(0)
ϕ0
−1/2 δΦˆ(0)n

(C4)
By invoking the Taylor expansion of the square root
into equation (C4) for δΦˆ(0)  ϕ0, one obtains
δΦˆ =
∑
n
[
q0,n + q1,n
(
δΦˆ(0)
)
+ q2,n
(
δΦˆ(0)
)2
+
+ q3,n
(
δΦˆ(0)
)3
+O
(
δΦˆ(0)
)4 ]
δΦˆ(0)n (C5)
We stress that the terms q0,n, q1,n, q2,n and q3,n are
coefficients of a Taylor expansion and result to be func-
tions of the external bias conditions (i.e., of the constant
flux difference ∆ΦDC). It’s worth noting here how the
lowest perturbative order approach adopted in equation
(C4) takes into account interactions of modes at the
first order, that means a single multimodes interaction.
While the power expansion truncation up to the third
order in equation (C5) limits our model to the interac-
tion of a single mode (δΦˆ(0)n ) with up to three modes.
For a quantitative comparison of the power expansion
approach (C5) respect to the bare nonlinearity (C4) see
Figure 7.
Appendix D: Coupling Coefficients
Defined p1 = cos (∆ΦDC/ϕ0) and p2 =
sin (∆ΦDC/ϕ0):
χ0 =
N
~
[
Icϕ0
(
1− cos
(
∆ΦDC
ϕ0
))
+
∆Φ2DC
2Lg
]
(D1)
χ
(n)
1 =
ωn
2
(
1 + 2LgΛn
[(
Icp2 +
∆ΦDC
Lg
)
q1,n +
(
Icp1
ϕ0
+
1
Lg
+ CJ∆ω
2
n
)
q20,n
2
])
(D2)
χ
(n,l,m)
3 =
√
~L3g
8N
√
ωnΛnωlΛlωmΛm
[(
Icp2 +
∆ΦDC
Lg
)
q2,n +
(
Icp1
ϕ0
+
1
Lg
)
q0,nq1,l+
− Icp2
6ϕ20
q0,nq0,lq0,m +
CJ
2
[q0,nq1,l ∆ωn∆ωm,l + q1,nq0,l ∆ωl∆ωn,m]
]
(D3)
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χ
(n,l,m,s)
4 =
~L2g
4N
√
ωnΛnωlΛlωmΛmωsΛs
[(
Icp2 +
∆ΦDC
Lg
)
q3,n +
1
2
(
Icp1
ϕ0
+
1
Lg
)
(2q0,nq2,l + q1,nq1,l) +
− Icp2
2ϕ20
q1,nq0,lq0,m − Icp1
24ϕ30
q0,nq0,lq0,mq0,s+
+
CJ
2
[q1,nq1,l (∆ωm∆ωs,l + ∆ωn∆ωm,l) + q2,nq0,l ∆ωl∆ω2m,n + q0,nq2,l ∆ωn∆ω2m,l]
]
(D4)
Appendix E: Time evolution of the ladder
operators: coupled mode equations
Startig from equation (11) and (12) it is possible to
work out the dynamics of the system in 3WM and 4WM
regime.
In 3WM regime, hence using (11) to compute the
Heisenberg equation it is obtained
daˆp
dt
=
i
~
[
Hˆ
{p,s,i}
3WM , aˆp
]
= −i
[
χp1Aˆp + χ
{p,s,i}
3 aˆsaˆi
]
(E1)
daˆs
dt
=
i
~
[
Hˆ
{p,s,i}
3WM , aˆs
]
= −i
[
χs1aˆs + χ
{p,s,i}
3 Aˆpaˆ
†
i
]
(E2)
daˆi
dt
=
i
~
[
Hˆ
{p,s,i}
3WM , aˆi
]
= −i
[
χi1aˆi + χ
{p,s,i}
3 Aˆpaˆ
†
s
]
(E3)
While in 4WM regime, through (12)
daˆp
dt
=
i
~
[
Hˆ
{p,s,j}
4WM , aˆp
]
= −i
[(
ξp + ξpp + 2ξppAˆ
†
pAˆp+
+ ξpsaˆ
†
sAˆp + ξpjaˆ
†
j aˆj
)
Aˆp + 2χ
{p,p,s,i}
4 Aˆ
†
paˆsaˆj
]
(E4)
daˆs
dt
=
i
~
[
Hˆ
{p,s,i}
4WM , aˆs
]
= −i
[(
ξs + ξss + 2ξssaˆ
†
s aˆs + ξpsAˆ
†
pAˆp+
+ ξsjaˆ
†
j aˆj
)
aˆs + χ
{p,p,s,i}
4 AˆpAˆpaˆ
†
j
]
(E5)
daˆi
dt
=
i
~
[
Hˆ
{p,s,i}
4WM , aˆi
]
= −i
[(
ξj + ξjj + 2ξjjaˆ
†
i aˆj + ξpjAˆ
†
pAˆp+
+ ξsjaˆ
†
s aˆs
)
aˆi + χ
{p,p,s,j}
4 AˆpAˆpaˆ
†
s
]
(E6)
The systems composed by equations (E1), (E2), (E3)
and by equations (E4), (E5), (E6) are known as Quan-
tum Langevin Equations (also Coupled Mode Equa-
tions in the classical regime), and their solutions deter-
mine the time evolution of the modes interacting into
the TWJPA. The undepleted pump approximation de-
scribes a regime where the signal and idler modes can
be considered small compared to the pump mode. This
approximation allows to solve analytically the system of
coupled differential equations by substituting the ladder
operator of the pump mode with its classical counter-
part, having defined√
2~ωp
CgN
aˆp 7→ Ap (E7)
as the classical voltage amplitude of Eq. (4).
In the 4M case, equation (E7) can be substituted into
(E4)√
CgN
2~ωp
dAp
dt
= −i
[
(ξp + ξpp)
√
CgN
2~ωp
Ap+
+ 2
(
CgN
2~ωp
) 3
2
|Ap|2ξppAp + ξps
√
CgN
2~ωp
Apaˆ
†
s aˆs+
+ ξpj
√
CgN
2~ωp
aˆ†j aˆjAp + 2χ
{p,p,s,j}
4
√
CgN
2~ωp
A∗paˆsaˆj
]
dAp
dt
= −i
[
(ξp + ξpp)Ap + 2
CgN
2~ωp
|Ap|2ξppAp+
+ ξpsApaˆ
†
s aˆs + ξpjaˆ
†
j aˆjAp + 2χ
p,p,s,j
4 A
∗
paˆsaˆj
]
(E8)
Keeping the leading terms in (E8) we get
dAp
dt
≈ −i
[
(ξp + ξpp)Ap + 2
CgN
2~ωp
|Ap|2ξppAp
]
= −i
(
(ξp + ξpp) + 2
CgN
2~ωp
|Ap|2ξpp
)
Ap
= −iΨpAp (E9)
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and by solving this latter, one can derive
Ap(t) = |Ap,0|e−iΨpt (E10)
with
Ψp = ξp + ξpp + 2ξpp
CgN
2~ωp
|Ap|2 (E11)
|Ap,0| is the voltage amplitude at t = 0, the time in
which the mode enters in the non-linear medium. For
sake of simplicity we have assumed the initial phase of
Ap equal to zero. Similarly, the time evolution for the
signal and idler annihilation operators can be written
as
daˆs
dt
= −i
[(
ξs + ξss + 2ξssaˆ
†
s aˆs + ξps
(
CgN
2~ωp
)
|Ap|2+
+ ξsiaˆ
†
j aˆj
)
aˆs + χ
{p,p,s,j}
4
(
CgN
2~ωp
)
A2paˆ
†
j
]
≈ −i
[(
ξs + ξps
(
CgN
2~ωp
)
|Ap|2
)
aˆs+
+ χ
{p,p,s,j}
4
(
CgN
2~ωp
)
A2paˆ
†
j
]
= −i
[
Ψsaˆs + χ
{p,p,s,j}
4
(
CgN
2~ωp
)
A2paˆ
†
j
]
(E12)
with
Ψs = ξs + ξps
(
CgN
2~ωp
)
|Ap|2 (E13)
In the co-rotating frame
daˆs
dt
= −iχ{p,p,s,j}4
(
CgN
2~ωp
)
A2p
(
aˆCRj
)†
ei(Ψs+Ψj)t
= −iχ4|Ap,0|2
(
aˆCRj
)†
e−i(2Ψp−Ψs−Ψj)t
= −iχ4|Ap,0|2
(
aˆCRj
)†
e−iΨ4t (E14)
where equation (E10) has been exploited, having
Ψ4 = 2Ψp −Ψs −Ψj (E15)
and introducing
χ4 = χ
{p,p,s,j}
4
CgN
2~ωp
(E16)
The 3WM system can be solved through the same
procedure starting from equation (E1)
daˆp
dt
=
i
~
[
Hˆ
{p,s,i}
3WM , aˆp
]
dAp
dt
= −i
[
χp1Aˆp + χ
{p,s,i}
3 aˆsaˆi
]
≈ −iχp1Ap (E17)
whose solution is
Ap(t) = |Ap,0|e−iχ
p
1t (E18)
equation (E2) becomes
daˆs
dt
= −i
[
χs1aˆs + χ
{p,s,i}
3
√
CgN
2~ωp
|Ap,0|aˆ†se−iχ
p
1t
]
(E19)
in the co-rotating frame
daˆs
dt
= −iχ{p,s,i}3
√
CgN
2~ωp
|Ap,0|aˆ†i e−i(χ
p
1−χs1−χi1)t
= −iχ3|Ap,0|aˆ†i e−iΨ3t (E20)
daˆi
dt
= −iχ{p,s,i}3
√
CgN
2~ωp
|Ap,0|aˆ†se−i(χ
p
1−χs1−χi1)t
= −iχ3|Ap,0|aˆ†se−iΨ3t (E21)
with
Ψ3 = χ
p
1 − χs1 − χi1 (E22)
and
χ3 =
√
CgN
2~ωp
χ
{p,s,i}
3 (E23)
Appendix F: Squeezing
The correlation of the signal and idler photons results
in a so-called squeezed output field of a TWJPA. One
can define the thermal photon number as
N(ω) =
∫ ∞
0
dω′(〈aˆ†ωaˆω′〉 − 〈aˆ†ω〉 〈aˆω′〉) (F1)
and the squeezing parameter as
M(ω) =
∫ ∞
0
dω′(〈aˆωaˆω′〉 − 〈aˆω〉 〈aˆω′〉) (F2)
From the definitions (25) and (26) one can compute
the relation between the squeezing spectrum (S), the
thermal photon number and the squeezing parameter
S(ω) =
∫ ∞
0
dω′ 〈∆Yˆ θ(ω)∆Yˆ θ(ω′)〉
= 1 + 2N(ω)− 2|M(ω)| (F3)
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For a vacuum input state, the number of thermal pho-
tons can be easily calculated through equations (16)
N(ω) = |v(ω, t)|2 (F4)
Again using (16), the squeezing parameter for a vac-
uum input state can be written as
M(ω) =
∫ ∞
0
dΩ(〈aˆωaˆΩ〉 − 〈aˆω〉 〈aˆΩ〉)
=
∫ ∞
0
dΩ 〈aˆωaˆΩ〉
=
∫ ∞
0
dΩ 〈vac|
(
u(ω, t)aˆω,0 + iv(ω, t)aˆ
†
ω′
)
·
·
(
u(Ω, t)aˆΩ,0 + iv(Ω, t)aˆ
†
Ω′
)
|vac〉 e−iΨt
= iu(ω, t)e−iΨt
∫ ∞
0
dΩv(Ω, t) 〈vac| aˆω,0
(
aˆΩ′,0
)†
|vac〉
= iu(ω, t)v(ω′, t)e−iΨt
= iu(ω, t)v(ω, t)e−iΨt
=
(Ψχ3|Ap,0|
2g2
sinh2 (gt)− iχ3|Ap,0|
g
sinh (gt) cosh (gt)
)
e−iΨt
= |u(ω, t)v(ω, t)|e−i
(
arctan
(
2g
Ψ coth (gt)
)
+Ψt
)
=
= |M(ω)|eiθ (F5)
Where we exploited v(ω′) = v(ω) and identified the
squeezing angle as
θ = −
(
arctan
(2g
Ψ
coth gt
)
+ Ψt
)
(F6)
Hence one can easily find the relation between M(ω)
and N(ω) as
|M(ω)|2 = |u(ω, t)v(ω, t)|2
= |u(ω, t)|2|v(ω, t)|2
=
(
|v(ω, t)|2 + 1
)
|v(ω, t)|2
= N(ω)[N(ω) + 1] (F7)
that is the maximum allowed by the Heisenberg
uncertainty principle and implies that the amplification
is quantum limited [27].
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