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Córdoba October, 2016

TÍTULO DE LA TESIS: Nuevos Modelos de Aprendizaje Híbrido para Clasificación y 
Ordenamiento Multi-Etiqueta.
DOCTORANDO/A: Oscar Gabriel Reyes Pupo
INFORME RAZONADO DEL/DE LOS DIRECTOR/ES DE LA TESIS
(se hará mención a la evolución y desarrollo de la tesis, así como a trabajos y publicaciones derivados de la misma).
En su tesis, D. Oscar Gabriel Reyes Pupo ha abordado tres temas en el contexto del aprendizaje
multi-etiqueta: la estimación de atributos, el aprendizaje basado en instancias y el aprendizaje
activo.
En el primer tema, se propusieron un total de cinco métodos de estimación de atributos, dos de ellos
basados en la aplicación de algoritmos evolutivos. En el segundo tema, se diseñó un nuevo algoritmo de
vecindad inspirado en los principios de clasificación basada en gravitación de datos. En el tercer tema, se
desarrollaron dos estrategias de aprendizaje activo, y se construyó una librería de clases que favorece la
implementación de métodos de aprendizaje activo y la experimentación en esta área de estudio. Además,
se propusieron dos aproximaciones que permiten evaluar de una manera más adecuada el rendimiento de
las técnicas de aprendizaje activo.
A partir  de  los  resultados  alcanzados  en  esta  tesis,  se  lograron  varias  publicaciones  en  revistas
internacionales de impacto y conferencias internacionales, lo que muestra la calidad científica del trabajo
realizado. Por otra parte, las líneas de investigación desarrolladas en esta memoria no están aún agotadas,
existiendo algunas líneas de trabajo futuro que considero pueden también dar lugar a varias publicaciones
científicas de calidad.
En conclusión, considero que la memoria presentada por D. Oscar  Gabriel  Reyes Pupo reúne,  en mi
opinión, las condiciones necesarias para su defensa. 
Por todo ello, se autoriza la presentación de la tesis doctoral.




La memoria de Tesis Doctoral titulada “Nuevos Modelos de Aprendizaje Hı́brido
para Clasificación y Ordenamiento Multi-Etiqueta”, que presenta Oscar Gabriel
Reyes Pupo para optar al grado de Doctor, ha sido realizada dentro del Programa
Oficial de Doctorado “Computación Avanzada, Enerǵıa y Plasmas” de la Uni-
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Resumen
En la última década, el aprendizaje multi-etiqueta se ha convertido en una impor-
tante área de investigación, debido en gran parte al creciente número de problemas
reales que contienen datos multi-etiqueta. En esta tesis se estudiaron dos problemas
sobre datos multi-etiqueta, la mejora del rendimiento de los algoritmos en datos
multi-etiqueta complejos y la mejora del rendimiento de los algoritmos a partir de
datos no etiquetados.
El primer problema fue tratado mediante métodos de estimación de atributos. Se
evaluó la efectividad de los métodos de estimación de atributos propuestos en la
mejora del rendimiento de los algoritmos de vecindad, mediante la parametrización
de las funciones de distancias empleadas para recuperar los ejemplos más cercanos.
Además, se demostró la efectividad de los métodos de estimación en la tarea de
selección de atributos. Por otra parte, se desarrolló un algoritmo de vecindad inspi-
rado en el enfoque de clasificación basada en gravitación de datos. Este algoritmo
garantiza un balance adecuado entre eficiencia y efectividad en su solución ante
datos multi-etiqueta complejos.
El segundo problema fue resuelto mediante técnicas de aprendizaje activo, lo cual
permite reducir los costos del etiquetado de datos y del entrenamiento de un mejor
modelo. Se propusieron dos estrategias de aprendizaje activo. La primer estrategia
resuelve el problema de aprendizaje activo multi-etiqueta de una manera efectiva
y eficiente, para ello se combinaron dos medidas que representan la utilidad de un
ejemplo no etiquetado. La segunda estrategia propuesta se enfocó en la resolución
del problema de aprendizaje activo multi-etiqueta en modo de lotes, para ello se
formuló un problema multi-objetivo donde se optimizan tres medidas, y el problema
de optimización planteado se resolvió mediante un algoritmo evolutivo.
Como resultados complementarios derivados de esta tesis, se desarrolló una herra-
mienta computacional que favorece la implementación de métodos de aprendizaje
activo y la experimentación en esta área de estudio. Además, se propusieron dos
aproximaciones que permiten evaluar el rendimiento de las técnicas de aprendizaje
activo de una manera más adecuada y robusta que la empleada comúnmente en la
literatura.
Todos los métodos propuestos en esta tesis han sido evaluados en un marco ex-
perimental adecuado, se utilizaron numerosos conjuntos de datos y se compararon
los rendimientos de los algoritmos frente a otros métodos del estado del arte. Los
resultados obtenidos, los cuales fueron verificados mediante la aplicación de test
estad́ısticos no parámetricos, demuestran la efectividad de los métodos propuestos
y de esta manera comprueban las hipótesis planteadas en esta tesis.
Abstract
In the last decade, multi-label learning has become an important area of research
due to the large number of real-world problems that contain multi-label data. This
doctoral thesis is focused on the multi-label learning paradigm. Two problems were
studied, firstly, improving the performance of the algorithms on complex multi-label
data, and secondly, improving the performance through unlabeled data.
The first problem was solved by means of feature estimation methods. The effec-
tiveness of the feature estimation methods proposed was evaluated by improving
the performance of multi-label lazy algorithms. The parametrization of the dis-
tance functions with a weight vector allowed to recover examples with relevant
label sets for classification. It was also demonstrated the effectiveness of the fea-
ture estimation methods in the feature selection task. On the other hand, a lazy
algorithm based on a data gravitation model was proposed. This lazy algorithm
has a good trade-off between effectiveness and efficiency in the resolution of the
multi-label lazy learning.
The second problem was solved by means of active learning techniques. The ac-
tive learning methods allowed to reduce the costs of the data labeling process and
training an accurate model. Two active learning strategies were proposed. The
first strategy effectively solves the multi-label active learning problem. In this
strategy, two measures that represent the utility of an unlabeled example were
defined and combined. On the other hand, the second active learning strategy pro-
posed resolves the batch-mode active learning problem, where the aim is to select a
batch of unlabeled examples that are informative and the information redundancy
is minimal. The batch-mode active learning was formulated as a multi-objective
problem, where three measures were optimized. The multi-objective problem was
solved through an evolutionary algorithm.
This thesis also derived in the creation of a computational framework to develop
any active learning method and to favor the experimentation process in the ac-
tive learning area. On the other hand, a methodology based on non-parametric
tests that allows a more adequate evaluation of active learning performance was
proposed.
All methods proposed were evaluated by means of extensive and adequate experi-
mental studies. Several multi-label datasets from different domains were used, and
the methods were compared to the most significant state-of-the-art algorithms. The
results were validated using non-parametric statistical tests. The evidence showed
the effectiveness of the methods proposed, proving the hypotheses formulated at
the beginning of this thesis.
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1
Introduction
In the last two decades, the volume of data stored in the Internet has exponentially
grown. Currently, it is common to find datasets that contain million of examples1
and thousands (even millions) of features that describe these examples. Nowadays,
the making decision process faces new challenges that arise not only of the com-
plexity of the problem to resolve, but also of the complexity of data that must be
processed. The Knowledge Discovery in Databases (KDD) is an important tool in
the making decision process through large datasets.
KDD is the process of discovering useful, nontrivial, implicit, and previously un-
known knowledge from a collection of data [1]. In KDD, the Data Mining (DM) is
a crucial step, where the aim is to discover, through advanced data analysis tools,
valid patterns and relationships in datasets [2]. DM uses data analysis tools such
as statistical models, mathematical methods, and machine learning algorithms.
Machine learning (ML) is a branch of artificial intelligence that focus on the con-
struction of computer algorithms that can learn from data [3].
In the last decade, Multi-label Learning (MLL) has become a popular area of
study due to the increasing number of real-world problems that contain multi-
label data [4]. The multi-label problems involve examples that belong to a set of
1Also known as objects or instances.
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labels at the same time. Particular problems involving multi-label data include text
categorization [5, 6], semantic annotation of images [7–9], classification of music
and videos [10, 11], classification of protein function and gene function [12, 13],
chemical data analysis [14] and many more.
Generally speaking, multi-label datasets contain a large number examples and fea-
tures that describe the examples, e.g. description of texts, images, proteins and
genes. Datasets with a large number of examples and features affect in several
ways the performance of learning algorithms. For instance, datasets with high
dimensionality have a highly negative impact in the efficiency2, efficacy3 and effec-
tiveness4 of the most learning algorithms, know as “The curse of dimensionality”
in the literature.
The goal of the MLL paradigm is to learn a model that correctly generalizes unseen
multi-label data. On the MLL context two problems have been studied, Multi-label
Classification (MLC) and Label Ranking (LR). MLC divides the set of labels into
relevant and irrelevant sets, whereas the LR provides an ordering of the labels for
a given query example [4, 15].
To date, several MLL algorithms have been proposed. The multi-label algorithms
can be divided into two main categories [4, 15]: Problem Transformation Methods
(PTM) and Algorithm Adaptation Methods (AAM). The PTM methods transform
multi-label datasets into one or more single-label datasets. Then, for each trans-
formed dataset, a single-label classifier is executed, and an aggregation strategy is
performed. The Binary Relevance (BR) [15] trains a single-label classifier for each
label. The Classifier Chain (CC) [16] is similar to BR, but the dependency between
labels is considered. The Ranking by Pair-wise Comparison (RPC) method [17, 18]
trains a single-label classifier for each pair of labels. The Label Power Set (LPS)
[15] method constructs a new multi-class dataset, where each unique combination
of labels is considered as a class of the new multi-class dataset. In studies [19–21],
other sophisticated methods based on LPS approach were proposed.
On the other side, the AAM category comprises algorithms that are designed to
directly handle multi-label data. In study [22], the Predictive Clustering Trees
2The efficiency refers to the amount of computational resources (space and time) used by an
algorithm.
3The efficacy is related to the probability that has an algorithm to reach an optimal solution.
4The effectiveness, or exactness, represents the quality of the solutions found by the algorithms.
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method, that has been applied to the MLC task, was proposed. In case [23], an
adaptation of the well-known C4.5 algorithm was proposed. Several adaptations of
the Artificial Neural Networks have appeared in the literature [24, 25]. In case [26],
an extension of the popular AdaBoost algorithm appeared. Several lazy algorithms
have been also proposed [27–31].
Despite the large number of studies that exist around the MLL context, there are
some open issues to the scientific community. The challenges that arise of learning
process from multi-label data inspire the development of new algorithms, mainly
focusing in their efficiency, efficacy and effectiveness. Next, the different issues
that were faced in the dissertation are introduced, providing their motivation and
justification.
Improving performance on complex multi-label data
Generally speaking, multi-label datasets contain a large number of features that
describe the examples, e.g. description of texts, images, proteins and genes [5, 6,
32, 33]. The irrelevant, interacting, redundant and noisy features have a highly
negative impact in the performance of the learning algorithms. Moreover, the
number of features is much bigger than the number of examples in several multi-
label applications [5, 32, 33]. On the other hand, in some domains the number
of possible labels scales up to hundreds (even thousands) and the distribution
of examples per label can be showed in a non-uniform way [11, 12, 32, 34, 35].
Consequently, some multi-label algorithms, specifically lazy algorithms, present a
poor performance with regard to time efficiency and effectiveness [36].
Preprocessing techniques have demonstrated to be an important step of KDD pro-
cess [1, 2]. Feature engineering techniques such as Feature Weighting (FW) and
Feature Selection (FS) can significantly improve the performance of learning algo-
rithms [37–39]. FW task assigns a weight to each feature representing the usefulness
of the feature to distinguish pattern classes [38]. A weight vector can be used to
improve the performance of the lazy algorithms by means of parameterizing the
distance function used to retrieve the k-nearest neighbors of a given query example
[38]. Furthermore, a weight vector can be used as a ranking of features to guide
the search of the best subset of features [40–42]. FS task can be seen as a specific
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case of the FW process, where the feature weights are binary values representing
whether a feature is removed or conserved. FS tries to reduce the dimensionality,
which has a positive effect on the efficiency, effectiveness and comprehensibility of
machine learning [37, 43, 44].
A large number of studies related to FW and FS tasks on single-label data have
been proposed. However, far less studies related to FW and FS tasks on multi-
label context have appeared. In studies [45–52], several feature estimation methods
were proposed, all of them focused on the FS task. Generally speaking, the feature
estimation process in multi-label data is carried out by means of a PTM. How-
ever, these approaches have several limitations. First, the performance of a PTM
generally depends on the number of labels of the dataset. Consequently, they are
very expensive for domains that contain a moderate number of labels. Second, a
drawback of some PTM is that they do not consider label correlations. As a result
of the above situations, nowadays the designing process of FW and FS methods
faces several challenges and it is an open field of research.
In general, the lazy algorithms do not construct a model from the training set,
postponing almost all the process until classification. In this family of algorithms,
the K-Nearest Neighbors (KNN) [53] algorithms are the simplest and easiest to
understand. The KNN algorithms have shown be useful in several domains [54].
However, the main drawback of these algorithms is that they severely deteriorate
in data with high dimensionality, imbalanced data, or when the classes are non-
separable or they overlap. In case [36], an extensive experimental study was carried
out, where the most significant multi-label algorithms were compared. The results
showed that the multi-label lazy algorithms obtained the worst performance for
almost all the evaluation metrics considered.
In studies [27–31, 55–57], the most significant lazy approaches to multi-label data
have appeared. These previous works are important contributions to MLL. How-
ever, it is still necessary the development of lazy methods that do not deteriorate
their performance on multi-label data with a large number of features, labels, im-
balanced data, etc. The multi-label lazy algorithms consider any feature equally
important for classifying a query; yet irrelevant, interacting, redundant and noisy
features have a highly negative impact in the effectiveness of these algorithms. In
this sense, FW methods can help to improve the performance of lazy algorithms
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by an adequate fitting of the feature weights. Examples with relevant set of labels
for the classification of a query example can be retrieved by parameterizing the
distance function with a weight vector, leading to a superior performance of the
lazy algorithms.
On the other hand, there are other interesting lazy approaches that have been suc-
cessfully applied on single-label data, and these approaches can be easily adapted
to multi-label context. For instance, the Data Gravitation Classification (DGC)
approach may be effective in the resolution of multi-label problems. DGC is an
approach that applies the principles of the universal law of gravitation to resolve
ML problems [58]. One advantage of DGC, compared to other techniques, is that
it is based on simple principles with high performance levels [59].
Improving performance through unlabeled data
Generally speaking, the majority of the multi-label problems originate from do-
mains where a huge amount of data is commonly available [6, 7, 20, 60–63]. Data
labeling is a very expensive process that requires expert handling. In multi-label
settings, experts must label each example several times, as each example belongs to
various categories. The situation is further complicated when a multi-label dataset
with a large number of examples and label classes is analyzed. Consequently, sev-
eral real scenarios nowadays contain a small number of labeled data and a large
number of unlabeled data simultaneously.
The challenges that arise from problems that contain labeled and unlabeled data
at the same time motivate the creation of new computational methods capable of
using all these information. Most multi-label algorithms that have been proposed
in the literature are designed for working on supervised learning environments,
i.e. scenarios where all training examples are labeled. Therefore, the multi-label
algorithms can have a poor performance in these scenarios which have a small
number of labeled examples.
To date, there are two main areas that are concerned with learning models from
labeled and unlabeled data, known as Semi-Supervised Learning (SSL) [64] and
Active Learning (AL) [65]. SSL and AL attack the same problem, but from different
directions. SSL tries to exploit the latent structure of unlabeled data with the goal
1.2. Improving performance through unlabeled data 7
of improving label predictions. On the other side, AL is concerned with learning
better classifiers by choosing which instances are labeled for training, reducing the
costs of data labeling and training an accurate model. AL methods are involved in
the acquisition of their own training data. A selection strategy iteratively selects
examples from the unlabeled set that seem to be the most informative. Afterwards,
an oracle (e.g. a human annotator) annotates the selected examples and they are
inserted in the set of labeled data [65].
After more than a decade, an important number of AL methods for single-label
data have been proposed (for an interesting survey, see [65]). However, compared
to single-label AL, the AL problem within a multi-label context is far less studied.
The main challenge in performing AL on multi-label data (MLAL, Multi-label Ac-
tive Learning) is designing effective strategies that measure the unified informative
potential of unlabeled examples across all labels. The most relevant works related
to MLAL have appeared in studies [66–70, 70–84].
Most state-of-the-art MLAL strategies employ the Binary Relevance (BR) approach
[15] to break down a multi-label problem into several binary classification prob-
lems. Consequently, some of these methods are computationally expensive. MLAL
strategies are generally tested on the MLC task. However, their performances with
regard to the LR task have not been considered. On the other hand, several MLAL
strategies have been designed to work with BR-SVM (Binary Relevance with bi-
nary Support Vector Machines) as a base classifier. Therefore, the adaptation of
these MLAL strategies for working with other type of base classifiers is a hard task
to accomplish. In this sense, it would be interesting the development of new MLAL
strategies not restricted to a type of base classifier, to directly estimate the utility
of the unlabeled examples without using a PTM.
Most state-of-the-art MLAL strategies were designed to select one unlabeled in-
stance at a time. However, in several domains, such as in the speeding up of the
process of inducting classifiers with slow training procedures or in systems where a
parallel annotation environment is available, the selection of a batch of unlabeled
examples is preferred. Batch-mode AL (BMAL) selects a batch of k unlabeled ex-
amples in each iteration, in such a way that the selected instances are informative
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and the overlapping of information between them is minimal [85]. The most signif-
icant works related to performing BMAL on multi-label data appeared in [74, 81].
However, it is considered that this research line has not been studied in depth.
2
Objectives
Due to the complexity and importance of the multi-label learning, in this thesis
we formulated the following scientific problem: How to increase the possibilities
to resolve the multi-label classification and label ranking tasks, in order to obtain
significantly better solutions than state-of-the-art multi-label algorithms?
The general objective of this thesis was to develop new algorithms with a high
performance in the resolution of the multi-label classification and label ranking
tasks.
The following specific objectives were pursued to successfully accomplish this
aim:
• O1: Develop new feature estimation methods that allow to improve the per-
formance of multi-label algorithms.
• O2: Design a new multi-label lazy algorithm with a good trade-off between
efficiency and effectiveness in its solution to learn from complex multi-label
data.
• O3: Develop new MLAL strategies not restricted to a type of base classifier
and they directly handle the multi-label data.
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After an extensive bibliographic review, the following hypotheses were formu-
lated:
• H1: If a feature estimation method developed a similarity function more
effective in the determination of nearest examples associated to relevant label
sets for classification, a significant improvement on the performance of the
multi-label lazy algorithms would be achieved.
• H2: If a feature estimation method guided the search of relevant subsets of
features, the performance of multi-label algorithms would improve.
• H3: If a multi-label lazy algorithm based on a data gravitation model was
proposed, it would be competitive with the state-of-the-art multi-label lazy
algorithms, and it would also provide a good trade-off between efficiency and
effectiveness in its solution.
• H4: If a MLAL strategy measured the uncertainty on the predictions of
the base classifier and the inconsistency of the predicted label sets, it would
obtain better solutions than state-of-the-art MLAL strategies.
• H5: If the BMAL problem on multi-label data was formulated as a multi-
objective problem, and it was resolved by means of an evolutionary algorithm,
a significant improvement in the solution of the multi-label BMAL problem
would be achieved.
In order to achieve the specific objectives and to test the hypotheses formulated,
the following research tasks were accomplished:
• Analyze the basis of MLL and review the state-of-the-art multi-label algo-
rithms, identifying open problems in MLC and LR.
• Design and implement new feature estimation methods on multi-label data.
• Validate the effectiveness of the feature estimation methods proposed in the
improvement of the performance of multi-label lazy algorithms.
• Validate the effectiveness of the feature estimation methods proposed in the
multi-label FS task.
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• Design and implement a multi-label lazy algorithm based on DGC principles.
• Validate the effectiveness of the multi-label lazy algorithm proposed by means
of comparing with the most relevant state-of-the-art lazy algorithms.
• Design and implement a MLAL strategy not restricted to a type of base
classifier and that directly handles the multi-label data.
• Design and implement an evolutionary strategy to resolve the multi-label
BMAL problem.
• Validate the effectiveness of the MLAL strategies proposed by means of com-
paring with the most relevant state-of-the-art MLAL strategies.
In the execution of these tasks, the following scientific methods were used:
• General methods: the hypothetico-deductive method was used to elaborate
the hypotheses and to propose research lines from partial results. The system-
atic method for the development of computational tools. The bibliographic
revision method for the analysis of previous works.
• Logic methods: the method of analysis and synthesis to decompose the infor-
mation in logical and related parts, simplifying the information to process.
The modeling method in the designing of algorithms and computational tools.
• Empirical methods: the experimentation to assess the methods proposed.
• Mathematical methods: statistical tests to validate the quality of the results.
The statistical comparisons between algorithms were carried out by means of
non-parametric statistical tests as proposed in [86–88].
3
Methodology
This chapter summarizes the methods, tools and dataset used for the development
and evaluation of the algorithms proposed in this thesis. Detailed information
about the methodology employed in each of the experimental studies is provided
in their respective article’s documentation.
Multi-label datasets
The multi-label datasets used in all experiments were obtained from the repository
of real-world multi-label problems of MULAN library1 [89]. Multi-label datasets
with different scale and from different application domains were included to analyze
the behavior of the methods proposed in this thesis.
Table 3.1 shows some statistics of the multi-label datasets. The values of the prop-
erties of the Corel16k dataset were averaged over all ten samples used. The label
cardinality is the average number of labels per example. The label density is the
label cardinality divided by the total number of labels. The label cardinality, label
density and different subsets of labels are measures that represent the complexity
of a multi-label dataset. The datasets vary in size: from 194 up to 43,907 examples
1http://mulan.sourceforge.net/datasets-mlc.html
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(n), from 19 up to 52,350 features (d), from 6 up to 374 labels (q), from 15 up to
6555 different subset of labels (ds), from 1.014 up to 26.044 label cardinality (lc),
and from 0.009 up to 0.485 label density (ld).
Dataset Domain Source n d q ds lc ld
Arts Text [32] 7484 23146 26 599 1,654 0,064
Bibtex Text [6] 7395 1836 159 2856 2,402 0,015
Birds Audio [90] 645 260 19 133 1,014 0,053
Business Text [32] 11214 21924 30 233 1,599 0,053
Cal500 Music [11] 502 68 174 502 26,044 0,150
Computers Text [32] 12444 34096 33 428 1,507 0,046
Corel16k (10 samples) Image [7] 13811 500 161 4937 2,867 0,018
Corel5k Image [91] 5000 499 374 3175 3,522 0,009
Education Text [32] 12030 27534 33 511 1,463 0,044
Emotions Music [92] 593 72 6 27 1,869 0,311
Enron Text [93] 1702 1001 53 753 3,378 0,064
Entertainment Text [32] 12730 32001 21 337 1,414 0,067
Flags Image [9] 194 19 7 54 3,392 0,485
Genbase Biology [33] 662 1186 27 32 1,252 0,046
Health Text [32] 9250 30605 32 335 1,644 0,051
Mediamill Video [61] 43907 120 101 6555 4,376 0,043
Medical Text [5] 978 1449 45 94 1,245 0,028
Recreation Text [32] 12828 30324 22 530 1,429 0,065
Reference Text [32] 8027 39679 33 275 1,174 0,035
Scene Image [10] 2407 294 6 15 1,074 0,179
Science Text [32] 6428 37187 40 457 1,450 0,036
Social Text [32] 12111 52350 39 361 1,279 0,033
Society Text [32] 14512 31802 27 1054 1,670 0,062
TMC2007-500 Text [60] 28596 500 22 1341 2,16 0,098
Yeast Biology [17] 2417 103 14 198 4,237 0,303
Table 3.1: Some statistics of the benchmark datasets.
Software
The MULAN library [89] was used for the implementation of the algorithms pro-
posed and the existing methods in the literature. MULAN is a Java library which
contains several methods for MLL, and it is constructed over the popular data
mining tool WEKA [94]. On the other hand, the JCLEC library [95], which is a
framework for evolutionary computation, was used to implement those methods
that use evolutionary techniques.
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Performance evaluation
In all experiments, a stratified 10-fold cross validation method [96] was carried out.
To stratify the multi-label data, the methods proposed in [97] were used. Owing
to the random nature of the evolutionary techniques, for each experiment, several
runs were executed and the average value was calculated. In the experiments that
involved lazy algorithms, the best number of neighbors was determined for each
classifier on each dataset. In the experiments related to AL, a pool-based scenario
[98] was employed.
Several evaluation measures proposed in [4, 15, 36] were used to assess the effec-
tiveness of the multi-label algorithms. The formulation of these measures, as also
their interpretations, can be consulted in the articles derived from this thesis.
In all experiments, the results were statistically validated to analyze if there were
significant differences between the algorithms compared. The comparisons between
algorithms were carried out using non-parametric statistical tests as proposed in
[86–88]. The Wilcoxon’s test [99] was conducted to compare a pair of algorithms.
The Friedman’s test [100] was used to perform multiple comparisons. In case
that Friedman’s test detected significant differences, the Bergmann-Hommel [101]
and Shaffer [102] tests were used to perform all pairwise comparisons, and the




This chapter summarizes the different methods proposed and briefly presents the
results achieved in regard to the objectives aimed in this thesis.
Improving performance on complex multi-label data
The performance of learning algorithms, specifically the lazy algorithms, is affected
in datasets which have a high dimensionality. Generally speaking, lazy algorithms
consider any feature equally important for classifying a query; yet irrelevant, inter-
acting, redundant and noisy features have a highly negative impact in the perfor-
mance of these algorithms.
In study [104], a feature estimation method for multi-label data was proposed. In
this work, a heuristic based on a similarity measure to compute an adequate weight
vector was designed. The proposal takes as premise that the similarity between
label sets is a good heuristic to estimate the similarity between examples in the fea-
ture space. Given a subset of training examples (validation set), a weight vector is
estimated. For each validation example, two rankings of examples are calculated,
a ranking of examples based on feature space and another ranking of examples
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based on label space. The aim is to learn a weight vector that minimizes the dis-
tance between the two rankings associated to each validation example. For solving
the optimization problem, a Genetic Algorithm (GA) with a real codification was
designed.
The best weight vector found by the GA is used to improve the effectiveness of the
multi-label lazy algorithms. The weight vector allows the distance function to have
a greater probability to recover examples with labels sets more relevant for classifi-
cation. The effectiveness of the method proposed was tested with the MLkNN [27],
BRkNN [28] and IBLRML [30] lazy algorithms. Several evaluation metrics related
to MLC and LR tasks were used to assess the effectiveness of the feature estimation
method proposed. A statistical test validated that the weighted lazy algorithms,
which parameterize their distance functions using the weight vectors learned, ob-
tained significantly better results than the original versions (non-weighted) of the
lazy algorithms.
In study [105], a more sophisticated feature estimation method was presented. A
new way of computing the rankings of examples is proposed, where only the k
nearest neighbors of each validation example are considered. On the other hand, a
new metric to compute the distance between the rankings of examples is formulated.
In this work, the Covariance Matrix Adaptation Evolution Strategy (CMA-ES)
[106, 107] algorithm was employed for the resolution of the optimization problem.
CMA-ES optimizes the metric defined as a heuristic to estimate an adequate weight
vector. As in case [104], the main goal was to examine the benefit of feature
estimation methods to improve the performance of multi-label lazy algorithms.
The effectiveness of the method proposed was tested with the MLkNN [27], BRkNN
[28], DMLkNN [29], IBLRML [30] and MLCWkNN [57] algorithms.
In study [108], an extension of the well-known ReliefF algorithm [40] to multi-label
data was proposed. The method proposed, named ReliefF-ML, directly estimates
the utility of the features, i.e. it does not use any PTM. The concepts Hits and
Misses used by the classic ReliefF algorithm were redefined. ReliefF-ML can be
considered a generalization of the classic ReliefF, where the equation used to up-
date the weights was modified. The effectiveness of the method proposed was vali-
dated on the improvement of the performance of three multi-label lazy algorithms,
MLkNN [27], DMLkNN [29] and MLCWkNN [57].
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In study [109], two another extensions of the ReliefF algorithm for multi-label data
were proposed. The first extension proposed, named PPT-ReliefF, uses the Pruned
Problem Transformation (PPT) method [19] to convert the original multi-label
dataset into a new multi-class dataset. PPT has the power of LPS approach, where
the correlation among labels is implicitly taken into account, but PPT only con-
siders the most important label relationships. PPT approach reduces the scarcity
of labels and the over-fitting of data. The second extension proposed, named
RReliefF-ML, is based on the well known ReliefF adaptation to regression prob-
lems [110]. RReliefF-ML does not use a PTM for the estimation of the feature
weights, it retrieves only k-nearest neighbors for each sampling example. In this
work, the two extensions proposed PPT-ReliefF and RReliefF-ML, and the ex-
tension ReliefF-ML that was proposed in [108], were compared to other existing
state-of-the-art ReliefF extensions. The experimental study showed that the three
methods significantly improved the performance of the multi-label lazy algorithms.
On the other hand, the effectiveness of the three methods (PPT-ReliefF, RReliefF-
ML and ReliefF-ML) was evaluated in FS task. The weight vectors were converted
into feature rankings, the features are ordered according their relevance, and these
rankings guided the search of the best subset of features. The evidence suggested
that the distributions of the relevant features on the top of the rankings determined
by PPTReliefF, ReliefF-ML and RReliefF-ML were better than the distributions of
the relevant features determined by the other ReliefF extensions considered in the
comparison. The study showed that the baseline classifiers can obtain formidable
results on complex multi-label datasets considering a small number of features.
In study [111], a multi-label lazy algorithm based on the principles of DGC ap-
proach was proposed. The method proposed, named MLDGC, directly handles
multi-label data, and considers each example as an atomic data particle. Consider-
ing each example as an atomic data particle, the problems that arise in the creation
of artificial particles from several examples are avoided. In this work, the concept
of Neighborhood-based Gravitation Coefficient was introduced, which is used in the
calculation of the gravitation forces. MLDGC has an acceptable computational
complexity. MLDGC was compared to 12 multi-label lazy algorithms, confirming
the effectiveness of this data gravitation model for better multi-label lazy learning.
The publications associated to this part of the dissertation are:
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O. Reyes, C. Morell and S. Ventura. Learning Similarity Metric to improve
the performance of Lazy Multi-label Ranking Algorithms. In Proceedings
of the 12th International Conference on Intelligent Systems Design and Applica-
tions (ISDA’2012). IEEE, pp. 246-251, 2012.
O. Reyes, C. Morell and S. Ventura. ReliefF-ML: an extension of Re-
liefF algorithm to multi-label learning. Progress in Pattern Recognition,
Image Analysis, Computer Vision, and Applications. LNCS, Springer, vol. 8259,
pp. 528-535, 2013.
O. Reyes, C. Morell and S. Ventura. Evolutionary feature weighting to
improve the performance of multi-label lazy algorithms. Integrated
Computer-Aided Engineering, vol. 21, no. 4, pp. 339-354, 2014.
O. Reyes, C. Morell and S. Ventura. Scalable extensions of the Reli-
efF algorithm for weighting and selecting features on the multi-label
learning context . Neurocomputing, vol. 161, pp. 168-182, 2015.
O. Reyes, C. Morell and S. Ventura. Effective lazy learning algorithm
based on a data gravitation model for multi-label learning . Information
Sciences, vol. 340-341, pp. 159-174, 2016.
Improving performance through unlabeled data
The main challenge in performing AL on multi-label data is designing effective
strategies that measure the unified informative potential of unlabeled examples
across all labels. On the other hand, developing efficient strategies is a crucial
point in scenarios where a base classifier which has a costly training process is
used, or the time that the expert can wait to label the unlabeled examples is
limited.
In study [112], a MLAL strategy, named Category Vector Inconsistency and Rank-
ing of Scores (CVIRS), was proposed. Two uncertainty measures based on the
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predictions of the base classifier and the inconsistency of a predicted label set re-
garding to the label dimension of the labeled dataset, respectively, were defined to
select the most uncertain examples. Given an unlabeled example, the difference
margins1 in predictions of classifier with respect to whether the example belongs
or does not belong to each label is computed. An example with large margin value
on a label means that the classifier has small error in differentiating whether the
example belongs or does not belong to this label. On the other hand, an example
with small margin value on a label means that it is more ambiguous for the cur-
rent classifier to predict whether the example belongs or does not belong to this
label. The calculus of the unified uncertainty that has the classifier with respect to
an unlabeled example was formulated as an rank aggregation problem. A simple
and efficient positional method was used to resolve the rank aggregation problem
formulated.
On the other hand, a measure that represents the inconsistency of a predicted
label set was defined. This measure is based on the premise that as the labeled
set and unlabeled set are drawn from the same underlying distribution, is expected
that predicted label sets and the label sets of labeled examples share common
properties. The inconsistency of a predicted label set is calculated by means of
the Hamming and entropic distances between two binary vectors. Based on the
two measures defined (uncertainty and inconsistency), CVIRS iteratively selects
the unlabeled examples that have high uncertainty levels and, at the same time,
high inconsistency in their predicted label sets. This approach can be used with
any base classifier which can obtain proper probability estimates from its outputs.
The proposal is not restricted to base classifiers that use PTM, it can also be used
with multi-label algorithms that belong to AAM category. CVIRS was compared to
seven state-of-the-art MLAL strategies, confirming the effectiveness of the proposal
for better MLAL.
Most state-of-the-art MLAL strategies were designed to select one unlabeled ex-
ample at a time. This type of AL strategy can be easily used to select a batch
of unlabeled examples, e.g. by selecting the k best instances in a greedy manner,
but the information overlapping between the selected instances is not considered.
The most significant works related to performing batch-mode AL on multi-label
1The difference margin is defined as the difference between the probabilities that an example
belongs or does not belong to a particular label.
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data appeared in [74, 81]. In these previous works, the batch selection task is
commonly formulated as a NP-hard integer programming problem. However, the
use of this type of methods is difficult, practically speaking, for their application
to large-scale multi-label datasets. On the other hand, most MLAL strategies only
use informativeness-based2 criteria to select the most useful unlabeled examples,
leading to a sub-optimal performance [82]. Other types of selection criteria, such
as representativeness3 and diversity4, have been rarely considered in the MLAL
context. Few works have combined two selection criteria to select the best unla-
beled examples [74, 78, 79, 81, 82], notably informativeness and representativeness,
or informativeness and diversity. To date, to the best of our knowledge, a MLAL
strategy that combines the three criteria (informativeness, representativeness and
diversity) had not been proposed.
In study [113], a MLAL strategy, named Evolutionary Strategy for Batch-Mode
Multi-Label Active Learning (ESBMAL), was proposed. ESBMAL formulates the
BMAL problem as a multi-objective optimization problem, and the optimization
problem is solved by the well-known NSGA-II algorithm [114]. The evolutionary
algorithm tries to optimize three measures based on informativeness, diversity and
representativeness, respectively. An individual of the population represents a can-
didate batch of examples. In each AL iteration, ESBMAL aims to select a set
of unlabeled examples which are usually informative across all labels, diverse be-
tween each other, and representative of the underlying distribution. ESBMAL can
be used with any base multi-label classifier which can obtain proper probability es-
timates from its outputs. ESBMAL is more efficient, in computational terms, than
state-of-the-art multi-label BMAL strategies. The experimental study showed the
effectiveness of the proposal for better multi-label BMAL.
Next, complementary results derived of this thesis are briefly exposed:
• Currently, there are several software tools which assist the experimentation
process and development of new algorithms in DM and ML areas, such as
Rapid Miner, WEKA, Scikit-learn, Orange and KEEL. However, these tools
are focused to supervised and unsupervised learning problems. To date,
2Informativeness measures the effectiveness of an example by reducing the uncertainty of a
model.
3Representativeness measures whether an unlabeled example is representative of the underly-
ing distribution.
4Diversity measures the information redundancy that exist among a set of examples.
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there has been insufficient effort towards the creation of a computational
tool mainly focused to AL.
The above situation motivated the development of the JCLAL5 (Java Class
Library for Active Learning) framework [115]. JCLAL is an open source
software for researchers and end-users to develop AL methods. JCLAL aims
to bring the benefits of open source software to people working in the area
of AL. It includes the most relevant strategies that have been proposed in
single-label and multi-label learning paradigms. It provides the necessary
interfaces, classes and methods to develop any AL method.
JCLAL is an open source project under the GNU General Public License
(GPL). It has an architecture that follows strong principles of object-oriented
programming, where it is common and easy to reuse code. Through a flex-
ible class structure, the library provides the possibility of including new AL
methods, as well as the ability to adapt, modify or extend the framework
according to developer’s needs.
• Despite the call made by the ML community for a rigorous and correct sta-
tistical analysis of published results, the use of statistical tests for analyzing
the performance of AL methods has not been rigorous. Through an exten-
sive bibliographic review of works published in the AL area, we observed
that many excellent and innovative AL papers end by drawing conclusions
by means of visually comparing learning curves.
The visual comparison of learning curves is effective when a small number of
AL strategies are compared, and their performances differ sufficiently so that
the learning curves do not overlap greatly. Conversely, the visual comparison
of several learning curves can be very confusing, as the learning curves may in-
tersect at many points. If several active learning strategies are compared over
multiple datasets, and their performances are similar over multiple datasets,
the resulting graphs may be very difficult to interpret, and the visual analysis
of the AL performance may be a very difficult task to accomplish. Conse-
quently, conclusions from questions such as, which is the AL strategy that
delivers the best performance?, are not possible, or very difficult to draw.
5http://jclal.sourceforge.net
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In study [116], two approaches, based on the use of non-parametric statistical
tests, to statistically compare AL strategies over multiple datasets were pro-
posed. The first approach is based on the analysis of the Area Under learning
Curve (AUC) and the rate of performance change. The concept True Perfor-
mance of a selection strategy (TP) is defined. A TP score can be interpreted
as a general view of the performance of an AL strategy. After computing the
TP scores of the AL strategies on each dataset, a statistical analysis can be
carried out, and then final considerations could be given with a statistical
support.
The second approach, instead of only considering the final results (TP scores),
analyzes the intermediate results generated in each iteration of the AL pro-
cess. This can reveal very significant information when AL strategies are
compared, especially in cases where TP scores are statistically similar. The
application of both approaches was illustrated by means of an experimental
study, demonstrating the usefulness of the proposal for improving analysis of
AL performance.
The publications associated to this part of the dissertation are:
O. Reyes, C. Morell and S. Ventura. Effective active learning strategy for
multi-label learning. Neurocomputing, submitted, 2015.
O. Reyes and S. Ventura. Evolutionary Strategy to perform Batch-
Mode Active Learning on Multi-label Data. ACM Transactions on
Intelligent Systems and Technology, submitted, 2016.
O. Reyes, E. Pérez, M. C. Rodŕıguez Hernández, H. M. Fardoun and S.
Ventura. JCLAL: A Java Framework for Active Learning. Journal of
Machine Learning Research, vol. 17 (95), pp. 1-5, 2016.
O. Reyes, A. H. Altahi and S. Ventura. Statistical Comparisons of
Active Learning Strategies over Multiple Datasets. Information Sciences,
submitted, 2016.
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Conclusions and future work
This chapter briefly summarizes the concluding remarks obtained from the research
of the thesis and provides research lines for future work.
Conclusions
This Ph.D. thesis focused on MLL paradigm. The bibliographic study allowed
to detect open problems, and formulate the hypotheses that guided this research.
The work developed cannot be considered to be concluded, due to the extent of
the topics treated and their possible application to other areas.
Improving performance on complex multi-label data
The first part of the thesis focused on the improvement of the performance of multi-
label algorithms, specifically the lazy algorithms, on complex multi-label data.
In studies [104, 105, 108, 109], five feature estimation methods were proposed.
Two methods are based on the application of evolutionary algorithms to estimate
an adequate weight vector. The three other methods proposed are extensions of the
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well-known ReliefF algorithm. The methods based on ReliefF approach are more
computationally efficient than the two other based on evolutionary techniques.
The results showed that it is possible to obtain a good estimation of the feature
weights by directly handling the multi-label data, i.e. without using a PTM. The
parameterization of the distance functions with a weight vector allowed to recover
examples with relevant label sets for classification. The evidence showed that the
methods proposed significantly improve the performance of the multi-label lazy
algorithms on complex multi-label data, proving the hypothesis H1 formulated in
this thesis.
On the other hand, a weight vector can be useful to guide the search process
of the best subsets of features. In case [109], it is showed how by converting the
weight vectors into feature rankings, it is possible to select small subsets of features
efficiently, leading to a significant improvement of the performance of multi-label
algorithms. The evidence showed that the methods perform well on the FS task,
proving the hypothesis H2 formulated in this thesis.
In study [111], a multi-label lazy algorithm based on DGC approach was proposed.
Considering each example as an atomic data particle avoided the problems that
arise in the creation of artificial particles from several examples. The introduc-
tion of the new concept Neighborhood-based Gravitation Coefficient achieved bet-
ter levels of classification. This coefficient strengthens or weakens the effect that a
particle has over a test example. Two particles at the same distance of a test ex-
ample, but with different levels of purity in their neighborhood, will exert different
gravitational forces. The evidence showed that the method proposed significantly
outperformed the state-of-the-art multi-label lazy algorithms. The method pro-
vides a good trade-off between efficiency and effectiveness in its solution, proving
the hypothesis H3 formulated in this thesis.
In general, the specific objectives O1 and O2, declared at the beginning of this
thesis, were fulfilled through the results obtained in the works [104, 105, 108, 109,
111].
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Improving performance through unlabeled data
The second part of the thesis focused on the development of MLAL strategies not
restricted to a type of base classifier, and they directly handle the multi-label data.
The multi-label BMAL problem was also analyzed.
In study [112], an efficient MLAL strategy was proposed. Two measures to select
the unlabeled examples were defined. The first measure is related to the uncertainty
in the predictions of the base classifier. A rank aggregation problem was formulated
to compute the unified uncertainty of an unlabeled example, and this problem was
solved by an efficient positional method. The second measure is related to the
inconsistency of the predicted labels sets. The combination of these two measures
allowed to select examples that not only are informative for the current model, but
they are also not representative of the data distribution of the labeled set. The
method proposed can be used with any base classifier which can obtain proper
probability estimates from its outputs. The evidence showed that the method
significantly outperformed several state-of-the-art MLAL strategies, proving the
hypothesis H4 formulated in this thesis.
In study [113], a multi-label BMAL strategy was proposed. Three measures based
on informativeness, representativeness and diversity were defined, respectively. The
multi-label BMAL problem was formulated as a multi-objective problem, and the
optimization problem was solved by an evolutionary algorithm. The solutions
reached by the evolutionary algorithm represent sets of examples which are usu-
ally informative across all labels, diverse between each other, and representative of
the underlying distribution. The results showed that the multi-objective problem
formulated is a good heuristic to resolve the multi-label BMAL problem, as also
that the evolutionary algorithms are effective in the resolution of this type of prob-
lem. The method is more computationally efficient than other existing approaches,
which commonly formulate the multi-label BMAL problem as a complex integer
programming problem. The method can be used with any base multi-label classi-
fier which can obtain proper probability estimates from its outputs. The evidence
showed that the method significantly outperformed the state-of-the-art multi-label
BMAL strategies, proving the hypothesis H5 formulated in this thesis.
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As complementary results derived of this thesis, a computational tool that allows
the implementation of AL methods in a simple manner and favors the experimen-
tation on this area was developed [115]. This framework was announced to AL
community in November 2014 and has had a good acceptation.
Finally, in study [116], two approaches to assess the performance of AL methods
were proposed. The first approach is based on the analysis of the AUC and the
rate of performance change. The second approach analyses the intermediate results
derived from AL iterations. The second approach is more robust and powerful than
the first one, it is able to detect less significant differences. The evidence showed
the usefulness of non-parametric tests in the evaluation of AL performance.
In general, the specific objective O3, declared at the beginning of this thesis, was
fulfilled through the results obtained in the works [112, 113].
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Future work
In this section, some remarks for future lines of research that arise from the studies
developed in this thesis are provided.
To date, there are still some issues that remain far less studied in the MLL
paradigm. Through the bibliographic study carried out in the development of
this work, the following promising research lines were detected:
• Instance selection algorithms for multi-label data. To date, very few works
have been proposed in this sense.
• Imbalanced learning techniques for multi-label data. In last years, this line
of research has gained the attention of the scientific community due to multi-
label datasets commonly show a non-uniform distribution of examples per
label.
• Algorithms for multi-label data streams. In this sense, it is important the
development of incremental multi-label algorithms.
• Dimensionality reduction in the label space. To date, very few proposals have
been presented in this sense.
• SSL algorithms for multi-label data. SSL algorithms for multi-label data, in
comparison to single-label data, have been far less studied. On the other
hand, the combination of AL and SSL approaches is an interesting research
line.
On the other hand, the following research lines are also proposed from the results
obtained in this work:
• Define new heuristics to learn similarity metrics in order to improve the per-
formance of multi-label lazy algorithms.
• Propose feature estimation methods based on evolutionary techniques that
allow to effectively select subsets of relevant features on multi-label data.
• Propose other models based on DGC approach for better multi-label lazy
learning.
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• Design new AL strategies based on evolutionary techniques to effectively
resolve the multi-label BMAL problem.
• Extend the AL methods proposed in this thesis to select example-label pairs,
instead of consulting all possible labels of the selected examples. The selection
of example-label pairs, taking into account the dependence between labels,
can lead to a considerable reduction on the data labeling cost.
• Adapt the methods proposed in this thesis to the multi-instance multi-label
problem. In multi-instance multi-label problems, examples are described by
multiple instances and they are associated with multiple class labels.
• Extend JCLAL library by including other AL strategies, for instance AL
strategies for multi-instance learning and multi-instance multi-label learning.
On the other hand, it would be interesting the development of a module that
allows the distributed computation of AL strategies, thus enabling the use of
the library in Big Data area.
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[62] E. L. Menćıa and J. Furnkranz, “Efficient pairwise multi-label classification
for large-scale problems in the legal domain,” in Proceedings of the European
Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases (ECML/PKDD’2008). Antwerp, Belgium: Springer-
Verlag, 2008, pp. 50–65.
[63] T. S. Chua, J. Tang, R. Hong, H. Li, Z. Luo, and Y. T. Zheng, “NUS-WIDE:
A Real-World Web Image Database from National University of Singapore,”
in Proceedings of the ACM International Conference on Image and Video
Retrieval. Greece: ACM, 2009.
[64] X. Zhu and A. B. Goldberg, Introduction to Semi-Supervised Learning. Mor-
gan & Claypool Publishers, 2009.
[65] B. Settles, Active Learning, 1st ed., ser. Synthesis Lectures on Artificial In-
telligence and Machine Learning. Morgan & Claypool, 2012.
[66] X. Li, L. Wang, and E. Sung, “Multi-label SVM active learning for image
classification,” in Proceedings of the International Conference on Image Pro-
cessing (ICIP’2004), vol. 4. IEEE, 2004, pp. 2207–2210.
36 BIBLIOGRAPHY
[67] K. Brinker, From Data and Information Analysis to Knowledge Engineering.
Springer, 2006, ch. On Active Learning in Multi-label Classification, pp. 206–
213.
[68] G. Qi, X. Hua, Y. Rui, J. Tang, and H. Zhang, “Two-dimensional active
learning for image classification,” in Proceedings of the Conference on Com-
puter Vision and Pattern Recognition (CVPR’2008). IEEE, 2008, pp. 1–8.
[69] ——, “Two-dimensional multi-label active learning with an efficient online
adaptation model for image classification,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 99, no. 1, 2009.
[70] B. Yang, J. Sun, T. Wang, and Z. Chen, “Effective multi-label active learning
for text classification,” in Proceedings of the 15th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining. Paris, France:
ACM, 2009, pp. 917–926.
[71] X. Zhang, J. Cheng, C. Xu, H. Lu, and S. Ma, “Multi-view multi-label active
learning for image classification,” in Proceedings of the IEEE International
Conference on Multimedia and Expo (ICME’2009). IEEE, 2009, pp. 258–
261.
[72] A. Esuli and F. Sebastiani, “Active Learning Strategies for Multi-Label Text
Classification,” in Advances in Information Retrieval. Springer, 2009, pp.
102–113.
[73] M. Singh, E. Curran, and P. Cunningham, “Active learning for multi-label
image annotation,” in Proceedings of the 19th Irish Conference on Artificial
Intelligence and Cognitive Science, 2009, pp. 173–182.
[74] S. Chakraborty, V. Balasubramanian, and S. Panchanathan, “Optimal Batch
Selection for Active Learning in Multi-label Classification,” in Proceedings of
the 19th ACM international conference on Multimedia (MM’s2011). Scotts-
dale, Arizona, United States of America: ACM, 2011, pp. 1413–1416.
[75] C. W. Hung and H. T. Lin, “Multi-label active learning with auxiliary
learner,” in Proceedings of the Asian Conference on Machine Learning.
JMLR, 2011, pp. 315–330.
BIBLIOGRAPHY 37
[76] P. Wang, P. Zhang, and L. Guo, “Mining multi-label data streams using
ensemble-based active learning,” in Proceedings of the 12th SIAM Interna-
tional Conference on Data Mining, 2012, pp. 1131–1140.
[77] J. Tang, Z.-J. Zha, D. Tao, and T.-S. Chua, “Semantic-gap-oriented active
learning for multilabel image annotation,” IEEE Transactions on Image Pro-
cessing, vol. 21, no. 4, pp. 2354–2360, 2012.
[78] X. Li and Y. Guo, “Active Learning with Multi-Label SVM Classification,”
in Proceedings of the 23th International joint Conference on Artificial Intel-
ligence. AAAI Press, 2013, pp. 1479–1485.
[79] S. Huang and Z. Zhou, “Active query driven by uncertainty and diversity
for incremental multi-label learning,” in Proceedings of 13th International
Conference on Data Mining. IEEE, 2013, pp. 1079–1084.
[80] J. Wu, V. Sheng, J. Zhang, P. Zhao, and Z. Cui, “Multi-label active learning
for image classification,” in Proceedings of the International Conference on
Image Processing. IEEE, 2014, pp. 5227–5231.
[81] B. Zhang, Y. Wang, and F. Chen, “Multilabel image classification via high-
order label correlation driven active learning,” IEEE Transactions on Image
Processing, vol. 23, no. 3, pp. 1430–144, 2014.
[82] S. Huang, R. Jin, and Z. Zhou, “Active learning by querying informative
and representative examples,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 36, no. 10, pp. 1936–1949, 2014.
[83] D. Vasisht and A. Damianou, “Active learning for sparse bayesian multilabel
classification,” in Proceedings of the 20th SIGKDD International Conference
on Knowledge Discovery and Data Mining. ACM, 2014, pp. 472–481.
[84] S. Huang, S. Chen, and Z. Zhou, “Multi-label active learning: Query type
matters,” in Proceedings of the 24th International Conference on Artificial
Intelligence. AAI Press, 2015, pp. 946–952.
[85] Y. Fu, X. Zhu, and A. K. Elmagarmid, “Active learning with optimal instance
subset selection,” IEEE Transactions on Cybernetics, vol. 43, no. 2, 2013.
38 BIBLIOGRAPHY
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1. Introduction
In the last few decades, studies in the field of su-
pervised learning have dealt with the analysis of data
where the examples were associated with a single la-
bel [47,49,66]. However, there are several real prob-
lems where the examples belong to a set of labels at
the same time, known as multi-label problems [63].
In the last few years an increasing number of mod-
ern applications that contain multi-label data have
appeared, such as text categorisation [38], emotions
evoked by music [35], semantic annotation of im-
ages [73] and videos [8], classification of protein func-
tion and gene [76].
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Several multi-label lazy algorithms derivate of the k-
nearest neighbours (k-NN) classifier scheme have been
proposed on the multi-label learning context [12,56,72,
74,77]. In general, these algorithms do not construct a
model from the training set, postponing almost all the
process until classification. They classify a query by
retrieving its k-nearest neighbours in feature space and
after that, an aggregation strategy is performed to pre-
dict the set of labels of a query instance [63]. In the
same way of single-label k-NN classifier, the multi-
label lazy algorithms have a high dependency with re-
spect to the definition of a distance function that is used
to determine the k-nearest neighbours of a query in-
stance. The main disadvantage of the multi-label lazy
algorithms is that they consider any feature equally im-
portant for classifying a query; yet irrelevant, interact-
ing, redundant and noisy features have a highly nega-
tive impact in the precision of these algorithms [67].
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a b s t r a c t
Multi-label learning has become an important area of research due to the increasing number of modern
applications that contain multi-label data. The multi-label data are structured in a more complex way
than single-label data. Consequently the development of techniques that allow the improvement in the
performance of machine learning algorithms over multi-label data is desired. The feature weighting and
feature selection algorithms are important feature engineering techniques which have a beneficial
impact on the machine learning. The ReliefF algorithm is one of the most popular algorithms to feature
estimation and it has proved its usefulness in several domains. This paper presents three extensions of
the ReliefF algorithm for working in the multi-label learning context, namely ReliefF-ML, PPT-ReliefF and
RReliefF-ML. PPT-ReliefF uses a problem transformation method to convert the multi-label problem into
a single-label problem. ReliefF-ML and RReliefF-ML adapt the classic ReliefF algorithm in order to handle
directly the multi-label data. The proposed ReliefF extensions are evaluated and compared with previous
ReliefF extensions on 34 multi-label datasets. The results show that the proposed ReliefF extensions
improve preceding extensions and overcome some of their drawbacks. The experimental results are
validated using several nonparametric statistical tests and confirm the effectiveness of the proposal for a
better multi-label learning.
& 2015 Elsevier B.V. All rights reserved.
1. Introduction
Traditional machine learning applications have been derived
from the analysis of data where the examples are associated with a
single label [1]. However, recently studies over data that are
structured in a more complex way than single-label data have
received especial attention. Multi-label problems are concerned to
those problems where the examples belong to a set of labels at the
same time [2,3]. The goal of the Multi-Label Learning (MLL)
paradigm is to learn a model that correctly generalises unseen
multi-label data [2,3]. On the MLL context two problems are
studied, multi-label classification (MLC) and label ranking (LR).
MLC divides the set of labels into relevant and irrelevant sets,
whereas the LR provides an ordering of the labels for a given query
instance [3,4].
In the last few years, an increasing number of modern applica-
tions that contain multi-label data have appeared, such as text
categorisation [5], emotions evoked by music [6], semantic anno-
tation of images [7] and videos [8], classification of protein
function [9] and gene [10,11].
Generally speaking, the multi-label datasets contain a large
number of features that describe the instances, e.g. description of
texts, images, proteins and genes [5,7–16]. The irrelevant, inter-
acting, redundant and noisy features have a highly negative
impact in the performance of the learning algorithms [17]. More-
over, the number of features is much bigger than the number of
instances in several multi-label applications [13]. On the other
hand, in some domains the number of possible labels can be in the
region of hundreds (even thousands) and the distribution of
instances per label can be showed in a non-uniform way
[8,12,14–16]. Consequently, some multi-label learning algorithms
present a poor performance with regard to time complexity and
efficiency [4]. As a result of the above situations, nowadays the
designing process of MLL algorithms faces several challenges and
it is an open field of research.
The preprocessing techniques have demonstrated to be an
important step of the knowledge discovery in databases [1,18].
Feature engineering techniques such as feature weighting (FW)
and feature selection (FS) improve the performance of machine
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a b s t r a c t
In the last decade, an increasing number of real-world problems surrounding multi-label
data have appeared, and multi-label learning has become an important area of research.
The data gravitation model is an approach that applies the principles of the universal law
of gravitation to resolve machine learning problems. One advantage of the data gravitation
model, compared with other techniques, is that it is based on simple principles with high
performance levels. This paper presents a multi-label lazy algorithm based on a data gravi-
tation model, named MLDGC. MLDGC directly handles multi-label data, and considers each
instance as an atomic data particle. The proposed multi-label lazy algorithm was evaluated
and compared to several state-of-the-art multi-label lazy methods on 34 datasets. The re-
sults showed that our proposal outperformed state-of-the-art lazy methods. The experi-
mental results were validated using non-parametric statistical tests, confirming the effec-
tiveness of this data gravitation model for multi-label lazy learning.
© 2016 Elsevier Inc. All rights reserved.
1. Introduction
The study of problems where examples are simultaneously associated with a set of labels has received special attention.
Problems where this type of data appears are known as multi-label problems. Particular problems involving multi-label
data include text categorization [27,35,40,48], emotions evoked by music [32], semantic annotation of images [1,11,65], clas-
sification of music [54] and videos [3,26], classification of protein function [14,37] and gene function [8,31,69], acoustic
classification [4], chemical data analysis [56] and many more.
Multi-label learning is with a form of learning method that deals with a model which correctly generalizes unseen multi-
label data [21,51]. Two tasks have been studied concerning the question of multi-labels: multi-label classification and label
ranking. Multi-label classification divides a set of labels into relevant and irrelevant sets, whereas the label ranking task
establishes an order of the labels for a given test instance [34,51].
For more than a decade, a considerable number of multi-label learning algorithms have been proposed. These multi-
label algorithms can be divided into problem transformation methods and algorithm adaptation methods [21]. The former
transform multi-label problems into one or more single-label problems, in order for classic learning algorithms to be used.
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Abstract
Data labelling is an expensive process that requires expert handling. In multi-label data, data labelling is further
complicated owing to experts must label each example several times, as each example belongs to various categories.
Active learning is concerned with learning accurate classifiers by choosing which examples will be labelled, reducing
the labelling effort and the cost of training an accurate model. This paper presents a new active learning strategy for
working on multi-label data. Two uncertainty measures based on the predictions of base classifier and the inconsis-
tency of a predicted label set regarding the label dimension of the labelled dataset, respectively, are defined to select
the most uncertain examples. The proposed strategy was evaluated and compared to several state-of-the-art strate-
gies on 18 datasets. The experimental results were validated using non-parametric statistical tests and confirmed the
effectiveness of the proposal for better multi-label active learning.
Keywords: Multi-label classification, label ranking, multi-label active learning, active learning strategy, pool-based
scenario, rank aggregation problem
1. Introduction
In recent years, the study of problems that involve
data associated with more than one label at the same
time has attracted a great deal of attention. Particular
multi-label problems include text categorization [1–3],
classification of emotions evoked by music [4], seman-
tic annotation of images [5–7], classification of music
and videos [8–10], classification of protein and gene
function [11–16], acoustic classification [17], chemical
data analysis [18] and many more.
Multi-label learning is concerned with learning a
model that correctly generalizes unseen multi-label
data. In multi-label learning, two tasks have been stud-
ied [19–21]: Multi-label Classification and Label Rank-
ing. Multi-label Classification task aims to find a model
where, for a given test instance, the label space is di-
vided into relevant and irrelevant label sets. On the
other hand, Label Ranking task aims to provide, for
a given test instance, a ranking of labels according to
∗Corresponding author. Tel:+34957212218; fax:+34957218630.
Email addresses: oreyesp@facinf.uho.edu.cu (Oscar
Reyes), cmorellp@uclv.edu.cu (Carlos Morell),
sventura@uco.es (Sebastián Ventura)
their relevance values. In the literature, is named Multi-
label Ranking task [22] the generalization of Multi-label
Classification and Label Ranking tasks. Multi-label
Ranking aims to produce, at the same time, both a bipar-
tition of label space and a consistent ranking of labels.
Most multi-label learning algorithms that have been
proposed in the literature are designed for working on
supervised learning environments, i.e. scenarios where
all training instances are labelled. However, data la-
belling is a very expensive process that requires expert
handling. In multi-label data, experts must label each
example several times, as each example belongs to var-
ious categories. The situation is further complicated
when a multi-label problem with a large number of ex-
amples and label classes is analyzed. Consequently,
several real scenarios nowadays contain a small num-
ber of labelled data and a large number of unlabelled
data simultaneously.
To date, there are two main areas that are concerned
with learning models from labelled and unlabelled data,
known as Semi-Supervised Learning [23] and Active
Learning [24]. Active Learning is concerned with learn-
ing better classifiers by choosing which instances are
labelled for training. Consequently, the labelling effort
Preprint submitted to Neurocomputing September 14, 2015
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Evolutionary Strategy to perform Batch-Mode Active Learning on
Multi-Label Data
OSCAR REYES, University of Córdoba, Spain
SEBASTIÁN VENTURA, University of Córdoba, Spain, and King Abdulaziz University, Jeddah, Saudi
Arabia
Multi-label learning has become an important area of research, owing to the increasing number of real-
world problems that contain multi-label data. Data labeling is a very expensive process that requires expert
handling. Consequently, numerous modern problems involve a small number of labeled examples and a
large number of unlabeled examples simultaneously. Batch-mode active learning focusses on constructing
accurate classifiers by means of choosing which instances will be labeled, in such a way that the selected in-
stances are informative and the overlapping of information between them is minimal, reducing the labeling
effort and the cost of training an accurate model. This paper presents a new strategy, named ESBMAL, to
perform batch-mode active learning on multi-label data. ESBMAL formulates batch-mode active learning as
a multi-objective problem and solves it by means of an evolutionary algorithm. Extensive experiments were
conducted to validate the effectiveness of the proposal. The experimental results were validated using non-
parametric statistical tests and confirmed the effectiveness of the proposal for better batch-mode multi-label
active learning.
CCS Concepts: rTheory of computation→ Active learning;
General Terms: Algorithms, Experimentation
Additional Key Words and Phrases: Batch-mode multi-label active learning, multi-objective problem, genetic
algorithm, multi-label classification, label ranking
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1. INTRODUCTION
Multi-label problems concern problems where examples belong to multiple labels at
the same time. The goal of the Multi-Label Learning paradigm is to develop a model
that correctly generalizes unseen multi-label data. Multi-Label Classification and La-
bel Ranking are two tasks that have been studied in the context of multi-label learning.
The Multi-Label Classification (MLC) task aims to find a model where, for a given test
instance, the labels are divided into relevant and irrelevant label sets. On the other
hand, the Label Ranking (LR) task provides, for a given test instance, a permutation
of the labels; the labels are ordered according to their relevance values. [Gibaja and
Ventura 2014; Tsoumakas et al. 2010]
Particular real-world problems that involve multi-label data include text categoriza-
tion [Katakis et al. 2008; Pestian et al. 2007], classification of emotions evoked by mu-
sic [Li and Ogihara 2003], semantic annotation of images [Barnard et al. 2003], classi-
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Active Learning has become an important area of research owing to the increasing
number of real-world problems which contain labelled and unlabelled examples at the same
time. JCLAL is a Java Class Library for Active Learning which has an architecture that
follows strong principles of object-oriented design. It is easy to use, and it allows the
developers to adapt, modify and extend the framework according to their needs. The
library offers a variety of active learning methods that have been proposed in the literature.
The software is available under the GPL license.
Keywords: active learning, framework, java language, object-oriented design
1. Introduction
In the last decade, the study of problems which contain a small number of labelled examples
and a large number of unlabelled examples at the same time have received special attention.
Currently, there are two main areas that research the learning of models from labelled
and unlabelled data, namely Semi-Supervised Learning and Active Learning (AL). AL is
c©2016 Oscar Reyes, Eduardo Pérez, Maŕıa del Carmen Rodŕıguez-Hernández, Habib M. Fardoun and Sebastián Ventura.
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Abstract
Active learning has become an important area of research owing to the increasing number of real-world problems
where a huge amount of unlabeled data is available. Active learning strategies are commonly compared by means
of visually comparing learning curves. However, in cases where several active learning strategies are tested on mul-
tiple datasets, the visual comparison of learning curves may not be the best choice to decide whether a strategy is
significantly better than another one. In this paper, two approaches are proposed, based on the use of non-parametric
statistical tests, to statistically compare active learning strategies over multiple datasets. The application of the two ap-
proaches is illustrated by means of an experimental study, demonstrating the usefulness of the proposal for improving
analysis of active learning performance.
Keywords: Active learning, Non-parametric statistical test, Area under learning curve, Rate of performance change,
Active learning iterations
1. Introduction
Machine learning aims to construct computational algorithms able to determine general patterns from available
data. In the learning process, not all data are useful, because noisy, redundant and incomplete data can affect in many
ways the performance of learning algorithms. Consequently, the acquisition of a high-quality and compact dataset
(a.k.a. training set) from which a learning algorithm can determine useful patterns is very important [1].
Sample selection is an important preprocessing step in data mining. Sample selection aims to select a representa-
tive subset from the original dataset, in such a manner that the performance of the learner generated from the selected
subset will be the same (even higher) as if the original dataset is used [2]. The main advantages in applying sample
selection methods are as follows [1–4]: reduce storage requirements by means of removing redundant information
present in datasets, reduce computation effort in the classification of new patterns, increment the performance of learn-
ing algorithms by means of removing noisy points and outliers, enable learning algorithms to work effectively with
large-scale datasets, and reduce the labeling cost.
Sample selection methods can be roughly classified into two categories [1]: instance selection and active learning.
Instance selection aims to condense a dataset by filtering noisy and redundant data. Instance selection methods can be
categorized into two groups [5]: wrapper methods where the selection criterion is based on the accuracy obtained by
a learner, and filter methods where the selection criterion is not based on the results of a learner.
On the other side, active learning aims to process incomplete data, referring to data with missing labels, by means
of selecting instances from unlabeled datasets, reducing the labeling effort and cost of training an accurate learner
[6, 7]. Nowadays, we find many modern problems where a huge amount of unlabeled data is available. Sometimes,
the labeling process may be subject to little or no cost. However, for many supervised learning tasks, data labeling
is a time-consuming process that requires expert handling [6]. Successful applications of active learning include text
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