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ABSTRACT 
 
MARCUS BERZOFSKY: Methods and Approaches for Evaluating the Validity of Latent 
Class Models with Applications 
(Under the direction of Paul Biemer and William Kalsbeek) 
This dissertation focuses on methods for assessing classification error for sensitive, 
categorical outcomes by using latent class analysis (LCA) and Markov latent class analysis 
(MLCA). The ability to quantify classification error in a survey is critical to understanding 
the quality of its estimates. Classification error (measurement error for categorical outcomes) 
is defined as the difference between the true value of a measurement and the value obtained 
during the measurement process. For dichotomous outcomes there are two types of 
classification errors: a false positive (i.e., response is affirmative when the negative is 
correct) and a false negative (i.e., response is negative when the affirmative is correct). A 
sensitive outcome is an event for which respondents have a negligible probability of 
providing false positive responses. Such events are very important in the study of socially 
undesirable phenomenon (e.g., alcohol abuse, sexual misconduct, or drug abuse). LCA, for 
cross-sectional data, and MLCA, for panel or longitudinal data, are modeling techniques that 
use repeated measurements rather than an error-free estimate to estimate the true prevalence 
of an outcome and its corresponding classification error. 
The dissertation is split into three parts. First, I assess the impact of local dependence, 
the key assumption in LCA, on classification error estimates. I use simulation to determine 
the impact of local dependence. Then, I develop an approach to correct for local dependence 
during the modeling process and apply my process to data from the National Inmate Survey. 
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Second, I determine if there is a more parsimonious way to incorporate time varying 
grouping variables (variables that do not change in a linear fashion over time) in an MLC 
model. I develop a process to test time-invariant summary variables and determine if model 
fit is not impacted. I then determine if time-invariant summary variables are appropriate for 
the National Crime Victimization Survey (NCVS). Third, I estimate the classification error 
rates for the NCVS. To achieve this, I develop a process to ensure that model estimates meet 
all assumptions. I found that the NCVS has a large amount of classification error and 
published estimates are negatively biased by 2.5%. 
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 1. Introduction 
1.1 Motivation for Quantifying Measurement Error in Surveys 
1.1.1 Defining Measurement Error 
Measurement error is defined as the difference between the true value of a 
measurement and the value obtained during the measurement process (Biemer, 2011; Lessler 
& Kalsbeek, 1992). Sudman and Bradburn (1974) write that the conceptual framework of 
measurement error comes from one of three sources: the task to be accomplished, the 
interviewer, or the respondent. The task to be accomplished includes the mode of the 
interview (e.g., in person or via telephone) and the questionnaire itself. In terms of the mode, 
the nature of the interview (e.g., sensitive subject matter) may impact how a respondent 
answers if they are talking directly to an interviewer as opposed to answering an unseen 
person or, in the case of audio computer-assisted self-interviews (ACASI), a computer. The 
questionnaire impacts measurement error by how it is structured. Sudman and Bradburn 
indicate that measurement error will be smaller if the questionnaire has greater structure and 
is laid out clearly. The second source of measurement error is the interviewer. Whether the 
interviewer is required to follow a strict script or is allowed leeway in obtaining responses 
impacts the level of measurement error. The third source of measurement error is the 
respondent. Sudman and Bradburn state that the motivation of the respondent plays a major 
role in the quality of the data provided. 
As a type of nonsampling error, measurement error cannot be corrected for during the 
design portion of the study. Therefore, it is important that a survey analyst quantifies the 
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impact of measurement error on survey estimates prior to drawing any conclusions. Lohr 
(1999, pp. 9–10) outlines eight ways in which a measurement error may be induced that fit 
into the Sudman and Bradburn framework: 
• People sometimes do not tell the truth 
• People do not always understand the questions 
• People forget (e.g., telescoping or recall bias) 
• People give different answers to different interviewers 
• People may say what they think an interviewer wants to hear or what they think 
will impress the interviewer 
• A particular interviewer may affect the accuracy of the response by misreading 
questions, recording responses inaccurately, or antagonizing the respondent 
• Certain words mean different things to different people 
• Question wording and order have a large effect on responses obtained. 
1.1.2 Classification Error and Its Importance 
The goal of many surveys today is to determine estimates for topics that are 
considered sensitive in nature. These estimates are desired at both the national and 
subpopulation level. Some examples of these types of surveys are the National Inmate 
Survey (NIS), which estimates the prevalence of sexual victimization in correctional 
facilities; the National Crime Victimization Survey (NCVS), which measures the prevalence 
of all types of crime in the United States; the National Survey on Drug Use and Health 
(NSDUH), which in addition to other factors, measures the use of legal and illegal drugs in 
the United States; and the Current Population Survey (CPS), which among other things, 
measures the unemployment rate. For surveys that deal with sensitive subject matter, survey 
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methodologists have developed methods to make the respondents feel more comfortable 
taking the interview. For example, the NIS and NSDUH use ACASI, which allow 
respondents to answer survey questions by using laptops. Therefore, respondents do not need 
to tell the interviewer anything sensitive. Tools such as ACASI are believed to reduce bias in 
survey estimates because studies have shown that they yield higher prevalence estimates for 
sensitive subjects such as drug use (Turner et al., 1998; Epstein, Barker, & Kroutil, 2001), 
but they do not completely ensure that a respondent is giving a truthful answer. This could be 
because the respondent truly does not want anyone to know what he/she has done or what has 
happened to him/her, or the respondent has simply forgotten because of a traumatic 
experience or faulty memory.  
Instances in which respondents are not classified correctly are called classification 
errors. Particularly for surveys that attempt to quantify sensitive subject matter, the rate of 
classification error can be quite high, and the need to quantify this error is important to 
evaluate the quality of inferences based upon the survey estimates. Although measurement 
error—and specifically classification error—can occur in all surveys regardless of the 
sensitivity level of the topic, surveys dealing with sensitive topics offer special challenges 
that require further research. For example, there are subpopulations that will always be 
untruthful in a survey when asked about a sensitive topic. For instance, some people will 
always deny using illicit drugs or participating in criminal activity regardless of how many 
times they are asked. 
For dichotomous items, classification error leads to false positives (answers in the 
affirmative when negative answers are correct) and false negatives (answers in the negative 
when affirmative answers are correct) (Biemer, 2011). For example, Sinclair and Gastwirth 
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(1996) and Biemer and Bushery (2001) examined the CPS to determine how well it classified 
respondents by employment status. Their results suggested that only 67.6% of truly 
unemployed persons were classified correctly, while employed persons or persons not in the 
labor force were almost always classified correctly. When considering sensitive subject 
matter, this finding seems reasonable because a response of “unemployed” is probably the 
most undesirable answer respondents could give, and therefore, it is the answer about which 
respondents are most likely to be misleading. Furthermore, Biemer and Wiesen (2002) 
looked into potential classification error in the NSDUH survey (called the National 
Household Survey on Drug Abuse [NHSDA] during the survey years studied) regarding the 
prevalence of past year marijuana use. The survey had three questions related to marijuana 
use: two that asked about whether one was a “user” of marijuana and one that asked about 
frequency of use. Their analysis showed that the questions asking if one was a user had a 
much higher false negative rate than the frequency item. Further analysis found that 59% of 
respondents who indicated that they were not users also indicated that they were infrequent 
(i.e., 1 to 2 days in the past year) users of marijuana. In other words, many of those who tried 
marijuana a couple times over the past year did not consider themselves users of marijuana 
and, therefore, did not classify themselves as such. 
Without measuring the classification error in the previous examples, analysts would 
have underestimated the prevalence estimates they were trying to measure. This seems 
reasonable because, in both the case of unemployment and drug use, respondents are more 
likely to give false negative responses (i.e., to answer that they are employed or do not use 
drugs when they are unemployed or do use drugs) rather than false positives (i.e., to answer 
with true responses that they are unemployed or drug users instead of otherwise). 
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1.2 Current Approaches for Estimating Measurement Error 
1.2.1 Approaches 
To quantify measurement error in categorical variables, statisticians have usually 
used one or more of four methods. Each of these methods quantifies measurement error in a 
different way and uses different assumptions. The four methods and the way in which they 
quantify measurement error are the following: 
• Gold-standard method—directly measures bias between measurement with error 
and an error-free measurement 
• Reliability analysis—decomposes the variance to ascertain the portion of an 
estimate’s variance that is due to measurement error 
• Latent class analysis (LCA)—uses maximum likelihood estimation (MLE) to 
create estimates free of measurement error and the corresponding classification 
error rates to allow one to determine the bias between the survey estimates and the 
MLE 
• Markov latent class analysis (MLCA)—uses a similar approach to LCA, but is 
designed for panel or longitudinal surveys. 
Because each of these methods make different assumptions and use different 
methods, they may lead to different conclusions. Therefore, using multiple methods acts as a 
confirmatory process. A statistician may use one method as the main approach, but may also 
use a second or third to verify the results. If the conclusions under each method are the same, 
then one can have greater confidence that the conclusions under the main approach are 
sound. However, if any of the methods differ in their conclusion, then further investigation is 
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necessary to see why the two methods differ and, if possible, to determine which method 
provided the erroneous result. 
Gold Standard 
The gold-standard method compares two measurements to directly calculate the bias 
and classification error rates between the two methods. In the gold-standard method, the first 
measurement is assumed to be fallible, or with error, and the second method is assumed to be 
infallible, or without error. Bross (1954) and Tenenbein (1972) first demonstrated how one 
can directly calculate the bias and classification error rates for the fallible measurement. 
When a true gold standard exists, the gold-standard method provides the greatest 
ability to accurately quantify measurement error. The gold-standard method is the only 
method that provides direct estimates of the item of interest without measurement error. 
Moreover, as Bross (1954) and later Tenenbein (1972) demonstrate, the false negative and 
false positive rates and the resulting bias from a self-reported or otherwise fallible method 
can be directly calculated when compared to the true value. 
However, the disadvantage of the gold-standard method is that it rarely exists and, in 
cases where one assumes it does, there may be latent (unobserved) error in the gold-standard 
estimate, which could lead to invalid conclusions. For example, several studies have found 
that reconciled data, used as the gold standard, can be erroneous (Biemer & Forsman, 1992; 
Sinclair & Gastwirth, 1996; Biemer, Woltman, Raglin, & Hill, 2001). For example, Biemer 
and Forsman (1992) found that in the CPS, up to 50% of the errors in the original interview 
are not detected in the reconciled reinterview. Furthermore, the use of administrative records 
as a gold standard can prove faulty because of differences in the reference period, 
definitional differences, and missing or underreported data (Jay, Belli, & Lepkowski, 1994; 
Marquis, 1978). 
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Moreover, the use of external tests for validation often have nonnegligible error rates, 
even though it is usually assumed otherwise. For example, biological tests have been found 
to have substantial false negative and false positive rates for certain types of drugs (Visher & 
McFadden, 1991). Also, a study comparing medical diagnoses made by a computer to those 
of a physician overestimated the number of errors made by the computer because it assumed 
the physician’s diagnosis was always correct (Van Meerten, Durinck, & Dewit, 1971). 
Reliability Analysis 
Reliability analysis uses resampling theory to decompose an estimate’s variance into 
two components: sampling variance and simple response variance. Sampling variance is the 
variation due to the drawing of a simple random sample. Simple response variance is the 
trial-to-trial variation among a respondent’s answers and represents the additional variation 
due to measurement error. Hansen, Hurwitz, and Pritzker (1964) showed how the ratio of 
simple random variance over the total variance can be used to assess the quality of an 
estimate relative to its level of measurement error. 
Reliability analysis allows analysts to measure the level of inconsistency in how a 
respondent answers a particular item when no gold standard is available for comparison. 
Using Census Bureau guidelines, this analysis allows for a simple measurement of how well 
the item of interest is measuring the intended subject matter (U.S. Census Bureau, 1985). 
When dealing with continuous outcomes, the reliability ratio has a very eloquent and 
simple interpretation. For example, an observation can take the form iiiy ε+µ= , where iy is 
the observed value, iµ is the true value, and iε is the measurement error associated with the 
observation. Under this scenario, the ( ) 2iVar µσ=µ  and ( ) 2iVar εσ=ε , and these two variances are 
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uncorrelated. Therefore, 22
2
R
εµ
µ
σ+σ
σ
= is the reliability ratio that represents the proportion of 
the total variance because of sampling error. However, dealing with a dichotomous outcome 
and the sample proportion, this interpretation is not clear because the measurement error is 
directly correlated to a person’s response. To illustrate this, using the formula iiiy ε+µ= if 
1i =µ for person i, but 0y i = , then iε must equal -1. Therefore, the interpretation of the 
reliability ratio is not as clear. 
Latent Class Analysis 
LCA is a modeling approach for estimating the parameters of a categorical data table 
subject to misclassification and was developed by Lazarsfeld and Henry (1968). The method 
is related to finite mixture modeling (McLachlan & Peel, 2000) and log-linear modeling with 
latent variables (Hagenaars, 1993). In LCA, the true survey characteristic is treated as an 
unobservable (or latent) variable. Under some assumptions (e.g., local independence, group 
homogeneity, Markov, and homogeneous classification error), which are described in detail 
later in the dissertation, the missing latent variable can be estimated using MLE. Usually the 
EM algorithm is used to provide estimates of the true population proportion and the 
misclassification probabilities (Dempster, Laird, & Rubin, 1977). For survey methodologists, 
LCA is an important tool for studying the measurement error (bias and variance) for survey 
questions for situations in which there is no possibility of obtaining error-free values for the 
characteristics of interest. 
LCA has three critical advantages over other techniques for assessing measurement 
error in survey estimates such as the gold-standard method (Bross, 1954; Tenenbein, 1972) 
or reliability analysis (Hansen et al., 1964). First, unlike methods that rely on a gold standard, 
LCA does not require the assumption that any of the measurements are error free. Second, 
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for a dichotomous latent variable, LCA provides model-based estimates of the truth as well 
as estimates of the false negative and false positive error probabilities (Biemer, 2004). Third, 
in addition to assessing the quality of the survey estimates, LCA can assess the quality of the 
questions being used to estimate the outcome of interest (Biemer & Wiesen, 2002; Kreuter, 
Yan, & Tourangeau, 2008). 
However, LCA also has a number of disadvantages (Biemer, 2011). For example, 
LCA makes several strong assumptions be met for estimates to be valid. These assumptions 
are often difficult to meet in a complex survey environment. Furthermore, LCA gives poor 
results with sparse data (i.e., a large proportion of small or zero frequency cells in the data 
table). Sparse data can cause problems with model identification, model selection, and 
parameter estimation. Moreover, replicate measures may be difficult to obtain. It is often 
difficult for survey designers to create multiple measures of the latent variable without 
appearing redundant to the respondent. 
Markov Latent Class Analysis 
MLCA is analogous to LCA for panel or longitudinal surveys and was first proposed 
by Wiggins (1973). Like LCA, MLCA treats a respondent’s true response as latent or 
unknown because there is no way to verify the accuracy of the manifest variables, which are 
measurement items in the survey that attempt to estimate the latent characteristic. Unlike 
LCA, MLCA uses multiple time points to assess the accuracy of a person’s response. In other 
words, MLCA requires only one manifest measurement at each time point to estimate the 
latent variable at each time point and the classification error rates of the manifest variables. 
Because of this feature, a minimum of three time points are required to conduct MLCA. 
Furthermore, MLCA uses maximum likelihood to estimate the latent variables and the 
classification error rates. 
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MLCA offers several advantages for quantifying measurement error. Without the 
availability of a gold standard, MLCA is the only method that incorporates the panel or 
longitudinal design. In doing so, MLCA takes advantage of all the information provided by a 
respondent over time (Biemer & Bushery, 2001). Furthermore, MLCA requires only one 
measurement per time point, and it does not require reinterview data, which can save cost 
and time (Tran & Winters, 2003). Moreover, Biemer and Bushery (2001) point out that 
obtaining reinterview data in a panel study is often impractical. In addition, Biemer and 
Bushery state that often reinterview data is only collected on a subset of the initial sample. 
MLCA can use information from the entire panel data set. 
However, like LCA, an MLCA requires several assumptions for its models to be 
identifiable (e.g., first-order Markov, independent classification errors, homogeneous 
classification errors, and time homogeneous errors). If these assumptions are violated, then 
conclusions based on that model may be erroneous. For instance, in the CPS, Tran and 
Winters (2003) hypothesize that the portion of the population that becomes unemployed and 
stays unemployed for a long time could violate the Markov assumption. MLCA requires at 
least three time points. Therefore, in settings other than a panel study or longitudinal study, 
MLCA cannot be used. 
1.3 Topics of this Dissertation 
This dissertation focuses on using LCA and MLCA to quantify classification error in 
surveys. The dissertation is split into three parts. Each part focuses on methods to assess the 
LC model or MLC model to understand the implications of violations of key model 
assumptions or on methods to improve model fit. 
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Chapter 2 looks at the key assumption in LCA: local independence. If local 
independence is not met, then the model is locally dependent, which causes poor model fit, 
creates bias in the parameter estimates, and makes the standard errors for the estimates too 
large (Pepe & Janes, 2007; Sepulveda, Vicente-Villardon, & Galindo, 2008). The chapter 
breaks local dependence into three possible sources: bivocality, correlated error, or latent 
heterogeneity. Through simulation, the impact on parameter estimates is assessed for each 
source of local dependence. Then, the chapter reviews the literature for approaches to correct 
for local dependence when it occurs. Based on these approaches, I propose a process by 
which one can check for local dependence and develop a model that corrects for any sources 
of local dependence should they be identified. I then apply my proposed process to data from 
the NIS to assess its ability to identify and correct for local dependence. 
Chapter 3 looks at how best to use time varying grouping variables (i.e., variables that 
change in nonlinear manner over time) in an MLC model. In a panel or longitudinal survey 
some manifest variables (i.e., variables obtained during the survey interview) are time 
varying because they change over time in a nonlinear fashion (e.g., mode of interview, 
whether a person has health insurance). Variables that do not change over time are known as 
time invariant grouping variables. Both time invariant and time varying grouping variables 
are used in an MLC model to create homogeneity in the classification error rates. Although 
time varying grouping variables provide more information for the model than a static 
equivalent, they require a large number of model parameters, which use up the available 
degrees of freedom and cause sparseness in the data that impact the model fit (Biemer & 
Berzofsky 2011; Vermunt, Langeheine, & Bockenholt, 1999). This chapter determines if a 
time-invariant summary variable (i.e., a variable that summarizes the time varying grouping 
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variable through a static variable) can provide as good of model fit as when the actual time 
varying grouping variable is used. To do this, I develop a general approach for comparing 
models using a time varying grouping variable to various types of time-invariant summary 
variables. I use the NCVS as an empirical data set to test my proposed approach. 
Chapter 4 conducts the first assessment of classification error in the NCVS. I use 
MLCA to estimate the classification error rates. The chapter assesses the overall 
classification error rates in the NCVS, whether the rates change over time, whether certain 
demographic groups are more prone to classification error, and how the published NCVS 
estimates would be impacted if classification error was accounted for in the estimate process. 
In conducting the MLCA, I propose an approach that tests the model assumptions and 
corrects the model if any assumptions fail. 
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 2. Modeling Local Dependence in a 
Latent Class Analysis of Sensitive Questions 
2.1 Chapter Summary 
Latent class analysis (LCA) is a powerful tool in surveys to assess the quality of an 
estimate and the classification error rates associated with a particular survey item when no 
gold-standard estimate is available. LCA’s main assumption is local dependence. This 
chapter divides local dependence into its three key components: bivocality, correlated error, 
and heterogeneity. Each component is then assessed to see how it affects estimates from a 
latent class model (LCM). Focusing on surveys targeting sensitive outcomes, I propose a 
theoretical framework by which each aspect of local dependence can be diagnosed and 
corrected. I empirically tested the proposed framework for three-indicator models using data 
from the 2007 National Inmate Survey (NIS), finding that the proposed framework mitigated 
some, but not all, of the local dependence regardless of which aspects of local dependence 
were present. The framework performed best when there were no bivocal indicators present 
in the model. 
2.2 Introduction 
The assessment and reduction of measurement error in surveys is a growing area of 
research. Measurement error is the difference between the true value of a measurement and 
the value obtained during the measurement process (Lessler & Kalsbeek, 1992). Some 
techniques for reducing measurement error can be used during the interview, such as 
interviewing techniques, like audio computer-assisted self-interviewing (ACASI), which 
yield higher prevalence estimates for sensitive subjects, including drug use (Epstein, Barker, 
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& Kroutil, 2001; Turner et al., 1998), but do not completely ensure that respondents give 
truthful answers. Therefore, most techniques to assess the quality of a survey estimate are 
conducted after data collection is complete. One such technique is LCA (Lazarsfeld & 
Henry, 1968). Although LCA is more than 50 years old, it has only recently been used to 
improve the quality of surveys (Biemer, 2004). 
LCA has three critical advantages over other techniques for assessing measurement 
error in survey estimates, such as the gold-standard method (Bross, 1954; Tenenbein, 1972) 
or reliability analysis (Hansen, Hurwitz, & Pritzker, 1964). First, unlike methods that rely on 
a gold standard, LCA does not require the assumption that any of the measurements are error 
free. Second, for a dichotomous latent variable, LCA provides model-based estimates of the 
truth as well as estimates of the false negative and false positive error probabilities (Biemer, 
2004). Third, in addition to assessing the quality of the survey estimates, LCA can assess the 
quality of the questions being used to estimate the outcome of interest (Biemer & Wiesen, 
2002; Kreuter, Yan, & Tourangeau, 2008). 
LCA also has a number of disadvantages and criticisms (Biemer, 2011). For example, 
LCA makes strong assumptions, like requiring several assumptions be met for estimates to be 
valid. These assumptions are often difficult to meet in a complex survey environment. 
Furthermore, LCA gives poor results with sparse data (i.e., a large proportion of small or 
zero frequency cells in the data table). Sparse data can cause problems with model 
identification, model selection, and parameter estimation. Moreover, replicate measures may 
be difficult to obtain. It is often difficult for survey designers to create multiple measures of 
the unobserved (latent) variable without appearing redundant to the respondent. 
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The standard LCM usually requires a minimum of three indicators to estimate one 
latent variable. A model with two indicators is unidentifiable unless one makes strong 
assumptions such as those proposed by Hui and Walter (1980). In my work, the latent 
variable is assumed to be a respondent’s true status for the outcome of interest. This chapter 
focuses on latent variables that involve observable (e.g., marijuana use in past 12 months) 
rather than unobservable phenomena (e.g., happiness or depression). Under this definition, 
the latent variable has a predefined fixed number of levels. As an example of a latent 
variable, consider an individual’s true use of marijuana in the past 12 months. This has two 
levels: user or nonuser. 
As with other modeling techniques, LCA requires that certain assumptions be met for 
the model estimates to be valid. The key assumption in LCA is local independence. If A, B, 
and C are three indicators for the latent variable X, then A, B, and C are called locally 
independent if, and only if, 
 
| | | |
| | | |
ABC X A X B X C X
abc x a x b x c xπ π π π=  (2.1) 
where ||
A X
a xπ is the conditional probability that A = a given X = x and 
|
|
ABC X
abc xπ ,
|
|
B X
b xπ , 
|
|
C X
c xπ and 
have analogous definitions. Figure 2.1 is a path diagram representing equation 2.1, 
illustrating the relationship between the latent variable and its indicators. The right-hand side 
of equation (2.1) is known as the measurement component of the latent class model (Bassi, 
Hagenaars, Croon, & Vermunt, 2001; Hagenaars, 1998). If this equation fails to hold, the 
indicators are locally dependent. Failure of local independence assumptions to hold will 
cause poor model fit, create bias in the parameter estimates, and make the standard errors for 
the estimates too large (Pepe & Janes, 2007; Sepulveda, Vicente-Villardon, & Galindo, 
2008). 
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Figure 2.1 Path diagram for LC model with three indicators and no grouping variables. 
This chapter focuses on the root causes of local dependence, their affects on 
parameter estimation, diagnostic approaches, and model specifications that correct for one or 
more of these causes. To simplify the exposition, my study is confined to sensitive outcomes. 
A sensitive outcome is an event for which respondents have a negligible probability of 
providing false positive responses. Such events are very important in the study of socially 
undesirable phenomenon (e.g., alcohol abuse, sexual misconduct, or drug abuse). For 
instance, it is unlikely that people would indicate using marijuana if they do not use it, but it 
is more likely that people would indicate not using marijuana when they really do. Such 
outcomes are particularly interesting to survey practitioners because respondents do not 
always provide truthful answers. Furthermore, although four or five indicators usually 
improve the parameter estimates from an LCM, this may be infeasible in some surveys 
because of respondent burden, costs, and questionnaire length constraints. For this reason, the 
focus in this paper is on three-indicator models because these are most commonly used in 
surveys. 
2.2.1 Motivation 
Although it has been established that local independence is the critical assumption for 
any LCM and what the general impact of local dependence is, it is less understood what the 
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root causes of local dependence are and whether these various aspects affect model estimates 
differently. Local independence is violated if any of the following three conditions occur: 
• Bivocality. Suppose A is an indicator for X, and B is an indicator for Y. If || 1<
X Y
x yπ
for x = y (i.e., X and Y can disagree), then A and B are bivocal (Alwin, 2007). 
Bivocal indicators measure two different latent constructs rather than one. For 
example, two indicators A and B, where A is past 6-month marijuana use and B is 
past month marijuana use, are bivocal because they do not cover the same time 
period. A necessary condition for local independence is || 1=
X Y
x yπ for x = y referred 
to as univocality. 
• (Behavioral) correlated error. Suppose indicator A precedes indicator B in the 
interview. Their errors will be correlated if respondents who respond erroneously 
to indicator A have a greater (or lesser) probability of responding erroneously to 
indicator B than respondents who responded accurately. Mathematically, this can 
be written as | |2|21 2|11
B AX B AXπ π≠ , or | |1|11 1|21
B AX B AXπ π≠ . For instance, people who do not 
want interviewers to know about their drug use will falsify any item dealing with 
drug use with a greater probability than people who are independently answering 
each item. Uncorrelated error is a necessary condition for local independence. 
• Latent heterogeneity. Let H denote a grouping variable such that within the 
categories of H ||
A XH
a xhπ is homogeneous (i.e., the error probabilities are 
homogeneous within each level of H), and suppose that | || |A XH A Xa xh a xπ π≠ . This implies 
that the error probabilities for A are heterogeneous with respect to H. As Biemer 
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(2011) shows, this condition, referred to as latent heterogeneity, violates the 
assumption of local independence. 
Each of these three types of model failures may bias the parameter estimates, 
although the magnitudes of the biases may vary in somewhat predictable ways (Sepulveda et 
al., 2008). Furthermore, some indicators may be more prone to local dependence than others 
and, thus, deciding which indicators to include in a survey can have a major impact on the 
resulting LCM estimates. 
I illustrate the effects of local dependence using the 2007 National Inmate Survey 
(NIS) of prisons; a nationally representative survey of prison inmates that estimated the 12-
month prevalence of sexual victimization in prisons (Beck & Harrison, 2007). Sexual 
victimization is split into victimization by another inmate (inmate-on-inmate) and 
victimization by a staff member (staff-on-inmate). The survey embedded five indicators for 
each type of victimization in the questionnaire. Table 2.1 provides the wording of the five 
indicators for inmate-on-inmate victimization, which is the primary outcome variable for this 
paper. In my analysis, the latent variable represents the respondent’s true inmate-on-inmate 
victimization status for the previous 12 months. This is an example of a sensitive outcome 
because the false positive probability is expected to be negligibly small (i.e., it is unlikely 
that people would claim to be sexually victimized when they were not). On the other hand, I 
expect the false negative probability to be substantial because truly victimized inmates might 
indicate that they were not victimized because of the traumatic nature of the experience or 
fear of reprisal from the perpetrator. 
Based on a substantive review of the items in Table 2.1, comparing the language of 
the survey questions to the definition of the latent variable of interest, it is apparent that 
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indicators A, B, and C are univocal for “sexual assault.” However, indicators D and E have a 
different underlying latent variable since they address specific sexual acts (e.g., oral or anal 
sex) and do not ask about general types of sexual contact. Thus, the set of indicators A, B, C, 
D, and E are bivocal since they jointly measure two distinct latent variables. Since D and E 
ostensibly measure a different latent variable than A, B, and C, a model specifying a single 
latent variable will be misspecified and the parameter estimates will be biased to some 
extent. 
Table 2.1 Definition of NIS LCA Indicators for Inmate-on-Inmate Sexual Victimization 
Indicator Definition 
A In the past 12 months or since you’ve been at the facility (if less than 12 months) has another inmate 
done the following? 
• Use physical force to touch your butt, thighs, or penis in a sexual way? (male only) 
• Without physical force, use pressure to touch your butt, thighs, or penis in a sexual way? (male 
only) 
• Use physical force to touch your butt, thighs, breasts, or vagina in a sexual way? (female only) 
• Without physical force, use pressure to touch your butt, thighs, breasts, or vagina in a sexual 
way? (female only) 
• Use physical force to make you give or receive a handjob? (male only) 
• Without physical force, use pressure to make you give or receive a handjob? (male only) 
• Use physical force to make you give or receive oral sex? 
• Without physical force, use pressure to make you give or receive oral sex? 
• Use physical force to make you have vaginal sex? (female only) 
• Without physical force, use pressure to make you have vaginal sex? (female only) 
• Use physical force to make you have anal sex? 
• Without physical force, use pressure to make you have anal sex? 
• Use physical force to make you have some other type of sex not asked about? 
• Without physical force, use pressure to make you have some other type of sex not asked about? 
 = 1 if yes 
 = 2 if no 
B In the past 12 months or since you’ve been at the facility (if less than 12 months), did another inmate 
use physical force, pressure you, or make you feel that you had to have any type of sex or sexual 
contact in? 
 = 1 if yes 
 = 2 if no 
C How long has it been since another inmate in this facility used physical force, pressured you, or made 
you feel that you had to have any type of sex or sexual contact? 
 = 1 if past 12 months or since arrived at the facility (if less than 12 months) 
 = 2 if more than 12 months or never 
(continued) 
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Table 2.1 Definition of NIS LCA Indicators for Inmate-on-Inmate Sexual Victimization 
(cont.) 
Indicator Definition 
D MALE: In the past 12 months or since you’ve been at the facility (if less than 12 months), did 
another inmate use physical force, pressure you, or make you feel that you had to have oral or anal 
sex? 
FEMALE: In the past 12 months or since you’ve been at the facility (if less than 12 months), did 
another inmate use physical force, pressure you, or make you feel that you had to have oral, vaginal, 
or anal sex? 
 = 1 if yes 
 = 2 if no 
E MALE: How long has it been since another inmate in this facility used physical force, pressured you, 
or made you feel that you had to have oral or anal sex? 
FEMALE: How long has it been since another inmate in this facility used physical force, pressured 
you, or made you feel that you had to have oral, vaginal, or anal sex? 
 = 1 if past 12 months or since arrived at the facility (if less than 12 months) 
 = 2 if more than 12 months or never 
 
With five indicators, 10 standard three-indicator LC models are possible, which 
correspond to all possible combinations of three indicators from the five available. These 10 
models, which are listed in Table 2.2, all have the form 
 
| | |
| | |
ABC X A X B X C X
abc x a x b x c x
x
π π π π π=∑  (2.2) 
for indicators A, B, and C (and can be analogously written for other sets of three indicators). 
In this chapter, I will denote a model based on the indicators used in the model (e.g., ABC 
indicates the model defined in (2.2). As shown in the Table 2.2, estimates of the false 
positive probabilities are quite small for all indicators, while estimates of the false negative 
probabilities are substantial and vary considerably across the 10 models for the same 
indicator, primarily as a result of local dependence. In what follows, I consider model 
specifications that correct for the apparent biases in the parameter estimates. 
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Table 2.2 NIS Unadjusted Three-Indicator LCM 
  
Prevalence False Negative Rates False Positive Rates 
Model 
Number 
Indicators 1
Xπ  |2|1
A Xπ  |2|1
B Xπ  |2|1
C Xπ  |2|1
D Xπ  |2|1
E Xπ  |1|2
A Xπ  |1|2
B Xπ  |1|2
C Xπ  |1|2
D Xπ  |1|2
E Xπ  
1 ABC 0.0213 0.1684 0.3433 0.1717   0.0030 0.0011 0.0032   
2 ABD 0.0157 0.0936 0.1839  0.3977  0.0065 0.0023  0.0022  
3 ABE 0.0182 0.1304 0.2639   0.2729 0.0047 0.0016   0.0030 
4 ACD 0.0198 0.0977  0.1794 0.5197  0.0029  0.0046 0.0022  
5 ACE 0.0196 0.1878  0.0783  0.2780 0.0049  0.0028  0.0020 
6 ADE 0.0162 0.1620   0.3666 0.1525 0.0072   0.0014 0.0025 
7 BCD 0.0165  0.1669 0.1585 0.4388   0.0013 0.0070 0.0024  
8 BCE 0.0172  0.2921 0.0507  0.2031  0.0029 0.0045  0.0024 
9 BDE 0.0148  0.2352  0.3169 0.1405  0.0038  0.0016 0.0035 
10 CDE 0.0151   0.1201 0.4142 0.0206   0.0076 0.0028 0.0013 
 
In the following sections, three questions will be explored: 
1. How does local dependence bias parameter estimates and which parameter 
estimates are most affected? 
2. How can model diagnostics be used to detect local dependence? 
3. How can local dependence be corrected in the three-indicator LCM? 
To answer the first question, expeculation1 (Biemer, 2011) will be used to illustrate 
the effects of the various types of local dependence on the parameter estimates. To address 
the second and third question, I examine the current literature and propose a process by 
which a three-indicator model can be tested for local dependence and what corrective steps 
can be taken if dependence is identified. 
                                                 
1
 Expeculation creates an input data table with frequencies that are equal to the expected cell 
frequencies under the assumed population model. This technique is appropriate if interest is only on 
the expected values or biases of the estimators rather than their standard errors or sampling 
distributions. 
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I then apply my proposed process on data from the NIS. I look at all 10 three-
indicator models and use my approach to assess and correct for local dependence. To assess 
the effectiveness of my method, I compare my results to the estimates from the full five-
indicator model, which I treat as a gold standard. 
2.3 Simulations 
The primary focus in this chapter is on the biasing effects of local dependence, not 
variance. Therefore, I will use expeculation (Biemer, 2011) rather than Monte Carlo 
simulation. To apply expeculation in the study of local dependence, I first specify a 
population model that is the standard LCM except that it includes some violation of local 
independence (i.e., bivocality, heterogeneity, or behavioral correlation). The standard LCM is 
then fitted to the expected cell frequencies from this population model. The difference 
between an estimate from the standard LCM and the corresponding parameter from the 
population model is a bias in the estimate induced by the local independence violation. 
2.3.1 Bivocality 
If A is a dichotomous indicator for the latent variable X and B is a dichotomous 
indicator for the latent variable Y, then A and B are univocal if the correlation between X and 
Y is 1. Otherwise, A and B are bivocal. If I assume that = =X Yx yπ π π for x = y = 1, then the 
correlation between X and Y can be derived as 
 ( )
|
1|1
,
1
X Y
xyCorr X Y
π π
ρ
π
−
= =
−
 (2.3) 
This assumption is reasonable if the two bivocal measures are estimating similar outcomes 
since one would expect their prevalence to be similar. If |1|1
X Yπ =1 then X and Y are identical 
and, thus, A and B are univocal. However, if |1|1 1
X Yπ ≠  then X and Y are not the same latent 
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variable and A and B are bivocal. Note that ( )|1|1 1X Y xyπ ρ π π= − +  and ( )|2|2 1X Y xyπ ρ π π= + −  
and thus the expected frequency, abcm , of the cell (a,b,c) of the ABC table can be written as 
 
| | | |
| | | |
A X B X C Y Y X X
abc a x b x c y y x x
x y
m N π π π π π= ∑∑  (2.4) 
To study the impact of bivocality on the error standard LCM estimates, a three-
indicator model was fit for values of 
xyρ in the range 0 1≤ ≤xyρ  at 0.1 increments. The bias 
in each parameter was computed as the difference between the parameter estimates from the 
standard model and population model. For each case considered, the false negative 
probability was moderate to large (varying in the range of 2|10.1 0.3≤ ≤π ), while the false 
positive probability was negligible ( 1|2 0.01=π ) for each of the three indicators. Three values 
of the prevalence probability were considered: 0.02=π , 0.05=π , and 0.1 
Figure 2.2 displays the percent relative bias in the bivocal indicator by correlation 
level for three different false negative rates when 0.02=π . Similar results were found when 
0.05=π and 0.10=π . These results suggest that the bivocal indicator (C, which is an 
indicator of Y) behaves like a poor indicator of X in the analysis. For example, the estimates 
of the false negative probabilities, |2|1
C Xπ , are biased, and, further, the bias is inversely 
proportional to the correlation between X and Y. Because I incorporated an additional latent 
variable in my model, I fixed the false positive rate to ensure identifiability. Surprisingly, 
bivocality in one indicator does not bias error parameters associated with the two univocal 
indicators. Thus, the estimates for the two univocal indicators are unbiased. 
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Figure 2.2 Relative bias in the false negative rate of a bivocal indicator by correlation level between the 
latent variables X and Y. 
2.3.2 Correlated Error 
If A and B are dichotomous indicators for the latent variable X, then correlated error 
can be thought of as the correlation between A and B given X. This correlation can be 
expressed as 
 ( ) ( ) ( ) ( )
| | | |
1|1 1|1 1|2 1|2
| | | | |
2|1 2|1 2|2 2|2
, | 1 1 1
A X B X A X B X
ab x A X B X A X B XCorr A B X x x
π π π π
ρ λ λ
π π π π
= = − + − − , (2.5) 
where 
|
1|1
|
1|
B AX
x
B X
x
π
λ
π
=
 for x = 0,1. Note that when 1λ = , | 0=ab xρ  and classification errors are 
uncorrelated errors; otherwise, A and B are conditionally correlated. The expected cell 
frequencies can be written as 
 
| | |
| | |
X A X B X C X
abc x a x b x c x
x
m N π π π π λ= ∑  (2.6) 
Analogous cell probabilities can be derived for models with four or more indicators. 
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To demonstrate the effects of behavior correlation on the estimates, a population 
model with 1λ ≠  was used to generate the cell frequencies for the ABC table. Then the 
standard LCM was fit to these data. The bias induced by the behavior correlations was 
estimated by the difference between the standard LCM estimates and the corresponding 
parameters of the population model. As before, for each case considered, the false negative 
probability was moderate to large (varying in the range of 2|10.1 0.3≤ ≤π ), while the false 
negative probability was negligible ( 1|2 0.01=π ) for each of the three indicator. Three values 
of the prevalence probability were considered: 0.02=π , 0.05=π , and 0.1 
The results of the expeculation found that behavior correlation biases all the 
parameter estimates, not just those associated with the two indicators having correlated 
errors. Figure 2.3 shows that, for the prevalence probability, the magnitude of the relative 
bias usually increases as |ab xρ  increases; however, the direction of the bias depends on the 
magnitude of the false negative probability. Specifically, when the false negative probability 
is either small (i.e., 0.1) or large (i.e., 0.3), the magnitude of bias increases with increasing 
|ab xρ . However, when the false negative probability is at a moderate level (i.e., 0.2), the bias 
varies slightly around 0 regardless of |ab xρ . This phenomenon is caused by the canceling 
effects of false positive and false negative classifications. When the false negative probability 
is small, the number of false positives overwhelms the number of false negatives causing a 
negative bias. When the false negative probability is large, the opposite effect occurs. 
However, when the false negative probability is at a moderate level, the number of false 
negative and false positive classifications are equalized and the bias is close to 0. I obtained 
similar results for prevalence rates of 1 0.05=
Xπ  and 1 0.10=
Xπ . 
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For the classification error rates, the level of bias depends on the magnitude of the 
error. For example, for the false negative rate, the relative bias is greatest when the actual 
false negative rate is smallest (i.e., 0.1). The relative bias then decreases as the actual false 
negative rate increases. However, the false positive rate, which is fixed at a negligible level, 
acts in an opposite fashion, having the largest relative bias when the false negative rate is 
largest (i.e., 0.3) and smallest when the false negative rate is smallest (i.e., 0.1). Similar 
results were obtained for all prevalence levels examined. 
 
Figure 2.3 Relative Bias in Estimated Prevalence Probability due to Correlated Error as a Function of 
the Correlation and False Negative Probability 
2.3.3 Group Heterogeneity 
Suppose that the error probabilities vary across the categories of an unobserved, 
dichotomous grouping variable H, thus inducing heterogeneity, but are homogeneous within 
the categories of H. Let G be a dichotomous, observed grouping variable that is intended to 
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serve as a proxy for H in the LCM (i.e., G is selected so that | || |I XH I XGi xh i xg≅π π  when g = h for all 
indicators, I =A, B, and C). Consider the LCM with cell probabilities 
 
| | | |
| | | |
GABC G X G A XG B XG C XG
gabc g x g a xg b xg c xg
x
π π π π π π=∑ . (2.7) 
The ability of the grouping variable G to account for the heterogeneity depends upon its 
correspondence with the latent variable H. Thus, the biasing effects of heterogeneity on the 
model estimates can be expressed as a function of the correlation between G and H. The 
greater the correspondence between G and H, the better the ability of G to explain the 
unobserved heterogeneity induced by H, and the smaller will be the bias because of 
heterogeneity. This correlation can be expressed as  
 
( )
( )
( ) ( )
|
1 1|1 1
1 1 1 1
Corr , = =
1 1
G H G H
GH G G H H
G H
π π π
ρ
π π π π
−
− − . (2.8) 
If I assume that 1 1
G Hπ π=  and |1|1 1
G Hπ =  (i.e., G is essentially identical to H), then 1=GHρ  and 
the heterogeneity is full accounted for by equation (2.8). However, if either 1 1G Hπ π≠  or 
|
1|1 1
H Gπ < , then G is not a perfect proxy for H, 1≠GHρ , and the model is misspecified. To fix 
the ideas, I assumed that *1 1
G Hπ π π= =  and focused on the case in which |1|1 1
G Hπ < . Then 
equation (2.8) can be rewritten as 
 
| *
1|1
*
=
1
H G
GH
π π
ρ
π
−
−
 (2.9) 
and thus, | * *1|1 (1 ) +H G GHπ π ρ π= − . Therefore, given *π and GHρ , the joint distribution of H 
and G is fully specified. 
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Using expeculation, I can demonstrate that the biasing affects group heterogeneity for 
any values of *π and GHρ through the expression  
 
| | | | |
| | | | |
G G H X H A HX B HX C HX
gabc g g h x h a hx b hx c hx
h x
m N π π π π π π= ∑∑  (2.10) 
for expected cell frequencies for the GABC table. I then fit the model in equation (2.7) to 
evaluate the bias in using G as a proxy for H. 
Table 2.3 presents the assumptions used to distinguish the two levels of H, where, for 
illustrative purposes, H represents the risk level of a person that can be high or low. For 
purposes of the simulation, I assumed one level would contain the respondents in the high-
risk population, and the other level would contain the respondents in the low-risk population. 
Because of this assumption, the true prevalence rate was set to be higher in the high-risk 
group than in the low-risk group. Furthermore, I assumed the false negative rate would be 
higher in the high-risk group because those respondents would have a higher sensitivity to 
the questions, leading to the high-risk group having a greater chance of falsely indicating that 
the event of interest did not occur. Because I assumed a sensitive outcome, the false positive 
rate was assumed to be small and the same in each level. 
Table 2.3 Assumptions Used in Expeculation of Group Heterogeneity 
 Assumption 
Parameter High-Risk Group Low-Risk Group 
True prevalence 0.10 0.02 
False negative rate 0.30 0.10 
False positive rate 0.01 0.01 
 
The results of the expeculation found that as GHρ  increases, both the prevalence and 
the false negative rate for each group converged such that when 0=GHρ , the two rates were 
the same. The prevalence rates within each group converged to the weighted average of the 
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two groups. The false negative rates converged to something higher than the weighted 
average. Figure 2.4 illustrates how the rates converged for the false negative rate. 
 
Figure 2.4 False negative rate in indicator by group as correlation between G and H increases. 
2.3.4 What I Learned 
My simulation study found that all three types of local dependence bias the model 
estimates, but in different ways. A bivocal indicator acts like a poor indicator, which, if too 
poor, can lead to an unidentifiable model because there are essentially only two indicators. 
Correlated errors affect both the prevalence rates and the classification error rates. The 
resulting bias can be large depending on the level of correlation. Group heterogeneity can 
lead to a bias in the classification errors. In a three-indicator model, a highly uncorrelated 
bivocal indicator may be the most problematic since it affects identifiability. However, a 
mildly bivocal indicator only biases the error rates for that indicator. Correlated errors and 
group heterogeneity both seem to create similar levels of bias on the classification error rates, 
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but correlated errors may be more damaging because they impact the accuracy of the 
prevalence rates as well. 
2.4 Diagnostic Procedures for Testing and Correcting Local Dependence 
Through these simulations, one can understand how each aspect of local dependence 
may influence model estimates. This helps determine which parameters are affected by a 
particular violation and the direction and magnitude by which the parameter estimate is 
biased. Although understanding the marginal impact of each aspect of local dependence is 
important, in the most likely practical scenario, multiple aspects will occur simultaneously. 
Moreover, because some aspects bias the parameter estimates in opposite directions, it is 
difficult to assess the impact of any individual aspect. Therefore, the model diagnostics must 
take a two-pronged approach. One should first identify whether there is any local dependence 
caused by any aspect. Then one should conduct a step-by-step analysis of the data to correct 
for any local dependence. In this section, I will present diagnostic procedures that exist in the 
literature and recommend how to use them to correct a model that is locally dependent. 
Several diagnostic techniques for identifying local dependence in LCM have been 
proposed in the literature. Sepulveda et al. (2008) provide a good summary of these methods 
as well as presenting their own approach. Some of these approaches, such as the correlation 
residual plot (Qu, Tan, & Kutner, 1996) and the bi-plot (Sepulveda et al., 2008), use 
graphical displays to identify local dependence, while others, such as the likelihood ratio chi-
squared method (Espeland & Handelman, 1989), comparison of standardized residuals 
(Hagenaars, 1988), the log-odds ratio check (LORC) (Garrett & Zeger, 2000), and bivariate 
residual (Magidson & Vermunt, 2004), compare some version of the observed frequencies of 
each indicator pair with expected frequencies in which a statistically significant deviation 
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indicates local independence. When reviewing these methods, I had two major 
considerations: 
• What guidance did the method provide to correct the model? 
• How easy was the method to implement? 
Regarding guidance, except for the bi-plot, each of these methods only indicates whether a 
pair of variables is locally dependent. They do not indicate whether this dependence occurs 
in some of the latent classes or all of them (Sepulveda et al., 2008). That is, these methods 
indicate the need to add a direct effect (i.e., the interaction of two indicators without the 
latent variable, for example, an AB interaction term) to the model, but do not indicate when a 
three-way parameter involving the latent variable is necessary (e.g., an ABX term). Therefore, 
these methods would potentially tell us only part of the problem. However, I found that the 
graphical approaches, such as the bi-plot method, were cumbersome to create, especially 
when several grouping variables were incorporated. The bi-plot method was designed to 
compare medical diagnoses between several physicians. Unlike with surveys, few, if any, 
grouping variables are available, which makes the creation of all the necessary bi-plot graphs 
more reasonable. 
2.5 A General Approach to Diagnosing and Correcting LCM with Three Indicators 
An ideal strategy for diagnosing and correcting for local dependence incorporates 
multiple approaches that attempt to address each type of potential model misspecification. 
My proposed approach for three-indicator models consists of three steps that were developed 
based upon the theory presented in Section 2.2, the findings of the expeculation results in 
Section 2.3, and numerous applications to real data. As I show, this approach can be readily 
extended to four or more indicators. 
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Step 1. Address Group Heterogeneity 
Group heterogeneity can be addressed by the addition of grouping variables, G, that 
can serve as proxies for latent variables that induce heterogeneity. Grouping variables can be 
respondent demographic variables, paradata2 related to the survey process, or any other 
variable that is potentially related to response error. Adding grouping variables to the model 
serves the dual purpose of correcting for unobserved heterogeneity and increasing the 
model’s degrees of freedom. This latter purpose is important if greater model complexity is 
needed to address other types of model misspecification, which are indicated in the 
remaining steps. Otherwise, a nonidentifiable model could result because of insufficient 
degrees of freedom. It is likely that heterogeneity will affect any LCM, and, therefore, it is 
usually recommended that grouping variables be added to the model as a first step. In most 
situations, either the likelihood ratio test (for nested models), BIC (for non-nested models), or 
Wald statistic can be used to determine the combination of grouping variables that achieve 
the best fitting model (Biemer, 2011). 
Step 2. Addressing Correlated Error 
The LORC method (Garret & Zeger, 2000) can be used to identify and compensate 
for behavior correlated indicators. This method identifies pairs of indicators that are locally 
dependent. A direct effect (e.g., an AB interaction) is then added in the measurement 
component to the pair exhibiting the highest correlation, and the process is repeated using 
this extended model. Testing each pair and adding new direct effects as indicated by the 
LORC test continues until no further local dependencies are identified. An optional 
additional step is to test for correlated error in the latent classes. This can be done by adding 
                                                 
2
 Paradata are data about the process by which survey data were collected (e.g., mode of interview 
and time of interview). 
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the three-way interactions to each of the direct effects added in the second step and testing 
for significance. 
Step 3. Addressing Bivocality 
As shown by the simulations, bivocality should be suspected if an indicator has a very 
high estimated error probability. The LORC method is usually ineffective for correcting 
bivocality. One option is to include a direct effect between the bivocal indicator and one or 
both of the other two indicators to correct the problem. Testing the significance of the Wald 
statistic will suggest which direct effects should remain in the model. 
When there are four or more indicators, Step 3 can be replaced by a new step that 
essentially expands the model by the addition of a second latent variable. Additional 
diagnoses can be performed based on the additional degrees of freedom gained. Specifically, 
after a substantive review of the indicators, if two of the indicators are determined to be 
bivocal, then it is possible to model both latent variables. To achieve this, the structural 
component of the model could be expanded to a second latent variable corresponding to the 
bivocal indicators. It is a good idea to treat bivocality before performing the three steps 
described previously. 
When implementing these three steps there are two key potential problems that need 
to be avoided. The first is sparseness of the data (i.e., when a large portion of cells in the data 
table have few or no observations). When adding grouping variables to address group 
heterogeneity, the data may become sparse, leading to a nonidentifiable model (Biemer, 
2011; Goodman, 1974). Another problem is overparameterization (i.e., negative degrees of 
freedom) of the model. This may occur when adding direct effects for correlated errors or an 
additional latent variable to address bivocality. One way to avoid these problems is to create 
reasonable parameter restrictions (e.g., setting the false positive rate to near 0 for sensitive 
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outcomes). Biemer (2011) suggests ways to test for identifiability, including running the 
model several hundred times to ensure the global maximum is found or ensuring the 
condition index is below 5,000. 
2.6 Application 
This section illustrates the approach for addressing local dependence in LCMs 
described previously. As noted previously, the 2007 NIS data provides five indicators of 
sexual victimization, although the present analysis only used three indicators in each model 
considered. To evaluate the utility of the proposed three-step approach, I will use a LCM 
based upon all five indicators as a type of gold standard by which the success of modeling 
local dependence in the three-indicator model can be evaluated. 
In particular, I use all five indicators of whether an inmate was sexually victimized by 
another inmate during the past 12 months to fit the gold-standard model. Then, I apply the 
proposed three-step model fitting approach to each of the 10 three-indicator models. The 
modeling fitting approach can then be evaluated by comparing the estimates of sexual 
victimization prevalence and classification error parameters from each of the 10 three-
indicator models with the estimates from the gold-standard mode. 
For both the gold-standard estimates and the 10 three-indicator models I use 
unweighted data and do not take the survey design into account. This chapter is interested in 
the process by which one would assess a three-indictor model and not the accuracy of the 
estimates in relation to the NIS. Furthermore, as Biemer (2011) notes, finite population 
weights do not necessarily make sense for classification error estimates because they come 
from an infinite population. Therefore, to simplify the analysis, I used unweighted data 
throughout. EMl  (Vermunt, 1997) was used to estimate all parameters. 
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2.7 The Five-Indicator Model 
The NIS of prisons is a probability-based survey of 146 confinement prisons. 
Facilities were selected with probability proportionate to their sizes, based on the number of 
inmates reported on the 2005 Census of State and Federal Prisons (U.S. Department of 
Justice Bureau of Justice Statistics, 2009). Inmates within a facility were selected by a simple 
random sample. There were 23,398 respondents to the survey. The survey was offered in two 
modes: ACASI and paper-and-pencil interviewing (PAPI). The additional indicators for LCA 
were only included in the ACASI mode. Therefore, the 530 PAPI respondents were not 
included in the analysis. 
Because the gold-standard model involves more than three indicators, the first 
diagnostic step assesses whether all of the indicators are univocal to the latent variable. The 
latent variable of interest, X, is a dichotomous variable for essentially any type of sexual 
victimization by another inmate in the past 12 months, including sexual touching. From the 
wording of the questions in Table 2.1, clearly A, B, C are indicators of X by design. However, 
it is also apparent that D and E are indicators of sexual assaults that includes oral, anal, or 
vaginal sex by another inmate, but excludes milder types of sexual victimization that are 
included in the definition of X. Therefore, it appears that the five indicators are bivocal. It is 
possible to model the bivocality with five indicators by introducing a second latent variable, 
Y, corresponding to the content of indicators D and E. 
Note that if an inmate was a victim of a sexual act as defined by Y, then he or she was 
subject to sexual victimization as defined by X with certainty (i.e., ( )1| 2 0P Y X= = = ). 
This introduces a structural zero in the XY table because the cell corresponding to X=2 and 
Y=1 occurs with probability 0. 
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After addressing the bivocality for the five indicators, a number of grouping variables 
were introduced in the model to address heterogeneity and increase the number of available 
degrees of freedom. The NIS contains eight demographic variables and seven paradata 
variables that are available for modeling. Each of these was tested for significance in the 
model to determine the best fitting variable. This variable was then retained while each 
remaining variable was tested, including interactions with the first found variable. This 
process was repeated for three and four grouping variable combinations. The resultant model 
from this step is Model 1 in Table 2.4, which contains three grouping variables. This model 
was further reduced by removing nonsignificant higher order interactions to create the most 
parsimonious model possible. Only terms having a p-value of 0.3 or less were retained in the 
model. This is Model 2 in Table 2.4. 
Table 2.4 Development by Gold-standard Model 
Model df L2 p-value 
Cressie-
Read p-value 
Dissimilarity 
Index (d) BIC (LL) BIC (L2) 
0 18 222.7 0 249.37 0 0.0057 10554.1 42.7 
1 196 415.1 0 452.5 0 0.0101 32662.4 -1544.9 
2 198 466.6 0 471.8 0 0.0109 32693.9 -1513.4 
3 194 241.2 0.012 271.9 0.0002 0.0068 32508.6 -1698.7 
 
Next, the LORC procedure was used to identify any potential correlated error among 
indicator pairs. This approach resulted in two direct effects (AD and DE) being added to the 
model. Note that these dependencies appear to arise from the bivocality of D and E relative 
to A, B, and C. This model, which is Model 3 in Table 2.4, was the final model and was used 
as the gold standard for evaluating the three-indicator models. 
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Table 2.5 presents the estimates from this model. As expected, all false positive rates 
are small (less than 0.003), and the false negative rates are highest for the bivocal indicators 
D and E. Indicators A and C have the lowest false negative rates at 0.21 and 0.20, 
respectively. The estimated prevalence rate of the latent variable is 2.29%. Thus, sexual 
victimization among an inmate population does fall into the class of outcomes that are 
sensitive with a negligible false positive rate and a moderately high false negative rate. 
Table 2.4 presents the model fit statistics for Model 3 and shows that Model 3 is superior to 
the other models considered according to the L2 and the Cressie-Read statistics, as well as the 
dissimilarity index (d). The only diagnostic that indicates Model 3 does not have the best fit 
is the BIC. However, this is because of the decrease in the available degrees of freedom after 
accounting for local dependence. Therefore, I do not feel that BIC is the best diagnostic to 
use in this situation. The parameter estimates between Models 1, 2, and 3 did not differ 
greatly indicating that the estimates were stable, thus giving greater confidence in their 
accuracy. 
Table 2.5 Parameter Estimates from the Gold-standard Model 
Prevalence False Negative Rates False Positive Rates 
1
Xπ  |2|1
A Xπ  |2|1
B Xπ  |2|1
C Xπ  |2|1
D Xπ  |2|1
E Xπ  |1|2
A Xπ  |1|2
B Xπ  |1|2
C Xπ  |1|2
D Xπ  |1|2
E Xπ  
0.0229 0.2071 0.3846 0.2012 0.6039 0.4173 0.0025 0.0009 0.0024 0.0025 0.0027 
 
2.8 Testing of Diagnostic Procedures on Three-Indicator Models 
As shown in Table 2.3, the choice of indicators for an LCM can have a dramatic 
impact on the estimates for both the prevalence and the classification error rates if the 
standard LCM is fit without considering local dependence. For instance, the prevalence 
ranges from 1.5% (CDE model) to 2.1% (ABC model). Furthermore, estimates of the 
41 
classification error probabilities for an indicator vary considerably across the different 
models that include the same indicator. For example, the false negative rate for indicator A 
ranges from 9.7% (ACD model) to 18.7% (ACE model). Furthermore, in most surveys, it is 
seldom known a priori how a given indicator will perform, making the selection of indicators 
difficult. 
Obviously, one should avoid choosing indicators that are bivocal, to the extent 
possible. In my data set, there is only one model that ostensibly contains only univocal 
indicators—ABC. The other six models each contain one bivocal indicator—ABD, ABE, 
ACD, ACE, BCD, and BCE are bivocal with respect to X, and ADE, BDE, and CDE are 
bivocal with respect to Y. The simulations indicate that a single bivocal indicator in a three-
indicator model behaves like a poor indicator of the latent variable (e.g., an indicator that has 
high error rates), and the magnitude of the error rates will depend upon the correlation 
between X and Y. Fortunately, bivocality does not bias the other univocal indicators. 
The three-step model fitting approach described in Section 2.4 was applied to each of 
the 10 three-indicator models. The diagnostic tools used to assess each model included the L2 
statistic, the Cressie-Read statistic, the dissimilarity index (d), the BIC based on the log 
likelihood, and the BIC based on the L2. In each of the 10 models, the LORC approach did 
not identify local dependence. However, local dependence that apparently results from 
bivocality was identified in the nine models with a bivocal indicator. In all 10 models, the 
dissimilarity index was smallest, and the p-values of the L2 and Cressie-Read statistics were 
the largest after all necessary corrective measures were applied. After correcting for local 
dependence the average prevalence was 2.4% with a range of 2.0% to 2.8%. The false 
negative rates for indicators A and C were the smallest with an average of 20.8% (range of 
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13.9% to 28.5%) and 18.7% (range of 11.9% to 26.8%), respectively. The indicator with the 
highest false negative rate was D with an average rate of 59.9% (range of 49.9% to 65.0%). 
The false positive rates for all indicators were negligible with the largest being 0.32% for 
indicator E. 
To evaluate any remaining bias in an LCM after accounting for local dependence, a 
simple t-test was used to compare the three-indicator model parameter estimates to the 
corresponding gold-standard estimates (five-indicator model). This test is conservative in that 
it ignores the variance of the gold-standard estimate. Because the false positive probabilities 
were quite small, those estimates were not tested. These results are summarized in Table 2.6. 
For all parameters, the hypothesis of estimate equality from the three-indicator and gold-
standard models were rejected much more often for the standard LCA models than for the 
revised models (a ratio of 2.3 to 1). 
Table 2.6 Frequency of Statistically Similar Parameter Estimates by Model Type 
  
Percent of Models with Statistically Different Estimates 
Compared with Gold Standard 
Parameter Number of Models with Term Standard Model Revised Model 
1
Xπ  10 90.0 40.0 
|
2|1
A Xπ  6 66.7 50.0 
|
2|1
B Xπ  6 83.3 50.0 
|
2|1
C Xπ  6 66.7 50.0 
|
2|1
D Xπ  6 100 16.7 
|
2|1
E Xπ  6 100 16.7 
 
I also tested whether the absolute bias of the estimates was significantly reduced after 
revising the models for local dependence using the three-step approach. As shown in 
Table 2.7, the absolute bias for a model parameter was smaller for the revised model in at 
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least two thirds of the models in which that parameter appeared. For some parameters, 
(namely, |2|1B Xπ , |2|1D Xπ , and |2|1E Xπ ), the revised model always produced a smaller absolute bias. 
Table 2.7 Frequency of Parameter Estimates with a Smaller Absolute Bias after Applying 
Corrective Procedures 
Parameter Number of Models with Term 
Percent of Models for Which Absolute Bias of 
Adjusted Estimate is Less than Absolute Bias of 
Unadjusted Estimate 
1
Xπ  10 80.0 
|
2|1
A Xπ  6 83.3 
|
2|1
B Xπ  6 100 
|
2|1
C Xπ  6 67.7 
|
2|1
D Xπ  6 100 
|
2|1
E Xπ  6 100 
 
2.9 Discussion 
During the empirical testing, several important issues regarding the model fitting 
process were revealed, and practitioners need to be mindful of these issues when conducting 
LCA. These issues include sparseness of data, boundary issues during estimation, identifying 
locally dependent indicator pairs in three-indicator models, and convergence issues when 
identifying a global maximum for the log likelihood during the EM algorithm process. 
Sparseness of data can cause unidentifiability and potentially invalid statistical tests. 
During my empirical testing, sparseness became an apparent issue when adding grouping 
variables to the model. When I attempted to add a fourth grouping variable to the gold-
standard model, I noticed that the expected frequency for a cell was zero. Looking at the 
estimates in these models, I noticed that the estimates differed dramatically from the previous 
model, with one fewer grouping variables. Therefore, I was only able to include three 
grouping variables in my models. 
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Boundary estimates also affect the number of grouping variables one should use. 
Boundary estimates can occur because the actual probability is essentially zero (e.g., 1e10-6); 
the optimum value of the probability is actually negative, but the EM algorithm stopped 
moving in the direction of the optimum value once it reached zero until convergence 
occurred; the parameter could not be estimated, or the probability estimate was set to zero in 
the model (Biemer & Berzofsky, 2009). Because the cell probability is restricted from 
finding its true optimum value, I observed that other parameter estimates become biased. For 
example, when modeling the three-indicator models for NIS, I considered restricting the false 
positive rate to zero. This makes theoretical sense because the false positive rate for sexual 
abuse is negligible and restricting it to zero would release degrees of freedom that could be 
used to address local dependence issues. However, when I did this, I found that the false 
negative rates increased dramatically. Upon review, I determined that although the false 
positive rate is small, the nonabused population is so large that even a small rate can translate 
into a large number of people. Hence, to maintain a reasonable prevalence rate, the model 
overcompensated by increasing the false negative rate. Therefore, I kept the false negative 
rate as a free parameter, but assigned a starting value close to zero. Furthermore, I observed 
boundary problems when accounting for latent heterogeneity caused by bivocality in the 
three-indicator models. When a direct effect between a bivocal and univocal indicator was 
added to some models, the probabilities of those direct effects were bounded. When this 
occurred, the Wald test and nested likelihood ratio test indicated significance in the direct 
effect. In these cases, the parameter estimates shifted dramatically when compared with the 
model without the direct effect in question. Because the significance test was based on 
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bounded probabilities, I decided to not include those direct effects in my final model unless 
there was some other compelling evidence that they should be kept. 
A third issue is the difficulty in identifying locally dependent indicator pairs caused 
by correlated errors in three-indicator models. During my empirical testing of the NIS data, 
the LORC approach never identified a locally dependent pair in any of the 10 three-indicator 
models. However, when I used likelihood ratio tests to assess the need for direct effects to 
correct bivocality, I found that some indicator pairs were statistically significant. The LORC 
approach did well in identifying locally dependent pairs caused by correlated errors in the 
five-indicator, gold-standard model. Therefore, I hypothesize that the LORC approach 
requires a greater number of indicator pairs to detect a difference in the log odds of the 
expected and observed frequencies. 
I also observed difficulty converging to the global maximum of the log likelihood 
during the EM algorithm process. Failure to converge to the global maximum produced 
invalid parameter estimates. Thus, one should ensure that the estimates used are derived from 
the global maximum. One potential solution is to select good starting values for key 
probabilities. However, I observed that, although using starting values will create a model 
that consistently converges to the same maximum, this value may not be the global 
maximum when compared with that of a model run 1,000 times without any starting values. 
2.10 Conclusions 
This article expands on the work of Pepe and Janes (2007) and Sepulveda et al. 
(2008) by analyzing each component of local dependence separately and assessing the impact 
of each aspect individually. Through simulation, I was able to assess which parameters each 
aspect of local dependence influenced and the magnitude and direction of that influence. 
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Building on the simulations, I used a theoretical framework to develop steps to assess 
each aspect of local dependence and proposed methods by which they could be corrected. To 
examine the quality of the proposed framework, I focused on three-indicator models because 
they are the most commonly used in a survey setting. In reviewing a set of three-indicator 
models, all estimating the same latent variable, I found that there was wide variation in the 
estimates across models, indicating that all of the models were influenced by local 
dependence. Thus, the need for correcting a model by eliminating local dependence is 
imperative. 
The empirical analysis of my proposed framework found that when the latent variable 
is a sensitive outcome, the framework is successful in improving the estimates of the true 
prevalence and false negative rates both in terms of statistical similarity to a gold-standard 
rate and absolute bias of the estimates. Models with no bivocal indicators appeared to be 
consistently closest to the gold standard across all parameters. Furthermore, bivocality 
appeared to be the most difficult cause of local dependence to correct. Therefore, when 
assessing questions to include as embedded replicates one should determine potentially 
bivocal indicators and reword the questions to make them as univocal as possible. One 
possible solution for bivocality not addressed in this chapter is to add a fourth indicator that 
is bivocal to X, thus creating two indicators for X and two indicators for Y. Given my 
findings, I recommend always assessing a model for local dependence; my framework is one 
method by which local dependence can be mitigated. 
  
47 
2.11 References 
Alwin, D. F. (2007). Margins of error: A study of reliability in survey measurement. 
Hoboken, NJ: John Wiley & Sons. 
Bassi, F., Hagenaars, J. A., Croon, M. A., & Vermunt, J. K. (2001). Estimating true changes 
when categorical panel data are by uncorrelated and correlated classification errors: 
An application to unemployment data. Sociological Methods and Research, 29, 
230−268. 
Beck, A. J., & Harrison, P. M. (2007 December; revised 2008, April 9). Sexual victimization 
in state and federal prisons reported by inmates, 2007 (Bureau of Justice Special Rpt. 
No. NCJ 219414). Washington, DC: U.S. Department of Justice, Office of Justice 
Programs. Available from http://www.ojp.usdoj.gov/bjs/pub/pdf/svsfpri07.pdf 
Biemer, P. P. (2011). Latent class analysis of survey error. Hoboken, NJ: John Wiley & 
Sons. 
Biemer, P. P. (2004). Simple response variance: Then and now. Journal of Official Statistics, 
20, 417−439. 
Biemer, P. P., & Berzofsky, M. E. (2009). Some issues in the application of latent class 
models for questionnaire design. Paper presented at the Workshop on Question 
Evaluation Methods. 
Biemer, P. P., & Wiesen, C. (2002). Latent class analysis of embedded repeated 
measurements: An application to the National Household Survey on Drug Abuse. 
Journal of the Royal Statistical Society: Series A, 165(1), 97−119. 
Bross, I. (1954). Misclassification in 2x2 tables. Biometrics, 10, 478−486. 
Epstein, J. F., Barker, P. R., & Kroutil, L. A. (2001). Mode effects in self-reported mental 
health data. Public Opinion Quarterly, 65(4), 529−599. 
Espeland, M. A., & Handelman, S. L. (1989). Using latent class models to characterize and 
assess relative error in discrete measurements. Biometrics, 45(2), 587−599. 
Garrett, E. S., & Zeger, S. L. (2000). Latent class model diagnosis. Biometrics, 56(4), 
1055−1067. 
Goodman, L. A. (1974). Exploratory Latent Structure Analysis Using Both Identifiable and 
Unidentifiable Models. Biometrika, 61, 215–231. 
Hagenaars, J. A. (1988). Latent structure models with direct effects between indicators: Local 
dependence models. Sociological Methods and Research, 16, 379−405. 
Hagenaars, J. A. (1998). Categorical causal modeling: Latent class analysis and directed log-
linear models with latent variables. Sociological Methods and Research, 26, 436−487. 
48 
Hansen, M., Hurwitz, W. N., & Pritzker, L. (1964). The estimation and interpretation of 
gross differences and the simple response variance. In C. R. Rao (Ed.), Contributions 
to statistics (pp. 111–136). Calcutta: Pergamon Press. 
Hui, S. L., & Walter, S. D. (1980). Estimating the error rates of diagnostic tests. Biometrics, 
36(1), 167−171. 
Kreuter, F., Yan, T., & Tourangeau, R. (2008). Good item or bad--Can latent class analysis 
tell? The utility of latent class analysis for the evaluation of survey questions. Journal 
of the Royal Statistical Society: Series A, 171(3), 723−738. 
Lazarsfeld, P. F., & Henry, N. W. (1968). Latent structure analysis. Boston: Houghton 
Mifflin. 
Lessler, J. T., & Kalsbeek, W. (1992). Nonsampling error in surveys. New York: Wiley. 
Magidson, J., & Vermunt, J. K. (2004). Latent class analysis. In D. Kaplan (Ed.), Sage 
Handbook of Quantitative Methodology for Social Sciences (pp. 175−198). Thousand 
Oaks, CA: Sage Publications. 
Pepe, M. S., & Janes, H. (2007). Insights into latent class analysis of diagnostic test 
performance. Biostatistics, 8(2), 474−484. 
Qu, Y., Tan, M., & Kutner, M. H. (1996). Random effects models in latent class analysis for 
evaluating accuracy of diagnostic tests. Biometrics, 52(3), 797−810. 
Sepulveda, R., Vicente-Villardon, J. L., & Galindo, M. P. (2008). The Biplot as a diagnostic 
tool of local dependence in latent class models. A medical application. Statistics in 
Medicine, 27(11), 1855−1869. 
Tenenbein, A. (1972). A double sampling scheme for estimating from misclassified 
multinomial data with application to sampling inspection. Technometrics, 14(1), 
187−202. 
Turner, C. F., Ku, L., Rogers, S. M., Lindberg, L. D., Pleck, J. H., & Sonenstein, F. L. 
(1998). Adolescent sexual behavior, drug use, and violence: increased reporting with 
computer survey technology. Science, 280(5365), 867−873. 
U.S. Department of Justice Bureau of Justice Statistics. (2009). Census of state and federal 
adult correctional facilities, 2005 [computer file ICPSR24642-v1]. Ann Arbor, MI: 
Inter-university Consortium for Political and Social Research [distributor], doi: 
10.3886/ICPSR24642. 
Vermunt, J. K. (1997). LEM: A general program for the analysis of categorical data. Tilburg 
Netherlands: Department of Methodology and Statistics, Tilburg University. 
Retrieved from http://spitswww.uvt.nl/web/fsw/mto/lem/manual.pdf. 
 
 3. Time Varying Grouping Variables in Markov Latent Class Analysis: Some 
Problems and Solutions 
3.1 Chapter Summary 
Markov latent class analysis (MLCA) is a modeling technique for panel or 
longitudinal data that can be used to estimate the classification error rates (e.g., false positive 
and false negative rates for dichotomous items) for discrete outcomes with categorical 
predictors when gold-standard measurements are not available. Because panel surveys collect 
data at multiple time points, the grouping variables in the model may either be time varying 
or time invariant (static). Time varying grouping variables may be more correlated with 
either the latent construct or the measurement errors because they are measured 
simultaneously with the construct during the measurement process. However, they generate a 
large number of model parameters that can cause problems with data sparseness, model 
diagnostic validity, and model convergence. In this chapter, I investigate whether more 
parsimonious grouping variables that either summarize the variation of the time varying 
grouping variable or assume a structure that lacks memory of previous values of the grouping 
variables can be used instead, without sacrificing model fit or validity. I propose a simple 
diagnostic approach for comparing the validity of models that use time-invariant summary 
variables with their time varying counterparts. To illustrate the methodology, this approach is 
applied to data from the National Crime Victimization Survey (NCVS) where greater 
parsimony and a reduction in data sparseness were achieved with no appreciable loss in 
model validity for the outcome variables considered. The approach is generalized for 
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application to essentially any MLCA using time varying group variables and its advantages 
and disadvantages are discussed. 
3.2 Introduction 
Markov latent class analysis (MLCA) is a modeling technique that can be used to 
assess the classification error in survey items from a panel or longitudinal survey (Wiggins, 
1973; Poulsen, 1982; Van de Pol & de Leeuw, 1986; Van de Pol & Langeheine, 1990). Often 
in surveys, there is no gold-standard (or error-free) data source available to evaluate the error 
in survey responses. Therefore, gold-standard techniques cannot be used. Furthermore, even 
when so-called gold-standard sources, like administrative records or tests using hair or blood 
samples, do exist, studies have found that these sources are flawed as well, and, therefore, it 
is not appropriate to assume that they are error free (Visher & McFadden, 1991). MLCA 
does not require a gold standard to estimate both the true prevalence of the latent variable and 
the corresponding measurement error. However, one weakness of the methodology is the 
limitation on the number of covariates that can be included in the model, especially for 
analyzing more than three time points. A number of authors (see, for example, Biemer & 
Berzofsky 2011; Vermunt, Langeheine, & Bockenholt, 1999) have shown that data 
sparseness can be quite problematic in MLCA and methods for constructing more 
parsimonious models without sacrificing model validity are needed. 
To improve the fit and validity, covariates referred to as grouping variables are 
incorporated. A grouping variable can be any categorical manifest variable that is not 
intended to be used as an indicator for the latent variables, but is correlated to either the 
outcome of interest or the classification error (Biemer, 2011). In this way, grouping variables 
are analogous to covariates in a standard regression analysis. Examples of grouping variables 
51 
include age groups, race/ethnicity, or interview mode. In addition to helping with model 
identifiability and improving model fit, grouping variables can be used to test hypotheses 
about the causes and correlates of measurement error and prevalence variations in the 
population latent variables. Because panel surveys are longitudinal in nature, grouping 
variables can be either time invariant (or static) or time varying. Time-invariant grouping 
variables do not change over time or change as a simple linear function of time for all 
respondents (e.g., race/ethnicity or age). Time-invariant grouping variables are denoted by a 
single letter starting with G. Time varying grouping variables change over time in a 
potentially nonlinear manner. For example, a person’s current health status or the mode of 
the data collection may change over time, in different patterns for each respondent. Time 
varying grouping variables are denoted by Gt t=1,…,T, where t represents the wave number 
to which that grouping variable corresponds. 
The MLC model may be viewed as consisting of three components: a grouping 
variable component, a structural component, and a measurement component (Biemer, 2011). 
The grouping variable component contains the cross product of the grouping variables that 
are included in either the structural or the measurement component. The structural 
component describes interrelationships among the latent variables and the grouping 
variables. The measurement component specifies the relationship between the observed 
realizations of the latent variables (i.e., dependent variables) and the latent variables. As 
such, the measurement component contains the classification error parameters. 
In latent class analysis, a single latent variable is used to represent the true value of 
the dependent variable. Since MLCA deals with panel or longitudinal data, there is a latent 
variable to represent the value of the dependent variable at each time point. For my work, 
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both the dependent variable and the latent construct have the same known, fixed number of 
levels. The dependent variable is defined the same way at each time point, except the 
reference period shifts at each time point. For example, the Current Population Survey (CPS) 
is a monthly panel survey that tracks employment status over time and divides the population 
into one of three categories: employed, unemployed, or not in the labor force. Thus, if the 
true employment status is being modeled, there is a separate latent variable representing a 
person’s true employment status during each month in the survey. 
For the MLC model to be identifiable, a minimum of three time points are required 
(Biemer, 2011). In a three time point model, which will be the focus of this chapter, the latent 
variables are represented by X1, X2, and X3, where X1 is the latent value for the first time 
period, X2 is the latent value for the second time period, and X3 is the latent value for the third 
time period. Because the latent variables occur chronologically, each latent variable is 
dependent on the previous values (i.e., X2 given X1, hereby notated as X2|X1 and X3|X2X1). In a 
model with only three time points, four key assumptions must be made. One assumption 
affects the structural component and three assumptions affect the measurement component. 
In the structural component, a first-order Markov assumption is made, which 
presumes that the response probability at a given time point is only dependent on the most 
recent previous time point (i.e., 3 2 1 3 2
3 2 1 3 2
| |
| |
X X X X X
x x x x xπ π=  for all values of Xt, t=1, 2, 3, where Xi 
represents the variable and xi represents that variable’s value). This assumption is required 
for the model to be identifiable. 
Each time point that uses the MLC model must have a corresponding latent variable 
(or dependent variable) indicator for the time point. In a model with three time points, these 
indicators are represented by A1, A2, and A3, where A1 corresponds to the observed value of 
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the latent variable X at the first time point, A2 corresponds to the second time point, and A3 
corresponds to the third time point. To obtain an identifiable model, the MLC model must 
assume independent classification errors (ICE). ICE means that the classification errors 
across waves are independent (i.e., 1 2 3 1 2 3 3 31 1 2 2
1 2 3 1 2 3 1 1 2 2 3 3
| || |
| | | |
A A A X X X A XA X A X
a a a x x x a x a x a xπ π π π= for at=1, 2, xt=1, 2, and t=1, 
2, 3). Furthermore, for the model to be identifiable, time-homogeneous classification errors 
are also usually assumed, which mean that the classification errors for indicator At are the 
same in all waves t=1, 2, 3. In other words, | || |t tt t
A X A X
a x a xπ π= for a = at, x = xt, t=1, 2, 3. The 
fourth assumption for the measurement component is homogeneous error probabilities, 
which requires that all individuals in the same latent class have the same probability of being 
misclassified. 
Given these assumptions, the likelihood kernel for the MLC model, with no grouping 
variables, is 
 ( )( )3 2 3 31 2 1 1 1 2 21 2 1 3 2 1 1 2 2 3 3
1 2 3
| || | |
| | | | |
X X A XX X X A X A XABC
abc x x x x x a x a x a x
x x x
π π π π π π π=∑∑∑  (3.1) 
where 3 21 2 1
1 2 1 3 2
||
| |
X XX X X
x x x x xπ π π is the structural component, and 3 31 1 2 21 1 2 2 3 3
|| |
| | |
A XA X A X
a x a x a xπ π π is the measurement 
component. Figure 3.1 presents the path diagram for the basic MLC model. 
 
Figure 3.1 Path diagram for MLC model with three time points and no grouping variables, with a 
measurement component that assume time-homogeneous classification errors (i.e., A1|X1=A2|X2=A3|X3). 
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Changes in a person’s actions or behavior that occur over time may predict both the 
individual’s current true and observed state. Therefore, it may be important to fully capture 
these variations in an MLC model by using time varying grouping variables. However, there 
are three major costs associated with using time varying grouping variables that are not 
associated with time-invariant summary grouping variables. As a grouping variable, a time-
invariant summary grouping variable tries to capture all the information contained in a set of 
time varying grouping variables in a single static variable. Because the time-invariant 
summary variable is static across time, like a traditional time-invariant grouping variable, it 
is denoted by G. For example, mode of data collection (e.g., in person or telephone) is a time 
varying grouping variable because it can vary across waves. A time-invariant summary 
grouping variable for mode of data collection may create a category for all respondents who 
always responded in person, another category for those who always responded via telephone, 
and a third category for those who used both modes of response. 
The first cost associated with time varying grouping variables is the number of 
degrees of freedom used. In an MLC model, the number of available degrees of freedom 
equals the number of cells in the data frequency table (ncells) minus the number of 
parameters in the model (npar). The number of cells in the data frequency table is the product 
of the number of categories in each manifest variables (e.g., a data set with a 3-level 
grouping variable and three 2-level indicators has 24 levels). To illustrate, compare a model 
with three 2-level time varying grouping variables and three dichotomous indicators (for 
three dichotomous latent variables) to a model with a 3-level time-invariant summary 
grouping variable, based on the set of time varying grouping variables, and three 2-level 
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indicators (for three 2-level latent variables). Assuming the four assumptions listed earlier, 
the likelihood kernel for the time varying grouping variables model is written as 
 
1 2 31 2 3 1 2 3 3 2 1 2 3 3 3 31 1 2 1 1 2 1 1 1 2 2 2
1 2 3 1 2 3 1 1 2 1 1 2 3 2 1 2 3 1 1 1 2 2 2 3 3 31 2 3
| || | | |
| | | | | |
G G GG G G A A A X X G G G A X GX G X X G G A X G A X G
g g g a a a x g x x g g x x g g g a x g a x g a x gx g g g
π π π π π π π π=∑  (3.2) 
while for the model with the time-invariant summary grouping variable, it is written as 
 
1 2 3 3 2 3 31 2 1 1 1 2 2
1 2 3 1 2 1 3 2 1 1 2 2 3 3
| || | | |
| | | | | |
GGA A A X X G A X GX G X X G A X G A X G
ga a a x g x x g x x g a x g a x g a x gx g
π π π π π π π π=∑  (3.3) 
Because the time-invariant summary variable in model (3.3) is based on the time 
varying grouping variables in model (3.2), they both come from the same data set, which has 
nlev=64. Model (3.2) has npar=38, leaving 26 available degrees of freedom. Model (3.3) has 
npar=24, leaving 40 available degrees of freedom. Therefore, model (3.3) has 14 more 
degrees of freedom than model (3.2). Saving these 14 degrees of freedom allows the addition 
of grouping variables, which could further improve the model fit or explain the heterogeneity 
in the classification error rates. 
The second cost associated with using time varying grouping variables is an increased 
potential for data sparseness. Data sparseness is when there is a preponderance of cells in the 
data frequency table with no or very few observations. Data sparseness can lead to a model 
with weak identifiability (Biemer, 2011). This was illustrated in Vermunt et al. (1999), where 
the authors had to collapse a time varying grouping variable representing a student’s grade at 
a particular time to two levels to protect against sparseness in the data, thus, losing some of 
the information contained in the time varying grouping variables. Perhaps a time-invariant 
summary grouping variable would have protected against sparseness, while maintaining 
more of the information about student’s grades across time. 
Third, a grouping variable based on a respondent’s behavior over time may make 
more theoretical sense than a grouping variable based on the respondent’s status at a 
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particular point in time. For example, Biemer and Bushery (2001) and Biemer (2004) 
investigated measurement error in the CPS. The authors investigated whether the time 
varying grouping variable “response type” (i.e., proxy or self) influenced the classification 
error rates. After examining multiple variations of respondent type, they found that, for the 
CPS, a time-invariant summary grouping variable in which the respondent type is 
categorized based on the frequency with which a proxy was used made the most theoretical 
sense because the number of times a person used a proxy correlated better to classification 
error rates than the status of a particular respondent type at a given point in time. 
Fourth, survey methodologists and others who are particularly interested in the 
measurement process may consider more elaborate measurement models to test theories 
regarding the nature and sources of classification error. For this purpose, more parsimonious 
representations of the model covariates are desirable since these will allow the analyst to 
maximize the number of possible grouping variables that can be included in the model before 
the data table becomes too sparse. Time varying grouping variables may better explain the 
structural and measurement components, but the number of degrees of freedom they require 
is at odds with the goal of more parsimonious grouping variables. As such, for a particular 
data set that is being analyzed, it is important to know whether a reduced or time-invariant 
summary version of a time varying grouping variable will sufficiently capture the 
information contained in the time varying grouping variable. 
In this chapter, I consider whether, when parsimony is taken into account, a model 
that substitutes a time-invariant summary grouping variable for a set of time varying 
grouping variables will fit the data as well and without sacrificing model validity. I propose a 
process for comparing different summarizations of the time varying grouping variable as a 
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time-invariant summary grouping variable. Then, I apply that process to the NCVS. I 
examine how different time-invariant summary variables impact model fit and validity. 
3.3 Methods 
Prior to testing my hypotheses, two initial steps were conducted. First, I reviewed the 
survey instrument to determine all possible time varying grouping variables and potential 
latent outcomes. Second, for each latent outcome, I assessed whether an MLCA could be 
conducted. This assessment was done by determining the condition index for a basic MLC 
model for that outcome. The condition index denotes whether the MLC model is likely to 
have “weak” identifiablity. A condition index over 5,000 usually indicates identifiability 
issues, and an MLCA for that outcome should not be conducted (Biemer, 2011). 
To determine if a time-invariant summary grouping variable can be used instead of a 
set of time varying grouping variables in an MLC model, I propose a nine step process to 
compare different summary variables of a time varying grouping variable to a model that 
uses the time varying grouping variables. To ensure that my process identifies the best fitting 
model, I propose comparing models generated with a time-invariant summary variable to 
models with reduced forms of the time varying variables. The steps in the process are as 
follows: 
1. Construct a time-invariant summary grouping variable, G, from the time varying 
variables. 
2. Create a synthetic data set by fitting the fully saturated model (defined below). 
This model will be referred to as the “population model.” 
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3. Fit a model that replaces the time varying grouping variables (i.e., G1G2G3) with 
the time-invariant summary grouping variable (G) and compare the fit and model 
estimates. 
4. Repeat this process using alternate forms of G. 
5. The best form of G is the one that provides the least loss of model fit and whose 
estimates agree most closely with those of the population model. 
6. Fit a model with a reduced form of the time varying grouping variables (i.e., a 
more parsimonious model compared to the population model) and compare the fit 
and model estimates. 
7. Repeat process for alternative reduced forms of the time varying grouping 
variables. 
8. The best reduced form of the time varying grouping variables is the most 
parsimonious model that provides the least loss of model fit and whose estimates 
agree most closely with the population model. 
9. Compare the best time-invariant summary model to the best reduced time varying 
model. 
In the first step of this process, one or more alternate constructions of the time-
invariant summary variable are proposed. The goal of this step is to develop variables that are 
theoretically plausible for the outcome variable being modeled. Furthermore, I want to 
consider groupings that split the population into homogeneous groups related to their 
probability of measurement error to satisfy the time homogeneous classification errors 
assumption. 
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In the second step, I construct the population model using a synthetic data set based 
on the fully saturated time varying grouping variable model. The population model best 
describes the population from which the data come based on the single grouping variable 
being considered. Although this model may be over parameterized, it serves as the best 
representation of the population in the absence of knowing the true population model that 
would include other grouping variables. The likelihood kernel for the population model for 
cell (g1,g2,g3,a1,a2,a3) of the G1xG2xG3xA1xA2xA3 cross-classification table in terms of X1, X2, 
and X3 is written as: 
1 2 31 2 3 1 2 3 1 1 2 3 2 1 1 2 3 3 2 1 2 3 1 1 1 2 3 2 2 1 2 3 3 3 1 2 3
1 2 3 1 2 3 1 1 2 3 2 1 1 2 3 3 2 1 2 3 1 1 1 2 3 2 2 1 2 3 3 3 1 2 31 2 3
| | | | | |
| | | | | |
G G GG G G A A A X G G G X X G G G X X G G G A X G G G A X G G G A X G G G
g g g a a a x g g g x x g g g x x g g g a x g g g a x g g g a x g g gx g g g
π π π π π π π π=∑  (3.4) 
The path diagram for the population model is illustrated in Figure 3.2. 
 
Figure 3.2 Path diagram for the population model that assumes time-homogeneous classification (i.e., 
A1|X1G1G2G3= A2|X2G1G2G3= A3|X3G1G2G3). Double arrows indicate a three-way interaction (i.e., G1G2G3). 
The figure only shows the path diagram for the measurement component of indicator A1. The diagram 
for the measurement component is similar for the other two indicators: A2|X2G1G2G3 and A3|X3G1G2G3. 
 
The population model is used to generate a synthetic data set. Synthetic data sets are 
artificial data from a known model that simulates the data from the empirical data set being 
analyzed (Biemer, 2011; Biemer & Berzofsky, 2011). Replacing the actual data with the 
synthetic population model data has the effect of removing all sources of variation from the 
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data, except variation induced by the variables of interest in the analysis. Thus, the process of 
determining a more parsimonious representation of the time varying grouping variable can 
focus on the grouping variable of interest and its effects on the latent and indicator variables. 
To do otherwise would introduce the potential that the spurious effects of other grouping 
variables could influence the decision regarding more parsimonious specifications of the 
grouping variable of interest. 
In the third step, using the synthetic data, I fit a model that uses a time-invariant 
summary variable instead of the time varying grouping variables. All models were computed 
using EMl (Vermunt, 1997). Because I was interested in testing my process and not the 
accuracy of the estimates, models were run without survey weights or accounting for the 
complex design. As described in Vermunt (2002) and Biemer (2011), I used a two-step 
estimation process. In the first step, unweighted data is used to estimate the measurement 
parameters. Because the number of responses that can be obtained is infinite, both Vermunt 
and Biemer argue that using finite population-based weights is inappropriate for estimating 
the classification parameters. In the second step, the measurement parameters are fixed based 
on the results of the first step, and data that are rescaled to the weighted distribution are used 
to estimate the structural estimates. Since I am mainly interested in the measurement 
component, I only carried out the first of these two steps for this analysis. However, I do 
present estimates from the structural component in this chapter. Therefore, it is possible that 
the structural estimates are biased. However, I conducted a preliminary analysis of the 
weights’ impact on the structural component estimates using a simple model and found that 
the weighted and unweighted estimates were not substantively different. 
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In the fourth and fifth step, I fit a model with each time-invariant summary variable 
that I developed. For a model to be acceptable, it had to meet all of the following criteria. 
1. Index of dissimilarity (D) less than 0.05 
2. P-value for the L2 statistic greater than 0.05 
3. Absolute relative bias for the false negative rate compared to the population 
model 10% or less. 
I chose these criteria based on my particular analytic goals. Under different 
circumstances these criteria can be modified to better fit a different set of goals. For example, 
if the false positive rate is more important, it can be incorporated into the criteria. If more 
than one model met all of these criteria, the model with the smallest Bayesian Information 
Criteria (BIC; Schwarz, 1978) was determined to be the best. To be able to use the BIC as a 
fit statistic, the same data table was used. For models that used time-invariant summary 
grouping variables, a data table was created that appears to have k*ncells cells, where k is the 
number of levels for the time-invariant summary variable and ncells is the number of cells 
the data table has using time varying grouping variables. However, in actuality, many of the 
new cells are structural zeros (Biemer & Berzofsky, 2011). Structural zeros occur when a 
value for a time-invariant summary grouping variable cannot occur for a particular set of 
time varying grouping variable values. For example, for a 2-level time varying grouping 
variable (1=yes, 2=no) and a time-invariant summary grouping variable, where 1 means the 
respondent said “yes” in all three time points, a structural zero occurs when the value of the 
time-invariant summary grouping variable takes the value of 1 and the time varying grouping 
variables have at least one “no” response in one of the three time periods (e.g., 112). To 
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properly compute the likelihood a weight statement is required to exclude the structural 
zeros. 
The index of dissimilarity is defined as 
 
ˆ
2
abc abcabc
n m
D
n
−
=∑  (3.5) 
where nabc denotes the observed frequency for cell (a,b,c), ˆ abcm denotes the estimated 
frequency under the hypothesized model, and n is the sample size. The index of dissimilarity 
represents the smallest proportion of observations that would need to move to other cells for 
the model to fit the data perfectly (Biemer, 2011). Based on this definition, I expect the most 
elaborate model to have the smallest index of dissimilarity and the most parsimonious model 
to have the largest. As such, I am not interested in ranking the models by the index of 
dissimilarity, but rather using it to verify that all the models have reasonable fit. Biemer 
(2011) suggests that models with an index of dissimilarity less than 5% have reasonable fit. 
Thus, if a model has an index of dissimilarity greater than 5%, I will not consider it a good 
option for achieving my analysis goals, even if it appears to be better based on other 
measures. 
The L2 statistic is defined as 
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∑  (3.6) 
where ni is the observed frequency in cell i, and ˆ im is the estimated expected frequency in cell 
i. The L2 has a chi-square distribution with degrees of freedom equal to the number of 
possible cells in the data table minus the number of model parameters. A p-value over 0.05 
indicates a good fitting model. 
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To assess potential bias caused by using a model with a time-invariant summary 
grouping variable, I compared the parameter estimates from each time-invariant summary 
model to the estimates from the population model. In other words, bias is calculated as 
 ( )POP j POPB p p p= −  (3.7) 
where pp is the parameter estimate from the population model, and jp is the parameter 
estimate from the jth alternative time-invariant summary grouping variable. The absolute 
relative bias (ARB) is the absolute bias divided by the parameter estimate from the 
population model. In other words, 
 
( )POP
POP
B p
p
 (3.8) 
The BIC is defined as 
 ( ) 2log log( )BIC npar n= − + ×L L  (3.9) 
where L is the maximum likelihood for the model. The BIC penalizes models with more 
parameters, and, therefore, the model with the smallest BIC is the most parsimonious model 
with the best fit. Since the BIC is dependent of the maximum likelihood for that data, the 
smallest BIC is relative to the particular data set, and, therefore, there is no set range by 
which a BIC is acceptable. 
Steps 6 – 8 follow a similar approach to compare the reduced time varying grouping 
variable models. In sixth step, I define a set of models that use the time varying grouping 
variables, but in a more reduced parsimonious fashion than the population model. For 
example, instead of using the full interaction of time varying grouping variables at each time 
point (i.e., G1G2G3) only the time varying grouping variable from the particular time point 
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may be used. I used a theoretical bases for determining which reduced models I would test. 
Therefore, a different empirical data set may lead one to create different reduced models. The 
purpose of these models is to determine if a more parsimonious model that used time varying 
grouping variables can fit the data and have less bias than a time-invariant summary model. 
In ninth step, I compared the best time-invariant summary model to the best reduced time 
varying grouping variable model. For this step, I considered two aspects of the model fit. 
First, I compared the BIC of the two models. Second, I considered the absolute and relative 
amount of data sparseness. I defined sparse data as any cell in the data table that had five or 
fewer observations. 
3.4 Analysis 
3.4.1 Overview of the NCVS 
Sample Design 
The NCVS is a household survey that measures crime victimization rates in the 
United States. The survey uses a multistage probability design to make inferences to all 
persons 12 years old or older in the United States (U.S. Department of Justice, 2007). A 
sample of 50,000 households is selected every 6 months and all persons aged 12 years or 
older in a sampled household are interviewed. The survey uses a rotating panel design in 
which each household is surveyed every 6 months and remains in the field for 3 and a half 
years. The reference period for each interview is the past 6 months. The NCVS achieves a 
90% response rate. 
Conducting an MLCA with the NCVS 
For the NCVS the latent variable of interest is whether a particular crime occurred 
during the past 6 months. These latent constructs are measured through a series of screener 
questions. Screener questions are a short set of questions that help a respondent remember 
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whether a particular event occurred during the reference period (see, for example, Biemer, 
2000). The NCVS includes 10 screener questions to probe about crime victimization. 
However, because these screener questions ask about an overlapping set of crimes, I 
collapsed them into three latent constructs: victim of a less serious individual crime, victim 
of a more serious individual crime, and victim of a household crime. The construct of less 
serious crimes against an individual include crimes such as theft, simple assault, and robbery. 
The construct of serious crimes against an individual include aggravated assault and rape or 
sexual assault. The construct of crimes against a household include vandalism, motor vehicle 
theft, and household burglary. 
Prior to conducting my proposed analysis, I determined if any of the models had 
“weak” identifiability. I did this by running a model with no grouping variables using the 
synthetic data and calculating the condition number—the ratio of the largest and smallest 
information matrix eigenvalues (Biemer, 2011). Condition numbers over 5,000 indicate weak 
identifiability because of large parameter standard errors. Less serious individual crimes and 
household crimes had condition numbers under 1,000. However, more serious individual 
crimes had a condition number of 14,650. A review of the parameter standard errors showed 
that they were larger than the estimates themselves (e.g., the model estimated that 
P(X=1)=0.085, but with a standard error of 0.1082). Therefore, no further analysis of 
grouping variable with the more serious individual crimes was conducted. The remainder of 
the chapter will only discuss less serious individual crimes and household crimes. 
To conduct an MLCA, data from all rotation group waves are needed. The most 
recent public use file containing all waves for a set of respondents is the National Crime 
Victimization Longitudinal File, 1995–1999 (U.S. Department of Justice, 2007). This file has 
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data from three rotation groups that were released in the third quarter of 1995, the first 
quarter of 1996, and the third quarter of 1996. These rotation groups contained 26,345 
households and 66,706 unique respondents. 
In this analysis, I used the first three waves after the bounding interview. 
Furthermore, I only included respondents that completed the screener questions in all three 
waves and provided an answer to the time varying grouping variable being tested in each 
wave. Based on these conditions, the number of respondents used for analysis ranged 
between 27,845 and 28,000 for the individual-level screeners, and the number of respondents 
used for analysis ranged between 16,150 and 17,025 for the household-level screeners. 
Furthermore, in this analysis, I ignored the survey design and assume the data came from a 
simple random sample. As noted earlier, I conducted a preliminary analysis of the impact of 
survey weights and found that it negligibly impacted the parameter estimates. 
Time Varying Grouping Variables in the NCVS 
Through a review of the NCVS survey instrument I determined that the NCVS survey 
consists of over 20 different variables that can be used as a grouping variable. These 
variables consist of respondent characteristics, information from the sampling frame, and 
interview paradata. Of these variables, six items are time varying: three respondent 
characteristics and three paradata items. 
The survey items used as time varying grouping variables include how often the 
respondent went out in the evening over the past 6 months, how often the respondent went 
shopping over the past 6 months, and how often the respondent used public transportation 
over the past 6 months. For each of these items the respondent could answer “don’t know” or 
one of five responses ranging from “never” to “almost every day (or more frequently).” For 
purposes of this analysis, the respondent characteristic items were collapsed based on the 
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distribution of the data. The frequency of going out in the evening and frequency of going 
shopping were collapsed to three levels: 1=almost every day, 2=at least once a week, 3=once 
a month or less. The use of public transportation was collapsed into two categories: 1=at least 
once in the past 6 months, 2=never. For all three of these items, responses of “don’t know” 
were treated as missing. 
The paradata items include three 2-level grouping variables. These variables are the 
interview mode (face-to-face or telephone), the respondent type (self-report or proxy), and 
whether the respondent was alone while taking the interview. 
3.4.2 Development of Alternative Models 
Development of Time-invariant Summary Models 
Three time-invariant summary grouping variables were defined based on a theoretical 
evaluation of how the grouping variables interact with the outcomes of interest. The model 
for each of these time-invariant summary grouping variables has the same likelihood kernel 
for cell (g,a1,a2,a3) of the GxA1xA2xA3 cross-classification table in terms of X1, X2, and, X3 
may be written as 
 
1 2 3 3 2 3 31 2 1 1 1 2 2
1 2 3 1 2 1 3 2 1 1 2 2 3 3
1 2 3
| || | | |
| | | | | |
GA A A X GX A XX G X GX A X A XG
ga a a g x g x gx x gx a x a x a x
x x x
π π π π π π π π=∑∑∑  (3.10) 
Figure 3.3 illustrates the path diagram for these models. 
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Figure 3.3 Path diagram for models with time-invariant summary grouping variables that assume time-
homogeneous classification errors (i.e., A1|X1G= A2|X2G= A3|X3G). 
The first time-invariant summary grouping variable considered is the mover-stayer 
time-invariant summary variable. This reduced time-invariant summary variable is based on 
the concept of a manifest mover-stayer model (see Goodman, 1961 or Blumen, Kogan, & 
McCarthy, 1966), where I split the population based on whether their status of the grouping 
variable stays constant across time or changes. For those who stay constant, I create a level 
for each level of the time varying grouping variable. Those who move levels across time are 
placed in a single category. Therefore, the mover-stayer variable has K+1 levels, where K is 
the number of levels the time-invariant summary variable has. To illustrate, I will use the 
“frequency of using public transportation.” The move-stayer variable for “using public 
transportation,” which has two levels (1=used at least once in the past 6 months, 2=never), 
will have three levels as follows: 
 
1 2 3
1 2 3
1 if 1,  G 1,  G 1
2 if 2,  G 2,  G 2
3 if mixed response pattern
G
G G
= = =

= = = =


 
In other words, G=1 is the positive stayer group, G=2 is the negative stayer group, 
and G=3 is the mover group. A model using this time-invariant summary grouping variable is 
denoted as M(S1) in this chapter, where S1 represents the mover-stayer time-invariant model. 
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This summarization makes theoretical sense because it is plausible that those who always 
have the same behavior or those who have an inconsistent behavior will have similar 
outcome probabilities as well as similar classification error probabilities. 
The second time-invariant summary variable that I considered is an extreme behavior 
variable. This variable is based on the theoretical concept that those on the extremes act in a 
similar manner, while those who usually act in a more moderate fashion act similar to each 
other. This variable has two levels for the extreme response categories (i.e., always or 
rarely/never) such that those that predominantly has an extreme behavior pattern (i.e., two 
out of three responses are Gt=1t=1,2,3 or two out of three responses are Gt=3 for a 3-level 
time varying grouping variable with three time points). The remaining respondents represent 
those whose status is always or usually in the middle of the possible response options. The 
extreme behavior variable has K+2 levels, where K is the number of levels the time-invariant 
summary variable have. To illustrate this variable I will use the frequency of shopping time 
varying grouping variable, which has three levels (1=almost every day, 2=at least once a 
week, 3=once a month or less). The extreme behavior time-invariant summary variable for 
this time varying grouping variable is defined as 
 
 
1 2 3
1 2 3
1 if G 1 and G 1 and G 1
2 if G 1 and G 1 and G 1 for , , =1,2,3 
3 otherwise
4 if G 3 and G 3 and G 3 for , , =1,2,3 
5 if G 3 and G 3 and G 3
i j k
i j k
i j k i j k
G
i j k i j k
= = =
 = = ≠ ≠ ≠
= 
 = = ≠ ≠ ≠

= = =
 
 
In this chapter, a model using this time-invariant summary grouping variable is 
denoted as M(S2), where S2 represents the extreme behavior model. 
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The third time-invariant grouping variable I considered is a modified mover-stayer 
grouping variable. This variable expands the stayer levels such that there is an additional 
level for those who predominantly behave in a certain manner (i.e., a respondent indicates 
two out of three time points as the same behavior). When K>2, the modified mover-stayer 
variable has K+(K+1) levels, where K is the number of levels the time-invariant summary 
variable have. When K=2, the modified mover-stayer model is the same as the extreme 
behavior model. To illustrate this variable, I will use the frequency of shopping time varying 
grouping variable, which has three levels (1=almost every day, 2=at least once a week, 
3=once a month or less). The extreme behavior time-invariant summary variable for this time 
varying grouping variable is defined as 
 
 
1 2 3
1 2 3
1 if G 1 and G 1 and G 1
2 if G 1 and G 1 and G 1 for , , =1,2,3 
3 if G 2 and G 2 and G 2
4 if G 2 and G 2 and G 2 for , , =1,2,3 
5 if G 3 and G 3 and G 3 for , , =1,2,3 
6 i
i j k
i j k
i j k
i j k i j k
G i j k i j k
i j k i j k
= = =
= = ≠ ≠ ≠
= = =
= = = ≠ ≠ ≠
= = ≠ ≠ ≠
1 2 3f G 3 and G 3 and G 3
7 otherwise








= = =


 
 
In this chapter, a model using this time-invariant summary grouping variable is 
denoted as M(S3), where S3 represents the modified mover-stayer time-invariant model. 
Because of the additional parameters added by including this variable, I only considered it 
when both the mover-stayer and extreme behavior time-invariant summary variables failed 
my criteria for being an acceptable summary variable. 
In addition to the time-invariant summary grouping variable models, I considered two 
reduced time varying grouping models. These models use the time varying grouping 
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variables, but are more parsimonious than the population model. The first reduced time 
varying grouping variable model I considered is the no memory time varying model. This 
model assumes that the probability of an outcome occurring only depends on the current 
status of the grouping variable in which the person is (i.e., 3 1 2 3 3 3
3 1 2 3 3 3
| |
| |
X G G G X G
x g g g x gπ π= ). The likelihood 
kernel for the MLC model for cell (g1,g2,g3,a1,a2,a3) of the G1xG2xG3xA1xA2xA3 cross-
classification table in terms of X1, X2, and X3 is written as 
 
1 2 3 1 2 3 1 2 3 3 3 2 3 31 1 2 2 1 1 1 2 2
1 2 3 1 2 3 1 2 3 1 1 2 2 1 3 3 2 1 1 2 2 3 3
1 2 3
| || | | |
| | | | | |
G G G A A A G G G X G X A XX G X G X A X A X
g g g a a a g g g x g x g x x g x a x a x a x
x x x
π π π π π π π π=∑∑∑  (3.11) 
Figure 3.4 illustrates the path diagram for this model. In this chapter, I denote this 
model as M(R1), where R1 represents the no memory model. 
 
Figure 3.4 Path diagram for M(R1) that assumes time-homogeneous classification errors (i.e., A1|X1 G1= 
A2|X2G2= A3|X3G3.). Double arrows indicate a three-way interaction (i.e., G1G2G3). 
The second reduced time varying grouping variable model I considered is a manifest 
second-order Markov time varying model. This model takes into account all previous time 
points based on how events transpired over time in the structural component, but uses all 
time points for each piece of the measurement component. Under this reduced model, the 
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likelihood kernel for the MLC model for cell (g1,g2,g3,a1,a2,a3) of the G1xG2xG3xA1xA2xA3 
cross-classification table in terms of X1, X2, and X3 may be written as 
 
1 2 3 1 2 3 1 2 3 3 2 1 2 3 1 1 1 2 3 2 2 1 2 3 3 3 1 2 31 1 2 1 1 2
1 2 3 1 2 3 1 2 3 1 1 2 1 1 2 3 2 1 2 3 1 1 1 2 3 2 2 1 2 3 3 3 1 2 3
| | | || |
| | | | | |
G G G A A A G G G X X G G G A X G G G A X G G G A X G G GX G X X G G
g g g a a a g g g x g x x g g x x g g g a x g g g a x g g g a x g g gπ π π π π π π π=  (3.12) 
Figure 3.5 presents the path diagram for this model. I will denote this model as 
M(R2), where R2 represents the manifest second-order Markov model. This model uses all 
information available as it occurred. 
Figure 3.5 Path diagram for M(R2) that assumes time-homogeneous classification (i.e., A1|X1G1G2G3= 
A2|X2G1G2G3= A3|X3G1G2G3). Double arrows indicate a three-way interaction (i.e., G1G2G3). The figure 
only shows the path diagram for the measurement component of indicator A1. The diagram for the 
measurement component is similar for the other two indicators: A2|X2G1G2G3 and A3|X3G1G2G3. 
Estimates from the Population Model 
Table 3.1 presents estimates from the population model—the fully saturated model 
that best represents the classification error and prevalence rates given that only one grouping 
variable is being included in the model. Although the population model may be over 
parameterized, its estimates can be considered as a gold standard for comparison because all 
other potential models are nested within it. 
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Table 3.1 Classification Error and Prevalence Estimates1 from the Population Model, by 
Type of Crime Victimization and Grouping Variable 
  
Classification Error Rates Prevalence Rates 
|1 1
1|2
A X
π  
|1 1
2|1
A X
π  11
Xπ
 
2
1
Xπ
 
3
1
Xπ
 
Less serious crimes   
Going out 0.0284 0.6486 0.1682 0.1268 0.1067 
Going shopping 0.0227 0.7007 0.2172 0.1634 0.1478 
Public transportation 0.0283 0.6592 0.1746 0.1260 0.1045 
Mode of interview 0.0292 0.6656 0.1750 0.1233 0.1030 
Respondent type 0.0316 0.6520 0.1611 0.1119 0.0898 
Alone during interview 0.0297 0.6565 0.1684 0.1184 0.0982 
Household crimes   
Going out 0.0235 0.6450 0.1856 0.1581 0.1399 
Going shopping 0.0258 0.6611 0.1845 0.1546 0.1363 
Public transportation 0.0232 0.6391 0.1868 0.1561 0.1339 
Mode of interview 0.0241 0.6286 0.1682 0.1395 0.1240 
Respondent type 0.0285 0.6831 0.1881 0.1331 0.1246 
Alone during interview 0.0281 0.6311 0.1597 0.1281 0.1103 
      
1
 Based on unweighted data. 
 
3.5 Results 
3.5.1 Results of Comparisons of Time-invariant Summary Models 
For each of the time-invariant summary models tested, Tables 3.2 and 3.3 show the fit 
statistics and bias, respectively, for each victimization type and grouping variable. Of the 12 
grouping variable by victimization types that were tested, 11 had at least one time-invariant 
summary model that met my criteria for being an acceptable model. For nine of these 
grouping variables, M(S1) met all of the criteria, and for eight of the grouping variables, 
M(S2) met all criteria [“respondent type” for household crimes being the one grouping 
variable where M(S1) met the criteria, but M(S2) did not]. In the eight models where both 
M(S1) and M(S2) met the criteria, M(S1) had a smaller BIC, making it the best time-
invariant summary model based on my criteria.  
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Table 3.2 Fit Statistics for Time-Invariant Summary Models, by Type of Crime 
Victimization and Grouping Variable 
   Model npar DF D BIC1 L2 p-value 
Less serious crimes   
Going out M(S1) 32 184 0.0215 1.9467 0.0011 
  M(S2) 40 176 0.0202 1.9471 0.0424 
  M(S3) 56 160 0.0164 1.9485 0.1304 
Going shopping M(S1) 32 184 0.0133 1.7615 0.8161 
  M(S2) 40 176 0.0152 1.7622 0.7828 
Public transportation M(S1) 24 40 0.0031 1.1334 0.9100 
  M(S2) 32 32 0.0028 1.1342 0.8276 
Mode of interview M(S1) 24 40 0.0035 1.1133 0.9631 
  M(S2) 32 32 0.0034 1.1141 0.9227 
Respondent type M(S1) 24 40 0.0025 0.6383 0.0015 
  M(S2) 32 32 0.0023 0.6390 0.0005 
Alone during interview M(S1) 24 40 0.0032 0.9114 0.7065 
  M(S2) 32 32 0.0027 0.9121 0.6481 
Household crimes   
Going out M(S1) 32 184 0.0219 1.1897 0.5883 
  M(S2) 40 176 0.0214 1.1903 0.8061 
Going shopping M(S1) 32 184 0.0174 1.1035 0.5189 
  M(S2) 40 176 0.0178 1.1040 0.8625 
  M(S3) 56 160 0.0138 1.1054 0.9063 
Public transportation M(S1) 24 40 0.0052 0.6856 0.9783 
  M(S2) 32 32 0.0033 0.6863 0.9837 
Mode of interview M(S1) 24 40 0.0039 0.7571 0.9922 
  M(S2) 32 32 0.0033 0.7579 0.9912 
Respondent type M(S1) 24 40 0.0012 0.3773 0.0628 
  M(S2) 32 32 0.0012 0.3781 0.0104 
Alone during interview M(S1) 24 40 0.0033 0.5756 0.9679 
  M(S2) 32 32 0.0028 0.5763 0.9766 
1
 BIC in units of 100,000. 
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Table 3.3 Bias in Estimates Between Time-Invariant Summary Variable Recode Models 
and the Population Model, by Type of Crime Victimization and Grouping 
Variable Based on Synthetic Data 
Classification 
Error Rates Prevalence Rates 
   Model 
|1 1
1|2
A X
π  
|1 1
2|1
A X
π  11
Xπ
 
2
1
Xπ
 
3
1
Xπ
 
Less serious crimes   
Going out M(S1) 0.0016 -0.0398 -0.0221 -0.0201 -0.0198 
  M(S2) 0.0020 -0.0405 -0.0235 -0.0214 -0.0208 
  M(S3) 0.0019 -0.0410 -0.0233 -0.0214 -0.0206 
Going shopping M(S1) 0.0042 -0.0421 -0.0395 -0.0356 -0.0359 
  M(S2) 0.0056 -0.0699 -0.0574 -0.0508 -0.0516 
Public transportation M(S1) 0.0002 -0.0005 -0.0010 -0.0005 -0.0025 
  M(S2) 0.0003 0.0000 -0.0007 -0.0005 -0.0021 
Mode of interview M(S1) 0.0000 -0.0169 -0.0093 -0.0071 -0.0070 
  M(S2) -0.0001 -0.0168 -0.0089 -0.0067 -0.0066 
Respondent type M(S1) -0.0005 -0.0023 0.0002 0.0002 0.0004 
  M(S2) -0.0002 -0.0010 0.0001 0.0005 0.0006 
Alone during interview M(S1) -0.0005 -0.0020 0.0001 0.0001 -0.0010 
  M(S2) -0.0005 -0.0019 0.0003 0.0003 -0.0008 
Household crimes   
Going out M(S1) 0.0036 -0.0530 -0.0335 -0.0336 -0.0290 
  M(S2) 0.0042 -0.0498 -0.0336 -0.0339 -0.0291 
Going shopping M(S1) 0.0045 -0.07541 -0.0457 -0.0444 -0.0418 
  M(S2) 0.0044 -0.06791 -0.0427 -0.0430 -0.0411 
  M(S3) 0.0031 -0.0497 -0.0326 -0.0333 -0.0336 
Public transportation M(S1) 0.0014 -0.0091 -0.0081 -0.0079 -0.0057 
  M(S2) 0.0015 -0.0078 -0.0078 -0.0077 -0.0055 
Mode of interview M(S1) 0.0019 -0.0258 -0.0159 -0.0178 -0.0167 
  M(S2) 0.0007 -0.0166 -0.0092 -0.0105 -0.0092 
Respondent type M(S1) -0.0001 0.0044 0.0033 0.0038 0.0041 
  M(S2) -0.0002 -0.0099 -0.0057 -0.0020 -0.0042 
Alone during interview M(S1) 0.0014 -0.0274 -0.0150 -0.0125 -0.0105 
  M(S2) 0.0011 -0.0314 -0.0161 -0.0144 -0.0130 
1 Absolute relative bias greater than 10%. 
 
Only the variable “respondent type” for less serious crimes did not have a time-invariant 
summary model that met the criteria. This grouping variable did not have a model with a p-
value greater than 0.05 for the L2 [p=0.0015 for M(S1) and p=0.0005 for M(S2)]. 
Furthermore, there were two variables where both M(S1) and M(S2) failed my specified 
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criteria. “Going out” for less serious crimes had a p-value less than 0.05 for the L2 statistic 
for both M(S1) (p=0.0011) and M(S2) (p=0.0424). “Going shopping” for household crimes 
had an ARB greater than 10% for both M(S1) (ARB=11.4%) and M(S2) (ARB=10.3%). In 
both of these cases, the model M(S3) met the criteria. 
3.5.2 Results of Comparisons of Reduced Time Varying Grouping Variable Models 
For each of the time varying grouping variable models tested, Tables 3.4 and 3.5 
show the fit statistics and bias, respectively, for each victimization type and grouping 
variable. For all 12 grouping variables and victimization types, at least one of the two 
reduced models tested met the criteria. Nine of the 12 grouping variable and victimization 
types M(R1) met the criteria. M(R1) failed twice because of a L2 p-value being less than 0.05 
[“going out” for less serious crimes (p=0.0003) and “mode of interview” for less serious 
crimes (p=0.0000)] and failed once because of an absolute relative bias for the false negative 
rate being greater than 10% [“going shopping” for less serious crimes (ARB=11.7%)]. 
M(R2) met the criteria in 11 of the 12 grouping variable and victimization types tested. 
M(R2) for “going shopping” for household crimes had an absolute relative bias greater than 
10% (ARB=10.3%). In the eight cases where both M(R1) and M(R2) met the criteria, M(R1) 
always had a smaller BIC making it the better model. 
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Table 3.4 Fit Statistics for Reduced Time Varying Grouping Variable Models, by Type of 
Crime Victimization and Grouping Variable 
   Model npar DF D BIC1 L2 p-value 
Less serious crimes   
Going out M(R1) 48 168 0.0211 1.9481 0.0003 
  M(R2) 156 60 0.0040 1.9571 0.9995 
Going shopping M(R1) 48 168 0.0177 1.7630 0.5346 
  M(R2) 156 60 0.0040 1.7728 0.9381 
Public transportation M(R1) 22 42 0.0100 1.1334 0.0511 
  M(R2) 50 14 0.0024 1.1358 0.6797 
Mode of interview M(R1) 22 42 0.0124 1.1137 0.0000 
  M(R2) 50 14 0.0009 1.1156 0.9998 
Respondent type M(R1) 22 42 0.0031 0.6377 0.4015 
  M(R2) 50 14 0.0011 0.6402 0.8083 
Alone during interview M(R1) 22 42 0.0082 0.9115 0.0026 
  M(R2) 50 14 0.0016 0.9137 0.8388 
Household crimes   
Going out M(R1) 48 168 0.0243 1.1912 0.1559 
  M(R2) 156 60 0.0056 1.2001 0.9999 
Going shopping M(R1) 48 168 0.0196 1.1050 0.2043 
  M(R2) 156 60 0.0045 1.1140 0.9979 
Public transportation M(R1) 22 42 0.0106 0.6855 0.4714 
  M(R2) 50 14 0.0020 0.6879 0.9798 
Mode of interview M(R1) 22 42 0.0063 0.7569 0.9818 
  M(R2) 50 14 0.0025 0.7595 0.7924 
Respondent type M(R1) 22 42 0.0016 0.3767 0.9806 
  M(R2) 50 14 0.0003 0.3793 0.9120 
Alone during interview M(R1) 22 42 0.0065 0.5754 0.8758 
  M(R2) 50 14 0.0015 0.5779 0.9672 
1
 BIC in units of 100,000.       
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Table 3.5 Bias in Estimates between Reduced Time Varying Grouping Variable Models 
and the Population Model, by Type of Crime Victimization and Grouping 
Variable Based on Synthetic Data 
Classification Error Rates Prevalence Rates 
   Model 
|1 1
1|2
A X
π  
|1 1
2|1
A X
π  11
Xπ
 
2
1
Xπ
 
3
1
Xπ
 
Less serious crimes   
Going out M(R1) -0.0002 -0.0236 -0.0114 -0.0129 -0.0128 
  M(R2) 0.0004 -0.0367 -0.0182 -0.0173 -0.0155 
Going shopping M(R1) 0.0063 -0.08191 -0.0648 -0.0561 -0.0573 
  M(R2) 0.0009 -0.0371 -0.0290 -0.0227 -0.0250 
Public transportation M(R1) 0.0000 -0.0087 -0.0045 -0.0059 -0.0050 
  M(R2) 0.0005 -0.0095 -0.0068 -0.0061 -0.0065 
Mode of interview M(R1) -0.0004 -0.0186 -0.0090 -0.0062 -0.0062 
  M(R2) 0.0005 -0.0151 -0.0096 -0.0079 -0.0075 
Respondent type M(R1) 0.0000 -0.0026 -0.0014 -0.0002 -0.0006 
  M(R2) -0.0018 0.0043 0.0072 0.0062 0.0056 
Alone during interview M(R1) -0.0083 0.0269 0.0383 0.0347 0.0316 
  M(R2) -0.0015 0.0096 0.0091 0.0073 0.0052 
    
Household crimes   
Going out M(R1) -0.0017 -0.0082 -0.0007 -0.0030 -0.0048 
  M(R2) 0.0004 -0.0564 -0.0271 -0.0300 -0.0200 
Going shopping M(R1) 0.0011 -0.0380 -0.0223 -0.0242 -0.0232 
  M(R2) 0.0011 -0.06791 -0.0355 -0.0333 -0.0314 
Public transportation M(R1) 0.0036 -0.0292 -0.0231 -0.0221 -0.0191 
  M(R2) 0.0028 -0.0211 -0.0178 -0.0161 -0.0139 
Mode of interview M(R1) 0.0025 -0.0356 -0.0213 -0.0212 -0.0199 
  M(R2) 0.0017 -0.0423 -0.0218 -0.0222 -0.0192 
Respondent type M(R1) -0.0015 -0.0356 -0.0171 0.0079 0.0041 
  M(R2) -0.0008 -0.0433 -0.0228 -0.0016 0.0067 
Alone during interview M(R1) 0.0002 -0.0250 -0.0113 -0.0089 -0.0072 
  M(R2) 0.0017 -0.0373 -0.0199 -0.0165 -0.0149 
1 Absolute relative bias greater than 10%. 
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3.5.3 Comparison of the Best Time-invariant Summary Models and the Best Time 
Varying Models 
After considering the best time-invariant summary model and the best time varying 
grouping variable model for each grouping variable and victimization type, I compared the 
two to see if the time-invariant summary grouping variable could be used as an alternative to 
the time varying grouping variable model. To assess this I considered the model fit and the 
sparseness of the data. 
In terms of model fit, the results differed depending on how many levels the time 
varying grouping variable had. For variables with three levels (“going out” and “going 
shopping”), the best time-invariant summary model had a smaller BIC than the best time 
varying grouping variable model. The one instance where the time varying grouping model 
performed better was the “going shopping” model for household crimes. In this case, M(S1) 
and M(S2) failed to meet my required criteria for being an acceptable model. M(S3) met the 
criteria, but the additional parameters increased its BIC (BIC=110538) to be larger than the 
BIC of M(R1) (BIC=110496). The best time-invariant summary model for “going out” for 
less serious individual crimes was also M(S3), but because M(R1) did not meet the criteria 
for being an acceptable model it was not compared to M(S3). When M(S3) for “going out” 
for less serious crimes was compared to M(R2) it had a smaller BIC [BIC=194847 for M(S3) 
and BIC=195710 M(R2)]. However, for variables with two levels, the best time varying 
grouping model had a smaller BIC in seven out of the eight compared models. In the one 
case where the best time-invariant summary variable model had better fit than the best time 
varying grouping variable model—“mode of interview” for less serious individual crimes—
M(R1) failed to meet the required criteria for being an acceptable model. In this case, the 
BIC for M(S1) (BIC=111331) was smaller than the BIC for M(R2) (BIC=111564). In other 
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words, in all cases where M(R1) was an acceptable model, its BIC was always smaller than 
the best time-invariant summary model when the time varying grouping variable had two 
levels. 
However, when the sparseness of the data was taken into account the time-invariant 
summary models always performed better regardless of the how many levels the time 
varying grouping variable had. Table 3.6 shows the number of cells (ncells) in a data table 
that each model had [note that M(R1) and M(R2) share the same data table and, therefore, 
have equivalent patterns of sparseness, thus, only the sparseness from M(R1) is presented], 
the number of cells in the data table that had five or fewer observations, and the percentage 
of the cells that were small. For all grouping variables and victimization types the time-
invariant summary models significantly reduced the amount of sparseness in both absolute 
and relative terms. This difference was most dramatic in models where the time varying 
grouping variable had three levels. This is because the difference in the number of cells 
between the time varying grouping variable models and the time-invariant summary models 
increases as the number of levels in the time varying grouping variable increases. For 
example, the difference in the number of cells between M(R1) and M(S1) when the time 
varying grouping variable has 3 levels is 184, but it is 40 when the time varying grouping 
variable has 2 levels. Interestingly, the one case where no time-invariant summary models 
performed well—”respondent type” for less serious crimes—had a over 30% of the cells in 
its data table with fewer than five observations for all models. Namely, M(S1) had 33.3% of 
cells with five or less observations, and M(S2) had 37.5% of cells with five or fewer 
observations. 
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Table 3.6 Percentage of Table Cells with Five or Fewer Observations, by Time Varying 
Grouping Variable and Model Data Table 
   Model ncells No. of Small Cells Percentage 
Less serious crimes   
Going out M(R1) 216 59 27.3 
  M(S1) 32 1 3.1 
  M(S2) 40 1 2.5 
  M(S3) 56 1 1.8 
Going shopping M(R1) 216 82 38.0 
  M(S1) 32 2 6.3 
  M(S2) 40 2 5.0 
Public transportation M(R1) 64 5 7.8 
  M(S1) 24 0 0.0 
  M(S2) 32 0 0.0 
Mode of interview M(R1) 64 5 7.8 
  M(S1) 24 0 0.0 
  M(S2) 32 0 0.0 
Respondent type M(R1) 64 37 57.8 
  M(S1) 24 8 33.3 
  M(S2) 32 12 37.5 
Alone during 
interview M(R1) 64 13 20.3 
  M(S1) 24 3 12.5 
  M(S2) 32 4 12.5 
Household crimes   
Going out M(R1) 216 75 34.7 
  M(S1) 32 2 6.3 
  M(S2) 40 2 5.0 
Going shopping M(R1) 216 98 45.4 
  M(S1) 32 5 15.6 
  M(S2) 40 7 17.5 
  M(S3) 56 9 16.1 
Public transportation M(R1) 64 7 10.9 
  M(S1) 24 0 0.0 
  M(S2) 32 0 0.0 
Mode of interview M(R1) 64 11 17.2 
  M(S1) 24 1 4.2 
  M(S2) 32 2 6.3 
Respondent type M(R1) 64 47 73.4 
  M(S1) 24 11 45.8 
  M(S2) 32 17 53.1 
(continued) 
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Table 3.6 Percentage of Table Cells with Five or Fewer Observations, by Time Varying 
Grouping Variable and Model Data Table (cont.) 
   Model ncells No. of small cells Percentage 
Alone during interview M(R1) 64 18 28.1 
  M(S1) 24 3 12.5 
  M(S2) 32 5 15.6 
 
Thus, while reducing the number of parameters in a time varying grouping variable 
model improved the model fit, it did not improve the amount of sparseness in the data. 
Because my analytic goals where to both find a parsimonious model with good fit and a low 
level of data sparseness so that I could incorporate additional grouping variables into my 
model, I determined that in all cases, except “respondent type” for less serious individual 
crimes, the best time-invariant summary variable could be used to replace the time varying 
grouping variables. 
As a final check on my findings, I ran the best time-invariant summary model and 
best time varying model using the actual NCVS data (i.e., the data used in to create the 
population model). This check allowed us to confirm that the synthetic data was acting as a 
proper proxy for the true data set. The parameter estimates for these models are presented in 
Table 3.7. In all cases the absolute relative bias of the false negative rate compared to the 
population model was less than 10%. The largest was 5.1% [M(R1) for the respondent type 
variable for household crimes]. In fact, 10 of the 23 models had an absolute relative bias less 
than 1% for the false negative rate. Therefore, I concluded that the synthetic data was a 
successful proxy for the actual data, while providing the benefit of removing all sources of 
variation from the data, except those induced by the variables of interest in the analysis. 
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Table 3.7 Classification Error and Prevalence Estimates from Best Time-invariant 
Summary and Time Varying Grouping Variable Models Based on Actual NCVS 
Data 
Classification Error Rates Prevalence Rates 
   Model 
|1 1
1|2
A X
π  
|1 1
2|1
A X
π  11
Xπ  21
Xπ  31
Xπ  
Less serious crimes 
Going out M(S3) 0.0290 0.6538 0.1699 0.1258 0.1021 
  M(R1) 0.0261 0.6502 0.1753 0.1308 0.1108 
Going shopping M(S1) 0.0283 0.6731 0.1831 0.1312 0.1114 
  M(R2) 0.0231 0.6779 0.1990 0.1492 0.1300 
Public transportation M(S1) 0.0292 0.6639 0.1749 0.1259 0.1013 
  M(R1) 0.0303 0.6539 0.1666 0.1164 0.0942 
Mode of interview M(S1) 0.0322 0.6561 0.1617 0.1121 0.0894 
  M(R2) 0.0285 0.6521 0.1693 0.1188 0.0967 
Respondent type1 M(R1) 0.0313 0.6583 0.1651 0.1159 0.0927 
Alone during interview M(S1) 0.0305 0.6550 0.1658 0.1154 0.0939 
  M(R2) 0.0296 0.6667 0.1743 0.1228 0.0997 
Household crimes   
Going out M(S1) 0.0314 0.6234 0.1553 0.1259 0.1080 
  M(R1) 0.0271 0.6552 0.1820 0.1506 0.1263 
Going shopping M(S3) 0.0272 0.6349 0.1666 0.1356 0.1160 
  M(R1) 0.0243 0.6493 0.1814 0.1493 0.1286 
Public transportation M(S1) 0.0268 0.6280 0.1724 0.1425 0.1217 
  M(R1) 0.0307 0.6238 0.1615 0.1297 0.1093 
Mode of interview M(S1) 0.0257 0.6340 0.1667 0.1337 0.1164 
  M(R1) 0.0278 0.6357 0.1632 0.1299 0.1137 
Respondent type M(S1) 0.0284 0.6877 0.1914 0.1370 0.1286 
  M(R1) 0.0269 0.6483 0.1717 0.1417 0.1294 
Alone during interview M(S1) 0.0286 0.6458 0.1659 0.1319 0.1169 
  M(R1) 0.0278 0.6354 0.1627 0.1300 0.1135 
1
 The respondent type grouping for less serious crimes did not have any time-invariant summary variable 
models that meet the evaluation criteria. 
 
3.5.4 Discussion 
A General Process for Assessing Time-invariant Summary Variables 
The chapter presents a process that can be generalized to any data set being analyzed. 
In this chapter, the focus was determining if a time-invariant summary variable could replace 
time varying grouping variables to reduce data sparseness and increase the number of 
available degrees of freedom to allow additional grouping variables to be included in the 
model. To that end, my evaluation criteria put an emphasis on models that had good fit, while 
taking parsimony into account and reducing the sparseness of the data. However, the basic 
84 
process of using the population model to create synthetic data and test alternative models 
could just as easily be applied to a different set of evaluation criteria. For example, if a 
particular data set being analyzed has very few potential grouping variables (time varying or 
time invariant) then less emphasis can be placed on sparseness as long as the model is stable. 
Moreover, my analysis focused on the bias in only the false negative rate. This was done for 
two reasons. First, my analytic goals focused on estimating the classification error rates in the 
NCVS. Therefore, although it is important to have a structural component with good fit, the 
accuracy of those estimates is not as critical. Second, crime victimization has a relatively 
small false positive rate because, regardless of the type crime, it is less likely for a person 
who was not truly a victim to indicate that they were than for a person who was truly a victim 
to say they were not. Therefore, even a small change can result in a large relative bias even if 
it is not substantively different. This could lead to the rejection of certain models that may be 
perfectly good. Because of this, I chose not to include the false positive rate in my evaluation 
criteria. However, if an analyst’s main objectives were to estimate the structural component 
or if the expected false positive rates were larger, the bias in these estimates could easily be 
incorporated into the evaluation criteria. 
3.6 Analysis of the Measurement Error and Prevalence Estimates 
Although the focus of this chapter was to determine if a model that uses a time-
invariant summary variable instead of time varying grouping variables can be used to reduce 
the number of parameters included in a model, the analyses also offer a preliminary look at 
the classification error rates and true prevalence rates of crime victimization in the NCVS. 
Based on my review of the literature, there are no existing papers examining the 
classification error rates in the NCVS screener questions. The only previous study of 
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classification error was a reverse records check study conducted in 1972 (Law Enforcement 
Assistance Administration [LEAA], 1972) on the National Crime Survey (the name of the 
NCVS prior to its 1992 redesign, which added the screener items). Therefore, this analysis 
offers a preliminary glimpse at how well the NCVS screener items identify crime 
victimization. However, it is important to point out that these estimates are not comparable to 
published victimization rates. First, the victimization rates published from the NCVS are 
based on an incident report that is administered after one or more of the screener items are 
endorsed. Second, the published victimization rates are based on all interviews that took 
place during the reporting year. This includes a mixture of respondents from all six possible 
waves. My analysis groups’ respondents are based on which wave a respondent is in 
regardless of when in time that interview took place. Therefore, the prevalence rates 
estimated in my analysis represent how the reporting of crime victimization changes over 
time in the study rather than how it changes over a specific period of time. 
Table 3.1 shows the parameter estimates from the population models for each time 
varying grouping variable in the NCVS. Two characteristics of these estimates are worth 
noting. First, the false negative rates seem implausibly high at first glance. They are around 
65% for less serious individual crimes and 61% for household crimes. Given these rates, it is 
important to note that steps were taken to ensure that these estimates were not caused by 
latent variable flippage3 (Biemer, 2011). Second, for both victimization types, the prevalence 
of crime decreases as time in sample increases. 
Compared to the LEAA (1972) reverse record check study, which estimated a false 
negative rate of 38.4% for crimes against an individual and 13.8% for crimes against a 
                                                 
3Latent variable flippage is the misalignment of the categories of one or more of the latent variables 
X1, X2, and X3 and the categories of the indicators A1, A2, and A3. 
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household, my estimates are higher. However, the 1972 study was not able to interview those 
who did not leave an address with the police and those who did not report the crime at all to 
the police. Because these two groups did not want to be known or be contacted by the police 
for follow up, it is probable that they would be less likely to self-report the crime as well. 
Therefore, I believe that the LEAA study is a lower bound for the false negative rate. In 
addition, it is worth noting that as a reverse records check study, the LEAA study only 
interviewed known victims. Therefore, it could not estimate the false positive rate (Groves, 
1989). Furthermore, there is evidence that respondents in the NCVS suffer from satisficing 
(sometimes referred to as time-in-sample bias or panel conditioning), which has led to a 
downward bias in victimization rates as the number of interviews completed increases (see, 
e.g., Lynch, Berbaum, & Planty, 2002; Yan, 2008). Time in sample bias is the term used to 
describe how respondents can be “conditioned” by prior interviews to misreport in ways that 
will shorten the interview (Kalton, Kasprzyk, & McMillen, 1989). However, there is no 
evidence of “fatigue bias,” in the NCVS (i.e., after reporting a victimization and enduring a 
longer interview, respondents do not participate in subsequent waves [Hart, Rennison, & 
Gibson, 2005]). The Bureau of Justice Statistics has found that time-in-sample bias occurs in 
the NCVS, but because annual estimates for the NCVS are essentially averages of the panel 
estimates across all six interview frequencies, the effects of time-in-sample bias change little 
over time and, therefore, have no effects on the year-to-year estimates that are produced 
(Rand & Catalano, 2007). I suspect that this same phenomenon is influencing the false 
negative rates (i.e., respondents who have been victimized in the past may respond 
inaccurately to avoid completing the incident report again). Given these other findings in 
addition to the other possible sources of underreporting (e.g., encoding, recall, and social 
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desirability) that have not been as well quantified for the NCVS in the literature, I think that 
my estimated false negative rates are within reason. 
The second observation of note is that for the fixed cohort of analyzed respondents, 
even after accounting for classification error, the prevalence rates decreased as time in 
sample increased. One possible explanation for this is routine activities theory (Cohen & 
Felson, 1979). Routine activities theory states that three conditions must be met for a crime 
to occur. There must be (1) a motivated offender, (2) a suitable target, and (3) and an absence 
of capable guardians. If one of these conditions is not met then a crime will not occur. 
Among a given cohort of individuals, some will regularly find themselves in situations in 
which all three conditions exist and be victimized, whereas others will rarely find themselves 
in these situations and will never be victimized. Among those who are victimized, some will 
not change anything about the ways they live and will continue to be at increased odds of 
being victimized, whereas some individuals will be victimized, will change their behavior in 
response, and will thus actively reduce their likelihood of being victimized in the future. For 
example, someone who has their home burglarized may install an alarm system or improve 
the lighting around their house. These actions reduce their chances of being victimized in the 
future because there is a lower likelihood there will be an absence of a capable guardian. 
Furthermore, someone who is robbed might start traveling with others, thereby making 
themselves a less suitable target. Therefore, even though there are new victims at each time 
point, the number of repeat victims is decreasing over time which, in turn, leads to a 
decreased prevalence rate for a given cohort. 
88 
3.7 Conclusions 
This chapter develops a process by which analysts can determine if a time-invariant 
summary variable can replace a time varying grouping variable in an MLC model. To 
accurately measure the change in model fit that one variable has compared to the model that 
generated the underlying data, I used simulated data rather than empirical data from a panel 
survey. However, because I wanted to apply my results immediately to a specific data set, I 
propose to simulate the data by creating synthetic data that have similar characteristics to the 
data set of interest. Thus, as long as the assumption that the actual survey data behave like 
the synthetic data hold, the conclusions regarding the best variable can be applied directly to 
the data set being analyzed. However, because the synthetic data are tailored to a particular 
survey, the conclusions drawn cannot be generalized to other data sets. In other words, the 
process is general, but the results are specific. 
For synthetic data similar to the NCVS, the results of the process indicate that a time-
varying summary variable can be used as an alternative specification to a set of time varying 
grouping variables. Therefore, an MLCA of the NCVS can incorporate time-invariant 
summary grouping variables. 
For an MLCA of the NCVS data, this analysis indicates that further analysis of the 
time homogeneous classification errors assumption needs to be conducted. It is likely that a 
model with more than three time points will be necessary to accurately estimate the 
classification error rates. With the need to expand the number of time points, the ability to 
use time-invariant summary variables will be beneficial because of the additional sparseness 
created by increasing the number of time points analyzed. Moreover, this chapter does not 
suggest which grouping variable or set of grouping variables best reduces heterogeneity in 
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the measurement error, but rather indicates that for most time varying grouping variables in 
the NCVS, a time-invariant summary variable can be used instead. Further analysis, which 
incorporates time-invariant grouping variables, needs to be conducted to determine the best 
set of grouping variables for the NCVS. 
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 4. Quantifying Classification Error in the National Crime Victimization Survey: A 
Markov Latent Class Analysis 
4.1 Chapter Summary 
This chapter presents the first assessment of classification error (a type of 
measurement error) in the National Crime Victimization Survey (NCVS). The NCVS is the 
only national survey that captures information on victimizations that are both reported and 
unreported to the authorities. To estimate reporting errors, I use Markov latent class analysis 
(MLCA, a modeling technique that can be used to estimate classification error in panel data 
that does not require a gold-standard [error-free] measurement). First, this chapter proposes a 
process by which an MLCA can be conducted on complex survey data, ensuring that all key 
assumptions are met or corrected for such that parameter estimates are valid. To conduct this 
analysis, I used a special longitudinal file containing all respondent waves from a sample of 
NCVS households. Next, this chapter answers four key questions about classification error in 
the NCVS: (1) What are the current rates of misclassification in the NCVS? (2) To what 
extent do the classification error rates vary over time? (3) Are some demographic groups 
more prone to classification error than others and, if so, what are the classification error rates 
for these groups? (4) Are the currently published victimization estimates biased and, if so, to 
what extent? I found that the NCVS does have substantial classification error, especially in 
the false negative rate. Also, the classification error rate increases as the respondent’s time in 
sample increase. Furthermore, I found that the classification error rates differ among 
demographic variables such as age, education level, and gender and the number of housing 
units in the dwelling unit and race as well as interview characteristics such as mode (in-
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person or telephone), respondent type (self or proxy), and whether the respondent was alone 
during the interview. Finally, if classification error were accounted for, the published NCVS 
rates would be slightly higher (i.e., they are negatively biased). 
4.2 Background 
Classification error, measurement error for categorical data, occurs when a 
respondent incorrectly identifies their true status (Biemer, 2011). This chapter seeks to 
estimate the levels of classification error in victimization reports for the NCVS. The NCVS is 
a nationally representative survey of households that estimates the crime victimization rates 
for nonfatal crimes in the United States. It is also the only national survey that captures 
information on crimes that are reported to the police as well as crimes that are not (U.S. 
Department of Justice, 2004). As such, it is a critical survey in our understanding of what 
crime rates are in the United States and how they are changing over time. Sponsored by the 
U.S. Bureau of Justice Statistics (BJS) and conducted by the U.S. Census Bureau, the NCVS 
has been conducted continuously since 1972 (starting as the National Crime Survey [NCS] 
and becoming the NCVS in 1992). 
The NCVS is designed as a rotating panel survey (i.e., a design by which respondents 
remain in the sample for a set number of interviews and are then replaced by a new sample of 
respondents), whereby randomly selected households are retained in the sample for seven 
interviewing waves spaced 6 months apart. The panel design is used to help estimate changes 
in the victimization rate. The first interviewing wave is called the bounding interview. The 
bounding interview establishes a time frame for reported victimizations so that victimizations 
reported in successive interviews are only counted once (Lohr, 1999). The remaining six 
interviews ask about all crimes that occurred in the preceding 6 months. Prior to 2006, only 
94 
data from the six interviews that followed the bounding interview were included in the 
published estimates. Individuals in a selected household that are 12 years old or older are 
interviewed in each wave. Published estimates are produced on an annual basis. These 
estimates are based on all interviews whose reference period overlaps with the reporting year. 
Because of the rotating panel design these interviews include an approximately balanced 
amount of interviews from each possible time-in-sample wave. 
For crime victimization in the NCVS, where the outcome is dichotomous, there are 
two types of misclassification. A respondent can indicate that they were not a victim of a 
particular type of crime when they really were (i.e., a false negative response) or a 
respondent can indicate that they were a victim of a particular type of crime when they really 
were not (i.e., a false positive response). Understanding the classification error in the NCVS 
is important for several reasons. For example, if the number of people classified in either 
classification error type is disproportionately larger (i.e., the absolute number of people 
misclassified is larger for one type of misclassification) than the other, the published 
estimates may be biased. If the number of false negatives is higher, then the estimates will be 
negatively biased (i.e., smaller than they should be), but if the number of false positives is 
higher, then the estimates will be positively biased (i.e., larger than they should be). These 
biases can be offsetting (i.e., the false positive rate compensates for the false negative rate) 
leading to unbiased estimates at the aggregate level. Furthermore, if the classification error 
rates differ greatly across subpopulations then comparisons among subpopulations may be 
misleading. For example, if the crime rate for young respondents is larger than the rate for 
older adults, but younger adults have a much higher false negative rate than older adults, the 
estimate of the difference between these two groups will be understated. Thus, estimates of 
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the classification error for a key subpopulation can help in the interpretation of differences 
among subpopulations. Another important purpose of classification error evaluation is 
quality improvement. Because the NCVS is a continuous survey, a better understanding of 
which subpopulations have higher rates of misclassification can inform quality improvement 
efforts to reduce classification errors in the survey. Furthermore, classification error 
estimates can be used to adjust the estimates for bias, provided the estimates are credible and 
accurate. 
The NCVS interview is split into two sections: the screening section and the incident 
report. The screening section asks each respondent basic demographic questions as well as 
seven individual crime victimization screening questions (i.e., a yes/no question screening to 
determine if a particular event, such as a crime, occurred). Each household has a designated 
informant that is asked three screening questions on household crimes in addition to the 
seven individual crime screening questions. All respondents are asked the screening 
questions at each interviewing wave, while only those that indicate a crime occurred during 
the screening section are asked to complete an incident report (i.e., a detailed set of questions 
about the crime). The NCVS interview is a two step process. In the first step a respondent is 
asked if a crime occurred (screener questions), and in the second step, if the respondent 
indicated a crime occurred, they are asked a battery of question about the crime (incident 
report). Because of this two-step interviewing process, any potential misclassification 
regarding the occurrence of a crime occurs at the screening section. 
Screener misclassification can occur for one of five reasons 
• encoding, 
• comprehension error, 
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• recall error, 
• satisficing, and 
• social desirability. 
Encoding is when an event occurs (in the case of the NCVS a crime), but the 
respondent (or proxy respondent) is not aware. Encoding may occur when a proxy 
respondent does not know if the respondent was victimized. The NCVS tries to minimize the 
use of proxy respondents to minimize this type of error. Comprehension error is when a 
respondent either reports a victimization or does not report a victimization because they 
misunderstand the screener question. Recall error is when a respondent does not recall a 
crime that may have occurred months ago or may recall it as happening sooner or later than it 
actually occurred. To minimize classification error due to comprehension and recall error, 
improvements in the questionnaire were made during the 1992 redesign to clarify the 
meaning of the questions as well as to improve recall of victimizations (see Biderman & 
Cantor, 1984; Biderman, Cantor & Reiss, 1982, 1984; Biderman & Lynch, 1981; Bushery, 
1981; see also Groves & Couper, 1992, 1993). However, even with the improvements, errors 
can still frequently occur. For example, comprehension error in the screener questions could 
still be a source of classification error if the respondent does not know whether what 
happened to them was a crime and, therefore, reports erroneously. Another possible source of 
classification error is satisficing (i.e., respondents may not want to report victimizations to 
make the interview is shorter). Since the NCVS is a panel survey, respondents will learn that 
answering positively to a screener question will necessitate an incident report. To avoid this, 
respondents may deny crimes that actually occurred—a form of panel conditioning (Yan, 
2008). The fifth source for underreporting victimizations is social desirability. A respondent 
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will deny a crime occurred because they are too embarrassed to admit that it happened. For 
this reason, interviewers are instructed to create a private setting for the interview if at all 
possible. 
Although the NCVS has been conducted for almost 40 years, very little is known 
about the level of classification error in its estimates. Based on my review of the literature, 
only one other study on misclassification has been conducted. This study was conducted by 
the Law Enforcement Assistance Administration ([LEAA] 1972) to assess measurement error 
in the NCS. The study used a reverse-records check technique by which police department 
records were used to identify known victims during a particular period of time. The victims 
for which addresses could be obtained were interviewed to determine the underreporting (i.e., 
false negative) rate of crime. The researchers found that 38.4% of victims of individual 
crimes did not self-report the crime and 13.8% of property crime victims did not report the 
crime (LEAA, 1972). More recently, some research has looked into satisficing through time-
in-sample bias or panel conditioning (see Lynch, Berbaum, & Planty, 2002; Yan, 2008; Rand 
& Catalano, 2007) or respondent fatigue (Hart, Rennison, & Gibson, 2005; Hart, 2006). 
Time-in-sample bias is the term used to describe the response bias that is a function of the 
number of times a respondent is interviewed in a panel survey. One theory is that this bias is 
the result of respondents being “conditioned” by prior interviews to misreport in ways that 
will shorten the interview (Kalton, Kasprzyk, & McMillen, 1989). Denying a victimization 
will shorten the interview by avoiding further questioning about the victimization, thus 
reducing respondent burden. Respondent fatigue is the term used to describe a respondent 
who avoids responding in future waves because they have grown tired of taking the survey 
(Biderman, 1967; Biderman, Johnson, McIntyre, & Weir, 1967). Although time-in-sample 
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bias and respondent fatigue may be related to classification error, they do not fully explain 
why misclassification may occur. Therefore, an analysis of classification error is important to 
add greater context to the understanding of nonsampling error in the NCVS. 
4.3 Purpose 
In this chapter, I will estimate the classification error rates in the NCVS, provide 
some explanations as to the probable causes of the errors, discuss the implications for current 
published estimates, and provide some recommendations for future iterations of the survey. 
The estimates of classification error will be derived from anMLCA of the NCVS. MLCA, 
first proposed by Wiggins (1973) and further developed by Poulsen (1982), Van de Pol & de 
Leeuw (1986), and Van de Pol & Langeheine (1990), extends the ideas of latent class 
analysis (LCA) to panel survey data. LCA, developed by Paul Lazarsfeld (1950), treats the 
true value of a questionnaire item (in this case a screener question or set of screener questions 
for whether the respondent was a victim of a particular type of crime during the reference 
period) as an unobservable (latent) variable. It specifies a model for this latent variable, 
taking into account the interrelationships between observed indicator variables and the 
grouping (subpopulation) variables. The theoretical development of this model originated 
with Lazarsfeld and Henry (1968) and Goodman (1974). 
Other approaches have been used to estimate classification error from a panel survey, 
but these approaches either cannot be used with the NCVS data or make untenable 
assumptions. For instance, a reliability analysis using a test-retest approach can be used (e.g., 
Sinclair & Gastwirth, 1996; Biemer & Forsman, 1992). Under this method a reinterview is 
conducted a short time after the initial interview (Hansen, Hurwitz, & Pritzker, 1964) to 
essentially repeat some or all of the initial survey questions. For the NCVS, the screener 
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items would be asked again for the same time period as the initial interview. However, 
because the NCVS does not conduct a reinterview, a reliability analysis is not possible. 
Another approach is a gold-standard comparison (Bross, 1954). Under this approach, the 
interview reports are compared to a gold-standard (error-free) report. The classification error 
rates can be derived as a function of disagreements between the two measurements. For 
reported crimes, administrative records could serve as a gold-standard report. However, no 
such record exist for unreported crimes and, thus, there is no gold standard to compare with a 
NCVS respondents’ responses. The LEAA study (1972) is a type of gold-standard 
comparison, but it only could identify victims who reported a crime. This study was limited 
in that it could not assess the classification error of those who did not report a crime to the 
police, and, as Groves (1989) notes, it could not assess the false positive rate since only 
known victims were interviewed. Furthermore, administrative records are not error free and 
may not be an appropriate source of gold-standard data (see, e.g., Biemer & Forsman, 1992; 
Sinclair & Gastwirth, 1996; and Biemer, Woltman, Raglin, & Hill, 2001). 
A third approach that is commonly used with longitudinal or panel data is to compare 
the prevalence rates from each time point (Times 2 through 7 in the NCVS) side by side. If, 
for example, the estimates are decreasing over time it is assumed that this change is due to 
underreporting error. However, this conclusion is flawed because victimization rates are 
often monotonically decreasing within a cohort even when there is no classification error. To 
understand why, Table 4.1 presents potential victimization rates at two consecutive time 
points and their conditional probabilities. For this illustration, the marginal probability of 
victimized at Time 1 is 0.2, but decreases to 0.10 at Time 2. It can be shown that the 
probability of being a victim at Time 2 is a function of the probability of being a victim at 
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time 1 and the conditional probability of being a victim at Time 2 given being a victim at 
time 1 [i.e., Pr(Victim2)=Pr(victim2|not victim1)Pr(not victim1)+Pr(victim2|victim1)Pr( 
victim1)]. For both victims and nonvictims the conditional probability of being a victim at 
Time 2 is less likely than the conditional probability of not being a victim (although the 
conditional probability of being a victim at Time 2 given one was a victim at Time 1 is much 
larger than if one had not been a victim at Time 1). Because the conditional probability of 
being a victim is smaller for all persons at Time 2, the marginal probability of being a victim 
at Time 2 is less than it was at Time 1. These probabilities are plausible given the rare nature 
of crime and that those who have previously been a victim are more likely to be a victim 
again in the future compared with those who have never been a victim. Therefore, when one 
observes a decreasing trend over time, it could be a result of classification error, a 
combination of classification error and trend, or purely due to trend. However, it is not 
possible to quantify how much of the change is due to trend and how much is due to 
classification error. 
Table 4.1 Illustration of Decreasing Trend in Crime Victimization Rates without Any 
Classification Error 
  Time 2  
  Not Victim Victim  
Time 1 Not Victim 0.95 0.05 0.80 
Victim 0.70 0.30 0.20 
  0.90 0.10  
 
In lieu of a gold standard or a test-retest reinterview, MLCA provides information on 
classification error that can be linked to individual respondents. It requires neither greater 
respondent burden nor expensive additional data collection. MLCA assumes an error model 
for the available measurements and estimates the parameters of the error model using 
maximum likelihood. Thus, the validity of the MLCA estimates hinges on the ability of the 
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model to accurately represent the error-generating mechanism. To obtain an estimable model, 
MLCA requires at least three panel measurements of the same construct or survey item. The 
MLCA model then specifies parameters for both the period-to-period changes in the status of 
the item as well as the measurement errors associated with the observations. Because the 
NCVS satisfies these estimabilty conditions, MLCA is well suited for estimating 
classification error in the NCVS. 
This chapter is the first application of MLCA to the NCVS. As such, I seek to 
develop a process by which an MLCA can be conducted on the NCVS that ensures that all 
model assumptions are met and helps to answer four analytic questions. At the same time, 
my approach is quite general and can be applied to any panel survey similar to the NCVS. In 
my application, I intend to address four questions regarding the classification error in the 
NCVS: 
1. What are the current rates of misclassification in the NCVS? 
2. To what extent do the classification error rates vary over time? 
3. Are some demographic groups more prone to classification error than others, and, 
if so, what are the classification error rates for these groups? 
4. Are the currently published victimization estimates biased and, if so, to what 
extent? 
4.4 Methods 
4.4.1 Technical Description of MLCA and Its Assumptions 
Let Xi denote a latent variable representing a person’s true (error-free) crime 
victimization status for reporting period i for i = 1,…,T. For the NCVS Xi can take the values 
xi=1, 2, where xi =1 means the person truly was a victim and xi =2 means they were not. For 
each latent variable there is a corresponding indicator variable that represents the survey 
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observation at that time point. Indicators are denoted as Ai for i=1,…,T. In addition to latent 
and indicator variables, an MLC model may contain one or more grouping variable denoted 
by G, H, etc. A grouping variable is a manifest variable that does not directly measure the 
latent variable, but may help explain differences in victimization rates or in the classification 
error rates. For example, demographic variables, such as age, may help better explain crime 
rates over time as well as an individual’s propensity to be misclassified as a victim. Grouping 
variables may also be derived from interview paradata, such as the mode of the interview, 
which may also affect a respondent’s misclassification propensity. 
Thus, an MLC model has three components: a grouping variable component, a 
structural component, and a measurement component (Biemer, 2011). The grouping variable 
component contains the cross product of the grouping variables that are included in either the 
structural or the measurement component. The structural component describes 
interrelationships among the latent variables and the grouping variables. The measurement 
component specifies the relationship between the observed realizations of the latent variables 
(i.e., dependent variables) and the latent variables. As such, the measurement component 
contains the classification error parameters. 
For an MLC model with four time points (which, as discussed later in the chapter, 
will be the number of time points used in this analysis), the likelihood kernel may be written 
as 
1 2 3 4 3 2 4 3 3 31 2 1 1 1 2 2 4 4
1 2 3 4 1 2 1 3 2 4 3 1 1 2 2 3 3 4 4
1 2 3 4
| | || | | | |
| | | | | | | |
GA A A A X GX X GX A GXX G X GX A GX A GX A GXG
ga a a a g x g x gx x gx x gx a gx a gx a gx a gx
x x x x
π π π π π π π π π π=∑∑∑∑  (4.1) 
Where Ggπ , the grouping variable component, represents the probability of being in level g of 
grouping variable G for g=1,…k. The structural component consists of 
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3 2 4 31 2 1
1 2 1 3 2 4 3
| || |
| | | |
X GX X GXX G X GX
x g x gx x gx x gxπ π π π , where 11
|
|
X G
x gπ represents the initial probability of being a victim and 
1
1
|
|i ii i
X GX
x gxπ −− for i=2,…T represents the transition probability of being a victim at time i given their 
victimization status at time i-1. The measurement component consists of 
3 31 1 2 2 4 4
1 1 2 2 3 3 4 4
|| | |
| | | |
A XA X A X A X
a x a x a x a xπ π π π , where 
|
|i ii i
A GX
a gxπ represents the classification probabilities at time i for 
i=1,…T. A classification error occurs when ai≠xi (i.e., the survey response disagrees with a 
respondent’s true status). For each of these probabilities the capital letter superscript 
represents the variable being estimated, and the lower case subscripts represent the value of 
that variable. For example, 1|1|2
X Gπ represents the probability of being a victim at the initial time 
point for a person in group g=2, and 2 2|2|11
A GXπ represents the false negative rate at the second 
time point in group g=1. MLCA estimates the parameters using maximum likelihood via the 
EM algorithm. Figure 4.1 is a path diagram illustrating the relationship between the latent 
variables and the indicator variables denoted by equation 4.1. 
 
Figure 4.1 Path diagram for model MLC model with grouping variable that assumes time-homogeneous 
classification errors (i.e., A1|X1G= A2|X2G= A3|X3G). 
MLCA makes four critical assumptions that are necessary for model identifiability 
(Biemer, 2011). The four assumptions are 
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1. The first-order Markov assumption states that 1 1 2
1 1 2
| |
| |i i i i ii i i i i
X X X X X
x x x x xπ π− − −− − −= . Meaning that 
the transition probabilities only depend on the previous time point (i.e., the 
probability of being a victim only depends on whether the person was a victim 
during the previous time period regardless of their status two time periods ago). 
2. The independent classification errors (ICE) assumption states that 
1 2 3 4 1 2 3 4 3 31 1 2 2 4 4
1 2 3 4 1 2 3 4 1 1 2 2 3 3 4 4
| || | |
| | | | |
A A A A X X X X A XA X A X A X
a a a a x x x x a x a x a x a xπ π π π π=  for at=1, 2, xt=1, 2, and t=1, 2, 3, 4. 
Meaning that the classification errors across waves are independent (i.e., the 
probability that a person accurately reports a crime is independent of the accuracy 
of reporting a crime at any other time point). 
3. The time-homogeneous classification errors assumption states that | || |t tt t
A X A X
a x a xπ π=  
for a = at, x = xt, t=1, 2, 3, 4. Meaning that the classification errors for indicator At 
are the same in all waves t=1, 2, 3, 4 (i.e., the accuracy of reporting a crime is the 
same at all time points). 
4. The group-homogeneous error assumption states that individuals in the group 
have the same probability of being misclassified (i.e., all individuals within a 
group have the same probability of misclassifying whether they were a victim of a 
crime). 
Often with complex survey data, like the NCVS data, one or more of these 
assumptions is not met. For example, the first-order Markov assumption may be violated if 
the probability that a respondent is victimized during the current time period (e.g., time i) 
depends on whether that respondent was victimized both in time periods i-1 and i-2. 
Furthermore, the ICE assumption may be violated if the probability that a respondent 
accurately reports a particular type of crime depends on whether they accurately reported that 
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type of crime in the previous time period. The time homogeneous classification errors 
assumption may be violated if, as an individual’s time-in-sample increases, the individual 
becomes less willing to provide accurate answers because of panel conditioning or many 
other reasons. The group-homogeneous error assumption can be violated if the classification 
error rates between two groups differ greatly. If one or more of these assumptions are 
violated, then the estimated model may be invalid and biased. The direction and magnitude 
of the bias depends on which assumption is violated and the degree to which it is violated 
(Biemer & Berzofsky, 2011). Therefore, because these assumptions can be easily violated in 
a survey context, one needs to test each when conducting model selection. 
When four or more time points are being modeled some of these assumptions can be 
relaxed. Although MCLA has been used to analyze complex survey data (see, e.g., Biemer, 
2000; Biemer & Bushery, 2001; Biemer, 2004; and Tucker, Biemer, & Meekins, 2011), there 
is no agreed upon best approach for model selection. As described below, I propose a general 
approach for fitting MLC models that tests each assumption and, if it fails, relaxes the 
assumption in ways that produces a well-fitting and well-specified model. 
4.4.2 The Data, Outcomes, and Grouping Variables 
To answer my four research questions detailed in Section 4.2, I used data from the 
National Crime Victimization Longitudinal File, 1995–1999 (U.S. Department of Justice, 
2007). This is the only publicly available data set that contains all seven waves of data for a 
set of respondents. Because the first interview wave is a bounding interview and is not used 
by the NCVS for estimation, my analysis was confined to Waves 2 through 7. However, I 
could not simultaneously model all six waves because cross-classifying the data by six waves 
produced many empty cells—a problem referred to as data sparseness. Sparseness can cause 
model validity problems and lead to unidentifiable models (Biemer, 2011). Therefore, I split 
106 
the data into three sets of four waves. I examined Waves 2, 3, 4 and 5 together; Waves 3, 4, 5 
and 6 together; and Waves 4, 5, 6, and 7 together. Furthermore, for my analyses, I included 
only respondents who responded to all four time points being examined. For example, for 
Waves 2, 3, 4, and 5, a respondent must have responded to all four of these waves to be 
included in the analysis. Based on these criteria, approximately 25,000 observations were 
included in the crimes against an individual data sets, and 16,700 observations were included 
in the crimes against a household data sets. 
For my analysis, I created three outcome variables based on the 10 screener 
questions. This was necessary because the NCVS screeners are overlapping (i.e., several 
screeners are asking about the same type of crime [U.S. Department of Justice, 2007]). 
Therefore, I wanted to combine the screeners so that I had a set of independent outcomes. 
These outcomes were less serious crimes against an individual, more serious crimes against 
an individual, and crimes against a household. Less serious crimes against an individual 
include crimes such as theft, simple assault, and robbery. More serious crimes against an 
individual include aggravated assault and rape or sexual assault. Crimes against a household 
include vandalism, motor vehicle theft, and household burglary. When determining if each of 
these outcomes was appropriate for MLCA, I determined that the more serious crimes against 
an individual outcome was too rare and created data that was too sparse, even when only four 
waves were cross-classified. Therefore, more serious crimes were not included in my 
analysis. 
A total of 14 potential grouping variables were considered for my analysis, including 
age, owner/renter, gender, education, race, household size, urbanicity, marital status, 
frequency of going out in the evening, frequency of shopping, and use of public 
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transportation. Several interview paradata variables were also considered, including mode of 
interview (face-to-face or telephone), respondent type (self or proxy), and presence of others 
during the interview. Continuous variables like age were discretized. Variables with 
extremely small cell frequencies were collapsed into fewer categories. Time-varying 
grouping variables (e.g., going out, frequency of shopping, use of public transportation, and 
the interview paradata variables) were summarized into a time-invariant summary grouping 
variable using the approach of Berzofsky, Biemer, and Kalsbeek (2010). Berzofsky et al. 
(2010) tested these variables and determined that the summarized versions did not introduce 
bias and helped improve model fit by increasing the number of available degrees of freedom 
in the model. 
4.4.3 Model Selection 
The process for determining the best model consisted of four major steps. These steps 
essentially test one or more of the four MLC model assumptions and corrects the model in 
case the assumptions fail. The four steps are 
1. Determine what grouping variables should be included in the model to satisfy the 
group-homogeneity assumption. 
2. Test the Markov assumption and adjust the model for failure of this assumption to 
hold. 
3. Test the time-homogeneous classification error rates assumption and correct the 
model for failure of this assumption to hold. 
4. Test the ICE assumption and adjust the model if any dependencies are found. 
Thus, upon completing these four steps, the model will either satisfy all four model 
assumptions or will have been corrected for any violations of these assumptions. 
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For all modeling I used LatentGold (Vermunt & Magidson, 2005). LatentGold allows 
users to account for both the unequal survey weights and the complex survey design, using a 
pseudo-maximum likelihood method (Pfeffermann, 1993). LatentGold uses both an EM 
algorithm and a Newton-Raphson algorithm to ensure the global maximum is identified. 
In the Step 1, I identified the best grouping variables to help satisfy the homogenous 
errors assumption. To determine the best grouping variables to satisfy this assumption, I used 
a combination of a modified forward selection approach and theoretical judgment (i.e., the 
inclusion of grouping variables based on their theoretical relevance to crime victimization). 
Under my forward selection approach, I examined each grouping variable individually and 
selected the variable with the best (smallest) BIC (Schwarz, 1978). The BIC provided the 
best available measure of model fit because although all models were based on the same data 
set, some of models were not nested within each other. The forward selection approach was 
stopped after three grouping variables were identified because it was difficult to achieve 
model convergence with four or more because of sparseness. Of the remaining variables, I 
selected two additional variables that may not have been the best empirically, but made 
theoretical sense for either the structural component or the measurement component. Using a 
data set with just these five grouping variables and the appropriate indicators, I ran all 
possible two grouping variable models and chose the model with the smallest BIC (models 
with three or more grouping variables did not have good fit based on the L2 statistic). The 
best two grouping variable model was used in the second step of the model selection process. 
In Steps 2 and 3 of the model selection process compared different theoretical models 
to determine which had the best fit. Each model was chosen to test either the first-order 
Markov assumption or the time-invariant homogenous classification errors assumption. For 
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example, models with a second-order Markov term (i.e., 3 1 2
3 1 2
|
|
X X X
x x xπ and 4 2 34 2 3
|
|
X X X
x x xπ parameters were 
added to the model) were estimated to test the first-order Markov assumption. Also, for the 
structural component transition probabilities, constrained (i.e., 3 2 4 32 1
2 1 3 2 4 3
| ||
| | |
X GX X GXX GX
x gx x gx x gxπ π π= = ) and 
unconstrained (i.e., 1
1
|
|i ii i
X GX
x gxπ −−  for i=2, 3, 4 were set free) models were tested to allow for 
greater flexibility in the measurement component constraints. Furthermore, for the 
measurement component, constrained (i.e., time-homogeneous error rates), partially 
constrained (i.e., classification error parameters were assigned to one of two groups with 
equal classification error probabilities), and unconstrained (i.e., classification errors were set 
free for all time points) models were estimated to test the time homogeneous classification 
errors assumption. Moreover, in some models a latent mover-stayer component was 
estimated in the structural component (Goodman, 1961; Blumen, Kogan, & McCarthy, 
1966). In a latent mover-stayer model, the population is partitioned into two latent groups: a 
mover group for persons who may transition from positive and negative victimization states 
from time period to time period, and a stayer group for persons who have zero probability of 
leaving their initial state (e.g., a nonvictim at Time 1 who has zero probability of being 
victimized at Times 2, 3, and 4). These models test whether crime victimization behaves in a 
mover-stayer manner. 
To test these assumptions, I considered nine different models. These models were 
1. Fully constrained transition probabilities and partially constrained classification 
error probabilities 
2. Unconstrained transition probabilities and fully constrained classification error 
probabilities 
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3. Unconstrained transition probabilities with a mover-stayer component and fully 
constrained classification error probabilities 
4. Unconstrained transitions probabilities with second-order Markov terms and fully 
constrained classification error probabilities 
5. Unconstrained transition probabilities and partially constrained classification error 
probabilities 
6. Fully constrained transition probabilities and unconstrained classification error 
probabilities 
7. Fully constrained transition probabilities with a mover-stayer component and 
unconstrained classification error probabilities 
8. Unconstrained transition probabilities with a mover-stayer component and 
partially constrained classification error probabilities 
9. Unconstrained transition probabilities with second-order Markov terms and 
partially constrained classification error probabilities. 
Each of the constraints placed on these models were based on a theoretical 
justification (e.g., relaxing the time-homogeneous errors assumptions make theoretical sense 
because the error rates increase over time) or a test for one of the MLC model assumptions. 
Models 1, 6, and 7 assumed constrained transition probabilities. This constraint makes 
theoretical sense because assuming the probability of a crime occurring from one time period 
to the next as constant across time points seems plausible. Models 2, 3, 4, 5, 8, and 9 do not 
constrain the transition probabilities. These models require more parameters to fit, but allow 
for the transition probabilities to differ. Models 3, 7, and 8 also incorporated a latent mover-
stayer variable. This type of model has a good theoretical justification because there is such a 
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large portion of the population that is never victimized over four time periods. Models 4 and 
9 included second-order Markov terms to test the first-order Markov assumption. I only 
included second-order terms without grouping variables to minimize the additional number 
of parameters added to the model. 
For the measurement component, I compared three different types of models: time-
homogeneous models, partially constrained models, and unconstrained models. These models 
relaxed the time-homogeneous classification errors assumption. Models 2, 3, and 4 assumed 
time-homogeneous classification errors. Models 1, 5, 8, and 9 allowed for partially 
constrained classification error probabilities. To ensure that these models were identifiable, 
relaxing constraints in the error component required imposing constraints in the structural 
component and vice versa. For example, when the transition probabilities in the structural 
component are fully constrained (Model 1), it is possible to relinquish some constraints on 
the error probabilities. Which constraints were imposed was somewhat driven by theoretical 
considerations. In the data sets using Waves 2, 3, 4, and 5, it seemed plausible to allow Wave 
2 error probabilities to be free and set the remaining time points equal because it was likely 
that early interviews would have different classification error rates than later interviews. For 
data sets using Waves 3, 4, 5, and 6, I set the first two time points equal as well as the last 
two time points. Since these data sets spanned the middle of the NCVS panel rotation, it 
made the most theoretical sense to set the classification error rates equal based on the first 
and second half of the time points. For the data set using Waves 4, 5, 6 and 7, I set the first 
three time points equal and let the last time point be free. There is some evidence that 
respondents may provide more accurate responses at their last interview (Meekins, Tucker, & 
Biemer, 2011); therefore, I allowed Wave 7 error probabilities to be unconstrained. However, 
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when the transition probabilities were unconstrained (Models 5, 8, and 9), the partial 
constraint had to be defined as 1 1 2 2
1 1 2 2
| |
| |
A GX A GX
a gx a gxπ π=  and 3 3 4 43 3 4 4
| |
| |
A GX A GX
a gx a gxπ π=  to ensure an identifiable 
model (Biemer, 2011). Models 6 and 7 allowed all of the classification error probabilities to 
be free. As found in Berzofsky et al. (2010) the classification error rates in the NCVS 
increase over time, and allowing them to all be free allows that trend to be fully realized. 
Next the ICE assumption was tested. For each of the nine models the log odds ratio 
check (LORC, Garret & Zeger, 2000) was used to determine whether the ICE assumption 
was valid. The LORC was designed for identifying local dependence across multiple 
indicators in LCA with cross-sectional data (local dependence is the analogous assumption to 
ICE with cross-sectional data). To ensure that it would perform in a similar manner for 
longitudinal data, I ran a small simulation study and found that the LORC does properly 
identify dependencies across time points. If any dependencies were identified, the 
appropriate direct effect term (i.e., ji
i j
AA
a aπ π  for i=1,…,T, j=1,…,T and i≠j) would be added to 
the model. However, since I was dealing with longitudinal data, I decided that only direct 
effects from dependencies involving adjacent time points would be added to the model. 
After testing the ICE assumption, the best model was determined by two criteria. 
First, the model had to have good fit based on the L2 statistic (i.e., a p-value greater than 
0.05). Second, among those models with a good fit, the best model had the smallest BIC. 
Because non-nested data were being compared, the BIC was the most appropriate statistic for 
comparing the models. 
4.4.4 Other Analyses 
Using the best model, I used the parameter estimates to answer my first two research 
questions (how much classification error is there in the NCVS? and do the classification error 
113 
rates change over time?). For the first question, I calculated the average classification error 
rate (false negative and false positive rates) and standard error across the four time points in 
each data set. I then averaged the averages to get the average classification error rates in the 
NCVS. Similarly, to determine the classification error rates across time, I averaged the 
estimated classification error rates from the same time point. For Wave 2 there was only one 
contribution to its average, for Wave 3 there were two contributions (i.e., one from the Wave 
2, 3, 4, and 5 data set and one from the Wave 3, 4, 5, and 6 data set), for the Wave 4 and 5 
there were three, for Wave 6 there were two, and for Wave 7 there was one. 
To determine how classification errors differ across various demographic groups, I 
began with the best model and then added the demographic being examined to both the 
structural component and the measurement component. In other words, I added the term 
|
|ii
X G
x Gπ i=1, 2, 3, 4 to the structural component and 
|
|i ii i
A GX
a gxπ i=1, 2, 3, 4, where G is the 
demographic grouping variable being examined. I then determined if the parameter estimate 
for the measurement component was significant (i.e., p-value less than 0.05) based on the 
Wald statistic. I examined each demographic variable using each of the three wave data sets. 
To determine how the published estimates would change if classification error were 
removed, I created a quasi-published rate based on the observed estimates from each time 
point. For this I did not restrict the data to just those who responded to all time points, but 
rather at each time point, I calculated the observed mean, pi i=2,…,7, for each outcome type. 
To simulate the published estimate, I averaged the observed estimates from each time point. 
Then, for each time point, using the estimated classification error rates and prevalence rates, I 
calculated the estimated bias using the formula 
 ( ) ( )| |1 2|1 1 1|2ˆ ˆ ˆ ˆ ˆ1 1i i i i i iX A X X A XiB π π π π= − − + −  (4.2) 
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for i=2,…,7. Using the observed prevalence and the bias, the error-free prevalence was 
calculated as 
 
 
ˆ
i i ip Bπ = −  (4.3) 
The average of the error-free prevalence rates was the approximation of the published rate 
without error. 
4.5 Analysis 
During the first step of model selection, I identified the best grouping variables to 
help satisfy the homogeneous errors assumption. For less serious crimes against an 
individual, the three best grouping variables based on my forward selection process were age 
category, whether one owns their home, and race. For crimes against a household, the best 
three grouping variables were age category, gender, and whether one owns a home. For both 
outcomes I chose marital status (single vs. not single) and how often a person goes out in the 
evening as the two theoretical variables. Models based on just these five grouping variables 
found that for both outcomes the models with the age category and whether a person owns 
their home had the best fit based on my criteria. 
Table 4.2 shows the results from the model selection process for less serious crimes 
against an individual (Steps 2 through 4). For each of these models the LORC did not find 
any dependencies validating the ICE assumption. For each set of waves Model 1 (a model 
with fully constrained transition probabilities and partially constrained classification error 
probabilities) was considered the best. 
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Table 4.2 Fit Statistics for Less Serious Crimes against an Individual Models by Set of 
Waves Included 
Model Npar df L² BIC(L²) p-value 
Waves 2, 3, 4, and 5   
Model 1 42 48 59.1 -426.96 0.130 
Model 2 54 36 50.2 -314.36 0.058 
Model 3 56 34 28.8 -315.55 0.730 
Model 4 56 34 48.6 -295.68 0.050 
Model 5 66 24 41.6 -201.43 0.014 
Model 6 66 24 33.7 -209.34 0.090 
Model 7 67 23 32.3 -200.64 0.095 
Model 8 68 22 18.9 -203.91 0.650 
Model 9 68 22 34.8 -187.99 0.041 
Waves 3, 4, 5, and 6   
Model 1 42 48 57.0 -429.19 0.180 
Model 2 54 36 50.8 -313.77 0.052 
Model 3 56 34 45.3 -299.03 0.093 
Model 4 56 34 45.1 -299.28 0.097 
Model 5 66 24 39.2 -203.89 0.026 
Model 6 66 24 37.5 -205.53 0.039 
Model 7 67 23 35.3 -197.68 0.049 
Model 8 68 22 35.8 -187.03 0.032 
Model 9 68 22 33.1 -189.72 0.060 
Waves 4, 5, 6, and 7   
Model 1 42 48 55.6 -430.54 0.210 
Model 2 54 36 45.4 -319.23 0.140 
Model 3 56 34 31.0 -313.33 0.620 
Model 4 56 34 37.6 -306.79 0.310 
Model 5 66 24 36.7 -206.34 0.046 
Model 6 66 24 32.4 -210.69 0.120 
Model 7 67 23 35.5 -197.44 0.046 
Model 8 68 22 28.2 -194.66 0.170 
Model 9 68 22 32.1 -190.72 0.076 
 
Table 4.3 shows the results from the model selection process (Steps 2 though 4) for 
crimes against a household. For each of these models the LORC did not find any 
dependencies validating the ICE assumption. For each set of waves Model 1 (a model with 
fully constrained transition probabilities and partially constrained classification error 
probabilities) was considered the best. 
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Table 4.3 Fit Statistics for Crimes against a Household Models by Set of Waves Included 
Model Npar df L² BIC(L²) p-value 
Waves 2,3,4, and 5   
Model 1 42 48 52.8 -411.37 0.290 
Model 2 54 36 47.5 -300.63 0.095 
Model 3 56 34 41.4 -287.33 0.180 
Model 4 56 34 43.9 -284.88 0.120 
Model 5 66 24 40.3 -191.77 0.020 
Model 6 66 24 36.3 -195.77 0.051 
Model 7 67 23 35.6 -186.76 0.045 
Model 8 68 22 34.6 -178.14 0.043 
Model 9 68 22 36.3 -176.41 0.028 
Waves 3, 4, 5, and 6   
Model 1 42 48 63.9 -400.88 0.062 
Model 2 54 36 46.9 -301.63 0.100 
Model 3 56 34 46.9 -282.30 0.070 
Model 4 56 34 42.3 -286.84 0.150 
Model 5 66 24 33.8 -198.54 0.088 
Model 6 66 24 36.1 -196.25 0.053 
Model 7 67 23 39.9 -182.83 0.016 
Model 8 68 22 36.0 -176.95 0.030 
Model 9 68 22 29.9 -183.13 0.120 
Waves 4, 5, 6, and 7   
Model 1 42 48 53.3 -411.65 0.280 
Model 2 54 36 39.5 -309.19 0.310 
Model 3 56 34 36.3 -293.10 0.360 
Model 4 56 34 31.4 -298.00 0.600 
Model 5 66 24 33.4 -199.07 0.095 
Model 6 66 24 31.1 -201.34 0.150 
Model 7 67 23 34.9 -187.94 0.054 
Model 8 68 22 25.1 -188.01 0.290 
Model 9 68 22 26.3 -186.84 0.240 
 
4.6 Results 
Table 4.4 presents the estimated classification errors for each data set by wave for 
less serious crimes against an individual. Based on these estimates the average false negative 
rate in the NCVS is 73.7%, and the average false positive rate is 2.6%. Furthermore, this 
table shows that the average false negative rate by wave consistently increases across waves 
beginning with a rate of 67.7% at Wave 2 and ending with a rate of 78.2% at Wave 7. The 
average false positive rate by wave consistently decreases across time beginning with a rate 
of 3.5% at Wave 2 and ending with a rate of 1.9% at Wave 7. 
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Table 4.5 presents the estimated classification errors for each data set by wave for 
crimes against a household. Based on these estimates the average false negative rate in the 
NCVS is 67.6%, and the average false positive rate is 2.5%. For crimes against a household 
the average false negative rate by wave stays relatively flat between Waves 2 – 6 at a rate 
around 68%, but then has a large drop at Wave 7 to 64%. Similarly, the false positive rate 
stays pretty constant around 2.4% between Waves 2 – 6, but then drops to 1.9% at Wave 7. 
Given that Model 1 was the best model, there were six distinct classification error 
parameter estimates for each demographic variable (three wave data sets by two different 
classification error parameters in each data set). Table 4.6 presents the number of those that 
had a significant Wald statistic and the minimum p-value associated with each demographic 
statistic for both outcome types. Furthermore, each demographic variable was assigned an 
evidence rating of their significance based on the number of times their parameter estimate 
was statistically significant. Demographic variables with two or more statistically significant 
parameter estimates were considered to have strong evidence, those with one statistically 
significant parameter estimate were considered to have weak evidence, and those with no 
statistically significant parameter estimates were considered to have no evidence. 
Table 4.6 indicates the evidence rating for each demographic variable. For less 
serious crimes against an individual there were five demographic variables with strong 
evidence of significance (age, education, mode, respondent type, and whether the person was 
alone during the interview), one that had weak evidence, and eight that had no evidence. For 
crimes against a household there were four variables that had strong evidence (gender, race, 
number of units in the household, and respondent type), six that had weak evidence, and four 
that had no evidence. 
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Table 4.4 Classification Errors by Wave and Set of Waves Modeled for Less Serious Crimes against an Individual 
    Wave     
Waves 
Class. 
Error 2 3 4 5 6 7 Average 
  Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE 
2, 3, 4, and 5 False - 0.6774 0.0316 0.6989 0.0279 0.6979 0.0291 0.6966 0.0307   0.6927 0.0299 
  False + 0.0346 0.0056 0.0308 0.0026 0.0309 0.0027 0.0310 0.0027   0.0318 0.0036 
3, 4, 5, and 6 False - 0.7249 0.0340 0.7199 0.0334 0.7173 0.0340 0.7146 0.0331   0.7192 0.0336 
  False + 0.0255 0.0041 0.0254 0.0041 0.0268 0.0030 0.0268 0.0030   0.0261 0.0036 
4, 5, 6, and 7 False - 0.8059 0.0145 0.8052 0.0149 0.8041 0.0159 0.7823 0.0270 0.7994 0.0188 
  False +         0.0190 0.0036 0.0188 0.0035 0.0186 0.0035 0.0191 0.0037 0.0189 0.0036 
Average False - 0.6774 0.0316 0.7119 0.0311 0.7412 0.0269 0.7397 0.0278 0.7594 0.0260 0.7823 0.0270 0.7371 0.0281 
  False + 0.0346 0.0056 0.0282 0.0034 0.0251 0.0035 0.0255 0.0031 0.0227 0.0033 0.0191 0.0037 0.0256 0.0036 
 
Table 4.5 Classification Errors by Wave and Set of Waves Modeled for Crimes against a Household 
    Wave     
Waves 
Class. 
Error 2 3 4 5 6 7 Average 
  Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE Estimate SE 
2, 3, 4, and 5 False - 0.6989 0.0366 0.6974 0.0346 0.7008 0.0362 0.7028 0.0390   0.7000 0.0366 
  False + 0.0242 0.0084 0.0284 0.0046 0.0283 0.0047 0.0283 0.0048   0.0273 0.0058 
3, 4, 5, and 6 False - 0.6338 0.0636 0.6404 0.0642 0.6333 0.0661 0.6450 0.0678   0.6381 0.0654 
  False + 0.0294 0.0048 0.0293 0.0047 0.0223 0.0040 0.0222 0.0040   0.0258 0.0044 
4, 5, 6, and 7 False - 0.7051 0.0362 0.7043 0.0377 0.7027 0.0400 0.6411 0.0508 0.6883 0.0416 
  False +         0.0220 0.0033 0.0219 0.0032 0.0218 0.0032 0.0197 0.0051 0.0214 0.0038 
Average False - 0.6989 0.0366 0.6656 0.0512 0.6821 0.0474 0.6801 0.0494 0.6739 0.0557 0.6411 0.0508 0.6755 0.0495 
  False + 0.0242 0.0084 0.0289 0.0047 0.0265 0.0043 0.0242 0.0041 0.0220 0.0036 0.0197 0.0051 0.0248 0.0048 
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Table 4.6 Evidence Rating of Classification Error Differences for Demographic Variables 
  Less Serious Crimes Household Crimes 
Demographic 
Min p-
Value 
No. p-values 
Less Than 
0.05 
Evidence 
Rating 
Min p-
value 
No. p-values 
Less Than 
0.05 
Evidence 
Rating 
Age 0.0340 2 Strong 0.0088 1 Weak 
Own Home 0.1700 0 None 0.0240 1 Weak 
Gender 0.1200 0 None 0.0017 2 Strong 
Education 0.0006 3 Strong 0.0001 1 None 
Race 0.4500 0 None 0.0000 2 Strong 
Number of Units 0.0440 1 Weak 0.0000 2 Strong 
Urbanicity 0.2000 0 None 0.0780 0 None 
Marital Status 0.1600 0 None 0.0360 1 Weak 
Out 0.2300 0 None 0.1500 0 None 
Shop 0.0840 0 None 0.2200 0 None 
Transportation 0.2600 0 None 0.0042 1 Weak 
Mode 0.0000 2 Strong 0.0077 1 Weak 
Respondent Type 0.0000 5 Strong 0.0000 2 Strong 
Not alone 0.0000 3 Strong 0.0830 0 Weak 
 
For the variables that had a strong evidence rating, I calculated the average 
classification error rates across all 12 possible estimates (three wave data sets by four time 
points in each data set). Table 4.7 presents the results. For less serious crimes against an 
individual, age category has a decreasing false negative rate as age increases, with 12 to 29 
year olds having a 78.8% false negative rate, followed by a 68.4% false negative rate for 30 
to 49 year olds and a 64.0% false negative rate for those 50 years old or older. For education 
level, those with less than a high school education had a slightly higher false negative rate 
(73.1%) compared to those with a high school education or more than a high school 
education (70.2% and 70.3%, respectively). For respondent type, those who always 
responded with a proxy respondent had a higher false negative rate (85.1%) than those who 
always responded themselves or sometimes responded themselves and sometimes by a proxy 
(78.1%). For whether the respondent was alone during the interview, those who were 
sometimes alone and sometimes not alone had the highest false negative rate (78.9%) 
compared to those who were always alone (72.6%) or always not alone (73.3%). For crimes 
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against a household, males had a higher false negative rate (71.2%) than females (65.2%). 
For race category, whites had a higher false negative rate (67.5%) than non-whites (48.2%). 
For the number of units in the household, those living in a building with more than one unit 
(e.g., an apartment or duplex) had a slightly higher false negative rate (69.8%) than those 
living in a single unit household (67.4%). For respondent type, those who only responded by 
proxy had a false negative rate of 99.8%. However, this level was very sparse, and therefore, 
this estimate is not stable. 
Table 4.7 Average Classification Error Rates for Demographic Variables with a Strong 
Evidence Rating 
Variable Value False - False + 
Less Serious Crimes against and Individual  
Age 12-29 0.7881 0.0239 
  30-49 0.6841 0.0342 
  50 or older 0.6401 0.0171 
Education Level Less than HS 0.7310 0.0155 
  HS 0.7020 0.0230 
  More than HS 0.7033 0.0268 
Mode In-person 0.7583 0.0127 
  Telephone 0.7390 0.0261 
  Mixed 0.7753 0.0247 
Respondent Type Self 0.7517 0.0248 
  Proxy 0.8510 0.0070 
  Mixed 0.7813 0.0222 
Not Alone Yes (not alone) 0.7330 0.0058 
  No 0.7264 0.0288 
  Mixed 0.7889 0.0084 
Crimes against a Household   
Gender Male 0.7119 0.0137 
  Female 0.6522 0.0260 
Race White 0.6757 0.0234 
  Non-white 0.4825 0.0245 
Number of Units in Household One 0.6738 0.0250 
  More than one 0.6977 0.0212 
Respondent Type Self 0.6749 0.0216 
  Proxy 0.9985 0.0198 
  Mixed 0.7097 0.0064 
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Table 4.8 shows my analysis of how the published estimates would change if 
classification error was taken into account. I found that for both outcomes, the published 
estimates would be higher. For less serious crimes against an individual the published 
estimate would change from 7.0% to 9.6%. This is a relative bias of -27.0% ([7.0%-
9.6%]/9.6%). For crimes against a household the published estimate would change from 
6.4% to 8.8%. This is a relative bias of -26.8%. 
Table 4.8 Observed and Estimated Prevalence Rates by Respondent Wave 
  Respondent Wave (Excluding the Bounding Wave)   
Estimate Type 2 3 4 5 6 7 Average 
Less Serious Crimes against Individuals   
Observed 0.0927 0.0776 0.0696 0.0638 0.0601 0.0575 0.0702 
Bias -0.0269 -0.0232 -0.0252 -0.0195 -0.0227 -0.0380 -0.0259 
Estimated error-free 0.1196 0.1008 0.0949 0.0833 0.0828 0.0954 0.0961 
Crimes against a Household   
Observed 0.0813 0.0725 0.0649 0.0594 0.0542 0.0542 0.0644 
Bias -0.0467 -0.0261 -0.0209 -0.0161 -0.0143 -0.0174 -0.0236 
Estimated error-free 0.1280 0.0986 0.0859 0.0754 0.0685 0.0717 0.0880 
 
4.7 Discussion 
4.7.1 High False Negative Rates in the NCVS 
Based on my review of the literature, this paper is the first to quantify the magnitude 
of classification error in the NCVS screener questions. Therefore, not only does this analysis 
offer the first full assessment of how well the NCVS screener items identify crime 
victimization, but there are no other studies that can be used to corroborate my results. 
Tables 4.4 and 4.5 show the average classification error rates for less serious crimes against 
an individual and crimes against a household, respectively. The false negative rates are 
around 74% for less serious individual crimes and 68% for household crimes. At first glance, 
the average false negative rates seem inexplicably high because it implies that a victim of a 
less serious crime is more likely to fail to report the victimization in the interview than to 
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report it. Given these rates, it is important to note that steps were taken to ensure that these 
estimates were not caused by latent variable flippage1 (Biemer, 2011, p. 194). 
Compared to the LEAA (1972) reverse record check study, which estimated a false 
negative rate of 38.4% for crimes against an individual and 13.8% for crimes against a 
household, my estimates are higher. However, the 1972 study was not able to interview those 
who did not leave an address with the police and those who did not report the crime to the 
police. Because these two groups did not want to be known or be contacted for follow-up by 
the police it is probable that they would be less likely to self-report the crime as well. 
Therefore, I believe that the LEAA study is a lower bound for the false negative rate. 
Furthermore, there is evidence that respondents in the NCVS suffer from satisficing 
(sometimes referred to as time in sample bias or panel conditioning), which has led to a 
downward bias in victimization rates as the number of completed interviews increases (see, 
e.g., Lynch et al., 2002; Yan, 2008). However, there is no evidence of fatigue bias, in the 
NCVS (i.e., after reporting a victimization and enduring a longer interview, respondents 
refuse to participate in subsequent waves [Hart et al., 2005]). BJS has found that time-in-
sample bias occurs in the NCVS, but because annual estimates for the NCVS are essentially 
averages of the panel estimates across all six interview frequencies, the effects of time-in-
sample bias change little over time and, therefore, have no effects on the year-to-year 
estimates that are produced (Rand & Catalano, 2007). I suspect that this same phenomenon is 
influencing the false negative rates (i.e., respondents who have been victimized in the past 
may respond inaccurately to avoid completing the incident report again). Given these other 
findings, along with the other possible sources of underreporting (i.e., encoding, recall, and 
                                                 
1
 Latent variable flippage is the misalignment of the categories of one or more of the latent variables 
X1, X2, and X3 and the categories of the indicators A1, A2, and A3. 
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social desirability) that have not been as well quantified in the literature, I think that my 
estimated false negative rates are within reason. 
The results to my second analytic question found that the false negative rate generally 
increased over time and the false positive rate decreased over time. This indicates that 
respondents were less likely to indicate a crime occurred as time in sample increased. 
However, for crimes against a household the false negative rate decreased at the final 
interview. Meekins et al. (2011) speculated that in the Consumer Expenditure survey 
participants responded more accurately partially because they knew it was their last 
interview. With the household interview, the informant is usually more invested in the NCVS 
than other members of the household; thus, a similar speculation can be made. However, for 
less serious crimes against an individual, the drop in the false negative rate is not observed at 
the seventh wave. This may be because other members of the household do not feel the same 
need to respond accurately on the final interview, which continues the increasing false 
negative trend. 
4.7.2 Decreasing Prevalence Rates over Time 
One surprising observation was that estimated prevalence rates from each cohort 
studied (i.e., those in my data sets that responded to each of the four waves being modeled) 
always decreased over time even after classification error was taken into account (not shown 
in presented tables). One possible explanation for this is routine activities theory (Cohen & 
Felson, 1979). Routine activities theory states that three conditions must be met for a crime 
to occur. There must be (1) a motivated offender, (2) a suitable target, and (3) and absence of 
capable guardians. If one of these conditions is not met, then a crime will not occur. Among a 
given cohort of individuals, some will regularly find themselves in situations in which all 
three conditions exist and be victimized, whereas others will rarely find themselves in these 
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situations and will never be victimized. Among those who are victimized, some will not 
change anything about the ways they live and will continue to be at increased odds of being 
victimized, whereas some individuals will be victimized, will change their behavior in 
response, and will thus actively reduce their likelihood of being victimized in the future. For 
example, someone who has their home burglarized may install an alarm system or improve 
the lighting around their house. These actions reduce their chances of being victimized in the 
future because there is a lower likelihood there will be an absence of a capable guardian. 
Furthermore, someone who is robbed might start traveling with others, thereby making 
themselves a less suitable target. Therefore, even though there are new victims at each time 
point, the number of repeat victims is decreasing over time which, in turn, leads to a 
decreased prevalence rate for a given cohort. 
4.7.3 Classification Error among Demographic Groups 
Among the demographic groups that had strong evidence that they differed, the 
findings mostly confirm existing hypotheses. For example, for less serious crimes against an 
individual, younger respondents and those with less education have higher false negative 
rates. Furthermore, for less serious crimes against an individual, all of the interview paradata 
variables had strong evidence of differences. This indicates that how the interview is 
conducted influences how one responds. Moreover, for crimes against a household, males 
were less likely to indicate a crime occurring than a female. This could be because males are 
more embarrassed by being a victim or maybe females have a broader definition of a 
household crime and, therefore, are more likely to indicate one occurring. Furthermore, 
whites had a much higher false negative rate than non-whites for reporting a crime against a 
household. 
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These findings can be used by the NCVS survey managers to train their interviewers 
to know which types of individuals are less likely to provide an accurate answer. Since the 
NCVS interview is currently conducted in a conversational format, when these types of 
individuals are interviewed, the interviewer can take more time explaining the types of 
crimes associated with that screener item. 
4.7.4 Implications to Published NCVS Estimates 
One important difference between my longitudinal analysis of the NCVS and how 
published estimates are created is that the published estimates consist of an equal number of 
respondents at each time in sample. Therefore, the effect of a decreasing prevalence rate over 
time is obscured. Furthermore, even though the false negative rate is so large, there is a non-
negligible false positive rate (2.6% for less serious crimes against an individual and 2.5% for 
crimes against a household). Even though these rates are much smaller than the false 
negative rate in absolute terms because the false positive rate is applied to those who are not 
victims, which is a much larger proportion of the population, a relatively small rate can 
cancel out the effect of a large false negative rate. However, as found in Table 4.8, there is 
still a negative bias in the NCVS estimates because of the large false negative rate. 
Therefore, misclassification cannot be ignored by the study designers and research should be 
done to minimize the false negative rate as much as possible. 
4.7.5 Limitations 
One limitation of this research is that I assumed nonresponse was missing at random 
(i.e., within a grouping variable in my model, nonresponse can be ignored). To estimate the 
classification error rates, I reduced my data set to just those who responded to all waves 
being analyzed. During the period my data comes from, the NCVS obtained a 95% 
household-level response rate and 90% person-level response rate (U.S. Department of 
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Justice, n.d.), which indicates that unit nonresponse is unlikely to be a source of bias. 
However, the item nonresponse rate (i.e., the proportion of respondents who did not respond 
to at least one item used in my model) was 62% for individual crimes and 37% for household 
crimes. Currently, in a MLC model, listwise deletion (i.e., any record with at least one 
missing value is dropped from the analysis) is used when one variable is missing. This 
reduced the available observations from 66,700 to 25,000 in the individual crimes data set 
and from 26,350 to 16,700 in the household crimes data set. This loss of information has the 
potential to introduce bias. Further research needs to be done to determine how those with 
missing indicator measures at a wave can be incorporated into the analysis. 
4.8 Conclusions 
This paper presents the first analysis of classification error in the NCVS. I used 
MLCA, which does not require an error-free measure to estimate the classification errors. I 
found that that for the two outcomes examined, the NCVS has a large false negative rate and 
a relatively high false positive rate, considering the number of persons misclassified. Also, I 
found that the false negative rate increases as a person’s time in sample increases. In 
addition, I determined that among the demographic variables, age and education level have 
the greatest differences in classification error for less serious individual crimes, and gender, 
race, and the number of units in the dwelling unit have the greatest differences for household 
crimes. Among the paradata variables, mode, respondent type, and whether the respondent 
was alone had differences in the classification error rates for less serious individual crimes 
and respondent type had differences for crimes against a household. However, I caution the 
interpretation of the respondent type findings because of data sparseness due to very few 
respondents that always responded by proxy. Finally, I determined that the published rates 
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would be 2.6% larger for less serious crimes against and individual and 2.4% larger for 
crimes against a household if classification errors were accounted for in the estimation 
process. 
The data for this study were obtained between 1995 and 1999. Currently, this is the 
only period for which a longitudinal file is publically available. During this period the NCVS 
did not include responses from the initial bounding interview in the estimation process. 
However, in 2006 the NCVS modified its design such that the bounding interview is included 
in the published estimates (Rand & Catalano, 2007). A future study should examine how the 
classification error rates after 2006 differ from 1995 to 1999 rates since the bounding 
interview is included. 
Furthermore, other validation studies of this MLCA should be conducted to verify if 
the false negative rate is really as high as my analysis indicates. For example, an update of 
the reverse records check conducted in 1972 could be conducted. 
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