Abstract-In this paper, the paradigm of sphere decoding (SD) based on lattice Gaussian distribution is studied, where the sphere radius D > 0 in the sense of Euclidean distance is characterized by the initial pruning size K > 1, the standard deviation σ > 0 and a regularization term ρσ,y(Λ) > 0 (Λ denotes the lattice, y is the query point). In this way, extra freedom is obtained for analytical diagnosis of both the decoding performance and complexity. Based on it, the equivalent SD (ESD) algorithm is firstly proposed, and we show it is exactly the same with the classic Fincke-Pohst SD but characterizes the sphere radius with D = σ √ 2 ln K. By fixing σ properly, we show that the complexity of ESD measured by the number of visited nodes is upper bounded by |S| < nK, thus resulting in a tractable decoding trade-off solely determined by K. In order to further exploit the decoding potential, the regularized SD (RSD) algorithm based on Klein's sampling probability is proposed, which achieves a better decoding trade-off than the equivalent SD by fully utilizing the regularization terms. Moreover, besides the designed criterion of pruning threshold, another decoding criterion named as candidate protection is proposed to solve the decoding problems in the cases of small K, which generalizes both the regularized SD and equivalent SD from maximum likelihood (ML) decoding to bounded distance decoding (BDD). Finally, simulation results based on MIMO detection are presented to confirm the tractable decoding trade-off of the proposed lattice Gaussian distribution-based SD algorithms.
I. INTRODUCTION
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dimension [1] - [5] . On the other hand, a number of maximumlikelihood (ML) decoding schemes that aim to reduce the computational complexity of sphere decoding (SD) turn out to be impractical due to the unaffordable complexity in large-scale systems [6] - [9] . As for those near-ML decoding schemes like fixed-complexity sphere decoding (FCSD), K-best decoder, etc., they are also inapplicable due to the intensive complexity increment and terrible performance deterioration [10] - [13] . In this condition, a number of advanced decoding schemes have been proposed to either improve the performance or lower the complexity [14] - [18] . Among them, sampling decoding has become a promising one, which performs lattice decoding by sampling from a discrete multidimensional Gaussian distribution [19] - [22] .
Typically, sampling decoding converts the conventional decoding problem into a sampling problem, where the optimal decoding solution with the smallest Euclidean distance naturally entails the largest probability to be sampled. However, in sharp contrast with continuous Gaussian density, it is by no means trivial even for sampling from a low-dimensional discrete Gaussian distribution, which means sampling decoding chiefly lies on how to successfully sample over the target lattice Gaussian distribution. For this reason, the pioneer works of sampling decoding only perform the sampling over a discrete Gaussian-like distribution [23] - [25] . On the other hand, the classic Markov chain Monte Carlo (MCMC) methods were introduced to perform the exact sampling though the mixing of the Markov chains [26] - [28] . Moreover, in [29] , the independent Metropolis-Hastings-Klein (IMHK) sampling algorithm with accessible convergence rate was given and was further adopted to sampling decoding in [30] , thus leading to a tractable sampling decoding by adjusting the number of Markov moves. Nevertheless, sampling decoding suffers from the inherent randomness during the sampling. On one hand, the possibility of missing the optimal decoding solution does always exist, rendering the inevitable performance loss. On the other hand, because of the independent and identically distributed (i.i.d.) samplings, lots of complexities in sampling are actually spent on those same calculations for many times, which means enormous complexity is wasted.
In this paper, to overcome the randomness during the sampling decoding, a deterministic sampling decoding scheme based on lattice Gaussian distribution is studied. Specifically, since the optimal decoding solution has the largest sampling probability in the unimodal lattice Gaussian distribution, if lattice points with sampling probabilities larger than a certain level can be deterministically obtained, then the optimal decoding solution will be easily obtained. To this end, deterministic sampling decoding can be viewed as sphere decoding, but the lattice point enumeration is performed according to the probability constraint by lattice Gaussian distribution rather than the traditional sphere constraint by Euclidean distance [31] - [34] . This is quite crucial for the study of CVP as extra freedom can be obtained by lattice Gaussian distribution to interpret the conventional sphere decoding, which provides a more comprehensive way for the analytical diagnosis of the decoding trade-off between performance and complexity. Although Klein mentioned a deterministic scheme very briefly in [23] , it does not seem to allow for an efficient implementation. Meanwhile, the heuristic implementation of deterministic sampling in [25] is hard to characterize the decoding trade-off in theory. To summarize, we advance the state of the art of solving CVP in the following several fronts.
Firstly, we introduce the concept of lattice Gaussian distribution to CVP, where the related ML decoding becomes to find the lattice point with the largest sampling probability. Then, to realize the ML decoding, the sphere radius based on lattice Gaussian distribution is derived as D LGD = σ 2 ln K ρσ,y(Λ) , where ρ σ,y (Λ) is a Gaussian scalar conditioned on the lattice Λ and the query point y. Interestingly, compared to the conventional sphere radius D > 0, the sphere radius D LGD based on lattice Gaussian distribution is not only characterized by two new parameters named as initial pruning size K > 1 and standard deviation σ > 0, but also takes the Gaussian scalar ρ σ,y (Λ) > 0 into account. By exploiting the relationship between the query point y and lattice Λ, the Gaussian scalar ρ σ,y (Λ) actually serves as a regularization term to adjust the sphere radius D LGD . Unfortunately, since ρ σ,y (Λ) is hard to compute or factorize, how to design a sphere decoding algorithm with sphere radius D LGD turns out to be quite challenging.
Secondly, following the clue of sphere radius based on lattice Gaussian distribution, the equivalent sphere decoding (ESD) algorithm is proposed based on a designed criterion named as pruning threshold. Moreover, we demonstrate that it is exactly the same with the classic Fincke-Pohst SD with sphere radius D = σ √ 2 ln K D equivalent . According to it, great flexibility is achieved as one can simply fix σ and enjoy the decoding trade-off through tuning K. More importantly, the potential from the parameter σ could be further exploited, and we show that by letting σ = min i |r i,i |/(2 √ π), the number of visited nodes will be upper bounded by |S| < nK, which corresponds to the sphere radius D equivalent = ln K/2π min i |r i,i | (r i,i is the ith diagonal element of the upper triangular matrix R with B = QR). Note that given the lattice basis B, such an exact decoding trade-off between performance and complexity is exclusively determined by K. Compared to sphere radius D LGD , the equivalent SD (i.e., Fincke-Pohst SD) is essentially a reduced version without considering the impact of the given query point y. In other words, equivalent SD only amounts to the special case with the Gaussian scalar ρ σ,y (Λ) = 1.
Thirdly, in order to explore the decoding potential from the regularization term, the regularized sphere decoding (RSD) algorithm is proposed, which approximates the lattice Gaussian distribution through Klein's sampling probability. In particular, by recursively performing the decoding layer by layer through the designed pruning threshold, the proposed regularized SD based on Klein's sampling probability is able to obtain the lattice points within sphere radius D regularized . Meanwhile, its decoding gain by means of sphere radius over the equivalent SD (i.e., G Dregularized Dequivalent ) is also derived. Besides, with σ = min i |r i,i |/(2 √ π), we show that the complexity of the regularized SD is still upper bounded by |S| regularized < nK, which therefore leads to a better decoding trade-off than the equivalent SD. Furthermore, as for solving CVP, we also demonstrate that the required initial pruning size K of the regularized SD is upper bounded by e 2πd 2 (Λ,y)/ min 2 i ri,i , which corresponds to the complexity upper bounded by |S| < n·e
(d(Λ, y) represents the Euclidean distance between the query point y and lattice Λ).
Finally, we try to solve a latent issue for both equivalent SD and regularized SD as no eligible lattice points will be outputted if the sphere radius D equivalent or D regularized is set smaller than d(Λ, y). Similarly, this problem also exists in Fincke-Pohst SD so that suboptimal decoding scheme is preferred to offer an initial sphere radius. To this end, another decoding criterion named as candidate protection is proposed to output a number of alternative decoding solutions based on the saved candidate nodes. Note that the criterion of candidate protection is well compatible with the pruning threshold, and the decoding complexity including candidate protection in the regularized SD is still bounded by |S| regularized < nK. We point out that candidate protection works in both equivalent SD and regularized SD but here we only consider the case of regularized SD for short. By doing this, we effectively transfer the equivalent SD (i.e., Fincke-Pohst SD) and regularized SD from ML decoding into bounded distance decoding (BDD). In fact, with K = 1, the decoding performance of Babai's nearest plane algorithm (also known as successive interference cancelation (SIC) in MIMO detection [1] ) will be achieved by the regularized SD with complexity |S| = n. Moreover, we emphasize that such a change is rather crucial for the development of SD: as an ML decoding scheme, it has been ignored for a long time due to the rise of decoding largescale problems (i.e., massive multiple-input multiple output (MIMO) systems) [35] - [38] .
The rest of this paper is organized as follows. Section II introduces the lattice Gaussian distribution and briefly reviews the basics of lattice decoding based on SD. In Section III, the concept of lattice Gaussian distribution is introduced to CVP for the first time, where the related sphere radius based on lattice Gaussian distribution is derived. From it, the equivalent SD algorithm is proposed, followed by the related analysis in both decoding performance and complexity. In Section IV, the proposed regularized SD based on Klein's sampling probability is presented to achieve a better decoding tradeoff than the equivalent SD. In Section V, another decoding criterion known as candidate protection is given to address the decoding problems of both equivalent SD and regularized SD in the cases of a small K, thus establishing a whole framework of SD. Simulation results for MIMO detection are shown in Section VI. Finally, Section VII concludes the paper. Notation: Matrices and column vectors are denoted by upper and lowercase boldface letters, and the transpose, inverse, pseudoinverse of a matrix B by B T , B −1 , and B † , respectively. We use b i for the ith column of the matrix B, b i,j for the entry in the ith row and jth column of the matrix B. ⌈x⌋ denotes rounding to the integer closest to x. If x is a complex number, ⌈x⌋ rounds the real and imaginary parts separately. Finally, in this paper, the complexity of SD is evaluated by the number of visited nodes (i.e., |S|) during the decoding along the tree traversal. Meanwhile, the computational complexity is measured by the number of arithmetic operations (additions, multiplications, comparisons, etc.).
II. PRELIMINARIES
In this section, we introduce the background and mathematical tools needed to describe and analyze the proposed SD based on lattice Gaussian distribution.
A. Lattice Decoding & Fincke-Pohst Sphere Decoding
Given the full n × n column-rank matrix B ∈ R n×n , the n-dimensional lattice Λ generated by it is defined by
where B is called the lattice basis. Consider the decoding of an n × n real-valued system. The extension to the complexvalued system is straightforward [24] , [39] . Let x ∈ Z n denote the transmitted signal. The corresponding received signal c is given by c = Bx + w
where w is the noise vector with zero mean and variance σ 2 w . Typically, the conventional maximum likelihood (ML) reads
where · denotes the Euclidean norm. Clearly, the ML decoding in above MIMO systems corresponds to the CVP in lattice [9] .
Here, for notational simplicity, QR-decomposition with B = QR is applied and we express the system model in (2) as
where Q is an orthogonal matrix and R is an upper triangular matrix. Accordingly, the ML decoding in (3) becomes
In the classic Babai's nearest plane algorithm, x i is decoded in a backwards order layer by layer (i.e., i = n, n − 1, . . . , 1) by direct rounding
where
On the other hand, to achieve the ML decoding performance, the classic Fincke-Pohst sphere decoding (SD) was proposed to enumerate all the possible lattice points within a sphere radius D > 0 [40] Rx − y ≤ D.
Specifically, given x i , the searching space of x i in the recursive decoding from layer n to 1 can be written as
where candidate node x j i satisfying (9) will be saved. Here, x j i denotes the jth closest integer candidate node to x i .
Finally, among the collected lattice points, the one with the closest Euclidean distance R x − y will be outputted as the decoding solution. Unfortunately, SD entails an exponentially increased complexity with the sphere radius D, thereby making it unaffordable especially in high-dimensional systems [41] . Additionally, the sphere radius D should be selected carefully since a large one would lead to considerable complexity waste while no eligible lattice points would be yielded with a small choice of D.
B. Lattice Gaussian Distribution & Klein's Sampling Probability
Given the lattice Λ = {Rx : x ∈ Z n }, define the Gaussian function centered at y ∈ R n for standard deviation σ > 0 as
for all z ∈ R n . When y or σ are not specified, it is assumed that they are 0 and 1 respectively. Then, the discrete Gaussian distribution over Λ is defined as [42] 
for all x ∈ Z n , where ρ σ,y (Λ) Rx∈Λ ρ σ,y (Rx) is a Gaussian scalar to ensure a probability distribution.
Due to the central role of the lattice Gaussian distribution playing in various research fields, sampling from lattice Gaussian distribution (known as lattice Gaussian sampling) becomes an important but challenging problem. As an approximation for lattice Gaussian sampling, Klein's sampling
sample x i from D Z,σi, xi 5: end for 6: return Bx algorithm was proposed in [23] , which is able to sample from a discrete multi-dimensional Gaussian-like distribution. The mechanism of Klein's sampling algorithm can be viewed as a statistic variant of Babai's nearest plane algorithm. Specifically, x i is randomly chosen from the following 1-dimensional conditional lattice Gaussian distribution
in a backwards order with σ i = σ |ri,i| , which makes the sample x obey the following Klein's sampling probability
By sampling from Klein's sampling probability, Klein's sampling decoding and randomized sampling decoding schemes were proposed. However, it has been demonstrated in [43] that P Klein (x) can be close to D Λ,σ,y (x) only when σ is sufficiently large. Unfortunately, such a condition is extremely stringent, rendering it inapplicable in many cases of interest.
III. SPHERE DECODING REVISITED BASED ON LATTICE GAUSSIAN DISTRIBUTION
In this section, inspired by SD based on lattice Gaussian distribution, the classic Fincke-Pohst SD is restudied in a novel way. The equivalent SD algorithm is proposed, which is exactly the same with Fincke-Pohst SD but parameterized by the initial pruning size K and standard deviation σ. Based on it, both decoding performance and complexity turn out to be analytical, thus leading to a tractable trade-off.
A. SD based on Lattice Gaussian Distribution
From (11), since lattice Gaussian distribution is centered at the query point y, the closest lattice point Rx ML to y is naturally assigned the largest sampling probability. Therefore, by multiple i.i.d. samplings, the CVP in (3) can be solved as x ML is most likely to be returned. More specifically, from the point of view of lattice Gaussian distribution, the the conventional ML decoding in (3) becomes
which converts the decoding problem into a sampling problem. It has been demonstrated that lattice Gaussian sampling is equivalent to CVP via a polynomial-time dimensionpreserving reduction [44] .
Compared to those existing decoding solutions by Euclidean distance, decoding by sampling has promising advantages. Firstly, the standard deviation σ can be optimized to improve the sampling probability of the target point, resulting in a better decoding performance. Secondly, by adjusting the number of sampling times, the sampler decoding enjoys a flexible tradeoff between performance and complexity. Nevertheless, the problem of sampler decoding chiefly lies on how to perform the sampling over the target lattice Gaussian distribution. To this end, the classic MCMC method is introduced, where lattice Gaussian sampling can be achieved through the Markov mixing [29] , [30] . However, due to the inherent randomness during the sampling, considerable performance loss and complexity waste are inevitable in sampling decoding.
To overcome the randomness for a better decoding trade-off, it is feasible to deterministically collect all the lattice points whose sampling probabilities satisfy
with the initial pruning size K > 1. In this way, we only need to pay attention on those lattice points with sampling probabilities above a certain level, i.e., 1/K. Because the lattice Gaussian distribution D Λ,σ,y (x) is unimodal, the closest lattice point will be outputted by simply letting D Λ,σ,y (x ML ) ≥ 1/K. Intuitively, such a deterministic sampling decoding based on (15) corresponds to enumerating all the lattice points within the sphere radius
which is analogous to the sphere radius of Fincke-Pohst SD in (8) . Different from Fincke-Pohst SD, the Gaussian scalar ρ σ,y (Λ) > 0 is introduced, which takes the given query point y into account.
Unfortunately, the Gaussian scalar ρ σ,y (Λ) > 0 is difficult to compute and factorize. In this condition, how to design the decoding algorithm with sphere radius D LGD turns out to be quite challenging. Nevertheless, the sphere radius D LGD in (16) still provides a meaningful clue to reconsider the sphere radius in SD, namely, what is the relationship between sphere radii D and D LGD ? To answer this question, in what follows, we show that the classic Fincke-Pohst SD is actually a reduced version of SD based on lattice Gaussian distribution, where the Gaussian scalar ρ σ,y (Λ) essentially serves as a regularization term for the sphere radius.
B. Equivalent SD Algorithm
Motivated by SD based on lattice Gaussian distribution, we now present the proposed equivalent SD algorithm. First of all, the tree-search decoding structure in Fincke-Pohst SD is retained and the decoding is still performed layer by layer in a backwards order. Then, based on the initial pruning size K > 1 set at the beginning, with respect to each integer candidate node x j i in the tree traversal, its pruning size is defined as
and x j i will be retained only if the following pruning threshold
is satisfied. Otherwise, x j i will be discarded and the decoding moves to the next layer based on those survived candidate nodes. Here, x (17) and (19) , the pruning threshold can be further expressed by
where the initial pruning size K essentially serves as a parameter to adjust the pruning threshold. Intuitively, a larger size K corresponds to a smaller pruning threshold at each layer, thereby saving more decoding candidates at the end. Finally, the lattice point with the closest Euclidean distance among the candidate list will be outputted as the decoding solution. To summarize, the operation of equivalent SD is presented in Algorithm 2.
Lemma 1. Given the initial pruning size K > 1, lattice points within sphere radius
will be obtained by the proposed equivalent SD.
Proof. To start with, (21) can be rewritten as
which can be further expressed by factorization as
Then, in order to collect lattice points satisfying (23), considering the fact that 0 < f (·) ≤ 1, f ( x i ) should fulfill the following requirement
for 1 ≤ i ≤ n, which exactly corresponds to the proposed pruning threshold in (20) . 
Proof. According to the pruning threshold in (20) , the searching space of x i given x i can be derived as
which is exactly the boundary of | x i − x i | Fincke-Pohst in (9) for 1 ≤ i ≤ n, completing the proof.
C. Trade-off Analysis Between Performance and Complexity
Based on D = σ √ 2 ln K, extra freedom can be obtained in interpreting SD, which provides a feasible way for the analytical diagnose in both decoding performance and complexity. 
Proof. According to the pruning threshold given in (19) , the condition shown in (27) holds if and only if the ⌊K( x j i )+1⌋th closest integer candidate to x i will definitely be pruned, that is
Then, because the distance | x j i − x i | is bounded by
(28) can be achieved if
which corresponds to
Moreover, it is easy to verify the lower bound of the righthand term of (31) as
which means (31) is fulfilled if
for 1 ≤ i ≤ n.
Lemma 3. In the equivalent SD, for each parent candidate node x j i with K( x j i ) ≥ 1, the summation of pruning sizes of its children candidate nodes at decoding layer i is non-increasing
Proof. Based on the definition given in (17) , it follows that
Here, inequality (a) recalls the following relationship
where the equality holds only when c ∈ Λ. Inequality (b) invokes the Jacobi theta function ϑ 3 [45] 
and the approximation in (c) follows
for σ ≤ min i |r i,i |/(2 √ π) because ϑ 3 (ν) is monotone decreasing with ν > 0.
Based on Lemmas 2 & 3, the complexity of the equivalent SD can be derived by means of the number of visited nodes as follows. 
Proof. To start with, according to Lemma 2, the number of saved candidate nodes at each decoding layer is upper bounded by the summation of pruning sizes at the previous layer, i.e.,
pruning size .
Meanwhile, from Lemma 3, because the summation of pruning sizes at each decoding layer is decreasing as
so that the number of visited nodes in the proposed equivalent SD is upper bounded by
completing the proof.
The clear complexity upper bound for equivalent SD in Theorem 2 answers a fundamental question in the framework of sphere decoding since it is difficult to evaluate the incurred complexity based on the single parameter D. In [8] , an average version of |S| for Fincke-Pohst SD was given, which was further improved through the analysis of its asymptotic behaviour in [31] . However, they mainly focus on characterizing the mean and variance of the complexity for i.i.d. Gaussian lattice basis. In [46] , the tail exponents of the SD complexity distribution was investigated for the complexity estimation. Nevertheless, the number of visited nodes |S| in it is evaluated in a probabilistic form. Other works about complexity of SD can be found in [47] , [48] , which either takes the specific conditions from communications into account or considers the complexity in infinity-norm SD.
Subsequently, because the number of saved candidate nodes at decoding layer i = 1 corresponds to the number of collected lattice points i.e., K 
From Theorem 2, with σ = min i |r i,i |/(2 √ π), the complexity of the equivalent SD is upper bounded. This is rather important for the study of SD as the trade-off between decoding performance and complexity becomes analytical. To this end, one can simply fix σ and enjoy the decoding tradeoff between performance and complexity through the single tunable parameter K, which naturally leads to the following Theorem. 
Subsequently, consider decoding the CVP problem with D = d(Λ, y), the required initial pruning size K as well as the complexity |S| can be derived in the following. From Theorems 3 & 4, a tractable decoding trade-off of equivalent SD (i.e., Fincke-Pohst SD) is obtained. Thanks to the usages of K and σ from lattice Gaussian distribution, an insightful way is provided to reexamine SD, where the classic Fincke-Pohst SD or equivalent SD is only a reduced version of the SD based on lattice Gaussian distribution without considering the impact of the query point y. More specifically, note that the requirement of equivalent SD shown in (22) is similar to that of SD based on lattice Gaussian distribution given in (15) but with ρ σ,y (Λ) = 1.
IV. REGULARIZED SPHERE DECODING BASED ON KLEIN'S SAMPLING PROBABILITY
Compared to the sphere radius D equivalent , D LGD is a better choice because the impact of the query point y is considered as a regularization term. However, since the regularization term ρ σ,y (Λ) is difficult to compute or factorize, directly designing the related decoding algorithm for SD based on lattice Gaussian distribution is quite challenging. For this reason, the regularized SD based on approximated lattice Gaussian distribution is proposed as an alternative to achieve the decoding gain through suboptimal regularization terms.
A. Algorithm Description
In order to approximate lattice Gaussian distribution D Λ,σ,y (x), Klein's sampling probability P Klein (x) shown in (13) is utilized. Since P Klein (x) is the product of 1-dimensional conditional lattice Gaussian distributions, it is easy to compute and factorize, which enables the sub-sampling probabilities p( x i ) for candidate nodes at each decoding layer. Therefore, compared to (22) of equivalent SD and (15) of SD based on lattice Gaussian distribution, the proposed regularized SD based on Klein's sampling probability aims to obtain lattice points satisfying
(45) Specifically, similar to the decoding mechanism of the equivalent SD, given the initial pruning size K > 1, the pruning size of each candidate node
where probability p(·) over x j i comes from the 1-dimensional conditional Gaussian distribution in (12) . Based on it, candidate node x j i is retained if it satisfies the pruning threshold
and the pruning decoding proceeds layer by layer in a backwards order until i = 1. Accordingly, from (46) and (47), the pruning threshold can also be expressed by
Finally, among all the collected decoding candidates, the one with the smallest Euclidean distance is outputted as the decoding solution.
B. Decoding Performance Analysis
Theorem 5. Given the initial pruning size K > 1, lattice points with Klein's sampling probability
will be obtained by the proposed regularized SD based on Klein's sampling probability, which corresponds to the sphere radius as
Proof. Considering the fact that P Klein (x) = n i=1 p(x n−i+1 ), in order to achieve (49) , one has to enumerate all the possible nodes satisfying
for 1 ≤ i ≤ n, which exactly corresponds to the pruning threshold given in (48) . Then, by simple derivation, the sphere radius shown in (50) can be easily got.
Clearly, instead of ρ σ,y (Λ), in the proposed regularized SD the regularization term n i=1 ρ σn−i+1, xn−i+1 (Z) that depends on the specific value of x i at each decoding layer is introduced. Then, based on it, we define the decoding performance gain of the regularized SD over the equivalent SD as
and then we can arrive at the following Theorem.
Theorem 6. Let σ = min i |r i,i |/(2 √ π), the proposed regularized SD achieves a better decoding performance than the equivalent SD with the decoding gain G bounded by
Proof. Let us consider the lower bound for the fist. Based on (25) and (50), it follows that
where (d) and (e) come from (36) and (38) respectively.
On the other hand, as for the upper bound, we have
where (f) follows the relationship [50] 
(g) obeys (38) 
C. Decoding Complexity Analysis
According to the pruning threshold given in (48) , the searching space of x i given x i can be derived as
(57) As can be seen clearly, the regularization terms ρ σi, xi (Z)'s play an important role in the searching space of x i . This can be understood in a straightforward way. With respect to 0 ≤ d(Z, x i ) ≤ 1 2 , if it is close to 0, then the searching space of x i is encouraged to be reduced and vice versa. Note that different from SD based on lattice Gaussian distribution who takes ρ σ,y (Λ) into account at the very beginning, each component of n i=1 ρ σn−i+1, xn−i+1 (Z) is added one by one along the tree traversal level by level. 
Proof. We start the proof by considering the cases of 1 ≤ K( x j i ) < 2 and K( x j i ) ≥ 2 respectively. On one hand, when 1 ≤ K( x j i ) < 2, based on the pruning threshold in (48) , candidate node will be saved if
Clearly, because p(·) is a distribution with j p( x j i ) = 1, there is at most one integer candidate satisfying above requirement, which implying
no matter what σ > 0 is. On the other hand, when K( x j i ) ≥ 2, according to the pruning threshold in (48) , the condition shown in (58) holds if and only if the ⌊K( x j i ) + 1⌋th closest integer candidate to x i will definitely be pruned, that is
Then, from (29), (61) can be achieved if
Moreover, according to the relationship shown in (56), (62) holds if
is fulfilled. Because of 0 ≤ d(Z, x i ) ≤ 1/2, (63) can be further derived as
Finally, it is straightforward to verify that (64) is satisfied when σ = min i |r i,i |/(2 √ π) (i.e., ρ σi (Z) ≈ 1), completing the proof. 
and the number of collected decoding candidates at the end is upper bounded by |L| < K.
Proof. First of all, according to Lemma 4, the number of saved candidate nodes at each layer is upper bounded by the summation of pruning sizes at the previous layer, namely,
Meanwhile, according to (46), we have
which means the summation of pruning sizes at each decoding layer is decreasing from layer n to 1, i.e., 
On the other hand, since the number of collected decoding candidates |L| corresponds to K layer 1 save , it is upper bounded by |L| < K,
Based on Theorems 6 & 7, given the same complexity upper bound, the regularized SD has a better decoding performance than the equivalent SD (i.e., Fincke-Pohst SD) for arbitrary query point y, thus leading to a better decoding trade-off.
Theorem 8. The initial pruning size K of solving the CVP by the proposed regularized SD is upper bounded by
which corresponds to the complexity upper bounded by
Proof. Given the Euclidean distance d(Λ, y) between the lattice Λ and the query point y, then CVP will be solved by setting D regularized = d(Λ, y), which corresponds to
Moreover, by letting σ = min i |r i,i |/(2 √ π), it follows that
On the other hand, according to (65) given in Theorem 7, the complexity is upper bounded by
Here, we point out that the upper bound shown above is rather loose due to the inequality (36) applied in (75). Additionally, it should be noticed that the ML decoding criterion in (14) motivated by lattice Gaussian distribution could reduce to the one in (5). This happens when σ is sufficiently large, the impact of the parameter σ actually turns out to be removed in a uniform distribution. For this reason, it is not encouraged to increase σ intensively for solving the CVP so that the benefit from σ by enlarging the difference of Euclidean distance R x − y can be well explored. 
V. FURTHER ENHANCEMENT OF THE REGULARIZED SD
Because the summation of the pruning sizes is decreasing layer by layer, both the equivalent SD and the regularized SD have a same problem: they only work well when the initial pruning size K is large enough. Given a small size K, the pruning decoding still works but it may terminate at early decoding layers as all the possible candidate nodes are discarded due to limited pruning size K( x j i ). This is similar to Fincke-Pohst SD, where no decoding solution will output by a small sphere radius D. In this case, although considerable complexity cost has been consumed in the early decoding layers, no lattice points will be reversed, rendering the decoding meaningless. This actually raises a natural question: how to fully exploit the decoding potential with a small K? Therefore, in what follows, we try to answer this question via another decoding criterion designed for candidate saving, and we refer to it as candidate protection. Note that the proposed candidate protection is also applicable to equivalent SD but here we only discuss it through the regularized SD.
A. Candidate Protection
In essence, as for candidate nodes with small pruning size K( x j i ), the usage of candidate protection tries to rescue the most valuable decoding candidate along that branch, and the decoding solution consists of the closest candidate nodes x 1 i ′ s in the rest of layers normally has the largest sampling probability in statistics. Therefore, candidate protection effectively extends the pruning threshold in (47) by returning some valuable decoding candidates rather than removing them directly. Specifically, with respect to candidate node x j i with small pruning size
candidate protection is activated to obtain the closest candidate nodes
1 in the rest of decoding layers, which directly yields a candidate lattice point x:
We point out that the pruning threshold is smoothly compatible with candidate protection as the latter tries to activate a few candidate nodes discarded by the former. Intuitively, the proposed criterion of candidate protection extends the initial pruning size K > 1 to K ≥ 1, and it is easy to verify that the decoding performance of Babai's nearest plane algorithm will be achieved for the case of K = 1. Meanwhile, candidate protection works with respect to the candidate nodes from decoding layer n to 2 as the saved nodes at decoding layer i = 1 will be outputted rather than discarded. Moreover, candidate protection can be simply carried out through Babai's nearest plane algorithm since x 1 1 , ..., x 1 n is just the decoding result of it. Counterintuitively, even for a large enough K, decoding candidates coming from candidate protection also have the contribution in outputting the optimal decoding solution. This is due to the application of Klein's sampling probability, where distortion does exist compared to the exact lattice Gaussian distribution.
To summarize, at each decoding layer, the proposed regularized SD based on Klein's sampling probability algorithm operates in the following two steps:
• Calculate the pruning size K( x j i ) by (46) . • Obtain candidate nodes x j i by (47) . If 2 > K( x j i ) ≥ 1, invoke Babai's nearest plane algorithm to directly return a decoding candidate x. For a better understanding, an illustration of the proposed regularized SD algorithm is presented in Fig. 2 with more details.
B. Decoding Complexity Analysis
On the other hand, interestingly, even with the application of candidate protection, we show that the complexity |S| as well as number of collected decoding candidates |L| in the proposed regularized SD still maintains the same upper bound as before.
Theorem 9.
Given the initial pruning size K ≥ 1, the number of decoding candidates outputted by the proposed regularized SD algorithm (considering both pruning threshold and candidate protection) is upper bounded by
with bounded total number of visited nodes Proof. The collected decoding lattice points come from pruning threshold and candidate protection respectively. As shown in (41) , the summation of pruning size at each layer is decreasing, which can be further expressed as
) ≥ 2. Based on the configuration of candidate protection, only one decoding candidate will be saved for each K(x terminate i ), 2 ≤ i ≤ n, which means the number of collected decoding candidates generated by candidate protection from decoding layer n to 2 is bounded by
Besides, the number of decoding candidates collected by the pruning threshold corresponds to K layer 1 save , which is upper bounded by according to (58) in Lemma 4. Therefore, based on (83) and (84), it follows that
Consequently, as all the visited nodes are taken into account to generate |L| decoding candidates, the number of visited candidate nodes can be easily derived as
Here, for a better understanding, a comparison about the average number of decoding candidates |L| obtained by the proposed regularized SD algorithm with σ = min i |r i,i |/(2 √ π) for various uncoded MIMO systems using 64-QAM is given in Fig. 3 . Clearly, |L| is always much smaller than the initial pruning size K in all cases. Specifically, with the increment of K, |L| improves gradually as more qualified lattice points are obtained by the relaxed pruning threshold. On the other hand, with the improvement of system dimension, the treestructure becomes deeper while the decoding potential of the regularized SD algorithm will be further exploited, which leads to a larger |L| in average. To summarize, decoding radii and numbers of visited nodes of various decoding schemes are given in Table 1 . As it can be seen, regularized SD not only achieves a better decoding trade-off than equivalent SD, but also outperforms sampling decoding schemes in both decoding performance and complexity. Here we emphasize again that the above decoding radii of equivalent SD and regularized SD algorithms are only based on the decoding candidates collected by criterion 1, which means the real decoding performance from both criterions 1 and 2 could be better.
The proposed regularized SD is closely related with randomized sampling given in [51] . In fact, it can be viewed as a deterministic version of the randomized sampling decoding, which performs the sampling from Klein's sampling probability individually. Note that K in sampling algorithms denotes the number of individual sampling operations followed by K decoding candidates while K in the proposed statistical lattice pruning decoding algorithm only serves as a nominal pruning size with the number of decoding candidates |L| < K, which implies the great potential of complexity reduction. Different from sampling decoding algorithms, there is no repetition in the final |L| decoding candidates of the regularized SD. Meanwhile, thanks to the tree-search structure, computational complexity for each candidate node is performed only once, thus saving a lot of complexity. Moveover, due to the deterministic way of collecting lattice points, the performance loss suffered from randomness during the sampling can be avoided. Therefore, compared to sampling decoding algorithms, a better decoding trade-off is achieved by the regularized SD with both performance improvement and complexity reduction. On the other hand, the computational complexity of every single sampling in randomized sampling decoding is O(n 2 ) (corresponds to n visited nodes) and the total computational complexity by returning K samples is O(K · n 2 ) (corresponds to nK visited nodes). This actually can be viewed as an upper bound of the computational complexity of the regularized SD with less than nK visited nodes. 
C. Further Complexity Reduction in Implementation
We now investigate the size of index j in the regularized SD. In fact, from (12), the sampling probability of jth candidate node at decoding layer i can be written as
Therefore, the summation probability of the first 2N candidate nodes with respect to x i can be expressed as
Then, with σ = min i |r i,i |/(2 √ π), the probability except those 2N candidate nodes can be derived as
which implies the tail bound (89) decays exponentially fast due to e 2π ≫ 1.
, the number of children candidate nodes is severely limited due to the negligible probabilities p(x j i ), j > 3. Therefore, in practice, j = 3 is recommended since probability computation of p(x j i ), j > 3 is meaningless unless the initial pruning size K is sufficiently large.
VI. SIMULATION
In this section, the performance and complexity of the proposed sphere decoding-based algorithms are evaluated in the large-scale MIMO detection. Specifically, the ith entry of the transmitted signal x, denoted as x i , is a modulation symbol taken independently from an M -QAM constellation X with Gray mapping. Meanwhile, we assume a flat fading environment, where the square channel matrix H contains uncorrelated complex Gaussian fading gains with unit variance and remains constant over each frame duration. Let E b represents the average power per bit at the receiver, then the signal-to-noise ratio (SNR) E b /N 0 = n/(log 2 (M )σ 
Fig . 4 shows the bit error rate (BER) of the proposed equivalent sphere decoding (ESD) and regularized sphere decoding (RSD) algorithms compared with other decoding schemes in a 12 × 12 uncoded MIMO system with 64-QAM. Here, latticereduction-aided SIC decoding serves as a performance baseline and the ML decoding is implemented by the Schnorr-Euchner strategy from [9] . Clearly, compared to the fixed candidates algorithm (FCA) in [52] and iterative list decoding in [53] with 30 samples, sampling decoding algorithms such as Klein's sampling decoding [23] , randomized sampling decoding [24] and IMHK sampling decoding [30] offer not only the improved BER performance but also the promise of smaller sample size K. Besides the help of LLL, all the sampling decoding schemes here including the proposed ESD and RSD are also enhanced by the MMSE augmentation strategy, where more details can be found in [24] . As expected, RSD achieves a better BER performance than those sampling decoding schemes with the same K. With the increment of K, the BER performance improves gradually. Meanwhile, there is a substantial performance gap between RSD and ESD. Observe that with K = 100, the performance of the RSD algorithm suffers negligible loss compared with ML. Therefore, with a moderate K, near-ML performance can be achieved.
In order to show the performance comparison with different initial pruning size K, Fig. 5 is given to illustrate the BER performance of ESD and RSD in a 16 × 16 uncoded system with 64-QAM. According to (49) in Theorem 5, a larger K leads to a larger sphere radius D regularized , which corresponds to a better decoding performance. More specifically, as shown in (49), a larger K naturally corresponds to a looser pruning threshold, which allows more lattice points to be obtained. Therefore, as can be seen clearly, with the increment of K, the BER performance improves gradually to the ML decoding performance. It is interesting that in Fig. 4 near-ML decoding performance can be achieved with K = 100 while in Fig.  5 near-ML decoding performance requires K = 500. This is because the larger system dimension has a deeper treestructure to decode, which requires more initial pruning size K to explore. Note that the number of candidate lattice points |L| is upper bounded by K, and the complexity increment with respect to K is mild as expected, thus resulting in a promising trade-off between performance and complexity. Fig. 6 shows the complexity comparison in flops of the pro-posed ESD and RSD algorithm with other decoding schemes in different system dimensions, where the flops evaluation scenario that we use comes from [54] . Clearly, in the uncoded MIMO system with 64-QAM, the proposed ESD and RSD need much lower flops than other decoding schemes under the same size K. This benefit comes from the adaptation of the tree-structure from conventional pruning algorithm, which reduces the computation in sampling procedures by removing all the unnecessary repetitions and calculations. Specifically, the flops cost of RSD with K = 50 is less than that of randomized sampling decoding with K = 15. More importantly, with the increase of K, the decoding performance improves gradually but the complexity increment is rather mild, which is in line with Corollary 4. Consequently, better BER performance and less complexity requirement make the RSD algorithm very promising for solving the CVP. Following the same scenario in Fig. 6 , as a complement to illustrate the computational cost, Fig. 7 is given to show the complexity comparison in average elapsed running times. In particular, the uncoded MIMO system takes 64-QAM at SNR per bit = 17dB, and the simulation is conducted by MATLAB R2016a on a single computer, with an Intel Core i7 processor at 2.7GHz, a RAM of 8GB and Windows 10 Enterprise Service Pack operating system. As can be seen clearly, the average elapsed running time of SIC-LLL decoding scheme increases slightly with the increase of system dimension. On the contrary, the optimal ML decoding from [9] schemes takes an exponentially increasing average elapsed running time, which is unaffordable in most of cases. As expected, under the same K, the proposed RSD has a lower average elapsed running time than randomized sampling decoding, making it easy to be implemented especially in high-dimensional MIMO systems.
VII. CONCLUSIONS
In this paper, lattice Gaussian distribution was introduced into sphere decoding for solving the CVP in lattice decoding. Different from the conventional SD, the sphere radius of the proposed SD based on lattice Gaussian distribution is characterized by the initial pruning size K, the standard deviation σ and the Gaussian scalar ρ σ,y (Λ), which provides more freedom to examine the mechanism of SD. Based on it, we showed that the proposed equivalent SD is exactly the same with the classic Fincke-Pohst SD but with a tractable decoding trade-off between performance and complexity. Moreover, to further exploit the decoding potential, the regularized SD was proposed to fully take advantages of these regularization terms. By approximating the lattice Gaussian distribution with Klein's sampling probability, a larger size of sphere radius can be achieved under the same complexity constraint, leading to a better decoding trade-off than equivalent SD. In addition, another decoding criterion referred to as candidate guard was given as well, which generalizes the proposed SD algorithms from ML decoding to BDD. By doing this, the proposed SD algorithms suit well for the various decoding requirements, where the decoding trade-off is adjusted through the single parameter K freely.
