Calvin and Nakayama previously introduced permuting as a way of improving existing standardized time series methods. The basic idea is to split a simulated sample path into nonoverlapping segments, permute the segments to construct a new sample path, and apply a standardized time series scaling function to the new path. Averaging over all permuted paths yields the permuted estimator. This paper discusses applying permutations to the weighted area estimator of Goldsman and Schruben. Empirical results seem to indicate that compared to not permuting, permuting can reduce the length and variability of the resulting confidence interval half widths but with additional computational overhead and some degradation in coverage; however, the decrease in coverage is not as bad as with batching.
INTRODUCTION
The goal of many steady-state simulations is to construct a confidence interval for the steady-state mean of the simulated process. An approach for doing this is to apply one of Schruben's (1983) standardized time series (STS) methods. Under the assumption that the simulated process satisfies a functional central limit theorem (e.g., Billingsley 1999), the class of methods approximates a centered and scaled version of the simulated stochastic process by a Brownian motion and applies a "scaling function" to it. This yields an estimate of the process's "scale," allowing one to build confidence intervals. Schruben (1983) introduced several scaling functions, including the standardized maximum and the area functions; other scaling functions include the weighted area function of Goldsman and Schruben (1990) and the Cramér-von Mises functions of Goldsman, Kang, and Seila (1999) .
One often desires output-analysis methods that yield confidence intervals having good coverage and widths with small expectation or variance, and an approach for trying to improve STS methods is to apply batching. Also introduced by Schruben (1983) , the idea is rather than approximate the entire simulated sample path by a single Brownian motion, break up the sample path into non-overlapping batches, and approximate each batch by a Brownian motion. The scaling function is then applied to each batch and the resulting values are combined to form the batched estimator. Calvin and Nakayama (2001) proposed an alternative way of improving STS methods based on permuting. The basic idea is to split the original sample path into nonoverlapping segments, permute the segments to construct a new sample path, and apply an STS scaling function to the entire new path. Averaging over all permuted paths yields the permuted estimator. One apparent advantage of permuting over batching appears to be that with permuting, the scaling function is applied to each entire permuted path, whereas with batching, the scaling function is applied to each batch separately. Thus, batching seems to require the Brownian approximation to start approximately holding for shorter run lengths, compared to permuting, and Calvin and Nakayama (2001) showed empirically that the small-sample performance for batching is not as good as for permuting.
In this paper we describe applying permuting to the weighted area estimator, which was introduced by Goldsman and and is a generalization of Schruben's (1983) area estimator. The weighted area scaling function computes the absolute value of the integral over the unit interval of the product of the centered and normalized process and a weighting function. Goldsman, Meketon, and Schruben (1990) showed that for appropriate choices of the weighting function, the weighted area estimator has better small-sample behavior than the area estimator. The goal of our paper is to study the effect of permuting on the weighted area method.
The rest of our paper has the following organization. In Section 2 we provide background on STS methods, including batching and permuting. Section 3 describes the permuted weighted area estimator, and we discuss its asymptotic distribution in Section 4. We then in Section 5 specialize to a specific weighting function, and Section 6 presents some empirical results. Some concluding remarks are in Section 7. Proofs of the results in this paper can be found in Calvin and Nakayama (2004) . 
BACKGROUND ON STANDARDIZED TIME SERIES
and note that Y n (1) is the sample mean of the process over the first n time units. Suppose that there is a real number µ and positive number σ such that if we define processes
as n → ∞, where D → denotes convergence in distribution in C[0, 1] with uniform topology and W is a standard Brownian motion. Known as a functional central limit theorem, (1) has been shown to hold under a wide spectrum of assumptions, such as mixing conditions, which specify a form of asymptotic independence of events far apart in time; e.g., see Billingsley (1999) .
We now describe Schruben's (1983) STS methods. Let 0 = {x ∈ C[0, 1] : x(t) = 0} and 00 = {x ∈ 0 : x(1) = 0}. Let + denote the non-negative real numbers, and define the class M of continuous functions b : 00 → + satisfying the following conditions:
where B is a standard Brownian bridge. We call b ∈ M a scaling function, and each such b gives rise to an STS method. For example, taking b as b(x) = | 1 0 x(t) dt| yields Schruben's (1983) area estimator. Glynn and Iglehart (1990) give examples of other scaling functions, including one for the well-known method of batch means.
Define the function : 0 → 00 as (x)(t) = x(t) − tx(1) for 0 ≤ t ≤ 1 and x ∈ 0 . It is straightforward to show that is a continuous mapping and B ≡ (W ) is a standard Brownian bridge; e.g., see Billingsley (1999) for details. Also, when (1) holds and for b ∈ M, the continuous-mapping theorem (e.g., Billingsley 1999) im-
where B and W (1) are independent. Also, the properties of M ensure
as n → ∞.
Now let H denote the distribution function of W (1)/b(B), and (2) then implies that
as n → ∞. Thus, choosing the constant a b,α such that
is an asymptotically valid 100(1 − α)% confidence interval for µ from our simulation run of length n. Rather than apply the scale function to the entire centered and scaled process, batching (Schruben 1983 ) divides a sample path into m ≥ 2 batches, applies the scale function to each batch, and combines the results using an l p norm for some p ≥ 1. Specifically, for i = 1, 2, . . . , m, define
) for functions f and g, and it can be shown that
We now review how to apply the permuting method of Calvin and Nakayama (2001) to construct new STS methods from existing ones. The basic idea is to split the sample path into m non-overlapping equal-length segments. Permute the m segments to generate another sample path, and apply an STS scaling function b to the entire permuted path. Averaging over all permutations gives the permuted estimator.
More precisely, fix m ≥ 2 and let S m denote the set of permutations of {1, 2, . . . , m}.
is the function obtained by gluing together the m segments of x according to the permutation π, i.e., for
and set 
which is the permuted scaling function with m segments using scale function b and the l p norm. Calvin and Nakayama (2003) show that this idea can be applied to the maximum estimator, which they introduce, and to the (unweighted) area estimator of Schruben (1983) . Goldsman and Schruben (1990) introduced the weighted area estimator, which we now describe. For q = [q(t) : 0 ≤ t ≤ 1] a continuous weighting function, the weighted area scaling function is defined as
WEIGHTED AREA ESTIMATORS
Examples of weighting functions q are given in Goldsman, Meketon, and , Goldsman, Kang, and Seila (1999) , and Foley and Goldsman (1999) . When q(x) ≡ 1, then b wa (x) is just Schruben's area estimator. We now present an expression for the permuted weighted area scaling function for m ≥ 2 segments and p = 2. For x ∈ 00 and weighting function q, define 
for x ∈ 00 .
Calvin and Nakayama
We now examine the complexity of computing the permuted weighted area scaling function b wa,m,2 (x). Suppose that x ∈ 00 is a path of length n. We can compute each C i,j (x) in (n/m) operations, so computing all the C i,j (x) for i, j = 1, 2, . . . , m, requires (mn) operations. Given x, calculating the Z r (x), r = 1, 2, . . . , m, requires (m) work. Also, computing each Q i requires (1) work, so computing all the Q i for i = 1, 2, . . . , m, requires (m) work. Once all of the C i,j (x) and Q i are calculated, we then compute b wa,m,2 (x) as in (5). For the second term in (5), observe that
which can be computed with work (m 2 ). To compute the last term in (5), define
which requires a total of (m 2 ) calculations. Therefore,
so calculating the last term in (5) takes (m 2 ) work. It is clear that all of the other terms in (5) require O(m 2 ) work. Hence, the total work to compute b wa,m,2 (x) for a simulation of length n and m segments is (mn + m 2 ). Generating a simulation of length n requires (n) work, but the leading constant here may be large compared to the leading constants in the (mn+m 2 ) work needed to compute the permuted weighted area estimator, but nevertheless, this suggests that m should not be taken to be too large.
ESTIMATING CRITICAL POINTS
The complicated expression for the permuted weighted area estimator in (5) = AA . The matrix A can be calculated using a singular value decomposition; e.g., see Golub and Van Loan 1989) . The generated Z i and C ij are then put into (5) to obtain a sample of b wa,m,2 (B). We generate a sample of W (1) ∼ N(0, 1), independent of the Z i and C ij , and putting these together yield a sample of W (1)/ b wa,m,2 (B). By repeating this process many times, we can obtain the resulting empirical distribution function as an estimate of the true distribution function H .
We now present the desired covariances, starting with cov
Also, we can show that since
when j = l.
A SPECIFIC WEIGHTING FUNCTION
Goldsman and and Foley and Goldsman (1999) consider the weighting function
in which case
Also, using the formulae from Section 4, we get
when j = k, and when j = l, which was computed using Matlab (2002). We estimated quantile points for the permuted weighted area estimator by running simulations as described in the beginning of Section 4. For various values of m, the estimates for the quantiles based on 10 6 independent replications are given in Table 1 , which also has the same level quantiles for the batched weighted area estimator. The second row of the table gives the quantile levels and the rows below give the corresponding quantile points; e.g., P (W (1)/ b wa,3,2 (B) ≤ 2.276) ≈ 0.950. Goldsman and Schruben (1990) show that if the scaling function b corresponds to the batched weighted area estimator with m batches for our specific weighting function q in (6), then W (1)/b(B) has a Student's-t distribution with m degrees of freedom. Thus, we did not need to estimate the quantiles for batching. The row for m = 1 corresponds to the critical points for the unpermuted and unbatched weighted area estimator in both sets of columns.
For m = 2 the quantiles for permuting are significantly larger than the corresponding quantiles for batching, while for other values of m, the quantiles for permuting are always smaller. It appears that the reason for this is that Q 1 = Q 2 = 0 when m = 2 for our choice of weighting function q in (6), so in (5), all of the terms drop out except for the first two. When m > 2, this does not occur, so it seems that the case of m = 2 is an anomaly, which is reflected in the quantiles.
EMPIRICAL RESULTS
We now present results from some simulation experiments. The model simulated is the embedded discrete-time Markov chain (DTMC) of the number of customers in an M/M/1 queue with traffic intensity ρ = 0.8 on a truncated state space {0, 1, . . . , 100}. We ran 10 5 independent replications, with each replication consisting of 2000 simulated transitions. In each replication we constructed a 90% confidence interval for µ, the steady-state average number of customers in the system, using the regular (i.e., no permuting nor batching), permuted and batched weighted area estimators with the weighting function in (6). Table 2 presents the results of the observed coverages (in the column labelled "Cov"), average half width of the confidence intervals ("Avg HW"), and variance of the half widths ("Var HW") for various values of m. The row for m = 1 gives the results for the regular weighted area estimator, and the rows for m ≥ 2 are for the permuted and batched estimators.
As m increases, both batching and permuting lead to smaller and less-variable half widths than the regular estimator but at a cost of worse coverage. The degradation in coverage is worse for batching than for permuting. For each value of m, batching has smaller average half width and variance than permuting, but also worse coverage. If we compare permuting and batching for different values of m so that permuting and batching have about the same coverage (e.g., comparing m = 5 for permuting and m = 3 for batching), then permuting has smaller and less variable confidence intervals.
We also measured the CPU times to run some of our simulations and found that runs with batching with m = 5 and those with the regular estimator required about the same amount of time, but runs with permuting with m = 5 took about 3 times as long. However, one should keep in mind that we simulated a very simple model (embedded DTMC of an M/M/1 queue), so the work required to generate the sample path is minimal. For a more complicated model, generating the sample path might require much more work, so the run times may not be as different for the various methods. Calvin and Nakayama (2003) showed that permuting improves Schruben's (1983) (unweighted) area estimator. This paper considered applying permuting to the weighted area estimator. Goldsman, Meketon, and Schruben (1990) previously showed the (unpermuted) weighted area estimator to have better small-sample behavior than the (unpermuted and unweighted) area estimator. Our results here seem to indicate that permuting can also improve the weighted area estimator. 
CONCLUSIONS

