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Abstract
Every semigroup T on a Banach space X can be used to deﬁne elements uAX of exponential
type relative to T by requiring that u ¼ TðsÞv for some s40 and vAX : Let then X and Y be
Banach spaces in which the exponential type is characterized by the semigroups T and S;
respectively, and let LALðX ; YÞ be Fredholm. It is shown that if L satisﬁes some
compatibility conditions with respect to T and S and if fAY has exponential type, then
every solution uAX of Lu ¼ f has exponential type as well. When L is a differential operator,
it is often compatible in this sense (and in suitable spaces) with semigroups that embody an
asymptotic or boundary behavior. This yields a way to study such a behavior in solutions of
PDEs, which is technically simple, very general and delivers rather sharp results. Furthermore,
this approach is easily generalized to the nonlinear setting.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
If uALpðRNÞ with 1pppN; the intuitive idea that uðxÞ has exponential decay as
jxj-N is usually captured by the condition that jjujjLpðRN \rB1Þ ¼ OðesrÞ for some
s40 as r-N; where B1 is the unit ball of RN : In particular, this happens if u ¼
esjxjv for some vALpðRNÞ and s40; which may be used as an alternate deﬁnition for
the exponential decay of u:
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Unlike the former deﬁnition, the latter one can be generalized when u is a member
of an arbitrary Banach (or even vector) space X : Just choose a semigroup
ðTðsÞÞsARþCLðX Þ and say that u has exponential decay (relative to T) if uAX can
be written in the form u ¼ TðsÞv for some vAX and some s40: In such a general
deﬁnition, the reference to uAX having exponential ‘‘decay’’ may not have any
concrete signiﬁcance and may even be confusing. Indeed, it should be kept in mind
that, in the above example when X ¼ LpðRNÞ and TðsÞv ¼ esjxjv; the exponential
decay is not due to the variable s; but due to the variable xARN ; which does not even
exist in general, unless X is a space of functions depending upon x: Accordingly, in
the abstract framework, it is more appropriate to say that uAX has exponential type,
rather than exponential decay.
The exponential type concept has no value when T deﬁnes a group (in particular,
when dim XoN and T is an exponential operator), since u ¼ TðsÞðTðsÞuÞ for
every uAX and s40 in this case. On the other hand, in concrete examples in function
spaces, the rates of decay associated with elements of exponential type may be other
than exponential (for instance, power like; see below).
The question arises whether exponential type is preserved in linear equations
Lu ¼ f ; where LALðX ; YÞ and X and Y are Banach spaces. Since two spaces are
involved, two semigroups ðTðsÞÞsARþCLðXÞ and ðSðsÞÞsARþCLðY Þ are needed to
characterize exponential type. There are two different aspects to the question,
depending upon which among u and f is assumed to have exponential type in the ﬁrst
place. We begin with the ‘‘easy’’ part.
To ask whether f has exponential type whenever u does is tantamount to asking
whether the semigroups T and S and the operator L are related in some coherent
way. Indeed, u ¼ TðsÞv implies f ¼ SðsÞg if and only if
rge LTðsÞCrge SðsÞ; 8sX0: ð1Þ
Note that (1) holds if LTðsÞ ¼ SðsÞL; but such an ‘‘equivariance’’ property is too
narrow in most applications.
This paper is devoted to the more delicate question whether u has exponential type
when f has exponential type. Aside from the compatibility condition1 (1) between
the semigroups T and S and the operator L and from other technical hypotheses to
be spelled out later, the key assumption here will be that the operator L is Fredholm
(of any index). The main result (Theorem 2.1) is that the exponential type of f is
partly inherited by every solution u of Lu ¼ f : More precisely, there is s040
independent of u and f such that whenever f ¼ SðsÞg with gAY and some s40; then
every uAX solving Lu ¼ f has the form u ¼ Tðminðs; s0ÞÞv for some vAX : The proof
relies only on well known features of Fredholm operators and C0 semigroups and
may therefore be called elementary.
The remark that Fredholmness and decay are closely related can already be found
in the author’s work [17] in a special case. The present elaboration puts this remark
in its correct general framework. However, some of the arguments used in [17] are
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speciﬁc to the problem at hand and do not extend to the abstract setting of this
paper. The proof given here is completely different in key places and considerably
more general, yet also simpler. A broad but elementary generalization to nonlinear
equations is discussed in Section 4.
In practice, the theory yields a simple and general procedure to approach the
problem of ﬁnding the asymptotic and boundary behavior of solutions of PDEs.
This procedure differs markedly from the classical ones, as it involves no kernel
estimate or property of the resolvent, yet it can be applied equally with linear and
nonlinear problems. A brief summary is given below, with details provided in Section
3 (see also Section 4 for the nonlinear case).
The basic principle is that the very nature of a differential operator makes it
compatible in the sense of (1) with some semigroups that embody some asymptotic
or boundary behavior, regardless of more reﬁned properties (such as ellipticity).
Then, by the main theorem of this paper, this behavior is preserved in solutions if
only the differential operator is Fredholm in the given functional setting.
When L is a differential operator of order m on some unbounded open subset
OCRN ; various types of compatible semigroups T and S evaluate the asymptotic
behavior of solutions and right-hand sides: If r40 is any smooth function that
coincides with jxj outside a ball, the semigroup TðsÞu ¼ esrðxÞu accounts for
exponential decay in the Sobolev space W m;pðOÞ; or any T-invariant subspace. For
power-like decay, just let r40 be a smooth function coinciding with Logjxj outside a
ball. Other choices of r capture other behaviors. For instance, if x ¼ ðx1;y; xNÞ and
r is a function of x1 alone, then TðsÞu ¼ esrðx1Þu handles decay in the x1 direction
(which is useful when the right-hand side f has decay properties only in that
direction). In all these cases, a compatible choice of S is obtained by deﬁning SðsÞ by
the exact same formula as used for TðsÞ; but acting on LpðOÞ:
Although not immediately apparent, when T above acts on W m;pðOÞ (or a closed
subspace thereof) with mX1 and S acts on LpðOÞ via the same formula,
compatibility (1) of the semigroups T and S with the operator L places strict
limitations on the growth of the derivatives of r: For instance, the choice rðxÞ ¼ jxja
with a41 is not possible (see Remark 3.1). These limitations are fully consistent with
the known asymptotic behavior of solutions of PDEs.
If O ¼ RN ; the problem of the exponential decay of the eigenfunctions is a special
case which has been investigated for decades when L is a Schro¨dinger operator; see
for instance the recent survey by Hislop [11]. More recently, the same issue was
discussed in general elliptic operators or systems by Angenent [3], for isolated
eigenvalues l of ﬁnite multiplicity (so that L  lI is Fredholm of index 0; the
converse is not true). For problems of this type, the theory of this paper gives
stronger and much more general answers (Section 3.1), also valid when fa0 has
appropriate decay and when the domain is not all of RN :
The value of the abstract approach is not limited to the asymptotic behavior of
solutions at inﬁnity: If now L is a differential operator on an open subset OCRN with
(say) Dirichlet boundary conditions, it can be used to obtain information about the
behavior of the solutions u of Lu ¼ f near @O; with relatively little smoothness of @O
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(e.g., Lipschitz continuous if O is bounded and L is of second order). This involves the
semigroups dsu where d is the (regularized, if necessary) distance to the boundary.
Here, some care must be exercised that whether dsu deﬁnes a semigroup on a given
Sobolev space depends upon the order of the space and upon @O: In particular,
spaces of negative order must be used for right-hand sides in the more interesting
case of boundaries with little smoothness. On the other hand, in problems involving
second-order operators, d may also be replaced by the distance to any nonempty
closed subset of @O (for instance vertices, edges, etc.).
The corresponding results (Section 3.2) may be viewed as broad, yet simple and
nontechnical, generalizations of those describing the boundary behavior of solutions
in planar polygonal domains [10]. Naturally, for such planar domains, we do not
obtain the amount of detail available from specialized investigations and have to be
content with the part that can be generalized to arbitrary dimension and when @O is
not a polygon.
A somewhat different class of problems involves abstract evolution operators
L ¼ d
dt
 AðtÞ; where ðAðtÞÞtAR is a family of closed unbounded operators on a
Banach space X ; for instance AðtÞ a differential operator or a system of differential
operators on a bounded open subset of RN with boundary conditions (possibly with
a Hamiltonian-like structure). That these evolution operators are Fredholm under
appropriate assumptions and between the right vector-valued Sobolev spaces was
ﬁrst proved by Robbin and Salamon [23] when X is a Hilbert space and AðtÞ is self-
adjoint, and next by the author [19] in greater generality (X a Banach space with
UMD and, of course, no self-adjointness assumption). For such problems, the
abstract theory of this paper applies in a straightforward way to provide the
exponential (or other) time decay of the solutions (Section 3.3).
2. The exponential type theorem
From now on, we assume that X and Y are real or complex reflexive Banach
spaces2 and that ðTðsÞÞsARþCLðX Þ and ðSðsÞÞsARþCLðY Þ are two C0 semigroups
satisfying the condition
TðsÞ and SðsÞ are one to one for all sX0: ð2Þ
Also, LALðX ; Y Þ denotes a Fredholm operator such that (compare with (1)), for
some s40;
rge LTðsÞCrge SðsÞ; 8sA½0; s
: ð3Þ
By (2), the operator SðsÞ1 : rge SðsÞ-Y is well deﬁned and linear for sX0 and
hence, by (3), the operator SðsÞ1LTðsÞ : X-Y is well deﬁned and linear. Note that
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Sð0Þ1LTð0Þ ¼ L: Also, it follows at once from the closed graph theorem that
SðsÞ1LTðsÞALðX ; YÞ; 8sA½0; s
: ð4Þ
Consistent with these remarks, our last assumption will be that
lim
s-0þ
jjSðsÞ1LTðsÞ  LjjLðX ;Y Þ ¼ 0: ð5Þ
Since T is only strongly continuous, it cannot be expected that LTðsÞ tends
uniformly to L as s tends to 0 in any generality, but SðsÞ1LTðsÞ has very different
properties and (5) is not unduly restrictive in the applications. This is well exempliﬁed
by (but not limited to) the equivariant case LTðsÞ ¼ SðsÞL; when (5) holds trivially.
Condition (2) can be replaced by the seemingly more general assumption that TðsÞ and
SðsÞ are one to one for all sA½0; s
: However, it is readily checked that both
requirements are equivalent (if TðsÞ is not one to one, neither is Tðs
2
Þ).
Remark 2.1. The assumption that LALðX ; YÞ is Fredholm implies that either X or
Y is isomorphic to a closed subspace with ﬁnite codimension of the other space. As a
result, both X and Y are reﬂexive if and only if either X or Y is reﬂexive.
Theorem 2.1. Under the above assumptions, there is s0Að0; s
 such that the following
property holds: If fAY and f ¼ SðsÞg for some gAY and some s40 and if uAX
satisfies Lu ¼ f ; then there is vAX such that u ¼ Tðminðs; s0ÞÞv:
The Proof of Theorem 2.1 will be given in three steps. The case when L is either
onto or one to one is resolved in Lemmas 2.1 and 2.2, respectively. The general case
follows by a perturbation argument.
Lemma 2.1. Theorem 2.1 holds if, in addition, the operator L is onto Y :
Proof. Let n denote the index of L: Since L is onto Y ; it follows that n ¼
dim ker LX0: Since both the set of surjective maps and the set of Fredholm
operators of index n are open subsets of LðX ; Y Þ; it follows from (5) that Ls :¼
SðsÞ1LTðsÞ is onto Y and that dim ker Ls ¼ n for sA½0; s0
 and some 0os0ps:
Now, let s40 be such that f ¼ SðsÞg for some gAY : Given 0ps0ps; write f ¼
Sðs0ÞSðs  s0Þg ¼ Sðs0Þg0 with g0 :¼ Sðs  s0Þg0AY : This shows that it is not restrictive
to assume that sps0 in the ﬁrst place. With this additional assumption, we now show
that u ¼ SðsÞv for some vAX :
As noted above, the operator Ls is onto Y and dim ker Ls ¼ n; so that the set
Ms ¼ L1s ðgÞ is a n-dimensional afﬁne submanifold of X : Evidently, if vAMs; then
LTðsÞv ¼ SðsÞg ¼ f : In other words, TðsÞMsCM; where M ¼ L1ð f ÞCX is also a
n-dimensional afﬁne submanifold of X since L is onto Y and dim ker L ¼ n: By (2),
TðsÞ is one to one, so that TðsÞMs is a n-dimensional afﬁne submanifold of X : In
summary, TðsÞMsCM and dim TðsÞMs ¼ dim M; which implies that TðsÞMs ¼ M:
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Thus, given any uAX such that Lu ¼ f ; there is vAMsCX such that u ¼ TðsÞv: This
completes the proof. &
Lemma 2.2. Theorem 2.1 holds if, in addition, the operator L is one to one.
Proof. It follows once again from (5) and the local constancy of the index that
Ls ¼ SðsÞ1LTðsÞ is Fredholm of index n for sA½0; s0
 and some 0os0ps: Note that
np0 by the injectivity of L: Let then GCY be a jnj-dimensional complement of rge
L: We claim that after shrinking s040 if necessary,
Y ¼ ðrge LsÞ"G; 8sA½0; s0
 ð6Þ
and
SðsÞG-rge L ¼ f0g; 8sA½0; s0
: ð7Þ
To see this, let Z :¼ rge L and let PALðY Þ denote the projection onto Z
corresponding to the splitting Y ¼ Z"G: Then, PL ¼ LAGLðX ; ZÞ; so that
PLsAGLðX ; ZÞ for sA½0; s0
 and s040 small enough by (5). This shows that PLs is
one to one. Thus, Ls is one to one and Fredholm of index n; so that codim rge
Ls ¼ jnj: Since dim G ¼ jnj; it follows that (6) holds if and only if ðrge LsÞ-G ¼ f0g:
But if hAG and Lsw ¼ h for some wAX ; then PLsw ¼ Ph ¼ 0; whence w ¼ 0 by the
injectivity of PLs: Therefore, h ¼ 0:
For the proof of (7), let Q :¼ I  PALðY Þ be the projection onto G: By
contradiction, assume that there are sequences sn-0
þ and ðhnÞCG with jjhnjj ¼ 1
such that QSðsnÞhn ¼ 0: Since dim GoN; we may assume that hn-hAG with jjhjj ¼ 1:
Then, SðsnÞhn-h in Y : To see this, write SðsnÞhn  h ¼ SðsnÞðhn  hÞ þ ðSðsnÞh  hÞ:
Since S is a C0 semigroup, jjSðsnÞjjLðY Þ is bounded (by uniform boundedness) and
SðsnÞh-h in Y : This shows that SðsnÞhn-h in Y ; so that Qh ¼ 0; which contradicts
hAG and jjhjj ¼ 1:
Let now fAY be such that f ¼ SðsÞg for some gAY and some s40: By the same
argument as in the proof of Lemma 2.1, it is not restrictive to assume sA½0; s0
: From
(6), there are vAX and hAG such that Lsv ¼ g þ h; so that LTðsÞv ¼ SðsÞg þ SðsÞh ¼
f þ SðsÞh: Since Lu ¼ f ; this yields LðTðsÞv  uÞ ¼ SðsÞh; whence SðsÞh ¼ 0 by (7)
and u ¼ TðsÞv since L is one to one. &
Lemma 2.3. Let EALðX ; Y Þ have finite rank. Then, the mappings
SðÞE : ½0;NÞ-LðX ; Y Þ and ETðÞ : ½0;NÞ-LðX ; Y Þ are continuous.
Proof. Let tARþ be given and let W denote a ﬁnite-dimensional complement of
kerE; so that X ¼ ker E"W (topological direct sum). This shows that the continuity
of SðÞE : ½0;NÞ-LðX ; Y Þ is equivalent to that of SðÞE : ½0;NÞ-LðW ; Y Þ: Given
a basis B :¼ fw1;y; wkg of W ; equip W with the norm jjwjj :¼
Pk
j¼1 jaj j; where
a1;y; ak are the coordinates of w in B: Then, given E40; we have jjSðsÞEw 
SðtÞEwjjpmax1pjpk jjSðsÞEwj  SðtÞEwjjj jjwjjpEjjwjj if js  tj is small enough since
S is a C0 semigroup. This shows that SðÞE is continuous.
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Since jjETðsÞ  ETðtÞjjLðX ;Y Þ ¼ jjTðsÞE  TðtÞEjjLðY;X Þ; the continuity of
ETðÞ follows from the ﬁrst step above since E has ﬁnite rank and T is a C0
semigroup on X  (because X is reﬂexive; see [15, Corollary 10.6, p. 41]). &
Remark 2.2. In Lemma 2.3, the continuity of ETðÞ : ½0;NÞ-LðX ; Y Þ for all E
with ﬁnite rank amounts to the continuity of cTðÞ : ½0;NÞ-X  for every cAX ;
which need not be true if X is not reﬂexive. For instance, if X ¼ L1ðRÞ and TðsÞu ¼
uðs þ Þ (a C0 semigroup on L1ðRÞ), let c denote the linear form cðuÞ ¼
R 1
0 u;
represented by w½0;1
ALNðRÞ: Then, cTðsÞ is represented by w½s;1þs
ALNðRÞ and
jjw½s;1þs
  w½0;1
jjLNðRÞ ¼ 1 if 0osp1; so that cTðÞ is not continuous at 0.
Remark 2.3. In Lemma 2.3, the assumption that T is a C0 semigroup is only used
insofar as it implies that T is a C0 semigroup. Thus, if X is not reﬂexive, Lemma 2.3
still holds if T is a C0 semigroup on X  (which is not the case in the example of
Remark 2.2). This yields a generalization of Theorem 2.1 to the nonreﬂexive case,
whose value regarding applications remains to be determined.
Proof of Theorem 2.1. Since L is Fredholm, there is a ﬁnite rank operator
EALðX ; YÞ such that L þ E is either onto Y (if index LX0) or one to one with
closed range3 (if index Lp0). Such an operator E can be obtained as follows: Just let
E have maximum possible rank from ker L to some chosen complement of rge L and
extend E to all of X by setting E ¼ 0 on some closed complement of ker L:
Since both the subsets of surjective maps and of injective maps with closed range
are open inLðX ; Y Þ; it follows from Lemma 2.3 that L þ SðsÞE is either onto Y or
one to one with closed range for s40 small enough. Thus, we may assume that this is
true for s ¼ s with s as in (3) after shrinking s40 if necessary.
Note that L þ SðsÞE satisﬁes (3) and (5). Indeed, rgeðL þ SðsÞEÞTðsÞCrge LTðsÞ
þrge SðsÞETðsÞ and rge LTðsÞCrge SðsÞ by (3) while rge SðsÞETðsÞCrge SðsÞC
rge SðsÞ if sA½0; s
: Thus, rgeðL þ SðsÞEÞTðsÞCrge SðsÞ if sA½0; s
; which is (3) for
L þ SðsÞE:
If sA½0; s
; then SðsÞ1SðsÞETðsÞ ¼ Sðs sÞETðsÞALðX ; YÞ; so that lims-0þ
SðsÞ1SðsÞETðsÞ ¼ SðsÞE in LðX ; YÞ by Lemma 2.3 (write jjSðs sÞETðsÞ 
SðsÞEjjpjjSðs sÞE  SðsÞEjjjjTðsÞjj þ jjSðsÞjjjjETðsÞ  Ejj and use the bounded-
ness of jjTðsÞjj on ½0; s
 since T is a C0 semigroup). As a result,
lim
s-0þ
jjSðsÞ1ðL þ SðsÞEÞTðsÞ  ðL þ SðsÞEÞjjLðX ;YÞ
p lim
s-0þ
jjSðsÞ1LTðsÞ  LjjLðX ;YÞ
þ lim
s-0þ
jjSðs sÞETðsÞ  SðsÞEjjLðX ;YÞ ¼ 0; ð8Þ
which proves (5) for L þ SðsÞE:
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From the above and either Lemmas 2.1 or 2.2 with L replaced by L þ SðsÞE; we
infer that there is s0Að0; s
 such that u ¼ Tðminðt; s0ÞÞv for some vAX whenever
uAX and ðL þ SðsÞEÞu ¼ SðtÞh with hAY and t40: If now uAX and Lu ¼ f ¼
SðsÞg; then ðL þ SðsÞEÞu ¼ SðsÞg þ SðsÞEu ¼ SðtÞh where t :¼ minðs; sÞ and
h ¼ Sðs  tÞg þ Sðs tÞEuAY : Thus, u ¼ Tðminðt; s0ÞÞv for some vAX : But
minðt; s0Þ ¼ minðs; s0Þ since s0ps and t :¼ minðs; sÞ: This completes the proof. &
3. Some applications
We discuss some applications to differential operators in function spaces. Here,
the deﬁnition of exponential type accounts for a concrete behavior of functions at
inﬁnity, or near the boundary, via semigroups reminiscent of the one used as a
motivation in the Introduction.
3.1. Differential operators: asymptotic behavior
If a ¼ ða1;y; aNÞANN is a multi-index and @a denotes the partial differential
operator @
jaj
@
a1
1
y@
aN
N
; then @aðecÞ ¼ ecPaðDc;y; DjajcÞ for every cAW jaj;Nloc ðRNÞ; where
Pa is a homogeneous polynomial of degree jaj: This is readily checked by induction.
(The expression of Pa can be obtained, if desired, via the so-called Faa` di Bruno
formula [7].)
Let mAN and let rAW m;Nloc ðRNÞ satisfy
rX0;
@r
@xi
AW m1;NðRNÞ; 1pipN; ð9Þ
so that Dr;y; Dmr are essentially bounded on RN : Then, esrp1 and @aðesrÞ ¼
ðsÞjajesrPaðDr;y; DjajrÞ for every sX0 and PaðDr;y; DjajrÞALNðRNÞ: As a
result, if 1pjbjpm and uAW m;pðRNÞ for some 1pppN; then
@bðesruÞ ¼ esr
X
apb
b
a
 !
ðsÞjajPaðDr;y; DjajrÞ@bauALpðRNÞ; ð10Þ
with P0 ¼ 1 for consistency, where ðbaÞ :¼ ðb1a1Þyð
bN
aN
Þ and apb means
a1pb1;y; aNpbN : It follows that
@bðesruÞ  esr@bu
¼ sesr
X
0oapb
b
a
 !
ðsÞjaj1PaðDr;y; DjajrÞ@bauALpðRNÞ ð11Þ
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and, since esr@bðesruÞ  @bu ¼ esrð@bðesruÞ  esr@buÞ and esrX1; that
jj@bðesruÞ  esr@bujjLpðRN Þ
pjjesr@bðesruÞ  @bujjLpðRN ÞpsCðrÞjjujjW m;pðRN Þ; ð12Þ
for sA½0; 1
 (say), where CðrÞ40 depends only upon r:
If poN and if uAW m;pðRNÞ is held ﬁxed, then lims-0þ esr@bu ¼ @bu in LpðRNÞ
by dominated convergence. Thus, lims-0þ @
bðesruÞ ¼ @bu in LpðRNÞ by (12), so that
lim
s-0þ
esru ¼ u in W m;pðRNÞ: ð13Þ
What this means is that the formula
TðsÞu ¼ esru; ð14Þ
deﬁnes a C0 semigroup on W
m;pðRNÞ if 1ppoN: On the other hand,
SðsÞf ¼ esrf ; ð15Þ
also deﬁnes a C0 semigroup on L
pðRNÞ: Both TðsÞ and SðsÞ are one to one for sX0
and, by (10)
rge @bTðsÞCrge SðsÞ; ð16Þ
if jbjpm: Furthermore, SðsÞ1@bTðsÞu  @bu ¼ esr@bTðsÞu  @bu; so that
jjSðsÞ1@bTðsÞu  @bujjLpðRN ÞpsCðrÞjjujjW m;pðRN Þ; ð17Þ
by (12). This shows that SðsÞ1@bTðsÞALðW m;pðRNÞ; LpðRNÞÞ and that
jjSðsÞ1@bTðsÞ  @bjjLðW m;pðRN Þ;LpðRN ÞÞpsCðrÞ; ð18Þ
whence lims-0þ jjSðsÞ1@bTðsÞ  @bjjLðW m;pðRN Þ;LpðRN ÞÞ ¼ 0:
The following theorem summarizes and expands the above results.
Theorem 3.1. Let rAW m;Nloc ðRNÞ be such that rX0 and that @r@xiAW m1;NðRNÞ for
1pipN and some mAN: Then:
(i) For every 1ppoN; the semigroups ðTðsÞÞsARþ and ðSðsÞÞsARþ defined by (14)
and (15) are C0 semigroups on W
m;pðRNÞ and LpðRNÞ; respectively, and TðsÞ and SðsÞ
are one to one for all sX0:
(ii) If L :¼Pjbjpm ab@b is a differential operator with abALNðRNÞ; then
rge LTðsÞCrge SðsÞ and lims-0þSðsÞ1LTðsÞ ¼ L in LðW m;pðRNÞ; LpðRNÞÞ:
(iii) If 1opoN; the exponential type theorem (Theorem 2.1) is valid under
the sole additional condition that L in (ii) is Fredholm from W m;pðRNÞ to
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LpðRNÞ: More precisely, if L is Fredholm, there is s040 such that, if esrfALpðRNÞ for
some s40 and if Lu ¼ f with uAW m;pðRNÞ; then u ¼ eminðs;s0Þrv for some
vAW m;pðRNÞ:
Proof. Parts (i) and (ii) were proved above when L ¼ @b: The generalization
of (ii) when L ¼ ab@b with abALNðRNÞ or a sum of such operators is
trivial, using (11) as a starting point. Part (iii) is obvious from (i), (ii) and
Theorem 2.1. &
Any smooth enough function rX0 such that rðxÞ ¼ jxj (eucledian norm) for jxj
large enough satisﬁes the required condition that @r@xiAW
m1;NðRNÞ for 1pipN in
Theorem 3.1. With this choice, Theorem 2.1 shows that every solution uAW m;pðRNÞ
of Lu ¼ f with esjxjfALpðRNÞ for some s40 has the form u ¼ eminðs;s0Þjxjv for jxj
large enough, where vAW m;pðRNÞ: This gives at once the exponential decay of @au
for jajpm and, by the Sobolev embedding theorem, even the pointwise exponential
decay of @au if ðm  jajÞp4N: This is more than what is usually found in the
literature (which rarely gives information about derivatives or about pointwise
decay) even though that literature is mostly limited to special cases. A brief survey
will be given further below.
Depending upon the choice of r in Theorem 3.1, the decay need not be
exponential. For instance, rðxÞ ¼ Logjxj for jxj large enough is another
possible choice corresponding to power-like decay. Indeed, to say that
esrfALpðRNÞ means that jxjsfALpðRNÞ: Then, the solutions u of Lu ¼ f have the
form u ¼ jxjminðs;s0Þv with vAW m;pðRNÞ for jxj large enough. Clearly, other
choices of r account for other types of decay, notably decay in a given
direction.
Remark 3.1. There is not much room to relax the conditions required of r in (9) and
still preserve the necessary relation rge LTðsÞCrge SðsÞ: In particular, this rules out
any function r growing faster than OðjxjÞ at inﬁnity and hence Theorem 3.1 cannot
provide a decay faster than exponential (which is indeed optimal, even when f ¼ 0)
for large jxj:
Because the decay associated with the differential operator L of Theorem 3.1
depends only upon L being Fredholm, it holds with great generality. In fact, the
choice of RN as the underlying domain is unimportant: The properties listed in
Theorem 3.1 are (trivially) preserved if O is any open subset4 of RN ; W m;pðRNÞ is
replaced by a closed subspace of W m;pðOÞ incorporating boundary conditions and
stable under multiplication by esr (for instance W 2k;pðOÞ-W k;p0 ðOÞ when m ¼ 2k)
and LpðRNÞ is replaced by LpðOÞ: Even the choice of Sobolev spaces is somewhat
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optional, but the Fredholm properties of differential operators on RN are better
known in that setting and, in spite of Remark 2.3, reﬂexivity is important in
Theorem 2.1.
It should also be clear that Theorem 3.1 remains valid, with an obvious
modiﬁcation of the semigroups T and S; when L is a system of differential operators
with essentially bounded coefﬁcients and/or that the boundedness of the nonleading
coefﬁcients may be relaxed.
Remark 3.2. As shown in [17], the exponential decay property may fail for
differential operators which are not Fredholm. In fact, it even fails for eigenfunctions
of the Laplacian on RN :
The Fredholmness of differential operators can be established in a variety of
contexts and by a variety of methods irrespective of their order. In this respect, recall
that Fredholm operators have remarkable stability properties under small or
compact perturbations. The p-independence of the Fredholm property for second-
order elliptic operators on RN is discussed in [16] (for Schro¨dinger operators, see also
[21]). In the W m;p  Lp functional setting of Theorem 3.1, it is natural to expect the
Fredholmness to follow from ellipticity conditions, but it is noteworthy that no such
condition is explicitly required. Actually, in the ‘‘right’’ spaces, Fredholmness holds
for nonelliptic differential operators as well (see Section 3.3).
Of course, in Theorems 2.1 and 3.1, L can be replaced by L  lI whenever L  lI
is Fredholm. This includes the case when l is an isolated eigenvalue of ﬁnite
multiplicity (and then L  lI has index 0) and gives corresponding exponential decay
results for eigenfunctions and generalized eigenfunctions. Note that, conversely, L 
lI Fredholm and ker L  lIaf0g does not imply that l is an isolated eigenvalue
(let alone of ﬁnite multiplicity) even if the index is 0.
Second-order elliptic differential operators are discussed in [17], where decay is
also directly related to the Fredholmness of L: The perturbation argument of the
proof of Theorem 2.1 is more delicate and uses unique continuation, which
introduces additional hypotheses about the coefﬁcients. In addition, unique
continuation is available only for restricted classes of higher order operators or
systems. Another approach, based on the maximum principle, is developed in [20].
This method does not permit the substitution of L by L  lI if l lies in gaps of the
essential spectrum, but it does not require L to be Fredholm (some ellipticity is
needed).
The exponential decay of eigenfunctions associated with isolated eigenvalues of
ﬁnite multiplicity of elliptic systems on RN is also discussed by Angenent [3], based
on properties of the resolvent. As explained in [17], the treatment of eigenvalues of
ﬁnite multiplicity does not sufﬁce to derive generalizations of the decay properties in
the nonlinear case, discussed in Section 4.
A vast and still growing literature about the exponential decay of eigenfunctions
of Schro¨dinger operators was motivated by the seminal work of Agmon [1], although
results of this type were already investigated much earlier [9]. While this paper (and
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also [17]) covers the bulk of that theory via the Fredholm properties established in
[21], there are many other specialized results. Nevertheless, the fact that an
eigenfunction u can be expressed in the form eminðs;s0Þrv with v in the same space as u
seems to be new even in this setting.
3.2. Differential operators: boundary behavior
Let OCRN be a nonempty bounded open subset and let
Lu :¼ r  ðAruÞ þ b  ru þ cu; ð19Þ
where A ¼ AðxÞALNðO;LðRNÞÞ; b ¼ bðxÞALNðO;RNÞ and c ¼ cðxÞALNðOÞ: The
function d :O-R deﬁned by dðxÞ :¼ dðx; @OÞ is Lipschitz continuous (irrespective of
@O) and d40 in O: The ﬁrst statement follows from the remark that if dðxÞ ¼
jx  x0j and dðyÞ ¼ jy  y0j; then dðxÞ  dðyÞpjx  y0j  jy  y0jpjx  yj: In
particular, jjrdjj0;N;Op1:
For 1opoN and uAW 1;p0 ðOÞ and fAW1;pðOÞ; deﬁne
TðsÞu :¼ dsu; 8sX0; ð20Þ
and SðsÞf by5
/SðsÞf ; wS :¼ / f ; dswS; 8wAW 1;p00 ðOÞ; ð21Þ
where p0 is the Ho¨lder conjugate of p:
Lemma 3.1. If @O is Lipschitz continuous, T and S above are C0 semigroups on
W
1;p
0 ðOÞ and W1;pðOÞ; respectively, and TðsÞ and SðsÞ are one to one for all sX0:
Proof. That TðsÞ maps continuously W 1;p0 ðOÞ into itself and that T is a C0
semigroup on W
1;p
0 ðOÞ follows easily from dominated convergence and Hardy’s
inequality (recall that rdALNðOÞ). The argument also implicitly uses the fact that
since @O is Lipschitz continuous, W 1;p0 ðOÞ coincides with the null space of the trace
operator on W 1;pðOÞ: For the validity of Hardy’s inequality on bounded Lipschitz
domains, see for instance [14].
By replacing p by p0; T is a C0 semigroup on W
1;p0
0 ðOÞ and S is the adjoint of T :
Thus, S is a C0 semigroup on W
1;pðOÞ by Pazy [15, p. 41] and the reﬂexivity of
W
1;p
0 ðOÞ:
That TðsÞ is one to one is trivial from (20). If SðsÞf ¼ 0; then f vanishes on all
wAW 1;p
0
0 ðOÞ such that dswAW 1;p
0
0 ðOÞ; which includes all wACN0 ðOÞ: Hence, f ¼ 0
by denseness. &
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0 ðOÞ will be justiﬁed in the proof of Lemma 3.1.
P.J. Rabier / J. Differential Equations 193 (2003) 460–480 471
Now, if uAW 1;p0 ðOÞ and wAW 1;p
0
0 ðOÞ; then
/LTðsÞu; wS ¼
Z
O
ArðdsuÞ  rw þ
Z
O
b  wrðdsuÞ þ
Z
O
cdsuw: ð22Þ
By usingrðdsuÞ ¼ dsru þ sðdsuÞd1rd and dsrw ¼ rðdswÞ  sðdswÞd1rd; this can
also be written in terms of u and dsw:
/LTðsÞu; wS ¼/Lu; dswS s
Z
O
ðAru  rdÞ d
sw
d
þ s
Z
O
u
d
Ard  rðdswÞ  sðArd  rdÞ d
sw
d
þ ðb  rdÞdsw
 
; ð23Þ
that is,
/LTðsÞu; wS ¼ /Lu; dswSþ s/Ksu; dswS; ð24Þ
where we have set, for wAW 1;p
0
0 ðOÞ;
/Ksu; wS :¼ 
Z
O
ðAru  rdÞ w
d
þ
Z
O
u
d
Ard  rw  sðArd  rdÞ w
d
þ ðb  rdÞw
	 

: ð25Þ
From Hardy’s inequality, j/Ksu; wSjpCjjujj1;p;Ojjwjj1;p0;O; where C40 is indepen-
dent of u and w and independent of s in any bounded interval. This shows that
KsuAW1;pðOÞ and that jjKsujj1;p;OpCjjujj1;p;O: Thus, by deﬁnition (21) of SðsÞ; (24)
means that LTðsÞu ¼ SðsÞðLu þ sKsuÞ; whence rge LTðsÞCrge SðsÞ and
SðsÞ1LTðsÞ ¼ L þ sKs: It follows that jjSðsÞ1LTðsÞ  LjjLðW 1;p
0
ðOÞ;W1;pðOÞÞpCs
and hence that
lim
s-0þ
jjSðsÞ1LTðsÞ  Ljj
LðW 1;p
0
ðOÞ;W1;pðOÞÞ ¼ 0:
From the above and Theorem 2.1, if L : W
1;p
0 ðOÞ-W1;pðOÞ is Fredholm and if
fAW1;pðOÞ is such that / f ; wS ¼ /g; dswS for some gAW1;pðOÞ; some s40 and
every wAW 1;p
0
0 ðOÞ; then every solution uAW 1;p0 ðOÞ of Lu ¼ f has the form u ¼
dminðs;s0Þv for some vAW 1;p0 ðOÞ; where s040 is independent of u: The remark that
every fALpðOÞ has the required representation yields the following:
Theorem 3.2. Suppose 1opoN; that @O is Lipschitz continuous and that L in (19) is
Fredholm from W
1;p
0 ðOÞ to W1;pðOÞ: There is s0Að0; 1
 independent of fALpðOÞ such
that every uAW 1;p0 ðOÞ solving Lu ¼ f has the form u ¼ ds0v for some vAW 1;p0 ðOÞ:
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Proof. Just note that if fALpðOÞ; then / f ; wS ¼ RO fw ¼ /g; dwS for every
wAW 1;p
0
0 ðOÞ where g :¼ d1fAW1;pðOÞ by Hardy’s inequality. &
Since Theorem 3.2 does not require more than the Lipschitz continuity of @O; the
assumption fALpðOÞ does not ensure additional Sobolev regularity of the solutions
uAW 1;p0 ðOÞ: Therefore, the relation u ¼ ds0v with vAW 1;p0 ðOÞ does say something
nontrivial about the boundary behavior of u: Observe that T in (20) does not
generate a semigroup on W 2;pðOÞ-W 1;p0 ðOÞ: This is to say that Theorem 2.1 does
not yield vAW 2;pðOÞ-W 1;p0 ðOÞ in Theorem 3.2, even if uAW 2;pðOÞ-W 1;p0 ðOÞ:
A variant is obtained by replacing the distance d to the boundary by the distance
to some chosen point x0A@O; say x0 ¼ 0 to ﬁx ideas. Evidently, dðxÞpjxj; so that
Hardy’s inequality implies that ujxjAL
pðOÞ with Lp norm controlled by jjujj1;p;O for all
uAW 1;p0 ðOÞ: With this remark, it is straightforward to check that Lemma 3.1 as well
as all subsequent considerations remain valid with the semigroups TðsÞu :¼ jxjsu and
SðsÞf :¼ jxjsf : We only spell out the analog of Theorem 3.2.
Theorem 3.3. Suppose 1opoN; that @O is Lipschitz continuous and that L in (19) is
Fredholm from W
1;p
0 ðOÞ to W1;pðOÞ: Suppose also that 0A@O: Then, there is s0Að0; 1

independent of fALpðOÞ such that every uAW 1;p0 ðOÞ solving Lu ¼ f has the form
u ¼ jxjs0v for some vAW 1;p0 ðOÞ:
For example, let O be a plane polygon with vertices x1;y; xk and let p ¼ 2 and
L ¼ D: Then, L is an isomorphism of W 1;20 ðOÞ to W1;2ðOÞ: From Theorem 3.3 and
standard regularity theory, and by using a partition of unity, there is no difﬁculty in
obtaining the representation u ¼ w þPki¼1 jx  xijsi vi for the solutions of Du ¼ f ;
with wAW 2;2ðOÞ-W 1;20 ðOÞ; siAð0; 1
 independent of f and viAW 1;20 ðOÞ with support
in an arbitrarily small neighborhood of xi: This is consistent with the results of
Grisvard [10] (which of course are more precise as regards si and vi) for the problem
Du ¼ f in O with homogeneous Dirichlet boundary condition. Thus, Theorems 3.2
and 3.3 may be viewed as broad, though more vague, generalizations of these
specialized results.
Remark 3.3. A situation ‘‘between’’ Theorems 3.2 and 3.3 arises when d represents
the distance to some arbitrary nonempty closed subset of @O: Then d
remains Lipschitz continuous and bounded below by dðx; @OÞ: If @O is Lipschitz
continuous and hence Hardy’s inequality is available, everything said above carries
over to this setting.
The boundedness conditions about the coefﬁcients b and c of L can be relaxed to
some extent with no prejudice to Theorems 3.2 and 3.3. Also, the boundedness of O
is not essential, as long as Hardy’s inequality is valid ( just replace dðxÞ by
minðdðxÞ; 1Þ to ensure that d remains bounded). It should be clear that numerous
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other extensions exist, notably to higher order problems with Dirichlet boundary
conditions. In such problems, a regularized distance function d may be needed. In
[12], such a regularized distance is constructed with bounded second derivatives if @O
is C1;1:
3.3. Evolution operators
Under suitable conditions, discussed below, a family ðAðtÞÞtAR of closed
unbounded operators on a Banach space X gives rise to an operator
DAu :¼ du
dt
 AðtÞu; ð26Þ
which is Fredholm between appropriate function spaces.
Recall that a Banach space with unconditionality of martingale differences
(UMD) is a Banach space X such that the Hilbert transform deﬁnes a bounded
operator on LpðR; XÞ for 1opoN: Such spaces were introduced by Burkholder [4]
in 1966, but characterized by an equivalent property involving martingale
differences. Hilbert spaces as well as the Lq spaces for 1oqoN have the UMD
property [4,5, Section 3]. It is known that the Banach spaces with UMD are
(super)reﬂexive [2,13].
If X is a Banach space and rkðtÞ :¼ sign sin 2k1pt; kAN; denotes the sequence of
Rademacher functions on ½0; 1
; the subset TCLðX Þ is said to be Rademacher-
bounded (r-bounded) if there is a constant CX0 such that
Z 1
0
Xk
k¼1
rkðtÞTkxk



 dtpC
Z 1
0
Xk
k¼1
rkðtÞxk



 dt; ð27Þ
for every ﬁnite collections T1;y; TkAT and x1;y; xkAX : The smallest constant C
for which (26) holds is called the r-bound of T; denoted by rLðXÞðTÞ:
Here, the concepts of Banach space with UMD and of Rademacher boundedness
are only needed to formulate the relevant assumptions. Accordingly, we simply refer
to [18,19] and the references therein for further details.
From now on, X is a Banach space with UMD and WCX is a normed space.
Given a family ðAðtÞÞtAR of unbounded operators on X with common domain W ; we
shall assume that the following conditions hold:
(H1) W is a Banach space and the embedding W+X is compact and dense.
(H2) AAC0ðR;LðW ; XÞÞ:
(H3) There are operators Aþ; AAGLðW ; XÞ such that
lim
t-N
jjAðtÞ  AþjjLðW ;XÞ ¼ limt-N jjAðtÞ  AjjLðW ;XÞ ¼ 0: ð28Þ
Below, we use the convenient notation AðNÞ ¼ A; AðNÞ ¼ Aþ: The operators
A8 are also viewed as unbounded operators on X with domain W : The next
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condition controls the behavior of the resolvent Rðl; AðtÞÞ of AðtÞ on the imaginary
axis.
(H4) For every tAR there is a constant C0ðtÞ40 such that, for some x0ðtÞX0;
jjxRðix; AðtÞÞjjLðX ÞpC0ðtÞ; 8xAR; jxjXx0ðtÞ ð29Þ
and that, for some n0ðtÞAN;
rLðXÞðf2naRði2na; AðtÞÞ: nXn0ðtÞgÞpC0ðtÞ; 8aAR; 1pjajp2; ð30Þ
where the left-hand side refers to the r-bound (see above) of the set
f2naRði2na; AðtÞÞ: nXn0ðtÞgCLðXÞ:
(H5) sðA8Þ-iR ¼ |:
The following theorem is [19, Theorem 4.2] and generalizes a result of Robbin and
Salamon when X and W are Hilbert spaces and AðtÞ is self-adjoint. For the case
when dim XoN; see also Collet and Volpert [6] (where Sobolev spaces are replaced
by Ho¨lder spaces) and Secchi and Stuart [24] (Hamiltonian systems).
Theorem 3.4. Under the above assumptions, the operator DA in (26) is Fredholm from
the space W 1;pðR; XÞ-LpðR; WÞ to LpðR; X Þ for every 1opoN:
Remark 3.4. When the family AðtÞ is constant, then DA is even an isomorphism (see
[18]) and hence has index 0: In general, the index of DA can be nonzero [23].
It is readily checked that the formulas
TðsÞu :¼ esjtju; SðsÞf :¼ esjtjf ; ð31Þ
deﬁne C0 semigroups on W
1;pðR; X Þ-LpðR; WÞ and LpðR; XÞ; respectively, if
1ppoN: Obviously, TðsÞ and SðsÞ are one to one for sX0: Also,
DATðsÞu ¼ esjtjðsðsign tÞu þ DAuÞ
¼SðsÞðsðsign tÞu þ DAuÞ; ð32Þ
for uAW 1;pðR; XÞ-LpðR; WÞ since sðsign tÞu þ DAuALpðR; X Þ: This shows that
rge DATðsÞCrge SðsÞ and that SðsÞ1DATðsÞu ¼ sðsign tÞu þ DAu for sX0: Thus,
jjSðsÞ1DATðsÞu  DAujjLpðR;X Þ ¼ sjjujjLpðR;XÞ
p sjjujjW 1;pðR;X Þ-LpðR;W Þ; ð33Þ
and lims-0þjjSðsÞ1DATðsÞu  DAujjLðW1;pðR;X Þ-LpðR;W Þ;LpðR;XÞÞ ¼ 0:
It follows from the above and Theorem 3.4 that the exponential type theorem
(Theorem 2.1) is available. The only thing to check at this point is the reﬂexivity of
the spaces W 1;pðR; XÞ-LpðR; WÞ and LpðR; X Þ: But since X is reﬂexive (having the
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UMD property), the reﬂexivity of LpðR; X Þ when 1opoN is well known [8], and
then the reﬂexivity of W 1;pðR; X Þ-LpðR; WÞ follows for instance from the fact that
DA is Fredholm (see Remark 2.1). Thus, we have obtained:
6
Theorem 3.5. If 1opoN; there is s040 such that if esjtjfALpðR; XÞ for some s40
and uAW 1;pðR; XÞ-LpðR; WÞ satisfies DAu ¼ f ; then u ¼ eminðs;s0Þjtjv with
vAW 1;pðR; X Þ-LpðR; WÞ:
In concrete applications, ðAðtÞÞtAR may represent a family of differential
operators. For example, let X ¼ LqðOÞ where OCRN is a bounded open subset with
C1;1 boundary and 1oqoN and W ¼ W 2;qðOÞ-W 1;q0 ðOÞ: For AðtÞ; choose AðtÞ ¼
D (Laplacian) for all tAR: Then, both Theorems 3.4 and 3.5 hold with
DA ¼ d
dt
 D: ð34Þ
That hypotheses (H1)–(H5) hold is mostly trivial, except for (H4) for which we refer
to the discussions in [18,19]. The boundedness of O is needed for the embedding
W+X to be compact, as required in (H1).
In contrast with the Cauchy problem, D may be replaced by D in (34) since
hypotheses (H1)–(H5) are unaffected by changing AðtÞ into AðtÞ: In fact, another t-
independent example when Theorems 3.4 and 3.5 are valid is given by the system in
Hamiltonian form
DA ¼ d
dt
 D 0
0 D
 !
: ð35Þ
Naturally, much more general choices of families ðAðtÞÞtAR of differential
operators can be considered, when DA has nonzero index (see Remark 3.4) and/or
nontrivial null space. In the latter case, Theorem 3.5 yields the exponential decay of
the null functions. When dim XoN and DA represents a ﬁnite-dimensional
Hamiltonian system, the exponential decay of the null functions is also noted in [24].
4. The nonlinear case
The generality of Theorem 2.1 makes it straightforward to extend it further to a
broad class of nonlinear operators. Let X and Y be reﬂexive Banach spaces and let
F :X-Y have the form
FðuÞ ¼ LðuÞu; ð36Þ
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where
L : X-LðX ; Y Þ: ð37Þ
With the semigroups ðTðsÞÞsARþ and ðSðsÞÞsARþ satisfying the conditions of Section 2,
we shall assume for every uAX that LðuÞ is Fredholm, that there is su40 such that
rge LðuÞTðsÞCrge SðsÞ; 8sA½0; su
 ð38Þ
and that
lim
s-0þ
jjSðsÞ1LðuÞTðsÞ  LðuÞjjLðX ;Y Þ ¼ 0: ð39Þ
If fAY and uAX ; FðuÞ ¼ f ; then u is one of those solutions wAX of LðuÞw ¼ f :
Therefore, Theorem 2.1 for LðuÞ shows that there is s040 such that, if SðsÞfAY for
some s40; then u ¼ Tðminðs; s0ÞÞv for some vAX ; which establishes the exponential
type of the solution u of FðuÞ ¼ f : Note that, in contrast with the linear case, s0
depends upon u (because it depends upon LðuÞ). Therefore, the result is better
expressed by saying that if SðsÞfAY for some s40 and uAX ; FðuÞ ¼ f ; then u ¼
Tðs0Þv for some vAX and some 0os0ps:
Remark 4.1. It is sometimes possible to show that s0 above is in fact independent of
u: An example is given in [17, Corollary 6.4].
Above, L need not even be continuous as a function of u: On the other hand, if
F :X-Y is C1 and Fð0Þ ¼ 0; then FðuÞ ¼ LðuÞu with LðuÞ :¼ R 1
0
DFðtuÞ dt; and L is
continuous (so that the index of LðuÞ is independent of u by the local constancy of
the index). Of course, in general, there is no guarantee that LðuÞ will be Fredholm,
even if F is Fredholm, that is, if DFðuÞ is Fredholm for all uAX :
An especially simple case (but not the only one in the applications) when LðuÞ is
Fredholm for all uAX is when L has the form
LðuÞ ¼ L0 þ KðuÞ; ð40Þ
with L0ALðX ; Y Þ Fredholm and KðuÞALðX ; YÞ compact for all uAX : Naturally,
the index of LðuÞ equals the index of L0 even if K : X-LðX ; YÞ is not continuous.
In practice, it is important that the Fredholm property has only to be checked once,
with L0; rather than with LðuÞ for all uAX :
For instance, if X ¼ W m;pðRNÞ and Y ¼ LpðRNÞ with mAN and NopoN; and if
LðuÞ is the differential operator
LðuÞ ¼
X
jbjpm
abðx; u; Du;y; Dm1uÞ@b; ð41Þ
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then LðuÞALðW m;pðRNÞ; LpðRNÞÞ if
ab is continuous; ðabðx; ÞÞxARN is equicontinuous on
compact subsets and abð; 0ÞALNðRNÞ for every jbjpm: ð42Þ
Indeed, it follows from (42) and the assumption p4N that abðx; u; Du;y; Dm1uÞ is
continuous and bounded on RN for uAW m;pðRNÞ and jbjpm: In addition, if
ab is independent of u;y; D
m1u when jbj ¼ m; ð43Þ
then L has the form (40) with L0 ¼ Lð0Þ and
KðuÞ ¼
X
jbjpm1
ðabðx; u; Du;y; Dm1uÞ  abðx; 0ÞÞ@b: ð44Þ
Furthermore, KðuÞALðW m;pðRNÞ; LpðRNÞÞ is compact. To see this, note that
u; Du;y; Dm1u are continuous and tend uniformly to 0 at inﬁnity (since p4N), so
that, by the equicontinuity condition in (42),
lim
jxj-N
abðx; u; Du;y; Dm1uÞ  abðx; 0Þ ¼ 0; ð45Þ
whenever uAW m;pðRNÞ: The compactness of KðuÞ now follows from the fact that
KðuÞ involves partial derivatives @b of order no greater than m  1 and that the
multiplication by a continuous function tending to 0 at inﬁnity is a compact operator
from W 1;pðRNÞ to LpðRNÞ:
By Theorem 3.1(ii) with L replaced by LðuÞ; conditions (38) and (39) are satisﬁed
with semigroups (14) and (15) of Section 3.1, without any further assumption.
Remark 4.2. In [20], the exponential decay property for quasilinear elliptic operators
is used to prove the nonexistence of nontrivial solutions of FðuÞ ¼ 0 via Pohozaev
identities, which in turn is intimately related to the properness of F (see [22]).
Assumptions (42) and (43) about the coefﬁcients ab were chosen because they
permit a quick exposition but they are not optimal, especially (43). With some extra
work, it is possible to allow the leading coefﬁcients ab to depend upon
u; Du;y; Dm1u with no prejudice to the result (important in practice) that LðuÞ is
Fredholm for all uAW m;pðRNÞ if and only if Lð0Þ is Fredholm. When m ¼ 2; the way
to handle the case when the leading coefﬁcients depend upon x and u is discussed in
[17]. In that work, the dependence of the leading coefﬁcients upon Du is ruled out
only because the linear theory developed there requires the leading coefﬁcients to be
in W 1;NðRNÞ: Since this requirement is eliminated in Theorem 3.1, there is in fact no
obstacle to the Du-dependence of the leading coefﬁcients.
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It should be clear how to modify the above arguments to show that the results of
Section 3.2 also extend to the nonlinear case under general assumptions about the
coefﬁcients. We omit the details.
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