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SPIN REPRESENTATIONS OF WEYL GROUPS AND THE
SPRINGER CORRESPONDENCE
DAN CIUBOTARU
Abstract. We give a common framework for the classification of projective
spin irreducible representations of a Weyl group, modeled after the Springer
correspondence for ordinary representations.
1. Introduction
Let Φ = (V,R, V ∨, R∨) be a semisimple crystallographic R-root system (see §2)
with Weyl group W and a choice of positive roots R+. Assume that V is endowed
with a W -invariant inner product 〈 , 〉, and define the dual inner product on V ∨,
denoted by 〈 , 〉 as well. The Weyl group W is a finite subgroup of O(V ) and
therefore, one can consider the double cover W˜ of W in Pin(V ), a double cover of
O(V ). A classical problem is to classify the irreducible genuine W˜ -representations
(i.e., the representations that do not factor through W ). This is known case by
case, and goes back to Schur ([21]), in the case of S˜n, and was completed about
30 years ago for the other root systems by Morris, Read, Stembridge and others
(see [16, 17, 19, 24] and the references therein). In this paper, we attempt to unify
these classifications in a common framework, based on Springer theory ([23, 13])
for ordinaryW -representations. Our point of view is motivated by the construction
of the Dirac operator for graded affine Hecke algebras ([1]).
The group W˜ is generated by certain elements s˜α of order 4, α ∈ R+, with
relations similar to the Coxeter presentation of W (see §2.4). Let αˇ ∈ R∨ denote
the coroot corresponding to the root α ∈ R. The starting observation is the existence
of a remarkable central element Ω
W˜
∈ C[W˜ ] (see §2.6):
Ω
W˜
=
∑
α>0,β>0
sα(β)<0
|αˇ||βˇ| s˜αs˜β ; (1.0.1)
this element, rather surprisingly, behaves like an analogue of the Casimir element
for a Lie algebra. Every irreducible W˜ -representation σ˜ acts by a scalar σ˜(Ω
W˜
) on
Ω
W˜
. For example, W˜ has one (when dimV is even) and two (when dimV is odd)
distinguished irreducible representations, which we call spin modules (§2.3). If S is
one such spin module, then S(Ω
W˜
) = 〈2ρˇ, 2ρˇ〉, where ρˇ = 12
∑
α∈R+ αˇ.
Before stating the main result, we need to introduce more notation. Let g be
the complex semisimple Lie algebra with root system Φ and Cartan subalgebra
h = V ∨ ⊗R C, and let G be the simply connected Lie group with Lie algebra
g. Extend the inner product from V ∨ to h. Let us denote by T (G) the set of
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G-conjugacy classes of Jacobson-Morozov triples (e, h, f) in g. We set:
T0(G) = {[(e, h, f)] ∈ T (G) : the centralizer of {e, h, f} in g is a toral subalgebra}.
(1.0.2)
For example, if G = SL(n), the nilpotent elements e that occur in T0(G) are those
whose Jordan canonical form has all parts distinct. In general, every distinguished
nilpotent element e (in the sense of Bala-Carter [6]) appears in T0(G).
For every class in T (G), we may (and will) choose a representative (e, h, f)
such that h ∈ h. For every nilpotent element e, let A(e) denote the A-group in G,
and let Â(e)0 denote the set of representations of A(e) of Springer type. For every
φ ∈ Â(e)0, let σ(e,φ) be the associated Springer representation (see §3.2). Normalize
the Springer correspondence so that σ0,triv = sgn.
There is an equivalence relation ∼ on the space ̂˜W gen of genuine irreducible
W˜ -representations: σ˜ ∼ σ˜ ⊗ sgn; here, sgn is the sign W -representation.
Theorem 1.0.1. There is a surjective map
Ψ :
̂˜
W gen −→ T0(G), (1.0.3)
with the following properties:
(1) If Ψ(σ˜) = [(e, h, f)], then we have
σ˜(Ω
W˜
) = 〈h, h〉, (1.0.4)
where Ω
W˜
is as in (1.0.1).
(2) Let (e, h, f) ∈ T0(G) be given. For every Springer representation σ(e,φ),
φ ∈ Â(e)0, and every spin W˜ -module S, there exists σ˜ ∈ Ψ−1[(e, h, f)] such
that σ˜ appears with nonzero multiplicity in the tensor product σ(e,φ) ⊗ S.
Conversely, for every σ˜ ∈ Ψ−1[(e, h, f)], there exists a spin W˜ -module S
and a Springer representation σ(e,φ), such that σ˜ is contained in σ(e,φ)⊗S.
(3) If e is distinguished, then properties (1) and (2) above determine a bijection:
Ψ−1([e, h, f ])/∼ ←→ {σe,φ : φ ∈ Â(e)0}. (1.0.5)
Since triv(Ω
W˜
) = sgn(Ω
W˜
), Theorem 1.0.1(1) says in particular that any two
associate genuine W˜ -types σ˜1 ∼ σ˜2 lie in the same fiber of Ψ. This is why we need
to quotient by ∼ in (1.0.5). It is natural to ask if one could reformulate (2) in the
theorem so that a bijection like (1.0.5) (with certain appropriate quotients in the
right hand side) holds for non-distinguished e ∈ N0(g). This is almost always the
case, but there are counterexamples, e.g., Remark 3.9.1.
We should make clear that while the main result may appear close to a Springer
type classification for W˜ , we do not provide here a geometric construction for gen-
uine representations of W˜ . As we explain in §3, this classification fits in the setting
of elliptic representation theory ofW (Reeder [20]) and W˜ , and its connection with
nilpotent orbits. A different relation, between elliptic conjugacy classes in W and
a family of nilpotent orbits (“basic”) is presented in a recent paper by Lusztig [14].
There are two directions in which one can generalize Theorem 1.0.1. Firstly,
it is apparent that one can extend these results to the generalized Springer corre-
spondence ([13]), by using a Casimir element Ω
W˜ ,c
for an appropriate parameter
function c : R+ → Z.We present the details in §3.10, the main result being Theorem
3.10.3, which is the exact analogue of Theorem 1.0.1.
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Secondly, an analogous correspondence should hold, even in the absence of nilpo-
tent orbits, for non-crystallographic root systems, and more generally, for complex
reflection groups. There, one should be able to substitute the nilpotent orbits and
Springer representations in the right hand side of the correspondence in Theorem
1.0.1, with the space of elliptic tempered modules (in the sense of [20, 18]) for the
corresponding graded Hecke algebra and their “lowestW -types”. This problem will
be considered elsewhere.
Acknowledgements. I am grateful to the referee for useful comments and partic-
ularly for pointing out a mistake in a previous version of section 3.3. This research
was supported by nsf-dms 0968065 and NSA-AMS 081022.
2. Preliminaries
2.1. Root systems. We fix an R-root system Φ = (V,R, V ∨, R∨). This means
that V, V ∨ are finite dimensional R-vector spaces, with a perfect bilinear pairing
( , ) : V × V ∨ → R, R ⊂ V \ {0}, R∨ ⊂ V ∨ \ {0} are finite subsets in bijection
R←→ R∨, α←→ αˇ, such that (α, αˇ) = 2. (2.1.1)
Moreover, the reflections
sα : V → V, sα(v) = v− (v, αˇ)α, sα : V ∨ → V ∨, sα(v′) = v′ − (α, v′)αˇ, α ∈ R,
(2.1.2)
leave R and R∨ invariant, respectively. Let W be the subgroup of GL(V ) (respec-
tively GL(V ∨)) generated by {sα : α ∈ R}.
We will assume that the root system Φ is reduced, meaning that α ∈ R implies
2α /∈ R, and crystallographic, meaning that (α, αˇ′) ∈ Z for all α ∈ R, αˇ′ ∈ R∨.
We also assume that R generates V . We will fix a choice of simple roots Π ⊂ R,
and consequently, positive roots R+ and positive coroots R∨,+. Often, we will write
α > 0 or α < 0 in place of α ∈ R+ or α ∈ (−R+), respectively.
We fix a W -invariant inner product 〈 , 〉 on V . Denote also by 〈 , 〉 the dual
inner product on V ∨. If v is a vector in V or V ∨, we denote |v| := 〈v, v〉1/2.
2.2. The Clifford algebra. A classical reference for the Clifford algebra is [4] (see
also section II.6 in [2]). Denote by C(V ) the Clifford algebra defined by V and the
inner product 〈 , 〉. More precisely, C(V ) is the quotient of the tensor algebra of
V by the ideal generated by
ω ⊗ ω′ + ω′ ⊗ ω + 2〈ω, ω′〉, ω, ω′ ∈ V.
Equivalently, C(V ) is the associative algebra with unit generated by V with rela-
tions:
ω2 = −〈ω, ω〉, ωω′ + ω′ω = −2〈ω, ω′〉. (2.2.1)
Let O(V ) denote the group of orthogonal transformation of V with respect to 〈 , 〉.
This acts by algebra automorphisms on C(V ), and the action of −1 ∈ O(V ) induces
a grading
C(V ) = C(V )even + C(V )odd. (2.2.2)
Let ǫ be the automorphism of C(V ) which is +1 on C(V )even and −1 on C(V )odd.
Let t be the transpose automorphism of C(V ) characterized by
ωt = −ω, ω ∈ V, (ab)t = btat, a, b ∈ C(V ). (2.2.3)
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The Pin group is
Pin(V ) = {a ∈ C(V ) : ǫ(a)V a−1 ⊂ V, at = a−1}. (2.2.4)
It sits in a short exact sequence
1 −→ Z/2Z −→ Pin(V ) p−−−→ O(V ) −→ 1, (2.2.5)
where the projection p is given by p(a)(ω) = ǫ(a)ωa−1.
2.3. The spin modules S. If dimV is even, the Clifford algebra C(V ) has a
unique (up to equivalence) complex simple module (γ, S) of C(V ), of dimension
2dimV/2, endowed with a positive definite Hermitian form 〈 , 〉S such that
〈γ(a)s, s′〉S = 〈s, γ(at)s′〉S , for all a ∈ C(V ) and s, s′ ∈ S. (2.3.1)
When dimV is odd, there are two simple inequivalent unitary modules (γ+, S
+),
(γ−, S−) of dimension 2[dimV/2]. In order to simplify the formulation of the results,
we will often refer to any one of S, S+, S−, as a spin module. When there is no
possibility of confusion, we may also denote by S any one of S+ or S−, in order to
state results in a uniform way.
Via (2.2.4), a spin module S is an irreducible unitary Pin(V ) representation. It
is well-known (e.g., section II.6 in [2]) that as Pin(V )-representations, we have:
S ⊗ S ∼=
•∧
V, when dim V is even, S ⊗ S ∼=
[dimV/2]⊕
i=0
2i∧
V, when dimV is odd.
(2.3.2)
2.4. The spin cover W˜ . The Weyl group W acts by orthogonal transformations
on V , so one can embed W as a subgroup of O(V ). We define the group W˜ in
Pin(V ):
W˜ := p−1(O(V )) ⊂ Pin(V ), where p is as in (2.2.5). (2.4.1)
Therefore, W˜ is a central extension of W :
1 −→ Z/2Z −→ W˜ p−−−→W −→ 1. (2.4.2)
The group W˜ has a Coxeter presentation similar to that of W . Recall that as a
Coxeter group, W has a presentation:
W = 〈sα, α ∈ Π| s2α = 1, (sαsβ)m(α,β) = 1, α 6= β ∈ Π〉, (2.4.3)
for certain positive integers m(α, β). Theorem 3.2 in [16] gives:
W˜ = 〈z, s˜α, α ∈ Π| z2 = 1, s˜2α = z, (s˜αs˜β)m(α,β) = 1, α 6= β ∈ Π〉. (2.4.4)
We will also need the explicit embedding of W˜ into Pin(V ).
Theorem 2.4.1 ([16, Theorem 3.2]). The assignment
τ(z) = −1
τ(s˜α) = fα := α/|α|, α ∈ Π, (2.4.5)
extends to a group homomorphism τ : W˜ → Pin(V ). Moreover, we have τ(s˜β) =
fβ := β/|β|, for all β ∈ R+.
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Definition 2.4.2. We call a representation σ˜ of W˜ genuine (resp. non-genuine)
if σ˜(z) = −1 (resp. σ˜(z) = 1). The non-genuine W˜ -representations are the ones
that factor through W .
We say that two genuine W˜ -types σ1, σ2 are associate if σ1 ∼= σ2 ⊗ sgn.
2.5. Via the embedding τ , we can regard S if dimV is even (resp. S± if dim V is
odd) as unitary (genuine) W˜ -representations. Since R spans V , they are irreducible
representations ([16, Theorem 3.3]). When dimV is odd, S+ and S− are associate
in the sense of Definition 2.4.2, while if dimV is even, S is self-associate.
Let S be a spin W˜ -module and (σ, U) a W -type. From (2.3.2), we see that
σ ⊗ S contains a spin W˜ -module if and only if σ appears as a constituent of ∧• V .
Moreover, it is known ([11, Theorem 5.1.4]), that if W is irreducible, then
∧i
V ,
0 ≤ i ≤ dimV , forms a set of irreducible, pairwise inequivalent W -representations.
2.6. The Casimir element of W˜ . The notions in this subsection are motivated
by the results of [1], where the element Ω
W˜
that we define here appeared naturally
in the context of the Dirac operator for the graded affine Hecke algebra.
Let c : R+ → R be a W -invariant function.
Definition 2.6.1. Denote
Ω
W˜ ,c
=
∑
α>0,β>0
sα(β)<0
c(α)c(β)|αˇ||βˇ| s˜αs˜β =
∑
α>0,β>0
〈α,β〉6=0
〈αˇ, βˇ〉
| cos(α, β)| c(α)c(β)s˜α s˜β . (2.6.1)
The equality holds because the contributions in the second sum of the pairs {α, β}
and {sα(β), α} cancel out, whenever sα(β) > 0. If c ≡ 1, we write ΩW˜ for ΩW˜ ,1.
If Cw is the W -conjugacy class of w ∈ W , then there are two possibilities for
p−1(Cw) ⊂ W˜ :
(1) p−1(Cw) is a single W˜ -conjugacy class, or
(2) p−1(Cw) splits into two conjugacy W˜ -classes C˜w := {w′ : w′ ∈ Cw} and
zC˜w := {zw′ : w′ ∈ Cw}.
One sees that if w = sαsβ , then the second case holds ([16]). This implies that
we have
Ω
W˜ ,c
∈ C[W˜ ]W˜ . (2.6.2)
In particular, every σ˜ ∈ ̂˜W acts on Ω
W˜ ,c
by a scalar, which we denote σ˜(Ω
W˜ ,c
).
We will refer to Ω
W˜
as the Casimir element of W˜ . The justification for the name
is given by Theorem 1.0.1(1). As a hint towards this result, let us recall (e.g., [16,
p. 562]) that
trS(sαsβ) = | cos(α, β)| dimS, α, β ∈ R+, (2.6.3)
for a spin module S. This means that we have
S(Ω
W˜
) =
∑
α>0,β>0
〈αˇ, βˇ〉 = 〈2ρˇ, 2ρˇ〉, (2.6.4)
where ρˇ = 12
∑
α>0 αˇ.
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3. W˜ -types
In this section, we prove our main results, Theorems 1.0.1 and 3.10.3. Before
that, we recall certain elements from the theory of elliptic representations of a
finite group. While these elements are not necessary for proving Theorems 1.0.1
and 3.10.3, they are useful for setting our result in the appropriate context.
For a finite group Γ, let R(Γ) denote the representation theory ring of Γ, and
let Γ̂ denote the set of irreducible representations of Γ.
3.1. Elliptic representations of a finite group. The reference for most of the
results in this and the next subsection is [20]. Assume first that Γ is an arbitrary
finite subgroup of GL(V ). An element γ ∈ Γ is called elliptic (or anisotropic) if
V γ = 0. Let Γell denote the set of elliptic elements in Γ. This is closed under
conjugation by Γ. Let L be the set of subgroups L ⊆ Γ, such that V L 6= 0. For
every L ∈ L, let IndΓL : R(L)→ R(Γ) be the induction map, and denote
Rind(Γ) =
∑
L∈L
IndΓL(R(L)) ⊆ R(Γ), (3.1.1)
R(Γ) = R(Γ)/Rind(Γ). (3.1.2)
One calls R(Γ) the space of elliptic representations of Γ.
Define a bilinear pairing, called the elliptic pairing on Γ:
eΓ(σ, σ
′) =
∑
i≥0
(−1)i dimHomΓ(
i∧
V ⊗ σ, σ′), σ, σ′ ∈ R(Γ). (3.1.3)
Proposition 2.2.2 in [20] shows, in particular, that the radical of eΓ is precisely
Rind(Γ), and thus eΓ induces a nondegenerate bilinear form on R(Γ). Moreover, if
Cell(Γ) denotes the set of Γ-conjugacy classes in Γell, we have
dimR(Γ) = |Cell(Γ)|. (3.1.4)
Lemma 3.1.1. If σ ∈ R(Γ), then σ ⊗∧dimV V − (−1)dimV σ is in Rind(Γ).
Proof. We have
∧i V ⊗ ∧dimV V ∼= ∧dimV−i V , as Γ-representations, for all 0 ≤
i ≤ dimV. From this, it follows that eΓ(σ ⊗
∧dimV V, σ′) = (−1)dimV eΓ(σ, σ′), for
all σ, σ′. 
Let Rred(Γ) denote the quotient of R(Γ) by the subspace generated by σ ⊗∧dimV V − (−1)dimV σ, for all Γ-types σ. Lemma 3.1.1 implies that the natural
(surjective) map
Rred(Γ)→R(Γ) (3.1.5)
is well-defined and preserves eΓ.
3.2. Elliptic representations of W . We specialize to Γ = W here acting on the
reflection representation V ; [20] analyzes the relation between R(W ) and Springer
representations.
Let g be the complex Lie algebra determined by the root system Φ, and let G be
the simply connected connected Lie group with Lie algebra g. For every x ∈ g, let
ZG(x) denote the centralizer of x in G, and let ZG(x)
0 be the identity component.
Define the A-group of x in G to be the quotient
A(x) = ZG(x)/ZG(x)
0Z(G), (3.2.1)
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where Z(G) is the center of G.
Specialize to the case when x ∈ N (g), the set of nilpotent elements of g. By
the Jacobson-Morozov theorem, there exists a Lie algebra homomorphism κ :
sl(2,C) → g such that κ
(
0 1
0 0
)
= e. Let s0 be a the semisimple part of the
Lie algebra of a maximal torus in ZG(κ(sl(2,C)). As explained in §3.2 of [20], the
group A(e) acts naturally on s0, i.e., A(e) ⊂ GL(s0), and therefore we may define
R(A(e)) with respect to this action.
Definition 3.2.1. An element e ∈ N (g) is called distinguished if ZG(e) contains
no nontrivial torus. An element e ∈ N (g) is called quasi-distinguished if there exists
a semisimple element t ∈ ZG(e) such that t exp(e) centralizes no nontrivial torus
in G. In particular, every distinguished e is quasi-distinguished with t = 1.
Corollary 3.2.3 in [20] shows thatR(A(e)) 6= 0 if and only if e is quasi-distinguished
in g.
From Springer theory, recall Be, the variety of Borel subalgebras of g containing
e. Let de denote the complex dimension of Be. Since ZG(e) acts on Be, we get
an action of A(e) on the cohomology H•(Be). Let Â(e)0 be the set of irreducible
A(e)-representations that appear in this action, and let R0(A(e)) be the subspace
of R(A(e)) spanned by Â(e)0.
The Springer correspondence constructs an action of W on H•(Be) which com-
mutes with the action of A(e), and gives a map:
G\{(e, φ) : e ∈ N (g), φ ∈ Â(e)0} −→ Ŵ , (e, φ) 7→ σ(e,φ) := HomA(e)[φ,H2de(Be)],
(3.2.2)
which is well-defined and bijective.
For every φ ∈ Â(e)0, set
He(φ) := HomA(e)[φ,H
•(Be)], (3.2.3)
and regard it as an element of R(W ). Let Re(W ) be the span in R(W ) of He(φ),
φ ∈ Â(e)0. The space {He(φ) : e, φ} is basis of R(W ), and therefore, we have
a decomposition R(W ) = ∑eRe(W ), which induces a decomposition R(W ) =∑
eRe(W ).
Theorem 3.2.2 ([20]). The map He : R0(A(e))→ Re(W ) induces a vector space
isomorphism He : R0(A(e))→Re(W ). Moreover, we have:
(1) The isomorphism He is an isometry with respect to the elliptic pairings eW
and eA(e);
(2) The spaces R0(A(e)) and Re(W ) are nonzero if and only if e is quasi-
distinguished;
(3) If e is distinguished, then {He(φ) : φ ∈ Â(e)0} is an orthonormal basis of
Re(W ) with respect to eW .
3.3. Elliptic representations of W˜ . We specialize now to Γ = W˜ acting also
on the (nongenuine) reflection representation V . Let Rgen(W˜ ) denote the subspace
of R(W˜ ) spanned by ̂˜W gen, the irreducible genuine W˜ -types. Every nongenuine
W˜ -type is a pullback of a W -type, so we may regard R(W ) naturally as a subspace
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of R(W˜ ). Clearly, we have
e
W˜
(σ˜, σ′) = 0, if σ˜ ∈ Rgen(W˜ ), σ′ ∈ R(W ), (3.3.1)
therefore we have an orthogonal decomposition R(W˜ ) = Rgen(W˜ ) ⊕ R(W ). As
before, define R(W˜ ) to be the quotient by the radical of e
W˜
, and letRgen(W˜ ) be the
image of Rgen(W˜ ) in R(W˜ ). Consequently, there is an orthogonal decomposition
R(W˜ ) = Rgen(W˜ )⊕R(W ). (3.3.2)
From (3.1.4), we have dimRgen(W˜ ) = |Cell(W˜ )| − |Cell(W )|. Recall the projection
p : W˜ →W from (2.2.5). Since V is a nongenuine representation of W˜ , an element
w˜ ∈ W˜ is elliptic if and only if p(w˜) ∈ W is elliptic. Recall that if Cw ⊂ W is a
conjugacy class, then p−1(Cw) is a single conjugacy class in W˜ or it splits into two
conjugacy classes in W˜ . Let C0(W ) denote the set of conjugacy classes of W which
split in W˜ and set C0ell(W ) = C0(W ) ∩ Cell(W ). Then we have
dimRgen(W˜ ) = |C0ell(W )| ≤ |Cell(W )| = dimR(W ). (3.3.3)
The dimension of the second space is as follows, see [5],[20, §3.1]:
An−1 : 1,
Bn : the number of partitions of n,
Dn : the number of partitions of n with even number of parts,
G2 : 3, F4 : 9, E6 : 5, E7 : 12, E8 : 30.
(3.3.4)
Since σ˜(z) = −1 for every genuine W˜ -type σ˜, it is clear that if Cw /∈ C0(W ), then
trσ˜(w˜) = 0, for all w˜ ∈ p−1(Cw) and all genuine W˜ -types σ˜.
Lemma 3.3.1. Let S be a spin module for W˜ .
(1) If dimV is even, then trS(w˜) 6= 0 if and only if detV (1 + p(w˜)) 6= 0.
(2) If dimV is odd, then trS(w˜) 6= 0 if detV (1−p(w˜)) 6= 0 (i.e., if w˜ is elliptic).
In particular, C0ell(W ) = Cell(W ) in this case.
Proof. If dimV is even, and S is the spin module, we see by (2.3.2) that trS(w˜)
2 =
tr∧• V (p(w˜)) = detV (1+p(w˜)), and this proves (1). If dimV is odd, and S+, S− are
the two spin modules, (2.3.2) implies that trS+−S−(w˜)2 = 2⊕dimVi=0 (−1)i tr∧i V (p(w˜)) =
detV (1−p(w˜)). Since S+ and S− are associate, trS+−S−(w˜) 6= 0 implies trS±(w˜) 6=
0, and this proves (2). 
Remark 3.3.2. In type An−1, there is a single elliptic conjugacy class, consisting
of the n-cycles in Sn, and it is easy to check directly that it splits in S˜n. Theorem 4.1
and Lemma 6.4 in [19] for Bn and Dn respectively, and sections 6–9 in [17] for the
exceptional groups, show that if dimV is even, the split elliptic conjugacy classes
are precisely the ones on which S does not vanish. In terms of the classification
of elliptic elements of W from Carter [5], when dimV is even, the set C0ell(W ) 6=
Cell(W ) is explicitly as follows:
(1) in type B2n, the elliptic conjugacy classes corresponding to partitions of 2n
with only even parts;
(2) in type D2n, the elliptic conjugacy classes corresponding to partitions of 2n
with only even parts, or partitions with only odd parts and multiplicity one;
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(3) in G2: {A2, G2};
(4) in F4: {A2 + A˜2, D4(a1), B4, F4, F4(a1)};
(5) in E6: {3A2, E6, E6(a1), E6(a3)};
(6) in E8: {A8, 2A4, 4A2, D8(a1), D8(a2), 2D4(a1), E6(a2) +A2, E6 +A2, E8,
E8(a1), E8(a2), E8(a3), E8(a4), E8(a5), E8(a6), E8(a7), E8(a8)}.
Let S denote a spin W˜ -module. One can consider the linear map:
ιS : R(W ) −→ Rgen(W˜ ), ιS(σ) = σ ⊗ S. (3.3.5)
Since the genuine W˜ -types are determined by their values on p−1(C0(W )), the
map ιS is surjective if and only if trS does not vanish on any conjugacy class in
p−1(C0(W )). Using Lemma 3.3.1 and [19, 17] again, we see that:
Lemma 3.3.3. The map ιS is surjective if and only if W is of type Bn, Dn, G2,
F4, or E8.
Since Rind(W ) (resp. Rgen,ind(W˜ )) can be identified with the vector subspace of
virtual characters that vanish on Well (resp. W˜ell), we have
ιS(Rind(W )) ⊂ Rgen,ind(W˜ ), (3.3.6)
and so ιS gives a linear map
ιS : R(W )→Rgen(W˜ ). (3.3.7)
Proposition 3.3.4. The map ιS is surjective.
Proof. By Lemma 3.3.3, this is true when W˜ is of type Bn, Dn, G2, F4, E8, since ιS
is surjective. The conclusion is implied if trS is nonzero on every conjugacy class
in p−1(C0ell(W )); this turns out to be the case for every irreducible W , by Lemma
3.3.1 and Remark 3.3.2. 
Corollary 3.3.5. The map ιS is an isomorphism if and only if dimV is odd or W
is of type A.
Proof. This is immediate from Proposition 3.3.4 by comparing the dimension of the
two spaces as in (3.3.3) and Lemma 3.3.1. 
3.4. Applying (3.1.5) to this setting, we get a surjective linear map Rredgen(W˜ ) →
Rgen(W˜ ) which preserves the elliptic pairing. Thus we have constructed two maps:
R(W )։ Rgen(W˜ )և Rredgen(W˜ ). (3.4.1)
Via
ξ : Rgen(W˜ )→Rgen(W˜ ), σ˜ 7→ σ˜ ⊗ sgn+ (−1)dimV σ˜, (3.4.2)
we may identify Rredgen(W˜ ) with the image of ξ, i.e., with the subspace of Rgen(W˜ )
spanned by {σ˜⊗ sgn+(−1)dimV σ˜ 6= 0 : σ˜ ∈ ̂˜W/∼} (here we think of ̂˜W/∼ as a sys-
tem of representatives for the symmetry classes). This shows that dimRredgen(W˜ ) =
|̂˜W/∼| when dimV is even, and |̂˜W/∼| − |{σ˜ ∈ ̂˜W : σ˜ ⊗ sgn ∼= σ˜}| when dim V is
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odd. From [17, 19, 21], we see that the dimension of |̂˜W/∼| equals:
An−1 : the number of partitions of n into distinct parts,
Bn : the number of partitions of n,
Dn : the number of equivalence classes of partitions of n under transposition,
G2 : 3, F4 : 9, E6 : 6, E7 : 13, E8 : 30.
(3.4.3)
In addition, in types B2n+1, D2n+1, E7, there are no self-associate W˜ -types. In type
A2n−1, the number of self-associate S˜2n-types equals the number of partitions of
odd length of 2n into distinct parts. Comparing (3.4.3) with (3.3.4), we see that if
W is of type Bn, G2, F4, or E8, then we have dimR(W ) = dimRredgen(W˜ ). (If the
type is B2n+1, then the maps in (3.4.1) are both isomorphisms.)
Remark 3.4.1. One can ask if there is a natural linear map R(W ) → Rredgen(W˜ ),
having good properties with respect to the elliptic pairing. When dimV is odd, it
is easy to check that such a map is σ 7→ 1√
2
σ ⊗ (S+ − S−), and that this map is
an injective metric with respect to the elliptic pairing on R(W ) and the standard
pairing on Rgen(W˜ ). When dimV is even, a similar construction exists, but instead
of W˜ , one needs to consider W˜even = {w˜ ∈ W˜ : sgn(w˜) = 1}. This fits naturally
with the theory of the Dirac index for graded Hecke algebras and it is considered in
[10].
3.5. The classification of W˜ -types. The rest of the section is dedicated to the
proof of Theorem 1.0.1.
By the Jacobson-Morozov theorem, we know that there is a one-to-one correspon-
dence between G-orbits of nilpotent elements in g, and the set T (G) of G-conjugacy
classes of Lie triples in g:
(e, h, f) : [h, e] = 2e, [h, f ] = −2f, [e, f ] = h. (3.5.1)
Definition 3.5.1. Let N0(g) denote the set of all nilpotent elements e whose cen-
tralizer in g is a solvable subalgebra. Let T0(G) denote the set of G-conjugacy classes
of triples (e, h, f) such that e ∈ N0(g).
This definition of T0(G) agrees with the one from the introduction by Proposition
2.4 in [3]. Every quasi-distinguished nilpotent element is in N0(g), but in types
A,D,E6, not all e ∈ N0(g) are quasi-distinguished in the sense of Definition 3.2.1.
For example, in sl(n), the only quasi-distinguished nilpotent orbit is the regular
orbit, but N0(g) contains every orbit whose Jordan form has all blocks of distinct
sizes.
3.6. Type A. We begin the proof of Theorem 1.0.1. This is a case-by-case ver-
ification, combinatorially for classical root systems, and a direct computation for
exceptional.
The starting point is type An−1, W˜n = S˜n. Let P (n) be the set of all partitions
of n, and let DP (n) be the set of distinct partitions. If λ = (λ1, λ2, . . . , λm) is a
partition of n, written in decreasing order, we denote the length of λ by ℓ(λ) = m.
We say that λ is even (resp. odd) if n− ℓ(λ) is even (resp. odd).
It is well-known that every partition λ parameterizes a unique Sn-type σλ, and
this gives a one-to-one correspondence between P (n) and Ŝn. The first part of
Theorem 1.0.1 for S˜n is a classical result of Schur.
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Theorem 3.6.1 ([21]). There exists a one-to-one correspondencê˜
Sn/∼ ←→ DP (n).
For every even λ ∈ DP (n), there exists a unique σ˜λ ∈ ̂˜Sn, and for every odd
λ ∈ DP (n), there exist two associate σ˜+λ , σ˜−λ ∈ ̂˜Sn. The dimension of σ˜λ or σ˜±λ is
2[
n−m
2 ]
n!
λ1! . . . λm!
∏
1≤i<j≤m
λi − λj
λi + λj
. (3.6.1)
Notice that DP (n) precisely parameterizes the set of quasi-distinguished orbits
in type An−1 (the only local systems of Springer type are the trivial ones here).
In order to simplify the formulas below, we write σ˜λ := σ˜
+
λ ⊕ σ˜−λ , if λ is an odd
partition in DP (n).
The decomposition of the tensor product of an Sn-type σµ with the spin repre-
sentation S = σ˜(n) is well-known (see [24, §9.3] for example). If λ 6= (n) (this case
has been covered by §2.5 already), we have:
dimHomS˜n [σ˜λ, σµ ⊗ σ˜(n)] =
1
ǫλǫ(n)
2
ℓ(λ)−1
2 gλ,µ, (3.6.2)
where ǫλ = 1 (resp. ǫλ =
√
2) if λ is even (resp. odd), and gλ,µ are certain Kostka
type numbers ([24, §9.3]). In particular, gλ,λ 6= 0, and this proves (2) in Theorem
1.0.1.
In order to verify claim (1) of Theorem 1.0.1, we need a formula for the character
of σ˜λ on the conjugacy class represented by the cycle (123) in S˜n. This may be
well-known, but I could not find a reference, so I include a combinatorial proof.
Lemma 3.6.2. If λ = (λ1, . . . , λm) is a partition in DP (n), n ≥ 3, then we have
|CSn(123)|
trσ˜λ((123))
dim σ˜λ
=
m∑
i=1
λi(λ
2
i − 1)
6
−
(
n
2
)
, (3.6.3)
where Cn(123) denotes the conjugacy class of the cycle (123) in S˜n.
Proof. The proof is by induction on n. One can immediately verify this for n = 3,
and let us assume it holds for n− 1. By restriction to S˜n−1, one has
trσ˜λ =
m∑
i=1
trσ˜
λi
,
where λi = (λ1, . . . , λi−1, . . . , λm). One discards λi if it is not in DP (n−1). Using
the induction hypothesis, and the ratios |CSn(123)|/|CSn−1(123) | = nn−3 , dim σ˜λi/ dim σ˜λ =
λi
n
∏
j 6=i
(λi−λj−1)(λi+λj)
(λi−λj)(λi+λj−1) , an elementary calculation leads to the following curious
identity that we need to verify:
m∑
i=1
λ2i (λi − 1)
∏
j 6=i
(λi − λj − 1)(λi + λj)
(λi − λj)(λi + λj − 1) =
m∑
i=1
λ2i (λi − 1)−
∑
i6=j
λiλj . (3.6.4)
A similar identity arises when one proves Schur’s dimension formula by induction
([12, Proposition 10.4]). We consider the function
f(x) = (x2 − x)
m∏
i=1
(x− λi − 1)(x+ λi)
(x− λi)(x+ λi − 1) , (3.6.5)
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which has the expansion
f(x) = (x2 − x) +
m∑
i=1
Ai −
n∑
i=1
Aiλi(λi − 1)
(x− λi)(x + λi − 1) , (3.6.6)
where Ai = −2λi
∏
j 6=i
(λi−λj−1)(λi+λj)
(λi−λj)(λi+λj−1) . Notice that the coefficient of x
−2 in the
Laurent expansion of the right hand side of (3.6.6) is precisely (−2) times the left
hand side of (3.6.4). Then one verifies (3.6.4) easily, by computing the coefficient
of x−2 in the Laurent expansion of (3.6.5). 
Using the formula in Lemma 3.6.2, we immediately check that σ˜λ(ΩS˜n) =∑n
i=1
λi(λ
2
i−1)
3 . Here, for simplicity, we assumed that the roots of type An−1 are the
standard ones. A middle element h of a Lie triple for the nilpotent orbit indexed by
the partition λ is, in coordinates, (−(λ1 − 1), . . . , (λ1 − 1), . . . ,−(λm − 1), . . . , (λm − 1)),
and now claim (1) in Theorem 1.0.1 is established.
3.7. Types B,C. The nilpotent orbits in sp(2n) and so(m) are parameterized (via
an analogue of the Jordan canonical form) by partitions of 2n (resp. m), where the
odd (resp. even) parts occur with even multiplicity. Such an orbit is in N0(sp(2n))
(resp. N0(so(m)) if and only if the associated partition has only even (resp. odd)
parts, and all parts have multiplicity at most 2.
Let Wn denote the Weyl group of type Bn/Cn. The group Wn is a semidirect
product Wn = Sn⋊ (Z/2Z)
n, and therefore, as it is well-known, its representations
are obtained by Mackey theory. More precisely, let χk = (triv ⊠ · · · ⊠ triv)n−k ⊠
(sgn ⊠ · · · ⊠ sgn)k be a character of (Z/2Z)n, and let Sn−k × Sk be the isotropy
group of χk in Sn. For every partitions λ of n − k and µ of k, one constructs an
irreducible Wn representation σ(λ,µ) as
σ(λ,µ) = Ind
Wn
Sn−k×Sk×(Z/2Z)n(σλ ⊠ σµ ⊠ χk). (3.7.1)
This gives a bijection
Ŵn ←→ BP (n), σ(λ,µ) ↔ (λ, µ), (3.7.2)
where BP (n) is the set of bipartitions of n. In particular, in this notation, if
λ ∈ P (n), the representation σ(λ,∅) is obtained from the Sn-type σλ, by letting the
simple reflections of Wn not in Sn act by the identity.
Let W˜n denote the spin cover of Wn. The genuine representations of W˜n were
classified by [19], starting with the classification for S˜n-types.
Theorem 3.7.1 ([19, Theorem 5.1]). There is a one-to-one correspondence
̂
(W˜n)gen/∼ ←→ P (n).
For every λ ∈ P (n), there exist:
(1) one irreducible W˜n-type σ˜λ = σ(λ,∅) ⊗ S, if n is even;
(2) two associate W˜n-types σ˜
±
λ = σ(λ,∅) ⊗ S±, if n is odd.
This realization is very convenient for computing the character of σ˜λ (and simi-
larly σ˜±λ ). Using the character of S and the characters of type An−1, we immediately
see that:
trσ˜λ(s˜αs˜β)
dim σ˜λ
= | cos(α, β)|
{
trσλ ((123))
dimσλ
, if α, β form an A2
trσλ ((12))
dimσλ
, if α, β form an B2/C2
. (3.7.3)
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The relevant formulas for tr σλ in Sn go back to Frobenius. In the form that we
need, they are:
|CSn(123)|
trσλ((123))
dimσλ
= p2(λ) −
(
n
2
)
, |CSn(12)|
trσλ((12))
dimσλ
= p1(λ), (3.7.4)
where pk(λ) is the sum of k powers of the content of λ.
The formula for σ˜λ(ΩW˜ ) becomes very explicit. Assume for simplicity of notation
that we take the standard Bourbaki coordinates for roots for type B and C. Set
ǫ = 1, if Φ = Bn, ǫ =
1
2
, if Φ = Cn. (3.7.5)
Then, we have
σ˜λ(ΩW˜ ) = 4p2(λ+ ǫ), (3.7.6)
where p2(λ + ǫ) denotes the sum of squares of the ǫ-content of λ, i.e., the content
of the (i, j)-box is j − i+ ǫ.
The set of all contents of λ + ǫ (with repetitions) represents the coordinates of
one half of the middle element of a nilpotent orbit Oλ,ǫ in so(2n + 1) (if ǫ = 1),
respectively sp(2n) (if ǫ = 1/2). Moreover, the nilpotent orbit lies in fact in N0(g).
(See [9, §4.4] for the combinatorics needed to verify this claim.)
The following algorithm (due to Slooten) attaches to each partition λ with con-
tent λ+ǫ a set of bipartitions. All theWn-types parameterized by these bipartitions
are Springer representations for the nilpotent orbit Oλ,ǫ. This can be seen by com-
paring Slooten’s algorithm with Lusztig’s algorithm with S-symbols for the Springer
correspondence ([9, §4.4]). Moreover, the relation between this algorithm and the
elliptic representation theory of W (via the elliptic representation theory of the
graded affine Hecke algebra attached to Φ) is part of [8].
Algorithm ([22]). Start with an empty bipartition (µ, µ′), µ = ∅, µ′ = ∅. Locate
the largest content in absolute value in λ+ ǫ. This could appear in the last box of
the first row or the last box of the first column. Assume first that these two entries
are distinct. If the largest content is in the first row, remove the row from λ and
put its length in µ. If the largest content is in the first column, remove the column
from λ and put its length in µ′. Continue with the remaining (smaller) partition.
If at this step there was an ambiguity, namely the largest entry in absolute value
appeared twice, start two cases, and proceed in each one of them separately as
above.
If at the last step, we are left with a single box, treat it as a row if its content is
nonnegative, and as a column if its content is negative.
It is apparent that the number of W -types that the algorithm returns is always
a power of 2. Moreover, it is known that the algorithm returns a unique Wn-type
if and only if the associated nilpotent orbit is distinguished.
Let σ(µ,µ′) be one of the Wn-types returned by the algorithm. It remains to
check that the multiplicity of σ˜λ in σ(µ,µ′) ⊗ S is nonzero (claim (2) of Theorem
1.0.1). We have:
Hom
W˜
[σ˜λ, σ(µ,µ′)⊗S] = HomW˜ [σ(λ,∅)⊗S, σ(µ,µ′)⊗S] = HomW [
•∧
V, σ(λ,∅)⊗σ(µ,µ′)].
(3.7.7)
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In bipartition notation, we have
∧k
V = σ((n−k),(1k)). We claim that
∧k
V , where
k = |µ|, occurs in σ(λ,∅) ⊗ σ(µ,µ′). To see this, notice that (3.7.1) implies:
σ(λ,∅) ⊗ σ((n−k),(1k)) = σ(λ,∅) ⊗ IndWnSn−k×Sk×(Z/2Z)n(triv ⊠ sgn⊠ (triv
n−k
⊠ sgnk))
= IndWnSn−k×Sk×(Z/2Z)n(σλ|Sn−k×Sk ⊗ (triv ⊠ sgn)⊠ (triv
n−k
⊠ sgnk)).
From the construction of µ (using the rows of λ) and µ′ (using the columns of λ),
and the induction/restriction rules in Sn, we have:
σµ ⊠ σµ′t →֒ σλ|Sn−k×Sk ,
where µ′t denotes the transpose partition of µ′. Since σµ′t = σµ′ ⊗ sgn, as Sk-
representations, the claim follows by applying (3.7.1) again.
3.8. Type D. LetW (Dn) denote the Weyl group of type Dn. This is a subgroup of
Wn of index 2. An irreducibleWn-representation σ(λ,µ) restricts to a representation
of W (Dn) which is:
• irreducible if λ 6= µ;
• a sum of two inequivalent irreducible W (Dn)-types if λ = µ.
Moreover, σ(λ,µ) and σ(µ,λ), λ 6= µ, restrict to the same W (Dn)-representation.
In our case, the only W (Dn)-types that we consider are those associated via
Springer’s correspondence with nilpotent orbits in N0(Dn). In the Jordan form
partition notation ([6]), these are the orbits indexed by partitions of 2n where all
parts are odd and appear with multiplicity at most 2. It turns out that for every
Springer representation attached to one of these orbits, the bipartition (λ, µ) has
the property that λ 6= µ.
The classification of
̂˜
W (Dn)gen is obtained from Theorem 3.7.1. We define the
equivalence relation ∼ on P (n): λ ∼ λt. This is the combinatorial equivalent of the
relation ∼ on Ŝn: σλ ∼ σλ ⊗ sgn = σλt .
Theorem 3.8.1 ([19, §7,8]). There is a one-to-one correspondence
̂˜
W (Dn)gen/∼ ←→ P (n)/∼.
More precisely, recall the irreducible representations σλ of Sn and σ˜λ of W˜n. We
have:
(1) If n is odd, every irreducible genuine W˜n-representations σ˜λ restricts to an
irreducible W˜ (Dn)-representation, and this gives a complete set of inequiv-
alent irreducible genuine W˜ (Dn)-representations. Moreover, σ˜λ and σ˜λt
are associate as W˜ (Dn)-representations.
(2) If n is even, and if λ = λt, then σ˜λ restricts to a sum of two associate irre-
ducible W˜ (Dn)-type; if λ 6= λt, then σ˜λ restricts to an irreducible W˜ (Dn)-
representation.
The analysis of the map Ψ is now completely analogous to the cases Bn/Cn.
The same formulas and algorithm hold with the convention that ǫ = 0.
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3.9. Exceptional root systems. The character tables for exceptional W˜ are in
[17]. We reorganize them here so that the claims in Theorem 1.0.1 follow. The
notation for W˜ -types is borrowed from [17]. We put a ∗ next to W˜ -type to in-
dicated that it has an associate W˜ -type. We use Carter’s notation for W -types
and nilpotent orbits ([6]). In each table, we give the correspondences (1), (2) in
Theorem 1.0.1 between genuine W˜ -types, nilpotent orbits, and Springer represen-
tations attached to nilpotent orbits. We also give the traces of the characters of
the genuine W˜ -types on elements of the form s˜αs˜β , where α, β form an A2, B2, or
G2. Using these traces and the sizes of the corresponding conjugacy classes (which
are listed in [5]), we computed σ˜(Ω
W˜
) and verified assertion (1) in Theorem 1.0.1.
For tensor product decompositions, we used the package chevie in the computer
algebra system GAP.
Table 1. G2
Nilpotent e ∈ N0 σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen trσ˜(A2) trσ˜(G2)
G2 (1, 0) 2s 1
√
3
G2(a1) (2, 1) 2sss −2 0
(1, 3)′ 2ss 1 −
√
3
Table 2. F4
Nilpotent e ∈ N0 σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen trσ˜(Al2) trσ˜(As2) trσ˜(B2)
F4 (1, 0) 4s 2 2 2
√
2
F4(a1) (4, 1) 12s 0 0 2
√
2
(2, 4)′′ 8sss 4 −2 0
F4(a2) (9, 2) 24s 0 0 0
(2, 4)′ 8ssss −2 4 0
F4(a3) (12, 4) 8ss 0 0 −2
√
2
(9, 6)′ 12ss −2 −2 0
(6, 6)′′ 8s −2 −2 0
(1, 12)′ 4ss 2 2 −2
√
2
Remark 3.9.1. In E6, there is a nilpotent orbit D4(a1) ⊂ N0(E6), such that
A(e) = S3. There are three Springer representations attached to D4(a1): σe,(3),
σe,(21), and σe,(111). Since the rank is even, there is a single spin module S. The fiber
Ψ−1(e) contains three W˜ -types σ˜1, σ˜2, σ˜3 of dimensions 40, 20, 20, respectively.
Moreover, σ˜2 and σ˜3 are associate. We compute that in the decomposition σ˜1 ⊗ S
occur all three σe,(3), σe,(21), and σe,(111), while in the decomposition of σ˜2 ⊗ S
(equivalently σ˜3 ⊗ S) only σe,(21) occurs among the three Springer representations.
3.10. The generalized Springer correspondence. The references for the con-
struction of the generalized Springer correspondence, and for the results we need
to use are [13, 15].
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Table 3. E6
Nilpotent e ∈ N0 σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen trσ˜(A2)
E6 (1, 0) 8s 4
E6(a1) (6, 1) 40s 8
E6(a3) (30, 3) 120s 0
(15, 5) 72s 0
D5 (20, 2) 60s∗ 6
D5(a1) (64, 4) 80s∗ −2
A4 +A1 (60, 5) 64s∗ −4
D4(a1) (80, 7), (90, 8), (20, 10) 40ss −4
(90, 8) 20s∗ −2
Table 4. E7
Nilpotent e ∈ N0 σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen trσ˜(A2)
E7 (1, 0) 8s∗ 4
E7(a1) (7, 1) 48s∗ 12
E7(a2) (27, 2) 168s∗ 24
E7(a3) (56, 3) 280s∗ 20
(21, 6) 112s∗ 8
E7(a4) (189, 5) 720s∗ 0
(15, 7) 120s∗ 0
E7(a5) (315, 7) 448s∗ −4
(280, 9) 560s∗ −20
(35, 13) 112ss∗ −16
E6(a1) (120, 4), (105, 5) 512s∗ 16
A4 +A1 (512, 11), (512, 12) 64s∗ −4
(512, 11), (512, 12) 64ss∗ −4
Let G be a simply connected complex simple group, with a fixed Borel subgroup
B, and maximal torus H ⊂ B. The Lie algebras will be denoted by the correspond-
ing Gothic letter. Fix a nondegenerate G-invariant symmetric bilinear form 〈 , 〉
on g. Denote also by 〈 , 〉 the dual form on g∗.
Definition 3.10.1. A cuspidal triple for G is a triple (L, C,L), where L is a Levi
subgroup of G, C is a nilpotent L−orbit on the Lie algebra l, and L is an irreducible
G−equivariant local system on C which is cuspidal in the sense of [13, 15].
Let us fix a cuspidal triple (L, C,L), such that H ⊂ L, and P = LU ⊃ B is
a parabolic subgroup. Let T ⊂ L denote the identity component of the center of
L, with Lie algebra t. Write an orthogonal decomposition with respect to 〈 , 〉,
h = t+ a; here a is a Cartan subalgebra for the semisimple part of l. Let
prC : h→ t (3.10.1)
denote the corresponding projection onto t.
Following [15, §2], we attach to (L, C,L) an R-root system Φ = (V,R, V ∨, R∨)
and a W -invariant function c : R+ → Z. Let R ⊂ t∗ be the reduced part of the
root system given by the nonzero weights of ad(t) on g; it can be identified with
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Table 5. E8
Nilpotent e ∈ N0 σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen trσ˜(A2)
E8 (1, 0) 16s 8
E8(a1) (8, 1) 112s 32
E8(a2) (35, 2) 448ss 80
E8(a3) (112, 3) 1344ss 168
(28, 8) 320s 40
E8(a4) (210, 4) 2016s 144
(160, 7) 1680s 120
E8(a5) (700, 6) 5600sss 160
(300, 8) 2800s 80
E8(a6) (1400, 8) 6480s 0
(1575, 10) 9072s 0
(350, 14) 2592s 0
E8(a7) (4480, 16) 896s −72
(5670, 18) 2016sss −72
(4536, 18) 2016ss −48
(1680, 22) 1344s −40
(1400, 20) 1120s −32
(70, 32) 224s −8
E8(b4) (560, 5) 5600ss 280
(50, 8) 800s 40
E8(b5) (1400, 7) 6720s 128
(1008, 9) 7168s 120
(56, 19) 448s 8
E8(b6) (2240, 10) 8400s −120
(840, 13) 5600s −80
(175, 12) 2800ss −40
D5 +A2 (4536, 13), (840, 13) 4800s −120
D7(a1) (3240, 9), (1050, 10) 11200s −40
D7(a2) (4200, 12), (3360, 13) 7168ss −160
E6(a1) +A1 (4096, 11), (4096, 12) 8192s −128
the root system of the reductive part of ZG(x), where x ∈ C. Let V be the R-span
of R in t∗. The Weyl group is
W = NG(L)/L. (3.10.2)
This is a Coxeter group due to the particular form L must have to allow a cuspidal
local system.
Let R+ is the subset of R for which the corresponding weight space lives in u.
The simple roots Π = {αi : i ∈ I} correspond to the Levi subgroups Li containing
L maximally: αi is the unique element in R
+ which is trivial on the center of li.
For every simple αi, c(αi) ≥ 2 is defined to be the smallest integer such that
ad(x)c(αi)−1 : li ∩ u→ li ∩ u is zero. (3.10.3)
This is a W -invariant function on Π and we extend it to R+.
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The explicit classification of cuspidal triples (when G is simple), along with the
corresponding values for the parameters c(α) can be found in the tables of [15,
§2.13].
Define R⊥ = {x ∈ t : α(x) = 0, for all α ∈ R}, and let t′ be the orthogonal
complement of R⊥ in t. For every α ∈ R, define αˇ ∈ t to be the unique element of
t′ such that α(αˇ) = 2. Let R∨ denote the set of all αˇ, and let V ∨ be the R-span of
R∨ in t′.
Consider the variety
g˙ = {(x, gP ) ∈ g×G/P : Ad(g−1)x ∈ C + t+ u}, (3.10.4)
on which G×C× acts via (g1, λ): x 7→ λ−2Ad(g1)x, x ∈ g, and gP 7→ g1gP, g ∈ G.
Let pr1 and pr2 be the projections of g˙ on the two factors. For every nilpotent
element e ∈ g, let Pe denote the preimage of {e} in g˙ under pr1 . Via pr2, we may
make the identification:
Pe = {gP : Ad(g−1)e ∈ C + u}.
Let L˙ denote the pull-back of the local system L on C under the G × C×-
equivariant projection g˙→ C, (x, gP ) 7→ Ad(g−1)x.
Let π1(e) = ZG(e)/ZG(e)
0 be the fundamental group of G · e. The hypercoho-
mology with compact support H•c (Pe, L˙) carries a π1(e)×W action ([13], see also
[15]). Let Â(e)C denote the set of irreducible representations of π1(e) which appear
in this way. Moreover, for φ ∈ Â(e)C we have:
σ(e,φ) := Homπ1(e)[φ,H
2 dimPe
c (Pe, L˙)] (3.10.5)
is an irreducible W−representation. The correspondence ⊔e∈G\N (g)Â(e)C → Ŵ ,
(e, φ)→ σ(e,φ) is the generalized Springer correspondence of [13], and it is a bijec-
tion. We normalize it so that σ(e,φ) = sgn, when e ∈ G · C (there is single φ that
appears in that case).
Definition 3.10.2. Denote T0(G, C) = {[(e, h, f)] ∈ T0 : Â(e)C 6= 0}.
Theorem 3.10.3. There is a surjective map
Ψc :
̂˜
W gen −→ T0(G, C), (3.10.6)
(T0(G, C) is as in Definition 3.10.2) with the following properties:
(1) If Ψ(σ˜) = [(e, h, f)], then
σ˜(Ω
W˜ ,c
) = 〈prC(h), prC(h)〉. (3.10.7)
where Ω
W˜ ,c
is as in (2.6.1) and prC is as in (3.10.1);
(2) Let (e, h, f) ∈ T0(G, C) be given. For every Springer representation σ(e,φ),
φ ∈ Â(e)C, and every spin W˜ -module S, there exists σ˜ ∈ Ψ−1[(e, h, f)] such
that σ˜ appears with nonzero multiplicity in the tensor product σ(e,φ) ⊗ S.
Conversely, for every σ˜ ∈ Ψ−1[(e, h, f)], there exists a spin W˜ -module S
and a Springer representation σ(e,φ), such that σ˜ is contained in σ(e,φ)⊗S.
(3) If e is distinguished, then properties (1) and (2) above determine a bijection:
Ψ−1([e, h, f ])/∼ ←→ {σe,φ : φ ∈ Â(e)C}. (3.10.8)
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Proof. Again the proof amounts to verifying the assertions in every case. The
interesting cases are when R is of type Bn/Cn, G2, or F4.
For type G2, the cuspidal local system appears for the Levi subgroup L = 2A2 in
G = E6. Assuming that the simple roots of R of type G2 are α, β with α long and
β short, the parameter function is c(α) = 1, c(β) = 3. To give an explicit formula
for Ω
W˜ ,c
, let’s normalize α, β such that such that 〈αˇ, αˇ〉 = 2 and 〈βˇ, βˇ〉 = 6. Then
we have
1
4
σ˜(Ω
W˜ ,c
) =
3
2
(c(α)2 + 3c(β)2) + 4
√
3c(α)c(β)
trσ˜(G2)
dim σ˜
+ (c(α)2 + 3c(β)2)
trσ˜(A2)
dim σ˜
;
(3.10.9)
recall that the notation for conjugacy classes is as in [5]. Then one can verify easily
part (1) of Theorem 3.10.3.
For type F4, the cuspidal local system appears for the Levi subgroup L = (3A1)
′
in G = E7. Assuming that the simple roots of R of type F4 are α, β with α short
and β long, the parameter function is c(α) = 2, c(β) = 1. We normalize α, β so
that 〈αˇ, αˇ〉 = 2 and 〈βˇ, βˇ〉 = 1. Then we have:
1
4
σ˜(Ω
W˜ ,c
) = 3(2c(α)2+c(β)2)+16c(α)2
trσ˜(A2)
dim σ˜
+8c(β)2
trσ˜(A˜2)
dim σ˜
+18
√
2c(α)c(β)
trσ˜(B2)
dim σ˜
.
(3.10.10)
The correspondence from Theorem 3.10.3 for G2 and F4 is listed in Tables 6 and
7. The explicit values of prC(h) in coordinates, for these cases, can be found in [7,
Tables 1 and 2].
Table 6. 2A2 in E6, W = G2.
Nilpotent e ∈ N0,C σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen
E6 (1, 0) 2s
E6(a1) (1, 3)
′ 2ss
E6(a3) (2, 1) 2sss
Table 7. (3A1)
′ in E7, W = F4.
Nilpotent e ∈ N0,C σe,φ ∈ Ŵ σ˜ ∈ ̂˜W gen
E7 (1, 0) 4s
E7(a1) (2, 4)
′′ 8sss
E7(a2) (4, 1) 12s
E7(a3) (8, 3)
′ 24s
(1, 12)′ 4ss
E7(a4) (2, 4)
′ 8ssss
(4, 7)′ 12ss
E7(a5) (12, 4) 8ss
(6, 6)′′ 8s
For types Bn and Cn, the combinatorics is similar to that in the proof of Theorem
1.0.1. More precisely, assume the notation from Theorem 3.7.1 and the discussion
following it. Assume also that the roots of type Bn and Cn are in the standard
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Bourbaki coordinates. For a partition λ of n, viewed as a left justified Young
tableau, define the content of the box (i, j) with parameters c1, c2 to be the number
mc(i, j) := c1(i−j)+c2. Let us denote by p2(λ, c1, c2) the sum of squares of contents
of boxes for λ and parameters c1, c2. The same computation as after Theorem 3.7.1
shows that
σ˜λ(ΩW˜ ,c) = 4p2(λ, c(ǫ1 − ǫ2), c(ǫn)), for type Bn,
σ˜λ(ΩW˜ ,c) = 4p2(λ, c(ǫ1 − ǫ2),
1
2
c(2ǫn)), for type Cn.
(3.10.11)
Notice that σ˜λ(ΩW˜ ,c) for Cn is identical with σ˜λ(ΩW˜ ,c) for Bn if we set c(2ǫn) =
2c(ǫn). The geometric values of the parameters are as follows (§2.13 in [15]):
(1) g = sp(2k + 2n), l = sp(2k) ⊕ Cn, C = (2, 4, . . . , 2p) ⊕ 0, k = p(p + 1)/2,
Φ = Bn, c(ǫ1 − ǫ2) = 2, c(ǫn) = 2p+ 1;
(2) g = so(k + 2n), l = so(k)⊕ Cn, C = (1, 3, . . . , 2p+ 1)⊕ 0, k = p2, Φ = Bn,
c(ǫ1 − ǫ2) = 2, c(ǫn) = 2p+ 2;
(3) g = so(k+4n), l = so(k)⊕ sl(2)n ⊕Cn, C = (1, 5, 9, . . . , 4p+1)⊕ (2)n ⊕ 0,
k = (p+ 1)(2p+ 1), c(ǫ1 − ǫ2) = 4, c(ǫn) = 4p+ 3;
(4) g = so(k+4n), l = so(k)⊕ sl(2)n⊕Cn, C = (3, 7, 11, . . . , 4p+3)⊕ (2)n⊕ 0,
k = (p+ 1)(2p+ 3), c(ǫ1 − ǫ2) = 4, c(ǫn) = 4p+ 5.
For the partition λ with content mc(i, j), Slooten’s algorithm is the same as in
the case c ≡ 1. Also the analysis of the tensor product decomposition works in
the same way as in the proof of Theorem 1.0.1 for Bn and c ≡ 1. (The argument
there only uses Slooten’s algorithm and the Weyl group of type Bn, and not the
parameter function c.) The algorithm giving the nilpotent element e ∈ g from the
partition λ with content mc(i, j), at geometric values of c, is again very similar to
the one in [9, §4.4], and we skip the details.

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