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Abstract
Numerical simulations represent an important tool for the design of combus-
tion chambers. The prediction of wall fluxes is a significant aspect in the life
cycle of combustors, since it allows to prevent eventual wall damages. For a
correct quantification of wall thermal loads, radiative fluxes have to be taken
into account, since the heat transfer from flame to the walls is driven, apart
from convection, also by radiation of burnt gases inside the chamber. Wall
heat losses depend on the temperature distribution inside the combustor, and
the flow temperature field is, in turn, strongly modified by radiation from hot
gases. In order to correctly account for both convective and radiative contribu-
tions to wall fluxes, the simultaneous solution of the radiative transfer equation
(RTE) and the governing equations for reactive flows is required. Nowadays,
coupled simulations involving combustion and radiative heat transfer are more
and more used and targeted. Thanks to the increase in computing power and
advances in numerical algorithms and solver scalability, the use of accurate
Monte Carlo (MC) methods in 3D unsteady simulations, such as Direct Nu-
merical Simulations (DNS) and Large Eddy Simulations (LES), has become
aﬀordable and enables high-fidelity of the described radiative heat transfer.
However, such coupled and multi-physics simulations remain very costly, and
additional eﬀorts are necessary to make MC methods more eﬃcient. The pur-
pose of this study is then to investigate improvements of MC methods, by using
an alternative sampling mechanism for numerical integration usually referred
to as Quasi-Monte Carlo (QMC) integration: a method which has barely been
studied for the numerical resolution of thermal radiation. In the present study,
QMC is assessed on several practical 3D configurations and compared to MC.
The eﬃciency improvement achieved by QMC, makes such method a perfect
candidate for coupled high-fidelity simulations based on LES or DNS. In the
present work, an interesting 3D application has been retained for the assessment
of QMC methods in coupled simulations: the Oxytec chamber, experimentally
investigated at the EM2C laboratory. Two atmospheric swirled premixed flames
have been experimentally studied during the Oxytec campaign: a methane-air
flame (Flame A) and a CO2-diluted oxy methane flame (Flame B). Despite
their diﬀerent composition, such flames share a lot of common characteristics,
like thermal power, adiabatic temperature and wall fluxes distribution. The
first numerical simulations of the Oxytec chamber are carried out in this thesis
iv Abstract
work: a QMC approach enabling to solve the RTE with detailed radiative prop-
erties of gases and confining viewing windows is coupled to the LES solver, for
the simulation of the Flame A. LES and LES-QMC simulations are carried out,
by imposing measured wall temperature on the solid parts of the combustor.
The comparison between coupled and non-coupled simulations with experimen-
tal data shows that thermal radiation has an impact on both flow and flame
topology. Moreover, heat transfer results highlight that radiative heat losses
account for the 20% of the flame thermal power and that around 35% of ra-
diative power inside the combustor is transmitted to the exterior, through the
quartz windows. Finally, a good agreement is found in the numerical wall heat
flux compared to experimental data. In the last part of this thesis, attention
is focused on the Flame B, where the high CO2 concentration of burnt gases
is expected to enhance the radiative heat transfer. It is first shown that the
presence of a strong absorber, such as CO2, in the fresh mixture increases the
laminar flame speed by a factor which depends on the size of the investigated
configuration. Then, first results issued from LES of Flame B are shown and
preliminary results on radiative heat transfer are discussed and compared to
the ones obtained from coupled simulations of Flame A.
Résumé
La simulation numérique représente un outil important pour la conception des
systèmes de combustion. La prédiction des flux aux parois joue un rôle déter-
minant dans le cycle de vie des chambres de combustion, car elle permet de
prédire la fatigue thermique des parois et d’augmenter ainsi la durée de vie des
équipements. Le transfert de chaleur de la flamme aux parois est entraîné, outre
la convection, également par le rayonnement des gaz chauds au sein de la cham-
bre. Pour évaluer les transferts thermiques aux parois il faut donc tenir compte
des flux radiatifs. Les pertes thermiques aux parois dépendent de la réparti-
tion de la température à l’intérieur de la chambre de combustion, et le champ
de température est, à son tour, fortement modifié par le rayonnement des gaz
brûlés. Afin d’intégrer les contributions convectives et radiatives au flux parié-
tal dans des simulations numériques, il est nécessaire de résoudre simultanément
l’équation de transfert radiatif et les équations régissant l’écoulement réactif.
De nos jours, les simulations couplées impliquant combustion et transfert de
chaleur radiatif sont de plus en plus utilisées et ciblées. Grâce à l’augmentation
de la puissance de calcul et aux progrès des algorithmes numériques et de la
scalabilité des codes, l’utilisation des méthodes de Monte Carlo (MC) dans des
simulations 3D instationnaires, telles que les simulations numériques directes
(DNS) et les simulations aux grandes échelles (LES), est devenue abordable
et permet une résolution haute-fidélité des transferts radiatifs. Cependant,
de telles simulations couplées et multi-physiques restent très coûteuses, et des
eﬀorts supplémentaires sont nécessaires afin d’améliorer l’eﬃcacité des méth-
odes de MC. L’objectif de cette thèse est donc d’investiguer une technique
pour améliorer l’eﬃcacité de la méthode MC, basée sur un mécanisme alter-
natif d’échantillonnage et généralement appelé intégration Quasi-Monte Carlo
(QMC). Cette méthode a rarement été utilisée pour la résolution numérique
du rayonnement thermique. Dans cette étude, la méthode QMC est appliquée
sur plusieurs configurations 3D et comparée à celle de MC. L’amélioration de
l’eﬃcacitéé obtenue par QMC fait de cette méthode un candidat idéal pour des
simulations haute-fidélité couplées avec des simulations LES ou DNS. Au cours
de cette thèse, la méthode QMC a pu être appliquée à une configuration où le
rayonnement joue un rôle important : la chambre Oxytec, étudiée expérimen-
talement au laboratoire EM2C. Deux flammes prémélangées swirlées à pression
atmosphérique ont été étudiées expérimentalement : une flamme méthane-air
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(Flamme A) et une oxy-flamme de méthane diluée en CO2 (Flamme B). Malgré
leur composition diﬀérente, ces flammes partagent de nombreuses caractéris-
tiques communes, telles que la puissance thermique, la température adiabatique
de flamme et la distribution des flux thermiques aux parois. Les premières sim-
ulations numériques de la chambre Oxytec sont réalisées dans ce travail de
thèse : une approche QMC, permettant de résoudre l’équation de transfert
radiatif avec des propriétés radiatives détaillées des gaz et des parties solides
de la chambre, est couplée au solveur LES pour la simulation de la flamme A.
Des simulations couplées LES-QMC sont eﬀectuées en imposant la température
mesurée aux parties solides de la chambre de combustion. La comparaison entre
les simulations couplées et non couplées avec les données expérimentales montre
que le rayonnement thermique a un impact sur la topologie de l’écoulement et
de la flamme. De plus, les résultats montrent que les pertes radiatives représen-
tent le 20% de la puissance thermique de la flamme et qu’environ 35% de la
puissance radiative émise et absorbée au sein de la chambre de combustion est
transmise à l’extérieur à travers les fenêtres en quartz. Enfin, un bon accord est
trouvé entre le flux de chaleur pariétal prédit par la simulation et les données
expérimentales. Dans la dernière partie de cette thèse, l’étude se concentre sur
la flamme B, où l’on s’attend que la concentration élevée de CO2 dans les gaz
brûlés augmente le transfert de chaleur radiatif. Il est d’abord montré que la
présence d’une espèce absorbante telle que le CO2 dans les gaz frais augmente
la vitesse laminaire de flamme d’un facteur qui dépend de la taille de la con-
figuration étudiée. Ensuite, les premiers résultats issus des calculs LES de la
Flamme B sont présentés : les résultats préliminaires sur le transfert radiatif
sont discutés et comparés à ceux obtenus à partir des simulations couplées de
Flamme A.
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Chapter 1
Introduction: coupled thermal
radiation and turbulent
combustion
This chapter provides an introduction to coupled simulations where
combustion and radiation are both taken into account. Theory on ther-
mal radiation is presented through the radiative transfer equation. Mod-
eling strategies to account for spectral properties of participating gas are
presented.
Existing approaches for the simulation of turbulent reacting flows are
also summarized, focusing the attention on the Large Eddy Simulation,
which is the approach used in this thesis.
Moreover, a literature review of works about coupled combustion-
radiation simulations is done with a state-of-the-art about approaches
and models most frequently used.
The motivation of accounting for radiative heat transfer in combustion
systems is highlighted in some new combustion technologies.
Finally the approaches and models used in this study are justified, and
the originality and objectives of this thesis are presented.
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1.1 Introduction
This thesis work is part of the CLEAN-Gas project, a European Joint Doctor-
ate program funded by the European Community through the Horizon 2020
Actions.
CLEAN-Gas is an acronym for Combustion for Low Emission Applications of
Natural Gas. The interest in natural gas comes from the fact that it represents
a key parameter in the European Union energy policy while being responsible
for the production of greenhouse gases and pollutants emissions. One of the
possible strategies of intervention is the development of advanced experimen-
tal and numerical tools, which would provide a better knowledge about the
new combustion processes, and aim at limiting pollutants formation. The new
combustion technologies investigated in the course of the project are: flameless
combustion and oxy-combustion.
Both Computational Fluid Dynamics (CFD) simulations and experimental in-
vestigations are of a paramount importance in the combustion community. If on
one hand, experiments are necessary to the physical observation of the phenom-
ena involved in combustion processes, on the other hand numerical simulations
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are fundamental for their capacity to predict the behavior of systems . Never-
theless, experiments and simulations always go hand to hand, as one is used to
validate the other.
The present work is inserted in the context of CFD simulations of turbulent
combustion systems. Particular attention is given, in this work, to thermal ra-
diation. In the past, in numerical simulations of turbulent combustion systems,
radiative heat transfer was often neglected or accounted for with very simplis-
tic assumptions such as the ’optically thin’ and ’gray gas’ models, despite the
fact that radiation is often the dominant mode of heat transfer in this kind of
systems.
The reason for which little attention was paid to the accurate modeling of
radiative heat transfer could be on one hand the extra-diﬃculty, added to an
already complicated problem such as turbulent reacting flows, in accounting for
a phenomenon which is highly non linear to variables like temperature, pressure
and species concentration. Consequently, accurate calculations would require
instantaneous spatially resolved information regarding temperature and species
composition fields.
On the other hand one should consider also the extra-cost of accurate radia-
tion modeling since it is governed by a complex integro-diﬀerential equation
which is time consuming to solve. An accurate thermal radiation modeling
could be prohibitive in the past, especially if coupled to accurate calculations
of turbulent combustion systems. However, nowadays, thanks to the increase
in computing power, facing accurate problems becomes more realistic and ac-
curate calculations get more and more aﬀordable.
Moreover, in a real combustion application, several phenomena are involved,
such as combustion, radiation and wall heat transfer. Accounting for all the
phenomena simultaneously through multi-physics simulations, becomes neces-
sary if one wants to predict the diﬀerent heat transfer mechanisms taking place
during the combustion process. In the present work, attention is mainly focused
on the coupling between combustion and thermal radiation.
In the context of coupled combustion-radiation simulations, in the next sec-
tions, numerical approaches for both combustion and radiation are presented,
through their governing equations. A literature review of the main works about
combustion simulations coupled with radiation is also given.
The motivation of accounting for radiative heat transfer in combustion systems
is shown in some of the new combustion technologies. Finally, the objectives
of the thesis are presented and the approaches used in this work are justified.
1.2 Thermal radiation
1.2.1 Radiative Transfer Equation
When thermal radiation is considered, some diﬃculties arise, due to the fact
that, compared to other mechanisms transferring energy which are present in
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combustion processes, such as conduction and convection, radiation is trans-
ferred by electromagnetic waves involving long-range interactions. To determine
the radiative flux onto a surface, spectral radiative intensity for all the direc-
tions and wavenumbers must be solved. And in order to obtain the spectral
radiative intensity I 0⌫ corresponding to an energy ray travelling at wavenumber
⌫ along a path ds in the direction u, for a medium that emits, absorbs and scat-
ters radiation, an energy balance needs to be done. The result of this balance
leads to the Radiative Transfer Equation (RTE) which is an integro-diﬀerential
equation in six independent variables:
dI 0⌫
ds
=  ⌫I 0⌫    ⌫I 0⌫ + ⌫n2I ⌫+
+
 ⌫
4⇡
Z
4⇡
p⌫(u
0,u, s)I 0⌫(u
0, s)d⌦0
(1.1)
where n is the refractive index of the medium (in the following n = 1), ⌫
its absorption coeﬃcient,  ⌫ the scattering coeﬃcient, ⌦ the solid angle and
p⌫(u0,u, s) the phase function, representing the probability that a ray coming
from u0 is scattered towards u.
I ⌫ is the spectral intensity emitted by a blackbody and is described by Planck’s
law:
I ⌫ (T ) =
2hc20⌫
3
(e
h⌫
kbT   1)
(1.2)
where c0 is the speed of light in vacuum and h and kb are, respectively, the
Planck’s and Boltzmann’s constants. Three energy mechanisms are involved in
Eq. (1.1): emission, absorption and scattering. Local thermodynamic equilib-
rium has been assumed in the reported RTE where the medium emmision term
is expressed as ⌫n2I ⌫ .
The RTE then states that the radiative intensity along a path s can be aug-
mented by emission (⌫n2I ⌫ ) and received scattering (last term on the RHS),
i.e. scattering from other directions into the direction of propagation, and it
can be decreased by absorption (⌫I 0⌫) and scattering ( ⌫I 0⌫), i.e. scattering
away from the direction of propagation. In the case of absence of scattering,
assumed in this thesis, the last term in Eq. (1.1) disappears and the RHS of the
RTE is reduced to the diﬀerence between local emission and local absorption:
dI 0⌫
ds
=  ⌫I 0⌫ + ⌫I ⌫ (1.3)
The radiative intensity I 0⌫(u, s) allows to obtain the radiative heat flux qR
defined as:
qR =
Z 1
⌫=0
qR⌫ d⌫ =
Z 1
⌫=0
d⌫
Z
4⇡
I 0⌫(u, s)ud⌦ (1.4)
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Knowing qR one can obtain the radiation source term PR which appears in the
energy equation:
PR =  r · qR =
Z 1
⌫=0
d⌫
Z
4⇡
div[I 0⌫(u, s)u]d⌦ (1.5)
Using Eq. (1.3), the radiative power is expressed as:
PR =
Z 1
⌫=0
Z
4⇡
⌫I
0
⌫d⌦d⌫   4⇡
Z 1
⌫=0
⌫I
 
⌫d⌫ (1.6)
where the first term represents the absorbed radiative power and the second
term the emitted one.
Finally the wall radiative flux  R writes:
 R = qR · n =
Z 1
⌫=0
qR⌫ d⌫ =
Z 1
⌫=0
d⌫
Z
4⇡
I 0⌫(u, s)n · ud⌦ (1.7)
where n is the unity vector normal to the wall.
1.2.2 Gas radiative properties
Participating gases usually present in combustion applications are CO2, H2O,
CO and CH4. One of the biggest diﬃculties introduced by thermal radiation
is the presence, in the RTE, of the absorption coeﬃcient ⌫ of gases, which
strongly varies with the wavenumber ⌫. Accounting for such properties is not
an easy task and in the past several models have been developed. In the fol-
lowing, the way these radiative properties can be described is illustrated and
the existing strategies are grouped in three main families in descending order
of accuracy: line-by-line databases, band models and global models.
Spectral line-by-line
Participating gases emit, absorb and scatter radiation. Such phenomena cause
the transition between energy states leading to the formation of thousands
of emission and/or absorption spectral lines. Informations about location,
strength and width of spectral lines are collected in several line-by-line spectral
database. The first one is the HITRAN database (acronym for HIgh-resolution
TRANsmission molecular absorption database) (Rothman et al. 2009) which,
in the upgrated versions, includes detailed information on 39 species. How-
ever the first versions of HITRAN were not adequate at elevated temperatures.
Thus, ameliorations have been made to include, through theoretical calcula-
tions, data for water vapor (Riviere et al. (1995), Partridge and Schwenke
(1997), Jørgensen et al. (2001), Barber et al. (2006)) and carbon dioxide (
Scutaru et al. (1993), Tashkun and Perevalov (2011)) . All the extensions have
finally been integrated in the HITEMP (HIgh-TEMPerature molecular spec-
troscopic database) (Rothman et al. 2010), designed for temperatures up to
3000 K.
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Using such databases allows to have a high spectral resolution and a reference
solution; however such an approach is excessively time-consuming and becomes
unaﬀordable for most practical problems. For this reason special attention has
been given in the past to the development of less expensive models, like band
models and global models summarized in the following.
Band models
Since gas absorption coeﬃcient varies much more strongly across the spectrum
than other variables, like the blackbody intensity, it is possible to replace the
actual absorption coeﬃcient by values averaged over a narrow spectral range.
This is the principle of the traditional narrow band models, such as Elsasser
and statistical models detailed in Modest (2013).
Moreover, since it is observed that over a narrow spectral range a given value
of the absorption coeﬃcient repeats many times, it is possible to reorder it thus
making the spectral integration very straightforward. Such model is called
’correlated k-distribution’ and is part of the narrow band models.
Another category of band models is the one of ’wide band models’, whose
correlations are found by integrating narrow band results across an entire band.
In the following, only narrow band k-distribution models are presented, since
they are the ones used in this thesis work.
Narrow band k-distribution models
The concept at the base of the correlated-k model is to consider frequency bands
suﬃciently small (few tens of cm 1 of wavenumber) where Planck function re-
mains constant. If one looks at the absorption coeﬃcient over the wavenumber
⌘ (Fig. 1.1), it can be seen that ⌘ attains the same value many times inside
this small spectral range.
For this reason the absorption coeﬃcient is reordered to have a smooth mono-
tonically increasing function so that each intensity field calculation is performed
just once. This is the correlated-k or ck method (Goody et al. 1989) and it is
based on the observation that over a narrow spectral range the radiative trans-
fer is insensitive to the exact placement of spectral lines within the interval.
Then, reordering the lines within the interval should not aﬀect the radiative
transfer.
Any spectral quantity which depends only on the gaseous absorption coeﬃcient
can be averaged over a narrow band and written in terms of a k-distribution
f(k), which is the fraction of  ⌫ for which the absorption coeﬃcient ⌫ takes
values between k and k+ dk. The transmittivity ⌧¯⌫(X) over the band  ⌫ of a
uniform column of size X writes:
⌧¯⌫ =
1
 ⌫
Z
 ⌫
e ⌫Xd⌫ =
Z 1
0
f(k)e kXdk (1.8)
Thus, in the k-distribution method the integral over the wavenumber ⌫ is re-
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Figure 1.1: Absorption coeﬃcient across a small portion of the CO2 band as a
function of the wavenumber ⌘ (p = 1.0 bar, T = 296 K). Extracted from Modest
(2013).
placed by an integration over the values taken by ⌫ .
Mathematically f(k) can also be written as the sum of the points where ⌫ = k:
f(k) =
1
 ⌫
Z
 ⌫
 (k   ⌫)d⌫ (1.9)
However, the k-distribution function can have a very erratic behavior, specially
in non-uniform media where spectral lines are very dynamic. For this reason
the cumulative k-distribution function g(k) is introduced, which is defined as:
g(k) =
Z k
0
f(k)dk (1.10)
The function g(k) represents the probability that the absorption coeﬃcient
takes a value lower than k. It is a monotonic increasing function, then it exists
a reciprocal function k(g) representing the reordered absorption coeﬃcient and
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its advantage lies in the fact that more robust integration methods can be used.
With the c   k method the average transmissivity of a nonuniform column at
a point s of the medium is then written as:
⌧¯ =
1
 ⌫
Z
 ⌫
e 
RX
0 ⌫(s)dsd⌫ ⇡
Z 1
0
e 
RX
0 k(g,s)dsdg (1.11)
In combustion applications, species like CO2 and H2O absorb simultaneously
in the same spectral bands. In this case, it is assumed that the spectra of these
species are uncorrelated over each narrow band and the mean transmissivity of
a mixture column in a given narrow band can be approximated by the multi-
plication of the mean transmissivities of the species sharing the same narrow
band.
The correlated  model by Goody et al. (1989) based on updated parameters
due to Rivière and Soufiani (2012) is retained in this work. These parameters
have been generated for a temperature range of 300   4000 K and for atmo-
spheric pressure applications; they are based on the CDSD-4000 database for
the absorption spectra of CO2 (Rothman et al. 2010) and on HITEMP 2010
for the ones of H2O (Tashkun and Perevalov 2011). The whole considered spec-
trum spans from 150 to 9200 cm 1. 44 spectral bands are considered for H2O,
whose width varies from 50 to 400 cm 1. CO2 spectrum overlaps the H2O one
and CO2 absorbs in only 17 of the 44 bands.
To perform the integration, a Gaussian-type quadrature is used with seven
quadrature points per band of each gaseous component. The calculation cost is
proportional to the power of the number of participating species: a Nm-points
quadrature would be needed for m species. For this reason, only two species,
CO2 and H2O, are considered, which are the main participating species in
combustion applications. This leads to a total of 1022 quadrature points: 72
quadrature points for each of the 17 bands where both species absorb plus 7
quadrature points for the remaining 27 bands where only H2O participates.
Global models
The principle of global models is to spectrally integrate radiative properties of
participating gases, before solving the RTE. In the following, some of the most
commonly used global models are presented.
Weighted-Sum-of-Gray-Gases Model This method was first proposed by
Hottel (Hottel and Sarofim 1972) with the aim to simulate emission and ab-
sorption of non-gray gas through a sum of gray gases. In this approach a few
bands with uniform absorption coeﬃcients are considered, and each band cor-
responds to a gray gas.
According to this principle, the total emissivity of a non-gray iso-thermal gas
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may be approximated by a weighted sum of the emittances of k gray gases:
✏(T, s) =
KX
k=0
!k(T )(1  e ks) (1.12)
where s is the optical path length, T the temperature and !k the weight of the
kth gray gas which is function of temperature. The property that these weights
have to respect is that the emittance is equal to one:
KX
k=0
!k(T ) = 1 (1.13)
Usually K = 2 or 3 gives satisfactory results.
The corresponding total radiative intensity I(s) is then calculate as the sum of
the solutions to the RTE for each gray gas:
I 0(s) =
KX
k=0
I 0k(s) (1.14)
This method benefits of great popularity since it is easy to implement and it is
also computationally aﬀordable. Moreover it may lead to acceptable accuracy
which can be improved if accurate gray-gas coeﬃcients are used, as it is done
in the Spectral-Line-based WSGG.
Spectral-Line-based WSGG The idea proposed by Denison and Webb
(1995a), Denison and Webb (1993), Denison and Webb (1995b) is to gener-
ate WSGG models directly from line-by-line spectra. In this approach the
weights !k are function of Absorption Line blackbody Distribution Functions
(ALBDF) Fs:
!k(T ) = Fs(Cabs,k, Tb, Tg, P, Ys)  Fs(Cabs,k 1, Tb, Tg, P, Ys) (1.15)
and they depend on the blackbody source temperature Tb, gas temperature Tg,
total pressure P , species mole fraction Ys and molar absorption cross section
Cabs which is related to the absorption coeﬃcient. An ALDF, or Fs is defined as
the fraction of the blackbody energy in the portions of the total spectrum where
the high-resolution spectral molar absorption cross section of the gas Cabs,⌘ is
less than a prescribed value Cabs (Howell et al. 2010) and it is expressed as:
Fs(Cabs, Tb, Tg, P, Ys) =
⇡
 T 4b
X
i
Z
 ⌘2(Cabs,⌘<Cabs)
Ib⌘(Tb)d⌘ (1.16)
In other words the weight factors are simply the sum of Ib⌘ ⌘ for all the
spectral intervals of integration  ⌘, and they are normalized by Ib.
Calculations performed with SLW-WSGG show that very accurate results can
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be obtained for homogeneous gas mixtures, using only three or four spectral
calculations and, to a lesser extent, also in mixtures with varying temperature
and concentrations (Modest 2013). In Solovjov and Webb (2011) it is shown
that SLW method yields the exact solution in an isothermal and homogeneous
medium if the number of gray gases tends to infinity.
Absorption Distribution Function method The Absorption Distribution
Function (ADF) is very similar to the SLW-WSGG; it was applied to extended
applications, such as air plasma under high temperature gradients in Riviere
et al. (1996) and a 1D mixture of water vapor and carbon dioxide for a wide
range of temperature and concentrations in Pierrot et al. (1999).
This approach is also extended to the case of strong temperature inhomo-
geneities, where the gas is separated into a number of ’fictitious gases’ (ADFFG:
Absorption Distribution Function Fictitious Gases) (Pierrot et al. 1999) and
spectral lines are grouped according to the values of their lower level energies.
Full-Spectrum k-distribution method (FSK) This method was devel-
oped by Modest and Zhang (2002) and Modest and Zhang (2000) and it shares
some common considerations with the SLW and the narrow band distributions.
Like the narrow band k-distribution, the absorption coeﬃcient is reordered into
a monotonically increasing function to facilitate the spectral integration. And
the cumulative k-distribution used in FSK is very similar to the ALBDF asso-
ciated with the SLW.
Indeed, methods like SLW and ADF perform the spectral integration over ab-
sorption cross section using discrete subdivisions, while the FSK method in-
tegrates over the Planck-weighted function using Gaussian quadrature. More
details about similarities between SLW and FSK methods are given in Solovjov
and Webb (2011).
The accuracy of the FSK depends on the fidelity of the Planck-weighted spec-
tral line distribution function and from the accuracy of the quadrature scheme
which is used for the integration over the distribution function.
1.2.3 Solution methods
The RTE (Eq.1.1) is an integro-diﬀerential equation in 6 dimensions: 3 in
coordinates space, 2 in direction (polar and azimuthal angle) and 1 frequency,
and its resolution is quite challenging. Over the course of the years, several
solution methods have been developed and the most commonly used ones are
illustrated in the following in order of increasing accuracy.
Optically thin approximation
An approach widely used in the past thanks to its ease and low computational
cost consists in considering the medium optically thin for all wavelengths. This
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means that the mean free path of a photon is very big compared to the dimen-
sions of the retained system.
When a medium is optically thin the absorption phenomenon is neglected. As
a consequence the radiative power is expressed as:
PR =  4P T 4 (1.17)
where P is the Planck mean absorption coeﬃcient defined as:
P =
R1
0 ⌫I
 
⌫ (T )d⌫R1
0 I
 
⌫ (T )d⌫
=
R1
0 ⌫I
 
⌫ (T )d⌫
 /⇡T 4
(1.18)
This approach has been widely adopted in the past in the context of combus-
tion applications, however it does not give reliable predictions since reabsorbed
radiative power from burnt gases is not negligible for all the wavelengths.
The Spherical Harmonics Method: P1 approximation
A more accurate approach is the Spherical Harmonics PN approximation. Ac-
tually such a method is potentially more accurate than the Discrete Ordinates
Method presented hereafter; however high-order PN are rarely used because of
their complexity in mathematics and implementation. Thus one of the most
extensively used approximation is the lowest order P1 approximation.
This method consists in expanding the radiative intensity into a series of spheri-
cal harmonics decoupling spatial and directional dependency through a series of
Legendre polynomials in distance and an orthogonal set of spherical harmonics
in solid angle:
I(r,u) =
1X
r=0
+lX
m= l
Aml⌫(r)Y
m
l (u) (1.19)
where Aml⌫(r) are position-dependent coeﬃcients and Y
m
l (u) the angularly de-
pendent normalized spherical harmonics. More details about the Spherical
Harmonics Method (SHM) can be found in Modest (2013) and Howell et al.
(2010).
When the number l of terms in the series tends to infinity, the spherical harmon-
ics approximation is exact. However the expansion is often truncated to a l = 1
(P1 approximation) or l = 3 (P3 approximation). The main drawback of this
approach is indeed the computational cost which drastically increases with the
increase of the accuracy. Therefore, high-order approximation are often limited
to one-dimensional problems. On the contrary, the P1 approximation is com-
putationally cheap but it can be inaccurate when strong directional variations
are involved.
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The Discrete Ordinates Method
In the Discrete Ordinates Method (DOM) spatial and angular variables are
discretized. The integrals over the directions, i.e. solid angle, are replaced by
numerical quadratures:Z
4⇡
f(u)d⌦ '
nX
i=1
!if(ui) (1.20)
where !i are the quadrature weights associated to the directions ui.
The discrete ordinates representation of RTE for an absorbing-emitting gray
medium can then be written as:
ui ·rI(ui, s) = (s)I (s)  (s)I(ui, s) (1.21)
Eq. 1.21 is then a system of first-order partial diﬀerential equations with as
many equations as there are directions ui, i = 1, 2, ..., n.
The DOM can be easily implemented and is present in most of the CFD codes.
For this reason it is very popular, however it suﬀers from a few drawbacks such
as ray eﬀects (Coelho 2001), consequence of angular discretization, and false
scattering, consequence of spatial discretization.
Monte Carlo methods
An alternative approach consists in solving the RTE in a statistical way, trac-
ing the history of a statistically meaningful random sample of photons emitted
accordingly to probability density functions for directions and wavelength.
The main advantage of this method is its high accuracy and the possibility to
estimate the committed error, together with the fact that its cost does not in-
crease with the integration dimensions. Its main drawback is its computational
cost due to its slow convergence rate.
Such methods are detailed in Chapters 2 and 3.
Ray tracing
The most accurate method to solve the RTE is the deterministic ray tracing
where directions and wavelength are discretized, and photons are emitted for
each direction and wavelength. However such approach is not aﬀordable for
real applications, for this reason it is used only for 1D or 2D applications.
1.3 Turbulent combustion
1.3.1 Conservation equations
Reacting turbulent flows are described by a system of partial diﬀerential equa-
tions, called Navier-Stokes equations. A gas-phase reacting system of NS chem-
ical species is governed by the equations of conservation of mass, species mass
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fractions, momentum and energy which are:
@⇢
@t
+
@⇢ui
@xi
= 0 (1.22)
@⇢Yk
@t
+
@
@xi
(⇢Ykui) =   @@xi (Jk,i) + !˙k (k = 1, 2, ..., NS) (1.23)
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@xi
+ ⇢gj (1.24)
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@t
+
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@xi
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@xi
(uip) +
@
@xi
(⌧ijuj)  @
@xi
qi + !˙T + P
R
(1.25)
⇢ is the mass density, ui the ith component of velocity, Yk the mass fraction of
the species k and E the energy per unit mass (sensible + kinetic).
In the species conservation equation (Eq. 1.23), !˙k is the species chemical source
term while Jk,i is the i-component of the diﬀusion flux of species k.
In the momentum equation (Eq. 1.24 ) ⌧ij is the ij-component of the viscous
stress tensor, p the pressure and gj the j-component of the gravity vector. In
the energy conservation equation several terms appear:
• qi is the conductive heat flux composed by the two contributions: the
heat diﬀusion in the mixture, expressed by Fourier law, and the heat flux
due to species enthalpy diﬀusion.
• !˙T is the heat release rate from chemical reaction, which is computed
from species reaction rates present in species equation and the species
mass enthalpy of formation  h0f,k:
!˙T =  
NX
k=1
!˙k h
0
f,k (1.26)
• PR is a non-chemical source term, for instance the one due to radiation.
1.3.2 Computational approaches
Numerical simulation is a powerful tool to solve this set of equations on a dis-
crete mesh, in some cases with the help of specific models.
If all the turbulent scales need to be resolved, from the biggest ones up to the
smallest dissipative scales, the computational grid has to be very refined, since
the size of the elements constituting the mesh determines the threshold of the
structures that will be captured.
A very refined computational grid would allow to explicitly capture all the
scales of the turbulence without modeling issues and the corresponding method
is called Direct Numerical Simulations (DNS). However temporal and spatial
scales involved in turbulent combustion systems span a so wide range that it
becomes unaﬀordable to fully resolve them on practical 3D applications. With
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the computational resources available nowadays, DNS remains accessible just
for academic configurations.
In order to reduce the range of the solved scales and overcome the computa-
tional cost issue of DNS, other modeling frameworks have been developed. The
Reynolds-averaged Navier-Stokes (RANS) method models all turbulent length
scales and focuses on the resolution of averaged quantities of the flow. This
approach is often used for the simulation of industrial configurations thanks
to the low amount of computational resources needed; however only averaged
quantities are available for stationary flows. Moreover, the introduction of all
the models needed in this approach results in a limited accuracy.
An intermediate alternative is the Large Eddy Simulation (LES) which is more
and more popular; it aims to solve only the largest scales (those ones larger
than the filter scale), while the smallest one are modeled through subgrid scale
models. More details are given in the next section. This approach lowers the
computational cost compared to a DNS simulation and provides time resolved
solution and a good estimation of the spatial correlation in the simulation do-
main.
The diﬀerence between RANS and LES can be appreciated below, on the sim-
ulations results of a laboratory-scale combustion chamber. The burner is the
target application of this thesis work and it is detailed in the dedicated chap-
ter. RANS simulations have been performed during an internship at AirLiquide,
with the commercial code ANSYS Fluent.
Figure 1.2 shows the axial velocity field of a turbulent reacting flow obtained
in RANS and LES simulations. It can be seen that only mean quantities are
accessed in RANS simulations, while time resolved solution are available from
LES, for which an instantaneous field is shown in Fig. 1.2.
Figure 1.2: Axial velocity fields from LES (top) and RANS (bottom) on a longitudinal
plane of a laboratory scale burner.
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1.3.3 Large Eddy Simulation governing equations
As already mentioned, LES aims at solving the largest turbulent structures that
can be explicitly captured by the LES grid and at modeling the smallest one
that cannot be resolved on the LES grid through subgrid models. This concept
is qualitatively shown in Fig. 1.3 where the turbulent energy spectrum is plotted
against the wavenumber. The role of RANS and DNS is also represented. In
LES a cut-oﬀ value kc represents the threshold beyond which modelization
is needed. In LES, in order to solve the Navier-Stokes equations governing
Figure 1.3: Turbulent energy spectrum as a function of the wavenumber k, where kc
is the cut-oﬀ value. Computed and resolved scales from DNS, RANS and LES are also
highlighted.
the evolution of the larger scales (those larger than  ), a spatial filter G  of
characteristic size  is applied, while the eﬀects of smaller scales on the resolved
fields are represented by subfilter-scale models. The local spatially filtered value
 ¯ of a physical quantity   is defined as:
 ¯ =
Z
 (x0)G (x  x0)dx0 (1.27)
The spatially filtered value  ¯ thus depends on the filter function G  and on
the filter size  . In practice, the filter size is usually taken to be equal or
proportional to the local CFD mesh size.
The physical variable   in a turbulent flow can be decomposed in the filtered
part  ¯ and the subgrid scale part  0.
In variable-density flows, the density-weighting is useful and it is done in a
16 Chapter 1 - Introduction: coupled thermal radiation and turbulent
combustion
procedure similar to the Favre average (Favre 1965):
⇢¯e  = ⇢  = Z ⇢(x0) (x0)G (x  x0)dx0 (1.28)
Applying the spatial filter operation to Eqs. 1.22, 1.23, 1.24 and 1.25 leads to:
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In this system of equations three new terms appear:
• the subgrid-scale (SGS) species fluxes J tk,i:
J tk,i = ⇢(gYkui  fYk eui) (1.34)
• the SGS Reynolds stress ⌧ tij :
⌧ tk,i =  ⇢(guiuj   eui euj) (1.35)
• the SGS energy fluxes qti :
qti = ⇢(gEui   eE eui) (1.36)
Since these three unresolved subgrid-scale terms are not known, closure models
are used. Approximations and closure models for such terms are listed here:
• the pressure velocity term Pui is usually approximated by P eui (Poinsot
and Veynante 2005);
• the laminar filtered stress tensor ⌧ij is approximated as:
⌧i,j = µ
✓
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@uj
@xi
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  2
3
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 ij (1.37)
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• the diﬀusive species flux vector Jk,i is expressed as:
Jk,i = ⇢YkVk, i ⇡  ⇢
"
Dk
Wk
W
@ eXk
@xi
  eYk eV ci
#
(1.39)
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• the filtered heat flux qi is written:
qi =   @T
@xi
+
NSX
k=1
Jk,ihs,k (1.40)
⇡    @
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+
NSX
k=1
Jk,iehs,k (1.41)
• the SGS Reynolds stresses ⌧ ti,j becomes:
⌧ ti,j =  ⇢(guiuj   eui euj) ⇡ ⇢⌫t✓@eui@xj + @euj@xi
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  2
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• the SGS species fluxes J tk,i is expressed as a function of the SGS turbulent
viscosity ⌫t, the turbulent Schmidt number Sctk, D
t
k = ⌫t/Sc
t
k and V
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i =PNS
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• finally the SGS energy fluxes qti is approximated as:
qti = ⇢(guiE   eui eE) ⇡   t @ eT@xi +
NSX
k=1
J tk,ighs,k (1.44)
where  t = µtC¯P /Prt and µt = ⇢¯⌫t.
1.4 State of the art of coupled simulations of turbu-
lent flows with thermal radiation
In order to predict heat fluxes at the walls, coupling of radiation and combus-
tion is needed. Moreover, coupling fluid solver and radiation solver allows to
increase the accuracy in combustion calculations (Coelho 2007), as radiation
impacts the temperature distribution and the wall heat fluxes. And since the
chemistry of polluting species is sensitive to temperature, radiation can also
have an indirect impact on species formation.
In this section, advances made in last years in coupling radiation modelling
with turbulent combustion are reviewed. In Tab. 1.1 selected works carried out
in the last two decades are summarized and sorted according to the increasing
precision of fluid solver (from RANS to DNS). The type of radiation solver and
the model for radiative properties of gases as well as the kind of combustion
application which is simulated are highlighted.
Several observations can be done. First it can be noticed that the first studies
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Reference Fluid-radiation Gas model Application
Adams and Smith (1995) RANS-DOM Grey Confined turbulentsooting flame
Coelho et al. (2003)
Habibi et al. (2007)
Wang et al. (2008)
Bertini et al. (2018)
RANS-DOM Glob
Turb. jet flame
Industrial furnace
Turb. Jet flame
Aeronautical combustor
Snegirev (2004)
Mehta et al. (2009) RANS-MC Glob
Turb. flame
Turb. sooting flame
Tessé et al. (2004) RANS-MC CK Turb. sooting flame
Zhao et al. (2013) RANS-MC LBL Oxy-combustion
Poitou et al. (2012)
Berger et al. (2016) LES-DOM Glob
Confined turb. flame
Helicopter combustor
Jones and Paul (2005) LES-DOM Grey Gas turbine combustor
Gupta et al. (2013) LES-MC LBL Turb. jet flame(1 M cells)
Koren et al. (2017)
Rodrigues et al. (2018) LES-MC CK
Laboratory-scale
combustor
dos Santos et al. (2008) LES-RT CK 2D burner
Wu et al. (2005) DNS-MC Grey 3D DNS ofstatistically 1D flame
Zhang et al. (2013) DNS-MC CK Turb. channel flow
Table 1.1: Short literature review of advances in coupled combustion-radiation sim-
ulations with RANS, LES and DNS. Gas radiative properties are described as: Gray
Gas (Grey), Global model (Glob.), narrow-band CK model (CK), Line-By-Line (LBL).
The type of radiation solver is also highlighted: Discrete-Ordinates Method (DOM),
Monte Carlo (MC), Ray tracing (RT).
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on radiation-combustion coupling were carried out in RANS simulations. The
reason is the low computational cost of such an approach, which is a constraint
if one considers the computing power available at that time. RANS simulations
have been coupled, over the course of the years, with both DOM and MC for
a variety of applications and using several gas models. Several works about
RANS-DOM simulations using global models are available in literature. The
first work found in literature uses a gray gas approximation in order to simu-
late a turbulent sooting flame of natural gas inside an industrial scale furnace.
Many works have used, instead, global models for gases in RANS-DOM sim-
ulations such as WSGG (Coelho et al. (2003), Habibi et al. (2007), Bertini
et al. (2018)) and full-spectrum k-distribution (FSK) (Wang et al. 2008). In
spite of the advantage in terms of computational cost, RANS simulations do
not benefit of accurate instantaneous spatially resolved information, therefore
Turbulence-Radiation Interaction (TRI) modelling is required.
A significant alleviation of accuracy and modeling issues can be obtained by
fully resolving in time and space the turbulent flow field trough DNS simu-
lations. However, due to the prohibitive cost of such simulation, in the past
DNS have been coupled with MC solvers only to study radiation eﬀects on
statistically 1D flames (Wu et al. 2005), or in an academic test case with a
non-reacting mixture of burnt gases (Zhang et al. 2013).
Therefore an intermediate choice is to use LES instead of DNS, providing time
resolved solution and a good estimation of the spatial correlation in the sim-
ulation domain. Moreover LES enables to avoid most of the modelling issues
of Turbulence-Radiation Interaction (TRI) which must be considered in RANS
simulations. For this reason, several works on LES coupled with radiative trans-
fer can be found in literature. DOM methods for radiation are used in Jones
and Paul (2005) with a gray gas approximation and in Poitou et al. (2012)
and Berger et al. (2016) with the help of global models for the simulation of
combustion chambers. One work about LES coupled with a deterministic ray
tracing can also be found in literature (dos Santos et al. 2008), however it is
applied to a 2D application. More recently, thanks to the increase in computing
power, LES are also coupled with MC methods. Very accurate methods and
models are applied in the simulation of a turbulent jet flame in Gupta et al.
(2013) on a 1 million cells mesh. High fidelity simulations of semi-industrial
burners become nowadays aﬀordable and examples can be found in the most
recent works of Koren et al. (2017) and Rodrigues et al. (2018), where LES-MC
is applied with a narrow-band model.
1.5 The importance of radiation in combustion sys-
tems
During the past, several works have shown the importance of including radi-
ation in combustion applications ( Viskanta and Mengüç (1987), Modest and
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Haworth (2016)). Moreover, nowadays there is an increasing interest towards
new combustion technologies which aim to reduce pollutants emissions; some
examples are oxy-combustion and flameless combustion. In such applications
radiation plays a very important role, since the wall radiative fluxes can be very
high and could aﬀect the design and material choice of components.
In order to show the motivation to this thesis study, in the following some of
the more recent works carried out at the EM2C laboratory are presented. The
first example constitute the background of this thesis work, while the second
and third example deal with applications investigated during this thesis.
1.5.1 Confined turbulent CH4-H2-Air premixed flame
The configuration illustrated in this section and studied by Guiberti et al.
(2015) is a semi-industrial burner typical of industrial furnaces used in the
steel industry. The fuel is a mixture of CH4 and H2 (60% and 40% in volume,
respectively) and the corresponding flame thermal power is 4 kW .
This combustion system is simulated by Koren et al. (2017) through a multi-
physics approach combining large-eddy simulation, conjugate heat transfer and
radiative heat transfer with the objective of predicting the wall temperature
field in order to retrieve flame stabilization and wall heat losses without any
prior knowledge from experimental data. Accurate Monte Carlo methods are
used to solve the radiative heat transfer. Figure 1.4 shows temperature and
radiative power fields computed in Large Eddy Simulations on a longitudinal
section of the combustion chamber.
In this specific application, radiative and convective fluxes are of the same order
of magnitude (⇡ 1 kW each) and the importance of including an accurate
radiation solving is shown in Fig. 1.5 where measured wall temperature from
Mercier et al. (2016) is compared to the computed wall temperature field
in a case where radiation is neglected (left) and in the case of multiphysics
simulation (right). The gap between computed and measured temperature
fields becomes very small when thermal radiation is included.
1.5.2 Flameless combustion
The work presented in this section has been carried out during the thesis sec-
ondment spent at the Université Libre de Bruxelles as part of the CLEANGas
project. The application studied is a 20 kW flameless burner fed with natural
gas, studied by Ferrarotti et al. (2017).
Over the last decades, flameless combustion or ’Moderate or Intense Low Oxy-
gen Dilution’ (MILD) combustion has attracted considerable attention because
of its capability of targeting both high thermal eﬃciency and reduced NOx
emissions. The furnace, made of stainless steel and insulated with ceramic
fiberboards, is a squared chamber with an internal section of 70 cm and it is
represented in Fig. 1.6. The chamber has been designed with the goal to rep-
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Figure 1.4: Instantaneous fields of temperature (top) and radiative power (bottom)
on a longitudinal section of the burner (Koren et al. 2017).
Figure 1.5: Wall temperature over the measurements zone (lengths in mm). (a):
numerically computed wall temperature without radiation. (b) experimentally measured
temperature (Mercier et al. 2016). (c): numerically computed wall temperature with
radiation (Koren et al. 2017).
resent realistic conditions faced in industry in terms of air excess, fuel and air
velocity and internal load.
MILD furnaces usually operate with a high recirculation degree kR, represent-
ing the fraction of the mass flow rate of the exhaust gases recirculating into
the reaction zone over the total fuel and air mass flow rates fed to the burner.
For this configuration kR is equal to 15.3, as a consequence a high dilution
of reactants and flame products is created. Reactants, natural gas and air in
this case, are pre-heated above their self-ignition temperature by burnt gases.
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Figure 1.6: Numerical domain of the 20 kW flameless burner on the left; sketch of
injector on the right.
Such a system is characterized by a more uniform temperature field than in
traditional combustion, and by the absence of high temperature peaks, thus
suppressing NO formation through thermal mechanism. Figure 1.7 shows the
fields of temperature and CO2 molar fractions extracted from RANS calcula-
tions (Ferrarotti et al. 2017) and used for non-coupled radiative heat transfer
simulations performed in this study.
Figure 1.7: Computed fields of temperature (left) and CO2 molar concentration
(right).
The corresponding radiative power field, obtained with an accurate Monte Carlo
method combined with an accurate model for the radiative properties of gases,
is shown in Fig. 1.8 (c) together with the radiative power field obtained in a
case where the optically thin assumption is considered (a) and a case where the
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Discrete Ordinate Method is used with a gray gas model with the commercial
software Fluent.
Figure 1.8: Numerical radiative power fields obtained in case of optically thin as-
sumption (a), solved with a Discrete Ordinates Method using a gray gas model (b) and
solved with a Monte Carlo method with a narrow band model (c).
It is worth noticing that the commonly used Optically Thin approach (Fig. 1.8
(a)) leads to false information about thermal power field: when the radiative
power absorbed by participating gases is neglected, the corresponding predicted
radiative fluxes could be very high since all the volume is characterized by high
negative values of radiative power.
On the contrary, when the gray gas approximation is applied (b), spectral radia-
tive properties of gases are neglected and this could lead to an overestimation
of the radiative power field inside the combustion chamber, which results in a
higher absorption compared to accurate results (c). As a consequence the ra-
diative fluxes predicted by RANS simulations (6 kW = 30% of flame power P th)
in Ferrarotti et al. (2017) are overestimated compared to the ones predicted by
more accurate methods (2.4 kW = 12% of P th).
Two main conclusions can be drawn by the presented study: the first one is
that radiative fluxes cannot be neglected in the investigated flameless burner,
since 12 % of the thermal power is lost through wall radiative fluxes; the second
one is that simplistic approximations like optically thin media or gray gas may
give a misleading quantification of radiative power field which in turns aﬀect
the temperature field in coupled simulations.
1.5.3 Oxy-combustion
Oxy-combustion is a relatively recent combustion technology which has gained
a significant interest in industry because it is characterized by several advan-
tages. In an oxy-combustion process, the reactant air is replaced by pure oxygen
O2. This allows to easily capture CO2 from burnt gases, which are mainly com-
posed by CO2 and water vapor. In order to keep burnt gas temperature low,
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oxy-combustion is often operated in CO2 and H2O dilution. Since N2 is absent,
an other big advantage of oxy-combustion is the reduction of NOx emissions.
However, industrial furnaces are designed for air-fuel flames. It could be then
very interesting to better understand the eﬀects of this process in order to re-
trieve conditions similar to ones obtained in air fuel flames and make industrial
furnaces versatile to the oxy-combustion without doing many modifications.
All these observations motivated the creation of the Oxytec project dedicated
to OXY-combustion and heat transfers for the new energy TEChnologies, with
the cooperation of Air Liquide, CentraleSupélec and CNRS.
In this context, an experimental device has been developed at the EM2C lab-
oratory, the Oxytec chamber, shown in Fig. 1.9. Methane-Air flames and
oxy-methane flames with high CO2-dilution have been experimentally inves-
tigated by Jourdaine et al. (2017). The studied flames, which are diﬀerent in
composition, share lot of common features, such as flame topology, adiabatic
temperature and heat fluxes through the walls.
Figure 1.9: Sketch of the Oxytec chamber.
A first quantification of thermal radiation inside the Oxytec chamber in these
two flame configurations can be made. Thus, a radiative heat transfer sim-
ulation is performed in a configuration where the chamber is filled with an
homogeneous mixture of burnt gases at adiabatic temperature, which is the
same for both the configurations. A value of temperature Tw= 1000 K has
been imposed on the chamber walls, as well as a value of global emissivity
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equal to 0.75.
The burnt gases mass concentration for both the investigated flames is summa-
rized in Tab. 1.2. CO2 concentration is around 6 times higher in the oxy-flame
compared to the methane-air one and this let think that radiative fluxes may
be significant in the oxy-flame.
Flame CO2 [-] H2O [-] N2 [-]
A 0.14 0.12 0.73
B 0.83 0.12 -
Table 1.2: Mass fraction of burnt gases in the investigated Methane/Air flame (A)
and CO2-diluted oxy-methane flame (B) .
Results of preliminary studies provide the instantaneous radiative flux on the
chamber walls which is shown in Fig. 1.10 for both the configurations A and B.
This is a rough approximation since, in reality, wall heat losses are present and
consequently burnt gas temperature is not homogeneous inside the chamber,
and lower than the adiabatic flame temperature far from the flame region.
Moreover wall temperature is not uniform and quartz windows are not opaque
to radiation but characterized by radiative properties which vary depending on
the frequency. Nevertheless if the ratio of radiative fluxes in both the studied
cases is considered, it can be deduced that in a CO2-diluted oxy-methane flame
radiation is very important and its impact may be 1.4 bigger than a traditional
Methane-Air flame.
The Oxytec chamber represents a very interesting opportunity to numerically
investigate one of the key combustion technologies, the oxy-combustion, allow-
ing to meet the objectives of the CLEAN Gas project. For this reason, it is
retained as the target configuration for the numerical simulations envisaged in
this thesis work.
1.6 Approaches and models used in this thesis
In the precedent sections, main principles on radiative heat transfer and com-
bustion of turbulent reacting flows are given. Starting from the conclusions
drawn during the description of the several approaches available in literature,
methods and models used in the simulations performed in this thesis work can
be justified.
The main methods and models reviewed in this chapter are summarized in
Fig. 1.11. For each phenomenon (combustion, radiation and gas radiative prop-
erties) three approaches are listed and classified in order of accuracy and CPU
cost.
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Figure 1.10: Instantaneous radiative heat flux on chamber walls for the two flames
A (top) and B (bottom), corresponding to an homogeneous composition of burnt gases
at adiabatic temperature.
1.6.1 Turbulent combustion
As already mentioned, accounting for radiative heat transfer in turbulent react-
ing flows is not an easy task, since local radiative intensity is strongly correlated
to the instantaneous medium distribution in the spatial domain. Furthermore
it also shows a highly non-linear response to temperature and species concen-
trations. Therefore accurate calculation of radiative transfer requires an in-
stantaneous spatially resolved information regarding temperature and species
composition fields. DNS is the best approach to face this problem because it
fully resolves in time and space the flow field. However DNS simulations re-
main prohibitive for use in large-scale applications, such as the laboratory scale
combustion chamber targeted in this study.
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Figure 1.11: List of the principal approaches used for the simulation of turbulent
reacting flows, radiative heat transfer and radiative properties of participating gases in
order of accuracy and computational cost.
On the other side, carrying out RANS simulations, which are characterized
by a low computational demand, do not provide information resolved in space
and time, since only average quantities are calculated. Then accounting for
Turbulence-Radiation Interaction (TRI) ( Coelho (2007), Coelho (2012)) in
such configurations requires TRI modelling, and the incertitude linked to these
models also has to be taken into account. While deriving such models is still an
ongoing research domain, an intermediate choice is to use LES instead of RANS,
providing time resolved solution and a good estimation of the spatial correla-
tion in the simulation domain. The subgrid-scale TRI eﬀects are nonetheless
strictly not negligible and modeling eﬀorts are ongoing ( Soucasse et al. (2014),
Gupta et al. (2013)).
RANS and LES simulations of the target application can be qualitatively com-
pared in Fig. 1.12 (left), where the mean axial velocity field issued from LES
is compared to the axial velocity field of RANS simulations. Compared to
Figure 1.12: On the left: mean axial velocity field from LES (top) and RANS (bot-
tom) on a longitudinal plane of a laboratory scale burner. On the right: mean axial
velocity profiles on a transvere at a height of 15 mm from the chamber inlet represented
in dashed line.   LES results;   RANS results; • : Experimental data.
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Fig. 1.2 where instantaneous field from LES is shown, Fig. 1.12 adds one more
information showing that even if one is interested only to averaged quantities,
RANS simulations may lead to erroneous results when complex turbulent flows
are targeted. For example, the axial velocity field in RANS is just qualitatively
comparable to the LES one: the negative axial velocity regions predicted by
LES can be found also in RANS, as well as the velocity peaks; however, if veloc-
ity profiles are compared (Fig. 1.12 right), it can be seen that the quantitative
results from RANS simulations are significantly diﬀerent from LES.
All the aforementioned reasons justify the choice of a LES approach for coupled
and non-coupled simulations of the target application.
1.6.2 Radiation and gas radiative properties
For the resolution of the RTE several methods have been presented. The most
frequently used are listed in the Fig. 1.11. The P1 approximation is the less
computationally demanding, however, as already discussed, it results in lack
of accuracy. The DOM is often used and is often a good compromise between
accuracy and CPU cost, however it may leads to some issues linked to ray ef-
fect and false scattering. The most accurate method in Fig. 1.11 is the Monte
Carlo (MC) method. The main advantage of this method is that the cost of a
simulation does not depend on the integration dimensions (such as directions
and wavelength). However its convergence rate is low and high computational
resources are needed.
For the simulation of combustion chambers, DOM has been widely used lead-
ing to acceptable results. But, in order to get rid of the uncertainty of thermal
radiation computations, the method which is finally chosen for the set-up of
non-coupled radiative simulations and for coupled combustion-radiation simu-
lations is the MC method. The main advantages of MC are:
• possibility to statistically estimate the precision of a computation
• CPU cost does not increase with the number of the problem dimensions
• possibility to account for detailed radiative properties without any major
additional cost contrary to other methods
• possibility to easily tackle complex geometry configurations
It is also recognized that computational cost of MC is generally very high. In
order to increase the eﬃciency of the classical MC, an improvement is applied
in this thesis, through the use of Quasi-Monte Carlo methods which are pre-
sented in the following chapters.
Concerning the modeling of gas radiative properties, LBL may be very ex-
pensive when applied to real configurations, for this reason in literature its
application is limited to low-dimensions cases. A good compromise between
LBL and global models, allowing to account for the spectral dependency of the
radiative properties of participating gases, is the c  k method. It is here cho-
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sen for its facility of implementation, its accuracy, and its relatively reasonable
cost when only two absorbing gaseous species are considered (CO2 and H2O).
Another big advantage of narrow-band distribution models is the possibility
to easily account for spectral radiative properties of confining walls, which is
not possible when global models are used. Thanks to this approach, spectral
dependency of the radiative properties of quartz windows confining the flame is
taken into account in the coupled simulations of this thesis work and its eﬀect
is shown in Chap. 5.
1.7 Thesis objectives and organisation of the manuscript
This thesis is inserted in the context of multi-physics simulations involving
thermal radiation and combustion. Thermal radiation is known to play an im-
portant role in some combustion processes, such as the ones involved in the new
combustion technologies. The Oxytec chamber, experimentally investigated to
disseminate the knowledge about oxy-combustion, is retained as target appli-
cation for the numerical simulations envisaged in this thesis.
In order to accurately account for thermal radiation, Monte Carlo methods are
retained, which, on the other hand, are known to be computationally demand-
ing. Indeed, the use of MC methods can make a coupled simulation even 10
times more expensive than an only-combustion simulation.
The objective of this thesis is to make coupled simulations of real combustion
systems computationally aﬀordable, while accounting for accurate modelling of
thermal radiation. For this reason, an alternative family of methods, known as
Quasi-Monte Carlo methods (QMC), is investigated. QMC have been applied,
in the past, only to simple 1D or 2D configurations. In this work they are, for
the first time, applied to real 3D configurations. Attention is focused on the
eﬃciency improvement obtained with QMC compared to MC. QMC are finally
retained in a coupled combustion-radiation simulation of the target application,
the Oxytec chamber.
Chapter 2 is dedicated to Monte Carlo methods (MC) in radiative heat trans-
fer. Monte Carlo principles are first presented with a mathematical approach;
attention is focused on the importance sampling, one of the existing methods
for variance reduction. An alternative method to improve the MC eﬃciency
is briefly introduced: the Quasi-Monte Carlo methods (QMC). Successively, a
state-of-the-art is carried out about the application of MC and QMC methods
to radiative heat transfer, in terms of methodologies and applications.
In Chapter 3, the principles and properties of Quasi-Monte Carlo method,
introduced in Chapter 2, are illustrated on a simple numerical integration prob-
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lem. In order to get the error estimation of MC, a randomization is needed,
leading to Randomized-QMC (RQMC). RQMC and MC are first compared on
a two dimensional integral, and then assessed in simulations of radiative heat
transfer in three practical 3D combustion applications which combine several
degrees of complexity (high pressure, presence of soot, gas-wall interactions).
Eﬃciency of MC and QMC methods is finally discussed.
Chapter 4 presents results of Large eddy simulation (LES) of the target ap-
plication, the Oxytec chamber where a swirled premixed methane-air flame
(Flame A) is investigated. The numerical set-up is presented. In a first step,
LES of non-reacting flow are considered: typical features from swirling flows
are retrieved. In a second step, the reactive case is studied, accounting for
isothermal boundary conditions at walls. Simulations are validated using the
available experimental data. The high residence time characterizing the Oxytec
chamber makes necessary defining some convergence criteria for the establish-
ment of the steady flow.
Before presenting coupled simulations, the concepts of the coupling between
LES fluid solver, AVBP, and Monte Carlo radiation solver, Rainier, are intro-
duced in Chapter 5. Due to the computational cost of a coupled LES-MC
simulation, an analysis is carried out in terms of accuracy and computational
cost. Two main parameters are retained in such an analysis: the size of the
computational grid used for radiation simulations and the coupling frequency
between fluid and radiation solver. Their impact on the computational cost
of a coupled simulation is derived and several scenarios are defined. The nu-
merical set-up of coupled simulation is then described. Attention is focused on
boundary conditions imposed in Rainier, specifically to the treatment of semi-
transparent windows.
In Chapter 6, Large Eddy Simulations of the premixed methane-air flame are
coupled with thermal radiation. The radiative transfer equation is solved us-
ing a Quasi-Monte Carlo method with a ck model for gas radiative properties.
Spectral radiative properties of the viewing windows confining the flame are
considered and their impact on wall radiative flux is shown. The impact of
radiative heat transfer on the diﬀerent variables fields of the swirled premixed
flame of methane and air is investigated. The comparison with the LES without
radiation allows to highlight the radiation eﬀects on velocity and temperature
fields, wall fluxes distribution and flame shape.
In Chapter 7, Oxy-combustion is approached, through the CO2-diluted oxy-
methane flame (Flame B) experimentally investigated in the Oxytec experimen-
tal campaign. Attention is given to the eﬀects of CO2-dilution in a combustion
process, from the point of view of radiation absorption operated from fresh
gases. Results highlight a big impact of CO2 re-absorption on the laminar
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flame speed but also a high dependence on the domain size used in the simula-
tion. In the final part of the chapter, first 3D simulations of the Flame B are
presented; their numerical-set up is discussed and, while being not converged,
encouraging results are shown. Finally, a preliminary study on radiative heat
transfer taking place in Flame B is carried out, and a comparison with the
Flame A is performed.
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Chapter 2
Monte Carlo methods in
radiative heat transfer
The goal of this chapter is to present the state-of-the-art about Monte
Carlo (MC) methods. Their principles are first presented from a math-
ematic point of view, leading to the definition of the MC error. If one
one hand, MC methods are considered as reference methods thanks to
their high accuracy, on the other hand they are characterized by a slow
convergence.
Some methods to accelerate MC convergence and used in the context
of the radiative heat transfer are presented and discussed, such as the
strategy of the importance sampling. A state-of-the-art about the MC
formalisms used in radiative heat transfer is given, together with the one
about the models used to treat the radiative properties of participating
gases.
Another family of methods, called Quasi-Monte Carlo methods and
known to improve the MC convergence, are introduced and a literature
review about their applications is presented.
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2.1 Introduction
The idea to use a statistical approach to approximate mathematical solutions to
physical problems is not recent. During the early years of the twentieth century
many notable scientists such as Lord Rayleigh, Courant, Kolmogorov and many
others used statistical procedures to approximate the solutions of diﬀerential
equations. Any method of solving a mathematical problem with a statistical
sampling technique is commonly referred to as a Monte Carlo method (MC).
The first developments of MC date back to the 1930s-1940s, when experiments
for the development of nuclear weapons were diﬃcult and their potential be-
havior wanted to be accurately analyzed. Indeed one of the early simulations
dealt with the investigation of statistical approaches to the behavior of neu-
trons diﬀusion for the development of the atomic bomb during World War II.
The first paper on the MC was published by Metropolis and Ulam (1949), and
the method’s name was chosen in homage to Monte Carlo, a city known for its
gambling casinos in Monaco (where Ulam used to gamble very often). Since
then, the Monte Carlo method was applied to several fields (graphics, biology,
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finance and so on) and in this chapter the attention is focused on the appli-
cation of the Monte Carlo method to problems involving the radiative heat
transfer. First, an introduction about MC and some concepts of statistical
theory is given. Then Quasi-Monte Carlo method’s principles are illustrated,
and finally a state of the art about methods, convergence improvements, gas
properties models and applications is presented.
2.2 Cubature Monte Carlo methods
Monte Carlo is a statistical numerical method which simulates mathematical
relations through random processes. It allows for numerically estimation of the
value of an integral and its theory is based on the theory of probability.
It is worth mentioning that the Monte Carlo technique is perhaps the most at-
tractive method when diﬀerent complexities are combined to the same problem,
while for trivial problems a conventional numerical technique might be more
appropriate. However, the complexity of the formulation and the CPU cost is
not increased too much when the complexity of the problem increases, which is
not the case for conventional methods (see Fig. 2.1). For this reason, MC has
Figure 2.1: Comparison between Monte Carlo and other techniques conventionally
used for the RTE solutions (extracted from Modest (2013)).
been extensively used since the mid 1900s. The main disadvantage of MC is its
large demand of computer time. With the advent of faster and faster computer
resources, this challenge is becoming surmountable so that the popularity and
the use of MC are increasing.
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2.2.1 Monte Carlo principles
When a statistical approach is used to solve mathematical problems, random
numbers are required. Random numbers are numerical quantities that sub-
stitute random variables and that have the same statistical properties as the
random variables. Having truly random numbers on conventional computers
seems impossible since their generation is simulated by deterministic algorithms
that aim to reproduce numbers whose behavior is very close to that of truly
random ones. So the most useful method for obtaining random numbers for
computer use is a pseudorandom number generator: an algorithm that generates
sequences of numbers that have the same statistical behavior as if they were
sampled from a sequence of random variables. The pseudo-random number
generator used in this thesis work is L’Ecuyer’s Multiple Recursive Generator
MRG32k3a (L’ecuyer 1999).
As stated above, the MC is a statistical approach for a general multivariate
integration problem where the goal is to estimate:
I(f) =
Z
[0,1]d
f(u)du (2.1)
where f is a bounded real valued function and u a d-dimensional vector in
[0, 1]d. The idea of MC is to use a random sample of N independent and
identically distributed points uniform over [0, 1]d to construct the Monte Carlo
estimator for the integral I(f):
Q(N) =
1
N
NX
i=1
f(ui) (2.2)
The approximation is obtained by taking a weighted average of n function
evaluatons of f made at the n chosen points, where the weights are all set to
1/n.
It is possible to compute the expectation of Q(N) and verify that it is equal to
I(f):
E[Q(N)] =
1
N
NX
i=1
E(f(ui)) =
Z
[0,1]d
f(u)du = I(f) (2.3)
where the second equality follows because the vector u is uniformly distributed
over [0, 1]d and thus its pdf is 1.
The Strong Law of Large Numbers (LLN) states that Q(N) converges to I(f)
almost surely with N . In other words, if N is large enough, the approximation
Q(N) can become arbitrarily close to the desired quantity I(f) with probability
1.
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2.2.2 Error estimation
Unfortunately, the LLN does not give any information about the convergence
rate, or in other words about how the sample needs to be in order for the esti-
mate to be close to the exact value. Moreover, the knowledge of the convergence
rate is important to determine when MC is more eﬃcient than conventional al-
gorithms.
The Central Limit Theorem provides such a characterization, and it shows that:
Q(N)  I(f)
 /
p
N
) N(0, 1), (2.4)
where ) means convergence in distribution and   is the standard deviation
of f(u). Hence the probabilistic error of the Monte Carlo estimator is in
O(1/
p
(n)) and it is independent of the considered dimension d. The vari-
ance of the estimator Q(N),  [Q(N)]2, can be estimated as:
 [Q(N)]2 '  ˆ
2
N
=
1
N(N   1)
NX
i=1
(f(ui) Q(N))2 (2.5)
where  ˆ is an approximate of the intrinsic standard deviation. Such a charac-
terization is useful when the MC is compared to other (stochastic) integration
methods.
Another methodology to estimate the error, equivalent to the one illustrated
above, consists in breaking up the samples resulting in Q(N) into M subsets.
For each subset i 2 [1,M ], a MC estimate Qi(P ) can be computed where
P = N/M is the number of samples in the subset. The MC estimations from
the total number N of samples is simply related to the MC estimates in the
subsets as
Q(N) =
1
M
MX
i=1
Qi(P ). (2.6)
The M subsamples Qi(P ) are independent estimations of the same quantity
Q(P ) whose expectation is I ⇡ Q(N). The standard deviation of estimates
Qi(P ) can then be estimated as
 [Q(P )]2 ⇡ 1
M   1
MX
i=1
[Qi(P ) Q(N)]2. (2.7)
The CLT theorem states that  [Q(N)]2 ⇡ 1M  [Q(P )]2 which finally yields an
alternative estimation of the standard deviation of the MC estimate from all
samples (Modest 2013; Lemieux 2009):
 [Q(N)] ⇡ b Q,2(N) =  1
M(M   1)
MX
i=1
[Qi(P ) Q(N)]2
!1/2
(2.8)
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The accuracy of a MC calculation is proportional to the variance b 2 and in-
versely proportional to the number of samples as N 1/2 . A possibility to
accelerate the Monte Carlo convergence rate as a function of N consists in the
use of alternative samplings such as low-discrepancy sequences. The resulting
quadrature method is called Quasi-Monte Carlo (QMC) and it is introduced in
the next section.
2.2.3 Quasi-Monte Carlo methods
Acceleration in Monte Carlo convergence can be obtained by using alternative
samplings, the quasi-random sequences, which replace the random variables of
MC. Such sequences are introduced in the following.
Quasi-random sequences
As the Monte Carlo method, the QMC is a numerical method to compute
high-dimensional integrals, and the integral of a function f defined in [0, 1]d is
approximated by:Z
[0,1]d
f(u)du ⇡ 1
N
NX
i=1
f(ui) (2.9)
with the diﬀerence that in MC the points ui of [0, 1]d are realizations of a
sequence of uniform and independent random variables, while in QMC methods
the random sequences are replaced by a deterministic alternative, the quasi-
random sequences. Such sequences are constructed to minimize a measure of
their deviation from uniformity. The uniformity of a sequence is measured in
terms of its discrepancy, for this reason the quasi-random sequences are also
called low-discrepancy sequences.
The discrepancy of a quasi-random sequence enters into QMC via the Koksma-
Hlawka inequality (Hlawka 1961) which states that for any sequence {un} and
any bounded function f defined in [0, 1]d with variation in the sense of Hardy-
Krause, V [f ]; the integration error ✏ is bounded as:
✏[f ] =
     
Z
[0,1]d
f(u)du  1
n
nX
i=1
f(ui)
       V [f ]D⇤n(u1, ...,un) (2.10)
where V [f ] is the variation (in the Hardy-Krause sense) of f which, for a
function of a single variable, is defined as:
V [f ] =
Z 1
0
     dffy
     dt (2.11)
and D⇤n is the discrepancy of the set of points ui 1  i  n.
In order to minimize the error ✏, the discrepancy D⇤n should be as low as pos-
sible.
Chapter 2 - Monte Carlo methods in radiative heat transfer 39
The discrepancy D⇤n of the points set ui 1  i  n is defined as:
D⇤n(u1, ...,un) = sup
⌫⇢[0,1]d
      # {i : 8j, xi,j  ⌫j}n  
dY
j=1
⌫j
       . (2.12)
A widely conjecture, still not proved for d   3 is that the lowest possible bound
attainable for the discrepancy D⇤n is:
D⇤n(u1, ...,un)   C
(log n)d 1
n
(2.13)
where C and d are constants and independent of n.
Sequences of points achieving this bound are referred to as low-discrepancy se-
quences.
The original construction of quasi-random sequences was related to the van der
Corput sequence (Niederreiter 1992), which is a one-dimension quasi-random
sequence. Following that, Halton (1960) generalized the van der Corput se-
quence to d dimensions. The Halton sequence D⇤Hn is bounded by
D⇤Hn  Cd
(log n)d
n
(2.14)
where the constant Cd depend on the dimension d.
More details about the way these sequences are built is given in Lemieux (2009).
Several algorithms have been proposed for the generation of such sequences, and
the Halton, Sobol and Fauvre sequences are most commonly applied to QMC
methods. Morokoﬀ and Caflisch (1995) demonstrated that the Halton sequence
outperforms when the integral dimensionality is lower than six. More recent
constructions, like the Sobol sequence (Soboĺ 1976) or Faure (Faure 1982), have
much better constants Cd. Among them, the Sobol one outperforms in higher
dimensions.
Figure 3.4 illustrates a pseudo-random sequence and a quasi-random sequence
(Sobol) in two dimensions. It is possible to clearly see the clumping that occurs
in pseudo-random sampling, leaving regions with a few samples, thus making
the convergence slower compared to the quasi-random sampling where points
are more uniformly distributed in the space.
Unlike for random sampling, points are not independent. In fact, the sam-
ple is completely deterministic. Since there is no Central Limit Theorem for
quasi-random sequences, there is, however, no corresponding error estimate for
quasi-Monte Carlo.
A practical method to obtain error estimates for QMC is based on the random-
ization of QMC methods. More details about the Randomized Quasi-Monte
Carlo methods will be given in the next chapter.
40 Chapter 2 - Monte Carlo methods in radiative heat transfer
Figure 2.2: A quasi-random sampling of two variables (✓ and  ) using a pseudo-
random sequence (left) and a Sobol sequence (right).
2.3 Applications of Monte Carlo methods to radia-
tive heat transfer problems
Since Metropolis original work in 1949, MC have been extensively used in ra-
diative transfer. Indeed, radiation problems possess a form ideally suited for
Monte Carlo applications. From a physical point of view energy travels in dis-
crete parcels (photons) over relatively long distances. Thus, applying a Monte
Carlo method to a thermal radiation problem is equivalent to trace the history
of random samples of photons along their optical path. From a mathemati-
cal point of view, the radiative transfer equation is a high-dimensional integral
equation depending on various parameters, such as wavelength, direction, point
of emission, and this make its solution extremely diﬃcult. This challenge led to
an increasing interest towards Monte Carlo methods which are ideal candidates
to numerically evaluate high dimensional integrals with relative ease.
The reason of the large diﬀusion of MC in radiative heat transfer is mainly
due to its advantages, such as the possibility to handle complicated systems
and to account for physical eﬀects, such as anisotropic scattering, spectral de-
pendence of wall and medium properties, their directional dependence, without
any assumption and a large increment of computational eﬀort. Moreover, the
statistical features of the results of MC allows the system error, represented by
the standard deviation, to be computed. However, the drawback is the need of
a large number of realizations in order to obtain statistically meaningful results.
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In fact, the standard deviation tends to be proportional to 1/
p
N , where N is
the total number of bundles.
Several methods have been developed over the years; the most straightforward
application of MC models the radiative transfer process simulating photons
histories starting at emission point and ending at the absorption point, deter-
mining how much power is transferred from one region to another (Forward
MC). Other methods start at a termination point and track back the ray in
the reverse direction, determining how much power emitted along the path
is incident on the detector point (Reverse or Backward MC). Other methods
directly compute the radiation transfer exchanges between two computational
cells from a traced ray (Reciprocal MC). In the following sections these methods
are presented and discussed, together with the approach of hybrid methods.
The aforementioned methods can use diﬀerent ray-tracing procedures and catch
diﬀerent information from it to provide their results. Two procedures are pre-
sented in this section: the standard ray tracing or collision-based method and
the energy-partitioning (or path-length based) method.
2.3.1 Classical and reciprocal methods
Three MC formulations for the calculation of the radiative power are here pre-
sented. Forward and Backward MC methods are first described before intro-
ducing reciprocal methods.
Forward MC
In order to model the radiative transfer process, in the conventional or forward
MC (FM), a large number of photon bundles carrying a fixed amount of ra-
diative energy are emitted in the system and their history is traced until the
carried energy is absorbed at a certain point in the participative medium or at
the wall, or until it exits the system.
Its formulation can be illustrated by dividing the computational domain into
Nv and Nf isothermal finite cells.The radiative power in the cell i is the sum
of the radiative power emitted by all the cells j of the domain and absorbed by
the cell i, P eaji , minus the power emitted by the cell i, P ei :
PFMi =
Nv+NfX
j=1
P eaji   P ei (2.15)
P eaji designates the energy emitted by a diﬀerential volume dVj , transmitted by
the media and absorbed by dAi ⇥ dsi and it is expressed by:
P eaji =
Z +1
⌫=0
P ea⌫,jid⌫ =
Z +1
⌫=0
4⇡⌫(Tj)I
0
⌫ (Tj)dVj⇥
✓
dAi
4⇡r2
◆
⇥⌧⌫,r⇥⌫(Ti)dsi d⌫
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(2.16)
where I0⌫ (Tj) is the equilibrium spectral intensity at temperature Tj , r the
distance between the two diﬀerential volume cells, ⌫ the spectral absorption
coeﬃcient and ⌧⌫,r the transmissivity of the column between dVi and dVj .
The departure point, propagation direction and spectral frequency of the ray are
independently and randomly chosen according to given distribution functions.
Backward or reverse MC
The intuitive physical interpretation given by Collins et al. (1972) to the Back-
ward MC (BMC) was to trace the photon histories from a receiver point back-
ward to the source position (thus the term "Backward") in order to calculate
the scattered light intensity at a point receiver located within the earth’s at-
mosphere due to a plane source. This approach is particularly advantageous
for those problems where the solution is desired for only a portion of the solid
angle, or equivalently only for diﬀerential areas, allowing to take all the samples
within the solid angle of interest, or equivalently only the areas of the source
plane that have the greatest possibility of contributing to the scattered intensity
at the receiver position. In these cases the forward MC can be very ineﬃcient.
In the application, changing the variable of integration in terms of the source
position demonstrated to give the same solution of the Forward formalism but
in a more economical way.
Walters and Buckius (1992) and Walters and Buckius (1994) provided the fun-
damental framework reversing the Monte Carlo paths including a proof of the
reciprocity principle presented by Case (1957) and illustrated in the following.
They developed this method considering an anisotropically scattering inhomo-
geneous absorbing and emitting medium, with boundaries that incorporate a
bidirectional reflectivity and spectrally dependent properties as in Fig. 2.3.
The reverse paths are initiated from surface dAk and considered as a line-of-
sight from the black walls back to the source point. The history is followed
until the point of origin is reached.
M uniform cells with homogeneous temperature and properties are considered
along the total path L that reaches a black boundary at temperature Tw. The
intensity reaching dAk from sample n is:
I ,i,k =I b(Tw)exp

 
Z L
l=0
 (l)dl
 
+
MX
m=1
 
I b(Tm)
(
exp
"
 
Z L
l=lm,out
 (l)dl)
#
  exp
"
 
Z L
l=lm,in
 (l)dl)
#)!
(2.17)
The integrals of (2.17) may be replaced by summations over the M homoge-
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Figure 2.3: Enclosure containing inhomogeneous spectrally absorbing, emitting and
anisotropically scattering medium (Howell)
neous path elements, becoming:
(2.18)
I ,i,k = I b(Tw)exp
"
 
MX
m=1
 ,m(lm,out   lm,in)
#
+
MX
m=1
0@I b(Tm)
8<:exp
"
 
MX
p=m,out
 ,p(lp   lp 1))
#
  exp
24 m,inX
p=1
 ,p(lp   lp 1))
359=;
1A
m, in is the point where the ray enters the cell m while m, out is the point
where it leaves. The overall path length L is made up of the various segments
of length lm,out   lm,in. If N total samples are considered, the radiative flux
incident upon the surface dAk, qk, is given by:
qk =
⇡
N
NX
n=1
I ,i,k,n (2.19)
If the boundary is not black, reflection is taken into account and the path is
continued according to a given tracing procedure, or terminated otherwise. If
the initiating element for the reverse path is a volume element of medium rather
than a boundary element, the methodology is the same.
In the BMC, optical paths are generated only from the cell i and the radiative
power of a cell i is given by the radiative power emitted by the cells j crossed
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by the optical path leaving i and absorbed by i minus the power emitted by i:
PBMi =
Nv+NfX
j=1
P eaji   P ei (2.20)
The diﬀerence with the FM is that the optical paths are all originated by the
cell i of interest. Indeed in BMC tracing ray paths is equivalent to a time-
reversal tracking of photons contributing to the desired solution, hence only
the rays having a contribution to the solutions are followed, and this greatly
enhances the eﬃciency.
The BMC has been used by several investigators even before Walters and Buck-
ius (1992): Blättner et al. (1974) used this method to analyze twilight phe-
nomena, Adams and Kattawar (1978) for studies in spherical shell atmosphere,
Gordon (1985) applied it in the field of seas and oceans. Other applications are
found in Nishita et al. (1987), Sabella (1988) and Edwards (1983).
All the cited works using BMC are limited in scope and a large radiation source
is required, making a backward simulation straightforward. Modest (2003)
presents a more comprehensive formulation for BMC simulations in the area of
radiative heat transfer extending its use to the treatment of emitting, absorb-
ing and scattering media with diﬀuse or collimated irradiation, and cases where
the source comes from a very small surface or a point (point and line source).
He presents this formulation in terms of both standard ray tracing and energy
partitioning method and comparing BMC and FMC simulations.
The reverse MC has been extensively used in the 2000s for several applications:
(Ruan et al. 2002) in non-gray medium through spectral radiative exchange
factors, (Shuai et al. 2005) used the BMC to analyse the radiation from high-
temperature free-stream flow including particles, (Lu and Hsu 2005) applied it
to transient radiative transfer, (Wang, Modest, Haworth, and Wang 2008) jet
flames, (Sun and Smith 2010) to extreme non-homogeneous media, Tessé et al.
(2002) compared it to the FM in 1D systems, Maurente et al. (2008) applied
it to a cylindrical combustion chamber and (Dupoirieux et al. 2006) to media
with non-homogeneous optical thickness.
Direct Exchange Monte Carlo or Reciprocal Monte Carlo
The conventional and Backward Monte Carlo methods implementation become
ineﬃcient in optically thick media, where the photon mean free paths are short
and most bundles do not travel far enough from their emission point prior to
be absorbed. This means that only a very few bundles participate to distant
radiative transfer. Even if this problem can be mitigated by using the energy
partitioning method, as seen in Wong and Mengüç (2002), another limitation
should be considered, that arises in the treatment of near-isothermal systems
where emission and absorption of a hot cell can be orders of magnitude bigger
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than the net heat transfer between two cells. Thus, a small uncertainty in
emitted and/or absorbed energies may lead to huge errors in the energy balance.
To face these problems, Cherkaoui et al. (1996) developed a net-exchange
formulation for MC methods, also called Reciprocal MC (RM), who intrinsically
fulfills the reciprocity principle.
Reciprocity Principle The radiative power of a cell i can be written as the
sum of the exchanged powers P exchij between i and all the other cells j:
Pi =
Nv+NfX
j=1
P exchij =  
Nv+NfX
j=1
P exchji (2.21)
where P exchij is defined as:
P exchij = P
ea
ji   P eaij =
Z +1
⌫=0
(P ea⌫,ji   P ea⌫,ij)d⌫ (2.22)
Equation (2.16) can be recast as:
P ea⌫,ij
I0⌫ (Ti)
= ⌧⌫,r⌫(Ti)⌫(Tj)
dVidVj
r2
(2.23)
In a similar way P ea⌫,ji is expressed as:
P ea⌫,ji
I0⌫ (Tj)
= ⌧⌫,r⌫(Ti)⌫(Tj)
dVidVj
r2
(2.24)
Since the right sides of (2.24) and (2.24) are identical, it is possible to obtain
the reciprocity principle:
P ea⌫,ij
I0⌫ (Ti)
=
P ea⌫,ji
I0⌫ (Tj)
(2.25)
Thus the ratio between P ea⌫,ij and P ea⌫,ji is equal to the corresponding equilib-
rium spectral intensity ratio. The reciprocity principle enables to rewrite the
exchanged power P exch⌫,ij as:
P exch⌫,ij = P
ea
⌫,ji   P ea⌫,ij = ⌧⌫,r⌫(Ti)⌫(Tj)[I0⌫ (Tj)  I0⌫ (Ti)]
dVidVj
r2
(2.26)
If d⌦i =
dVj
r2dsj
is the solid angle at which dAj is seen from dVi, Equation (2.26)
can be recast as:
P exch⌫,ij = ⌧⌫,r⌫(Ti)⌫(Tj)dsj [I
0
⌫ (Tj)  I0⌫ (Ti)]dVid⌦i (2.27)
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In order to obtain P exchij , Equation (2.27) is integrated over all the optical
paths originated by i and crossing the cell j and over all the frequencies:
P exchij =
Z +1
0
⌫(Ti)[I
 
⌫ (Tj)  I ⌫ (Ti)]
Z
Vi
Z
4⇡
Aij⌫d⌦id⌫ (2.28)
where Aij⌫ accounts for all the paths between emission from the cell i and ab-
sorption in any point m of the Np crossing cells j, after transmission, scattering
and possible wall reflections along the paths:
Aij⌫ =
NpX
m=1
⌧⌫(BFm)↵jm⌫ (2.29)
⌧⌫(BFm) is the spectral transmissivity between the source point B in the cell
i and the inlet point Fm of the cell j, while ↵jm⌫ is the spectral absorptivity
defined as:
↵jm = 1  exp[ ⌫(Tj)ljm] (2.30)
where ljm is the length of the column m.
As the RM does not compute the diﬀerence between two very close approxi-
mates values in the case of nearly isothermal configurations, it is characterized
by a better accuracy than FM and BM methods, in which the reciprocity princi-
ple is only statistically verified. This method was first introduced by Cherkaoui
et al. (1996) for a one-dimensional slab of a non-scattering medium show-
ing that CPU requirements were orders of magnitude lower than for standard
Monte Carlo and that it was much less sensible to the optical thickness. Tessé
et al. (2002) have conceptually extended the method to non-scattering media
in one dimensional systems, and then applied it to 3D cases (Tessé, Dupoirieux,
and Taine 2004). De Lataillade et al. (2002) used this method with some path
sampling procedures to ensure satisfactory convergence even for large optical
thicknesses.
Emission based Reciprocity Method (ERM) Among the reciprocal Monte
Carlo methods, the Emission Reciprocity Method (ERM) developed by Tessé
et al. (2002) is retained in this thesis. The general organization of the radiation
model, based on a reciprocal Monte Carlo approach, has been detailed by Tessé
et al. (2002). The principles of this method are briefly summarized here; in this
approach, as for the BM, only the optical paths issued from the cell of interest
are accounted for. The exchanged power P exchij between the cell i and all the
other cells j crossed or encountered by the optical paths originating from the
cell i of the discretization domain is expressed as in (2.28) and the radiative
power of the cell i is expressed as:
PERMi =
N+NfX
j=1
P exchij (2.31)
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As in a Monte Carlo method propagation direction  (✓, ) and wave-number ⌫
of the photon bundles emitted are determinated randomly according to a Prob-
ability Density Function (PDF) fi( (✓, ), ⌫), that will be written as fi( , ⌫),
introducing the emitted power P ei (Ti) per unit volume, Eq. (2.28) can be writ-
ten as
P exchij = P
e
i (Ti)
Z +1
0

I ⌫ (Tj)
I ⌫ (Ti)
  1
  Z
4⇡
Aij⌫fi( , ⌫)d⌦id⌫, (2.32)
where the PDF is expressed as
fi( , ⌫)d⌦id⌫ = f i( )d⌦if⌫i(⌫)d⌫ (2.33)
=
1
4⇡
d⌦i
⌫(Ti)I ⌫ (Ti)R +1
0 ⌫(Ti)I
 
⌫ (Ti)d⌫
d⌫. (2.34)
The frequency distribution function of the photon bundles in the ERM is chosen
accordingly to the emitting cell temperature, i.e. on the local spectral emitted
power.
The use of the reciprocity principle ensures that the power exchanged by two
cells at the same temperature is rigorously null, while in the FM this prop-
erty is only statistically fulfilled. However, the ERM convergence may become
diﬃcult in those situations where absorption spectra of cold absorbing regions
are very diﬀerent compared to the emission spectra of the originating emitting
regions of the photons.
Tessé et al. (2002) developed the ERM to face the limit of Monte Carlo meth-
ods when applied to real complex configurations, where a complete reciprocal
computation based on the determination of all the exchanged radiative powers
between all the couples of cells of the domain, is not aﬀordable. Moreover the
ERM allows accurate calculation of the radiative power on one cell by allocating
a large number of optical paths starting from this cell. Thus, the main advan-
tage of the ERM is to shooting photon bundles only from the points where
results are wished.
In its work, Tessé et al. (2002) showed that this method is more perfor-
mant than the FM for optically thick and quasi-isothermal media and it is
well adapted to calculate the radiative power in high temperature regions.
Absorption Reciprocity Method Another exemple of reciprocal MC is the
Absorption Reciprocity Method (ARM) developed by Tessé et al. (2002). In
this approach the radiative power in the cell i, which is crossed or encountered
by the optical paths coming from all the other cells j including the cell i, is
calculated as:
PARMi =  
Nv+NfX
j=1
P exchji . (2.35)
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Absorption calculation is done like in the FM method, while emission is calcu-
lated using reciprocity. As in ERM, the use of the reciprocity principle ensures
that the exchange power between two cells at the same temperature strictly
vanishes. However, the big drawback of the ARM is that, unlike the ERM, to
have an accurate calculation of the radiative power, a large number of optical
paths issuing from all the cells of the entire domain is required.
Optimized Reciprocity Method (ORM) The ERM is eﬃcient for high
temperature regions while the ARM is better adapted for low temperature
regions; however in cases of moderate optical thickness and high temperature
gradients (as in combustion chambers) none of these methods is eﬃcient in the
whole computational domain; moreover the method to calculate wall fluxes is
in general diﬀerent from the one adapted to calculate radiative powers (Tessé
et al. 2002). Thus Dupoirieux et al. (2006) developed an optimized reciprocity
method (ORM) by selecting for each power exchange between two cells the best
approach between ERM and ARM, i.e. the one that gives the lowest standard
deviation. The ORM performs better than ARM and ERM for all the analyzed
optical thicknesses, both in the center of the medium and close to the walls,
however only 1D results were reported. More recently, Le Corre et al. (2014)
used the ORM in a 2D application of radiative heat transfer in glass sagging,
while Boulet et al. (2014) to calculate the response of a 3-cm-thick polymer
sample subject to an externally incident radiation.
2.3.2 Hybrid methods
Other computational improvements have been made to make a Monte Carlo
simulation more eﬃcient for large optical thicknesses considering that some
methods like P-N or diﬀusion methods are quite accurate in these conditions.
Thus, the idea is to follow a hybrid technique that uses one of this methods in
the optically thick portions of the spectrum or geometry and a Monte Carlo
method in the optically intermediate to thin regions. Farmer and Howell (1994)
introduced a hybrid method by using the diﬀusion approximation for optically
thick elements and a standard MC for the rest. Feldick et al (2011) proposed
a similar hybrid method, dividing the spectrum in thick and thin regions em-
ploying the P1 method for the former and a MC for the latter.
However, such hybrid algorithms have some limitations related to the definition
of criteria to switch from one model to the other.
2.3.3 Ray-tracing procedures
The methods detailed above can use several procedures to trace the path that
a ray follows. The most commonly used ones are presented in the following.
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Standard ray-tracing
In this approach, also called collision-based method, a ray is emitted with a
given energy content Er and is assumed to travel undisturbed until a collision
event, where it is either absorbed or scattered. The distance traveled by the
photon is determined by the probability of a photon traveling a distance S
before colliding. If the mean free path is used, the distance from an initial
emission location to the point of absorption or scattering can be determined
from:
S =   1
 
lnRs (2.36)
where   is the extinction coeﬃcient and Rs is a random number uniform in
[0,1].
A simple example of application can be given by considering a medium char-
acterized by a Planck mean absorption coeﬃcient, ap. A given ray can either
be absorbed by a surface or by the medium itself.
If Nw and Nm represent, respectively, the number of the rays that are absorbed
by the wall and by the medium, at the end of the simulation, the net radiative
energy transfer rates for the surface and the medium are derived by:
Qnet w = ✏EbdA NwEr (2.37)
Qnet m = 4apEbdV  NmEr (2.38)
where ✏ is the surface emissivity, Eb the blackbody emissive power and Er is
the power contained in each ray.
This method is easy to implement but it has a weakness: a ray that is scattered
or absorbed only contributes to the statistics of the region where the collision
occurs; as a consequence, a large number of optical paths is required if the
solution is desired in more or all the regions of the domain.
In the standard ray tracing, a ray with a fixed energy content is followed until
it is absorbed or it leaves the domain. However, in an open configuration or
in the presence of highly reflective walls and/or a very optically thin medium,
this method could be extremely ineﬃcient since a number of bundles could be
reflected many times before leaving the domain; this means that only a fraction
of traced rays would be statistically meaningful, wasting computational time
in tracing the "meaningless" rays.
Other techniques have been developed in order to reduce the variance of this
approach, such as the forced collision (Walters and Buckius 1994), whose basis
idea is to force a collision to occur, for instance by scaling the extinction coef-
ficient to a larger value, and adjusting the weight of the photon accordingly to
the probability that the collision would occur, as done in Iwabuchi (2006).
An alternative to face the limits of the collision-based method is the absorption
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suppression (Walters and Buckius 1994) which is very similar to the energy
partitioning method described in the next section.
Energy partitioning method
In the conventional ray tracing illustrated above, rays are followed until colli-
sion occurs, and the energy associated to each ray is kept constant.
Shamsundar et al. (1973) introduced the energy partitioning method for a spe-
cific problem: a medium in an isothermal walled cavity characterized by an
aperture. The problems consisted at finding the radiant energy crossing the
aperture. The author based the method on the observation that the energy
content of an emitted bundle, after each event in the path, could be split into
two portions: the first, which leaves the domain without interacting with the
walls, can be evaluated from geometrical factors; the second one also exits the
opening, but only after experiencing one or more reflections at the walls cavity
( in case the ray is not absorbed by the wall).
Modest (2003) extended the partitioning concept in a more general way and
compared it to the standard ray tracing scheme.
As seen in the previous section, in the conventional tracing procedure, a ran-
dom number is drawn to decide whether a bundle is absorbed or not. On the
contrary, in the energy partitioning method, the energy of each bundle hitting a
detector, is not absorbed at a single point, but rather it is gradually attenuated
along its path by a factor of exp( l) (path-based), where l is the path that
the bundle travels before hitting the detector. For this reason, such a method
is also called path-length method, as in Farmer and Howell (1998). The bundle
is then traced until it either leaves the enclosure or until its energy is reduced
below a certain fraction of the original energy content.
The average CPU time spent for tracing a single ray is often lower in the con-
ventional method than the energy-partitioning method, however the energy-
partitioning method allows to accounting all the traced rays to the statistical
sample thus leading to a smaller standard deviation compared to the conven-
tional method. The advantage in saving CPU time is very high especially for
enclosure configurations with open areas and highly reflective surfaces, but also
for very thin media.
Because of such advantages, the energy partitioning method is retained in this
thesis work.
2.4 Variance reduction methods
The purpose of Monte Carlo simulations is to obtain an estimate of the expected
value of a random variable, and the measure of the accuracy is the standard
deviation of the obtained estimate.
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As the results of the MC intrinsically possess statistical behavior, many studies
have been carried out on the statistical characteristics of MC. Haji-Sheikh and
Sparrow (1969) cover the fundamentals of probability distributions and error
estimates for Monte Carlo solutions of radiation heat transfer problems.
As emerged from Section 2.2, when N samples are used to determine the mean
of a random variable, the accuracy of a Monte Carlo estimation, depends on
both b  and N :
 [Q(N)] = b /pN (2.39)
Improvements in the accuracy of MC simulation results can be made by either
decreasing b  or increasing N .
If N is increased, improvements are typically expensive to obtain: to decrease
the error by a factor ten, the number of samples must be increased by a factor
100, which leads to longer calculation times.
Thus, other methods are usually preferred, able to decrease the statistical fluc-
tuations of MC calculations without increasing the number of photons histories,
and they are known as variance reduction techniques.
Numerous variance reduction strategies exist in literature, which may used to
make MC calculations more eﬃcient. Haghighat and Wagner (2003) classify
them into three categories: modified sampling methods (e.g: source biasing,
implicite capture, forced collisions and exponential transformation), popula-
tion control methods (splitting/roulette, weight windows and stratification)
and semi-analytic methods.
Among the existing methods to reduce the variance, only the more common
techniques used in radiative heat transfer problems are approached in this sec-
tion and these are: splitting/Russian roulette, implicit capture, exponential
transformation and importance sampling. A more accurate description of these
methods is available in Haghighat and Wagner (2003) and Dupree and Fraley
(2012).
2.4.1 Implicit Capture
Implicite capture (Kahn and Harris 1951), also called survival biasing or ab-
sorption by weight reduction, is a variance reduction method which modifies
the tracking process.
This technique is used in presence of highly absorbing media. In such cases, it
could be reasonable to avoid spending computational eﬀort in tracking parti-
cles that do not contribute to sample the regions where the results are desired
(for instance a particle that do not hit a detector). Without biasing, a par-
ticle track is terminated by absorption. This means that a particle that has
been tracked for many collisions could be terminated and lost to the calculation.
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The objective of the implicit capture is to avoid that a ray path terminates
in a capture event. To do that, the absorption events are removed from the
tracking procedure and replaced by scattering events. To do that, a distance
to a scattering event is needed, rather than a distance to absorption. When
this technique is used, the particle that collides is followed with a weight pro-
portional to its weight before the collision multiplied by the non-absorption
probability.
The main advantage of the implicit capture is the reduction of computational
time spent in following rays which do not contribute to the result (because
they are captured before reaching the score). However, the removal of absorp-
tion events makes rays path longer; moreover high computational time may be
spent by tracking particles with very small weights and therefore giving small
contributions to the results.
For this reason, a criterion to cleverly end the ray histories is needed. Im-
plicit capture is often associated with mechanism killing the rays, as the ones
introduced in the next paragraph.
2.4.2 Russian roulette
It is reasonable to spend more computational eﬀort in tracking particles that
contribute to the desired results, rather than in following light-weight particles.
The principle of the Russian roulette, developed by von Neumann and Ulam in
1945, is to reduce the simulation time by killing unimportant particles while the
total weight of the tracked particles is conserved; that is, the weight of the killed
particles is assigned to the surviving ones. This is generally done by generating
a random number and determining whether it is greater or less than a specified
survival probability. If the number is lower than the threshold, the particle
loses the roulette and can be killed with some kill probability. While, surviving
particles are assigned a new increased weight, which is compared to the thresh-
old and if it is higher than the lower weight limit, its random walk can continue.
2.4.3 Splitting
In an analogous point of view, splitting can help preventing the weights of sur-
viving particles be extremely large and above a maximum value. When a ray
has a very large weight, it is split in several rays of lower weight.
Splitting is often used in combination with the Russian roulette thus defining
Weight Windows (Booth 1983).
A weight window is characterized by. a lower weight limit and an upper weight
limit, to control that the weights of the particles lie between them (see Fig. 2.4).
Among the variance reduction techniques, the transport biasing method of split-
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Figure 2.4: Representative scheme of Weight Windows.
ting/roulette has been the most eﬀective and widely used approach for reducing
the variance of Monte Carlo calculations. The main drawback of both splitting
and Russian roulette, is the requirement of the definition of thresholds param-
eters. More details about this topic can be found in Dupree and Fraley (2012).
2.4.4 Exponential Transformation
The exponential transformation, or path stretching, is a technique to stretch
the distance between collisions in the direction toward the area of interest (for
exemple, the detector), while reducing that distance in the direction of little
interest. The interest is the increasing of computer eﬀort to sample the more
important regions of phase space. The particle weight is adjusted in order to
preserve in any point the expected weight. This technique work best in highly
absorbing media. An example of application can be found in Baes et al. (2016).
2.4.5 Importance Sampling
Among numerous methods of biasing, importance sampling has been popular in
the study of radiative heat transfer. The basis idea is to draw the sample from
a proposal distribution and re-weight the integral using importance weights so
that the correct distribution is targeted.
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Mathematical formulation
Its mathematical formulation, is here introduced by considering the energy
emitted by a group of photons E; it can be written as:
E =
Z 1
 1
w(⇠)f(⇠)d⇠ (2.40)
where ⇠ is a vector with components ⇠1, ⇠2, ... (for instance frequency and
direction: ⌫, ✓, ), and f(⇠) is the probability density function standing for
f1(⇠1)f2(⇠2)...fk(⇠k). If the probability density function is arbitrarily chosen,
this can have consequences in terms of numerical convergence.
The importance sampling is the technique to optimize these probability density
functions in order to get smaller standard deviations with a limited number of
sampled events. Equation 2.40 may be rewritten as:
E =
Z 1
 1
w(⇠)f(⇠)
f⇤(⇠)
f⇤(⇠)d⇠ (2.41)
where f⇤(⇠) is the new probability density function of ⇠, also called importance
function. Equation 2.41 may be rewritten as:
E =
Z 1
 1
w⇤(⇠)f⇤(⇠)d⇠ (2.42)
This means that the optimized probability density functions f⇤ are now used
for sampling of ⇠ instead of the original f(⇠) and that the old weight w(⇠) is
multiplied by the ratios of the original pdf to the optimized one, thus w⇤(⇠) =
w(⇠)f(⇠)/f⇤(⇠) is the new weighting function.
Applications
One example of application to radiative heat transfer problems may be given
by a case where the surface properties have a strong dependence on the wave-
length within narrow bands. If no biasing is applied, only a small fraction of
bundles will have wavelengths within these narrow bands, wasting computer
time. In these cases it is therefore convenient biasing the selection of energy
bundles towards the desired wavelengths.
Another example is a configuration with an optically thick medium, which is
problematic for MC applications, because most photons will not travel outside
of the emitting cell and, thus, make no contributions to the statistics. Mitigat-
ing approaches to problems with extreme optical thickness have been proposed
in the past.
In a time where the computing power was limited, House and Avery (1969)
proposed some solutions to improve the eﬃciency of calculation through the
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"biasing", the technique to distort the probability density function of an event
to force the selection of a random variable into a more desirable category, keep-
ing the physics of the process correct by introducing appropriate correction
weights.
They applied this technique to distort the wavelength dependence of the emis-
sion coeﬃcient in a way to select more photons with wavelength in the line
wings, and fewer photons in the line center where the mean free paths are
shortest. They also applied a biasing technique in order to choose better dis-
tributions for collision distances.
Various techniques for biasing direct Monte Carlo results in reducing variance,
along with methods for computing expected variance, are discussed in Haji-
Sheikh and Howell (1988).
One of the most widespread applications of importance sampling is the tech-
nique of the forced scattering (Cashwell and Everett (1959), Mattila (1970),
Witt (1977), Iwabuchi (2006)). Sometimes a high variance may result from an
extremely low interaction probability, such as the problems of radiative transfer
in small optical depth regimes. Thus, an acceleration technique has been devel-
oped to deal with this limit, in order to prevent that photons leave the system
without having any interactions. Diﬀerent strategies can be adopted: only the
first interaction after the photon emission can be forced (this is the forced first
scattering), or forced scattering can be applied throughout the simulation (that
is sometimes called eternal forced interaction).
Another direct application of importance sampling is found in Juvela (2005),
in the context of cloudy atmospheres. Importance sampling is applied in order
to bias photons directions (for instance, to send photons towards preferential
directions), emission position (to emit photons close to the cell boundaries in
optically thick clouds) or still scatter directions. Feldick et al. (2011) also em-
ployed an approach based on importance sampling in wavelength space in order
to sample from wavelengths which have larger impact on the heat transfer cal-
culation, and consequently reducing statistical variation and calculation time.
The objective was to select lines most often in the line wings, where photon
bundles are most likely to leave the cell. A similar concept is used in Jonsson
(2006) with the polychromatic algorithm, where photon packages containing
photons of diﬀerent wavelengths are used.
The problems encountered in optically thick regions have often been addressed
by importance sampling: De Lataillade et al. (2002) worked on the formula-
tion choice and pdf adaptations to deal with optically thick conditions. PDF
for emission points and bundles directions are chosen on the base of the optical
depth. Concerning the frequency, random absorption coeﬃcients are generated
instead of random frequencies.
Importance sampling is undoubtedly a powerful technique to make Monte Carlo
simulations more eﬃcient, but it also has a potential danger: the possible
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appearance of large weight factors. The weight function w⇤ can be larger than
unity in some parts of the domain thus becoming source of noise. This is the
reason why the choice of the biased pdf, f⇤, is a delicate job: on the one hand
it should promote those parts of the domain that are desired, and on the other
hand it should also be such that the new weighting factor w⇤ is never boosted
to very high values. This problem is tackled in Baes et al. (2016), where
a technique called composite biasing is introduced and applied to the path
stretching. The basis principle is to build a new pdf as a linear combination
of the original pdf and the desired biased one, through the introduction of a
parameter ⇣ that sets the relative importance of the desired pdf:
q⇤(⇠) = (1  ⇣)f(⇠) + ⇣f⇤(⇠) (2.43)
The advantage is that the new weight factor w⇤⇤, expressed by the ratio of the
original pdf and the one biased in a composite way:
w⇤⇤(⇠) =
f(⇠)
q⇤(⇠)
=
1
(1  ⇣) + ⇣f⇤(⇠)/f(⇠) (2.44)
is always bounded by a finite value, controlled by the parameter ⇣. The com-
posite biasing in Baes et al. (2016) is applied to a radiative transfer problem
in presence of an optically thick medium, where a random optical depth is gen-
erated from an exponential distribution, and it has been combined with the
forced interaction, obtaining a gain in eﬃciency which is many orders of mag-
nitude higher even for higher optical depths.
Importance sampling has been widely investigated also in the context of cloudy
atmospheres (Iwabuchi (2006), Buras and Mayer (2011)), in continuum radia-
tive transfer (Juvela 2005), in concentrated solar applications (Delatorre et al.
2014).
The main limitation of the importance sampling is the fact that it should be
done based on considerations about the physics of the problem, thus whether
or not biasing is beneficial is not always obvious to predict.
Indeed, a universal solution, which fits for all applications, does not exist,
because this "clever" sample originates from considerations on the physics of
the retained problem and therefore requires experience. Booth (1983) state:
"The selection [of parameters] is more art than science, and typically, the user
makes a few short trial runs and uses the information these trials provide to
better guess the parameters; that is, the user learns to adjust parameters on
the basis of previous experience". Thus, the choice of the optimal sampling
strongly depends on the retained problem.
One of the approach of importance sampling used in this thesis work is the Op-
timized Emission Based reciprocity method developed by Zhang et al. (2012)
and it is briefly presented in the following paragraph.
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Figure 2.5: Spectral emitted and absorbed power for a cell of temperature 700K (left)
and 2500 K (right);  : P e⌫ ; - - : P abs⌫ .
Optimized-ERM
In some situations the convergence of the ERM, introduced in 2.3.1, may be-
come slow.
Zhang et al. (2012) analyzed a configuration of homogeneous non-reacting
CO2  H2O  N2 gaseous mixture characterized by heterogeneities in temper-
ature (from 950 to 2050 K) and for two values of pressure ( 1 and 40 bar). In
regions dominated by both absorption and emission, spectral emitted and ab-
sorbed power have been analyzed in a hot and a cold cell of the computational
domain. The absorbed and emitted spectral power of cold gases are plotted in
Fig. 2.5 (left), highlighting that the emitted power is characterized by small
frequencies while the absorbed one covers a wider range of frequencies. As a
consequence, if the frequency pdf is chosen as in the ERM, i.e. based on the
local emission as in (2.34), there will be a few samples in the high frequen-
cies regions. That means slow convergence in the estimation of the absorbed
power. If the spectral absorbed and emitted power for a hot cell are analyzed,
it can be noticed that the spectra almost overlap and they cover a wide range
of frequency (Fig. 2.5 (right)). Consequently if the frequency pdf is chosen
accordingly to the power emitted by a hot cell, a greater amount of samples
will be characterized by higher frequency compared to the previous case. That
is due to the observation that the power absorbed by a cold gas of the compu-
tational domain has been mainly due to the emission by hot gases.
Then a method to face the limits of the ERM was proposed, named Opti-
mized Emission-based Reciprocity Method OERM, which in fact corresponds
to importance sampling. It uses a frequency distribution function of the photon
bundles that is no longer based on the local emission, but rather associated to
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the maximum temperature Tmax encountered within the system:
fOERM⌫i (⌫, Tmax) =
⌫(Tmax)I0⌫ (Tmax)R1
0 ⌫(Tmax)I
0
⌫ (Tmax)d⌫
(2.45)
If such a frequency distribution function is used, a corrective factor has to be
applied in order to rigorously obtain the emission distribution at local temper-
ature and the equation (2.32) becomes:
P exchij =P
e
i (Tmax)
Z +1
0
⌫(Ti)I ⌫ (Ti)
⌫(Tmax)I ⌫ (Tmax)

I ⌫ (Tj)
I ⌫ (Ti)
  1
 
(2.46)Z
Vi
Z
4⇡
Aij⌫f i( )d⌦if
OERM
⌫i d⌫ (2.47)
This approach has been validated by comparison with an analytical reference
solution and ERM in Zhang et al. (2012); the results show that the OERM
improves the eﬃciency of the ERM specially in cold regions, where the ERM
is inaccurate, while the two models agree in hot regions.
The OERM has been retained for the radiative heat transfer simulations of this
thesis work.
2.5 Models for radiative properties of gases used in
MC simulations
The irregular variation of the absorption coeﬃcient of gaseous participating
media across the spectrum, if accurately represented, requires high computa-
tional cost and memory requirements.
For this reason, until the 1990, most of radiative heat transfer simulations
(Howell and Perlmutter (1964); Steward and Cannon (1971)) involved gray
participating media; nevertheless, several modern studies still employ this as-
sumption. These are the Gray Gas (GG) models, based on total emittance
correlations (Hottel and Sarofim (1965); Leckner (1972)), and they consider
the absorption coeﬃcient to be independent of the wavenumber. The Radia-
tive Transfer Equation with the GG model becomes:
dI
ds
=  I + Ib (2.48)
The use of the gray gas assumption in simulations of radiative heat transfer
is justified by low computational demand. However the assumption that the
absorption coeﬃcient does not vary with the wavenumber is a strong simpli-
fication and yields large errors in the solution (Liua et al. (1998), Johansson
et al. (2010), Wang et al. (2014), Meulemans (2016), Nguyen et al. (2017)).
At the top of spectral accuracy, there are the Line-By-Line (LBL) calculations
which use spectral database (such as Rothman et al. (2009)) providing detailed
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high-resolution spectra of several gaseous species. Unfortunately, computing ra-
diation for all the lines is excessively time-consuming and such an approach is
not aﬀordable for most practical problems. This is the reason why not so many
studies have been performed in radiative heat transfer with very accurate mod-
els in the past. MC methods are applied jointly with LBL approach to take
into account the line structure of an absorption spectrum and are successfully
demonstrated in Surzhikov and Howell (1998) for simple configurations. Tang
and Brewster (1999) also used LBL combined to MC with spectral integrations
for a one dimensional medium. Soucasse et al. (2013) used high resolution
spectra for CO2 and H2O in MC simulations of a 3D configuration of quasi-
isothermal participating media. Wang and Modest (Wang and Modest 2007)
developed random-number relations for LBL-MC calculations in the context
of an atmospheric-pressure methane-air jet flame, where only CO2 and H2O
species were considered. More recently, Ren and Modest (2019) included CO2,
H2O, CO, CH4, C2H4, and soot in LBL-MC simulation.
Because of the computational demand of LBL calculations, gases models consti-
tute an important research field and between the two extremes, LBL and GG,
there is a vast literature about spectral models, such as: Weighted Sum of Gray
Gases (WSGG) first proposed by Hottel and Sarofim (1972), that models the
entire spectrum considering a few bands with uniform absorption coeﬃcients,
each band corresponding to a gray gas, the Spectral Line Weighted-sum-of-
gray-gases (SLW) or the correlated--distribution model ( Goody et al. (1989),
Lacis and Oinas (1991), Riviere et al. (1992), Riviere et al. (1995) ), that have
been developed in order to find a compromise between accuracy and computa-
tional cost.
Concerning the models that in the past have been used in Monte Carlo sim-
ulations of radiative heat transfer, the literature presents several works that
demonstrate the application of the Monte Carlo to spectrally dependent prop-
erties.
One of the pioneers who applied Monte Carlo to deal with spectrally dependent
properties is Modest (1992). A statistical narrow band model, described by Tien
(1969), is applied to obtain random-number relations giving the wavenumber
for emission and the distance traveled before absorption. It is pointed out that
the narrow band model may be applied successfully to MC after comparison to
two wide band models: the Tien and Lowder model (Tien and Lowder 1966)
and the exponential wide-band model of Edwards (1976)) on a uniform slab,
under the assumption of a spatially constant absorption coeﬃcient, thus non-
uniformities of temperature and species concentrations are not considered. Liu
and Tiwari (1994) applied a statistical narrow band model with an exponential-
tailed-inverse intensity distribution (Malkmus 1967) to investigate the radiative
wall heat fluxes in non isothermal and non homogeneous molecular gas between
infinite parallel plates. The same statistical model (Malkmus 1967) is used in
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Cherkaoui et al. (1996) in benchmark configurations of quasi-isothermal media
with a net-exchange formulation of MC.
MC method using statistical narrow-band correlated k-distribution method is
used to provide a benchmark solution for a 2D problem in Coelho et al. (2003).
Non homogeneous media are considered in Snegirev (2004), where the WSGG
is retained in MC simulations of buoyant turbulent diﬀusion flames. Results
are compared to ones obtained with two gray gas models, one based on a total
emissivity computed as a weighted sum of gray gases using the coeﬃcients from
Smith et al. (1982) and the other one based on the Planck mean absorption
coeﬃcient. Results show that the diﬀerence between gray and non gray models
in the prediction of maximum radiative heat fluxes does not exceed 20%.
Maurente et al. (2008) compares WSGG and the SLW models in the computa-
tion of radiation heat transfer in a cylindrical enclosure with the aid of the MC
method. The considered temperature and the species concentrations are rep-
resentative of those found in the combustion of methane and fuel oil. Results
show that the WSGG solution over-predict the heat transfer compared to the
SLW, moreover its application is limited to homogeneous media. Wang et al.
(2007) integrates the Full-Spectrum -distribution (FSK) method (Modest and
Zhang 2002) in MC simulations, which is a re-ordering of absorption coeﬃcients
into smooth -distributions over the whole spectrum. The FSK/MC is imple-
mented in a three-dimensional CFD code and verified on one-dimensional layers
of non-isothermal and inhomogeneous mixtures and compared to the analytical
solution formulated with an LBL approach.
Tessé et al. (2002) and Tessé et al. (2004) coupled MC with parametrized nar-
row band c-k model (Goody et al. 1989) using more than 1000 pseudo-spectral
points. Results are first validated on benchmark 1D solutions and, successively,
MC/ck simulations of a turbulent ethylene-air diﬀusion flame are performed.
More recent MC simulations including a correlated k-distribution model can
be found in Zhang et al. (2013) the context of a turbulent channel flow filled
by a non reacting mixture of combustion burnt gases, and also in Koren et al.
(2017) and Rodrigues et al. (2018) in numerical simulation of semi-industrial
combustion chambers.
2.6 Quasi-Monte Carlo methods in radiative heat trans-
fer
As already mentioned, a well known disadvantage of MC methods is the slow
convergence: the statistical error of the integrals estimation scales as N 1/2.
It has been shown in section 2.2.3 that using an alternative sampling allows
to reduce this error. However the QMC technique has rarely been used in the
radiative transfer community.
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To the author knowledge, one of the first works on QMC in radiative heat
transfer is Sarkar and Prasad (1987), where pseudo-random and quasi-random
sequences (Halton and Faure) are compared on one-dimensional slab with scat-
tering. It is highlighted the higher accuracy of QMC compared to MC for low-
dimensional problems associated with small thicknesses, as well as the same
behavior of the Halton and Faure sequences for the studied tests.
In O’Brien (1992), tests are performed on slabs with multiple scattering and
a varying optical thickness. Results show that the greater advantage of QMC
integration of the RTE occurs for low collisions number, thus in optically thin
media.
A more practical application of QMC methods in radiative heat transfer prob-
lems can be found in Kersch et al. (1994) where rapid thermal processing is
simulated in the context of the production of semiconductor devices. Results
are presented for only the Halton sequence, since the results obtained with the
Sobol sequence were generally the same, except for some occasions where the
Halton sequence appeared slightly better. The Halton sequence used in the
QMC method is compared to a pseudo-random sequence of a standard Monte
Carlo approach in terms of error size. Results show that the advantage of us-
ing a quasi-random sequence is clear, since the error associated with using a
quasi-random sequence is at least as small as in the standard MC approach,
and frequently it can be reduced up to a factor 6.
Integration problems with varying number of dimensions are investigated by
Morokoﬀ and Caflisch (1995); in this study, the Sobol sequence is compared to
Halton, Faure and pseudo-random sequences. Results show that the Halton se-
quence is the most performant in low-dimensional problems (up to a dimension
of the integration space equal to 6), the Sobol sequence gives the best results for
higher dimensions, while the Faure sequence, characterized by the best theoret-
ical bound, has the worst behavior among the investigated sampling methods,
but generally better than the random sequence. In Evans (1998), QMC method
is applied to give a reference solution in order to validate a spherical harmonics
discrete ordinate method in the context of cloudy atmospheres.
This literature review shows that QMC in radiative heat transfer has been
investigated since the 90’s. However, all the works found in literature are
limited to simple 1D or 2D applications. Even though the advantage of using
a quasi-random sequence has been clearly shown in the past, no work about
the use of QMC applied to radiative heat transfer in more realistic applications
can be found in literature.
2.7 Conclusions
Monte Carlo methods are often used in radiative heat transfer because of their
capability to handle complex geometries and account for various physical ef-
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fects, but especially for the possibility to obtain an error estimation, the reason
why they are considered as reference solutions.
MC principles have been first shown from a mathematical point of view, and
the big drawback that has emerged is their slow convergence which scales as
 /
p
N . One generic approach to improve the accuracy of MC methods is the
use of variance reduction methods. The most commonly used strategies in ra-
diative heat transfer have been reviewed in this chapter, and special attention
has been given to the technique of the importance sampling. In the context of
radiative heat transfer, the most common ray tracing procedures and formalism
to compute the radiative power have been illustrated.
Another possible approach to reduce the Monte Carlo error consists in the use of
quasi-random or law-discrepancy sequences in place of the usual pseudorandom
ones. The introduction of quasi-random sequences in MC leads to quasi-Monte
Carlo methods. The state-of-the-art on QMC methods confirms the strength
of these methods in increasing the convergence rate of MC methods, but also
highlights the fact that such methods have never been applied to real configura-
tions. The next chapter details their use for radiative heat transfer simulations
in configurations relevant to this thesis work.
Chapter 3
Assessment of randomized
Quasi-Monte Carlo method
eﬃciency in radiative heat
transfer simulations
The present study focuses on the assessment of QMC methods to solve
radiative heat transfer in comparison with MC methods. This is done
in several configurations (turbulent channel flow, jet flame, confined
premixed flame) with instantaneous 3D solution fields obtained from
DNS or LES. The considered cases are characterized by several degrees
of complexity: high pressure, presence of soot and finally a confined
flame in a combustion chamber. This enables to study the impact of
QMC methods in practical 3D cases and to anticipate its benefits in
coupled high-fidelity simulations based on LES or DNS.
The principle and properties of Quasi Monte Carlo method and its
randomized variant (RQMC) are illustrated on a simple numerical
integration problem. Moreover, the Monte Carlo solver in charge of
describing the radiative transfer and computing the radiative power
fields with MC or QMC methods is detailed. The three application
cases are then presented in this section. The accuracy and eﬃciency of
the retained randomized QMC method are finally studied.
This chapter will be submitted to the Journal of Quantitative Spectros-
copy & Radiative Transfer.
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3.1 Monte Carlo and Quasi-Monte Carlo integration
3.1.1 Definition of a simple test case and Monte Carlo integra-
tion
In a general multivariate integration problem, the goal of MC methods is to
estimate:
I =
Z
V
f(x)dx (3.1)
where f is a real-valued function defined over the given state-space volume V .
In order to illustrate the properties of MC and QMC methods, the following
simple 2-D integral is considered in this section:
I =
Z 2⇡
0
Z ⇡
0
F (✓, )
sin(✓)
2
d✓
1
2⇡
d . (3.2)
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I is then expressed as the expectation of F (✓, ), I = E[F ], based on the
probability density functions p✓(✓) = sin(✓)/2 and the uniform distribution
p ( ) = 1/(2⇡) on the interval [ 0 , 2⇡ ]. The Monte Carlo estimate for the
integral is then defined as
Q(N) =
1
N
NX
i=1
F (xi), (3.3)
where xi are samples from the random vector x = (✓, ) whose components
follow the probability density functions p✓(✓) and p ( ), respectively. The
samples xi = (✓i, i) are determined through two independent random numbers
R  and R✓ uniform between 0 and 1 as
  = 2⇡R  (3.4)
✓ = cos 1(1  2R✓) (3.5)
The function F (✓, ) to integrate is chosen as:
F (✓, ) = sin2( /2) sin(✓) (3.6)
and the exact result for the integral in Eq. (3.2) corresponds to I = ⇡/8. The
intrinsic standard deviation is defined as  2int = E
⇥
(F   I)2⇤. Its exact value
corresponds here to  2int =
1
4  
 
⇡
8
 2 ⇡ 0.31.
The MC results for the integral defined in Eq. (3.2) and (3.6) are shown for 900
000 realizations in Fig. 3.1. The convergence Q(N) towards the expected value
⇡/8 (red dashed line) illustrates the law of large numbers where MC meth-
ods are rooted. Additionally, the Central Limit Theorem allows for deriving
error estimates of the computed value from the samples standard deviation b 
computed as
b  = 1p
N   1
"
NX
i=1
 
(F (xi) Q(N))2
 #1/2
. (3.7)
The standard deviation b  is an approximate of the intrinsic standard deviation
 int and the probability density function of Q(N) tends toward a normal distri-
bution centered in I with a standard deviation equal to  int/N1/2 ⇡ b /N1/2.
This property provides straightforwardly confidence intervals for the estimate
Q(N). These confidence intervals are also shown in Fig. 3.1. They are seen
to decrease with N , which allows to control the number iterations necessary to
reach a given accuracy.
The error "(N) = |Q(N)   I| is plotted in Fig. 3.2. Although the curve is
polluted by noise inherent to the statistical estimation of the result, the error is
seen to decrease with N approximaltively at a constant rate in this logarithmic
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Figure 3.1: Evolution of the MC result Q(N) as a function of the number of real-
izations N . Red horizontal dashed line: the exact value of the integral. Confidence
intervals at 90%, 95% and 99% are denoted by yellow, green and blue dashed lines,
respectively.
plot. This is expected and can be consistently characterized by considering
a statistical moment of the error to get rid of statistical noise. In particular,
the standard deviation of the MC estimate  [Q(N)] =
 
E
⇥
(Q(N)  I)2⇤ 1/2 is
directly related to the quadratic mean of the error,
 
E
⇥
"(N)2
⇤ 1/2.  [Q(N)]
is computed from 100 independent Monte Carlo simulations and is also shown
in Fig. 3.2. After several dozens of realizations, the asymptotic Central Limit
Theorem (CLT) becomes valid and  [Q(N)] closely follows the plotted law
 intN 1/2. The statistical error of the MC estimate Q(N) decreases then ac-
cording to 1/
p
N . Therefore, in order to decrease the error by a factor ten, the
number of samples must be increased by a factor 100. This well-known feature
of slow convergence is the main drawback of MC methods.
Nevertheless, the error estimate,
 [Q(N)] ⇡ b Q,1(N) = b N 1/2, (3.8)
allows for a control of the accuracy of the computed value I from the sample
values, which is very appreciable. Another methodology to estimate the error,
equivalent to this first one, consists in breaking up the samples resulting in
Q(N) into M subsets. For each subset i 2 [1,M ], a MC estimate Qi(P ) can be
computed where P = N/M is the number of samples in the subset. The MC
estimations from the total number N of samples is simply related to the MC
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Figure 3.2: Evolution of deterministic error "(N) (blue plain line) and mean
quadratic error  [Q(N)] (black plain line) as a function of the number of realizations
N . The red dashed line is the theoretical convergence rate  intN 1/2.
estimates in the subsets as
Q(N) =
1
M
MX
i=1
Qi(P ). (3.9)
The M subsamples Qi(P ) are independent estimations of the same quantity
Q(P ) whose expectation is I ⇡ Q(N). The standard deviation of estimates
Qi(P ) can then be estimated as
 [Q(P )]2 ⇡ 1
M   1
MX
i=1
[Qi(P ) Q(N)]2. (3.10)
The CLT theorem states that  [Q(N)]2 ⇡ 1M  [Q(P )]2 which finally yields an
alternative estimation of the standard deviation of the MC estimate from all
samples (Modest 2013; Lemieux 2009):
 [Q(N)] ⇡ b Q,2(N) =  1
M(M   1)
MX
i=1
[Qi(P ) Q(N)]2
!1/2
(3.11)
The two estimates for the MC accuracy that are b Q,1(N) and b Q,2(N) are plot-
ted in Fig. 3.3 as a function of the total number of samples N . For the second
estimate, b Q,2(N) is evaluated from a fixed number M = 1000 of subsets. Re-
sults for b Q,2(N) are then available for N = 1000 (P = 1), N = 2000 (P = 2),
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..., up to N = 1000 000 corresponding to a number P = 100 of samples per
subset. For each N , the MC result Q(N) is identical. Only the error estimate
of  [Q(N)] diﬀers. Figure 3.3 shows that both formulations in Eqs. (3.11) or
(3.8) are equivalent in the retained conditions (large N and large M). As ex-
pected, both MC error estimates decreases with the square root of the number
of realizations N , following of the law of large numbers.
Figure 3.3: Evolution of the standard deviation as a function of the number of re-
alizations in a log-log scale in the two analyzed cases : black solid line is b Q,1(N) of
Eq. (3.8) in 1 MC trial of 1 million realizations; blue solid line is b Q,2(N) of Eq. (3.11)
with M= 1000 MC trials of P= 1000 realizations each; red dashed line is the line of
slope  1/2.
3.1.2 Quasi-Monte Carlo methods
The accuracy of a MC calculation is proportional to the variance  2int and
inversely proportional to the number of samples as N 1/2. A possibility to
accelerate the Monte Carlo convergence rate as a function of N consists in the
use of alternative samplings such as low-discrepancy sequences. The resulting
quadrature method is called Quasi-Monte Carlo (QMC).
Low-discrepancy sequences
This type of sequences aims at a more uniform filling of the sampled state
space. This is illustrated in Fig. 3.4 where a MC sequence from a pseudo-
random number generator is compared to a low-discrepancy Sobol sequence
in two dimensions. The clustering seen with classical random sampling leaves
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regions with few samples, thus making the MC convergence slower compared
to the QMC method where points are more uniformly distributed.
Figure 3.4: Comparison of the sampling of polar (✓) and azimuthal angle ( ) gen-
erated accordingly to the probability function defined in Eqs. ( 3.4 - 3.5) using a a
classic pseudo-random sequence (left) and a Sobol sequence (right) .
As the Monte Carlo method, QMC methods are a numerical method to com-
pute high-dimensional integrals. They rely on the Koksma-Hlawka inequality
(Hlawka 1961) which states that for any sequence {un} and any bounded func-
tion f defined in [0, 1]d, the integration error ✏ is bounded as:
✏[f ] = |Q(N)  I(f)|  V [f ]D⇤n(u1, ...,un) (3.12)
where D⇤n is the discrepancy of the set of points ui 1  i  n and V [f ] is the
variation of f in the sense of Hardy-Krause. The discrepancy D⇤n measures
how much the sequence deviates from uniform filling. Building low-discrepancy
sequences can allow then for more accurate cubature methods than relying on
random samples of independent points. In QMC methods, random sequences
used in MC are replaced by a deterministic sequence whose points are not
independent anymore. The Central Limit Theorem doest not apply then to
deterministic Quasi Monte Carlo simulations.
Details about the construction of low-discrepancy sequences are given in Lemieux
(2009). Several algorithms have been proposed for the generation of such se-
70 Chapter 3 - Assessment of randomized Quasi-Monte Carlo method
efficiency in radiative heat transfer simulations
quences, and the Halton (Halton 1960), Sobol (Soboĺ 1976) and Faure (Faure
1982) sequences are the most usually considered. Morokoﬀ and Caflisch (1995)
demonstrated that the Halton sequence generally outperforms the others when
the integral dimensionality is lower than six. For high-dimensional integrals,
Sobol sequences exhibit better convergence properties than the Faure or Hal-
ton sequences (Galanti and Jung 1997). Since the integration dimension can
be very high in the radiative heat transfer involving diﬀuse wall reflexions, the
Sobol sequence has been retained in this study. The implemented construction
algorithm follows the algorithm described in Joe and Kuo (2008).
The concept of discrepancy only provides bounds for the integration error and
is in fact of little help in practice: D⇤n and V (f) are not always known, and
the upper bound actually significantly overestimates the actual error (Boyle
et al. (2001), Joy et al. (1996)). Besides, low-discrepancy sequences not being
based on independent and identically distributed (i.i.d) points, the CLT does
not apply and no general theorem on asymptotic convergence rate properties
is then available. While being far more accurate than MC methods, relying on
a finite-size sequence for QMC integration does not provide any inherent error
estimate. A practical method to obtain error estimates for QMC is based on
the randomization of the low-discrepancy sequences and the resulting methods
are called Randomized Quasi-Monte Carlo (RQMC) (L’Ecuyer and Lemieux
2005).
Randomized Quasi-Monte Carlo methods
The core idea behind RQMC is to randomize the existing low-discrepancy
sequences. This can be done by building M low-discrepancy sequences of
P points, where each sequence is a randomized version of the original low-
discrepancy sequence and is independent from the others.
In this way, it is possible to create a random sample of M i.i.d. quasi-random
estimators QQMCi (P ) of P points. The RQMC result is built as the average as
in Eq. (3.9),
QRQMC(N) =
1
M
MX
i=1
QQMCi (P ) (3.13)
and its variance is estimated as in (3.11) as
 
⇥
QRQMC(N)
⇤2 ⇡ 1
M(M   1)
MX
i=1
h
QQMCi (P ) QRQMC(N)
i2
. (3.14)
Contrary to MC methods where two error estimates, b Q,1(N) and b Q,2(N),
can be used, only an equivalent to b Q,2(N) can be built for Quasi Monte Carlo
methods.
Many techniques exist to randomize low-discrepancy sequences, and they have
to respect two conditions: the first one is that each point in the randomized
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point set follows a law of uniform probability on the unity hypercube [0, 1]d for
the estimator to be not biased, and the second is that the low discrepancy of
the new sequence is preserved after the randomization. The second condition
guarantees that the fast convergence of the randomized QMC sequence is not
penalized.
Shifting, Full Scrambling and Linear Scrambling are such randomization tech-
niques. Randomizations based on a shift (the simplest one is proposed in (Cran-
ley and Patterson 1976)) do not suﬃciently scramble the point set and, for
a certain type of functions, they risk to perform worse than MC integration
(Lemieux 2009). This drawback is not present in the full scrambling approach
(Owen et al. 1997). However, such a technique is expensive in terms of mem-
ory requirement. For this reason a technique of Linear Scrambling, and more
precisely the I-binomial scrambling (Tezuka and Faure 2003), has been retained
in this study, since it preserves the convergence results of the Full Scrambling
insuring a good compromise between memory requirement and computational
cost.
Application of Quasi-Monte Carlo integration
The characteristics of Quasi-Monte Carlo integration are here illustrated for
the computation of the integral in Eq. (3.2) before considering its application
to radiative heat transfer in the next sections.
The integral in Eq. (3.2) is first solved with a non-randomized QMC method.
In Fig. 3.5, the evolution of Q(N) (left) and of the absolute error "(N) =
|Q(N)   I(f)| (right) is shown as a function of the number of realizations for
QMC and compared to results obtained with MC estimation. In both plots
of Fig. 3.5, it is pointed out that QMC converges faster than MC: in QMC
calculation the expected value is attained for a number of realizations smaller
than the one needed by MC, and the absolute error in QMC is smaller than
MC for almost every value of N (especially for large values of N). However, low-
discrepancy sequences are not based on i.i.d. sample of points, it is then not
possible to get error estimates when applying QMC methods. In order to take
advantage of both easy error estimation as done in MC and fast convergence
of QMC, Randomized QMC methods are applied to the solution of the inte-
gral of Eq. (3.2), where random samples of quasi-random estimators are created.
MC and Randomized QMC methods are now compared consistently by consid-
ering a thousand independent integral estimates, i.e. M = 1000, based on MC
and QMC quadrature for sequences of size P . The average of the M samples
yield the respective MC and Randomized QMC estimates based on a total of
N = MP evaluations. In Fig. 3.6, the evolution of the quadrature estimate
Q(N) is plotted as a function of P for a fixed M . Similarly to standard QMC,
the randomized QMC method reaches the exact value with a smaller number of
realizations than MC integration. Note that the numerical estimate are already
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Figure 3.5: Evolution of Q(N) (top) and error "(N)(bottom) as a function of the
number of realizations in a log-log plot. Black solid line: 1 MC trial of 1 million
realizations; blue solid line: 1 QMC trial of 1 million realizations; red dashed line:
expected value.
quite accurate for small values of P because of the retained high value of M
chosen to momentary get rid of uncertainties due to the selected value.
In addition to fast convergence attributed to standard QMC, the random-
ized Quasi-Monte Carlo method benefits from en error estimate. Contrary to
classical Monte Carlo integration which provides two error estimates through
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Figure 3.6: Evolution of Q(N) as a function of the number of realizations in each
trial, P , where N = MP and M = 1000. Black solid line: Monte Carlo results. Blue
solid line: Quasi-Monte Carlo results. Dashed red line: exact integration result.
Eq. (3.8) or (3.11) , RQMC relies on Eq. (3.14) which is only equivalent to
Eq. (3.8). The error estimate  [Q(N)] for RQMC method is compared to the
corresponding Monte Carlo result in Fig. 3.7 where P is varied while M is still
fixed to 1 000. As expected from theory, the MC convergence rate (dashed
yellow line) scales as N 1/2 / P 1/2. For the investigated case, the upper
bound of the RQMC error (dashed red line) appears to scale as P 1. The error
estimate confirms the significantly enhanced convergence rate of the RQMC
method. A standard deviation of 10 4 is obatined for P ⇡ 300 whereas it is
not yet achieved with standard MC with P = 104. This estimate of the RQMC
error allows for controlling the number of realizations needed to reach a desired
accuracy. Once again, the estimated error is already small for a small P value
because of the chosen value M .
Looking at the lower plot of Fig. 3.7, it is possible to observe the presence of
several sub-peaks in  
⇥
QRQMC(N)
⇤
(blue solide line). These peaks correspond
to those realizations where P = {22, 23, ... , 213} and are characterized by a
higher accuracy. This is a property of the Sobol sequence which performs better
for powers of two. Thus, one can define two laws for the convergence rate that
bound the error estimate: an upper bound which was already introduced and a
lower bound that correspond to the point P = 2i. Both are drawn in Fig. 3.7.
For the studied example, the highest convergence rate obtained for powers of
2 scales as P 1.27. For Quasi-Monte Carlo simulations with a fixed number of
realizations, it is then optimal to choose it as a power of 2.
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Figure 3.7: Evolution of error estimate computed from standard deviation formula
in Eqs. (3.11) and (3.14) for MC and RQMC, respectively. Results are reported as a
function of the number of realizations in each trial, P , for a fixed numberM = 1000 of
integration trials. Black solid line: Monte Carlo results. Blue solid line: Quasi-Monte
Carlo results. Red dashed line: upper bound RQMC convergence rate. Magenta dashed
line: convergence rate of RQMC for P = {22, 23, ... , 213}.
The dependency of RQMC results on the number M of random QMC estimate
is now considered with a fixed size of the sequences set to P = 1000. Figure 3.8
presents the error estimate  [Q(N)] as a function of the number of trials,M , for
both MC and RQMC. As expected from the CLT which states that  [Q(N)]2 ⇡
 [Q(P )]2/M , both MC and RQMC errors scale as M 1/2. The shift between
both curves is due to the higher accuracy of RQMC compared to MC for a
given sequence size P .
The computational cost of each method depends on the total number of real-
izations N , i.e. the product of both M and P . Previous results have shown
that MC and RQMC convergence rates scale as M 1/2P   where   = 12 in the
MC method, while it is appreciably larger in RQMC and unknown a priori for
a given case. In standard MC simulation, the convergence rate depends then
eventually as N 1/2 and is not sensitive to the M -P distribution. The number
of MC trials M used to compute the error estimate must nonetheless be large
enough for Eq. (3.11) to be reliable. A minimum value of M often admitted
in the literature is 10 (Lemieux 2009). In RQMC, the trade-oﬀ between M
and P for a given N is not at all trivial. Error estimates as a function of the
total number of samples N are shown in Fig. 3.9 for both MC and RQMC com-
putations with diﬀerent M -P repartitions. On the one hand, all MC results
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Figure 3.8: Evolution of error estimate as a function of the number of trials, M for
MC (black) and QMC (blue). Each trial contains P = 1000 points.
are similar and tend to the same asymptotic convergence rate as previously
explained. On the other hand, it can be clearly seen that each M -P combina-
tion yields a diﬀerent convergence rate for RQMC. For a same computational
cost (identical N), the combination with small values of M achieves significant
higher accuracy. This is due to the M 1/2P   convergence law with   > 1/2:
it is more interesting to increase the size of the low-discrepancy sequence, P ,
for a same N in order to benefit from the QMC enhancement. The choice of
M is then critical in RQMC method.
However, M cannot be too small, otherwise the error estimate in Eq. (3.14)
can not be trusted. A compromise must then be found. A sensitivity analysis
has been performed to study the evolution of  [Q(P )] as a function of the trials
number M , keeping fixed the number of realizations to P = 10 000 per trial.
The results for the retained example are presented in Fig. 3.10. As the number
of trialsM increases, the standard deviation  [Q(P )] converges towards a value
around 4⇥10 5. A good compromise to keepM suﬃciently small and  [Q(P )]
close to each converged value is found for a number of trials equal to 20, which
is around classical values also retained in standard MC as reported previously.
This value ofM is retained for the numerical setup of the following simulations.
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Figure 3.9: Evolution of error estimate as a function of the total number of realiza-
tions, N = MP , for several combinations of M and P identified by colors. Dashed
lines: MC results pointed out by black arrow. Solid lines: RQMC results.
Figure 3.10: Evolution of  [Q(P )] =

1
M 1
PM
i=1
⇣
QQMCi (P ) QRQMC(N)
⌘2 1/2
as a function of the number of trials M and for P = 10 000.
Chapter 3 - Assessment of randomized Quasi-Monte Carlo method
efficiency in radiative heat transfer simulations
77
3.2 Monte Carlo numerical solver of radiative heat
transfer
The in-house code Rainier (Zhang et al. (2012), Zhang et al. (2013), Koren
et al. (2018), Palluotto et al. (2017)) is described in the present section. It
solves the radiative transfer equation (RTE) with a Monte Carlo approach while
relying on standard Monte Carlo or Randomized Quasi-Monte Carlo integra-
tion. Details of the solver, its adaptation to QMC integration and the retained
description of radiative properties are given in the following.
3.2.1 Ray tracing in the Monte Carlo solver and adaptation to
QMC
In the Rainier solver, the local radiative power is computed at each vertex of the
computational domain (those where the solution is desired). Then, the depart-
ing position of a photon bundle is fixed and it is not determined by a random
variable. Thus, a ray tracing starting at a given point is initially characterized
by a direction determined the unit vector denoted as  , or equivalently by two
angles ✓ and  , and a frequency ⌫ generated according to a given probability
density function depending on the resolution method.
A ray is tracked along its optical path with possible absorption by the par-
ticipating medium or walls, wall reflexions and exiting of the computational
domain. To keep the simulation aﬀordable, the ray tracing is interrupted when
the equivalent transmission from the departing point is below a pre-defined
threshold ⌧min. In other words, a ray is stopped when its remaining energy has
been lowered by a factor corresponding to ⌧min. Here, ⌧min is set equal to 0.01
in all the investigated cases.
During its optical path, a ray hitting a wall may be reflected. For black
walls or specular reflexion, no additional random number than the previous
three for frequency and departing direction is necessary. The corresponding
three-dimensional space is then sampled with either a pseudo-random gener-
ator (the one used in the present work is L’Ecuyer’s Multiple Recursive Gen-
erator MRG32k3a (L’ecuyer 1999)) or a three-dimensional Sobol sequence for
QMC integration. However, cases with diﬀuse reflexions as later considered
in confined configurations require a specific attention. In standard MC, the
reflected direction then needs to be randomly generated and the integration
dimension d of the problem increases as d = 3 + 2r where r is the number of
reflections performed. The number of reflexions that one ray can undergo is
then unknown, making d undetermined as well. While this is transparent for
standard MC where the pseudo-random generator provided i.i.d samples, this
is critical for QMC integration that requires to a priori know the dimension of
the integration problem to build the low-discrepancy sequence. In the present
integration of such sequences, the maximum number of reflexions rmax is de-
termined from the worst case scenario and is used to build a d-dimensional
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sequence with d = 3 + 2rmax.
The worst case is considered as a transparent medium with wall diﬀuse reflec-
tivities equal to 1 ✏min, where ✏min is the the lowest wall emissivity considered
in the problem setup. After r reflexions, the energy of the ray is scaled down
by the factor (1   ✏min)r. Given the criterion ⌧min introduced earlier to stop
the ray, the maximum number of reflexions follows
(1  ✏min)rmax < ⌧min (3.15)
Thus,
rmax >
ln(⌧min)
ln(1  ✏min) (3.16)
and the dimension d becomes:
d = 3 +
2 ln(⌧min)
ln(1  ✏min) . (3.17)
The formula obviously falls apart for purely reflective surfaces (✏min = 0), which
is unrealistic in practical applications of radiative heat transfer.
Finally, the number of rays issued from a given point of interest is controlled
by the prescribed accuracy. The standard Monte Carlo accuracy is estimated
by assembling rays in several batches (M = 20) and using the estimate in
Eq. (3.11) for the quantity of interest (radiative power of flux). This makes the
implementation of the Randomized-Quasi Monte Carlo error estimate given by
Eq. (3.14) straightforward. For both methods, the control is carried out on the
relative and the absolute value of the standard deviation of the results estimate.
Hence, the relative error of the radiative power is defined as the ratio of the local
standard deviation to the local radiative power. However, this relative error
is not appropriate in regions with negligible radiative contribution. A second
control is then considered on the absolute value of the standard deviation which
is checked to be lower than a prescribed maximum, typically set equal to a given
percentage of the maximum radiative power. When error control is enabled,
the prescribed tolerances for the absolute and relative errors allow for a local
adaptation of the number of rays et each point.
3.2.2 Emission-based Reciprocity Method
Two backward Monte Carlo methods are implemented in the solver: the Emis-
sion Based Reciprocity method (ERM) (Tessé et al. 2002) and the Optimized-
ERM (OERM) (Zhang et al. 2012). The main interest in such methods is
the possibility to dynamically and independently control the local convergence
of the computed radiative fields. Photon bundles are traced from volume or
surface points of the computational domain where the radiative power or wall
flux is predicted. The independent treatment of points of interest allows for a
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high degree of scalability. A scalability test has been performed on a cluster
equipped with Intel E5-2690 processors on a configuration characterized by a
computational domain of 8 millions cells. The number of cpu cores is varied
from 120 up to 1920. Results, displayed in Fig. 3.11, show that a very good
scalability is obtained. Besides, ERM and OERM are reciprocal MC methods
that exactly enforce the Reciprocity Principle (Case 1957), that is only statis-
tically fulfilled by other Monte Carlo methods.
Figure 3.11: Scalability of the Rainier solver with number of cores. Red circles
correspond to the performed tests, dashed line corresponds to the ideal performance.
In a reciprocal formulation the radiative power per unit volume of the node i
of the discretization domain is calculated as the sum of the exchanged powers
P exchij between the node i and all the other cells j crossed or encountered by
the optical paths generated by i.
Pi =
NX
j=1
P exchij (3.18)
where N is the number of volume cells and faces in which the domain is dis-
cretized.
P exchij is the diﬀerence between the radiative power emitted by j, transmit-
ted by the medium and absorbed by i, and the radiative power emitted by i,
transmitted by the medium and absorbed by j:
P exchij =
Z 1
0
⌫(Ti)[I
0
⌫ (Tj)  I0⌫ (Ti)]
Z
4⇡
Aij⌫d⌦id⌫ (3.19)
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where ⌫ is the spectral absorption coeﬃcient, I0⌫ the equilibrium spectral in-
tensity, ⌦i is the solid angle issued from i, ⌫ the photon frequency and Aij⌫
accounts for all the paths between emission from i and absorption in j after
transmission and possible walls reflections along the paths. Its expression is
detailed in Tessé et al. (2002).
Introducing the volumetric power P ei (Ti):
P ei (Ti) = 4⇡
Z 1
0
⌫(Ti)I
0
⌫ (Ti)d⌫ (3.20)
Equation (3.19) can be written as:
P exchij = P
e
i (Ti)
Z 1
0

I0⌫ (Tj)
I0⌫ (Ti)
  1
  Z
4⇡
Aij⌫fi( , ⌫)d⌦id⌫ (3.21)
where fi( , ⌫) is the joint PDF with   the direction.
fi( , ⌫) can be separated in two independent parts:
fi( , ⌫)d⌦id⌫ = f i( )d⌦if⌫i(⌫)d⌫ (3.22)
with:
f i( ) =
1
4⇡
; f⌫i(⌫) =
⌫(Ti)I0⌫ (Ti)R1
0 ⌫(Ti)I
0
⌫ (Ti)
(3.23)
f⌫i(⌫) is the frequency distribution function and it is equal to the emission
distribution function at the temperature Ti of the emitting node. Then, in the
ERM formalism, the frequency ⌫n associated with a realization n is obtained
by a uniform random number Rn between 0 and 1, and ⌫n is determined from
the equation:
Rn =
Z ⌫n
0
f⌫i(⌫)d⌫ =
R ⌫n
0 ⌫(Ti)I
0
⌫ (Ti)d⌫R1
0 ⌫(Ti)I
0
⌫ (Ti)d⌫
(3.24)
In the OERM method, the frequency distribution function f⌫i is based on the
emission distribution at the maximum temperature encountered in the system,
Tmax; as a consequence, ⌫n in the OERM formalism is determined from:
Rn =
R ⌫n
0 ⌫(Tmax)I
0
⌫ (Tmax)d⌫R1
0 ⌫(Tmax)I
0
⌫ (Tmax)d⌫
(3.25)
The direction   is determined in spherical coordinates by the polar angle ✓
and the azimuthal angle  , which are determined according to Eqs. (3.4 - 3.5).
Statistical estimation of the radiative power Pi at the node i, indicated as Pˆi,
can be obtained by summing all the contributions of the Ni optical shots traced
from i. And its final expression, as it is computed in the presented simulations,
is:
Pˆi =
P ei
Ni
NiX
n=1
MnX
m=1

I0⌫n(Tm)
I0⌫n(Ti)
  1
 
⌧⌫n↵n,m,⌫n (3.26)
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where m = 1 is the cell i, while m = Mn represents the last cell crossed by the
nth optical path originating from i. Then, ↵n,m,⌫n is the spectral absorptivity
of the nth optical path in the mth cell crossing, while ⌧⌫n is the spectral trans-
missivity from i to the cell m accounting for eventual wall reflections.
From the Eq. (3.26) it is possible to see that the radiative power exchanged
between two cells identical temperatures is rigorously null, leading to more
accurate results compared to conventional formalisms.
3.2.3 Gas radiative properties
Concerning the gas radiative properties, a good compromise between accuracy
and computational cost is found with a narrow-band approach: the correlated 
k or ck model by Goody and Yung (1995) based on updated parameters due
to Rivière and Soufiani (2012), which have been obtained for the range of
temperature and pressure of interest, by using the CDSD-4000 database for the
absorption spectra of CO2 (Tashkun and Perevalov 2011) and HITEMP 2010
for the ones of H2O (Rothman et al. 2010). The whole considered spectrum
ranges from 150 to 9200 cm 1. 44 spectral bands are considered for H2O,
whose width varies from 50 to 400 cm 1. CO2 spectrum overlaps the H2O one
and CO2 absorbs in only 17 of the 44 bands. This leads to a total of 1022
quadrature points: 72 quadrature points for each of the 17 bands where both
species absorb plus 7 quadrature points for the remaining 27 bands where only
H2O participates.
3.2.4 Validation of the RQMC implementation
In order to validate the RQMC implemented in the solver Rainier, a 1D slab
geometry, for which a semi-analytical solution of the radiative transfer equation
can be obtained from exponential integral functions (Modest 2013), is retained
and two test cases are performed. The radiative power per unit volume is com-
puted within a slab normal to X and bounded by two gray and opaque infinite
planes. The slab thickness is L = 0.1 m and the walls are characterized by a
diﬀuse emissivity of 0.6 and a wall temperature Tw = 500K. In the first test, de-
noted as Case a, a gray gas (constant ⌫) with an optical thickness equal to 1 is
considered. The second test, called Case b, represents more realistic conditions:
a medium with an homogeneous composition (CO2 and H2O molar fractions
are, respectively, 0.116 and 0.155) is considered. Spectral radiative properties
of the gaseous mixture are taken into account through the aforementioned c-k
model. For both investigated cases, the gas is at atmospheric pressure and has
a parabolic temperature profile T (X) = aX2+ b, where X is the normal to the
walls, b is the maximum temperature, equal to 2500 K, and a = Tw b(L/2)2 .
For each investigated case, MC and RQMC simulations are performed. Profiles
of radiative power across the normal to the slab, X are presented in Fig. 3.12,
for Case a and in Fig. 3.13 for Case b. Black solid lines represent the semi-
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analytical reference solution in both cases. Figures 3.12 and 3.13 show that,
Figure 3.12: Profile of radiative power in Case a across the slab coordinate X com-
puted by MC (blue) and RQMC (red), compared to the reference solution (black solid
line).
Figure 3.13: Profile of radiative power in Case b across the slab coordinate X com-
puted by MC (blue) and RQMC (red), compared to the reference solution (black solid
line).
for both investigated cases, the MC and RQMC results overlap on the reference
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profile. This validates the implementation of RQMC in the Rainier solver. In
the next section, more practical configurations are retained for the thorough
comparison of MC and RQMC methods.
3.3 Investigated configurations
Three 3D configurations are investigated: a canonical flow configuration (tur-
bulent channel flow at high pressure) and two combustion applications (a turbu-
lent sooting jet flame and a combustion chamber featuring a premixed swirled
flame). These three cases are characterized by diﬀerent degrees of complexity
and enable to study the impact of the radiative heat transfer in diﬀerent prac-
tical situations: at high pressure, in reacting flows, in presence of soot or walls.
This allows for comparing MC and RQMC methods behavior in several con-
texts. Besides, all temperature and composition fields are extracted from direct
numerical simulations and large-eddy simulations. The numerical methods are
then assessed in configurations relevant to coupled high-fidelity simulations.
3.3.1 Case 1: Turbulent channel flow
The first investigated application is a turbulent channel flow (case C3R1 from
Zhang et al. (2013)) whose dimensions are: Lx⇥Ly⇥Lz = 0.62 m⇥0.2 m⇥0.3
m. The channel is filled by an homogeneous gas mixture of CO2 H2O N2 with
a corresponding molar fraction of 0.116  0.155  0.729. Its pressure is 40 bars
and two iso-thermal walls (at 2050 K on the top and 950 K on the bottom)
with a total hemispherical emissivity of 0.8 confine the flow. Its structured
computational grid is made by 4.2 millions nodes.
In Fig. 3.14, snapshots of 3D direct numerical simulations taken from Zhang
et al. (2013) are shown: on the top the instantaneous temperature field and
on the bottom the radiative power field are given. At the given high pressure,
the optical thickness of the medium is large. The eﬀect of a large optical
thickness can be seen in the very thin layer close to the wall: the bottom one is
dominated by the absorption, while the one close to the hot wall is dominated
by emission. Consequently there is a negligible radiative interaction between
the two walls, and the whole domain is characterized by absorbing (yellow
pockets) and emitting (blue pockets) regions. The emitted thermal radiation
is absorbed in the vicinity of the emitting point.
3.3.2 Case 2: Non-confined sooting jet flame
The second configuration is the turbulent jet diﬀusion flame experimentally
studied at Sandia (Zhang et al. 2011). It is fed with pure ethylene at 300 K
and is stabilized with the help of pilot flames fed by ethylene and air. Unlike the
previous configuration, the participating medium is heterogeneous and contains
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Figure 3.14: Instantaneous fields of temperature (top) and radiative power (bottom)
on a longitudinal section of the channel. Points A, B and C, whose results are analyzed
in Sec. 3.4, are indicated by black circles on the top figure.
soot particles. The presence of soot particles make the radiation heat transfer
very important.
In Fig. 3.15, soot volume fraction and temperature fields extracted from 3D
Large Eddy Simulations of Rodrigues et al. (2018) are shown along with the
computed instantaneous radiative power field (left). Soot particles are present
in richer regions of the flame and maximum instantaneous soot volume fraction
is nearly 10 ppm. Radiative power issued from soot particles is located also
in richer regions dominated by emission. Similarly, the radiative power is also
negative in hot near stoichiometry burnt gases. On the other hand, lean regions
where temperature is lower than 1000 K are dominated by the absorption from
CO2 and H2O.
When soot radiation is included in the calculation, their absorption spectra
need to be taken into account; then 93 spectral bands are introduced between
150 and 29 000 cm 1, of which 44 overlap with the gas bands. The soot
absorption coeﬃcient is modeled through the Rayleigh’s theory (Modest 2013):
soot⌫ = C0fv⌫ with C0 = 36⇡nk(n2 k2+2)2+4n2k2 where n and k are the real and
imaginary part of the complex index of refraction of soot particles, taken as
equal to m = n   ik = 1.57   0.56i (Smyth and Shaddix 1996), ⌫ is the
wavenumber (m 1) and fv is the soot volume fraction.
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Figure 3.15: Instantaneous fields of radiative power (left), soot volume fraction (cen-
ter) and temperature (right) on a longitudinal section of the jet flame. Color scales are
linear for radiative power and temperature and logarithmic for soot volume fraction.
Points D and E, whose results are analyzed in Sec. 3.4, are indicated by black circles
on the right figure.
3.3.3 Case 3: Combustion chamber
The third investigated application is a laboratory scale combustor (30 cm long
with a square section of 81 cm2) studied experimentally (Guiberti et al. 2015;
Guiberti et al. 2015) and numerically (Mercier et al. 2016; Koren et al. 2018).
The chamber is operated at atmospheric pressure and a turbulent premixed
flame of CH4, H2 and Air is stabilized. The flame is characterized by a thermal
power of 4 kW and is confined by cold quartz windows. Such configuration is
typical of industrial furnaces. Figure 3.16 shows the temperature field extracted
from Large Eddy Simulations (Koren et al. 2017) on a longitudinal section of
the chamber along with the presently computed radiative power field. The 3D
computational grid is made of 1.26 millions points.
As in the previous configuration, heterogeneities of temperature and of par-
ticipating species are present. The complexities seen in the previous cases
(heterogeneities and participating walls) are simultaneously taken into account
in this configuration and they represent typical situations encountered in a real
enclosed application. The temperature field (Fig. 3.16 top) shows that burnt
gases issued from the flame are hotter than the ones close to the walls. Be-
cause of the presence of recirculation zones between the flame and the walls,
hot gases are recirculated toward the chamber bottom while they are cooled
down by wall convective heat transfer. The radiative power field indicates that
cold gases close to the walls are dominated by absorption (red regions/positive
radiative power), while the higher temperature regions mostly emit radiation
(negative values of radiative power). In the present radiative heat transfer
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computations, the walls are considered as opaque with a total hemispherical
emissivity of 0.75.
F
G H
Figure 3.16: Instantaneous fields of temperature (top) and radiative power (bottom)
on a longitudinal section of the burner. Points F , G and H, whose results are analyzed
in Sec. 3.4, are indicated by black circles on the top figure.
3.3.4 Numerical set-up for MC and QMC simulations
For each application, radiative heat transfer simulations are performed using
both MC and RQMC methods. For each method two diﬀerent tests are carried
out. The first test, Test 1, consists in imposing an identical number of rays
at all the computed points, while no convergence criterion is imposed. Such
an analysis allows to evaluate the level of convergence, i.e. the error achieved
at every node of the computational domain where the solution is desired. On
the contrary, in the second test, Test 2, two convergence criteria are imposed:
relative and absolute error. In this case, the number of rays is not set a-priori
but it spatially varies over the computational domain. Table 3.1 summarizes
the setup used for the tests performed on each application.
For all the computations, inlet and outlet are considered as non-reflecting (✏ =
1) with a far-field temperature of 300 K (except for Case 1, where periodic
conditions are considered). The retained method is the ERM method (Tessé
et al. 2002) in its MC and QMC version.
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Test 1 Test 2
Case Number of Rays Rel. Error Abs. Error
1 5 000 1% 3% of PRmax
2 5 000 1% 1% of PRmax
3 5 000 3% 3% of PRmax
Table 3.1: Numerical set-up of the tests with a fixed number of realizations, Test 1,
and at controlled convergence, Test 2, for the three applications.
3.4 Results: three practical applications
For each configuration, results of radiative heat transfer simulations are shown.
Tests with a fixed number of rays, also referred as realizations, are first carried
out before considering tests with controlled convergence.
3.4.1 Tests with a fixed number of realizations
MC and RQMC methods are compared in simulations where the number of
realizations is imposed (Test 1 in Tab. 3.1) in order to compare the local con-
vergence attained in all the points of the computational grid. The error of
the computations is determined as the standard deviation of the estimated ra-
diative power following Eqs. 3.11 and 3.14. In Fig. 3.17, the absolute error
scaled by the the maximum radiative power in the domain is shown for Case
1 for MC (top) and RQMC simulations (bottom). With the same number of
realizations, the RQMC computation allows for converging all the points of the
computational domain with a significantly smaller absolute error compared to
the classical MC approach. For both methods, the resulting error field is not
uniform. In particular, the error is larger close to the cold wall. This behavior
is expected with the ERM approach whose drawback is a poorer convergence
in cold regions with significant absorption. The same observation can be done
for Cases 2 and 3 shown in Figs. 3.18 and Fig. 3.19 in terms of the local rela-
tive error, i.e the ratio between the standard deviation and the local value of
the radiative power. It can be seen that RQMC simulations (on the bottom)
are more accurate than MC ones (on the top) since, with RQMC, most of the
points of the domain achieve a relative error lower than the one obtained when
MC is used.
Additional tests are performed in order to check the convergence rate of MC and
RQMC simulations as a function of the number of realizations N for the three
investigated cases (M is still fixed to 20). For each configuration, the relative
error is measured in several characteristic points of the domain, highlighted in
Figs. 3.14, 3.15 and 3.16 and identified by letters. In Case 1, three points, A, B
and C, are retained: they are located in proximity of the hot wall, at the half-
height and close to the cold wall of the channel, respectively. In Case 2, two
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Figure 3.17: Field of absolute error scaled by the the maximum radiative power in
the domain. The computation is carrie out following Test 1 with MC (top) and RQMC
(bottom) in the channel flow configuration (Case 1).
Figure 3.18: Field of relative error achieved in Test 1 with MC (top) and RQMC
(bottom) in a sooted jet flame application (Case 2).
points, D and E, are chosen to represent, respectively, a hot and rich mixture
characterized by a high soot concentration and downstream burnt gases at lower
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Figure 3.19: Field of relative error achieved in Test 1 with MC (top) and RQMC
(bottom) in a combustion chamber (Case 3).
temperature where no soot is present. In Case 3, the probes, F , G and H, are
located in the flame region, in the cold outer recirculation zone (ORZ) close to
the chamber bottom and further downstream in the ORZ at an intermediate
temperature, respectively.
Figures 3.20, 3.21 and 3.22 display the relative error obtained by MC (circles)
and RQMC (diamonds) for each studied points in the diﬀerent configurations.
The convergence rates of MC (grey dashed lines) and RQMC (gray dotted line)
are also highlighted on the figures. In the case of RQMC computations where
no theoretical results provide the asymptotic convergence rate, the correspond-
ing lines illustrate the convergence rate of the method by considering a slope
computed by a linear fitting of the RQMC error on the diﬀerent probes.
Figure 3.20 shows that the MC error (circles) is larger than the RQMC one (di-
amonds) for the high and low temperature probes (A and C) for every number
of rays N considered. Instead, for the probe B at intermediate temperature,
the MC error is lower than the RQMC one for N= 1000 before becoming larger
for N > 103. Looking at the gray lines in Fig. 3.20 given for large values of N ,
RQMC simulations indeed always achieve faster convergence rates eventually
than MC ones for each investigated point. In the three dotted lines represen-
tative of RQMC convergence rates which scale as N b, the exponent b in fact
varies according to the considered physical position inside the domain. The
best fitted value for b is equal to  0.856 for the Point A,  1.017 for B and
 0.902 for C. For the three considered points, the magnitude of the exponent
b of RQMC convergence law is higher than 1/2, corresponding to the classical
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RQMC
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Figure 3.20: Relative error as a function of the number of realizations N for three
characteristic points of the channel flow configuration (Case 1): A (red), B (black)
and C (blue). Circles: MC simulations. Diamonds: RQMC simulations. Grey lines:
convergence rate of MC (dashed line) and RQMC (dotted line) results.
MC
RQMC
b
Figure 3.21: Relative error as a function of the number of realizations N for two
characteristic points of the sooting jet flame (Case 2): D (red) and E(black). Circles:
MC simulations. Diamonds: RQMC simulations. Grey lines: convergence rate of MC
(dashed line) and RQMC (dotted line) results.
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Figure 3.22: Relative error as a function of the number of realizations N for three
characteristic points of the considered combustion chamber (Case 3): F (red), G (blue)
and H (black). Circles: MC simulations. Diamonds: RQMC simulations. Grey lines:
convergence rate of MC (dashed line) and RQMC (dotted line) results.
MC convergence.
The relative error achieved by MC and RQMC in the sooting jet flame, Case 2,
as a function of the number of realizations N is displayed in Fig. 3.21. For both
considered points, D and E, the RQMC error stays lower than MC one for every
value of N . The exponent b of the RQMC convergence law is equal to  0.748
for Point D where, in addition to the gaseous contribution, soot radiation is sig-
nificant, and b =  0.804 for the point E where soot particles are absent. Once
again, the RQMC simulations converge faster than their corresponding MC
computations. In Figs. 3.20 and 3.21, all MC simulations consistently reach an
asymptotic convergence law proportional to N 1/2. The proportionality factor
is however diﬀerent and all MC results appear as translated from each other in
the logarithmic plots. As indicated by Eq. 3.8, this is the result of diﬀerent in-
trinsic standard deviation (estimated as  ˆ) at the considered points.  ˆ depends
on the specific radiative exchanges for the given location and on the Monte-
Carlo algorithm solving for radiative heat transfer. The ERM methods is used
here, which is known to converge more poorly in colder regions as confirmed
in Figs. 3.20 and 3.21. The figures reveal that, while RQMC simulations are
more accurate than MC ones and present slightly diﬀerent slopes, the RQMC
convergence laws also exhibit translation shifts between the diﬀerent points.
Although the observed distance between RQMC results is diﬀerent from the
one seen with MC results, the same ranking of accuracy between the diﬀerent
probes is kept for both approaches. The RQMC results are then sensitive to
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the intrinsic standard deviation of the integral to compute.
Figure 3.22 shows the error achieved in MC and RQMC simulations of the
combustion chamber (Case 3), for the three considered points, F , G and H.
Concerning the cold region of burnt gases represented by probe G, the RQMC
error is higher than MC one for N < 103, showing again that RQMC does not
always guarantee more accurate results with a reduced number of evaluations.
Nonetheless, for higher values of N , the asymptotic stronger convergence law
of RQMC at point G eventually yields the best results. For points F and H at
high and intermediate temperature respectively, the RQMC method behaves
better than MC for every N . The dotted lines, obtained by fitting the points
from N = 104 to N = 106, show that RQMC convergence rate scales as N 0.725
for Point F , as N 0.632 for G and as N 0.813 for H. Also in this configuration,
the magnitude of the RQMC exponent b remains higher than b = 1/2 for MC
methods for the three investigated regions of the combustion chamber.
3.4.2 Controlled convergence tests
In Figs. 3.20, 3.21 and 3.22, the smallest RQMC error is obtained in points
characterized by the highest temperature, A, D and F . Instead, the largest
error is found in the Point B at intermediate temperature for Case 1 and in the
colder regions of the domain, Points E and G, for Cases 2 and 3. Considering
a uniform number of rays for each point is then not ideal as some locations
can be regarded as too accurate while the error at others points can remain
unsatisfactory and suﬀer from the retained number of realizations N . In prac-
tice, a variable field N(x, y, z) is preferred to spatially control the accuracy of
the result and yield a more eﬃcient computation of the radiative fields on the
whole domain for a given computational cost. MC and RQMC results are then
compared in such a situation described by Test 2 in Tab. 3.1.
Figure 3.23 shows the field of the number of rays that are tracked indepen-
dently at each point to perform controlled-convergence simulation using a MC
(top) or RQMC (bottom) method for the channel flow application (Case 1).
In MC simulations (on the top), it is possible to notice the presence of a re-
gion characterized by a large number of realizations that corresponds to the
colder region of the channel. This is consistent with the previous observation
in Fig. 3.20: convergence is more diﬃcult to achieve in the lower part of the
channel compared to the hotter parts of the configuration. As expected from
the enhanced convergence rate of the RQMC method, simulations performed
with RQMC (bottom) needs fewer rays compared to MC in order to achieve the
fixed accuracy criteria. This is seen in all regions including where the converge
is harder at the bottom of the channel. The reduced number of tracked rays
leads to a lower computational time for the simulation, which is determined in
the next section.
The same test is performed for Case 2 where, unlike Case 1, the composition is
heterogeneous and the eﬀect the soot particles on the radiative heat transfer is
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Figure 3.23: Field of the required number of rays in controlled-convergence Test 2
with MC (top) and RQMC (bottom) for the channel flow configuration (Case 1).
considered. MC and RQMC methods are compared in Fig. 3.24. In both cases,
regions needing more realizations are the ones characterized by the presence
of cooler pockets of burnt gases without soot. It clearly emerges that RQMC
outperforms MC also in the second investigated configuration.
Case 3 represents a confined laboratory scale burner and accounts for hetero-
geneities of species and temperature fields but also for the presence of partic-
ipating walls. Fig. 3.25 compares MC and RQMC methods: regions where a
large number of rays is needed in order to achieve the convergence are the ones
characterized by a strong gradient of temperature in the region between the
burnt gases generated by the flame (dominated by emission) and these gases
later trapped in the cold outer recirculation zone (dominated by absorption).
The diﬃculty is associated to the small magnitude of the radiative power sur-
rounded by positive and negative regions, making the fulfillment of the criterion
on relative error hard. Nonetheless, the number of realizations is drastically re-
duced with RQMC in all regions.
3.4.3 CPU Eﬃciency of Monte Carlo and Randomized quasi-
Monte Carlo methods
A more complete comparison can be done by evaluating the eﬃciency of both
MC and RQMC methods. The MC eﬃciency is evaluated as a function of
variance and computational time (Lemieux 2009). In the present analysis, the
local eﬃciency ⌘i is computed from the variance associated to the point i,
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Figure 3.24: Field of the required number of rays in controlled-convergence Test 2
with MC (top) and RQMC (bottom) in a sooted jet flame application (Case 2).
 2i [Q(N)] computed from Eqs. (3.11) for MC and (3.14) for RQMC, and the
local computational time, TCPUi . This last term is computed as the number of
intersections that a ray traced from point i experiences along its optical path,
nbint,i, multiplied by the cost of one intersection, TCPU/nbint,tot:
⌘i =
1
 2i [Q(N)] T
CPU
i
(3.27)
In Fig. 3.26, the ratio of the local eﬃciencies of RQMC and MC algorithms
is shown on longitudinal planes of the three retained applications. For each
configuration, almost the whole domain is characterized by an eﬃciency ratio
larger than unity, meaning that the RQMC methods improve the computa-
tional eﬃciency by a factor that spatially varies in the domain and that may
get values higher than 3.
In Case 1 (top), characterized by high pressure and homogeneous mixture, it
can be observed that the improvement is significant close to the cold wall of
the channel, where the convergence is harder to achieve, and on the region at
intermediate temperature in the middle of the channel. In Cases 2 and 3, the
improvement is obtained almost everywhere in the computational domain.
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Figure 3.25: Field of the required number of rays in controlled-convergence Test 2
with MC (top) and RQMC (bottom) for a combustion chamber (Case 3).
Case # mesh nodes MC RQMC
1 4 172 800 1 090Â s 467 s
2 964 163 653 s 363 s
3 1 241 299 3 080 s 1 238 s
Table 3.2: Wall clock time in seconds needed for MC (3rd column) and RQMC (4th
column) simulations (Test 2) for the retained configurations using 168 cores. The
number of mesh nodes in each case is indicated in the second column
It is straightforward to deduce that, for a fixed variance, the larger the eﬃ-
ciency is, the smaller the computational time will be. The computational time
needed to perform each simulation in Test 2 is given in Tab. 3.2. In all the
simulated cases, the use of RQMC allows to accelerate the computational time
compared to MC simulations. The computation is sped up by a factor 2.3 for
the channel flow application, 1.8 for the turbulent sooting jet flame and 2.5 for
the combustion chamber.
3.4.4 RQMC combined with importance sampling
Previous results have shown that classical MC results can converge faster at
diﬀerent points depending on the corresponding intrinsic variance. Several
strategies for variance reduction, such as importance sampling, are common
to accelerate the convergence of Monte Carlo simulations. The RQMC results
being sensitive to variance eﬀects, it can also benefit from the same strategies
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Figure 3.26: 2D map of the ratio between the eﬃciency of RQMC and the eﬃciency
of MC methods for a channel flow application (top), a jet flame (middle) and a confined
combustion chamber (bottom).
derived for MC computations. In fact, the pseudo-random number generator
or retained low-discrepancy sequence are set independently of any variance re-
duction technique. Quasi-Monte Carlo cubature and variance reduction can
then be combined to achieve an even more eﬃcient computation. This is here
illustrated with the OERM method (Zhang et al. 2012) which is an importance
sampling technique to improve the poor convergence of ERM in cold regions
dominated by absorption.
The OERM method, shortly described in Sec. 3.2.2, consists in sampling the
frequency according to the emission at the highest temperature of the com-
putational domain. Both ERM and OERM are combined to MC and RQMC
formalisms and the four corresponding combinations, MC-ERM, MC-OERM,
RQMC-ERM and RQMC-OERM, are compared in the 1D test case studied in
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Sec. 3.2.4, called Case b. The improvement of the convergence in cold regions
is outlined by comparing the methods at a point close to the wall at the tem-
perature T = 550 K. Figure 3.27 displays the relative error as a function of the
number of realizations achieved by MC (circles) and RQMC (diamonds) when
combined to ERM (blue) and OERM (red). Grey dashed lines highlight the
convergence rate of MC: it can be seen that when MC is combined to OERM
the line of slope  1/2 is shifted down because of the lower standard deviation
obtained with OERM. Grey and black dotted lines instead represent the con-
vergence rate of RQMC when combined with ERM and OERM, respectively.
It is worth noticing the improvement accomplished by RQMC and OERM: the
combination of RQMC and importance sampling technique shifts down the rel-
ative error obtained from RQMC-ERM, as also seen in MC results (dashed grey
line), leading to the lowest error achievable among the four investigated combi-
nations. The convergence rate of RQMC can then be indeed further accelerated
when RQMC is combined to the OERM method.
Figure 3.27: Relative error as a function of the number of realizations N for a
cold point close to the wall in the slab configuration achieved in MC (circles) and
RQMC (diamonds) combined with ERM (blue) and OERM (red). Grey dashed line:
convergence rate of MC. Grey dotted line: convergence rate of RQMC-ERM. Black
dotted line: convergence rate of RQMC-OERM.
3.5 Conclusion
Nowadays, coupled simulations involving combustion and radiative heat trans-
fer are more and more used and targeted. Thanks to the increase in computing
power and advances in numerical algorithms and solver scalability, the use of
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accurate Monte Carlo methods in 3D unsteady simulations, such as Direct
Numerical Simulations and Large Eddy Simulations, has become aﬀordable.
However, such coupled and multi-physics simulations remain very costly, and
additional eﬀorts are necessary to make MC methods more eﬃcient. In this
study, a technique to improve MC methods is investigated: Quasi-Monte Carlo
method, where pseudo-random sequences of MC are replace by quasi-random
sequences also known the low-discrepancy sequences. Sobol sequences are re-
tained in this study. Their advantage lies in a higher convergence rate compared
to MC methods, on the other hand their deterministic feature does not make
possible to get an error estimation. Thus, a randomization of QMC (RQMC)
is needed and among the existing randomization techniques, the one retained
in this study is the I-binomial scrambling. The features of MC and RQMC
methods are first shown on a 2-dimensional integration problem, highlighting
the higher convergence rate of RQMC when compared to MC. The implemen-
tation of the RQMC method is then combined to the ERM formalism in the
radiative heat transfer solver. After being validated on 1D test cases, it is
applied successively to real applications of radiative heat transfer problems.
Three configurations are retained, very diﬀerent from each others: an academic
test case of a channel flow at 40 bar, a non-confined turbulent sooting jet flame
and a semi-industrial combustion chamber operating at atmospheric pressure.
Simulations results show a significative improvement from RQMC compared
to MC method in terms of computational eﬃciency, evenyually leading to a
reduction of the computational time of a radiative heat transfer simulation of
all the investigated cases by a factor that varies from 1.8 to 2.5, depending
on the configuration. Convergence enhancement is due the stronger decay of
the error with the number of realizations which overcomes the classical MC
convergence law. Finally, RQMC is combined to a technique of importance
sampling: it is shown that the eﬃciency of RQMC method can be further im-
proved when RQMC is combined to a variance reduction technique, such as the
OERM method considered here for illustration.
Chapter 4
Large Eddy Simulation of the
OxyTec flame A: a CH4-Air
premixed swirling flame
This chapter presents the large eddy simulation of the semi-industrial
burner Oxytec, fed by a mixture of methane and air obtained thanks to a
special axial-plus tangential swirler preceding the combustion chamber.
First, a summary of the experimental studies carried out on the tar-
get applications is given and the experimental rig is presented, together
with the measurements carried out by the experimental team. Then,
the numerical set up of Large Eddy Simulation (LES) is presented. Re-
sults of a cold flow simulation are shown and characteristics typical of a
swirled flow are retrieved. Finally, the reactive case is simulated, where
the combustion is modeled through the Thickened Flame model for LES
(TFLES). Measured temperatures are imposed on the walls surrounding
the chamber.
Since the Oxytec chamber is characterized by a large residence time, the
establishment of the steady flow is carefully assessed through the defini-
tion of convergence criteria.
Validations with experimental data are performed on flame and flow
topologies, as well as quantitative comparisons of velocity fields, tem-
perature measurements and wall fluxes. A good agreement is globally
found for both non-reacting and reacting flow. Small discrepancies in
comparison are attributed to the neglect of radiative transfer which is
tackled later in this study.
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4.1 Introduction
Oxytec is a project supported by the ANR (ANR-CHIN-01-2012) dedicated to
OXY-combustion and heat transfers for the new energy TEChnologies, with the
cooperation of Air Liquide, CentraleSupélec and CNRS. The goal is to improve
and disseminate the knowledge about one of the new combustion technologies,
the oxy-combustion, in operating conditions close to those ones of the industrial
applications.
In this context, an experimental device has been developed at the EM2C labo-
ratory: the Oxytec chamber. The reason for which this chamber has been tar-
geted is the possibility to investigate two interesting swirl-stabilized premixed
flames, a methane-air flame and a CO2-diluted oxy-methane flame, which are
diﬀerent in composition but which finally share a lot of common features, such
as flame topology, adiabatic temperature and heat fluxes through the walls.
The characteristics of the two configurations, like equivalence ratio,  , adia-
batic flame temperature Tad, laminar flame speed SL, molar fraction of diluent
Xd, bulk velocity ub, Reynolds number Re, Swirl number S0 and thermal power
Pth, are given in Tab. 4.1.
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Flame   Tad [K] SL [m/s] Xd ub [m/s] Re S0 Pth[kW ]
A 0.95 2195 0.36 0.79 14.3 18000 0.85 14.5
B 0.95 2192 0.21 0.68 9.7 20500 0.75 14.5
Table 4.1: Characteristics of the investigated flames.
The high CO2 dilution of Flame B makes this configuration very interesting
to study in the context of radiative heat transfer: the high CO2 concentration
in burnt gases is expected to enhance the radiative power. However, a recent
analysis of experimental results carried out by Degenève et al. (2019a) shows
that Flame A and B surprisingly also share the approximatively same total wall
heat flux distribution. Coupled simulations of both flames should eventually
explain this phenomenon. The configuration retained in this chapter is the
methane air flame (Flame A) characterized by an equivalence ratio   = 0.95,
a Swirl number S0 = 0.85, a Reynolds at the injection Re = 18 000 and a cup
angle ↵ = 10 .
The peculiarity of the Oxytec chamber is its large residence time, partially due
to its big volume. This feature leads to long convergence time and consequently
to a very high computational cost. This is the main reason for which only con-
verged results of LES simulations of Flame A are presented.
The first numerical results of the Oxytec chamber are thus presented in this
chapter: the LES formalism is applied to the simulation of the premixed
methane-air flame in order to retrieve the experimental data on flame topology,
flame front position, temperature and conductive fluxes.
The chapter is organized as follows: the first part is dedicated to the description
of the experimental test rig and its operating conditions and to the illustration
of the available measurements. The second part is dedicated to the numerical
simulations of the Oxytec chamber, in non-reacting and reacting flow configura-
tions. An air flow simulation is first performed in order to validate the sub-grid
model and computational grid, followed by an analysis about the characteristics
of the swirled flow. Then a simulation of the methane-air flame is performed
without accounting for thermal radiation. An analysis is conducted to under-
stand the characteristics of the reacting flow such as the flame topology and
the eﬀect of the wall heat losses, and a comparison with experimental data is
shown in order to validate the study.
4.2 Presentation of the Oxytec chamber
4.2.1 Experimental test rig
The Oxytec chamber is shown in Fig. 4.1. The combustion chamber operates
at atmospheric pressure and is a parallelepiped characterized by a cross section
of 150 mm ⇥ 150 mm and 250 mm height. The base of the chamber is made
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Figure 4.1: Photograph (left) and scheme of an axial cut (right) of the experimental
burner Oxytec.
of stainless steel 316L and four windows in fused silica, 8 mm thick, surround
the chamber allowing optical access to the flame region. At the corners, four
stainless steel bars hold the quartz windows. A stainless steel convergent of
120-mm height is installed on the top of the chamber to fix the recirculation
zones of the flow inside the combustion chamber and evacuate the burnt gases
preventing air back-flow from the atmosphere. A 15-mm thick bar has been
inserted between the quartz windows and the convergent. This modification
has been included in the computational geometry presented later.
The stainless steel injector feeding the chamber comprises an axial-plus-
tangential swirler (see Fig. 4.2): reactants are injected both axially and tangen-
tially. The tangential flow rate is injected into a plenum and then arrives in two
tangential slits linking the plenum with the axial injector. Another injection is
realized, for gaseous fuel, at the slits through three small circular holes (2 mm
diameter) distributed over the slit height. The axial flow rate enters a 350 mm
long axial injector characterized by a 20 mm diameter. The reactants that are
injected axially and tangentially are then premixed by the swirler before en-
tering the combustion chamber. At the end of the axial injector a divergent of
10 mm height is added to facilitate the flame stabilization. Among the several
values of the quarl angle ↵ experimentally tested, a value of ↵ =10  is retained
in the studied configuration.
The axial-plus-tangential injector is a very interesting configuration since it al-
lows to continuously vary the Swirl number, and consequently the swirl velocity
imparted to the flow exiting the burner, playing on axial and tangential mass
flow rates.
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Figure 4.2: Sketch of the axial-plus-tangential swirler of the Oxytec burner.
4.2.2 Measurements and experimental investigations
First development and results on the experimental level have been carried out
during the PhD thesis of Paul Jourdaine (Jourdaine 2017); experimental mea-
surements such as Laser Induced Fluorescence on the hydroxyl radical (OH-
PLIF), Particle Imaging Velocimetry (PIV), Laser Doppler Velocimetry (LDV)
completed by chemiluminescence imaging and thermocouples have been per-
formed and have allowed to elucidate the stabilization mechanisms of the in-
vestigated flames. The impact of several parameter, like the swirl number, the
bulk injection velocity, the injector cup angle and the laminar flame velocity on
the flame stabilization can be found in Jourdaine et al. (2018) and Jourdaine
et al. (2017). These studies have shown the possibility to aerodynamically
stabilize the flame thanks to a flow topology typical of swirled flows. In par-
ticular, it has been shown that swirl numbers S0 ranging between 0.7 and 0.9,
an injection Reynolds number Re = 18 000 and an equivalence ratio   = 0.95
allow to aerodynamically stabilize the CH4/Air flames in a V-shape close to
the burner outlet.
The flame stabilisation strongly depends on the establishment of an internal
recirculation zone (IRZ). It has been observed that stable IRZ are found from
S0 > 0.8, and results on axial velocity fields from Jourdaine et al. (2018) are
shown in Fig. 4.3.
Another parameter having a strong impact on the flame stabilization is the
injector cup angle ↵: the opening angle of the diﬀusor at the burner exit.
The impact of such a parameter on the flame stabilization has been studied
in Jourdaine et al. (2016) and it is shown in Fig. 4.4: for smaller cup angles,
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Figure 4.3: Velocity field in reacting conditions measured in a longitudinal plane of
the chamber, obtained for three diﬀerent swirl numbers S0 (0.7, 0.85 and 1.0) . Black
lines delineate the position of the inner recirculation zone, where the axial velocity is
zero. Source: Jourdaine et al. (2017)
↵ < 10 , the IRZ is far from the injector but the flame is diﬃcult to stabilize.
For ↵ > 30 , the flame takes a torus shape and leads to too high thermal stress
on the dump plane of the combustion chamber.
Subsequent experimental studies on the Oxytec rig have been conducted by
Figure 4.4: Probability of presence of the flame front in an axial plan. Grey line
delineates the position where the flame front is present 20% and 10% of the time,
while black line the position of the inner recirculation zone.  = 0.95, S0 = 0.85, Re
= 18 000.
Degenève et al. (2019a): a Laser Induced Phosphorescence (LIP) has allowed to
determine the temperature distribution on solid walls in both the investigated
cases (CH4/Air and CO2-diluted flames). Moreover, temperatures measured
on internal and external quartz have been used to derive the conductive flux
through the quartz windows of the chamber.
All the experimental data gathered during the experimental campaigns have
been used to validate the simulations performed in the present thesis work,
which provides the first numerical studies of the Oxytec chamber.
The experimental results used to validate the simulations come from a set of
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diagnostics, most of which are optical, that have allowed to experimentally in-
vestigate aerodynamic flow and flame characteristics. Such methods are briefly
summarized here; however a more detailed description of the equipment used
in the experimental campaign can be found in Jourdaine (2017).
• Flame position and heat release have been experimentally determined
with mesures of chemiluminescence.
• Planar Laser Induced Fluorescence of OH radicals (OH-PLIF) measure-
ments have been carried out to identify mean and instantaneous position
of flame front and brunt gases on longitudinal sections of the combustion
chamber.
• Mean and instantaneous gas velocities have been measured in both non-
reacting and reacting flow through Particle Image Velocimetry (PIV).
• Burnt gases temperature are measured through thermocouples positioned
inside the combustion chamber (precisely in the inner and outer recircu-
lation zones and near the exhaust outlet) as well as within the metallic
bars surrounding the burner.
• In addition, Laser Induced Phosphorescence (LIP) measurements have
been used to determine the temperature distributions along the internal
and external surfaces of quartz windows, dump plate and convergent.
Fig. 4.5 displays the temperature distribution along axial and transverse
directions on the walls where measurements are carried out.
The position of thermocouples as well as the cross and longitudinal planes of
PIV and OH-PLIF measurements are shown in Fig. 4.6.
4.3 LES of non-reacting flow
In this chapter two cases are presented: the non-reacting and reacting simula-
tions of the flame A. Common features of numerical set up and mesh used for
the computations are summarized in the following.
4.3.1 Computational domain and mesh
The numerical domain is identical to the experimental one: it includes both the
combustion chamber and the axial-plus-tangential swirler injector. The plenum
for tangential inlet is entirely included in the computational geometry, as well
as the axial injection, while the tangential injection in the slits (observable in
Fig. 4.2) is done through 6 guides (3 per side) of a 2 mm diameter. Including
the swirler in the computation avoids to impose velocity profiles at the swirler
exit which are not known, since measurements are available at some millimeters
after the burner exit.
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Figure 4.5: Cut of the Oxytec chamber with the temperature profiles extracted from
LIP measurements. Te(z) and Ti(z) correspond respectively to external and internal
temperatures of the quartz windows, while TBP (z) is the temperature of the dump plate:
extracted from Degenève et al. (2019a).
The computational mesh is an unstructured grid composed by 51.5 million
tetrahedral cells and 9 million nodes. It is displayed in Fig. 4.7. Because of
small injection diameters and thin slits width, a refinement ( 0.2 mm cell size)
is required in some parts inside the injector.
The mesh refinement is also applied on the inlet of the chamber: the cell size is
0.5 mm in the flame region in order to capture the flame dynamics. The mesh
linearly coarsen approaching to the walls, where cell size becomes 1 mm. The
grid is progressively coarsened up towards the top of the chamber where the
cell size is around 4 mm. A large atmosphere is added at the exhaust outlet.
The same computational domain is used for non-reacting and reacting simu-
lations presented in the following sections.
Simulations of reacting and non-reacting flow are carried out with the AVBP
(Schoenfeld 2008) code, jointly developed by Cerfacs and IFPEN, which solves
the three-dimensional Navier-Stokes equations for reactive and compressible
flows on structured and unstructured computational grids. The software is
based on a two-step Taylor-Galerkin weighted residual central distribution
scheme (TTGC) (Colin and Rudgyard 2000), third order in time and space.
The subgrid scale turbulence is described with the Sigma model (Nicoud et al.
2011) in order to correctly access the subgrid stresses in such swirled flow.
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Figure 4.6: Sketch of the combustion chamber indicating the position of thermocou-
ples along with PIV and OH⇤ fields of view.
4.3.2 Numerical set up
In a first step, Large Eddy Simulations of the turbulent non-reacting flow of
the configuration A are carried out. The numerical setup retained for this
simulation and a comparison of numerical results with experimental data are
presented in the following.
In the cold flow simulation, only air is injected in the burner at atmospheric
pressure and 300 K, with a mass flowrate of 0.0055 kg/s and a bulk velocity in
the injection tube of 14.3 m/s. The bulk Reynolds number Reb based on the
axial injector diameter (D0 = 20 mm) is 18 000. At the end of the injector a
divergent 1 cm long is applied and the flow exists the swirler through a diameter
of D = 23 mm with a swirl number S0 = 0.85 defined as:
S0 =
1
Rref
R
r uxu✓r
2drR
r u
2
xrdr
(4.1)
where Rref is a characteristic radius chosen as the radius of the injector r0 =
D0/2 = 10 mm without accounting for the divergent, while ux and u✓ are re-
spectively the axial and tangential component of velocity.
The boundary conditions are standard Navier-Stokes characteristic boundary
conditions (NSCBC, Poinsot and Lelef (1992)) and are set according to the ex-
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Figure 4.7: Visualization of the numerical domain through a 2D cut of the numerical
domain on a cross section of the injector (left) and on a longitudinal plane of the
chamber (right).
Boundary Condition Physical variables Relax coeﬃcients
Air Inlet
m˙ = 0.0055 kg.s 1
T = 300 K
YO2 = 0.233
YN2 = 0.767
50 000 s 1
Atmo Inlet
m˙ = 0.1 kg.s 1
T = 300 K
YO2 = 0.233
YN2 = 0.767
50 000 s 1
Outlet P = 101325 Pa 500 s 1
Walls Adiabatic wall law -
Table 4.2: NSCBC conditions imposed on the boundary in the cold flow simulation.
perimental input data. Tab. 4.2 summarizes the boundary conditions imposed
for the cold flow simulation.
The flow through time tf , calculated as the ratio of the length of the combus-
tion chamber (37 cm) to the bulk velocity (14.3 m/s), is 26 ms. In order to
statistically converge the cold flow simulation a transient time of 10 ⇥ tf ms
is simulated to establish the velocity fields; successively an additional averag-
ing time of 8 ⇥ tf is run in order to compute the statistical mean fields. The
computational cost for such a simulation is 247 000 CPUh on Intel E5-2690V3
cores.
4.3.3 Results
Large Eddy Simulations of the non-reacting flow are carried out in order to val-
idate the numerical tools used in this thesis work; moreover they also represent
an opportunity to analyse the characteristics of the investigated swirling flow.
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Particle Image Velocimetry (PIV) data and LES results are compared and they
are used to conduct the analysis.
The instantaneous (top) and mean (bottom) fields of the axial velocity for the
simulation of the non-reacting flow are shown on a longitudinal plane passing
through the burner axis in Fig. 4.8. Characteristics typical of a swirling flow are
retrieved, like the presence of two kind of recirculation zones: the inner recircu-
lation zone (IRZ) in proximity of the axis chamber, and the outer recirculation
zone (ORZ), created by the gas recirculation and located in the bottom corners
between the combustor lateral walls and the chamber bottom.
Moreover, the flow exhibits three regions with high axial velocities: the first
one is located along the center axis of the chamber, while the other two, char-
acterized by the highest velocities, are located along two side branches. The
presence of the central peak of axial velocity is a typical characteristic of the
axial-plus-tangential-swirl generator and is due to the axial flow rate contri-
bution. This local maximum aﬀects the position of the IRZ which appears
downstream unlike the classical swirl generators, but also the intensity of the
recirculation. The two lateral maxima, instead, are mainly due to the azimutal
component of the flow.
It is possible noticing that the angle of the lateral branches is very close to the
angle of the injector cup outlet ↵, meaning that the divergent added at the end
of the injector determines the jet spreading of the flow inside the chamber.
The investigated flow is characterized by a swirl number equal to 0.85. This
value is suﬃciently high to generate a phenomenon that usually occurs in
swirling flow and that remains controversial since no generally accepted expla-
nation has emerged (Lucca-Negro and O’doherty 2001): the vortex breakdown.
Among the theories proposed to explain the structure of the vortex breakdown,
the flow-stagnation concept considers the vortex breakdown as a disturbance
promoted by adverse pressure gradients (Sarpkaya 1974), i.e. a pressure in-
creasing in the direction of flow, that in this configuration is impressed upon
the vortex core by a deceleration of the outer flow due to the 10  divergent
added to the axial injector. Further analysis about the impact of the pressure
gradient, induced by the diverging cup, on the stabilization of the swirling flow
taking place in the Oxytec chamber is carried out by Degenève et al. (2019b).
Figure 4.9 (left) shows the mean pressure field extracted from LES, revealing a
low pressure region along the central axis, originated from the balance between
the radial pressure gradient and the centrifugal forces associated to the large
swirl velocities occurring especially at the swirler exit:
@P
@r
= ⇢
w2
r
(4.2)
where w is the azimuthal velocity and r the radial position.
Plotting the pressure as a function of the radius for diﬀerent heights along
the chamber (see plot on the right side in Fig. 4.9 ), it is possible to see that
there is an intense radial pressure gradient in proximity of the swirler exit that
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Figure 4.8: Instantaneous (top) and average (bottom) fields of the axial velocity for
the non-reacting flow simulation.
Figure 4.9: 2D field of mean pressure taken from LES with iso-contours of axial
velocity equal to zero (black lines) (left) and plot of mean pressure along the y-axis for
diﬀerent heights along the chamber axis (right).
vanishes downstream in the chamber.
Swirl is also responsible for axial pressure gradients (Lucca-Negro and O’doherty
2001). The azimuthal velocity is plotted against the y-axis for several heights
along the burner in Fig. 4.10 (left). It can be seen that w decreases in the
streamwise direction. On the right of Fig. 4.10, the mean pressure against the
chamber axis is displayed, highlighting the presence of a positive pressure gra-
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dient also in the axial direction.
Axial and radial pressure gradients occurring in the flow lead to the formation
Figure 4.10: Plots of mean tangential velocity along the y-axis for diﬀerent heights
along the chamber axis (left) and mean pressure along the chamber axis (right) .
of an internal stagnation point on the vortex axis, followed by reversed flow, the
inner recirculation zone (IRC), which is a typical characteristic of a swirled flow.
Another feature of swirling flows is the Precessing Vortex Core (PVC) that
LES are able to predict as it is evidenced in Fig. 4.11 through an iso-surface of
pressure at P = 101100 Pa.
A feature of confined flow characterized by high Swirl number, like the one
Figure 4.11: Visualization of the precessing vortex core (PVC) in an instantaneous
solution through an iso-surface of pressure at P = 101100 Pa.
studied in this work, is the presence of an outer or corner recirculation zone
(ORZ) due to the fact that the fluid impinging the lateral walls of the chamber
recirculates back to the dump plate. Both inner and outer recirculation zones
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can be appreciated through vector arrows of velocity vector on a longitudinal
plane of the chamber displayed in Fig. 4.12.
The results of LES simulation are finally compared with the Particle Imag-
Figure 4.12: Vector arrows of velocity vector colored by axial velocity.
ing Velocimetry (PIV) measurements taken from Jourdaine et al. (2018). Fig-
ure 4.13 displays mean and RMS of axial, radial and tangential velocity profiles
at a height of 10 mm from the injector exit.
Looking at the axial velocity profiles (on the top), one can clearly identify three
velocity peaks which form a W-shape profile. A typical tangential velocity pro-
file formed from a swirl generator (Sloan et al. 1986) can be seen in Fig. 4.13
(bottom). This is a combination of a forced and a free vortex distribution also
known as Rankine vortex. The flow exhibits a substantial swirl at a given ra-
dius close to the burner axis.The region where the gas flows at high rotational
speed is called forced vortex region. In this region, all fluid particles rotate at
a constant angular velocity as a solid body, for this reason the forced vortex
is also called solid body rotation. In this region the tangential velocity profile
is proportional to the radius: it increases sharply as the radius increases.The
fluid loses its swirl while flowing away from the axis and its tangential velocity
becomes inversely proportional to the radius; this region is called free vortex
region.
The mean radial velocity profile shows the presence of two peaks (one positive
and one negative) as the tangential component but with more moderate values.
The same comparisons are carried out at a height of 20 and 30 mm from the
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Figure 4.13: Profiles of mean (left) and RMS (right) velocity at x = 1 cm from the
injector outlet: axial (top), radial (middle) and tangential (bottom) component.  -:
Numerical results; • : Experimental data.
swirler exit and it is represented in Figs. 4.14 and. 4.15 respectively. From
Figs.4.13, 4.14 and 4.15 it can be seen that the distance between the peaks
increases moving along the burner axis, while their absolute value decrease.
Axial velocity profiles for diﬀerent heights along the burner, 10, 30 and 50 mm,
are displayed in Fig. 4.16. Both experimental data and LES results show a
very similar trend: at the swirler exit, the distance between the lateral peaks
of velocity is very small. Moving far from injector, the central local maximum
decreases until becoming the absolute minimum, and this correspond to the
position of the stagnation point and consequently to the installation of the
IRZ. Moreover, moving along the burner axis, as expected, the lateral peaks
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Figure 4.14: Profiles of mean (left) and RMS (right) velocity at x = 2 cm from the
injector outlet: axial (top), radial (middle) and tangential (bottom) component.  -:
Numerical results; • : Experimental data.
decrease and distance between them increase, meaning that the diameter of the
IRZ increases.
If the trend of LES and experimental axial velocities along the chamber axis
is very similar, a disagreement can be noticed: LES results reveal that the
stagnation point is located at x = 5 cm, while in PIV measurements it appears
at a height of x = 3 cm. Moreover, still from Fig. 4.16, it appears that the
axial velocity predicted by LES is slightly overestimated and that the jet ap-
pears more closed compared to experiments. The reason of such a mismatch is
not clear; however in order to account for the uncertainty of experimental data,
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Figure 4.15: Profiles of mean (left) and RMS (right) velocity at x = 3 cm from the
injector outlet: axial (top), radial (middle) and tangential (bottom) component.  -:
Numerical results; • : Experimental data.
LES results have also been compared to Laser Doppler Velocimetry (LDV) data
available at x = 5 mm and such a comparison is shown in Fig. 4.17. It emerges
that LDV data and PIV data are in perfect agreement on the jet opening angle,
however the measured values on the three velocity peaks are diﬀerent: LDV
maximum values of axial velocity are higher than PIV ones and it can be seen
that the two lateral peaks given by LDV data are closer to LES results com-
pared to the PIV. Recording the peak of velocities with a fine resolution remains
experimentally challenging and this may contribute to explain the discrepan-
cies between PIV and LDV measurements. However, LDV is known to be more
spatially resolved than PIV up to 0.5 mm. LDV measurements are therefore
chosen to be compared to numerical predictions when they are available. The
limit of the PIV about peak velocities could be the reason of the discrepancy
between the maximum values of axial velocity predicted by PIV and numerical
predictions.
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Figure 4.16: Plot of mean axial velocity along the y-axis for diﬀerent heights along the
chamber axis for the non-reacting flow simulation. Solid lines are numerical results;
dots are experimental data
Globally, it can be concluded that the simulation is able to retrieve the main
features of the swirling flow both at the chamber inlet and further down the
flow. However, a discrepancy is found about the position of the stagnation
point. The three velocity components profiles show a very good prediction of
spreading angle of the swirling jet. Finally, the turbulence levels are very well
predicted (see RMS profiles on the right side of Figs. 4.13 , 4.14 and 4.15 ).
Figure 4.17: Profiles of mean velocity at x = 5 mm from the injector outlet:  -:
Numerical results; • : PIV data; • : LDV data.
The globally good agreement between numerical results and experimental data
allows to validate the computational grid and the sub-grid model used in the
cold flow simulations, and these are retained for the reacting flow simulation
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presented in the next section.
4.4 Numerical set up of reactive LES and thermal
transient
4.4.1 Numerical set-up
The combustion model used in LES of reacting flow to describe the flame struc-
tures in the unresolved smallest scales, the flame propagation and the flame-
turbulence interaction is the Thickened Flame scheme (TFLES, Colin et al.
(2000)).
The thickened flame model for LES
The need of combustion modeling comes from the observation that the reactive
thickness of a flame front is of the order of magnitude of 10 5 10 4 m, whereas
the typical size of a LES grid cell can range between 0.1 and a few millimeters.
For this reason, solving the flame front on the LES grid is not possible and
a model is needed. Moreover, in presence of turbulent flows, some coupling
mechanisms take place and turbulence and combustion interact with each other,
and their interactions have to be taken into account in the combustion model.
Among the existing modeling approaches, a premixed combustion model, the
Thickened Flame model for LES, is used in this study. The concept of this
model, which was first proposed by Butler and O’rourke (1977), is to thicken the
flame front for it to be resolved on the LES computational mesh. A thickened
flame can be obtained by applying a thickening factor F to some relevant
quantities; however this operation must ensure that the laminar flame speed is
not modified.
In a premixed flame the following expressions for the laminar flame speed S L
and the laminar flame thickness   L are verified:
S L /
p
DthA  
 
L /
Dth
S L
=
r
Dth
A
(4.3)
where Dth is the thermal diﬀusivity and A the pre-exponential constant in the
Arrhenius law for a single-step chemistry.
According to Eq. (4.3), keeping the correct laminar flame speed while increas-
ing the flame thickness is possible if the diﬀusivity is multiplied by a factor F
and the Arrhenius constant is divided by the same factor. The thickened flame,
characterized by a thickness  1L = F   L can then be solved on the LES grid.
The species mass fraction transport equation, Eq. (1.23), is then modified mul-
tiplying the species diﬀusion flux, Jk,i, by F and dividing the chemical source
term by the same factor:
@⇢Yk
@t
+
@
@xi
(⇢Ykui) =   @@xi (FJk,i) +
!˙k
F
(4.4)
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And the same modification is applied to the energy equation (Eq. (1.25)).
However, in turbulent combustion, two-way interactions are present between
the flame and the turbulent structures. With the flame thickening, the flame
wrinkling is lost: the flame surface and the reactants consumption rates become
smaller.
In order to account for the subgrid scale wrinkling factor, Colin et al. (2000)
introduced an eﬃciency function E in the conservation equations. The filtered
equation for species mass fraction, Eq. (1.30), writes:
@⇢fYk
@t
+
@
@xi
(⇢fYk eui) =   @@xi (Jk,i) + E!˙kF   @@xi (EFJ tk,i) (4.5)
where the eﬃciency function E corresponds to the ratio between the subgrid
scale wrinkling of the non-thickened flame and that of the thickened flame:
E =
⌅(  L)
⌅( 1L)
(4.6)
In the present work the eﬃciency function derived by Charlette et al. (2002) is
used where the model constant   is taken equal to 0.5.
Since the thickening process changes the gas transport properties, the dynamic
thickening proposed by Legier et al. (2000) is applied so that the combustion
model impacts only the flame region with the help of a flame sensor.
In order to achieve a compromise between chemistry details and computational
cost, the 2S-CM2 global two step reaction mechanism for methane air flames
(Bibrzycki and Poinsot 2010a)) is used, which has been validated for fresh
mixture at temperature T = 300 K, pressure p = 0.1 MPa and equivalence
ratios between 0.6 and 1.0.
Reactions and Arrhenius parameters of the 2S-CM2 mechanism are reported in
Tab. 4.3. A,   and Ea refer, respectively, to pre-exponential factor, temperature
exponent and activation energy of the Arrhenius law.
Reaction A   Ea Reaction orders
CH4 + 1.5O2 ) CO + 2H2O 2 ⇥ 1015 0 35000 [CH4]0.9 [O2]1.1
CO + 0.5O2 , CO2 2 ⇥ 109 0 12000 [CO] [O2]0.5 [CO2]
Table 4.3: Reactions and Arrhenius parameters for 2S-CM2 mechanisms. The acti-
vation energy is in cal/mole and the pre-exponential constant in cgs units.
Boundary conditions for the reacting flow
The boundary conditions are standard Navier-Stokes characteristic boundary
conditions (NSCBC, Poinsot and Lelef (1992)) and are set according to the ex-
perimental input data. Tab. 4.4 summarizes the boundary conditions imposed
for the reacting flow simulation.
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Boundary Condition Physical variables Relax coeﬃcients
Perfectly premixed
axial injection
m˙ = 0.0028 kg.s 1
T = 300 K
YCH4 = 0.05248 YO2 = 0.22078
YN2 = 0.72674
50 000 s 1
Perfectly premixed
tangential injection
m˙ = 0.0003 kg.s 1
T = 300 K
YCH4 = 0.05248 YO2 = 0.22078
YN2 = 0.72674
50 000 s 1
Perfectly premixed
plenum injection
m˙ = 0.0024 kg.s 1
T = 300 K
YCH4 = 0.05248 YO2 = 0.22078
YN2 = 0.72674
50 000 s 1
Atmo Inlet
m˙ = 0.1 kg.s 1
T = 300 K
YO2 = 0.233
YN2 = 0.767
50 000 s 1
Outlet P = 101325 Pa 500 s 1
Walls Isothermal wall law -
Table 4.4: NSCBC conditions imposed on the boundary in the reacting flow simula-
tion.
The temperature field imposed on the chamber walls (bottom chamber, quartz
and convergent) are extrapolated from profiles of Laser Induced Phosphores-
cence (LIP) measurements shown in Fig. 4.5.
The extrapolation is performed with the interpolate function from Python. A
linear 2D interpolation (interp2D from Python) is performed on the quartz
windows measured temperatures, while a 1D interpolation is done for those
ones concerning chamber bottom and convergent. The obtained interpolation
functions are then used to extrapolate the measured temperature on the whole
boundaries of the computational domain. The resulting wall temperature field,
that is imposed in LES simulations, is shown in Fig. 4.18.
In order to describe the solution of the shear-stress at the wall, the approach
used in this study is the wall function, in which the boundary layer profiles are
analytical functions obtained in classical boundary layer theory.
Useful dimensionless variables defined in the boundary layer are the dimension-
less distance from the wall, y+, and velocity u+:
y+ =
yu⌧
⌫
(4.7)
u+ =
u
u⌧
(4.8)
where y is the distance from the wall, ⌫ the kinematic viscosity, u the mean
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Figure 4.18: Temperature distribution extrapolated on the chamber walls from LIP
measurements provided by Degenève et al. (2019a).
velocity tangential to the wall and u⌧ the friction velocity, defined as:
u⌧ =
r
⌧w
⇢
(4.9)
function of the wall shear stress ⌧w and the gaseous density ⇢.
Figure 4.19 shows the mean field of y+ on the chamber walls. The observed y+
values show that the mesh would be suitable for Wall-Resolved LES (WRLES).
The wall laws are kept anyways as boundary conditions and are expected to
have a negligible impact.
4.4.2 Ignition procedure
The ignition inside the combustion chamber is simulated through the insertion
of a sphere of burnt gases in the cold flow previously converged with adiabatic
walls. The flame kernel is placed 60 mm away from the axis chamber to keep
the same distance of the experimental ignition electrode from the axis, seen in
Fig. 4.20. At the instant of ignition, the chamber is filled by a reactive mix-
ture of CH4 and Air at 300 K, and the boundary conditions are switched to
iso-thermal walls.
Convergence criteria
A previously mentioned characteristic time is the flow through time, tf , which is
computed from the characteristic length of the combustor and the bulk velocity
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 1
Figure 4.19: Visualization of the mean y+ field on the internal chamber wall.
Figure 4.20: View from the top of the chamber of injector and ignition electrode.
at the injection. In the investigated configuration, tf is equal to 26 ms. How-
ever, it supposes that burnt gases flow inside the chamber at a velocity equal
to the injection bulk velocity. In practice, gas velocity inside a combustion
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chamber is not homogeneous. In the investigated configuration, burnt gases
are accelerated because of the expansion due to the flame but, downstream
the flame, due to the wall confinement, they are recirculated back towards the
back plate. The big recirculation zones, encountered in the investigated con-
figuration, make tf inappropriate, since it leads to an under-estimation of the
time spent by burnt gases in the combustor. As a consequence, the residence
time ⌧ , obtained by dividing the chamber volume by the volumetric flow rate
of burnt gases, is considered to be more relevant and representative of the flow
configuration encountered in the Oxytec chamber.
The Oxytec chamber is characterized by a big volume and consequently by a
large residence time ⌧ . The residence time, ⌧ , is equal to 220 ms if the temper-
ature of burnt gases is equal to the adiabatic flame temperature. Because of
the wall heat losses, the volume-averaged temperature of burnt gases is smaller
than Tad, consequently its volumetric flow rate, which is inversely proportional
to density, decreases. This leads to a space residence time ⌧ of around 380 ms.
In order to converge the LES of the reactive case of the flame A while accounting
for heat losses, 1.3 seconds of physical time have been simulated, corresponding
to around 3.5 times the characteristic residence time.
In order to evaluate the convergence of the flow fields in non adiabatic LES,
several variables have been monitored in the course of the simulation, such as
the surface integrated heat fluxes and volume averaged gas temperature.
Concerning the former, Fig. 4.21 shows the evolution of the surface integrated
wall heat flux for the boundaries where temperature is imposed: chamber bot-
tom, quartz windows and exhaust convergent. Fluxes are considered as negative
if transferred from the fluid to the wall.
From Fig. 4.21, the temporal variation of integrated wall fluxes can be ana-
lyzed: during the first 800 ms of simulation they are characterized by a temporal
transient regime, while, after 1 second of simulated physical time, they start to
stabilize.
For this reason, a transient of 1 second, corresponding to around three times
the space time, is simulated before accumulating statistics. The solutions are
then averaged over a physical time approximately equal to the characteristic
residence time of the combustion chamber: 350 ms.
Another verification has been done on the volume averaged temperature. This
variable has been estimated in two cases: in one case the retained volume is
limited to a parallelepiped ending at the height of the quartz windows, in the
other case the whole chamber is retained. Figure 4.22 shows the evolution of
the averaged temperature in both the analyzed cases.
At t = 0, the spherical kernel is placed in the chamber filled by cold reacting
mixture and then it is convected by the flow until the flame is stabilized at the
burner outlet. In the first instants after the initiation of ignition, the average
temperature inside the chamber increases until the whole chamber is filled of
burnt gases, and this corresponds to t = 290 ms. Thus, this time value is
retained as the initial instant to trace the evolution of Tm.
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Transient Statistics
1 sec = 3 350 ms⌧ ⌧⇡
Quartz
Convergent Chamber bottom
Figure 4.21: Evolution of the instantaneous wall integrated heat fluxes along the
whole simulated physical time for convergent, dump plate and quartz windows.
From this instant on, the average temperature of the burnt gases decreases be-
cause of the eﬀect of the wall heat losses, until reaching the estimated steady
state.
In Fig. 4.22, dots represent the mean temperature for each run of the simulation,
then each dot corresponds to the temperature averaged on 40 ms of simulation.
A fitting is realized on a, b and c in the exponential function ae b⇤t + c where
t is the physical time and c is the steady state temperature. On the left side
of Fig. 4.22, it can be seen that the steady state is reached inside the region
of the combustion chamber delimited by quartz windows. When the retained
volume to compute the temperature includes the convergent, values of mean
temperature are smaller because cooler burnt gases inside the convergent are
included. Moreover, the steady state is not attained, meaning that this part of
the chamber is characterized by a slower convergence. Nonetheless, the 90 %
of convergence is attained.
From Fig. 4.22 (right), it can be seen that 100% of convergence is attained after
simulating 3 seconds of physical time. Such a computation would have required
a wall clock time of 63 days running the simulation on the super-computer OC-
CIGEN on 100 nodes of 24 cores each, and it would have been computationally
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Figure 4.22: Transient evolution of the volume-averaged temperature inside the
chamber excluding the convergent (left) and including it (right). The dots correspond
to numerical data, and they are approximated by an exponential curve in red full line.
The blue horizontal line mark the 90% of the estimated final value.
unaﬀordable.
While obtaining 90 % of the estimated final value of Tm (represented in trian-
gles in Fig. 4.22) allows to end up the calculation after a physical time of 1.3
s, corresponding to 3.5 ⇥ ⌧ , and a wall clock time of 28 days running on 2400
cores.
The corresponding amount of CPUh consumed for such a simulation is 1 598
621 on Intel E5-2690V3 cores.
Analysis of the transient before reaching the thermal equilibrium
Previously, the eﬀect of wall heat losses on the gaseous temperature inside the
combustion chamber has been shown. The evolution of wall heat losses can
also be appreciated by comparing a sequence of images representing the mean
temperature field on a longitudinal plane of the chamber. The images are shown
in Fig. 4.25: each image corresponds to a solution averaged on 40 ms and the
retained solutions are taken from several instants of the simulation.
Taking a look at the first 700-800 ms of the simulation ( top of Fig. 4.25), it
is possible to notice the presence of very hot burnt gases inside the IRZ and
cooled burnt gases on the bottom of the chamber. These are the green regions
on the bottom corners of the plane in Fig. 4.25, corresponding to the burnt
gases cooled down by the contact with the quartz. This outer recirculation
zones (ORZ) drive the cooled burnt gases towards the bottom of the chamber
until joining the foot of the flame. The heat losses at the bottom of the chamber
aﬀect the flame topology because they prevent the attachement of the flame
front: the side branches of the flame are quenched and in the region between
chamber bottom and flame front the fresh mixture is mixed to burnt gases but
no reaction takes place. The absence of reaction in the lateral branches can
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Figure 4.23: Temperature fields on a longitudinal plane of the chamber averaged on
30 ms and taken from diﬀerent instants of the simulation of the Flame A with imposed
wall temperature.
be seen in Fig. 4.24 where the mean heat release field is shown. The interface
between fresh mixture and burnt gases is highlighted by the iso-line tracking
the normalized progress variable equal to 0.9.
However, burnt gases at high temperature still appear in the inner recirculation
zone in proximity of the axis chamber. Starting from 800 ms, this region gets
colder because of the recirculation of the burnt gases which have exchanged
heat transfer with the cold windows of the chamber and recirculate in the inner
recirculation zone.
It is clear that temperature and velocity fields are related through density, thus
it could be interesting to look at the evolution of the axial velocity field in the
course of the simulation, represented in Fig. 4.25. After 300 ms (first image
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Figure 4.24: Mean heat release field on the longitudinal plane passing for the chamber
axis. White line is the iso-surface of normalized progress variable equal to 0.9.
on the left) the jet appears long and asymmetric; moreover, no IRZ appears.
The burnt gases exchanging with the walls cool down and recirculate towards
the bottom chamber: outer recirculation of cooled gases can be noticed in the
blue pockets close to the lateral walls and at the corners on the bottom of the
longitudinal plane. As the outer recirculation zones are formed, the jet spreads
and the inner recirculation zone (blue region around the axis chamber) appears:
the hot gases exchanging with the walls are cooled and are recirculated towards
the central region of the burner. From 650 ms on, the swirled jet spreads and
the IRZ widens.
The IRZ in the retained combustion chamber is very important since it allows
to drive hot burnt gases towards the burner exit and to create a region at low
velocity where the flame can easily stabilize far from the solid parties of the
burner. Particularly, the IRZ causes the formation of a stagnation point of the
flow, which is the point on the axis chamber, close to the burner, characterized
by zero axial velocity, which appears in spite of the high velocities of the flow
coming out from the injector.
In the course of the simulation, the position of the stagnation point of the flow
lowers along the the burner axis until stabilizing around x = 2.3 cm. The
position of the stagnation point is fundamental for the swirled-stabilized flame
since the flame stabilizes above the burner exit, upstream the inner recirculation
zone. In Fig. 4.26, on the top, the inner recirculation zone is represented
through an iso-surface of axial velocity equal to zero colored by tangential
velocity to represent the swirling. On the bottom of Fig. 4.26, an iso-surface
of progress variable equal to 0.9, colored by heat release, represents the flame
position. The flame looks like attached to the bottom chamber but this is due
to the fact that, at the flame foot, burnt gases are mixed to the fresh gases;
consequently a gradient of progress variable is present but no reaction takes
place as it can be seen later, when the heat release field is shown.
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Figure 4.25: Axial velocity fields on a longitudinal plane of the chamber averaged on
30 ms and taken from diﬀerent instants of the simulation of the Flame A with imposed
wall temperature. White lines are the iso-contour of axial velocity equal to zero.
4.5 Reactive flow simulation results
4.5.1 Velocity profiles
In this section, numerical results of LES with imposed wall temperature are
compared to experimental velocity fields of the reacting flow.
Large Eddy Simulation carried out in this study show that the flow topology
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Figure 4.26: Iso-surfaces of axial velocity equal to 0 delineating the inner recircula-
tion zone, colored by the tangential velocity, and iso-surface of progress variable equal
to 0.9 colored by the heat release.
with and without combustion is similar. Figure 4.27 shows the axial veloc-
ity field on a longitudinal plane of the chamber from reacting (left) and non-
reacting (right) flow simulations. Some common features can be found, such as
the presence of inner and outer recirculation zones and the two high velocities
lateral branches.
However, several diﬀerences can be observed. When the flame is present the
spread of the jet is clearly larger than the one present in the cold case; moreover
axial velocity peaks are higher compared to the air flow case since the gases
are accelerated when they pass through the flame front. Concerning the IRZ,
the reverse flow velocity is higher in flame conditions, then the strength of the
recirculation zone is greater in presence of a flame. These diﬀerences have been
highlighted also by experimental measurements presented in Jourdaine (2017).
In LES simulations, it appears that the local maximum of axial velocity on
the axis chamber, present in cold flow simulation, disappears in presence of
the flame. However, PIV measurements show the presence of this peak also in
reacting conditions, as it can be seen in Fig. 4.28, where the mean axial velocity
field from LES is compared to experimental data on a longitudinal plane of the
chamber.
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Figure 4.27: 2D fields of mean axial velocity in reacting conditions (left) and non
reacting conditions (right) taken from LES.
The absence of central peak of axial velocity in reacting conditions may be
Figure 4.28: 2D fields of mean axial velocity on a longitudinal plane of the chamberin
LES (left) and experimental PIV (right). Dotted lines trace the transverses used for
comparison of 1D velocity profiles.
linked to an over-estimation of the reversed flow in LES, and then to the fact
that the predicted stagnation point is located upstream compared to the exper-
iments. A possible explication can be the neglecting of radiative heat transfer,
which would aﬀect the temperature distribution of burnt gases inside the cham-
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ber, altering then the density field.
Inner and outer recirculation zones in reacting flow simulations can be visual-
ized in Fig. 4.29, where vector arrows of the velocity vectors colored by axial
velocity are shown, together with the mean axial velocity field on a cross section
of the chamber (cut at x = 5 mm). On the top, vector arrows are shown on a
longitudinal plane of the chamber according to the vertical axis, whose cut is
shown through a white line on the cross section of the chamber; on the bottom
velocity vectors are shown on a longitudinal plane according to the diagonal of
the chamber section, whose cut is shown through the white dashed line on the
right. It can be seen that an intense recirculation of burnt gases towards the
bottom of the chamber takes place at the corner of the chamber (negative axial
velocity in blue regions). The recirculated gases then join the main flow on the
horizontal and vertical axis of the chamber, in the yellow cross-shaped region,
where the axial velocity assumes positive values.
Figure 4.29: Vector arrows of the velocity vector colored by axial velocity on a longi-
tudinal plane of the chamber (left) and mean axial velocity field on a cross section of
the chamber at x = 5 mm (right). White dashed line represents the line cut used to
create the longitudinal planes.
LES velocity profiles are now compared to PIV ones. In Fig. 4.30 the profiles
of mean axial velocity (on the left) and rms of axial velocity (on the right) are
compared on four diﬀerent heights along the burner axis: x = 5 mm, x =
15 mm, x = 30 mm and x = 100 mm. Experimental data are represented in
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black dots while numerical results by red solid lines.
Figure 4.30: Profiles of axial velocity (left) and RMS of axial velocity (right) on
several cuts along the chamber axis.  -: Numerical results; • : Experimental data.
Looking at the mean axial velocities (left), it can be seen that at 5 and 15 mm
from the swirler exit, the central peak of velocity is absent in LES, as antici-
pated, however the jet width is very well predicted. At a distance of 30 mm
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Figure 4.31: Profiles of radial velocity (left) and RMS of radial velocity (right) on
several cuts along the chamber axis.  -: Numerical results; • : Experimental data.
from the burner exit, it is possible to notice the presence of a reversed flow
around the central axis (y = 0) in LES, while in experiments the stagnation
point is found at a higher height. Downstream, a good agreement is found
between numerical results and experimental data. If one looks at the RMS of
axial velocity ( the right side of Fig. 4.30), the experimental profiles are quite
satisfactorily retrieved. A second comparison is done on the radial velocity and
it is shown in Fig. 4.31. A very good agreement between numerical results and
experiments can be found for both radial velocity and rms profiles. The val-
idation cannot be performed for the azimuthal velocity since no experimental
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data are provided.
In conclusion, a good global agreement is obtained for the velocity fields and
the recirculating zones, although a discrepancy is observed in the position of
the stagnation point and on the axial velocity peaks. The first phenomenon
can be due to the neglecting of radiative heat transfer in the reactive case
simulation, while the second one might be due to the inability of PIV to record
high velocities peaks, as seen in cold flow simuations.
4.5.2 Flame topology
OH* chemiluminescence measurements allow to visualize the position and the
shape of the flame. The light emission of a flame represents an indirect measure
for its heat release distribution. For this reason the integral emissions of chemi-
luminescent species like OH* are often compared to the line-of-sigth integrated
heat release of flames.
This comparison is done for the investigated flame and it is shown in Fig. 4.32.
The OH* signal recorded in experiments (on the right side) is compared to the
results obtained from two simulations: the image on the left of Fig. 4.32 is
the results of reacting LES with adiabatic walls, while the one in the middle is
taken from LES with imposed wall temperature.
In experiments, OH* emissions are recorded with a camera with an exposure
time quite long. The resulting images therefore show the flame integrated along
the line of sight. For this reason, OH* chemiluminescence images are compared
to the mean heat release issued from LES simulations integrated along the line
of sight.
Looking at the experimental images, it can be noticed that the flame is aero-
dynamically stabilized close to the injector rim, taking a well defined V shape
with a flame leading edge lying in proximity of the burner outlet.
On the contrary, in simulations with adiabatic walls ( left side of Fig. 4.32),
the flame stabilizes with significant reaction in inner and outer shear layers and
is attached to the dump plate of the chamber taking an M shape. The flame
also appears much more compact than the experimental one: the flame height,
marked by white dashed line in Fig. 4.32, (approximatively 3 cm), is half the
size of the experimental one.
When heat losses are taken into account, quenching eﬀects appear in the outer
shear layers, and the flame stabilizes predominantly in the inner shear layer,
with a V-shape very similar to the experimental one. In LES with isothermal
walls, indeed, the flame foot is well retrieved if compared to the OH* images.
When compared to the adiabatic case, the flame appears much less compact
and this is also indicated by the higher value of the maximum heat release in
adiabatic simulations. However, even accounting for heat losses, the flame is
still more compact than the experimental one, consequently the height is not
well predicted (4.6 cm vs 6 cm).
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This comparison demonstrates that the neglect of wall heat losses is not real-
istic and may lead to a totally wrong flame shape. On the contrary LES with
isothermal walls are able to predict the lift-oﬀ of the flame: the extinction of
the lateral branches due to wall heat losses can be seen in the comparison with
adiabatic walls case. Even if the flame foot is very similar between experiments
and non adiabatic LES, the experimental flame height is not retrieved in LES.
A study carried out by Lauer and Sattelmayer (2010) shows that OH* or CH*
chemiluminescence are not reliable measures for the spatially resolved heat re-
lease rate in turbulent flames. The reason is found in the turbulence which
causes reduction of chemiluminescence intensity near the burner exit, conse-
quently the flame length obtained from chemiluminescence images is longer
than the actual flame length indicated by the heat release rate. In their in-
vestigated flame, the flame length observed in chemiluminescence images is
overestimated by a factor of two compared to the one indicated by the heat
release rate (Lauer 2011).
The high turbulent intensity of the flame investigated in this thesis work can
then explain the reason of such a mismatch between numerical heat release and
experimental images of OH* chemiluminescence.
Finally, one cannot exclude possible modelling errors in the turbulent combus-
tion modelling and their possible impact on the presented results. Besides,
during the writing of the present manuscript, a recent preliminary study has
highlighted a possible hysteresis eﬀect on the flame stabilization depending on
the flame history.
Figure 4.32: Mean heat release integrated along the line of sight issued from adiabatic
walls case (left) and isothermal walls case (center). OH⇤ intensity distribution from
experiments (right).
OH-PLIF diagnostics are also available: Fig. 4.33 compares some OH-PLIF
snapshots from Jourdaine (2017) to 2D cut of the instantaneous heat release
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issued from LES with isothermal walls. The OH-PLIF represents the OH con-
centration and consequently it is a useful tool to trace the flame front. As this
species is not available in LES because of the reduced mechanism, OH species
are here compared to the instantaneous heat release from LES.
From both experiments and simulations, it can be deduced that the flame is
highly fluctuating and that the flame front close to the chamber axis oscil-
lates moving upstream towards the divergent tube and downstream towards
the chamber.
Figure 4.33: OH-PLIF snapshots on the top, 2D cut of heat release field from in-
stantaneous LES snapshots on the bottom.
For a 3D visualization of the flame inside the chamber, Fig. 4.34 shows the
iso-surface of heat release = 3 ⇥ 108 W m 3 taken from an instantaneous
solution. Its shape confirms the observations already done about the V-shape.
Instantaneous fields allow to appreciate the flame resolved wrinkling which
cannot be seen in averaged fields.
4.6 Heat transfer results
4.6.1 Energy balance
The energy balance around a control volume delimitating the combustion cham-
ber (i.e.: excluding the atmosphere) is investigated. For the non-adiabatic case,
a sensible enthalpy budget is used and the macroscopic balance equation of sen-
sible enthalpy leads to:Z
out
⇢hsu · dS 
Z
in
⇢hsu · dS+
Z
walls
 cond · dS  ⌦˙ = 0 (4.10)
where the first two terms account for the outlet and inlet convective fluxes, the
third term represents the integrated wall conductive flux while the last term is
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Figure 4.34: Iso-surface of the heat release rate hr = 3 ⇥ 108 Wm 3 from an
instantaneous solution.
the integrated heat release.
Rigorously, the radiative source term should appear in the Eq. (6.8), but in
this chapter radiation is neglected. For this reason, in this simulation, the total
wall heat flux is only due to the convective flux from gaseous flow inducing a
wall conductive flux predicted by the wall law in LES.
After 1.3 seconds of simulated physical time, the enthalpy balance is closed with
an error lower than 1 % of ⌦˙ and an analysis of the predicted wall heat losses
may be carried out. The total mean wall flux  w can be obtained by a time
average of the total flux interesting lateral walls, bottom chamber and conver-
gent. The temporal average of heat fluxes is carried out from the converged
solution over 350 ms (from 0.97 to 1.32 s of physical time) and is computed as:
 w =
Z
walls
 
cond · nwdS = 7.01 kW (4.11)
Where nw represents the normal to the walls. The total wall fluxes are dis-
tributed among bottom chamber (985 W), lateral walls (5161 W) and conver-
gent (862 W).
The integrated heat release (last term in the enthalpy balance equation Eq. (6.8))
accounts for 14.5 kW; then around 50 % of the thermal energy produced inside
the chamber is lost through heat losses at the walls, while the remaining half
represents the fluid thermal energy mainly due to the hot burnt gases exiting
the system.
This means that heat losses have a very important impact in the retained com-
bustor and they have to be taken into account in order to retrieve the correct
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behavior of the flame.
4.6.2 Temperature comparison
Punctual measurements of temperature are available thanks to four thermocou-
ples installed inside the combustion chamber measuring the gas temperature in
diﬀerent positions, shown in Fig. 4.6. They are all installed in one of the cham-
ber corners, 15 mm far from the metallic bars. Table 4.5 summarizes the gas
temperature predicted by LES, the experimental measured one and the error
between numerical results and experiments.
Thermocouple Exp. T [K] LES T [K] Error [%]
TC2 (X = 1.5 cm) 1294 1569 21
TC3 (X = 4 cm) 1669 1665 0.19
TC4 (X = 11 cm) 1393 1678 20
TC1 (X = 20 cm) 1150 1620 41
Table 4.5: Temperature measured in experiments, predicted by LES and relative error
for each thermocouple installed in the combustion chamber.
Large errors are highlighted for TC2, the thermocouple located in the outer
recirculation zone, at x = 1.5 cm from the dump plate. Numerical temperature
is 20 % higher than the measured one. The same order of magnitude is retrieved
in the relative error between measured and experimental temperature for TC4,
located at x = 10 cm, corresponding to the region where hot gases impinge the
wall.
Smaller errors appear for TC1 and TC3, located respectively at x = 20 cm and
x = 4 cm away from the dump plate. Precisely, numerical temperature per-
fectly agrees with experimental one in TC3. This thermocouple is positioned
very close to TC2 probe (located at at x = 1.5 cm), indeed numerical temper-
atures are very close in these positions, while experimental temperatures diﬀer
by 360 K from TC2 to TC3.
TC1 is located near the combustor outlet, at x = 20 cm, in this region burnt
gas temperature appears over-estimated by 15 % compared to the measured
one.
To conclude, mean temperature is higher than experimental one for almost
every thermocouples. However some discrepancies appear between the experi-
mental temperatures measured in probes located close to each other.
Numerical temperature values correspond to those ones of a simulation where
thermal radiation is neglected; lower temperatures are expected when radiative
fluxes are included.
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4.6.3 Conductive flux validation
In Fig. 4.35, the mean convective wall heat flux obtained from LES is shown,
as well as the field of mean radial velocity (left) and temperature (right) on a
longitudinal plane of the chamber. The maximum of heat losses is located in
the region where x = [5; 10] cm. This area corresponds to the high tempera-
ture region of the quartz (see Fig. 4.18) where high temperature burnt gases
are convected by the swirled flow and impinge the walls, as it can be seen in
mean temperature and radial velocity fields of Fig. 4.35 (left and right).
The numerical wall heat flux can be validated through comparison with the
Figure 4.35: Numerical field of mean normal energy flux on the chamber internal wall
(right and left) represented together with the numerical field of mean radial velocity (on
the left) and mean temperature (on the right) on a longitudinal plane passing through
the axis chamber.
experimental conductive flux profile from Degenève et al. (2019a). Starting
from measurements of internal Ti and external Te temperature of quartz win-
dows, the experimental conductive heat flux on the axis x of the quartz,  cond,
is derived from Fourier’s law:
 cond(x) =
1
s
Z Te
Ti
k(T )dT (4.12)
where s is the quartz thickness and k is the thermal conductivity of the quartz
which is function of temperature.
The thermal conductivity is approximated with the data from the manufacturer
(Heraeus ), and it is obtained from the following polynomial relation (Combis
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et al. 2012) as a function of temperature:
k(T )
k0
=  0 +  1
✓
T
T0
◆
+  2
✓
T
T0
◆2
+  3
✓
T
T0
◆3
(4.13)
T0 = 293 K, k0 is the thermal conductivity at T0 equal to 1.38 W.m.K 1, while
the coeﬃcients are  0= 1.02,  1= -0.179,  2= 0.186 and  3= 0.0216.
The experimental  cond is compared to the convective flux issued from numer-
ical LES averaged on 350 ms in Fig. 4.36. The experimental profile shown in
Degenève et al. (2019a) is slightly diﬀerent from the one presented here be-
cause of a mistake in the reported values in the original publication. The newly
computed experimental profile in Fig. 4.36 is the one to consider.
Figure 4.36: Mean conductive heat flux along the quartz window height. Dots are
the experimental data.
The two profiles exhibit a similar trend: they increase in the lower part of the
quartz window, corresponding to the ORZ, they attain a maximum and then
decrease in the higher part of the quartz window. In both profiles, the max-
imum heat transfer takes place in the region where the hot gases brush the
quartz, meaning that the jet spreading close to the walls is correctly predicted.
The global trend is well retrieved, however some slight discrepancies can be
observed : the numerical wall flux results to be underestimated in the cold
regions of the quartz, where x < 0.06 m and x > 0.1 m. Another mismatch
also appears in the region where the jet impacts the wall where the convective
flux predicted by LES results overestimated compared to experiments.
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In Degenève et al. (2019a) a physical interpretation is given to the conductive
flux distribution. It is shown that the region where the flux is maximum is
dominated by convective transfers promoted by the flow pattern induced by
the swirling flow. On the contrary, in the ORZ (x < 0.06 m ) radiative heat
transfer is dominant due to the low velocities found in this region.
The comparison between numerical and experimental flux seems to confirm the
analysis of Degenève et al. (2019a). On the one hand, the over-prediction of the
maximum wall heat flux found in numerical results could be due to the overesti-
mation of the gas temperature inside the chamber. And the cause could be the
neglect of the radiative heat transfer. On the other hand, the under-estimation
of conductive flux, obtained in LES, in the cold regions of the quartz (x <
0.06 m and x > 0.1 m), where convective transfers are less important, could
be compensated, again, by accounting for radiative transfer. Indeed, CO2 and
H2O are present with a mass concentration respectively of 14 % and 13 % and
they are two highly participating media that can contribute to a redistribution
of temperature field inside the combustion chamber, aﬀecting consequently the
wall heat transfer.
4.7 Conclusions
The present chapter reports large eddy simulations of the application target of
this thesis work, the Oxytec chamber. It is a semi-industrial burner equipped
with an axial-plus-tangential swirler where methane and air are premixed before
entering the combustion chamber. The chamber is also equipped with quartz
walls that allow full optical access to the combustion region to visualize the
flame.
First, the Oxytec chamber has been presented, together with the available
experimental measurements and a short summary on the experimental works
carried out by the experimental team of the EM2C laboratory. Then first nu-
merical results of the Oxytec chamber have been presented.
In a first step, LES of non reacting flow are carried out in order to validate the
computational grid and the sub-grid model through comparison with experi-
mental data. An analysis of the numerical results has allowed to better char-
acterize the flow topology of this axial-plus-tangential burner: the W-shape of
the axial velocity field, internal and external recirculation zones are retrieved.
Comparison between experiments and numerical results show a fair global good
agreement and the set up used for cold flow simulation has been retained also
for reacting flow LES.
In a second step, the reacting flow of the premixed methane air flame is simu-
lated by imposing the measured temperature on chamber walls. The definition
of a criterion to evaluate the convergence of the simulation of the Oxytec cham-
ber has been necessary, since the burner is characterized by a large residence
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time, yielding a long thermal transient. Several integrated quantities are com-
pared, such as the evolution of the wall fluxes and the mean temperature inside
the combustion chamber. A physical time of 1.3 seconds is retained to get over
the transient and reach the permanent regime.
LES results of the reacting flow are compared with available measurements such
as PIV, OH⇤ and OH-PLIF images. Flow characteristics and flame topology are
investigated and compared to experiments, showing a good agreement. Then,
heat transfer results are presented in terms of enthalpy balance, gas tempera-
ture and conductive fluxes. A fair agreement is found on thermal fields, however
discrepancies appear which may be attributed to the neglect of radiative heat
transfer in such simulation. For this reason, radiative heat transfer is taken
into account through accurate methods in the coupled combustion-radiation
simulations presented in the next chapters.

Chapter 5
Modelling and accuracy in
numerical set-up of coupled
LES-Monte Carlo simulations
The objective of this chapter is to introduce the coupling between the
LES fluid solver, AVBP, and the Monte Carlo radiation solver, Rainier.
Given the computational cost of a coupled LES-MC simulation, an anal-
ysis is carried out in terms of accuracy and computational cost. Two
important parameters are retained in such an analysis: the size of the
computational grid used for radiation simulations and the coupling fre-
quency between fluid and radiation solver. Their impact on the com-
putational cost of a coupled simulation is derived and several scenarios
are defined.
Successively, the numerical set-up of coupled simulation is described, fo-
cusing on the the radiation solver Rainier. A Randomized Quasi-Monte
Carlo method is used, combined with the ERM version. Since the ERM
allows to control the local convergence, convergence criteria are defined
and the values imposed in the simulations are justified.
The boundary conditions imposed in Rainier are also specified with a
special attention to the modeling of the transparent quartz viewing win-
dows of the Oxytec chamber.
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5.1 Introduction
In a coupled simulation, two or more solvers exchange information at a given
coupling frequency. The kind of information depends on the phenomena that
are coupled during a simulation. For instance, when combustion is coupled to
radiation, as it is done in this thesis, the radiation solver needs input fields of
gaseous temperature, pressure and species concentration in order to solve the
RTE, as well as wall temperature which are imposed in the boundary condi-
tions. The fields needed by the radiation code are sent by the fluid solver at
each coupling time step. The output of the radiation solver is the radiative
power field PR, that, at each coupling time step, is sent to the fluid solver
that put the radiative source term in the energy equation. A scheme about
solver communication is given in Fig. 5.1, where the name of the solvers and
the exchanged variables are specified.
Figure 5.1: Scheme of coupling between flow solver (AVBP) and radiation solver
(Rainier) indicating the variable fields exchanged by the solvers.
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The advantage of a coupled simulation is the possibility to use dedicated codes
for each simulated phenomenon. Indeed, each code has its own system of equa-
tions, and fluid and radiation solvers solve their own equations independently
from each other, until the coupling is performed.
One of the questions that arise when a coupled simulation is performed concerns
the coupling frequency, i.e. how often fluid and radiation solvers exchange
data. Such frequency has an impact on both the accuracy of the results and
the computational cost of a coupled simulation.
Another parameter which aﬀects accuracy and CPU cost is the number of nodes
in the computational grid used by the radiation solver.
When LES is coupled to accurate MC methods, the cost of a simulation can be
even 10 times larger than the cost of a combustion simulation. For this reason
a compromise between accuracy and CPU cost need to be found in order to
make a coupled LES-MC simulation aﬀordable for practical 3D configurations.
The use of QMC methods instead of classic MC ones allows to decrease the
computational cost by a factor 2 or 3, depending on the configuration. Thus,
coupling frequency and mesh size are retained as the main parameters impacting
the CPU cost of a simulation and an analysis of their influence on the CPU
cost is given in the following section.
5.2 CPU cost-accuracy analysis for the set-up of cou-
pled simulations
5.2.1 Choice of mesh size for radiative simulation
Given the high computational demand of a coupled simulation, a mesh conver-
gence is performed where three computational grids are compared, here named:
Mesh 1, Mesh 2 and Mesh 3.
The Mesh 1 is the same computational grid of LES simulations presented in
chapter 4. Whereas Mesh 2 and 3 are characterized by grid cells sizes that are
1.5 and 2 times larger, respectively, than Mesh 1. The three computational
grids are shown in Fig. 5.2.
The characteristics of the three analyzed meshes are summarized in Tab. 5.1
Mesh Millions cells Millions nodes Min. cell size [mm]
1 50 9 0.5
2 22.4 4 0.75
3 15.2 2.7 1.0
Table 5.1: Computational grids used in mesh convergence tests.
Mesh 2 and 3 are also characterized by a coarser grid in those parts of the
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Figure 5.2: Visualization of the three computational grids compared in the mesh
convergence tests: Mesh1, Mesh2 and Mesh3.
domain where the radiative power is not solved; this is the reason for which
there is no perfect proportionality among the number of cells and nodes of the
three retained grids.
These three grids are compared in terms of surface integrated radiative fluxes.
Radiative heat transfer simulations, for the three investigated cases, are per-
formed with the following convergence criteria:
• Relative error : 2 %;
• Absolute error for Radiative Power : 1 % of maximum radiative power;
• Absolute error for Radiative Flux : 1 % of maximum radiative flux.
The solution obtained with the Mesh 1 is considered as the reference one, then
the solutions obtained with Mesh 2 and 3 are compared to the reference solu-
tion. The error obtained with the coarser meshes is evaluated as:
✏ ,i =
 radi   rad1
 rad1
where  radi is the surface integrated radiative flux obtained with the Mesh i and
 rad1 is the surface integrated radiative flux obtained with the Mesh 1. Such an
error, together with the ratio of CPU cost needed for the Mesh 1 to the CPU
cost for the Mesh i, is summarized in Tab. 5.2.
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Mesh ✏  [%] CPUh ratio [-]
1 - -
2 1.7 3
3 3.2 5.6
Table 5.2: Error on radiative flux ✏  and decreasing of CPUh compared to Mesh 1
for the investigated computational grids.
The size of the computational grid used by the radiation solver is not the only
parameter considered in the analysis about CPU cost and accuracy. Another
parameter is retained in this study, the coupling frequency, and it is evaluated
in the next section.
5.2.2 Choice of coupling frequency
The coupling procedure between the two codes is based on a parallel coupling:
once the necessary information is exchanged between solvers, they carry out
their separate computations concurrently on a separate set of cpu cores. An
important parameter to be considered in a coupled simulation is the coupling
frequency., i.e. the number of interactions between the LES solver and the MC
solver. The two codes exchange data every coupling time step,  tcpl. Ideally,
the codes should exchange data each iteration, as shown in the scheme pre-
sented in Fig. 5.3 (top): for each iteration of the LES solver, Rainier performs
one simulation and the output is returned to AVBP, and so on. In practice
such a simulation is very expensive and it becomes unaﬀordable for real 3D
configurations.
In order to make a coupled simulation more aﬀordable, the number of itera-
tions performed by the LES solver before interacting with the radiation solver,
N , is retained as parameter (see Fig. 5.3 (bottom)) , and it represents a com-
promise between the cost of a simulation and the accuracy of the results.
In literature a precise metric to choose the frequency coupling does not exist.
In this context, the metric used by Rodrigues et al. (2018) is retained in order
to estimate the error associated to the coupling frequency: a simulation char-
acterized by an intense codes communication, in which the two codes interact
every iteration of the LES solver, is performed. This strategy aims to find a
threshold on the number of iterations of the fluid solver to keep the accuracy
acceptable. At the first iteration, indicated with the subscript 0, AVBP com-
putes the flow fields, for example the temperature, and pass them to Rainier,
which in turns computes the radiative power field associated to its input data.
Temperature and radiative power fields at the reference iteration are defined as
T0 and PR0 respectively. Then, the calculation goes on for N iterations of the
fluid solver and the corresponding temperature and radiative power fields are
TN and PRN .
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Figure 5.3: Scheme of coupling between the fluid solver, AVBP, and the radiation
solver, Rainier, exchanging data at every iteration of the fluid solver (top) and every
N iterations of the fluid solver (bottom).
The error is evaluated in terms of L2 error norms, ↵T (N) and ↵PR(N), of
temperature and radiative power:
↵T (N) =
sZ
V
|TN   T0|2 dV
,sZ
V
|T0|2 dV (5.1)
↵PR(N) =
sZ
V
  PRN   PR0   2 dV
,sZ
V
  PR0   2 dV (5.2)
(5.3)
The norms are integrated over the volume of the whole combustion chamber.
The evolution of ↵T (N) and ↵PR(N) as a function of the number of fluid itera-
tions, N , is shown in Fig. 5.4. It can be observed that if the codes are coupled
every 440 iterations of the fluid solver the error ↵PR(N) is lower than 2%.
Fig. 5.4 can then be used to determine the number of iterations N that the
LES solver performs before exchanging information with the radiation solver,
in order to have ↵T (N) and ↵PR(N) lower than a given threshold. These in-
formations, together with the results of the mesh convergence are both taken
into account to estimate the computational cost of a simulation, and the cor-
responding analysis is presented in the next section.
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Figure 5.4: Evolution of L2 error norms of temperature (↵T ) and radiative power
(↵PR) as a function of the fluid solver iteration N .
5.2.3 CPU-cost accuracy trade oﬀ
The influence of the two investigated parameters, mesh size and frequency
coupling, on the computational cost of a coupled simulation is now analyzed. In
Fig. 5.5, all these informations are summarized: the one axis represents the size
of the computational grids used for radiative heat transfer simulations; another
axis displays the number of iterations performed by the fluid solver during a
coupling time step and in round brackets the corresponding error associated to
the coupling frequency (↵PR); the vertical axis represents the millions of CPU
hours needed by a coupled simulation of 200 ms of physical time. The green
blocks corresponding to the highest coupling frequency are scaled by a factor
50.
Looking at the Fig. 5.5, several scenarios can be defined.
Scenario 1: Optimistic AVBP and Rainier are coupled at each time step of
the fluid solvers (green bars). If a refined mesh is used for MC simulations,
simulating 200 ms of physical time in a coupling framework would cost around
4.4⇥108 CPU hours. Assuming to run on 2400 cores architecture, such amount
of computational time corresponds to 20 years of wall clock time. The Scenario
1 corresponds to the highest accuracy attainable in such a coupled simulation,
however the computational cost associated to this configuration makes such a
computation unaﬀordable.
Scenario 2: Pessimistic The coarser grid is retained for Rainier simulations
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Figure 5.5: 3D bar graph displaying the millions of CPUh needed to simulate 200
ms of physical time (vertical axis), the computational grid used by the radiation solver
(x axis) and the number of iteration performed by the fluid solver and the respective
coupling error in brackets (y axis). Green bars are resized by a factor 50.
(Mesh 3 with 2.7 millions nodes), while AVBP and Rainier are coupled every
600 iterations of fluid solver (corresponding to a coupling error of 3 %). In such
a configuration, 200 ms of coupled simulation would take one week of parallel
computing on 2400 cores to end up, with a computational cost of around 400
000 CPUh. Such scenario, which is 1000 times less expensive than the Scenario
1, would represent the most practical choice but also the lowest attainable ac-
curacy.
Scenario 3: Intermediate #1 One possible intermediate scenario can be de-
fined considering an intermediate mesh size for radiation, the Mesh 2, and an
intermediate error associated to the coupling frequency (2 %). It corresponds
to the blue bar in the middle, characterized by a computational demand of 1
million CPUh, or equivalently 20 days running the simulation at 2400 cores.
However, when a computation is run on HPC, one should also consider the
waiting time due to the fact that the necessary cores are not always available.
Moreover, the analysis on the convergence time of the Oxytec chamber pre-
sented in the precedent chapter, has shown that 200 ms are not enough to
converge a simulation. If at least 500 ms have to be simulated in order to con-
sider a solution converged, and if 100 ms more are then considered to get the
statistics, the real cost of a simulation would be 3 times more expensive. As
a consequence, 600 ms of simulated physical time would take 60 days without
considering cores unavailability, which means three or more months of calcula-
tion before getting a converged solution. For this reason an other intermediate
scenario is defined.
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Scenario 4: Intermediate #2 The same computational grid retained for the
Scenario 3 is chosen, Mesh 2, but a coupling error a little higher (3 % instead
of 2 %). It corresponds to the purple bar in the middle of the diagram. The re-
sources necessary to simulate 200 ms of physical time lowers to 700 000 CPUh.
Then to converge the calculation, around one month is necessary, running at
2400 cores.
Given the availability of computer resources and considering the time needed
to end up a computation, the configuration chosen for the coupled simulations
that will be presented in the next chapter, is the one of the Scenario 4. Then, to
satisfy the 3% of frequency coupling error, AVBP and Rainier are coupled every
N = 600 iterations of the fluid solver, AVBP. The AVBP time step is limited by
the acoustic time scale and it is equal to  tAV BP = 9 ⇥ 10 8s. Consequently
AVBP and Rainier are coupled every  tcpl = 600 ⇥  tAV BP = 5.4 ⇥ 10 5s,
where  tcpl stands for the coupling period.
With the configuration of the Scenario 4, a coupled simulation becomes 3.3
times more expensive than a combustion simulation in AVBP when QMC are
used. Instead, if a classical MC method is applied, a coupled simulation would
be more than 6 times more expensive than a combustion simulation.
The coupled simulation presented in the next section has been run on a cluster
equipped with Intel E5-2690 processors. In order to minimize the time that a
code would spend in waiting for the other code to finish its defined iterations
number, a balance of the cores is needed. The cores repartition adopted for the
coupled simulations of this study is shown in Tab. 5.3.
Codes AVBP Rainier
Number of processors 750 1770
Table 5.3: CPUs repartition between AVBP and Rainier codes in coupled simulations.
The balance is obtained attributing 1770 cores to Rainier code while 750 cores
are dedicated to AVBP. Dedicating a larger number of cores to Rainier does
not allow to obtain a good scalability for the considered mesh. For this reason,
1770 cores have been retained for radiative heat transfer simulations. Moreover
requiring more than 2500 cores, would have increased the waiting time for a
job to be started. Since in Rainier every node is charged by the whole mesh
and solution, nodes characterized by 128 Gb of memory have been used.
5.3 Numerical set-up
The set-up of the fluid solver AVBP is the same as the one presented in Chap-
ter 4. For this reason the attention is here paid to the numerical set-up of the
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radiative heat transfer solver.
Concerning the radiation part of the coupling, the Rainier code is used. It
solves the radiative transfer equation with Monte Carlo methods. For coupled
simulations, the Randomized Quasi Monte-Carlo method (Lemieux 2009) illus-
trated in Chapter 3 is used, based on Sobol low-discrepancy sequences from Joe
and Kuo (2008). This method allows to increase the eﬃciency of the classical
Monte Carlo method (Palluotto et al. 2017) and to make the computation more
aﬀordable. The Randomized QMC is combined with the ERM method (Tessé
et al. 2002) to compute the radiative power field and the radiative flux.
Only the radiative properties of CO2 and H2O are considered since the contri-
bution of other participating species is at least one order of magnitude lower
than those ones of CO2 and H2O in this kind of flame (Rivière and Soufi-
ani 2012). Spectral radiative properties of gases are accounted for through a
narrow-band approach, the c-k model (Goody et al. 1989) based on updated
parameters of Rivière and Soufiani (2012).
5.3.1 Coupling framework
The coupling between the fluid solver AVBP and the radiation solver Rainier
is achieved through the use of the OpenPALM coupler (Duchaine et al. 2015)
codeveloped by CERFACS and ONERA. The OpenPALM software allows the
concurrent execution of in-house or commercial codes with the help of three
main libraries: PALM, CWIPI and PrePALM.
The PALM (Projet d’Assimilation par Logiciel Multimethodes ) library man-
ages the parallel communications for data exchanging and the launching of the
coupled applications which are split into elementary components. PALM be-
haves like an interface between the codes since each coupled code sends its own
data to the palm application which in turns redistributes the information (Buis
et al. 2006).
The CWIPI (Coupling With Interpolation Parallel Interface) library is an in-
terpolations tool. It is in charge of the mesh based coupling between the codes
with MPI communications (Refloch et al. 2011). Indeed, the mesh used by
the diﬀerent codes can be non conforming, then an interpolation is needed.
In CWIPI, coupling can be made through 1D, 2D or 3D exchange zones with
all types of geometrical elements with an unstructured description. The com-
munication graph created by CWIPI between distributed geometric interfaces
is optimized for High Performance Computing (HPC) applications in order to
minimize the global cost of the parallel communications.
OpenPALM applications are implemented via a graphical user interface (GUI):
PrePALM. It allows for an easy creation of the coupling between the diﬀer-
ent codes: links and communications between the diﬀerent codes are created
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through this interface.
5.3.2 Convergence criteria for Rainier in coupled simulations
One of the main interests of the ERM method, retained in this study, is the
possibility to control the local convergence. Therefore, local convergence crite-
ria are imposed.
For radiative heat transfer simulations a relative error of 3% is fixed; an other
threshold has to be imposed to avoid huge number of realizations when radia-
tive power is close to zero. Thus, an absolute error is also imposed to consider
a point converged when the absolute value of the statistical error (RMS) is
lower than a given value. This value represents the percentage of the maximum
absolute value of the radiative power (or equivalently of the radiative flux when
the computation concerns the walls of the chamber).
First, an analysis has been performed in order to find an optimal value of the
flux absolute error and the impact of this parameter on the flux estimation is
quantified. Then, the same analysis has been performed for the choice of the
absolute error of the radiative power. This is done to find a good compromise
between accuracy of results and CPU cost of the calculation.
An instantaneous snapshot of a 3D LES performed in non-adiabatic conditions
(as the ones presented in Chapter 4) is retained for radiative heat transfer sim-
ulations.
Four values of absolute errors are investigated: 0.8 % (2000W/m2), 1.2% (2000
W/m2), 1.6% (4000W/m2) and 2% (5000W/m2). For each case the maximum
error on flux estimation is evaluated as the ratio between the surface integral of
the radiative flux on the chamber walls and a reference value which is obtained
from a computation performed with strict convergence criteria (relative error
lower than 2% and absolute error lower than 1%).
In Tab 5.4, for each investigated case, the maximum error on flux estimation,
the CPU time needed by the simulation and the number of realizations needed
to converge the simulation are illustrated. All the tests have been performed
with 960 cores.
Absolute Error on Flux CPU time (s) Realizations
Error (%) Estimation (%)
0.8 - 22000 7 000 000
1.2 2.7 1365 1 000 000
1.6 2.9 115 800 000
2 7.6 59 8 000
Table 5.4: Eﬀect of the choice of the flux absolute error fixed in radiative simulations
in terms of accuracy and CPU cost.
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In order to keep the error below the 3% on the flux estimation, an absolute error
of 1.6% for flux computation is retained in the setup of the coupled radiative
simulations and in the tests presented in the following.
The same analysis is performed to choose the absolute error for the computa-
tion of the radiative power inside the combustion chamber. In this test, both
domain and walls are resolved in the Rainier computation. Five values of abso-
lute errors are investigated: 0.8 % (16000 W/m3), 1.6% (32000 W/m3), 2.5%
(48000 W/m3), 4% (78000 W/m3) and 5% (97000 W/m3). Their impact on
the volume integral of the radiative power is quantified with the same approach
of the previous test.
Table 5.5 summarizes, for each investigated case, the maximum error on the
radiative power estimation and the CPU time needed by the simulation. Once
again, all the tests have been performed with 960 cores.
Absolute Error on Rad. power CPU time (s)
Error (%) Estimation (%)
0.8 - 1000
1.6 0.17 660
2.5 0.4 550
4 0.5 539
5 0.53 538
Table 5.5: Eﬀect of the choice of the absolute error fixed in radiative simulations in
terms of accuracy and CPU cost.
It can be seen that the CPU time decreases for higher absolute errors because
a larger number of points are considered converged and consequently excluded
from the computation. The decreasing of CPU time is not significant above
2.5% of absolute error; for this reason this value is retained in the setup of the
performed simulations.
5.3.3 Boundary conditions
For the fluid solver AVBP, the boundary conditions are the same as the ones
indicated in Chapter 5: measured wall temperature are imposed. Only the
boundary conditions for the MC solver are illustrated in the following.
The numerical domain used for the radiative heat transfer simulations diﬀers
a little from the real domain, since the metallic bars present at the corners of
the chamber are not included. As a consequence, all the lateral walls of the
chamber are considered as made in quartz.
The following boundary conditions are considered for the radiative heat trans-
fer solver:
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• Inlet and outlet are considered as a black body at a far-field temperature
equal to 300 K.
• The bottom chamber and the convergent tube are composed of stainless
steel 316L. They are considered opaque and the value chosen for their
global emissivity is taken from Hunnewell et al. (2017). In this study
the total hemispherical emissivity is measured, i.e. averaged with re-
spect to all wavelengths and directions. It is shown that the emissivity
of the stainless steel strongly depends on surface conditions, and that it
can vary from 0.3 in "as received from the manufacturier" conditions, to
0.6 in "oxidized in air" conditions. But it also depends on temperature.
Given the range of measured temperatures of wall chamber (400-700 K)
and convergent (700-900 K) a value of 0.28 has been retained for the bot-
tom chamber and 0.32 for the convergent.
Regarding the temperature, measured temperature profiles from Degenève
et al. (2019a) are imposed.
• For the fused silica VI 942 quartz windows, the measured temperature
is imposed. From a radiative point of view they are considered as semi-
transparent. Detailed radiative properties for these boundary conditions
are considered, accordingly to the methodology applied by Rodrigues
et al. (2018). The imposed radiative properties are detailed in the next
section.
Quartz radiative properties
For the following, it is helpful to introduce the complex index of refraction:
m  = n    ik  (5.4)
where the real part, n, is the refractive index and the imaginary part, k, repre-
sents the absorptive index. The absorption coeﬃcient or attenuation factor is
expressed as:
  = 4⇡k /  (5.5)
The transmittance ⌧  is expressed as:
⌧  = exp(  s) = exp( 4⇡k s/ ) (5.6)
where s is the slab thickness. In Fig. 5.6 the transmissivity curve as a function
of the wavelength   provided by the manufacturier (Verre Industrie) is shown.
Knowing ⌧  from the Fig. 5.6, it is possible to determine the absorption coeﬃ-
cient  , and then the absorptive index k .
From Fresnel’s relations for an interface between a solid with refractive index
n2,  and absorptive index k2,  and an absorbing medium characterized by n1, ,
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Figure 5.6: Transmissivity of a 10 mm window of fused silica VI 942 between 0.16
µm and 5.0 µm. Data provided by Verre Industrie.
and for normal incidence, it is possible to calculate the reflectivity ⇢  of the
material as:
⇢  =
(n1,    n2, )2 + k22, 
(n1,  + n2, )2 + k22, 
(5.7)
Considering an interface with air (n1 = 1) and a value of n2 = 1.4585 provided
by the manufacturer, ⇢  is then computed:
⇢  =
(1  n2, )2 + k22, 
(1 + n2, )2 + k22, 
(5.8)
Consequently the spectral emissivity is given by:
✏  = ↵  = 1  ⌧    ⇢  (5.9)
From Modest (2013) it is possible to define a slab absorptance, transmittance
and reflectance to take into account multiple reflections inside the quartz:
Aslab  =
(1  ⇢ )(1  ⌧ )
1  ⇢ ⌧  (5.10)
T slab  =
(1  ⇢ )2⌧ 
1  ⇢2 ⌧2 
(5.11)
Rslab  =⇢ 

1 +
(1  ⇢ )2⌧2 
1  ⇢2 ⌧2 
 
(5.12)
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Figure 5.7: Computed slab absorptance (Aslab  ), transmittance (T slab  ) and reflectance
(Rslab  ) as a function of the wavelength for a 8 mm thickened fused silica VI 942.
These three quantities are shown in Fig. 5.7 as a function of the wavelength
  for a quartz slab of 8 mm thickness, corresponding to the Oxytec viewing
windows. It is worth noticing that for small wavelengths the quartz is trans-
parent characterized by a small reflectivity, while it is transparent and highly
absorbing for higher values of  .
Following the methodology of Rodrigues et al. (2018), the slab radiative prop-
erties are simplified in a band model where the bands can only be opaque or
transparent. In order to obtain a band model, a criterion has to be found ac-
cording to which the quartz, for each wavelength  , is considered as transparent
for slab transmittivity values above a threshold value, or opaque for T slab  below
the given threshold. In the opaque bands, in order to account for the direc-
tional dependency of absorptance and reflectance, hemispherical properties are
considered and:
T slab,mod  =0 (5.13)
Aslab,mod  =A
slab,hem
  (5.14)
Rslab,mod  =1 Aslab,hem  (5.15)
where Aslab,hem  is equal to the spectral hemispherical emittance ✏
slab,hem
  . How-
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ell et al. (2010) provides a formula, given in Eq. (3.20) of their book, to com-
pute the hemispherical emittance as a function of the refractive and absorptive
index, n  and k .
In the transparent bands, replacing ⌧  = 1 in Eq. (5.12), the following modeled
radiative properties are considered:
T slab,mod  =
1  ⇢ 
1 + ⇢ 
(5.16)
Aslab,mod  =0 (5.17)
Rslab,mod  =1  T slab,mod  (5.18)
The criterion used to determine the threshold value of the spectral band model
consist in finding a switch-value of slab transmittance T switchslab that minimizes
the error, ✏T , between the evolution of the total transmittance with the tem-
perature and the one obtained with the detailed slab trasmittance T slab  :
✏T =
     
R1
0 T
slab
  I
0
 (T )d R1
0 I
0
 (T )d 
 
R1
0 T
slab,mod
  I
0
 (T )d R1
0 I
0
 (T )d 
      (5.19)
For the considered 8 mm quartz slab, the found threshold value is T switchslab =
0.64, yielding an average error on the temperature range of interest of 1.97%.
The corresponding obtained spectral band model, i.e. the modeled radiative
properties, is plotted in Fig. 5.8 as a function of the wavelength   for the 8-mm
quartz slab.
5.4 Conclusion
Before showing the results of the coupled simulations of the methane air flame
in the Oxytec chamber, attention has been dedicated in this chapter to the
description of the numerical set-up of the codes involved in the simulation and
the coupling framework.
Before running coupled simulation two questions have arisen: the first one con-
cerns the size of the computational grid used in MC simulations, while the
second one is about the coupling frequency. A mesh convergence is performed
and three computational grids are compared, a fine one (Mesh 1), an inter-
mediate one (Mesh 2) and a coarse one (Mesh 3). The error associated to
the coupling frequency has also been estimated thanks to a metric that com-
putes the L2 error norm of temperature and radiative power as a function of
the number of iterations of the fluid solver. Finally the impact of both these
parameters, i.e. mesh and coupling frequency, on the computational cost of a
simulation has been evaluated and several scenarios have been defined. Among
the 4 scenarios, the trade-oﬀ between accuracy and CPU cost have been found
with an intermediate size mesh for radiation, and coupling fluid and radiation
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Figure 5.8: Modeled slab absorptance (Aslab  ), transmittance (T slab  ) and reflectance
(Rslab  ) as a function of the wavelength for a 8 mm thickened fused silica VI 942.
solver every 54 µs of physical time.
In the description of the coupling framework, most of the attention has been
paid to the MC solver Rainier. Randomized QMC is used with its ERM version
because of its advantage to control the local convergence. Then, convergence
criteria have to be imposed and their choice is justified on a non-coupled radia-
tive heat transfer simulation. The boundary conditions imposed in Rainier also
have been detailed with a special attention to the description of the modeling of
the spectral radiative properties of the quartz windows surrounding the Oxytec
chamber.

Chapter 6
Impact of radiative heat transfer
in the coupled simulation of
OxyTec flame A
In this chapter, large-eddy simulations of the premixed methane-air
flame studied in Chapter 4 are coupled with radiative heat transfer
through accurate Monte Carlo methods. The radiative transfer equation
is solved using a Quasi Monte-Carlo method with a ck model describing
gas radiative properties, as presented in Chapter 3. Spectral radiative
properties of the viewing windows confining the flame are taken into ac-
count and their impact on the wall radiative flux is quantified, compared
to a case with opaque windows. An a-priori estimation of wall radiative
flux is also made. The objective of this chapter is to study the impact of
radiative heat transfer on the swirled premixed flame of methane and air
in the Oxytec chamber. The comparison with the LES results of Chapter
4 allows to highlight the radiation eﬀects on velocity and temperature
fields, wall fluxes distribution and flame shape. Numerical results are
compared to experimental measurements (PIV, OH* chemiluminescence
and thermocouples). A spectral analysis about transmissivity of burnt
gases present in the diﬀerent regions of the combustor is also carried out
in order to elucidate the interactions between gases inside the chamber
and between gas and quartz windows.
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6.1 Introduction
The prediction of wall fluxes is an important aspect in the choice of materials
and design of combustion chambers. For a correct quantification of wall ther-
mal loads, radiative fluxes have to be taken into account, since the heat transfer
from flame to the walls is driven, apart from convection, also by radiation of
burnt gases inside the chamber.
Moreover, wall fluxes depend on the temperature distribution inside the cham-
ber, and the flow temperature field is, in turn, strongly modified by radiation
from hot gases. Accounting for both convective and radiative contributions to
wall fluxes requires the simultaneous solution of the radiative transfer equation
(RTE) and the governing equations for reactive flows. Indeed, RTE needs vari-
ables from flow fields to be solved, and flow field, in turns, needs the radiative
source term in the energy equation.
In the coupling between combustion and thermal radiation, attention has to
be paid to radiative heat transfer modeling, since a small error in the predic-
tion of the radiative source term may lead to very large error in the energy
equation. On the other side, the approach used for fluid simulations is also
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important, because local radiative intensity shows a highly non-linear response
to temperature and species concentrations. Therefore, accurate calculation of
radiative heat transfer requires detailed information in both space and time,
regarding temperature and species composition fields. Such information are
available only from DNS or LES.
These considerations have been taken into account in the choice of the ap-
proaches. For computing thermal radiation, Monte Carlo methods are used,
since they allow to control the accuracy of thermal radiation computations.
Instead, for turbulent combustion simulation, LES represents a good compro-
mise between the prohibitive cost of DNS and the modeling demand of RANS
simulations.
Detailed gas radiative properties of gases are considered, based on a narrow
band c-k model. These models, which are more accurate than global models,
oﬀer the further advantage to easily account for spectral properties of walls. In
this study, spectral properties of the quartz windows confining the flame are
considered. More details about the numerical setup of such coupled simulations
have been presented in Chapter 5. The configuration retained for the coupled
simulation presented in this chapter is the Oxytec chamber described in Chap-
ter 4: a premixed swirled flame fed with methane and air, called Flame A.
The results of coupled LES-MC simulations are presented in the following sec-
tions. In the first section, attention is focused on the treatment of quartz
windows. A preliminary study is carried out on the importance of considering
semi-transparent properties of quartz windows, instead of global properties.
Moreover, an a-priori estimation of the wall radiative fluxes is done, by con-
sidering an instantaneous LES solution of Flame A. In the second section, the
convergence criterion discussed in Chapter 4 is checked. Once the thermal tran-
sient terminated, averages are computed. Mean flow fields and flame topology
are described, and velocity and heat release fields are compared to experimen-
tal data. The comparison with non-coupled simulations of Chapter 4 allows
for highlighting the impact of radiative heat transfer on flow and flame topol-
ogy. The third section is mainly dedicated to heat transfer results: balances
of enthalpy and radiative heat transfer are used to quantify the impact of heat
losses in the investigated configuration. Temperature and numerical wall heat
flux are compared to experimental data. Finally, an analysis of spectral vari-
ables is carried out in order to characterize the radiative interactions taking
place in the Oxytec chamber.
In the fourth section, the last milliseconds of the pursued coupled simulation
are shown.
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6.2 Impact of semi-transparent properties of the quartz
windows
6.2.1 Planck mean quantities
Starting from the modeled slab properties presented in Chapter 5, the corre-
sponding mean Planck quantities (Transmittance, Absorptance, Reflectance)
can be obtained through:
T slab,mod =
Z +1
 =0
T slab,mod  I
0
 (T )d /
Z +1
 =0
I0 (T )d  (6.1)
Aslab,mod =
Z +1
 =0
Aslab,mod  I
0
 (T )d /
Z +1
 =0
I0 (T )d  (6.2)
Rslab,mod =
Z +1
 =0
Rslab,mod  I
0
 (T )d /
Z +1
 =0
I0 (T )d  (6.3)
The evolution of these global properties with temperature is shown in Fig. 6.1,
for the range of interest, 300 K - 2500 K. It can be observed that when radiation
comes from a source at low temperature quartz mostly absorbs, whereas, at high
temperature, it is transparent.
Figure 6.1: Planck mean modeled slab absorptance Aslab(T ), transmittance Rslab(T )
and reflectance Rslab(T ) as a function of temperature for a 8-mm thickened fused silica
VI 942.
In order to compute the mean Planck emissivity of the quartz surface as a
function of the wall imposed temperature, the mean Planck emissivity given
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from Eq. (6.2), which in an intrinsic property of the quartz window, is fitted
with a a seven order polynomial (through the function polyfit in Python) as a
function of the local window temperature. The resulting field of wall Planck
emissivity is shown in Fig. 6.2: the semi-transparent quartz properties highlight
a strong variation with the imposed temperature. As already seen in Fig. 6.1,
large values of total emissivity are observed in the colder region of the quartz
( lower and upper parts of the quartz) with values varying from 0.4 to 0.8.
Figure 6.2: Mean Planck emissivity as a function of the imposed temperature on the
quartz surface.
6.2.2 Opaque and semi-transparent properties of quartz win-
dows
In order to quantify the impact of the semi-transparent properties of quartz
on the wall radiative fluxes, two simulations have been performed. Wall radia-
tive fluxes have been calculated in two diﬀerent conditions, starting from an
instantaneous LES solution: in one simulation, spectral properties of quartz
are retained (the ones of Fig. 5.8), while in the other case quartz are considered
opaque with the following spectral properties:
T slab,mod  =0 (6.4)
Aslab,mod  =1 Rslab,mod  (6.5)
(6.6)
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In Rainier code, the active part of the radiative flux, meaning the part of
radiative flux that is absorbed and emitted, but not transmitted by the quartz
windows, is computed as the flux exchanged between a face i and a volume cell
j:
 rad =
X
j
 exchij =
Z +1
0
Aslab,mod⌫ [I
0
⌫ (Tj) I0⌫ (Ti)]
Z
Si
Z
4⇡
Aij⌫cos(✓i)d⌦idSid⌫
(6.7)
where Aij⌫ accounts for all the paths between emission from any point of the
cell or face i and absorption in any point of the cell j, after transmission and
possible wall reflections, while ✓i is the angle of the path with the surface normal
Si.
 rad is displayed in Fig. 6.3 for both investigated cases. Concerning the quartz,
in the opaque case (on the top), radiative fluxes are more intense, compared
to the semi-transparent case (on the bottom). Indeed, absorbing (red) and
emitting (blue) regions appear wider in the opaque case, and characterized by
higher absolute value of wall flux.
It can be seen that the type of the quartz radiative properties also aﬀects the
radiative flux on the opaque walls of the chamber (such as convergent and back
plate) through the wall-wall exchange and gas-gas exchange. In the case with
opaque quartz, the chamber bottom and convergent, but also participating
gases, exchange radiative heat transfer with an opaque wall characterized by
a higher emissivity compared to the case where quartz are treated as semi-
transparent.
Fluxes of Fig. 6.3 are plotted along the axis of one of the 4 quartz windows in
Fig. 6.4. The active part of the radiative flux,  rad, in the opaque case (blue
line) corresponds to the total radiative flux , whereas in the semi-transparent
case (red line) it corresponds only to a part of the total radiative flux, since
a part of it is transmitted through the quartz window. For this reason the
absolute value of  rad on the opaque quartz is higher than the one obtained in
semi-transparent conditions. High radiative flux characterizes the cold regions
of the quartz (X < 0.04 and X > 0.15) in both cases. Its value is larger in the
opaque case compared to the semi-transparent one. In the high temperature
region, the radiative flux through the quartz windows becomes positive in the
semi-transparent cases, while it is around -10 kW/m3 in the opaque case.
Finally, the radiative flux integrated over the walls is equal to 2.4 kW when
quartz are considered semi-transparent, while a value of 3.1 kW characterizes
the case with opaque walls.
6.2.3 An a-priori estimation of the radiative flux
It could be interesting to compare the total (convective + radiative) flux for
the two investigated cases, opaque and semi-transparent.
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Figure 6.3: Instantaneous radiative heat flux field on the chamber walls obtained
from radiative heat transfer simulations imposing opaque quartz (on the top) and semi-
transparent quartz (on the bottom).
Such estimation is just preliminary, since results are obtained by instantaneous
fields taken from LES of Chapter 4, where radiation is not accounted. As a
consequence, in this analysis, a big approximation is done: convective flux are
supposed to be the same than the ones retrieved in simulations without ac-
counting for radiation. But, in reality, radiation also impacts the convective
flux distribution.
To approximatively quantify the eﬀect of quartz properties on the total wall
flux, the instantaneous radiative flux issued from radiative heat transfer sim-
ulations is added to the mean convective flux issued from non coupled LES
simulations of Chapter 4.
In Fig. 6.5 the experimental conductive flux represented by blue dots is com-
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Figure 6.4: Instantaneous radiative heat flux along the axis of a quartz window in
opaque conditions (blue line) and semi-transparent conditions (red line).
pared to the mean total flux issued from three diﬀerent cases: a case without
radiation (black line) where the total flux is equal to the convective flux, and
two cases including radiation and considering the quartz windows as opaque
(blue line) or semi-transparent (red line), where the total flux is the sum of
convective and radiative components.
It can be observed that when no radiation is accounted for (black line), the
maximum wall heat flux is over-estimated, while an under prediction of the
total flux is observed in the colder regions of the quartz where x is comprised
in [0; 0.05] m and [0.10; 0.20] m, as seen in Chapter 4.
When radiation is considered, the total flux changes depending to the treat-
ment of the quartz windows. In the case with opaque quartz (blue line) the
maximum radiative flux is smaller than the case without radiation, and it gets
closer to the one obtained in experimental data. The high emission due to the
high value of absorptance (Aslab,mod= 0.93 in the opaque case), together with
the high temperature characterizing this region, gives a high negative (thus
emitting) radiative flux as seen in Fig. 6.4. In the cold regions, dominated
by absorption, and, consequently, by a positive radiative flux, the total flux
( conv +  rad) is higher compared to the non coupled case and to experimental
data as well.
On the other hand, when semi-transparent windows are considered (red line),
the maximum value of the total flux does not vary compared to the non coupled
case (black line) because, as it is shown in Fig. 6.4,  rad is close to zero when
X is comprised in [5 cm; 10 cm]. Indeed, this region is actually characterized
by high values of transmittivity. This means that most of the radiative flux is
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Figure 6.5: Wall heat flux along the axis of a quartz window in a case without radia-
tion (black line), in a case with radiation and opaque quartz (blue line) and in a case
with radiation and semi-transparent quartz (red line). Blue dots are the experimental
data of conductive flux.
transmitted through high temperature quartz region, while the active part of
the radiative flux,  rad, is very small (3 kW/m2).
Concerning the upper and lower parts of the quartz axis, it can be seen that
the absorbed radiative flux is significant and helps to compensate the discrep-
ancy appeared between experimental data and convective flux of non coupled
simulations, where no radiation is considered.
6.3 Simulation results
6.3.1 Instantaneous fields
Figure 6.6 displays instantaneous fields of axial velocity (on the left) and heat
release rate (on the right) in order to visualize both flow and flame topology
in the investigated configuration. As already seen in non-coupled simulation,
the instantaneous axial velocity field shows the three high velocity regions at
the exit burner, a big Inner Recirculation Zone (IRZ) around the chamber axis
and two small Outer Recirculation Zones (ORZ) close to the corners of the
chamber. The flame (Figure 6.6 right) has a V-shape, it is stabilized upstream
the IRZ and, at the retained instant of simulation, it slightly enters the burner,
in the location where it is anchored to a small recirculation bubble near the
injector.
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Figure 6.6: Instantaneous field of axial velocity (left) and heat release rate (right)
on a longitudinal plane of the chamber. Black and white lines are iso-contour of axial
velocity equal to zero.
In Fig. 6.7, instantaneous fields of temperature, CO2 molar fraction and radia-
tive power are shown. The radiative power is strongly linked to temperature
field and to the presence of participating gases. High temperature regions are
characterized by negative radiative power; since PR is given by the diﬀerence
between absorbed and emitted radiative power, such regions are characterized
by a high emitted radiative power. On the contrary, in colder regions, such
as the pockets located in the outer recirculation zones or the ones downstream
close to the walls, the radiative power is positive, as these regions are domi-
nated by re-absorption.
A simplifying approximation in radiative transfer is to consider the gas as op-
tically thin, meaning that the radiative power absorbed by the gas is neglected.
In order to visualize the error that such approach may lead, Fig. 6.8 shows
the instantaneous field of radiative power in the investigated case (left), where
absorption is considered, and in the optically thin case (right). If the absorbed
radiative power is neglected, the radiative power becomes equal to the opposite
of emitted power: PR =  P e.
Integrating the radiative power in these two cases, one obtains that the radia-
tive source term in the energy equation is equal to 2.8 kW in the real case,
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Figure 6.7: From left to right: instantaneous field of temperature, CO2 molar fraction
and radiative power on a longitudinal plane of the chamber. Black lines are iso-contour
of PR=0.
while it increases to 10.4 kW in the case where the absorption is neglected.
From this analysis, it comes out that, in the realistic approach, more than
70% of the emitted radiative power (7.6 kW) is reabsorbed by the gas. This
demonstrates that the optically thin approach would strongly overestimate the
radiative heat losses.
Moreover, the significant value of the radiative source term emerged by such
analysis justifies the need to solve the Radiative Transfer Equation in the in-
vestigated configuration.
6.3.2 Convergence of coupled LES
The multi-physics simulation presented in this chapter starts from a converged
solution of LES presented in Chapter 4.
In order to check the convergence status of such a simulation, the convergence
criterion defined in Chapter 4 is used.
The evolution of the volume-averaged temperature inside the volume, during
the first 350 ms of coupled simulation, is shown in Fig. 6.25.
At t = 1.08 s, the LES code and radiation solver are coupled to each other.
From this moment on, it is possible to see the presence of a thermal transient
in the evolution of the averaged temperature inside the chamber.
Because of the introduction of the radiation source term in the energy balance
equation, the temperature field inside the combustion is inevitably impacted.
The thermal transient, taking the first 250 ms of physical time, is characterized
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Figure 6.8: Instantaneous field of radiative power considering the re-absorption on
the left and in optically thin case on the right.
by a strong decreasing of temperature inside the combustor: it lowers from
1450 K to 1385 K. Successively, at t ⇡ 1.3 s the temperature evolution is
characterized by small oscillations around the steady state value.
Therefore the last 100 ms, going from 1.29 s to 1.41 s, are retained to average
the results and compute the statistics.
6.3.3 Mean fields
In this section, results of coupled simulation are compared to the LES results of
Chapter 4 in order to quantify and analyze the impact of radiative heat transfer
in the investigated flame on velocity field and flame topology.
Velocity fields
Figure 6.10 shows the mean axial velocity field in the two investigated cases:
without radiation (on the left) and with radiation (on the right) compared to
experimental PIV (in the middle).
Looking at Fig. 6.10, qualitative comments can be made. By comparing
coupled (right) and non coupled (left) simulations, one can observe that when
radiation is included, the jet appears more closed and the jet spreading an-
gle looks like more similar to the one retrieved in experimental measurements
(middle).
Another observation concerns the central peak of velocity. In non-coupled sim-
ulations, the local maximum located on the axis disappears. A possible reason
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Figure 6.9: Transient evolution of the volume-averaged temperature inside the cham-
ber. Dots correspond to numerical data, and they are approximated by an exponential
curve in red full line.
Figure 6.10: Mean velocity fields on a longitudinal plane of the chamber taken from
non-coupled LES (left), experimental PIV (centre) and coupled LES-MC simulations
(right). Black pointed line highlights the position of the stagnation point.
can be found in the high negative velocities in the IRZ predicted by only LES,
which stabilizes the stagnation point close to the burner. The height of the
stagnation point on the axis chamber is highlighted by the black dotted line.
On the contrary, in coupled simulations, this local peak is retrieved, however a
high velocity region is found in proximity of the central axis up to 4 cm from
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the burner exit.
The position of the stagnation point is in better agreement with experimental
data in coupled simulations compared to the non coupled case. However, the
axial velocity in the lateral branches is over-estimated in both coupled and non
coupled simulations, compared to experiments.
All these diﬀerences qualitatively noticed in Fig. 6.10 are quantified in the ve-
locity profiles along the Y axis of the chamber, for diﬀerent heights along the
burner.
Figure 6.11 displays profiles of the mean (left) and rms (right) axial velocity
for four diﬀerent heights: x = 5 mm , x = 15 mm, x = 30 mm and x = 100
mm. On these plots, the experimental results (in black dots) are compared to
numerical predictions obtained from coupled simulations (blue line) and non
coupled ones (red line).
Close to the burner exit, at x = 5 mm and x = 15 mm, axial velocity profiles
are very similar with and without radiation: lateral maxima are closely the
same for both simulations, however the central maximum of velocity which is
not predicted by LES without radiation, appears when radiation is accounted.
Downstream the flame, at x= 30 mm the profiles become diﬀerent: the value
of the lateral maxima is still closely the same for both the simulations, however
the position of the maxima changes since the opening angle of the jet is altered.
More precisely, in presence of radiation, the jet is more closed and more similar
to experiments.
Another diﬀerence concerns the axial velocity in proximity of the axis: it is
over-predicted by coupled simulations, meaning that the recirculation zone is
stabilized downstream, while it is under-predicted in LES because the IRZ ap-
pears upstream.
Finally, at x = 100 mm, in the core of the IRZ, good predictions are found in
both coupled and non-coupled simulations.
As concerning the RMS of axial velocity a good agreement is found at all the
investigated cases, except for x = 100 mm where numerical RMS are slightly
under-estimated.
Radial velocity profiles are also available from experiments. Figure 6.12 dis-
plays the mean radial velocity field (on the left) and profiles of radial velocity
(on the right). The legend is the same as before.
By comparing coupled and non coupled simulations, it can be observed that
the position of the maximum and minimum value of radial velocity is approx-
imatively the same in both the cases ( slightly closer to the axis in coupled
simulation), however mean axial velocity profiles are in better agreement with
experimental data when radiation is considered.
In conclusion, the comparison of axial velocity fields with experiments re-
confirms the diﬃculties already faced in non reacting and reacting flow LES
of Chapter 4, about the prediction of the IRZ which is usually challenging in
swirling flows, but also about the jet opening angle and the maximum values
Chapter 6 - Impact of radiative heat transfer in the coupled
simulation of OxyTec flame A
175
Figure 6.11: Profiles of axial velocity (left) and RMS of axial velocity (right) on
several cuts along the chamber axis. : Non coupled LES; : Coupled LES-MC
simulations; • : Experimental data.
of axial velocity profiles. On the contrary, the comparison on radial velocities
shows results very close to experimental data, in both coupled and non coupled
simulations.
When radiation is accounted for, a great variation in velocity fields is observed.
Due to temperature variations, which alters the density field, the burnt gases
velocity is impacted by radiation. This may let think that the stabilisation of
the IRZ is highly sensitive to the temperature field, and that slight discrep-
ancies on burnt gases temperature could aﬀect the position of the stagnation
point
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Figure 6.12: Profiles of radial velocity on several cuts along the chamber axis. :
Non coupled LES; : Coupled LES-MC simulations; • : Experimental data.
Flame topology
The impact of radiative heat transfer can be seen also on the flame shape.
Figure 6.13 compares the mean heat release field obtained in non coupled sim-
ulations (left), coupled simulation (centre) and experimental averaged Abel
transform (right). The inner and outer recirculation zones are highlighted by
white solid lines. In the experimental image, only IRZ appears; indeed, ORZ
cannot be appreciated since the field of view of the camera for PIV measure-
ments is zoomed and centered on the flame region, then it does not reach the
lateral walls.
For the numerical fields of Fig. 6.13, the same range of heat release rate is
used, however the maximum value of heat release rate is higher in non coupled
simulation compared to coupled one; their values are, respectively: 4.4 ⇥108
W/m3 and 3.8 ⇥108 W/m3. The slightly higher value of HR in LES simulation
indicates that the flame is more compact than the one retrieved when radiation
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Figure 6.13: 2D cut of mean heat release field in non coupled LES (left), in couples
LES-MC (center) and averaged Abel transform from experiments (right). White solid
lines are iso-contour of axial velocity equal to zero.
is accounted for.
Moreover, in presence of radiation, the gases recirculating towards the bottom
chamber (ORZ) are colder and characterized by higher axial velocity than non
coupled case ; consequently they contribute to extinguish the lateral branches
of the flame more than they do when radiation is neglected. Indeed, by com-
paring the two numerical fields of HR, it can be noticed that the flames lateral
branches are shorter in coupled simulation. The simplifying scheme displayed
in Fig. 6.14 helps to localize the lateral branches of the flame, represented with
yellow solid lines and their extinction (yellow dashed lines) operated from the
cold burnt gases in ORZ.
In the three images in Fig. 6.13, the flame is slightly inside the divergent cup of
the injector. The striking diﬀerence is that the flame appears longer when radi-
ation is accounted for. Indeed, flame height is much closer to the one obtained
in experiments. As observed in experiments, the investigated flame is swirled-
stabilized. As a consequence, if the velocity field, and thus the position of the
IRZ, changes, as it happens when radiation is accounted for, this has surely
an impact on the flame shape and position. Variations in velocity fields may
be attributed to the impact of thermal radiation on burnt gases temperature.
Temperature variations and comparison with experimental data are presented
in the next section.
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Figure 6.14: Scheme of flame and recirculation zones in the Oxytec chamber.
6.3.4 Temperature fields
When radiative heat transfer is taken into account, temperature distribution
inside the combustion chamber varies. Figure 6.15 shows the mean fields of
temperature extracted from coupled (top) and non coupled simulations (bot-
tom), meaning with and without the account for radiative source term. They
are averaged, respectively, on 100 and 300 ms.
The first striking diﬀerence is that the high temperature region looks more
compact when radiation is accounted for, probably because of the temperature
homogenization due to radiation. The second one is that in coupled case, colder
burnt gases are recirculated in internal and external recirculation zone.
The volume averaged temperature Tm,chamber inside the combustor is globally
lower when radiation is included, because of the radiative exchanges between
the gases ( gas-gas interaction) and between gas and walls ( gas-wall inter-
action). In non-coupled case, Tm,chamber is approximately equal to 1480 K,
while in presence of radiative heat transfer Tm,chamber decreases to 1380 K, 100
K lower than the first case, meaning that the contribution of radiative heat
transfer is significant.
A first comparison with experimental data can be done on the base of thermo-
couples measurements in one of the 4 corners of the combustion chamber at 4
heights above the burner: 1.5 cm, 4 cm, 11 cm and 20 cm. The experimental
local temperature is compared to the mean temperature taken from non cou-
pled LES simulations and LES-MC simulations in Tab. 6.1.
Temperature measurements of the gas phase with thermocouple is experimen-
tally challenging. Radiative heat losses between the sidewalls and the ther-
mocouple bead can lead to underpredicting the gas temperature. This error
may be as high as 200-300 K. The experimental data taken by A. Degenève
are characterized by a much smaller uncertainty (order of magnitude ⇡ 30 K) (
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Figure 6.15: Mean temperature fields on a longitudinal plane of the chamber taken
from coupled (top) and non-coupled (bottom) simulations of the Flame A.
A. Degenève private communication). Indeed, the retained experimental tem-
peratures are corrected in order to take into account the radiative exchange
between thermocouples and their surrounding. However, a small uncertainty
about experimental values of temperature could be due to the position of the
thermocouples, with an error of around 0.2 cm. The comparison between nu-
merical and measured temperature is done on the 4 corners of the chamber; then
minimum and maximum value of temperature and the corresponding relative
errors are presented in Tab. 6.1.
It can be seen that experimental measurements reveal a gas temperature lower
than the numerical one, for both non coupled and coupled simulations. The
exception is the probe located at x = 4 cm where higher temperature is found
in experiments.
The first thermocouple located at 1.5 cm is representative of burnt gases tem-
perature in the ORZ. The mean temperature field on the chamber plane crossing
the axis chamber at x = 1.5 cm (the x-coordinate of the first thermocouple) is
180 Chapter 6 - Impact of radiative heat transfer in the coupled
simulation of OxyTec flame A
X [cm] Exp. [K] LES [K] (Err [%]) LES-MC [K] (Err [%])
1.5 1294 1569-1638 (21-26.5) 1476-1511 (14-16.7)
4 1669 1665-1719 (0.2-3) 1584-1554 (5-8)
11 1392 1678-1762 (20-26.5) 1584-1620 (13.7-16.3)
20 1150 1327-1620 (15-41) 1402-1437 (22-25)
Table 6.1: Table summarizing, for each position of the thermocouple, the experimental
temperature and the numerical mean temperature predicted by LES and coupled LES-
MC simulations. In brackets the relative errors compared to experiments is specified.
Both minimum and maximum values of temperatures and errors are given.
shown in Fig. 6.16: on the left the field obtained with non coupled simulation,
on the right the one associated to coupled simulations. The position of the ther-
mocouple is also highlighted by a black dot, while black line is the iso-contour
of the experimental temperature (T=1294 K). Temperature field distribution
inside the combustor cannot be validated by experimental data since no mea-
sured temperature profiles inside the combustion chamber are available. From
numerical simulations, it emerges that temperature field is not homogeneous,
but strongly related to the 4 outer recirculation zones.
Table 6.1 shows that, in both numerical simulations, burnt gases recirculating
Figure 6.16: Mean temperature field on a cross plane of the chamber passing at x =
1.5 cm taken from non-coupled LES (left) and coupled LES-MC simulations (right).
Black line is the iso-line of experimental temperature (T = 1294 K). The position of
the thermocouple is also highlighted.
in this region (x = 1.5 cm) are hotter than experimental ones. However, values
predicted by coupled simulations are closer to the ones obtained from thermo-
couples.
Better predictions about gas temperature are obtained in coupled simulation
also for the probes located at 11 and 20 cm along the burner. It can be seen in
Fig. 6.15 how in coupled simulation temperature downstream in the burner is
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lower when radiative heat transfer is accounted for.
The second probe, installed at x = 4 cm, provides the highest value of exper-
imental temperature measurements. Since the thermocouples are installed 15
mm far from the metallic bars located in the chamber corners, some relations
with experimental wall flux can be found: since the maximum value for exper-
imental wall conductive flux (presented later in this chapter) is located at x =
5 cm, the thermocouple at 4 cm is then representative of the high temperature
gases issued from the flame that impinge the walls. In this case, non coupled
LES results appear to better reproduce the high temperature gases.
From Tab. 6.1, it can be concluded that numerical simulations over-predict the
temperature of the gas located in the colder regions of the burner, i.e. in the
ORZ and downstream the flame. However, the high temperature of gas imping-
ing the walls is better predicted by LES of Chapter 4, while it is underestimated
when radiation is included. In spite of the large errors found in temperature
predictions compared to experiments, wall heat fluxes, which are further dis-
cussed in the next sections, are in fact well predicted. A more attentive analysis
leads to think that the deviation of numerics from experiments is likely due to
the high sensitivity of numerical temperature with the thermocouple position.
Indeed, as seen in Fig. 6.16, a high temperature gradient is observed in prox-
imity of the walls, where the thermocouple are installed. As a consequence,
the experimental uncertainty in the thermocouples position, may explain the
discrepancy found between numerics and experiments.
6.4 Heat transfer results
6.4.1 Wall fluxes
The variation observed in velocity and temperature fields, when radiation is
accounted for, is also found in the wall fluxes distribution.
Before investigating the impact of radiation on wall heat fluxes through quartz
windows, some concepts about wall fluxes have to be reminded:
• Wall fluxes issued from AVBP,  conv, are the normal quartz convective
fluxes from gases that induce a conductive flux predicted by the wall law.
• Radiative flux from Rainier,  rad, is the radiative flux normal to the
quartz windows, and it accounts for the part of the total radiative flux
that is absorbed and emitted by quartz, but non transmitted.
In Fig. 6.17, the experimental mean conductive flux through the quartz win-
dows,  exp, is compared to the convective flux,  conv in non coupled simulation,
and to  tot =  conv +  rad in coupled one.
The total flux in coupled simulation (blue solid line) is diﬀerent from the one
obtained in non coupled simulation (red dashed line). If the global trend stays
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Figure 6.17: Okat y = 0 mm) mean wall fluxes fluxes at the inner face of a quartz
window. :  tot is the conductive heat flux issued from coupled simulation (con-
vective+radiative), :  conv is the conductive heat flux issued from non coupled
simulation (just convective). : conv, the convective contribution to  tot is also
plotted. • : Experimental conductive flux.
the same (i.e. a relatively high flux close to the bottom chamber, that increases
in flame region to then lower downstream) the maximum flux and its position
are not the same.
Concerning the maximum value of wall fluxes, it can be noticed that it is over-
estimated in non coupled simulation (95 kW/m2), while it is perfectly predicted
by coupled simulation (80 kW/m2). This is coherent with the better agreement
found in the gas temperature in presence of radiation: since the hot gases tem-
perature is lower than the one observed in non coupled LES, also the maximum
wall flux decreases.
The position of the maximum flux, in coupled simulation, is translated 1 cm
downstream compared to non coupled simulations. This is due to the varia-
tion observed in the jet opening angle: in coupled simulation the jet appears
more closed than the one observed in non coupled one, consequently hot gases
impinge the walls downstream. This variation can be better appreciated in
Fig. 6.18, where the mean velocity field is shown together with the mean con-
vective wall heat flux obtained in non coupled (left) and coupled (right) simu-
lations.
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When radiation is considered, convective flux does not stay the same as non
coupled simulation.
Figure 6.18: Numerical field of mean normal energy flux on the chamber internal
wall represented together with the numerical field of mean velocity on a longitudinal
plane passing through the axis chamber in non coupled (left) and coupled simulation
(right).
In Fig. 6.17, the biggest diﬀerence between the convective flux issued from cou-
pled and non coupled simulation is the region comprised inX = [0.04m; 0.07m]:
the position where wall flux increases is closer to experiments in non coupled
simulation, while convective flux in presence of radiation under-estimate wall
fluxes in this region.
In the regions downstream and upstream, numerical convective fluxes are low
and very close to each others, in coupled and non coupled simulations. However,
the radiative flux in this regions seems to have a great impact: the radiative
flux, corresponding to the diﬀerence between  tot and  conv, has the same order
of magnitude of convective flux in the regions close to the chamber bottom and
downstream the flame. Indeed, in Fig. 6.19, where radiative flux on quartz
windows is displayed, it is shown that these regions are mainly dominated by
absorption, yielding a positive contribution from radiation..
Close to the chamber bottom, meaning X comprised in [0 m; 0.02 m], the
total flux is over-estimated compared to experiments in presence of radiation,
whereas a very good agreement is found in the region downstream, leading to
a much better prediction of wall fluxes compared to the one obtained in non-
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coupled simulations.
Figure 6.19: Mean radiative flux on the quartz windows of the chamber issued from
coupled simulation.
Still in Fig. 6.19, it can be seen that the emission-dominated part of the quartz
windows is characterized by a very small absolute value of radiative flux, com-
pared to  tot. This explains why total flux,  tot and its convective contribution,
 conv, in the central region of the quartz (Fig. 6.17) are closely the same.
In Fig. 6.20, the active radiative flux,  rad, through the quartz windows, which
has been estimated a-priori in Section 6.2.3, from an instantaneous LES solu-
tion, is compared to the final  rad obtained from coupled simulation. It can
be noticed that the trend of  rad is very well predicted, even with an a-priori
approach, because the imposed wall temperature is the same in both cases.
However a high relative error (200%) is found in the prediction of the minimum
radiative flux: 2 kW/m2 are found in the a-priori estimation, against a value of
-2 kW/m2 predicted by coupled LES. Given the high convective contribution of
the wall conductive flux of the investigated configuration ( maxtot = 80 kW/m2),
the wrong a-priori estimation on the minimum radiative flux would lead to mi-
nor errors on the total wall flux at the studied locations. However, in a case
where the total wall flux is characterized by a significant radiative contribution
compared to the convective one, an a-priori estimation on wall radiative flux
could lead to huge errors on the total wall flux prediction.
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Figure 6.20: Wall radiative flux profiles along the quartz window centerline a-priori
estimated in Section 6.2.3 (red dashed line) and issued from coupled simulation (blue
dashed line).
6.4.2 Combustor energy balance
As done for the non coupled case, a sensible enthalpy balance on a control vol-
ume delimitating the combustion chamber is performed also for the presented
coupled simulations; it considers only the inlets and the outlet of the combus-
tion chamber, excluding the hemispherical domain representing the atmosphere.
The macroscopic balance equation of sensible enthalpy leads to:Z
out
⇢hsu · dS 
Z
in
⇢hsu · dS+
Z
walls
 conddS +
Z
V
 PRdV = ⌦˙ (6.8)
The first two terms represent, respectively, the outlet and inlet convective
fluxes, the third term the conductive flux integrated on the chamber walls,
the fourth term is the source term due to radiation while the last term is the
integrated heat release.
All the terms of the energy balance, expressed in kW, are presented in Tab 6.2
for both the investigated cases: with and without radiation.
When radiation is accounted for, a radiative source term, equal to 2.82 kW is
introduced in the balance equation. The fact that this term is positive means
that thermal radiation introduces heat losses.
Since both chemical source term and inlet convective flux are the same in both
coupled and non coupled simulations, the sum of the remaining 2 terms ( out-
let convective and wall conductive fluxes) decreases. By detailing these two
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Case Convective Conductive Radiative Chemical
flux (Out-In) flux source term source term
LES 7.49 7.01 0 14.5
LES-MC 5.91 5.77 2.82 14.5
Table 6.2: Contributions of the terms present in the global enthalpy balance for the
two investigated cases: with and without accounting for radiation. All the terms are
expressed in kW.
contributions it emerges that both of them decrease: the outlet convective flux
is 1.6 kW lower in the coupled case and the wall conductive fluxes are 2 kW
smaller than the non coupled case. This is due to the decreasing of burnt gas
temperature when radiative heat transfer is considered.
Conductive flux, which accounts for the 48 % of flame thermal power P th in
non coupled case, lowers to the 40 % of P th when radiation is considered. The
sum of conductive and radiative fluxes accounts for 8.6 kW, corresponding to
around 60 % of P th .
In coupled simulations, burnt gases loose enthalpy through radiation and heat
losses near the combustor walls. In this specific configuration, the radiative flux
is equal to the half of the wall-integrated conductive flux, meaning that for a
correct estimation of the heat losses to the walls, the radiative energy transfer
needs to be described.
In order to detail the radiative source term and quantify the main radiative
contributors, a balance of radiative transfer is performed in the next section.
6.4.3 Radiative transfer balance: quantification of the trans-
mitted flux
A radiative transfer balance can be written for the control volume represented
in Fig. 6.21. The balance accounts for the radiative power PR integrated over
the control volume, which represents a source term, and it is equal to the sum
of the radiative fluxes through all the surfaces of the chamber.
Then the balance of radiative transfer writes:Z
V
PRdV =
Z
In+Out
 rad dS +
Z
Opaque walls
 raddS +
Z
Quartz
 raddS (6.9)
The Right Hand Side (RHS) of the Eq. 6.9 is made of 3 contributions:
• the radiative flux absorbed and emitted at the inlet and outlet far-fields;
• the radiative flux absorbed and emitted by the opaque components of the
chamber (chamber bottom and convergent);
• the radiative flux absorbed, emitted and transmitted by the quartz win-
dows.
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Figure 6.21: Control volume retained for the radiative transfer balance
It should be noticed that the radiative flux solved by Rainier accounts only for
the active part, i.e. the absorbed and emitted flux.
All the contributions of Eq. 6.9 are summarized in Tab. 6.3
Radiative In+Out Opaque Quartz
source term walls (active part)
2.82 0.44 0.36 1.07
Table 6.3: Contributions of all the terms of the radiative transfer balance, excluding
the transmitted flux. All the terms are expressed in kW.
The radiative power integrated over the entire volume,
R
V P
RdV , is equal to
2.82 kW, representing the 21% out of the thermal power of the flame (14.5 kW).
Considering only the active part of the radiative flux, the diﬀerence between
the radiative source term and all the other terms on the RHS gives access to the
amount of radiative flux passing through the quartz windows in the transparent
bands.
The active part of the quartz radiative flux, solved by Rainier, accounts for 1.07
kW, which is the 38% of SR. Consequently the transmitted flux is equal to 0.95
kW: approximatively 35 % of SR leaves the combustion chamber without being
absorbed by quartz windows.
Finally, two main conclusions can be drawn: the first one is that radiation plays
a significant role in the investigated configuration, since the 20% of the flame
thermal power is loss through radiative heat flux.
The second conclusion concerns the spectral properties of the quartz windows;
it has been shown that more than 30% of radiative flux leaves the combustion
chambers through the transparent bands of the viewing windows, making then
necessary accounting for spectral properties when quartz windows are present.
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6.4.4 Radiative power field
The mean radiative power field shown in Fig. 6.22 is, as expected, strongly
related to the mean temperature field. It shows that the flame region is charac-
terized by high emission, as seen in the instantaneous fields shown in the latter
section.
Figure 6.22: Mean radiative power field on a longitudinal plane of the chamber taken
from coupled LES-MC simulations of the investigated flame.
In order to analyze what happens from the point of view of radiative heat
transfer, two kinds of interactions are here analyzed: gas-gas interactions and
gas-wall (mainly quartz windows) interactions.
Gas-gas interactions
Three points are chosen to be representative of the investigated combustion
chamber and they are localized in the IRZ, ORZ and flame region.
The burnt gases composition is nearly the same in these three regions, however
their temperature is very diﬀerent from each other. The point representative
of the flame region is characterized by burnt gases at high temperature, T ⇡
2200 K. Gases recirculating in IRZ and ORZ are colder, because of the heat
losses. Precisely, gases in IRZ are characterized by a mean temperature of
1500 K, while those ones in ORZ are at T ⇡ 1100 K.
It can be interesting to evaluate the optical thickness of these regions for a better
understanding of the role played by radiative heat transfer in the investigated
configuration. To do it, the transmissivity for each spectral band, ⌧ ⌫ , is
analyzed. It is defined as:
⌧ ⌫ =
MX
i
!iexp( i`) (6.10)
where M is the number of the quadrature points (M=7 if only H2O is present,
while M=49 in the bands where CO2 and H2O overlap); ! is the quadrature
weight,  is the reordered absorption coeﬃcient evaluated at the quadrature
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point and ` is a characteristic length, chosen equal to 7.5 cm, which is the
halfwidth of the chamber.
The wavenumbers participating to the heat radiative transfer span between
100 cm 1 and 19 000 cm 1. The spectral transmissivity defined in Eq. 6.10 is
plotted against the wavenumber in Fig. 6.23 (top) for each characteristic point.
It is also highlighted, through the black dashed line, the threshold above which
the medium is considered as optically thin, corresponding to ⌧⌫ ⇡ exp( 0.1).
Figure 6.23: Spectral transmissivities (top) and dimensionless spectral Planck func-
tion (bottom) in three characteristic regions of the burner: flame region (blue), inner
recirculation zone (orange) and outer recirculation zone (green). The horizontal dashed
line denotes the limit of the optically thin medium.
All the three considered points show a transmissivity lower than exp( 0.1)
in two spectral ranges: the first one corresponds to wavenumbers comprised in
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[170 cm 1, 750 cm 1], while the second one in [2100 cm 1, 2400 cm 1]. On the
bottom of Fig. 6.23, it is shown the dimensionless spectral radiative intensity
of a black body for the investigated temperatures, defined as:
Ib
Imaxb
=
Ib(⌫, T )
max[Ib(⌫, T = 2200)]
(6.11)
Looking at spectral transmissivity and dimensionless spectral radiative inten-
sity, two messages can be deducted and both come from the observation that
the minimum of transmissivity is found around 2300 cm 1. One conclusion
is that, since the emissivity is complementary to the transmissivity, and since
the maximum of the dimensionless Planck function of a point representative of
ORZ is also located around 2300 cm 1, ORZ are characterized by very high
emission in this spectral band. The second consequence concerns the optical
thickness of gases in ORZ: since ⌧⌫ is very small, the burnt gases in the ORZ
are characterized by the highest optical thickness in the considered spectral
band, therefore, most of the radiative power emitted inside the ORZ is also
re-absorbed by cold gases in proximity of the ORZ.
Gas-quartz interactions
It is also interesting to look at the interactions between the gas inside the
chamber and the confining walls. The attention here is focused on the semi-
transparent viewing windows surrounding the flame.
The knowledge of their spectral properties allows to understand the interaction
with the gas inside the burner. Figure 6.24 shows the modeled spectral proper-
ties of the quartz (top) and the emission term, ⌫I ⌫ , divided by its maximum
(bottom) as a function of the wavenumber.
The red shaded area includes the wavenumbers where the quartz absorb radia-
tive power, while black shaded area comprise the ones where quartz windows
are transparent. From the comparison of the two plots of Fig. 6.24, it emerges
that most of the radiation emitted in flame region, IRZ and ORZ is absorbed
by the quartz. This phenomenon happens for wavenumbers lower than 2840
cm 1.
For wavenumbers larger than 3740 cm 1 and included in the range [2830 cm 1,
3580 cm 1], corresponding to the black shaded area in Fig. 6.24 (bottom), the
quartz is mostly transparent. In these spectral bands, a significative amount
of radiative power is emitted in the flame region, meaning that the radiative
power passing through the quartz and transmitted to the exterior is mainly
due to a part of the radiative power emitted by the flame. Moreover, Fig. 6.23
shows that in the spectral bands where the quartz is transparent, the gas is
optically thin for all the investigated cases when considering the halfwidth of
the chamber as characteristic length, meaning that the radiative power emitted
inside the chamber is not absorbed before reaching the wall.
It can be interesting to verify from these spectra the amount of thermal radia-
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Figure 6.24: Modeled spectral properties of the slab (top) and dimensionless spec-
tral emission (bottom) as a function of the wavenumber. Red and black shaded areas
represent, respectively, absorbing and transparent bands of the quartz windows.
tion emitted in flame region which is transmitted through quartz. This is done
by evaluating the fraction F as the ratio between the radiative power emitted
by gas in flame region (Tad = 2200 K) in the transparent band of quartz win-
dows and the radiative power emitted by the same gas in the whole spectrum:
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F =
R +1
0 ✏⌫,gI⌫,b(Tad)Tslabd⌫R +1
0 ✏⌫,gI⌫,b(Tad)d⌫
(6.12)
✏⌫,g represents the emissivity of burnt gases computed as the complementary
of the transmissivity defined in Eq. (6.10), I⌫,b is the spectral Planck function
at T = Tad and Tslab is the transmittance of quartz windows, described in the
previous chapter. From Eq. (6.12), it comes out that F = 0.2, meaning that
around 20% of radiative power emitted by gas in the flame region is emitted
in the transparent spectral bands of the confining viewing windows and trans-
mitted to the exterior. The obtained value is coherent with the percentage of
radiative flux transmitted by quartz windows, whose value is 35% and comes
from a balance interesting the whole 3D combustor in Eq. (6.9).
6.5 Continuation of the simulation
The analysis carried out in the previous sections concerns the steady state
which is attained after 300 ms of simulation. After that, two-hundred millisec-
onds more have been run (from 1.4 s to 1.6 s). The evolution of the volume-
averaged temperature, displayed in Fig. 6.25, confirms that the thermal tran-
sient is ended up: starting from t = 1.3 s, the average temperature oscillates
around the steady state value.
However, during the next 150 ms of simulation, great variations are observed
in the flow topology. Figure 6.26 shows the evolution of the axial velocity field
in the course of the last milliseconds of simulation. At t = 1.46 s, the opening
angle of the jet and the position of the IRZ are very similar to the ones retrieved
in the averaged fields shown in the previous sections. However, for t > 1.5 s,
great variations are observed: the jet becomes more and more closed and long,
and the IRZ is pushed far from the exit burner.
Another metric which is considered to check the evolution of the simulation
is the introduction of some probes inside the computational domain. Several
probes have been located along the chamber axis, in order to trace the evolu-
tion of the IRZ.
Figure 6.27 shows the temporal evolution of velocity and temperature in a probe
placed on the chamber axis at x = 8 cm, inside the IRZ. It can be seen that
during the first 350 ms of simulation, no variations are observed. However,
at t = 1.5 s, a sudden increase in both axial velocity and temperature can be
observed in the IRZ: the axial velocity which is negative in the first 350 ms
assumes, starting from 1.5 s, high positive values.
It has been experimentally observed that swirl-stabilized flames stabilize close
to the stagnation point. Considering the evolution of the axial velocity, one
could expect that the flame is also lifted oﬀ with the IRZ. However, this is not
the case, as it can be seen in Fig. 6.28 where mean (left) and instantaneous
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Figure 6.25: Transient evolution of the volume-averaged temperature inside the
chamber. Dots correspond to numerical data, and they are approximated by an ex-
ponential curve in red full line.
Figure 6.26: Axial velocity fields on a longitudinal plane of the chamber averaged on
13 ms and taken from diﬀerent instants of the coupled simulation. White lines are the
iso-contour of axial velocity equal to zero.
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Figure 6.27: On the top: 2-D longitudinal cuts of temperature field averaged on 13
ms taken in two diﬀerent instants of the simulation: t = 1.36 s (on the left) and
t =1.59 s (on the right).
On the bottom: temporal evolution of the axial velocity and temperature in the point
marked by a black circle during the cours of the coupled simulation.
(right) axial velocity fields are displayed. In the average solution one can ob-
serve that the flame topology is not impacted: the flame remains stabilized
in proximity of the injector and its shape does not vary. The instantaneous
solution clearly shows that the flame is anchored to the low and/or negative
axial velocities pockets close to the burner exit.
The variation observed in the flow topology starting from t =1.5 s may be
due to several reasons. One reason could be the possibility that some confined
swirling flows exhibit bifurcating behaviors (Vanierschot and Van den Bulck
2007). Moreover, a recent study shows the probability to incur bifurcations in
LES of swirling confined flows and the large sensitivity of LES results to grid
size and sub-grid scale models in such configurations (Falese et al. 2014). An-
other possible reason is the presence of numerical oscillations of pressure inside
the combustor that appear in the last period of the computation only. These
strong oscillations are observed close to the back plate of the combustor and
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Figure 6.28: 2-D longitudinal cuts of average (left) and instantaneous (right) axial
velocity fields in the coupled simulation. White lines are the iso-contour of axial ve-
locity equal to zero and black iso-lines of the heat release rate HR = 3⇥ 107 W m 3
are added.
are attributed to numerical issues. They are characterized by an amplitude of 2
kPa and their frequency is around 6 kHz; such a frequency does not correspond
to any physical phenomenon observed in the experiments. Numerical issues are
probably due to an undesired behavior of the chosen numerical setup with wall
functions in AVBP.
6.6 Conclusions
A multi-physics simulation where radiation and LES solvers are coupled to
each other is performed. It combines LES modeling of turbulent combustion
and accurate Monte Carlo methods to solve the radiative transfer equation.
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Semi-transparent viewing quartz are also accounted for, through a band model
retrieved from the spectral transmissivity of the quartz.
The objective of this chapter is to quantify the impact of radiation in the in-
vestigated configuration. The comparison between non-coupled and coupled
simulations helps to isolate the eﬀect of radiative heat transfer.
In the first part, the importance of accounting for semi-transparent properties
of quartz windows is highlighted by a comparison with a case where quartz
are considered as opaque: in the opaque case, radiative wall fluxes are over-
estimated compared to the semi-transparent case. The analysis is carried out
by solving the RTE starting from a non-coupled LES simulation; this allows to
make an a-priori estimation of the wall heat flux in Oxytec chamber.
In the second part of the present chapter, flow and flame topology are de-
scribed based on instantaneous solutions. Then, mean fields are presented and
compared to non-coupled LES of Chapter 4 and to experimental data. From
comparison, it emerges that thermal radiation has an impact on both velocity
fields and flame shape. Indeed, in results obtained from coupled simulations,
the position of the IRZ gets closer to the one observed in experiments, and also
the flame shape becomes very close to experiments when radiative heat transfer
is considered. These results let think that the stabilisation of the IRZ is highly
sensitive to the temperature field, and that slight discrepancies on burnt gases
temperature could aﬀect the position of the stagnation point. A comparison
with 4 thermocouples installed in the chamber corners highlights the needing
to include radiative heat transfer in order to predict gas temperatures more
accurately.
The third part of the chapter is dedicated to the heat transfer results. Despite
of the relatively large errors retrieved between numerical and experimental tem-
perature (order of 20%), numerical wall fluxes present a good agreement with
the experimental wall flux distribution: the maximum flux is perfectly pre-
dicted, but some slight discrepancies arise, especially towards the chamber bot-
tom. The reason of discrepancy with measured temperature could be, then,
the proximity of thermocouples to the chamber walls where high temperature
gradient are found.
Successively, a sensible enthalpy balance is applied to the whole combustor,
from which it emerges that 60% of flame thermal power leaves the combustor
through heat losses, and that radiative fluxes through the walls and chamber
outlet account for 20 % of the flame thermal power, demonstrating the impor-
tance of including radiation in combustion simulations.
A radiative heat transfer balance allows to identify and quantify all the terms
that participate to radiative heat transfer. It is found that the main contrib-
utors are the quartz windows: they are responsible of around 70 % of the
radiative source term. Precisely, the 34 % of the radiative power emitted and
absorbed inside the volume of the combustor is transmitted to the exterior,
while the 38 % is absorbed by the quartz windows. Accounting for spectral
properties of quartz windows is, then, significant in the investigated configura-
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tion.
A spectral analysis about transmissivity of burnt gases present in the diﬀerent
regions of the combustor allows to elucidate the interactions between gas in-
side the chamber and between gas and quartz windows. It is found that gas
in ORZ are the ones characterized by the highest optically thickness and they
are responsible of re-absorption of emission from hot gases issued by flame but
especially from cold gases inside the ORZ. Concerning the gas-wall interactions,
it emerges that the radiation transmitted by viewing windows is mainly due to
hot gases issued from the flame.
However, last calculations show that the analyzed steady state is followed by
a second transient, which is not a thermal one, where the flow topology com-
pletely changes, despite flame position and shape remain unchanged. Such
variations are attributed to numerical pressure oscillations arising in the com-
putations during this second transient or to the bifurcating behavior that some
highly swirling flow can show.
Computational cost of coupled and non coupled simulations
Finally, the computational cost of the large eddy simulations presented in Chap-
ter 4 and coupled LES-MC simulations presented in this chapter is given.
Both simulations have been run on the super-computer OCCIGEN, equipped
with Intel E5-2690V3 processors. Table 6.4 summarizes the simulated physical
time, the total computational time expressed in CPU hours, the number of
cores dedicated to each solver and the real wall clock time, expressed in days
of simulation, needed to end-up each simulation of the Oxytec chamber.
Case Physical CPUh Cores Cores Days
time (s) AVBP Rainier
Non Coupled 1.32 1 598 621 2400 - 28
Coupled 0.54 2 260 720 750 1770 37.4
Table 6.4: Simulated physical time, number of CPU hours, number of cores used per
each solver and number of days needed for coupled and non coupled simulations.
It can be concluded that, with the numerical configuration presented and jus-
tified in Chapter 5, the coupled LES-MC simulation results 3.4 times more
expensive than the LES simulation. The real wall clock time given in Tab. 6.4
does not account for the time that a job has to wait before starting, due to the
fact that the needed cores are not available at every moments. Consequently,
the real time took to end-up a simulation is around 2.4 times higher than the
wall clock time: 3 months were needed to simulate 540 ms of the Oxytec cham-
ber with a coupled approach.

Chapter 7
Towards coupled simulations of
CO2-diluted oxyflames
In this chapter is presented preliminary study on the CO2-diluted oxy-
methane flame (Flame B), which has been experimentally investigated
during the Oxytec experimental campaign.
After a summary about the main experimental results, attention is given
to the eﬀects of CO2-dilution in a combustion process, especially from
the point of view of radiation absorption operated from fresh gases. A
state-of-the-art on flames operating with CO2 dilution is given, and im-
pacts of radiation re-absorption are discussed in the context of 1D flame
archetypes of A and B configurations. The study is carried out through
the coupling of a numerical code that solves 1D equations for reacting
flows and the radiation solver, Rainier. Results show a big impact of
CO2 re-absorption on the laminar flame speed but also a high depen-
dence from the domain size used in the simulation.
In the final part of the chapter, first 3D LES of the Flame B are pre-
sented; their numerical-set up is discussed and first non-converged but
encouraging results are shown.
Finally, a preliminary study on radiative heat transfer taking place in
Flame B is carried out, and a comparison with the Flame A is done; this
analysis allows to quantify the eﬀect of high CO2 concentration of burnt
gases on radiative heat transfer. LES simulations of Flame B, started
in this thesis work, are pursued in the PhD thesis of A. Degenève where
a coupling of les with radiative heat transfer will be performed.
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7.1 Introduction
As already introduced in Chapter 1, in the context of the Oxytec project, sig-
nificant attention is given to the oxy-combustion operated with CO2-dilution.
The stabilisation of technically premixed swirled-stabilized CO2-diluted oxy-
methane flames has been investigated during the experimental campaign car-
ried out at the EM2C laboratory from the experimental team of Prof. Thierry
Schuller and Dr. Clément Mirat (Jourdaine et al. (2017), Degenève et al.
(2019a)).
Jourdaine et al. (2017) demonstrated that it is possible to switch the Oxytec
chamber from combustion in air to oxy-combustion experimentally stabilizing
two flames, a methane air and an oxy-methane flame, sharing the same thermal
power, equivalence ratio and flame adiabatic temperature.
The operating conditions of the flame B are detailed in the Chapter 4 in
Tab. 4.1. The only diﬀerent parameters between the two flames are the bulk
velocity and the Swirl number.
OH⇤ chemiluminescence images (Jourdaine et al. 2017) show that Flames A
and B are characterized by a very similar flame topology, as it can be seen in
Fig. 7.1.
Moreover, thermocouples installed in the solid corners of the burner and inside
the chamber show that gas and solid temperature of the two investigated flames
are very close to each other.
Also, LIP measurements from Degenève et al. (2019a) show that replacing the
nitrogen of the air by the carbon dioxide does not significantly alter the tem-
perature and heat flux distribution over the solid walls of the chamber.
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Figure 7.1: OH⇤ chemiluminescence images of Flame A (left) and B (right).
This observation is striking, since the CO2-diluted oxy-flame is characterized
by a very high concentration of CO2 in burnt gases, and this species intensively
participates to the radiative transfer through gas-gas interactions and gas-wall
interactions.
A possible explication is given by the physical analysis carried out in Degenève
et al. (2019a) through a low order model, which justify the similarity observed
in wall thermal loads by a counterbalancing between flow pattern and radiative
eﬀects when comparing an air-methane flame to a CO2-diluted oxy-methane
flame.
In the following sections, some first numerical studies about the CO2-diluted
flames are shown.
In the first section, thermal and chemical eﬀects due to the presence of CO2 in
the fresh mixture is discussed.
In the second section, the eﬀect of CO2 dilution is studied in one dimension
geometries. Special attention is placed on the radiation re-absorption eﬀects
which are investigated on the Flame B studied in the Oxytec experimental
campaign. This study is obtained by coupling two codes: one solving the 1D
equations for the reacting flows, and the other one which solves the radiative
heat transfer equation. The impact of radiation reabsorption from fresh carbon
dioxide on the laminar flame speed is analyzed.
In the third section, a first step towards the investigation of the phenomena
involved in the 3D configuration of the Flame B is illustrated: 3D Large Eddy
Simulations accounting for heat losses through walls by imposing measured
temperatures are implemented. Details about the numerical set-up and state
of the computations are given, and first (non-converged) results are presented.
Such a study represents a starting point for coupled LES simulations which
could provide a better understanding about the role of radiation in the investi-
gated CO2-diluted flame, but also to elucidate the mechanisms responsible of
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Figure 7.2: Temperature and laminar flame speed against the molar fraction of
diluent Xd for Flame A and B computed with the GRI 3.0 mechanism. Extracted
from Jourdaine (2017).
the similarity in wall temperature and heat fluxes distribution that has been
experimentally observed.
7.2 CO2 dilution in oxy-methane flames: Thermal
and chemical eﬀects
In CO2-diluted oxy-methane flames nitrogen from air is totally or partially
replaced by carbon dioxide. The presence of CO2 among the reactants has
several eﬀects on the combustion process: thermal, chemical and radiative.
In this section, thermal and chemical eﬀects are first discussed by comparing
Flames A and B of the Oxytec configuration.
It is known that increasing the CO2 dilution of the combustible mixture de-
creases the laminar burning velocity and the adiabatic flame temperature.
The two flames investigated in this thesis work, Flame A (methane-air) and
flame B (CO2-O2-CH4) have been compared in terms of adiabatic temperature
and laminar flame speed as a function of the molar fraction of the diluent (N2
for the flame A and CO2 for the flame B) in Jourdaine (2017). Figure 7.2
clearly shows that both Tad and SL decrease with the increasing of the diluent.
Moreover it can be seen that to ensure that Flame B has the same adiabatic
flame temperature, Tad = 2195 K, of Flame A, a molar fraction of CO2 equal
to XCO2 = 0.68 is needed.
Temperature profile obtained in 1D simulations of A and B Flames through GRI
3.0 mechanism (Smith et al. 2011) is shown in Fig. 7.3: even if the two flames
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Figure 7.3: Temperature profile for Flame A (black solid line) and B (red dashed
line) computed with the GRI 3.0 mechanism.
are diﬀerent in composition and laminar flame speed, they are characterized by
a very similar temperature profile.
Chemical and thermal eﬀects due to the presence of carbon dioxide among
the fresh reactants has been widely investigated in literature (Glarborg and
Bentzen (2007), Halter et al. (2009), Cong and Dagaut (2008), Mazas et al.
(2010), De Persis et al. (2013), Xie et al. (2013), Liu et al. (2003), Chan et al.
(2015)). These studies highlight that the impact of CO2 on laminar burning
velocity and adiabatic flame temperature is mainly due to:
• transport and thermal properties of the mixture
• chemical eﬀect of CO2 in reaction mechanisms
In order to separate thermal and chemical eﬀects of CO2 dilution, a common
strategy consists in replacing the CO2 of the unburnt mixture with a fictitious
species characterized by identical thermal and transport properties as CO2 but
which does not take part to the chemical reactions, as it was done in the work
of Liu et al. (2003) and Halter et al. (2009).
When CO2 is present instead of N2, mass/thermal diﬀusivities and specific
heat capacity of the mixture change. Specifically, the heat capacity cp of car-
bon dioxide is higher than the one of nitrogen (41.0 J mole 1 K 1 vs 34.2
J mole 1 K 1). The eﬀect is that to lower flame temperature and laminar
flame speed compared to conventional combustion in air, for the same mole
fraction of diluents in the oxidizer.
As concerning the chemical eﬀect of CO2 dilution, several studies (Glarborg
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Figure 7.4: Profiles of H (left) and OH (right) radicals for Flame A (black solid line)
and B (red dashed line) computed with the GRI 3.0 mechanism.
and Bentzen (2007), Cong and Dagaut (2008), Xie et al. (2013)) indicate that
the most important chemical contribution of carbon dioxide in hydrocarbon
combustion is related to the following reaction:
CO2 +H $ CO +OH
Thus, the CO2 competes for H radicals with the most important chain branch-
ing reaction in combustion process:
H +O2 $ O +OH
As a consequence, the concentration of important radicals is reduced limiting
the fuel burning rate.
One dimensional flames representative of A and B configuration are simulated
using GRI 3.0 mechanism (Smith et al. 2011). The lower concentration of some
important radicals, such as H and OH, in the flame B compared to the A, can
be observed in Fig. 7.4.
Apart from thermal and chemical eﬀects, presence of carbon dioxide in reactant
mixture is also responsible of radiative eﬀects enhanced by the absorption of
CO2 in the fresh gases. Such eﬀect is illustrated in the next section.
7.3 Radiation eﬀects of CO2 dilution in oxy-methane
flames
7.3.1 State of the art
While thermal and chemical impact of carbon dioxide in CO2-diluted flames
has been widely studied in the past, a few studies exist in literature about
the radiative contribution of this participating species when present also in the
fresh mixture.
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Ju et al. (1998) studied 1D planar premixed methane flames in O2/CO2 atmo-
sphere by accounting for non-gray radiation of participating gases. Radiative
transfer equation is solved by Discrete Ordinate Method, while spectral ra-
diative properties of gases are included with a statistical narrow band model
(SNB).
The study shows that the presence of a strongly absorber, such as fresh CO2,
leads to higher burning velocities widening the extinction limits of the investi-
gated flames. Results are compared to an adiabatic 1D flame, where radiation
is neglected, and a case where radiation is accounted through the optically thin
assumption. It is shown that the lowest burning velocities are found when the
gas is considered as optically thin, while the highest ones are found when spec-
tral radiation is solved. However, this work presented only a numerical study,
since no experimental data on laminar flame speed in planar flames exhibiting
optically thick conditions were available, in order to validate numerical results.
A very similar work is performed by Ruan et al. (2001) together with the
author of the previous work adding the comparison with some experimental
data obtained from particle laden flame. However, the large heat capacity of
particles was not able to confirm the radiation eﬀect.
A more recent work conducted by Chen et al. (2007) investigates the eﬀects
of spectral radiation absorption on the flame speed of CO2 diluted outwardly
propagating CH4 O2 He flames. DOM is used to solve the radiative transfer
equation together with a statistical narrow band model more detailed than the
one used in Ju et al. (1998), the SNB based correlated-k method, and adapted
for spherical flames.
Both experimental and numerical investigations are performed in this work.
Results show that the optically thin approach highly under-predict the laminar
flame velocity while SNB narrow-band gray model over-predicts it. Results ob-
tained with the SNB-CK model adapted to spherical flames, can well reproduce
experimental data.
Experimental and numerical investigations of laminar flame speed SL of spher-
ically expanding flames of methane and air in presence of various diluents,
among which CO2, are also performed in Qiao et al. (2010) by comparison
with experimental data. The inadequacy of the optically thin assumption with
a grey gas model is shown for CO2-diluted flames; results obtained with the
optically thick model, even they over-estimate SL, are in better agreement with
experiments compared to the optically thin model.
The objective of the present study is to investigate the impact of radiation on
the laminar flame speed of a 1D steady flame of CH4  O2   CO2. The flame
retained in this study is the flame B of the Oxytec application, characterized
by a high CO2 concentration.
The EM2C radiation solver, Rainier, is coupled to AGATH, a library to com-
pute thermodynamics, transport and kinetics properties which also solves 0D
and 1D sets of equations found in reactive flows. Spectral radiative proper-
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ties are considered for participating species, CO2 and H2O, through the c  k
model.
Spectral absorption bands of hot burnt gases and fresh absorber are analyzed to
investigate the radiative heat losses. Simulations also highlight a big influence
of the domain extention on the laminar flame speed.
7.3.2 Numerical methods
As already mentioned AGATH and Rainier solvers are coupled to each other
in order to include the radiative source term in the energy conservation equa-
tion. The energy and chemical species conservation equations for steady planar
premixed-gas flames are solved in AGATH solver. AGATH communicates with
the radiation solver that is in charge to solve the Radiative Transfer Equation
after receiving temperature, species concentration and pressure profiles from
AGATH. Once Rainier has solved the RTE, it sends the radiative power PR to
AGATH solver that includes it in the energy conservation equation.
In 1D geometries it is possible to obtain a semi-analytical solution of the RTE,
consequently the radiation solver uses analytical methods to obtain the radia-
tive source term (Modest (2013), Taine et al. (2014)).
Thus, the only approximation used in this study to solve the RTE is the c-k
distribution model (Goody et al. 1989) presented in Chapter 1, in order to
account for the spectral radiative properties of gases. For methane oxidation,
the GRI-MECH 3.0 (Smith et al. 2011) is used.
Upstream boundary conditions for AGATH solver are: ambient temperature
(300 K) and composition, while downstream boundary conditions are zero-
gradient.
As concerning the radiation solver, inlet and outlet boundary conditions are
considered as two infinite parallel blackbody walls. Ambient temperature and
burnt gases temperature are assumed, respectively, at upstream and down-
stream boundary conditions.
The configuration retained to assess the radiation eﬀect on the laminar flame
speed is a freely propagating steady premixed flame of CH4 O2 CO2, with the
concentrations of the Flame B investigated in the Oxytec campaign. Radiation
impact is investigated by comparing the Flame B to the Flame A, i.e. the
methane-air flame presented in Chapter 4.
The characteristics of the investigated flames are summarized in Tab. 7.1.
7.3.3 Results
First, results on the CO2-diluted oxy-methane flame are presented in two in-
vestigated cases, i.e. with and without accounting for radiative heat losses.
Figure 7.5 (top) shows the temperature profiles for the two cases.
It can be observed that when radiation is accounted, variations in temperature
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Flames   Tad [K] SL [m/s] YCH4 YO2 YN2 YCO2
A 0.95 2192 0.36 0.0525 0.2208 0.7267 -
B 0.95 2192 0.21 0.0572 0.2404 - 0.7024
Table 7.1: Characteristics of the investigated Flames A and B: equivalence ratio,
adiabatic flame temperature, laminar flame speed without radiation and reactants mass
fractions. The GRI 3.0 mechanism (Smith et al. 2011) is used.
Figure 7.5: Temperature profile with and without radiation (left) and radiative power
profile (right) for Flame B.
profile appear. Compared to the adiabatic case, three main diﬀerences can be
found:
• temperature increases in the pre-heating zone;
• the peak temperature is slightly higher than the adiabatic value Tad;
• burnt gases temperature decreases.
These observations can be explained looking at the radiative power displayed in
Fig. 7.5 (bottom): radiation absorption and emission phenomena are involved
in both unburnt and burnt gases. Precisely: in the fresh mixture, only one
species participates to the radiative heat transfer, CO2 (since CH4 radiation is
neglected). The net radiative power in the fresh mixture is mainly absorbed, as
indicated by positive values of radiative power. Thus, fresh CO2 present in the
unburnt mixture absorbs the radiation emitted by hot products. This radiation
absorption operated from fresh CO2 is responsible of a radiative pre-heating of
the unburnt mixture. As a consequence the peak temperature is higher than
one observed in adiabatic conditions.
Downstream the flame, radiative power is negative, meaning that hot burnt
gases mainly emit radiation and their temperature is decreased.
Figure 7.6 compares temperature and radiative power profiles in a methane-air
flame (Flame A) and in a CO2-diluted flame (Flame B).
Contrarily to Flame B, radiative power is obviously null upstream the flame
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Figure 7.6: Radiative power (left) and temperature profile (right) in flames A and B.
in Configuration A, while it is diﬀerent than zero on the flame front and down-
stream the flame because of the presence of participating species in burnt gases.
Because of the lower CO2 concentration in burnt gases and the absence of CO2
in the fresh mixture, the radiative power of Flame A is several orders of mag-
nitude lower than one obtained in the Flame B. On the contrary, when fresh
CO2 is present, the radiative power, emitted and absorbed, becomes very high.
In order to understand what happens from the point of view of radiative heat
transfer, the absorption coeﬃcient averaged over each band is plotted against
the wavenumber for both fresh carbon dioxide and hot burnt gases in Fig. 7.7.
It can be noticed that the absorption bands of the fresh mixture, where the
Figure 7.7: Absorption coeﬃcients for pure CO2 at 300 K (blue dashed line) and hot
burnt gases (H2O and CO2) at 2200 K (orange solid line).
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only participating species is CO2, are narrower than the ones of the hot gases
because: a) H2O is not present in fresh gases and b) CO2 bands at high tem-
perature are broader than ones at 300 K.
For this reason, most of the radiation emitted downstream by burnt gases can-
not be absorbed upstream. Such mechanism is then responsible for the heat
losses.
These observations justify the importance of accounting for spectral radiative
properties of participating gases in order to catch the mechanisms responsible
of the radiative heat losses present in CO2-diluted flames. Indeed, the use of an
optically thin model would neglect the radiation absorption from fresh gases,
and, consequently, no variation in the temperature profile could be observed in
the pre-heating region. Moreover, neglecting the absorption in the burnt gases,
would overestimate the heat losses, leading to an underestimation of burnt gases
temperature in the post-flame region, as it is found in Ju et al. (1998).
The impact of radiation absorption observed on temperature profiles has an
eﬀect also on the laminar flame speed of CO2-diluted flames, as it has been
seen in literature, and this eﬀect is discussed in the next section.
Impact of radiation on laminar flame speed
Figure 7.8 shows the predicted laminar flame speed for the two investigated
flames, i.e. with and without CO2 dilution, in two diﬀerent conditions, i.e.
with and without accounting for radiation, as a function of the equivalence ra-
tio.
In Flame A, since reabsorption does not aﬀect the flame front, SL is not im-
pacted. In presence of radiation, burnt gases are cooled downstream without
perturbing the flame reactive layer.
It may be interesting to look at the eﬀects of radiation on the fuel reaction rate
!˙CH4 , which, in turns, depends on temperature. Temperature and methane
reaction rate profiles, for the two investigated flames, with and without CO2
dilution and with and without accounting for radiation, are plotted in Fig. 7.9.
For the Flame A (Fig. 7.9 left), no variations of temperature (on the top) are
observed with and without radiation in the pre-heating zone and flame front.
The only variations are found in the post-flame region where burnt gas tem-
perature decreases, due to radiation heat losses. As a consequence, methane
source term (on the bottom) is not modified by adding radiation heat losses.
On the contrary, when carbon dioxide is present in the fresh mixture (Fig. 7.9
right), as already observed, temperature variations can be found in pre-heating
zone, front flame and post-flame zone (on the top). Consequently, fuel reaction
rate (on the bottom) is also impacted: because of the increasing of temperature
in the flame front due to radiation, the maximum of !˙CH4 increases. Indeed,
from Fig. 7.8, it can be seen that, for the CO2-diluted flame, laminar flame
speed increases when radiation is considered.
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Figure 7.8: Predicted laminar flame as a function of equivalence ratio for flames A
(red) and B (blue) in adiabatic conditions (solid line) and with radiative heat losses
(dots).
The reason for which SL increases in presence of radiation can be found in the
definition of the flame speed.
The laminar flame speed measures the velocity at which the flame front moves
in respect to the fresh gases in 1D geometry and it can be defined as (Poinsot
and Veynante 2005):
SL =   1
⇢1(Y 1F   Y 2F )
Z +1
 1
!˙Fdx (7.1)
where ⇢1 is the fresh gases density, Y 1F and Y 2F are the fuel mass fractions in
fresh and burnt gases, respectively, and !˙F is the reaction rate of fuel which is
integrated along the normal to the flame front x.
Finally, the temperature increase in the flame front due to radiation absorption
leads to an increase in the fuel reaction rate. Consequently, the laminar flame
increases as well.
Results presented in this section consider a computational domain of 25 cm,
whose boundaries are located at x0 = -15 cm and x1 = 10 cm. However, in
computations performed on wider domains, it has been observed that laminar
flame speed strongly depends on the position of the upstream and downstream
boundaries. This phenomenon is discussed in the following.
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Flame A Flame B
Figure 7.9: Temperature (top) and methane source term-temperature (bottom) pro-
files for flames A (left) and B (right). Solid line: radiation is accounted; dashed line:
adiabatic case.
Eﬀect of domain extention on laminar flame speed
The value of laminar flame speed predicted in computations accounting for ra-
diative heat losses depends on the extension of the retained domain, as also
observed by Ju et al. (1998).
In the present study, in order to understand the origins of such an impact, two
cases are investigated:
• in the first one, the upstream boundary location, x0, is fixed at  15 cm,
and the downstream one is varied;
• in the second case the downstream boundary location, x1, is fixed at 10
cm (coherently with the order of magnitude of the investigated combus-
tion chamber), and x0 is the varied parameter.
Concerning the first case, Fig. 7.10 illustrates the decreasing of laminar flame
speed (top) and burnt gases temperature (bottom) with the position of the
downstream boundary, x1. The laminar flame speed of the CO2-diluted oxy-
methane flame lowers with the increasing of the downstream domain until reach-
ing a constant value, equal to 0.25 m/s for x1 higher than 3 meters. However
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the laminar flame speed remains higher than the one obtained in adiabatic con-
ditions, represented by the blue dashed line.
The fact that SL reaches a constant value for x1 > 3 m, means that fresh
Figure 7.10: Laminar flame speed (top) and burnt gas temperature (bottom) as a
function of the downstream boundary position in adiabatic conditions (dashed line)
and with radiative heat losses (blue diamonds) for the Flame B.
CO2 reabsorption is not aﬀected by hot gases emitting at a distance larger than
x1 = 3 m. This observation can be demonstrated by looking at Fig. 7.11. On
the top, the dimensionless equilibrium spectral intensity at 300 K, correspond-
ing to the temperature of CO2 in the fresh mixture, shows that the maximum
emission of fresh carbon dioxide takes place around 700 cm 1; moreover, the
emission bands of fresh CO2, highlighted with red rectangles, show that only
one band is responsible of re-absorption, and it is comprised in [400, 1200]
cm 1.
On the bottom, the spectral transmissivities of hot gases at x1 = 0.1 and 3 m
are shown. The characteristic length is chosen to be equal to x1. Focusing on
the main absorption band of CO2, it can be seen that the transmissivity of fresh
CO2 decreases with x1. In other words, absorption from fresh CO2 increases
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Figure 7.11: On the top: dimensionless spectral intensity of a black body at 300 K.
On the bottom: spectral transmissivity of a column of hot gases issued from Flame
B with a characteristic length, l, of 0.1 m and 3 m accounting for the corresponding
burnt gases temperature (2195 K and 1837 K, respectively). The horizontal dashed line
denotes the limit of the optically thin medium. Red areas highlight absorption bands of
fresh CO2. Both plots are in semi-logarithmic scale.
with x1 because the higher x1, the thicker becomes the column of burnt gases.
As a consequence, further increase of x1 do not lead to further decrease of tem-
perature in the radiative pre-heating zone. This can be observed in Fig. 7.12,
where temperature profile in the pre-heating zone is shown for x1 = 0.1 m, 3 m
and 5 m. The fact that the temperature in the preheating zone does not vary
for x1 larger than 3 m implies that the laminar flame speed reaches a plateau
in correspondance of high values of x1, as seen in Fig. 7.10.
Contrarily to SL, the burnt gases temperature at the downstream boundary
(Fig. 7.10 bottom) continues to fall, even for high values of x1 (x1 >> 10 m).
This can be explained by the observation that the radiation received by hot
gases coming from the left side of the domain is constant. However, due to the
214 Chapter 7 - Towards coupled simulations of CO2-diluted oxyflames
Figure 7.12: Temperature profile in the radiative pre-heating zone of Flame B for
three values of the downstream boundary condition x1: 0.1 m, 3 m and 5 m.
presence of emission bands of hot gases characterized by a high transmissivity (
Fig. 7.11 bottom), there will be a part of radiation that still leaves the domain.
In Fig. 7.10 (bottom) it can be seen that Tb reaches a constant value for very
high values of x1, corresponding to large optical thickness: all emitted radiation
is re-absorbed within the downstream region of burnt gases.
High values of x1 (of the order of meters) are not of practical meaning for semi-
laboratory combustion chambers like the one retained in this study. For this
reason, before proceeding to study the eﬀect of the upstream boundary condi-
tion, the value of x1 is fixed. The downstream boundary location is chosen to
be equal to 10 cm, which is coherent with the order of magnitude of the Oxytec
chamber width.
Once again, SL and Tb are represented in Fig. 7.13 as a function of the domain
extension, but this time the varied parameter is x0.
Contrarily to the previous case where SL decreases with x1, when x0 is moved
further upstream, the laminar flame speed increases. Its value goes from 0.25
m/s for the case where the domain width is equal to [ 15 cm; 10 cm], to 0.36
m/s when x0 is located one hundred meters far from the flame front.
Figure 7.13 indicates a very high impact of the length covered by the unburnt
mixture on both SL and Tb that, contrarily to the first case, increases with high
x0. For a better understanding, temperature profiles are shown in Fig. 7.14 for
1D flames considering x0 = -0.5 cm, -10 m and -100 m. It can be seen that
when x0 is very far from the flame front, temperature in pre-heating zone in-
creases because more absorption occurs. For this reason x0 strongly impact SL.
As the pre-heating temperature increases, the flame speed also increases through
the higher chemical rates and thermal and mass diﬀusivities.
The increasing of T ⇤ due to higher temperature in the pre-heating zone when
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Figure 7.13: Laminar flame speed (top) and burnt gas temperature (bottom) as a
function of the upstream boundary position in adiabatic conditions (dashed line) and
with radiative heat losses (diamonds) for the Flame B.
longer mesh are considered, makes the burnt gases temperature increase on the
downstream boundary.
Asymptotic behaviors do not provide practical information: flames with an
infinite domain of fresh and/or burnt gases do not exist. Consequently, the
domain length has to be imposed in order to obtain a realistic value for the
laminar flame speed in 1-D DNS simulations. Such length is case-dependent
and it has to be chosen accordingly to the retained configuration.
For a domain size coherent with the Oxytec chamber length, i.e. x0 = -0.1 m
and x1 = 0.1 m, the variation observed on the laminar flame speed compared to
the adiabatic case is 16%: 0.25 m/s against 0.21 m/s of the adiabatic conditions.
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Figure 7.14: Temperature profiles of 1D flames for three values of the upstream
boundary condition x0: -0.5, -10 and -100 m.
Conclusions and perspectives
The impact of reabsorption on laminar flame speed in CO2-diluted flames is
discussed in the context of a CO2-diluted oxy-methane flame (Flame B). The
analysis provides a quantification of such an impact for the investigated con-
figuration.
Results show that when accounting for radiation, the laminar flame speed is in-
creased by 16% compared to the value obtained in adiabatic simulations (SL =
0.25 m/s instead of 0.21 m/s). Spectral radiative properties, obtained with the
narrow band model used in this study, provide interesting information about
the origin of such an impact. The main mechanism responsible of the change in
SL is the absorption of thermal radiation operated from carbon dioxide, present
in the fresh mixture.
However, the variation observed in the laminar flame speed value strongly de-
pends on the domain size.
The eﬀect of the mesh extension has been analyzed by varying the position of
the hot side boundary first, and then by imposing this last one and varying the
upstream boundary location. As already observed by Ju et al. (1998), the ef-
fect of the downstream domain position vanishes for domain length of the order
of the meter (x = 1-3 m in the present study), while the upstream boundary
location aﬀects the laminar flame even after one hundred meter.
Concerning the future perspectives, it could be interesting to include these ra-
diation eﬀects in coupled simulations. In coupled DNS simulations, since the
flame front is totally resolved, radiation eﬀects on laminar flame speed can be
faithfully predicted. However, reproducing such eﬀects in a coupled LES simu-
lation may be more complicated, because the flame thickness in LES does not
correspond to the real one and this may lead to wrong information about the
impact on flame speed.
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In literature, the works investigating radiation impact on flame speed do not
consider the possibility to extend the study in an LES context. Then, a solution
would be needed for coupled LES simulation of flames diluted with radiative
absorbers.
In this context, it might be necessary to study the eﬀect of radiation on laminar
flame speed of 1D thickened flames; such an analysis would allow to quantify
the error made on the predicted laminar flame speed with the goal to correct
it in coupled LES simulations. However, some complications could arise from
the observation that the radiative environment in 1D flames is not the same as
the one found in real configurations, making the study more challenging.
7.4 Towards LES of the CO2-diluted oxy-methane
flame
First numerical simulations of the CO2-diluted oxy-methane flame (Flame B),
investigated during the Oxytec experimental campaign, are started in this the-
sis.
Non-coupled LES accounting for wall heat losses have been implemented. How-
ever, given the high computational demand of the simulations of the Oxytec
chamber, only 460 ms of such computation have been simulated. These first
results represent a starting point for a future study.
7.4.1 Numerical set-up of LES of Flame B
The set-up of Large Eddy Simulation of the Flame B, which is very similar to
the one retained for Flame A, is described in this section.
Configuration
Switching for Flame A to B in the Oxytec chamber does not require any mod-
ification to the chamber design, then the geometrical domain is the same for
both the flames.
As a consequence, the same computational domain used in LES of Chapter 4
is retained.
Procedure
The simulation procedure followed for the Flame B simulation is the following:
• LES of the non-reacting flow are first performed: CH4-O2-CO2 mixture
at 300 K and atmospheric pressure is injected in the burner characterized
by adiabatic walls. 100 ms have been simulated in order to retrieve a
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swirled flow inside the chamber.
• When the chamber is partially filled by fresh mixture, ignition is sim-
ulated through the introduction of a kernel sphere inside the chamber,
placed at 60 mm far from the axis chamber to keep the same distance of
the experimental ignition electrode from the axis.
• At the moment of the ignition the boundary conditions of the chamber
walls are switched from adiabatic to iso-thermal.
Boundary conditions for the reacting flow
As for Flame A simulations, the boundary conditions are standard Navier-
Stokes characteristic boundary conditions (NSCBC, Poinsot and Lelef (1992))
and are set according to the experimental data.
Boundary conditions imposed for the reacting flow of Flame B with iso-thermal
walls are summarized in Tab. 7.2.
Boundary Condition Physical variables Relax coeﬃcients
Fresh mixture Inlet
m˙ = 0.00510 kg.s 1
T = 300 K
YCH4 = 0.057176, YO2 = 0.240422
YCO2 = 0.702402
50 000 s 1
Atmo Inlet
m˙ = 0.1 kg.s 1
T = 300 K
YO2 = 0.233
YN2 = 0.767
50 000 s 1
Outlet P = 101325 Pa 500 s 1
Walls Isothermal wall law -
Table 7.2: NSCBC conditions imposed on the boundary in the reacting flow simula-
tion.
The temperature field imposed on the chamber walls (bottom chamber, quartz
and convergent) is extrapolated from experimental data obtained from LIP
measurements of Degenève et al. (2019a).
Combustion model
The combustion model used in Non-Adiabatic LES of Flame B, as for the Flame
A, is the Thickened Flame model (TFLES, Colin et al. (2000)).
A global two step reaction mechanism, named 2S-CM2-JB2 (Bibrzycki and
Poinsot 2010b), developed for methane flames in O2/CO2 atmosphere, is used.
The 2S-CM2-JB2 is obtained from the 2S-CM2 (Bibrzycki and Poinsot 2010a),
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used in LES of Flame A, by readjusting the Arrhenius parameters.
The reduced mechanism is validated for   in [0.6, 1.4], T= 300 K and P = 1
atm, and for a CO2 mole fraction in the oxidizer up to 70 %. The operating
conditions of Flame B are then comprised in the validation range of the mech-
anism.
The global two step mechanism retained in this study, that will be named JB2
in the following, is compared to Aramco 1.3 mechanism (Metcalfe et al. 2013),
an accurate chemical kinetic mechanism including 253 species and 1542 elemen-
tary reactions, which has been shown to well predicted experimental data in
flames of oxy-methane mixtures diluted with CO2 (Almansour et al. 2015). A
comparison between temperature predictions obtained with JB2 and Aramco
1.3 is shown in Fig. 7.15. Adiabatic temperature predicted by JB2 is slightly
over-predicted (15 K), in comparison to results for the detailed mechanism.
Also the laminar flame speed is slightly higher in JB2 (0.226 m/s) compared
to Aramco (0.215 m/s).
As concerning CO2 mass fraction in burnt gases, shown in Fig. 7.16, it is
Figure 7.15: Temperature profile of 1D simulation of Flame B obtained with 2S-
CM2-JB2 (red dashed line) and Aramco 1.3 (blue solid line).
slightly under-predicted in JB2 compared to the detailed mechanism (0.827 in-
stead of 0.829).
Small discrepancies are finally observed in the comparison between the two
step and the detailed mechanism: an error of 5% is obtained on the laminar
flame speed, while errors lower than 1% are found on adiabatic temperature
and CO2.
7.4.2 Preliminary results
A physical time equal to 460 ms has been simulated for the reacting flow sim-
ulation of Flame B with iso-thermal wall.
Since the Flame B configuration is characterized by a bulk velocity which is 1.5
times lower than Flame A, its residence time is even larger than A configura-
tion. This means that the convergence time, equal to 4⌧ = 1.5 s in Flame A,
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Figure 7.16: CO2 mass fraction profile of 1D simulation of Flame B obtained with
2S-CM2-JB2 (red dashed line) and Aramco (blue solid line)
will be very long in this last investigated case.
However first results, even if still not converged, appear encouraging: Fig-
ure 7.17 shows the mean axial velocity field averaged on 80 ms (on the left)
and axial and radial velocity profiles (on the right) for three diﬀerent heights
along the chamber. The flame position is highlighted by the iso-surface of the
heat release rate at 4⇥ 107 W /m3.
Velocity profiles show a very good agreement with experimental data, both
at the burner exit (x = 5 mm) and in the flame region (x = 40 mm). This
comparison is striking, since only slight mismatch appears between numerical
results and experimental data of Flame B, while, in the simulations of the Flame
A, more discrepancies are found. Indeed the axial velocity peaks extracted from
LES of Flame A are overestimated compared to experiments, while it is not the
case for Flame B.
This diﬀerence is surprising since Flame A and B, as already specified, are
characterized by the same computational domain and same numerical models.
7.4.3 Preliminary quantification of radiative heat transfer in
Flame B
In order to estimate the radiative role of the high concentration of carbon diox-
ide in burnt gases of Flame B, a non-coupled radiative transfer simulation has
been performed with the solver Rainier.
However, preliminary results are not converged because, as already seen for
Flame A, enthalpy losses inside the combustor take several hundreds of mil-
liseconds before converging. As a consequence, gas temperature inside the
chamber is still too high compared to the one expected at the steady state.
Rather than performing a radiative simulation of a solution which is still far
from the real one, an alternative way to obtain a more realistic quantification
of the radiative heat flux in the configuration B is considered. It is based on the
observation that A and B flames are very similar in terms of flame topology,
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Figure 7.17: On the left: mean axial velocity field. Black line is the iso-contour
of mean heat release equal to 4 ⇥ 107 W m3. On the right: axial and radial velocity
profiles for three heights along the chamber: x = 5 mm, x = 20 mm , x = 40 mm.
temperatures and wall fluxes.
Then, the temperature field retained for the radiative simulation of Flame B is
taken from an instantaneous converged solution of Flame A, assuming that this
is very similar to the gas temperature field corresponding to the Flame B. Also
the distribution of CO2 and H2O fields is taken from a converged solution of
Flame A, but their values are replaced by the ones corresponding to the burnt
gases concentration of the Flame B.
Figure 7.18 shows the instantaneous CO2 field extracted from non-converged
LES of Flame B (top) and the CO2 field retained for the presented simulation
(bottom) which is characterized by the same spatial distribution of CO2 field
in Flame A but with values coming from Flame B.
Starting from the two instantaneous solutions of Flames A and B, radiative
transfer simulations have been performed and their results are summarized in
Tab. 7.3. The Flame B is characterized by a molar fraction of CO2 in burnt
gases around 7 times higher than Flame A. As a consequence the integrated
radiative power of Flame B,
R
PRdV , is more important (50 % higher) than
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Figure 7.18: Instantaneous field of CO2 molar fraction taken from preliminary LES
of Flame B (top) and its adaptation to the spatial distribution of CO2 field taken from
converged LES of Flame A.
the one obtained in the configuration A.
Flame XbCO2 XbH2O
R
PRdV [kW ]
R
P edV
R
P adV Wall Flux [kW ]
A 0.09 0.19 -2.90 10.6 7.7 1.60
B 0.72 0.26 -4.35 64.3 60.0 2.51
Table 7.3: For the two investigated Flames (A and B): burnt gases molar fraction;
net, emitted and absorbed radiative power; wall radiative flux.
Integrated values of emitted and absorbed radiative powers and radiative wall
heat fluxes are also shown in Tab. 7.3. For a better understanding, instanta-
neous fields of radiative power are shown in Fig. 7.19 for both the configura-
tions. Since the retained solutions are characterized by the same temperature
field and same spatial distribution of participating species, absorbing and emit-
ting regions are mostly the same for Flames A and B. However, the very high
concentration of both fresh and hot CO2 in Flame B, enhances emitted and
absorbed radiative power, compared to Flame A. The integral of emitted and
absorbed power in Flame B is, respectively, 6 and 8 times higher than values
obtained from the methane-air flame.
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Figure 7.19: Instantaneous fields of radiative power taken from instantaneous solu-
tions of radiative heat transfer for Flame B (top) and Flame A (bottom).
Degenève et al. (2019a) found that the enhancement of radiative transfer from
high CO2 concentration, surprisingly, does not increase experimental total wall
heat losses when switching from A to B configuration.
The preliminary study carried out in the present work allows to quantify the
radiative contribution to the wall fluxes. The numerical wall radiative fluxes,
integrated on the chamber walls, appear 1.6 times higher in Flame B compared
to Flame A. The active part of the radiative heat flux across the quartz win-
dows, i.e. the part which is not transmitted through the viewing windows, is
plotted along the quartz axis in Fig. 7.20 (left) for both A and B configurations.
On the right, the experimental conductive flux from Degenève et al. (2019a) is
shown.
For X < 0.05 m, corresponding to the region in proximity of the Outer Recir-
culation Zone (ORZ), one can observe very high radiative wall fluxes in both
the configurations. Indeed, quartz mean Planck emissivity, shown in Fig. 6.2,
is high in this region, because of its low temperature.
As concerning the flux repartition interesting this region, it can be seen in
Fig. 7.20 (left) that radiative flux is higher in configuration B than A; besides,
PIV from Jourdaine et al. (2017), show that the convective flux in this region
is very low, for both configurations.
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Figure 7.20: Numerical radiative flux (on the left) and experimental conductive flux
(right) along the along the quartz axis X (Y=0).
Experimental conductive fluxes (right plot in Fig. 7.20) also show slightly higher
values for Flame B in the region in proximity of ORZ. The diﬀerence between A
and B experimental conductive fluxes, for X < 0.03 m, could be then explained
through the enhanced radiative flux characterizing the Flame B compared to
A, as shown in Fig. 7.20 (left).
The high temperature region of the quartz is comprised inX = [0.05m; 0.12m].
Here the radiative flux is close to zero for Flame A: its value is negative, mean-
ing that this region is dominated by emission, and very small, and it is negligible
compared to convective flux observed in Flame A (Fig. 4.36). As a consequence
in Flame A, wall flux on this region is completely due to convective fluxes.
In the same region, for Flame B, radiative flux is higher and positive, meaning
that the flux is mainly absorbed. As a consequence the radiative flux tends to
increase wall thermal load. However, one should consider that Flame B is char-
acterized by a lower convective heat transfer compared to A: indeed, injection
bulk velocity is smaller in Flame B compared to A, in order to match the same
thermal power. This observation may explain the similarity in experimental
profiles of wall heat fluxes for this special region (X = [0.05 m; 0.12 m]): there
is a counterbalance between convective and radiative wall fluxes among the two
investigated flames, such that convective fluxes are higher in A than B, but ra-
diative fluxes are smaller in A compared than B, thus making total wall fluxes
close to each other.
By comparing A and B radiative fluxes, one can notice that their diﬀerence is
lower in the ORZ region than in the high temperature region. Gas temperature
field is assumed to be the same for the two flames in the present comparison,
thus the reason can be found in the higher optical thickness of gases in ORZ of
Flame B, since it is characterized by higher values of both XCO2 and XH2O.
These preliminary results confirm the physical analysis carried out in Degenève
et al. (2019a) and based on experimental measurements on Flame A and B.
However, one should remind that the observations drawn during this prelim-
inary study are based on a strong assumption: the same temperature field is
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considered for the two investigated cases. In reality, due to the high radiative
fluxes encountered in Flame B, gas temperature distribution will be surely af-
fected if radiation is coupled to LES, as seen in coupled simulations of Flame A
in Chapter 6. Consequently, in order to have an accurate understanding about
the heat transfer involved in the CO2-diluted flame compared to the one tak-
ing place in the methane-air flame, a coupling of LES of Flame B with thermal
radiation will be needed.
7.5 Conclusion
Experimental results performed during the Oxytec campaign showed that a
methane-air flame (A) and a CO2-diluted oxy-methane flame (B), even if very
diﬀerent in composition, share at the end a lot of common characteristics, such
as flame topology, wall temperature and heat flux distribution.
In this chapter the first numerical study about the Flame B is started. First
investigations are done in one dimension geometry by comparing an adiabatic
case to another one where radiation is accounted. Significant interest is given in
this study to the impact that reabsorption from fresh CO2 has on the laminar
flame speed. Results show that the laminar flame speed increases by 16% when
radiation is accounted. Moreover, spectral radiative properties of participating
species are considered in order to identify the origin of such phenomenon. The
variations observed on SL are mainly due to the absorption operated from fresh
CO2, which modifies the temperature profile in the radiative pre-heating zone.
However, results are conditioned by the position of the upstream and down-
stream boundary conditions. If the eﬀect of the downstream domain position
vanishes for domain length of the order of the meter (x = 1-3 m in the present
study), the upstream boundary location aﬀects the laminar flame even after
one hundred meters. Consequently, the domain length has to be imposed ac-
cordingly to the retained configuration, in order to obtain a realistic value of
laminar flame speed.
In the last part of the chapter, the first steps towards the comprehension of
the phenomena involved in the 3D configuration of the Flame B are illustrated.
Non-adiabatic 3D LES are implemented and their numerical set-up is discussed;
moreover, first results are shown and compared to experimental data. Even if
the simulation is still not converged, velocity fields look in a very good agree-
ment with experimental data.
A preliminary study of the radiative heat transfer is also carried out. In or-
der to understand the role played by radiative heat transfer in both A and B
flames, an instantaneous LES solution of Flame A is compared to a solution
characterized by the same temperature field than the Flame A but with the
hot gases concentration characterizing the Flame B.
Results show that the high concentration of carbon dioxide in the CO2-diluted
oxy-methane flame (B) enhances radiative power by 50% compared to the
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methane-air flame (A). The analysis of radiative fluxes along the quartz axis
leads to the same conclusions drawn in Degenève et al. (2019a) concerning the
distribution of experimental wall fluxes. However, for a more accurate under-
standing, radiative heat transfer should be coupled to LES.
Conclusion
This thesis is inserted in the context of multi-physics simulations involving
thermal radiation and combustion. Thermal radiation is known to play an im-
portant role in some combustion processes, such as the ones involved in the new
combustion technologies. The Oxytec chamber, experimentally investigated at
the EM2C laboratory by the team of Prof. Thierry Schuller and Dr. Clé-
ment Mirat, represents an interesting application to investigate one of the new
combustion technologies, such as the oxy-combustion. For this reason it is re-
tained as target application for the numerical simulations planned in this thesis
work. Two swirled premixed flames have been experimentally studied dur-
ing the Oxytec campaign: a methane-air flame (Flame A) and a CO2-diluted
oxy-methane flame (Flame B). Despite their diﬀerent composition, such flames
share a lot of common characteristics like thermal power, adiabatic temperature
and wall heat fluxes distribution. The first numerical simulation of the Oxytec
chamber has been performed in this study.
In order to accurately account for thermal radiation, Monte Carlo methods
are retained, which, on the other hand, are known to be computationally de-
manding. Indeed, in coupled simulations involving MC methods, most of the
computational time is consumed by the radiative solver, making such multi-
physics simulations very costly.
The objective of this thesis is to make coupled simulations of real combustion
systems computationally aﬀordable, while accounting for accurate modelling of
thermal radiation. For this reason, an alternative family of methods, known as
Quasi-Monte Carlo methods (QMC), is investigated. QMC have been applied,
in the past, only to simple 1D or 2D configurations. In this work they are, for
the first time, applied to real 3D configurations.
Major achievements
Assessment of Quasi-Monte Carlo method eﬃciency on several
3D configurations
When 3D simulations of reactive flows are coupled with accurate methods for
radiative heat transfer, such as Monte Carlo methods, the cost of a coupled
simulation can be even 10 times more expensive compared to the cost of an
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only-combustion simulation. Due to the increasing interest towards high-fidelity
multi-physics 3D simulations, it appears necessary to reduce the computational
cost of MC methods. One strategy to improve the eﬃciency of Monte Carlo
method consists in replacing the pseudo-random sequences by an alternative
sampling: the low-discrepancy sequences. The resulting method is called Quasi-
Monte Carlo method (QMC). Their advantage lies in a higher convergence rate
compared to MC methods; however, their deterministic feature does not make
possible to get an error estimation. For this reason, a randomization of QMC
(RQMC) is performed.
The low-discrepancy sequence used in this work is the Sobol sequence and the
randomization technique is the I-binomial scrambling.
RQMC are implemented in the MC solver, Rainier. The features of the radia-
tion solver are given in Chap 3: both MC and RQMCmethods are implemented,
with the possibility to use ERM and OERM formalism for each method.
The features of MC and RQMCmethods are first shown on a 2-dimensional inte-
gration problem, highlighting the higher convergence rate of RQMC compared
to MC. MC and RQMC are then assessed on three practical configurations
(turbulent channel flow, jet flame and laboratory-scale combustion chamber)
through instantaneous 3D solution fields obtained from DNS or LES. The re-
tained cases are characterized by several degrees of complexity: high pressure,
presence of soot and wall confinement. This variety of applications enables to
study the impact of QMC methods in realistic cases. Simulations results show
a significative improvement from RQMC compared to MC method in terms of
computational eﬃciency, leading to a reduction of the computational time of a
radiative heat transfer simulation of all the investigated cases by a factor that
varies from 1.8 to 2.5, depending on the configuration.
Sometimes, to reduce the computational time of a simulation, a trade-oﬀ with
accuracy has to be found. Results obtained with RQMC show that accuracy in-
crease is simultaneously obtained with a decrease in computational cost. Such
analysis anticipates the benefits of RQMC in coupled high-fidelity simulations
based on LES or DNS.
In this thesis RQMC method is therefore coupled to Large Eddy Simulation of
the target application: the Oxytec chamber.
Impact of radiative heat transfer in the Oxytec application tar-
get
Flame A
Radiation is one of the heat transfer mechanisms taking place in combustion
chambers, and, in some configurations, it plays an important role in the pre-
diction of wall thermal loads. In this study, the role of thermal radiation is
assessed in one of the flame configurations investigated during the Oxytec ex-
perimental campaign, the Flame A.
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First, Large Eddy Simulations (LES) of Flame A has been performed, impos-
ing the measured wall temperature and without accounting for radiation. LES
have highlighted two main challenges in the simulations of the Flame A.
The first challenge is the high computational cost of the simulation due to the
large residence time characterizing the Oxytec chamber. This issue required
the definition of convergence criteria in order to check the convergence status
of the computation. The second challenge, emerged from the simulation of the
Oxytec chamber, is the diﬃculty to numerically predict the recirculation zones,
typical characteristics of a swirling flow. Both non-reacting and reacting flow
simulations of the Flame A show that retrieving the position of the stagnation
point is challenging. The stagnation point is the location on the chamber axis
where the axial velocity becomes null and it marks the beginning of the inner
recirculation zone (IRZ) in the investigated configuration. Retrieving the good
position of the stagnation point is fundamental in swirled premixed flames,
since the flame stabilizes just upstream the IRZ in the studied configuration.
As concerning the numerical results obtained from LES, non-reacting flow sim-
ulation show good velocity profiles compared to experimental data, however a
discrepancy appears in the prediction of the stagnation point position.
When passing to the reacting flow simulation, velocity profiles get closer to
experimental ones, compared to non-reacting flow. However, still a slight dis-
crepancy appears in the prediction of the stagnation point.
As concerning the flame topology, LES correctly predict quenching eﬀects in the
outer shear layers due to heat losses, yielding a V-shape which is very similar
to experimental OH* chemiluminescence; however, in LES, the flame appears
more compact than the experimental one and its height is under-estimated.
A comparison on wall heat flux distribution is also carried out. The experimen-
tal trend of conductive flux is very well retrieved, the discrepancy found in the
quantitative comparison is associated to the neglect of radiative heat transfer.
Radiative heat transfer is then taken into account by coupling the MC solver,
Rainier, with the LES solver, AVBP. RQMC method is used for radiation, as
well as the correlated-k distribution model to include spectral radiative prop-
erties of gases. Due to high computational cost of such simulation, a trade-oﬀ
between accuracy and CPU cost is found, by using a computational grid for
Rainier 1.5 times coarser than the one used for LES, and by coupling AVBP
and Rainier every 54 µs of physical time.
Compared to non-coupled simulations, velocity profiles, flame topology and gas
temperature measurements are better predicted. Results let think that the sta-
bilisation of the IRZ is highly sensitive to the temperature field.An impact on
wall fluxes is also highlighted. Radiative contribution to wall flux is predom-
inant in the lower and upper regions of the quartz windows, characterized by
higher absorption. The comparison with experimental wall flux shows that the
performed coupled simulations are quite promising for predicting thermal loads
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on combustor walls. A sensible enthalpy balance confirms the importance of
accounting for radiative fluxes; indeed, 20% of the flame thermal power is lost
through radiative fluxes. Accounting for semi-transparent properties of quartz
is significant in the Oxytec configuration, since almost 35% of radiative flux is
transmitted to the exterior. However, during the last milliseconds of simulation
it is observed that the analyzed steady state is followed by a second transient,
which is not a thermal one. In this phase, flow topology completely changes,
despite position and shape of the flame remain unchanged. Such variations
are attributed to the numerical pressure oscillations arising in the computa-
tions during this second transient or to bifurcating behavior that some highly
swirling flow may show.
Flame B
The presence of CO2 in the fresh mixture of Flame B has thermal, chemical
and radiative eﬀects in a combustion process. Radiation eﬀects are investigated
in this study by coupling the radiation solver, Rainier, with AGATH, a code
solving the 1D equations for reacting flows. The analysis show that the pres-
ence of carbon dioxide in the fresh mixture has a great impact on the laminar
flame speed, SL. Because of the re-absorption of thermal radiation operated
from CO2, the laminar flame speed is increased by 16% compared to the value
obtained in adiabatic conditions: 0.25 m/s instead of 0.21 m/s.
Moreover, the variation observed in SL strongly depends on the domain size,
making then necessary to impose the numerical domain length accordingly to
the experimental configuration.
First Large Eddy Simulation of the 3D configuration of Flame B have also
been implemented, by imposing measured wall temperature on the solid parts
of the combustor. A comparison of the preliminary (non-converged) results with
experimental data seems encouraging. A preliminary study of radiative heat
transfer in Flame B is performed through a non-coupled simulation in Rainier.
Results show that the high concentration of carbon dioxide in the burnt gases of
Flame B enhances radiative power by 50% compared to the methane-air flame
(Flame A). The analysis of radiative fluxes along the quartz axis leads to the
same conclusions drawn in Degenève et al. (2019a) concerning the distribution
of experimental wall fluxes and the heat transfer mechanisms taking place in
both investigated configurations. However, for a more accurate understanding,
a coupling of LES of Flame B with thermal radiation will be needed.
Perspectives
The non-adiabatic LES of Flame B, which have been started in this thesis work,
are pursued in the PhD thesis of A. Degenève.
The Flame B represents a very interesting configuration since the high carbon
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dioxide concentration characterizing burnt gases enhances radiative heat trans-
fer. In this context the eﬀect of radiation will be further investigated in the
future by coupling LES with accurate MC methods, while adopting the numer-
ical set-up implemented in this work and described in Chapter 5.
This study will also allow to perform a more detailed comparison between
Flames A and B and to understand the mechanisms responsible of the similar-
ity in wall temperature and heat fluxes distribution, experimentally observed
in Degenève et al. (2019a), although the radiative contribution is strongly im-
pacted by the diﬀerent level of CO2 in the gaseous mixture.
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Titre: Prédiction du transfert radiatif au sein d’une flamme prémélangée swirlée à
l’aide d’une méthode Quasi-Monte Carlo couplée à la simulation aux grandes échelles
Mots-clés: Quasi-Monte Carlo, Rayonnement, Combustion, Simulation aux grandes
échelles
Résumé: La prédiction des flux aux
parois joue un rôle déterminant dans
le cycle de vie des chambres de com-
bustion. Le transfert de chaleur de la
flamme aux parois est entraîné, outre
la convection, également par le rayon-
nement des gaz chauds au sein de la
chambre. Afin d’intégrer les contribu-
tions convectives et radiatives au flux
pariétal il est nécessaire de résoudre si-
multanément l’équation de transfert radi-
atif et les équations régissant l’écoulement
réactif. Quand les méthodes de Monte
Carlo sont couplées aux simulations aux
grandes échelles (LES), de telles simula-
tions deviennent très coûteuses. L’objectif
de cette thèse est donc d’investiguer une
technique pour améliorer l’eﬃcacité de la
méthode MC, basée sur un mécanisme al-
ternatif d’échantillonnage appelée intégra-
tion Quasi-Monte Carlo (QMC). Au cours
de cette thèse, la méthode QMC a été
couplée à une simulation LES dans une
configuration où le rayonnement joue un
rôle très important : la flamme méthane-
air de la chambre Oxytec. La comparai-
son entre les simulations couplées et non
couplées avec les données expérimentales
montre que le rayonnement thermique a
un impact sur la topologie de l’écoulement
et de la flamme. Enfin, un bon accord
est trouvé entre le flux de chaleur parié-
tal prédit par la simulation et les données
expérimentales.
Title: Quasi-Monte Carlo computation of radiative heat transfer in coupled Large
Eddy Simulation of a swirled premixed flame
Keywords: Quasi-Monte Carlo, Radiation, Combustion, Large Eddy Simulation
Abstract: The prediction of wall fluxes
is a significant aspect in the life cycle
of combustors, since it allows to pre-
vent eventual wall damages. Heat trans-
fer from flame to the walls is driven,
apart from convection, also by radiation
of burnt gases inside the chamber. In or-
der to correctly account for both convec-
tive and radiative contributions to wall
fluxes, the simultaneous solution of the ra-
diative transfer equation (RTE) and the
governing equations for reactive flows is
required. However, multi-physics simu-
lations where MC methods are coupled
to Large Eddy Simulation (LES), remain
very costly. The purpose of this study is
then to investigate improvements of MC
methods, by using an alternative sam-
pling mechanism for numerical integration
usually referred to as Quasi-Monte Carlo
(QMC) integration. In this study, QMC
method is coupled to Large Eddy Sim-
ulation (LES) of a configuration where
the radiation plays an important role:
the methane-air flame investigated dur-
ing the experimental campaign Oxytec.
Coupled and non-coupled simulations are
compared and their comparison with ex-
perimental data shows that thermal ra-
diation has an impact on both flow and
flame topology. Finally a good agreement
is found between numerical wall fluxes and
experimental conductive fluxes.
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