In this research, the radial Schrodinger equation for a newly proposed screened Kratzer-Hellmann potential model was studied via the conventional Nikiforov-Uvarov method. The approximate bound state solution of the Schrodinger equation was obtained using the Greene-Aldrich approximation, in addition to the normalized eigenfunction for the new potential model both analytically and numerically. These results were employed to evaluate the rotational-vibrational partition function and other thermodynamic properties for the screened Kratzer-Hellmann potential. We have discussed the results obtained graphically. Also, the normalized eigenfunction has been used to calculate some information-theoretic measures including Shannon entropy and Fisher information for low lying states in both position and momentum spaces numerically. We observed that the Shannon entropy results agreed with the Bialynicki-Birula and Mycielski inequality, while the Fisher information results obtained agreed with the Stam, Crammer-Rao inequality. From our results, we observed alternating increasing and decreasing localization across the screening parameter in the both eigenstates.
Introduction
Many years ago, a researcher called Kratzer [1] established a potential that has been widely studied and applied in different fields. This potential has contributed immensely to the description of molecular structure both in non-relativistic and relativistic mechanical systems [2, 3] . Prominently, the Kratzer potential is employed in the study of atomic physics, molecular physics and quantum chemistry [4] . An exact solution of the Schrodinger equation for Kratzer potential was obtained by Bayrak et al. [5] , via the asymptotic iteration method (AIM). Researchers have also modified this potential for broader applications. Sadeghi [6] studied the noncentral modified Kratzer potential with the Schrodinger equation using the factorization method. An approximate solution of the Schrodinger equation for the modified Kratzer plus screened Coulomb potential model has been obtained for diatomic molecules [7] . Of recent, a screened Kratzer potential has been proposed [8] , which has been employed to study expectation values of Lithium hydride and hydrogen chloride diatomic molecules. The Hellmann potential [9] is known to be a combination of Coulomb and Yukawa potentials.
Different authors have reported the various studies carried out with the Hellmann potential [10] [11] [12] [13] [14] [15] .
Having these lofty applications mentioned above, we are motivated to propose the screened Kratzer The concept of information theory and its application to quantum mechanical systems has attracted the attention of many researchers since its foundation was laid by C. E. Shannon [23] . Since then, the information theory found its way into communication theory [24] [25] [26] . The Shannon entropy find is significance in density functional theory [27] , the study of chemical properties of atomic, molecular and reactive systems [28] [29] [30] . Information-theoretic measures study the probability distribution across quantum mechanical states in position and momentum [31] .
In recent developments, quantum information entropies have been evaluated for different potential models [32] [33] [34] . Najafizade et al. [35] [40] investigated the Fisher information and uncertainty relation of a special potential family. Up till now, the screened Kratzer -Hellmann potential has not been studied within the framework of information theory; hence our motivation. 
Eigensolutions of Schrodinger equation with screened Kratzer-Hellmann potential (SKHP)
The radial part of the Schrödinger equation is given by [41] ;
 is the reduced mass, nl E is the energy spectrum to be determined, is the reduced Planck's constant and n and are the radial and orbital angular momentum quantum numbers respectively. By employing both the approximation Scheme [42] : ( 1) 
We also find the normalization constant by writing the radial wave function as
Eq. (10) also represents the probability density () s  . By employing the normalization condition given by
We carry out a coordinate transformation 12
Using the standard integral [43] ,
We obtain the normalization constant in eq. (13) as
.
Special Cases of Screened Kratzer-Hellmann Potential (SKHP)
Here, we consider specific special cases of interest.  If the potential parameter 1 V reduces to zero, Eq. (1) also reduces to the screened Kratzer potential given as 
Eq. (17) is consistent with the result obtained in Eq. (29) of ref. [8] .
 Setting the potential parameter 2 V equal to zero, Eq. (1) reduces to the Hellmann potential given
The energy eigenvalue relation of the Hellmann potential resulting from Eq. (18) 
Eq. (19) is consistent with the result obtained in Eq. (21) of ref. [44] .
Statistical Properties of Screened Kratzer-Hellmann Potential (SKHP)
The bound state contributions to the rotation-vibrational partition function of any system at a given temperature T is given as [45] 
Replacing the sum by an integral in the classical limit, we obtain: 
Here, the imaginary error function is defined as [ 
 Ro-vibrational specific heat capacity
Information-Theoretic Measures of Screened Kratzer-Hellmann Potential (SKHP)
It has been established that among the global information-theoretical tools, the Shannon entropy is fundamental in the uncertain measure of probability distribution of particle localization [46] . Based on position and momentum space entropies, Bialynicki-Birula and Mycielski (BBM) [47] derived the entropic relation for Shannon entropy. The uncertainty relations is better than Heisenberg uncertainty relation as it can account for higher other. The Shannon entropy relation is better than is given as [47] , . It is imperative to note that the foundation of information theory lies in the probability density function which can be obtained in both position and momentum spaces. Due to the rigorous process in obtaining these wave functions at higher states, we restrict our calculations to the low lying states, 0 and 1 nn  numerically.
The Fisher Information is a local measure information-theoretic measure of the probability distribution. It provides an insight into the density function of the probability density [39] . The Fisher information detect changes of probability density. In position and momentum spaces, it is expressed as follows: The Fisher information product can as well be expressed as [49, 50] 36 r p r p I I I  (36) .
The uncertainty relation that is used to validate the Fisher Information is the Stam, Cramer-Rao inequalities [49, 50] . For Fisher information, an increase in is an indication of a higher localization. As such, there exists a decrease in uncertainty and a corresponding increase in the level of accuracy in predicting the particle's localization. For Shannon entropy, the lower the entropic value, the higher the particle localization [48] .
Results and Discussion
In this study, we first obtained the analytical expressions of the nonrelativistic energy eigenvalues and their corresponding eigenfunctions of the SKHP using the NU method. With the help of the energy eigenvalues of Eq. (7), we generate the numerical results of the energy eigenvalues of SKHP for various potential parameters and quantum states, as shown in Table 1 . At each quantum state, the bound state energy eigenvalues increase as the screening parameter increases. The potential parameters of Eq. (1) have also been altered to obtain some special cases. These include the analytical relations for screened Kratzer potential and Hellmann potential. Our results for these special cases agree with the results obtained from the literature. The numerical results of the Hellmann potential are presented in Table 2 . These results are consistent with other results obtained by other authors (see Table 2 ).
We employed the nonrelativistic energy eigenvalues of Eq. 5), for various quantum states. In Fig. (1) , we observe a monotonous increase in the partition function as the temperature parameter increases. Also, the increase in the temperature parameter corresponds to the increase in the quantum states considered. The free energy variation with temperature, shown in Fig. (2) , exhibits first a sharp increase in energy at a particular temperature. Later, the temperature increases at a particular free energy corresponding to distinct quantum states. In Fig. (3) , we observe a slow decrease in mean energy when the temperature is almost constant. As the temperature begins to increase constantly, the mean energy remains constant for each quantum state. The behaviour of the entropy variation with temperature in Fig. (4) is very similar to Fig. (1) , where a monotonous increase is observed as the temperature increases for different quantum states considered. Fig. (5) shows the variation of the specific heat capacity with temperature for various quantum states. Here, the specific heat capacity first increases with a slow increase in temperature and then decreases to a constant level, as the temperature increases continuously. The Shannon entropy and Fisher information is evaluated for low lying states, 0 and 1 nn  for 0 and 0 lm  . In figures 6 and 7 we the probability for ground and first excited states in position and momentum space respectively to study the behavior for the SKHP model across the potential parameter. The difference in behavior here is caused by the concentration of the density distribution in their different coordinate spaces. It should be noted that the analytical derivations of the entropic information are very cumbersome. As such, we refer our readers to Refs. [35] [36] [37] [38] [39] [40] for details. Figs. (8) and (9) . As it is in the position space, the same was witnessed in the momentum space. Obviously, we see an alternating increasing and decreasing localization across the screening parameter for the different spaces. It is of note that the BBM inequality was satisfied. Figures 10 and 11 we studied the behavior of the potential model for Fisher information across the screening parameter. Table 3 is the numerical analysis of the Fisher information in position and momentum space. The uncertainty relation is verified in this case as presented in eqn (36) . Our result was obtained in the absence of and lm , hence, Fisher information becomes proportional to kinetic energy. And so and increasing Fisher would represent an increasing energy and an increasing localization. The momentum space of figure 11 exhibits an increasing localization for the both eigenstates. The position and momentum space witnessed a turnaround in the trend at 0.5   . 
