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Abstract
We study the e-ciency of the accelerated Newton method (Garlach, SIAM Rev. 36 (1994) 272–276) for several
orders of convergence versus Danby’s method for the resolution of Kepler’s equation; we 7nd that the cited method of
order three is competitive with Danby’s method and the classical Newton’s method. We also generalize the accelerated
Newton method for the resolution of system of algebraic equations, obtaining a formula of order three and a proof of
its convergence; its application to several examples shows that its e-ciency is greater than Newton’s method. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
One of the problems frequently appearing in the Celestial Mechanics literature is the resolution
of the famous Kepler’s equation. This problem has been widely studied from Newton’s days and
its resolution has been considered in several ways; in Danby’s words [2] “the subject is open and
there is plenty of scope for further invention”. In this paper, we try to walk one more step in the
iterative resolution of this problem.
One of the usual ways to solve algebraic or transcendental equation is by the mean of iterative
algorithms. The functional iteration is the easiest and more used, its convergence is linear; never-
theless, when a very good approximation is required, one must consider methods of higher order of
convergence. The Newton–Raphson is the most widely used, because of their simple implementation
and their quadratic order of convergence. In some opportunities, for instance, in the implementation
of symplectic methods for the integration of Hamiltonian systems [8], the use of Newton’s method
is recommended to avoid the loss of symplecticity of the numerical process.
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With the purpose of reducing the number of iteration in the determination of the roots of a
nonlinear equation, they have improved the iterative methods by increasing the order of convergence.
But this is not the panacea. It is evident that the improvement in the order of the methods requires
a great number of evaluations of function and its derivatives, which increases the computing time
in each iteration, making the method less e-cient.
Measuring the e-ciency, as usual, in the form
e-ciency =
1
tCPU ∗ TOL ;
in this paper, we make a revision of Newton, accelerated Newton and Danby methods in the deter-
mination of the roots of Kepler’s equation to 7nd which one is more e-cient. Actually, we 7nd that
the accelerated Newton of order three is the most e-cient and turns out to be highly competitive
versus the other two classical methods.
On the other hand, taking into account that the repeated resolution of nonlinear systems appears
many times in diMerent contexts (for instance, in the implementation of the implicit methods for
the resolution of initial value problems), it becomes interesting to look for a very e-cient iterative
method to solve these systems.
Hence, in the second part of this paper, we generalize the accelerated Newton method to the
resolution of nonlinear systems of equations, obtaining a formula of order three and a proof of its
convergence, we theoretically meet its order of convergence and we compare its e-ciency with the
classical Newton method for nonlinear system, checking that this generalization is more e-cient.
2. The accelerated Newton method
In the sequel, we will name accelerated Newton method to the Newton method with accelerated
convergence proposed by Gerlach [5]; owing to Ford and Pennline [4], it can be formulated in the
following form:
Theorem 1. Let f be a variable real function; f :D ⊂ R → R; di6erentiable enough; such that;
at some point a; veri7es: f(a) = 0; f′(a) = 0; f′′(a) = 0; : : : ; f(M−1)(a) = 0; f(M) = 0, then; the
modi7ed iteration of Newton’s method
xk+1 = xk − QN (xk)QN+1(xk)f(xk); k = 0; 1; 2; : : : ; (1)
where the functions QN (x) are de7ned ∀N ¿ M by means of
QN (x) = 1; N =M;
QN+1(x) = QN (x)f′(x)− 1N − 1Q
′
N (x)f(x); N ¿ M (2)
converge to the root a with the order of convergence N; in other words;
|xk+1 − a|6 C|xN − a|N (3)
for some constant C.
The proof of this result can be seen in [5,4].
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2.1. Some polynomial examples
In this section we can see the behaviour of the accelerated Newton’s method for several order of
convergence when applied to the determination of the roots of a polynomial.
The implementation of the algorithms corresponding to several methods considered has been de-
veloped in such a way that the time of computation has been optimized in the sense that the number
of algebraic operations and of function evaluations be as small as possible.
We shall use the usual stopping criteria: absolute error, relative error and minimization of the
absolute value of the function. The second one gives the best information on the proximity of the
approximated solution to the exact one, but, generally, requires some more iterations than the last
one to achieve the prescribed tolerance. The third one, on the contrary, can not be very e-cient
when, for instance, the derivative of the function is very close to zero in the vicinity of the exact
root, as it is the case in the determination of a multiple root of a polynomial. As an example, we
can observe that in the determination of the multiple root of the equation f(x) = (x + 1)4 = 0 by
means of Newton’s method, with a tolerance TOL=10−16 and an initial value x0=−5:5; in applying
the last criterion 132 iterations are necessary to obtain only 3 digits, which is inadmissible, while
the use of the relative error criterion require 126 iterations, but the value of the function at the
calculated root is f(xk) = 2:4308× 10−63.
We shall analyse the behaviour of the accelerated Newton method for several orders of convergence
and diMerent polynomial situations; especially, the determination of a multiple root and a simple one.
In the 7rst case, we shall consider the equation already mentioned:
f(x) = (x + 1)4 = 0:
Note that as the root r = −1 has multiplicity of order 4, the function and their 3 7rst derivatives
vanish at this root, hence, the classical Newton method is of order 1; in the same way, the accel-
erated Newton does not ful7l the convergence conditions of Theorem 1, because f′(r) = 0, and its
convergence is also linear, just as in the simple functional iteration methods.
In the second case, we shall consider the polynomial equation:
f(x) = (x + 1)2(x − 2) = 0:
Note that, now, the root r = 2 is simple and, consequently, the Newton method is quadratically
convergent and the accelerate Newton method will be of order N , if M = 2 is taken.
In the following table:
N Newt 2 3 4 5 6 7 8
tCPU 0.15 0.15 0.133 0.2 0.3 0.55 2.2 10.4
we can see the CPU time per iteration in the determination of the root r = 2 by means of Newton
and accelerated Newton of order N = 2; 3; 4; 5; 6; 7; 8, having taken a tolerance TOL = 10−15. It is
interesting to note that the accelerated Newton method of order 3 is the most e-cient, since, although
the velocity of convergence increases with N , the complexity of the algorithm and the number of
function evaluations also increases, and so does the time of computation.
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Consequently, the accelerated Newton method with order of convergence N = 3 will be adopted
in the next section.
3. Kepler’s equation
In this section, we shall consider the behaviour of the accelerated Newton method versus some
classical method used to determine the root of Kepler’s equation.
The more conventional form of this equation is as follows:
f(x) = x − e sen x −M = 0;
with 06 e¡ 1 and 06 M ¡.
For several reasons, the more or less classical methods used to determine the root of this equation,
some of them are those of SteMensen, Newton, Halley [2], Ng [7], have been advised against by
Danby and Burkart [2]; these authors propose as more competent the following iterative method,
which we shall name as method of Danby. It consists in:
xk+1 = xk + k; =− f(xk)f′(xk) ;
∗ =− f(xk)
f′(xk) + 12Pf
′′(xk)
; k =− f(xk)
f′(xk) + 12
∗f′′(xk) + 16
∗2f′′′(xk)
(4)
join the following election of the initial values:
If M ¡ 0:1 then x0 =M + ((6M)1=3 −M)e2;
If M ¿ 0:1 then x0 =M + 0:85e:
(5)
This Danby’s method turns out to be of the order of convergence 4 [2], what is achieved by dint of
evaluating the function as well as their three 7rst derivatives in each iteration, begin hardly expensive
from a computational point of view, however, one can achieve, an approximation of 10−12 with only
two iterations.
In the following paragraphs we shall show the e-ciency of the classical Newton, the acceler-
ated Newton and Danby methods in the resolution of Kepler’s equation with the initial conditions
mentioned above (5).
First of all, we must check whether the conditions in Section 2 are ful7lled. As the single solution a
of Kepler’s equation is simple, since f′(x)¿ 0, the function f veri7es: f(a)=0; f′(a) = 0; besides,
f′′(a) = 0; : : : ; consequently, we must take: M = 2 and N ¿ M = 2.
We shall adopt the following stopping criterion:
|f(xk)|¡Tol
because the function is close to linear in the vicinity of the root and, hence, a small enough value of
that implies an approximate enough value of the searched solution. Besides, the use of this criterion
avoids one iteration that is needed to apply the relative error criterion. It is interesting to note that
the application of the former one requires approximately half of the time required for the 7rst one.
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We check that in this problem the accelerated Newton of order 3 also is the more e-cient among
those of order less than or equal to 8, when the former is implemented in an optimized way, as we
can see in the following table:
tN t2 t3 t3o t4 t6 t8
0.0057 0.0059 0.0069 0.0055 0.011 0.024 0.046
where we have calculated the time machine in one iteration for the classical Newton and the accel-
erated Newton of order 2, 3, 3 optimized at 4, 6, and 8.
Next, we shall consider several cases worked out by Danby [1]; more precisely, we shall take the
following couple of values
M e
Case (1) 0.05 0.09
Case (2) 0.05 0.95
Case (3) 0.9 0.09
Case (4) 1.5 0.5
Case (5) 3.0 0.09
Case (6) 3.0 0.9
corresponding to extreme situations for Danby’s method. In case (2), M ∼ 0 and e ∼ 1 and f′ ∼ 0,
di-culties can arise if the initial value is less than the searched solution, and three iterations of
Danby’s are needed; in cases (1), (5) and (6), although values close to the extreme are taken, no
di-culty arises; in case (3), the convergence is reached in only one iteration; case (4) is the general
one, in which the convergence is reached in two iterations.
In the following table, we show the time machine (in s) needed to achieve a tolerance of 10−15
with the Newton, accelerated Newton of order 3 and Danby methods; the last two having been
implemented in an optimized way.
Newton Accelerated Danby
Newton
Case (1) 0.0071 0.0047 0.0075
Case (2) 0.0072 0.0066 0.0116
Case (3) 0.0058 0.0048 0.0116
Case (4) 0.0056 0.0046 0.0116
Case (5) 0.0058 0.0052 0.0116
Case (6) 0.0071 0.0063 0.0116
We can see that in all cases, Danby’s method is not the more e-cient one; the winner is the
accelerated one that improves the classical Newton in between 8.33 and 33.8 per cent according to
the case considered.
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It seems judicious to consider the optimized accelerated Newton method of order 3 as a good
competitor of Danby’s method.
4. The p-dimensional accelerated Newton
Since a good structuring of the evaluations taking part in the application of the one-dimensional
accelerated Newton method can compete with the classical one, next, we propose a generalization
of these methods to determine the roots of nonlinear system equations.
4.1. Formulation and order of convergence. The 7rst attempt
The 7rst attempt to generalize these methods to p-dimensional problems is the one below. Fol-
lowing the steps of the classical formulation of the Newton method for systems and owing to the
formulation of Ford and Pennline [4], we propose them in the following form:
Theorem 2. Let f be a function f :D ⊂ Rp → Rp; di6erentiable enough; such that; at a point a;
veri7es: f (a) = 0; f ′(a) is regular; then; the modi7ed iteration of the Newton method (cf. (1) and
(2)):
xk+1 = xk −Q−1N+1(xk)QN (xk) f (xk); k = 0; 1; 2; : : : ; (6)
where the functions QN (x) are de7ned ∀N ¿ 2 by means of:
QN (x) = I; N = 2;
QN+1(x) =QN (x) f ′(x)− 1N − 1Q
′
N (x) f (x); N ¿ 2; (7)
being I the identity matrix of order p; converges to the root a.
To avoid the di-culties related to the calculation of the inverse of a matrix, the determination of
the k + 1 approximation by means of iteration (6) can be stated as the resolution of the following
linear system:
QN+1(xk)Pxk =−QN (xk) f (xk); k = 0; 1; 2; : : : ; (8)
where
Pxk = xk+1 − xk :
Proof. We shall only consider the case N = 3. In this case, we have
Q2 = I; Q3 = f ′(x) and Q4 = f ′(x) f ′(x)− 12 f ′′(x) f (x): (9)
Using
ek = xk − a;
Taylor’s expansion of f (a) in the neighbourhood of xk is
f (a) = 0= f (xk)− f ′(xk)ek + 12 f ′′(xk)(ek ; ek)− 13! f ′′′(xk)(ek ; ek ; ek) + O(4): (10)
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Eq. (8) of the method can be formulated as
QN+1(xk)ek+1 =QN+1(xk)ek −QN (xk) f (xk) (11)
and substituting it into the value of expression f (xk) obtained from (10) and the values of Q2;Q3
and Q4, it becomes
QN+1(xk)ek+1 =− 12 [ f ′′(xk) f ′(xk)− f ′(xk) f ′′(xk)](ek ; ek) + [ : : : ](ek ; ek ; ek) + O(4):
Since tensors f ′ and f ′′ only commutates in the one-dimensional case, we can conclude that the
method have order of convergence 2.
Albeit the order of convergence for N =3 is the same as the Newton method, we have performed
some tests in order to fortify the theorem and to compare the e-ciency of Newton versus the last
method. We have considered the following systems of equations:
Example 3. A polynomial two-dimensional problem (cf. Mathews [6]):
−0:2 + x2 − y = 0;
−0:3− x + y2 = 0:
(12)
Example 4. A transcendental two-dimensional problem (cf. Demidovich and Maron [3]):
x − y2 + 3 log[x] = 0;
1− 5x + 2x2 − xy = 0:
(13)
In Example 3, whose solution with 16 exact digits is a= (−0:2860321636288604;−0:1181856013-
697928); starting from x0 = (0:; 0:5) with a tolerance Tol = 10−15, we obtained
Iteration ||f(xn)|| Cn
1 0.143510 0.40
2 0.018895 0.92
3 7:693700× 10−4 1.92
4 1:006975× 10−6 1.43
5 2:098754× 10−12 1.82
6 1:355252× 10−20
where the second column represents Chebyshev’s norm of f(xn) and the third column is an approx-
imation to the asymptotic error constant de7ned by
Cn =
||xn+1 − a||
||xn − a||r ; r = 2:
Similarly, for Example 4, whose solution with 16 exact digits is a = (3:7568340080127687;
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2:779849592817897), starting from x0 = (3:6; 2:3) with a tolerance Tol = 10−15, we obtained
Iteration ||f(xn)|| Cn
1 0.27808 0.269
2 0.0022863 0.246
3 1:765571× 10−7 0.247
4 9:961649× 10−16 0.247
Both results are in agreement with the theoretical result of Theorem 2.
When both methods are implemented in an optimized way, their e-ciency for Examples 3 and 4
are shown in the adjoint tables
Tolerance 10−3 10−6 10−9 10−12 10−15
Initial values 3.6 2.3
Newton 1:0× 105 8:57× 107 6:0× 1010 6:0× 1013 6:0× 1016
Newton accelerated 2:0× 105 1:5× 108 1:2× 1011 1:0× 1014 1:0× 1017
Tolerance 10−3 10−6 10−9 10−12 10−15
Initial values 3.6 2.3
Newton 8:571× 104 7:5× 107 6:0× 1010 5:455× 1013 4:615× 1016
Newton accelerated 1:500× 105 1:0× 108 7:5× 1010 7:500× 1013 6:667× 1016
Similar results are obtained for other initial conditions. We must note that our formulation shortly
improves the Newton method.
4.2. A method of order 3
In view of the previous results, we have improved our formulation trying to increase the order of
convergence in the following way:
Theorem 5. Let f be a function f : D ⊂ Rp → Rp; di6erentiable enough; such that; at a point a;
veri7es: f (a) = 0; f ′(a) is regular; then; the modi7ed iteration of the Newton method (compare
with (7) and (8)):
xk+1 = xk −Q−14 (xk)Q3(xk) f (xk); k = 0; 1; 2; : : : ; (14)
where the functions QN (x) are de7ned for N = 2; 3; 4 by means of:
Q2 = I; Q3 = f ′(x) and
Q4 = f ′(x) f ′(x)− 12 f ′(x) f ′′(x) f ′(x)−1f (x) (15)
being I the identity matrix of order p; converges cubically to the root a.
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Note that when p= 1 this formulation becomes that of Theorem 1 for N = 3, hence, this can be
seen as a generalization.
In order to simplify formulation (14), it seems to be more adequate to state it as the resolution
of the following linear system:
Q˜4(xk+1 − xk) =−f (xk); k = 0; 1; 2; : : : ; (16)
where
Q˜4 = f
′(x)− 12 f ′′(x) f ′(x)−1f (x): (17)
In this way, the implementation of the method only requires the calculation of the inverse f ′(x)−1.
Proof. This proof is based on the one given by Danby and Burkardt [2] for the one-dimensional
problem.
Let xk be an approximation to the solution, and let the error of this approximation be ek , where
xk + ek = a:
Since Taylor’s expansion of f (a) in the neighbour of xk is:
f (a) = 0= f (xk) + f ′(xk)ek + 12 f
′′(xk)(ek ; ek) + 13! f
′′′()(ek ; ek ; ek); (18)
we can de7ne k as a solution (if any) of equation
0= f (xk) + f ′(xk)k + 12 f
′′(xk)(k ; k); (19)
that can be written in the form
k =−[ f ′(xk) + 12 f ′′(xk)k]−1 f (xk): (20)
Approximation of any order to this solution, if f (xk) is close enough to 0, can be obtained by
functional iteration; the 7rst two terms are given by
k1 =−f ′(xk)−1f (xk); k2 =−[ f ′(xk)− 12 f ′′(xk) f ′(xk)−1f (xk)]−1f (xk):
Approximations of high order become more complicated and have not been considered.
It must be noted that, since f (xk) = O(k), the error in kj is already of the order O(
j+1
k ), and
such an error has earlier been committed in using k to approximate ek .
The sequence {xk}, k = 0; 1; 2; : : : de7ned by
xk+1 = xk + k
is just that of our proposal if k = k2. We wish to show that it converges with order 3, at least.
From (19)
f (xk+1) = f (xk + k)
= f (xk) + f ′(xk)k + 12 f
′′(xk)(k ; k) + 13! f
′′′(1)(k ; k ; k)
= 13! f
′′′(1)(k ; k ; k): (21)
For the (k + 1)th iteration we have
0= f (a) = f (xk+1 + ek+1) = f (xk+1) + f ′(2)ek+1; (22)
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Fig. 1. Decimal logarithm of e-ciency for TOL = 10−1–10−15 in Example 3.
hence, we can combine (21) and (22) to give
ek+1 =− 13! f ′(2)−1f ′′′(1)(k ; k ; k): (23)
As the sequence {xk+1} is supposed to converge to a,
0= f (xk) + f ′(3)ek :
Now, combining it with (19), we have
ek = f ′(3)
−1[ f ′(xk)k + 12 f
′′(xk)(k ; k)]:
Therefore, since xk → a and 3 → a when k →∞,
lim ek = lim k
and, from (23), taking a compatible norm, we have
lim
||ek+1||
||ek ||3 =
1
3!
|| f ′(a)−1 f ′′′(a)||; (24)
hence, the method has order 3 at least.
5. Numerical test
We have performed some tests for Examples 3 and 4 for several initial conditions. The matrix
Q˜4(x) has been constructed with the help of Mathematica [9]; in the case of Example 3 their
expression is rather simple, while in Example 4 it is very complicated, although easy for the symbolic
manipulator.
The initial values for the iteration have been obtained by means of the graphic representation of
the equations. These poor initial approximations have been de7ned by visual perception, so probably
only the 7rst decimal digit be exact.
For Example 3 we took the following initial values:
x01 = {0:; 0:} as approximation to a1 = {−0:2860321636288604; −0:1181856013697928};
x06 = {3:7; 2:8} as approximation to a6 = {1:192309125148804; 1:221601049913106};
and we obtained the results that appear in Fig. 1 and the table below, where big dots correspond to
method of Theorem 5 and small dots to Newton’s method (some of them are hidden by big ones).
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Fig. 2. Decimal logarithm of e-ciency for Tol = 10−1–10−15 in Example 4.
We must observe that the e-ciency of new method considerably improves that of Newton’s method
for small or moderate tolerance; for large tolerance both methods give the machine precision. Remark
that only 4 iterations are needed to reach the machine epsilon by the method of 5, while Newton’s
method requires 6 iterations.
Tol = 10−k ; k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Method of Theorem 5 initial value: ×01
Numb.iterat. 2 2 3 3 3 3 4 4 4 4 4 4 4 4 4
Newton method
Numb.iterat. 2 3 4 4 5 5 5 5 6 6 6 6 6 6 6
Method of Theorem 5 initial value: ×06
Numb.iterat. 3 4 4 4 4 5 5 5 5 5 5 5 5 5 5
Newton method
Numb.iterat. 4 5 5 6 6 6 7 7 7 7 7 7 7 8 8
For Example 4, we took the following initial values:
×01 = {1:; 0:} as approximation to a1 = {1:373478353409809; −1:524964836379521};
×04 = {3:6; 2:3} as approximation to a4 = {3:756834008012768; 2:779849592817897}
and we obtained the results that appear in Fig. 2 and table below, with the same meaning of dots.
In this case, the e-ciency of new method also considerably improves that of Newton’s method for
small or moderate tolerance; for large tolerance both methods give the machine precision. Remark
that in this case only 6 iterations are needed to reach the machine epsilon by the method of 5, while
Newton’s method requires 8 iterations.
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Tol = 10−k ; k 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Method of Theorem 5 initial value: ×01
Numb.iterat. 4 4 4 5 5 5 5 5 5 5 5 5 6 6 6
Newton method
Numb.iterat. 5 6 6 7 7 7 7 8 8 8 8 8 8 8 8
Method of Theorem 5 initial value: ×04
Numb.iterat. 3 4 4 4 5 5 5 5 5 5 5 5 5 5 6
Newton method
Numb.iterat. 5 5 6 6 6 7 7 7 7 7 7 8 8 8 8
These numerical results are not very surprising, because, once the functional expression of Q˜4(x)
has been obtained, the computational cost of the new method is p2+p evaluations of scalar functions
plus O(p3) arithmetic operations for the resolution of the linear system; hence, it coincides with that
of the Newton method. The higher order of the new method helps reach the prescribed tolerance
quicker.
Note that when xk → a, f (xk) → f (a), therefore Q˜4 → f ′(a). This can be used to simplify
the implementation of the method, considering a variant of them by taking Q˜4(xk+1) = Q˜4(xk0), for
k ¿ k0 such that f (xk0) be small enough.
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