Abstract-We consider the problem of estimating an unknown but structured signal x0 from its noisy linear observations y = Ax0 + z ∈ R m . To the structure of x0 is associated a structure inducing convex function f (·). We assume that the entries of A are i.i.d. standard normal N (0, 1) and z ∼ N (0, σ 2 Im). As a measure of performance of an estimate x * of x0 we consider the "Normalized Square Error" (NSE)
I. INTRODUCTION

A. The Generalized LASSO
Recovering a structured signal x 0 ∈ R n from a vector of limited and noisy linear observations y = Ax 0 + z ∈ R m , is a problem of fundamental importance encountered in several disciplines including machine learning, signal processing, network inference and many more [1] - [3] . A typical approach for estimating the structured signal x 0 from the measurement vector y, is picking some proper structure inducing function f (·) and solving the following problem for some nonnegative penalty parameter λ.
In case x 0 is a sparse vector, the associated structure inducing function is the 1 norm, i.e. f (x) = x 1 . The resulting 1 -penalized quadratic program in (I.1) is known as the LASSO in the statistics literature. LASSO was originally introduced in [4] and has since then been subject of great interest as a natural and powerful approach to do noise robust This work was supported in part by the National Science Foundation under grants CCF-0729203, CNS-0932428 and CIF-1018927, by the Office of Naval Research under the MURI grant N00014-08-1-0747, and by a grant from Qualcomm Inc.
compressed sensing (CS), [4] - [12] . There are also closely related algorithms such as SOCP variations and the Dantzig selector [13] , [14] . Of course, applications of (I.1) are not limited to sparse recovery; they extend to various problems including the recovery of block sparse signals [15] , the matrix completion problem [16] , [17] and the total variation minimization [18] . In each application, f (·) is chosen in accordance to the structure of x 0 . See [22] for additional examples and a principled approach to constructing such penalty functions. In this work, we consider arbitrary convex penalty functions f (·) and we commonly refer to this generic formulation in (I.1) as the "Generalized LASSO" or simply "LASSO" problem.
B. Motivation
The LASSO problem can be viewed as a "merger" of two closely related problems, which have both recently attracted a lot of attention by the research community; the problems of noiseless CS and that of simple denoising.
1) Noiseless compressed sensing: In the noiseless CS problem one wishes to recover x 0 from the random linear measurements y = Ax 0 . A common approach is solving the following convex optimization problem min x f (x) subject to y = Ax.
(I.
2)
The important question of interest regarding problem (I.2) concerns the minimum number of measurements needed to guarantee successful recovery of x 0 [20] - [23] . Success here translates to x 0 being the unique minimizer of (I.2) and is with high probability over realizations of the measurement matrix A.
2) Simple denoising:
The simple denoising problem tries to estimate x 0 from noisy but uncompressed observations y = x 0 + z, z ∼ N (0, σ 2 I m ) via solving,
The natural question to be posed here is how well can one estimate x 0 via (I.3) [25] - [28] ? The minimizer x * of (I.3) is a function of the noise vector z and the common measure of performance, termed the "mean-squared-error risk" of the denoiser, is defined to be equal to max σ>0
3) The "merger" LASSO: The Generalized LASSO problem is naturally merging the problems of noiseless CS and simple denoising. The compressed nature of measurements, poses the question of finding the minimum number of measurements required to recover x 0 robustly, that is with error proportional to the noise level. When recovery is robust, it is of importance to being able to explicitly characterize how good the estimate is. In this direction, a common measure of performance of the estimate x * is defined to be the normalized squared error (NSE)
This is exactly the main topic of this work: proving precise bounds for the NSE of the Generalized LASSO problem.
C. Three Versions of the LASSO Problem
Throughout the analysis, we assume A ∼ N (0, I m×n ) and z ∼ N (0, σ 2 I m ). Our approach tackles various forms of the LASSO all at once, and relates them to each other. In particular, we consider the following three versions:
-Constrained-LASSO: Assumes a-priori knowledge of f (x 0 ) and solves,
Uses 2 penalization rather than 2 2 and solves,
(I.5) - 1 :
The Constrained LASSO problem assumes some a-priori knowledge about x 0 . This fact makes the analysis of the problem arguably simpler than that of the other two versions, in which the role of the penalty parameter (which is meant to compensate for the lack of a-priori knowledge) has to be taken into consideration. Our discussion will mostly focus on providing precise characterizations for the NSE of the 2 -LASSO and the 2 2 -LASSO. Part of our contribution is establishing useful connections between the three versions of the LASSO problem.
D. Relevant Literature
Precise characterization of the NSE of the LASSO is closely related to the precise performance analysis of noiseless CS and simple denoising. To keep the discussion short, we defer most of the comments on the connections of our results to these problems to the main body of the paper. Table I provides a summary of this relevant literature and highlights the area of our contribution.
The works closest in spirit to our results include [11] , [12] , [24] which focus on the exact analysis of the LASSO problem, while restricting attention on sparse recovery where Bayati and Montanari, [11] , [12] Stojnic, [24] f (x) = x 1 . In [11] , [12] , Bayati and Montanari are able to prove that the mean-squared-error of the LASSO problem is equivalent to the one achieved by a properly defined "Approximate Message Passing" (AMP) algorithm. Following this connection and after evaluating the error of the AMP algorithm, they obtain an explicit expression for the mean squared error of the LASSO algorithm in an asymptotic setting. In [24] , Stojnic's innovative approach relies on results on Gaussian processes [34] to derive sharp bounds for the 1 -Constrained LASSO problem in (I.4), where f (x) = x 1 . Our approach in this work builds on the framework proposed by Stojnic, but extends the results in multiple directions as noted in the next section.
E. Contributions
This section summarizes our main contributions. The detailed analysis is carried out in later sections. In short, this work:
• simplifies the framework proposed by Stojnic in [24] .
• generalizes the results of [24] on the constrained LASSO for arbitrary convex functions.
• extends the analysis to the more challenging 2 -LASSO; provides bounds, which are sharp when σ → 0, on the NSE as functions of the penalty parameter λ.
• identifies a connection of the 2 -LASSO to the 2 2 -LASSO; proposes a formula for precisely calculating the NSE of the latter when σ → 0.
• provides simple recipes for the optimal tuning of the penalty parameters λ and τ in the 2 and 2 2 -LASSO problems.
• analyzes the regime in which robust estimation of x 0 fails.
F. Organization
Section II discusses key ideas underlying our approach and introduces fundamental quantities that characterize our results. In Section III, our main results are formally stated. In Section IV, we elaborate on the connection between the 2 and the 2 2 -LASSO problems. Simulation results presented in Section V support our analytical predictions. Directions for future work are discussed in Section VI.
II. OVERVIEW OF THE APPROACH
The purpose of this section is twofold. First, it gives a brief sketch of our proof strategy. Due to space limitations, most of the technical details are omitted and only the backbone ideas are presented. This serves the second purpose, to motivate the nature of our results and also introduce important concepts from convex geometry that underlie our analysis.
A. First-Order Approximation
Let us focus on the 2 -LASSO problem,
A key idea behind our approach is using the linearization of the convex structure inducing function f (·) around the vector of interest x 0 [35] :
∂f (x 0 ) denotes the subdifferential of f (·) at x 0 and is always a compact convex set [35] . When x − x 0 2 is sufficiently small, thenf (x) ≈ f (x). We substitute f (·) in (II.1) by its first-order approximationf (·), to get a corresponding "Approximated LASSO problem". To write the approximated problem in an easy-to-work-with format, recall that y = Ax 0 + z = Ax 0 + σv, for v ∼ N (0, I m ) and change the optimization variable from x to w = x − x 0 :
We denoteŵ * Taking advantage of the simple characterization off (·) via the subdifferential ∂f (x 0 ), we are able to precisely analyze the optimal cost and the normalized squared error of the resulting approximated problem. The approximation is tight when x * 2 − x 0 → 0 and we later show that this is the case when the noise level σ → 0. This fact allows us to translate the results obtained for the Approximated LASSO problem to corresponding precise results for the Original LASSO problem, in the small noise variance regime.
B. Why σ → 0?
In this work we focus on precise characterization of the NSE. While we show that the first order characteristics of the function, i.e. ∂f (x 0 ), suffice to provide sharp and closedform bounds for small σ, we believe that higher order terms are required for corresponding results for arbitrary σ. On the other hand, we empirically observe that the worst case NSE for the LASSO problem is achieved when σ → 0. Proving the validity of such a statement would ensure that our NSE formulae for small σ provide upper bounds to the NSE for arbitrary σ. The same phenomena has been observed and proved to be true in other estimation problems, for example in the simple denoising problem [26] , [28] .
C. Gordon's Lemma
Perhaps the most important technical ingredient of the analysis presented in this work is a Lemma proved by Gordon in [34] . Gordon's Lemma establishes a very useful (probabilistic) inequality for Gaussian processes.
Lemma 2.1 (Gordon [34] ): Let G ∈ R m×n , g ∈ R, g ∈ R m , h ∈ R n , all having entries i.i.d. N (0, 1) and being independent of each other. Also, let S ⊂ R n be an arbitrary set and ψ : S → R be an arbitrary function. Then, for all choices of c ∈ R,
It is worth mentioning that the "escape through a mesh" Lemma, which has been the backbone of the approach introduced by Stojnic [19] (and subsequently refined in [22] ) for computing an asymptotic upper bound to the minimum number of measurements required in the Noiseless CS problem, is a Corollary of Lemma 2.1 In this work, we require a slight modification of this Lemma. The proof exactly resembles Gordon's original proof of Lemma 2.1. The details of the proof can be found in [36] . Lemma 2.2 (Modified Gordon's Lemma): Let G, g, g, h, S and ψ(·) be defined as in Lemma 2.1. Also, let C > 0 be some constant. Then, for any c ∈ R:
Consider applying Lemma 2.2 to the LASSO problem in (II.1). Application is direct after observing that Aw −
To facilitate the presentation of the result, for any vectors g ∈ R m and h ∈ R n define the following optimization problem:
and h ∼ N (0, 1) and assume all g, h, h are independently generated. Then, for any c ∈ R:
Corollary 2.1 establishes a probabilistic connection between the LASSO problem and the minimization (II.3). In the next section, we argue that the latter is much easier to analyze than the former. Intuitively, the main reason for that is that instead of an m × n matrix, it only involves two vectors of sizes m × 1 and n × 1. Even more, those vectors are i.i.d Gaussian and independent of each other facilitating probabilistic statements about the value of L * (g, h).
D. Analyzing a simpler problem 1) Deterministic Analysis: First, we perform the deterministic analysis of L * (g, h) for a given g, h. In particular, we reduce the optimization in (II.3) to a scalar optimization. To see this, perform the optimization over fixed 2 -norm of w to equivalently write
The maximin problem that appears in the objective function of the optimization above has a simple solution. It can be shown that
This reduces (II.3) to a scalar optimization problem over α for which one can find the optimal value α * and the optimal cost. The result is summarized in Lemma 2.3 below. For the statement of the lemma, for any h ∈ R n define its projection and its distance to a convex set C ∈ R n as Proj(h, C) := argmin s∈C h − s 2 ,
Lemma 2.3: Consider the minimization problem in (II.3) and let w * (g, h) be its minimizer.
2) Probabilistic Analysis: Of interest is making probabilistic statements about L * and the norm of the minimizer w * (g, h) 2 . Lemma 2.3 provided closed form solutions for both of them, which only involve the quantities g 2 2 and dist
standard results on Gaussian concentration show that, these quantities concentrate nicely around their means E g
Combining these with Lemma 2.3, we conclude with the Lemma 2.4 given below. To facilitate the statement of the lemma, define
.
with probability 1 − c 1 exp(−c 2 m).
Remark: The condition of Lemma 2.4 on λ and m, that
with high probability over the realizations of g and h.
E. Connecting back to the LASSO Let us recap the last few steps of our approach. Application of Gordon 
. But is that all? A major part of our technical analysis in the remaining of this work involves showing that the connection between the LASSO problem and the simple optimization (II.3) is much deeper than Lemma 2.5 predicts. In short, for specific conditions on λ and m, we prove that the followings are true:
• Similar to L * (g, h), the optimal cost F * (A, v) of the approximated 2 -LASSO does also concentrate with overwhelming probability around ση.
• Similar to
, the NSE of the approximated 2 -LASSO
concentrates with overwhelming probability around γ. The main idea behind the framework that underlies this proof was originally introduced by Stojnic in his recent work [24] for the analysis of the 1 -Constrained LASSO. Even though, the fundamentals of the approach remain similar, analyzing the more involved 2 -problem rather than the constrained one and generalizing it for an arbitrary convex function requires further work. Due to space limitations, we only provide a synopsis of the framework and its main steps in the next section. The detailed analysis can be found in [36] .
F. Synopsis of the Technical Framework
We highlight the main steps of the technical framework that underlies our proofs.
1) Apply Gordon's Lemma to F * (A, v) to find a highprobability lower bound for it. (see Lemma 2.5)
2) Apply Gordon's Lemma to the dual of F * (A, v) to find a high-probability upper bound for it. 3) Both lower and upper bounds can be made arbitrarily close to ση. Hence, F * (A, v) concentrates with high probability around ση as well. 4) Assume that ŵ * 2 2 2 deviates from γ. A third application of Gordon's Lemma to this restricted problem shows that its optimal cost is strictly larger than ση.
5) From the previous step, conclude that
concentrates with high probability around γ.
G. Gaussian Squared Distance and Related Quantities
The gaussian squared distance to the scaled set of subdif-
has been key to our discussion above. Here, we explore some of its useful properties and introduce some other relevant ones which capture the (convex) geometry of the problem. Denote the conic hull of ∂f (x 0 ) by cone(∂f (x 0 )). Now, let h ∼ N (0, I n ). Besides D f (x 0 , λ), the following quantities are of central interest throughout the paper:
From the previous discussion, it has become clear how D f (x 0 , λ) plays a key role in the analysis of the NSE of the
in the case of the Constrained-LASSO. This correspondence is actually not surprising as the approximated Constrained Lasso problem can be written in the format of the problem in (II.2) by replacing λ∂f (x 0 ) with cone(λ∂f (x 0 )).
While D f (x 0 , R + ) is the only quantity that appears in the analysis of the Constrained LASSO, the analysis of the 2 -LASSO requires considering not only D f (x 0 , λ) but also C f (x 0 , λ). C f (x 0 , λ) appears in the analysis during the second step in Section II-F. In fact, C f (x 0 , λ) is closely related to D f (x 0 , λ) as the following lemma shows. Lemma 2.6 (see [23] ): Suppose ∂f (x 0 ) is nonempty and does not contain the origin 3 . Then, 1) D f (x 0 , λ) is a strictly convex function of λ ≥ 0, and is differentiable for λ > 0.
2)
. As a last comment, note that the quantities D f (x 0 , R + ) and D f (x 0 , λ) play a crucial role in the analysis of the Noiseless CS and the Simple Denoising problems. Without going much into details, we mention that it has been recently proved in [22] , [23] that D f (x 0 , R + ) is exactly the number of measurements m at which a phase transition in the success of (I.2) occurs. Also, the authors in [26] prove that D f (x 0 , λ) provides a sharp characterization of the MSE risk of the simple denoiser (I.3). It is known that under right assumptions, D f (x 0 , R + ) relates to D f (x 0 , λ) as follows [23] , [26] , [29] ,
III. RESULTS
Our theoretical results hold in the regime where m and D f (x 0 , R + ) grow proportional and are sufficiently large. Throughout, , 0 , C will be constants independent of m, D f (x 0 , λ), n. Also, we assume that x 0 is not a minimizer of f (·), so that ∂f (x 0 ) does not contain the origin. Most of the proofs are omitted and can be found in the technical report [36] .
A. Constrained LASSO
Consider the Constrained LASSO problem in (I.4). Theorem 3.1:
≥ 0 m and m is sufficiently large. For any > 0, there exists a constant C = C( , 0 ) and σ 0 = σ 0 ( , m, ∂f (x 0 )) such that, whenever σ ≤ σ 0 , with probability 1 − exp −C 2 min m,
, we have,
Empirical observation: Small noise variance regime yields the worst NSE. Formally, under the assumptions of Theorem 3.1, for arbitrary σ and any > 0, there exists C = C( , 0 ) such that with probability 1 − exp −C 2 min m,
B. 2 -LASSO
Characterization of the NSE of the 2 -LASSO is more involved than that of the NSE of the C-LASSO. For this problem, choice of λ naturally plays a critical role. We characterize three distinct "regions of operation" of the 2 -LASSO, depending on the particular value of λ. 1) Regions Of Operation: First, we identify the regime in which the 2 -LASSO can robustly recover x 0 . In this direction, the number of measurements should be large enough to guarantee at least noiseless recovery in (I.2), which is the case when m > D f (x 0 , R + ) [22] , [23] . To translate this requirement in terms of D f (x 0 , λ), recall (II.4) and Lemma 2.6, and define λ best to be the unique minimizer of D f (x 0 , λ) over λ ∈ R + . We, then, write the regime of interest as
. Next, we identify three important values of the penalty parameter λ, needed to describe the distinct regions of operation of the estimator. a) λ best : We show that λ best is optimal in the sense that the NSE is minimized for this particular choice of the penalty parameter. This also explains the term "best" we associate with it. b) λ max : Over λ ≥ λ best , the equation m = D f (x 0 , λ) has a unique solution [36] . We denote this solution by λ max . For values of λ larger than λ max , m ≤ D f (x 0 , λ) and we have no robust recovery.
has a unique solution which we denote λ crit . Otherwise, it has no solution and λ crit := 0.
[36] Fig. 1 : We consider the 2 -LASSO problem for a k sparse signal in R n .
x-axis is the penalty parameter λ. We assume n → ∞ and k n = 0.1 and m n = 0.5. As n → ∞, we have λ crit ≈ 0.76, λ best ≈ 1.14, λmax ≈ 1.97.
Based on the above definitions, we recognize the three distinct regions of operation of the 2 − LASSO, as follows,
See Figure 2 for an illustration of the definitions above. Our main rigorous result on the 2 -LASSO is on the region R ON , and is discussed in Section III-B.2. Before that, we briefly discuss on our observations regarding R OFF and R ∞ .
• R OFF : We empirically observe that the solution of the 2 -LASSO is same to the solution of the linear inverse problem (I.2) which forces y = Ax. In particular, the NSE is
, for all λ ∈ R OFF . • R ∞ : Empirically, we observe that stable recovery of x 0 is not possible for λ ∈ R ∞ .
2) Results on R ON : In [36] we prove that λ ∈ R ON iff m ≥ D f (x 0 , λ) and m ≥ D f (x 0 , λ) + C f (x 0 , λ). This allows us to state our main result on the NSE in R ON .
Theorem 3.2: Assume,
For any > 0, there exists a constant C = C( , 0 ) and σ 0 = σ 0 ( , m, ∂f (x 0 )) such that, whenever σ ≤ σ 0 , with probability 1−exp −C 2 min m,
Empirical observation: Similar to (III.1), numerically we observe that,
3) Optimal Tuning of the Penalty Parameter: Theorem 3.2 allows us to conclude that, when σ → 0, the NSE achieves its minimum value for λ best = arg min λ≥0 D f (x 0 , λ). Since
, it follows from Theorems 3.1 and 3.2 that this minimum value of the NSE of the 2 -LASSO is asymptotically equal to the NSE of the Constrained LASSO. 2 -LASSO program (I.6), for which the NSE of the two problems behaves the same. In particular, for all λ ∈ R ON , define the mapping function as follows:
Observe that map(λ) is well-defined over R ON . Moreover, map(λ) : R ON → R + is bijective and strictly increasing [36] . We do not have a proof for (III.2), however, Section IV contains a short technical discussion that motivates the proposed mapping function.
2) Proposed Formula: We use the mapping function in (III.2) to translate our results on the NSE of the 2 LASSO to corresponding results on the 
• precisely characterizes
for sufficiently small σ,
• upper bounds
for arbitrary σ. 3) Optimal Tuning of the Penalty Parameter: Our analysis, suggests a simple recipe for computing the optimal value τ best of the penalty parameter of the 2 2 -LASSO problem when σ → 0. Recall that λ best minimizes the error in the 2 -LASSO. Then, the proposed mapping between the two problems in (III.2), suggests that τ best = map(λ best ). From, the definition of λ best as the unique minimizer of D f (x 0 , λ) and Lemma 2.6, it follows that C f (x 0 , λ best ) = 0, thus,
D. Converse Results
Consider the regime where the amount of measurements are "insufficient", namely m < D f (x 0 , R + ). The next theorem proves that there is no noise robustness. . Proof: The optimality condition for problem (I.5), implies the existence of s 2 ∈ ∂f (x * 2 ) such that,
On the other hand, from the optimality conditions of (I.1), x is a minimizer of the 
Arguing that
and substituting in (IV.3) will result to the desired mapping formula as in (III.2).
In the remaining lines we provide justification supporting our belief that (IV.4) is true. Not surprisingly at this point, the core of our argument relies on application of Gordon's Lemma. In particular, and following the lines of our discussion in Section II-E we use the optimizer w * (g, h) of the simple optimization (II.3) as a proxy for w * f p (w * (g, h)) does. Following Lemma 2.3 b) we show in [36] , that,
where the second (approximate) equality follows via standard concentration inequalities in similar nature to Section II-D.2.
V. NUMERICAL RESULTS
A. Low rank matrix estimation via C-LASSO
For low rank estimation, we will consider the nuclear norm as a surrogate for rank [31] . Nuclear norm is the sum of singular values of a matrix. We additionally estimate D f (x 0 , λ) with the methods provided in [30] , [36] and obtain the analytical curve for the NSE using Theorem 3.1. The results are given in Figure 3 as a function of m where observe that numerical experiments exhibit good match with theory and the NSE increases as a function of the rank. is generated to be k sparse with standard normal nonzero entries and then normalized to satisfy x 0 2 = 1. We observe y = Ax 0 + z where z ∈ R m and solve the (III.3) for the analytical prediction. We observe that, for high SNR (σ 2 = 10 −4 ), the analytical prediction matches with simulation. Furthermore, the lower SNR curves are upper bounded by the high SNR curve. Remark: For all numerical simulations we used the CVX package [33] .
B. Sparse signal estimation via
VI. FUTURE DIRECTIONS
The list of directions to be explored includes, and is not limited to the followings.
• 2 2 -LASSO formula: While Section IV provides justification behind formula (III.3), a rigorous proof is arguably the most important point missing in this paper. Such a proof would close the gap in this paper and will extend results of [11] , [12] to arbitrary convex functions.
• Error formulae for arbitrary σ: Another issue that we haven't fully explored in this work is the regime when σ is not small. Empirical results suggest that the NSE in this regime is upper bounded by the NSE at σ → 0. Apart from a rigorous proof of this claim, it might also be interesting to give precise formulae for the NSE for arbitrary σ.
• Different A, v: It is interesting to consider different measurement ensembles such as matrices with subgaussian entries or a different noise setup such as adversarial noise where v is generated so as to maximize the NSE.
