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Abstract
In this article, the unidirectional travelling wave fronts for a qualitative model in
combustion are studied. The model is considered for a simple R → P kind of chemical
reaction. By proving a general theorem of ODE’s, the weak and strong detonations for
exothermic reactions are shown to exist. The uniqueness of these waves are also con-
sidered.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The equations of reacting gas flow have tremendous complexity because not
only does this system involve the compressible Navier–Stokes equations, but
also the density is a weighted sum of the many component species which react
diffuse and strongly interact with the basic fluid flow. Majda [10] develop a
simpler asymptotic model system, valid in the “Mach 1 + ε” regime, which still
incorporates substantial interaction of chemical and fluid mechanical phenomena,
but has solutions which are easier to analyze.
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The model describes the detailed structure and the propagation of a reacting
gas front into a combustible mixture and is as follows:
d
dτ
T + {f (T )}
x
− q0Zx = βTxx,
Zx = κΦ(T )Z, (1.1)
where κ > 0 is a constant, T temperature, Z mass fraction of unburned gas (note
that the completely unburned gas corresponds to Z = 1 and a totally burned gas
corresponds to Z = 0), τ a variable proportional to the arc length along the
characteristics, the coordinate x is not the space coordinate but is determined
through the asymptotics as a scaled space–time coordinate representing distance
to the reaction zone (the x-differentiation occurs because Z in (1.1) is convected
at the much slower fluid velocity rather than the much faster reacting shock speed
(see [2] or [12] for details)), q0 > 0 the effective heat release from the chemical
reaction and finally β > 0 is a lumped viscosity-thermal-conductivity coefficient
(see [4,15] for more details). The function Φ(T ) which is called the “reaction rate
function” is defined by
Φ(T )=
{
0 for T < Ti,
Φ1(T ) for T  Ti,
(1.2)
where Φ1(T ) is a smooth positive function and Ti is the “ignition temperature”
of the reaction. A typical example for Φ1(T ) is the Arrhenius law, i.e., Φ1(T )=
T γ e−A/T for some positive constants γ and A. Notice that Φ(T ) is discontinues
at the point Ti . Also f (T ) is a convex strongly nonlinear function satisfying (see
[10])
∂f
∂T
= a(T ) > 0, ∂
2f
∂T 2
> δ > 0,
lim
T→+∞f (T )=+∞, (1.3)
and, for example, you can choose f (T )= (1/2)aT 2 (a > 0) (see [12, p. 1100]).
The system (1.1) was proposed by Majda [10] as a model for dynamic
combustion, i.e., for the interaction between chemical reactions and compressible
fluid dynamics. He proved the existence of weak and strong detonations, for q0
independent of T , together with a very simple form of Φ(T ). His results are
described in terms of liberated energy, q0, that is, for fixed κ > 0, he proved
that there is a critical liberated energy, qCR0 , such that when q0 > q
CR
0 , (1.1)
admits a strong detonation combustion profile and when q0 = qCR0 , (1.1) admits a
weak detonation combustion profile. Also Rosales and Majda [12] investigated
the qualitative model (1.1) in a physical context. Colella et al. [2] have used
fractional step methods based on the use of a second order Godunov method. They
demonstrated that (1.1) has dynamically stable weak detonations which occur in
bifurcating wave patterns from strong detonation initial data. They used (1.1) to
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emphasize both to predict and analyze the theoretical and numerical phenomena.
Also Li [7] studied (1.1) when β = 0. He established global existence of the
solution to the problem and studied the asymptotic behaviour of the solution.
He also proved that the solution converges to a self-sustaining detonation wave
and if the data are small, the solution decays to zero like an N -wave. Liu and
Ying [8] studied strong detonation waves for (1.1) and proved these waves are
nonlinearly stable by using energy method for the fluid variable and a pointwise
estimate for the reactant. Ying et al. [16] continued the nonlinear stability of
strong detonation waves for (1.1). In fact they showed that if q is sufficiently
small, then a perturbation of a travelling strong detonation wave leads to a
solution which tends to a shifted travelling strong detonation wave as t →+∞,
and the rate is determined by the rate of initial perturbation as |x| → ∞. The
system (1.1) was also investigated by Hanouzet et al. [5] when β = 0. They
studied the limiting behaviour of solutions of (1.1) when the reaction rate tends
to infinity. Roquejoffre and Vila [11] studied the stability of detonation waves
of (1.1) when κ = 1. Also Liu and Yu [9] considered (1.1) when β = 0. They
proved that the weak detonation waves of the model are nonlinear stable. Szepessy
[14] studied the nonlinear stability of travelling weak detonation waves of (1.1)
when f (T ) = 12T 2. Finally, Billingham and Mercer [1] investigated (1.1) when
f (T )= (1/2)(hS/V )(T − Ta)2, Φ(T )= e−E/RT and the diffusivity of the fuel
is positive. They used the method of matched asymptotic expansions to obtain
asymptotic approximations for the permanent form travelling wave solutions and
their results were confirmed numerically.
Now assume the reaction is exothermic, the reaction rate function Φ(T ) is
given by (1.2), and β > 0. Furthermore, consider the natural situation where the
liberated energy, q0, depends on T . The existence of travelling waves for weak
and strong detonations are shown by proving an existence theorem in ordinary
differential equations. Also the uniqueness of these waves are considered.
The rest of the paper is organized as follows. In Section 2, we introduce the
problem and make some related observations. In Section 3, we will consider
a general existence theorem in ordinary differential equations related to the
problem. In Section 4, we shall show the existence of travelling waves for weak
and strong detonations.
2. The hypotheses and the problem
A solution (T (x, τ ),Z(x, τ ))T of the system (1.1) is called a travelling wave
solution between two states (Tl,Zl)T and (Tr ,Zr)T , if there is a constant s ∈ R,
which is called the speed of combustion shock wave, satisfying “the jump and
entropy conditions,” moreover this solution depends only on the variable ξ =
x − sτ [13]. This means that a travelling wave solution of (1.1) has the following
form:
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(
T (x − sτ ),Z(x − sτ ))T .
Thus for travelling wave solutions, the system (1.1) reduces to the following
system of equations:
−sTξ +
{
f (T )
}
ξ
− q0Zξ = βTξξ ,
Zξ = κΦ(T )Z. (2.1)
The first equation of (2.1) can be integrated once to give
βTξ = f (T )− sT − q0Z+C, (2.2)
where C is the constant of integration. Thus the system (2.1) reduces to the fol-
lowing system:
βTξ = f (T )− sT − q0Z+C = g(T ,Z),
Zξ = κΦ(T )Z. (2.3)
In order for a solution u(ξ)= (T (ξ),Z(ξ))T to be a travelling wave solution from
state ul = (Tl,Zl)T to state ur = (Tr,Zr)T , it should satisfy limξ→−∞ u(ξ)= ul
and limξ→+∞ u(ξ) = ur . Thus ul and ur must be two rest points of the system
(2.3). Considering this, the problem will be investigated in two steps, first, to find
all of the rest points of the system (2.3) and second, to find all solutions of this
system which connect a rest point of this system corresponding to an unburned
state to a rest point of this system corresponding to a burned state as ξ increases
from −∞ to +∞, whenever β > 0.
Now the rest points are solutions of the following system:
f (T )− sT − q0Z+C = 0,
κΦ(T )Z = 0. (2.4)
Since Φ(T ) = 0 for T < Ti , where Ti is the ignition temperature and this set is
contained in the region 0 <Z  1. Thus from the last equation of (2.4), at a rest
point, we must have Z = 0 or T < Ti .
Case 1. Z = 0. From the first equation of (2.4), at a rest point, we obtain
g0(T )= g(T ,0)= f (T )− sT +C = 0. (2.5)
Case 2. Φ(T )= 0. In this case, at the rest point we must have T < Ti . Then
the first equation of (2.4) gives a set of rest points. So by considering the first
equation of (2.4) and substituting Z by m, we have
gm(T )= g(T ,m)= f (T )− sT − q0m+C = 0. (2.6)
Lemma 2.1. For all m, (dgm/dT )(T )= 0, for precisely one value of T . This is a
absolute minimum.
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Proof. Consider
dgm
dT
= f ′(T )− s = a(T )− s,
d2gm
dT 2
= f ′′(T ) > δ > 0.
These end the proof. ✷
Lemma 2.2. There is a number C0 ∈ R such that for C > C0, the system (2.5)
admits no solutions. For C = C0 it admits one solution, and for C < C0 it admits
two solutions.
Proof. It is trivial to see. ✷
With respect to Lemma 2.2 for C <C0, we have two rest points which (T∗,0)
represents the weak detonation state and (T ∗,0) represents the strong detonation
state. Also for C = C0 we have one rest point (TCJ,0) which represent the
Chapman–Jouguet state. Now consider C < C0, for m = 0, Lemma 2.1 along
with (1.3) show that Eq. (2.5) has exactly two roots T∗ and T ∗ such that
T ∗ > TCJ > T∗. (2.7)
Note that the wave speed is supersonic relative to T∗, and subsonic relative to T ∗,
i.e.,
f ′(T∗) < f ′(TCJ) < f ′(T ∗), (2.8)
with s = f ′(TCJ).
Consider now all the critical points of the system (2.3) corresponding to un-
burned gas states. These points are described by
g(Tm,m)= 0, Tm  Ti,
where 0 <m 1 and Ti is the ignition temperature which will be obtained later.
By considering the above results the rest points of the system (2.3) are
u00 = (T00,0),
u01 = (T01,0),
um0 = (Tm,m), 0 <m 1, Tm  Ti, (2.9)
where T00 = T∗, T01 = T ∗ and Ti < T0j , j = 0,1.
In the present work it is assumed that rest points u00 and u01 exist, but they
may coincide to each other.
Corollary 2.3. If the rest points u00 or u01 exist, then the rest point um0 exists for
some 0 <m 1.
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A combustion shock wave between u00 and um0 is called a weak detonation
wave and a combustion shock wave between u01 and um0 is called a strong
detonation wave.
From mathematical point of view, the existence of weak (or strong) detonation
wave corresponds to the existence of some complete orbits of the system (2.3)
which are running from the rest point u00 (or u01) to um0 for some 0 < m  1.
Such an orbit is called a travelling wave solution for the system (1.1). With respect
to this, we need an existence theorem in ordinary differential equations which will
be used in Section 4.
3. An existence theorem in ODE’s
Here we shall prove an existence theorem in ordinary differential equations
which will be used in the next section to prove the existence of travelling waves
for weak and strong detonation waves. Prior to it we have the following concepts.
Given an autonomous system of ordinary differential equations on Rn,
dx
dt
= f (x), x = (x1, x2, . . . , xn)T , (3.1)
we will denote by x.t the value of the solution of (3.1) at time t that is x initially.
Of course, x.t need not exist for all x and t , but x.0 is, by the definition x and
as f will be assumed smooth, x.t will be uniquely defined for each x on an open
interval of t .
For arbitrary sets S and J in Rn and R, respectively, we will let S.J = {x.t:
x ∈ S, t ∈ J }, if x.t is defined for all x ∈ S and t ∈ J . The set S ⊂ Rn is called
invariant with respect to (3.1) if S.R= S.
For S ⊂ Rn, the ω-limit set of S is defined to be the maximal invariant set in
the closure of S.[0,∞). Similarly, the α-limit set of S is defined to be the maximal
invariant set in the closure of S.(−∞,0].
By an orbit we mean a solution of (3.1) which is defined on an open interval.
By a complete orbit we mean an orbit which is defined for all values of t ∈R.
Let x0 and x1 be two different rest points of (3.1). We say that γ (t) is an
orbit running from x0 (or running to x1), if γ (t) is defined for all t ∈ (−∞,0]
(or t ∈ [0,∞)) and limt→−∞ γ (t) = x0 (or limt→+∞ γ (t) = x1). If γ (t) is a
complete orbit which is running from x0 to x1, this orbit is called a heteroclinic
orbit.
The system (3.1) is called gradient-like in the open set u ⊂ Rn, if there is a
continuous real valued function h on u which is increasing on each nonconstant
solutions of (3.1) lying in u.
The ω-limit set and α-limit set are nonempty and connected if x.t is bounded.
In the case of gradient-like system, the restriction of h to any of these sets is
obviously constant. Therefore each of these sets consists of rest points. For more
details the reader is referred to [3,13].
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Now, we are in a position to state our existence theorem. This theorem is sim-
ilar to Theorem 3.1 in [6].
Theorem 3.1. Suppose the function f in (3.1) is locally Lipschitz in a neigh-
borhood of the closure of a bounded open set D which is homeomorphic to the
cylinder {x ∈ Rn: ∑n−1i=1 x2i < 1, 0 < xn < 1}, and (3.1) is gradient-like with
respect to a function h in D. Moreover, suppose the following conditions hold:
(C1) The set {x ∈D: h(x)= c} corresponds to the set {x ∈ Rn: ∑n−1i=1 x2i  1,
xn = c} for 0 c 1, under the homeomorphism.
(C2) The system (3.1) has finitely many rest points which are located in the set
{x ∈ ∂D: h(x)= 0}. Moreover this system has no other rest point in D.
(C3) The flow comes in D on {x ∈ ∂D: 0 < h(x) < 1}.
(C4) Let x˜ be one of the rest points of the system (3.1), and the unstable manifold
of this system at x˜ intersects D in a nonempty set.
Then there is a point p ∈ {x ∈ ∂D: h(x) = 1} such that limt→−∞ p.t = x˜.
Moreover, if the intersection of D and the unstable manifold at x˜ is one
dimensional, this point is unique. If this dimension is more than one, then there
are infinitely many of such points.
Proof. Let q be a point on the unstable manifold of (3.1) at the rest point x˜ which
is located in D. Then limt→−∞ q.t = x˜ . Moreover, the orbit q.t is defined for
t > 0 as long as this orbit lies in D. Since h(q) > 0, this orbit cannot approach
to the surface {x ∈ ∂D: h(x) = 0} as t increases from 0. On the other hand, by
condition (C3), this orbit cannot approach to the surface {x ∈ ∂D: 0 < h(x) < 1}
either, as t increases. Finally this orbit cannot stay in D for all t > 0, otherwise
there must be a rest point of (3.1) in {x ∈ D: 0  h(q)  h(x) < 1}. But, by
condition (C2), such a rest point is disallowed to exist. Therefore there is a t0 > 0
such that q.t0 ∈ {x ∈ ∂D: h(x)= 1}. Let p = q.t0. Then p.t is the desired orbit. If
the intersection of D and the unstable manifold at x˜ is more than one dimensional,
then this manifold intersects {x ∈D: h(x)= 1−ε} on a manifold of dimension at
least one, for some ε > 0 and small. Each point of this manifold can be considered
as the above q . Hence, there are infinitely many of such points. ✷
4. Existence of weak and strong detonations
In this section we shall show that the travelling waves for weak and strong
detonation waves exist. In order to do this, we make some observations related
to the nature of the unstable manifold of the system (2.3) at the rest points u00
and u01. So we consider the linearized system of (2.3) at the rest point u0j , j = 0
or 1, which can be written as
A. Razani / J. Math. Anal. Appl. 276 (2002) 868–881 875
u˙=M0j (u− u0j ),
where
M0j =
[ 1
β
(f ′(T0j )− s) − q0β
0 κΦ(T0j )
]
,
where the entries of the matrix must be considered at the rest point u0j , j = 0
or 1. Let h(λ) be the characteristic polynomial of this matrix. Then we get
h(λ)=
[
1
β
(
f ′(T0j )− s
)− λ][κΦ(T0j )− λ]. (4.1)
With respect to (2.8), we know f ′(T00) < s and f ′(T01) > s. If λ1 and λ2 are the
solutions of h(λ)= 0, then at the rest point u00, λ1 < 0 < λ2 and at the rest point
u01, λ1 > 0 and λ2 > 0. Thus the following theorem is proved.
Theorem 4.1. Let λk , k = 1,2, be the eigenvalues of the matrix M0j at the rest
point u0j = (T0j ,0), j = 0,1. Then at the rest point u00, λ1 < 0 and λ2 > 0, but
at the rest point u01, λ1 > 0 and λ2 > 0.
About the eigenvectors at these rest points we have the following theorem.
Theorem 4.2. Let (y1, y2)T be an eigenvector corresponding to the positive
eigenvalue λ2.
(i) At u00, either y1 < 0 and y2 > 0, or the reveres inequalities hold.
(ii) At u01, either y1 > 0 and y2 > 0, or the reveres inequalities hold, when κβ
is small enough.
(iii) If (z1, z2)T is an eigenvector corresponding to the other positive eigenvalue,
λ1, at the rest point u01, then z1 < 0, z2 = 0, or the reveres inequality hold.
Proof. (i) The eigenvector (y1, y2)T must satisfy the following equation at the
rest point u00:[
1
β
(
f ′(T00)− s
)− λ2
]
y1 = q0
β
y2,
and since (1/β)(f ′(T00) − s) < 0 thus (1/β)(f ′(T00) − s) − λ2 < 0 and this
implies
sgny1 =− sgny2.
(ii) The eigenvector (y1, y2)T must satisfy the following equation at the rest
point u01:[
1
β
(
f ′(T01)− s
)− λ2
]
y1 = q0
β
y2,
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or [
1
κβ
(
f ′(T01)− s
)−Φ(T01)
]
y1 = q0
κβ
y2,
and if κβ is small enough then [(1/κβ)(f ′(T01) − s) − Φ(T01)] > 0, and this
implies sgny1 = sgny2.
(iii) If (z1, z2)T is an eigenvector corresponding to the positive eigenvalue, λ1,
at the rest point u01, then[
1
β
(
f ′(T01)− s
)− λ1
]
z1 = q0
β
z2,
and so λ1 = (1/β)(f ′(T01)− s), then (q0/β)z2 = 0. This show that either z1 < 0
and z2 = 0, or z1 > 0 and z2 = 0. ✷
In order to show the existence of travelling wave, we define
D = {u ∈R2: 0 <Z < 1, T < T01, g(T ,Z) < 0}.
Now, note that the rest points u00 and u01, are located on ∂D. Moreover, by
Theorem 4.1, the unstable manifold at u00, is one dimensional and the unstable
manifold at u01 is two dimensional. Also about these manifolds we have the
following lemma.
Lemma 4.3. Let D be as above, then the unstable manifold at u00 intersects D on
a curve. The unstable manifold at u01 intersect D on a two dimensional manifold.
Proof. As we have shown before, the linearized system of (2.3) at the rest points
u0j , j = 0,1, has the following form:
βT˙ = (f ′(T˜ )− s)(T − T0j )− q0Z = g1l(T ,Z),
Z˙ = κΦ(T˜ )Z = g2l(T ,Z), (4.2)
where ∼ means that the related function should be considered at the rest point
u0j , j = 0,1.
Let (y1, y2)T be an eigenvector corresponding to the positive eigenvalue λ2 =
κΦ(T00), at the rest point u00. Now consider the solution
u(ξ)= (T (ξ),Z(ξ))T = (y1, y2)T eλ2ξ + u00
of the linear system (4.2). Then u(ξ) ∈Dw , where
Dw =
{
u ∈R2: g1l (T ,Z) < 0, g2l (T ,Z) > 0
}
.
To see this notice that(
g1l (T ,Z), g2l (T ,Z)
)T =M(u− u00)=MYeλ2ξ
= λ2Yeλ2ξ = (λ2y1, λ2y2)T eλ2ξ .
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By Theorem 4.2, we may assume that y1 < 0 and y2 > 0. Since λ2 > 0, it
follows from the last equality that (g1l (T ,Z), g2l(T ,Z)) ∈Dw . This means that
the unstable manifold of (4.2), at the rest point u00, which is the line,
Mw =
{
u ∈R2: u− u00 = (y1, y2)T s, s ∈R
}
,
lies in Dw for s > 0, and lies in D for s > 0 and small. Thus the unstable manifold
of the system (4.2), at the rest point u00 intersect D on a curve. Now consider the
rest point u01, the unstable manifold of the system (4.2) at this rest point is two
dimensional. An argument similar to the above can be used to show that this
unstable manifold is given by
Ms =
{
u ∈R2: u− u01 = (z1,0)T s1 + (y1, y2)T s2, s1, s2 ∈R
}
,
where (z1,0)T is an eigenvector corresponding to λ1 and (y1, y2)T is an eigen-
vector corresponding to λ2. We may assume z1 < 0, y1 > 0 and y2 > 0. Therefore
those points of Ms with s1 > 0, s2 > 0 and s2  s1 lie in the set
Ds =
{
u ∈R2: g1l(T ,Z) < 0, g2l (T ,Z) > 0
}
.
Hence those points of Ms with s1 > 0, s2 > 0, s2  s1 and s1 + s2 small lie in D.
Thus the unstable manifold of (4.2) at u01 intersects D in a two dimensional
manifolds. ✷
Now consider the following system of ordinary differential equations:
βT˙ = f (T )− sT − q0Z +C = g(T ,Z),
Z˙ = κΦ1(T )Z := g3(T ,Z), (4.3)
where Φ1(T ) is defined by (1.2). Notice that the above system leads us to the
proof of existence of travelling waves for weak and strong detonation waves.
Lemma 4.4. Let D be as above. Then there is a unique orbit of the system
(4.3) which lies in D, its α-limit set is u00, and this orbit intersects the set
∆ = {u ∈ D: g(T ,Z) < 0, T < T01, and Z = 1}. Besides, there are infinitely
many orbits of (4.3) which lie in D, and their α-limit sets is u01. Each of these
orbits intersects the above set ∆. Along all of these orbits T (ξ) is decreasing and
Z(ξ) is increasing.
Proof. First of all note that the system (4.3) is gradient-like with respect to
h(u) = Z in D, and is locally Lipschitz in a neighborhood of D. Now we shall
show that the system (4.3) together with D (as D), u00 (and similarly u01) (as
the rest point x˜) and the real valued function h(u) = Z (as h) satisfy all of the
conditions of Theorem 3.1.
Conditions (C1), (C2) and (C4) trivially hold. we shall show that condition
(C3) of Theorem 3.1 is fulfilled. To see this, let u0 ∈ {u ∈ ∂D: 0 <Z < 1}. Then
878 A. Razani / J. Math. Anal. Appl. 276 (2002) 868–881
g(u0)= 0 or T = T01. Now, suppose g(u0)= 0. If we differentiate g(T ,Z) along
the orbits of (4.3) we obtain
dg(u)
dξ
=
(
∂f (T )
∂T
− s − (q0)T Z
)
T˙ − q0Z˙.
Hence
dg(u)
dξ
∣∣∣∣
g(u0)=0
=
((
∂f (T )
∂T
− s − (q0)T Z
)
g(u)
β
− q0Z˙
)∣∣∣∣
g(u0)=0
=−q0Z˙ < 0.
Thus the flow come in D on g(u0)= 0. Let T = T01 and differentiate T along the
orbits to obtain
dT
dξ
∣∣∣∣
T=T01
= 1
β
(
f (T )− sT − q0Z +C
)∣∣
T=T01 =
1
β
g(T01,Z) < 0.
Thus the flow comes in D on T = T01. Hence condition (C3) of Theorem 3.1
holds too. Thus by Theorem 3.1, there must be an orbit of the system (4.3) lying
in D, initiating at a point on the surface Z = 1 and running to the point u00 as
ξ →−∞. Similarly, there are infinitely many points in the plane Z = 1 such that
if an orbit of (4.3) is started at each of these points, then the α-limit set of each of
these orbits is the set {u01}. Finally from the system (4.3) and the set D it follows
that along these orbitsZ(ξ), T (ξ) are increasing and decreasing, respectively. ✷
Let u˜(ξ), ξ ∈ (−∞, ξ0] be the orbit which is given by the above lemma. Then
u˜(ξ0) ∈ {u ∈ D: Z = 1} and limξ→−∞ u˜(ξ) = u00 or u01. About the orbit u˜(ξ)
we have the following lemma.
Lemma 4.5. Let u˜(ξ) be as above. Then there is 0 < Z˜  1, such that for κβ
small enough, the orbit u˜(ξ) meets the line T = Ti , at u˜(ξ˜ ) = (Ti, Z˜), for some
ξ˜ ∈ (−∞, ξ0).
Proof. Let u00 and u01 be as (2.9). Choose the line P : T − T01 = 0, where T01
is the first component of u01, and we know that u00 is in {u | T < T01}, because
T00 < T01. Let (Ti,Zi)T be the unique solution of the equation
g(u)= 0, T = Ti,
thus we obtain Zi = (1/q0)(f (Ti) − sTi + C). Also from Tm < Ti < T00, it
follows that 0<Zi < 1, and {u ∈D: g(u)= 0, Zi < Z < 1} ⊂ {u ∈D: T  Ti}.
Now consider the line P ′: T − Ti = 0, since um0 ∈ {u ∈D: (T − Ti) < 0}, we
can choose Zi < Z0 < 1 such that{
u ∈D: g(u)= 0,Z0 <Z < 1
}⊂ {u ∈D: T − Ti < 0}.
A. Razani / J. Math. Anal. Appl. 276 (2002) 868–881 879
Let D0 = {u ∈ D: Ti < T < T01, Z0 < Z < 1} and δ = maxu∈D0 g(u). Then
δ < 0.
Now suppose the orbit u˜(ξ), ξ ∈ (−∞, ξ0], does not meet the set {u ∈D: T =
Ti, 0 < Z  1}. Let ξ1 < ξ0 be the solution of the equation Z˜(ξ) = Z0, where
Z˜(ξ) is the second component of u˜(ξ). Since (d/dξ)(T )= (1/β)g(u) < 0, T is
decreasing along the orbit u˜(ξ), it follows that u˜(ξ) remains inD0 for ξ1 < ξ < ξ0.
Now along the orbit u˜(ξ) in D0 we must have
−dT
dZ
= 1
dZ
dξ
(
−dT
dξ
)
= 1
κZΦ1(T )
(−1
β
g(u)
)
 σ(−δ)
κβ
> 0,
where 1/σ = maxu∈D Φ1(T )Z. Let T0 = T (ξ0), then Ti < T0, if u˜(ξ) does not
meet Ti . Therefore
T00 − Ti  T00 − T0 =−
ξ0∫
−∞
1
β
g(u) dξ
=
ξ0∫
−∞
1
β
(−g(u))dξ 
ξ0∫
ξ1
1
β
(−g(u))dξ
=
1∫
Z0
1
κZΦ1(T )
(−1
β
g(u)
)
dZ  σ(−δ)
κβ
(1−Z0),
which is impossible for κβ small enough. Thus there is a ξ˜ ∈ (−∞, ξ0) such that
the orbit u˜(ξ) meets the line T = Ti at the point u˜i = (T˜i , Z˜i)T , where T˜i = Ti ,
and Z˜i = Z˜(ξ˜ ). ✷
From now on we assume that κβ is small enough, or the orbit u˜(ξ) meets
the line T = Ti at the point u˜i = (T˜i, Z˜i)T , where T˜i = Ti and Z˜i = Z˜(ξ˜ ). We
call the point u˜i the ignition point. According to Lemma 4.4, this point for weak
detonation is unique, but for strong detonation there is a curve of ignition points.
Now we have our main theorem as follows.
Theorem 4.6. Suppose that the system (2.3) admits the rest points u00, u01 and
um0, for some 0 < m  1. If κβ is small enough, then there is a unique orbit of
the system (2.3) which is running from u00 to um0, for some 0 <m 1. Similarly,
there are infinitely many orbits of this system which are running from u01 to um0,
for some 0 <m 1.
Proof. In the region T < Ti , the last equation of (2.3) becomes Z˙ = 0. Thus,
in this region, along the orbits of this system Z(ξ) is constant. Here we let
Z(ξ) = Z˜i , where Z˜i is the second component of u˜i (the ignition point). On the
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surface Z = Z˜i , the system (2.3) reduces to the following one dimensional system
of equations, in the region T  Ti :
βT˙ = f (T )− sT − q0Z˜i +C := F(T ). (4.4)
Now consider the region D′ = {T ∈ R: F(T ) < 0, T < Ti}. Notice that T =
Ti ∈ ∂D′. Also this is trivial to see that any orbit of (4.4) initiating at a point on
∂D′ ∩ {T : T = Ti} approaches to the unique rest point of the system (4.4) which
is located in the region T < Ti , as ξ tends to +∞. We denote this rest point by Ti .
Let us again consider the ignition point u˜i = (Ti, Z˜i). By the above argument,
there is a unique orbit of the system (2.3), say
˜˜u(ξ)= (T˜ (ξ), Z˜(ξ)), ξ˜ < ξ <+∞,
with
˜˜u(ξ˜)= (T˜i, Z˜i), Z˜(ξ)= Z˜i, for ξ  ξ˜ ,
and
lim
ξ→+∞
˜˜u(ξ)= (T i, Z˜i).
Along this orbit T (ξ) is increasing and Z(ξ) is constant. This orbit lies in D, the
domain which is used in the proof of Lemma 4.4.
Now define
u(ξ)=
{
u˜(ξ), ξ < ξ˜ ,
˜˜u(ξ), ξ  ξ˜ .
Then u(ξ) is a complete orbit of the system (2.3) lying in D and is running from
u00 or u01 to um0 for some 0 <m 1. This completes the proof. ✷
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