Introduction
Why study business cycle similarities and differences in the newest European Union member states? The accession countries are collectively smaller both geographically and economically compared to the euro area. On one hand, we would intuitively expect them to be strongly affected by the euro-area business cycle. On the other hand, reflecting their relative economic size, we would also expect them to gain asymmetrically from integration with the EU and switching to the euro.
In the following discussion, we take stock of the growing literature on businesscycle correlation between Central and Eastern European countries (CEECs), i.e. Bulgaria, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia and Slovenia, and the euro area. Optimum currency area (OCA) theory suggests business-cycle synchronisation to be an important criterion for participation in a monetary union. The business-cycle correlation criterion is generally applied to questions related to euro adoption and exchange rate regimes of the new EU member states, but it also is considered for other countries with extensive trade and economic relations with the EU. A variety of methodologies have been applied in recent business-cycle studies of the CEECs.
CEEC economic analyses inherently suffer from significant data problems. Generally speaking, reliable time series are available only from the beginning of the 1990s and data comparisons of several sources often reveal significant differences. Moreover, frequent data revisions make replications of analyses difficult. As a result, robustness of results for any particular study should always be questioned.
Of course, such data problems are fairly common in natural and social science.
Thus, meta-analyses of existing studies offer a potentially fruitful way to gain more robust results (Lipsey and Wilson, 2000) . Meta-analysis typically summarises published results on a particular topic. In addition to a more precise aggregate view, meta-analysis permits analysis of factors that may influence the results for data definition, time period, author characteristics, etc. More recently, meta-analysis has become a popular research tool in economics (e.g. Stanley, 2001 , De Grauwe and Storti, 2004 , and Rose, 2004 . Metaanalysis extends the analysis beyond standard literature surveys.
Applying meta-analysis to the increasing body of OCA literature on the euro area and CEECs, we show that results of individual studies differ quite significantly, which in Jarko Fidrmuc and Iikka Korhonen A meta-analysis of business cycle collelation between the euro area and CEECs: What do we know-and who cares? 8 itself may have economic policy implications. In any case, taken together, some general elements emerge.
First, the business-cycle correlations of Hungary, Poland and Slovenia are the highest, irrespective of indicator used. These countries show business cycle correlation with the euro area comparable with the core participants in European Economic and Monetary Union (EMU). Indeed, several of the smaller euro-area countries have lower business-cycle correlation than these CEECs.
Second, although some new member states (e.g. the Czech Republic) show low synchronisation of business cycles with the euro area, they are nevertheless synchronised with the overall euro-area business cycle to the same extent as the EU peripheral countries Greece, Ireland, and Portugal.
Third, business cycles in the Baltic countries (except Estonia) and some Balkan countries generally display the lowest correlation with the euro area. Recognising this, we define a relative ranking of business cycle similarity in the new EU countries and the euro area.
Fourth, we find that estimation methodology can have a significant effect on the correlation coefficients. For example, using supply and demand shocks to determine correlation of business cycles results in significantly lower correlations.
Finally, we look at the characteristics of the researchers active in the area. Many authors belong to academic or economic policy institutions, underscoring the overall importance of the topic in current economic policy formulation in Europe. Our analysis of a potential publication bias of authors affiliated with national or EU institutions confirms the objectivity of the discussion.
The paper is structured as follows: The next section reviews the optimum currency area theory from the point of view of the new member states. Based on this evidence, Section 3 presents a meta-analysis of nearly 30 publications with nearly 350 point estimates of business-cycle correlation between the CEECs and the euro area. The last section concludes. The achieved degree of business-cycle coordination implies that some new EU member countries would probably not suffer from asymmetric business cycles in the euro area -or at least no more so than some small member countries. Of course, the new EU members must ensure that their economic policies are sustainable and in line with the requirements of monetary union. Lithuania; BG = Bulgaria; CZ = Czech Republic; EE = Estonia; HU = Hungary; LV = Latvia; LT = Lithuania; PL = Poland; RO = Romania; SI = Slovenia; CE10 = all countries.
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2 What does business cycle synchronisation tell us?
The optimum currency area theory originates with Mundell (1961) , who proposed that a country would find it more advantageous to peg the external value of its currency when the business cycles of the two countries are highly correlated. 1 In practice, such correlation is never perfect, but the problem of asymmetric shocks is alleviated as long as factors of production are free to move between countries and regions. Fiscal policy and flexible labour markets may also replace traditional adjustment channels. With the breakdown of the Bretton Woods system, OCA analysis became a regular tool for assessing the desirability of a fixed exchange rate for a particular country. OCA analysis quickly revealed that labour movement between countries or regions in Europe was extremely low, which in itself was sufficient reason to abandon fixed exchange rate regimes (see McKinnon, 2002) .
A revival in the empirical testing of the OCA theory preceded the introduction of European monetary union. These empirical studies typically assess the correlations between the business cycles of Germany and other potential members of a monetary union.
The influential contribution of Bayoumi and Eichengreen (1993) recovers the underlying supply and demand shocks in the prospective members of the monetary union using a technique developed by Blanchard and Quah (1989) . 2 Their basic assumption is that an economy can be hit by either demand or supply shocks. Such shocks are identified with the help of a restriction that the long-term impact of demand shocks on output is zero and an assumption that only supply shocks have a permanent effect on output. In addition, Bayoumi and Eichengreen designate an "over-identifying" restriction, whereby the accumulated effects of supply and demand shocks on prices are negative and positive, respectively. As this condition is not imposed on the model, its fulfilment can be used to check the consistency of the results.
Bayoumi and Eichengreen's approach can be justified within a neo-Keynesian model of aggregate supply and demand curves (McKinnon, 2000) . The framework is based on sticky wages, which make the adjustment process to a new equilibrium gradual when the economy is hit by demand or supply shocks. In this section, we survey the literature related to testing the OCA criteria in the new member states and accession aspirants (Bulgaria and Romania). Using a variety of methods, most studies find that the business cycles in a few of the new member states are already as synchronised with the euro area as some of the euro area's peripheral members.
However, these papers also often express uncertainty as to the robustness of their results. Table 1 lists papers that assess the correlation of CEEC business cycles with the euro-area business cycle (or some proxy thereof). In this format, it is immediately apparent that this topic has been approached from several angles. A few contributions utilise a structural VAR approach, while most papers take the much simpler approach of merely looking at the cyclical variation around an estimated trend (usually trend of industrial production). Availability of data places some obvious limits on testing options.
A frequent criticism of meta-analysis in summarising results on any given topic is that all papers are given equal weights in determining the outcome. However, it would be hard to rank the studies on quality of contribution. Some papers were published in refereed journals (which probably assures a certain level of quality), but since this sub-field so new, many papers we mention are still in the midst of the refereeing process. Several studies, including the most influential ones, do not specify the number of observations (which could be useful in weighting the results). Following the convention of other meta-analyses in the field (Égert and Halpern, 2004) , therefore, we weight all estimates equally.
In summarising study results, we identify three major strands of the literature on businesscycle coordination between the euro area and the CEECs. The first strand of papers look at simple correlation of an indicator of aggregated output. Those belonging to the second strand use a statistical approach geared to the properties of CEEC business-cycle indicators. Business-cycle coordination is analysed mainly from the perspective of international transmission of business cycles and various filters (including the Hodrick-Prescott filter and Band-Pass filter) or time series models are used. In the third strand, structural VARs are used to recover underlying shocks with properties derived from the economic theory.
While the first approach prevailed in early analysis (and in papers using business-cycle synchronisation in further analysis), the latter two directions dominate the current discussion.
Early analysis
Analysis of simple correlations prevailed in the first stage of research on the issue. For example, the IMF (2000) notes a relatively high degree of business-cycle synchronisation between Germany and the CEECs. Similarly, Buiter and Grafe (2002) suggest correlations of inventory changes as a more appropriate indicator of business-cycle correlation than aggregate GDP.
The majority of papers with sophisticated statistical tests start with a short look at the properties of the raw data. We suggest in Fidrmuc and Korhonen (2003) that this picture may be misleading. There are generally high correlations among several country groups, and, in particular, EU countries correlate strongly with the US. One possible interpretation, in contradiction of previous results (see Artis and Zhang, 1997) , is that there is no independent European cycle. As a result, the increased degree of business-cycle synchronisation within the EU (and possibly between the euro area and the new member states) is consistent with globalization rather than Europeanisation. This result is confirmed for various statistical filters (see . By contrast, structural VARs reveal greater differences between Europe and the US in underlying shocks (Fidrmuc and Korhonen, 2003) .
Some authors use simple correlations of business cycles for further analysis. Fidrmuc (2001a) and Maurel (2002) rely on the endogeneity hypothesis of OCA criteria laid down in Frankel and Rose (1998) . 13 relates to intra-industry trade, but finds no significant relation between business cycles and bilateral trade intensity. Furthermore, the business cycle (defined as detrended industrial production) strongly correlates with the German cycle in Hungary, Slovenia and, to a lesser extent, Poland. Moreover, due to the high degree of intra-industry trade, it is possible to identify a significant potential for increasing the correlation between business cycles in the EU and the new member states (Hungary, Slovenia, Poland, the Czech Republic and Slovakia). Maurel (2002) also finds evidence that intra-industry trade increases the symmetry of business cycles, which is important for those who take the view that higher per capita GDP in the new member states is associated with greater intra-industry trade.
Boreiko (2002) Both methods produce comparable results, although the latter yields slightly higher values (preferred estimates).
Statistical approach
Another group of studies uses different measures of correlation between business cycles in the euro area (or EU) and the CEECs. Boone and Maurel (1998) calculate correlation coefficients between the cyclical components of industrial production and unemployment rates for select CEECs (the Baltic states are excluded) against Germany and the EU. The cyclical component of the business-cycle indicators is derived with the help of a HodrickPrescott filter. They generally find a relatively high degree of business-cycle correlation for the CEECs with Germany (and higher than either Portugal or Greece). This implies relatively low costs for giving up monetary sovereignty and entering a monetary union with Germany. Boone and Maurel (1999) abandon the methodology used in their earlier work to assess the similarity between business cycles in selected CEECs (Czech Republic, Hungary, Poland and Slovakia) against Germany and the EU. They fit a time-series model for the unemployment rate in an accession country using EU (German) unemployment shocks derived in a separate regression. Under this framework, they ask: What share of the variation in the unemployment rate can be attributed to German or EU-wide shocks? They then look at correlation in the propagation of the shock. Boone and Maurel find that the share of
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A meta-analysis of business cycle collelation between the euro area and CEECs: What do we know-and who cares? 14 variation explained by the German shocks is fairly high for all analysed countries, and highest for Hungary and Slovakia. The countries with the highest correlations of responses to a German shock are Poland and Slovakia. Boone and Maurel conclude that the business cycles in these countries are sufficiently close to the German cycle that participation in monetary union would bring net benefits. Barrell and Holland (2004) A few studies attempt to test whether the correlation of business cycles has changed over time. Babetski et al. (2002 and 15 EU and Germany. They find that the correlation of demand shocks has increased during the 1990s, whereas correlation of the supply shocks has not increased to the same degree. Korhonen (2003) estimates correlation of impulse functions from two-variable VARs for two separate sub-periods (1992-1995 and 1996-2000) , and finds that the correlation of business cycles increased clearly in the second half of the 1990s in the Czech Republic, Hungary and Slovenia. These results suggest that increasing integration of the CEECs with the EU has increased business-cycle correlation and may continue to do so in the future. Frenkel et al. (1999) , Frenkel and Nickel (2002) , Korhonen (2003 and , Süppel (2003) , Backé et al. (2004) , and Fidrmuc and Hagara (2004) use an approach similar to that of Bayoumi and Eichengreen to recover quarterly supply and demand shocks for various countries, including most CEECs. Frenkel et al. (1999) find that the correlation between shocks in the euro area and in the nonparticipating EU member states is as high as it is for the remaining EFTA countries.
Structural VAR
The correlation of shocks is quite different between the euro area (proxied by Germany and France) and the CEECs. Unfortunately, there are difficulties in interpreting the results.
Perhaps the most serious caveat relates to data used for estimation. Frenkel et al. use quar- terly data from the first quarter of 1992 to the second quarter of 1998. The time period is obviously short (an unavoidable problem with such studies), but more importantly, the first two or three years in the sample belong to the period of transformational recession for some CEECs, i.e. output losses relate to the change in the economic system. This can make the interpretation of economic shocks problematic. Frenkel and Nickel (2002) 
Related literature
A related strand of literature looks at the convergence of level of economic activity and prices between the CEECs and the EU. Although business-cycle correlation is probably more important in formulating monetary policy, long-term convergence (or lack thereof)
can also impact the functioning of a monetary union. The level of GDP in the CEECs during the period of centrally planned systems grew slowly in relation to Western Europe.
Thus, the divergence between Western and Eastern Europe grew in the 1970s and 1980s, and this increasing welfare gap between market and centrally planned economies in Europe was a major reason for the introduction of early reforms in some CEECs.
4 Also Borghijs and Kuijs (2004) estimate three-variable structural VARs for the Czech Republic, Hungary, Poland, Slovakia and Slovenia, although they are not concerned with the correlation of shocks vis-à-vis the euro area. In the estimated VARs, they use monthly data for industrial production, inflation and real exchange rate against the euro. They then derive supply, real demand and money shocks from these estimations and conclude that nominal exchange rates have been fairly useless shock buffers in the five CEECs, and, in fact, have amplified the effects of money shocks. 3 Results of the meta-analysis
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A hot new field?
We are presently aware of 27 independent studies 5 that provide altogether nearly 400 estimations of business-cycle correlation between the euro area (or some proxy of it) and the individual CEECs. To our knowledge, the earliest two papers on the topic were published in 1998, and publishing on the topic took off in 2002 (see Figure 1) . The number of the working papers basically exploded as soon as the details of EU enlargement were an- groups. 5 Several papers have been published in working-paper and journal versions. Table 1 includes both the most influential working-paper version and the possible journal version. Unless the journal version is clearly updated in a comparison to the previous working paper, we only use the journal version for further metaanalysis.
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A decisive feature of the literature is its relatively broad cross-country focus. We found only three papers that focused on a single country. The majority of the studies include all ten CEECs (although Bulgaria and Romania are increasingly omitted in recent contributions). Correspondingly, the average number of involved countries is relatively high (7.5).
Many studies also estimate business-cycle correlations for a number of EU15 countries, which are then used as benchmarks for the new member states. 
Meta-statistics
The largest number of correlation estimates (43) are reported for the Czech Republic and Hungary, but there are sufficiently many estimates reported for all Central European countries and the Baltic States (see Table 1 and Figure 1 ). By contrast, only 13 and 17 available estimates are reported for Bulgaria and Romania, respectively. It should be noted that we are able to compare estimates across studies directly. Whatever the methodology, all stud-ies arrive at a single statistic, i.e. the correlation coefficient. In some meta-analyses, the authors classify or somehow transform the reported estimates.
On average, the highest average estimates of business-cycle correlation with the euro area are reported for Hungary, followed by Poland and Slovenia. The studies report on average a negative correlation of business cycle only for Lithuania. For nearly all countries, the mean is slightly higher than median, which may imply that some outliers are influential. The skewness statistic, which is positive on average for all ten CEECs, also indicates that the distribution of reported results is asymmetric with a long right tail. Furthermore, the kurtosis statistic shows that the distribution of reported results is flat relative to the normal distribution. Nevertheless, the null of normal distribution of the results can be rejected only for Poland and Romania. 6 This can be also seen in the histograms of the reported results (see Figure 2 ). In summary, there is no obvious consensus regarding the extent of business-cycle correlation.
Somewhat surprisingly, the variance of reported results is quite similar between countries. Countries with relatively low average correlation (Bulgaria, the Czech Republic and Romania) have also relatively low standard deviations of reported results. A t-test rejects that the mean of reported results equals zero only for half of the CEECs (the Czech Republic, Hungary, Poland, Slovenia and Estonia). Notes: */**/*** denote significance at the 10%/5%/1% level. 6 We cannot reject the normality of the reported results if we pool the data for all countries.
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Who are the forerunners?
As the estimation methods often differ considerably from one study to another, we next assess the relative ranking of business-cycle correlation in the CEECs to shed additional light on the robustness of the estimated correlations.
As the geographical focus of papers reviewed here varies quite a bit from one another, we first concentrate on studies that include all new EU member countries from the CEECs (i.e. the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia and Slovenia). Our database contains a total of 50 estimates of business-cycle synchronisation (several papers report multiple estimates). Of these, 32 estimate correlations for all eight new EU members from the CEECs. 
Meta-regression analysis
Meta-statistics presented in Section 3.2 show that, on average, the available estimates of business-cycle correlation provide a fairly consistent ranking of the CEECs. However, the presented meta-statistics also reveal a relatively high degree of variance among studies. It is generally argued that a substantial part of this variance can be attributed to the specifics of presented studies (especially data definition and selected time periods). Furthermore,
A meta-analysis of business cycle collelation between the euro area and CEECs: What do we know-and who cares? 24 there could be a publication bias of authors representing views accepted more or less in some countries or institutions.
Meta-regression analysis provides an appropriate tool to adjust for these effects. A meta-regression relates our summary statistics to a set of characteristics of reviewed studies. However, the correlation coefficient has some undesirable properties that may be important for regression results, e.g. the correlation coefficient is defined between -1 and 1.
Therefore, Lipsey and Willson (2001) recommend Fisher's transformation, which removes this restriction.
7 The meta-regression may thus be stated as
where ρ ij are correlation estimates reported by the source j for country i, D ij are K characteristics of reported summary statistics (some characteristics, e.g. sample periods, may be different between countries also according to the same source), and ε is the error term with standard statistical properties.
This specification assumes that the characteristics of the reviewed studies have the same effects for all reported countries (i.e. no country-specific bias in the individual studies). We are mainly interested in the country effect, i ρ . After the transformation back to standard correlation, this is our meta-estimate of the degree of business-cycle synchronisation with the euro area.
We start by the replication of average country estimates without covering additional characteristics,8 which basically replicates the computation of meta-statistics above (we use Fisher's transformation of the correlation coefficient here). This confirms the significance of business-cycle correlation with the euro area in the Czech Republic, Estonia, Hungary, Poland and Slovenia (see Table 4 ), although the size effects are again different.
Next, we add several sets of indicators that characterise reviewed estimates of business correlation reported in Table 4 . Quarterly data (QUARTER) lead to lower reported correlation of business cycles between the countries than monthly or annual data, while the use of industrial production has no significant effects. The number of observations (OBS) has a negative, but insignificant, effect.9 The application of time series models (TSERIES), statistical filters (HP) and SVARs (BANDQ) has negative effects comparative to simple correlation coefficients of growth rates. It may be that simple growth rate correlations do not adequately reflect the underlying business-cycle correlation. Synchronisation of business cycle as measured by the supply (SUPPLY) and demand shocks (DEMAND) goes in the same direction (again negative as implied by the coefficient on SVAR dummy variable) by approximately the same amount, while correlation of inflation (CPI) provides larger business-cycle correlation than summary statistics based on GDP or industrial production (Q).
Furthermore, we look at possible publication bias in the field. We find a negative trend (YEAR, measured by demeaned year of publication). The year of publication seems to work better than comparable indicators on applied time period (starting and final year of the sample in surveyed publications). We can also see that journal publications (JP) are slightly more conservative, but this characteristic is not significant. 10 We also find that authors affiliated at the central banks (both in the eurosystem -AEMU -and in the CEECs -ACEE) are more conservative than the authors at the academic institutions. However, we do not find any regional differences in reported results.
Finally, we include all characteristics into a single equation. This shows that characteristics describing the variables used have the most robust influence on results. By contrast, the variables pointing at possible publication bias are no longer significant. If we drop insignificant variables, we get our preferred meta-regression, which involves a dummy for time-series models, application of statistical filters, supply and demand shocks, a dummy for inflation used as variable measuring the business cycles and the year of publication. In this specification (as in the majority of specifications), we find positive and significant correlation of business cycles with the euro area for all CEECs, which range between 0.210 for Lithuania and 0.615 for Hungary. Consequently, the differences between the CEECs appear even larger than in the original studies. Moreover, the ranking of CEECs confirms the results of the previous section. 9 We get the same results if we take the lengths of time period in months. 10 The distinction of whether or not a paper has been published in a journal not should be overemphasised. As most papers are of recent vintage, many of them are presumably still being refereed for publication. Many of the papers currently circulating as working paper versions can be expected to be published eventually in journals.
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A meta-analysis of business cycle collelation between the euro area and CEECs: What do we know-and who cares? 4 Conclusions -We may know more we think In summary, empirical evidence seems to indicate that economic cycles in several CEECs are highly correlated with the euro-area cycle. To answer the first part of the question in the title of this paper, we apparently know quite a bit about business-cycle correlation between the euro area and the new EU members. In answer to the second part of the question, judging from the spate of recent papers, interest in this topic is fairly common. This seems to be especially true for Hungary, Poland and Slovenia. Although the Baltic countries were not always included in the aforementioned studies, there is evidence that Estonia has also achieved a certain degree of convergence with the euro-area cycle. Indeed, correlation of business cycles in several CEECs apparently match or exceed the convergence of several of the smaller, peripheral monetary union participants.
Our meta-analysis of the studies dealing with business-cycle correlation confirmed relatively high correlations for many new EU member countries. In addition, we found that characteristics of individual studies have had a clear impact on the estimated correlations.
For example, studies using quarterly data on average report lower correlations than those utilising monthly data. On the other hand, we did not observe any effect e.g. from the country of residence of the researcher. Simple growth rate correlations were higher than correlations calculated from models with slightly more economic structure behind them.
For this reason, some people may prefer to trust the more conservative estimates. It is hardly surprising that central bankers seemed to be more conservative in their estimates.
Our analysis implies that for most -if not majority -of the new EU member countries business-cycle correlation is sufficiently high as not to hinder membership in the monetary union. Several smaller current members of the euro area seem to have lower business-cycle correlation. Obviously, business-cycle correlation is only one criterion for successful participation in a monetary union. Economic policies also need to be congruent with the demands of the monetary union.
