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NUMERICAL SIMULATION OF FLUID-STRUCTURE
INTERACTION PROBLEMS WITH HYPERELASTIC
MODELS I: A PARTITIONED APPROACH
ULRICH LANGER AND HUIDONG YANG
Abstract. In this work, we consider fluid-structure interaction
simulation with nonlinear hyperelastic models in the solid part.
We use a partitioned approach to deal with the coupled nonlin-
ear fluid-structure interaction problems. We focus on handling
the nonlinearity of the fluid and structure sub-problems, the near-
incompressibility of materials, the stabilization of employed finite
element discretization, and the robustness and efficiency of Krylov
subspace and algebraic multigrid methods for the linearized alge-
braic equations.
1. Introduction
Recently, some nonlinear hyperelastic models have been adopted in
the fluid-structure interaction (FSI) simulation; see, e.g., [52, 37, 80,
64, 10]. In contrast to linear, isotropic and elastic models subjected
to large displacements and small strains in the FSI simulation (see,
e.g.,[60, 19]), the nonlinear hyperelastic models are often used to de-
scribe materials undergoing finite deformation and very large strains,
that are characterized by the anisotropic effects, material coefficient
jumps across distinct layers, and near-incompressibility constraints;
see, e.g., the arterial layers modeling in [36, 31] among others. As
phrased in [10], when incorporating the above characteristics is not
feasible, some simplified isotropic solid models may be used to predict
wall deformation under the action of the fluid forces. In this work, we
use a model of modified hyperelastic Mooney-Rivlin material (see, e.g.,
[12]), and a model of thick-walled artery with the media and adventitia
layer (see [36]). For this two-layer thick-walled artery, we assume the
angles between collagen fibers and the circumferential direction in the
media and adventitia are specified for a healthy young arterial wall. In
[8], a novel Laplace-Dirichlet Rule-Based (LDRB) algorithm to assign
fiber orientation to heart models has been presented. Besides, there
are other important issues concerning the arterial modeling, e.g., how
to obtain arterial wall prestress and to incorporate it into the solid
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2 ULRICH LANGER AND HUIDONG YANG
momentum balance equation (see [37]) or how to estimate the element-
based zero-stress state for arterial FSI computations in order to obtain
correct reference geometry for the finite hyperelastic models (see [61]),
and how to derive adequate boundary conditions for the solid domain
due to the external tissue support surrounding the arterial wall (see,
e.g., [52, 51]). These issues are beyond the scope of this work, we thus
refer readers to the corresponding references.
The material coefficient jumps of the two-layer thick-walled artery
prescribed in [36] are not so high, that is less problematic for our numer-
ical simulation. Therefore, we concentrate on the near-incompressibility
of the materials with very large bulk modulus κ. This brings difficulties
to develop stable discretization and efficient iterative solution meth-
ods. To enforce incompressibility, in [34], a displacement-dilatation-
pressure three-field Hu-Washizu variational approach combined with
an augmented Lagrangian optimization technique has been employed.
In [2], a finite element tearing and interconnecting (FETI, see, e.g.,
[55]) method is used to simulate biological tissues characterized by
anisotropic and nonlinear materials. However a pure displacement for-
mulation hired therein may lead to locking phenomena.
In this work, we use a displacement-pressure two-filed variational
approach to overcome the locking phenomena. On the one hand, the
stabilized equal order mixed finite element method in hyperelastic fi-
nite deformation using a residual-based stabilized formulation is well
understood, as described in [47, 49] for two different types of Neo-Hooke
material models. An application of this approach to the nonlinear in-
verse problem for hyperelastic tissues has been presented in [32]. This
mixed displacement-pressure method was also used in the FSI simu-
lation of a patient-specific atherosclerotic coronary artery modeled as
hyperelastic (Fung) material; see [65]. For the linear elastic model, the
error estimates of the mixed pressure-displacement formulation have
been analyzed in [30]. The application to the FSI simulation using
such a mixed formulation has been reported in [77].
On the other hand, the linear system of algebraic equations arising
from the finite element discretization of the mixed hyperelastic for-
mulation (after linearization using Newton’s method [21]) has a very
nice form suitable for a (nearly) optimal algebraic multigrid (AMG)
method. This AMG method has been utilized to solve the discretized
Oseen and linear elastic equations in the FSI simulation; see [77],
where a stabilized coarsening strategy and an efficient Braess-Sarazin
smoother (see the original and approximate versions in [13] and [81], re-
spectively) have been applied to both fluid and structure sub-problems.
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The number of iterations for the AMG method to converge is indepen-
dent of the problem size and the incompressibility. The original contri-
bution of such an AMG method for the fluid problem (Oseen equations)
can be found in, e.g., [71, 72]. Therein, in order to keep inf − sup sta-
bility on coarse levels (since meshes on coarse levels are not available),
a special coarsening strategy with a proper scaling technique is dis-
cussed. The two-grid convergence of such an AMG method for the
Stokes equations using a Petrov-Galerkin type coarse grid operator is
shown in [50].
For the hyperelastic problems, unfortunately a direct application of
such an AMG method fails. It is found from our numerical exper-
iments, that the Braess-Sarazin smoother does not damp efficiently
high-frequency errors. We therefore consider another class of com-
monly used smoothers based on corrections of many small local prob-
lems, that are projected from the global problem on properly chosen
local patches, in a Gauss-Seidel manner. For the geometrical multi-
grid (GMG) methods in computational fluid mechanics, the so-called
Vanka smoother based on a symmetrical coupled Gauss-Seidel (SCGS)
was tested in [68], where a finite-difference formulation using staggered
locations of the velocity and pressure variables is employed. An ad-
ditive version of such a multiplicative Vanka-type smoother under the
finite element discretization has been analyzed in [59]. The Vanka
smoother has been widely used in computational fluid dynamics; see,
e.g., [42, 41], where some stable finite element pairs with higher or-
der velocity spaces are used. However, according to [71], the Vanka
smoother deteriorates rapidly in the AMG method for solving the 3D
Oseen equations discretized with the stabilized P1 − P1 pair. This
is also observed in our numerical experiments to solve the linearized
Navier-Stokes (NS) equations in a Newton iteration, especially for high
Reynolds number.
The situation is different in the hyperelastic models. We apply this
smoother to the multigrid method for our hyperelastic problems. Using
a proper relaxation, the smoother works well under sufficient smooth-
ing steps. In [76], it was observed, the Vanka smoother in the GMG
methods works quite robustly for the Q1 − Q1 discretized finite elas-
tic problem using a hyperelastic Neo-Hooke material in 2D. Compared
with the Braess-Sarazin smoother, in each Vanka smoothing step, there
appear many small local sub-problems, that are usually tackled by di-
rect solvers. Thus altogether it leads to a complexity approximately
proportional to Nn3, where N denotes the number of patches, and n
the average local sub-problem size.
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We point out, that the AMG method we used in this work is not aim-
ing to compete with the FETI method in, e.g., [2], since parallelization
has been applied there. However, the (nearly) optimal AMG method
may be used to solve sub-domain problems in the FETI framework. As
a comparison, we also consider some Krylov subspace methods com-
bined with efficient preconditioners, that are derived from the block LU
factorization of the mixed algebraic equations (see [69]). The iteration
numbers of these Krylov subspace methods slightly increase when the
mesh is refined, that usually leads to suboptimal solvers.
The reminder of this paper is organized in the following way. In
Section 2, we describe the preliminary of this work. The complete
coupled FSI system is formulated in Section 3. Section 4 deals with
the temporal and spatial discretization of the fluid and structure sub-
problems, and their linearization using Newton’s method. In Section 5,
solution methods for the nonlinear FSI coupled problem, and the non-
linear fluid and structure sub-problems are discussed. Some numerical
experiments are presented in Section 6. Finally, the conclusions are
drawn in Section 7.
2. Preliminary
2.1. A model problem. As an illustration in Fig. 1, a fluid-structure
interaction (FSI) driven by an inflow condition is considered, which is
decomposed into fluid and structure sub-problems, and an interaction
in between. Considering different application fields, we include both
isotropic and anisotropic hyperelastic models. In the isotropic case,
the material holds the same properties through the layer; while in the
anisotropic case, the collagenous matrix of the material varies across
the layers.
2.2. Geometrical description and arbitrary Lagrangian Euler
mapping. The computational FSI domain Ωt ⊂ R3 at time t is com-
posed of the fluid sub-domain Ωtf ⊂ R3 and structure sub-domain
Ωts ⊂ R3: Ωt = Ωts ∪ Ωtf , Ωts ∩ Ωtf = Ø; see a schematic representa-
tion in Fig. 2. At time t = 0, Ω0 is referred to as a reference (initial)
configuration: Ω0 = Ω0s ∪Ω0f , Ω0s ∩Ω0f = Ø. For the fluid sub-problem,
Γtin and Γ
t
out are parts of boundary ∂Ω
t
f where certain Neumann forces
are applied. In an analogous manner, Γ0d and Γ
0
n are employed to de-
note parts of boundary ∂Ω0s, where structure Dirichlet and Neumann
conditions are applied, respectively. The intersection Γt between two
sub-domains at time t is called the FSI interface: Γt = ∂Ωtf ∩ ∂Ωts.
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(a) An one-layered model (b) A two-layered model
inflow outflowFluid sub−problem
Structure sub−problem
Structure sub−problem
(c) A FSI model problem consisting of fluid and structure
sub-problems
Figure 1. FSI with one-layered (isotropic) and two-
layered (anisotropic) hyperelastic models
Again at t = 0, Γ0 is the reference (initial) interface: Γ0 = ∂Ω0f ∩ ∂Ω0s,
where certain interface conditions are fulfilled.
Γt
Γtd
Γtout
Γtd
Γtn
Γt
Γtin Ω
t
f
Γtn
Ωts
Figure 2. Computational fluid and structure sub-
domains obtained using Lagrangian and Arbitrary La-
grangian Eulerian mapping
In order to track particle motion of the structure body Ω0s, we adopt
the Lagrangian mapping Lt(·) : Lt(x0) = x0 + dˆs(x0, t) for all x0 ∈ Ω0s
and t ∈ (0, T ), with the structure displacement dˆs(·, ·) : Ω0s × (0, T ] 7→
R3. An arbitrary Lagrangian Euler (ALE, see, e.g., [27, 22, 40]) map-
ping At(·) is used to capture the movement of the fluid sub-domain Ω0f :
At(x0) = x0 + dˆf (x0, t) for all x0 ∈ Ω0f and t ∈ (0, T ), where the fluid
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displacement dˆf (·, ·) : Ω0f × (0, T ] 7→ R3, only follows particle motion of
the fluid body on the interface Γ0, but is arbitrarily extended into the
domain Ω0f . A classical option for the ALE mapping is the so-called
harmonic extension:
−∆dˆf = 0 in Ω0f ,(1a)
dˆf = dˆs on Γ
0(1b)
with homogeneous Dirichlet boundary conditions dˆf = 0 on Γin ∪ Γout.
The fluid sub-domain velocity wf : Ω
t
f 7→ R3 at time t is then given by
(2) wf =
∂dˆf
∂t
◦ At−1.
In our situation, the simple harmonic extension (1) provides satisfying
results. Other more advanced mesh motion techniques under the ALE
framework can be found in, e.g., [74].
2.3. Nonlinear hyperelastic modeling. In order to formulate the
hyperelastic sub-problem in Section 3.2, we first introduce the following
useful notations in nonlinear continuum mechanics, that can be found
in, e.g., [35, 12, 54, 75]. Let F denote the deformation gradient tensor
given by F = ∂Lt/∂x0 = I +∇dˆs and J the determinant given by J =
detF . We then define the right Cauchy-Green tensor C as C = F TF
and the three principal invariants are respectively given by
(3) I1 = C : I, I2 =
1
2
(I21 − C : C), I3 = det(C).
For a hyperelastic material, the second Piola-Kirchoff tensor S is de-
fined as
(4) S = 2
∂Ψ
∂C
,
where Ψ represents the energy functional depending on the invariants.
The energy functional is chosen according to material properties, and
the second Piola-Kirchoff tensor is then computed accordingly.
2.3.1. A modified model of Mooney-Rivlin material. We first consider a
modified model of Mooney-Rivlin material, for which the energy func-
tional is given by
(5) Ψ =
c10
2
(J1 − 3) + c01
2
(J2 − 3) + 1
2
κ(J − 1)2,
where the first two invariants are respectively given by
(6) J1 = I1I
−1/3
3 , J2 = I2I
−2/3
3 .
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Material parameters c10 > 0 and c01 > 0 are related to shear modulus µ
l
for consistency with linear elasticity in the limit of small strains: µl =
2(c10+c01). The bulk modulus κ > 0 indicates material compressibility:
the larger the bulk modulus is, the more incompressible the material
becomes. In this case, the second Piola-Kirchoff tensor is given by
(7) S = c10
∂J1
∂C
+ c01
∂J2
∂C
+ 2κ(J − 1) ∂J
∂C
.
In order to overcome the usual locking phenomena with large bulk
modulus, we introduce the pressure pˆs := pˆs(x, t) = −κ(J − 1) :
Ω0s × (0, T ] 7→ R3 for all x ∈ Ω0s at time t. Using the notation
S
′
= c10
∂J1
∂C
+ c01
∂J2
∂C
,
then the second Piola-Kirchoff tensor is rewritten as
(8) S = S
′ − pˆsJC−1,
where we use ∂J/∂C = JC−1/2. The Mooney-Rivlin model is often
used to model elastic response of rubber-like materials (see, e.g., [12]).
We use this model in the FSI simulation as an isotropic hyperelastic
case for test purpose; see the one-layered model in Fig. 1.
2.3.2. A two-layer thick-walled artery. In many applications, simple
isotropic hyperelastic models might be insufficient to describe the me-
chanical response of materials like arterial tissues; see, e.g., [36, 31, 2].
When studying mechanical response of a healthy young arterial (with
no pathological intimal changes) in hemodynamics, we usually model
the artery as a two-layer thick-walled tube consisting of the media and
the adventitia layers. The media layer has a common FSI interface with
the fluid. The energy functional of such an arterial model is prescribed
by:
(9) Ψ = Ψiso + Ψaniso +
1
2
κ(J − 1)2,
where the isotropic response in each layer and the strain energy stored
in the collagen fibers are respectively prescribed by the classical neo-
Hooken model and an exponentional function (see [36, 7]):
(10) Ψiso =
c10
2
(J1 − 3), Ψaniso = k1
2k2
∑
i=4,6
(exp(k2(Ji − 1)2)− 1).
Here c10 > 0 is a stress-like material parameter and κ > 0 the bulk
modulus as in the modified Mooney-Rivlin material, k1 > 0 a stress-
like material parameter, and k2 > 0 a dimensionless parameter. The
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invariants J4 > 1 and J6 > 1 (active in extension) are given by:
(11) J4 = I
−1/3
3 A1 : C, J6 = I
−1/3
3 A2 : C,
where the tensors A1 and A2 characterizing the media and adventitia
structure are prescribed by
(12) A1 = a01 ⊗ a01, A2 = a02 ⊗ a02
with the direction vectors a01 and a02 that are specified by the angle
α between the collagen fibers and the circumferential direction in the
media or adventitia. In particular, they have the forms
(13) a01 = (0, cosα, sinα)
T , a01 = (0, cosα,− sinα)T .
Then, the second Piola-Kirchoff tensor S for this hyperelastic model is
computed as follows:
(14) S = c10
∂J1
∂C
+k1
∑
i=4,6
(exp(k2(Ji−1)2)(Ji−1)∂Ji
∂C
)+2κ(J−1) ∂J
∂C
.
Using the pressure pˆs as defined for the modified Mooney-Rivlin mate-
rial and the notation
S
′
= c10
∂J1
∂C
+ k1
∑
i=4,6
(exp(k2(Ji − 1)2)(Ji − 1)∂Ji
∂C
),
the second Piola-Kirchoff tensor is reformulated in the following form
(15) S = S
′ − pˆsJC−1.
The material parameters c10, k1, k2, and the angle α in the model
(9) take different values in the media and adventitia, i.e., they have
jumps across the layers. In particular, the constants k1 and k2 are
associated with the anisotropic contribution of collagen to the response;
see an illustration in Fig. 14 of [36], from which we also adopt the
material and geometrical data of a carotid artery from a rabbit as a
benchmark in our numerical experiments. Therefore, we consider this
model as an anisotropic hyperelastic model in the FSI simulation; see
the illustration of two-layered model in Fig. 1.
2.3.3. A short remark on hyperelastic modeling. As stated in [36], al-
though the material parameters are constants independent of the ge-
ometry, opening angle or fiber angle, the internal pressure/radius re-
sponse does depend on these quantities. For simplicity, we use the
same assumption as therein that the fiber angles are the same in the
load-free configuration. Unfortunately, in patient-specific arterial FSI
computations, the image-based arterial geometry is usually not stress-
free. In order to overcome this difficulty, in, e.g., [37], the prestress is
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directly integrated into the momentum equation, or in, e.g., [61], the
authors developed a methodology to find a zero-stress configuration for
the artery, that is used as a reference configuration for the hyperelastic
models. Another interesting issue is related to proper descriptions of
boundary conditions for the hyperelastic model since the artery is sur-
rounded by tissues. In [52, 51, 11], the viscoelastic support conditions
along the artery wall are proposed to model the effect of external tis-
sues. These important issues are not the focus of this work. However,
the solution methods we are proposing are not only restrict to these
two hyperelastic models used in this work. Indeed it is easy to integrate
the above effects into our methodology.
3. The coupled system
3.1. The fluid sub-problem. The fluid sub-problem in a deformable
domain Ωtf ⊂ R3 is governed by the incompressible NS equations under
the ALE framework: Find the fluid velocity u := u(x, t) : Ωtf 7→ R3
and pressure pf := pf (x, t) : Ω
t
f 7→ R for all x ∈ Ωtf at time t such that
ρf∂tu|At + ρf ((u− wf ) · ∇)u−∇ · σf (u, pf ) = 0 in Ωtf ,(16a)
∇ · u = 0 in Ωtf(16b)
with Neumann boundary conditions
σf (u, pf )nf = gin on Γ
t
in,(17a)
σf (u, pf )nf = 0 on Γ
t
out,(17b)
where ρf denotes the fluid density, nf the outerward unit normal vector
to Γtin/out, σf (u, pf ) := 2µε(u)− pfI the Cauchy stress tensor, ε(u) :=
1
2
(∇u+ (∇u)T ) the strain rate tensor, µ the dynamic viscosity, gin the
given data for the inflow boundary condition, and
(18) ∂tu|At := ∂tu+ (wf · ∇)u
the ALE time derivative with the fluid sub-domain velocity wf defined
by (2).
3.2. The structure sub-problem. For finite deformation, the struc-
ture sub-problem under the Lagrangian framework in a reference do-
main Ω0s ⊂ R3 is governed by the following equations: Find the struc-
ture displacement dˆs and pressure pˆs for all x ∈ Ω0s at time t such that
ρs∂ttdˆs −∇ · (FS) = 0 in Ω0s,(19a)
pˆs = −κ(J − 1) in Ω0s(19b)
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with Dirichlet and Neumann boundary conditions
dˆs = 0 on Γ
0
d,(20a)
FSnˆs = 0 on Γ
0
n,(20b)
where ρs denotes the structure density, nˆs the outerward unit normal
vector to Γ0n of the initial configuration, and the second Piola-Kirchhoff
tensor S is given by (8) or (15) according to the choice of the hypere-
lastic models.
3.3. Interface equations. The interface equations on Γ0 are respec-
tively described by the classical no-slip condition and equivalence of
surface tractions:
u ◦ At = ∂tdˆs on Γ0,(21a)
σf (u, pf )nf ◦ At + FSnˆs = 0 on Γ0.(21b)
The fully coupled FSI problem consists of (1), (16)-(21), and proper
initial conditions: u(x, 0) = 0 for all x ∈ Ω0f , dˆs(x, 0) = ∂tdˆs(x, 0) = 0
for all x ∈ Ω0s.
4. Temporal and spatial discretization and linearization
4.1. Temporal discretization. In order to solve the FSI problem,
we first make temporal discretization and seek the FSI solution at each
time level. Thus we subdivide the time period (0, T ] into N equidistant
intervals and the time step size is given by ∆t = T/N . We aim to find
the FSI solution at each time level tn = n∆t, n = 1, ..., N . At time level
t0, the FSI solution is known by the initial conditions. For simplicity
of notations, a function f at time level tn is denoted by fn := f(·, tn).
4.1.1. Temporal discretization for the fluid sub-problem. An fully im-
plicit Euler scheme for the fluid sub-problem is adopted:
(22) ∂tu(x, t
n)|Atn ≈ (un − un−1 ◦ Atn−1 ◦ (Atn)−1)/∆t.
At each nonlinear FSI iteration, the fluid sub-domain Ωt
n
f at time level
tn is extrapolated by the sub-domain from the previous iteration. The
fluid domain velocity wtf in the convection term is then computed using
the first order Euler scheme:
(23) wnf = (d˜
n
f − dˆn−1f ) ◦ (At
n
)
−1
/∆t,
where d˜nf is computed by solving the harmonic extension problem (1)
with obtained interface displacement from previous nonlinear iteration,
and dˆn−1f is the fluid artificial domain displacement from previous time
level tn−1.
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By the ALE property, the fluid velocity un|Γt on the interface is then
given by the fluid domain velocity, i.e., un|Γt = w
n
|Γt . In addition, since
we use a fully implicit scheme, the nonlinearity in the fluid convection
term un · ∇un needs to be tackled by Newton’s method.
4.1.2. Temporal discretization for the structure sub-problem. To dis-
cretize the structure sub-problem in time, a first order Newmark-β
scheme is used; see [53]. For simplicity of notations, let d˙ns := ∂tdˆs(x, t
n)
and d¨ns := ∂ttdˆs(x, t
n). Then the Newmark-β scheme is given by
d¨ns ≈
1
β∆t2
(dˆns − dˆn−1s )−
1
β∆t
d˙n−1s −
1− 2β
2β
d¨n−1s ,(24a)
d˙ns ≈ d˙n−1s + γ∆td¨ns + (1− γ)∆td¨n−1s ,(24b)
with constants 0 < β ≤ 1 and 0 ≤ γ ≤ 1. As observed in [78] for linear
elastic models using the mixed displacement and pressure formulation,
the conventional choice of 2β = γ = 1 in the numerical experiments
leads to temporal oscillation of the pressure field, and the choice of
β > 0.5 leads to stable time discretization. Thus in our numerical
experiments, we have chosen β = 0.625 and γ = 1 in order to avoid the
pressure oscillation in time.
4.2. Time semi-discretized weak formulations.
4.2.1. Function spaces. We aim to find weak FSI solution on proper
function spaces. Let H1(Ω0f ), H
1(Ω0s), L
2(Ω0f ) and L
2(Ω0s) denote the
standard Sobolev and Lebesgue spaces (see, e.g., [1]) on Ω0f and Ω
0
s,
respectively. The function spaces for the fluid velocity and pressure
are respectively given by V tf := {vf : vf ◦ At ∈ H1(Ω0f )3} and Qtf :=
{qf : qf ◦At ∈ L2(Ω0f )}; the function spaces Vs and Qs for the structure
displacement and pressure shall be appropriately chosen according to
the nonlinearities; see, e.g., [6, 18].
4.2.2. The time semi-discretized fluid weak formulation. After time dis-
cretization, the weak formulation of the fluid sub-problem reads: Find
un ∈ V tnf,D := {v ∈ V tnf : v = gd ∈ R3 on Γtn} and pnf ∈ Qtnf such that
for all v ∈ V tnf,0 := {v ∈ V tnf : v = 0 on Γtn} and q ∈ Qtnf
R˜1f ((u
n, pnf ), v) = 0,(25a)
R˜2f ((u
n, pnf ), q) = 0,(25b)
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where the residuals R˜1f (·, ·) and R˜2f (·, ·) on the function spaces V tnf and
Qt
n
f are given by
R˜1f ((u, p), v) = (
ρf
∆t
u+ ρf ((u− wn) · ∇)u, v)Ωtnf + 2µ(ε(u), ε(v))Ωtnf
− (p,∇ · v)Ωtnf − (
ρf
∆t
un−1, v)Ωtnf − 〈gin, v〉Γtn ,
R˜2f ((u, p), q) = −(q,∇ · u)Ωtnf .
Here we assume a Dirichlet boundary condition gd is prescribed on the
interface Γt
n
.
4.2.3. The time semi-discretized structure weak formulation. In an anal-
ogous way, the time semi-discretized weak formulation of the structure
sub-problem reads: Find dns ∈ Vs,0 := {v ∈ Vs : v = 0 on Γ0d} and
pns ∈ Qs for all v ∈ Vs,0 and q ∈ Qs such that
R˜1s((d
n
s , p
n
s ), v) = 0,(26a)
R˜2s((d
n
s , p
n
s ), q) = 0,(26b)
where the residuals R˜1s(·, ·) and R˜2s(·, ·) on the function spaces Vs and
Qs are given by
R˜1s((d, p), v) = (
ρs
β∆t2
d, v)Ω0s + (S
′
, (F T∇v))Ω0s − (pJF−T ,∇v)Ω0s
− 〈gn, v〉Γ0 − (rs, v)Ω0s ,
R˜2s((d, p), q) = −(J − 1, q)Ω0s −
1
κ
(p, q)Ω0s ,
where rs =
ρs
β∆t2
dn−1s +
ρs
β∆t
d˙n−1s +
ρs(1−2β)
2β
d¨n−1s . Here we assume a Neu-
mann data gn ∈ R3 on the interface Γ0 is known.
4.3. Stabilized finite element methods. Finite element discretiza-
tion requires a triangulation of the computational FSI domain. For
this purpose, we use Netgen [58] to generate a tetrahedral mesh with
conforming grids on the FSI interface. In addition it resolves different
structure layers with prescribed material parameters; see an illustration
in Fig. 4.3.
Equal order linear finite element spaces for the velocity and pressure
fields in the fluid sub-problem, and the displacement and pressure fields
in the structure sub-problem suffer from instability. Therefore some
stabilization techniques are employed and adapted.
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(a) A triangulation of an inner
layer of Ω0s
(b) A triangulation of an outer
layer of Ω0s
(c) A triangulation of Ω0f
Figure 3. An example of a FSI tetrahedral mesh with
matching grids on the interface using netgen. It resolves
different layers (cf. Fig. 1)
4.3.1. Stabilization for the fluid sub-problem. Let Tf,h be the trian-
gulation of the fluid sub-domain Ωt
n
f , that is obtained by the ALE
mapping on the triangulation T 0f,h of the reference fluid sub-domain
Ω0f . The finite element spaces of the fluid velocity and pressure are
given by Vf,h := {vf ∈ C0(Ωtf )3 : vf |T = P1(T )3, ∀T ∈ Tf,h} and
Qf,h := {qf ∈ C0(Ω0f ) : qf |T = P1(T ), ∀T ∈ Tf,h}, respectively, where
P1(T ) denotes the linear polynomial defined on a tetrahedral element.
As is well known, the discrete solution may contain unphysical os-
cillations, e.g., spurious pressure modes, when equal order finite el-
ement spaces are used in the fluid problem, that do not fulfill the
inf − sup or LBB (Ladyshenskaya-Babusˇka-Brezzi) stability condition;
see, e.g., [3, 14, 15]. In addition, the instability may occur in advection
dominated regions of the domain. To suppress instability, we employ
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a unified stabilization technique, streamline-upwind/- and pressure-
stabilizing/Petrov-Galerkin (SUPG/PSPG) method, developed in [16,
39, 38, 62, 23, 63], that is able to enhance velocity field stability
and meanwhile allows the use of equal order finite element spaces for
both the velocity and pressure fields. This stabilization technique was
adapted to the fluid problem in the FSI simulation; see, e.g., [73, 20, 9].
In [79], it was used for the stabilized finite element discretization of the
Oseen-type equations on hybrid meshes. Applications of more recently
developed stabilization techniques to the fluid problems in the FSI sim-
ulation can be found in, e.g., [29, 28].
The fully discretized and stabilized fluid sub-problem reads: Find
uh ∈ Vf,h ∩ V tnf,d and pf,h ∈ Qf,h such that for all vh ∈ Vf,h ∩ V tnf,0 =: V 0f,h
and qh ∈ Qf,h
R1f ((u
n
h, p
n
f,h), vh) = 0,(27a)
R2f ((u
n
h, p
n
f,h), qh) = 0,(27b)
where R1f (·, ·) = R˜1f (·, ·) + W 1f (·, ·) and R2f (·, ·) = R˜2f (·, ·) + W 2f (·, ·).
Here we include W 1f (·, ·) and W 2f (·, ·) for corresponding stabilization
terms coming from the SUPG/PSPG method.
4.3.2. Stabilization for the structure sub-problem. Let Ts,h be the tri-
angulation of the structure sub-domain Ω0s; let Vs,h := {vs ∈ C0(Ω0s)3 :
vs|T = P1(T )3, ∀T ∈ Ts,h} ∩ Vs,0 and Qs,h := {qs ∈ C0(Ω0s) : qs|T =
P1(T ), ∀T ∈ Ts,h} represent the finite element spaces of the structure
displacement and pressure, respectively.
Thanks to the absence of convection term in the hyperelastic model,
we only face instability due to equal order interpolation spaces for
both displacement and pressure fields. The PSPG method introduced
in [38] is used to circumvent the inf − sup stability condition; see the
application in, e.g., [47] to two different types of Neo-Hooke material
models, and [32] to a soft tissue model. We adapt this technique to
hyperlastic models used in this work. The stabilized formulation is
obtained by augmenting the Galerkin discretization with the following
introduced least-square finite element stabilization term:
(28)
Ws((ds,h, ps,h), qh) =
∑
T∈Ts,h
τ(rs,h − ρs
β∆t2
ds,h +∇ · (FS), F−T∇qh)T
for ds,h ∈ Vs,h and ps,h, qh ∈ Qs,h, where rs,h = ρsβ∆t2dn−1s,h + ρsβ∆t d˙n−1s,h +
ρs(1−2β)
2β
d¨n−1s,h corresponds to the discretization of the right hand side
of the structure momentum equation. The stabilized parameter τ is
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given by τ =
h2T
4µl
, where hT is the characteristic element length for the
tetrahedral element T . The parameter µl is given by µl = 2(c10 + c01)
and µl = 2(c10 +
k1
2k2
) for the modified Mooney-Rivlin material and
two-layer thick-walled artery, respectively. Since we are working with
linear finite elements, the derivative of S
′
cancel out. Then the above
stabilization term (28) is simplified as follows:
(29)
Ws((ds,h, ps,h), qh) =
∑
T∈Ts,h
τ(rs,h − ρs
β∆t2
ds,h −∇ · (ps,hJF−T ), F−T∇qh)T
=
∑
T∈Ts,h
τ(rs,h − ρs
β∆t2
ds,h − JF−T∇ps,h, F−T∇qh)T .
The fully discretized and stabilized structure sub-problem reads: Find
ds,h ∈ Vs,h and ps,h ∈ Qs,h such that for all vh ∈ Vs,h and qh ∈ Qs,h
R1s((d
n
s,h, p
n
s,h), vh) = 0,(30a)
R2s((d
n
s,h, p
n
s,h), qh) = 0,(30b)
where R1s(·, ·) = R˜1s(·, ·) and R2s(·, ·) = R˜2s(·, ·) + Ws(·, ·). Here Ws
corresponds to an additional term derived from the PSPG method.
4.4. Newton’s Method. It is obvious both (27) and (30) are non-
linear systems of stabilized finite element equations. To solve these
nonlinear equations, we employ Newton’s method, that requires Ja-
cobian computations of the nonlinear equations at the current state
variables. The equations are linearized using standard concept of di-
rectional derivatives in continuum mechanics; see, e.g., [12, 35, 54].
Since both (27) and (30) have similar forms, let wk denote the fluid
velocity or structure displacement, and pk be the fluid or structure
pressure at kth iteration. For simplicity of notations, we use unified
notations R1((wk, pk), v) and R
2((wk, pk), q) to represent the residuals
at the kth iteration (k ≥ 0) in the fluid sub-problem (27) or the resid-
uals in the structure sub-problem (30). At each Newton iteration, we
need to find corrections δw and δp of the following linearized equations
as the mixed formulation below:
∂R1((wk, pk), v)
∂w
· δw + ∂R
1((wk, pk), v)
∂p
· δp
= −R1((wk, pk), v),(31a)
∂R2((wk, pk), q)
∂w
· δw + ∂R
2((wk, pk), q)
∂p
· δp
= −R2((wk, pk), q),(31b)
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for all v ∈ V 0f,h/Vs,h and q ∈ Qf,h/Qs,h. The solution is then updated
by wk+1 = wk + δw and pk+1 = pk + δp.
To express (31) as a system of linear algebraic equations, we intro-
duce two finite elements basis {φi} and {ϕi}, i = 1, ...,m, for the fluid
velocity/structure displacement, and fluid/structure pressure, respec-
tively. We choose the standard hat function on tetrahedral elements
as the basis function for both the fluid velocity/structure displacement
and the fluid/structure pressure. The finite element functions wk and
pk at Newton iteration k can be represented as linear combinations of
the basis
(32) wk =
3m∑
i=1
wikφ
i and pk =
m∑
i=1
pikϕ
i,
where wik and p
i
k are the degrees of freedom, and m is the number of
vertices of the mesh. In an analogous manner, the corrections δw and
δp at Newton iteration k are then expressed as linear combinations of
the basis
(33) δw =
3m∑
i=1
∆wikφ
i and δp =
m∑
i=1
∆pikϕ
i,
where ∆wk = (∆w
1
k, ...,∆w
3m
k )
T and ∆pk = (∆p
1
k, ...,∆p
m
k )
T are the
coefficient vectors of Newton increments. The global linear algebraic
system at kth iteration is then written in the following block structure:
(34) Kk
[
∆wk
∆pk
]
=
[
A BT1
B2 −C
] [
∆wk
∆pk
]
=
[
r1,k
r2,k
]
,
where Kk := K(wk, pk) is the computed Jacobian matrix containing
four block matrices A, B1, B2 and C. For the fluid sub-problem, we
have A 6= AT , B1 6= B2, and C = CT . For the structure sub-problem,
we have A = AT , B1 6= B2, C = CT . In any case, we have to deal with
an unsymmetric algebraic equation with Kk 6= KTk .
Then, Newton’s method consists of the following steps: given an
initial guess w0 and p0, for k ≥ 0,
1. assemble and solve the linearized system (34) up to a relative
residual error reduction factor ε1,
2. update the solutions by w˜k+1 = wk + δw and p˜k+1 = pk + δp,
and go to step 1. until
(35) ‖(w˜k+1 − wk, p˜k+1 − pk)‖L2 ≤ ε2‖(w˜1 − w0, p˜1 − p0)‖L2
is fulfilled.
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The Newton iteration is always terminated if the stopping criterion (35)
is fulfilled with ε2 = 10
−8. In the first part of our numerical studies
presented in Section 6, we choose ε1 := 10
−8 as stopping criterion for
the solvers of the linearized problems, whereas in the second part, i.e.
in Subsection 6.5, we use an adaptive error control on inner and outer
iterations in order to improve the overall efficiency.
More precisely, when employing the AMG method as the inner linear
solver, with the matrix-vector notations, the above nonlinear stopping
criterion (35) can be reformulated as follows.
Let vk =
[
wTk , p
T
k
]T
denote the solution at the kth Newton iteration
for the nonlinear system arising from the finite element discretization
of (27) or (30):
(36) F (v) = 0,
where v = [wT , pT ]T denotes the exact solution we are aiming to find.
Then under appropriate assumption, see, e.g., [21], we have the follow-
ing quadratic convergence rate of the Newton iteration
(37) ‖v − vk+1‖ ≤ C‖v − vk‖2,
where the norm ‖ · ‖ has to be chosen accordingly, and the constant
C > 0 may depend on the mesh size on the discrete level and the choice
of norms. The correction step of the Newton iteration is given by
(38) vk+1 = vk + ∆vk
with the exact correction
(39) ∆vk := (F
′
(vk))
−1(−F (vk)) = K−1k rk.
Let Mk denote the AMG iteration matrix at the kth Newton itera-
tion. By applying AMG iterations to the linearized system (34) with
an initial guess 0, we then have the following relation
(40) ∆v˜k = C−1k rk
with the approximated solution ∆v˜k :=
[
∆w˜Tk ,∆p˜
T
k
]T
. The iteration
matrix C−1k of the AMG method is given by
(41) C−1k = (I −Ml(k)k )K−1k
with the function l(k) indicating the number of AMG iterations for
solving the linearized system. Since we have only approximate solutions
v˜k+1 by applying AMG iterations, we obtain
(42) v˜k+1 = vk + ∆v˜k.
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Now we want to estimate the difference v− v˜k+1 in the proper norm
in order to control the relation between the inner and outer accuracy.
This can be done in the following way
(43)
‖v − v˜k+1‖ = ‖v − vk+1 + vk+1 − v˜k+1‖
≤ ‖v − vk+1‖+ ‖vk+1 − v˜k+1‖
≤ C‖v − vk‖2 + ‖∆vk −∆v˜k‖
= C‖v − vk‖2 + ‖K−1k rk − C−1k rk‖
= C‖v − vk‖2 + ‖Ml(k)k K−1k rk‖
≤ C‖v − vk‖2 + ‖Mk‖l(k)‖K−1k rk‖
Now using the relation that K−1k rk = ∆vk = vk+1−vk and the quadratic
convergence of the Newton iteration, we have
(44)
‖K−1k rk‖ = ‖vk+1 − vk‖ = ‖v − vk+1‖+ ‖v − vk‖
≤ C‖v − vk‖2 + ‖v − vk‖.
Combing (43) and (44), we arrive at
(45)
‖v − v˜k+1‖ ≤ C‖v − vk‖2 + ‖Mk‖l(k)
(
C‖v − vk‖2 + ‖v − vk‖
)
≤ 2C‖v − vk‖2 + ‖Mk‖l(k)‖v − vk‖.
Now it is easy to see, that in order to avoid the deterioration of the qua-
dratic convergence rate of the Newton iteration, the following relation
has to be satisfied:
(46) ‖Mk‖l(k) ≤ c‖v − vk‖
with a constant c.
However, the quantities in the above estimates are not computable
since we have no exact solution v available. Thus, in practice, for the
outer iteration, we use the L2 norm of the increment in (35) that can
be reformulated as
(47)
‖(w˜k+1 − wk, p˜k+1 − pk)‖L2 = ‖∆v˜k‖M =
∥∥C−1k rk∥∥M
=
(
MC−1k rk, C−1k rk
)1/2
l2
=
(C−Tk MC−1k rk, rk)1/2l2
= ‖rk‖C−TMC−1k
≤ ε2 ‖r0‖C−T0 MC−10 ,
where M = diag[M1,M2] denotes the mass matrix with the veloc-
ity/displacement mass matrix M1 and pressure mass matrix M2 on the
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diagonal. From this point of view, (35) is nothing but the relative resid-
ual error reduction in the C−Tk MC−1k -energy norm with the symmetric
and positive definite matrix C−Tk MC−1k .
For the inner iteration, we use the relative error reduction of the
AMG iterations. On the one hand, we have
(48)
‖∆vk −∆v˜k‖KTk MKk = ‖K
−1
k rk − C−1k rk‖KTk MKk
= ‖K−1k rk − (I −Ml(k)k )K−1k rk‖KTk MKk
= ‖Ml(k)k K−1k rk‖KTk MKk
≤ ‖Mk‖l(k)KTk MKk‖K
−1
k rk‖KTk MKk
= ‖Mk‖l(k)KTk MKk
(
MKKK
−1
k rk, KkK
−1
k rk
)1/2
= ‖Mk‖l(k)KTk MKk‖rk‖M .
On the other hand, we have
(49)
‖∆vk −∆v˜k‖KTk MKk =
(
KTkMKk(∆vk −∆v˜k), (∆vk −∆v˜k)
)1/2
= (MKk(∆vk −∆v˜k), Kk(∆vk −∆v˜k))1/2
= (MrAMG, rAMG)
1/2
= ‖rAMG‖M .
Thus, for the relative residual norm of the linearized system, we have
the following estimate
(50) ‖rAMG‖M ≤ ‖Mk‖l(k)KTk MKk‖rk‖M ,
where rAMG := rk−Kk∆v˜k denotes the residual of the linearized system
in the AMG iterations. Since on the discrete level, all the norms are
equivalent (up to some scaling), we have chosen the error reduction
factor of the inner iteration such that
‖Ml(k)k ‖KTk MKk ≤ ‖Mk‖
l(k)
KTk MKk
≤ ε2,k−1
is fulfilled, where ε2,k−1 indicates the error reduction factor at the pre-
vious (k− 1)th Newton iteration. The relative residual error reduction
of the inner iterations will then have the following form
(51) ‖rAMG‖M ≤ ε22,k−1 =: ε1,k.
For more details see [44, 45, 43, 33].
In our numerical examples in Section 6, we have always ‖(w1 −
w0, p1 − p0)‖L2 ≈ 100. Thus we simply require to stop the iteration if
‖(wk+1 − wk, pk+1 − pk)‖L2 ≤ ε2 = 100 · ε˜2.
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5. Solution methods
5.1. A Dirichlet-Neumann FSI iteration. To solve the nonlinear
FSI coupling in this work, we use a classical Dirichlet-Neumann (DN)
FSI iteration (see, e.g., [48]), that is very easy and efficient to imple-
ment. Each DN FSI iteration consists of the following three steps:
1. solve the harmonic extension problem with prescribed fluid do-
main displacement on Γ0 from the solution of the structure sub-
problem, compute the current fluid domain Ωt
n
f and the fluid
domain velocity wt
n
,
2. with the prescribed fluid velocity condition on Γt
n
and the com-
puted fluid sub-domain velocity wt
n
, and in the computed cur-
rent fluid domain Ωt
n
f , solve the nonlinear fluid sub-problem
(27) using Newton’s method,
3. compute the coupling force on Γ0 from the solutions of the fluid
sub-problem, solve the structure sub-problem (30) using New-
ton’s method with the computed force.
Repeat the above three steps until the stopping criterion |rnΓ,k|/
√
n < ε
is reached; see [48]. Here we set ε = 10−8 in the numerical exper-
iments, n is the number of vertices on the interface Γ0 and rnΓ,k the
interface residual introduced by rnΓ,k = d˜
n
Γ,k − dnΓ,k−1, where dΓ,k−1 de-
notes the previously computed interface displacement on Γ0, and d˜nΓ,k
the currently computed structure displacement restricted to Γ0.
5.2. Aitken relaxation. As is well known, the above simple DN FSI
iteration may lead to very slow convergence due to the added-mass ef-
fect (see, e.g., [17]). Using the Aitken relaxation we are able to guaran-
tee and accelerate the convergence of the DN iteration. The relaxation
step after each DN cycle reads:
(52) dnΓ,k = ωk−1d˜
n
Γ,k + (1− ωk−1)dnΓ,k−1,
where the acceleration parameter ωk is defined by a recursion (see [48])
(53) ωk = −ωk−1
(rnΓ,k)
T (rnΓ,k+1 − rnΓ,k)
|rnΓ,k+1 − rnΓ,k|2
.
The sequence dnΓ,k, k = 1, 2, ... converges to a point d
n
Γ that is a fixed-
point of the following FSI interface equation:
(54) dnΓ = S−1(F(dnΓ)),
where F denotes the fluid Dirichlet-to-Neumann mapping from the
fluid velocity to the fluid force on Γ0 by solving (27), and S−1 the
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Neumann-to-Dirichlet mapping from the structure forces to the struc-
ture displacement on Γ0 by solving (30). Using the above mapping
notations, the fixed-point FSI iteration with relaxation is given by
(55) dnΓ,k = ωk−1S−1(F(dnΓ,k−1)) + (1− ωk−1)dnΓ,k−1.
For more details, we refer to [48].
5.3. A short remark on other FSI iterations. In case of a semi-
implicit coupling, where we use a first order extrapolation to approxi-
mate the current fluid domain and semi-implicit treatment for the fluid
convection term, at each time step the Robin-Neumann (RN) precon-
ditioned Krylov subspace method has been used in [4, 5, 77]. This
method can be viewed as a generalization of the DN FSI iteration (in
the semi-implicit coupling setting), that contains a more sophisticated
preconditioner with weighted contributions from both fluid and struc-
ture sides. Proper choices of involved weighting parameters, combined
with Krylov subspace acceleration, lead to very fast convergence of the
FSI iterations. In a fully implicit scheme, we may run a two-level ap-
proach, that includes nested iterations. The outer iteration handles
the geometrical and fluid convective nonlinearity using first order ex-
trapolation, and the inner iteration runs the RN preconditioned Kyrlov
subspace method. In this work, we stick to the above simple and effi-
cient DN FSI iterations with Aitken relaxation.
5.4. Preconditioned Kyrlov subspace methods. The remaining
cost in the DN FSI iteration is to solve the fluid and structure sub-
problems. At each DN iteration, we need to solve the highly nonlinear
fluid and structure sub-problems using Newton’s method. Each New-
ton iteration requires an efficient solver for the linearized system (34).
From now on, for simplicity, instead of Kk we use the notation K to
indicate the linearized Jacobian. We first consider some Krylov sub-
space methods with efficient preconditioners for the linear system of
algebraic equations, that we use in this work:
(56) P−1K
[
∆wk
∆pk
]
= P−1
[
r1,k
r2,k
]
,
where P is a properly chosen preconditioner.
An efficient preconditioner for the linear system (34) is developed
according to the following LU factorization of the matrices in the linear
system of the form (34) (see, e.g., [69, 57]):
(57)
[
I 0
B2A
−1 I
] [
A 0
0 −S
] [
I A−1BT1
0 I
]
=: LDU,
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where S = B2A
−1BT1 + C is the (negative) Schur complement. The
inverses of A and S are very expensive in general. Thus we construct
efficient preconditioner based on the following modified LU factoriza-
tion.
(58)
[
I 0
B2A˜
−1 I
] [
A˜ 0
0 −S˜
] [
I A˜−1BT1
0 I
]
=: L˜D˜U˜ ,
where A˜−1 and S˜−1 are proper approximations for A−1 and S−1, that
are easy to invert.
5.4.1. A preconditioner for the fluid sub-problem. To solve the fluid
sub-problem, we use a Generalized Conjugate Residual (GCR) method
(see, e.g., [57]) with a preconditioner PR = D˜U˜ . The inverse of the
preconditioner is given by
(59) P−1R =
[
A˜−1 A˜−1BT1 S˜
−1
0 −S˜−1
]
,
where A˜−1 is realized by applying AMG cycles (see, e.g., [56, 46]), and
S˜−1 is computed by the operator splitting technique (see, e.g., [66, 26]).
The method starts with the splitting of the velocity matrix A
(60) A =
ρf
∆t
M + µD + ρfC,
where M stands for velocity mass matrix, D the diffusion matrix, C
the convection matrix. Using the properties of corresponding operators,
the Schur complement is then approximated by the following addition
(61)
(B2A
−1BT1 )
−1 ≈ ρf
∆t
(B2M
−1BT1 )
−1 + µ(B2D−1BT1 )
−1 + ρf (B2C−1BT1 )
−1
≈ ρf
∆t
D−1p + µM
−1
p + ρfM
−1
p CpD
−1
p =: S˜
−1,
where Dp and Cp are the stiffness matrices associated with the finite
element discretization of the Laplacian operator and the scalar convec-
tion operator in the pressure space, respectively, MP the mass matrix
in the pressure space. In actual calculations, Dp is inverted by AMG
method, and Mp is replaced by diag(Mp), i.e., the diagonal of Mp.
These operations are relatively cheap to realize. In [25], this method
was also used to solve the linearized NS equations using the P2 − P1
mixed velocity and pressure formulation.
It is easy to see, that the operation of P−1R applied to a vector consists
of two steps: solve the pressure Schur complement equation with S˜, and
then solve the velocity equation with A˜.
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5.4.2. A preconditioner for the structure sub-problem. To solve the struc-
ture sub-problem, we use the Biconjugate Gradient Stabilized (BiCGStab)
method (see [67]) with a preconditioner PL = L˜D˜. The inverse of the
preconditioner is given by
(62) P−1L =
[
A˜−1 0
S˜−1B2A˜−1 −S˜−1
]
,
where A˜−1 is performed by applying AMG cycles to A, and the Schur
complement is approximated by
(63) S ≈ S˜ = (1
θ
+
1
κ
)diag(Mp),
where Mp is the mass matrix in the structure pressure space. This
preconditioner has demonstrated the robustness with respect to near-
incompressibility. In our numerical experiments for both hyperslastic
models, we use θ = O(c10). A good choice of θ is usually adjusted from
the numerical tests on a coarse mesh. Once chosen, the value is held
fixed for finer meshes. See [24] for the application of this method using
P2 − P1 mixed displacement and pressure formulation in the modified
Mooney-Rivlin hyperelastic model.
It is obvious to see, that the operation of P−1L applied to a vector
consists of two steps: solve the velocity equation with A˜ and then solve
the pressure equation with the approximated Schur complement S˜.
5.5. AMG methods for the mixed problems. To improve per-
formance of the linear iterative solvers, a class of (nearly) optimal
AMG methods for the P1 − P1 mixed formulation are considered. In
[71, 72, 79, 77], the robust coarsening strategy is discussed for stabilized
P1−P1 discretization of the Oseen equations and nearly incompressible
linear elastic equations, that guarantees the discrete inf − sup condi-
tions on all coarse levels in an algebraic manner. In this work, we
will focus on proper choices of smoothers in the AMG methods for
both fluid and structure sub-problems. As observed there exists no
black-box solution, that can be applied to both sub-problems. In the
AMG method, we need both pre- and post-smoothing steps, that are
applied to all levels. For simplicity of presentation, we only discuss
a smoothing step on one particular level. The smoothing step on a
coarse level is a straightforward application to the corresponding linear
system obtained by the stabilized Galerkin projection.
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5.5.1. The Braess-Sarazin Smoother. The Braess-Sarazin consists of
three steps of the inexact symmetric Uzawa algorithm:
∆wk = ∆wk + A˜
−1(r1,k − A∆wk −BT1 ∆pk),(64a)
∆pk = ∆pk − S˜−1(r2,k −B2∆wk + C∆pk)︸ ︷︷ ︸
:=rp,k
,(64b)
∆wk = ∆wk + A˜
−1BT1 rp,k,(64c)
which corresponds to a Richardson iteration applied to (34):
(65)
[
∆wk
∆pk
]
=
[
∆wk
∆pk
]
+ P−1F
([
r1,k
r2,k
]
−K
[
∆wk
∆pk
])
with the full preconditioner PF given by
(66) PF =
[
A˜ BT1
B2 B2A˜
−1BT1 − S˜
]
.
An essential issue is how to choose preconditioners A˜ and S˜ in order to
fulfill the smoothing property. We use A˜ = 2D, where D denotes the
diagonal of A (a relaxed Jacobi iteration). The original Braess-Sarazin
smoother (see [13]) needs to solve the pressure correction equation ex-
actly with the Schur-complement S˜ = B2A˜
−1B1 + C. A relaxed ver-
sion (see [81]) only solves this equation approximately, using e.g., an
inner AMG method with starting value 0. As a price to pay, in each
smoothing step of the outer AMG method, we first construct a Schur
complement S˜ on each level using the Galerkin projected matrices B2,
A˜−1, B1 and C. Then on each level of the inner AMG method, we
need to construct a Schur complement using standard Galerkin pro-
jection applied to the previously constructed Schur complement. In
[71, 72, 79, 77], the Braess-Sarzin smoother demonstrates robustness
and efficiency in the AMG methods for solving the Oseen and linear
elastic equations. However, as observed in this work, this smoother
fails in the AMG method for solving the hyperelastic equations.
5.5.2. The multiplicative Vanka smoother. We finally consider the mul-
tiplicative Vanka smoother. In each smoothing step, we need to solve a
sequency of local problems on properly chosen patches Pi, i = 1, ..., n,
where n is the number of pressure degrees of freedom on that level.
Each patch Pi contains a pressure degree of freedom, and the con-
nected velocity degrees of freedom (given by the connectivity of matrix
B2). The local problem on Pi is then constructed by a canonical pro-
jection of the global matrix K on the patch Pi, that has a form similar
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to the global problem (34):
(67) Ki
[
∆wik
∆pik
]
=
[
Ai (BT1 )
i
Bi2 −Ci
] [
∆wik
∆pik
]
=
[
ri1,k
ri2,k
]
,
where the current local residual [(ri1,k)
T ; (ri2,k)
T ]T is assembled by incor-
porating updated solutions from all previously treated local problems,
which corresponds to a Gauss-Seidel manner. Thanks to small size of
each local problem, direct solvers are applicable efficiently. In order
to achieve smoothing property, a relaxation is usually necessary in the
solution updating step:
(68)
[
∆wk
∆pk
]
=
[
∆wk
∆pk
]
+ ωP ik
[
∆wik
∆pik
]
,
where P ik is the canonical embedding from the local patch Pi to the
global, and ω ∈ [0.5, 0.9] is the relaxation parameter used in our nu-
merical experiments. We fix ω = 0.78 and ω = 0.86 for the structure
sub-problems modeled by the modified hyperelastic Mooney-Rivlin ma-
terial and the two-layer thick-walled artery, respectively. Such a Vanka
smoother and its variants have been used in the GMG methods for
solving both the fluid and hyperelastic problems in 2D or 3D, see, e.g.,
[68, 59, 42, 41, 76]. However, in the AMG method for solving the
linearized NS equations, the smoothing property deteriorates rapidly
as observed in our numerical experiments, that leads to an invalidity
of the multigrid convergence; see also the failure report of the AMG
method for the 3D Oseen equations in [70]. For solving the linearized
hyperelastic equations used in this work, the Vanka smoother works
quite well with sufficiently large number of smoothing steps.
6. Numerical experiments
6.1. Geometrical and material parameters. For the hyperelastic
model of two-layer thick-walled artery from a rabbit, the geometry
and material parameters are chosen according to Fig. 14 in [36]. The
thickness of the media and adventitia is set to 0.26 mm and 0.13 mm,
respectively. The angles between the collagen fibers and the circumfer-
ential direction in the media and adventitia are set to 29.0◦ and 62.0◦,
respectively. The radius of the artery is set to 1.43 mm. The length of
the artery is set to 18 mm.
The shear stress-like material parameters c10 are set to 3 kPa and
0.3 kPa, k2 are set to 2.3632 kPa and 0.562 kPa, the dimensionless pa-
rameters k2 are set to 0.8393 and 0.7112, for the media and adventitia,
respectively. The bulk modulus is set to 105 kPa for both two layers,
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which corresponds to (nearly) incompressible material. The density on
the reference configuration is set to 1.2 mg/mm3.
For the modified hyperelastic model of Mooney-Rivlin material, we
adopt the same geometrical configuration as in the artery. We set
material parameters c10 and c01 to 3 kPa and 0.3 kPa, respectively.
The bulk modulus is set to 105 kPa. The density on the reference
configuration is set to 1.2 mg/mm3.
For the fluid model, we set the density to 1 mg/mm3, the dynamic
viscosity to 0.035 Poise.
The fluid and structure are at the rest in the beginning. The struc-
ture body is fixed at two ends. We give a pressure pulse (Neumann
data) for the fluid at the innet Γtin of the fluid domain: (0, 0, 1.332)
kPa for time t ≤ 1 ms, and set (0, 0, 0) kPa after 1 ms in the case
of hyperelastic Mooney-Rivlin material and (0, 0, 1.332) kPa for time
t ≤ 0.125 ms, and set (0, 0, 0) kPa after 0.125 ms in the case of two-layer
thick-walled artery. On the outlet Γtout, a doing-nothing condition (0
Neumann boundary conditions) is applied. Time step size is set 0.125
ms for both models.
6.2. Coarse and fine meshes. On the fluid coarse mesh, we have
8120 tetrahedral elements, 2259 vertices and 9036 degrees of freedom.
On the structure coarse mesh, we have 30472 tetrahedral elements,
6524 vertices and 26096 degrees of freedom. On the fluid fine mesh,
we have 64960 tetrahedral elements, 14249 vertices, and 56996 degrees
of freedom. On the structure fine mesh, we have 243776 tetrahedral
elements (131072 for the media and 112704 for the adventitia), 46356
vertices, and 185424 degrees of freedom. We use the automatic mesh
generator Netgen [58] to generate the FSI meshes, that have conforming
mesh grids on the FSI interface and resolve different layers of hyperelas-
tic models so that different material parameters on layers are assigned
accordingly.
6.3. Nonlinear DN FSI iterations. We first demonstrate the per-
formance of nonlinear DN FSI solvers for the Mooney-Rivlin material
and two-layer thick-walled artery in Fig. 4 and Fig. 5, respectively.
We depict the value of the Atiken relaxation parameter (vertical lines)
with respect to each DN iteration (horizontal lines) in the left plot, and
the convergence history (vertical lines) with respect to the DN itera-
tion (horizontal lines) in the right plot. Since at each time step, the
nonlinear DN solver behaves in an analogous manner, we only plot the
results at the second time step.
As observed from Fig. 4 and Fig. 5, the DN FSI solver for both
nonlinear hyperelastic models runs robustly and efficiently. The Atiken
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(a) Atiken parameters (b) DN convergence history
Figure 4. Nonlinear iterations at the second time step
for the Mooney-Rivlin material: Atiken parameters in
the nonlinear DN iterations (left) and convergence his-
tory of DN FSI iterations (right) on coarse and fine
meshes
(a) Atiken parameters (b) DN convergence history
Figure 5. Nonlinear iterations at the second time step
for the two-layer thick-walled artery: Atiken parameters
in the nonlinear DN iterations (left) and convergence
history of DN FSI iterations (right) on coarse and fine
meshes
parameters are updated dynamically according to (53) at each DN
iteration, and are in the range of (0, 1). The iteration numbers stay
in the same range on both coarse and fine meshes for each structure
model.
In Fig. 6, we show the number of nonlinear DN FSI iterations at
different time steps (up to the 72th time step), using the model of
the modified Mooney-Rivlin material and the model of the two-layer
thick-walled artery. As we see from the numerical results, the iteration
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numbers of the DN iteration stay in a similar range with different time
steps.
Figure 6. Number of nonlinear DN FSI iterations at
different time steps using the model of the modified
Mooney-Rivlin material (’-+-’) and the model of the two-
layer thick-walled artery (’-*-’). The horizontal line indi-
cates the time steps, the vertical line indicates the num-
ber of DN iterations.
For an illustration of the FSI simulation results, we visualize the
structure deformation, the fluid velocity for the Mooney-Rivlin material
and the two-layer thick-walled artery at time 8 ms in Fig. 7.
6.4. Solution methods for sub-problems. We first presents numer-
ical results concerning Newton’s method combined with the Krylov
subspace methods: GCR and BiCGStab for the fluid and structure
sub-problems, respectively. After that numerical results of Newton’s
method combined with the AMG methods for both sub-problems are
shown. For simplicity of presentation, we only present the convergence
history of Newton’s method at the second DN FSI nonlinear iteration
at the first time step. The iteration numbers of GCR and BiCGStab
methods are recorded for each Newton iteration. We observe similar
behavior of both Newton’s method and Krylov subspace methods at
other time steps. On the left plots of the following figures, the hor-
izontal lines represent the iteration number of Newton’s method, the
vertical lines represent the corresponding errors. On the right plots of
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(a) FSI of Mooney-Rivlin (b) FSI of artery
Figure 7. FSI simulation using the Mooney-Rivlin ma-
terial (left) and the two-layer thick-walled artery (right).
the following figures, the horizontal lines represent the iteration number
of Newton’s method, the vertical lines represent the iteration number
of linear solvers needed at each Newton iteration.
6.4.1. Krylov subspace methods. The convergence history of Newton’s
method to solve the NS equations on the coarse and fine meshes and
the iteration numbers of the GCR method to solve the linearized NS
equations are recorded in Fig. 8.
(a) Newton’s method (b) CGR
Figure 8. Convergence history of Newton’s method
(left) and iteration numbers of GCR solvers (right) for
the fluid sub-problem on coarse and fine meshes
As observed from the numerical results, we obtain quadratic conver-
gence rate for Newton’s method. The GCR method combined with the
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preconditioner (59) demonstrates the robustness with respect to the
mesh refinement, and the material parameters.
For the structure sub-problem modeled by the modified hyperelastic
Mooney-Rivlin material, the convergence history of Newton’s method
and the iteration numbers of the BiCGStab method to solve the lin-
earized hyperelastic equations are recorded in Fig. 9.
(a) Newton’s method (b) BiCGStab
Figure 9. Convergence history of Newton’s method
(left) and iteration numbers of BiCGStab solvers (right)
for the structure sub-problem modeled by modified hy-
perelastic Mooney-Rivlin material on coarse and fine
meshes
As observed from the numerical results, we obtain quadratic con-
vergence rate for Newton’s method. The BiCGStab method combined
with the preconditioner (62) shows medium number of iteration num-
bers on both coarse and fine meshes. We observe increasing number of
iterations with mesh refinement. However, the method is robust with
respect to the material parameters.
For the structure sub-problem modeled by the two-layer thick-walled
artery, the convergence history of Newton’s method and the iteration
numbers of the BiCGStab method to solve the linearized hyperelastic
equations are recorded in Fig. 10.
As observed from the numerical results, we obtain the quadratic
convergence of Newton’s method on the coarse mesh. On the fine
mesh, the quadratic convergence degenerates at the fourth step, that is
because the BiCGStab method at this step does not solve the linearized
hyperelastic equations accurately. As we see from the right plot in Fig.
10, we stop the linear solver at 200 steps if the relative residual error
does not reach the factor 10−8. This is cured later on by the more robust
AMG method. As in the previous hyperelastic model, we observe the
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(a) Newton’s method (b) BiCGStab
Figure 10. Convergence history of Newton’s method
(left) and iteration numbers of BiCGStab solvers (right)
for the structure sub-problem modeled by the two-layer
thick-walled artery on coarse and fine meshes
medium number of iteration numbers on both coarse and fine meshes,
and increasing number of iterations with mesh refinement.
6.4.2. The AMG methods. In order to run the AMG methods, we first
construct the hierarchy of matrices on all levels in pure algebraic way
(distinct from the GMG methods, where a hierarchy of nested meshes
are provided). We use the coarsening strategy in [46]. On the coarse
mesh, we arrive at three and four levels in the AMG methods for
the fluid and structure sub-problems, respectively. For the fluid sub-
problem on the coarse mesh, we have 9034, 1684 and 252 degrees of
freedom on three levels after coarsening. For the structure sub-problem,
we have 26096, 4012, 648 and 88 degrees of freedom on four levels. For
the fluid sub-problem on the fine mesh, we have 56996, 9034, 1684 and
252 degrees of freedom on four levels after coarsening. For the struc-
ture sub-problem, we have 185424, 26096, 4012, 648 and 88 degrees of
freedom on five levels.
As we see from Fig. 11, the number of degrees of freedom is reduced
by a factor about 8 from the fine to coarse levels.
For the fluid sub-problem, the convergence of Newton’s method and
the iteration numbers of the AMG method to solve the linearized NS
equations using different number of Braess-Sarazin smoothing steps are
plotted in Fig. 12.
To sum from Fig. 12, a quadratic convergence rate of Newton’s
method is observed. The number of AMG iterations is drastically de-
creased compared to the GCR method combined with the precondi-
tioner. In addition, the iteration numbers are less effected by the mesh
refinement. By doubling the pre- and post-smoothing steps (from 4 to
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(a) Degrees of freedom (b) Degrees of freedom
Figure 11. Number of degrees of freedom for the fluid
and structure sub-problems on AMG levels using the
coarse (left) and fine (right) meshes.
(a) Newton’s method (b) AMG
Figure 12. Convergence history of Newton’s method
(left) and iteration numbers of AMG method (right) for
the fluid sub-problem on coarse and fine meshes, using 4
and 8 pre- and post-smoothing steps, respectively.
8), we observe the reduced AMG iteration numbers by almost a factor
2.
For the structure sub-problem modeled by the modified hyperelas-
tic Mooney-Rivlin material, the convergence of Newton’s method and
the iteration numbers of the AMG method to solve the linearized NS
equations using different number of Vanka smoothing steps are plotted
in Fig. 13.
As expected, a quadratic convergence rate of Newton’s method is
observed from the numerical results. The number of AMG iterations is
drastically decreased compared to the preconditioned BiCGStab method.
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(a) Newton’s method (b) AMG
Figure 13. Convergence history of Newton’s method
(left) and iteration numbers of AMG method (right)
for the structure sub-problem modeled by the modified
hyperelastic Mooney-Rivlin material on coarse and fine
meshes, using 6 and 12 pre- and post-smoothing steps,
respectively.
In addition, the iteration numbers are less effected by the mesh refine-
ment. By doubling the pre- and post-smoothing steps (from 6 to 12),
we observe the reduced AMG iteration numbers by almost a factor 2.
For the structure sub-problem modeled by the two-layer thick-walled
artery, the convergence of Newton’s method and the iteration numbers
of the AMG method to solve the linearized NS equations using different
number of Vanka smoothing steps are plotted in Fig. 14.
(a) Newton’s method (b) AMG
Figure 14. Convergence history of Newton’s method
(left) and iteration numbers of AMG method (right)
for the structure sub-problem modeled by the two-layer
thick-walled artery on coarse and fine meshes, using 6
and 12 pre- and post-smoothing steps, respectively.
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As seen from the numerical results, a quadratic convergence rate of
Newton’s method is recovered. The number of AMG iterations is dras-
tically decreased compared to the preconditioned BiCGStab method.
In addition, the iteration numbers are less effected by the mesh refine-
ment. By doubling the pre- and post-smoothing steps (from 6 to 12),
we observe the reduced AMG iteration numbers by almost a factor 2.
6.5. Adaptive error control. For test purpose, we use the adaptive
strategy in Section 4.4 to control the error ε2 of the outer Newton
iterations and the error ε1,k of the inner AMG iterations. We present
the numerical results only for the second nonlinear DN FSI iteration at
the first time step. For other DN iterations and time steps, we observe
similar results.
For the fluid sub-problem, we use the AMG method with Braess-
Sarazin smoother (8 pre- and post-smoothing steps). The control of
the outer and inner iterations is prescribed in Table 1 and 2 for the
coarse and fine meshes, respectively.
Newton-It ε2 ε1,k #AMG-It
k = 1 9.2e+01 4.1e-02 1
k = 2 6.2e-03 1.8e-03 1
k = 3 6.6e-06 1.6e-05 2
k = 4 3.1e-10 1.6e-11 5
Table 1. Adaptive error control on the outer (Newton:
ε2) and inner (AMG: ε1,k) iterations for the fluid sub-
problem on the coarse mesh.
Newton-It ε2 ε1,k #AMG-It
k = 1 9.4e+01 7.1e-02 1
k = 2 8.6e-03 1.2e-02 1
k = 3 4.4e-05 4.6e-06 3
k = 4 7.9e-10 1.5e-10 6
Table 2. Adaptive error control on the outer (Newton:
ε2) and inner (AMG: ε1,k) iterations for the fluid sub-
problem on the fine mesh.
It is easy to observe from the numerical results in Table 1 and 2, the
adaptive error control requires fewer inner AMG iterations (#AMG-It)
without deterioration of Newton convergence rate of the outer iteration.
FSI SIMULATION WITH HYPERELASTIC MODELS 35
For the structure sub-problem, we use the AMG method with Vanka
smoother (12 pre- and post-smoothing steps). The control of the outer
and inner iterations for the modified model of Mooney-Rivlin material
is shown in Table 3 and 4 for the coarse and fine meshes, respectively.
The control of the outer and inner iterations for the two-layer thick-
walled arterial model is presented in Table 5 and 6 for the coarse and
fine meshes, respectively.
Newton-It ε2 ε1,k #AMG-It
k = 1 2.4e+01 9.2e-07 1
k = 2 1.5e-02 4.0e-06 1
k = 3 1.9e-06 1.1e-05 2
k = 4 2.6e-11 3.3e-13 5
Table 3. Adaptive error control on the outer (New-
ton: ε2) and inner (AMG: ε1,k) iterations for the struc-
ture sub-problem on the coarse mesh using the modified
model of Mooney-Rivlin material.
Newton-It ε2 ε1,k #AMG-It
k = 1 2.5e+01 6.4e-03 1
k = 2 1.8e-01 1.9e-02 1
k = 3 2.8e-03 2.8e-02 1
k = 4 1.1e-04 1.4e-06 4
k = 5 1.5e-09 1.8e-09 7
Table 4. Adaptive error control on the outer (Newton:
ε2) and inner (AMG: ε1,k) iterations for the structure
sub-problem on the fine mesh using the modified model
of Mooney-Rivlin material.
From the numerical results in Table 3-6, we observe the satisfying
convergence rate of the outer iterations with the adaptive error control,
that requires fewer inner AMG iterations (#AMG-It). The number of
Newton iterations is very close to what we obtained by using the inner
AMG method with the fixed error ε1 = 10
−8.
7. Conclusions
We test a partitioned approach for the FSI simulation using two
hyperelastic models with near-incompressibility constrains. The nu-
merical results show the robustness and efficiency of the partitioned
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Newton-It ε2 ε1,k #AMG-It
k = 1 3.2e+01 5.0e-06 1
k = 2 2.3e-02 1.3e-04 1
k = 3 5.7e-04 2.8e-04 2
k = 4 3.0e-06 2.0e-07 6
k = 5 1.3e-11 2.1e-12 9
Table 5. Adaptive error control on the outer (New-
ton: ε2) and inner (AMG: ε1,k) iterations for the struc-
ture sub-problem on the coarse mesh using the two-layer
thick-walled arterial model.
Newton-It ε2 ε1,k #AMG-It
k = 1 3.2e+01 3.2e-05 1
k = 2 3.6e-02 3.6e-04 1
k = 3 3.1e-03 6.0e-04 2
k = 4 6.8e-05 8.3e-06 6
k = 5 1.5e-09 4.0e-09 9
Table 6. Adaptive error control on the outer (Newton:
ε2) and inner (AMG: ε1,k) iterations for the structure
sub-problem on the fine mesh using the two-layer thick-
walled arterial model.
approach combined with Newton’s method to tackle the nonlinear fluid
and structure sub-problems. Stabilized finite element methods, ef-
ficient Krylov subspace and AMG methods are used to handle the
fluid and structure sub-problems, that demonstrate the feasibility of
our methodology to handle such highly nonlinear systems. The AMG
method shows more robustness than the preconditioned Kyrlov sub-
space method. The adaptive error control for the nolinear problems
requires fewer inner AMG iterations without deterioration of the con-
vergence rate of the outer Newton iterations.
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