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Monumen Nasional (Monas) merupakan suatu monumen bersejarah 
yang menjadi destinasi pariwisata cukup populer di Kota Jakarta. Monumen 
ini dibangun untuk mengenang perjuangan rakyat Indonesia melawan 
penjajahan Belanda. Di awal tahun 2020, taman Monumen Nasional 
dilakukan revitalisasi. Dengan adanya kebijakan tersebut, mengundang 
banyak kalangan untuk memberikan tanggapan yang di ungkapkan secara 
langsung maupun tidak langsung yaitu melalui sosial media Twitter. 
Dengan demikian, penelitian ini mencoba menganalisis ulasan dari 
masyarakat dengan metode naive bayes classifier dan membandingkan 
penggunaan seleksi fitur chi – square dan query expansion ranking untuk 
mengoptimalkan kinerja klasifikasi pada penelitian. Hasil klasifikasi 
dengan menggunakan seleksi fitur chi – square dan query expansioan 
ranking dimasukkan kedalam confusion matrix. Berdasarkan hasil dari 
confusion matrix tersebut di dapatkan hasil dari perbandingan kedua seleksi 
fitur dalam mengklasifikasi opini dari masyarakat mengenai kebijakan 
revitalisasi monas. 
 






The National Monument (Monas) is a historical monument which 
has become a popular tourism destination in the city of Jakarta. This 
monument was built to commemorate the struggle of the Indonesian people 
against Dutch colonialism. In early 2020, the National Monument park was 
revitalized. With this policy, inviting many groups to provide responses that 
are expressed directly or indirectly, namely through Twitter social media. 
Thus, this study tries to analyze reviews from the public using the Naive 
Bayes classifier method and compares the use of feature selection chi-
square and query expansion ranking to optimize the classification 
performance in the study. The classification results using the chi-square 
feature selection and ranking expansion queries are entered into the 
confusion matrix. Based on the results of the confusion matrix, the results 
obtained from the comparison of the two feature selections in classifying 
public opinion regarding the monas revitalization policy. 
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