Introduction
The theory of stochastic processes has important applications in physics, chemistry, and biology [1] . One important example is the first-passage-time problem, the question a e-mail: benjamin.lindner@physik.hu-berlin.de when a stochastic process reaches a certain boundary for the first time. This plays a role in such diverse areas as physical chemistry [2] , neurobiology [3] , or game theory [4] but is also encountered across scientific fields in noise-induced phenomena like stochastic resonance [5, 6] . While in most of these applications the mean of the time to reach the boundary is the quantity of interest, for other problems the regularity of spiking, quantified e.g. by the standard deviation of the time, is central, e.g. for the phenomena of coherence resonance [7] or coherent noise-induced transport [8, 9] . Be it the mean or be it the standard deviation -all of these statistics is captured by the first-passage-time density (FPTD), which gives a complete description of the statistics of the single first-passage time.
However, there is interesting statistics beyond the FPTD: most first-passage times are observed in an ordered sequence. Hence, also the correlations between passage times may be worth an inspection because they characterize other aspects of the stochastic dynamics (see e.g. [10, 11] ). If we associate the arrival at the boundary with a point in time, we can define a stochastic point process, which will be in the case of non-vanishing correlations between the first-passage times a nonrenewal point process (a renewal process is defined by the absence of any statistical dependence among the intervals between subsequent events [12] ). Correlations between intervals can arise, for instance, if the process is driven by an external correlated noise or if the system is subject to adaptation processes on a longer time scale.
A striking example for the application of the first-passage-time problem is the interspike-interval (ISI) histogram of a nerve cell (neuron). Neurons show stereotypical electrical discharges (about 100 mV in amplitude and a few ms in duration), socalled action potentials -or spikes, by which they encode signals and communicate with other nerve cells. Often, they also display spontaneous firing, i.e. without any sensory stimulus, spikes are generated due to various sources of intrinsic noise or noise-like external driving. How to relate the statistics of this spontaneous firing to a stochastic first-passage process has been worked out in the 1960's by Gerstein and Mandelbrot [3] and others [13] [14] [15] : essentially, random excitatory and inhibitory postsynaptic potentials or intrinsic channel fluctuations drive the cell's membrane voltage up and down until it reaches a critical threshold, at which a strong positive feedback mechanism leads to spike generation and the reset of the voltage. In the perfect integrate-and-fire (PIF) model the driving fluctuations are approximated as a mean drift μ plus temporally uncorrelated Gaussian noise ξ(t) that enters the equation with intensity D according tov
The application of the fire-and-reset rule (after reaching v T , a spike is registered and the voltage is reset to v = 0) renders the model non-linear. However, the probability density for the time T between subsequent passages from the reset point (at v = 0) to the threshold (at v = v T ), i.e. the so-called ISI density can be calculated exactly [3] and is given by an inverse Gaussian probability function:
This is, of course, equivalent to the FPTD for an overdamped Brownian particle to go from location x = 0 to x = v T under the influence of a constant field of force F = μ and subject to a temperature T leading to the diffusion coefficient D = k B T /γ, a problem that has been solved by Erwin Schrödinger in 1915 [16] . Because the state variable (the voltage v(t)) is reset and the process starts over again after that, we can imagine the values of the times for subsequent first passages from reset to threshold as a sequence of ordered random numbers. For the simple model in Eq. (1) the reset of the state variable erases any memory and the driving noise is uncorrelated. Under theses conditions the sequence of first passage times or equivalently the sequence of interspike intervals consist of independent random numbers, constituting a renewal point process.
The simple model Eq. (1) does not explicitly incorporate any of the many ionic currents that flow through the membrane of a neuron: not the spike-generating sodium and potassium currents (here replaced by a simple fire-and-reset rule) nor the slower inhibitory adaptation currents that down-regulate the firing in many neurons [17] and can lead to correlations among interspike-intervals [18] .
Despite the short-comings of Eq. (1), it has been shown by comparison to experimental data [3, 19] that the interspike-interval histogram of real cells is often well fit by the inverse Gaussian Eq. (2) . Recent theoretical work [20] showed, moreover, that this can be extended to the case of a perfect integrate-and-fire model with a spike-triggered adaptation current, although in this case renormalized parameters in Eq. (2) have to be used.
Because, it would be strange to assume that real neurons are perfect integrators, these results suggest that the inverse Gaussian or, more generally, the statistics of the biased Brownian motion is robust against minor modifications of the dynamics and that such modifications can be accounted for by a simple renormalization of the parameters in Eq. (1). A basic but realistic modification of Eq. (1) is to assume at least a small leak current (this comes about mainly by voltage-independent ion channels), yielding a leaky integrate-and-fire (LIF) model
where we still apply the same kind of fire-and-reset rule whenever v reaches v T (for a review and further references on this model, see [21] ). For this model the ISI density is known in specific cases [22, 23] ; in general, one can also calculate the Laplace transform of the ISI density [24] . Further, with an LIF model that has a strong leak current (γ > μ/v T ), one can model a truly excitable cell that will fire only due to the dynamic noise ξ(t) or other time-dependent input but will be silent if time-dependent input is absent. The case that we will focus on here is that of a mild leak, or, equivalently, of sufficiently strong input μ, in which the model still shows tonic firing even in the absence of noise. This regime seems to be appropriate to model the firing of many sensory cells with a high firing rate. In this article we inspect a leaky integrate-and-fire model with white noise and a spike-driven adaptation current and ask, how well the ISI density and ISI correlations can be fit by the theory for a PIF model if we renormalize the parameters of the latter model appropriately. Of central interest will be the question, whether a small amount of leak (i.e. a small γ) is sufficient to change ISI density and correlation patterns qualitatively, or whether these statistics are robust against such changes of the dynamics.
Our paper is organized as follows. First, we introduce the integrate-and-fire model with leak, white noise, and a spike-triggered adaptation current in more detail and define briefly the spike train statistics of interest. In Sect. 3 we explain how to obtain renormalized parameters of the PIF model from simple ISI statistics measured in simulations of the LIF model. In Sect. 4, we apply our renormalization procedure to the simple case of a LIF model without adaptation -here, we demonstrate that indeed the method works rather well and gives reasonable approximations to the ISI density, in particular, if the driving noise is moderately large. In Sect. 5, we then turn to the more involved case of a LIF neuron with spike frequency adaptation and show, that also in this case a small leak current can be well accounted for by our renormalization procedure. We summarize our findings in Sect. 6 and discuss how our effective PIF theory can be generalized to more general first-passage-time problems with weakly nonlinear drift functions. As an example we show how the ISI density for an overdamped Brownian motion in a strongly inclined periodic potential compares to such a theory.
Model
We consider a leaky integrate-and-fire neuron with spike frequency adaptation, described by the following Langevin equationṡ
Here, a spike is generated whenever v(t) reaches v T (in the following we set v T = 1), at the same time the voltage is reset to v(t) → v R = 0 and the adaptation is increased by a constant increment Δ -this is realized by the feedback term in the second equation that involves the spike train δ(t − t i ) generated by the model. It is evident that the ISIs are just the first-passage times from reset to threshold and that these passage intervals are in general correlated because of the slow feedback variable a(t).
From a long simulation of the model, we can obtain the ISIs, i.e. the differences between subsequent spike times T i = t i − t i−1 as an ordered sequence T 0 , T 1 , T 2 . . . We can then determine the mean ISI T , its variance ΔT 2 , where ΔT = T − T , and from these two the ISI's relative standard deviation, known as the coefficient of variation C V = ΔT 2 / T . Below, we will also use measures derived from higher moments, such as the skewness and the excess kurtosis
respectively. Of course, all the information about these moments is described by the ISI's probability density P (T ).
Correlations between ISIs can be described by higher-order probability densities. Here, however, we restrict ourselves to the normalized correlation coefficient between intervals that are lagged by k, the so-called serial correlation coefficient (SCC)
This coefficient gives for each lag k > 0 a number between −1 and 1 and is the most important indicator of nonrenewal spiking [24, 25] .
Mapping the model to effective PIF models
To approximate the ISI statistics of the adapting LIF model, Eq. (4), we will use two different approches: First, we will map the model to an effective PIF model without adaptation, for which the ISI density is known analytically. Second, we will map the model to an effective PIF model with adaptation, for which an expression for the serial correlation coefficient exists.
Interspike interval density
For the model without leak (γ = 0) and without adaptation (Δ = 0), one can directly solve the Fokker-Planck equation with absorbing boundary condition [3, 16, 24] by means of different methods (Laplace transform, method of images), yielding the inverse Gaussian distribution Eq. (2). This distribution leads to the following simple expressions for mean and variance of the ISI
For finite but weak leak and/or adaptation, we may expect that the ISI density will still be close to an inverse Gaussian. If we know the first two moments of the ISIs, we may choose renormalized effective parameters μ eff and D eff in an effective PIF model
such that it yields the measured mean and variance of the ISIs. This can be achieved by inverting the above formulas [26] :
Our approximation for the ISI density will be simply the inverse Gaussian density
corresponding to the effective PIF model, Eq. (8).
In order to quantify the deviation of this density from the true ISI density, we will employ different measures. First, we will use the rescaled skewness and rescaled kurtosis (excess) from ref. [20] 
which both attain the value one, if the density is exactly an inverse Gaussian (irrespective of the values for mean and variance) but will deviate from one for other distributions. Secondly, we measure the difference between the ISI density P (T ) of the full model determined by numerical simulations and the inverse Gaussian density P IG (T ) by the Kullback-Leibler divergence, given by
Note that if P (T ) is estimated from a finite number of simulated ISIs, this measure is always finite even in a situation in which P IG (T ) is the exact probability density (i.e. γ = 0, Δ = 0).
Interspike interval correlations
Regarding the serial correlations, we do not expect that the addition of leak alone (γ > 0, Δ = 0) will induce serial correlations; in fact, the white-noise-driven LIF generates a renewal process. In this case, the SCC Eq. (6) is simply given by ρ k = 0 for k > 0.
In the presence of adaptation (Δ > 0), however, the ISIs will be correlated because the adaptation current is not reset upon spiking but depends on the previous spike times and thus on previous ISIs. To find an approximation for the SCC, we will again start with the model without leak (γ = 0, Δ > 0), i.e. the perfect IF model with spike frequency adaptation. For weak noise, the mean ISI is given by T = (v T + τ Δ)/μ [20] , which can be inverted to yield an effective base current
Put differently, to calculate the SCC for the general case, we can measure the mean ISI T and then approximate the model by the effective PIF model
By construction, this model yields the same mean ISI. For weak noise, the recent study [20] derived a formula for the SCC of this model, which attains the form of a geometric series:
where
We will test in Sect. 5 whether this approximation yields an adequate description of ISI correlations in the general case of leak and adaptation.
LIF model without adaptation current
We will first consider the case without adaptation. In Eq. (4), this corresponds to setting Δ = 0 leading to the standard LIF model given by the one-dimensional dynamics Eq. (3). Deviations from the case without leak current can be quantified by the dimensionless parameterγ = (γv T )/μ. The deterministic dynamics (D = 0) changes abruptly atγ = 1: forγ < 1, the model shows sustained periodic spiking; this is the so-called supra-threshold regime. In contrast, forγ > 1, the model exhibits a stable equilibrium v = μ/γ below threshold. In this so-called sub-threshold regime the neuron is in a quiescent, non-spiking state in the deterministic case and spiking is only possible with the assistance of noise. In the following, we are mainly interested in the supra-threshold regime. For the fluctuation-driven, sub-threshold spiking regime (γ > 1), we do not expect that a description based on an effective PIF model works because the PIF model exclusively operates in the supra-threshold, tonic spiking regime. For the purpose of testing the inverse Gaussian theory, we determine mean and variance of the ISI from stochastic simulations, although explicit formulas exist in terms of quadratures. We abstain from using these analytical results in order to be consistent with the procedure in the next section for the adapting neuron model, for which explicit analytical results for the ISI moments are not known (see, however, the discussion section, in which we show an example for which analytical results can be used to get a "simulation-free" estimation of the two moments). In any case, the mean and variance of the ISI can be used to calculate the renormalized parameters μ eff and D eff for the PIF theory using Eq. (9). The corresponding inverse Gaussian density, Eq. (10) , is compared to model simulations in Fig. 1(a) . A visual inspection of the ISI densities yields an excellent fit of the PIF theory in the supra-threshold regime even for the relatively large valueγ = 0.4.
To compare the ISI statistics of the non-adapting LIF model with the PIF theory more quantitatively, we calculate the rescaled versions of the skewness α s and excess kurtosis α e using Eq. (11) . For smallγ the values are close to unity, indicating that the LIF model has an inverse Gaussian statistics for sufficiently weak leak current (γ 0.4, Fig. 1(a2) for D = 0.01). In the supra-threshold regime, the ISI densities becomes slightly more skewed and peaked than an inverse Gaussian asγ approaches unity. For even larger leak (γ > 1), α s and α e decrease and eventually converge to the values 2/3 and 2/5, respectively, corresponding to a gamma distribution. This limit can be understood as follows: in the subthreshold, fluctuation-driven regime spikes are rare events and follow a Poisson statistics [26] . In this case, the ISIs have an exponential probability density, which is a special case of the gamma distribution. Note that gamma-distributed ISIs in the subthreshold regime are in accordance with other studies [27] .
Whether the simple renormalization of parameters yields a valid approximation will certainly also depend on the level of noise D, which we chose to be small, D = 0.01 in Fig. 1(a) . Remarkably, increasing the noise by a factor of 10 to D = 0.1 improves the range of validity of the approximation considerably, cf. Fig. 1(b) . In this case, the inverse Gaussian yields an excellent fit even in the sub-threshold regime (cf.γ = 1.2 in Fig. 1(b) ). A somewhat plausible explanation for this improvement seems to be the linearizing effect of noise, which smears out deterministic bifurcations such as that at γ = 1. We should not expect, however, that more noise (e.g. D = 1 or D = 10) will make the agreement between our approximation and the simulations even better: very strong noise will certainly yield again a stronger disagreement (i.e. α e,s very different from one for already moderately small values ofγ) because for stronger noise large negative values of the voltage will become more important, values at which the leak current is rather dominant. As a consequence, one may speculate that there is an optimal amount of noise with respect to the range of validity of our approximation.
Our analysis using the skewness and excess is also confirmed by a standard comparison of the probability densities P (T ) and P IG (T ), the Kullback-Leibler divergence. As seen in the bottom panels of Figs. 1(a2) and (b2), this measure attains its smallest value at γ = 0 (where the theory is exact) but remains small for a range of positive γ values.
LIF model with adaptation current
Let us now consider the more general case Δ > 0, in which the LIF dynamics is influenced by a feedback current mediating adaptation. Figure 2(a1) shows that for slow adaptation and not too large leak (γ 0.4), the ISI histograms (blue and orange) are close to the inverse Gaussian, Eq. (10). For stronger leak,γ = 0.8, the ISI density deviates somewhat. A closer inspection of the skewness and excess kurtosis reveals that for small leak the ISI densities are slightly less skewed and peaked than inverse Gaussian (Fig. 2(a2) ). This is not an effect of the leak because already the perfect IF model with adaptation (γ = 0) shows this behavior [20] . At an intermediate range ofγ, the ISIs approach the inverse Gaussian statistics when α s and α e go through a maximum and the Kullback-Leibler divergence goes through a minimum. For large leak the skewness becomes small and the excess kurtosis becomes negative. This observation corresponds to the shortage of large ISIs as can be seen by the short tail of the ISI density (cf. tails in Fig. 2(a1) , inset).
Everything stated above applies to a rather small noise intensity of D = 0.01. In Fig. 2(b) , we show how the statistics changes if we increase the noise intensity tenfold. The agreement between the histograms and the inverse Gaussian is still reasonably good but less impressive than for weaker noise or without adaptation. The interplay of fluctuations and feedback cause a systematic deviation of the rescaled skewness and kurtosis from one ( Fig. 2(b2) ), a deviation that also becomes apparent in the histograms and in the Kullback-Leibler divergence (bottom panel in (Fig. 2(b2) ). Note, however, that noise has again a linearizing effect, as can be seen by the weak dependence of α s and α e on the leak parameterγ ( Fig. 2(b2) ).
A characteristic effect of adaptation is the emergence of correlations in the sequence of ISIs. For a perfect IF model (γ = 0) and weak noise, the serial correlation coefficient is approximately given by Eq. (15) . Using the renormalized parameter μ Δ , Eq. (13), with the measured mean ISI of the adapting LIF model, we obtain an approximation of the SCC for the model with leak. Figure 3(a) shows that for slow and moderately strong adaptation, our approximation fits excellently the simulation data in the whole supra-threshold regime (0 ≤γ < 1). In contrast, for fast and strong adaptation, a moderate value ofγ has a strong effect on the magnitude of the SCC, although qualitatively the alternating behavior is conserved (Fig. 3(b) ). Note, however, that for moderateγ the absolute strength of the leak current γ =γμ/v T becomes large because we have chosen a large base current μ to compensate for the strong adaptation current and thus to maintain a constant firing rate. In absolute terms, a value γ = 0.5 (corresponding to a relatively small valueγ for strong adaptation (dashed-dotted vertical line in Fig. 3(b2) )) shows a reasonable agreement for both weak and strong adaptation (Figs. 3(a1) and (b1) ).
Conclusions
In this paper we have studied the impact of a finite leak current on the ISI statistics of a tonically firing model neuron. In particular, we found that the firing of a leaky integrate-and-fire model with spike-frequency adaptation can be for weak leak well approximated by a perfect IF model with adaptation if parameters of the latter model are appropriately renormalized. Specifically, the simple renormalization procedure was sufficient to give us a reasonable approximation for the ISI density and ISI correlations for both weak and strong adaptation as long as the leak is weak. Our results explain why the PIF theory can well fit experimental recordings from real neurons [3, 19] that are always subject to some finite leak current and possibly other nonlinearities. This indicates that the application of the perfect IF model for modeling spontaneous neural activity is broader than previously thought.
How much leak can we add without obtaining serious deviations of the ISI statistics from the PIF theory? Interestingly, this seems to depend on the intensity of the fluctuations in a nontrivial way. Although, we have not systematically explored the effect but presented only results for two different levels of noise, at least in the absence of adaptation the agreement between theory and simulations was best and hold true for a larger range of the leak parameter γ at the higher noise level. At this level, the validity extends -quite unexpected -even into the subthreshold parameter regime. This is due to the linearizing effect of noise. We expect, however, that with a further increase of the noise level the agreement will diminish again at some point. Strong noise will occasionally cause large deviations of the voltage variable towards large negative values, where the leak becomes more important. With adaptation, the situation is more complicated: we observed small deviations from the inverse Gaussian already for the perfect IF model (γ = 0) in accordance with previous results [20] . For weak noise, these deviations first decrease but then strongly increase upon increasing the leak parameter. For moderately strong noise, the deviations remain small even if we increase the leak considerably, i.e. the not-quite-excellent-but-reasonable approximation to the ISI density can be used for a larger range ofγ.
Our results bear relevance for other first-passage-time problems as well and one may generalize our procedure to systems without adaptation but with nonlinear drift functions as follows. Consider the overdamped dynamics of a Brownian particle in a nonlinear potential U (x) with additional constant force Ḟ
where the prime denotes the derivative with respect to x. In certain situations the statistics of the passage time from x A to x B under the assumption of a weak potential force −U (x) may be of interest. Put differently, our assumption implies that the bias F dominates the passage and that |U (x)| F for all x ∈ (x A , x B ). As an example, we may consider the popular problem of overdamped Brownian motion in a biased periodic potential [28, 29] with U (x) = −a cos(x) in the limit a F and ask for the FPTD to pass one period (e.g. x A = 0 and x B = 2π). Assuming for simplicity weak noise, we can use standard approximations for the first two moments of the first-passage-time [30] and find in particular for the mean 
These expressions can be employed to estimate the effective parameters μ eff and D eff via Eq. (9) and we can then use these parameters in the first-passage-time formula Eq. (2) for the biased random walk. As illustrated in Fig. 4 , this approximation then compares very favorably with simulations of the model at low noise intensity D = 0.01 even for larger values of the ratio of potential amplitude and bias force. This example demonstrates that a moderate nonlinear modulation of the bias can be accounted for by a normalization of parameters of the biased random walk. It would be interesting to explore whether with a nonlinear perturbation U (x) the inclusion of a feedback (similar to the adaptation current in the above neural model) can be additionally incorporated in the approximation for the first-passage-time density.
