Introduction (i) Four-manifolds with contact boundary
The monopole invariants, or Seiberg-Witten invariants, introduced by Witten [27] are invariants of a smooth, closed, oriented 4-manifold X . When b + (X ) is greater than 1, they can be regarded as defining a map
where Spin c (X ) denotes the set of isomorphism classes of Spin c -structures on X [17] . The sign of the invariant depends also on a choice of a homology orientation for X , as defined in [4] . In this paper we shall adapt the construction of the monopole invariants to the situation of a 4-manifold with contact boundary. In more detail, we consider a connected oriented 4-manifold X with nonempty boundary, equipped with an oriented contact structure ξ on ∂ X (which we regard as an oriented field of 2-planes). We require ξ to be compatible with the boundary orientation of ∂ X . This means that if we choose any 1-form θ on ∂ X which annihilates the field of 2-planes ξ , then the 3-form θ ∧ dθ is positive. (The non-vanishing of the 3-form is the contact condition.) We also need to specify a homology orientation of (X, ξ ). The definition of a homology orientation in this setting is explained in an appendix to this paper.
The contact structure ξ on ∂ X determines a preferred Spin c -structure ᒐ ξ in a neighborhood of the boundary (see section 2(ii)). Write Spin c (X , ξ ) for the set of isomorphism classes of extensions of ᒐ ξ to the interior. (Thus an element of Spin c (X , ξ ) is given by a Spin c -structure ᒐ on X together with an isomorphism between ᒐ and ᒐ ξ at the boundary; the latter will usually be omitted from our No restriction on b + (X ) is necessary for this definition. Ifξ denotes the same contact structure with the opposite orientation for the contact 2-planes, then the Spin c -structure determined byξ near the boundary isᒐ ξ (the complex conjugate Spin c -structure), and for suitable choice of homology orientations there is a relation SW (X ,ξ ) (ᒐ) = SW (X ,ξ ) (ᒐ), for all ᒐ ∈ Spin c (X , ξ ).
On a closed manifold X , the monopole invariants are defined, roughly speaking, by counting solutions to the monopole equations (or Seiberg-Witten equations) on X . Motivation for considering these equations in conjunction with contact structures comes from three directions. First, there is the wealth of topological results related to contact structures and their cousins, foliations of 3-manifolds; see for example [9, 12] . Second, there is the material in [5] , suggesting a study of the Yang-Mills equations in a setting similar to ours. Third, and most closely connected with the present paper, there is the recent work of Taubes, who investigated the properties of the equations on a symplectic 4-manifold [23, 24, 25] , using them to answer several important questions in 4-dimensional symplectic topology.
A symplectic form ω on X determines a preferred Spin c -structure ᒐ 0 (see section 2) and a preferred homology orientation. Amongst the results of Taubes cited above is the following theorem [23] : if (X, ω) is a closed symplectic 4-manifold with b + (X ) > 1, then SW (ᒐ 0 ) and SW (ᒐ 0 ) are non-zero; in fact, SW (ᒐ 0 ) = 1 when X is given the canonical homology orientation. This result has the following extension to our situation. A symplectic structure on the oriented 4-manifold (X , ∂ X ) is said to be compatible with the contact structure ξ on the boundary if the symplectic 2-form ω is positive on the oriented contact 2-planes. As in the closed case, a compatible symplectic structure ω determines a preferred element ᒐ 0 ∈ Spin c (X , ξ ), as well as a preferred homology orientation, and we have: There is a companion theorem to the result of [23] , which shows that a symplectic structure restricts the set of Spin c -structures on which SW can be non-zero.
(ii) Applications (This set is in any event finite.) For a closed symplectic manifold, the theorem is given in [24] , and we shall extend it to our setting. To state the result, recall first that in the closed case the set Spin c (X ) is a principal homogeneous space for the group H 2 (X ; ‫.)ޚ‬ In our situation, Spin c (X , ξ ) is a principal homogeneous space for the relative cohomology H 2 (X , ∂ X ; ‫.)ޚ‬ In either case, we denote the action by ᒐ → ᒐ + e, and for any two structures ᒐ 1 , ᒐ 2 we have a difference element ᒐ 1 − ᒐ 2 . The proofs of Theorems 1.1 and 1.2 will turn out to be routine modifications of the proofs of the original theorems from [23] and [24] , once the definition and properties of our invariants are in place. The analysis needed to justify the definitions themselves is more delicate, but again rests on work of Taubes, particularly the estimates for solutions of the monopole equations contained in [25] .
(ii) Applications
We shall derive two topological corollaries from the main results of this paper. First we shall derive a finiteness result for the set of homotopy types of semi-fillable contact structures on a given 3-manifold. A closed, contact 3-manifold (Y, ξ ) is said to be symplectically fillable [9] if Y is the oriented boundary of a symplectic four-manifold (X, ω) in such a way that the restriction of ω to the oriented contact 2-planes at the boundary is positive (this is the compatibility condition described above). This definition does not require Y to be connected. One says that (Y, ξ ) is symplectically semi-fillable if it is a union of components of a symplectically fillable contact 3-manifold. It is known that every oriented 2-plane field on a 3-manifold is homotopic to a contact structure, but not every 2-plane field is homotopic to a fillable or semi-fillable contact structure. This follows from the results of [7] , which can be seen as constraining the Euler class of the 2-plane bundle. However, on any 3-manifold, there are infinitely many homotopy classes of 2-plane fields even with Euler class zero. We shall prove:
Theorem 1.3. For any closed 3-manifold Y , there are only finitely many homotopy classes of 2-plane fields which are realized as semi-fillable contact structures.
This theorem implies a similar statement about taut foliations of 3-manifolds, because of the following result due to Eliashberg and Thurston. ecall that a foliation of a 3-manifold by oriented 2-dimensional leaves is taut if for every leaf L there is a closed curve in the 3-manifold which meets L and is transverse to the leaves. In particular, the class of 2-plane fields homotopic to the tangent distribution of a taut foliation contains a semi-fillable contact structure (except in the case of one foliation of S 1 × S 2 ), and from Theorem 1.3 we deduce:
Corollary 1.5. For any closed 3-manifold Y , the number of homotopy classes of 2-plane fields which are realized as the tangent distributions to smooth, taut foliations is finite.
For a second application of our main results, note that an example of an exact symplectic form arises when (X , ∂ X ) is a Stein domain: that is, when X has a complex structure J and carries a pluri-subharmonic function φ for which ∂ X is a level set where φ is a maximum. There is a natural contact structure ξ on the boundary in this case, given by the J -invariant 2-planes in T (∂ X ). This contact structure is compatible, in the above sense, with the Kähler form ω = i∂∂φ. Theorem 1.2 then has the following corollary, for which an earlier proof was given by Lisca and Matic: Corollary 1.6 (Lisca-Matić [18] 
As pointed out in [18] , this corollary allows one to exhibit interesting examples of contact structures on a 3-manifold, which are homotopic as oriented 2-plane fields but not homotopic through contact structures. These examples arise from Eliashberg's surgery construction for Stein domains [8] . In fact, only the exact symplectic form is needed in Theorem 1.2, not the complex structure; the construction of the former is rather less delicate (see [26] ). Corollary 1.6 is parallel to one of the first applications of the monopole invariants: if X is a compact Kähler manifold which is minimal (in the sense of algebraic geometry) with c 1 (X ) 2 > 0 and b + (X ) > 1, then ᒐ 0 and its conjugate are the only basic Spin c -structures, and it follows, for example, that any orientation-preserving self-diffeomorphism of X must preserve c 1 (X ) up to sign. 
(iii) Further properties
An important notion in 3-dimensional contact geometry is that of an overtwisted contact structure [9] . A contact structure ξ on Y 3 is overtwisted if there is an embedded disk D in Y whose boundary is Legendrian (i.e. everywhere tangent to ξ ) while D itself is transverse to ξ along the boundary. It is possible to show that if (X , ξ ) is a 4-manifold with an overtwisted contact structure on its boundary, then the invariant SW vanishes identically. In particular, by combining this statement with Theorem 1.1, one recovers a result first proved by Eliashberg using different methods, namely the statement that overtwisted contact structures are not fillable [9] . The vanishing also echoes another result due to Eliashberg [6] , which states that the classification of overtwisted contact structures is essentially soft: it is the same as the homotopy classification of 2-plane fields on the 3-manifold.
The proof of the vanishing theorem for overtwisted structures is based on three ingredients: first, the results in [26] and [8] , concerning exact symplectic structures and Legendrian surgeries; second, the fact that the elements of Spin c (X , ξ ) with non-zero invariant constrain the genus of closed embedded surfaces by an adjunction inequality; and third, an excision property of our invariants. We hope to return to the excision property and its corollaries in a future paper [16] .
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Preliminaries and definition of the invariants (i) The Seiberg-Witten equations
In this section we set our conventions for the Seiberg-Witten equations. Let X be an oriented iemannian 4-manifold with a Spin c -structure ᒐ. We regard ᒐ as being defined by a triple (W We will simply write A + a for the right-hand side. For a spin-connection A, let A denote the induced connection in det(W + ). Notice that
A choice of spin connection A gives rise to Dirac operators
With our conventions,
Finally, the Seiberg-Witten equations, or monopole equations, for a pair ( A, Φ) consisting of a spin connection A and a section Φ of W + , are the following:
Here ρ(F + A ) is viewed as an element of iᒐᒒ(W + ), as is {Φ ⊗ Φ * }, and the braces denote the traceless part of the endomorphism.
(ii) Almost complex structures and 2-plane fields
There is a simple relationship between almost complex structures and Spin c -structures in four dimensions. Proof. The correspondence between ω and J in (a) and (b) is given by J θ = − * (ω ∧ θ ) where θ is a 1-form. Given a pair (ᒐ, Φ) as in (c), one obtains a complex structure J from the multiplication by i in W − via the isomorphism T * X → W − given by:
The corresponding form ω is the unique self-dual 2-form such that ρ(ω)(Φ) = −2iΦ. The reverse construction, obtaining the Spin c -structure ᒐ and section Φ from J or ω, goes as follows. Put
Then define Clifford multiplication
This defines a Spin c structure. The section Φ corresponds to the section 1 of Λ 0,0 .
Note that when J or ω is given, the above construction gives an actual Spin c structure and spinor, rather than just an isomorphism class; we give these a name, and introduce also the preferred spin connection in this context (see [23] ): Definition 2.2. We write ᒐ 0 and Φ 0 for the Spin c -structure and spinor obtained from J or ω by the above construction. We write A 0 for the unique spin connection for ᒐ 0 with the property that D + A 0 Φ 0 = 0. We call ᒐ 0 and A 0 the canonical Spin cstructure and spin connection.
The existence of a unique A 0 as specified in this definition is straightforward.
On an oriented iemannian 3-manifold Y , a Spin c -structure ᒐ is a pair (W , ρ ) consisting of a Hermitian 2-plane bundle W and a map ρ : T * X → End(W ) satisfying the Clifford relation. The following lemma can be seen as arising from the previous one, applied to translationally-invariant structures on the cylinder ‫ޒ‬ × Y : Proof. Given an oriented 2-plane field ξ, there is a unique unit-length 1-form θ which annihilates ξ and is positive on the positively-oriented normal field to ξ . This gives a bijection between (a) and (b). If a pair (ᒐ, Φ) is given, there is a unique 1-form θ such that the +i and −i eigenspaces of ρ(θ ) are ‫ރ‬Φ and Φ ⊥ respectively. The pair (ᒐ, Φ) can be recovered from θ or ξ much as in the previous lemma.
(iii) Definition of the invariants
Let X be a compact, connected oriented 4-manifold with non-empty boundary ∂ X . The boundary may have more than one component. Let ξ be a contact structure on ∂ X , compatible with the boundary orientation. From the data (X , ξ ), and some additional choices, we can construct a complete iemannian manifold (X + , g 0 ), with a symplectic structure ω 0 defined outside a compact set, as follows. As a manifold, we take X + to be the union of X with a cylinder [1, ∞) × ∂ X , identifying the boundary of X with the boundary of the cylinder { 1 } × ∂ X . Now, if Y is any contact manifold, a standard construction gives [1, ∞) × Y (or just ‫ޒ‬ × Y ) a symplectic structure. We will spell out our conventions for this construction, applied to ∂ X .
We pick a 1-form θ on ∂ X whose kernel is the 2-plane field ξ , compatible with the orientation of ξ , as in the proof of Lemma 2.3. We must choose also a complex structure for ξ : an automorphism J of ξ with J 2 = −1, such that for any vector e in ξ , the pair (e, Je) is a positively oriented basis. There is now a unique iemannian metric g 1 on ∂ X with the following three properties: the 1-form θ has unit length; dθ is equal to 2( * θ ); and the restriction of the metric to ξ is such that J is an isometry. This means that at each point there is a frame e i with dual frame e i such that θ is e 1 , its exterior derivative dθ is 2e 2 ∧ e 3 , and Je 2 = e 3 .
Define a symplectic form ω 0 on [1, ∞) × ∂ X by the formula
and a metric g 0 by
Then g is compatible with ω 0 , in that ω 0 has length √ 2 and * ω 0 = ω 0 . These two give X + a metric and symplectic structure outside a compact set. Pick any smooth extension of g 0 to all of X (also called g 0 ).
On X + \ X , Definition 2.2 provides a canonical Spin c structure ᒐ 0 , a spinor Φ 0 and a spin connection A 0 . As in the introduction, we write Spin c (X , ξ ) for the set of isomorphism classes of Spin c structures ᒐ on X + equipped with an isomorphism
(Our notation will suppress the latter.) Pick an element ᒐ = (W + ,W − , ρ ) of Spin c (X, ξ ), and for convenience choose an extension to all of X of the spinor Φ 0 and the spin connection A 0 , keeping the same notation for these extensions.
We will now introduce suitable function spaces on X + to define a moduli space of pairs ( A, Φ) which solve a particular deformation of the monopole equations and which are asymptotic to ( A 0 , Φ 0 ) on the ends of X + . If V → X + is a hermitian vector bundle equipped with a unitary connection A, we write L 2 k,A (V ), or simply L 2 k , for the completion of the space of smooth, compactly-supported sections of V with respect to the norm
On X + , as on any complete iemannian manifold with injectivity radius bounded below and bounded geometry, this coincides with the set of distributional sections s whose first k covariant derivatives belong to L 2 [3] . We shall also use the Sobolev
We pick an , not less than 4 (so that L 2 is contained in C 1 ), and define
and
We consider Ᏻ acting on W + by multiplication. From the Sobolev multiplication theorems it follows that the set Ᏻ is a Hilbert Lie group acting smoothly on Ꮿ. (Note in passing that for any
-norm for k ≤ + 1, also as a consequence of the multiplication theorems.) The action of Ᏻ is free: if (A, Φ) is fixed by u, then u must be constant (to preserve A) and must be 1 on the end of X + (to preserve Φ where Φ is non-zero). In the next section we shall show that the space Ꮾ = Ꮿ/Ᏻ is a Hilbert manifold.
, denote the subset of Ꮾ consisting of those [A, Φ] which satisfy the following modification of the Seiberg-Witten equations:
We find it convenient to restrict the perturbation term η to a suitable Banach space of decaying sections. We fix an 0 > 0 and an extensiont of the function t on [1, ∞) × ∂ X to all of X + . Then we define
for some fixed r ≥ , and equip this space with the norm
We then introduce the space ᏹ(ᒐ) defined as
and (6) emark. In the case of a closed manifold, one can define an invariant SW (ᒐ) for Spin c structures ᒐ when the dimension of the moduli space, d(ᒐ), is even and positive by the familiar device of evaluating µ d/2 on M η , where µ is a standard 2-dimensional cohomology class. In our case, however, the class µ is zero on Ꮾ.
The proof of Theorem 2.4, with the exception of the orientability statement, is contained in section 3 and is divided up as follows. The proof that π 2 is Fredholm is given in subsection 3(ii), and the proof of properness appears in subsection 3(iii). These proofs are carried out in a slightly more general framework, described in subsection 3(i). Subsection 3(iv) contains the proof that the invariants of (X, ξ ) are diffeomorphism invariants: they do not depend on the choices involved in constructing g 0 and ω 0 . The orientability of π 2 and the definition of homology orientation are treated in an appendix.
The moduli space
In this section we prove Theorem 2.4. The theorem is stated for a manifold X + obtained from a manifold X with boundary by adding an open conical end, with a symplectic structure. The proofs do not depend on the rather special geometry of the end of X + , but work on any manifold which has a symplectic structure outside a compact set and whose geometry is sufficiently mild at infinity. For the present therefore, we shall work in a more general context, and in the subsection below we introduce a precise definition of a class of manifolds for which the arguments can be carried through. We will have use for the extra generality in later sections.
(i) Symplectic structures outside a compact set
We consider a 4-manifold Z equipped with a symplectic structure defined on the end of Z, specified by giving a non-degenerate 2-form ω on the complement of a compact set K . The manifold Z will have a complete iemannian metric g, compatible with the symplectic structure on the end. The geometry of (Z , ω, g) is required to be asymptotically euclidean in the following weak sense. (We use the notation inj(x ) for the injectivity radius of Z about the point x ∈ Z, and exp x for the exponential map at x.) Condition 3.1. There exists a proper function σ : Z → ‫ޒ‬ + with the following properties.
• The injectivity radius satisfies inj(x ) > σ (x) for all x.
• For each x ∈ Z , let e x be the map e x : v → exp x (σ (x )v) and let γ x be metric on the unit ball in T x X defined as e * x ( g)/σ (x ) 2 . Then these metrics have bounded geometry, in the sense that all covariant derivatives of the curvature are bounded by constants independent of x.
• For all > 0, the function e − σ is integrable on Z.
The data (ω, g) satisfying Condition 3.1 defines an asymptotically flat almost Kähler structure (or  structure) on the end of Z.
The definition of  implies that all covariant derivatives of the curvature approach zero uniformly on the end of the manifold. The example we have in mind is the manifold X + with conical end, described above. In this example, σ can be taken to be the coordinate t. The definition also allows for non-trivial topology of the end. For example, one may take the complex manifold obtained by blowing up ‫ރ‬ 2 at the set of points {(n 2 , 0)} n∈‫ގ‬ . A suitable Kähler form on this manifold, for which the areas of the exceptional curves go to infinity with n, defines an  structure.
Note that if (Z , ω, g) is  and ᐁ is any neighborhood of the euclidean metric on B 1 in the C ∞ topology, we are free to suppose that the metrics γ x defined above lie within ᐁ for all x: one only has to replace σ by σ/K and observe how the C k norms scale.
The definitions made in section 2 for the case of X + carry over in a straightforward manner to an  manifold (Z , ω, g). The symplectic structure determines a preferred Spin c -structure ᒐ 0 outside the set K . (3) and (4)), as can definitions leading to the statement of Theorem 2.4 above. The space of perturbations ᏺ is taken to be
We shall prove this theorem in the  context. After doing so, we can define the monopole invariants of an  manifold (Z , ω, g) as a map
just as in Definition 2.5. In this more general setting, it is not clear to what extent the invariant depends on the compatible metric g on the end of Z. Proposition 3.26 gives a preliminary result in that direction.
(ii) Fredholm theory
For any ( A, Φ) in Ꮿ we introduce the operators
, which describe the linearization of the action of Ᏻ and the linearization of the SeibergWitten equations respectively. For k ≤ , we write
where
Our convention for the norm on iᒐᒒ(W + ) is
With this convention the formal adjoints of these operators are
Consider now the operator Ᏸ = δ * 1 + δ 2 and its formal adjoint Ᏸ * . We regard Ᏸ as acting in the topologies
where it is continuous for k ≤ , and similarly with Ᏸ * .
Theorem 3.3.
For every ( A, Φ) in Ꮿ, the operators Ᏸ and Ᏸ * are Fredholm in the above topologies, for k ≤ . Furthermore
It is a routine matter to deduce from this theorem that Ꮾ is a Hausdorff Hilbert manifold whose tangent space at [A, Φ] is isomorphic to ker (δ
* , and that the map π 2 : ᏹ(ᒐ) → ᏺ of Theorem 2.4 is Fredholm and has the index stated. (The fact that ᏹ(ᒐ) is a Banach manifold is also standard: one can use the transversality argument of [17] .)
The proof of the Theorem 3.3 is broken up into three parts. First, following Taubes [21] and Gromov-Lawson [13] we introduce a general class of operators for which we can prove the Fredholm property. Then we prove that the operators Ᏸ and Ᏸ * fall into this class. Finally we use excision to calculate the index. None of this uses the fact that the form ω defining the  structure is closed. After proving this result, we will return to Theorem 2.4.
Fredholm theory for admissible operators
Let Z be a complete iemannian manifold with injectivity radius bounded below. Let E, F → Z be iemannian vector bundles equipped with metric-compatible connections and let
be a first-order elliptic operator given as
where ρ : Λ 1 ⊗ E → F and r : E → F are uniformly bounded bundle maps and ∇ A is a covariant derivative. We assume that an identity of the form
is satisfied, where R is a section of End(E ).
Definition 3.4. The operator D is called admissible if the following holds.
(a) There is a constant C > 0 so that for every compact set K ,
for all smooth, compactly-supported sections.
(b) For all > 0 there is a compact set K ⊂ Z so that
If we consider D as an operator mapping compactly supported smooth sections to L 2 sections, then D extends to three potentially different domains.
• The first is L 2 1,A (E ), the completion of C ∞ 0 (E ) with respect to the L 2 1,Anorm.
• The second is the completion of C ∞ 0 (E ) with respect to the norm
The resulting extension is often called the minimal extension. We will denote this domain by Dom min or by Dom min (D) when the operator is important.
• The third domain is the set of all s ∈ L 2 (E ) with Ds ∈ L 2 (F ) as a distribution. This extension is often called the maximal extension. We will denote the domain of this extension by Dom max or by Dom max (D) when the operator is important. In other words, s ∈ L 2 is in Dom max if the linear functional on
is bounded in the L 2 topology. Then Ds is defined to be the unique t ∈ L 2 (F ) so that L(t) = Z t, t . Dom max is topologized using the same norm as Dom min .
In the language of [14] , as unbounded operators, the adjoint of [14] , p.167).
Lemma 3.5. If D is an admissible operator then there is a compact set K
Proof. Choose a compact set K so that the inequality (12) 
Proof. The proof follows the argument in [13] . From the definitions it follows that
From Lemma 3.5 it follows that L 2 1,A ⊃ Dom min . Since Dom min is a closed subset of Dom max , the equality Dom min = Dom max will follow if we can show that Dom min is dense in Dom max .
To do this, first construct a sequence of cut-off functions β m with the following properties:
• the sets β For example, if τ is a lower bound for the injectivity radius, one can take a uniformly locally-finite collection of geodesic balls B m of radius τ such that the half-size balls cover Z . Then one can take a standard radial bump-function ψ m on each ball B m , strictly positive on the half-size balls, and so obtain a partition of unity by functions 
where λ bounds the norm of ρ pointwise and W m is the set on which β m = 1. The right hand side converges to zero as m → ∞, which finishes the proof of the density assertion.
The finite-dimensionality of the kernel of D and the closed range property follow from the next lemma.
1,A be a sequence with the following properties:
Then {s i } has a strongly L 2 1,A -convergent subsequence converging to s ∈ ker(D).
Proof. Local elliptic theory implies that we can find an L 2 1,loc section s ∈ ker(D) and an exhaustion of Z by a sequence {K α } of compact sets so that after passing to a subsequence and relabeling, the s i converge in the strong L 2 1 topology on each K α to s. The estimate of Lemma 3.5 implies
The right-hand side of the this inequality approaches zero as i → ∞.
It remains to prove the finite-dimensionality of the cokernel. By the closed range property, an element of the cokernel of D is represented by t ∈ L 2 with D * t = 0 in the weak sense. for compactly-supported sections. This operator is therefore admissible. The relation above depends on Clifford-algebra identities, the Weitzenböck formula and the correct choice of norms, to ensure the cancellation of cross-terms. The next proposition deals with the same calculation in the general case.
Here ic is the icci tensor of the iemannian metric and s is the scalar curvature.
Proof. We will use the following identities in the calculation. 
The second-to-last term in the last equation is defined via a local orthonormal frame {e 1 , e 2 , e 3 , e 4 } by the equation:
The verification of these identities is left to the reader. Given this result, we verify (14) . The first equality below comes from the definition of Ᏸ, the second comes from the identities above, and the last comes from integration by parts and the Weitzenböck formulae for the operators dd
The stated equality now follows.
We have a similar proposition for the formal adjoint:
Proposition 3.10. For all compactly supported triples
Here is the endomorphism of Λ + given by −ᐃ + + s/6, where ᐃ is the Weyl curvature.
Proof. Using the Weitzenböck formulae for d
The desired equality follows.
The admissibility of Ᏸ and Ᏸ * follows from the two propositions. For the case of ( A 0 , Φ 0 ), the relevant facts are that the pointwise norm of the iemann curvature of an  manifold tends to zero on the end, as do FÂ 
Calculation of the index
From the admissibility of Ᏸ and Ᏸ * and Proposition 3.6, it follows that Ᏸ and Ᏸ * are Fredholm in the topologies of Theorem 3.3 for k = 0. To calculate the index we argue as follows. We consider the case where the Spin c -structure under consideration is the canonical Spin c -structure for some almost complex structure on Z. In this case we will find a pair( A, Φ) ∈ Ꮿ so that Ᏸ and Ᏸ * have trivial kernel. The index is therefore zero, in agreement with the formula in Theorem 3.3, since the canonical section Φ 0 on the end of Z extends to a nowhere-vanishing section on all of Z. The deduction of the general case from the almost complex case and the compact case is a standard application of the excision property, and will be omitted.
Lemma 3.11. If ( A, Φ) satisfy the pointwise estimate
Proof. Combining the given inequality with Propositions 3.8 and 3.10, we obtain
It follows immediately that ker(Ᏸ) and ker(Ᏸ * ) are trivial.
Corollary 3.12.
For the Spin c -structure arising from an almost complex structure J on Z , extending the almost complex structure defined on the end of Z by the AFAK structure, we have
Proof. Let ( A 0 , Φ 0 ) be the extension to all of Z of the standard spin connection and unit-length spinor, as determined by J . Notice that if we scale the metric on Z by a factor λ, the L 2 1 Sobolev spaces remain unchanged, and we obtain a continuous family Ᏸ λ of Fredholm operators. While ( A 0 , Φ 0 ) may not satisfy the inequality of Lemma 3.11 for the original metric, the inequality holds once λ is sufficiently large. The index is therefore zero for ( A 0 , Φ 0 ), and hence for any other ( A, Φ), since Ꮿ is connected.
Proof of Theorem 3.3
The results so far establish Theorem 3.3 for the case k = 0. The cases 0 < k ≤ are routine consequences of the following lemma. 
Proof. For smooth compactly supported sections it is straightforward to deduce an inequality of the following form:
Using cut-off functions β m as in (13), one shows that if the integral on the left-hand side is finite, then β m (a, φ) is Cauchy in L 2 k+1 .
(iii) Compactness
We now turn to proving that the Fredholm map π 2 defined in Theorem 2.4 is proper, so showing in particular that the moduli spaces M η which we are studying are compact. We continue to work in the more general context of a manifold Z with an  structure (ω, g). The argument has three steps. The first step (Lemma 3.14) is to derive a pointwise estimate on the norm of |Φ| in any solution ( A, Φ). The second step is to prove that solutions of the equations decay exponentially on the end of Z, with constants that may a priori depend on a certain 'energy' of the solution (Proposition 3.15 and Corollary 3.16). The final step is to give a uniform bound on the energy of any exponentially decaying solution (Lemma 3.17). 
Proof. Since Φ − Φ 0 is in L 2 and > 2, the pointwise norm |Φ − Φ 0 | tends to zero on the end of Z. So if |Φ| is ever larger than 1, then the maximum is achieved at some x ∈ Z. At this point, we have
Since F A 0 , Φ 0 and s are uniformly bounded on the  manifold, the required estimate follows.
Outside a compact subset K ⊃ K , the Spin c -structure ᒐ is identified with the canonical one ᒐ 0 with W + = Λ 0,0 ⊕ Λ 0,2 . Thus we can write a section Φ of W + as a pair (α, β ) ∈ Λ 0,0 ⊕ Λ 0,2 ; such a pair is mapped to a spinor by the formulae
We write a spin connection A as A 0 + a, and regard the 1-form a as a connection in the trivial line bundle. Outside K , the vanishing of D A Φ becomes [23] ∂ a α +∂ * a β = 0.
If we write 2η = ρ(−i η 0 ω) + ρ(η 1 −η 1 ), where
then the equation (5) is equivalent to
Here
where (a, α, β ) are the forms corresponding to ( A, Φ) on Z \ K . Here∇ a is the unique unitary connection in Λ 0,2 whose (1, 0)-part is equal to ∂ a under the identification We postpone the proof of this Proposition to the end of the subsection. Proof. Let ( A, Φ) be any gauge representative. We can approximate ( A, Φ) in the L 2 topology by a smooth configuration ( A 1 , Φ 1 ) equal to ( A 0 , Φ 0 ) on the end of Z. By the Fredholm theory of the previous subsection, we can then apply a gauge transformation u 1 ∈ Ᏻ after which ( A, Φ) satisfies the Coulomb condition
where δ 1 is the linearization of the gauge group action at ( A 1 , Φ 1 ). Because the perturbation term η belongs to e − 0 σ C r ⊂ L 2 r , the linear theory shows that, in this gauge, (
+1 . ( ecall that r was chosen to be at least .) With ( A, Φ) in this Coulomb gauge, let (a, α, β ) be the corresponding forms on Z \ K . We need to find a gauge in which a, 1 − α and β decay exponentially, along with their first derivatives. Proposition 3.15 shows that gauge-invariant quantities such as 1 − |α| 2 , |∇ a α| etc. have exponential decay.
As α is non-vanishing outside some compact set K 1 , we can find a unique
Because of the additional regularity of ( A, Φ), this gauge transformation on
, by Kato's inequality and the Sobolev multiplication theorems. In particular, it is homotopic to 1, and can therefore be extended to all of Z. Thus we obtain u as an element of Ᏻ, and the gauge-transformed solution (a − u −1 du, uα, uβ ) has the required decay, because uα = |α| and
The next Lemma provides the uniform bound on E, needed to obtain uniform exponential decay.
Lemma 3.17. There are constants κ 3 , κ 4 depending only on the AFAK manifold, such that for all
Proof. For any ( A, Φ) ∈ Ꮿ with Φ supported in Z \ K and ( A − A 0 , Φ − Φ 0 ) decaying exponentially along with their first derivatives, we have the following identity for the corresponding forms (a, α, β ) on Z \ K :
Here N : Λ 1,0 → Λ 0,2 is formed from the Nijenhuis tensor of J . In the present notation, a proof of this identity can be found in the exposition [15] of the results of [25] . In our non-compact setting, the exponential decay is used to justify the necessary integration by parts: we are using the fact that if ζ is a 3-form on Z and both ζ and dζ are bounded by a multiple of e − σ for some , then
The proof of (19) On the other hand, since ( A, Φ) satisfy the Seiberg-Witten equations (17) and (16), the integrand on the left-hand side is identically equal to
where c is 1. On the pre-compact set K 3 \ K , the contribution to the integral is bounded by a function of η C 1 by Lemma 3.14 and elliptic regularity. We therefore have
The integrand in the last term is i 4 da ∧ ω. Since a = A − A 0 decays exponentially, we can integrate by parts, using the fact that ω is closed, to obtain
This expression can be controlled using Lemma 3.14. After adjusting the constants, one obtains a bound for E Z \K 3 of the required form, and hence also a bound for E Z \K .
We can now complete the proof that π 2 : ᏹ(ᒐ) → ᏺ in Theorem 2.4 is proper. Suppose [A i , Φ i ] ∈ M η i and η i converges to η in the topology of ᏺ. By Proposition 3.15 and Lemma 3.17, there are constants C and , independent of i, such that on Z \ K we have
By local elliptic regularity, similar bounds apply to all higher covariant derivatives of α and β for suitable constants C, . 
As before, the restriction of the connection matrices a i to Z \ K 4 can now be expressed in terms of gauge invariant quantities, and they therefore have uniform exponential decay in this new gauge. A diagonal argument and elliptic regularity allows us to pass to a subsequence which converges in the L 2 topology on compact subsets of Z \ K 4 . The uniform exponential decay assures us that such a subsequence converges strongly in the L 2 topology on Z \ K 4 . Proof. This is proved in [17] .
Choose K 4 and K 5 as in these two Lemmas with K 4 properly contained in K 5 , and pass to a subsequence so that after applying gauge transformations u i on Z \ K 4 and v i on K 5 the convergence statements of each of the Lemmas holds. After passing to a further subsequence, the ratio w i = u i v 
where γ is a function equal to 0 on K 4 and 1 on Z \ K 5 . The sequence s i ( A i , Φ i ) then converges strongly on all of Z.
Proof of exponential decay
We now return to the proof of Proposition 3.15, which was postponed above. The first two Lemmas establish that, under the hypotheses of the Proposition, we can find a σ 0 such that |α| 2 ≥ 1/2 on the subset of Z where σ ≥ σ 0 . Proof. The assumption that E ‫ޒ‬ 4 is finite implies that |α|(x ) tends to 1 and |β|(x ) tends to 0 as x tends infinity. Indeed, if there is a divergent sequence of points x i with, say, |β|(x i ) ≥ κ, then the restrictions of the solution to the balls B 1 (x i ) has a convergent subsequence, because of the uniform bound on the energy. The limit solution on the unit ball has |β|(0) ≥ κ and therefore has E B 1 (0) non-zero, from which one sees that the the original solution has E U (a, α, β ) = ∞, where U is the union of the balls B 1 (x i ). On flat ‫ޒ‬ 4 with η = 0, if one applies the operator∂ * a to the equation (16), one obtains the relation 1 2
which now means that β is identically zero, from the maximum principle, since |β| tends to zero at infinity. Equation (17) now says that F 0,2 a = 0, so a defines a holomorphic structure on the trivial bundle; equation (16) says that α is a holomorphic section. Since |α| tends to 1 at infinity on ‫ޒ‬ 4 , the section α is nowhere zero, by Hartog's theorem. If we write |α| 2 = e h , then the equations reduce to the following equation for h (see equation (23) below):
Since h approaches zero at infinity, the maximum principal shows that h is identically zero. The solution is therefore trivial. Proof. This proposition can be deduced from differential inequalities for solutions of the equations which are derived in [25] , where the purpose was also to derive exponential decay estimates, though in a slightly different context. We will only treat the case that η = 0; it will be clear that a non-zero η satisfying the stated bound will not affect the argument. First, in order to compare our calculation more closely with that in [25] , we pull back by the dilation map to obtain a solution on a geodesic unit ball B 1 of the equations∂
where r = σ 2 . 
Lemma 3.23. There exists a universal constant C such that if the metric on B
the inequality (2.21) from [25] states that
if the constants κ i are suitably chosen (they depend only on g and ω). Here || is an expression in the curvature of g. This inequality depends on the inequality for |β| 2 which was just shown to hold on B 0.8 . Since || ≤ κ 4 for some constant κ 4 , we have the inequality
The right-hand side is bounded by κ 5 r , for some κ 5 which is independent of r and the solution, so when r is large we can use Lemma 3.24 again to deduce that on the ball B 0.75 , one has the estimate
(The constant κ above absorbed both terms on the right-hand side of the conclusion of the Lemma). One can now follow the same line as Proposition 2.8 of [25] to deduce estimates on the covariant derivatives of α and β: on the ball B 0.7 , one has
Consider next the function
In the case of a holomorphic section α of a line bundle with unitary connection a having F 0,2 a = 0, one has the standard identity 1 2 ∆h = −iΛ∂∂ log |α|
In the non-integrable case, when α is not holomorphic, one has
We now use the equations (21) to replace∂ a α with −∂ * a β, and use the relation
where N : Λ 1,0 → Λ 0,2 is the Nijenhuis tensor. After using (21) to express the curvature terms in terms of α and β, the result is 1 2
(iv) Varying the  structure
Now write V h = (e h − 1)/ h and use the previous estimates to bound |β| 2 , ∂ a α and the terms involving the derivatives of β. The result is an inequality 1 2
on B 0.7 . Using the lemma once more (with the opposite sign), one obtains a lower bound for h of the form zr −1/2 and hence a bound
on B 0.6 . We now return to the line of [25] , where equation (4.15) provides the differential inequality 1 2
for the quantity
The inequality (24) and the positivity of y 1 means that we can rearrange this to obtain 1 2
once r is sufficiently large, and so the lemma gives the required exponential bound y 1 ≤ Ke −ν √ r on the ball B 0.55 . A similar bound for 1 − |α| 2 , on the ball B 0.5 , follows from the formula for ∆h above.
(iv) Varying the AFAK structure
Having now proved Theorem 2.4 in the  context, we have an invariant of  manifolds (Z , ω, g ), taking the form of a map SW : Spin c (Z, ω) → ‫.ޚ‬ In section 2, we showed how to pass from (X , ξ ), a 4-manifold with contact boundary, to an  manifold X + . This passage involved a choice of suitable metric, and to justify Definition 2.5 as defining an invariant of pairs (X , ξ ), we have to show that the invariant SW is independent of the choice made.
ather than prove a result which is specific to the situation of X + , we remain with the  setting, and consider a family (Z t , ω t , g t ) of  manifolds, t ∈ [0, 1]. We do not aim for the greatest generality (see [16] ), but restrict ourselves to the following situation. Condition 3.25. We consider a family (Z t , ω t , g t ) with the following properties:
• the underlying manifold Z = Z t is independent of t;
• there exists a proper function σ on Z which is independent of t, such that the conditions of (3.1) hold for all t;
• the ratios g s g
t of the metrics are uniformly bounded on Z;
• both g t and ω t vary continuously with t in the topology of C ∞ (Z ), as defined using the metric g 0 .
Consider now the canonical Spin c structure on the end of Z which corresponds to ω t , and let ᒐ ∈ Spin c (Z , ω t ) be any extension of the canonical Spin c structure to the whole of Z. Let W ± (t) be the corresponding spin bundles. The definition of the canonical Spin c structure exhibits W ± (t ) as a t-dependent subbundle of the bundle of differential forms, Λ * (Z ). We can fix an isomorphism W ± (t ) → W ± (0), by using the parallel transport of the connection defined by g 0 -orthogonal projection in Λ * (Z ). The above conditions then ensure that, under this identification, the space L 2 , A 0 (t ) (W + ) is independent of t, as are the spaces L 2 (Λ 1 ) and the space
therefore form the fibers of a trivial Hilbert vector-bundle
over the interval [0, 1] , and this bundle is acted on by the gauge group Ᏻ, which is independent of t. Let Ꮾ * be the quotient space, Ꮿ * /Ᏻ. Fix an exponentially decaying form η, and consider the moduli spaces M η,t on Z t . Their union forms a subset M η, * of Ꮾ * . It is a routine matter to follow through the estimates involved in the Fredholm theory, to show that under the conditions (3.25), the space Ꮾ * is a Hilbert manifoldwith-boundary, and the subset M η, * is a smooth, compact submanifold for generic η giving an oriented cobordism between M η,0 and M η,1 . We have therefore proved:
is a family of AFAK manifolds satisfying Conditions 3.25, then their monopole invariants,
are independent of t.
In particular, for compact oriented 4-manifolds (X, ξ ) with contact boundary, our invariant is a diffeomorphism invariant.
Symplectic manifolds (i) Patching symplectic forms
In this section we prove Theorems 1.1 and 1.2. We suppose (X , ξ ) is a 4-manifold with contact boundary, and that ω is a symplectic form on X , compatible with ξ . Let (X + , ω 0 , g 0 ) be the complete  manifold obtained by adding the cone [1, ∞) × ∂ X to X , as described in section 2(iii). The manifold X + now has a symplectic form ω on the compact submanifold X , and a form ω 0 on the complement of X ; but the compatibility condition between ω and ξ does not ensure that the two forms match on ∂ X . Indeed, ω| ∂ X may not even be exact, and there is therefore no reason to suppose that there would be a symplectic form on X + agreeing with ω on X and equal to ω 0 outside some larger compact set. We do, however, have the following: Proof. We start by constructing the symplectic form ω 1 . Let U 1 be a collar neighborhood of ∂ X in X , and choose an identification of U 1 with [0, 1] × ∂ X . Write s for the first coordinate on U 1 , so that ∂ X = s −1 (1). Pick a 1-form θ on ∂ X whose kernel is ξ , and pull it back to a form on U 1 , also called θ . The compatibility condition between ω and ξ means that ds ∧ θ ∧ ω is a positive 4-form at ∂ X , and by making U 1 small enough, we can arrange that this form is positive on the collar.
Let X • denote the interior of X and let U
be any function of s ∈ [0, 1) which is increasing, is identically zero on [0, 1/3) and tends to infinity as s tends to 1. The 1-form f (s)θ on U • 1 can then be extended by zero to all of X
• . We setω
on X
• , and we then haveω
Each of the 4-forms above is strictly positive on U 1 , with the possible exception of ν 3 . Let a be the maximum value of the function |ν 3 /ν 1 |, and let b be the minimum value of |ν 4 /ν 3 |. The formω is non-degenerate at points where either f is less than b orḟ is greater than a. There is no difficulty in choosing f so thatḟ is greater than a at all points where f > b, so thatω is a symplectic form on X • . Let U 
The latter condition means that the pull-back ψ
. Finally, let ω 1 be the push-forward ψ * (ω) on X + . This is a symplectic form on all of X + which agrees with the original ω on X \ U 2 and is asymptotic to ω 0 on the end of X + , in that the pointwise norm of the difference,
decays like a multiple of t −2 , where t is the first coordinate on [1, ∞) × ∂ X . On the end of X + , we can interpolate linearly between ω 0 and ω 1 to obtain a family of forms which will be non-degenerate outside some fixed compact set K . With a suitable choice of compatible iemannian metrics, these define a family of  structures satisfying the conditions of (3.25).
(ii) Proof of Theorems 1.1 and 1. 2 We shall now prove a version Theorems 1.1 and 1.2 in the  context. The original theorems follow immediately from this one, in view of the construction of the previous subsection and Proposition 3.26. Proof. We follow [24] . Let ( A 0 , Φ 0 ) be the canonical spin connection and spinor for the Spin c structure ᒐ 0 , on all of Z. Let E → Z be a line bundle equipped with a trivialization outside a compact set, having first Chern class e ∈ H 2 c (Z ), so that the spin bundles for ᒐ and ᒐ 0 are related by terms of a triple (a, α, β ) , where a is a connection in E, α ∈ Ω 0,0 (E ) and β ∈ Ω 0,2 (E). The relationship between these two forms is given by the same formulae as in section 3(iii), and the equations take the form of (16) and (17) . We consider the equations with η = 0.
Following [25] , we deform the equation (17), introducing a parameter r ≥ 1 as follows:
The invariant SW (ᒐ) can be calculated by counting solutions to the deformed equation, for any r . The identity (18) has the following modification, appropriate to the deformed equations:
Note that the integral is now over all of Z. For r sufficiently large, we can apply the Peter-Paul inequality to the right-hand side to see that, for a solution of the equations, we have As in the proof of Lemma 3.17, a gauge transformation can be chosen so that, in the trivialization of E on the end of Z, the connection form a decays like e −c σ for some c > 0. This allows us to conclude that the left-hand side of the inequality above computes the pairing πe [ω] .
We see immediately that there are no solutions if the pairing is negative. If the pairing is zero, then β = 0 and α is a covariant-constant section of length 1, so the bundle E is trivial and e = 0. It then follows that the solution is gauge-equivalent to the standard solution ( A 0 , Φ 0 ). One can show that the standard solution is nondegenerate for r sufficiently large by imitating the proof of Lemma 3.11. From the definition of the canonical homology orientation in the symplectic or almost complex case, as given in the Appendix, the standard solution contributes +1 to the invariant.
The finiteness theorem
In this section we will prove the finiteness result, Theorem 1.3. Some of the constructions in the proof can be seen as first steps in defining an element of monopole Floer homology from a contact structure, i.e. recasting our invariants as a map
The full construction of the monopole Floer homology would be a rather long and technical story and is not directly relevant to proving the theorem. We therefore content ourselves with developing the minimum of machinery, at the expense of making our arguments seem a bit more ad hoc. 
The difference element determines the homotopy class of Φ 1 when Φ 0 is given. For an automorphism of ᒑ presented as a map u : Y → S 1 , we have
where [u] denotes the element of H 1 (Y ) determined by u. It is therefore appropriate to introduce the following definition. 
If A is in temporal gauge and we identify W + on the 4-manifold with the pull-back of the spin bundle W , the equations can be interpreted [17] as the downward gradient flow equations for the following functional (the Chern-Simons-Dirac functional):
This is a function on the space Ꮿ(Y, ᒑ) consisting of pairs (B, Ψ) where B is a spin-connection on Y and Ψ is a section of W . A base-point B 0 in the set of spinconnections has been chosen, and D B is the 3-dimensional Dirac operator. If µ is a real 2-form on Y , we introduce also the functional
This function is invariant under the identity component of the gauge group if µ is closed: in this case, if u is any gauge transformation, one has
We will always take µ to be closed. The downward gradient-flow equation for the perturbed functional are equivalent to the following equations on the cylinder:
The set of critical points of  µ is invariant under the whole gauge group. Critical points are solutions of the equations
We write N µ (Y, ᒑ) for the set of gauge-equivalence classes of solutions to these equations on Y . We call a solution (B, Ψ) reducible if Ψ = 0 and non-degenerate if the kernel of the Hessian is equal to the tangent space to the gauge group orbit through (B, Ψ Proof. The first claim follows from the usual C 0 bound on |Ψ| and the resulting C 0 bound on the curvature of a solution. The non-degeneracy of the irreducible solutions for generic choice of exact perturbation µ 1 is Proposition 3 of [11] . The only remaining point is to note that the equations have no reducible solutions unless µ represents 2πc 1 (W ).
For any two non-degenerate solutions α, β ∈ N µ , let M µ (α, β ) denote the moduli space of solutions to (28) on ‫ޒ‬ × Y which are asymptotic to α at −∞ and β at ∞. An element of M µ (α, β ) determines a pathγ in Ꮿ(Y, ᒑ)/Ᏻ. Let γ be a lift of γ to Ꮿ(Y, ᒑ). When α and β are irreducible, we let i(γ ) denote the spectral flow of the Hessian of  µ along γ . Thus i(γ ) is equal to the formal dimension of the component of M µ (α, β ) containing the given solution. Now supposeγ 1 ,γ 2 are two paths between α and β, and let γ 1 , γ 2 be lifts so that γ 1 (−∞) = γ 2 (−∞). There is a unique gauge transformation u such that uγ 1 (∞) = γ 2 (∞), and we have
Thus we can define a difference element i(α, β ) ∈ ‫/ޚ‬div(ᒑ)‫,ޚ‬ depending only on α and β, independent of the chosen path. 
Here τ : X → ‫ޒ‬ is any function agreeing with the coordinate t on the cylinder
+ is a cutoff function supported in the cylinder and equal to 1 on the end. Define M η (Γ) to be the set of Ᏻ-equivalence classes of pairs ( A, Φ) ∈ Ꮿ(Γ) solving the perturbed monopole equation:
If Γ 1 , Γ 2 are two configurations as above, there is a gauge transformation u, defined on the end of the manifold and pulled back from Y there, such that u(Γ 1 ) = Γ 2 on the end. If u extends to all of X , then M η (Γ 1 ) = M η (Γ 2 ) and we say Γ 1 and Γ 2 are equivalent; the obstruction to such an extension is an element of H 1 (Y )/i * (H 1 (X )). We define M η (X, α) to be the union of the spaces M η (Γ) as Γ runs through a set of representatives for the equivalence classes.
Let i(Γ) be the index of the linearization of these equations on the given function spaces, with appropriate gauge-fixing. If Γ 1 , Γ 2 differ by a gauge transformation u : Y → S 1 on the end of X , then
We define
to be the residue class of i(Γ). Proof. The required Fredholm theory for manifolds with cylindrical ends is standard, see [19, 1, 22] . Given this, the conclusions follow from transversality results deduced exactly as in the compact case, see [17] . Note that there can be no reducible solutions because of our choice of µ. Proof. Given the non-degeneracy of the critical point set of  µ , this follows from standard exponential decay results for perturbations of gradient flow equations, see [20] .
(iv) Index of critical points and two-plane fields
Let Y be as above, ᒑ a Spin c -structure, and suppose µ is again chosen so that N µ (Y, ᒑ) consists of non-degenerate, irreducible solutions. By comparing the index theory in the cylindrical-end case with the case of manifolds with contact boundary, we can define an index, I (α), for elements α ∈ N µ (Y, ᒑ) taking values in π 0 (Ξ) as follows. Choose X with boundary Y so that ᒑ extends to a Spin c -structure ᒐ. Choose a unitlength section Φ 0 of W + | Y so that the relative Euler class satisfies the congruence
where ξ is the two-plane field defined by Φ 0 . It is a straightforward matter to check that the required X always exists and that the definition is independent of the choice of X and Φ 0 satisfying the given congruence. Notice that if ᒑ is the Spin c structure determined by a contact structure ξ and ᒐ ∈ Spin c (X , ξ ), then
In other words, I is defined so that the equality I (α) = [ξ ] means that the dimension of the cylindrical-end moduli space M (X , ᒐ, α) is the same as that of the  moduli space M (X , ξ, ᒐ), modulo div(ᒑ). Proof. Let γ (t ) = (B(t ), Ψ(t )) be a lift ofγ R to Ꮿ(Y, ᒑ). As in [17] , the uniform bounds on |Φ R | mean that there are gauge transformations u in and u out defined on X in and X out such that  µ (u out (γ (R ))) and  µ (u in (γ (−R ))) are both bounded by a constant independent of R. Furthermore, u out can be chosen so that 1 − u out belongs to L 2 +1 ; in particular, its restriction to {R} × Y lies in the identity component, so that Similarly, choose η out onX out , asymptotic to ρ(i µ) on the cylindrical end and decaying exponentially on the conical end. Combining the Fredholm theory for  manifolds with the cylindrical-end theory, we have a self-evident construction for moduli spaces M η out (X out , ξ, β ). The formal dimension of these moduli spaces is given by the difference elementδ(I (β ), [ξ ] ). We can choose η out so that these moduli spaces are empty whenever this difference element is negative.
Let R i be any sequence tending to infinity, and let η i be any sequence of perturbing terms on (X + , g R i ) which converge on compact sets to η in and η out on the cylindrical-end manifolds. 
This completes the proof of the Proposition.
To conclude the proof of Theorem 1.3 for connected Y we will reduce the general case to the case handled by the above Proposition. The following elementary lemma is a special case of results in [26] or [8] . Fix Y and a non-zero class λ ∈ H 2 (Y ; ‫)ޒ‬ for which there exists a λ-fillable contact structure ξ with zero first Chern class. For example a small tubular neighborhood of the standard Lagrangian torus S 1 × S 1 ⊂ ‫ރ‬ × ‫ރ‬ is a Stein domain carrying a unique nonzero class λ up to scale and we may take Y to be its boundary. Suppose Y is a connected 3-manifold carrying fillable contact structures in infinitely many homotopy classes. Then Y #Y carries λ-fillable contact structures in infinitely many homotopy classes by the above lemma. This contradicts Proposition 5.9 and so proves Theorem 1.3 for Y .
The case of disconnected Y can be treated in the same way, using Proposition 5.8 in place of 5.6 and applying the construction to each component in turn.
Appendix: orientations
Let (X , ξ ) be an oriented 4-manifold with contact boundary. To fix the sign of the invariant SW (ᒐ), we need to orient the moduli spaces M η (ᒐ), i.e. orient the Fredholm map π 2 as promised in Theorem 2.4. For us, a homology orientation of (X , ξ ) is simply a choice of orientation for the real determinant line of the operator Ᏸ at any configuration ( A, Φ) ∈ Ꮿ, for any choice of ᒐ ∈ Spin c (X , ξ ). To use this definition, we need to show that such a choice determines a consistent choice of orientations for the determinant lines at all ( A, Φ), for all choices of ᒐ.
In general, let Z be a non-compact manifold, and let D 1 : Γ(E 1 ) → Γ(F 1 ) and D 2 : Γ(E 2 ) → Γ(F 2 ) be real elliptic operators. Suppose that an isomorphism ι : (E 1 , F 1 ) → (E 2 , F 2 ) is defined outside a compact subset of Z, and that ι intertwines the symbols of D 1 and D 2 . Such data determines, by the usual construction, an element of the real K -theory (with compact supports) of T * Z and a well-defined index [2] . We write Ω (D 1 , D 2 , ι) for the orientation bundle for this index element.
On an  manifold, and in particular on the manifold X + which one forms from (X , ξ ), one has operators
The latter depends on a choice of ᒐ and a connection A. Outside a compact set, the almost complex structure J gives an isomorphism ι J between these operators at the symbol level: we have 
