Abstract. In this paper, we propose a variant of the Pollard rho method. We use an iterating function whose image size is much smaller than its domain and hence reaches a collision faster than the original iterating function. We also explicitly show how this general method can be applied to multiplicative subgroups of finite fields with large extension degree. The construction for finite fields uses a distinctive feature of the normal basis representation, namely, that the p-th power of an element is just the cyclic shift of its normal basis representation, when the underlying field is of characteristic p. This makes our method appropriate for hardware implementations. On multiplicative subgroups of Fpm , our method shows time complexity advantage over the original Pollard rho method by a factor of approximately 3p−3 4p−3 √ m. Through the MOV reduction, our method can be applied to pairingbased cryptosystems over binary or ternary fields. Hence our algorithm suggests that the order of subgroups, on which the pairing-based cryptosystems rely, needs to be increased by a factor of approximately m.
Introduction
Let G be a finite cyclic group of order q generated by g. Given h ∈ G, the discrete logarithm problem (DLP) over G is to find the smallest non-negative integer x satisfying g x = h. The integer x, denoted by log g h, is called the discrete logarithm of h to the base g. Given g and x, exponentiation g x (= h) can be efficiently computed through the Square-and-Multiply method, but recovering x from h = g x is considered to be difficult in many cases. Many cryptographic algorithms have been proposed under the assumption that the DLP is hard to solve under a specific presentation of the cyclic group.
The cyclic groups most widely used with cryptosystems are the multiplicative subgroups of finite fields and the subgroups of elliptic curves defined over finite fields. In practical use of finite fields, prime fields have drawn more attention, than other fields, because prime fields are easier to implement on general purpose hardware and since the index calculus attack [2] is faster on binary fields than on prime fields [6] . In contrast, with pairing-based cryptography, binary and ternary fields are widely used as the base field over which Tate or Weil pairings are defined, due to the size of their embedding degrees [3, 4, 11] . Note that the base problems on which pairing-based cryptosystems are built can be transformed into the DLP on binary or ternary fields through the MOV reduction [10, 13] . This increases the significance of the study of DLP on extension fields.
In this paper, we propose an algorithm to solve the DLP in large order extension fields. The normal basis representation is used, and this makes our algorithm suitable in hardware implementations. Our algorithm exploits the distinctive feature of the normal basis representation, namely, that the p-th power of an element is just the cyclic shift of its normal basis representation, where p is the characteristic of the underlying field. This feature was used in [8, 12, 27 ] to speed up the Pollard rho method on elliptic or hyperelliptic curves with efficient automorphisms. Our main contribution is in giving a precise complexity analysis for the case when such feature is used to solve the DLP over finite fields of large extension degree.
The Pollard rho method on a cyclic group G traces a random walk over G by iteratively applying a function to G. The discrete logarithm of the target can be computed when a collision is reached in the random walk. When the iterating function is assumed to be random, a collision is expected to occur after about |G| applications of the iterating function, due to the birthday paradox. Thus the complexity of Pollard rho method is determined by the size of the base group G on which random walk is performed and the running time of the iterating function. Reducing either one of these two factors will result in speedup of the Pollard rho method.
The recent work [7] proposes an improvement of the Pollard rho method on prime fields by reducing the average time taken for computing each application of the iteration function. In contrast, our method restricts the random walk to a subset S of G so that a collision occurs after about |S| applications of the iterating function, which is smaller than |G|. The main difficulty in doing this was finding a fast iterating function with an image set S that was much smaller than G. We make an explicit construction for subgroups of F × p m , with the small prime and large extension degree case as our main target. Our construction yields speedup over the normal Pollard rho by a factor of 3p−3 4p−3 √ m. We also show how our method can be applied to a pairing-based cryptosystem, in which a bilinear map e : G 1 × G 2 → G T is used. When a Tate or Weil pairing is in use, G 1 is a subgroup of points on an elliptic curve E(F p ) and G T is a cyclic subgroup of F × p k , where k is the embedding degree. The MOV attack [13] transforms the DLP on G 1 or G 2 into a DLP on G T . When our algorithm is applied to G T , which is a subgroup of F × p k , the complexity of the DLP on G T is reduced by a factor of
k . There are many cryptosystems [4, 11] that suggest the use of bilinear maps over binary or ternary fields, for computational and communication efficiency reasons. To be more explicit, k is set to 1132 and 726 in the binary and ternary curves suggested in [4, 11] . On these parameters, our method would give Pollard rho speedup by factors of 20.2 or 18.0, respectively.
We remark that, while we have achieved complexity lower than the straightforward application of Pollard rho, this does not conflict with the complexity lower bound known [18] for generic algorithms solving DLPs, as our method utilizes the encoding information for the group. When our construction is forcefully placed within the generic algorithm framework, the gain we achieve can be explained from the fact that some group operations are much easier than others, which is a property that is ignored in the generic algorithm framework. In fact, the result on generic algorithm complexity implies that, to achieve results better than normal Pollard rho, we should either exploit the group encoding or invent a method that mostly uses the fastest of the group operations.
Organization In Section 2, we introduce the Pollard rho method and its variants. In Section 3, we present a variant of Pollard rho, called the random walk restriction. In Section 4 and 5, we apply this method to finite fields of large extension degree and pairing-friendly elliptic curves over binary or ternary fields, respectively. Section 6 concludes this paper.
Pollard rho Algorithm
Throughout this paper G = g will be a finite cyclic group of prime order q, and h = g x will be the target we wish to find the discrete logarithm of. In this section, we briefly review some variants of the Pollard rho method.
Let us start by explaining the parts that are common to all the variants. Suppose we know (a, b),
and we can easily solve for x from this equation. All variants of the Pollard rho method suggest how to efficiently obtain such a double expression for a single element of G. The general strategy for obtaining the double expression is explained next.
We say that a function f : G → G is exponent traceable, or allows exponent tracing, with respect to g and h, if it is possible to express the function in the form
for some easily computable functions f g , f h : Z q × Z q → Z q . Let us fix an exponent traceable function f and take a random (a 0 , b 0 ) ∈ Z q ×Z q . We generate a sequence (g i ) i≥0 through iterative applications of f , i.e., we set
Since G is finite, there must be integers µ ≥ 0 and λ > 0 satisfying g λ+µ = g λ . The smallest of such integers are called the pre-period and period of the sequence (g i ) i≥0 , respectively. The exponent traceable property of f implies that we have access to the exponents (a i , b i ) for each g i = g ai h bi . Thus, an appropriate collision of the generated sequence, i.e., the event of g i = g j with b i = b j , allows us to compute the discrete logarithm of h, through the method described previously.
Below, we shall describe two exponent traceable iterating functions and some methods for detecting collisions. Any combination of the two components will produce a version of the Pollard rho algorithm.
Iterating functions
Because the value λ + µ, called rho length, is expected to be πq/2 when the function f is chosen uniformly at random from the set of all functions on G, an iterating function is considered to be of good design if its rho length is close to πq/2.
There are two main types of iterating functions. One is the original Pollard's iterating function and the other is called r-adding walks. They are defined as follows. Let G = T 0 ∪ T 1 ∪ T 2 be a partition of G consisting of roughly equal sized subsets. The Pollard's iterating function f P [15] is
Let r be a small positive integer and let T 0 ∪· · ·∪T r−1 be a partition of G into roughly the same sized subsets. For each s = 0, . . . , r−1, set the multipliers M s = g ms h ns with randomly selected integers m s , n s . With the indexing function s : G → {0, 1, ..., r − 1}, that specifies to which T s(y) a given element y ∈ G belongs to, the r-adding walk f T is defined to be
The work [17] shows that the expected rho length for random walk sequences generated by an r-adding walk using any r ≥ 8 is roughly of the order O( √ q) on any cyclic group. Number of tests [25] over elliptic curves have shown that the rho length of Pollard's original iterating function is larger than πq/2, but that of 20-adding walks is very close to πq/2.
Collision detection
The most naive approach to finding collisions is to store all generated points g i until a collision occurs. The main issues with collision detection is to do this with minimal number of iterating function applications after the actual collision and with a small amount of memory. Recall that µ and λ denote the pre-period and period, respectively. Among the many collision detection methods proposed [5, 9, 14, 16, 23] , we briefly explain those suggested by Floyd, Brent, and Quisquater-Delescaille.
Floyd The central idea is to wait for a collision of type g i = g 2i to happen. Three applications of the iterating function are needed at each iteration to update the two current states g i and g 2i to g i+1 and g 2(i+1) , respectively. This will reach a collision within λ + µ iterations, or equivalently, 3(λ + µ) applications of the iterating function. So, with a good iterating function, 3 πq/2 applications are expected.
Brent We explain a method by Teske [24] , which is an optimized version of the works [5, 19] . Eight most recent g k , for which the index k are powers of 3, are kept in storage. After each application of the iterating function, the current g i is compared with the eight stored entries, and g i replaces the oldest of the eight entries if a new power of 3 has been reached. This will terminate with a collision between current g i and some g k from storage in {1.25 · max(λ/2, µ) + λ} iterations. When the iterating function is random, this is expected to be 1.229 πq/2 iterating function applications.
Distinguished points [16] This was originally an idea for use with timememory tradeoff techniques. Distinguished points are those elements of G that satisfy a certain condition, which is easy to check. For example, with a fixed encoding for G, we may set them to be those elements with a certain number of starting bits equal to zero. After each application of the iterating function, the current g i is added to a table, if and only if it is a distinguished point. The algorithm terminates when a collision is found among the stored distinguished points. The distinguished point should be defined so that this table is of manageable size.
Let θ be the fraction of elements in G which satisfy the distinguishing property. The algorithm is expected to terminate with a collision after πq/2 + 1/θ applications of the iterating function. This method has the advantage that it can lead to n-times speedup with n-processor parallelization [26] .
Random Walk Restriction
In this section, we describe a general approach, previously applied to subgroups of elliptic curves [8, 12, 27] , that results in faster DLP solving than straightforward applications of the Pollard rho variants. Recall that the complexity of Pollard rho variants is π|G|/2 evaluations of iterating function when the cost of collision detection is ignored. This shows that two factors influence the complexity of Pollard rho variants. One is the complexity of iterating function evaluation and the other is the size of space on which the random walk is traversed. There are corresponding two approaches to the speedup of Pollard rho. One is the reduction of complexity for the evaluation of the iterating function and the other is the restriction of the random walks to a subset of G. The former was studied in [7] and the latter is the approach taken by this paper. After explaining the general method, which we shall call random walk restriction, its application to more concrete settings shall be explored in the next section.
Solving DLP with an iterating function of small image size
It is clear that f ϕ mapsḠ toḠ, whereḠ = Im(ϕ) is a notation we shall use throughout this section. Since f is always chosen to be exponent traceable, f ϕ also satisfies the same condition. Notice that during the random walking of the Pollard rho method variants, we do not need G to be closed under the group operation. Thus, we will have no problem using f ϕ as an iterating function onḠ, which is a smaller set and which should bring earlier collision. It remains to see if f ϕ will show properties close to a random function. We have the following proposition to support this when ϕ is uniform in its number of pre-images.
If f is selected uniformly at random from G G , the set of all functions on G, then f ϕ = ϕ • f is a random function onḠ.
Proof. Consider the functionφ :
. It suffices to show thatφ is uniform in its number of pre-images, so that each function on G is equally likely to be chosen, when each function f on G is equally likely to be chosen.
Let y = (y j ) j∈Ḡ ∈ḠḠ be any function onḠ. We are viewing y as the function onḠ sending j → y j . Suppose that x = (x i ) i∈G ∈ G G satisfiesφ(x) = y. Then we must have ϕ(x j ) = y j for each j ∈Ḡ ⊂ G, but the equationφ(x) = y places no restriction on x i for i ∈ G \Ḡ. In fact, we haveφ(x) = y if and only if ϕ(x j ) = y j for each j ∈Ḡ. Since for each j ∈Ḡ, x j may be any one of the |G|/|Ḡ|-many elements of G, we have
which is evidently uniform over all y ∈ḠḠ.
Even though this proposition allows us to intuitively believe that f ϕ onḠ is as good a random function onḠ as f is on G, as soon as we fix an iterating function f , the induced function f ϕ onḠ is an explicit function, so the above proposition is no logical guarantee that f ϕ will provide a good random walk. But this was the situation with the original f to begin with.
For a function f , let us denote its expected time for evaluation by |f |. The discussion so far allows us to state the main result of this section. Theorem 1. Let ϕ : G → G be an exponent traceable function. Then, given an exponent traceable iterating function f suitable for solving DLP on G and a collision detection method, by working with f ϕ = ϕ • f overḠ = Im(ϕ), the expected time to solve the discrete logarithm problem over G can be reduced by a factor of |Ḡ| |G| · |fϕ| |f | , compared to that of the original method over G.
Notice that our result is mostly independent of which variant of Pollard rho algorithm we use. Use of the distinguished point method for collision detection is an exception, if one is to be very exact, but even this case can be dealt with by appropriately increasing its probability of appearance. As the expected rho length has decreased, this should not cause trouble with distinguished point storage requirements.
Remark 1.
What can we expect of the random walk provided by f ϕ , when ϕ is not uniform in its number of pre-images? This situation implies that during the walk provided by f ϕ , some elements ofḠ are more likely to occur than others. So we should arrive at a collision even earlier than expected of a random function. Such unevenness works to the DLP solver's advantage. Example 1. Let ω ∈ Z q be of order t. Suppose ϕ is defined in such a way that it satisfies ϕ(y) = ϕ(y In general, such a ϕ would have high evaluation complexity, i.e., t exponentiations and comparisons, but in a field of prime characteristic, ϕ can have low complexity. In Section 4, we follow this lines of reasoning.
It should be clear by now that we do not have to define f ϕ as a composition of two functions. The essential idea is to design an iterating function, i.e., an exponent traceable function on G, with an image space that is much smaller than expected of random functions. In practice, it would be harder to design such a mapping directly than by composition.
Application to finite extension fields
In this section, we explain how the general theory is applied to a concrete case by suggesting an image-restricting function on large extension fields of small finite fields.
Let p be a prime and consider F p m , the finite field of p m elements. In this section, we apply results of the previous section to cyclic subgroups of F × p m . We fix a normal basis {α, α p , . . . , α . As before, our objective is to solve for log g h in a cyclic group
There is a natural way to give F p an ordering, and once a basis for F p m is fixed, we can give F p m the dictionary order using the ordering on F p . In particular, we have given an ordering to elements of G ⊂ F (1)
When F p m is encoded using the normal basis, the function ϕ outputs the smallest of all cyclic shifts of its input. Notice that in any realization of ϕ that uses the normal basis, the number i producing the minimum will be known, in which case ϕ is naturally exponent traceable. The exponent are simply multiplied by p i . To see the effects of the method given in Section 3.1, we need to compare the image size |Ḡ| with |G|. In the process we shall see that ϕ is almost uniform in its number of pre-images, but this information is not absolutely necessary for our purpose. The proof of the above proposition has also shown that t is a divisor of m. If t is a proper divisor of m, then we are looking at the situation G ⊂ F p t ⊂ F p m . So, in any cryptographic application of G ⊂ F × p m , we would have t = m, for, if otherwise, we would just be wasting resources. We state implications of this thought as a remark.
Remark 2. In any cryptographic application of G ⊂ F × p m , the function ϕ of equation (1) is almost pre-image uniform in that the number of pre-images is |ϕ −1 (y)| = m for every y ∈ Im(ϕ) \ {id}. Hence the size |Im(ϕ)| is very close to |G|/m. So far, from discussions of Section 3.1, we know that, by working with f ϕ over G, the DLP over G can be solved with 1/m factor reduction in the number of iterating function applications. To see how this translates into real advantage over the original direct approach on G, it remains to compare the speed of f to that of f ϕ .
To evaluate the function ϕ given by (1), we need to find the smallest among m integers given as elements of (F p ) m = F p × · · · × F p . This can be done with m − 1 comparisons in (F p ) m . To compare |ϕ| with |f |, we want to count this in terms of operations in F p . Lemma 1. The number of operations in F p required to compare two integers in (F p ) m is expected to be
. . , x m ) and y = (y 1 , . . . , y m ) be two integers from (F p ) m . If we had x 1 = y 1 , x 2 = y 2 , . . . , x i−1 = y i−1 , but x i = y i , then i comparisons in F p would be required to find the smaller of x and y. Thus our expected number of comparisons is
where the last term is written separately because it looks slightly different. Evaluation of the sum results in our claim.
This lemma shows that if p is large, the first comparison is likely to show us which of the two is smaller, and for even p = 2, two comparisons in F 2 are enough. Thus we have the following lemma concerning the speed of ϕ.
Lemma 2. On the cyclic group
In general, evaluation of f is equal to one group operation in G. To compare |ϕ| and |f |, we need to know the complexity of multiplication in F p m in normal basis representation.
To multiply two elements from a finite field under normal basis, classically, the matrix T = (t i,j ), defined by
where indexes are computed modulo m. Let d be the number of non-zero entries in T . Then multiplication in F p m can be done with at most 2md operations in F p using T . Furthermore, we always have d ≥ 2m−1 and better ways are known. Let us say that a multiplication of two polynomials in F p [x] of degree less than m can be done with at most M(m) operations in F p . Classical polynomial multiplication yields M(m) ≤ 2m 2 , but it is known [21, 22] that we may take M(m) ∈ O(m log m log log m).
At the moment, the fastest method for a multiplication under normal basis is one using Gauss periods [20] . The method for multiplication in F p m requires M(km) + (2k + 1)m − 2 operations in F p , for a positive number k corresponding to the type of Gauss period used. Thus, even if we disregard the more expensive M(km) ∈ O(km log(km) log log(km)) part, whose multiplicative constant we are unaware of, we see that multiplication in F p m requires at least 3m operations in F p .
Putting together Lemma 2 and the above information, we can say that the time taken for ϕ evaluation is expected to be less than roughly For example, on the cyclic subgroups of F × 2 1024 , assuming that the normal Pollard rho is faster than the index calculus method, we have m = 1024 and obtain complexity reduction of the DLP by a factor of at least 2 4.26 . We end the explanation of our algorithm with a word of caution. When dealing with characteristic p fields, since ϕ(h) = ϕ(h p ), any iterating function which utilizes p-th power cannot be used. In particular, with cyclic subgroups of the binary field, the original iterating function f P , as suggested by the Pollard, cannot be used. This shows that one should pay attention to any glitches that could occur from interaction between ϕ and the iterating function.
Comparison with tag tracing The recent work [7] suggests an improvement of the r-adding walk called the tag tracing method for prime fields. It is also possible to apply the idea of [7] to finite extension fields in the normal basis representation, and we have explained this in the appendix.
Let us compare our random walk restriction and the tag tracing method on F p m . With random walk restriction, the expected rho length is reduced by a √ m-factor from that of the original r-adding walks while each step takes a little bit more time, i.e., |f |+|ϕ|, which is less than 4p−3 3p−3 |f |. On the other hand, in the tag tracing method, the rho length is preserved, but each step is replaced by a tag tracing step consisting of a tag computation, a table lookup, and an occasional computation of f . That is, random walk restriction reduces the number of steps taken by Pollard rho, while tag tracing decreases the effort taken by each step.
For the explicit example F 2 1024 , our random walk restriction achieves time reduction by a factor of 96 |f | per iteration will be hard to achieve with tag tracing. In addition, tag tracing requires a large storage space, which is not needed with random walk restrictions.
Application to Pairing Based Cryptosystem
The security of pairing based cryptosystem using a bilinear map e : G 1 × G 2 → G T depends on the DLP on G 1 . For Weil or Tate pairings, G 1 is the order q subgroup of points in an elliptic curve E(F p ) and G T is a cyclic subgroup of F × p k . The positive integer k, called the embedding degree of G 1 , is usually chosen so that it is difficult to solve DLP over F × p k through the index calculus method. Since the MOV attack [13] reduces the DLP on G 1 to the DLP on a subgroup of G T , it is anticipated that the best way to solve the DLP over G 1 is to use the Pollard rho method on G 1 or on the corresponding order q subgroup of G T . We shall discuss the effect of our approach when it is applied to the subgroup of G T .
Let us look at a specific example. The short signature scheme [4] 
√
6 compared to what was originally expected from the given cyclic group. Hence, one should take care to use a larger cyclic subgroup of the elliptic curve than was previously used.
The table 1 was presented in [4] , where DLog security refers to the bit size of largest prime divisor of |E(F 3 )|. We have added a column giving corresponding values when the random walk restriction approach is considered, under the assumption that the complexity of elliptic curve addition is roughly the same as the complexity of finite field multiplication. It is also noted in the paper [4] that due to the work [6] , the DLP over F × 3 6
is easier than on prime fields of equivalent size, so that a large F × 3 6 should be taken. When this advice is followed, our method can work on the larger F × 3 6 to obtain a better reduction of DLP complexity.
Another example is the ID-based encryption [3] . Originally, these systems were built on elliptic curves over a large prime field F p of embedding degree 2, on which our methods would yield no advantage. But for efficiency reasons Galbraith [11] suggested the use of elliptic curves over characteristic 2 or 3 fields with Tate pairing of embedding degrees 4 and 6, respectively. These curves are y 2 + y = x 3 + x and y 2 + y = x 3 + x + 1 in characteristic 2 and y 2 = x 3 + 2x ± 1 in characteristic 3. In each of these cases, our attack can be applied to reduce the complexity by a factor of 
Conclusion
In this paper, we proposed a variant of the Pollard rho method, called random walk restriction, and showed that this idea can be applied to cyclic subgroups of finite fields of large extension degree. The main idea is to restrict the random walk of the Pollard rho to a smaller set which results in an earlier collision. As a result, our algorithm achieves speedup over the Pollard rho method by a factor of approximately 
