INTRODUCTION
The continuing rapid growth of data and knowledge expressed in the scientific literature has spurred huge interest in text mining (TM). The individual researcher cannot easily keep up with the literature in their domain, and knowledge silos further prevent integration and cross-disciplinary knowledge sharing [1] .
The expansion to new domains and the increase in scale will massively increase the amount of data to be processed by TM applications (from Gigabytes to Terabytes). This work investigates approaches using high performance computing (HPC) to tackle the problem of data deluge for large-scale TM applications. Although TM applications are data independent, data handling of large text data is an issue when full text data is considered due to the problem sizes in consideration. Each of the steps in the TM pipeline adds further information to the initial raw text and data size increases as processing progresses throughout this process.
Initially, text mining efforts focused on abstracts, because information density is greatest in the abstract compared to other sections of the text [2] . Furthermore, access to abstracts is easier and considerably smaller amount of storage and computational resources are needed [3] [4]. However, processing full text articles instead of abstracts will allow researchers to discover hidden relationships from text that were not known before. Recent studies showed that an abstract's length is on average 3% of the entire article [5] and includes only 20% of the useful information that can be learned from the text [6] [7] .
TM applications are widely applied in the biology domain and these applications will benefit from processing more information that is available in full text documents [8] [9] . Medline is a huge database of around 17 million references to articles. The collection of Medline abstracts contain around 1.7 billion words and is around 7GB (compressed) in size before processing. The output generated after processing Medline abstracts using our TM tools is around 400GB. We expect the output of processing full Medline articles to be in the order 10s of Terabytes. This work is the first step towards creating a general TM framework to enable large scale text mining. The aim is to create a suite of text mining applications based on state-of-the-art TM approaches that exploit a number of HPC and Grid architectures in order to process and handle terabytes of text in reasonable time.
The initial work focuses on the application of tagging using HPC and Grid environments. In this work, it will be shown that how tagging application has been scaled linearly to 96 processing cores which will be used as the basis for the framework. The application developed is portable as it is based on the de facto Message Passing Interface (MPI) and it has already run on three different HPC and Grid architectures without modifications.
However, when scaling to a larger number of processors, data and work distribution will also be an issue and more sophisticated load distribution models will need to be investigated. Due to the unstructured nature of the data available, this will become a major issue. In this work, we are laying the foundations towards a parallel TM framework which should enable processing terabytes of text in reasonable time. The paper presents and discusses the associated challenges, the progress to date and the future work needed to handle full papers.
The paper is organised as follows: Section 2 provides about TM pipeline and tagger; Section 3 focuses on parallel implementation and the execution environment; this is followed by experimental results and discussion in Section 4; finally, Section 5 concludes the work and discusses future work.
II. BACKGROUND
TM normally involves sequential processing of documents and the data generated from those documents. First, the documents are processed by natural language processing (NLP) techniques to analyse linguistic structures of the sentences. The documents are then passed to an information extraction (IE) engine which generates data by semantically analysing the documents. NLP is becoming increasingly important for accurate information extraction/retrieval from scientific literature [10] . The role of NLP in TM is to provide the tools in the IE phase with sophisticated linguistic analyses. Often this is done by annotating documents with information like sentence boundaries, part-of-speech tags and deep semantic parsing results, which can then be read by the IE tools.
Each of the above steps in the TM pipeline adds further information to the initial raw text and data sizes increases as processing proceeds throughout the whole process. The data generated after every step is either saved to disk to be used in the future or passed to the next step for further processing. Our approaches focus only on data parallel approaches as task parallel approaches in this area do not provide the desired speed-up [11] . Dynamic work distribution approaches, master/slave models (particularly task farming approaches) would appear to be ideally suited for use on supercomputing and grid resources by employing data parallel approaches to process unbalanced data sets (the length and structure of the sentences is not known before processing starts) [12] [13]. Furthermore, the I/O requirements of each stage and I/O usage will need to be balanced in order to achieve the optimum outcome. Therefore, in this work we are applying a master slave approach to parallelise applications, which will be discussed in detail in Section 3.
In this work our focus is on part-of-speech (POS) tagging which is often one of the first processing steps used in language based text mining. This process is used to add appropriate linguistic knowledge to text in order to assist further analysis by other tools. Knowing the lexical class of a word makes it much easier to perform deeper linguistic analysis such as parsing [15] [16] [17] .
The first stage of this process involves tokenising the text by splitting it into a sequence of single word units and punctuations. This includes splitting of hyphenation, parentheses, quotations and contractions, which can otherwise cause errors with POS tagging algorithms. At this point it is possible to introduce linguistic stemming into the annotation, which predicts the base form of a word to assist in later analysis or searching [18] .
In order to ensure high accuracy it is recommended that any tagging software used is trained on annotated texts from the same domain as the target documents. With this process being in the early stages of the whole TM chain any errors at this stage may grow cumulatively so it is important to have a POS tagger that is highly accurate [17] [19].
III. IMPLEMENTATION AND ENVIRONMENT
The parallel implementation of the GENIA Tagger works as follows. Abstracts are cleaned and prepared initially and stored as an ASCII text file. Then a rule-based sentence splitter developed in-house is applied to separate the sentences. Each sentence is written to a new line and a new line is inserted between each abstract to detect the end of abstracts. This process is not computationally expensive and is completed in less than a minute for a hundred thousand abstracts. Therefore, in order to retain interoperability and portability of the tools we have not integrated this into the GENIA Tagger. Figure 1 shows an abstract view of how the parallel implementation of the GENIA Tagger works.
Once the data is cleaned and prepared, the master node reads the cleaned and split abstracts, packs them into groups of sentences (i.e. as entire abstract) and sends them to the slave nodes. The master continues to read and distribute the data until it reaches to the end of the abstracts.
Figure 1: GENIA tagger parallel implementation
On the other hand, each slave node loads the probabilistic models that are obtained by training the application on annotated data. Then slave nodes wait for data from the master node. When the slave node receives the abstract, it splits the abstract into sentences to process as the GENIA tagger works only per sentence.
Once the processing of the abstract is completed, the POStagged abstract is then sent back to the master node. The slave process therefore can continue processing the next abstract without waiting for the completion of the send process. Each of these architectures are unique in terms of their processing capability, interconnects and file systems available to them. Due to the amount of I/O being done a number of approaches have been investigated and it is found out that, for a text mining application it is best to use one I/O node. This is due to application being data parallel and having high processing time per data element. However, we believe that this approach is also the reason for not being able to scale beyond 512 processors. Therefore, we are proposing a hierarchical approach where multiple master/worker nodes will be used to scale thousands of processors.
IV. RESULTS AND DISCUSSION
To test and run the simulations we used a local HPC system at the University of Manchester. The Bull Itanium2 system has 192 Itanium2 processing cores for users together with 16 cores reserved for the system. It is configured as 24x compute nodes, each with 4x Intel Itanium2 Montecito Dual Core 1.6GHz/8M cache (i.e. 8 cores per node) and 16GB RAM. Each node also has up to 512GB of local scratch disk space, which is hidden from the user. Furthermore, four of these nodes are configured as high memory nodes and have 32GB RAM. All of the nodes are connected by a single rail Quadrics QsNetII (elan4) interconnect. The system has around 10TB of central file store based on the Lustre distributed file system. MPI is supported across the whole system with OpenMP possible within the nodes. The operating system on Horace is Redhat Enterprise version 3. The application is compiled with Intel compiler 9.1 with the highest possible optimisation level. Figure 2 shows that our application scaled linearly for up to 96 processors. It can be concluded from the figure that, the application scaled both when the number of processors are increased as well as when the problem size is increased. Cray XT4 BG/L BG/P Figure 2 : GENIA tagger scaling For example, ten thousand abstracts takes around 30mins if processed using a single processing core whereas it will take around 27 seconds on 64 processors when the parallel version of the application is used. This indicates good scaling due to the data independent nature of the application itself.
DataSet
Processing could be parallelised at the sentence level, which would make it easy to distribute the tasks. However, early simulation results showed when small amounts of data is sent too frequently (i.e. master distributed the data sentence on a sentence basis) performance was poorer compared to sending larger chunks of data (i.e. abstracts) in terms of overall processing time. This is due to poor utilisation bandwidth (each MPI message has a header) and due to lower latency achieved by establishing communication every time between sender and receiver.
The time taken to process a specific abstract is not known until processing starts as it depends not only on the number and length of the sentences but also on the structure of the sentence. On the other hand, when the problem size is increased by ten fold from around ten thousand abstracts to a hundred thousand abstracts, it can be seen from the results that time taken to process increased by 10 fold. Although the size of the text datasets depends on the length of abstracts we can consider in this case that on average number of abstracts has a certain number of words and sentences. Hence this is reflected with the experimental results as shown in figure 2. Figure 3 shows the speedup gained when the resources are increased. It shows that as the number of processors is increased processing time has been reduced correspondingly. Therefore, one can say that application scales linearly. This was an expected result given the data independent nature of the application, the size of the dataset and the limited number of processors used. However, the aim of our work is to be able to process problem and data sizes which are almost a thousand times larger than the examples given above. Hence the application is needed to scale up to thousands of processors in order to be able to process the given terabytes of dataset in reasonable time. Furthermore, one of the bottlenecks would be to maintain and handle the data due to the data sizes. Disk and network I/O would be an issue as well as the network of the supercomputing machine. In this work, the parallel TM application developed has achieved linear scalability. Scaling up to 96 processors has been achieved by using data independent approaches, and a hundred thousand abstracts have been processed in less than 5 minutes, whereas serial processing would take around 8 hours. This was an expected result due to the data independent behaviour of the algorithms in consideration.
