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Modern healthcare is getting reshaped by growing Electronic Medical Records (EMR). Recently, these
records have been shown of great value towards building clinical prediction models. In EMR data,
patients’ diseases and hospital interventions are captured through a set of diagnoses and procedures
codes. These codes are usually represented in a tree form (e.g. ICD-10 tree) and the codes within a tree
branch may be highly correlated. These codes can be used as features to build a prediction model and
an appropriate feature selection can inform a clinician about important risk factors for a disease. Tradi-
tional feature selection methods (e.g. Information Gain, T-test, etc.) consider each variable independently
and usually end up having a long feature list. Recently, Lasso and related l1-penalty based feature selec-
tion methods have become popular due to their joint feature selection property. However, Lasso is known
to have problems of selecting one feature of many correlated features randomly. This hinders the clini-
cians to arrive at a stable feature set, which is crucial for clinical decision making process. In this paper,
we solve this problem by using a recently proposed Tree-Lasso model. Since, the stability behavior of
Tree-Lasso is not well understood, we study the stability behavior of Tree-Lasso and compare it with
other feature selection methods. Using a synthetic and two real-world datasets (Cancer and Acute Myo-
cardial Infarction), we show that Tree-Lasso based feature selection is signiﬁcantly more stable than Lasso
and comparable to other methods e.g. Information Gain, ReliefF and T-test. We further show that, using
different types of classiﬁers such as logistic regression, naive Bayes, support vector machines, decision
trees and Random Forest, the classiﬁcation performance of Tree-Lasso is comparable to Lasso and better
than other methods. Our result has implications in identifying stable risk factors for many healthcare
problems and therefore can potentially assist clinical decision making for accurate medical prognosis.
 2014 Elsevier Inc. All rights reserved.1. Introduction
Recent advances in information technology has changed the
way health care is carried out and documented [37]. Nowadays,
not only traditional clinical narrative but also other types of data
related to healthcare such as laboratory test results, medications
and radiological images are automatically captured by databases
in modern health centers. Clinical data describing the phenotypes
and treatment of patients represents an underused data source
that has a great research potential. Mining of Electronic Medical
Records (EMR) can yield useful patterns that support clinical
research and decision making [21]. The EMR contains rich informa-
tion about a patient, including demographics, history of hospitalvisits, diagnoses, physiological measurements and interventions.
As these data come with considerable amount of irrelevant and
redundant features where only a subset of these features are useful
for prediction, feature selection plays an important role to identify
important features for building predictive models. For example, it
is crucial to identify risk factors of cancer mortality for designing
care plan and prognosis of a cancer patient. Similarly, it may be
useful to ﬁnd risk factors that are responsible for avoidable hospi-
tal re-admissions to reduce the cost of healthcare.
Feature selection methods can be broadly classiﬁed into three
categories: (1) Filter methods such as T-test, Information Gain
[7], ReliefF [52], and Chi Square [31] that assess the relevance of
features by looking only at the intrinsic properties of the data.
These methods consider each feature separately and ignore depen-
dencies between features. Hence, comparing to other types of fea-
ture selection methods, they may cause long feature lists. (2)
Wrapper methods such as Beam search [46], Sequential forward
selection (SFS) [25], and Sequential backward elimination (SBE)
278 I. Kamkar et al. / Journal of Biomedical Informatics 53 (2015) 277–290[25] that utilize a supervised learning algorithm in the process of
selecting feature subsets. The downside of these techniques is their
high cost of computation and the risk of an over-ﬁtted model [23].
(3) Embedded methods such as Weighted naive Bayes [10] and
Lasso [49] search for an optimal subset of features, which is built
within the classiﬁer construction, and can be seen as a search in
the combined space of feature subsets (joint feature selection
property) and hypotheses. In this context ‘1-norm methods such
as Lasso has received an increasing attention. Using ‘1-norm pen-
alty, Lasso regularizes linear models and achieves automatic fea-
ture selection by driving some coefﬁcients toward zero.
Beyond classiﬁer performance, the other main objective of feature
selection is to obtain a stable list of features [23,44]. The stability
of feature selection methods has been used to examine their sensi-
tivity to changes in input data and is deﬁned as the degree of
agreement of classiﬁcation models produced by an algorithmwhen
trained on different training sets. The stability is an important
property in applications where the features carry intuitive mean-
ings and actions are taken based on these features, e.g. risk factors
for cancer survival or hospital readmission prediction must be sta-
ble to help a practitioner towards making clinical decisions. The
need for stable feature sets has also been strongly felt in pattern
recognition community [22,27].
Despite obtaining great success in many applications with high
dimensional data [43,45,54], Lasso is known to be unstable when
features exhibit strong correlations [56,59]. In these situations,
Lasso shows acceptable predictive performance but selected pre-
dictors are quite sensitive to small changes in data and vary dras-
tically. This variability is due to the property that among several
correlated variables, Lasso penalty term (‘1-norm) tends to select
one of them randomly [49,60]. Different methods have been pro-
posed to solve this problem. Elastic net is one of these remedies
that reduce this randomness by adding a convex penalty term
(squared ‘2-norm) [60]. However, it is not capable of exploiting
the correlation structure of the data. Other methods use sub-sam-
pling techniques [2,35], where only those features are taken that
are stable across several sub-samples. Group Lasso offers another
solution when the features form different groups and the variables
within a group are correlated. Feature selection is performed at
group level by penalizing the sum of the ‘2-norm of these groups,
so that if a group is selected then all the features in that group areFig. 1. A sample of ICD-10 tree for diseases of mselected [20,56]. In many problems, features can naturally be rep-
resented using certain tree structures e.g. ICD-10 codes used in
healthcare data have an intrinsic tree structure, (Fig. 1 shows an
example of ICD-10 codes for diseases of musculoskeletal system
and connective tissue). For such problems, application of group-
Lasso is not straight forward.
Addressing these problems, we propose to use Tree-Lasso algo-
rithm – a technique which has been proposed as a prediction
model for classifying images where its pixels are considered to
be the features lying on a tree [32]. However, the stability behavior
of Tree-Lasso is not well understood. In this paper we take up this
problem and study the stability behavior of Tree-Lasso. To do so,
we use two different stability measures Spearman’s rank correla-
tion coefﬁcient and Jaccard similarity measure. We compare its
stability with stability of other feature selection methods such as
T-test, Information Gain (IG), ReliefF, and Lasso using a synthetic
and two real-world datasets: Cancer cohort and Acute Myocardial
Infarction cohort. Furthermore, we evaluate predictive perfor-
mance of Tree-Lasso with other feature selection methods using
several classiﬁers namely, logistic regression, naive Bayes, SVM,
decision trees and Random Forest.
In summary, Our main contributions are:
 Introducing novel application of Tree-Lasso algorithm to obtain
stable feature sets for developing healthcare predictive models
from ICD codes.
 An extensive experimental study that shows stability behavior
of Tree-Lasso based feature selection is signiﬁcantly better
than Lasso and comparable with other feature selection
algorithms.
 Assessing thepredictive performance of models with the
corresponding feature sets using several classiﬁers, e.g. logistic
regression, naive Bayes, SVM, decision trees and Random Forest
and ﬁnd that under the constraint of stable feature selection,
Tree-Lasso prediction performance is always better than that
of many feature selection algorithms, namely T-test, IG, ReliefF,
and Lasso.
 Comparing the risk-factors obtained using Tree-Lasso with the
list of features used by clinical experts and ﬁnd that many risk
factors found by Tree-Lasso are consistent with those used by
domain experts.usculoskeletal system and connective tissue.
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for many healthcare problems and therefore assist clinicians and
patients to arrive at a better care plan and prognosis. Although,
we have applied our model for healthcare data, it is applicable to
other real-world problems where features are hierarchical in
nature and stability of features is important.
2. Feature stability
The stability of a feature selection algorithm is the robustness of
algorithm in selecting features in different training sets which are
drawn from same distribution [29,33]. Different methods have
been proposed to assess the stability of feature selection algo-
rithms [22]. These methods can be categorized into three groups
based on the representation of the selected features used by a
speciﬁc feature selection algorithm. First group, known as stability
by index, considers the indices of the selected features. In this cat-
egory, the selected features have no particular order or corre-
sponding relevance weight. In the second group, known as
stability by weight degree of relevance of each feature is consid-
ered by a weight that is assigned to the feature. In the third group,
which is called stability by rank, the features order is important in
evaluation of stability. In this group, each feature is assigned by a
rank that shows the feature importance.
In order to measure similarity between subsets of features we
use Jaccard index. Jaccard index is a metric that measures the sim-
ilarity between two sets. Given two sets Sq and Sq0 , the Jaccard
index J Sq; Sq0
 
is deﬁned as
JðSq; Sq0 Þ ¼
Sq
T
Sq0
 
Sq
S
Sq0
  ð1Þ
To deﬁne a stability measure using Jaccard index, we generate Q
sub-samples of the training data, indexed as q ¼ 1; . . . ;Q . For each
sub-sample, we run feature selection model and obtain a feature
set, denoted by Sq. Given feature sets S1; . . . ; SQ , the Jaccard stability
measure (JSM) is deﬁned as the average of Jaccard indices over each
pair of feature sets, i.e. J Sq; Sq0
 
. Formally, we have
JSM ¼ 2
QðQ  1Þ
XQ1
q¼1
XQ
q0¼qþ1
J Sq; Sq0
 
: ð2Þ
If we assume that a feature selection algorithm assigns a weight
to each feature, to evaluate the similarity between two weight vec-
tors b; b0, we use Pearson’s correlation coefﬁcient:
PCCðb;b0Þ ¼
P
jðbj  lbÞðb0j  lb0 ÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
jðbj  lbÞ2
P
iðb0j  lb0 Þ2
q : ð3Þ
PCCðb; b0Þ takes values in ½1;1, where PCCðb; b0Þ ¼ 1 implies that
the feature weights are completely correlated, PCCðb;b0Þ ¼ 0
implies that feature weights are uncorrelated and PCCðb;b0Þ ¼ 1
implies that feature weights are anti correlated.
Given weight vectors b1; . . . ; bQ , we deﬁne PCC as the average of
Pearson’s correlation coefﬁcient over each pair of weights of fea-
ture sets i.e. PCCðbq; bq0 Þ as follows:
PCC ¼ 2
QðQ  1Þ
XQ1
q¼1
XQ
q0¼qþ1
PCCðb; b0Þ: ð4Þ
We construct a ranking (denoted by r) over features by sorting
the weight vector b. To measure rank based similarity between any
two rankings r and r0 , we use Spearman’s rank correlation
coefﬁcient:
SRCCðr; r0Þ ¼ 1 6
X
j
ðrj  r0jÞ
mðm2  1Þ ; ð5Þwhere rj and r0j are the ranks of jth feature in rankings r and r
0 andm
is the size of the whole feature set. Similar to Pearson’s correlation,
the possible range of values are ½1;1, where 1 means that the two
rankings are identical, 0 means that there is no correlation between
two ranks, and a value of 1 means that rankings are in reverse
order.
Given rankings r1; . . . ; rQ , we deﬁne SRCC as the average of
Spearman’s rank correlation over each pair of ranks of feature sets,
so we have:
SRCC ¼ 2
QðQ  1Þ
XQ1
q¼1
XQ
q0¼qþ1
SRCCðr; r0Þ: ð6Þ
Based on the fact that PCC works directly on the weight vectors
that are obtained using each feature selection method, which may
use different scales to assign weights and so its results may not be
directly comparable across different methods. Therefore, in this
paper we only use SRCC and JSM to assess stability of each feature
selection method.
3. Methodologies
We study the stability behavior of Tree-Lasso and compare it
with various feature selection methods, namely T-test, Information
gain, ReliefF and Lasso. In the following, we brieﬂy describe Tree-
Lasso and the other feature selection methods. Furthermore, we
evaluate the predictive performance of obtained features using
each feature selection method by using different types of classiﬁers
such as logistic regression (LR), naive Bayes (NB), support vector
machines (SVM), decision trees (DT) and Random Forest (RF). In
Section 3.1 we brieﬂy introduce feature selection methods used
in this paper and in Section 3.2 we introduce classiﬁers used for
evaluating predictive performance of each feature selection
method.
3.1. Feature selection methods
3.1.1. T-test
In large datasets in order to determine which input features are
more important, feature ranking is often used. One of the most
important feature ranking measures is T-test. It calculates a ratio
between the difference of two class means and the variability of
the two classes. Using this ratio we can assess whether the means
of two classes are statistically different from each other. In a binary
classiﬁcation problem, for T-test we compute the following test
statistic for each feature f j
tðf jÞ ¼
f j0  f j1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
s2
j0
N0
þ s
2
j1
N1
r ; ð7Þ
where f j0 and f j1 are the feature means for class 0 and class 1, sj0 and
sj1 are the standard deviation of feature f j from class 0 and class 1
and N0 and N1 are size of class 0 and class 1, respectively. In this
method after calculating t for each feature, best features (those
who have p-value  0.05) are selected as ﬁnal feature set.
3.1.2. Information Gain
Information Gain (IG) [7] is one of the most important feature
ranking methods, which measures dependency between a feature
and a class label. IG of jth feature f j and class y is calculated as
IGðyjf jÞ ¼ HðyÞ  Hðyjf jÞ; ð8Þ
where HðÞ is the entropy and is a measure of the uncertainty of a
random variable. If we assume that we have a two-class classiﬁca-
tion problem, HðyÞ and Hðyjf jÞ are deﬁned as follows:
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Hðyjf jÞ¼ Pðy¼0jf jÞ logPðy¼0jf jÞþPðy¼1jf jÞ logPðy¼1jf jÞ: ð10Þ
In this method, for each feature we evaluate IG independently and
top K features are selected as the ﬁnal feature set.
3.1.3. ReliefF
Relief [24] is a supervised feature selection algorithm for binary
classiﬁcation problems. It randomly samples instances from the
training data and for each sample computes the nearest instance
of the same class called ‘‘near-hit’’ and the nearest instance of
the different class called ‘‘near-miss’’. The score SðjÞ of the jth
feature is updated in each iteration of algorithm as follows:
StðjÞ ¼ St1ðjÞ  dðxt  nearHittÞn þ
dðxt  nearMisstÞ
n
; ð11Þ
where xt is the random instance at iteration t;n is the number of
randomly sampled examples, and dðÞ is the Euclidean distance
measure. Kononeko et al. [26] proposed ReliefF by using Manhattan
(l1) norm instead of Euclidean (l2) norm for ﬁnding near-hit and
near-miss. For selecting ﬁnal feature set using ReliefF, we compute
S score for each feature and select top K features with best S score as
the ﬁnal selected features.
3.1.4. Lasso
Lasso is a regularization method that is used to learn a regular-
ized regression/classiﬁcation model that is sparse in the feature
space [49]. Consider a supervised learning problem consisting of
N training instances denoted as ðxðiÞ; yðiÞ; i ¼ 1; . . .N , where each
xðiÞ 2 RP is a P-dimensional feature vector and yðiÞ 2 f0;1g is a class
label. For classiﬁcation problems, Lasso is used with logistic regres-
sion [19], which models the probability distribution of the class
label yðiÞ given a feature vector xðiÞ as
pðyðiÞ ¼ 1jxðiÞ;bÞ ¼ rðbTxðiÞÞ ¼ 1
1þ expðbTxðiÞÞ ; ð12Þ
where b 2 RP is a parameter of the logistic regression model and
rðÞ is the sigmoid function. The parameter b is also known as clas-
siﬁcation weight vector. The Lasso regularization acts by penalizing
the sum of absolute value of weights, i.e. ‘1-norm of b, denoted as
jjbjj1. The combined optimization function can be written as
min
b
RNi¼1 log p yðiÞ ¼ 1jxðiÞ;b
 þ k Rpj¼1 bj 
 	n o
ð13Þ
where k is a non-negative regularization term. The solution of the
above optimization does not have a closed form and is usually
found iteratively by minimizing the cost function using pathwise
co-ordinate optimization [13]. By increasing the regularization
parameter k, Lasso increasingly shrinks the coefﬁcients toward 0.
A large enough k, makes some of the weights to become exactly
zero.
3.1.5. Hierarchical features and Tree-Lasso
In many applications, the features can be naturally represented
as a tree structure, e.g. ICD-10 features in healthcare data form a
tree. ICD-10 is ‘‘standard diagnostic tool for epidemiology, health
management and clinical purposes’’.1 Fig. 2 shows a part of ICD-10
tree relevant to Cancer dataset used in this paper. The set of diseases
shown here relates to the musculoskeletal system (ICD-10 codes:
M00 up to M99). According to ICD-10 hierarchy, these diseases are
classiﬁed into 6 groups and each of these groups are further classiﬁed
into several subgroups, giving rise to a tree-structure. We note that
the grouping of codes is mostly based on disease similarity and co-
occurrences causing correlations among features. Due to using a ﬂat1 http://www.who.int/classiﬁcations/icd/en/.l1-penalty on features, Lasso randomly selects only one feature from
every such correlated set. Although Lasso mechanism for feature
selection results in selecting less features, it causes that this method
to be unstable in selecting important features. This drawback of Lasso
is undesirable in many real-world applications such as clinical
prediction.
For classiﬁcation and regression problems having hierarchical
features, a more suitable model is the Tree-Lasso [32] as it can
exploit the feature correlations in the form of a tree-structure. In
this context, the deﬁnition of a tree is as follows. For a tree T of
depth d, all the nodes corresponding to depth i are in
Ti ¼ fGi1;Gi2; . . . ;Ginig, where G
i
j denotes the jth node at depth
i;n0 ¼ 1;G01 ¼ f1;2; . . . ; pg and ni P 1; i ¼ 1;2; . . . ; d. The nodes
must satisfy the following two conditions:
1. The nodes at the same depth should not have overlapping
indices.
2. The index set of a child node is a subset of its parent node.
Given the above deﬁnition of feature tree, Tree-Lasso learns the
classiﬁcation weight vector b by minimizing the following cost
function
min
b
RNi¼1 logp yðiÞ ¼ 1jxðiÞ;b
 þ k/ðbÞn o ð14Þ
where k is a non-negative regularization parameter. The regulariza-
tion term /ðbÞ is given by
/ðbÞ ¼ Rdi¼1Rnij¼1wij bGij



 


 ð15Þ
where b 2 RP is the weight for node Gij, and bGij is a vector composed
of the entries of b with the indices in Gij. The other parameter in the
regularization term is wij ði ¼ 0;1; . . . ; d; j ¼ 1;2; . . . ;niÞ, which is a
predeﬁned weight for the node Gij. As mentioned in [32], this
parameter can be set according to importance of feature groups.
In our application, since we do not have any prior knowledge about
importance of feature groups, we use xij ¼ 1 for all the groups.
To solve the problem efﬁciently, the term /ðbÞ is re-formulated
through Moreau–Yosida regularization as /kðvÞ ¼minb 12 bvk k2þ
n
kRiRjwij bGij



 


g for some k> 0. It has been shown that the above
problem admits an analytical solution. For details of the minimiza-
tion, we refer the reader to [32].
3.2. Classiﬁcation methods
3.2.1. Logistic regression
Logistic regression is a linear classiﬁer that models the posterior
probabilities of the K classes via linear function in an example x. In
logistic regression, the parameters of the model can be interpreted
as changes in log odds and also the results can be interpreted in
terms of probabilities [19]. Hence, logistic regression is a widely
used classiﬁer in medical domain [1,18,47]. Lasso and Tree-Lasso
has built-in logistic regression algorithms. Therefore, these meth-
ods can perform feature selection and prediction, simultaneously.
3.2.2. Naive Bayes
Naive Bayes (NB) is a probabilistic classiﬁer based on Bayes the-
orem [48]. It assumes that given a class label, all the features are
independent and posterior probability that an example x 2 RP is
classiﬁed to class c is obtained as
PrðC ¼ cjxÞ / PrðC ¼ cÞ
YP
j¼1
PrðxjjC ¼ cÞ: ð16Þ
Despite its unrealistic independence assumption, research
shows that naive Bayes often works well in practice [42]. further-
more, due to its independence assumption, in naive Bayes the
Fig. 2. Part of the ICD-10 tree constructed for the Cancer dataset used in this paper.
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do not depend on the number of examples. This property helps
naive Bayes to scale well for large problems.3.2.3. Support vector machines
Support vector machines (SVM) are a type of classiﬁers that
work based on the principle of structural risk minimization
(SRM) [6,50,51]. They have some advantages such as ability to han-
dle large feature spaces, and avoidance of overﬁtting [55]. SVM
uses inner product to measure the similarity or distance between
patterns, which is known as kernel function. In our experiments,
we use Gaussian RBF kernels, where the kernel width r is of values
f0:001;0:005;0:01;0:05;0:1; 0:5;1;2g and the value of box
constraint C is varied between 109 to 105 by factors of ten. The
best parameters of r and C are obtained using 5-fold cross
validation.3.2.4. Decision trees
Decision trees (DT) are well-known classiﬁcation methods in
the ﬁeld of machine learning. Popular decision tree algorithms
include ID3, C4.5, C5, and CART [4,38,39]. Decision trees recur-
sively partition the data based on its features to construct a tree
for the purpose of improving prediction accuracy. To achieve this,
they use mathematical algorithms such as information gain (used
in ID3, C4.5, C5), Gini index (used in CART), and Chi-squared test
(used in CHAID) to specify the variable and its threshold that
splits the data into two or more subgroups. The splitting of the
data is repeated until the complete tree is constructed. Based
on the favorable predictive performance, obtained from prelimin-
ary runs, in this study we chose CART as our decision tree
method.3.2.5. Random Forest
Random Forest (RF) is an ensemble classiﬁer that generates
multiple decision trees and aggregates their results [3]. Each tree
is trained on a bootstrap sample of the training data. In addition,
a subset of features is randomly selected to consider at each node
of each decision tree. To classify an example, decisions (votes) of all
trees in the forest are aggregated and the majority voting of the
trees is considered as the output of the classiﬁer.
In this paper we grow 100 trees in the forest and the number of
features at each split is chosen as the square root of the number of
features.4. Experiments
In our experiments, we have used both synthetic and real-world
datasets and demonstrate the effectiveness of the proposed Tree-
Lasso by carrying out the following comparisons.
 We show that stability behavior of Tree-Lasso is better com-
pared to severalbaseline feature selection algorithms namely,
T-test, IG, ReliefF and Lasso.
 We compare the predictive performance of Tree-Lasso with
other baseline feature selection algorithms by using them with
different classiﬁers namely, logistic regression, naive Bayes,
SVM, decision tree and Random Forest and show that under
theconstraint of stable feature selection, Tree-Lasso prediction
performance is constantly better than that of other baselines.
 As an extra evaluation, we compare stability and predictive per-
formance of Tree-Lasso (with built-in logistic regression) with
Random Forest, which is a well-known embedded type feature
selection method in machine learning and show that Tree-Lasso
achieves better results in terms of both stability and prediction.
 We show that the features obtained using Tree-Lasso for real-
world datasets are consistent with the well-known risk factors
used by experts in clinical domain.
4.1. Datasets
4.1.1. Synthetic datasets
To illustrate the stability behavior of different feature selection
algorithms, we generate a synthetic data where features are
grouped hierarchically in a tree structure. To keep the matter sim-
ple, we conﬁne ourselves to shallow 2-level trees. In order to gen-
erate data, we ﬁx the number of leaf nodes, referred to as groups.
Each such group (or node) contains a set of variables such that
the variables within a group are correlated to one another while
uncorrelated with the variables from other groups. This is done
by deﬁning a correlation matrix C such that its i; jð Þ-th element
contains the correlation coefﬁcient between i-th and j-th variables.
Formally, the correlation matrix is deﬁned as
Ci;j ¼
q i; j belong to the same group
0 otherwise

ð17Þ
In order to generate upper layers of the tree, correlation between
each pair of groups from the lower layer is calculated. For each
group, we ﬁnd the other group having the highest correlation with
Table 1
Statistics of the real-world datasets.
Name # Samples # ICD 10 Codes
Cancer 4293 439
AMI 2941 528
282 I. Kamkar et al. / Journal of Biomedical Informatics 53 (2015) 277–290it and connect them to construct the upper layer of the tree. Given
the above correlation matrix, the feature vector xðiÞ is generated
using a multivariate normal distribution having mean zero and
covariance C, i.e. xðiÞ  N ð0;CÞ; i ¼ 1; . . .N. The true parameter
vector b is
b ¼ ð0;0; . . . ;0|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
50times
;1;1; . . .1|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
50times
Þ:
Given i-th data vector xðiÞ and the weight vector b, the label is
generated as following
yðiÞ ¼ sign bTx ið Þ þ  ;   Nð0;0:1Þ: ð18Þ
For the results reported in this paper, we simulate 100 variables,
grouped into 4 leaf nodes, i.e. the ﬁrst 25 variables are part of
group-1, the next 25 variables are part of group-2 and so on. Using
these features, we generate 200 data samples. We generate two
such datasets: one with low correlation (q ¼ 0) and the other with
high correlation (q ¼ 0:8).
4.1.2. Real-world datasets
For experiments with real-world data, we used two hospital
patient cohorts: Cancer and Acute Myocardial Infarction (AMI). A
summary of statistics of the two datasets is provided in Table 1
and their details are described below:
4.1.2.1. Cancer dataset. This dataset is obtained from a large regio-
nal hospital in Australia.2 There are eleven different cancer types in
this data recorded from patients visiting the hospital during 2010–
2012. Patient data is acquired from Electronic Medical Records
(EMR). The dataset consists of 4293 patients and their disease
condition is described using 439 ICD codes (or features). Using this
dataset, our goal is to predict 1 year mortality of patients while
ensuring the stable feature sets. We note that feature stability is
crucial for clinical decision making towards cancer prognosis. This
dataset has been previously used in [16].
4.1.2.2. Acute Myocardial Infarction (AMI) Dataset. This dataset is
also obtained from the same hospital in Australia. The dataset
involves patients admitted with AMI conditions and discharged
later between 2007–2011. The task is to predict if a patient will
be re-admitted to the hospital within 30 days. The dataset consists
of 2941 patients and their disease condition is described using 528
ICD codes. This dataset has been previously used in [41].
4.2. Evaluation measures
4.2.1. Stability measures
In order to compare the stability of Tree-Lasso with other
feature selection algorithms, we use two different stability mea-
sures, Spearman’s rank correlation coefﬁcient (SRCC), and Jaccard
similarity measure (JSM), These stability measures are described
in Section 2.
4.2.2. Classiﬁcation performance measure
To compare the prediction performance of Tree-Lasso with
other feature selection methods, we use the area under the
receiver operating characteristic (ROC) curve, further abbreviated
as AUC [12]. Due to its robustness across both balanced and imbal-
anced datasets, AUC is commonly used in clinical decision making
and is becoming increasingly popular in pattern recognition
community [8,53].2 Ethics approval obtained through university and the hospital 12/83.4.3. Experimental settings
The Tree-Lasso model built in our experiments is based on
ICD-10 codes that have intrinsic hierarchical structure. For exam-
ple as it can be seen from Fig. 2 of the paper, ICD-10 codes of mus-
culoskeletal system is in range ofM00 up toM99. According to ICD
hierarchy, the next level of ICD tree further classiﬁes these diseases
(codes) into 6 groups ðM00—M25;M30—M36;M40—M54;
M60—M79;M80—M94 and M95—M99Þ. These groups are also fur-
ther classiﬁed into several subgroups. Essentially, at the leaf node,
we have individual features that are grouped progressively in
parent nodes as we move up in the ICD tree. So, feature encoding
is such that if a patient record contains all the offspring of some
parent node, we also set the parent node to 1 along with setting
all offspring nodes to 1.
To assess the variability of the experiment, we randomly divide
our data into two sets: 70% of our data is considered as training set
and 30% as test set. For each random split, we further split the
training set into two sets: derivation set (80% of the training set)
and a validation set (20% of the training set). In order to be able
to select the best features, this second split is randomly repeated
100 times to generate 100 sets of derivation-validation pairs. We
train all the models using each derivation set while selecting the
best model parameters through model performance on the corre-
sponding validation set. This process provides us 100 feature sets.
Using the ensemble of 100 feature sets, we empirically estimate
the probability of presence for each feature. Given these probability
estimates, we re-train a model using derivation dataset and includ-
ing only those features that occur with at least probability p (a
threshold that we gradually increase). Using 30% held out test
set, the predictive performance of the model is evaluated using
AUC while the stability of the model is computed using SRCC,
and JSM.
4.4. Experimental results
In this section, we evaluate the stability performance of
Tree-Lasso and compare it with other baseline feature selection
methods. We also investigate the classiﬁcation performance of
each algorithm with different classiﬁers and measure their perfor-
mance in terms of AUC. In addition, we study the consistency of the
features obtained using Tree-Lasso for Cancer and AMI datasets
with well-known risk factors in clinical domain.
4.4.1. Stability performance of feature selection methods
Table 2 shows the stability results in terms of SRCC and JSM, for
Tree-Lasso and baseline algorithms. In case of synthetic data, Tree-
Lasso achieves the best stability performance in terms of both SRCC
and JSM. The high value of SRCC in Tree-Lasso means that for
different training sets the ranks of features does not vary a lot.
On the other hand, the high value of JSM means that the feature
set selected does not change signiﬁcantly. In terms of JSM Tree-
Lasso achieves the stability of 0.7830 (when q ¼ 0Þ and 0.8777
(when q ¼ 0:8) for synthetic data which is higher compared to
the other methods.
In case of Cancer dataset, Tree-Lasso again shows the best sta-
bility performance, in terms of SRCC. The SRCC results for T-test,
IG and Lasso is poor, while that of ReliefF is somewhat average.
Table 2
Comparison of Tree-Lasso with baselines in terms of different stability measures for both synthetic and real-world datasets.
Synthetic data (q ¼ 0Þ Synthetic data (q ¼ 0:8) Cancer dataset AMI dataset
T-test SRCC 0.2853 0.4878 0.1204 0.4537
JSM 0.5088 0.5656 0.4553 0.5258
IG SRCC 0.2528 0.5030 0.2164 0.5150
JSM 0.6621 0.6453 0.7863 0.6378
ReliefF SRCC 0.5177 0.5373 0.5362 0.5275
JSM 0.5184 0.5008 0.7576 0.6635
Lasso SRCC 0.1278 0.4374 0.2330 0.4738
JSM 0.5773 0.4080 0.5542 0.5028
Tree-Lasso SRCC 0.6670 0.6282 0.7458 0.6274
JSM 0.7830 0.8777 0.8850 0.7147
The best results are shown in bold fonts.
I. Kamkar et al. / Journal of Biomedical Informatics 53 (2015) 277–290 283When we turn to JSM Tree-Lasso is again the winner (0.7910) fol-
lowed by IG (0.7863). The other methods achieve JSM value of
0.7576 (ReliefF), 0.5542 (Lasso) and 0.4553 (T-test).
For the AMI dataset, Tree-Lasso is once again the winner with
SRCC = 0.6274 and JSM = 0.7147, followed by ReliefF and IG. The
SRCC and JSM for T-test and Lasso are signiﬁcantly lower.
In order to have a better understanding of the stability behavior
of different feature selection methods for the datasets that con-
taincorrelated variables i.e. synthetic data (q ¼ 0:8), Cancer data
and AMI data, we show top ten features selected by various meth-
ods in different splits of data in Figs. 3–5, respectively. From these
ﬁgures not only we can visually compare the stability of differentFeatures
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Fig. 3. Stability results for synthetic dataset ðq ¼ 0:8Þ for 10 selected features. In these plo
than T are shown in black color while others in gray color.methods but also can infer which features are considered impor-
tant by each algorithm. To better distinguish between stable fea-
tures in these plots we use a threshold T and features that are
selected with a probability more than T are shown in black color
while others are in gray color. So more stable feature selection
methods will have more number of black lines and less number
of gray points. In our experiments, we set T ¼ 0:5.
In Fig. 3 (results for synthetic data, q ¼ 0:8) features within a
group are highly correlated to one another and as expected Lasso
shows an unstable behavior in selecting features. On the other
hand, Tree-Lasso is the most stable algorithm. Moreover, it could
correctly infer the true features of themodel. In this dataset, ReliefF,Features
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Fig. 4. Stability results for Cancer dataset for 10 selected features. In these plots we use a threshold T ¼ 0:5 and features that are selected with a probability more than T are
shown in black color while others in gray color.
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However, they are unable to select true features of the model.
Figs. 4 and 5 show the stability behavior of each feature selec-
tion method on Cancer and AMI datasets. As it is illustrated in
Fig. 4 for Cancer dataset, again Tree-Lasso is the winner followed
by IG and ReliefF. T-test and Lasso show the least stable behavior
in selecting features in this dataset. The visual inspection of this
ﬁgure also shows that the features selected by Tree-Lasso, IG and
ReliefF are approximately similar. For AMI dataset (Fig. 5), Tree-
Lasso shows the best stability followed by ReliefF and IG. Again,
Lasso achieves the least stability followed by T-test.4.4.2. Classiﬁcation performance
In order to compare discrimination performance of Tree-Lasso
with other baseline feature selection methods, we apply the fea-
tures obtained using each feature selection algorithm to different
classiﬁers e.g. logistic regressin (LR), naive Bayes (NB), SVM, deci-
sion trees (DT) and Random Forest (RF). As we explained in Section
4.3, after estimating the probability of presence for each feature,
we re-train the model using derivation set and include only those
features that occur with at least probability p (a threshold that we
gradually increase). In our experiments we consider features with
p ¼ 0:6 to 1 with a step of 0.1. This is done to show the prediction
performance under average-to-high stability constraints. We eval-
uate the predictive performance of each method by using 30% held
out set and report it in terms of AUC.
The classiﬁcation performance of various algorithms is shown
in Figs. 6–9. As it can be seen from these ﬁgures, irrespective of
the classiﬁer type used, AUC of Tree-Lasso is always the best andin most of the cases followed by Lasso. In terms of classiﬁer used
for each feature selection method, we can see that on average
the best predictive performance is obtained using Random Forest
followed by SVM and logistic regression. In addition, when we
increase the stability threshold from 0.6 to 1, the AUC performance
of Tree-Lasso remains stable. However, the performance of other
algorithms varies a lot and that of Lasso drops suddenly. The sud-
den drop in performance of Lasso is due to underﬁtting caused by
its inability to select sufﬁcient number of stable features.4.4.3. Comparison with Random Forest (as an embedded feature
selection method)
Random Forest is a promising classiﬁcation method that can
perform feature selection and prediction, simultaneously. In order
to study and compare the stability and predictive performance of
Tree-Lasso with Random Forest, we grow 100 trees in the forest
and the number of features at each split is chosen as the square
root of the number of features. The experimental settings is iden-
tical to the settings described in Section 4.3. In order to compare
the stability of Tree-Lasso with Random Forest in selecting fea-
tures, we use SRCC and JSM. These metrics are explained in details
in Section 2. Table 3 shows the stability results for Tree-Lasso and
Random Forest. As it can be seen from this table, for all datasets
(synthetic and real) the stability of Tree-Lasso is better than Ran-
dom Forest, in terms of SRCC and JSM.
The other comparison between Tree-Lasso and Random Forest
is based on their predictive performance. To this end, obtaining
the probability of presence of each feature as described in Section
4.3, the model is trained again using derivation set by including
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Fig. 5. Stability results for AMI dataset for 10 selected features. In these plots we use a threshold T ¼ 0:5 and features that are selected with a probability more than T are
shown in black color while others are in gray color.
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old that we gradually increase). In our experiments we consider
features with p ¼ 0:6 to 1 with a step of 0.1. Using 30% held out test
set, the predictive performance of the model is reported in terms of
AUC. Figs. 10 and 11 show the predictive performance of Tree-
Lasso compared to Random Forest. As it can be seen from these ﬁg-
ures, the predictive performance of Random Forest and Tree-Lasso
are approximately the same when features with average stability
are used (with p ¼ 0:6 and 0.7). However, when the stability
threshold is increased, the AUC of Random Forest declines steadily
while that of Tree-Lasso remains stable. In synthetic data with
q ¼ 0, where the average correlation between groups of variables
is around zero, reduction of AUC performance in Random Forest
is less compared to other datasets (with correlated groups of vari-
ables). This shows that although Random Forest is a good classiﬁer
and shows good performance in many applications, its perfor-
mance degrades in presence of correlated features. On the other
hand, Tree-Lasso shows acceptable predictive performance in pres-
ence of correlated variables.
4.4.4. Comparison with Expanded-Lasso
One way to deal with instability of Lasso in selecting informa-
tive features can be through expanding the selected feature set
by including the features that are unselected but correlated to
one or more features in the selected set. We refer to this heuris-
tic-based method asExpanded-Lasso and compare its feature selec-
tion stability and predictive performance with those of Lasso and
Tree-Lasso. Using our synthetic and real-world datasets (same as
used above), we split data into training and test sets. The modelis trained on the training set and evaluated on the test set. In order
to specify the tuning parameters of each method, we use 5-fold
cross validation. In order to compare the feature selection stability
of Expanded-Lasso with Lasso and Tree-Lasso, as before, we use
two stability measures: JSM and SRCC. The explanation of these
metrics can be found in Section 2. Based on the fact that for
Expanded-Lasso method we need to specify the level of correlation
between selected and unselected features, in our experiments we
use three different thresholds, i.e. 0.7, 0.8, and 0.9.
Tables 4–7 compare Expanded-Lasso with Tree-Lasso and Lasso
in terms of feature stability and predictive performance. As seen
from the tables, in terms of both JSM and SRCC Tree-Lasso is the
winner, followed by Expanded-Lasso. Turning to predictive perfor-
mance, again Tree-Lasso achieves the best AUC and Expanded-
Lasso is the runner-up. The reason behind better performance of
Tree-Lasso compared to Expanded-Lasso is because of its ability
to use intrinsic hierarchical information (correlation) between
ICD-10 features, whereas Expanded-Lasso needs to estimate this
information. However, in problems where no information about
hierarchical structure of the features is available, Expanded-Lasso
can be used as a remedy to increase the stability of Lasso in select-
ing informative features.
4.4.5. Risk factors obtained using Tree-Lasso
Identifying stable features (risk factors) can assist clinical deci-
sion making towards accurate medical prognosis. In Tables 8 and 9,
we show that risk factors selected using Tree-Lasso (with high
probability) for both Cancer and AMI datasets are consistent with
well-known risk factors used in clinical domain
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Fig. 9. Predictive performance of different classiﬁcation methods coupled with each feature selection method for AMI data.
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risk factors ICD-10 code and names, respectively and
column 3 shows the probability of presence of the risk factor in
each split of data. For example, acute respiratory failure (J96.0) inCancer dataset with probability equal to one means that this
important risk factor (based on clinical research papers) is also
considered important by Tree-Lasso and is selected in every splits
of the data.
Table 3
Comparison of Tree-Lasso with Random Forest in terms of different stability measures for both synthetic and real-world datasets.
Synthetic data (q ¼ 0) Synthetic data (q ¼ 0:8) Cancer dataset AMI dataset
Random Forest SRCC 0.4972 0.2635 0.2273 0.3175
JSM 0.6535 0.4024 0.5624 0.5276
Tree-Lasso SRCC 0.6670 0.6282 0.7458 0.6274
JSM 0.7830 0.8788 0.8850 0.7147
The best results are shown in bold fonts.
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Fig. 10. Predictive performance of Tree-Lasso compared to Random Forest for synthetic datasets. (a) q ¼ 0 and (b) q ¼ 0:8.
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when the prediction accuracy is good. To this end, we investigate
importance of stability in two ways:
4.4.5.1. Consistency over time. In some applications such as health-
care, it is important that the obtained features to be interpretableover time. For example, we need to attribute the disease of a
patient to certain risk factors consistently over time. However, in
presence of correlated features, feature selection methods such
as Lasso may select some features off and on, causing confusions
and suspicions about the model. As an example, consider
correlated features I20, I21 and I25 in AMI data that are related
Table 4
Comparison of Tree-Lasso and Lasso with Expanded-Lasso in terms of feature stability
and predictive performance on synthetic data (q ¼ 0).
Method Stability Predictive
performance
JSM SRCC AUC
Expanded_Lasso (Threshold = 0.7) 0.6693 0.2435 0.7436
Expanded_Lasso (Threshold = 0.8) 0.6247 0.1976 0.7281
Expanded_Lasso (Threshold = 0.9) 0.5925 0.1624 0.7137
Lasso 0.5773 0.1278 0.7081
Tree-Lasso 0.7830 0.6670 0.8264
The best results are shown in bold fonts.
Table 5
Comparison of Tree-Lasso and Lasso with Expanded-Lasso in terms of feature stability
and predictive performance on synthetic data (q ¼ 0:8).
Method Stability Predictive
performance
JSM SRCC AUC
Expanded_Lasso (Threshold = 0.7) 0.5753 0.5173 0.7463
Expanded_Lasso (Threshold = 0.8) 0.5162 0.5027 0.7164
Expanded_Lasso (Threshold = 0.9) 0.4587 0.4736 0.7041
Lasso 0.4080 0.4374 0.6836
Tree-Lasso 0.8777 0.6282 0.8038
The best results are shown in bold fonts.
Table 6
Comparison of Tree-Lasso and Lasso with Expanded-Lasso in terms of feature stability
and predictive performance on Cancer data.
Method Stability Predictive
performance
JSM SRCC AUC
Expanded_Lasso (Threshold = 0.7) 0.6425 0.3836 0.7538
Expanded_Lasso (Threshold = 0.8) 0.6027 0.3178 0.7315
Expanded_Lasso (Threshold = 0.9) 0.5726 0.2763 0.7136
Lasso 0.5542 0.2330 0.6925
Tree-Lasso 0.8850 0.7458 0.7982
The best results are shown in bold fonts.
Table 7
Comparison of Tree-Lasso and Lasso with Expanded-Lasso in terms of feature stability
and predictive performance on AMI data.
Method Stability Predictive
performance
JSM SRCC AUC
Expanded_Lasso (Threshold = 0.7) 0.6763 0.5531 0.5853
Expanded_Lasso (Threshold = 0.8) 0.6228 0.5129 0.5561
Expanded_Lasso (Threshold = 0.9) 0.5727 0.4836 0.5398
Lasso 0.5028 0.4738 0.5342
Tree-Lasso 0.7147 0.6274 0.6756
The best results are shown in bold fonts.
Table 8
Well-known risk factors for cancer reported by clinicians or other research papers,
which are also obtained by Tree-Lasso with high probability.
ICD-10 code Risk factor Probability of presence
(obtained by Tree-Lasso)
D24 Benign neoplasm of breast [36] 1.00
R11 Nausea and vomiting [30,58] 1.00
R06.0 Dyspnea [30,34] 1.00
R63.0 Anorexia [34] 0.98
R53 Fatigue [58] 0.95
K59.0 Constipation [30] 0.91
R19.7 Diarrhea [30] 0.90
F32 Depression [30,58] 0.87
G47.0 Insomnia [30] 0.85
E11 Type II diabetes mellitus [57,58] 0.85
Table 9
Well-known risk factors of readmission after AMI reported by clinicians or other
research papers, which are also obtained by Tree-Lasso with high probability.
ICD-10 code Feature’s name Probability of presence
(obtained by Tree-Lasso)
I50 Heart failure [5,11,14,41] 1.00
N17 Acute renal disorder [11,14,41] 1.00
I46 Cardiac arrest [28] 1.00
I20 Angina pectoris [5,14] 1.00
I21 Acute Myocardial Infarction [5] 1.00
I25 Chronic ischaemic heart disease [5] 1.00
J18 Pnemonia [11,14] 0.98
E11 Type II diabetes mellitus [14] 0.95
I10 Hypertension [5,9,28] 0.90
E83.4 Cardiorespiratory failure [11] 0.87
R07 Pain in chest [28] 0.84
E78.0 Hypercholesterolemia [9,41] 0.80
Table 10
An example that shows importance of stability in selecting correlated features.
Features I20, I21 and I25 belong to ischaemic heart diseases. Features I50 and I51 are
related to heart failure.
ICD-
10
code
Feature’s name Probability of feature
presence (Lasso)
Probability of feature
presence (Tree-Lasso)
I20 Angina pectoris 0.38 1
I21 Acute Myocardial
Infarction
1 1
I25 Chronic
ischaemic heart
disease
1 1
I50 Heart failure 0 1
I51 Complications of
heart disease
1 0
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always selected together. However, as it is shown in Table 10,
although Lasso selects I21 and I25 consistently, it selects I20 only
38% of the times. This may lead to a confusion about predictive
value of I20 for AMI related hospital readmissions.
4.4.5.2. Choosing the best explanatory features. By using an stable
feature selection method, our goal is to choose thebest explanato-
ryfeatures. For example, in AMI dataset features I50 and I51 are
both related to heart failure and so correlated. However, I50 is a
basic feature used to code ‘‘heart failure’’ and I51 is a more special-
ized feature that gives details of heart failure i.e. ‘‘complications ofheart disease’’. Based on the features used by clinicians I50 is more
important feature than I51 and selecting latter where the former is
not selected would be meaningless. As it can be seen from Table 10,
Lasso chooses I51 and ignores I50 (that is more important feature).
However, this is not the case in Tree-Lasso.
5. Conclusion
In this paper, we study the stability behavior of Tree-Lasso – a
supervised learning model that is used when features are hierar-
chical in nature and form a tree structure. We compare its stability
and prediction performance with other feature selection algo-
rithms, T-test, Information Gain, ReliefF and Lasso. Using a syn-
thetic and two real-world datasets (Cancer and Acute Myocardial
Infarction), we show that Tree-Lasso based feature selection is sig-
niﬁcantly more stable than Lasso and comparable to other methods
e.g. Information Gain, ReliefF and T-test. We further show that,
290 I. Kamkar et al. / Journal of Biomedical Informatics 53 (2015) 277–290using different types of classiﬁers such as logistic regression, Naive
Bayes, support vector machines, decision trees and Random Forest,
the classiﬁcation performance of Tree-Lasso is comparable to Lasso
and better than other methods. Our result has implications in iden-
tifying stable risk factors for many healthcare problems and there-
fore assists clinical decision making towards accurate medical
prognosis. As a future work, it would be interesting to explore
the possibilities of extending our framework to a multiple hospital
setting with an aim to reduce sample selection bias of a single hos-
pital using the ideas of supervised and unsupervised transfer learn-
ing such as shared subspace learning and multi-task learning
[15,17].
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