Abstract. In this paper, GBDT machine learning is introduced into the demand forecasting of catering e-commerce, and a weather-sensitive demand forecasting model based on GBDT is constructed. In addition, twenty-two influence factors are selected in the model, including minimum daily temperature, average temperature, highest daily temperature, minimum daily pressure, average pressure, highest daily pressure, 20-20 hours precipitation, hours of sunshine, extreme wind speed, direction of extreme wind speed, average wind speed, average aqueous vapor pressure, average relative humidity, maximum wind speed, direction of maximum wind speed, minimum relative humidity, logarithm of sales volume of last week, average difference in temperature, average difference in precipitation, promotion factor and holiday factor. Then, the model is applied to an empirical study to analyze the data and forecast the future demand. This paper also compares the results with several models including linear regression model, passenger flow model and BP neural network model. Finally, the experimental results show that the demand forecasting model based on GBDT has the highest accuracy and is an effective solution to solve the high demand fluctuation of catering e-commerce business.
Introduction
The development of the Internet has made e-commerce one of the most eye-catching industries in the new century. With the change of consumption habits, the trend of e-commercialization in the food and beverage industry has become increasingly significant. With the deepening of the concept of "Internet Plus", the "Internet + Dining" model was born. The application of catering management software has made the catering industry's emphasis on data rise to a new level [1] . At the same time, concepts such as "new retail" have risen in China in recent years, emphasizing the integration of online and offline ends, and the applications of technologies such as cloud computing and big data, breaking the past boundaries of catering, e-commerce, and retailing [2] . However, there are many problems in the retail business of catering business. Due to the poor prediction, it is hard to rationally arrange the production and supply of catering, which leads to the company often out of stock, inventory backlog and other situations, which has become an important restrictive factor for those companies. This paper focuses on food and beverage e-commerce takeout and aims to solve the demand forecasting problem. Most of the researches on this field use traditional statistical methods. Although these methods are widely used by decision makers, it is difficult to fit the complex demand process affected by many factors in reality. Recently, with the development of artificial intelligence and machine learning, some algorithms such as neural network and support vector machine (SVM) have been found and have achieved good prediction results. However, neural network has the characteristics of poor generalization ability, over-fitting, locally optimal solution. At the same time, SVM only performs well under the condition of small samples, and the performance under the condition of large samples has not been verified. To sum up, this paper attempts to break through the traditional statistical model and neural network model, from the perspective of machine learning to solve this problem.
In this paper, KFC Shanghai cold drinks sales problem is used as an empirical study. After deeply understanding the problems of KFC e-commerce, this paper innovatively introduces Gradient Boosted Decision Trees (GBDT) algorithm into the demand forecasting of weather-sensitive products. This paper describes the weather variables and screens the influencing factors, and establishes the demand forecasting model based on GBDT. And compare it with other statistical models to evaluate the quality of the model. The experimental results show that the prediction accuracy of the demand forecasting model based on GBDT is better than other models, which provides a powerful solution to the demand forecasting problem of a class of products of catering e-commerce.
Literature review

Weather sensitivity demand theory
Recalling the previous research on the theory of weather sensitivity demand, in 1983, Persinger and Levesque [3] discussed the relationship between temperature, relative humidity, wind speed, sunshine hours, atmospheric pressure, and geomagnetic activity and people's mood, proving that people's mood is affected by the weather. Similarly, Julie Travers [4] et al. have psychologically demonstrated the impact of climate change on customer purchasing patterns by surveying consumers' seasonal distribution of clothes and purchases over the course of a year in the form of questionnaires. In addition, some areas have gradually proved that weather affects people's behavior patterns. For example, Saunders [5] and Trombley [6] have proved the impact of weather on stock trading. In marketing, Kyle B. Murray [7] demonstrated the effect of weather on people's consumption choices through data from a tea experiment. In addition, research and data continue to prove the close relationship between weather and business, especially sales. For example, a survey by the Meteorological Bureau's data analysis department shows that the UK's food and clothing industries have increased their sales by about 450 million yuan a year with weather forecasts [8] . Kincade [9] et al. have also verified the high correlation between weather and sales volume. In view of the description of weather variables, Huang [10] uses fuzzy logic to process weather information and time series to predict the energy industry. However, this method has little reference significance for the retail industry. He Rong, Zeng Gang [11] put forward the concept of quantifying rainfall for the first time in this paper, which divides rainfall into different levels. They also quantifies and classifies days into different type. Then they add these factors to model and achieve good results. In addition, the concept of "meteorological comfort" put forward by Zhang Furen [12] in the prediction of building energy consumption is of great significance to this paper. The purpose of meteorological comfort is to describe the effect of weather on energy consumption with human comfort. In view of the study of influence factors, the idea of Divakar [13] forecasting prices and adding them as variables to the forecasting model is also instructive. Divakar designed a sales forecasting model and a decision-making system, in which price, temperature, holidays, new product input and other factors were taken into account. Lam [14] and so on have realized the role of sales promotion by showing store performance: attractiveness and consumption impact. Its innovation lies in the decomposition of sales volume and the establishment of a functional model for numerical prediction of passenger flow, human flow, transaction ratio and average consumption. Huang Hanwen [15] transforms the passenger flow, transaction ratio and average consumption into influencing factors, and establishes a sales forecasting model based on the store passenger flow, and achieves good forecasting results. The study of Zhao HX Moore [16] mentions the seasonally lagged signal, which proves the lag of the weather influence. Inspired by Tang Hao's research, this paper defines the concept of "continuous sunny days" and gives an analysis and explanation with examples [17] . In addition, the paper quantifies the hysteresis effect of precipitation, decomposes the daily precipitation influence coefficient into three-day precipitation influence cumulative, and uses particle swarm optimization method to solve the daily precipitation influence coefficient. Mo Jiangtao [18] uses cubic function to fit seasonal demand of products, but this function fitting method is not helpful to our research. Arunraj [19] et al. uses Box-and-Whisker plot method, proved the different sensitivity of different products in different seasons. Each month is input into the model as a single 0,1 variable to predict and achieve certain results, which has a certain reference significance for our research. Wei Wanhu and Zhang Hongyan [20] found that the sultry summer in Wuhan is not only related to the average temperature rise, but also related to the lowest temperature rise, that is, the temperature difference could influence the air conditioning sales to a certain extent. These former researches bring new enlightenment to this paper. In this paper, based on the study of Wei Wanhu and Zhang Hongyan, the difference in temperature and rainfall was included in the impact factors when establishing the prediction model. 
Previous weather sensitivity demand forecasting model
Celia Frank [21] summarizes the early demand forecasting methods, which are divided into moving average, autoregressive forecasting and sales forecasting models that combine the two. At the same time, the limitations of these early models are pointed out: the external environment, including size, price and color, cannot change. Zhao Chengbai and Mao Chunmei [22] proposed a linear residual model to predict the long-term trend of carbon emission intensity in China. This model takes into account the nonlinear characteristics of carbon emissions, and decomposes the time series data structure of carbon emission intensity into linear and nonlinear residual parts. This decomposition idea can be used in our prediction of food sales. In addition, Jing Yaping, Zhang Xin and Luo Yan [23] combined the BP neural network prediction model with the grey GM (1,1) model, and added Markov chain to modify it, established a combination model for urban water demand prediction and achieved higher accuracy. However, these models are black box model, which means that the impact of factors on the final variable cannot be well explained. Gao Jun and Tan Chongli [24] proposed a class of support vector machine methods for product demand forecasting. SVM is a new generation of machine learning technology based on statistical learning theory. It can better solve the problems that traditional statistical model and neural network model cannot solve. Compared with other models, this model provides inspiration for this paper. As a result, this paper tries to break through the traditional statistical model and neural network model and select the model from the perspective of machine learning.
Research on GBDT model
In recent years, the excellent performance of the gradient lifting tree algorithm (GBDT) in Kaggle contest provides inspiration for the model selection in this paper. Zheng Kaiwen and Yang Chao [25] used GBDT algorithm to carry out short-term load forecasting research. At the same time, combined with the real load value and weather data in Zunyi, the empirical analysis shows that the GBDT algorithm has a good effect in the field of load forecasting with high forecasting accuracy. Gui Liangming, Xia Yongjun and Li Haishan [26] based on random forest (RF) algorithm and GBDT algorithm to establish RF-GBDT model for coal-fired boiler gas emissions prediction, and combined with its SVM, RF model comparison, found that the prediction model based on RF-GBDT is more accurate. The application of the above GBDT algorithm in the prediction field is of great significance to this article. In the catering industry, there are many competitors, the market is easy to enter, and the sales are easily affected by the weather, high sales sometimes appear in a very short period of time. In such a red sea market, a precise demand forecasting system is particularly important. Compared with other industries, the demand change of the catering industry involves many factors, and various factors will influence each other. This leads to the problem of collinearity if traditional statistical methods are used. Also, it does not fit well the complex relationship between variables in reality. Although SVM can solve this problem to a certain extent, in the actual catering industry decision-making scenario, the number of samples involved is huge, and the performance of SVM has not been verified. In summary, GBDT can fit the complex relationship between variables better than traditional statistical methods. Compared with neural network and SVM, GBDT has the advantages of preventing over-fitting, efficient sample extraction and strong generalization ability. This paper chooses hot drinks sales in KFC stores in Shanghai as an empirical study. The sales of hot drinks are directly affected by weather and seasonal factors. As a result, this paper establishes a demand forecasting model based on GBDT to solve the problem.
Demand forecasting model based on GBDT
Empirical setting
This research is based on Python and it uses the SCIKIT-LEARN toolkit in Python to program. This toolkit is one of the most famous toolkits for machine learning in Python. It provides default parameters of GBDT, which is convenient for people to optimize the model and it has a good application effect. The experimental data were obtained from hot drinks sales data of KFC stores in Shanghai and weather data of corresponding dates. The training data range from January 30, 2012 to December 30, 2013. The predicted data range from January 6, 2014 to October 27, 2014. This paper chooses 22 influence factors including: minimum daily temperature, average temperature, highest daily temperature, minimum daily pressure, average pressure, highest daily pressure, 20-20 hours precipitation, hours of sunshine, extreme wind speed, direction of extreme wind speed, average wind speed, average aqueous vapor pressure, average relative humidity, maximum wind speed, direction of maximum wind speed, minimum relative humidity, logarithm of sales volume of last week, average difference in temperature, average difference in precipitation, promotion factor and holiday factor. Before importing data in this paper, this paper uses Z-score method to standardize the data first. 
Basic assumption
(1) Demand of product is related to time. In order to reduce the influence of seasonality such as holiday effect, data cleaning is compulsory.
(2) Since rainfall has lag effect on the demand of product, the amount of precipitation is decomposed and revised based on lag effect.
(3) This paper only consider the effect of rainfall on next two days. 
Symbols and definitions
The weather sensitivity GBDT-based model
Entry factor
According to the empirical evidence and reality of retail industry, this paper chooses 22 entry factors including: minimum daily temperature, average temperature, highest daily temperature, minimum daily pressure, average pressure, highest daily pressure, 20-20 hours precipitation, hours of sunshine, extreme wind speed, direction of extreme wind speed, average wind speed, average aqueous vapor pressure, average relative humidity, maximum wind speed, direction of maximum wind speed, minimum relative humidity, logarithm of sales volume of last week, average difference in temperature, average difference in precipitation, promotion factor and holiday factor.
Decomposing of precipitation lag effect
Due to the impact of precipitation lag effect, rainfall could influence the demand of product in the next few days. This paper only considers the impact of the next two day. The lag effect of precipitation is calculated by following formula:
Where k 1 , k 2 , k 3 represent coefficients of lag effect, and the sum of these three coefficients is 1. This paper chooses Particle Swarm Optimization as calculation method.
Gradient boosted decision trees
Gradient Boosted Decision Trees (GBDT) is an iterative decision tree algorithm proposed by Jerome Friedman in 1999 [25] . GBDT generates a weak classifier through multiple iterations, and each classifier is trained on the basis of the residual of the previous classifier. The requirements for weak classifiers are low variance and high bias. The training process is to improve the accuracy of the final classifier by reducing the deviation. GBDT usually choose classification regression trees as weak classifiers. Because of these high deviations and simple requirements, the depth of each classification tree is not very deep. And the final total classifier is obtained by weighting sum of weak classifiers which are obtained from every training process. The model can be described as following formula:
When the model predicts, for an input sample instance, it first gives an initial value, and then traverses each decision tree. Each tree adjusts and corrects the predicted value. The final result is to accumulate the results of each decision tree and get the predicted results. The algorithm idea is shown in Figure 2 . In order to determine the gradient of residual reduction, the concept of loss function is introduced here. The loss number used in this experiment is shown in following formula. Figure 2 . The idea of GBDT algorithm.
Model validation MAPE (Mean Absolute
Percentage Error MAPE) is chosen here as the evaluating indicators of forecasting result. The smaller the MAPE value, the more accurate the prediction result is.
MAPE could be measured as the following formula: Figure 3 . Forecasting framework.
Results and discussion
The GBDT prediction result is shown in the figure 4. And the MAPE value is 12.18%.
As for passenger flow model, in the 17-21 weeks, 38-43 weeks of these two periods, there is a large forecast bias. And we found that during these two periods, the holiday factor changes from 0 to 1. This shows that the model has some problems in fitting the relationship between holiday and sales and other variables.
As for sales volume linear regression, there is a large deviation in the 38 to 43 weeks. Through the analysis of the original input data, we found that the traditional linear regression model cannot well fit the relationship between different variables. In real life, the impact on sales varies with the degree of promotional activities and the importance people place on holidays, which explains why linear models can't keep up with the actual growth trend in 38-43 weeks.
As for BP neural network, the overall performance of the model is not up to our expectations. Because of the training mechanism of BP model, it is easy to fall into the local optimal solution and the generalization ability is poor.
As for GBDT model, comparing with the linear sales model and passenger flow model, the model can better fit the complex relationship between different variables. By analyzing weekly fitting data, we find that the overall forecast trend is correct, but there is always a slight deviation. In view of this deviation, we consider that the problem lies in the setting of virtual variables. We set the festival influence factor and promotion influence factor as a virtual 0-1 variable, which leads to the model may not be able to identify different degrees of promotion activities and different holidays on sales. In view of this, the future direction of improvement is to fit and classify some influencing factors before the season, for example, according to the degree of promotion, the promotion activities are classified. Improvements based on this point may make the model perform better in forecasting. 
Conclusions
This paper establishes a product demand forecasting model based on GBDT, and uses GBDT to forecast the demand of a catering e-commerce business. The results show that GBDT demand forecasting model has the highest forecasting accuracy compared with other forecasting models (sales linear regression model, passenger flow model and BP neural network model). As a result, product demand forecasting based on GBDT model can effectively solve the problem of enterprise demand forecasting, improve enterprise profits, provide a strong reference for inventory management and production, reinforce decision-making and enhance the core competitiveness of enterprises. And we will improve the GBDT forecasting model by implementing other frontier algorithms and combine it with the inventory decision model as a further study.
