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ON REFLECTION ORDERS COMPATIBLE WITH A COXETER ELEMENT
HENRI MU¨HLE
Abstract. In this article we give a simple, almost uniform proof that the lattice of
noncrossing partitions associated with a well-generated complex reflection group
is lexicographically shellable. So far a uniform proof exists only for Coxeter
groups. In particular we show that, for a well-generated complex reflection group
W and some Coxeter element γ ∈ W, every γ-compatible reflection order is a
recursive atom order of the corresponding lattice of W-noncrossing partitions.
1. Introduction
In the past few years the field of Coxeter-Catalan combinatorics has become a
very active and fruitful research area with an effect on many branches of math-
ematics, such as group theory, topology, free probability, representation theory
of quivers, or the theory of cluster algebras. One of the most prominent objects
relating all these branches is the lattice of noncrossing partitions associated with
a well-generated complex reflection group, see [3, 6, 8, 9, 15, 20, 26]. The study
of these objects was initiated by Kreweras’ investigation of noncrossing set parti-
tions, see [21]. He showed that these set partitions are enumerated by the classical
Catalan numbers, and that they form a lattice when ordered by refinement. More-
over, Kreweras computed the values of their Mo¨bius function. It was also shown
that these lattices have several other nice properties, see for instance [31, 32].
Biane observed in [7] that the lattice of noncrossing set partitions can be seen
as an interval in the absolute order on the symmetric group. This connection was
then used by Brady and Watt as well as Bessis to define W-noncrossing partition
lattices, denoted by NCW , for every well-generated complex reflection group W,
see [3,4,16]. In the last years many explicit bijections between the W-noncrossing
partitions and other Coxeter-Catalan objects have been found, provided thatW is
a Coxeter group. These Coxeter-Catalan objects include W-nonnesting partitions,
W-clusters, sortable elements or facets of certain subword complexes, see [1, 20,
25, 26].
In this article we provide a new and simple proof of the lexicographic shella-
bility of the lattice NCW , where W is some well-generated complex reflection
group. The main motivation for the study of the lexicographic shellability of
posets comes from its deep topological impact. The order complex of a lexico-
graphically shellable poset is shellable and hence Cohen-Macaulay. Moreover, it
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is homotopy equivalent to a wedge of spheres, and we can compute the Betti
numbers of this poset from the labeling. Another nice property of such posets
is a certain “connectedness”. More precisely, whenever we have two maximal
chains C and C′ in a lexicographically shellable poset that differ in more than
one element, then we can find a sequence of maximal chains starting with C and
ending with C′ such that two consecutive chains in this sequence differ by exactly
one element.
The lexicographic shellability of NCW was shown in type A by Bjo¨rner [10],
in type B by Reiner [27], and uniformly for all Coxeter groups by Athanasiadis,
Brady and Watt [2]. The latter paper also introduced the notion of a reflection
order compatible with a Coxeter element, and showed that these orders have a
close connection to the lexicographic shellability of NCW . For the remaining well-
generated complex reflection groups, the lexicographic shellability of NCW was
shown case-by-case in [24]. Again the crucial tool was a certain total order on the
reflections that satisfies a compatibility condition similar to that used in [2].
The results mentioned in the previous paragraphwere obtained by using a spe-
cial form of lexicographic shellability, called EL-shellability. In this article we con-
sider a slightly different form of lexicographic shellability, called CL-shellability.
This concept was introduced in [12, 13]. It was shown in [13] that EL-shellability
implies CL-shellability, and that all topological properties of EL-shellable posets
hold as well for CL-shellable posets. However, it is not known whether CL-
shellability is indeed a weaker concept than EL-shellability. The advantage of
CL-shellability is that it admits a recursive formulation in terms of a certain total
order on the atoms of the poset in consideration. Our main theorem states that
every reflection order of W that is compatible with a Coxeter element of W is
indeed such a recursive atom order.
Theorem 1.1. Let W be a well-generated complex reflection group and let γ ∈ W be a
Coxeter element. Let Tγ denote the set of reflections of W lying below γ in absolute order.
Every γ-compatible reflection order of Tγ is a recursive atom order of NCW(γ).
We will see later on that the proof of Theorem 1.1 requires only few simple
results on complex reflection groups, in particular it does not rely on the reflec-
tion representation of these groups. However, it needs the fact that the elements
in NCW(γ) are Coxeter elements in some parabolic subgroup of W in their own
right, and for this result no uniform proof is available. (There exists such a uni-
form proof for Coxeter groups, though.) Except for this the proof of Theorem 1.1
is uniform.
It was shown in [2, 24] that compatible reflection orders exist for all well-
generated complex reflection groups, see also Proposition 3.5 below. (Again this
is known uniformly for Coxeter groups.) Thus the desired result on the lexico-
graphic shellability of NCW is an immediate consequence.
Theorem 1.2. The lattice NCW(γ) is CL-shellable for every well-generated complex
reflection group W and every Coxeter element γ ∈W.
In Section 2 we recall the necessary definitions. In particular we briefly in-
troduce complex reflection groups in Section 2.1, we recall the definition of non-
crossing partitions in Section 2.2, and we recall the definition of recursive atom
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orders and CL-shellability in Section 2.3. In Section 3, we prove Theorems 1.1 and
1.2. We conclude this article with a short example in Section 4.
2. Preliminaries
An extensive introduction to complex reflection groups is [23], and a recent
exposition on the theory of Coxeter elements in well-generated complex reflection
groups is [28]. The seminal work on CL-shellable posets and recursive atom
orders is [13].
2.1. Complex Reflection Groups. Let V be an n-dimensional complex vector
space and let U(V) denote the group of unitary transformations on V. A complex
reflection is a unitary transformation on V that fixes a hyperplane pointwise. A
complex reflection group is a subgroup W ≤ U(V) generated by complex reflec-
tions. If W can be realized as a group of transformations acting on a real vector
space, then W is a real reflection group. The first classification of real reflection
groups was given by Coxeter in [19], and we thus refer to these groups as Coxeter
groups rather than as real reflection groups. The group W is irreducible if it does
not fix a proper subspace of V, and a parabolic subgroup of W is a subgroup of W
that fixes a subspace of V pointwise. Moreover, W is well-generated if it can be
generated by n reflections.
SinceW is a complex reflection group, every w ∈W can be written as a product
of reflections. Let T denote the set of all reflections of W. We define the absolute
length on W by
ℓT : W → N, w 7→ min{k | w = ti1ti2 · · · tik for ti j ∈ T for 1 ≤ j ≤ k},
and we define the absolute order on W by
u ≤T v if and only if ℓT(v) = ℓT(u) + ℓT(u
−1v).
If ℓT(w) = k, then we call a product w = ti1ti2 · · · tik , where ti j ∈ T for j ∈
{1, 2, . . . , k}, a reduced T-decomposition of w. The next lemma states that T is closed
under conjugation.
Lemma 2.1 ([23, Lemma 1.9]). For every t ∈ T and every w ∈W, we have w−1tw ∈ T.
In [30] the irreducible complex reflection groups were completely classified.
There exists one infinite family, indexed by three parameters d, e, n where n de-
notes the dimension of V and d and e are integers such that e divides d, as well
as 34 exceptional groups, denoted by G4,G5, . . . ,G37. This classification contains
Coxeters classification of the real reflection groups from [19]. In particular we
have the following isomorphisms, see [23, Example 2.11] or [18]:
• the group G(1, 1, n) for n ≥ 2 is isomorphic to the Coxeter group An−1,
• the group G(2, 1, n) for n ≥ 2 is isomorphic to the Coxeter group Bn,
• the group G(2, 2, n) for n ≥ 4 is isomorphic to the Coxeter group Dn,
• the group G(d, d, 2) for d ≥ 3 is isomorphic to the Coxeter group I2(d),
• the group G(2, 2, 3) is isomorphic to the Coxeter group A3,
• the group G(2, 2, 2) is isomorphic to the reducible Coxeter group A1× A1.
Moreover, the exceptional irreducible Coxeter groups can be found among the 34
exceptional complex reflection groups.
4 HENRI MU¨HLE
2.2. Coxeter Elements and Noncrossing Partitions. For every irreducible com-
plex reflection group W there exists a set of basic invariants, called the degrees of
W. See for instance [28, Section 1] for a precise definition. IfW is well-generated,
then the largest degree is called the Coxeter number of W, and it is usually denoted
by h. According to [33], an element w ∈ W is regular if it has an eigenvector v
that does not lie in one of the reflection hyperplanes of W. If ζ is the eigenvalue
of w with respect to v, then we say that w is ζ-regular. If ζ is a d-th root of unity,
then it follows from [33, Theorem 4.2] that the order of w is also d, and we call
d a regular number. If W is irreducible and well-generated, then it follows from
[22, Theorem C] that the Coxeter number h is always a regular number.
Definition 2.2 ([28, Definition 1.1]). Let W be an irreducible well-generated complex
reflection group. A Coxeter element is a regular element of W that has order h.
We have the following result concerning Coxeter elements in parabolic sub-
groups of W.
Proposition 2.3 ([29, Proposition 6.3(i),(ii)]). Let W be an irreducible well-generated
complex reflection group and let w ∈W. The following are equivalent:
(i) w is a Coxeter element in a parabolic subgroup of W; and
(ii) there is a Coxeter element γw ∈W such that w ≤T γw.
We call w a parabolic Coxeter element if it satisfies one of the properties stated in
Proposition 2.3.
In the remainder of this article, unless otherwise stated, we let W denote an
irreducible well-generated complex reflection group, we let ε denote the identity
of W, and we let γ denote a Coxeter element of W. Let
NCW(γ) = {w ∈W | ε ≤T w ≤T γ}
be the set of W-noncrossing partitions. The poset NCW(γ) =
(
NCW(γ),≤T
)
is
called the lattice of W-noncrossing partitions. The fact that this poset is indeed a
lattice was shown by a collaborative effort of several authors, see [3, 5, 14, 16]. In
[17] Brady and Watt gave a uniform proof of the lattice property of NCW(γ) for
Coxeter groups. Moreover, NCW(γ) is graded and self-dual. For more properties
of the lattice NCW(γ) we refer for instance to [28] and the references given there.
The next result states that the structure of the lattice NCW(γ) does not depend
on the choice of Coxeter element γ.
Proposition 2.4 ([28, Corollary 1.6]). Let W be an irreducible well-generated complex
reflection group and let γ, γ′ ∈ W be two Coxeter elements. The posets NCW(γ) and
NCW(γ
′) are isomorphic.
The following lemma states that NCW(γ) has an intrinsically recursive struc-
ture.
Lemma 2.5. Let u, v ∈ NCW(γ) with u ≤T v. The map f (x) = ux is a poset isomor-
phism from [ε, u−1v] to [u, v].
Proof. Let x, y ∈ NCW(γ)with x⋖T y ≤T u
−1v. By definition there exists some t ∈
Tγ with y = xt. Then we have f (y) = uy = uxt = f (x)t and thus f (x)⋖T f (y),
and vice versa. Hence f is indeed a poset isomorphism. 
ON REFLECTION ORDERS COMPATIBLE WITH A COXETER ELEMENT 5
Remark 2.6. In fact, Coxeter elements and the noncrossing partition lattices are so
far only defined for irreducible well-generated complex reflection groups. How-
ever, if W is reducible, then by definition we can write W ∼= W1 ×W2 × · · · ×Wk,
where for each i ∈ {1, 2, . . . , k} the factorWi is an irreducible well-generated com-
plex reflection group. For i ∈ {1, 2, . . . , k} let γi denote a Coxeter element of Wi.
The product γ = γ1γ2 · · ·γk can be taken as a substitute for a Coxeter element of
W, and it follows then immediately that
NCW(γ) ∼= NCW1(γ1)×NCW2(γ2)× · · · ×NCWk(γk),
where NCW(γ) denotes the interval [ε, γ] in (W,≤T).
2.3. Recursive Atom Orders and CL-Shellability. Let P = (P,≤) be a bounded
poset, i.e. P has a least element 0ˆ and a greatest element 1ˆ. A chain of P is a
totally ordered subset C ⊆ P, i.e. we can uniquely write C = {p1, p2, . . . , ps} with
p1 < p2 < · · · < ps. A cover relation in P is a pair (p, q) with p, q ∈ P such that
p < q and there is no element x ∈ P with p < x < q. In this case we usually write
p⋖ q. An element p ∈ P with 0ˆ⋖ p is called an atom of P . A maximal chain of P is
a chain C = {p1, p2, . . . , ps} such that 0ˆ = p1 ⋖ p2⋖ · · ·⋖ ps = 1ˆ, and we denote
by M(P) the set of maximal chains of P . The poset P is graded if all maximal
chains have the same cardinality, and in this case the length of P is the cardinality
of a maximal chain minus one.
Let E ⋆(P) =
{
(C; p, q) | C ∈ M(P), p, q ∈ C, p⋖ q
}
. A chain-edge labeling of
P is a map λ : E ⋆(P) → N such that the following condition is satisfied: if two
maximal chains coincide along their first d edges, then their labels also coincide
along these edges. A rooted interval of P is a pair
(
[p, q], R
)
, where [p, q] = {x ∈
P | p ≤ x ≤ q}, and where R is a maximal chain from 0ˆ to p, the so-called root
of [p, q]. A maximal chain C = {p1, p2, . . . , ps} in a rooted interval
(
[p, q], R
)
is
increasing (with respect to a chain-edge labeling λ) if the tuple
λ(R;C) =
(
λ(R ∪ C; p1, p2), λ(R ∪ C; p2, p3), . . . , λ(R∪ C; ps−1, ps)
)
is strictly increasing. Moreover, if C′ is another maximal chain in
(
[p, q], R
)
, then
C precedes C′ (with respect to a chain-edge labeling λ) if λ(R;C) is lexicographically
smaller than λ(R;C′).
Definition 2.7 ([13, Definition 2.2]). Let P be a graded poset. A chain-edge labeling
is a CL-labeling of P if for every rooted interval
(
[p, q], R
)
of P there exists a unique
increasing maximal chain C in
(
[p, q], R
)
, and this chain precedes every other maximal
chain in this rooted interval.
Consequently we call a graded poset CL-shellable if it admits a CL-labeling. It
was shown in [13, Proposition 2.3] that the order complex of a CL-shellable poset
is shellable, and hence Cohen-Macaulay. In particular it is homotopy equivalent
to a wedge of spheres. It was also shown in [13] that there is an equivalent,
recursive formulation of CL-shellability.
Definition 2.8 ([13, Definition 3.1]). Let P = (P,≤) be a graded poset with greatest
element 1ˆ, and let a1, a2, . . . , as denote its atoms. P is said to admit a recursive atom
order if and only if either P has length 1 or there exists a total order a1 ≺ a2 ≺ · · · ≺ as
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satisfying the following:
for all j ∈ {1, 2, . . . , s}, the interval [aj, 1ˆ] admits a recursive atom order in
which the atoms of [aj, 1ˆ] that come first in the order are those that cover some
ai for i < j, and
(R1)
for all i, j ∈ {1, 2, . . . , s} and some y ∈ P with i < j and ai, aj ≤ y, there exists
some k ∈ {1, 2, . . . , s} with k < j and some z ∈ P with ak, aj ⋖ z ≤ y.
(R2)
Of course the total order ≺ in Definition 2.8 is itself called a recursive atom order.
Theorem 2.9 ([13, Theorem 3.2]). A graded poset P admits a recursive atom order if
and only if it is CL-shellable.
Remark 2.10. The proof of Theorem 2.9 implies that we do not gain anything by
considering arbitrary posets in the definition of CL-labelings. It is, however, not
forbidden to consider chain-edge labelings whose label set is not the integers.
3. Proof of the Main Theorems
The definition of a reflection order is standard in the theory of Coxeter groups,
see for instance [11, Section 5.2]. In [2, Definition 3.1] a more specialized notion
was introduced, namely that of a reflection order compatible with a Coxeter ele-
ment. However, this notion was defined using the root system of a Coxeter group.
We generalize this concept by dropping the dependence on a root system, and
hence allowing a generalization to all well-generated complex reflection groups.
Definition 3.1. Let W be a well-generated complex reflection group and let γ ∈ W be a
Coxeter element. Let Tγ denote the set of reflections of W lying below γ in absolute order.
A total order ≺ of Tγ is a γ-compatible reflection order if for every w ∈ NCW(γ) with
ℓT(w) = 2 there exists a unique reduced T-decomposition w = rt with r ≺ t.
See Remark 2.6 for the notion of Coxeter elements in reducible well-generated
complex reflection groups. We sometimes call a reduced T-decomposition w = rt
with r ≺ t increasing. We first prove some properties of γ-compatible reflection
orders.
Lemma 3.2. Let w ∈ NCW(γ) with ℓT(w) = 2, and let ≺ denote the restriction of a
γ-compatible reflection order of NCW(γ) to the interval [ε,w]. If w = rt is the unique
rising reduced T-decomposition of w, then r is minimal and t is maximal with respect to
≺.
Proof. The fact that w = rt is the unique rising reduced T-decomposition of w
follows by definition. Let rmin denote the minimal reflection below w with respect
to ≺. By definition there exists a reduced T-decomposition w = rmint1 for some
t1 ∈ Tγ ∩ [ε,w]. Since rmin is minimal it follows that rmin ≺ t1 and hence r = rmin.
Now let rmax denote the maximal reflection below w with respect to ≺. Again,
by definition, there exists a reduced T-decomposition w = rmaxt2 for some t2 ∈
Tγ ∩ [ε,w]. In view of Lemma 2.1 there exists another reduced T-decomposition
w = t3rmax, where t3 = (r
−1
maxt2rmax). Since rmax is maximal it follows that t3 ≺
rmax and hence t = rmax. 
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Lemma 3.3. Let ≺ be a γ-compatible reflection order of Tγ. For w ≤T γ the order ≺
restricts to a w-compatible reflection order of Tw.
Proof. This follows immediately from the fact that every rank-2 interval in [ε,w]
is also a rank-2 interval in [ε, γ]. 
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. We proceed by induction on ℓT(γ). If ℓT(γ) ≤ 2, then the
claim is trivially true. So let ℓT(γ) > 2, and suppose that the claim is true for all
parabolic Coxeter elements w <T γ. Let ≺ be a γ-compatible reflection order of
Tγ, and label the elements of Tγ accordingly, i.e. Tγ = {t1, t2, . . . , tN} with ti ≺ tj
if and only if i < j. In what follows “minimal” and “maximal” are always used
with respect to ≺.
First we show that ≺ satisfies (R1). Fix tj ∈ Tγ. In view of Lemma 2.5 it fol-
lows that [tj, γ] ∼= [ε, t
−1
j γ], and we write w = t
−1
j γ. In view of Proposition 2.3 the
element w is a parabolic Coxeter element with ℓT(w) < ℓT(γ), and Lemma 3.3
implies that ≺ restricts to a w-compatible reflection order of Tw. Thus by in-
duction hypothesis we conclude that the isomorphism from Lemma 2.5 yields
a total order of the atoms of [tj, γ], which is a recursive atom order of [tj, γ] in
its own right, and we denote this order by ⊏. Let a1, a2, . . . , as denote the atoms
of [tj, γ] indexed increasingly with respect to ⊏. Let F(tj) denote the subset of
{a1, a2, . . . , as} consisting of the elements that cover some ti ∈ Tγ with ti ≺ tj, i.e.
F(tj) =
{
ak | 1 ≤ k ≤ s and there exists ti ∈ Tγ with ti ⋖T ak and ti ≺ tj
}
.
We need to show that the elements in F(tj) come first in ⊏, and we proceed by
contradiction. Suppose that there are indices k, l ∈ {1, 2, . . . , s} such that ak ⊏ al
but ak /∈ F(tj) and al ∈ F(tj). In particular, there exists some ti ∈ Tγ with ti ⋖T al
and ti ≺ tj. Since tj ⋖T ak we can write ak = tjr for some r ∈ Tγ, and since
ak /∈ F(tj) we conclude tj ≺ r. Analogously, since tj ⋖T al we can write al = tjr
′
for some r′ ∈ Tγ. It follows from ti ≺ tj that tj is not the minimal reflection below
al , and hence Lemma 3.2 implies r
′ ≺ tj. Now ak ⊏ al implies together with
Lemma 2.5 that t−1j ak ≺ t
−1
j al . We obtain
tj ≺ r = (t
−1
j tj)r = t
−1
j (tjr) = t
−1
j ak ≺ t
−1
j al = t
−1
j (tjr
′) = (t−1j tj)r
′ = r′ ≺ tj,
which is a contradiction. Hence (R1) is satisfied.
Now we show that ≺ satisfies (R2). Fix ti, tj ∈ Tγ with ti ≺ tj, and pick some
w ∈ NCW(γ) with ti, tj ≤T w. If w <T γ, then the claim follows by induction
hypothesis. Thus let w = γ, and assume that for every r ∈ Tγ with r ≺ tj there
does not exist an element z ∈ NCW(γ)with r, tj⋖T z. Moreover choose tj maximal
with respect to this property. Define
C =
{
t ∈ Tγ | there exists some z ∈ NCW(γ) with t, tj ⋖T z
}
.
Since NCW is graded there exists some z ∈ NCW(γ) with z = tjr. It follows from
Lemma 2.1 that C is not empty, and it follows by assumption that j < N. Let t be
the minimal reflection in C. By assumption we have tj ≺ t. Since t ∈ C we can
find some y ∈ NCW(γ) with t, tj ⋖T y, and by definition we can write y = tr. If
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t ≺ r, then this is the only reduced T-decomposition with this property since ≺
is γ-compatible. By definition we can also write y = tjr
′ for some r′⋖T y, and the
previous implies that r′ ≺ tj, which contradicts the choice of tj. Thus r ≺ t, which
implies with the minimality of t that r /∈ C. The only reflection below y that is
not in C is tj, which implies r = tj. Hence we can write y = ttj. Let ⊏ denote the
total order of the atoms of [t, γ], which is induced by ≺ under the isomorphism
from Lemma 2.5. Further let y′ ∈ NCW(γ) satisfy t, ti ≤T y
′. (Such an element
exists since NCW(γ) is bounded.) We distinguish two cases.
(i) Let ℓT(y
′) < n. By induction hypothesis, we can find some reflection r ≤T y
′
with r ≺ t and some z ∈ NCW(γ) with r, t⋖T z ≤T y
′. We write z = tr′. Since
ti ≺ t it follows that t is not minimal below z. Thus Lemma 3.2 implies r
′ ≺ t.
(ia) Let r′ = tj. It follows that z = ttj = y. Thus we have ti ≤T y
′ and tj ≤T z ≤T
y′. Since y′ <T γ the claim follows by induction hypothesis.
(ib) Let r′ ≺ tj. It follows that z ⊏ y. By induction hypothesis we can find some
atom z′ in [t, γ] with z′ ⊏ y, and some x′ ∈ NCW(γ) with z
′, y⋖T x
′. In particular,
we can write z′ = ts and x′ = tx. Now Lemma 2.5 implies s ≺ tj and s, tj ⋖T x,
which contradicts the assumption.
(ic) Let tj ≺ r
′. By assumption and by induction hypothesis tj is the minimal
reflection below t−1γ. Let s denote the second smallest reflection below t−1γ.
By induction hypothesis there exists an element z′ ∈ NCW(γ) with tj, s ⋖T z
′.
Thus s ∈ C and hence t  s. Since r′ = t−1z ≤T t
−1γ and r′ 6= tj we conclude
s  r′ ≺ t  s, which is a contradiction.
(ii) Let ℓT(y
′) = n. If for every r ≺ t there does not exist some z ∈ NCW(γ)
with r, t⋖T z, then, since tj ≺ t, we obtain a contradiction to the maximality of tj.
Hence we can find such r and z. Once more we can write z = tr′, and since t is
not minimal below z, Lemma 3.2 implies r′ ≺ t. Now we obtain a contradiction
analogously to case (i).
Hence in both cases we obtain a contradiction, which implies that our assump-
tion is false. We can thus find some r ∈ Tγ with r ≺ tj and some element
z ∈ NCW(γ) with r, tj ⋖T z ≤T γ as desired. Hence ≺ satisfies (R2), and we are
done. 
Remark 3.4. The converse of Theorem 1.1 does not hold, i.e. there are recursive
atom orders of NCW(γ) that are not γ-compatible.
Consider for instance W = G(3, 3, 2), namely the dihedral group of order 6, or
equivalently the symmetric group on {1, 2, 3}. Let t1, t2 and t3 denote its reflec-
tions. We can interpret these reflections as transpositions, say t1 = (1 2), t2 =
(2 3) and t3 = (1 3). Consider the Coxeter element γ = t1t2. The corre-
sponding lattice NCG(3,3,2)(γ) is shown in Figure 1. There are three reduced
T-decompositions of γ, namely
γ = t1t2 = t2t3 = t3t1.
We notice that among the six total orders of Tγ = {t1, t2, t3} exactly three are
γ-compatible, namely
t1 ≺ t3 ≺ t2, t2 ≺ t1 ≺ t3, t3 ≺ t2 ≺ t1,
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ε
t1 t2 t2
γ
Figure 1. The lattice NCG(3,3,2).
while the other three total orders yield two increasing reduced T-decompositions
of γ. However, it is obvious that every total order of Tγ is a recursive atom order
of NCG(3,3,2)(γ).
The next result states that γ-compatible reflection orders exist for all well-
generated complex reflection groups.
Proposition 3.5. Let W be a well-generated complex reflection group, and let γ ∈W be
a Coxeter element. There exists a γ-compatible reflection order of Tγ.
Proof. Suppose first that W is irreducible. Theorem 4.1 in [2] states (uniformly)
that for every Coxeter group there exists a Coxeter element γ such that we can
find a γ-compatible reflection order in the sense of [2, Definition 3.1]. Since these
orders are also γ-compatible in our sense, Proposition 2.4 implies that the claim
holds for all Coxeter groups.
It is well-known that NCG(d,1,n)
∼= NCBn , see for instance [5, p. 42] or [24,
Proposition 4.1]. Hence in view of the previous paragraph, we conclude that the
claim is true for the groups G(d, 1, n), where d, n ≥ 2.
IfW = G(d, d, n) for d, n ≥ 3, then [24, Lemma 3.15] implies the claim together
with Proposition 2.4.
In the case whereW is an exceptional well-generated complex reflection group,
the claim has been checked in [24, Section 4] by computer.
Now suppose that W is reducible. This means that we can write W ∼= W1 ×
W2 × · · · ×Wk, where for each i ∈ {1, 2, . . . , k} the factor Wi is an irreducible
well-generated complex reflection group. In view of Remark 2.6, we can write
NCW(γ) ∼= NCW1(γ1)×NCW2(γ2)× · · · ×NCWk(γk),
where γi is a Coxeter element of Wi for i ∈ {1, 2, . . . , k}. In view of the first part
of this proof we can find a γi-compatible reflection order for each i ∈ {1, 2, . . . , k}.
If we concatenate these orders, then we clearly obtain a γ-compatible reflection
order for W. 
Proof of Theorem 1.2. Proposition 3.5 implies that for every well-generated com-
plex reflection group W and every Coxeter element γ ∈ W there exists a γ-
compatible reflection order of Tγ. Theorem 1.1 implies that this order is a re-
cursive atom order of NCW(γ), and Theorem 2.9 implies that NCW(γ) is CL-
shellable. 
We notice that the only obstructions to a uniform proof for Theorems 1.1 and
1.2 is their dependence on Propositions 2.3 and 3.5.
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(1)
(1 3) (2 4) (1 2) (2 3) (3 4) (1 4)
(1 2 3) (2 3 4) (1 3 4) (1 2 4) (1 2)(3 4) (1 4)(2 3)
(1 2 3 4)
Figure 2. The lattice NCG(1,1,4).
Remark 3.6. One way to generalize Definition 3.1 is to drop the dependence on a
Coxeter element, and to define w-compatible reflection orders for arbitrary ele-
ments w ∈W. However, we notice already in the group G(2, 1, 2) that such orders
do not necessarily exist for non-Coxeter elements.
The group G(2, 1, 2) is isomorphic to the hyperoctahedral group of rank 2. It
can thus be realized as the group of permutations pi of {1, 2,−1,−2} that satisfy
pi(−i) = −pi(i) for i ∈ {1, 2}. The reflections of this group are
t1 = (1 2)(−1 −2), t2 = (1 −2)(−1 2), t3 = (1 −1), t4 = (2 −2),
and the remaining elements are
ε = (1), w1 = (1 −1)(2 −2), w2 = (1 −2 −1 2), w3 = (1 2 −1 −2).
We have w21 = w
4
2 = w
4
3 = ε. According to [18, Table 1] the Coxeter number of
G(2, 1, 2) is 4. Hence w1 cannot be a Coxeter element since its order is only 2. We
have the following reduced decompositions of w1:
w1 = t1t2 = t2t1 = t3t4 = t4t3,
and we see that there exists no total order of {t1, t2, t3, t4} that yields only one
increasing reduced decomposition of w1.
4. An Example
We illustrate Theorem 1.1 on the complex reflection group G(1, 1, 4), which
is isomorphic to the symmetric group on {1, 2, 3, 4}. The reflections in G(1, 1, 4)
are the transpositions (i j) for 1 ≤ i < j ≤ 4, and we choose the long cycle
γ = (1 2 3 4) as a Coxeter element. The lattice NCG(1,1,4)(γ) is shown in Figure 2.
We consider the lexicographic order on the transpositions, namely
(1 2) ≺ (1 3) ≺ (1 4) ≺ (2 3) ≺ (2 4) ≺ (3 4).
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This is indeed a γ-compatible reflection order, since we have the following re-
duced T-decompositions of the permutations of length 2:
(1 2 3) = (1 2)(2 3) = (2 3)(1 3) = (1 3)(1 2),
(2 3 4) = (2 3)(3 4) = (3 4)(2 4) = (2 4)(2 3),
(1 3 4) = (1 3)(3 4) = (3 4)(1 4) = (1 4)(1 3),
(1 2 4) = (1 2)(2 4) = (2 4)(1 4) = (1 4)(1 2),
(1 2)(3 4) = (1 2)(3 4) = (3 4)(1 2)
(1 4)(2 3) = (1 4)(2 3) = (2 3)(1 4),
and in each of these cases the first decomposition is the unique increasing one
with respect to ≺.
If we consider for instance t = (1 4), then the atoms in the interval [t, γ] are
a1 = (1 2 4), a2 = (1 3 4) and a3 = (1 4)(2 3). The induced order under the
isomorphism from Lemma 2.5 is
(1 2 4) ⊏ (1 3 4) ⊏ (1 4)(2 3).
Let Ft(ai) denote the set of reflections that are smaller than t (with respect to ≺)
and that are covered by ai. We have
Ft(a1) =
{
(1 2)
}
, Ft(a2) =
{
(1 3)
}
, Ft(a3) = ∅.
Hence the atoms of [t, γ] for which Ft is not empty come first in ⊏. Since the
interval [t, γ] has rank 2 it follows that it satisfies (R1). We can quickly check that
the same is true for the other reflections.
There are only two reflections r and t that are not covered by a common ele-
ment, namely r = (1 3) and t = (2 4). We have r ≺ t, and if we take t′ = (2 3),
then we have t′ ≺ t and t′, t⋖T (2 3 4). Hence (R2) is satisfied.
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