Abstract. A phenomenological picture of the mechanisms that lead to longterm particle loss is outlined, using numerical simulations. The Lyapunov exponent and the variation of the nonlinear tunes with time are computed with an automated procedure. The motion of particles is considered stable when the early indicators are below the threshold, thus allowing to compute the dynamic aperture. An inverse logarithmic law is proposed to interpolate the dynamic aperture as a function of the number of turns. Predictions based on our empiric formulae are compared with the results of standard element-by-element tracking are carried out for a realistic model of the CERN-LHC.
INTRODUCTION
In hadron accelerators, the long-term stability of particle motion is a crucial issue. In a large circular machine such as the planned Large Hadron Collider (1), charged particles circulate for 10 7 turns before energy ramping. Numerical simulations can hardly evaluate the stability for more than a few 10 5 turns with modern computers. Furthermore, the optimization of the lattice parameters requires the analysis of a large number of con gurations. For these reasons methods alternative to brute-force element-by-element tracking should be worked out. Over the past years, three main approaches have been proposed to predict the long-term behaviour. The rst one is based on the evaluation of early indicators that distinguish regular from chaotic motion: the Lyapunov exponent (2, 3, 4) and the variation of the instantaneous nonlinear frequencies (5) . The second approach is based on the spirit of the Nekhoroshev theorem (6) and its generalizations to symplectic mappings (7, 8, 9) . The third approach is based on tracking: the number of particle loss is plotted versus the amplitude in phase space, and an extrapolation to the required number of turns is worked out (survival plots, see Refs. (10, 11) ). In order to understand the mechanism of long-term losses and to evaluate the predictivity of the early indicators, a check against long-term tracking is crucial. In this paper we report on the results of numerical simulations carried out on a realistic LHC model (12) . We rst propose a way to visualize resonances in phase space and we determine the relation between the network of resonances and the long-term losses. It turns out that very wide resonances are stable when they are not too close to the dynamic aperture, and that longterm phenomena are mainly due to macroscopic bands of chaoticity. This is in agreement with previous results (13, 14) . The use of early indicators in general implies the evaluation of a trend of some dynamical quantity, with only a nite set of simulation data; this evaluation can be somewhat arbitrary, and it can hardly be implemented in computer codes. We review a procedure presented in a previous paper (12) , based on thresholds to automatically determine whether the early indicator predicts stability or instability. Using the de nition of dynamic aperture given in Ref. (15), we show that a simple inverse logarithmic law interpolates very well the dynamic aperture evaluated through tracking as a function of the number of turns. This law suggests that the phase space is divided in a inner region stable for in nite times, and an outer region of chaoticity where the escape rate agrees qualitatively with the Nekhoroshev bound. The plan of the paper is the following: rst we analyse the phenomenology of long-term particle loss. Then we discuss two early indicators (Lyapunov and tune variation), de ning thresholds to provide automated criteria for selecting chaotic from stable motion. After that we discuss a re ned de nition of dynamic aperture, we use it to draw survival plots, and we show that the dynamic aperture turns out to decay with the inverse logarithm of the number of turns. Finally we show how to use early indicators in order to predict particle loss for a realistic model of the LHC.
PHENOMENOLOGY OF LONG-TERM LOSSES
The numerical exploration of the dynamics of the above models is based on the iteration of the mapping and on the computation of the nonlinear frequencies.
The initial conditions are chosen in the plane (x; y), using either rectangular or polar grid, and xing the momenta (p x ; p y ) to zero. Once the orbit is computed, then the nonlinear frequencies in each phase plane (x; p x ) and (y; p y ) are evaluated through the method based on the interpolation of the FFT with Hanning lter (16) , which provides very precise estimates. The nal data are presented in the following ways.
Long-term diagram. The initial conditions are iterated for 10 5 turns and the stable ones are plotted in the space (x; y); this diagram provides the shape and the dimension of the stability domain. Unstable initial conditions can be plotted using di erent markers according to the number of turns where the particle is lost, thus allowing to visualize the escape rate of unstable particles. These diagrams are very CPU-time consuming and therefore a ne scan in the initial conditions cannot be carried out.
Resonance network diagram. The resonance network can be visualized in the space (x; y). In this case one has to consider a very dense set of initial conditions, iterated for a low number of turns (1024 or 2048). Then, the frequencies are computed and only the initial conditions whose nonlinear frequencies ( x ; y ) satisfy the resonant condition n 1 x + n 2 y = l + 1 (1) are plotted. In this way the channels of resonances and their widths are directly visualized, and one can analyse their relation with the dynamic aperture.
ANALYSIS OF 4D LHC
We apply the above-de ned numerical tools to the 4D LHC lattice. In Fig turns; the size of the circles is roughly proportional to the number of turns where particle loss occurs. The network of resonances is shown in Fig. 1 (right) . In all the plots the initial conditions are given in mm at the center of the focusing quadrupole. Long-term losses are rather relevant, and there is a stochastic band on the dynamic aperture, whose resonant conditions are locked on resonances (1; ?1) and (4; 0). We can summarize the results of our analysis as follows.
It is rare to nd unstable initial conditions that are surrounded by stable ones. Even though very strong resonances are present in phase space, the stability domain basically features no holes. The mechanism of di usion along the network of resonances (etheroclinic intersections, i.e. intersections between di erent resonances), which is sometimes improperly called Arnold di usion, seems to be negligible. We have observed long-term losses in three distinct cases, namely, where the resonance meets the dynamic aperture; on both sides of a resonant channel (where hyperbolic structures are present), but close to the dynamic aperture; in macroscopic bands of chaoticity, characterized by the presence of a scattered set of initial conditions that are locked on low order resonances. These bands produce the most relevant part of long-term phenomena.
The resonant channels are in general stable inside the dynamic aperture, even if they are very wide.
AUTOMATED EARLY INDICATORS
The Lyapunov exponent (2,3,4) and the tune variation (5) are used as early indicators to predict long-term particle loss with a limited number of turns. Following Ref. (12), one can select automatically stable from unstable motion by comparing the value of the indicators to thresholds that depend on the number of turns.
LYAPUNOV EXPONENT 
SURVIVAL PLOTS AS EARLY INDICATORS
In a previous paper (15) we have proposed a rigorous de nition of the dynamic aperture, providing an estimate of the error associated to the step of the initial conditions in phase space and a criterion for the optimization of the steps. The dynamic aperture is de ned as the average over the whole phase space of the minimum amplitude where particle loss occurs. The average over two variables can be automatically taken into account using the dynamics, and therefore one must make a scan over two variables only. By de ning a polar grid in the space (x; y), one has x = r cos y = r sin (6) with r > 0 and 2 0; =2]. One performs a scan over , and for each an initial condition is started along r. Let r( ) be the last stable initial condition along before the rst loss at a turn number lower than n occurs. Then, the dynamic aperture is de ned as
The same kind of de nition is given for the estimate through the Lyapunov exponent, while some modi cations have to be considered for the method based on the tune variation (see Ref. (12)). We would like to stress the importance, in the de nition (7), of the average along the angle . In fact, an average over is crucial for obtaining a signicant dynamic aperture for models that feature a wide phase space deformation. In Fig. 3 (left) it is shown the so-called survival plot (10, 11) : the stability time is depicted against the amplitude of the initial conditions. The angle is xed to the value = =4. The plot does not show any useful quantitative information. This is mainly due to the fact that only a single value of has been used. In the next Section we will shown how the use of Eq. (7) can greatly improve the results.
INTERPOLATION OF THE DYNAMIC APERTURE VS. NUMBER OF TURNS
If we compute the dynamic aperture through tracking using the de nition given in (7) as a function of the number of turns, we obtain a re ned version of the survival plot. In Fig. 3 (right) , we show such a picture for the 4D LHC model. The very regular behaviour of the dynamic aperture vs. the number of turns is striking. What is even more striking is that this behaviour is very well interpolated by the simple law According to the theorem, a particle of amplitude r will stay inside a ball of radius 2r for a number of turns given by N = N 0 exp R r (9) where N 0 ; and R are suitable positive constants. The Nekhoroshev theorem gives a very pessimistic upper bound to the di usion in phase space. In fact, this bound does not ensure stability for in nite times, whilst, when r ! 0 almost all the phase space is foliated into invariant tori, where no di usion is possible (KAM theorem); the complement of the invariant tori is a set whose dimension is exponentially small with the amplitude r and therefore it can be neglected for all practical purposes. By inverting equation (9) ; (10) and the interpolation law represents the case with = 1; N 0 = 1.
The law (8) provides a very powerful indicator since it can be extrapolated to predict not only the particle loss for in nite times, but also for a xed number of turns. For instance, it is easy to evaluate the DA of the LHC for 10 7 turns, corresponding to the duration of the injection plateau. However there are still many initial conditions that can be lost for in nite times. In fact the inverse logarithmic law implies that the limiting value of the dynamic aperture D 1 can be reached very slowly. A crucial issue is whether these particles will be lost due to some e ect neglected in the accelerator model. If this is true the DA will practically coincide with D 1 . More investigations are necessary to clarify this point.
DYNAMIC APERTURE PREDICTION
The results relative to the 4D model of the LHC are given in Table 1 . All the dynamic aperture estimates are given as relative errors with respect to plain tracking at 10 5 turns. 
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The extrapolation is reliable from 2048 turns onward. 
CONCLUDING REMARKS
In this paper we have reported a phenomenological analysis of the mechanisms of long-term particle loss using tracking and frequency analysis, and proposing a numerical method to evaluate the resonance widths. We show that relevant long-term losses are mainly due to the presence of stochastic bands where there are isolated particles whose nonlinear frequencies lie on a low-order resonance. Furthermore, we have reviewed automated methods based on thresholds to give long-term estimates using two early indicators: the Lyapunov exponent and the variation of the tune. Both indicators are predictive, allowing to give rather precise estimates with a low number of turns (10 3 ? 10 4 ). We have also shown that the dynamic aperture as a function of the number of turns is well interpolated by an inverse logarithmic law, similar to the Nekhoroshev theorem. The interpolation is satisfactory for the analysed models. The extrapolation of this law provides another powerful early indicator. Applications to 6D LHC models give similar results as reported in Ref. (12) .
