Abstract. Generalized topological spaces in the sense of Császár have two main features which distinguish them from typical topologies. First, these families of subsets are not closed under intersections. Second, we allow for the possibility that the whole space is not open. Hence, some points of the universe may be beyond any open set. In this paper we assume that such points are associated with certain open neighbourhoods by means of a special function F . We study various properties of the structures obtained in this way. We introduce the notions of F -interior and F − closure and we discuss issues of convergence and continuity in this new setting. Finally, we show how it is possible to treat our spaces as a semantical framework for modal logic.
Introduction
Generalized topological spaces in have been introduced by Császár in the last years of twentieth century (see [3] and [4] ). They are investigated by many authors from all over the world. They have invented generalized analogues of separation axioms (see [9] ), filters (see [8] ), convergence (see [1] , [2] and [10] ) or topological groups (see [5] ).
What is quite surprising, is the fact that Császár's spaces are barely used in formal logic. Recently, we have prepared generalized topological semantics for certain weak modal logics (see [12] ). We have shown connections between our frames and certain subclasses of neighbourhood frames. Also we have prepared subintuitionistic version of our semantics.
Our strong generalized models (complete with respect to the modal logic MTN4, as we can infer e.g. from [6] ) turned out to be similar to the complete extensional abstractions, investigated by Soldano in [11] . However, both his language and goals were different than ours. Moreover, he started from different intuitions.
Be as it may, while working on generalized topological semantics we found and developed certain purely topological notions and tools which seemed to be interesting. Basically, in Császár's spaces it is possible that certain points are beyond Such family of sets is connected with these points by means of a special function F . This approach allows to speak about new types of convergence and "openess" (this "openess" is weaker than the one which is typical for generalized topologies).
2. General overview of GTF -spaces 2.1. Basic notions. First of all, we repeat the very definition of generalized topological space in the sense of Császár (see [3] and [4] ).
Definition 2.1. Assume that W is a non-empty set (universe) and µ ⊆ P (W ).
We say that µ is a generalized topology on W if and only if: ∅ ∈ µ and µ is closed under arbitrary unions, i.e. if J = ∅ and for each i ∈ J, X i ∈ µ, then i∈J X i ∈ µ.
In such a case we say that W, µ is a generalized topological space. The elements Sometimes we shall say that all points from W \ µ are orphaned. Now, the second thing to do is to establish our new structure, equipped with an additional function which connects orphaned points with open sets. Definition 2.2. We define GTF -structure as a triple M µ = W, µ, F such that µ is a generalized topology on W and F is a function from W into P (P (( µ)) such that:
• If w ∈ µ, then [X ∈ F w ⇔ X ∈ µ and w ∈ X] [F w is a shortcut for
Below we define neighbourhoods in our setting. Definition 2.3. If W, µ, F is a GTF -structure, then for each w ∈ W we define its family of generalized topological neighbourhoods as:
Clearly, if w ∈ µ, then it belongs to each of its topological neighbourhoods. On the contrary, orphaned points do not belong to any of their neighbourhoods. They are only associated with them by means of F . Note that these neighbourhoods may not be open but they are always contained in µ.
The next definition is just a useful shortcut:
Definition 2.4. Assume that W, µ, F is a GTF -structure and A ∈ µ. Then we introduce the following notation:
Below we shall discuss simple example of GTF -structure. Its basic form is based strictly on Ex. 3.1. from [1] .
F n = ∅ for any n ∈ 2Z and if n is odd, then F n is just a collection of its open neighbourhoods.
Of course, this is GTF -structure, but undoubtedly it is rather degenerated case.
However, we may think about more complex versions of this space. For example, we may replace F by:
(1) F ′ . Consider γ : 2Z → 2Z + 1, where γ(x) = max{m; m ∈ 2Z + 1, m < x}.
Assume that:
We use γ again and if n ∈ 2Z, then we define:
Of course our associating function F can be very arbitrary but the most interesting cases are those with certain regularities or patterns. Later (when discussing convergence) we shall go back to the examples above.
In the next subsection we shall use our function F to establish some analogues of the well-known topological notions (like interior and closure). counterparts. This situation can be considered both as a limitation and a strength. Definition 2.6. Let W, µ, F be a GTF and w ∈ W . Assume that A ⊆ W . We say that w ∈ F Int(A) ⇔ there is G ∈ F w such that G ⊆ A.
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In fact, we assume that G ⊆ A ∩ µ. According to our earlier declarations, the definition above is modeled after the standard definition of interior in (generalized or not) topological spaces. Note, however, that in general we cannot say that F Int(A) ⊆ A. To see this, it is sufficient to consider any A ∈ µ and w ∈ W \ µ such that A ∈ F w . Clearly, w ∈ F Int(A) but w / ∈ A. Now let us think about different situation: that A ⊆ W \ µ and w ∈ A. Then w / ∈ F Int(A) (because even if there are some sets in F w , they cannot be contained in A, because they belong to µ, while A is beyond µ). This example shows us that sometimes A F Int(A). Of course, this lack of inclusion is not as surprising as the first one (in fact, it is normal also for topological and generalized interiors).
Be as it may, the last example could be even more general: it is enough to assume
For the reasons above, it is sensible to consider at least three concepts related to the notion of openness:
Definition 2.7. Let W, µ be a GTF and A ⊆ W . We say that A is:
Each of the following lemmas refers to the GTF -structure W, µ, F . Hence, we
shall not repeat this assumption.
Proof. This is obvious.
Lemma 2.9.
But, by the very definition of F and the fact that v ∈ µ, we have that v ∈ G.
It means that for any u ∈ G there is H ∈ F u such that H ⊆ A. In particular, this is true for v (because v ∈ µ ⊇ G). Thus v ∈ G and v ∈ F Int(A).
Proof. It is simple. If w ∈ A −1 , then it means that A ∈ F w . Hence, there is
this is possible only if there are no any sets in
Proof. The proof is similar to the former one.
Lemma 2.14. Assume that for any
Proof. Suppose that F Int(X) = ∅ and F Int Z. Hence, there is v ∈ F Int(X)
such that ∅ / ∈ F v . It means that F v contains only non-empty sets. But we assumed that there are no non-empty sets (from µ) contained in X.
Note that if there is at least one X ⊆ W such that F Int(X) = ∅, then Z (defined as above) must be empty. Assume the contrary. If z ∈ Z, then we can always say
Lemma 2.15. Suppose that J = ∅ and {X i } i∈J is a family of subsets of W .
can say that v ∈ F Int( i∈J X i ).
Note that we can easily imagine the following situation: there is v ∈ W such that for any G ∈ F v and for each i ∈ J, G F Int(X i ) but at the same time
Please take a look below: Clearly, it is contained in
Lemma 2.17. Suppose that J = ∅ and {X i } i∈J is a family of subsets of W µ . Then
Proof. The proof is similar to the former one. Also we can find counterexample for the opposite inclusion.
A ∈ µ.
As we said, F -open sets do not have all properties of open sets, even in Császár's sense. Nonetheless, the following theorem should be considered as useful. In fact, it will be usefull in our further investigations.
Theorem 2.19. Let W, µ, F be a GTF -structure and w ∈ W . Then F w = ∅ ⇔ there is F o. set S ⊆ W such that w ∈ S.
Proof. (⇒)
Since F w = ∅, then there is at least one A ∈ F w . Of course, w ∈ F Int(A). If A = F Int(A), then we can finish our proof. If not, then it means that F Int(A) A.
Let us define S as
In fact, it means that U ⊆ A (because U ⊆ µ and
. Thus x ∈ F Int(A). From this we infer that x ∈ S.
Suppose that S ⊆ W is F o., w ∈ S and F w = ∅. Of course F Int(S) = S, so w ∈ F Int(S). Hence, there is G ∈ F w such that G ⊆ S. Contradiction.
Let us go back to the GTF -structure from Ex. 2.5.
Example 2.20.
Recall that basically we are working with Z, µ, F where µ = {∅, {1}, {1, 3}, {1, 3, 5}, {1, 3, 5, 7}, ...}, Assume that m is an odd integer. Consider an arbitrary G ∈ F m . Note that for any n ∈ 2Z, F n = ∅. For this reason, F Int(G) ⊆ G, hence (by means of Lemma
On the other hand, assume that there is H ∈ E m such that H / ∈ F m . It means Definition 2.21. Let W, µ, F be a GTF and w ∈ W . Assume that A ⊆ W . We
Now we can define F -closed sets:
Definition 2.22. Let W, µ, F be a GTF and A ⊆ W . We say that:
• A is F -closed (F c.) if and only if F Cl(A) = A.
•
This definition makes sense because it gives us expected dualism:
Proof. We know that F Int(A) = {z ∈ W ; there is G ∈ F z such that G ⊆ A} = A.
Let us consider −A = {z ∈ W ; for each G ∈ F z , G A}. We shall show that (⊇) Suppose that w ∈ −A and assume that there is H ∈ F w such that H ∩−A = ∅. It means that H ⊆ A. But then w ∈ F Int(A) = A which gives us plain contradiction.
As in the case of interiors, properties of F Cl are rather weak (when compared to the properties of closures and generalized closures). For example, we may ask if A ⊆ F Cl(A). The answer is (in general) negative. We may easily imagine the following situation:
On the other hand, F Cl(A) A. It is even easier to imagine that for any G ∈ F w , G ∩ A = ∅ but at the same time w / ∈ A (we may assume that w ∈ W \ µ and A ⊆ µ).
We have the following lemmas (with respect to an arbitrary W, µ, F ):
(⇒) If we assume that there is z ∈ W such that F z = ∅, then we can say anything about an arbirtrary "G ∈ F z ". In particular, we can say that "such G"
has non-empty intersection with ∅. Hence, z ∈ F Cl(∅) and F Cl(∅) = ∅.
(⇐) If the set in question is not empty, then there must be at least one z ∈ F Cl(∅). Now if we assume that F z = ∅ (i.e. there is certain G ∈ F z ), then it means that ∅ forms non-empty intersection with G. This is not possible.
(⇒) If the set in question set is equal to W , then it is impossible that there exists z ∈ W such that ∅ ∈ F z . It would mean that ∅ ∩ W = ∅.
(⇐) On the other hand, if there is z ∈ W such that ∅ ∈ F z , then of course
Lemma 2.26. Suppose that J = ∅ and {X i } i∈J is a family of subsets of W . Then i∈J F Cl(X i ) ⊆ F Cl( i∈J X i ). If each X i is uF c., then i∈J X i ⊆ F Cl( i∈J X i ).
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Proof. Let v ∈ i∈J F Cl(A). It means that there is k ∈ J such that v ∈ F Cl(X k ).
Hence, for any G ∈ F v , G∩X k = ∅. Clearly, X k ⊆ i∈J X i . Thus G∩ i∈J X i = ∅.
For this reason, v ∈ F Cl( i∈J X i ).
As in the case of F -interiors, we can find counter-example for the opposite inclusion. 
The next lemma is about intersections:
Lemma 2.28. Suppose that J = ∅ and {X i } i∈J is a family of subsets of W µ .
Proof. Let v ∈ F Cl( i∈J X i ). It means that for any G ∈ F v , G ∩ i∈J X i = ∅.
Hence, for any k ∈ J, G ∩ X k = ∅. Thus v ∈ F Cl(X k ). Finally, v ∈ i∈J F Cl(X i ).
As earlier, the converse is not true (in general).
Generalized nets and sequences
In this section we adhere mostly to the notions introduced and investigated by Baskaran in [1] and [2] . Of course, they are placed in our specific environment.
Moreover, we have developed some new definitions and ideas. We have been inspired also by Dev Sarma (see [10] ) and Palaniammal, Murugalingam (see [8] ).
In the presence of F we can introduce various definitions of convergence, limit and limit point. The first definition is based on the Baskaran's one:
Definition 3.1. Let W, µ, F be a GTF and (P, ≥) be a poset. A generalized net (gnet) in W is a function f : P → W . The image of λ ∈ P under f is denoted by f λ and the whole gnet is denoted as (f λ ).
When there is no risk of confusion (e.g. when P may be arbitrary or when we are working only with one gnet), we shall not always write directly that f is a function from P into W . It will be known from the context that P in question is connected to the given (f λ ) and vice-versa.
What may be surprising, is the fact that generalized net has pre-ordered domain and not necessarily directed. For this reason we can introduce also two other notions:
Definition 3.2. Let W, µ, F be a GTF and (P, ≥) be a poset. We say that gnet (f λ ), f : P → W , is net if and only if P is directed, i.e. for any two elements λ 1 , λ 2 ∈ P there is λ 3 ∈ P such that λ 1 ≤ λ 3 and λ 2 ≤ λ 3 . If P = N, then we say that (f λ ) is a sequence.
Now we go to the convergence, using F directly:
Definition 3.3. Let W, µ, F be a GTF and (f λ ) be a gnet in W . We say that:
• (f λ ) converges to w ∈ W (i.e. (f λ ) → w) iff for any G ∈ F w , f λ is eventually in G. In this case we say that w is a limit of (f λ ). We say that
• (f λ ) is frequently in U iff for any λ ∈ P there is λ 1 ∈ P such that λ 1 ≥ λ,
we have f λ1 ∈ U . We say that w is a limit point of (f λ ) if it is frequently in every G ∈ F w .
Contrary to the result for GT (without F ), in our environment constant gnet may not be convergent. Let us formulate the following lemma and theorem:
Lemma 3.4. Let W, µ, F be a GTF and (f λ ) = (w) be a constant gnet in W .
Then (w) is convergent ⇔ (w) → w.
Proof. (⇐) This is obvious.
(⇒) Assume the contrary, i.e. that there is v ∈ W, v = w such that (w) → v but (w) w. Hence, for any G ∈ F v , w ∈ G (note that we speak about constant gnet) but there still is H ∈ F w such that w / ∈ H. But if w is in each open neighbourhood of v, then w must be in µ. Then for any G ∈ F w , w ∈ G, hence the existence of H is not possible.
Theorem 3.5. Let W, µ, F be a GTF and (f λ ) = (w) be a constant gnet in W .
Proof. (⇐) Assume that (f λ ) is not convergent. In particular (by the preceeding lemma) it means that (w) w. Hence, there is G ∈ F w such that w / ∈ G. Now we have two options. If w ∈ µ, then w ∈ G, this is contradiction. If F w = ∅ (which means, in particular, that w ∈ W \ µ), then w / ∈ G ⊆ µ.
(⇒) Now (w) is convergent. In particular, it means that (w) → w. Suppose that w / ∈ µ and F w = ∅. But then for any G ∈ F w , w / ∈ G. Hence, (f λ ) = (w) is not eventually in G. Contradiction with convergence.
The next question about constant gnets is: is the limit of convergent gnet unique?
Let us introduce certain subclass of our structures.
Definition 3.6. We say that GTF -structure W, µ, F is F T 1 ⇔ for any w = v there are G ∈ F w such that v / ∈ G and H ∈ F v such that w / ∈ H.
Theorem 3.7. Let W, µ, F be a GTF -structure. Then the limit of every constant and convergent gnet is unique ⇔ W, µ, F is F T 1 .
Proof. (⇒) Assume that (f λ ) has unique limit w. Hence, for any v = w, f λ = (w) v. Thus there is H ∈ F v such that w / ∈ H.
But maybe for any G ∈ F w , v ∈ G? This would mean that (v) → w (by the very definition of convergence). But (v) → v and the limits are unique, so v = w.
Contradiction.
(⇐) Suppose that our space is F T 1 . Let w = v, and (w) be a convergent gnet.
Then (w) → w. Assume that at the same time (w) → v. It means that for any
The following theorem is nearly compatible with (⇒) part of Th. 13 in [1] .
However, we must assume that our gnet (w) is convergent.
Theorem 3.8. Let W, µ, F be a GTF . Assume that w, v ∈ W , w = v, (w) is a convergent, constant gnet and f λ may be an arbitrary gnet (in W ). Then:
Proof. Suppose that whenever (f λ ) → w, also (f λ ) → v. Let us consider the constant gnet w, w, w, .... It converges to w but also to v. Hence, w is eventually in every G ∈ F v . This means that w ∈ F v .
In the next theorem we do not need to assume that (w) is convergent. This thesis is just like (⇐) from the aforementioned theorem.
Theorem 3.9. Let W, µ, F be a GTF . Assume that w, v ∈ W , w = v and (f λ )
is an arbitrary gnet in W . Then:
Proof. Suppose that w ∈ F v . It allows us to say that any H ∈ F v is also in F w .
Hence, F v ⊆ F w . Now assume that (f λ ) → w. Thus, (f λ ) is eventually in every G ∈ F w . In particular, it is in every G ∈ F v . Clearly, this means that (f λ ) → v.
The last lemma in this section is an interesting and useful observation.
Proof. Assume that ∅ ∈ F w . By convergence, we know that for any G ∈ F w , so also for ∅, there is λ 0 ∈ P such that for each λ ≥ λ 0 , f λ ∈ ∅. This is impossible.
The higher level of convergence
We have already proved that each point of W is contained in certain F -open neighbourhood (if F w = ∅). This observation leads us to the second understanding of convergence.
Definition 4.1. Let W, µ, F be a GTF -structure. Assume that w ∈ W . We define E w as the set of all F -open sets to which w belongs.
As we know from Th. 2.19, E w = ∅ ⇔ F w = ∅. Now we can go further:
Definition 4.2. Let W, µ, F be a GTF and (f λ ) be a gnet in W . We say that:
In this case we say that w is an E-limit of (f λ ). We say
• We say that w is an E-limit point of (f λ ) if it is frequently in every G ∈ E w .
What are the properties of such convergence? Let us start from constant gnets.
Lemma 4.3. Each constant gnet in any GTF -structure W, µ, F is E-convergent.
Proof. Let us consider (f λ ) = (w). Suppose that for any v ∈ W , (w) E v. Hence, for any v ∈ W there is S ∈ E v such that w / ∈ S. In particular, this is true for v = w.
Thus, there is S ∈ E w such that w / ∈ S. This is impossible because of Th. 2.19.
Lemma 4.4. Let W, µ, F be a GTF and (f λ ) = (w) be a constant gnet in W .
Proof. Assume that (w) E w. It means that there is S ∈ E w such that w / ∈ S. This is contradiction.
Now we introduce the notion of ET 1 -spaces.
Definition 4.5. We say that GTF -structure W, µ, F is ET 1 ⇔ for any w = v there are G ∈ E w such that v / ∈ G and H ∈ E v such that w / ∈ H.
We can prove the following theorem about uniqueness:
Theorem 4.6. Let W, µ, F be a GTF -structure. Then the E-limit of every constant gnet is unique ⇔ W, µ, F is ET 1 .
Proof. (⇒) Suppose that (w) is E-convergent. We may assume that (w) → E w.
But maybe for any S ∈ E w , v ∈ S? Let us consider constant gnet (v). Then
(⇐) Assume that there is constant gnet (w) with two different E-limits, i.e.
(w) → E w and (w) → E v = w. It means that for any S ∈ E v , w ∈ S. Contradiction.
Below we prove certain connection between convergence and E-convergence.
Theorem 4.7. Let W, µ, F be a GTF and (f λ ) be a gnet (we assume that f :
Proof. Suppose that (f λ ) E w. Then there is S ∈ E w such that for any λ ∈ P there exists λ 1 ≥ λ for which f λ1 / ∈ S.
We know that S = ∅ (because S ∈ E w , so w ∈ S). Moreover, S is F -o., so w ∈ F Int(S). Hence, there is H ∈ F w such that H ⊆ S. Recall that (f λ ) → w, so there is λ 0 ∈ P such that for any λ ≥ λ 0 , f λ ∈ H ⊆ S. Contradiction.
Let us go back to the GTF -structure from Ex. 2.5. Our considerations can be compared with Ex. 3.1. in [1] . Now consider n ∈ 2Z. We have assumed that in this case F n = ∅, hence we can immediately say that (f ) → n. Now f converges to every even integer.
Now let us think about G, which can be just like F ′ , F ′′ or F ′′′ in Ex. 2.5.
The case of odd numbers is without changes. As for the n ∈ 2Z, assume that G ∈ G n and A ⊆ G. IF B ⊆ A (i.e. A ≤ B), then f (B) ∈ B ⊆ A ⊆ G.
In fact, this reasoning is identical with the one for odd integers.
By means of Th. 4.7 we can say that in each case, both for odd and even integers, (f λ ) is E-convergent to each number.
We can easily prove that the converse of Th. 4.7 is not true. there is G ∈ F v , namely {w} such that v / ∈ G (formally speaking, for any λ ∈ P there is λ 0 ≥ λ such that f λ0 / ∈ G).
Further investigations
We would like to investigate the structures and functions presented above. It would be cognitively valuable to establish analogues of various topological notions (like density, nowhere density, connectedness etc.) both in the context of µ-topology with F and in the context of E (i.e. F -open / closed sets). Possible logical applications of our new notions are also interesting.
