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Abstract
In this paper we discuss copositive tensors, which are a natural generalization of the copositive matrices.
We present an analysis of some basic properties of copositive tensors; as well as the conditions under
which class of copositive tensors and the class of positive semidefinite tensors coincides. Moreover, we
have describe several hierarchies that approximates the cone of copositive tensors. The hierarchies are
predominantly based on different regimes such as; simplicial partition, rational griding and polynomial
conditions. The hierarchies approximates the copositive cone either from inside (inner approximation) or
from outside (outer approximation). We will also discuss relationship among different hierarchies.
Keywords: coposititve tensor; positive semidefinite tensors; copositive programming; approximation
hierarchies
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1 Introduction
Copositive optimization has become an active area of research during recent years. The significance of
copositive programming is due to the fact that; several combinatorial and non-convex optimization prob-
lems can have linear programming reformulation over the copositive cone, which is convex. A growing
list of problems that have copositive programming reformulations includes; standard quadratic program-
ming ([5], [23]), the chromatic and stability number of a graph ([12], [27],[17] [14]), crossing number of
a graph [11], the maximum stable set problem [11], the quadratic assignment problem [29] and discrete
optimization[7]. Consequently the new developments about copositive cone and its dual cone can be help-
ful to the solution of all the above mentioned hard problems.
The copositive programming problems are not solvable directly, as the copositive and completely positive
cones are not tractable, thus the approximation hierarchies for these cones have been studied in much detail
by the matrix theorists, see [20]. Several approximation hierarchies based on sum-of-squares conditions
and discretization methods have been studied. For instance, Parrilo [25] had provided a hierarchy of linear
and semi-definite inner approximations for copositive cone (see also[13]). Moreover, Bomze and de Klerk
[4] (see also [6]) suggested a criteria to check membership of a given matrix in copositive cone by using
a sequence of polyhedral approximations; which approximates the cone from inside and outside. More-
over, these approximations are exact in the limit. Problems stated above have a common feature that they
have quadratic objective function or in certain cases quadratic constraints. The immediate generalization of
quadratic optimization is polynomial optimization. In recent years, polynomial optimization has attracted
many researchers due to its vast applications in empirical modeling of science [3] and engineering prob-
lems such as biomedical engineering [1, 16, 36], signal processing [24, 30, 35], quantum graphs [21], and
material science [33]. Quadratic functions can be represented using matrices, likewise polynomial can be
represented by multidimensional arrays known as tensors. Similar to the case of quadratic optimization a
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reformulation of polynomial optimization is described by [3, 28]. The notion of copositive and completely
positive tensors is used to describe these reformulations. The copositive and completely positive cones of
matrices, which are tensors of order two, are very well explored, therefore it seems natural to study analo-
gous results for copositive tensors. However this generalization is not trivial since higher dimension usually
destroy the nice structure present at lower dimension.
The area is not very well explored, however there are some research in describing the properties of tensors.
Song have provided a characterization of copositive tensors using eigenvectors of principal sub-tensors [34].
Qi extended the diagonal dominance sufficient conditions for complete positivity to the tensor case [31]. In
this article, we analyze some approximation schemes for copositive cone of tensors. Therefore in order to
answer the theoretical questions posed above, the contributions of this article are: (a) The basic properties
of copositive tensor cone Cn,d are discussed. Moreover, the conditions, for which copositive cone of tensors
coincides with the positive semidefinite cone of tensors, are established. (b) Several polynomial conditions
based approximation hierarchies for copositive cone of tensors are presented, which are generalization of
analogous results for matrix case. (c) Approximation hierarchies for copositive cone of tensors; which are
based on simplicial partition and rational griding are also presented. (d) It has been established that the
above mentioned hierarchies approximates the cone Cn,d exactly, in the limiting case. (e)The inclusion
relations among approximation hierarchies are also presented.
The article is arranged as; Section 2 comprises of the basic definitions and notations. In Section 3, first
we give a brief introduction of tensor cones, secondly we discuss several properties of tensors along with
characterization of tensor cones. In Section 4.1, we present the inner approximation hierarchies for copos-
itive cone of tensors. One of these hierarchies is based on polynomial conditions and the other is based
on simplicial partition. Then we present the containment relationship among inner approximation hierar-
chies for copositive cone of tensors. Lastly in Section 4.2, two types of outer approximation hierarchies for
copositive cone of tensors are presented based on polynomial conditions and rational griding. In section 5
we provide conclusion and future work.
2 Preliminaries
The use of matrix for the representation of quadratic form has become ubiquitous, in recent years. Thus it
looks natural to represent a polynomial using multi-dimensional array, usually termed as tensor. Throughout
this article; ℜn denotes the n-dimensional Euclidean space and ℜn+ denotes the non-negative orthant of ℜ
n.
The set of natural numbers is denoted by N and the set of whole numbers is denoted by N0 = {0, 1, 2, · · · }.
The vectors are denoted by using small case bold letters and matrices are denoted by using the capital
letters, however calligraphic capital letters are used to denote tensors. The tensor is defined as follows;
Definition 1 (Tensor). A Tensor is a multi-array of real numbers. Mathematically, a Tensor;
A =
(
ai1...id
)
1≤i1,...,id≤n
.
is a n-dimensional, dth-order array; and A is said to be symmetric if all permutations σ of indices’s
represents the same element of A, i.e we have
ai1...id = aσ(i1...id)
Clearly anymatrix is a tensor of order two. For brevity of notation, if some index ij of an element ai1i2···id ∈
A is repeated k-times, we write it as (ij)
k and such elements are denoted by
aijij · · · ij︸ ︷︷ ︸
k−times
i(k+1)i(k+2)···id
= a(ij)ki(k+1)i(k+2)···id
The collection of n-dimensional, dth-order symmetric is denoted by Sn,d. One particular case is the cone
of entry-wise non-negative tensors denoted by Nn,d. For x ∈ ℜn the product tensor X = xd; is stated as
under :
X = x⊗ · · · ⊗ x︸ ︷︷ ︸
d−times
∈ (ℜn ⊗ · · · ⊗ ℜn)
Let Td : ℜn → Sn,d be a mapping defined as; Td(x) = X .
Using above notation the dth degree homogeneous polynomial in n-variables is stated as,
fA(x) =
n∑
i1,i2··· ,id=1
ai1···idxi1xi2 · · ·xid (1)
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where A is n-dimensional, dth-order symmetric tensors. Introducing a more convenient notation for ho-
mogeneous polynomial fA(x) associated with tensorA, denoting Zd = {0, 1, 2, · · · , d} and for any vector
α ∈ Znd , let us define 1-norm ‖α‖1 =
∑n
i=1 αi. For the subset, I
n(d) = {α ∈ Znd : ‖α‖1 = d} of Z
n
d , the
monomial of degree d over ℜn is defined as;
x
α =
n∏
i=1
xi
αi (2)
= x1
α1x2
α2 · · ·xn
αn for α ∈ In(d) and x ∈ ℜn (3)
The collection of all possible dth-degree monomials in n variables is denoted by S(X ), and is given as
under:
S(X ) =
{
x
α : α ∈ In(d) and x ∈ ℜn
}
Since for an arbitrary x ∈ ℜn there exists a bijection φx : In(d) → S(X ) such that; φx(α) = xα. Thus
it implies that, the cardinality of set S(X ) is same as the cardinality of In(d), that is |S(X )| = |In(d)| =(
n+d−1
d
)
[19].
Note that, the set S(X ) is the collection of all possibly distinct elements of X . The inner product of vectors
u,v ∈ ℜn denoted by 〈u,v〉 is defined as; 〈u,v〉 = uTv. Moreover, for tensors A,B ∈ Sn,d the inner
product
〈
A,B
〉
is defined as;
〈
A,B
〉
=
n∑
i1,i2··· ,id=1
ai1i2···idbi1i2···id (4)
by using (2) and (4), we may rewrite (1) as;
fA(x) =
n∑
i1,i2··· ,id=1
ai1i2···idxi1xi2 · · ·xid
=
n∑
i1,i2··· ,id=1
ai1i2···id
∏
k∈Zd\{0}
x
eik =
〈
A, Td(x)
〉
where eik ∈ ℜ
n is a unit vector having all its components 0 except the ik
th component.
Let V be a vector space with underline field F , for arbitrary vectors u1,u2, · · · ,um ∈ V and scalars
λ1, λ2, · · · , λm ∈ F the linear combinationu =
∑m
i=1 λiui is said to be; affine combination if
∑m
i=1 λi =
1, and it is said to be conical combination if λi ≥ 0. Moreover, u is said to be convex combination if it is
both affine and conical combination. The set C ⊆ V is said to be a cone if for each x ∈ C it implies that
λx ∈ C for all scalars λ ≥ 0. Moreover, the cone C is said to be convex cone if for each pair x,y ∈ C and
for non-negative scalars λ1, λ2 ∈ F we have, λ1x+ λ2y ∈ C. The dual of cone C denoted by C∗ is stated
as under :
C∗ =
{
u ∈ V :
〈
u,v
〉
≥ 0 ∀ u ∈ C
}
For any subsetM⊆ V the conic hull ofM denoted by conic(M) is defined as:
conic(M) =
{ m∑
i=1
λiui : ui ∈M, λi ≥ 0 ∀i = 1, 2, · · · ,m
}
A convex cone C is said to be pointed if {C} ∩ {−C} = {0}, and C is said to be solid if its interior is
nonempty. A convex cone which is closed, pointed and solid is termed as proper cone. A convex cone
C is said to be a polyhedral cone if it is finitely generated, that is, there exists a finite set M such that,
C = conic(M).
3 Tensor Cones
In this section, we define several cones of tensors. These cones appears as a generalization of the cone
of matrices. We discuss various properties of these cones together with special cases where these cones
coincides. The collection of symmetric tensors Sn,d is a vector space over the field of reals ℜ. we define
our first cone of tensors as follows;
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Definition 2 (Positive Semidefinite Cone: S+n,d ). A tensor A ∈ Sn,d is said to be positive semidefinite
(PSD) if fA(x) =
〈
A, Td(x)
〉
≥ 0 for x ∈ ℜn. The set of n-dimensional, dth-order positive semidefinite
symmetric tensors denoted by S+n,d is stated as under :
S+n,d :=
{
A ∈ Sn,d :
〈
A, Td(x)
〉
≥ 0 ∀ x ∈ ℜn
}
(5)
Clearly S+n,d is a convex cone, as for each tensorA ∈ S
+
n,d it implies that λA ∈ S
+
n,d for λ ∈ ℜ+, moreover
for A,B ∈ S+n,d we have λ1A+ λ2B ∈ S
+
n,d for λ1, λ2 ∈ ℜ+.
It is clear from the above definition that d must be even, since for odd degree tensors non-negativity re-
quirement can not be satisfied. The dual of S+n,d is usually termed as completely positive semidefinite cone
denoted by S+
∗
n,d is stated as:
S+
∗
n,d =
{
X ∈ Sn,d :
〈
A,X
〉
≥ 0 ∀ A ∈ S+n,d
}
=
{ ∑
X∈Sn,d
X : X = Td(x), ∀ x ∈ ℜ
n
}
Clearly for d = 2, PSD cone is self dual, that is, S+n,2 = S
+∗
n,2. However for d ≥ 4 self duality property is
not true, that is S+n,d 6= S
+∗
n,d in general (see [counter example 4.5,[22]]).
The polynomials are continuously differentiable functions. Since we know that the Hessian matrix of a
function is PSD if and only if it is a convex function[Theorem 4.5. [32]]. Therefore the convexity of homo-
geneous polynomial defined in (1) amounts to check if ▽2fA(x) ∈ S
+
n,2 for x ∈ ℜ
n. In [Proposition 5.10,
[22]] it has been shown that, if the polynomial fA(x) is convex then its associated tensorA is PSD, but the
converse is not true in general, (see [counter example 5.11, [22]] and [2]).
During recent years, copositive matrices has been studied extensively due to their usefulness to solve com-
binatorial and quadratic optimization problems [15] as discussed in the introduction. We define positive
semi-definiteness of tensor A over the non-negative restriction(subset) of ℜn as follows.
Definition 3 (Copositive Cone: Cn,d). A tensorA ∈ Sn,d is said to be copositive if
〈
A, Td(x)
〉
≥ 0 for all
x ∈ ℜn+. The set of n-dimensional, d
th-order copositive tensors denoted by Cn,d is stated as under :
Cn,d :=
{
A ∈ Sn,d :
〈
A, Td(x)
〉
≥ 0 ∀ x ∈ ℜn+
}
(6)
Similar to (5), it is obvious that, Cn,d is also convex cone. Here we would like to remark that in case of
copositive tensor one need not to take d to be even. It is obvious from the above definitions, if a tensor is
positive semidefinite then it is copositive as well; however, copositive tensors are not necessarily positive
semidefinite in general; we present a counter example as under.
Example 1. For a symmetric tensorA ∈ S3,4 with entries;
ai1i2i3i4 =


0 if ij = 1 ∀ j ∈ {1, 2, 3, 4}
1 if ij = 2 ∀ j ∈ {1, 2, 3, 4}
1 if ij = 3 ∀ j ∈ {1, 2, 3, 4}
5 otherwise
The associated polynomial is:
fA(x) =
(
x42 + x
4
3 +
3∑
i1,i2,i3,i4=1
5xi1xi2xi3xi4
)
≥ 0 ∀ x ∈ ℜn+
for x¯ = (−2, 0, 1)T we have, fA(x¯) = −24, which implies that,A is not positive semidefinite tensor.
We describe some basic properties of copositive tensor A ∈ Cn,d, which are generalizations of the similar
properties for the matrix case.
Proposition 1. Let A ∈ Sn,d be any copositive tensor. Then the following properties holds;
(i) a(i)d ≥ 0 for all i.
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(ii) If a(ij)d = 0 then ai1i2···ijij+1···id ≥ 0 where ij 6= ik for all j 6= k ∈ {1, 2, · · · , d}
Proof: For an arbitrary tensor A ∈ Cn,d.
(i) Let ei ∈ ℜn+ be a standard unit vector. Then the tensor B = Td(ei) has zero elements everywhere
except the ith diagonal element i.e. b(i)d = 1. Since A is copositive thus, the inner product 0 ≤〈
A, Td(ei)
〉
= a(i)d ; that is, a(i)d ≥ 0 ∀ i.
(ii) let,A ∈ Cn,d be a tensor with a(i1)d = 0, we assume on the contrary that there exist ij ∈ {1, 2, · · · , n}
such that;
a(i1)(d−m)·(ij)(m) < 0 where ij 6= i1 and 1 ≤ m < d
Then for x¯ ∈ ℜn+ with components;
xi =
{
1 if i ∈ {1, j}
0 otherwise
the associated homogeneous polynomial fA(x¯) is defined as:
fA(x¯) = a(i1)(d−m)·(ij)(m) · (1)
(d−m) · (1)(m) < 0 (7)
from (7), we have a contradiction, i.e. A is not copositive.

The dual of copositive cone Cn,d is completely positive cone; denoted by C∗n,d and is defined below.
Definition 4 (Completely Positive Cone: C∗n,d). A tensor X ∈ Sn,d is completely positive if ∃ xk ∈ ℜ
n
+
such that; X =
∑N
k=1(xk)
d.
C∗n,d :=
{
N∑
k=1
(xk)
d ∀ xk ∈ ℜ
n
+, N ∈ N
}
(8)
The cones Sn,d, Cn,d and Cn,d
∗ defined above, are all convex cones. we describe a special case for which
the cones S+n,d and Cn,d coincide. The following theorem states the condition under which a tensor having
non-positive off-diagonal entries is copositivity.
Theorem 1. Let A ∈ Sn,d (d is even) be an arbitrary tensor with all off-diagonal entries non-positive i.e.
there exist j and k such that ij 6= ik with ai1i2···id ≤ 0 then A ∈ Cn,d if and only if A ∈ S
+
n,d.
Proof: Let A ∈ Cn,d, then we have;
fA(x) =
n∑
i1,i2··· ,id=1
ai1i2···idxi1xi2 · · ·xid ≥ 0 ∀ x ∈ ℜ
n
+ (9)
where all off-diagonal entries ai1i2···id ≤ 0.
To show that A is positive semidefinite tensor, we consider a polynomial form fA(z) for all z ∈ ℜn.
Since z has positive, negative and zero components. Therefore, to bifurcate among the non-negative and
negative terms in the form fA(z), we introduce few notations as follows; γ+(z) := {k : zk ≥ 0} and
non-empty γ−(z) := {j : zj < 0} = Nn\γ+(z) 6= φ where Nn = {1, 2, · · · , n}, and |σ(ij)| :=
number of times ij occurs in the index of ai1i2···id . Using these notations we rewrite the polynomial form
fA(z) as follows:
fA(z) =
n∑
i1··· ,id=1
(δ|σ(k)|αk)(δ|σ(j)|βj )ai1i2···id
∏
k ∈ γ+(z)
j ∈ Nn\γ+(z)
(zeik )
αk(ik)(z
eij )
βj(ij) (10)
where, δ is Kronecker delta; and
αk(ik) =
{
αkk = αk if ik = k
0 if ik 6= k
and
βj(ij) =
{
βjj = βj if ij = j
0 if ij 6= j
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Moreover,
∑
k αk +
∑
j βj = d for all αk, βj ∈ Zd+1. From equation (10), it is clear that, all its terms
corresponding to diagonal elements a(i)d are given as follows:
Ω(+) =
n∑
i=1
a(i)d(zi)
d
︸ ︷︷ ︸
≥0
as both a(i)d and (zi)
d are positive ∀ i. (11)
We analyze those terms in (10) which correspond to off-diagonal elements ofA. The powers βj of negative
components of z are crucial in this analysis. Therefore we consider two cases as follows:
(i) If
∑
j
βj is even then all such terms are non-positive, that is;
Λ
(−) =
( n∑
i1··· ,id=1
(δ|σ(k)|αk)(δ|σ(j)|βj )ai1···id
∏
k∈γ+(z)
(zeik )
αk(ik)
∏
j∈Nn\γ+(z)
(z
eij )
2β′j(ij)
)
︸ ︷︷ ︸
≤0
(12)
as ai1i2···id ≤ 0 and
∏
k∈γ+(z)
(zeik )αk(ik)
∏
j∈Nn\γ+(z)
(z
eij )
2β′j(ij) ≥ 0 therefore sum of non-positive
terms is non-positive again.
(ii) If
∑
j
βj is odd then all such terms are non-negative, that is;
Γ
(+) =
( n∑
i1··· ,id=1
(δ|σ(k)|αk)(δ|σ(j)|βj )ai1···id
∏
k∈γ+(z)
(zeik )αk(ik)
∏
j∈Nn\γ+(z)
(z
eij )
βj(ij)
)
︸ ︷︷ ︸
≥0
(13)
as two factors ai1i2···id and
∏
j∈Nn\γ+(z)
(z
eij )
βj(ij) are non-positive, and the third one
∏
k∈γ+(z)
(zeik )αk(ik)
is non-negative therefore the product of these three factors is non-negative. Hence the sum of non-negative terms
is non-negative again.
Summarizing equation (10) by incorporating the information given in equations (11),(13)and (12) we have:
fA(z) = Ω
(+) + Λ(−) + Γ (+) (14)
= Ω − Λ+ Γ where Λ(−) = −Λ and Ω,Λ, Γ ∈ ℜ+ (15)
We define a mapping φ : ℜn → ℜn+ as follows;
φ(z) =


a11 0 · · · 0
0 a22 · · · 0
...
...
. . .
...
0 0 · · · ann




z1
z2
...
zn

 where aii =
{
1 if i ∈ γ+(z)
−1 if i ∈ γ−(z)
thus corresponding to each z ∈ ℜn there exist unique φ(z) ∈ ℜn+, therefore, rewriting (9) as a sum of
non-negative and non-positive forms as follows:
fA(φ(z)) =
n∑
i=1
a(i)d︸︷︷︸
≥0
(φ(zi))
d︸ ︷︷ ︸
≥0
+
n∑
i1,i2··· ,id=1
ai1i2···id︸ ︷︷ ︸
≤0
φ(zi1)φ(zi2 ) · · ·φ(zid)︸ ︷︷ ︸
≥0
(16)
for even order d the first and second terms in (16) are non-negative and non-positive respectively, therefore
we have;
Ω(+) =
n∑
i+1
a(i)dφ(zi)
d and Ψ (−) =
n∑
i1,i2··· ,id=1
ai1i2···idφ(zi1)φ(zi2 ) · · ·φ(zid) (17)
Clearly all the terms in Ψ (−) are non-positive, that is, Ψ (−) = −Ψ where Ψ ∈ ℜ+, thus we have;
fA(x) = Ω
(+) + Ψ (−)
=⇒ fA(x) = Ω − Ψ where Ω,Ψ ∈ ℜ+
=⇒ fA(x) = Ω − (Λ+ Γ ) ∵ Ψ = Λ+ Γ
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Clearly, we have;
Λ− Γ ≤ Λ+ Γ
=⇒ −(Λ− Γ ) ≥− (Λ+ Γ )
=⇒ Ω − (Λ − Γ ) ≥ Ω − (Λ+ Γ ) ∵ Ω ∈ ℜ+
=⇒ fA(z) = Ω − (Λ − Γ ) ≥Ω − (Λ+ Γ ) = fA(x) ≥ 0 for x ∈ ℜ
n
+ and z ∈ ℜ
n
Thus,fA(z) ≥ 0 ∀ z ∈ ℜn which means, A ∈ S
+
n,d.
Converse is straight forward as all positive semidefinite tensors are copositive as well. 
Here, we would like to remark that the above theorem has a significant importance for the case d = 2,
since it gives a special class consisting of polynomial time solvable problems as a sub-class of an in gen-
eral NP-hard problem. However, for the case when d ≥ 4 this property is not true due to the fact that
determining if a tensor is PSD is an NP-hard problem [18].
4 Approximation Hierarchies for Copositive Cone of Tensors
The copositive cone of tensors is not computationally tractable. To solve optimization programs which
involves such cones, we replace the copositive (completely positive) cone by its approximation hierarchies
which yields an approximate optimal value of the original program. In this section we present, several inner
and outer approximation for the copositive cone of tensors.
4.1 Inner Approximation Hierarchies for Copositive Cone of Tensors
In the first part of this section, we present polynomial based inner approximation hierarchies C(r)n,d and K
(r)
n,d
for copositive cone of tensors. Secondly, we present the inner approximations IPn,d for copositive cone
based on simplicial partition P of the simplex ∆. In the last part, the containment relations among the
above mentioned inner approximations are discussed.
4.1.1 Inner Approximations Based on Polynomial Conditions
Since for any polynomial fA(x) of degree d in n variables as defined in (1), by virtue of the fact that for
any x ∈ ℜn+ we may write x = y ◦ y for some y ∈ ℜ
n, where ◦ indicates the component wise product;
thus the copositivity conditions for a tensor A can be represented as follows;
fA(y) =
〈
A, Td(y ◦ y)
〉
(18)
=
( n∑
i1,...,id=1
ai1i2...idy
2
i1
y2i2 · · · y
2
id
)
≥ 0 ∀ y ∈ ℜn (19)
In the subsequent part of this section, we adapt the idea from Parrilo [26], De Klerk and Pasechnik [13] for
higher degree sequence of polynomials {P (r)(y)}r∈N0 which is stated as under :
P (r)
(
y
)
= fA(y)
( n∑
k=1
y2k
)r
for all y ∈ ℜn (20)
Based on the above representation of polynomials, and by virtue of algebraic geometry Pablo A. Parrilo [26]
defined a sufficient condition for the polynomial to be non-negative everywhere, which further culminates
an idea to define an approximation for the copositive cone known as the Parrilo cone. The tensor analogue of
Parrilo cone denoted byK(r)n,d which consists of those tensorsA ∈ Sn,d for which the associated polynomial
in (20) has sums of squares decomposition. That is;
K
(r)
n,d =
{
A ∈ Sn,d : P
(r)(y) = fA(y)
(
n∑
k=1
y2k
)(r)
has an SOS decomposition
}
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Clearly, K(r)n,d ⊆ K
(r+1)
n,d for r ∈ N0, since:
P (r+1)(y) = fA(y)
(
n∑
k=1
y2k
)(r+1)
=
(
n∑
k=1
y2k
)fA(y)
(
n∑
k=1
y2k
)(r)
=
(
n∑
k=1
y2k
)
P (r)(y).
For r = 0 we have,
K
(0)
n,d =
{
A ∈ Sn,d : P
(0)(y) = fA(y)
(
n∑
k=1
y2k
)(0)
allows an SOS decomposition
}
=
{
A ∈ Sn,d : fA(y) allows an SOS decomposition
}
As we know that, if fA(y) allows an SOS decomposition then its associated tensor A ∈ S
+
n,d, however
converse is not true in general (see counter Example 4.5, [25]). Clearly the following inclusion relation
holds;
K0n,d ⊂ K
1
n,d ⊂ · · · ⊂ K
∞
n,d = Cn,d
where Sn,d denotes the cone of positive semidefinite tensors.
Another, sufficient condition for a polynomial to be non-negative, defined by Bomze and De Klerk [4], cf.
also De Klerk and Pasechnik [13] which exploits the coefficients. The tensor analogue of this condition
leads us to define an approximation cone C(r)n,d for the copositive cone which consists of those tensors
A ∈ Sn,d for which the associated polynomial in (20) has non-negative coefficients. That is;
C
(r)
n,d =
{
A ∈ Sn,d : P
(r)(y) = fA(y)
(
n∑
k=1
y2k
)(r)
has non-negative coefficients
}
For an arbitrary A ∈ C(r)n,d and due to the fact that P
(r+1)(y) =
(∑n
k=1 y
2
k
)
P (r)(y), it is straightforward
to see that C(r)n,d ⊆ C
(r+1)
n,d . Moreover, if A ∈ C
(r)
n,d then definitely its associated polynomial P
(r)(y) has
non-negative coefficients which further allows to have an SOS decomposition, thus A ∈ K(r)n,d for each
r ∈ N0. Therefore we have;
C
(r)
n,d ⊆ K
(r)
n,d ∀ r ∈ N0
Both cones C(r)n,d and K
(r)
n,d are inner approximations of Cn,d, that is
int
(
Cn,d
)
⊆
⋃
r∈N0
K
(r)
n,d ⊆ Cn,d and int
(
Cn,d
)
⊆
⋃
r∈N0
C
(r)
n,d ⊆ Cn,d
We discuss the procedure to calculate the coefficients of polynomials P (r)(y) of degree 2(d+ r). General-
izing the characterizations given by Bomze and De Klerk in [4] for the tensors of order d and dimension n.
For an arbitrary α ∈ ℜn we define the multinomial coefficients as follows:
c(α) =
{
‖α‖1!∏
n
i
(αi!)
if α ∈ Nn0
0 if α ∈ ℜn\Nn0
(21)
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where for any integer k ∈ Z, k! denotes the factorial of k. Expanding the polynomial P (r)(y) in (20) by
using the multinomial law we have the following:
P (r)(y) = fA(y)
(
n∑
k=1
y2k
)r
(22)
=
( n∑
i1,...,id=1
ai1i2...idy
2
i1
y2i2 · · · y
2
id
)( ∑
α∈In(r)
c(α)y2α
)
(23)
=
( n∑
i1,...,id=1
ai1...idy
2ei1y
2ei2 · · ·y2eid
)( ∑
α∈In(r)
c(α)y2α
)
(24)
=
∑
α∈In(r)
n∑
i1,...,id=1
c(α)ai1...idy
2(α+ei1+ei2+···+eid ) (25)
=
∑
α∈In(r)
( n∑
i1,...,id=1
c(α)ai1...id
)
y
2(α+ei1+ei2+···+eid ) (26)
let us assume that, ω = α+ ei1 + ei2 + · · ·+ eid , and abbreviating
ω
(
i1, i2, · · · , id
)
= ω − (ei1 + ei2 + · · ·+ eid)
taking s = r + d, from the last identity in (22) it follows that;
P (r)(y) =
∑
ω∈In(s)
( n∑
i1,...,id=1
c
(
ω(i1, i2, · · · , id)
)
ai1i2...id
)
y
2(ω) (27)
denoting the coefficients in (27) by Aω , that is we have;
Aω =
n∑
i1,...,id=1
c
(
ω(i1, i2, · · · , id)
)
ai1i2...id (28)
The procedure for finding the coefficients c
(
ω(i1, i2, · · · , id)
)
of multinomial in (28) is described in the
following proposition.
Proposition 2. Let c
(
ω(i1, i2, · · · , id)
)
be the coefficient of multinomial P (r)(y) in (27), then we have;
c
(
ω(i1, · · · , id)
)
=
{ c(ω − dei); i = ij : ∀ j ∈ Nd and i ∈ Nn
0; if i = i1 = · · · = ik 6= ik+1 6= · · · 6= id
c
(
ω − (ei1 + · · ·+ eid)
)
; if i1 6= i2 6= · · · 6= id
Proof: Since, ω = α + ei1 + ei2 + · · · + eid therefore ‖ω‖1 = r + d. By (21) we see that, when index
i is repeated d − times then we have, c
(
ω(i, i, · · · , i)
)
6= 0 as ωi > d. However, when some index i is
repeated k − times where 1 < k < d, then ωi = ri + k, so there exist an active index j 6= i such that
mj ≤ 0, which implies that, such coefficients are always zero; that is
c
(
ω(i1, · · · , id)
)
= 0; if i = i1 = · · · = ik 6= ik+1 6= · · · 6= id
we consider the last case when, i1 6= i2 6= · · · 6= id. In such case we have,mj = rj − 1 ∀j ∈ Nd, thus we
have;
c
(
ω(i1, · · · , id)
)
= c
(
ω − (ei1 + · · ·+ eid)
)
.

Analogous to matrix case, a vector extracted from all diagonal entries ofA is denote by diag(A) ∈ ℜn, i.e.
diag(A) =


a(i1)d
a(i2)d
...
a(in)d


However,Diag(ω) is a diagonal tensor of order d and dimensionn having components ofω at its diagonals.
By using the definition (21) of c(ω) the representation ofAω given in (27) is simplified considerably in the
following theorem.
4.1 Inner Approximation Hierarchies for Copositive Cone of Tensors 10
Theorem 2. LetA ∈ Sn,d be any d
th-order n-dimensional symmetric tensor then, forω ∈ In(s) we have;
Aω =
c
(
ω
)
s(s− 1)(s− 2) · · · (s− (d− 1))
[〈
A,ωd
〉
+
(d−1)∑
k=1
(−1)k
( ∑
∏
k
j=1 θtj∈{σ(i1i2···ik):{ij}
k
j=1⊆Nd−1}
( k∏
j=1
θtj
))〈
A, Diag
(
ω ◦ · · · ◦ ω
)︸ ︷︷ ︸
(d−k)−times
〉]
Proof: For i1 = i2 = · · · = id = i the coefficients c
(
ω(i, i, · · · , i)
)
are zero if ωi < d, however for
i1 6= i2 6= · · · 6= id the coefficients c
(
ω(i1, i2, · · · , id)
)
= 0 if
∏
ωi = 0. Thus the nonzero coefficients in
(27) occurs only for some (i1, i2, · · · , id) tuples depending upon ω. Therefore after some straightforward
calculations, we have the following simplification of (28);
Aω =
n∑
i1,...,id=1
c
(
ω(i1, i2, · · · , id)
)
ai1i2...id
=
n∑
i1,i2,...,id=1
‖ω − (θ1ei1 + · · ·+ θdeid)‖1!∏n
i (ωi − θi)!
ai1i2...id ; with
∑
i
θi = d ∀ θi ∈ Zd+1
=
n∑
i=1
‖ω − dei‖1!
(ωi − d)!
∏
k∈Nn\{i}
(ωk)!
a(i)d +
n∑
i1, ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1}}
‖ω − ei1 − (d− 1)eij ‖1!
(ωi1 − 1)!(ωij − (d− 1))!
∏
k∈Nn\{1,j}
(ωk)!
ai1(ij )(d−1)+
n∑
i1, i2, ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2}}
‖ω − ei1 − ei2 − (d− 2)eij‖1!
(ωi1 − 1)!(ωi2 − 1)!(ωij − (d− 2))!
∏
k∈Nn\{1,2,j}
(ωk)!
ai1i2(ij)(d−2) + · · ·
+
n∑
i1, i2, · · · , i(d−1), ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2, · · · , d− 1}}
‖ω − ei1 − · · · − eid‖1!∏d
k=1(ωk − 1)!
∏
k∈Nn\{1,2,··· ,d−1}
(ωk)!
ai1i2...id
using ‖ω‖1 = s and by virtue of the fact that the difference between positive numbers, it implies that, ‖ω − (θ1ei1 +
· · ·+ θdeid)‖1 = (s− d), which further simplifies the previous equation as follows:
Aω =
c(ω)
s(s− 1)(s− 2) · · · (s− (d− 1))
[
n∑
i=1
( d−1∏
k=0
(ωi − k)
)
a(i)d+
n∑
i1, ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1}}
(
ωi1
d−2∏
k=0
(ωij − k)
)
ai1(ij)(d−1)+
n∑
i1, i2, ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2}}
(
ωi1ωi2
d−3∏
k=0
(ωij − k)
)
ai1i2(ij)(d−2) + · · ·+
n∑
i1, i2, · · · , i(d−1), ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2, · · · , d− 1}}
( d∏
k=1
ωik
)
ai1i2...id
]
since by multi-coefficient formula (21) it is evident that c
(
ω(i1, i2, · · · , id)
)
= 0, as some of the components of
ω(i1, i2, · · · , id) can be negative, or the product of its components is zero. Therefore, the coefficients of ai1,(ij)(d−1) , ai1,i2,(ij)(d−2) , · · · , ai1,i2,··· ,(i(d−1))
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vanish. Thus, we have the following simplified equation:
Aω =
c(ω)
s(s− 1)(s− 2) · · · (s− (d− 1))
[
n∑
i=1
( d−1∏
k=0
(ωi − k)
)
a(i)d+
n∑
i1, i2, · · · , i(d−1), ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2, · · · , d− 1}}
( d∏
k=1
ωik
)
ai1i2...id
]
=
c
(
ω
)
s(s− 1)(s− 2) · · · (s− (d− 1))
[∑
i
(
ωi
(
ωi − 1
)
· · ·
(
ωi − (d− 1)
))
a(i)d+
n∑
i1, i2, · · · , i(d−1), ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2, · · · , d− 1}}
(
ωi1ωi2 · · ·ωid
)
ai1i2...id
]
=
c
(
ω
)
s(s− 1)(s− 2) · · · (s− (d− 1))
[ n∑
i1, i2, · · · , i(d−1), ij = 1
ij ∈ {ij : ij = ik ∀ j, k ∈ Nd\{1, 2, · · · , d− 1}}
(
ωi1 · · ·ωid
)
ai1···id+
n∑
i=1
(
ω
d
i
)
a(i)d +
n∑
i=1
( (d−1)∑
k=1
(−1)k
( ∑
(∏
k
j=1 θtj
)
∈{σ(i1i2···ik):{ij}
k
j=1⊆Nd−1}
( k∏
j=1
θtj
))
ωi
(d−k)
)
a(i)d
]
=
c
(
ω
)
s(s− 1)(s− 2) · · · (s− (d− 1))
[〈
A,ωd
〉
+
( (d−1)∑
k=1
(−1)k
( ∑
(
∏
k
j=1
θtj )∈{σ(i1i2···ik):{ij}
k
j=1
⊆Nd−1}
( k∏
j=1
θtj
))〈
A, Diag
(
ω ◦ ω ◦ · · · ◦ ω
)︸ ︷︷ ︸
(d−k)−times
〉)]

For the sake of brevity, we denote the coefficients of inner product
〈
A, Diag
(
ω ◦ ω ◦ · · ·ω
)︸ ︷︷ ︸
(d−k)−times
〉
in the last
identity by βk, that is;
βk =
( ∑
(
∏
k
j=1 θtj )∈{σ(i1i2···ik):{ij}
k
j=1⊆Nd−1}
( k∏
j=1
θtj
))
where k = 1, 2, · · · , (d− 1)
Notice from the above that P (r)(y) have non-negative coefficient wheneverAω ≥ 0. Thus we arrive at the
following theorem.
Theorem 3. For an arbitrary ω ∈ ℜn and r ∈ N0, the cone C
(r)
n,d is defined as:
C
(r)
n,d =

A ∈ Sn,d :
〈
A,
(
ω
d +
(d−1)∑
k=1
(−1)kβkDiag
(
ω ◦ · · · ◦ ω︸ ︷︷ ︸
(d−k)−times
))〉
≥ 0 ∀ ω ∈ In(s)


Proof: It is an immediate consequence of (27) and Proposition 2. 
for r = 0 we have;
C
(0)
n,d =

A ∈ Sn,d :
〈
A ,
(
ω
d +
(d−1)∑
k=1
(−1)kβkDiag
(
ω ◦ · · · ◦ ω︸ ︷︷ ︸
(d−k)−times
))〉
≥ 0 ∀ ω ∈ In(d)


Clearly, if A ∈ C(0)n,d then the entries of A must be non-negative. ThusA ∈ Nn,d; that is,
Nn,d = C
0
n,d ⊂ C
1
n,d ⊂ · · · ⊂ C
∞
n,d = Cn,d
4.1.2 Inner Approximations Based on Simplicial Partition
Let ‖ · ‖1 denote 1-norm on ℜn+. The set ∆ = {x ∈ ℜ
n
+ : ‖x‖1 = 1} is known as the standard simplex.
Any tensor A is copositive if and only if 〈A, Td(x)〉 ≥ 0 ∀ x ∈ ∆. In the subsequent part of this section
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we state the conditions for non-negativity of the polynomial fA(x) over a simplex. An appropriate way
to express polynomials over a simplex ∆ = conv{v1,v2, · · · ,vn} is by using barycentric coordinates;
that is, x =
∑n
i=1 λivi where
∑n
i=1 λi = 1 for λ1, λ2, · · · , λn ∈ ℜ and x ∈ ∆. The representation of
polynomial form in barycentric coordinates is given as follows:
fA(x) =
〈
A , Td
( n∑
i=1
λivi
)〉
=
n∑
i1,...,id=1
λi1λi2 · · ·λid
〈
A ,vi1 ⊗ vi2 ⊗ · · · ⊗ vid
〉
For the non-negative λ and basis vectors of the simplex∆, we state the following lemma.
Lemma 1. Let ∆ = conv{v1,v2, · · · ,vn} be a simplex. If
〈
A,vi1 ⊗ · · · ⊗ vid
〉
≥ 0 for all i1, · · · , id ∈
{1, 2, · · · , n} then
〈
A, Td(x)
〉
≥ 0 ∀ x ∈ ∆.
Proof: Let∆ = conv{v1,v2, · · · ,vn} then each x ∈ ∆, can be expressed as;
x =
n∑
i=1
λivi with
n∑
i=1
λi = 1
taking, 〈
A, Td(x)
〉
=
〈
A, Td(x)
〉
=
〈
A, Td
( n∑
i=1
λivi
)〉
=
n∑
i1,...,id=1
λi1λi2 · · ·λid
〈
A,vi1 ⊗ vi2 ⊗ · · · ⊗ vid
〉
≥ 0
As both
∑n
i1,...,id=1
λi1λi2 · · ·λid and 〈A,vi1 ⊗ vi2 ⊗ · · · ⊗ vid〉 are non-negative. 
For the standard simplex ∆s = conv{e1, e2, · · · , en} by the implication of Lemma 1, the tensor A is
copositive if 0 ≤
〈
A , Td
(∑n
i=1 λiei
)〉
= ai1i2···id , which establishes the fact that any entry wise non-
negative tensor is copositive. looking at the simplicial partition which is stated as under :
Let∆ be a simplex in ℜn a family P = {∆1,∆2, · · · ,∆m} of sub-simplexes satisfying
∆ =
m⋃
i=1
∆i and int(∆i)
⋂
int(∆j) = φ for i 6= j
is said to be simplicial partition of ∆. The set of all vertices’s in P is denoted by VP and the set of all
edges in P by EP . One of the convenient approach to partition any simplex is the radial subdivision of ∆;
choosing an arbitrary u ∈ ∆\{v1,v2, · · · ,vn} such that, u =
vi+vi+1
2 The sub-simplex∆
i is obtained by
replacing the vertex vi in∆ with u; that is,
∆i = conv{v1, · · · ,vi−1,u,vi+1, · · · ,vn}
For brevity of notation we define Td(x,y) = xα ⊗ yd−α. We describe the sufficient conditions for coposi-
tivity, in the following theorem which is generalization of [Theorem 3,[6]];
Theorem 4. Let A be a dth-order, n-dimensional symmetric tensor, and P = {∆1, · · · ,∆m} be a simpli-
cial partition of∆s; if〈
A, Td(u,v)
〉
≥ 0 for each pair {u,v} ∈ EP and
〈
A, Td(v)
〉
≥ 0 ∀ v ∈ VP
then A is copositive.
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Proof: Let P = {∆1,∆1, · · · ,∆m} be a simplicial partition of ∆s then, for each u,v ∈ ∆s there exist
some ∆i,∆j ∈ P such that u ∈ ∆i and v ∈ ∆j , by hypothesis it is true that, for all possible pairs of
vertices’s in the partition P of standard simplex∆s we have;
〈
A, Td(u,v)
〉
≥ 0. The standard simplex∆s
is topologically equivalent to ℜn+, since there exists a one-one, onto mapping φ : ℜ
n
+ → ∆
s defined as:
φ(x) =
∑n
i=1 xiei
‖x‖1
where xi ∈ ℜ+
Thus, corresponding to each x ∈ ℜn+ there exists distinctly unique φ(x) ∈ ∆
s, such that;〈
A , Td
(
x
)〉
= ‖x‖1
〈
A , Td
(
x
‖x‖1
)〉
= ‖x‖1
〈
A , Td
(
φ(x)
) 〉
= ‖x‖1
〈
A , Td
(
u
)〉
≥ 0
Thus,
〈
A , Td
(
x
)〉
≥ 0 ∀ x ∈ ℜn+ implies that, A is copositive tensor. 
we define the diameter δ(P) of the partition P as follows:
δ(P) := max
{u,v}∈EP
‖u− v‖
As the diameter δ(P) tends to zero, the partition gets finer and finer, eventually members of strictly copos-
itive tensor’s cone are captured. For the limiting case we state the necessary condition for a tensor to be
strictly copositive.
Theorem 5. Let A ∈ Sn,d be a strictly copositive tensor, then for every finite simplicial partition P of ∆
there exists an ε > 0 with δ(P) ≤ ε such that;〈
A, Td(u,v)
〉
≥ 0 ∀ {u,v} ∈ EP〈
A, Td(v)
〉
≥ 0 ∀ v ∈ VP
Proof: LetA ∈ Sn,d be a strictly copositive tensor, then the associated polynomial form fA(x) > 0 ∀ x ∈
ℜn+. Since ∆ is a compact subspace of ℜ
n
+, therefore by continuity condition it implies that, for each
x,y ∈ ∆ there exists an εx ≥ 0 such that;
fA(x,y) =
〈
A, Td(x,y)
〉
> 0 ∀ ‖x− y‖ ≤ εx
By uniform continuity of polynomials on the compact space ∆, it implies that; ε := inf
x∈∆
εx > 0. For the
simplicial partition P of simplex ∆ with δ(P) ≤ ε, choose an arbitrary sub-simplex ∆k and x(k),y(k) ∈
∆k it implies that ‖x(k)−y(k)‖ ≤ ε, which further implies that for all possible pairs of vertices’s x(k),y(k)
in∆, we have;
fA(x
(k),y(k)) ≥ 0 as k →∞
=⇒ fA(x,y) ≥ 0 ∀ {x,y} ∈ EP and fA(x) ≥ 0 ∀ x ∈ VP

Consequently, for any partition P and by Theorems 4 and 5, it is natural to define inner polyhedral approx-
imations for the copositive cone Cn,d as follows:
IPn,d :=
{
A ∈ Sn,d :
〈
A, Td(u,v)
〉
≥ 0 ∀ {u,v} ∈ EP &
〈
A, Td(v)
〉
≥ 0 ∀ v ∈ VP
}
The inner cone approximation IPn,d corresponding to the partition P , and for two simplicial partitions P1
and P2 of simplex ∆. The partition P2 is said to be refinement of P1 if for each sub-simplex ∆k ∈ P1
there exists a subset P∆k ⊆ P2 which is simplicial partition of ∆
k . In the subsequent part of this section,
we discuss several properties of IPn,d.
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Lemma 2. The cone IPn,d is an inner approximation for Cn,d, that is, I
P
n,d ⊆ Cn,d.
Proof: Let A ∈ IPn,d be an arbitrary tensor, then for each x ∈ ∆ there exist a sub-simplex ∆
k such that;
x ∈ ∆k and by continuity conditions it implies that for δ(P) ≤ ε and x,y ∈ ∆k we have;
fA(x,y) =
〈
A, Td(x,y)
〉
≥ 0 whenever ‖x− y‖ ≤ ε
=⇒ fA(x,y) ≥ 0 ∀ x,y ∈ ℜ
n
+
=⇒ fA(x) ≥ 0 ∀ x ∈ ℜ
n
+
Hence A is copositive tensor, that is IPn,d ⊆ Cn,d. 
we consider a sequence {Ak} of tensors in IPn,d, with reference to Theorem 5; we see that, for any partition
Pk as δ(Pk)→ 0 we have;
lim
k→∞
〈
Ak, Td(x
k)
〉
≥ 0 ∀ xk ∈ ∆k
=⇒
〈
A,X
〉
≥ 0 ∀ x ∈ ∆k since∆ is compact
Thus,A ∈ IPn,d, which implies that I
P
n,d is closed and convex as well. Moreover, for every finite partition P
of∆ the total number of vertices’s and edges are also finite, therefore to determine that, a tensorA ∈ IPn,d it
required to solve finitely many inequalities. Henceforth such tensor cones can be generated by finite subset
M ⊆ IPn,d, which establishes the fact that I
P
n,d is polyhedral cone. In the following lemma we discuss the
containment relation among inner approximations based on partition P1 and its refinement P2.
Lemma 3. Let P , P1, and P2 be simplicial partitions of ∆. If P2 is a refinement of P1, then I
P1
n,d ⊆ I
P2
n,d
Proof: Let P2 be a refinement of P1, then there exists a sub-simplexes∆k1 ∈ P1 and ∆k2 ∈ P2 such that
∆k2 ⊆ ∆k1 . we consider an arbitrary tensorA ∈ IP1n,d , and x,y ∈ ∆
k2 . As both x and y can be expressed
as convex combination of the vertices’s uk1i ∈ ∆
k1 :
x =
n∑
i=1
λiu
k1
i where
n∑
i=i
λi = 1; λi ≥ 0
y =
n∑
i=1
θiu
k1
i where
n∑
i=i
θi = 1; θi ≥ 0
Since for each pair uk1i ,u
k1
j of vertices’s in∆
k1 we have,
〈
A, Td(u
k1
i ,u
k1
j )
〉
≥ 0, which implies that;
fA(x,y) =
〈
A , x⊗ · · · ⊗ x︸ ︷︷ ︸
α−times
⊗ y ⊗ · · · ⊗ y︸ ︷︷ ︸
(d−α)−times
〉
=
n∑
i1,...,iα=1
j1,...,j(d−α)=1
(λi1 · · ·λiαθj1 · · · θj(d−α) )
〈
A,ui1 ⊗ · · · ⊗ uiα ⊗ uj1 ⊗ · · · ⊗ uj(d−α)
〉
≥ 0
Hence,A ∈ IP2n,d, which further implies that, I
P1
n,d ⊆ I
P2
n,d. 
The sequence {Pk} of simplicial partition yields a system of polyhedral inner approximations which ap-
proximates the copositive cone precisely.
Theorem 6. Let the sequence {Pk} of simplicial partitions of∆ with δ(Pk)→ 0. Then we have:
int(Cn,d) ⊂
⋃
k∈N
IPk = Cn,d
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Proof: SupposeA ∈ int(Cn,d) be an arbitrary tensor, thenA is strictly copositive. By Theorem 5 it implies
that, there exists a partition Pk0 such that A ∈ I
Pk0
n,d where k0 ∈ N; therefore we have,
A ∈
⋃
k∈N
IPkn,d =⇒ int(Cn,d) ⊂
⋃
k∈N
IPkn,d
However, for anyA ∈
⋃
k∈N
IPkn,d there exists some partition Pk such that〈
A, Td(v)
〉
= 0 for v ∈ VPk =⇒ A /∈ int(Cn,d)
Moreover, by Lemma 2 we have, IPkn,d ⊂ Cn,d ∀ k ∈ N which implies
⋃
k∈N
IPkn,d ⊆ Cn,d.
For an arbitraryA ∈ Cn,d we have;〈
A, Td(x)
〉
≥ 0 for x ∈ ℜn+
=⇒ ‖x‖1
〈
A, Td
(
x
‖x‖1
)〉
≥ 0 for
x
‖x‖1
∈ ∆
hence, there exists a partition Pk of simplex∆ such that;
fA
(
x
‖x‖1
)
≥ 0 for all
x
‖x‖1
∈ VPk and fA
(
x
‖x‖1
,
y
‖y‖1
)
≥ 0 for all
{
x
‖x‖1
,
y
‖y‖1
}
∈ EPk
Thus, A ∈ IPkn,d as well, therefore we have the result⋃
k∈N
IPkn,d = Cn,d

4.2 Containment relations among C(r)n,d , K
(r)
n,d and I
Pr
n,d
We present the inclusion relation between the cones C(r)n,d, K
(r)
n,d and I
Pr
n,d as a proposition:
Proposition 3. Let Pr be a simplicial partition of the simplex ∆, then the rth level inner approximation
hierarchies C
(r)
n,d , K
(r)
n,d and I
Pr
n,d for the copositive tensor cone Cn,d has the following inclusion relations:
C
(r)
n,d ⊆ K
(r)
n,d and C
(r)
n,d ⊆ I
Pr
n,d for all r ∈ {0, 1, 2, · · · }
Proof: Let A ∈ C(r)n,d be an arbitrary tensor, then the associated polynomial P
(r)(y) in (27) allows a sum-
of-square decomposition, thusA ∈ K(r)n,d, henceforth, C
(r)
n,d ⊆ K
(r)
n,d ∀ r.
To show that the tensor A belongs to rth level cone IPrn,d as well, we take an arbitrary v ∈ VPr , which
implies that (r + d)v ∈ In(r + d). Therefore for any pair of vertices’s u,v ∈ VPr we have;〈
A , Td(u,v)
〉
=
〈
A, Td
(
x
r + d
,
y
r + d
)〉
=
1
(r + d)d
〈
A, Td(x,y)
〉
=
1
(r + d)d
(〈
A, Td(x)
〉
+
〈
A, Td(y)
〉
−
〈
A, Td(x− y)
〉)
≥
1
(r + d)d
(〈
A, Diag(x)
〉
+
〈
A, Diag(y)
〉
−
〈
A, Diag(x− y)
〉)
≥
1
(r + d)d
n∑
i=1
(
a(i)dxi + a(i)dyi − a(i)d(xi − yi)
)
≥
1
(r + d)d
n∑
i=1
(
2a(i)dyi
)
≥ 0
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Thus
〈
A, Td(u,v)
〉
≥ 0 ∀ u,v ∈ VPr , which further implies
〈
A, Td(v)
〉
≥ 0 ∀ v ∈ VPr . Hence,
A ∈ IPrn,d for all r. 
Note that, neither IPrn,d ⊆ K
(r)
n,d nor K
(r)
n,d ⊆ I
Pr
n,d.
Example 2. Let A ∈ K
(0)
3,6 be any tensor with entries given as follows:
ai1i2i3i4i5i6 =


1 if ij = ik ∀ j, k ∈ {1, 2, 3, 4, 5, 6}
2 if ij = 1 ∀ j ∈ {1, 2, 3} and iK = 2 ∀ k ∈ {4, 5, 6}
2 if ij = 1 ∀ j ∈ {1, 2, 3} and iK = 3 ∀ k ∈ {4, 5, 6}
−2 if ij = 2 ∀ j ∈ {1, 2, 3} and iK = 3 ∀ k ∈ {4, 5, 6}
0 otherwise
then the associated polynomial form, fA(x, y, z) = x
6 + y6 + z6 +2x3y3 +2x3z3− 2y3z3 must allow an
sos decomposition. , since not all elements of A are non-negative, therefore A /∈ IP03,6.
Example 3. Let A ∈ IP12,2 be an arbitrary tensor, then the following conditions on elements of A are true:
aii ≥ 0 for i ∈ {1, 2}
a11 + a12 ≥ 0
a11 + a12 ≥ 0
the associated polynomial of A is fA(x) = a11x21 + a22x
2
2 + 2a12x1x2 for x ∈ ℜ
n
+, by substituting
x = y ◦ y for y ∈ ℜn, which further leads to the polynomial
P (1)(y) = (a11y
4
1 + a22y
4
2 + 2a12y
2
1y
2
2)(y
2
1 + y
2
2)
=

 y21y22
y1y2

T

 a11y21 0 a12y1y20 a22y22 a12y1y2
a12y1y2 a12y1y2 a11y
2
1 + a22y
2
2



 y21y22
y1y2


= V TQ(y1, y2)V
since, Q(y1, y2) is not a PSD matrix; for if taking y1 = y2 = 1 and for the vector z
T = (−10,−10, 1), we
have; zTQ(1, 1)z = 101(a11 + a22)− 40a12 which is negative for a11 = a22 =
1
101 and a12 = 1, that is
zTQ(1, 1)z = −38. Henceforth, P (1)(y) don’t allow sum-of-square decomposition. ThusA /∈ K
(1)
2,2.
4.3 Outer Approximations for Copositive Cone
In this section we discuss, the outer approximations OPn,d and O
(r)
n,d for copositive cone of tensors. These
approximations contains copositive cone Cn,d.
4.3.1 Outer Approximations based on Simplicial Partition
For any simplicial partition P of∆ the coneOPn,d is stated as follows;
OPn,d =
{
A ∈ Sn,d :
〈
A, Td(v)
〉
≥ 0 ∀ v ∈ VP
}
approximates the copositive cone from outside. Since for each tensor A ∈ Cn,d; the associated polynomial
form fA(x) =
〈
A, Td(x)
〉
≥ 0 ∀ x ∈ ℜn+. For the collection of all vertices’s VP ⊆ ℜ
n
+, we have,〈
A, Td(x)
〉
≥ 0 ∀ x ∈ VP ⊆ ℜn+. Consequently, the tensor A ∈ O
P
n,d, which implies Cn,d ⊆ O
P
n,d.
Moreover, if the partition P = {∆s} then O{∆
s}
n,d carries all those tensors whose diagonal entries are non-
negative. It is well known fact that the diagonal entries of copositive tensors are necessarily non-negative.
Clearly, the cone OPn,d is closed and convex, and it possesses a polyhedral geometry, since for any finite
partition P of simplex ∆ the total number of vertices’s VP are finite, therefore to find an element of such
cone requires to solve finitely many inequalities. , if P ,P1, and P2 are the simplicial partitions of ∆ then
the inclusion relation between the outer approximations based on these partitions is presented as a lemma,
whose proof is analogous to [Lemma 8,[6]]; for the sake of completeness we give the proof.
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Lemma 4. For simplicial partitions P , P1, and P2 of∆, if P2 is a refinement of P1, then O
P2
n,d ⊆ O
P1
n,d.
Proof: Let P2 be a refinement of P1; so there exists a sub-simplex ∆k1 ∈ P1 and another sub-simplex
∆k2 ∈ P2 such that ∆k2 ⊆ ∆k1 , which implies that, VP1 ⊆ VP2 , therefore the set of all inequalities
definingOP1n,d is a subset of the set of inequalities definingO
P2
n,d; thus, O
P2
n,d ⊆ O
P1
n,d. 
The sequence {OPk} of outer approximations converges to Cn,d as the radius δ(Pk) → 0, as stated in the
following theorem.
Theorem 7. For the sequence {Pk} of simplicial partitions of ∆ with δ(Pk)→ 0; we have:
Cn,d =
⋂
k∈N
OPkn,d
Proof: Since we know that; Cn,d ⊆ O
Pk
n,d ∀k ∈ N therefore, Cn,d ⊆
⋂
k∈N
OPkn,d. To establish the re-
verse inclusion, we assume on the contrary that, A /∈ Cn,d which implies that, for some v ∈ ∆ we have〈
A, Td(v)
〉
< 0, so by continuity property, there exists an ε-neighborhoodNε(v) such that;〈
A, Td(v)
〉
< 0 ∀ v ∈ Nε(v)
if the diameter δ(P) < ε, then there exist a simplex ∆k ∈ P and uk ∈ ∆ksuch that; ‖u − v‖ < ε which
implies that; uk ∈ Nε(v), which further implies;〈
A, Td(u
k)
〉
< 0 ∀ uk ∈ Nε(v) ⊆ ∆
k which is a contradiction therefore A /∈ OPkn,d
Henceforth,A /∈ ∩
k∈N
OPkn,d, which implies that, Cn,d ⊇ ∩
k∈N
OPkn,d. 
4.4 Rational Griding based Outer Approximations
The regular grid∆(r)n of rational points on the simplex∆ for each r ∈ {0, 1, 2, · · · } is stated as follows:
∆(r)n := {x ∈ ∆ : (r + 2)x ∈ N
n
0}
For each r the grid∆(r)n provides a finite discretization of the simplex∆ consisting of rational points. The
cardinality of each grid∆(r)n is given as follows:
|∆(r)n | =
(
n+ r − 1
r
)
For each r ∈ {0, 1, 2, · · · }, let us define
δ(r)n :=
r⋃
k=1
∆(k)n
by using the above mentioned discretization, we define another hierarchy of outer polyhedral approxima-
tionsO(r)n,d for copositive cone Cn,d as follows:
O
(r)
n,d :=
{
A ∈ Sn,d :
〈
A, Td(v)
〉
≥ 0 ∀ v ∈ δ(r)n
}
Clearly, each cone O(r)n,d is a proper cone. In the following theorem, we prove that the hierarchy of outer
polyhedral approximationsO(r)n,d converges to the cone of copositive tensors.
Theorem 8. The hierarchy of outer polyhedral approximationsO
(r)
n,d contains the copositive cone Cn,d for
each r ∈ {0, 1, 2, · · · }, that is, O0n,d ⊇ O
1
n,d ⊇ · · · ⊇ Cn,d; with,
Cn,d =
⋂
r∈N
O
(r)
n,d
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Proof: Let A ∈ Cn,d be an arbitrary tensor then the associated polynomial form fA(x) ≥ 0 ∀ x ∈ ℜn+,
and since δ(r)n ⊆ ℜn+ therefore fA(x) ≥ 0 ∀ x ∈ δ
(r)
n , which implies that Cn,d ⊆ O
(r)
n,d, which further
implies that,
Cn,d ⊆
⋂
r∈N
O
(r)
n,d
For the inclusion
⋂
r∈NO
(r)
n,d ⊆ Cn,d, let us consider a tensor A ∈ Sn,d be such that A /∈ Cn,d, therefore
for some r there exist u(r) ∈ ∆(r)n such that,
〈
A, Td(u(r))
〉
< 0. Now, perturbing those components of
u
(r) which are zero by a small positive value θ > 0 in such a way that u(r) > 0. By continuity property
of polynomials, we know that there exists an εr neighborhood Nεr (u
(r)) such that
〈
A, Td(v)
〉
< 0 for
all v ∈ Nεr (u). Letting, εm = min{εr,mini=1,2,··· ,nui}. As the set of rationals is dense in the set of
reals, so there exists a vector w ∈ Qn+, with ‖u
(r) − w‖ < εm, which implies that w > 0. Hence there
exists some positive integer k such that x = w‖w‖1 ∈ δ
(r)
n for all r ≥ m, because
〈
A, Td(x)
〉
< 0, thus
A /∈ O
(r)
n,d ∀ r ≥ m which further implies that, A /∈
⋂
r∈N
O
(r)
n,d. 
Therefore, by using the classical partitioning of the simplex ∆ through bisection of longest edge, the col-
lection of all the vertices’s in the partition Pr of the simplex ∆ is always contained in δ
(r)
n for each r. We
present the containment relation between outer approximations in the following proposition.
Proposition 4. For simplicial partitionPr through bisection along the longest edge and rational discretiza-
tion δ
(r)
n of the simplex ∆, we have O
Pr
n,d ⊆ O
(r)
n,d for each r ∈ {0, 1, 2, · · · }
Proof: Let Pr be the classical partitioning of the simplex ∆ through bisection along the longest edge, and
VPr be the collection of all the vertices’s in Pr, then for each r we immediately have, VPr ⊆ δ
(r)
n , which
implies that
OPrn,d ⊆ O
(r)
n,d ∀ r ∈ {0, 1, 2, · · · }

5 Conclusion
In this article several properties for Copositive Tensor cones are proven. Moreover, a necessary and suf-
ficient condition under which the cones Cn,d and S
+
n,d coincides has been established. The calculation of
the coefficients of higher degree polynomial is critical in the analysis of approximation hierarchies based
on polynomial conditions. In this regard, procedure/formula to find the coefficients of the polynomial form
is obtained, along with the representation of the inner approximation cone Crn,d for copositive cone Cn,d.
More importantly, several inner and outer approximation hierarchies along with their containment relations
are also given. In future we worked towards utilizing these hierarchies for approximating polynomial op-
timization. Especially to recover approximation results for polynomial optimization over the simplex as
obtained by De Klerk and co-authors [8], [19], [9], [10].
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