Abstract-In
I. CHEMICAL KINETICS IN SITUATIONS INTERMEDIATE BETWEEN USUAL AND HIGH CONCENTRATIONS:
FORMULATION OF THE PROBLEM Chemical kinetics: usual formulas. Chemical kinetics describes the rate of chemical reactions. For usual concentrations, the rate of a reaction between two substances A and B is proportional to the product c A · c B of their concentrations; see, e.g., [3] , [7] . Similarly, if we have a reaction A + . . . + B → . . . with three or more substances, the rate of this reaction is proportional to the products of the concentrations of all these substances c A · . . . · c B .
How formulas of chemical kinetics are usually derived. Let us start the explanation of how the general formulas of chemical kinetics are derived by first considering the case of two substances A and B.
Molecules of both substances are randomly distributed in space. So, for each molecule of the substance A, the probability that it meets a molecule of the substance B is proportional to the concentration c B . If the molecules meet, then (with a certain probability) they get into a reaction. Thus, the expected number of reactions involving a given molecule of the substance A is also proportional to c B . The total number of A-molecules in a given volume is proportional to c A ; thus, the total number of reactions per unit time is proportional to c A · c B .
Similarly, for the case of three or more substances, we can conclude that the reaction rate is indeed proportional to the product c A · . . . · c B .
Case of high concentrations. When the concentrations are very high, there is no need for the molecules to randomly bump into each other; these molecules are everywhere. So, as soon as we have molecules of all needed type, the reaction starts. In other words, in this case, the reaction rate is proportional to the concentration of the corresponding tuples -i.e., to the minimum min(c A , . . . , c B ) of all the input concentrations c A , . . . , c B .
Example. The formula min(c A , . . . , c B ) can be easily illustrated on the example of a relation which is non-chemical reaction but which is described by the same chemical kinetictype equations: the relation between predators and prey.
When we have usual (small) concentrations of wolves W and rabbits R in a forest, the probability for a wolf to find a rabbit is proportional to the concentration c R of rabbits, so the overall amount of rabbits eaten by wolves is proportional to the product c W · c R .
On the other hand, for high concentrations, e.g., if we throw a bunch of rabbits into a zoo cage filled with hungry wolves, there is no need to look for a prey, each wolf will start eating its rabbit -as long as there are sufficiently many rabbits to feed all the wolves. So:
• When c R ≥ c W , the number of eaten rabbits will be proportional to the number of wolves, i.e., to c W .
• In situations when there are not enough rabbits (i.e., when c R < c W ), the number of eaten rabbits is proportional to the number of rabbits, i.e., to c R . In both cases, the reaction rate is proportional to min(c R , c W ).
Empirical evidence for high-concentration reaction rate. The high-concentration reaction rate indeed turned out to be very useful to describe biochemical processes; see, e.g., [2] , [8] .
Interesting observation: simulations of high-concentration reactions lead to efficient algorithms. It is known that in many cases, difficult-to-solve computational problems can be reduced to problems of chemical kinetics. In such situations of chemical computing, we can efficiently solve the original computational problems by either actually performing the corresponding chemical reactions, or by performing a computer simulation of these reactions; see, e.g., [1] .
To make the simulations as fast as possible, it is desirable to simulate reactions which are as fast as possible. The reaction rate increases with the concentrations of the reagents. Thus, to speed up simulations, we should simulate high-concentration reactions. This simulation indeed speeds up the corresponding computations; see, e.g., [5] , [6] .
Main problem. While we know the formulas for the usual and for the high concentrations, it is not clear how to compute the reaction rate for concentrations between usual and high.
What is known. Both formulas r = c A · c B and r = min(c A , c B ) are particular cases of t-norms ("and"-operations in fuzzy logic; see, e.g., [4] , [9] , [11] ). This is not a coincidence: there is no reaction if one of the substances is missing, so c A = 0 or c B imply that r = 0 -which is exactly the property of a t-norm. Fuzzy t-norms have indeed been effectively used to describe chemical reactions [2] , [8] .
Remaining problem. The problem is that there are many possible t-norms, and it is not clear which one we should select.
What we do in this paper. In this paper, we use the analysis of the corresponding chemical processes to derive the formulas that adequately describe the reaction rate in intermediate situations -and thus, to appropriately select the corresponding
II. CHEMICAL KINETICS IN SITUATIONS INTERMEDIATE BETWEEN USUAL AND HIGH CONCENTRATIONS: ANALYSIS OF THE PROBLEM, RESULTING FORMULAS, AND DISCUSSION
Towards formulating the problem in precise terms. Let us start with the case of two substances A and B. As we have mentioned earlier, the two molecules get into a reaction only when they are close enough. When these molecules are close enough, then, within the corresponding small region, the reaction rate is proportional to the minimum min(c A , c B ) of their concentrations. When concentrations are small, then, within each region, we have either zero or one molecule; the probability to have two molecules is very small (proportional to the square of these concentrations) and can, therefore, be safely ignored. In this case, for each region, the reaction occurs if we have both an A-molecule and a B-molecule. The probability to have an A-molecule is proportional to c A ; the probability to have a B-molecule is proportional to c B . Since the distributions for A and B are independent, the probability to have both Aand B-molecules in a region is equal to the product of these probabilities and is, thus, proportional to the product of the concentrations c A · c B .
When the concentrations are high, then each region has molecules of both types. The average number of A-molecules in a region is proportional to c A , i.e., has the form k · c A for some proportionality coefficient k. Similarly, the average (c A , c B ) , i.e., is proportional to min(c A , c B ) .
This analysis leads us to the following reformulation of our problem.
Resulting formulation of the problem in precise terms. Within a unit volume, we have a certain number r of " small regions", i.e., regions such that only molecules within the same region can interact with each other.
We have a total of N A = N · c A molecules of the substance A, and we have a total of N B = N · c B molecules of the substance B. Each of these molecules is randomly distributed among the regions, i.e., it can be located in any of the r regions with equal probability. Distributions of different molecules are independent from each other. Within each region, the reaction rate is proportional to the minimum min(n A , n B ) of the numbers n A and n B of A-and B-molecules in this region. The overall reaction rate can be computed as the average over all the regions -i.e., in other words, as the mathematical expectation of this minimum.
Analysis of the problem. Based on the above description, the number of A-molecules in a region follows the Poisson distribution (see, e.g., [10] ), according to which, for each value k, the probability to have exactly n A = k A-molecules is equal to
The mean value of the Poisson random variable is λ A ; on the other hand, we have N · c A A-molecules in r cells, so the average number of A-molecules in a cell is equal to the ratio N · c A r , so
In other words, λ A = c · c A , where we denoted c def = N r . Similarly, for the number n B of B-molecules in the region, we have a probability distribution
The desired distribution for n = min(n A , n B ) can be obtained from the fact that
Since A-and B-molecules are independently distributed, the A-related value n A and the B-related value n B are also independent. Therefore,
Based on (1) and (3), we conclude that
and
So, we conclude that
The expected value E can be now computed as
Substituting the expression (8) into this formula, we arrive at the following expression.
Resulting formula for the reaction rate. The reaction rate is proportional to
where λ A = c · c A and λ B = c · c B for some constant c. For a reaction between three or more substances
we similarly get a formula
where λ A = c · c A , . . . , and λ B = c · c B for some constant c.
Towards simplifying the above formula. Let us show that the above formula can be somewhat simplified by expressing it in terms of the upper incomplete Gamma-function. The upper incomplete Gamma function is often used to analyze the Poisson distribution. It is defined as
Its relation to the Poisson distribution comes from the fact that for integer values s, we have
Since exp(λ) =
Subtracting (12) from (13), we conclude that
In particular, for λ = λ A and for λ = λ B , we get the following formulas:
Substituting these expressions instead of the sums into the formula (10), we arrive at the following expression.
Simplified version of the rate formula. The reaction rate is proportional to
For the reaction between three or more substances, a similar formula takes the form
Analysis of the above formula. Let us show that in both limit cases -when concentrations are small and when concentrations are large -the formula (10) (and thus, the equivalent formula (17)) leads to the known expressions for the reaction rate. Indeed, when λ A and λ B are small, then exp(−(λ A + λ B )) is approximately equal to 1. Also, terms proportional to λ 2 A and to higher powers of λ A are much smaller than the term proportional to λ A and can, therefore, be ignored. So, in this case, we have
Similarly, we have
Thus, the formula (10) takes the form E = λ A · λ B . Since ℓ! drastically decrease with ℓ, so we only need to take the into account the largest term -which corresponds to the smallest possible value ℓ = 1. When λ A and λ B are large, the dependence on ℓ is no longer monotonic. The largest value of this term can be estimated if we approximate ℓ! by the usual Stirling approxi- means that all other terms in this sum are much smaller -and can thus be, in the first approximation, ignored.
In this first approximation, we can therefore assume that this term is equal to exp(ℓ), while all other terms are 0s. Thus, 
