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Abstract
When examining the acoustic response of the seafloor, scattering strength is assumed
to be temporally invariant. However, the state of the seafloor in terms of roughness and
sediment heterogeneity is not temporally invariant. Changes in both seafloor roughness and
sediment heterogeneity are known to correlate with changes in scattering strength. This
thesis is a preliminary investigation into the temporal variability of scattering strength. The
data for this thesis was collected in three separate experiments at two different sites: 24-30
September, 2020 offshore of New Castle Island; 02-23 October, 2020 offshore of New Castle
Island; and 27 October, 2020–12 November, 2020 offshore of Star Island. Analysis of the data
from 02-23 October revealed the New Castle Island site to have a range of scattering strengths
of at least 5 dB across all frequencies. Lower grazing angles have ranges in excess of 10 dB.
The Star Island data from 27 October–12 November and the New Castle Island data from
24–30 September did not show as much variability. The variability for both data sets was
frequently within an uncertainty of ±1.25 dB. This does not mean there was no variability,
as changes in scattering strength of 3-4 dB over time scales of days were observed in both
data sets. Causes for the variability in scattering strength and reasons for the differences
in variability among the experiments were examined, but definitive conclusions were not
reached. The work described by this thesis provides the groundwork for more detailed and
extensive experiments that will be performed over the next two years.

xiii

1. Introduction
The acoustic properties of the seafloor and their associated spatial distribution are
major factors impacting the performance of sonar systems designed for object detection and
classification [1, 2, 3]. When predicting the performance of many types of sonar systems,
it is generally assumed that the acoustic response of the seafloor is solely a function of the
seabed type (i.e., sand, mud, etc.) and is temporally invariant. In reality, seafloor conditions
are constantly changing due to bioturbation and near-bottom hydrodynamics. Examples
of this variability include: 1) daily changes caused by benthic animal bioturbation [4]; 2)
hourly to weekly changes caused by episodic storm events [5, 6]; 3) seasonal changes caused
by natural biological productivity variation [7]; and 4) longer yearly or decadal biological
or hydrodynamic changes caused by climate shifts [8, 9]. Figure 1.1 shows an example of
roughness for seabeds with low energy and high energy hydrodynamic conditions. Roughness
caused by bioturbation is also evident in both of the images. Differences between biologically
caused roughness in the two images is the result of differences in the types of benthic organisms
present at each site. Changing conditions of the interface of the seafloor and benthic activity
are believed to have a significant effect on acoustic scattered levels and scattering statistics
[4, 10, 11, 12, 13].

1

(b)

(a)

Figure 1.1: Examples of variability in seafloor roughness a) Sediment in a low energy wave
environment with bioturbation b) Sediment in a high energy wave environment with bioturbation

Past research indicates the subject of temporal variability of seafloor scattering is complex
and requires more focused investigation [14, 15, 16, 17, 18, 19, 20, 21, 22]. Early research into
backscatter showed large differences in the response of 10 dB or more from different patches
of seafloor of the same sediment class [14]. Similarly, in an observation of scattering during
the STRESS (Sediment TRansport Events on Slopes and Shelves) experiment at 35 kHz in
the North Sea during a large storm event, spatial variations in the backscatter levels of 10 dB
or more were observed with no associated change in grain size [15]. It was believed that
storm-driven sediment transport was responsible for these changes by altering the bottom
roughness and redepositing suspended material, suggesting that changes in backscatter could
be detected after large hydrodynamic events. Based on these observations at the North Sea
site, it was expected that similar dramatic changes in backscattered signal would be observed
in the data collected from another STRESS site off the Northern California coast in 91 m of
water depth following a similar storm event. However, analysis of the data showed a smaller
increase in backscatter strength than expected. Additionally, while comparison of separate
sonar scans prior to and after storm activity revealed changes in roughness, the observed
decorrelation between the scans was much less than what was expected [16].
During the SAX99 experiment (Sediments Acoustic Experiment-1999), natural roughness
2

changes were observed on two separate dates and acoustic backscatter measurements were
compared. Although changes in backscatter measurements were predicted based on the
roughness changes, no changes in the backscatter were observed [17]. However, when
deliberate modifications of seafloor roughness were made during the experiment by raking
the seafloor, there was an increase in scattering intensity of 12-18 dB at 40 kHz. These levels
were observed to decay to pre-modification levels within 24 hours due to degradation of the
roughness by biological modification [18].
Lastly, in 2004 there was a follow up to the SAX99 experiment, titled SAX04. This
experiment was done within a kilometer of the original SAX99 site in Ft. Walton, FL [19].
Over the course of this experiment, two major storm events, Hurricane Ivan and Tropical
Storm Matthew, occurred in late September and early October of 2004. Prior to the storms
the sediment types at both sites were considered statistically homogeneous. However, during
Hurricane Ivan, significant amounts of mud, up to 10 cm in some places, were transported onto
the shelf [20]. Approximately three weeks later, Tropical Storm Matthew, deposited a layer of
sand over these mud patches. In the original SAX99 experiment, backscattering at frequencies
between 20 and 150 kHz was dominated by roughness features at shallow grazing angles (less
than 45°) [21]. In the 2004 acoustic measurements, which were made approximately 1 month
and 1 week after the corresponding storm events using similar frequencies and low grazing
angles, volume scattering dominated [20, 22].
As indicated above, although there is evidence suggesting the significant temporal
variability in the seafloor backscatter, further research into the matter is still required. In
order to address these shortfalls in data on temporal variability in backscatter, a system
was designed to collect acoustic and environmental data for long time periods. This thesis
will discuss development of this experimental system and examine several sets of initial data
collected between September and November of 2020 in Portsmouth Harbor and off of Star
Island, on of the Isles of Shoals. These data sets spanned a 1 to 3 week observation period.

3

These data provide preliminary insight into the types of environmental variability controlling
the acoustic backscatter from the seafloor and will inform future methodology, data processing,
modeling techniques, and site selection for longer duration deployments.

4

2. Background
Reflection and scattering are two different mechanisms by which sound waves interact
with a surface, which for the purposes of this research is the seafloor. Reflection is typically
used to describe the interaction of sound with a flat seafloor. For the case of no roughness,
the seafloor acts as an acoustic mirror, reflecting sound at an angle equal to the incident
sound wave, which is sometimes referred to as the "specular direction" [2]. Although the
seafloor is never perfectly flat, this is an assumption that can often be made to accurately
model the interaction of sound waves with the seafloor, particularly at low frequencies where
acoustic wavelength is large compared to the rms height of seafloor roughness. Scattering, on
the other hand, refers to the redistribution of sound in directions other than the specular due
to surface roughness or inhomgeneities at the surface or within the volume of the sediment.
Scattering becomes dominant at higher frequencies when wavelengths are on the order of
or smaller than the rms height scale of the seafloor roughness. Sand, rocks, shell particles,
and roughness features such as ripples or pits caused by dynamic and biological effects all
contribute to seafloor scattering. The amount of scattering that occurs depends on the
relative roughness of the seafloor as determined by the aforementioned factors. This chapter
will discuss these factors and how they contribute to and affect the scattering of sound in the
seafloor. It will also discuss the fundamental relationships that define scattering and how
scattering is modeled.

2.1. Factors Affecting Scattering
As discussed earlier, scattering strength depends on the physical properties of the
seafloor. This includes roughness, distribution of seafloor heterogeneity, and the biological
activity in, on, and near the seafloor. At a minimum, a fundamental knowledge of these
properties is required to properly analyze, model, and understand seafloor scattering. In this
section, the major factors that affect scattering are discussed, including how these factors

5

change over time and how those changes affect or could possibly affect scattering.

2.1.1

Seafloor Roughness

Seafloor roughness can be defined as seafloor morphology (e.g. sand ripples) or alternatively as spatial gradients in the shape and structure of the seafloor surface. The roughness
of an interface can have significant impacts on the distribution of sound, not only in regards
to surface scattering, but also by altering the forward reflection and by directing sound
downward into the sediment. A statistical characterization of roughness is critical when building scattering models. The roughness is typically characterized as a power spectral density,
but is also frequently discussed in terms of RMS roughness, or RMS slope [2]. Roughness
exists over a wide range of spatial scales and its effect on backscatter is highly dependent on
the frequencies used. For the purposes of high-frequency sound (i.e. greater than 10 kHz
[2]), smaller scale roughness features can have large effects on scattering. These features
can include sand ripples and crevices created by hydrodynamics; pits, craters, and mounds
created by fish near the surface; or trails, tracks, and tubes created by worms and other small
creatures that live on top of the surface.
For the scope of this research, it is important to understand, not only what causes
roughness, but how roughness changes over time. Roughness features that are of concern for
high-frequency acoustics typically change over hours or days. In Ref. [4] observations of the
evolution and decay of roughness due to biological activity were made on a sandy seafloor.
These observations were used to validate models for the evolution of seafloor roughness.
The models were able to predict the evolution of roughness and then connect the changing
roughness to acoustic backscatter through small-roughness perturbation theory (see Sec. 2.3
for more information on common scattering models). In Ref. [18], as part of an experiment
to study the effects of changing roughness on scattering strength, artificial 1.95 cm ripples
were created by raking a patch of seafloor. These measurements were made during calm
weather with some benthic activity observed. These ripples were significantly reduced after 3
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hours and were no longer evident in seafloor photographs after 7 hours. For this experiment,
the decay and evolution of the artificial roughness was due solely to benthic activity. This
rate of decay is not prescriptive, but provides an important frame of reference for how quickly
changes in roughness can occur.

2.1.2

Sediment Heterogeneity

Sediment heterogeneity describes differences in the physical properties of the sediment
with respect to depth or horizontal position. These differences can be due to many factors
including layering, spatial fluctuations caused by the activity of benthic animals in the
sediment volume, buried shell fragments, trapped gas bubbles, and the size of the sediment
grains themselves. Measurements of these spatial fluctuations are often quantified in terms
of mean grain size, compressional and shear wave speed, compressional and shear wave
attenuation, permeability, density, and bulk modulus [2]. Sediment heterogeneity is of
particular concern when volume scattering is a dominant scattering mechanism. For the
frequencies used in the experiments covered in this thesis the upper 30 cm for sandy sediments
and the upper 100 cm for muddy sediments is the area of interest when discussing sediment
heterogeneity.
As discussed in the previous paragraph, sediment heterogeniety can be altered by both
biological and physical processes. These process can be continuous in time as is typically
the case with biological processes or episodic as is the case with storms and deposition of
sediment by river flooding. These process can act on scales as large as kilometers and as
small as microns [2]. They can also be variable in time. During ONR’s STRATAFORM
experiment the effects of biological mixing, episodic deposition of sediment from river flooding,
and sediment resuspension, mixing, and transport by hydrodynamic processes were observed
[23, 24]. In this study, floods off the northern California coast produced 5–10 cm thick
deposits of fine-grained sediment on the continental shelf at depths of 50–70 m. Within 6
months the upper 3–5 cm of these deposits were fully mixed by bioturbation. Waves and
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currents from storms further mixed these sediments in the top 5 cm of sediment. It was found
that below 5 cm deeper dwelling deposit feeders continued to mix sediments to a depth of 20
cm over the next several decades and longer.

2.1.3

Biological Activity

Biological activity can also play an important role in scattering at a particular site.
Benthic species such as sand dollars and crustaceans or demersal fish can move within a
particular site and act as scatterers. In a study of the effects of macrofauna on seafloor
acoustic backscatter, animals with hard parts or air bladders showed significant increase in
backscatter at high-frequencies, particularly at low grazing angles [25].
Benthic species may be more or less active during certain periods of the day or in
accordance with certain sediment transport events. These changes in activity of benthic
species could correlate to changes in seafloor scattering strength. American lobsters for
example, have been shown to be predominately active at night, with activity greatly increasing
in the evening hours and peaking shortly afterwards [26]. As discussed previously, hard-shelled
animals are known to be effective scatterers, so an increase in these types of animals during
certain periods of the day could correspond to an increase in scattering. Additionally, many
benthic species also show seasonal patterns of locomotion. Both American lobsters and
American horseshoe crabs were shown to move in and out the Great Bay estuary due to
seasonal temperature changes [27] [28]. Migrational patterns such as these could suggest
seasonal changes in acoustic data at particular sites. There are also existing data which
reinforces the idea of correlation between benthic activity and changes in scattering strength.
In a statistical analysis of data recorded at the CODE-STRESS mid-shelf site off the northern
California coast (38◦ 34’N), researchers examined backscatter data recorded across episodic
periods of changing offshore transport and storm activity. They also compared these data to
observed circadian cycles of benthic species at the site. The results showed correlation between
benthic activity and changes in the acoustic data, including changes that corresponded to
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diurnal rhythms of burrowing urchin colonies at the site [10].
Perhaps more importantly, benthic and demersal species also affect scattering strength
by creating or destroying roughness features in the sediments. During the SAX99 experiment,
the effects of scattering on anthropogenic roughness changes were observed. During a period
of calm weather when current and wave activity were too small to initiate sediment transport,
anthropogenic roughness features were completely destroyed by biological activity at and
near the surface within 7 hours [18].
Biological activity also plays a role in sediment transport. Waste products from microalgae or deposit feeding can stabilize sediments from erosion [2, 29]. At the same time
surface burrowers such as worms and suspension feeders can increase surface turbulence and
therefore erosion at the seabed. Alone, either one of these processes could affect the scattering
properties of a seafloor. If combined however, this could also lead to the buildup of a low
porosity, coarse-grained sediment layer on top of a muddier, fine-grained sediment layer below
which could effect both surface and volume scattering properties [29, 13].
Although research into acoustic scattering from flora is limited, spatial and temporal
changes in flora could be reasonably expected to affect scattering at a given site. In a study
of eelgrass populations in the Cheasapeake Bay, significant changes in eelgrass fractional
coverage both seasonally and yearly [7] were observed. At times fractional coverage was seen
to go from near full coverage to almost no coverage and back to full coverage in less than a
year. Changes in coverage and type of flora in an area have also been observed on a decadal
scale. Areas in the Gulf of Maine that have been historically dominated by kelp are shifting
to seaweed and turf domininated sites [9]. These seascape changes also have been shown to
drive a change in biodiversity, including in the benthic populations at these sites [9, 8].
There is also some evidence to show that even in stable communities of flora, there could
be significant changes in scattering. In a study of target strength of kelp forests, changes of
±10 dB were observed to correspond with changes in currents, suggesting that orientation
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of kelp beds was affecting the scattering [30]. It was noted that these changes were similar
to the differences in target strengths between fish with and without swim bladders. This
suggests that daily aspiration of gases from kelp and eel grass communities might also have
an affect on the scattering strength.

2.1.4

Other Inclusions

There are also other dynamics that affect scattering, which do not neatly fall into any of
the previously listed scattering contributors. Examples of this would be discrete volumetric
objects, such as shell pieces and rocks. These inclusions, as they will be termed in this
paper, can have large and complex effects on scattering strength. Acoustic scattering by
the seafloor is sometimes influenced, if not dominated, by the presence of these inclusions
[31]. Measurements of shell covered seafloors have shown an 8–10 dB increase in scattering
strength on average over uncovered seafloors of similar sediment types and roughness [32]
at frequencies below 100 kHz. In this same study, scattering strength measurements made
using frequencies between 20 and 180 kHz at a seafloor 27 miles east of Jacksonville, FL
characterized by coarse shell hash. Typically, for sandy seafloors of fine to medium grain size
with low shell content, scattering strength will increase proportionally to frequency. However,
at the site in the experiment, scattering strength exhibited a weakly inversely proportional
relationship to frequency. Furthermore, in studies of acoustic scattering strength of benthic
shelled fauna, scattering strength was strongly dependent on size and orientation of the shelled
animals [12]. Lower frequencies exhibited more isotropic scattering, while higher frequencies
exhibited more directional scattering. There is also evidence to show that the edges of the
shell can diffract sound into the seafloor at angles below the critical angle [33].

2.2. Scattering
When acoustic waves interact with a seafloor, they are scattered randomly in directions
other than specular. This random scattering is the result of irregularities on the surface
or in the volume of the seafloor. These irregulaties can be caused by surface roughness,
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sediment heterogeneity, or by benthic activity which can affect both the surface roughness or
the sediment heterogeneity. A seafloor that is perfectly flat would exhibit no scattering, only
reflection. However, at high frequencies all seafloors have significant irregularities on the scale
of the acoustic wavelength, and scattering occurs everywhere. Even for given realizations of
scatters over a seafloor that is considered statistically homogeneous (i.e. of the same type),
scattering can and will vary due to several factors, including elevation changes caused by
ripples or benthically modified structures or the distribution of inclusions such as shell pieces
on the surface [2, 34, 33]. Because of the randomness of scattering, seafloor scattering is
typically represented by the mean of the complex scattered pressure field and the fluctuation
about this mean. The total field can be described as

P =< P > +Ps ,

(2.1)

where < P > is the coherent part of the pressure field and Ps is the scattered part of the
field [2]. Rearranging Eq. 2.3 and expressing it as a variance, the mean-square fluctuation of
the scattered pressure field is expressed as

< |Ps |2 >=< |P |2 > −| < P > |2 .

(2.2)

It is important to note the averaging symbol <> in Equations 2.2 and 2.3 is not an
average of the number of samples taken, but rather an idealized average over an infinite
ensemble of different patches of seafloor. These ensembles used to form the average, while
comprised of measurements of scattered pressure from seafloor patches that have different
realizations of roughness and homogeneity, all are taken from an area that is statistically
homogeneous. This infinite average is not achievable in practice. However, by drawing from
a large enough ensemble size, this infinite average can be approximated fairly accurately.
This ensemble averaging can be done in several different ways and the particular methods
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employed will be explained in greater detail later in this thesis.
Scattering by the seafloor is typically quantified in terms of scattering strength. Scattering strength can be understood by imagining a small patch of seafloor having area A that
is situated in the far field of the source. As can be reasonably assumed on a seafloor when
using high frequencies, the patch will be considerably rough when compared to the acoustic
wavelength and will scatter sound energy randomly. If a measurement of the scattered
pressure field is made many times using the same geometry on a statistically equivalent
ensemble of patches on the seafloor, then the mean squared pressure fluctuation will be
proportional to the area of the patch A and the square of the incident pressure Pi . Taking
into account spherical spreading this relationship is described in Ref. [2] by

< |Ps |2 >= |Pi |2 Aσ

1
,
r2

(2.3)

where r is the distance from the transducer and σ is the scattering cross section. The
scattering cross section describes how well a unit area patch of seafloor scatters sound. It is
used to characterize different types of seafloors and is a dimensionless quantity. Rearranging
Eq. 2.3 yields

σ=
As will be discussed in Sec. 3.2,

<|Ps |2 >
|Pi |2

< |Ps |2 > r2
.
|Pi |2 A

(2.4)

is equivalent to an average of target strengths from

the sonar equation. Bottom scattering strength Sb is defined as scattering cross section in
decibels and is

Sb = 10log10 σ.
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(2.5)

It is important to note that scattering strength only applies to scattering from a planar
interface. Scattering can also occur throughout a volume, both in the water column and
also in the sediment. In many cases attenuation and refraction are limited to small depths
in sediment and the scattering can be treated as though it is happening only on a planar
surface. Unless specifically referred to as "volume scattering," it can be assumed that the
terms "scattering" or "backscatter" refer to surface scattering.
For the experiments carried out for the purposes of this thesis, only high-frequency
acoustic transmissions were used and the backscatter was only evaluated at low grazing
angles. Additionally, the target seafloors were all found to be comprised of coarse to medium
grained sand at the two experimental sites used. These factors are all indicative of strong
surface scattering [2, 35] and minimal volume scattering. For this reason and due to the
preliminary nature of this work, surface scattering is assumed to be the dominant scattering
mechanism and volume scattering will be ignored when discussing temporal changes in
the acoustic response of the seafloor. However, it is important to briefly touch on volume
scattering as it can be a significant and even dominant contributor to seafloor scattering
[2, 22, 35, 36, 37, 38, 39] and may be necessary to fully understand the temporal variability
of seafloor acoustics.
Volume scattering occurs when sound waves penetrate the water-sediment interface
and interact with heterogeneities within the sediment volume. Volume scattering typically
dominates in fine sediments, such as soft silt and mud, and is typically small compared to
the surface scattering when the interface is composed of "hard" sediments, such as coarse
sand, although this is not always the case [2, 22, 37]. Similar to surface scattering, volume
scattering is treated as the fluctuation of a complex pressure field about a mean with the
mean-square variance being of particular interest. As in Equation 2.3 the mean-squared
pressure fluctuation will be proportional to the incident pressure and inversely proportional
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to the square of the distance, r, from the ensonified volume:

< |Ps |2 >= |Pi |2 V σv

1
.
r2

(2.6)

The volume scattering strength is then represented as

Sv = 10log10 σv .

(2.7)

2.3. Scattering Models
Scattering models are commonly used to predict scattering cross section. There are
several established models, but three of the most commonly used are the small-roughness
pertubation method, the Kirchoff approximation method, and the small-slope approximation
[2]. These models help make predictions, validate data, identify trends, and inform analysis.
Each scattering model has its own domain of validity. The perturbation method tends to be
the most accurate at wide angles relative to the specular [40], while the Kirchoff approximation
is better for scattering near the specular direction [41]. Of the three models, the small-slope
approximation works well over a widest range of angles (though sometimes not at the smallest
grazing angles) [2] and was the model used for comparison and validation of results during
this research.
The scattering model for the small-slope approximation has the form

σ=

kw4 |Aww |2
Ik .
2π∆K 2 ∆kz2

(2.8)

In Eq. 2.8 kw is the wavenumber in water for the wave vectors for the incident and scattered
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wave

ki = kw (ex cosθi cosφi + ey cosθi sinφi − ez sinθi ),

(2.9)

ks = kw (ex cosθs cosφs + ey cosθs sinφs − ez sinθs ).

(2.10)

The wave vector describes the magnitude and direction of propogation of the pressure wave.
The angular components, θ and φ, describe the orientation of the wave to the seafloor in
the vertical and horizontal directions. ∆K is the magnitude of the difference between the
horizontal components of the wave vector of the scattered and incident waves:

∆ K = |K s − K i |.

(2.11)

Note that for simplicity of notation magnitudes are written without boldface and vectors are
written in boldface. From Eq. 2.9 and 2.10, the horizontal components of the wave vector
are

K i = kw (ex cosθi cosφi + ey cosθi sinφi ),

(2.12)

K s = kw (ex cosθs cosφs + ey cosθs sinφs ).

(2.13)

∆kz is the magnitude of the difference in the magnitude of the vertical components of the
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wave vector and is expressed as

∆ kz = |ksz − kiz |

(2.14)

= |kw (ez sinθs − ez sinθi )|

The term Ik in Eq. 2.8 is the called the "Kirchoff intergral" and is common to both the
Kirchoff and small-slope approximations. It is represented by

∆K 2
Ik =
2π

Z

1

2

2 2

e−i∆K·R [e− 2 ∆kz S(R) − e−∆kz h ]d2 R,

(2.15)

where S(R) is a roughness structure function that gives the mean-square height difference
of two points seperated horizontally by the vector R. If the roughness spectrum obeys the
power law,

W (K) =

w2
,
K γ2

(2.16)

then the structure function can be related to power law. The parameter w2 is called the
spectral strength and the parameter γ2 is the spectral exponent. The structure function can
then be written as

S(R) = Ch2 R2α ,

(2.17)

where the structure constant Ch2 is defined as

Ch2

2πw2 Γ(2 − α)2−2α
=
.
α(1 − α)Γ(1 + α)
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(2.18)

In the preceding equations, Γ is the gamma function, and α is related to the spectral exponent
by

α=

γ2
− 1.
2

(2.19)

Referring back to Eq. 2.8 the Aww parameter depends on the choice of wave theory and is
common to both the small-slope approximation and the perturbation method. It will change
depending on how the boundary is modeled (fluid-fluid, fluid-elastic, or fluid-poroelastic). For
the cases covered in this thesis, the interface is modeled as fluid-fluid and the Aww parameter
is given by

1
Aww = [1 + Vww (θi )][1 + Vww (θs )]G,
2

(2.20)

where

G = (1 − 1/aρ )[cosθi cosθs cosφs − B] + 1 −

B = sinθi sin θs

1
a2p aρ

[1 − Vww (θi )][1 − Vww (θs )]
,
[1 + Vww (θi )][1 + Vww (θs )]

,

(2.21)

(2.22)

In the preceding equations, ap is the complex ratio of sediment compressional wave speed to
water sound speed, Aρ is the sediment-water density ratio, and Vww (θ) is the flat-interface
reflection coefficient evaluated at the grazing angle θ. Fig. 2.8 shows the small-slope
approximation model results for levels of increasing spectral strength. The curves with a
higher scattering strength below 20◦ reflect a larger roughness values.
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Figure 2.1: Small-slope model for spectral strengths between 0.0001 and 0.001. Each curve
represents an increase in 0.001. The curves with lower scattering values correlate to seafloors with
less roughness features.
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3. Methods
3.1. Field Experiments
Field work conducted as part of this study consisted of three separate deployments
described below. The first deployment was a week long field test to ensure the proper
operation of all equipment. Acoustic transmissions were made and recorded from 1200 EDT
on 24 September, 2020 to 0600 EDT on 30 September, 2020 at a site off the coast of New
Castle Island. After the data was reviewed from this first deployment, a second longer
deployment was performed at the New Castle Island site. The deployment occurred from
1800 EDT on 02 October, 2020 to 0000 EDT on 23 October, 2020. The third deployment
was performed off the coast of Star Island and observations were made from 1300 EDT on 27
October, 2020 to 1100 EDT on 12 November, 2020. All three deployments followed similar
mission plans. Acoustic data was transmitted and recorded on the hour at every hour for the
duration of each deployment in 50 ping group sets. Observations were made at 38 kHz, 70
kHz, and 200 kHz with a CW pulse at a pulse length of 256 µs. This section will discuss
the instrumentation used, a description of both deployment sites, and the methods used to
process the recorded data.
3.1.1

Instrumentation

Various instruments were deployed in order to measure not only the acoustic backscatter,
but also the properties of the water column (e.g. sound speed, salinity, depth, temperature)
and the roughness of the seafloor. Acoustic measurements of the seafloor were made using
a SIMRAD Wide Band Autonomous Transceiver (WBAT). The instrument is designed for
long-term monitoring of the sub-sea environment [42]. The instrument is based off the same
technology as the Wide Band Transceiver system used in the EK80 system. The WBAT has an
eight-channel sequential multiplexer. Two transducers were used simultaneously throughout
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this research. The first was the SIMRAD ES70-18CD, a quad-split-beam transducer centered
at 70 kHz with an 18◦ beamwidth. The second was the SIMRAD ES38-18/200-18C combi
transducer. This transducer contains both a 38-kHz three-sector split-beam and a 200-kHz
single-beam transducer. Both frequencies have an 18◦ beamwidth. An RBR Concerto
was used to record conductivity, temperature, and depth measurements at each site. Two
downward-facing Olympus TG-6 digital cameras housed in PT-059 cases were used as a
stereo camera pair to provide qualitative ground truth and quantitative estimates of seafloor
roughness at each site.
The instruments were mounted on a custom-made tripod. The tripod is approximately
2.12 m tall with a 60 cm by 30 cm transducer mounting plate located at 1.87 m above the
seafloor. The mounting plate is adjustable for different grazing angles and can be adjusted
in 2.5◦ increments. The mounting plate was set at a 20◦ grazing angle for the main beam
axis for all deployments. Instrumentation was mounted underneath the legs and behind
support members to protect them during deployment and recovery. Weights were placed
on the feet and supports near the base of the tripod. An EdgeTech PORT LF-SD release
transponder attached to a PORT pop-up recovery system was attached to the back leg of the
tripod for recovery. Additional information on the tripod can be found in Appendix A. The
fully-assembled tripod is shown in Fig. 3.1 just prior to deployment at the New Castle Island
site.
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Figure 3.1: Tripod ready to deploy with all equipment attached (1) SIMRAD ES38-18/200-18C
combi transducer (2)SIMRAD ES70-18CD (3) SIMRAD WBAT (4)EdgeTech PORT LF-SD with
pop-up recovery system (5) RBR Concerto mounted behind support bar (6) Olympus TG-6 cameras
mounted behind support bar (7) weights

3.1.2

Experimental Site Description

Two separate deployment sites were chosen. The first site was located off of New Castle
Island at the mouth of the Piscataqua River (43°04’07.00"N, 70°42’29.90"W). The second site
was off of Star Island in the Isle of Shoals (42°58’34.20"N, 70°36’58.50"W). Fig. 3.2 shows
the two sites and their location relative to one another.
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(a)

(b)

(c)

Figure 3.2: (a) Common operating picture of deployment sites (b) New Castle Island site at the
mouth of the Piscatiqua River (43°04’07.00"N, 70°42’29.90"W) (c) Star Island Site at the Isle of
Shoals (42°58’34.20"N, 70°36’58.50"W)

The average water depth of the New Castle Island site is 8.5 m. The site was chosen for
its exposure to strong tidal-driven currents. The New Castle site also provides exposure to
occasional swell events and has significant activity by American lobster and other hard-shelled
benthic species [26]. An adequate sediment sample for proper sediment analysis was unable
to be retrieved from the site. However, historical data from nearby areas indicated that
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the sediment had a mean grain size of 0 to 2φ [43, 44] with shell pieces intermixed. The
transformation between φ units and mm is

φ = −log2 d,

(3.1)

where d is the diameter of a sediment particle in mm. A φ of 0–2 is equivalent to a 0.25–1 mm
grain diameter. Photographs of the site captured during deployment (Fig. 3.3) provide
qualitative evidence consistent with previous findings.

Figure 3.3: Photograph of the seafloor at the New Castle site taken directly beneath the tripod

The Star Island site has an average depth of 14.5 m. The site was selected for its greater
exposure to swell than the New Castle site, and its lack of strong tidal-driven currents. Dives
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indicated the site had a medium to coarse sediment profile consisting of shell fragments. The
Star Island site was also chosen for its differing biodiversity [9, 45, 46] compared to New
Castle. Unlike the New Castle site, the Star Island site had small patches of kelp and other
macroalgae interspersed throughout the site. In addition to lobster and crab populations,
the site also hosts a variety of benthic species including starfish, sponges, and sand dollars,
as well as territorial fish such as Cunner. A photograph of the site shown in Fig. 3.4 show
examples of this biodiversity.

Figure 3.4: Photograph of the seafloor at the Star Island site taken directly beneath the tripod

3.2. Sonar Equations
The sonar equations are a fundamental set of relationships in underwater acoustics that
relate received signal intensity to transmitted signal intensity. The specific form of sonar
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equation depends on the type of equipment used: active or passive. A passive system is one in
which the system is only listening to sound; it does not emit any sound of its own. An active
system is one that actively emits the sound and also listens for it. The equations for active
and passive systems are similar, but since the equipment used in this experiment is active,
only the active sonar equation is described. The active sonar equation can be described
as

EL = SL − 2TL + TS,

(3.2)

It is important to note that Eq. 3.2 is expressed in dB, so addition and subtraction are
equivalent to multiplication and division in linear space. In Eq. 3.2 the echo level EL is
the received level at the transducer, the source level SL is the ratio of the outgoing acoustic
intensity at 1 m to a reference intensity having a root mean square (rms) pressure of 1 µPa
along the acoustic axis of intensity, the transmission loss TL are any signal losses in intensity
that occur as the sound energy travels to its target and then back to the receiver, and the
target strength TS is the ratio of the incident intensity at the target to the reflected intensity
at 1 m from the target. The transmission loss must be accounted on both the transmit and
return path and since the transmitter and receiver are collocated in these experiments, the
losses are the equal. It is also important to note that transmission loss can be due to a number
of factors including spherical spreading, absorption by the transmission medium (i.e. water),
refraction and diffraction, and scattering from inhomogeneities in the water. Only spherical
spreading and absorption were accounted for in the calculations for these experiments. Since
EL is measured by the transducer and SL is known, by estimating the TL the TS can be
calculated. From the calculated TS, scattering strength can be determined.
As a note there are other factors which can be included in the sonar equation. Typically
background noise is accounted for as well as the directivity (i.e. the relative strength of the
transmitted signal relative to the main beam axis). If these factors are accounted for the
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equation can be rewritten as

EL = SL − 2TL + TS − (NL − DI).

(3.3)

where NI is the noise level and DI is the directivity index. The concept of directivity is
particularly important when corrected for time shading and is explained in more detail in
Sec. 3.2.2.
When a source ensonifies a target, it also ensonifies a surrounding portion of the ocean,
scattering will occur from objects other than the target. This scattering can be caused by
bubbles, fish, the sea surface or bottom, as well as various other inhomogeneities. This
scattering is called reverberation and it will compete with the echo level. In order to compute
this reverberation level, an ensonified volume or area at the range of the target must be taken
into account [1, 47]. The equation for reverberation level where the reverberation occurs in
the vicinity of the target is

RL = SL − 2TL + TSr ,

(3.4)

where TSr is the equivalent target strength of the reverberating volume or area. TSr can be
represented as

TSr =




SV + 10logV

(3.5)



SB + 10logA.
where SV and SB are the scattering strengths of a sediment volume and an area on the
seafloor in dB (as described in Eq. 2.5 and 2.7) and V and A are the ensonified volume and
area. A general understanding of the sonar equation is useful for the following discussion on
the data processing methods.
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3.2.1

Area Correction

As discussed in Sec. 2.2 and shown in Eq. 2.4, scattering strength provides a characterization of how well the seafloor scatters sound by normalizing the target strength by the
ensonified area. There are several techniques that can be used to perform this computation.
For the purposes of this analysis, a method similar to the one described in Ref. [1] was used.
The method described in Ref. [1] combines the basic principle of spherical spreading with
an ideal beamwidth pattern to model the interaction of an acoustic wave with the seafloor.
Acoustic waves spread out as they travel away from the source with the acoustic intensity
being inversely proportional to the square of the distance from the transducer. For the
piston transducers used in this experiment, the transmitted acoustic pulse can be modeled
as spreading along an ideal beamwidth in the azimuthal direction. This ideal beamwidth is
the solid angle through which all the power radiated by the transducer would stream if the
beam maintained its maximum value over the ideal beamwidth and was zero elsewhere. For
this experiment the ideal beamwidth, which was confirmed via tank calibration in the Jere E.
Chase Ocean Engineering Lab, is 18◦ and is equivalent to the 3 dB beamwidth.
As the acoustic transmission spherically spreads, it will maintain a physical pulse length
equal to cτ where c is the sound speed of seawater and τ is the pulse duration. For this
experiment, all deployments used a pulse duration equal to 256 µs. Because the pulse travels
to an area on the seafloor and then back to the receiver, this pulse length is recorded as

cτ
2

at the receiver. Projecting the pulse on the seafloor gives a length of patch on the seafloor
as

cτ
2cosθ

where θ is the grazing angle at the seafloor. A graphical representation of a piston

transducer striking the seafloor is shown in Fig. 3.5.
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Figure 3.5: Diagram of ensonified area.

An expression for the ensonified area is,

A=

cτ
Φ r,
2cosθ

(3.6)

where Φ is the ideal beamwidth at the 3 dB down points. Using this relationship, the
ensonified area as represented in Fig. 3.5 can be plotted as a function of the horizontal
distance from the tripod.
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Figure 3.6: Ensonified area on the seafloor as a function of distance from the tripod.

Lastly, the area-corrected bottom scattering strength Sb can be written as

Sb = TSr − 10 log10 A.
3.2.2

(3.7)

Time Shading

In Eq. 3.2.1, for each grazing angle the strength of the beam in the azmuthal direction was
assumed to be constant across the entire ensonified area. However, the target strength of an
acoustic pulse is a time series where higher grazing angles are early arrivals and lower grazing
angles are later arrivals. As a result, each ensonified area is shaded by the beam pattern
(with respect to grazing angle) of the transducer. The beam pattern is a representation of
the variation of intensity with angle and is equal to

b(θa , φ) = 20 log10 H(θa , φ)
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(3.8)

where H is the directional factor and θa is the angle referenced from the acoustic axis. For
an ideal piston transducer the directional factor is symmetric about the acoustic axis and
can be modeled with a first order Bessel function [47],

H(θa ) =

2J1 (kasinθa )
,
kasinθa

(3.9)

where k is the wave number and a is the radius of the transducer. Because each area of the
seafloor is shaded by a different beam intensity, the shading from the beam pattern must be
removed on both the transmission and reception of the signal in order to calculate the proper
relative intensity of the signal. The beam angle can be converted to grazing angle by

θ = θg + θa ,

(3.10)

where θg is the grazing angle at the acoustic axis of the main beam. The fully adjusted
scattering strength becomes

Sb = TSr − 2b(θ) − 10 log10 A.
3.2.3

(3.11)

Averaging

As discussed in Section 2.2, scattering strength is treated as an ensemble average of the
target strength corrected for ensonified area on the seafloor. Although this average ideally
consists of an infinite number of samples, this is impractical and a sample of scattering
strengths from a statistically homogeneous population is used instead. It is important to
note that each sample area included in the ensemble must also be statistically uncorrelated
as well. The number of samples that are required for adequate representation of scattering
strength and how these samples are collected varies and will depend on the application.
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If the acoustic measurements are taken from a ship, a scattering strength can be
determined by averaging the measurements along a transect. The sections of the transect that
are averaged must be of the same sediment type, usually determined from analysis of core
samples [15, 11, 48]. In the case of a fixed platform, the samples are all taken from one area,
so different methods for collecting a proper ensemble are required. In the SAX experiments,
the sample areas for averaging were collected by building a tripod with a transducer mount
that could rotate along the azimuthal axis [19, 49]. The BAMS and XBAMS systems rotated
in 1◦ increments and were able to collect statistically independent patches of seafloor from
this rotation.
The tripod used in this experiment, however, cannot rotate. As a result, the transducer
is always looking at the same spot on the seafloor. This limits the number of ways for
obtaining statistically independent patches of seafloor. One way to collect independent
patches of seafloor would be to average scattering measurements across different times for
each grazing angle as the samples decorrelate [4, 50]. However, depending on several factors
including frequency, seafloor type, dynamic conditions, and biological activity, the time frame
for decorrelation could be on the scale of hours to days and is not suitable for examining
temporal variability on the same time scale. A second method would be to average among
different, but closely spaced grazing angles. This method was predominately employed
throughout the course of this research. Although scattering strength typically decreases as
grazing angle decreases, if the grazing angles are relatively close together, the mechanisms
that control scattering are similar enough that the individual samples can still be considered
statistically the same [2, 14]. Additionally because this research is concerned with the
variability in scattering strength, this fall off at slightly different grazing angles is not as
critical.
In order to determine the number of samples required for adequate sampling, a method
from Ref. [51] was employed. This method is based off of a Cramer-Rao lower bound estimate,
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which gives a lower estimate for the variance of an unbiased estimator. An equation for the
number of samples necessary for a desired precision in dB is

r
h 4.34
1
2 i2
(1 + ) 1 +
n=
,
σ
s
m

(3.12)

where σ is the standard deviation of the mean in dB for a given confidence interval, s is the
signal-to-noise ratio (SNR), and m is the estimation of noise power. If SNR is high and the
estimation of noise power is considered good then Equation 3.12 can be simplified to

n=

 4.34 2
σ

.

(3.13)

The noise floor was determined to between 10–30 dB below the signal for all frequencies so
Eq. 3.13 was determined to be acceptable for this experiment. To calculate σ for a desired
confidence interval CI

σ=

ErrdB
,
− CI/2)

Φ−1 (1

(3.14)

where ErrdB is the desired precision of σ and Φ−1 is inverse of the standard normal cumulative
distribution function.
Finally, all the samples included in the average must be uncorrelated. It is important
to note this because all the data points collected by the WBAT are not uncorrelated. The
WBAT has a sampling frequency of 1.5 MHz. The transducers were all set to transmit a 256
µs long pulse. After sampling, the WBAT performs its own internal filtering and decimation
and records 4.27 samples per pulse length. As discussed in Sec. 3.2.1, each sample of the
WBAT contains the information of half a pulse length. As a result, consecutive recorded
samples are correlated. To ensure the samples were uncorrelated, consecutive samples of the
WBAT were omitted from the data used to form the ensemble.
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3.2.4

Determining Grazing Angle

The grazing angle of the transducer was set to 20◦ before deployment. Once deployed,
the main beam axis angle can change due to unevenness in the seafloor or settling of the
tripod. The nominal grazing angle of the transducer was found by minimizing the RMS error
between the shape of the target strength correction DS and the measured target strength
taken as an average across the duration of each deployment for each grazing angle. The
target strength correction is

DS = 2b(θa ) + 10log10 A.

(3.15)

where both terms are dependent on the nominal grazing angle of the transducer.
The error between the theoretical beam pattern and the measured values was compared
across the three different frequencies. Because there were differences in fractions of a degree
among the frequencies, the average grazing angle of the three was used as the grazing angle
of the transducer. The grazing angle at the main beam axis was determined to be 19.469◦ for
the 24–30 September, 2020 deployment, 19.658◦ for the 02–23 October, 2020 deployment,
and 18.304◦ for the 27 October, 2020 to 12 November, 2020 deployment. The results of these
calculations are shown below in Fig. 3.6.
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(a) New Castle Island 24–30 September

(b) New Castle 02–23 October
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(c) Star Island 27 October – 12 November

Figure 3.6: Grazing angle at the main beam axis for (a) New Castle Island deployment from
24-30 September, 2020 (b) New Castle Island deployment from 02–23 October, 2020 (c) Star Island
deployment from 27 October – 12 November, 2020
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4. Results
As previously stated, these experiments consisted of three separate deployments: (1)
from 1200 EDT on 24 September, 2020 to 0600 EDT on 30 September, 2020 at the New
Castle Island site, (2) from 1800 EDT on 02 October, 2020 to 0000 EDT on 23 October, 2020
at the New Castle Island site, and (3) from 1300 EDT on 27 October, 2020 to 1100 EDT on
12 November, 2020 at the Star Island site. All three deployments consisted of hourly acoustic
measurements using the same acoustic parameters (i.e. transmission power, pulse type, and
pulse duration) at each frequency. This section will examine temporal trends in the data,
including distribution of scattering strength and the evolution of scattering strength over
time at each site. All three deployments will be discussed separately and then all three sites
will be compared. The New Castle deployment from 02–23 October will be discussed first as
it was the longest of the three deployments.

4.1. New Castle Island (02–23 October, 2020)
Fig. 4.1 shows the unaveraged scattering strength (i.e. the target strength of the
reverberating area normalized by the area) of the data at the New Castle Island site from
02–23 October. The data is displayed as an image of scattering intensity as a function of
horizontal range from the tripod over time. The range is equivalent to grazing angles of 7–29◦ .
Qualitative analysis of Fig. 4.1 shows scattering strength decreases on average as distance
away from the tripod increases or, alternatively, as grazing angle decreases. This relationship
is in agreement with expectations. Patches of high intensity backscatter are intermixed with
patches of low intensity across all three frequencies. The 200 kHz beam shows the highest
intensity levels of all the frequency, while the 38 kHz beam has the lowest intensity levels.
Many of the high intensity spots show varying degrees of fluctuation over time periods of
hours and days. Again from visual inspection, the 70 kHz frequency shows the most temporal
variation. Averaging the raw scattering strength allows for quantitative analysis of the data.
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Unless otherwise specified, an averaging window of 25 uncorrelated samples was used. From
Equation 3.14, this sample size will result in the estimate that is within ±1.25 dB of the true
mean 85% of the time.

(a)
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(b)

Figure 4.1: Unaveraged scattering strength images at New Castle 02–23 October, 2020 for (a) 38
kHz (b) 70 kHz (c) 200 kHz
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Fig. 4.2 shows the standard deviation of scattering strength at individual grazing angles.
At higher grazing angles, the standard deviation about the mean is not significant when
compared to the uncertainty of ±1.25 dB in the mean. However, at grazing angles below
15◦ the fluctuations about the mean begin to increase above the uncertainty level for the 38
kHz and 70 kHz signals. Standard deviations are as great as +2.277/-5.074 dB at 10◦ for the
70 kHz signal and +2.369/-5.615 dB at 8◦ for the 38 kHz signal. The 200 kHz signal on the
other hand does not show significant variability compared to the uncertainty of the mean.
The greatest standard deviation for the 200 kHz signal is +1.232/-1.726 dB at 8◦ .

Figure 4.2: Plots of standard deviation of scattering strength at various grazing angles from 5-30◦ .

The distribution of scattering strength values can be examined more closely in the
histograms displayed in Fig. 4.3. The histograms show the distribution of scattering strength
normalized by the size of each bin at 8, 10, 13, and 18◦ grazing angles for all frequencies. The
data was also fitted to the general form of the normal probability density function normalized
by the histogram bin size. As can be observed in Figs. 4.1 and 4.2, mean scattering strength
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increases as frequency increases. A range of 5 dB or more is seen for all frequencies at all
grazing angles. At lower grazing angles, the range of observed scattering strengths is even
greater, particularly for 70 kHz at 10◦ and 38 kHz at 8◦ . This corresponds to the results
displayed in Fig. 4.2. The histogram plots in Fig. 4.3 can be broken down further into
distributions over a period of days. Fig. 4.4 shows the distribution of scattering strength
over consecutive 7 day intervals for 13◦ and 10◦ grazing angles. The mean values shift from
week to week for both grazing angles, as well as the distribution of the data.

Figure 4.3: Histograms of probability density with theoretical normal distribution curves
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(a)

(b)
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(c)

(d)

Figure 4.4: Distribution of scattering from 02–23 October, 2020 over 7 day intervals (a) for 18◦ (b)
13◦ (c) 10◦ (d) 8◦ grazing angles
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Fig. 4.5 shows the scattering strength data as a time series at individual grazing angles.
The time series data includes smoothed curves of the data. The fitted curves were created
using zero-phase digital filtering, which processes the data in both the forward and reverse
directions. A 6th-order infinite impulse lowpass Butterworth filter with a cutoff period of 24
hours (i.e. cutoff frequency of 11.6 µHz) . Using this filtered curve, hourly noisy fluctuations
in the unfiltered data are removed and more meaningful trends can be more easily observed in
the filtered curves over the course of days. At 10◦ grazing a significant increase in scattering
can been seen starting on the morning of 5 October and peaking between 10–11 October.
For the 38 kHz signal the signal trends upward from -26 dB at 1400 EDT on 05 October
before peaking and leveling off at -20 dB at 1100 EDT on 10 October. The change in the 70
kHz signal is even more dramatic. A scattering strength of -22 dB is observed at 1000 EDT
on 05 October and peaks at -14 dB at 2200 EDT on 11 October. Although changes are less
apparent at 200 kHz, an increase of almost 4 dB from -18.4 dB to -14.6 dB is observed from
1000 EDT on 05 October to 1900 EDT on 11 October. A similar, but less drastic increase is
also seen in the 13◦ data over this same time period. Other changes in scattering strength of
±3 dB or greater on time scales of a day or more can also be observed in the plots.
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Figure 4.5: Evolution of scattering from 02–23 October, 2020 with fitted lowpass filtered trendline
curves. Gray areas are ±1.25 dB uncertainty.

This time-series data can also be represented as box plots. In Fig. 4.6 it is observed
that as frequency increases, the scattering strength increases proportionally to the frequency.
This relationship between frequency and scattering strength is predicted by the small-slope
model discussed in Fig. 2.1 in Section 2.3. For the 38 kHz and 70 kHz signals the range of
scattering strength (not including outliers) increases as the grazing angle increases. For the
38 kHz signal there is an increase of 1 dB in the range from 18◦ to 13◦ and 2 dB from 13◦ to
10◦ . The trend of increasing range of scattering strength from 10◦ to 8◦ is not repeated if
outliers are not included, however the range at 8◦ is still nearly 1 dB greater than the range
at 18◦ . There are a large number of outliers at 8◦ (31 out of the 487 samples). The 70 kHz
signal shows a similar trend as the 38 kHz signal with ranges of scattering strength increasing
as grazing angle increases from 18◦ to 10◦ . The 70 kHz data also contains a large number of
outliers at 8◦ grazing. It should be noted that the increases in range of scattering strength at
70 kHz as grazing angle decreases are even more pronounced than at 38 kHz with the largest
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range occurring at 10◦ grazing. Referring back to Fig. 4.5, a sharp increase in the scattering
strength of over 5 dB is observed for the 70 kHz frequency at 10◦ around 08 October. The
200 kHz signal does not show the same patterns of increasing range of scattering strength
with decreasing grazing angle as the 70 and 38 kHz signals do. The difference in ranges of
scattering strength for 200 kHz is less than 1 dB among all the grazing angles. The largest
range of scattering strength is at 10◦ grazing for the 70 kHz signal and is more than 12
dB.

Figure 4.6: Box plots comparing the distributions of each frequency at 18◦ , 13◦ , 10◦ , and 8◦ grazing
angles

The variations in scattering strength at different times of the day and different tidal
periods were also analyzed. The average scattering values during the day (between sunrise
and sunset) and night (between sunset and sunrise), as well as at dusk (1 hour prior to sunset
and 2 hours after sunset) and dawn (1 hour prior to sunrise to 2 hours after sunrise) are
contrasted in Fig. 4.7. Significant differences among the scattering for these time periods are
not readily apparent from the plots. Fig. 4.8 shows scattering strength over different tidal
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periods. The scattering at peak high and low tides and the average of the scattering an hour
before and after peak flood and ebb tides were compared. Differences in the fluctuations of
scattering are not apparent among the different tidal periods in Fig. 4.8.

(a)
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(b)

(c)
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(d)

Figure 4.7: Comparison of scattering strength at dusk, night, dawn, and day time periods for the
New Castle Island site from 02–23 October, 2020 for (a) 18◦ grazing (b) 13◦ grazing (c) 10◦ grazing (d)
8◦ grazing
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(a)

(b)
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(c)

(d)

Figure 4.8: Comparison of scattering strength for different tidal periods
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4.2. Star Island (27 October, 2020–12 November, 2020)
Fig. 4.9 shows the unaveraged scattering strength of the data at the Star Island site
from 27 October, 2020–12 November, 2020. Once again, as in Fig. 4.1, scattering strength
decreases on average as distance away from the tripod increases and grazing angle decreases.
However, the scattering intensity is higher on average than at the New Castle site from
02–23 October, 2020. Lines of high intensity span from 27 October to 12 November, with
little change. The 200 kHz data appears to show the least scattering intensity of the three
frequencies, but shows some variability when compared to the other frequencies.

(a)
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(b)

Figure 4.9: Unaveraged scattering strength images at Star Island 27 October, 2020–12 November,
2020 for (a) 38 kHz (b) 70 kHz (c) 200 kHz
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Looking at the standard deviation of scattering strength in Fig. 4.10, limited change
in scattering strength for all frequencies is observed. The greatest standard deviations in
scattering strength are +1.336/-1.94 dB for the 38 kHz signal at 27.7◦ , +1.01/-1.319 for the
70 kHz signal at 8.5◦ , and +1.212/-1.687 for the 200 kHz signal at a 27.7◦ . For most grazing
angles evaluated, the standard deviation does not exceed the ± 1.25 dB uncertainty.

Figure 4.10: Plots of standard deviation of scattering strength at various grazing angles from
5-30◦ at Star Island from 27 October, 2020– 12 November, 2020.

Fig. 4.11 reinforces the results displayed in Fig. 4.10. Scattering strengths for each
frequency are closely distributed about the mean scattering strength of each frequency,
particularly in the case of the 38 kHz signal. Generally, the distribution of scattering is the
greatest for the 200 kHz signal. In Fig. 4.4 the scattering strength are broken down into
distributions for days 1–6, 7–12, and 13–17. Scattering strengths change little across time
intervals for the Star Island data. The largest shift in mean values is 1.9 dB and occurs for
the 200 kHz at 10◦ grazing. The change in mean is usually less than 1 dB for any of the
frequencies across all grazing angles.
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Figure 4.11: Histograms of probability density with theoretical normal distribution curves

(a)
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(b)

(c)
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(d)

Figure 4.12: Distribution of scattering from 27 October, 2020–12 November, 2020 over approximately 6 day intervals for (a) 18◦ (b) 13◦ (c) 10◦ (d) 8◦ grazing angles

Looking at the time-series data (Fig. 4.13) from immediate visual inspection, the 38
kHz data is most stable from day to day and some variability is seen in the 70 kHz and 200
kHz data. Total changes of 3–4 dB can be observed in the 70 and 200 kHz data on time
scales of several days at all grazing angles.
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Figure 4.13: Evolution of scattering from 27 October, 2020–12 November, 2020 at Star Island with
fitted lowpass filtered trendline curves. Gray areas are ±1.25 dB uncertainty.

The box plots in Fig. 4.14 do not show a linear relationship between frequency and
scattering strength as would be expected from the small-slope model. Ranges of scattering
strength distribution, which were briefly noted in Fig. 4.11, can be examined more closely in
the box plots. The data indicate that range of scattering strengths increases as frequency
increases. The 38 kHz signal always shows the smallest range and with the exception of
at 8◦ grazing the 200 kHz signal has the greatest range at each grazing angle. Even at
8◦ the 70 kHz and 200 kHz signals are only separated by 0.3 dB. Additionally, mean values
for each frequency are more closely grouped at lower grazing angles than at higher grazing
angles.
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Figure 4.14
Figure 4.15: Box plots comparing the distributions of each frequency at 18◦ , 13◦ , 10◦ , and 8◦ grazing
angles at Star Island from 27 October, 2020–12 November, 2020.

Looking at the time-series in Fig. 4.16 no differences in scattering strength are observed
for different times of day. The same is true for different tidal cycles as shown in Fig. 4.17.
This is similar to the results observed in the 02–23 October data (Figs. 4.7 and 4.8).
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(a)

(b)
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(c)
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(d)

Figure 4.16: Comparison of scattering strength at dusk, night, dawn, and day time periods for
the Star Island site from 27 October, 2020–12 November, 2020 for (a) 18◦ grazing (b) 13◦ grazing (c)
10◦ grazing (d) 8◦ grazing
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(a)

(b)
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(c)

(d)

Figure 4.17: Comparison of scattering strength for different tidal periods at Star Island from 27
October, 2020–12 November, 2020
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4.3. New Castle Island (24–30 September, 2020)
This data set at the New Castle Island site was collected to ensure proper operability
of the equipment prior to longer deployments. A previous test deployment had proved
unsuccessful, so achieving a successful deployment was critical. Although only a week of
data was collected, it is still useful to discuss as a point of comparison between the longer
deployment at the New Castle Island site from 02–23 October, 2020. It should be noted that
although this deployment and the 02–23 October deployment both occurred at the same site,
the tripod was deployed off of the R/V Gulf Challenger and it was not repositioned after
placement. It was not looking at the exact patch of seafloor as in the previous New Castle
Island deployment, but at a similar type of seafloor.
Looking at the unaveraged scattering strength of the data at the New Castle Island
site from 23–30 September, 2020 in Fig. 4.18, some variation in scattering is noticed at all
frequencies. The 70 kHz data has the strongest intensity on average, while the 38 kHz has
the least. The 200 kHz data qualitatively appears to have the most variability in scattering
strength. Continuous lines of high intensity scattering run through the 38 kHz and 70 kHz
data at roughly 6 m and 9 m. These lines of high intensity are not readily apparent in the
200 kHz data. Multi-paths can be observed in the data starting at a range of approximately
13 m.
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(a)

(b)
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Figure 4.18: Unaveraged scattering strength images at New Castle Island from 24–30 September,
2020 for (a) 38 kHz (b) 70 kHz (c) 200 kHz

These qualitatively observed assessments are confirmed in Fig. 4.19. Some variability
is noted at all frequencies, but with the exception of 70 kHz at 8◦ (+1.20/-1.66 dB) this
variability is at or below the uncertainty in the mean. The 200 kHz signal has the largest
standard deviation on average out of all the frequencies. The 70 kHz signal has the strongest
scattering strength on average at all grazing angles.
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Figure 4.19: Plots of standard deviation of scattering strength at various grazing angles from
5-30◦ at New Castle Island from 24–30 September, 2020.

The probability density plots in Fig. 4.20 show that the mean scattering strength tends
to decrease as grazing angle decreases. The least distributed data occur for the 38 kHz signal
at 13◦ . The most broadly distributed data occur for the 70 kHz signal at 8◦ . This agrees
with the information displayed above in Fig. 4.19. The 200 kHz data is the most stable of all
the frequencies. The mean stays centered between -13 and -15 dB at all grazing angles.
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Figure 4.20: Histograms of probability density with theoretical normal distribution curves at New
Castle Island from 24–30 September, 2020.

The time-series data (Fig. 4.21 does not show significant temporal variability over time
scale on the order of a day or more, especially when compared to the 02-23 October data at
the same site. However, changes of 3 dB are observed over the course of this 7 day deployment.
It should be noted that while changes of 5–10 dB in scattering strength were noted over the
course of 4-6 days in the 02–23 October data, there were also similar stretches of time where
changes of less than 3 dB were also recorded.
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Figure 4.21: Evolution of scattering from 24–30 September, 2020 at New Castle Island with fitted
lowpass filtered trendline curves. Gray areas are ±1.25 dB uncertainty.

The box plots in Fig. 4.22 shows scattering strength increasing approximately proportionally to frequency for going from the 38 kHz signal to the 70 kHz signal, as would
be predicted by the small-slope approximation model (Sec. 2.3). However, the scattering
strength does not increase as expected moving from 70 kHz to 200 kHz. This is observed at
all grazing angles. Additionally, the range of values is limited when compared to the 02-23
October data at the same site. The max range is 5.1 dB, which occurs for the 70 kHz signal
at 8◦ .
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Figure 4.22: Box plots comparing the distributions of each frequency at 18◦ , 13◦ , 10◦ , and 8◦ grazing
angles at New Castle Island from 24–30 September, 2020.

As was the case for the 02–23 October and 27 October–12 November data, no significant
differences in scattering strength were observed for different times of day (Fig. 4.23) or
different tidal cycles (Fig. 4.24). Potential reasons for the lack of cyclical patterns of variability
in the data will be discussed in the next section.
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(a)

(b)
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(c)
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(d)

Figure 4.23: Comparison of scattering strength at dusk, night, dawn, and day time periods for the
New Castle Island site from 24–30 September, 2020 for (a) 18◦ grazing (b) 13◦ grazing (c) 10◦ grazing
(d) 8◦ grazing.
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(a)

(b)
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(c)

(d)

Figure 4.24: Comparison of scattering strength for different tidal periods at New Castle Island
from 24–30 September, 2020.
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5. Discussion
Comparing results from all three experiments, the New Castle site for the 02–23 October,
2020 data set was the only one that showed significant variability (consistently greater than
the ± 1.25 dB uncertainity in the mean) in scattering strength. The variability in scattering
strength at this site was greater at lower grazing angles than higher grazing angles with both
standard deviation and total range of values increasing as grazing angle decreased (see Figs.
4.2, 4.3, 4.6). Ranges in scattering strength as great as 12 dB were observed at this site during
the 02–23 October time period. The Star Island data were less variable. Standard deviations
of the data at this site were typically below the uncertainty. It is not entirely clear why
this site showed less variability than the New Castle site. Due to limited dive opportunities
on the sites, neither photographs nor visual inspection of the ensonified seafloor at either
site occurred. However, based on the photographs taken directly beneath the tripod (Figs.
3.3 and 3.4) and dives that were conducted in the vicinity of the sites, it can be assumed
with confidence that the seafloor at the New Castle Island site consists of fine to medium
grained sand with some shell pieces intermixed, while the seafloor at the Star Island site
consists of coarse sand and shell hash with large rocks interspersed and macroalgae and kelp
growing sporadically. It seems likely that the Star Island site is less susceptible to temporal
variability in scattering strength as the interface is less dynamic (i.e. rocks and anchored
flora are not transported as easily by currents and waves as fine to medium grained sand).
It could also be that the Star Island site saw less swell energy at the seafloor than the New
Castle Island site, resulting in less changes in roughness. Although variability was limited at
this site, changes in scattering strength of up to 3 dB were observed over the coarse of days
and weeks. There were also large differences in both variability and mean values of scattering
strength between the 24–30 September, 2020 and the 02-23 October, 2020 data. Since the
measurements were taken at the same site with only a one day gap in the measurements,
large differences were not expected in the variability and, most especially, in the mean values
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of scattering strength between the two data sets. The differences in variability in scattering
strength could simply be due to the differences in the length of time over which the data were
recorded. The 02-23 October data occurred over a time span 3 times longer than the 24-30
September data allowing more time for variability to occur. Although it is more variable over
the entirety of the deployment, there are intervals of 4–7 days in the 02–23 October data
set that show a similar lack of variability as the 24–30 September data set. Additionally,
although the tripod was deployed at the same site for both experiments, it was deployed by a
vessel and not repositioned once it was placed on the seafloor. As a result, the tripod was
most likely not looking at the exact same position on the seafloor during each experiment.
Although pictures taken underneath the tripod during each experiment indicated that both
seafloors were statistically homogeneous, a large inclusion, such as a boulder, could have been
located in the view of the transducers for the 24–30 September. This is suggested in Fig.
4.18, which shows lines of high intensity running across the image at higher grazing angles.
This would explain some of the differences in the variability and mean scattering strength.
However, a large inclusion would only affect scattering strength for a limited range of grazing
angles. As a result, this does not explain the lack of variability and elevated mean values
across all grazing angles in the 24–30 September data set. Fig. 5.1 shows the mean scattering
values and standard deviations in the scattering strength for each deployment.

Figure 5.1: Scattering strengths and standard deviations at 8◦ , 10◦ , 13◦ , and 18◦ grazing for 38
kHz, 70 kHz, and 200 kHz for all deployments. All measurements are in dB.
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The variability in scattering strength during each experiment can be examined more
closely by comparing the measured data to the expected values as calculated by the smallslope approximation model (Fig. 5.2). Model curves were fitted to the data by modifying
spectral strengths for each data set. Using a spectral strength of 0.002, the model curves
show the 02–23 October data were approximately what should be expected, particularly
at lower grazing angles. The scattering strength for the higher grazing angles (i.e. 18◦ and
27◦ ) are below what is expected, particularly for the 38 kHz data. For the 27 October–12
November Star Island data, assuming a spectral strength of 0.003, the model fit the 200 kHz
data well. However, while the shape of the data match the model curves at each frequency,
the 38 kHz and 70 kHz data are elevated above the model predictions by approximately 5-7
dB. The scattering strength values at both these frequencies are also above the maximum
possible values for Lambertian scattering, which predicts scattering from an interface [2].
This suggests that inclusions, such as shells or rocks, which are stronger scatters than the
seafloor interface, or other objects, such as bubbles, which can cause resonance effects at
certain frequencies, were present during measurements. If this is the case, this would explain
why the scattering strength at the site did not increase proportionally with frequency (Fig.
4.14). Similarly, the model matches the 200 kHz data for the 24–30 September experiment
when using a spectral strength of 0.005. Once again, the 38 kHz and 70 kHz data, despite
matching the shape of the model curve, are elevated above what the model predicts by 5–10
dB. All frequencies show elevated values at grazing angles below 8◦ . These elevated values
at lower grazing angles deviate from the shape of the model curve. As at the Star Island
site, the elevated scattering strength could be the result of inclusions that were present or
resonance at the site. It is interesting to note that the spectral strength of the fitted model
curves for the 24-30 September deployment was more than twice that of the 02-23 October
deployment at the same site. The day before deploying the tripod for the 24–30 September
deployment, Hurricane Teddy, passed offshore generating large swell events in the region.
The Jeffrey’s Ledge buoy recorded swells approaching 5 m at 10 sec. Large swell events have
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been shown to have unique effects on the scattering strength both during and following the
swell event [5, 6, 15, 20].

(a)
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(b)
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Figure 5.2: Standard deviation of scattering strength with small-slope approximation models
overlayed for (a) New Castle Island (02–23 October, 2020) with a spectral strength of 0.002 (b)
Star Island (27 October, 2020–12 November, 2020) with a spectral strength of 0.003 (c) New Castle
Island (24–30 September, 2020) with a spectral strength of 0.005.

Examining the time-series data more closely, it is noted that the changes in scattering
strength at a site were not always observed across all grazing angles. For example, in the
02-23 October New Castle Island data set, a spike in the data occurs on 7 October at 10◦ and
13◦ . This sharp increase is not observed in the 8◦ and 18◦ data. It is unclear what causes
these data spikes at individual grazing angles, as the scattering strength typically changes
over a day or more. If it was caused by hydrodynamic process, these changes in scattering
could be reasonably expected across all grazing angles. It is possible that benthic activity
could be creating or destroying roughness elements on the surface or altering the scattering
properties in the volume of the sediment. These changes in scattering are sometimes even
restricted to a singular frequency at a particular grazing angle. In the 02–23 October data a
decrease in scattering strength of approximately 5 dB is observed over a 30 hour period from
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16–17 October at 70 kHz at 13◦ and 10◦ grazing. This trend is not observed at any other
frequency or grazing angle. Although a definitive explanation cannot be currently provided,
this changes at single frequency could be the result of resonance caused by localized scatterers
(e.g. bubbles).
Also, it was thought that changes in scattering strength might correspond to times of
the day due to biological process or with changes in tidal currents. However, no repeatable
cycle of changes in scattering strength were observed in any of the experiments. There are
several reasons this could have happened. One of the reasons these sites were chosen was for
their known populations of hard-shelled scatterers, such as crabs and lobsters [26, 27]. These
animals may not have followed a predicable pattern of locomotion. Even if benthic fauna
at the site did follow predicable patterns of locomotion, they might not have been present
in large enough numbers to noticeably affect scattering. The lack of correlation between
changes in scattering strength and changes in tidal cycles could be because the tidal currents
weren’t strong enough to substantially change seafloor roughness or move inclusions over the
course of a tidal cycle. In fact, looking at the hourly photos taken underneath the tripod,
inclusions, such as shell pieces, did not move much on time scales of a tidal cycle. Small
shell pieces were observed to move only on the order of mm or cm over the course of a tidal
cycle, if they moved at all. It could also be that sediment and inclusions did move, but
only affected coherence and not overall scattering strength. Further investigation into the
temporal variability of coherence will be conducted in future investigations.
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6. Conclusion
The objective of this thesis was to examine preliminary data sets to investigate the
temporal variability of scattering strength and to inform future methodology, data processing,
modeling techniques, and site selection for longer duration deployments. The initial analysis
suggests that scattering strength can vary by more that 10 dB at a single site on a time scales
of days. The limited data also suggests that variability in scattering strength is dependent
on seafloor type. Conclusive causes of the variability were not able to be determined.
The next step in this research is to collect larger and more substantial data sets. Longerterm deployments at both the same and also new sites over the next two years will be
performed. A deployment is currently underway at the Star Island site slightly east of the
original location. This deployment began in December, 2020 and will go until April, 2021.
By gathering more data, the goal is to gain a greater understanding of the importance of
the temporal variability of scattering strength measurements and determine the causes of
variability.
In order to make these deployments more successful, updates to existing equipment and
methodologies should also be made. First the upper-assembly of the tripod can be modified
to increase the height of the transducers. Additionally, a second mounting plate can be added
facing in the opposite direction of the current plate. As long as the seafloor can be verified
to be statistically equivalent in both directions, this will double the number of uncorrelated
data points for averaging and will increase the resolution of the data.
During deployments, focused dives need to be performed on the dive site and dives
should be performed during or shortly after the initial deployment. Coordinated dive
plans between this experiment and the divers were not able to be performed during these
initial experiments. Dive plans that record the exact orientation of the tripod and provide
photographs of the ensonified seafloor will allow for improved analysis of the data and can
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help in describing mechanisms of change in scattering strength. If possible dives should
be performed periodically on longer deployments. Wave data was not collected during this
experiment. Swell information can be collected from NOAA buoys, but recorded wave data
at the site is preferred and should be planned for in all future deployments. Sediment cores
should also be taken at each site. Volume scattering was not analyzed in depth during these
experiments. If this analysis is to be included in future research, knowledge of the upper
50–100 cm of sediment is required.
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A. Tripod Design
The tripod utilized in this experiment was designed in-house. A standard engineering
design process was used: identify the problem, define constraints, create preliminary designs,
select and refine a design, build and test the design, iterate. The problem was defined as
follows. A mounting device to support the long-term acoustic monitoring of the seafloor over
a wide-range of grazing angles. It had to support multiple instrument types; mounting of
the transducers and WBAT was the priority. The mounting angle of the transducers needed
to be adjustable. The device had to be able to withstand long-term deployments (up to
several months) in harsh open water conditions, adequately protect all instrumentation, be
recoverable, and re-deployable. It needed to be stable enough so it did not tip-over even
under large swells and currents. It required
There were several design constraints, which were considered in the design process. The
three primary constraints were cost, manufacturing time, and deployability. As is the case
with many engineering projects, cost was a driving factor. Cost limitations were set at $5000.
For the research to remain on schedule the first deployment had to occur by September at
the latest, so the device had to be completed by the end of August. Design of the tripod did
not begin until late April, 2020 so only four months were allotted for beginning of design
until completed testing. Lastly, the tripod would be deployed from the R/V Gulf Challenger,
a research vessel at the University of New Hampshire (UNH). This restricted the height and
width to 2.3 m (7.6 ft) tall and 3 m (9.9 ft) wide and the total weight to under 26.7 kN (6000
lbs).
Several preliminary designs were discussed, each having different design dimensions and
mounting locations for the WBAT. Of the preliminary designs, a tripod design in which the
WBAT would be mounted underneath the leg of the tripod was chosen. The selected design
provided the most stability, while still providing adequate protection to the instrumentation.
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Additionally, the chosen design was the most streamlined of all proposed options; it did
not have complicated structures to protect the instrumentation or complicated mounting
systems for the transducers. Everything could be tucked safely behind the support structures
themselves. This simplified manufacturing and allowed for a shorter production timeline.
Aluminum was chosen as the construction material as it is less susceptible to corrosion than
most readily available metals and is less expensive than stainless steel. A bolted frame design
was employed to improve ease of transportation. Stainless steel bolts were specified with
plastic washers to prevent galvanic corrosion at the connection points. For extra protection,
sacrificial zinc anodes were attached to the frame for extra protection against corrosion. The
feet of the tripod were sized at 0.3 m (1 ft) by 0.3 m (1 ft) for stability and to provide an
area for weight placement. The methodology for weight calculation is described in Appendix
B. The final height of the tripod was 2.13 m (84.29 in) with a maximum horizontal dimension
of 2.19 m (86.6 in). Final design drawings are shown in Fig. A.1. Note that the dimensions
are all listed in U.S. customary units on the drawings.
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Figure A.1: Final design drawings for tripod. All drawings were created by Jon Hunt (a) Full
tripod drawings (b) Upper frame and transducer plate (c) Lower tripod assembly
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The fabrication of the design was completed on 11 August, 2020. Testing of the design
began shortly after. Pre-deployment tests were performed in the tank at the Jere E. Chase
Ocean Engineering Lab. Lifting tests and in-tank test deployments and retrievals were
performed. All tests were completed satisfactorily. Prior to deployment, pier-side tests with
the Gulf Challanger’s U-frame lifting device were performed to verify that the tripod could
be successfully deployed in the field. The completed tripod is shown in Fig. A.2.
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Figure A.2: Photograph of tripod as it is being deployed at the New Castle Island site

Due to time constraints pre-deployment design iterations could not be performed. However, the design was deemed to be acceptable for initial deployments and design modifications
could be made at a later date. The main design modification considered was an additional
mounting plate facing in the opposite direction of the existing plate. This additional plate
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would allow for the collection of twice the data points for averaging and would improve the
angular resolution of the data. Additionally, it was determined that up to an additional 0.3
m (1 ft) could be added to the height of the tripod without affecting the deployability of the
tripod.
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B. Tripod Ballast Calculation

The required ballast for the tripod was determined by modeling the situation as a simple
rotational tipping problem where the axis of rotation was at the edge of the feet of the tripod.
In this problem, the rotational moment of the tripod caused by the current needs to be
balanced by the gravitational moment of the tripod. The front edge of the tripod was used as
the pivot point to calculate the torque arm for gravitational force, since the the tripod is most
susceptible to tipping in this direction. The moment of the current over the entire tripod was
calculated by first determining the drag force on each individual member of the tripod. The
tripod was broken down into the following components: (1) transducer plate, (2) vertical
upper assembly frame members, (3) bottom horizontal upper assembly frame member, (4)
top horizontal upper assembly frame member, (5) upper assembly support trusses, (6) upper
assembly base, (7) tripod legs, and (8) tripod leg supports. Fig. B.1 shows each of these
components numbered.
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Figure B.1: Tripod components. (1) transducer plate, (2) vertical upper assembly frame members,
(3) bottom horizontal upper assembly frame member, (4) top horizontal upper assembly frame
member, (5) upper assembly support trusses, (6) upper assembly base, (7) tripod legs, and (8) tripod
leg supports

The drag force was determined by

1
Fd = Cρ Ap v 2 ,
2

(B.1)

where C is the drag coefficient of each member, ρ is the density of water, Ap is the projected
area of the component perpendicular to the current, and v is the maximum expected velocity
of the current. A drag coefficient of 1 and a maximum current velocity of 1.5 m/s was used.
The individual moment of each component was calculated by

Ic = Fd hc ,

(B.2)

where hc is the center height of the component relative to the seafloor. The total moment of
96

the current on the tripod Icurrent was calculated by summing the individual moments of the
tripod components.
To ensure the tripod does not tip, the restoring moment of the tripod due to gravity must
always be greater than or equal to Icurrent . The minimum ballast required occurs when

Icurrent = Itripod + Iballast .

(B.3)

where Itripod is the restoring moment caused by the weight of the tripod without ballast and
Iballast is the added restoring moment due to the ballast. The restoring moment due to gravity
of an object when determining tipping is

Igravity = mgd,

(B.4)

where m is the mass of the object, g is the acceleration due to gravity, and d is the distance
from the center of gravity to the tipping (i.e. pivot) point. Assuming the ballast is evenly
distributed across the tripod, the center of gravity for the tripod will be approximately located
at the center of the tripod in the horizontal plane. It is important to note that because the
tripod is immersed in water, a buoyancy force is acting opposite the gravitational force. The
gravitational constant must be adjusted by a factor determined by the ratio of water to the
density of the object. Taking this into account the mass of the ballast is equal to

mballast =

Icurrent − Itripod
gd(1 − ρ/ρballast )

(B.5)

From these equations it was determined that the mass of the ballast required was 50 kg. A
safety factor of 2 was taken into account, so 100 kg of ballast were added to the tripod.
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C. Grain Size Analysis
A sediment sample of the top 5 cm of sediment was collected by divers by hand at the
Star Island site on 27 October, 2020. This sample had a mass of 196 g wet. Using Ref. [52]
as a guide, the material was dried at 110◦ C for 12 hours. A kiln meeting the specification
of Ref. [52] would have been used, however, the kiln in the lab was temporarily inoperable
at the time of these measurements. Because of the use of a conventional oven was deemed
sufficient for the purposes of drying the sediment. When dried the sediment had a mass of
120 g.
After the sample was dried, the sample was sieved to determine distribution of particle
size. Ref. [53] was used as a guide. A sieve shaker was used to separate the sample. The
sample was placed in the shaker for 10 minutes. Sieve sizes and results of the test are shown
in Figs. C.1 and C.2. Photographs of the sediment separated by grain size are shown in Figs.
C.3–C.11.

Figure C.1: Table of Grain Size Distribution
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Figure C.2: Cumulative distribution of grain size
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Figure C.3: Sediment in 4 mm sieve

Figure C.4: Sediment in 2 mm sieve
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Figure C.5: Sediment in 1 mm sieve

Figure C.6: Sediment in 0.71 mm sieve
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Figure C.7: Sediment in 0.425 mm sieve

Figure C.8: Sediment in 0.25 mm sieve
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Figure C.9: Sediment in 0.18 mm sieve

Figure C.10: Sediment in 0.075 mm sieve
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Figure C.11: Sediment in bottom pan
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D. Deployment Site Photos

Figure D.1: New Castle Island on October 03, 2020 at 1304

Figure D.2: New Castle Island on October 04, 2020 at 1255
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Figure D.3: New Castle Island on October 05, 2020 at 1245

Figure D.4: New Castle Island on October 06, 2020 at 1235

Figure D.5: New Castle Island on October 07, 2020 at 1226
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Figure D.6: New Castle Island on October 08, 2020 at 1216

Figure D.7: New Castle Island on October 09, 2020 at 1207

Figure D.8: New Castle Island on October 10, 2020 at 1157
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Figure D.9: New Castle Island on October 11, 2020 at 1147

Figure D.10: New Castle Island on October 12, 2020 at 1138

Figure D.11: New Castle Island on October 13, 2020 at 1128
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Figure D.12: New Castle Island on October 14, 2020 at 1118

Figure D.13: New Castle Island on October 15, 2020 at 1109

Figure D.14: Star Island on October 27, 2020 at 1538
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Figure D.15: Star Island on October 28, 2020 at 1535

Figure D.16: Star Island on October 29, 2020 at 1531

Figure D.17: Star Island on October 30, 2020 at 1528
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Figure D.18: Star Island on October 31, 2020 at 1525

Figure D.19: Star Island on November 01, 2020 at 1522

Figure D.20: Star Island on November 02, 2020 at 1519
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Figure D.21: Star Island on November 03, 2020 at 1515

Figure D.22: Star Island on November 04, 2020 at 1512

Figure D.23: Star Island on November 05, 2020 at 1509
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Figure D.24: Star Island on November 06, 2020 at 1506

Figure D.25: Star Island on November 07, 2020 at 1503

Figure D.26: Star Island on November 08, 2020 at 1500

113

Figure D.27: Star Island on November 09, 2020 at 1456

Figure D.28: Star Island on November 10, 2020 at 1453

Figure D.29: Star Island on November 11, 2020 at 1450
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