Neural networks have been very successful in many applications; we often, however, lack a theoretical understanding of what the neural networks are actually learning. This problem emerges when trying to generalise to new data sets. The contribution of this paper is to show that, for the residual neural network model, the deep layer limit coincides with a parameter estimation problem for a nonlinear ordinary differential equation. In particular, whilst it is known that the residual neural network model is a discretisation of an ordinary differential equation, we show convergence in a variational sense. This implies that optimal parameters converge in the deep layer limit. This is a stronger statement than saying for a fixed parameter the residual neural network model converges (the latter does not in general imply the former). Our variational analysis provides a discrete-to-continuum Γ-convergence result for the objective function of the residual neural network training step to a variational problem constrained by a system of ordinary differential equations; this rigorously connects the discrete setting to a continuum problem.
Introduction
Recent advances in neural networks have proven immensely successful for classification and imaging tasks [62] . These practical sucessess have inspired many theoretical studies that try to understand why certain network architectures work better than others and what role the various parameters of the networks play. Over the years, these studies have come from such diverse areas as computational science [11, 58, 63] , discrete mathematics [2] , control theory and dynamical systems [25, 39, 54, 70] , approximation theory [10, 37, 38] , frame theory [71] , and statistical consistency [57] . To the best of our knowledge this and [57] are the only papers to study variational limits of neural networks.
Classification of data is the task of assigning each element of a data set to one of a number of classes. Each of those classes has some a priori data assigned to it. A neural network approaches this task in two steps. First the a priori classified data is used to train the network. Then the trained network is used to classify the rest of the data. A neural network assigns a classification to some given input datum by performing a series of sequential operations to it, which are known as layers.
Each layer is said to consist of neurons, by which it is meant that the output of each of the operations can be represented as a vector in R d (encoding the state of d neurons). In our paper we assume there are n layers and each layer has the same number, d, of neurons. (Note that by making this assumption, the networks we consider cannot be used for dimension reduction; the network makes the classification decision based on the final layer, which contains a number of neurons equal to the dimension of the input datum.) We also assume that each input datum can be represented by a vector of the same dimension d. Hence an input datum x ∈ R d leads to a response in the first layer, f 1 (x) ∈ R d , which in turn leads to a response in the second layer f 2 (f 1 (x)) ∈ R d , etc. After the response of the final layer f n (f n−1 (. . . f 1 (x) . . .)) ∈ R d is obtained, a final functionf can be applied to map that response to the labels of the various pre-defined classes. The final output of the network then becomes F (x) :=f (f n (f n−1 (. . . f 1 (x) . . .))).
In the training step training data {(x s , y s )} S s=1 is available, where {x s } S s=1 ⊂ R d are inputs with class labels {y s } S s=1 ⊂ R m . The goal is to learn the form of the functions f i such that the network's classifictions F (x s ) are close to the corresponding labels y s . The choice of cost function which is used to measure this "closeness" is one of many choices whose conseqences are being studied, for example for classification [40] and image restoration tasks [76] . In this paper we consider a cost function with a quadratic error term (or loss function) S s=1 F (x s ) − y s 2 together with regularisation terms which we will discuss later.
Finding the optimal functions f i : R d → R d out of all possible such functions is a sheer impossible task and would risk overfitting due to the high (infinite) number of degrees of freedom available. That is why the admissible class of functions f i is restricted. A typical restriction, which still leaves a very general class of functions, requires the functions f i to be of the form
where K i ∈ R d×d is a matrix which determines the weights with which neurons in layer i−1 activate neurons in layer i and b i ∈ R d is a bias vector. The functions σ i are called the activation functions.
Many, although not all, activation functions used in practice are continuous approximations of a step function effectively turn neurons "on" or "off" depending on the value of the the input K i x + b i . In this paper, we assume every layer uses the same (Lipschitz continuous) activation function, σ i = σ.
Results from recent years have shown that the rectified linear unit (ReLU) activation function (or "positive part" [41] ) performs well in many situations [12, 43, 53] . It is given by
but it is not the only choice that can be made. The impact of the activation function on the performance of a given network is studied in many papers. For example, if ReLU is used the network trains faster than when some of the classical saturating nonlinear activation functions such as x → tanh x and x → 1 1+e −x are used instead [43] . Moreover, ReLU has been observed to lead to sparsity in the resulting weights, with many of them being zero. These are sometimes referred to as "dead neurons" [51, 68, 74] .
The activation function(s) are typically specified beforehand for a given network and are not a part of what should be "learned" by the network. That still leaves, however, a large number of parameters for the learning problem. Each layer contains d × d + d parameters in the form of K i and b i . Different types of networks restrict the admissible sets for the K i and b i . For example, some networks impose that the biases b i are completely absent, such as the Finite Impulse Response (FIR) networks in [36, 60, 69, 72] or that each layer has the same shared bias [56] , while the traditional convolutional neural networks (CNN) restrict the choice of K i to convolution matrices, i.e. matrices in which each row is a shifted version of a filter vector (0, . . . , 0, v 1 , . . . , v k , 0, . . . , 0), such that the product K i x becomes a discrete convolution of the vector v = (v 1 , . . . , v k ) with x [34, 45] . In this paper we will not restrict the choice of K i and b i by such hard constraints. Instead, we include regularisation terms in the cost function, which penalise K i and b i which vary too much between layers or whose entries in the first layer are too large (see Section 1.2 for details).
Oberman and Calder [57] study, in a variational sense, the data rich limit S → ∞. In particular, they consider, a sequence of variational problems of the form (2) minimise:
where L is a loss term, µ S is an empirical measure induced by the training data set {x s , y s } S s=1 , and R a regularisation term; for example,
The set of admissible F is determined by a neural network. The main result of [57] is to show that minimisers F S of (2) converge as S → ∞ to a solution of the variational problem minimise: L(F, µ) + R(F )
for an appropriate measure µ.
In this paper we study the deep layer limit (i.e. the limit n → ∞) of a residual neural network (ResNet) [32] , which are related in spirit to the highway networks of [65] . A crucial way in which ResNet type neural networks differ from other networks such as CNNs, is the form of the functions f i . Instead of assuming a form as in (1) , in ResNet the assumption
is made. This can be interpreted as the network having shortcut connections: The additional term x on the right-hand side represents information from the previous layer "skipping layer i" and being transmitted to the next layer without being transformed. The reason for introducing these shortcut connections is to tackle the degradation problem [31, 32] : It has been observed that increasing the depth of a network (i.e. its number of layers) can lead to an increase in the error term S s=1 F (x s )− y s 2 instead of the expected decrease. Crucially, this behaviour appears while training the network, which indicates that it is not due to overfitting (as that would be an error which would be only present during the testing phase of an already trained network). In [32] it is argued that, iff i (x) is the actual desired output of layer i, the residualf i (x) − x is easier to learn in practice thanf i (x) itself.
Crucially for our purposes, the additional term x in (3) compared to (1) allows us to write
where
is the output of layer i and where we have introduced a factor 1 n with σ for scaling purposes. We have also added superscripts (n) to X (n)
to indicate that these weights and biases belong to the network with n layers. As observed in [26, 50, 70] , this describes an explicit Euler characterisation of the ordinary differential equation (ODE)
with time step 1/n. Here X, K, and b denote real-valued functions on [0, 1]. This observation has been used to motivate new neural network architectures based on discretisations of partial/ordinary differential equations, e.g. [25, 50, 61, 66] . Since the forward pass through ResNet is given by a discretised ODE in (4), a natural question is whether the deep limit (n → ∞) of ResNet indeed gives us back the ODE. We need to be a bit more careful, however, when formulating this question, and distinguish between the training step and the use of a trained network. The latter consists of applying (4) through all layers (with known K (n) i and b (n) i obtained by training the network) with a single given input datum x as initial condition, X 0 = x. The deep limit question in this case then becomes whether solutions of this discretised process converge to the solution (Lipschitz continuity of x → σ(Kx + b) guarantees a unique solution, by standard ODE theory) of the ODE. Our Corollary 2.4 shows that they do, in a pointwise sense. In order to derive this corollary from Lemma 4.16 we require the trained weights and biases, K (n) i and b (n) i , to converge (up to a subsequence) to sufficiently regular weights and biases, K and b, which can be used in the ODE. This requires us to carefully analyse the training step. The main result of this paper, Theorem 2.1, does exactly that.
Theorem 2.1 uses techniques from variational methods to show that the trained weights and biases have (up to a subsequence) deep network limits. In particular, it uses Γ-convergence, which is explained in further detail in Section 3.3. Variational calculus deals with problems which can be formulated in terms of minimisation problems. In this paper we formulate the training step (or learning problem) of an n-layer ResNet as a minimisation problem for the function E n in (6) , which consists of a quadratic cost function with regularisers for all the coefficients that are to be learned. We then identify the Γ-limit of the sequence {E n } ∞ n=1 , which is given by E ∞ in (8) . Γ-convergence is a type of convergence which (in combination with a compactness result) guarentees that minimisers of E n converge (up to a subsequence) to a minimiser of the Γ-limit E ∞ . It has been successfully applied for discrete-to-continuum limits in a machine learning setting, for example in [67] . The specific tools we use in this paper to obtain the discrete-to-continuum Γ-limit were developed in [20] and have been succesfully applied in a series of papers since [16] [17] [18] [19] 64] .
The impact of this Γ-convergence result is twofold. On the one hand it is an important ingredient in showing that the ouput of an already trained network for given input data is, in the sense made precise by Corollary 2.4 (under the assumption that Conjecture 2.3 is true), approximately the output of a dynamical system which has the input data as initial condition. On the other hand, it shows that the training step itself is a discrete approximation of a continuum process. This opens up the possibility of using techniques from partial differential equations (PDEs) to solve the minimisation problem for E ∞ in order to obtain (approximate) solutions to the n-layer training step. It also opens up the possibility to construct different networks by using different discretisations of the ODE, as in the midpoint network in [7] .
The Finite Layer Neural Network
We recap a simplified version of ResNet as presented in [25] . In this model there are n layers and the number of neurons in each layer is d. In particular, we let X (n) i ∈ R d be the state of each neuron in the i th layer. For clarity we will denote with a superscript the number of layers, this is to avoid confusion when talking about two versions of the neural network with different numbers of layers. The relationship between layers is given by
i=0 ⊂ R d determine an affine transformation at each layer and σ : R d → R d is an activation function which characterises the difference between layers. Throughout we will assume that σ acts component-wise, i.e. if
is the input, and X (n) n is the output. In order to apply the neural network (5) to labelling problems an additional, classification, layer is appended to the network. For example, one can add a linear regression model, that is we let
n + c where W ∈ R m×d and c ∈ R m . More generally, we assume the classification layer takes the form
n + c) for a given function h : R m → R m . Given all parameters, the forward model/classifier for input X
is given by the recursive formula (5) with input X (n) 0 = x. Given a set of training data {(x s , y s )} S s=1 , where {x s } S s=1 ⊂ R d are inputs with labels {y s } S s=1 ⊂ R m , one wishes to find parameters K (n) , b (n) , W , c that minimise the error of the neural network on the training data. There are clearly multiple ways to measure the error. For simplicity we use a squared norm, that is we define
The error E n (K (n) , b (n) , W, c; x, y) should be interpreted as the error of the parameters K (n) , b (n) , W , c when predicting x given that the true value is y. Naively, one may wish to minimise the sum of E n (K (n) , b (n) , W, c; x s , y s ) over s ∈ {1, . . . , S}. However this problem is ill-posed once the number of layers, n, is large. In particular, the number of parameters being greater than the number of training data points leading to overfitting. The solution, as is common in inverse problems, is to include regularisation terms, e.g. (applicable to neural networks) [22, 25, 55, 59 ], on each of K (n) , b (n) , W and c, this is discussed in the next section. The finite layer objective functional, with regularisation weights α 1 , . . . , α 4 , is given by
The learning problem is to find (K (n) , b (n) , W (n) , c (n) ) that are minimizers of E n .
The problem we concern ourselves with is the behaviour in the deep layer limit, i.e. what happens to K (n) , b (n) , W (n) , c (n) as n → ∞. The results of this paper are theoretical and in particular ignore the considerable challenge of finding such minimisers. However, we do hope that a better understanding of the deep layer limit can aid the development of numerical methods by, for example, allowing PDE approaches to the minimization of E n . Indeed, the authors of [42] view neural networks as inverse problems and apply filtering methods such as the ensemble Kalman filter which are gradient free. We note that theory is often developed for continuum models as it reveals what behaviour will be expected for large discrete problems. For example, the authors of [75] analyse stability properties of continuum analogues of neural networks.
In this paper we are not concerned with the actual numerical method used to compute the learning or training step, i.e. the method to compute minimizers of (6). Currently a variety of different methods are being used to compute the training step; [68] gives an overview of various methods. One of the most popular ones is backpropagation [29, 30, 33, 44, 77] using stochastic gradient descent [34] . Since the minimization problem is not convex, any gradient descent method risks running into critical points which are not minima. In [14] it is argued that in certain setups critical points are more likely to be saddle points than local minima and [47] proves that (under some assumptions on the objective function and the step size) gradient descent does not converge to a saddle point for almost all initial conditions. Moreover, [9] empirically verifies that in deep networks most local minima are close in value to the global minimum and the corresponding minimizers give good results. In some cases it can even be proven that all local minima are equal to the global minimum [46] . These results suggests that the critical points of the non-convex optimization problem are not necessarily a major problem for gradient descent methods.
Variations of gradient descent, such as blended coarse gradient descent, which is not strictly speaking a gradient descent algorithm rather it chooses an artificial ascent direction, have been explored in [73] . The authors of [8] show that the (local entropy) loss function satisfies a HamiltonJacobi equation and use this to analyse and develop stochastic gradient descent methods (in continuous time) which converge to gradient descent in the limit of fast dynamics. Outside of gradient based methods the authors of [24] apply an Ensemble Kalman Filter method to the training of parameters.
Overfitting is another issue to take into account during training. Techniques such as Max-pooling [62] or Dropout [35] work well in practice to avoid overfitting. The former consists of downsampling a layer by pooling the neurons into groups and assigning to each group the maximum value of all its neurons. The latter consists of randomly omitting neurons on each presentation of each training case. The ReLU activation function works well with Dropout [12] . Recently [52] made the case that improvements can be obtained by using sparsely connected layers. Adding regularization terms which encourage some level of smoothness to the cost functional can also help to avoid overfitting [34] .
Another problem that can be encountered during the learning phase of deep networks is that of vanishing or exploding gradients during backpropagation [3, 21, 36, 56] , which results in weights which either do not change much at all during the training phase or which change wildly in each step. In [21] it is shown that these problems might be avoided by chosing a careful initialisation; [51] argues that using the ReLU activation function also helps in avoiding vanishing gradients.
Regularisation
We define regularisation terms R 
where τ i > 0. Note that R (3) and R (4) do not depend on n. We refer to R
n as the nonparametric regularisers, and R (3) , R (4) as the parametric regularisers. The point of including regularisation is to enforce compactness in the minimizers; without compactness we cannot find converging sequences of minimisers which, in particular, can lead to objective functionals that become ill-posed in the deep layer limit. We justify the regularisation below, however we note that the regularisation is quite strong. In particular we are imposing H 1 bounds on K (n) and b (n) as well as norm bounds on W and c. The cost of treating a wide range of activation functions σ and classification functions h is to include strong regularisation functions. In specific cases it may be possible to reduce the regularisation, for example by setting τ i = 0 and/or removing the terms R (3) , R (4) . Next, we give a discussion on why these terms, in general, are necessary.
The Non-Parametric Regularisation
By construction the regularisation on K (n) and b (n) resemble a H 1 norm. By standard Sobolev embeddings sequences bounded in H 1 are (pre-)compact in L 2 . There is a little work in order to match discrete sequences
This we would call pointwise convergence. The main result of this paper is stronger, in particular we show variational convergence. We note that R (i) n , i = 1, 2, are very similar to the choice of regularisation in [25] ; but we add the terms K
The penalty on finite differences is natural; in order to achieve a limit it is necessary to bound oscillations in the parameters between layers. Physically this relates to imposing the condition that close layers discriminate similar features. The additional terms, K
2 , are perhaps less physically reasonable and introduce a bias into the methodology (meaning that preference is given to smaller initial values of K (n) and b (n) ).
As an example of why it is necessary to have τ 1 > 0 and τ 2 > 0 assume τ 1 = τ 2 = 0 and let
One can extend this to multiple layers n ≥ 1 with K
form a minimising sequence for E n (as K → ∞ with n fixed) with no converging subsequence. As the elementary example shows, if one was to set τ i = 0 then an additional assumption would be needed. Furthermore, such assumptions would have to rule out the activation functional σ = tanh or place restrictions on the training data set.
The Parametric Regularisation
An example showing why α 3 > 0 and α 4 > 0 are necessary, can be constructed in a similar fashion. Let d = 1, h = Id, and σ any function with σ(0) = 0. We consider the data set {(x s , y s )} S s=1 where, for all s, x s = y s . If for all i, K
) is a minimiser of E n for any value W . In particular this shows (by letting W → ∞) that in this case there are minimising sequences (sequences of exact minimisers even) without a converging subsequence.
The Deep Layer Differential Equation Limit
By considering pointwise limits it is not difficult to derive our candidate limiting variational problem. Although pointwise convergence is not enough to imply convergence of minimisers, it is informative.
for some given parameters
For shorthand we write X(t; x, K, b) for the solutions of (7) with initial condition X(0) = x and parameters K, b. One can see that (5) is the discrete analogue of (7) with K Lemma 4.6) . Similarly, the regularisation terms R (i) n , i = 1, 2, are discretisations of the functionals
∞ , i = 1, 2 are well defined on H 1 since by regularity properties of Sobolev spaces any u ∈ H 1 is continuous and therefore pointwise evaluation is well defined; in particular we may define K(0) , b(0) for H 1 functions. In fact, by Poincaré's inequality, R (i) ∞ , i = 1, 2, are equivalent to the H 1 norm whenever τ i > 0.
Once we append the classification layer to the neural network we arrive at the limiting objective functional (8)
The main result of the paper is to show that minimisers of E n converge to minimisers of E ∞ .
Overview
In the next section we state our assumptions and main results. In Section 3 we give some preliminary material which includes (1) defining the topology we use for convergence of the parameters
and (2) giving a brief background on variational methods and in particular Γ-convergence. Section 4 is devoted to the proofs of the main results. We conclude the paper in Section 5.
Main Results
Our main results concerns the convergence of the variational problem min E n to min E ∞ . In particular we show
as n → ∞. At this point we have not specified the topology on which we define the discreteto-continuum convergence. For now it is enough to say that the distance is given by a function
is the parameter space of E n and Θ is the parameter space of E ∞ The topology is described in detail in Section 3.2. Our first main result is the convergence of optimal parameters.
Theorem 2.1. Let Θ (n) and Θ be given by (10) and (11) respectively. Define
2. h is continuous;
3. σ is Lipschitz continuous;
Let {(x s , y s )} S s=1 be any given set of training data (S ≥ 1). Then minimizers of E n and E ∞ exist in Θ (n) and Θ respectively. Furthermore let θ (n) ⊂ Θ (n) be any sequence of minimisers of E n , then
{θ (n) } n∈N is relatively compact, and any limit point of {θ (n) } n∈N is a minimiser of E ∞ .
Our second main result is to infer the existence of extra regularity on minimisers to the deep limit limit variational problem. Proposition 2.2. In addition to the assumptions of Theorem 2.1 we assume that σ ∈ C 2 and acts componentwise, h ∈ C 1 , and all norms on R d and R d×d are induced by inner products. Then any
The proof of the proposition is given in Section 4.4. Theorem 2.1 states that, up to subsequences, minimisers of E n converge to minimizers of E ∞ . If the minimizer of E ∞ is unique then we have that the sequence of minimizers converges (without recourse to a subsequence) to the minimizer of E ∞ . The proof of the theorem relies on variational methods and is given in Sections 4.1-4.3. We do not prove a convergence rate for the minimizers, but we conjecture a convergence rate of 1 n . The conjecture is motivated by considering Taylor expansions for a fixed θ = (K, b, W, c) ∈ Θ; indeed one can show that for K, b ∈ H 2 the recovery sequence θ (n) given by (21-24) satisfies
Assuming that this can be extended to minimizing sequences (i.e. the above holds for any sequence of minimizers θ (n) → θ) one can conclude that the rate of convergence of the minima is O(n −1 ). Making another conjecture that one can show a local bound of the form
Conjecture 2.3. Assume that the assumptions of Theorem 2.1 are satisfied. Let θ ∈ Θ be a limit point of {θ (n) } n∈N and let {θ (n k ) } k∈N be a subsequence which converges to θ. Then there exists a
k , where d is the distance from (12) .
Under the assumption that this conjecture is true, our Γ-convergence result also allows us to conclude that the ouput of a trained ResNet for given input data is, in the sense made precise by Corollary 2.4, approximately the output of a dynamical system whose initial condition is the input data of the network. Corollary 2.4. Assume that the assumptions in Theorem 2.1 on α i , τ j , h, and σ are all satisfied. Let {(x s , y s )} S s=1 ⊂ R d × R m be a set of training data and, for all n ∈ N, let (
Also assume that the parts of Conjecture 2.3 pertaining to {K (n) } and {b (n } are true. For all n ∈ N and for all i ∈ {1, . . . , n}, let X (n) i be the solution to (5) with X If X : [0, 1] → R d is the solution to the ODE in (7) (with coefficients K and b) with initial condition X(0) = x, then, for all δ > 0, there exists an N ∈ N such that, for all n ∈ N with n ≥ N , there exists an R n ∈ R such that, for all i ∈ {1, . . . , n},
Moreover, R n = o 1 n as n → ∞. Furthermore, if the minimiser of E ∞ over Θ is a singleton set, then this result holds with N = N.
We provide the proof of Corollary 2.4 in Section 4.5.
Background Material
In this section we give background material necessary to present the proofs of the main results. In particular, we start by clarifying our notation. We then give a description on the discrete-to-continuum topology. Finally, for the convenience of the reader, we give a brief overview on Γ-convergence.
Notation
Given a probability measure µ ∈ P(Ω) on Ω we write L p (µ; Ξ) for the set of functions from Ω to Ξ that are L p integrable with respect to µ, when appropriate we will shorten notation to
inner product with respect to the Lebesgue measure is denoted by ·, ·, L 2 . The Sobolev space of functions that are k-times weakly differentiable and with each weak derivative in L 2 is denoted by H k . In order to make clear the domain Ω and range Ξ of H k we will also write H k (Ω; Ξ) (note that in order to avoid complications defining derivatives the underlying measure in Sobolev spaces when k > 0 is always the Lebesgue measure).
We often do not specify a matrix or vector norm, clearly these are finite dimensional spaces and therefore all norms are topologically equivalent. If b ∈ R d is a vector and K ∈ R d×d is a matrix then we will write b and K for both the vector norm and the matrix norm. In particular we point out that we only use subscripts for L p norms. Sometimes we will need that the norms are induced by inner products, we will write when we need this additional structure.
We use superscripts on the parameters K (n) and b (n) (later denoted K (n) and b (n) ) in order to clearly denote the dependence of the number of layers on the parameters themselves (this is particularly important as we take the limit n → ∞). The parameters W, c are respectively a m × d matrix and a m-dimensional vector and therefore we do not include any reference to n unless we are considering sequences.
Vectors are always column vectors. For two vectors A, B ∈ R κ we use ⊙ to denote componentwise multiplication, i.e. A ⊙ B = [A 1 B 1 , A 2 B 2 , . . . , A κ B κ ] ⊤ . When A ∈ R κ and C ∈ R κ×d then ⊙ represents row-wise multiplication, i.e.
Note that we can also interpret this product as A ⊙ C = diag(A)C, where diag is the diagonal κ × κ matrix with the vector A on its diagonal.
Discrete-to-Continuum Topology
We introduced the parameters for the ResNet model with n layers K (n) and b (n) as sets of matrices/vectors, i.e.
In fact it is more convenient to think of them as functions with respect to the discrete measure µ n =
i . In the sequel we will, with a small abuse of notation, write both K (n) and K (n) i , where the former is understood as a function in L 0 (µ n , ; R d×d ) and the latter as the matrix K
With this notation we can define the finite layer parameter space by
Note that for any p, q > 0 the discrete spaces L p (µ n ), L q (µ n ) are topologically equivalent. The limiting parameter space is given by
We note the distance d 1 is closely related to the T L 2 distance, see [20] , when the discrete measure is of the form µ n =
In our case we would choose µ to be the Lebesgue measure on [0, 1], ν = µ n the discrete measure defined above, and L = K (n) . It is a consequence of results in [20] (since µ n
Hence we can use the simpler distance
does not make sense hence d 1 is not symmetric), however due to the relationship of d 1 with d T L 2 we can still take advantage of metric properties.
These definitions of convergence have interesting consequences which we state in a lemma for easy reference. For a proof by contradiction, assume there exists a j ∈ {1, . . . , n} and an η > 0 such that for all N ∈ N there existsn ≥ N such that |K(j/n) − K
and letn correspond to this N . By Hölder continuity of K we have, for all
Therefore n
< N . This is a contradiction and the first result is proven. The second result follows via an analogous proof.
Γ-Convergence
Recall that we wish to show minimisers of E n converge to minimisers of E ∞ . In particular, we want to show that E ∞ is the variational limit of E n . To characterise variational convergence we first define the Γ-limit in a general metric space setting.
) is a metric space. Then E n Γ-converges to E ∞ , and we write E ∞ = Γ-lim n→∞ E n , if for all x ∈ Ω the following holds:
1. (the liminf inequality) for any
2. (the recovery sequence) there exists x n → x such that
For brevity we focus only on the key property of Γ-convergence, and the property that justifies the term variational convergence. For a more substantial introduction to Γ-convergence we refer to [4, 13] . Theorem 3.3. Let (Ω, d) be a metric space and E n a proper sequence of functionals on Ω. Let u n be a sequence of almost minimizers for E n , i.e. E n (u n ) ≤ max{inf u∈Ω E n (u n ) + ε n , − 1 εn } for some ε n → 0 + . Assume that E ∞ = Γ-lim n→∞ E n and {u n } ∞ n=1 are relatively compact. Then,
where the minimum of E ∞ exists. Moreover if u nm → u ∞ is a convergent subsequence then u ∞ minimises E ∞ .
Clearly if one assumes that the minimum of E ∞ is unique then, by the above theorem, u n → u ∞ (without recourse to subsequences) where u ∞ is the unique minimiser of E ∞ . Theorem 3.3 forms the basis for our proof of Theorem 2.1. In order to apply Theorem 3.3 we must show that minimisers are relatively compact and E ∞ = Γ-lim n→∞ E n .
We note that Definition 3.2 and Theorem 3.3 are in the context of metric spaces. As we described in Section 3.2 we can describe the convergence of K (n) in terms of the T L 2 distance d T L 2 which is a metric on the space Ω = {(µ, f ) : f ∈ L 2 (µ; R d×d ), µ ∈ P([0, 1])} (and similarly for b (n) ). Hence we can use the distancẽ
which is a metric on the space
Since convergence ind is equivalent to convergence in d we can simplify our notation by considering sequences that converge in d whilst still being able to apply Theorem 3.3.
Proofs
The proof of Theorem 2.1 is a straightforward application of the following theorem, Theorem 4.1, with Theorem 3.3. This section is devoted to the proofs of Theorem 4.1, Proposition 2.2 and Corollary 2.4.
Theorem 4.1. Under the assumptions of Theorem 2.1, the following holds:
1. for every n ∈ N there exists a minimiser of E n in Θ (n) , 2. any sequence
is relatively compact, and
The first three subsections are each dedicated to the proof of one part of the above theorem. In Section 4.1 we show that sequences bounded in E n are relatively compact. The argument relies on approximating discrete sequences
, c (n) ) ∈ Θ and using standard Sobolev embedding arguments to deduce the compactness ofθ (n) , and therefore θ (n) .
In Section 4.2 we prove the existence of minimizers. The strategy is to apply the direct method from the calculus of variations. That is, we show that E n is lower semi-continuous (in fact continuous). For compactness of minimizing sequences it is enough to show bounded in norm (since for finite n parameters are finite dimensional). Compactness plus lower semi-continuity is enough to imply the existence of minimisers.
In the third subsection we prove the Γ-convergence of E n to E ∞ . This relies on a variational convergence of finite differences.
In Section 4.4 we analyse the regularity of minimisers of E ∞ and prove Proposition 2.2. To show this we compute the Gâteaux derivative then apply methods from elliptic regularity theory to infer additional smoothness. In this section we assume that the norms · on R d and R d×d are induced by an inner product ·, · .
Finally, in Section 4.5 we prove the uniform convergence of the neural network (Corollary 2.4) under the assumption of Conjecture 2.3.
Proof of Compactness
We start with a preliminary result which implies that
n (K (n) ), this is a discrete analogue of the well known Morrey's inequality. We include the proof as it is important that the constant C can be chosen independently of µ n . Proposition 4.2. Fix n ∈ N and let t i = i n , µ n = 1 n n−1 i=0 δ t i , and f n :
Proof. We note that
2 by Jensen's inequality. Hence,
Taking the supremum over i ∈ {0, 1, . . . , n − 1} proves the proposition.
Then compactness of {W (n) } n∈N and {c (n) } n∈N is immediate from the regularisation functionals R (3) and R (4) . For K (n) and b (n) we deduce compactness by using a smooth continuum approximation. In particular, let f n : {t i } n−1 i=0 → R κ , where t i = i n , be a sequence of discrete functions that are bounded in the discrete H 1 norm R n given by
We compare f n to a smooth continuum function g n : [0, 1] → R κ with the property g n H 1 R n (f n ). By Sobolev embedding arguments we have that {g n } n∈N is relatively compact in L 2 . Compactness of {f n } n∈N follows from
, and f n : {t
then {(µ n , f n )} n∈N is relatively compact in T L 2 and any cluster point (µ, f ) satisfies µ = L⌊ [0, 1] and f ∈ C 0,γ for any γ < 1 2 . Furthermore, for any converging subsequence there exists a further subsequence (which we relabel), and a f ∈ C 0,γ , such that (14) max i∈{0,1,...,n−1}
Proof. By Proposition 4.2 and (13) there exists M < +∞ such that
Letf n be the continuum extension of f n defined bỹ
Define g n = J εn * f n where J is a standard mollifier with J L ∞ ≤ β, and ε n = 1 2n . We first show that g n is bounded in
where in the first line we use that R ∇J εn (s − t) ds = 0. Similarly, for t ∈ [t
From the definition off n we have that ∇g n (t) = 0 for all t ≤ ε n or t ≥ 1 − ε n . It follows that
Hence g n is bounded in H 1 ([0, 1]). By the Rellich-Kondrachov Theorem g n is relatively compact in C 0,γ for any γ ∈ (0, 1 2 ). In particular g n is relatively compact in any L q , q ∈ [1, +∞]. Hence, we may assume that there exists a subsequence (which we relabel) and g ∈ C 0,γ such that g n → g in L 2 . The proposition is proved once we show
Similarly, for t ∈ [t
It follows thatf n → g in L ∞ (and therefore in L 2 ) which proves (14) . Clearly µ n
Compactness of sequences bounded in E n is now a simple corollary of the above proposition.
Corollary 4.4. Let Θ (n) and Θ be given by (10) and (11) respectively. Define
∞ , R (j) for i = 1, 2, j = 3, 4 as in Sections 1.1-1.3. Assume that α i > 0 for i = 1, 2, 3, 4 and
then there exists a subsequence n m and (K, b, W, c) ∈ Θ such that
Proof. The compactness follows from Propositions 4.3 and directly from bounds on W (n) , c (n) . To see that E ∞ (K, b, W, c) < +∞ we note that, by the bound on σ we must have that X(1; x, K, b) is finite for any x, hence E ∞ (K, b, W, c; x, y) < +∞ for any (x, y).
Proof of Existence of Minimizers
The existence of minimizers is a straightforward application of the direct method from the calculus of variations. In particular, for n ∈ N all parameters are finite dimensional hence it is enough to show that minimizing sequences are bounded. For W, c this is clear from the regularisation, for K (n) , b (n) this follows from Proposition 4.2. Lower semi-continuity then implies that converging minimizing sequences converge to minimizers.
Proposition 4.5. Let n ∈ N and Θ (n) be given by (10) . Define E n , E n , R
n , R (j) for i = 1, 2, j = 3, 4 as in Section 1.1 and 1.2. Assume that α i > 0 for i = 1, 2, 3, 4 and τ j > 0 for j = 1, 2. Further assume that σ and h are continuous. Then, there exists a minimizer of E n in Θ (n) .
Note that all the parameters are finite dimensional. Since R (3) , R (4) are square norms then we immediately have that {W m } m∈N and {c m } m∈N are bounded, hence relatively compact. By Proposition 4.2 {K With recourse to a subsequence, we assume that (K
(by continuity of σ). Hence, by continuity of h, it follows that E n (θ
Γ-Convergence of E n
In this section we prove the Γ-convergence of E n to E ∞ . We divide the result into two parts: the liminf inequality is in Lemma 4.9, and the existence of a recovery sequence is given in Lemma 4.11. Before getting to these results we start with some preliminary results, the first is that, for any K (n) → K and b (n) → b, that the discrete model (5) converges uniformly to the continuum model (7) . The next preliminary result uses this to infer the convergence of E n (θ (n) ; x, y) → E(θ; x, y).
where X(t; x, K, b) and X (n)
i [x, K, b] are determined by (7) and (5) respectively.
and X(t) = X(t; x, K, b). We have
The second term above is bounded by the following:
By induction,
Therefore if we choose
hence X is Lipschitz. Let L X be the Lipschitz constant for X.
Returning to (15) we concentrate on the second term, we bound
Continuing to manipulate the first term on the right hand side of the above expression we have,
Combining the bounds (15), (16) and (17) we have
By induction, for any k ∈ {0, 1, . . . , n}, we have
for any ε > 0 (notice that the right hand side is independent of k). Since
by the the assumption that K (n) → K (and similarly for the sequence b (n) ) then to show
it is enough to show (i)
For (i) we have that
And for (ii) we have
Hence for a sequence ε = ε n → 0 sufficiently slowly we have that (18) holds. Finally,
where the convergence is uniform over k ∈ {0, 1, . . . , n} as required.
The above result easy implies the following lemma.
Lemma 4.7. In addition to the assumptions of Theorem 2.1 let
Proof. By continuity of h, convergence of
(with the latter following from Lemma 4.6) we can easily conclude the result.
The following is a small generalisation of Theorem 10.55 in [48] . The difference between the results stated here and that in [48] is that here we treat sequences of functions u n , whilst in [48] u n = u. We also only state the result on the domain [0, 1] and for L 2 convergence (the result generalises to bounded sets in higher dimensions and L p convergence where p > 1).
Proof. The strategy is to show the following two inequalities:
for any g ∈ L 2 ([0, 1]) and δ, δ ′ > 0 where J δ is a standard mollifier (and ε n + δ < δ ′ ), and
. Therefore we may apply (20) to g = J δ * f and g n = J δ * f n .
To show existence of ∇f ∈ L 2 ([2δ ′ , 1−2δ ′ ]) we assume the above inequalities hold, then by (19) there exists M such that
Furthermore, by (20)
bounded there exists a weakly convergence subsequence, as δ → 0 + , say J δ * f ⇀ f and ∇(J δ * f ) ⇀ h. Therefore, for any continuous ϕ with compact support in [2δ
Applying (20) followed by (19) we have
Taking δ ′ → 0 proves the lemma under the assumption of (19) and (20) .
To show (19) we have, assuming
where the antepenultimate line follows from Minkowski's inequality for integrals. For inequality (20) , by Taylor's theorem we have
For any η > 0 there exists C η > 0 such that |a + b| 2 ≤ (1 + η)|a| 2 + C η |b| 2 for any a, b ∈ R, hence
In particular
Taking η → 0 proves (20) .
By application of the preceeding lemma we can now prove the liminf inequality for the Γ-convergence of E n . Lemma 4.9. Under the assumptions of Theorem 2.1 let
We only need to consider the case when lim inf n→∞ E n (θ (n) ) < +∞. Hence we assume that E n (θ (n) ) is bounded and therefore by the compactness property (Corollary 4.4) E ∞ (θ) < +∞. We will show the following
Indeed (A) holds by Lemma 4.7 and since R
(1)
n (b (n) ) are uniformly (in n) bounded. Parts (B) and (C) are analogous, so we only show (B).
by Proposition 4.8 and Proposition 4.3.
We now turn our attention to the recovery sequence. For any θ ∈ Θ we define a sequence
The above sequence is our candidate recovery sequence. We first show that 
Proof. We show that K (n) → K; the argument for b (n) → b is analogous and W (n) = W , c (n) = c so there is nothing to show for these parts.
We now prove that the sequence from Lemma 4.10 is a recovery sequence.
Lemma 4.11. Under the assumptions of Theorem 2.1 for any θ ∈ Θ we define θ (n) ∈ Θ (n) as in Lemma 4.10. Then θ (n) → θ and
Proof. Let θ = (K, b, W, c) ∈ Θ and assume E ∞ (θ) < ∞ (else the result is trivial). By Lemma 4.10 we already have that θ (n) → θ. We show that θ (n) is a recovery sequence. It is enough to show the following.
Part (A) follows from Lemma 4.7 once we show parts (B) and (C). Since (B) and (C) are analogous we only show (B).
Let ε > 0 and
where the last line follows from [48, Theorem 10.55] . Taking n → ∞ we have
Taking ε → 0 + proves (B).
Regularity of Minimizers
The aim of this section is to show the higher regularity (i.e. H 2 loc rather than H 1 ) of minimisers. The strategy is to apply elliptic regularity techniques. For this we need to compute the Euler-Lagrange equation for E ∞ . We start by showing how the finite layer model (5) behaves when the parameters K (n) and b (n) are perturbed. By taking the limit n → ∞ we can then infer the corresponding result for the ODE limit (7).
n , i = 1, 2 are defined in Section 1.2 with τ i > 0. Furthermore, on σ we assume that σ ∈ C 2 , σ(0) = 0 and σ acts component-wise. Let
where the O(r) term depends on K (n) , L (n) , b (n) , β (n) only through the parameter C and is independent of n. Proof of Lemma 4.12. Since θ (n) , ξ (n) and x are fixed we may shorten our notation by writing
, and (28)
throughout the proof.
Fix i ∈ {0, 1, . . . , n}. Then,
for some ξ i and where we understand the square of the above brackets to be taken component-wise.
By Lemma 4.6 X (n) , X (n) (r) are uniformly bounded by a constant depending only on C (for r ≤ 1 say), hence if we can show that sup r∈(0,1] sup i∈{0,1,...,n} D (n) i (r) ≤ C ′ where C ′ depends only on C, in particular is independent of n, then
By induction the above implies (26) .
We are left to show that D (n) i (r) is uniformly bounded in i and r. From (30) we may infer the existence of constants C 1 and C 2 , that are independent of r and n and, given C can also be made
Hence, by induction,
It follows that sup r∈(0,1] sup i∈{0,1,...,n} D
(n) i (r) can be bounded as claimed.
We now use the above result to deduce the behaviour of the output of the ODE model (7) when the parameters K and b are perturbed. 
Furthermore, let X(t; x, θ) be defined as a solution to (7) for the input θ and initial condition X(0) = x. Define, for r > 0, (31) D t (r; x, θ, ξ) = 1 r (X(t; x, θ + rξ) − X(t; x, θ)) .
Then,
, β (n) be any discrete sequences converging to K, L, b, β respectively with
n (β (n) ) < +∞ and where the convergence is uniform:
For example, the recovery sequences, as defined by (21) and (22), are sufficient. To shorten notation we write
X r (t) = X(t; x, θ + rξ)
and again use the abbreviations in (27) - (29) where D (n) i (r; x, θ, ξ) is defined by (25) . By Lemma 4.6 we have X 
An elementary argument implies that if max i∈{0,1,...,n−1} sup t∈
We are left to find the uniform limit of A (n) i .
We make the easily verifiable claim that if max i∈{0,1,...,n−1} sup t∈
using the inequality e X+Y − e X ≤ Y e x e Y . We let
By construction
i . The L ∞ bound on F is readily verified from the L ∞ bounds on each of K, X and b. We show the uniform convergence of F n to F shortly. For t ∈ [t i , t i+1 ] we have ⌊tn⌋ = i and, assuming the uniform convergence of F n to F ,
converges uniformly to exp 1 t F (s) ds . To complete the proof we show that for any ε > 0 there exists N such that if n ≥ N then
Analogously to when we considered the sequence B n we can infer the existence of N such that if n ≥ N then
By [28, Proposition 2.8] there exists a constant c (independent of all parameters) such that (assuming C
Since C (n) j is uniformly bounded in j and n, then (33) and (34) imply (32) .
Using the above result we can compute the Gâteaux derivative of E ∞ defined as
∞ , for i = 1, 2, and R (j) , for j = 3, 4, as in Sections 1.2-1.3. In addition to the assumptions in Lemma 4.14 we assume that h ∈ C 1 and all norms · on R d and R d×d are induced by inner products. Let θ = (K, b, W, c) ∈ Θ and ξ = (L, β, V, γ) ∈ Θ where Θ is given by (11) . We define D t (r; x, θ, ξ) by (31) for r > 0 and
where with a small abuse of notation we write X(t; x, θ) = X(t; x, K, b) and
Proof. We consider the derivative of each term in E ∞ separately. The first term follows from Lemma 4.14, indeed,
for some ϕ r ∈ R d between W X(1; x s , θ) + c and (W + rV )X(1; x s , θ + rξ) + c + rγ. Since ϕ r converges to W X(1; x s , θ) + c then we have
It is straightforward to show that the Gâteaux derivative of each regularisation functional is as claimed. This completes the proof.
Finally we can deduce the regularity of minimisers of E ∞ by applying techniques from the study of elliptic differential equations (see for example [23, Section 2.2.2] for the same technique applied to elliptic differential equations).
Proof of Proposition 2.2. Assume that θ = (K, b, W, c) ∈ Θ be a minimiser of E ∞ . We will show
and γ N ∈ C ∞ be a cut off function that has support in Ω 2N and is identically one on Ω N . Let K N = γ N ⊙ K. We extend K N to the the whole of R by setting K N (t) = 0 for all t ∈ R \ [0, 1].
Clearly L N,h ∈ H 1 (R; R d×d ) for every h > 0 and all N > 2. Furthermore, L N,h has support in [
Let us write L
we have, for h sufficiently small,
We can write D 1 (0; x s , θ,ξ N,h ) = X s (t) = X(t; x s , θ).
Hence, (37)
Combining (37) with (35) and (36) and Young's inequality we obtain Hence by [48, Theorem 10.55 
The Forward Pass as a Discretized ODE
In this section we prove Corollary 2.4. (7) with initial condition X(0) = x. Let n ∈ N (for definiteness, we assume 0 ∈ N) and suppose that there exists a δ n > 0 such that, for all i ∈ {1, . . . , n}, K (n) i ∈ (K(i/n)−δ n , K(i/n)+δ n ) and b (n) i ∈ (b(i/n)−δ n , b(i/n)+δ n ). Moreover, let X (n) i (i = 1, . . . , n) be the solutions to (5) with X (n) 0 = x. Then there exists an R n ∈ R such that, for all i ∈ {1, . . . , n}, (9) is satisfied with D n = 1 n (1 + X L ∞ ) Lδ n + R n . Moreover, R n = o 1 n as n → ∞.
Proof. We follow closely standard proofs of the convergence of the explicit Euler scheme for wellposed ODEs, [6, Theorem 5.9] , [49, Section 6.3.3] .
By the Sobolev embedding theorem [1] K and b are continuous. Since y → σ(K(t)y + b(t)) is Lipschitz continuous, by standard ODE theory [27] there is a unique solution X to (7) and this X is continuous. Moreover, t → σ K(t)X(t) + b(t) is continuous and thusẊ is continuous. In particular,Ẋ is bounded on [0, 1]. Let n, k ∈ N with k ≤ n. We compute, using Taylor's theorem [15, (2.22) ], X(k/n) = X((k − 1)/n) + 1 nẊ ((k − 1)/n) + r k,n = X((k − 1)/n) + 1 n σ(K((k − 1)/n)X((k − 1)/n) + b((k − 1)/n)) + r k,n , where r k,n ∈ R d is such that r k,n = o 1 n as n → ∞. Moreover
and thus
∈ (K(i/n) − δ n , K(i/n) + δ n ) and b (n) i ∈ (b(i/n) − δ n , b(i/n) + δ n ) and the fact that L > 0 is a Lipschitz constant for σ, we find
Since K is continuous on [0, 1], we have K L ∞ < ∞. Similarly, since X is continuous, we have X L ∞ < ∞. Combining the above we get (38)
where we have defined R n = max 1≤k≤n r k,n . Note that R n = O We prove this claim by induction. Since (38) holds for arbitrary k, we have a 1 ≤ Ca 0 + D n directly from (38) . Since a 0 = x − x = 0, (39) holds for i = 1. Now let k ∈ N with k ≤ n and assume that (39) holds for i = k − 1. Then, combining (39) with (38) we deduce that Thus claim (39) is proven. Since C > 1 we compute
as required.
We now prove Corollary 2.4. i − b(i/n) → 0 as n → ∞. Thus, for all δ > 0, there exist N ∈ N such that, for n ∈ N with n ≥ N we have K (n) i ∈ (K(i/n)−δ, K(i/n)+δ) and b (n) i ∈ (b(i/n)− δ, b(i/n)+ δ). Hence we can use Lemma 4.16 (with, for all n ∈ N with n ≥ N , δ n = δ) to conclude that (9) is satisfied.
Discussion and Conclusions
In this paper we proved that the variational limit of the residual neural network is an ODE system, thereby rigorously justifying the observations in [26, 70] . These and similar observations have already inspired new architectures for neural networks, e.g. [25, 50, 61, 66] and the hope is that this work can help in the justification and analysis of these new architectures. In addition, we proved a regularity result for the coefficients obtained by ResNet training.
We left the question of rates of convergence for the minimisers open (see Conjecture 2.3). We believe this can be approached through a higher order Γ-convergence argument, for example see [5, Theorem 1.5.1], and a coercivity argument, but it falls outside the scope of this current paper. A proof of the conjecture will complete the missing piece in Corollary 2.4 and in particular allow us to conclude the uniform convergence (along subsequences) of the neural network to the differential equation system, i.e. sup i∈{1,...,n}
An interesting open question, one which the authors are currently working on, is to recover partial differential equations by simultaneously taking d → ∞ (where d is the number of neurons per layer) and n → ∞. This will mean imposing certain restrictions on the inter-layer connections; in particular, the choice of inter-layer connections is expected to alter the continuum partial differential equation limit.
