Kernel discriminant analysis (KDA) is the mainstream approach of nonlinear discriminant analysis (NDA). Since it uses the kernel trick, KDA does not consider its nonlinear discriminant mapping explicitly. In this paper, another NDA approach where the nonlinear discriminant mapping is analytically given is developed. This study is based on the theory of optimal nonlinear discriminant analysis (ONDA) of which the nonlinear mapping is exactly expressed by using the Bayesian posterior probability. This theory indicates that various NDA can be derived by estimating the Bayesian posterior probability in ONDA with various estimation methods. Also, ONDA brings an insight about novel kernel functions, called discriminant kernel (DK), which is defined by also using the posterior probabilities. In this paper, several NDA and DK derived from ONDA with several posterior probability estimators are developed and evaluated. Given fine estimation methods of the Bayesian posterior probability, they give good discriminant spaces for visualization or classification. key words: discriminant analysis, nonlinear discriminant analysis, kernel method, support vector machine, discriminant kernel
Introduction
Fisher's linear discriminant analysis (FLDA) [6] is one of the well known methods of extracting the best discriminating features for multi-class classification. FLDA is formulated as a problem of finding an optimum linear mapping which maximizes a discriminant criterion defined as a ratio of within-class scatter and between-class scatter in the mapped discriminant feature space.
FLDA is useful for linear separable cases, but for more complicated cases, it should be improved to express nonlinear boundaries. There are several approaches to obtain nonlinear discriminant analysis (NDA) by extending FLDA. NDA based on neural network (NN) model were studied in the 1990's [7] , [14] , [22] , and kernel-based discriminant analysis (KDA) has been the mainstream since 2000 [1] , [16] , [19] . By using the kernel trick, KDA efficiently gives nonlinear, high-dimensional and discriminative feature space without explicitly knowing a nonlinear discriminant mapping Φ(x) for an input feature x. Instead of the map Φ, the kernel functions which can be implicitly represented as K(x, x ) = Φ(x) T Φ(x ) are considered.
There are several approaches to determine the kernel Manuscript function K. The most simple way is to use a priori functions such as the polynomial kernel or the radial bases functions (RBF) kernel. Since these functions are primarily not designed for the tasks of classification or discrimination, this approach usually has some unavoidable problems: How to select the kernel function? Is the selected function really suitable to the problem? On the other hand, there are many studies on the discriminative kernel approach in which the user's notion or knowledge about a target problem is incorporated into kernel functions [9] , [12] , [20] , [21] . For example, Fisher kernel [12] and Tsuda's marginalized kernel (MK) [20] , [21] are strong frameworks to integrate a generative approach and a discriminative approach. However, in those methods, usually the kernel function K is directly defined based on the user's notion of similarity, without considering the nonlinear mapping Φ explicitly.
As one of the drawbacks of the kernel approach, hyperparameters in kernel functions should be tuned with expensive computational costs. To handle these problems, many papers studied optimizing kernel functions, for instances [13] , [24] , [26] . However, those studies also did not directly turn their attention to the nature of the nonlinear discriminant mapping Φ.
As far as we know, there have been few reports on nonlinear discriminant analysis which are not based on the common (NN or KDA) approaches. As a few exceptions, Otsu proposed optimum nonlinear discriminant analysis (ONDA) [17] , [18] of which the exact expression of the optimum nonlinear discriminant mapping Φ was derived based on variational calculus. ONDA is closely related to Bayesian decision theory [3] . Interestingly, the optimal mapping Φ can be defined as a linear combination of the Bayesian posterior probabilities, and their coefficients are obtained by solving the eigenvalue problem of the matrices defined by using the Bayesian posterior probabilities. Also Otsu pointed out that FLDA could be interpreted as a linear approximation of ONDA through the linear approximations of the Bayesian posterior probabilities. These results are fundamental to understand the nature of the discriminant analysis.
It is important to note that ONDA is based on the ideal probabilistic assumption. Hence, it is required to know all of the Bayesian posterior probability P(C|x) of class C, which are usually regarded as an output of classification tasks, to obtain the discriminant mapping Φ. However, when viewed from a different angle, this theory of ONDA also suggests Copyright c 2016 The Institute of Electronics, Information and Communication Engineers that various NDA can be constructed depending on specific approximation or estimation methods of the posterior probabilities [11] , [14] .
Based on this suggestion, in this paper, we develop several NDA which have the exact expression of the discriminant map Φ, and evaluate their performance. We use two estimation methods of the Bayesian posterior probability; the Gaussian model as a simple estimator and support vector machine (SVM) as a more complex estimator. We show some properties and discrimination performance of our Gaussian NDA and SVM NDA by using standard benchmark data sets [8] . Our NDA have good discrimination and visualization performance compared with RBF KDA when sufficiently good estimation of the Bayesian posterior probability could be obtained.
The theory of ONDA also brings us another insight about novel kernel functions. By investigating the dual problem of the eigenvalue equation of ONDA, kernel functions which can be interpreted as being incorporated in ONDA is derived from the optimum mapping Φ. The derived kernel function, called discriminant kernel (DK) [15] , is also defined by using the posterior probabilities. This means that the class information is naturally introduced in this kernel. Since ONDA is optimum in terms of the discriminant criterion, DK can be considered as the kernel function which is designed to optimize the discriminant criterion.
According to this theory, we develop a novel DK, called linear discriminant kernel (LDK), which is derived from linear approximation of ONDA. LDK can be regarded as the kernel function which is implicitly incorporated in FLDA. Also, we develop another DK derived from Gaussian NDA, called Gaussian DK [10] . In this paper, we also show a theoretical relationship between DK and Tsuda's MK [21] , and compare the performance of Gaussian DK and Gaussian MK.
In experiments, we use DK and MK as the kernel function of SVM. We evaluate and compare the performance of DK SVM, MK SVM and usual (linear and RBF kernel) SVM by using standard benchmark data set [8] .
The rest of this paper is organized as follows: Section 2 reviews FLDA, KDA, ONDA and MK. Then our ONDAbased NDA are described in Sect. 2. The discriminant kernel functions and our DK SVM are introduced in Sect. 4. The experiments are described in Sect. 5. Finally, Sect. 6 concludes the paper.
Discriminant Analysis

Fisher's Linear Discriminant Analysis
Fisher's linear discriminant analysis (FLDA) [6] is one of the well known methods to extract the best discriminating features for multi-class classification. FLDA is formulated as a problem to find an optimum linear mapping by which the within-class scatter in the mapped discriminant feature space is made as small as possible relative to the between-class scatter.
Consider K classes denoted by C = {C 1 , . . . , C K }. Assume that we have n training samples
is an m dimensional feature vector and t i ∈ C is a class label. Then FLDA constructs a dimension reducing linear mapping from the input feature vector x to a new feature vector y as
is used to evaluate the performance of the discrimination of the new feature vectors y, whereΣ T andΣ B are the withinclass and the between-class covariance matrix of the new feature vectors y, respectively. The discriminant criterion J is the objective function of FLDA to obtain the optimal coefficient A in Eq. (1). This criterion can be maximized by solving the following generalized eigenvalue problem
where Λ is a diagonal matrix of eigenvalues, I denotes the unit matrix, and Σ T and Σ B are the total and the betweenclass covariance matrix of the input feature vectors x, respectively.
Kernel Discriminant Analysis
There are several approaches to obtain nonlinear discriminant analysis (NDA) by extending FLDA. Especially, the kernel discriminant analysis (KDA) seems to be one of the most powerful and popular approaches [1] , [16] , [19] . Let us consider a nonlinear mapping Φ from an input feature vector x to the new feature vector Φ(x).
By considering α i = [α 1 , · · · , α n ] T which is a coefficient vector for the sample x i , the kernel discriminant mapping is given by
The optimum coefficient matrix A is obtained by solving the eigenvalue problem
where Σ (K) B and Σ (K) T are the total and the between-class covariance matrix of the kernel feature vector k(x), respectively.
Typically, the kernel function K(x, x ) is defined a priori. The polynomial kernel K(x, x ) = (x T x + h) p and the RBF kernel K(x, x ) = exp − 1 σ ||x − x || 2 are often used. Generally kernel functions have several hyper-parameters such as p and h in the polynomial kernel or σ in the RBF kernel.
In real applications, those kernel functions must be manually selected without theoretical validity, and their hyper-parameters must be experimentally determined with expensive computational costs. This is seen as one of the drawbacks of the kernel approach. Also, the kernel functions are primarily not designed for the tasks of classification or discrimination, namely they do not contain in themselves any information about target objects or classes.
In order to deal with those drawbacks, there are many studies to incorporate user's notion or knowledge about a target problem into kernel functions [9] , [12] , [20] , [21] . Fisher kernel [12] embeds appropriate distance metric into a space of probability distributions. Marginalized kernel [20] , [21] is defined by using the posterior distribution p(h|x) where x and h are visible and hidden variable, respectively. It can incorporate information or knowledge of target problems in the kernel, by estimating p(h|x) from given training samples.
However, KDA approach usually consider not the nonlinear mapping Φ but the kernel function K. In this article, we show a novel viewpoint about NDA and kernel approach via paying attention to the non-linear mapping Φ.
Optimal Nonlinear Discriminant Analysis
KDA efficiently gives their nonlinear feature space by considering the kernel functions K(x, x ) instead of the nonlinear discriminant mapping Φ. The articles directly considering the nature of the nonlinear discriminant mapping Φ is limited [17] , [18] , [25] .
As the few exceptions, Otsu proposed optimal nonlinear discriminant analysis (ONDA) [17] , [18] . By assuming the ideal probabilistic condition similar to the Bayesian decision theory, the exact expression of the optimal nonlinear mapping Φ(x) which maximizes the discriminant criterion can be derived.
Let us consider the dimension reducing nonlinear mapping
Similar to FLDA, ONDA constructs the dimension reducing optimum nonlinear mapping which maximizes the discriminant criterion
whereΣ T andΣ B are the total covariance and the between covariance of y, respectively. They are computed as
where P(C k ),x k andx T denote the prior probability of the class C k , the mean vector of the class C k and the total mean vector, respectively. Typically we compute the probability of the class C k as P(C k ) = n k n , where n k is the number of the training samples of the class C k .
By using variational calculus, the optimal nonlinear discriminant mapping can be obtained as
where P(C k |x) is the Bayesian posterior probability of the class C k given the input x. The vectors u k (k = 1, · · · , K) are class representative vectors which are determined by the following generalized eigenvalue problem
where Γ = [γ i j ] is a K×K matrix whose elements are defined by
γ(C i , C j ) = p(x)P(C i |x)P(C j |x)dx can be regarded as the similarity between the class C i and C j . The other matrices in Eq. (14) are defined as
Then the optimal nonlinear discriminant mapping (9), (13) can be rewritten as
where
is a vector of the Bayesian posterior probability. This means that the optimum mapping can be interpreted as a linear combination of the posterior probabilities. Interestingly, the optimum nonlinear discriminant mapping Φ from a given input feature x to the new discriminant feature y obtained by ONDA is equivalent to the linear mapping A obtained by applying FLDA to the posterior probability vector B(x) instead of x (see [15] for details).
As shown in the Eqs. (13) and (19), we can construct the optimum mapping Φ if we know P(C k |x) for all classes C 1 , · · · , C K . This means that we must approximate or estimate the posterior probabilities for real applications. It also implies various nonlinear discriminant mapping can be defined by changing the estimation methods of the posterior probabilities.
It is important to note that the estimation of the posterior probabilities is also very important in the context of the discriminant analysis like in the Bayesian decision theory.
Linear Approximation of ONDA
According to the study of Otsu [18] , FLDA can be regarded as the linear approximation of ONDA; the linear discriminant mapping of FLDA can be interpreted as a linear approximation of the nonlinear discriminant mapping of ONDA through the linear approximations of P(C k |x).
Consider a linear approximation of the Bayesian posterior probabilities P(C k |x) as follows:
To determine the coefficients b k and b (0) k , we minimize the mean squared errors between the Bayesian posterior probabilities P(C k |x) and their linear approximations L(C k |x),
The optimum linear approximation of P(C k |x) which minimizes the mean squared errors is given by
where Σ T denotes the total covariance matrix of the input feature vectors x.
It is interesting to note that this function has unit-sum property as
This is similar with the property of the probabilities but it's value happens to be greater than 1 or less than 0. Namely this function L(C k |x) is an approximation of the Bayesian posterior probabilities P(C k |x) but it does not satisfy some properties of the probability. Consider the approximation of the optimum nonlinear discriminant mapping obtained by ONDA by substituting these linear approximations L(C k |x) for the Bayesian posterior probabilities P(C k |x) in (13) and (14) . By this substitution, the Eq. (13) becomes
Also by substituting these linear approximations L(C k |x) for the Bayesian posterior probabilities P(C k |x), the matrix Γ in Eq. (14) of ONDA becomes
By multiplying M from the left and substituting A for
This is the same as the eigenvalue problem (3) of FLDA. This means that the linear mapping A T x of FLDA can be considered as the linear approximation of the nonlinear mapping U T B(x) of ONDA through the linear approximation P(C k |x) ≈ L(C k |x).
Nonlinear Discriminant Analysis Based on ONDA
As far as we know, there has been few reports about NDA which are not based on the kernel approach. In this paper, we develop another approach for NDA, based on the approximation or the estimation of the Bayesian posterior probability in ONDA.
As described in the previous section, linear approximation of P(C k |x) in ONDA becomes equivalent to FLDA. Since FLDA is suitable to only linear separable problems, P(C k |x) should be approximated or estimated based on nonlinear ways when we treat more complex problems. In this section, we introduce nonlinear estimation methods of the posterior probability to construct more reliable NDA than FLDA for more complicated problems.
Gaussian NDA
One of the most simple methods to estimate the Bayesian posterior probabilities P(C k |x) is to assume the conditional probability densities of each class as multivariate Gaussian distribution. Let us consider multivariate Gaussian distribution
where the parametersx k and
have to be estimated from the given training samples.
If the conditional probability densities P(x|C k ) of each class C k can be expressed as a Gaussian distribution (30), the Bayesian posterior probabilities are given by
By substituting this into Eq. (15) and solving the eigenvalue equation (14), the optimal coefficient matrix U in Eq. (19) is obtained. We call it Gaussian NDA [11] .
SVM NDA
The Bayesian posterior probabilities P(C k |x) can also be estimated by using more advanced classification models. Wu et al. proposed probability estimation algorithm for multiclass classifier by pairwise coupling [23] . Their algorithm can estimate the posterior probabilities P(C k |x) by using a set of classifiers H i j which classifies sample x into class C i or class C j . This estimation algorithm, in which support vector machine (SVM) is used as the classifier H i j , is implemented in libsvm [4] .
Let P S V M (C k |x) be the estimated posterior probabilities by Wu's algorithm for a given input feature vector x which belongs to the class C k . Then the posterior probability can be simply written as
We call NDA which is brought by this estimation by the name of SVM NDA. Wu's probability estimation algorithm [23] is available in libsvm [4] by using the training option '-b 1'.
Discriminant Kernel
In the previous sections, we described our ONDA-based NDA. The theory of ONDA also brings us the idea of the novel kernel function [15] . By investigating the dual problem of the eigenvalue equation of ONDA, an optimum kernel function is derived from the optimum discriminant mapping (19) .
Dual Problem of ONDA
By multiplying Ψ −1/2 from the left of (14) which is the generalized eigenvalue problem of ONDA, it can be rewritten as the usual eigenvalue problem as
By denotingŨ = Ψ 1/2 U, we have the following usual eigenvalue problem as
Then the optimum nonlinear discriminant mapping of ODNA is rewritten as
whereB(x) = [P(C 1 |x) − P(C 1 ), · · · , P(C K |x) − P(C K )] T and φ(x) = Ψ −1/2B (x). For the case of n training samples, the eigenvalue problem to determine the class representative vectors (36) is given by
The dual eigenvalue problem of (38) is then given by
From the relation on the singular value decomposition of the matrix Φ, these two eigenvalue problems (38) and (39) have the same eigenvalues and there is the following relation between the eigenvectorsŨ and V asŨ = Φ T VΛ −1/2 . By inserting this relation into the nonlinear discriminant mapping (37), we have
This shows that the kernel function of the optimum nonlinear discriminant mapping is given by
This is called the discriminant kernel (DK) function. This theory shows that ONDA can be interpreted as one of KDA using DK as the kernel function. DK is defined by using the Bayesian posterior probabilities. This means that the class information is directly introduced in our kernel. Usually, kernel functions are designed to incorporate prior knowledges of target problems into classifiers. In this sense, it can be said that DK is naturally designed to maximize the discriminant criterion J (10). For real applications, we must approximate or estimate the posterior probabilities from given samples. Instead, since DK has no kernel parameters, we do not need to tune them.
Mercer's Condition
By using the Bayes' theorem (32), Eq. (42) can be rewritten as
Then, it can be expressed as the matrix form,
is the vector of the likelihood ratio. Thus, the discriminant kernel can be interpreted as the inner product of the likelihood ratio weighted by Ψ which has the class prior P(C k ) as the k-th diagonal component.
Since the diagonal matrix Ψ (17) has only non-negative components P(C k ) ≥ 0, every eigenvalue of Ψ, λ k = P(C k ), is obviously non-negative. Therefore, the matrix Ψ is positive semidefinite. Also, Ψ is symmetric because it is a diagonal matrix. Thus, the kernel function (44) is a valid kernel (see [2] ). In other words, the discriminant kernel is a Mercer kernel.
Relationship between DK and MK
Tsuda proposed the marginalized kernel (MK) [21] ,
where h is a hidden variable in a finite set H, z = (x, h) is a combined variable and K z (z, z ) is a joint kernel function. The posterior probability p(h|x) is unknown in general, and has to be estimated from given samples. By using the joint kernel
where Σ h is a covariance matrix of the variable h and I is the indicator function
Equation (46) can be rewritten as
By regarding the hidden variable h in Eq. (49) as the class label C k , MK (49) can be rewritten as
where Σ k is a covariance matrix calculated from samples in the class C k . This function can be transformed into a matrix form using B in Eq. (20) ,
where W = diag(x T Σ −1 1 x , · · · , x T Σ −1 K x ). On the other hand, by using Eqs. (17) and (20) , Eq. (42) can also be expressed as another matrix form,
Equations (51) and (52) show the relationship between MK and DK; they are expressed in the same form that is the inner product of the vector of the Bayesian posterior probability with a certain weighting matrix (W or Ψ −1 ). DK uses the weighting matrix Ψ −1 , which includes the prior information of each class C k . On the other hand, MK uses the matrix W, which includes the information of normalized original features.
These weight matrices will indicate the characteristics of DK and MK; DK purely relies on the probabilistic information, p(C k |x) and P(C k ). In other words, it no longer relies on the original feature x. On the other hand, MK forms the intermediate expression between the posterior probability p(C k |x) and the original feature x.
A Family of Discriminant Kernel Functions
Similar to the derivation of ONDA-based NDA, we can define various DK by changing the estimation method of the Bayesian posterior probability P(C k |x). In this paper, we develop two types of DK and evaluate their performance. The one is a new discriminant kernel which is derived from the linear approximation of the posterior probability of ONDA. The other one is derived from Gaussian NDA [11] .
Linear Discriminant Kernel
By regarding L(C k |x) in Eq. (23) as the approximation of P(C k |x) in Eq. (42), we obtain
We call it linear discriminant kernel (LDK). When we recall that FLDA can be given by linear approximation of ONDA through the linear approximation P(C k |x) ≈ L(C k |x), LDK is considered as the kernel function which is implicitly used in FLDA.
As can be seen in Eq. (53), LDK could be regarded as one of the normalizing operation for input x and x by the linear transformation using Σ T and Σ B . It seems to be consistent with the essence of FLDA to maximize the ratio of the between covariance and the total covariance.
Gaussian Discriminant Kernel
Similar to Gaussian NDA, by using multivariate Gaussian distribution N for the class C k , the vector of the likelihood ratio (45) can be estimated as (GDK) can be obtained as
To illustrate the property of GDK, we demonstrate a preliminary experiment using 2-dimensional artificial data where samples of class 1 and 2 are obtained from different Gaussian distributions. Figure 1 shows the maps of kernel value from fixed points. The left two figures indicate the similarity measure given by RBF kernel with σ = 32 which is the value manually tuned. Since RBF kernel assigns same σ to all samples regardless of their class labels, the similarity measure must become monotonous circle. On the other hand, the right two figures indicate the similarity measure given by our GDK. Since GDK can incorporate class information via the estimation of the Bayesian posterior probability using given training samples, the similarity measure given by GDK naturally express the decision boundary.
Experiments
We evaluated the performance of our NDA and DK SVM by using several data sets in UCI machine learning repository [8] : Tic-Tac-Toe, German, Iris, Wine, Vehicle and Vowel. We divided each data into a training set (2/3 of all samples) and a test set (remaining samples) at random. We made twenty different divisions of the training and test sets. All values shown in Tables 2-4 were calculated as the average of the results of twenty trials.
For all experiments, we used the class prior P(C k ) = N k /N where N k is the number of samples in C k . For RBF KDA and RBF SVM, the kernel parameter σ was tuned by grid search with 10-fold cross validation. The grid was set to σ = 2 −15 , 2 −14 , · · · , 2 +15 . Also, for linear and RBF SVM, the soft-margin parameter c was tuned by the same way. The grid was also set to c = 2 −15 , 2 −14 , · · · , 2 +15 . Thus, Linear SVM and RBF KDA were tuned over 31 grid points and RBF SVM was tuned over 961 points. All experiments were performed on a standard PC with the Intel Core i7 X980 CPU (3.33GHz) and 24GB RAM.
For several classification experiments, we used paired t-test to evaluate statistical significance of comparison results. In this article, if the P value of the t-test is smaller than 0.01 (1.0E-2), we consider that the corresponding mean values are statistically different. Also, we consider that there is the possibility that the means are statistically different if 0.01 ≤ P ≤ 0.05. Table 3 Comparisons of classification performance. Averaged classification rate (%), standard deviation and P values of paired t-test are shown. The classification rate of the winner is written in bold if the P value < 0.01 (=1.00E-02). 
Comparison of Visualized Discriminant Space
To compare the property of FLDA, KDA and our NDA, the first 2 dimensions of the discriminant spaces are illustrated in Figs. 2 and 3 . In Fig. 2 , as one of a property of our NDA, it is noticed that each NDA space compose triangular forms. Since our NDA based on the posterior probability, i.e., the value from 0 to 1, their discriminant spaces form K − 1 dimensional hyper-tetrahedron (simplex) for K classes problems. This property gives us a probabilistic interpretation such as how a sample is close or far to each class. It is interesting to note that the 4-th and the 5-th columns in Fig. 3 probably show the typical difference between discriminant analysis and SVM. In the case of RBF KDA for the training set, almost all samples precisely locate at their class center. On the other hand, for the test set, RBF KDA shows the scattered distribution. In contrast, although RBFSVM NDA shows slightly perturbed distribution for the training set, the concentration to the class centers is still kept well in the test set. These differences were probably caused by the difference in the generalization performance of discriminant analysis and SVM; the training result of RBF KDA seems to be over-fitting. Table 2 shows the average of the 20 trials of the classification rates for the test sets. The classification rate is the result of nearest mean classification in each discriminant spaces. The table also shows the statistical significance in which it is assumed that "the average classification rates of corresponding two methods have no difference," for several pairs of methods.
Performance Evaluation of ONDA
The statistical test showed that Gaussian NDA is better than FLDA for 5 data excepting German and Wine. For German (P = 0.0162), FLDA has a possibility that it is bet-ter than Gaussian NDA. For Wine (P = 0.569), their performance have no significant difference. Since the computation procedure to make Gaussian model (i.e., computation of the mean vector and the covariance matrix for each class) is usually a part of the computation to construct the linear discriminant mapping, Gaussian NDA might become a useful substitute for FLDA, especially for problems which depend on Gaussian distributions.
The test also showed that LSVM NDA is better for 4 data (German, Iris, Balance and Vowel) and worse for 2 data (Wine and Vehicle) than FLDA. For Tic-Tac-Toe (P = 0.0245), FLDA has a possibility that it is better than LSVM NDA. Also, RBFSVM NDA is better than RBF KDA for 3 data (German, Vehicle and Vowel), and for other 4 data (Tic-Tac-Toe, Iris, Wine and Balance), their performance have no significant difference. Though our SVM NDA seem to work well, we of course require the expensive training of LSVM or RBF SVM with grid search and cross validation. Especially in the case of RBFSVM NDA, the improvements seem to be not sufficient to pay those additional costs.
Comparison of Visualized Kernel Matrices
In this section, we show the visualized kernel matrices of DK, MK and usual RBF kernel. Therefore, the diagonal block in the ideal DK shows the group of each class.
We can see that the kernel matrices of RBF and LDK show complicated responses, and the diagonal blocks which imply the groups of classes are unclear. On the other hand, GMK and GDK show clear responses similar to the ideal DK. The class structures clearly illustrated in GMK and GDK will be helpful to analyze the relationship between classes visually.
In the figure, also we can see the difference of the properties between MK and DK; Since GDK consists of only the information of the Bayesian posterior probability, it is more similar to the ideal DK than GMK. On the other hand, since the intermediate form between the posterior probability and the original feature, GMK seems to include more practical information for classification tasks.
Performance Evaluation of DK SVM
In this section, we describe the performance evaluation for usual (linear and RBF) SVM, MK SVM and our DK SVM. In this experiment, we mainly focus on the comparison of two pairs of similar classifiers; (1) Linear SVM and LDK SVM, and (2) GMK SVM and GDK SVM. Table 3 shows the averaged classification rates and the statistical tests for them. The experimental results showed that (1) LDK SVM is better for Tic-Tac-Two and worse for Vehicle and Vowel than Linear SVM. For other 4 data (German, Iris, Wine and Balance), the performance of LDK SVM and linear SVM have no significant difference. In this comparison, their performance seem to be in the almost same level.
The tables also showed that (2) GMK SVM is better than GDK SVM for Tic-Tac-Toe and Vowel. For German (P = 0.0243), GMK SVM has a possibility that it is better than Gaussian GDK SVM. And for other data (Iris, Wine, Balance and Vehicle), their performance have no significant difference. Though the difference of the averages were relatively small (less than 3%), the performance of GMK SVM seems to be consistently equal to or greater than GDK SVM.
Though it is not directly related to the discussion here, RBF SVM showed the best performance in many cases; For Tic-Tac-Toe, Balance and Vowel, RBF SVM is clearly better than other SVM. Meanwhile, RBF kernel of course needs expensive training costs to tune the hyper-parameter σ. Table 4 shows the average of the training time of the grid search with 10-fold CV for each SVM. Note that these times will depend on the implementation and usage of SVM library. We used LibSVM [4] for Matlab with probability option '-b 1'. For Linear SVM and RBF SVM, we use kernel option '-t 0' and '-t 2', respectively. Also for GDK and GMK SVM, we use pre-computed kernel option '-t 4'. Note that we did not perform any scaling or normalizing process for original feature x.
In this situation, about the grid search training, LDK was faster than linear SVM in many cases. Perhaps, one of the cause of this result is the scaling or normalizing effect of LDK which is described in Sect. 4.4.1. Also, grid search for GDK SVM is faster than GMK SVM in all cases. This is probably because our GDK SVM has strongly normalized kernel matrices in which each component takes the value in [0, K].
Due to their low training cost and moderate performance, LDK SVM and GDK SVM may become good substitutes for linear SVM.
Conclusions
In this article, we showed a novel viewpoint of NDA and kernel methods by paying attention to the non-linear mapping Φ. We developed ONDA-based NDA where the nonlinear discriminant mapping Φ(x) can be analytically obtained. Also, we developed discriminant kernel (DK) which is the novel kernel function derived from ONDA. Our NDA and DK are defined by using the Bayesian posterior probability. It implies that our NDA and DK explicitly include class information of target problems.
Given fine estimation methods of the Bayesian posterior probability, our NDA and DK can be used as the good visualization tools to illustrate the probabilistic relationship between classes. Gaussian NDA, LDK SVM and GDK SVM showed modest classification accuracies in spite of their low training costs. Thus, for simple objectives (e.g. problems which have simple distribution, preliminary experiments of new data, and so on), they may be used as good substitutes for FLDA or linear SVM.
Also, we theoretically and experimentally showed the relationship between our DK and the special case of Tsuda's MK; They are both formulated as the weighted inner product of the vector B which consists of the Bayesian posterior probability, but their weight matrices are different from each other. For the generalization ability, Gaussian MK may be better than Gaussian DK because MK relies on both of the probabilistic information and original feature information while DK relies only on the probabilistic information.
These findings may bring a novel direction to develop kernel methods; We can consider and may develop a family of kernel functions K(x, x ) = B(x) T WB(x ) where W is an arbitrary weight matrix calculated from original feature x.
While maximizing Fisher's discriminant criterion, our NDA and DK do not consider any other criterions related with the generalization ability. Thus, there will be room to incorporate some kind of mechanisms to improve such ability. In our methods, we can introduce regularization terms or criterions by two different ways; To introduce it into the matrix form of our NDA or DK directly, or into the estimation algorithm (such as Gaussian model, SVM, logistic regression, etc....) for the Bayesian posterior probability. As Mika et al. [16] pointed out, the regularization term introduced into the covariance matrix of KDA improves the performance of KDA. Also, Clemmensen et al. [5] proposed sparse LDA which is based on L1-regularization. Such regularizations will also be helpful for our methods. Also we might be able to consider and develop a way to improve such ability by appropriately designing the weight matrix W.
