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Abstract. In order to facilitate rapid and precise
GNSS positioning, the integer carrier phase ambi-
guities need to be resolved. Since wrong integer
ambiguity estimates may result in fixed position esti-
mates which are worse than their float counterparts,
very high success rates (i.e. high probabilities of cor-
rect integer estimation) or very low failure rates are
required when performing ambiguity resolution. We
discuss two different approaches of ambiguity res-
olution, a model-driven approach and a data-driven
approach. The first is linked to the theory of inte-
ger estimation and the second is linked to the theory
of integer aperture estimation. In the first approach,
the user chooses an integer estimator and computes
on the basis of his/her model the corresponding fail-
ure rate. The decision whether or not to use the inte-
ger ambiguity solution is then based on the thus
computed value of the failure rate. This approach
is termed model-driven, since the decision is solely
based on the strength of the underlying model and
not dependent on the actual ambiguity float estimate.
This approach is simple and provides a priori infor-
mation on the outcome of the decision process. A
disadvantage of the model-driven approach is that it
does not provide the user of any control over the fail-
ure rate. This disadvantage is absent when one uses
the more elaborate data-driven approach of integer
aperture estimation. With this approach the user sets
his/her own failure rate (irrespective of the strength
of the underlying model), thus generating an aperture
space which forms the basis of the decision process:
the integer solution is chosen as output if the float
solution resides inside the aperture space, otherwise
the float solution is maintained. Although more elab-
orate, the data-driven approach is more flexible than
the model-driven approach and can provide a guar-
anteed failure rate as set by the user.
In this contribution we compare the model-driven
and data-driven approaches, describe the decision
making process of when and how to fix (or not to fix)
and also give the optimal data-driven approach. We
also show how the so-called ‘discrimination tests’, in
particular the popular ‘ratio test’, fit into this frame-
work. We point out that the common rationales for
using these ‘tests’ are often incorrectly motivated in
the literature and we show how they should be mod-
ified in order to reach an overall guaranteed failure
rate for ambiguity resolution.
Keywords. Integer least-squares, integer aperture
estimation
1 GNSS Ambiguity Resolution
1.1 The GNSS Model
As our point of departure we will take the following
system of linear(ized) observation equations
y = Aa + Bb + e (1)
where y is the given GNSS data vector of order m,
a and b are the unknown parameter vectors respec-
tively of order n and p, and where e is the noise vec-
tor. In principle all the GNSS models can be cast in
this frame of observation equations. The data vector
y will usually consist of the ‘observed minus com-
puted’ double-difference (DD) phase and/or pseu-
dorange (code) observations accumulated over all
observation epochs. The entries of vector a are then
the DD carrier phase ambiguities, expressed in units
of cycles rather than range. They are known to be
integers, a ∈ Zn . The entries of the vector b will con-
sist of the remaining unknown parameters, such as
for instance baseline components (coordinates) and
possibly atmospheric delay parameters (troposphere,
ionosphere). They are known to be real-valued,
b ∈ R p .
The procedure which is usually followed for solv-
ing the GNSS model (1), can be divided into three
steps. In the first step one simply disregards the
integer constraints a ∈ Zn on the ambiguities and
143
144 P.J.G. Teunissen, S. Verhagen
applies a standard least-squares adjustment, result-
ing in real-valued estimates of a and b, together with











This solution is referred to as the ‘float’ solution. In
the second step the ‘float’ ambiguity estimate â is
used to compute the corresponding integer ambiguity
estimate ǎ. This implies that a mapping S : Rn →
Zn , from the n-dimensional space of reals to the n-
dimensional space of integers, is introduced such that
ǎ = S(â) (3)
Once the integer ambiguities are computed, they are
used in the third step to finally correct the ‘float’ esti-
mate of b. As a result one obtains the ‘fixed’ solution
b̌ = b̂ − Qb̂â Q−1â (â − ǎ) (4)
This three-step procedure is still ambiguous in the
sense that it depends on which mapping S is chosen.
1.2 The Class of Integer Estimators
If one requires the output of the map S to be integer,
S : Rn → Zn , then S will not be one-to-one due to
the discrete nature of Zn . Instead it will be a many-
to-one map. This implies that different real-valued
vectors will be mapped to one and the same integer
vector. One can therefore assign a subset Sz ⊂ Rn to
each integer vector z ∈ Zn :
Sz = {x ∈ Rn | z = S(x)}, z ∈ Zn (5)
The subset Sz contains all real-valued vectors that
will be mapped by S to the same integer vector z ∈
Zn . This subset is referred to as the pull-in region of
z. It is the region in which all vectors are pulled to
the same integer vector z.
Since the pull-in regions define the integer estima-
tor completely, one can define classes of integer esti-
mators by imposing various conditions on the pull-in
regions. One such class was introduced in (Teunis-
sen, 1999a) as follows.
Definition 1 (Integer estimators). The mapping
ǎ = S(â), with S : Rn → Zn , is said to be an integer




∪z∈Zn Sz = Rn
Int(Su) ∩ Int(Sz) = ∅, ∀u, z ∈ Zn, u 
= z
Sz = z + S0, ∀z ∈ Zn

This definition is motivated as follows. The first con-
dition states that the pull-in regions should not leave
any gaps and the second that they should not overlap.
The third condition of the definition follows from the
requirement that S(x + z) = S(x) + z,∀x ∈ Rn,
z ∈ Zn .
Using the pull-in regions, one can give an explicit





zsz(â) with sz(â) =
{
1 if â ∈ Sz
0 if â /∈ Sz
(6)
The three best known integer estimators are inte-
ger rounding, integer bootstrapping and integer least-
squares. The latter is shown to be optimal, cf.
(Teunissen, 1999a), which means that the probability
of correct integer estimation is maximized.
The integer least-squares (ILS) estimator is
defined as
ǎLS = arg min
z∈Zn
||â − z||2Qâ (7)
with the squared norm || · ||2Q = (·)T Q−1(·).
In contrast to integer rounding and integer boot-
strapping, an integer search is needed to com-
pute ǎLS. The ILS procedure is mechanized in
the LAMBDA method, which is currently one
of the most applied methods for GNSS carrier
phase ambiguity resolution, see e.g. (Teunissen,
1993; Hofmann-Wellenhoff and Lichtenegger, 2001;
Strang and Borre, 1997; Teunissen, 1998; Misra and
Enge, 2001).
As mentioned above, the ILS estimator maximizes
the probability of correct integer estimation, referred
to as the success rate, which is given by:




where P(ǎ = a) is the probability that ǎ = a, and
fâ(x) is the probability density function of the float
ambiguities, for which in practice the normal (Gaus-
sian) distribution is used. Hence, the success rate can
be evaluated without the need for actual data, since it
can be computed once the vc-matrix Qâ is known.
2 Model-Driven Approach
The precision of the fixed baseline solution can be
shown to be much better than the precision of its float
counterpart, provided that the success rate is close to
1 and thus the failure rate, P f = 1−Ps , must be close
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to 0. Hence, it can be argued that the fixed solution
should only be used if this is known to be the case.
The model-driven approach to integer estimation
is a three-step procedure:
1. Apply an integer map such that ǎ = S(â)
2. Evaluate the failure rate P f = P(ǎ 





Pf ≤ ε use ǎ
P f > ε use â
(9)
where ε is a user-defined threshold, e.g. ε = 10−2.
Obviously, this model-driven approach is simple
and valid, since the failure rate can be determined
prior to the actual integer estimation step. Hence,
also the decision whether or not to fix can be made a
priori. The choice on how to fix is also clear: the inte-
ger least-squares estimator is optimal since it min-
imizes the failure rate. An additional advantage is
that an overall and rigorous quality description of the
fixed solution (ǎ and b̌) is available, cf. (Teunissen,
1999b, 2002).
Disadvantages of the model-driven approach are
that the sample â has no influence on the decision
and that the user has no control over the failure rate
except for strengthening the model. The first disad-
vantage implies that there might be one or more other
integer candidates which is/are almost as likely to be
the correct solution. Therefore in practice often a dis-
crimination test is applied as an (additional) decision
tool, see section 3.1.
Strengthening the model may only be an option in
the design phase of a measurement campaign, but not
after the data is collected.
3 Data-Driven Approach
3.1 Discrimination Tests
In literature several discrimination tests have been
proposed in order to decide whether or not to fix
the ambiguities. A review and evaluation of the tests
can be found in Verhagen (2004). Well-known exam-
ples are the ratio test, distance test and projector test.
Among the most popular tests is the ratio test, see e.g.
(Euler and Schaffrin, 1991; Wei and Schwarz, 1995;
Han and Rizos, 1996; Leick, 2003), where the deci-
sion is made as follows:









≤ δ use ǎ
> δ use â
(10)
where ǎ2 is the second-best integer solution in the
ILS sense. Obviously, the decision is data-driven.
Note that in practice the reciprocal of the test statistic
is mostly used.
It is, however, not clear what role is actually played
by this ratio test. The common motivation for using
it is that it is a validation test, i.e. that it tells the
user whether or not the fixed solution is true or false.
This is not correct. Moreover, the current ways of
choosing the threshold value δ are ad hoc or based on
false theoretical grounds, see (Teunissen and Verha-
gen, 2004). Often a fixed value of 12 or
1
3 is used.
A problem with the ratio test, or any other discrim-
ination test, is that the model-driven failure rate is not
applicable anymore, since the test implicitly intro-
duces a probability of not fixing. Another implication
is that the overall quality of the fixed solution cannot
be evaluated when the ratio test is included, whereas
with the model-driven approach this is possible.
3.2 Integer Aperture Estimation
In practice, a user will decide not to use the fixed
solution if either the probability of failure is too high,
or if the discrimination test is not passed. This gives
rise to the thought that it might be interesting to use
an ambiguity estimator defined such that three sit-
uations are distinguished: success if the ambiguity
is fixed correctly, failure if the ambiguity is fixed in
correctly, and undecided if the float solution is main-
tained. This can be accomplished by dropping the
condition that there are no gaps between the pull-
in regions, so that the only conditions on the pull-in
regions are that they should be disjunct and transla-
tional invariant. Then integer estimators can be deter-
mined that somehow regulate the probability of each
of the three situations mentioned above.
The new class of ambiguity estimators was intro-
duced in Teunissen (2003a, c), and is called the class
of Integer Aperture (IA) estimators.
Definition 2. (Integer aperture estimators) The inte-
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with the indicator function ωz(x) defined as:
ωz(x) =
{
1 if x ∈ z
0 otherwise
(12)
The z are the aperture pull-in regions, which have










Int(z) = ∅, ∀u, z ∈ Zn, u 
= z
z = z +0, ∀z ∈ Zn

 ⊂ Rn is called the aperture space. From the first
condition follows that this space is built up of the z .
The second and third conditions state that these aper-
ture pull-in regions must be disjunct and translational
invariant.
Figure 1 shows a two-dimensional example of
aperture pull-in regions that fulfill the conditions in
Definition 2, together with the ILS pull-in regions.
So, when â ∈  the ambiguity will be fixed
using one of the admissible integer estimators, oth-
erwise the float solution is maintained. This means
that indeed the following three cases can be distin-
guished:








Fig. 1. Two-dimensional example of aperture pull-in regions
(ellipses), together with the ILS pull-in regions (hexagons).
â ∈ a success: correct integer estimation
â ∈ \a failure: incorrect integer estimation
â /∈  undecided: ambiguity not fixed
The corresponding probabilities of success (s), fail-
ure ( f ) and undecidedness (u) are given by:














The first two probabilities are referred to as success
rate and failure rate respectively. Note the difference
with the ILS success rate given in equation (8), where
the integration is over the ILS pull-in region Sa ⊃
a . The expression for the failure rate is obtained by
using the probability density function of the ambigu-




fâ(x + z)s0(x) (14)
with s0(x) = 1 if x ∈ S0 and s0(x) = 0 otherwise, cf.
Teunissen (2002); Verhagen and Teunissen (2004).
3.3 Fixed Failure Rate Approach
As mentioned in the beginning of this section, for
a user it is especially important that the probability
of failure, the failure rate, is below a certain limit.
The approach of integer aperture estimation allows
us now to choose a threshold for the failure rate,
and then determine the size of the aperture pull-in
regions such that indeed the failure rate will be equal
to or below this threshold. So, applying this approach
means that implicitly the ambiguity estimate is vali-
dated using a sound criterion. However, there are still
several options left with respect to the choice of the
shape of the aperture pull-in regions.
It is very important to note that Integer Aper-
ture estimation with a fixed failure rate is an over-
all approach of integer estimation and validation, and
allows for an exact and overall probabilistic evalua-
tion of the solution. With the traditional approaches,
e.g. the Ratio Test applied with a fixed critical value,
this is not possible.
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3.4 ILS+ Ratio Test is Integer Aperture
Estimator
Despite the criticism on the Ratio Test given in
section 3.1 it is possible to give a firm theoretical
basis for this test, since it can be shown that the pro-
cedure underlying the Ratio Test is a member from
the class of integer aperture estimators. The accep-
tance region or aperture space is given as:
 = {x ∈ Rn| ‖ x − x̌ ‖2Qâ≤ δ ‖ x − x̌2 ‖2Qâ ,
0 < δ ≤ 1} (15)
with x̌ and x̌2 the best and second-best ILS estimator
of x . Let z = 
⋂
Sz , i.e. z is the intersection of
 with the ILS pull-in region. Then all conditions of
Defintion 2 are fulfilled, since:
0 = {x ∈ Rn | ‖ x ‖2Qâ≤ δ ‖ x − z ‖2Qâ ,
∀z ∈ Zn \ {0}}





The proof was given in Teunissen (2003b).
The acceptance region of the Ratio Test consists
thus of an infinite number of regions, each one of
which is an integer translated copy of 0 ⊂ S0.
The acceptance region plays the role of the aper-
ture space, and δ plays the role of aperture param-
eter since it controls the size of the aperture pull-in
regions.
Compared to the approach in section 3.1 an impor-
tant difference is that δ is now based on the model-
driven failure rate. Hence, before the decision step,
an additional step is required to determine δ based on
the user-defined choice Pf = β. This implies that a
probabilistic evaluation of the solution can be made,
see section 3.3.
As an illustration of the difference between the tra-
ditional and the Integer Aperture approach with the
Ratio Test, five dual-frequency GPS models are con-
sidered. Based on Monte-Carlo simulations the suc-
cess and failure rates as function of δ are determined
for each of the models, see Figure 2. It can be seen
that with a fixed value of δ = 0.3 (close to the value
of 13 often used in practice) for most of the models
considered here a very low failure rate is obtained,
but that this is not guaranteed. This seems good, but
at the same time also the corresponding success rate
is low. If the threshold value would have been based
on a fixed failure rate of e.g. 0.005, the corresponding



























Fig. 2. Success and failure rates as function of the threshold
value δ for 5 GPS models.
δ would have been very different for each of the mod-
els, and in most cases larger than 0.3, and thus a
higher success rate and higher probability of a fix
(= Ps + P f ) would be obtained. Hence, the integer
aperture approach with fixed failure rate is to be pre-
ferred.
3.5 Optimal Integer Aperture Estimation
The approach of integer aperture estimation with a
fixed failure rate has two important advantages. The
first is that IA estimation can always be applied, inde-
pendent of the precision, since the user does not have
to be afraid that the failure rate is too high. The sec-
ond advantage is that for the first time sound theoreti-
cal criteria are available for the validation of the esti-
mates. For that purpose, the Ratio Test can be used.
However, it will now be shown that also an optimal
integer aperture (OIA) estimator exists.
As with integer estimation, the optimality prop-
erty would be to maximize the success rate, but in
this case for a fixed failure rate. So, the optimiza-
tion problem is to determine the aperture space which
fulfills:
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max
0⊂S0
Ps subject to: Pf = β (17)
where β is a chosen fixed value for the failure rate.
The solution of the optimization problem is given by,
cf.Teunissen (2003c, 2004):
0 = {x ∈ S0|
∑
z∈Zn
fâ(x + z) ≤ μ fâ(x + a)} (18)
The best choice for S0 is the ILS pull-in region.
Using equations (14) and (18) the optimal data-
driven approach follows as:
1. Apply ILS to obtain ǎ
2. Evaluate the probability densities fε̌ (â − ǎ) and
fâ(â − ǎ)
3. Determine μ based on the user-defined Pf = β
4. Decision:
If
fε̌ (â − ǎ)
fâ(â − ǎ)
{
≤ μ use ǎ
> μ use â
(19)
Compare this result with the approach using the
Ratio Test in section 3.4. In both approaches the test
statistics are defined as a ratio. In the case of the
Ratio Test, it only depends on ||â − ǎ||2Qâ and ||â −
ǎ2||2Qâ , whereas from equation (18) it follows that the
optimal test statistic depends on all ||â − z||2Qâ , z ∈
Z
n if it is assumed that the float solution is normally
distributed.
In Teunissen and Verhagen (2004) the perfor-
mance of the Ratio Test and Optimal integer aperture
estimator were compared. It followed that often the
Ratio Test performs close to optimal, provided that
the fixed failure rate approach is used. Furthermore,
with integer aperture estimation a shorter time to first
fix can be obtained as compared to the model-driven
approach of section 2 and the traditional Ratio Test
with fixed critical value δ, while at the same time
it is guaranteed that the failure rate is below a user-
defined threshold.
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