ABSTRACT. Recent results of L. Zsidó, based on his previous work with C. P. Niculescu and A. Ströh, on actions of topological semigroups on von Neumann algebras, give a Jacobs-de Leeuw-Glicksberg splitting theorem at the von Neumann algebra (rather than Hilbert space) level. We generalize this to the framework of actions of quantum semigroups, namely Hopf-von Neumann algebras. To this end, we introduce and study a notion of almost periodic vectors and operators that is suitable for our setting.
INTRODUCTION
The celebrated Jacobs-de Leeuw-Glicksberg splitting theorem [21, 10] is a fundamental result in ergodic theory. It considers a weakly almost periodic semigroup S of operators over a Banach space X, and under an amenability condition, it gives a decomposition of X as the direct sum of the almost periodic vectors of S and the weakly mixing (or flight) vectors of S. Assume now that N is a von Neumann algebra, ω is a faithful normal state of N, G is a topological semigroup and α = (α s ) s∈G is an ω-preserving action of G on N. The quadruple (N, ω, G, α) is a noncommutative dynamical system, generalizing the standard ergodic-theoretic setting of a measure-preserving transformation T acting on a probability space (Ω, µ), giving rise to the action f → f • T , f ∈ L ∞ (Ω, µ). On the GNS Hilbert space H of (N, ω), one constructs the canonical semigroup (U s ) s∈G of isometries implementing α. The Jacobs-de Leeuw-Glicksberg theorem now applies to S := {U s : s ∈ G}, yielding a decomposition of H. But in this setting, it is also desirable to obtain a decomposition of N as a direct sum of almost periodic operators and weakly mixing operators. This problem was considered by Niculescu, Ströh and Zsidó [27] in the case G = Z + , and by Zsidó [41] in the general case where G is a locally compact unital semigroup. They define the notion of almost periodicity of an operator in N, prove that the set of almost periodic operators forms a von Neumann subalgebra N AP of N, and establish the existence of an ω-preserving namely Hopf-von Neumann algebras. In this setting the problems become much more delicate. For instance, it is not obvious at first what the proper definition of almost periodicity should be. The structure of the paper is as follows. In §1 we give some background and establish the notation and standing hypothesis. In §2 we prove a generalized mean ergodic theorem, extending the mean ergodic theorem for Hopf-von Neumann algebras of Duvenhage [13] . This generalization is of independent interest. §3 is dedicated to (complete) almost periodicity of actions of Hopf-von Neumann algebras: after giving some motivation, we establish the fundamental compactification result (Theorem 3.11) and then give an alternative definition of complete almost periodicity (Corollary 3.14). The main results of the paper are obtained in §4. In particular, we prove that the set N CAP of completely almost periodic operators is a von Neumann subalgebra of N (Theorem 4.5), and that under certain conditions, there is a canonical conditional expectation from N to N CAP (Corollary 4.10), which provides the Jacobs-de Leeuw-Glicksberg splitting of N.
PRELIMINARIES AND NOTATION
We shall use the notation of Effros and Ruan [16] for operator space terminology. Throughout the paper, the symbols ⊙, ⊗, ⊗ min , q ⊗, ⊗ and ⊗ stand for the following respective types of tensor products: the algebraic, Hilbert space, C * -algebraic minimal (spatial), operator space injective, projective and normal spatial (including von Neumann algebraic). A projection over a Hilbert space is always orthogonal. In the context of operators over a Hilbert space, "weak" and "strong" refer to the weak and strong operator topologies, respectively. We assume that the reader is familiar with the basics of compact quantum groups (Woronowicz [40] , Maes and Van Daele [25] ) and the Tomita-Takesaki modular theory [31, 32, 34] . The basic quantum structure we consider in this paper is that of Hopf-von Neumann algebras.
Definition 1.1 ([19]). A Hopf-von Neumann algebra is a pair G = (L
, where L ∞ (G) is a von Neumann algebra and ∆ :
is a co-multiplication, that is, a unital normal * -homomorphism which is co-associative: (∆ ⊗ id)∆ = (id ⊗ ∆)∆.
If G is a Hopf-von Neumann algebra, we denote L 1 (G) := L ∞ (G) * . This space is a Banach algebra with the product * induced by the predual ∆ * :
Nakagami and Woronowicz [26] ), abbreviated LCQG, if L ∞ (G) admits a pair of normal, semifinite, faithful weights ϕ, ψ, called the left and right Haar weights, that are left and right invariant (respectively) in the sense that
The deep theory of locally compact quantum groups is not needed in most parts of the paper, especially outside of the appendix. Definition 1.4 ([18, 11, 4] ). Let G be a Hopf-von Neumann algebra.
(a) We say that G is amenable if it admits a (two-sided) invariant mean, that is, a state 
Example 1.6. The two basic examples of LCQGs are the ones that come from a locally compact group G as follows.
Letting ϕ, ψ be integration against a left and a right Haar measure, respectively, one obtains the commutative LCQG G associated with G. This G is always co-amenable, and is amenable if and only if G is amenable as a group.
, the (left) von Neumann algebra of G. We define ∆ to be the unique unital normal * -homomorphism from VN(G) to VN(G)⊗VN(G) that satisfies ∆(λ g ) = λ g ⊗ λ g for every g ∈ G (λ g being the left translation by g), and take both ϕ, ψ to be the Plancherel weight of G [34]. This gives the co-commutative LCQG associated with G. We often writeĜ for this G. It is always amenable, and is co-amenable if and only if G is amenable as a group. Definition 1.7. An action of a Hopf-von Neumann algebra G on a von Neumann algebra N is a unital normal * -homomorphism α :
Standing hypothesis. Throughout the paper we assume that G = (L ∞ (G), ∆) is a Hopf-von
Neumann algebra and N is a von Neumann algebra such that the following hold:
(a) G is amenable and (left) co-amenable; and (b) α is an action of G on N, and ω is a normal faithful state of N invariant under α, that is,
Furthermore, for some bounded left approximate identity (ǫ λ ) of the Banach algebra
weakly for every a ∈ N.
Our setting evidently generalizes that of [27] (take L ∞ (G) := ℓ ∞ (Z + ) and define ∆ as in Example 1.6, (a)).
Remark 1.8. While N should be countably decomposable for ω to exist, there is no other condition on N. We believe it should be possible to obtain stronger results on multiple recurrence in the spirit of Austin, Eisner and Tao [2] if N is assumed finite (also see Remark 4.11).
We let L ∞ (G) act on some Hilbert space L 2 (G) (not necessarily in standard position). We denote by (H, id, Γ) the GNS construction for (N, ω). Since ω is invariant under the action α, the isometry U ∈ B(H)⊗L ∞ (G) determined by
implements α in the sense that α(a)U = U(a⊗1) for all a ∈ N. Moreover, U is a co-representation of G. For every ζ ∈ H we define a bounded operator T ζ :
We note that Duvenhage [13] denotes T ζ (θ) byθ α ζ.
We shall require a Hilbert space version of α as follows. Denote by H c the column Hilbert space determined by H [16, §3.4] . Since Γ ∈ CB(N, H c ), we have the map Γ⊗id ∈ CB(N⊗L ∞ (G), H c ⊗L ∞ (G)).
Lemma 1.9. The operators T ζ , ζ ∈ H, are completely bounded, and can be regarded as elements of
Proof. Recall that the operator space structure of H c ⊗L ∞ (G) is given by the natural w * -homeomorphic, given by ζ → ev ζ is a complete isometry. Defineα :
From the foregoing and as U = 1,α is completely contractive. By the definition of T ζ , we clearly haveα(ζ) = T ζ for all ζ ∈ H, and from the definition of U we obtain the formulã α(Γ(a)) = (Γ ⊗ id)α(a) for all a ∈ N. Consequently, for every a ∈ N,
.
weakly. From the boundedness of (ǫ λ ) we infer that (id ⊗ ǫ λ )α(ξ) → ξ weakly for every ξ ∈ H. This completes the proof.
Remark 1.10. For ζ ∈ H and θ, ϑ ∈ L 1 (G), we have
For the definition of a compact quantum group we use the C * -algebraic language, which is more suitable for our purposes, although there is an equivalent von Neumann algebraic one.
unital * -homomorphism which is co-associative, i.e., (∆ ⊗ id)∆ = (id ⊗ ∆)∆, and furthermore, the sets (
If the pair (C(H), ∆) satisfies all these assumptions apart from the density conditions, it is called a compact quantum semigroup.
BASIC ERGODIC THEORY
Lemma 2.1. Let C be a von Neumann algebra and u ∈ C⊗L ∞ (G). Fix µ ∈ C + * , and denote its GNS construction by (H µ , id, Γ µ ).
given by
Proof. Let a, b ∈ C⊗N. Since α is ω-invariant, we have
by the Cauchy-Schwarz inequality. This proves the first assertion. If u is a co-representation of
Using that α is an action and u is a co-representation, we get
The next result is a generalized mean ergodic theorem (cf. [27, Proposition 3.2]) for Hopf-von Neumann algebras. When taking u to be the trivial representation, one recovers Duvenhage's result [13] .
Theorem 2.2. Let C be a von Neumann algebra and u
There exists a unique projection E u from C⊗N onto the subspace
strongly for every a ∈ C⊗N and (m κ ) as above and Ξ(N u ) = Im P u . Remark 2.3. We emphasize that neither P u nor E u depend on the chosen net (m κ ).
Proof of Theorem 2.2. (a) Recall that for any contraction
, where the union goes over all states in
λ is bounded by a , so it admits a weak cluster point in C⊗N, denoted E u (a), with E u (a) ≤ a . By (a) we have
from which the identity Ξ(E u (a)) = P u Ξ(a) is obtained using (a). This proves that E u does not depend on the particularly chosen net (m κ ) and that it is normal. Moreover, (2.1) entails that
strongly, as we have convergence at the vector Ξ(1), which is separating for C⊗N on H µ ⊗ H. We now prove that E u (a) ∈ N u . As α is an action, we have
(all limits are weak ones). Thus, if θ ∈ L 1 (G) is a state, then by approximate invariance of (m κ ),
Hence
, and u being a unitary, we obtain E u (a) ∈ N u . On the other hand, we obviously have
COMPLETE ALMOST PERIODICITY
The aim of this section is to give a definition of almost periodic vectors and operators that is adequate for our setting of actions of Hopf-von Neumann algebras, and then generalize the compactification result [27, Lemma 4.1] . This is an essential step for the rest of the paper.
The question of how to define almost periodicity in the quantum setting is a nontrivial one. We begin by recalling the classical setting of Niculescu, Ströh and Zsidó [27] and Zsidó [41] . Let N be a von Neumann algebra, ω ∈ N * a faithful state, G a locally compact unital semigroup, and α = (α s ) s∈G a (weakly continuous) action of G on N. We denote the GNS construction for (N, ω) by (H, Γ). For s ∈ G, the isometry U s ∈ B(H) determined by U s Γ(a) := Γ(α s (a)), a ∈ N, implements α s in the sense that α s (a)U s = U s a for all a ∈ N. Moreover, U = (U s ) s∈G is a representation of G: U s U t = U st for every s, t ∈ G. In [27, 41] , a vector ζ ∈ H is called almost periodic if its orbit {U s ζ : s ∈ G} is relatively compact in H. In this setting, however, there are other notions of almost periodicity [21, 10] . We summarize the approaches to defining the set of almost periodic vectors:
(i) the closed linear span of the unitary subspaces (Jacobs [21] Approaches (i) and (ii) are equivalent by [10, Theorem 4.10] , while their equivalence to (iii) is a consequence of a result similar to [27, Lemma 4.1] together with the theory of unitary representations of compact groups. Approaches (ii) and (iii), which rely on the period of the vector, have the clear advantage of being far more tangible than (i) when testing for almost periodicity.
In the quantum setting, it is desirable to find a definition that would be an obvious generalization of (iii). Nevertheless, it seems that the only feasible definition in general is a standard adaptation of (i). In Subsection 3.1 we give some motivation to almost periodicity in the quantum setting. It is not essential for understanding the rest of the paper, but it does put things in the right perspective. In Subsection 3.2 we introduce our definition (3.7) of complete almost periodicity and prove the fundamental compactification result, Theorem 3.11. Then we show in Corollary 3.14 that under some assumptions, it is indeed possible to give an equivalent definition of complete almost periodicity, which is very close to (iii).
3.1. Motivation. The following easy lemma serves as some motivation for a possible generalization of almost periodicity to the quantum setting.
Lemma 3.1. In the classical setting of [27, 41] 
(see the introduction to this section), suppose that µ is a positive Borel measure on G that is finite on compact sets and nonzero on open sets. For
Hence the assertion follows.
As normally happens when one moves from the classical to the quantum setting, Banach space ("commutative") notions are replaced by their operator space ("noncommutative") counterparts.
Definition 3.2 ([29])
. Let E, F be operator spaces and T ∈ CB(E, F ). We say that T is completely compact if for every ε > 0 there exists a finite-dimensional subspace F ε of F such that Q Fε T cb < ε, where Q Fε : F → F/F ε is the quotient map. The space of these operators is denoted by CK(E, F ).
Complete compactness implies compactness, and the two notions agree when E has the maximal operator space structure (e.g., in the classical setting). The space CK(E, F ) contains the cb-closure of the finite-rank operators from E to F , that is, the space of all operators in CB(E, F ) that may be viewed as elements of the injective tensor product E * q ⊗F via its completely isometric embedding in CB(E, F ) [16, Proposition 8.1.2]. These two spaces actually coincide when F is a dual operator space and E * , F are injective [29, Proposition 1.6]. Returning to our setting, we [4] . All the foregoing suggests that the quantum version of almost periodicity of a vector ζ ∈ H should be based onα(ζ) = T ζ belonging to H c q ⊗L
Proof. That K is a closed subspace of H follows easily from Lemma 1.9. To show thatα(
indeed, this is enough because of the existence of the (orthogonal, thus completely contractive)
The last assertion follows similarly as T Γ(a) (θ) = Γ (id ⊗ θ)α(a) for all a ∈ N and θ ∈ L 1 (G). 
Corollary 3.4. For every
The elementary proof is left to the reader.
Proof. It follows from Lemmas 3.3 and 3.5 thatα(K) ⊆ K c q ⊗A. Using the formula (id ⊗ ∆)α = (α ⊗ id)α of Lemma 1.9 we have for ζ ∈ K, η ∈ H,
since for C * -algebras, the minimal and the operator space injective tensor products coincide.
Consequently, ∆(A) ⊆ A⊗ min A. In the case that G is a LCQG, we have U ∈ M(K(H)⊗ min C 0 (G)) because U is a co-representation of G (this is folklore; see, e.g., [7] , Corollary 4.12 and the proof of Theorem 4.9), and since (η * ⊗ id)α(ζ) = (ω ζ,η ⊗ id)(U) for all ζ, η ∈ H, we obtain that
The pair (A, ∆| A ) is, therefore, a compact quantum semigroup (which is a compactification of G), but normally not a compact quantum group.
3.2. The compactification. The previous discussion indicates that optimally, we would say that ζ ∈ H is almost periodic in the quantum setting ifα(ζ) ∈ H c q ⊗L ∞ (G). Nonetheless, this definition is too weak for the development of the rest of the theory, and we now introduce a more restrictive one, as follows. It is the noncommutative version of approach (i) above (also compare Sołtan [30] and Woronowicz [39] ).
Definition 3.7.
The set H CP of completely periodic vectors consists of all ζ ∈ H with the following property: there exists a finite-dimensional sub-representation u of U on a space that contains ζ, such that both u and u t are invertible. The completely almost periodic vectors are the elements of H CAP := span H CP , and the completely almost periodic operators are the elements of N CAP := Γ −1 (H CAP ).
We will give in Corollary 3.14 another characterization of H CAP under additional assumptions. 
we further require that C(H) ⊆ M(C 0 (G)). 
Theorem 3.11. There exists a co-amenable compactification
H = (C(H), ∆ H ) of G such that U| H CAP ⊗L 2 (G) is a unitary co-representation of H on H CAP in the C * -algebraic sense. To elabo- rate, C(H) is the unital C * -subalgebra of L ∞ (G) generated by (ω ζ,η ⊗ id)(U) : ζ ∈ H CAP , η ∈ H
and ∆ H is the restriction of ∆ to C(H).
Proof. From Definition 3.7 it follows that ∆(C(H)) ⊆ C(H) ⊗ min C(H) and that U is invariant under H CAP ⊗ L 2 (G). Taking ζ ∈ H CP and letting u be as in Definition 3.7, the elements (ω ζ,η ⊗ id)(U) = (η * ⊗ id)α(ζ), η ∈ H, are just linear combinations of the matrix elements of u.
Since the co-representation u and its transpose u t are invertible and the unital C * -algebra C(H) is generated by (ω ζ,η ⊗ id)(U) : ζ ∈ H CP , η ∈ H , H is a compact quantum group by Maes and Van
Daele [25, Proposition 3.8] (see also Woronowicz [39]). If G is a LCQG, then C(H) ⊆ M(C 0 (G))
by Proposition 3.6 as H CAP is contained in the subspace K therein.
The restriction V := U| H CAP ⊗L 2 (G) is now a co-representation of G on H CAP . By definition, V (which is isometric) has dense range, so it is unitary. So we need only establish that
. Let H 1 be the finite-dimensional subspace associated with ζ in Definition 3.7 and p H 1 the projection of
Corollary 3.12. Every left-(or right-) invariant state of G is faithful on C(H).
Proof. Let m be a left-invariant state of G. Under mild assumptions, we can provide another characterization of H CAP , one which bears a stronger resemblance to the definition of almost periodicity used in [27, 41] for the classical case (approach (iii) above).
Definition 3.13. We say that a quantum semigroup G satisfies condition (I) if every isometric or co-isometric finite-dimensional co-representation of G is unitary.
Condition (I) is satisfied when G is a LCQG, in which case every isometric or co-isometric co-representation of G is unitary by [7, Corollaries 4.11, 4.12] . It is also satisfied when
is a finite von Neumann algebra. We have
Condition (b) originates in a concrete interpretation of periodicity. In the setting of Niculescu, Ströh and Zsidó [27] , one has the following: a vector ζ ∈ H is almost periodic if and only if for every ε > 0, the set {n ∈ Z + : U n ζ − ζ < ε} is relatively dense in Z + [27, Corollary 9.10].
This obviously implies that if ζ ∈ H is almost periodic and η ∈ H is such that the function x : Z + → C, n → U n ζ, η , is not identically zero, then m(|x| 2 ) > 0 for every invariant mean m on Z + . A similar assertion can be stated in the more general setting of Zsidó [41] as well. Thus, (b) can be viewed as a weak type of recurrence (which is automatic in the classical setting).
Proof of Corollary 3.14. If ζ ∈ H CP and η ∈ H are such that x := (ω ζ,η ⊗ id)(U) = 0, then m(x * x) > 0 for every left-(or right-) invariant mean m on G by Corollary 3.12 as x ∈ C(H). In
Let ζ ∈ H CP2 with ζ = 1. Writeα(ζ) = ζ 1 ⊗ a 1 + . . . + ζ n ⊗ a n , where a 1 , . . . , a n are linearly independent and ζ 1 , . . . , ζ n are orthonormal. Let H 1 := span {ζ 1 , . . . , ζ n }. By co-amenability, ζ ∈ H 1 (see Lemma 1.9), so we may assume that ζ = ζ 1 .
Since u is an isometry and G satisfies condition (I), u is unitary. Write u as a matrix (u ij )
by setting u ij := (ζ * i ⊗ id)α(ζ j ). In particular, a i = u i1 for every i. We need only show that u t is invertible to establish that ζ ∈ H CP . Let m be a left-invariant mean on G as in the corollary's statement. Since u is a co-representation of G,
That is, letting g : because a 1 , . . . , a n are linearly independent)
Hence, by condition (I), it is invertible. Therefore, so is u t .
This completes the proof.
ANALYSIS OF H CAP AND N

CAP
In this section we settle affirmatively Questions A-C (the last one under additional conditions). The two main tools are the compactification result of §3 and modular theory. Some of the results and techniques should be compared to Boca [6] .
Fix a complete family (u γ ) γ∈Irred(H) of irreducible unitary co-representations of H (see [40] for
As H is a compactification of G, every such u γ is also a co-representation of G. Consider the construction in Theorem 2.2 with C being M n(γ) and µ being the normalized trace tr γ on M n(γ) . Denoting the GNS construction of (M n(γ) , tr γ ) by (H γ , Γ γ ), we get the associated projection P u γ ∈ B(H γ ⊗ H) and
Write (e γ ij ) for a system of matrix units for M n(γ) .
Lemma 4.1. We have
are linearly independent unless all zero, as u is irreducible. Since u t is invertible [40, 25] ,
satisfies the condition of Definition 3.7, so that Γ(b ij ) ∈ H CP , thus b ij ∈ N CAP , for every i. This proves the second assertion. The first one follows by Theorem 2.2, (b).
Lemma 4.2.
For every a ∈ N CAP and ρ ∈ N * we have (ρ ⊗ id)α(a) ∈ C(H).
Proof. If ρ is of the form ρ(x) = Γ(x), η for some η ∈ H, then (ρ ⊗ id)α(a) = (η * ⊗ id)α(Γ(a)) ∈ C(H) by construction. The Hahn-Banach theorem implies that the subspace of functionals of this form is norm dense in N * , and the assertion follows.
Let now A u γ (⊆ N CAP ) denote the "right leg of N u γ = Im E u γ ", namely the span of all matrix elements of matrices in Im E u γ . Similarly, let B u γ (⊆ H CAP ) denote the "right leg of Im P u γ ".
Proposition 4.3. The following assertions hold.
(a) The set γ∈Irred(H) B u γ is total in H CAP .
Proof. Let η ∈ H be orthogonal to γ∈Irred(H) B u γ . Let m be an invariant mean on G, and fix (m κ ) as in Remark 1.5. For all ζ ∈ H CAP , γ ∈ Irred(H) and 1 ≤ i, j ≤ n(γ) we have, by Theorem 2.2,
implies that x = 0. By co-amenability of G, we get
for all ζ ∈ H CAP (see Lemma 1.9) . This proves (a) by Lemma 4.1.
From Theorem 2.2, (b) we know that Γ(A u γ ) = B u γ for all γ ∈ Irred(H), so (b) follows. This in turn implies (c) because γ∈Irred(H) A u γ ⊆ N CAP (Lemma 4.1).
The proof of (d) is very similar to that of (a). Suppose that ρ ∈ N * vanishes on A u γ for every γ ∈ Irred(H). This means that for all a ∈ N CAP , γ ∈ Irred(H) and 1 ≤ i, j ≤ n(γ), we have
2 we obtain x := (ρ ⊗ id)α(a) ∈ C(H). As above, we infer that x = 0, and thus ρ(a) = 0 by co-amenability.
Henceforth we denote the (faithful) Haar state of C(H) by h. The notations σ h and σ ω stand for the modular automorphism groups of h and ω, respectively. We write u for the contragradient to a unitary irreducible co-representation u of H, that is, the unique element of (u γ ) γ∈Irred(H) that is equivalent to u * t . (Note that u * t is denoted by u in [25] .)
Proposition 4.4. For every γ, δ ∈ Irred(H) we have
Proof. (a) Write u, n for u γ , n(γ), respectively, and let a = (a ij ) n i,j=1 ∈ M n ⊙ N. Since E u is a projection, we may assume, for the purpose of showing that the matrix elements of E u (a) * belong to A u , that a ∈ Im E u . Therefore α(a ij ) ∈ N ⊙ C(H) for every i, j (Lemmas 4.1 and 4.2). Let m be an invariant mean on G. Recalling that h = m| C(H) (see proof of Corollary 3.12), we have, by Theorem 2.2 and Remark 1.5,
t , and therefore
by the Tomita-Takesaki theory. Denoting G 1 := E −1 F and G 2 := F E, we get
This implies that A * u ⊆ A u . The converse inclusion is obtained by interchanging the roles of u and u.
( We now address Question C, providing a few circumstances under which it has an affirmative answer.
Theorem 4.6. The von Neumann algebra
Proof. Denote by τ G , τ H the scaling groups of G, H, respectively. Since α is an ω-invariant action of G on N, we get, by Theorem A.1,
Fix γ ∈ Irred(H) and denote u := u γ . There exists a positive definite F ∈ GL n(γ) such that
. Thus [23, Proposition 5.45 ] implies that
13 a 12 , then for every t ∈ R, we obtain Let m be the invariant mean suitable for u as above. In the proof of Proposition 4.4, (a), we made the assumption that a ∈ Im E u . This cannot be done in the present proof. Taking an
Let J, ∇ denote the modular conjugation and modular operator, respectively, associated with (N, ω). That is, the closure S of the conjugate-linear map Γ(x) → Γ(x * ), x ∈ N, over H, has polar decomposition S = J∇ 1/2 . Write A for the componentwise complex conjugation map
Then by the previous paragraph and Theorem 2.2,
for all a ∈ M n ⊙ N. Therefore
and thus
Abusing notation slightly and letting
(see [8, Theorem 6.2] ). As P u , P u are selfadjoint, using (4.3) twice we obtain P u ∈ D(id ⊗ σ ω i/2 ) and
This entails that P u ∈ D(id ⊗ σ ω i ) and
Since u * t is a (normally not unitary) finite-dimensional co-representation of H, from the proof of [25, Proposition 6.4] follows the existence of a positive definite F ∈ GL n such that w :
is a unitary co-representation of H (which is equivalent to u) and
. Therefore, replacing u by an equivalent unitary co-representation of H if needed, we may assume that E = F 1/2 in the notation of the proof of Proposition 4.4, (a). Thus To conclude, Theorem A.1 is clearly known to the experts, but since we could not find an explicit reference, we include here the full proof for completeness. The ideas are by no means new: they are taken from Kustermans and Vaes [23, §5] . More general statements, related to the foregoing examples, can be proved in a similar fashion. Denote by (H, id, Γ) the GNS construction for (N, ω). As discussed in §1, α is implemented by an isometric co-representation U ∈ B(H)⊗L ∞ (G) given by ((id ⊗ θ)(U))Γ(a) = Γ (id ⊗ θ)α(a)
for all θ ∈ L 1 (G), a ∈ N. The right leg of U is thus characterized by 
Hence from (A.3),
Write ∇ for the modular operator of (N, ω). Since K * K = L, we conclude that Since Γ(D(σ −i )) and Γ(D(σ i )) are cores of ∇ and ∇ −1 , we infer that ∇ ⊗ L −1 commutes with U,
by [23, Lemma 5.9] ). For every x ∈ N we deduce that
