The ensemble Kalman filter (EnKF) has been used for history matching a simulation model of a North Sea reservoir. Parameters such as initial fluid contacts, vertical transmissivity multipliers and fault transmissivity multipliers have been estimated as well as 3D fields of porosity and permeability.
Introduction
Recently, there has been a growing interest in more mathematical and statistical methods for history matching. These involve both brute force direct minimization techniques and gradient methods based on the use of adjoints. Common for these is that they have all considered a pure parameter estimation problem. This differs from the combined parameter and state estimation problem which is considered when using the Ensemble Kalman Filter (EnKF) introduced by Evensen (1994 Evensen ( , 2006 . The EnKF has recently been taken into use with simulation models for oil and gas reservoirs, with the purpose of estimating poorly known parameters and to improve the predictive capability of the models.
Traditional methods for assisted history matching minimize a cost function which measures the difference between simulated and observed production rates. The methods use the following loop: (1) The flow simulator is run for the complete production period; (2) the cost function is evaluated based on the difference between historical and simulated production rates; (3) the static parameters are updated, and the and the simulator is rerun. These methods solve a so called strong constraint formulation where the model errors are assumed to be accounted for by the set of parameters included in the cost function. The search for the solution is conducted in a space with dimension equal to the number of parameters and the problem becomes highly nonlinear leading to a cost function which typically will contain many local minima. This effectively limits the number of parameters which can be included in the optimization. Consequently the parameterization used becomes critical and the major uncertainty in the model must be represented by as few parameters as possible (Evensen, 2006) .
The use of EnKF for history matching reservoir simulation models was first proposed by Naevdal et al. (2003) . Using the EnKF, the reservoir model state and parameters are updated sequentially in time, based on the information contained in pressure and rate measurements from production wells. There are now several publications discussing the potential of using the EnKF for parameter estimation. We refer to Evensen (2003 Evensen ( , 2006 which outlines how the model state can be augmented with a set of poorly known parameters, and the joint model state and parameters are then updated simultaneously. Applications of the EnKF for parameter estimation in reservoir simulation models include the following papers: Naevdal et al. (2002) used the EnKF in a reservoir application to estimate model permeability. They showed that there could be a great benefit of using the EnKF to improve the model through parameter estimation, and that this could lead to improved predictions. Naevdal et al. (2003) continued the development of the EnKF for estimation of permeability in the whole reservoir, and again showed promising results. Gu and Oliver (2004) examined the EnKF for combined parameter and state estimation in a standardized reservoir test case. They obtained promising results using a fairly small ensemble size but also pointed out several issues for further investigation. Gao and Reynolds (2005) compared the EnKF with another method named randomized maximum likelihood. They used the same reservoir example as Gu and Oliver (2004) , and pointed out certain similarities between the methods. Liu and Oliver (2005a,b) examined the EnKF for facies estimation in a reservoir simulation model. This is a highly nonlinear problem where the reservoir consists of sand and shale classes of vastly different porosity and permeability. Thus, the pdf for the petrophysical parameters will be multi-modal, and there is currently no general way to treat this in the EnKF. In this particular example the facies distribution for each ensemble member is represented by two normal Gaussian fields, using a method named truncated pluri-Gaussian simulation (Lantuéjoul , 2002) , and an improved facies distribution was obtained. Wen and Chen (2005) provided another discussion on the use of EnKF for estimation of the permeability field in a two dimensional reservoir simulation model, and they also examined the effect of ensemble size in their experiments.
Zafari and Reynolds (2005) used simple but highly nonlinear models to examine the validity of the linear update scheme used in the EnKF. They concluded that the EnKF has problems with multi-modal distributions where the mean is not a good estimator, but on the other hand obtained reasonable results with a less nonlinear but more realistic reservoir model. They also showed that the rerun algorithm proposed by Wen and Chen (2005) is inconsistent and should not be used. Skjervheim et al. (2005) used the EnKF to assimilate 4D seismic data. It was shown that the EnKF could handle the large data sets and that a positive impact could be found despite the high noise level in the data.
Other related publications on parameter estimation using ensemble methods are Lorentzen et al. (2003) , Kivman (2003) , Annan and Hargreaves (2004) , Annan et al. (2005) , Moradkhani et al. (2005) and Lorentzen et al. (2005) .
Below we will discuss the implementation and use of the EnKF in a North Sea field model. First the methodology is discussed where we focus on the parameterization used in this particular model as well as the general EnKF methodology and its properties. We then present and discuss the results from the field experiments and point out strengths and weaknesses of the methodology.
Methodology
Parameterization. The first step in the history matching procedure is to identify the parameters which determine the uncertainty of the model and therefore need to be estimated. We have assumed that the structural model is fairly accurate, i.e. the locations of faults and layers in the model are reasonable. This may not be the case but it is currently not clear how the EnKF can be used to estimate structural parameters, since the update equation in the EnKF combines ensemble members, and these all need to be defined on the same numerical grid.
Fluid contacts. In the current application we have identified large initial uncertainties in the oil-water and gas-oil contacts, WOC and GOC. The reservoir consists of several regions which are separated by more or less insulating faults. The depths of the fluid contacts varies between different isolated regions and we only have information from wells drilled through a few of them. In some regions the initial uncertainty of the WOC has standard deviations of up to 30 m. Thus, the WOC and GOC in the different regions of the model are important parameters to be estimated.
Porosity and permeability fields. We have included the full three dimensional porosity and horizontal permeability fields, φ(x) and k h (x), as variables to be estimated. Variations in the porosity have effects on the modeled oil in place. The permeability determines how well fluids flow through the reservoir and need to be adjusted to match the observed production rate as well as the timing of the water breakthrough. In the current experiment the vertical permeability field k v (x) is not estimated directly, instead the permeability anisotrophy ratio is assumed fixed, and we define k v (x) = 0.10k h (x).
Fault transmissivities. With a large number of faults and only few pressure measurements there is a large uncertainty in the assumed fault transmissivities. Thus, we also include the set of fault transmissivity multipliers m flt , as parameters to be estimated.
Vertical transmissivities. We have included vertical transmissivity multipliers m z , which modify the effective vertical communication, as parameters to be estimated. The vertical transmissivity multipliers are constant for each layer.
State vector. For the combined parameter and state estimation problem the state vector updated by the EnKF contains both the dynamic variables of the reservoir model, such as the pressure and saturations, and the static variables defined above. With the parameters included in this example the EnKF update of each ensemble member j can be written in a schematic form as
where i is a counter for the predicted measurements d i p . Thus, the updated state vector consists of the forecast pluss a combination of covariances between the predicted measurements and the updated variables. The coefficients, c ij , define the impact each measurement has on the update of an ensemble member j, and an expression for them can be obtained from Eq. 11.
It is seen that the different dynamic and static variables are updated by adding weighted covariances between the modeled measurements and the variables, one for each measurement. Note that both the state variables and the various parameters are updated simultaneously.
The reason why it is possible to update the parameters given only rate information from the wells, is that the rates are dependent on the properties of the reservoir as given by the parameter-set defined above. Thus, there will exist correlations between reservoir properties and the observed production rates.
Considering that the porosity and the horizontal permeability are defined as 3D fields with two unknowns on each grid cell, there is a large number of parameters to be estimated in the current system. However, the number of degrees of freedom in the parameter space is much less than the actual number of parameters. The reason is that the porosity and permeability fields are smooth and do not consist of independent numbers in each grid node. The smoothness is prescribed from prior statistics through horizontal and vertical correlations which characterize each depositional environment in the model. This effectively reduces the actual dimension of the problem and makes it tractable using a finite ensemble size in the EnKF.
EnKF update. In previous EnKF reservoir applications, the update equation has been written in the compact standard form including the definition of the Kalman gain matrix. However it is useful to rewrite the EnKF update equation in terms of the ensemble of model states and perturbed measurements. It then becomes clear that the solution for the static parameters is searched for in the space spanned by the initial ensemble of parameters. Further, the computation of the analysis can be performed more efficiently within the ensemble space (Evensen, 2006) .
Ensemble representation of error statistics. The notation from Evensen (2006) is adopted and we define the matrix A, holding the ensemble members ψ(x, t i ) ∈ n . The state vector ψ(x, t i ) is a combination of dynamic variables, η(x, t i ) ∈ nη and static variables α(x, t i ) ∈ nα . Here n = n η + n α is the total dimension of the state vector, with n η and n α being the dimension of the dynamical variables and static parameters, respectively.
Referring to (1), η(x, t i ) corresponds to the dynamic variables P, S w , S g and R s , whereas α(x, t) to corresponds to the poorly known static parameters k h , φ, m z , m flt , WOC and GOC. Thus we have
where N is the number of realizations in the ensemble. Note that we have used a time index on α even though the parameters are supposed to be constant in time. This allows us to distinguish between the estimates of α at different update times.
The covariance is defined as
where the ensemble mean ψ, is regarded as the best-guess estimate, while the ensemble spread defines the error variance. The covariance is determined by the smoothness of the ensemble members. Thus, a covariance matrix can always be represented by a large ensemble of model states. The ensemble mean is stored in each column of A(x, t i ) which can be defined as
where 1 N ∈ N ×N is the matrix where each element is equal to 1/N . We can then define the ensemble perturbation matrix as
The ensemble covariances C e ψψ (x 1 , x 2 , t i ) ∈ n×n , can be defined as
Ensemble representation for measurements. At a given time t i , we have a vector of measurements d ∈ m , with m being the number of measurements at this particular time. We can define the N vectors of perturbed measurements as
which can be stored in the columns of a matrix
The ensemble of measurement perturbations, with mean equal to zero, can be stored in the matrix
from which we can construct the ensemble representation of the measurement error covariance matrix
Analysis equation. The analysis equation for A a k becomes
where we have defined the ensemble of innovation vectors as
and where M is a projection of the model state onto the measurement space, i.e., M[ψ] extract the predicted measurements from the state vector ψ. Note that when nonlinear measurement operators are used it is useful to augment the predicted measurements to the model state and write
The predicted measurements d p will typically include all the simulated production rates from the different wells, and this makes it easy to compute the matrices needed in the analysis computation such as D and S defined next, using a linear and direct measurement functional. Note also that d p is treated as a diagnostic variable in the system and its update is not used in the next restart. We now define the measurements of the ensemble perturbations S ∈ M ×N , as
and the matrix C ∈ M ×M as
Using (14) and (15) together with the definitions of the ensemble error covariance matrices in (6) and (10), the analysis (11) can be expressed as
where we have used (5) and 1 N S T ≡ 0. Thus, the updated ensemble can be considered as a weakly nonlinear combination of the forecast ensemble members. It is not linear since the matrix X depends on the model state at the measurement locations. In particular, the updated parameters become a combination of the parameters in the initial ensemble. In a particular application, where we are trying to estimate e.g. the permeability, this implies that we can only expect to find corrections to the permeability estimates which can be represented in the space spanned by the initial permeability ensemble. This is, however, only a practical limitation since the effect can be reduced by increasing the ensemble size and by choosing the initial ensemble carefully.
Another issue considers the scales which can be estimated for permeability, this is also dependent on the initial choice of ensemble members. The "smoothness" of the members should be chosen to represent the true scales of the permeability field while keeping in mind that the limited number of wells and measurements certainly constrains the scales which can be resolved or estimated.
What are we solving for? All methods that search for the minimum of a cost function, actually solves for the mode of the posterior pdf. The problem is that in many cases the mode is difficult to find. This is both a dimensional problem and a problem related to the presence of multiple local minima in the cost function.
The EnKF uses an ensemble of model states to represent the posterior pdf. Since the size of the ensemble is limited it is difficult to obtain a very accurate representation of the pdf in high dimensional problems. Thus, it is not practical to solve for the mode of the pdf using the EnKF. Instead the mean of the pdf is solved for, since good estimates of the mean can be obtained using a modest ensemble size. Of course, in the case with a Gaussian posterior the mean coincides with the mode, and the EnKF will give the same answer as methods minimizing the cost function. However, it must be pointed out that the parameter estimation problem is highly nonlinear even for a linear dynamical model, this was explained in Evensen The EnKF simplifies the problem by searching for the mean rather than the mode, and by limiting the search to the initial space spanned by the ensemble. With wisely chosen initial realizations, the initial ensemble should represent most of the variance of the true parameter solution.
In idealized experiments this can be quantified by projecting the true state onto the initial ensemble, and considering what remains in the null space.
From the previous discussion and Eq. (16) it is also clear that the EnKF update neglects any non-Gaussian contributions in the predicted pdf, when the update increments are computed, since these only take into account the covariances. On the other hand, the updated ensemble will inherit the non-Gaussian contributions already present in the forecast ensemble. Thus, the analyzed ensemble can not be considered as a resampling of a Gaussian posterior pdf.
Application on a North Sea reservoir
The model has about 82 000 active grid blocks. The state vector consists of 328 000 dynamic variables, 5 WOC and GOC contacts, 42 fault transmissivities, 24 vertical transmissivity multipliers, and 82 000 parameters representing grid block values of the porosity and horizontal permeability. Note that in the EnKF it is useful to update the logarithm of the permeability which is Gaussian distributed. An initial ensemble of N = 100 model states was generated.
Priors for the first guesses of the parameters are constructed based on the interpretation and information available from several data sources in the project. In particular the ensemble of fluid contacts are simulated as independent numbers drawn from a Gaussian distribution with the mean equal to a best guess estimate and standard deviation of 20 m. Note that the fluid contacts are only used to initialize the model, and thus define the initial saturation distribution for each region. By including the fluid contacts in the state vector, they will be updated in every assimilation step. However the fluid contacts are not used explicitly in the model but rather indirectly through the updates of the initial saturation distribution. At the end of the assimilation experiment we have obtained improved estimates of the fluid contacts, which can be used in oil volume calculation or for initialization of new simulation models.
The first guess of the fault transmissivity multipliers is set to 1.0, with standard deviation of 0.2, except for some faults which were known to be closed from analysis of formation-pressure data.
Initial guesses of the vertical transmissivity multipliers are equal to 1.0 with standard deviations of 0.1, except for one of the layers where the vertical communication was known to be zero based on formation pressure data.
The porosity and horzontal permeability fields are simulated using mean values, uncertainties, and Gaussian variograms with horizontal and vertical de-correlation lengths, as specified from the geological interpretation of the reservoir.
The reservoir has four production wells, and one water injector is used to maintain the reservoir pressure.
Prior ensemble integration Initially we ran a pure ensemble integration of the prior ensemble without assimilating any production data. Thus, the purpose is not to match the production data but to examine the uncertainty of the unconditioned prior ensemble. The spread of the realizations provides an indication of whether the parameter space and the perturbations used lead to a realistic representation of the uncertainty in the model predictions. Both an ensemble of realizations conditioned on log data and an unconditioned ensemble were considered, but for this field case both sets of realizations gave similar results.
The results from the pure ensemble integrations are shown in Figs. 1 and 2 where we have plotted the oil production rate (OPR), the gas-oil ratio (GOR) and the water cut (WCT) for the four wells P1, P2, P3 and P4. The blue curves are the results from the initial 20 ensemble members which are unconditioned on the production history data. The production history is shown as black bullets. Finally, the red curves are the 20 ensemble members which were initialized from the EnKF estimated ensemble of parameters.
From the plots in Figs. 1 and 2, the specified uncertainties in the initial parameter space lead to a large uncertainty in the predictions. Without access to the production history it would not be possible to discriminate between the different models since all of them represent a statistically valid representation of the reservoir. For several of the wells there are also strong biases in some of the parameters.
In particular we observe that P1 produces too much oil and too little gas. It is also incapable of producing any water. On the other hand, P2 has a different behavior, with larger spread in the realizations for OPR, GOR and WCT, but no apparent bias. For P3 we observe a large spread in the WCT, and the well is not predicting the observed gas. Well P4 only has a short production history, and has a rather similar behavior to P3.
EnKF experiment Thereafter, the EnKF was initialized by the ensemble conditioned on log data, and run through the historical production period. The wells were produced by specifying the produced reservoir volume. The data assimilated were oil production rate, gas-oil ratio and water cut for each of the wells. In the assimilation run we obtained rates of oil, water and gas which were in good agreement with the observations, as is expected since these are also the data assimilated. In the assimilation experiment we have observed that some parameters retain their initial ensemble spread throughout the simulation. This is an indication that the observed variables are rather insensitive to these parameters. On the other hand, some parameters experience a strong reduction of the variance which indicates that these parameters are strongly correlated with the observed variables in the wells, and thus can be accurately estimated. One example is given in Fig. 3 , where the updated values of WOC for two regions and GOC for another region are shown together with the estimated errors. The estimated ensemble spread has been significantly reduced, and this indicates that the estimated fluid contacts have a much lower uncertainty than the prior estimate. Note also the strong updates observed for the red WOC and the GOC, which probably can be related to the production starts of the P2 and P3 wells, which occur at the time of the strong updates.
We did not reduce the uncertainty of the multipliers much. Thus, for this field case it appears that the production is less sensitive to the multipliers.
The results for the porosity values in model layer 35 are plotted in Fig. 4 . The upper left plot shows the initial porosity estimate (ensemble mean) conditioned on the well-log data, while the lower left plot is the corresponding standard deviation (ensemble spread). The wells are all long horizontal wells located along the western and eastern edges of the model domain. We observe an update of the porosity values along the well paths from the conditioning on the well-log data, and an associated reduction of the standard deviation. In addition there is a further update of the porosity values based on the assimilation of the production data and a general reduction of the standard deviation.
The results for the permeability in model layer 35 are plotted in Fig. 5 . The upper left plot shows the initial estimate of the logarithm of the permeability (ensemble mean) conditioned on the well-log data, while the lower left plot is the corresponding standard deviation. The final estimate of the logarithm of the permeability is shown in the upper right plot, and the associated standard deviation is given in the lower right plot. From an initially specified correlation between the logarithm of the permeability and the porosity we observe similar structures in the porosity and permeability fields, and the standard deviation is reduced in a similar manner as was observed for the porosity.
We decided to present the logarithm (base 10) of the permeability rather than the permeability itself. This is the parameter being estimated in the EnKF, and the mean and standard deviation of the logarithm of the permeability are easier to interpret than the mean and standard deviation of the actual permeability.
The results for the water saturation in model layer 35 are plotted in Fig. 6 . There is no gas in this layer, thus blue indicates water and green is oil. The model layer deepens in the center of the model domain where it is water flooded, and the wells are located in the oil zones at the eastern and western parts of the reservoir. The initial standard deviation of the water saturation is high in the transition zones between the water and oil due to the initial uncertainty of the fluid contacts. At the final time the uncertainty is reduced and the regions of high uncertainty have propagated with the water front towards the production wells.
Posterior ensemble integration A verification experiment used the parameters estimated for the 20 first members of the ensemble, in order to initialize a new set of realizations, which where run through the production pe- riod. If these new realizations provide results that are in better agreement with the production history, we take this as an indication that the EnKF has been successful in conditioning the initial realizations on the production data. These realizations are shown as the red curves in Figs 1 and 2. Apparently there is an improvement in the results for all the wells. For P1 we now obtain the correct OPR and a much better GOR estimate. There are still fluctuations in the GOR data which cannot be matched. However, this can be noise in the data or it must be related to parameters in the model not being estimated or just model errors. We do not get any water breakthrough in P1, and we need to examine in more detail what can be done for the water to reach the well in time.
For P2 we have reduced the uncertainty and the realization now provides a much better match, both for the OPR and the GOR. The water breakthrough is not matched although the late values for WOC are good.
For P3 and P4 we get similar results. Both wells show improved mathc in oil production. However, they produce no free gas, which should be present according to the data. On the other hand the water breakthrough and WCT is fairly well predicted. Thus, to conclude, the EnKF has led to a set of improved realizations and appears to work well for estimating model parameters and for reducing the uncertainty.
Summary
The EnKF provides a framework for real-time updating and prediction in reservoir simulation models. Every time new observations are available and are assimilated there is an improvement of the model parameters and of the associated model saturations and pressure. Thus, the analyzed ensemble provides optimal realizations which are conditioned on all previous data. Note also that the analyzed or updated realizations are not just a sampling of the best realizations in the prior ensemble. The realizations are in fact constructed as the optimal combination of the prior realizations, leading to a new set of realizations which are conditioned on the production data and thus have a lower uncertainty.
At the final update time in the production history, it is possible to use the updated simulation models to compute a prediction of the future production. All or parts of the ensemble can be used in a forward integration to provide a prediction of production which includes uncertainty estimates. If one has a mean to rank the quality of the different realizations, it is also possible to integrate, e.g., the first, second and third quartiles to obtain predictions with approximate uncertainty estimates.
The EnKF has provided a tool for parameter estimation in cases with large number of poorly known parameters. It does not appear to suffer from the curse of dimensionality and multiple local minima, which have been observed in many other methods. This must be attributed to the sequential processing of observations, but also the fact that the EnKF allows for model errors in addition to errors in the estimated parameters. Furthermore, the solution is searched for in the space spanned by the ensemble members rather than the high dimensional parameter space.
The EnKF development will continue with estimation of additional poorly known model parameters and applications to other field models. Remaining issues to explore
