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"We are all familiar with metallurgists who say "the electron
microscope is all right; but it has only succeeded in showing
us more clearly what we already know from other methods
of examination", I cannot help feeling that this particular
problem ofbismuth in copper is one which might well have
proved one of the exceptions if it had been possible for a
systematic examination to be carried to it's logical
conclusion"
A. G. Quarrel (1947)
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ABSTRACT
The embrittlement of Cu by trace amounts of Bi, as low as 0.002 wt%, is a classic
example of grain boundary embrittlement (GBE). Bi segregates to the grain boundaries in
Cu and causes decohesion across them. Consequently the ductile Cu is transformed into a
brittle material that fails by intergranular fracture. Although grain boundary segregation and
embrittlement have been studied extensively in this system and others, the exact mechanism
for GBE is not yet completely understood.
In this thesis, high resolution analytical electron microscopy has been performed on
grain boundaries in the Cu-Bi system. The segregation of Bi was confirmed using energy
dispersive x-ray spectroscopy (EDS). A segregation profile with high spatial resolution
was obtained, showing that the Bi was located within a few nanometers of the grain
boundary.
The electron energy loss near edge structure (ELNES) coupled with the small
probes and high current density available in a field emission STEM can provide information
about the localized electronic structure and hence bonding at grain boundaries. A change in
the ELNES was observed at the grain boundaries in Cu due to the presence of Bi. This
change is associated with a removal of electrons from the d-band of Cu and may provide a
basis for an understanding of why embrittlement occurs.
1
1, BACKGRQUND
1.1 Grain Boundary Seereeation and Embrittlement
Grain boundary segregation occurs when an excess concentration of impurity or
alloying elements is found at the grain boundaries. There are many systems that exhibit
segregation and there has been considerable theoretical and experimental investigation into
this phenomenon. The segregating elements will change the structure and chemistry at the
grain boundaries and can have a marked effect on the material properties.
The segregation of impurities in Fe and Fe alloys, and the subsequent alteration in
properties, has been the focus of a great deal of attention because of the enormous
industrial importance ofihese alloys. P, 0, S, Sb, Sn, Si, C and B have all been found to
segregate to the grain boundaries in Fe. Other well known examples include the segregation
of P inW, Bi in Cu and B in Ni although there are many others (Hondros and Seah
(1977)). Grain boundary segregation is not only confined to impurities in metals, for
example, Y and La segregate in A1203.
There are two recognized types of segregation, equilibrium and non-equilibrium
segregation (Hondros and Seah (1977)). In non-equilibrium solute segregation the excess
impurity concentration extends for several micrometers into the grains on either side of the
grain boundary. It is thought to arise from the kinetics of cooling from high temperatures
and is associated with the drag of solute species by a flux of vacancies moving towards the
boundary. In equilibrium solute segregation the impurities are located within a few atomic
layers of the boundary. The grain boundary enrichment is determined only by the system
parameters at equilibrium, not on the history. Thus equilibrium solute segregation is
reversible. Only equilibrium segregation will be considered in this thesis.
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It was first noted by Seah and Hondros (1973) that there is a general correlation
between high segregation levels and low solid solubility and systems investigated since
then have confinned this correlation. Figure 1.1 shows a plot of a the enrichment ratio.
which is a measure of the grain boundary excess. against solid solubility for number of
binary systems. This correlation suggests that the Hume Rothery rules. which govern solid
solubility, must also be imponant in determining segregation behavior.
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Figure 1.1 Experimentally detennined enrichment ratios for various systems plotted
against solid solubility (from Hondros and Seah (1983)).
then they will not fonn a solid solution. The application of the first condition to segregation
is readily understandable because the extra free volume at the grain boundary provides
atomic sites that can accommodate a size misfit. The other two conditions refer to a
chemical incompatibility such that the two materials would prefer to fonn a compound.
Briant (1990) has interpreted this to mean that there may be more favorable bond
geometries, similar to those found in the compounds, at the grain boundary than in the
bulk. These conditions give some idea as to the driving forces for segregation, of which the
net result must be a lowering of the free energy for the whole system.
For a given system it has been found that the segregation levels increase with
increasing bulk concentration up to a limiting value and decrease with increasing annealing
temperature. One of the oldest and simplest theories to explain this behavior, is the McLean
Isothenn (Mclean (1957))
(1.1)
where
XB =boundary concentration
XBo=saturation boundary concentration
Xc =bulk concentration
Q = free energy for segregation
R =universal gas constant
T = temperature
The McLean Isothenn assumes tfiat tfie sol.uuutefiitss1prnarnttliti<io:me:di:ret1>Ve1m-the-butlk-anti-a--fu:ed----_---I
number of interface sites all with equal energy and that a saturation segregation level is
approached when all the sites are filled. The disadvantage of the McLean isotherm is that it
is non-predictive as the free energy of segregation must be known in order to determine
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segregation levels. There are other more sophisticated theories to describe segregation
behavior based on thermodynamics, statistical mechanics and atomistic modeling (see
Sutton and Ballufi (1995) for a review). However, the McLean isotherm has been found to
be applicable to some systems, for example, the segregation of Bi in Cu (Michael and
Williams (1984)).
Even though grain boundaries make up only a small percentage of the total volume
of a polycrystal, the properties of the grain boundaries can be the dominating influence on
bulk material properties. Segregating impurities can alter the properties at the grain
boundary significantly and hence change the properties of the bulk material. Consequently
very small concentrations of impurities can have a radical effect on bulk material properties
through segregation.
Properties that can be effected include; fracture behavior, grain boundary motion,
diffusion and electrical properties. Segregation can also increase the susceptibility to
processes such as intergranular corrosion, stress corrosion cracking and liquid metal
embrittlement (Stein and Heldt (1979)). Not all segregation has deleterious effects on
materials properties. For example, the segregation of boron in austentitic stainless steels
and nickel base alloys improves their creep strength and ductility (Hondros and Seah
(1977)) and the doping of Al203 with small levels ofMgO allows sintering to high density
(Bennison and Harmer (1990)).
Of the segregation effects, the embrittlement of grain boundaries through impurity
segregation has been given much attention in both theoretical and experimental work due to
its practical significanc-e-:\Jrain-buumlaryembrintement-occurs-when the segregatingn - --------1
impurity decreases the cohesion across the boundary. As a consequence the material
becomes briule and fails through intergranular cracking. Well known and important
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examples of this are the embrittlement of Fe by S and the temper embrittlement of low alloy
Ni-Cr steels (Pugh (1991)). Temper embrittlement can be caused by trace amounts of Sb,
As, Sn and P when the alloy is slowly cooled or held at 350 to 600°C and is also dependent
on the alloy composition. Thus, grain boundary embrittlement is a result of an interplay
between composition and thermal history. A classic example of grain boundary
embrittlement due to segregation is that of Bi in Cu. This system has the advantage of
simplicity in that, unlike temper embrittlement, only two atomic species are involved. The
Cu-Hi system is investigated in this thesis.
1.2 EmbrittIement Qf CQpper by Bismuth
Bismuth has a very low solid solubility in Cu, less than 0.001 % below 750°C
(Voce and Hallowes (1947» and consequently has a very large enrichment ratio in
comparison to most systems as can be seen from Figure 1.1. Bismuth has long been
known to significantly embrittle Cu and the first documented example was seen as early as
1874 by Hampe.
Very little more was done until Blazey (1931) was investigating failures in eu pipes
and determined that it was due to the presence of Bi. He also determined that there was a
critical annealing temperature of approximately 700°C, above which embrittlement did not
occur. A comprehensive investigation was performed by Voce and Hallowes (1947) which
confirmed that Hi could significantly embrittle Cu after certain heat treatments. In addition
they found that the presence of phosphorous or oxygen eliminated the embrittling effect of
Hi. Oxygen probably does this by combining with the Hi to form Hi203 precipitates so that
the Hi no longer segregates. The effect of phosphorous has not been investigated any
further.
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Voce and Hallowes (1947) concluded that the Hi was located at the grain
boundaries as a continuous thin film. This cOQclusion was based on three pieces of
experimental evidence;
i) fracture occurred intergranularly
ii) for the same bulk Hi concentration larger grained material was more brittle (i.e.
more Hi at each boundary)
iii) the results of Schofield and Cuckow (1945), who used metallographic
techniques and electron microscopy of surface replicas to show there was a kind of
grain boundary film in Cu samples containing Hi and annealed below 750°C.
McLean (1947) was the first to suggest that the Hi was actually segregated to the
grain boundaries rather than as a second phase or thin film precipitate. The first direct
evidence for segregation was provided by Auger Electron Spectroscopy (AES) performed
on the fracture surfaces of Hi doped Cu (Joshi and Stein (1971)). AES, in combination
with ion sputtering, was able to determine that the Hi only extends a few atomic layers from
the grain boundary. The segregation levels found by this and other AES investigations
(Powell and Mykura (1973), Powell and Woodruff (1976)) were on the order of a
monolayer, which is consistent with the saturation levels of equilibrium segregation
theories (Hondros and Seah (1977)). The validity of the McLean isotherm for this system
has also been confirmed by measuring grain boundary concentrations, as a function of
annealing temperature, using analytical electron microscopy (AEM) of non-fractured
specimens (Michael and Williams (1984)).
AES investigations also found that there was a significant anisotropy in the amount
of Hi segregated to different boundaries, more so than has been seen for the case of S and
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Sn in Fe (Powell and Woodruff (1976)). However, when using AES to obtain segregation
infonnation, the sample must be fractured and the anisotropy could be a result of variations
in the fracture path. Since then there have been AEM investigations, where the sample does
not need to be fractured, confirming the variations in segregation levels with grain
boundary misorientation (Baumann and Williams (1981), Michael and Williams (1984)). In
particular, segregation was not detected at twin boundaries. Atomistic modeling (Vitek and
Wang (1984), Peng et al. (1992)) has shown that, within a given grain boundary, there are
atomic sites that are more energetically favorable for segregation. It is therefore not
surprising that the level of segregation varies with the misorientation of the grain boundary
because the number of energetically favorable sites for segregation will differ depending on
the atomic structure at the boundary.
In an attempt to understand the embrittlement more fully there have been a number
of mechanical behavior investigations perfonned. Both those on polycrystals (Voce and
Hallowes (1947)) and on bicrystals (WU et al. (1991), Miura et al. (1993)) have shown that
fracture stress decreases with increasing Bi concentrations. Experimental studies (Roy et al.
(1982), Russell and Winter (1985), Wang and Anderson (1991), Wu et al. (1991)) and
molecular dynamics studies (Peng et al. (1992)) indicate that the fracture stress is also
strongly dependent on grain boundary misorientation. Both Bi segregation and fracture
stress vary with grain boundary misorientation, which would seem to imply that Bi is more
likely to segregate to some boundaries and consequently these boundaries will be become
more brittle. Complete experiments on bicrystals correlating bismuth segregation levels
with fracture stress for different grain boundary structures have not yet been perfonned. It
has also be argued that the variation in fracture stress with grain boundary crystallography
is a consequence of the availability of slip planes for the different boundary geometries
(Wang and Anderson (1991)).
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Another interesting phenomenon associated with the segregation of Bi in Cu is that
the grain boundaries facet (Donald and Brown (1979), Ference and Ballufi (1988)). Donald
and Brown (1979) argued that the faceting was a result of the large mismatch between the
atomic sizes of Cu and Bi. It is not known whether the faceting plays any role in the
embrittlement process. Blum et aI. (1990) saw a faceting reaction in L=3 boundaries in Cu-
Bi where after extensive heat treatments the boundaries faceted into the {Ill} I{111 }
planes. This is nominally the coherent twin boundary. High resolution electron microscopy
HREM of these grain boundaries showed a structural difference between these boundaries
and typical coherent twins. An ordered Cu-Hi intergranular phase was suggested and image
calculations gave a good match to the experimental images (Luzzi et al. (1991)).
1.3 Mechanisms for Embrittlement
All of the investigations described in Section 1.2 provide information about the
degree of segregation and the result it has on mechanical properties. They do not, however,
give an explanation as to why a segregating impurity such as bismuth should cause
embrittlement.
A first step in describing fracture would be to consider the work that needs to be
done to create two surfaces. Cohesion is proportional to the surface free energy generated
by fracture. For cleavage along a plane with index (hk1) the surface energy of cleavage,
Yelv, is given by
Yelv =2Yhkl (1.2)
where Ywcl is the energy of the free surface, whereas the energy for intergranular fracture
Yint would be given by
(1.3)
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where 'Ys and 'Yb are the energies of the surface exposed and the grain boundary
respectively. Calculation and comparison of the two energies would detennine which of the
fracture processes is more likely. For example, Hondros and McLean (1976) perfonned
calculations for pure Cu and Fe-3%Si and demonstrated that intergranular fracture is
favored over cleavage, but by no more than a factor of 20%. However, in ductile metals
such as pure Cu this calculation is not relevant because the yield stress is much lower than
cohesive stress and so the material fails through ductile tearing. The work done in plastic
defonnation has not been included into the equations above.
This argument suggests that there are two ways in which an impurity can cause
embrittlement. It can either change the plastic behavior so that the yield stress is increased
or alternatively it can significantly decrease the boundary cohesion. Both processes could
make grain boundary fracture more energetically favorable than plastic defonnation and
give rise to intergranular fracture. Hondros and McLean (1974) plotted the stress strain
curves for Cu-Bi alloys and showed that the plastic behavior was not altered by the
presence of Bi and concluded that the grain boundary cohesion had been reduced. This
does not however preclude the possibility that the interaction of dislocations with the
boundary or the emission of dislocations from the crack tip has been changed by the
presence of the large Bi atoms.
For cases when the Cu is severely embrittled by Bi it is found that the fracture
occurs with little or no plastic defonnation and it may be possible to apply equation 1.3 to
detennine the reduction in cohesion. Hondros and McLean (1974) measured surface
-----------------~---
energies, for a number of Bi concentrations, using the thin foil zero creep technique and
grain boundary energies using dihedral angles of thennally etched boundaries. They then
applied equation 1.3 to detennine the energy for fracture and how this energy behaves with
Bi content. They found that both the surface energies, 'Ys, and grain boundary energies, "fb,
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decrease with Bi concentration, but the net result was a reduction in 'Yint and therefore also
cohesion.
It is not a necessary condition that grain boundary energies should decrease when
Bi segregation occurs. It is the change in free energy for the wJwle system, the segregation
energy, that must be reduced upon segregation. Bi is a much larger atom than Cu so it is
more probable that the grain boundary energy will actually increase. Atomistic studies
(Sutton and Vitek (1982)) have found that the grain boundary energy does in fact increase
upon segregation, but for some atomic sites the segregation energy is negative.
This result contradicts the experimentally measured reduction of grain boundary
energies of Hondros and McLean (1974) and it is not altogether clear how this apparent
contradiction can be resolved. There are some assumptions in the analysis by Hondros and
McLean (1974) which may not be valid. Firstly, the surface energies that were measured
are a result of equilibrium segregation to the foil surface. It is unlikely that the surfaces
formed by rapid fracture have these energies because the impurity coverage is determined
by the fracture process and subsequent relaxation, not by equilibrium segregation.
Additionally, the measurements were performed at 92TC and extrapolated back to 550·C
using the Gibbs adsorption isotherm. However there is evidence that there is a de-
embrittlement transition at temperatures above 700·C (Voce and Hallowes (1947), Blum et
aI. (1990)) and a simple extrapolation may not be appropriate.
Given that there is a reduction in cohesion across the boundary, how does this
promote grain boundary fracture? There are two conditions for the nucleation of a crack,
i) The tensile component of the local stress concentration, (jy, should be greater
than the local cohesion of the metal (jm, i. e.
1 1
(1.4)
The local stress concentration probably occurs when a slip band impinges on the
boundary.
ii) The ratio of tensile component to shear component, "CT, must be large enough for
cracking to occur rather than slip. i.e.
(1.5)
J
where "Cm is the local shear resistance.
Hondros and McLean (1974) used their values for the reduction in cohesion to evaluate
these conditions for Cu-Bi. They assumed that the resistance to shear was unchanged by
the presence of Bi. The first condition was found to be satisfied in both pure and Bi doped
Cu whereas the second condition was only satisfied in Bi doped Cu and hence only Cu-Bi
is brittle.
The preceding discussion of grain boundary embrittlement is actually a description
of the embrittlement not an explanation. To understand how an impurity can cause grain
boundary embrittlement it is necessary to examine what is occurring on the atomic scale.
That is, how does the bonding at the grain boundary change so some of the bonds between
the atoms will break under the applied stress? Once we have an atomic description it can
then be used to calculate quantities such as grain boundary energies and interface cohesion
to ensure the atomic description correctly describes macroscopic properties. The energy of
fracture is going to be related to the work required to break bonds and therefore the weaker
the atomic bonds across the boundary the less work required.
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One atomic description is due to Messmer and Briant (1982) who proposed that the
segregating atoms are more electronegative than the host metal atoms and so draw charge
away from them onto themselves. This leaves less electrons to participate in the metal-metal
bonds across the boundary and weakens them so consequently the boundary becomes
weak. Messmer and Briant (1982) performed quantum mechanical cluster calculations for
impurities in Fe and Ni. For an embrittler such as S they saw a charge transfer to the
impurity and a reduced electron density between the metal atoms and the opposite effect
was seen for a cohesive enhancer such as B. Wu et al. (1992) have also performed
calculations for P in Fe and suggest rather than a net charge transfer (ionic bonding)
between the impurity and the metal there is bond hybridization between the impurity
electron states and the metal electron states (covale~t bonding). In either picture there is a
rediJDibution of charge so that less electrons are available to participate in the metal-metal
bonds and these become a likely path for fracture. This picture also has support from
molecular dynamics modeling (Peng et al. (1992)) where it is concluded that the boundaries
fracture between the metal-metal bonds. This model is however inconsistent with the free
electron like nature of metals where any local charge deficit would be screened by the
neighboring regions.
In their atomistic modeling, Sutton and Vitek (1982) found that in the case of such a
large atom as Bi the grain boundary region expands with segregation. They suggested that
this expansion would weaken the bonds across the grain boundary but strengthen the
bonds parallel to the boundary. That is, the embrittlement is a consequence of the large size
differences. While this might provide an explanation as why large atoms such as Bi and Sb
cause embrittlement it is difficult to extend to Sand P embrittlement.
It is also very important to consider how the presence of bonding between the
impurity and the metal atoms is going change the transmission of dislocations across the
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boundary. If dislocations are unable to be transmitted across the boundary then local stress
concentrations may build up in excess of what is normally found. Alternatively the Bi may
have an effect on how dislocations are emitted from an atomically sharp crack tip. If the
large Bi atom prevents the emission of dislocations that would normally blunt the crack tip
then the boundary might be more prone to decohesion.
The possible mechanisms for embrittlement are numerous and to understand how
embrittlement occurs we need to have some way of detennining how the bonding has been
changed at the grain boundaries due to the presence of Bi.
1.4 Experimental TechniQues
According to Hondros (1976) there are a five general requirements of a technique
for investigating segregation;
i) High Spatial Resolution - The resolution perpendicular to the grain boundary
plane should be on the order of the grain boundary width. The lateral resolution,
Le. in the grain boundary plane, is less stringent although as high as possible is
preferred.
ii) Chemical Identification - It should be possible to determine all species at the
grain boundary without a priori knowledge of what they are.
iii) Quantitative Measurement - Accurate quantification of the segregation levels for
all species present at the grain boundary is desirable.
iv) Non-exposure of Grain Boundary Surface by Fracture - To allow weakly
embrittling or non-embrittling species to be investigated.
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v) Chemical State - This is important in order to understand how the materials
properties have been changed through an understanding the bonding at the
boundary.
All of the initial techniques employed to investigate segregation (e.g. metallographic
and fractographic techniques, measurements of grain boundary energies and internal
resistance) were indirect and did not in fact fulfill any of the above requirements
satisfactorily. With the advanced techniques now available the initial techniques find little
application to segregation studies and will not be discussed here although reviews can be
found in Hondros (1976) and Joshi (1979).
AES has been found to be particularly suitable for segregation studies and has been
extensively used. A beam of electrons with an energy of 1-3 keY is directed at the surface
of the material. The atoms in the material are ionized through the loss of a core electron and
relax through the emission of Auger electrons (or x-rays). The Auger electrons have a
characteristic energy depending on the atomic number and are collected and measured so
that the elements present can be identified. The Auger electrons are only emitted from a few
atom layers below the surface hence AES is a surface-sensitive technique. AES has a very
high spatial resolution, a few atomic layers, perpendicular to the surface (or boundary) and
can be as low as 10 nm in lateral resolution. In general, AES is not used to provide
bonding information.
Another surface sensitive technique with high depth resolution that has found some
~~~_,app1ication to segregatioastudiesjs-secondary-ion-mass-sp~tr-Gm~-SIMS). A focu-s6U-~~~~--I
ion beam is used to sputter atoms from the surface and those that have also been ionized are
collected and identified. The lateral resolution is on the order of 1 Jlrn or less, but
quantification is very difficult.
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In x-ray photoelectron spectroscopy (XPS), otherwise called electron spectroscopy
for chemical analysis (ESCA), a monochromatic beam of x-rays is directed at a material
surface and the energy of the ejected photoelectrons is measured. The energy of the ejected
electrons is related to the energy of the core electron states in the surface atomic layers.
Although XPS can be used for elemental identification, it has primarily been used to
provide information about the valence state of the surface atoms. The energy of the core
electron levels shift upon valence changes and the energy resolution of XPS is sufficient to
measure these chemical shifts.
The three techniques described above are all surface techniques and therefore to
study grain boundary segregation it is necessary to fracture the material intergranularly.
This is a disadvantage if one wishes to study differences between strongly and weakly
embrittled boundaries or alternatively some other grain boundary phenomenon.
Field ion microscopy (FIM) with mass spectrometry is called the atom probe and
provides the ultimate in spatial resolution. A very strong field is applied to a specimen
which is in the shape of a fine tip and the surface atoms are removed and analyzed. If the
specimen contains a segregated grain boundary it is possible to obtain information about the
segregation on an atomic scale. However, FIM has found limited application due to
instrumental complexity and difficulty in preparing suitable specimens.
Another technique which does not require the specimen to be fractured is the use of
a scanning transmission electron microscope (STEM), with energy dispersive x-ray
sp~e.C1r.nsc~np-y_(EnS}m1dloI~kctr01Lene.rg~_lQ.s..s.-'spectroscopy(EELS), for which the term
analytical electron microscopy (AEM) is commonly used. In the STEM a small electron
probe of high energy electrons, generally 100-300 keY, is directed at a very thin «100 nm)
sample. The probe is scanned over the specimen and by collecting the transmitted electrons
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an image or diffraction pattern is produced. Under certain conditions, through the
reciprocity theorem, the image formed is equivalent to a conventional TEM image, but other
unique kinds of images can also be formed. The optics of image formation in the STEM
will not be discussed here but are covered in many electron microscopy texts or in review
articles such as those by Brown (1981), Pennycook (1982) and Batson (1988).
The electrons in the probe interact with the specimen and in some cases ionization
of one of the atoms occurs and it relaxes through emission of an Auger electron or an x-ray
photon, as in Auger spectroscopy. In EDS the emitted x-rays are collected, their energy
measured and an x-ray spectrum obtained. There are characteristic lines in the spectrum
that give information about the types and relative amounts of atomic species present. If
instead the transmitted electrons are collected and their energy loss is measured, an EELS
spectrum is obtained which has "ionization edges" whose energy of onset are characteristic
for each element.
The spatial resolution obtainable in the STEM is related to the minimum probe size
obtainable. There is also a contribution from the spreading of the beam in the specimen due
to the elastic and inelastic interactions of the probe electrons with the specimen. Initial work
on segregation, such as that on Cu-Bi by Baumann and Williams (1981), Michael and
Williams (1984) were performed on conventional TEMs with STEM capabilities and the
probe size was quite large. However the development of dedicated STEMs with a field
emission gun (FEG) has allowed probes of a subnanometer size while maintaining a
sufficient beam current. Not only is the spatial resolution improved but the decrease in
probe size while maintaining current densities has improved the minimum detectable
amounts of segregant such that as little as 0.01 of a monolayer of segregant can be detected
(Doig and Flewitt (1982)).
17
In EDS, the resolution is limited by the interaction volume and the width of
segregation profiles is generally not much better than a few nm (Vatter and Titchmarsh
(1989)). However, with EELS the acceptance angle of the spectrometer, normally a few
mrad, limits the interaction volume in the specimen as seen by the spectrometer. It has been
possible to achieve near atomic resolution (Batson (1993), Muller et al. (1993)) with
EELS.
With the exception of XPS, none of the techniques discussed so far have been able
to satisfy the requirement of providing chemical state information. Knowing the nature and
amounts of segregants is certainly important but it does not give a basis on which to
formulate a theory to explain how a segregant could cause embrittlement. To do this we
need to understand the how electronic structure, that is, the energy and distribution of the
electrons, and hence bonding, has been changed by the presence of the segregant.
There are a number of spectroscopic techniques that are used to investigate
electronic structure and these include; ultra-violet photoelectron spectroscopy (UPS),
inverse photoemission spectroscopy (IPS), bremstrahlung isochromat spectroscopy (BrS)
and x-ray absorption spectroscopy (XAS). However none of these is suitable for interface
analysis. Fortunately information about the electronic structure can be obtained from the
fine structure in an electron energy loss spectrum. In the limit of small momentum transfer
the fine structure in the electron energy loss spectrum is theoretically equivalent to the XAS
fine structure. As the fine structure in EELS will be used in this thesis it will be considered
in some detail.
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1.5 Electron Enen:y Loss Near Edge Structure fELNES)
The technique of EELS is well documented (see for example Colliex (1984),
Egerton (1986)) but a briefreview will be given here. Figure 1.2 shows a typical electron
energy loss spectrum which displays most of the features due to the inelastic interactions
between the beam electrons and the specimen.
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Figure 1.2 Typical electron energy loss spectmm.
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The most intense feature is due to the electrons that have not interacted at all or have
only had an elastic interaction with the sample and is called the zero loss peak (ZLP)
Included in this peak are energy losses due to phonon excitations where the energy loss is
less than 0.1 eV and is not separated from the ZLP with current detector resolution. The
next most intense peak is the plasmon peak d.ue to losses by collective excitation of the
valence electrons. The energy of the plasmon peak is related to the electron density in the
material but the most common use of the plasmon peak is for thickness determination.
There are also low-energy-loss features that are due to excitation of a single electron out of
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the valence band, but the interpretation of these is, with a few exceptions, difficult and has
found limited application.
The features in the spectrum that have found the largest application are the
ionization edges which arise from the excitation of the core electrons into the unoccupied
free-electron-like states above the Fermi level, Ep, as shown schematically in Figure 1.3.
The ionization edge is superimposed on an exponentially decreasing background which is
normally removed before analysis.
n(E) core states
unoccupied
~t-----~m_t-~ states
E
Figure 1.3 Schematic of the electronic transitions which form ionization edges in
the electron energy loss spectrum. n(E) is the number of electrons with energy E.
If we assume that the electrons in the beam can be expressed as plane waves in both
initial and final states, then the differential cross section for such a transition, with a
momentum transfer q, is (Manson (1978))
(1.6)
where Ii) represents the initial state wavefunction and If) is the final state wavefunction for
the electron in the sample that has undergone the transition. p(E) is the density of final
states with energy E. Note that this is a one electron approximation, that is, only one core
electron in the sample interacts with the incident electron.
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Throughout this thesis the Dirac notation will be used
(1.7)
(1.8)
where f and i are integrable functions of rand 0 is an operator. The quantity (iIOlj) is
sometimes called the matrix element Oij where Ii) and Ij) are basis functions.
In the dipole limit where q'r « 1, the exponential term in equation 1.6 can be
approximated as
exp(iq'r) "" 1 + i(q·r). (1.9)
This is equivalent to assuming a small momentum transfer, which is practically achieved by
limiting the angular distribution of the electrons that contribute to spectrum with a small
entrance aperture to the spectrometer. The initial and final states are assumed to be
orthogonal so (tli)=O and we have
(1.10)
A consequence of the assumption of small q is that the well-known dipole selection
rules will now apply (see French and Taylor (1979) or an alternative quantum mechanics
text for a discussion of dipole selection rules). The dipole selection rules state that if 1and l'
are the angular momentum quantum numbers of the initial and final state respectively, then
______________ . Qnly~nsitionsJhaLSatiS£y--l';::::l±Lcan-QGGl1r-.---Ill-an---REbS---sp~ctrum K ~dges-arise-fmm-----I
excitations of electrons from Is states where 1=0. Therefore only unoccupied p states (1'=1)
are accessible in this transition. Similarly L23 edge arises from excitations from 2p states,
so both s (1'=0) and d (1'=2) states are accessible.
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There are two contributions to the scattering cross section in equation 1.10, the
matrix term (tlrli) and the unoccupied density of states (DOS) term p(E). The matrix term is
an overlap integral between the final and initial states and is generally found to be slowly
varying with E. This term gives the basic edge shapes (Leapman et al. (1980)) and is
modulated by the DOS term. The ionization edges can be used to determine the relative
concentrations of elements in the sample given that the cross sections can be calculated.
Normally only the matrix term is used to calculate cross sections and details about the
quantification techniques can be found in Egerton (1986).
The matrix term gives the basic edge shape but superimposed on this are additional
oscillations in the edge intensity. Oscillations at an energy> -50 eV above the edge onset
are called the extended energy loss fine structure (EXELFS) and can be used to find
interatomic distances and coordination numbers. The oscillations within -50eV of the edge
onset are the modulations due to the DOS term, peE), are called the electron energy loss
near edge structure (ELNES). It foll?ws that ELNES can be used to probe the energy
distribution of the unoccupied States, but in practice the matrix variation should be
considered when comparing experimental ELNES to the DOS. The unoccupied DOS
reflects the environment and bonding of the atom and hence the ELNES can be used to give
information about interatomic bonding.
The classic example of bonding information in the ELNES is that of diamond and
graphite. Figure 1.4 shows the Carbon K ionization edges from graphite and diamond. The
narrow peak on edge of the graphite spectrum has been attributed to transitions of the core
electrons tOlne empty 1t* orDitalsclue totne spz-bon-aing of graphite (Egerton ami Whelan-----I
(1974)). Diamond is sp3 bonded and there are no 1t* orbitals and no peak. In fact this peak
has been used to determine ratios of sp2 to sp3 bonding in other carbon materials (Berger et
al. (1988), Muller et al. (1993) and Bruley et al. (1994)).
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Figure 1.4 Electron energy losses edges from diamond and graphite (from Bruley et
al. (1994)).
In many cases it is found that the observed ELNES exhibit a structure specific to the
arrangement and type of atoms in the first coordination shell. This kind of structure is
sometime called a "coordination fingerprint" (Brydson" et al. '(1993)). Coordination
fingerprints are expected to arise when the DOS is dominated by the bonding of the probed
atom with its nearest neighbors. For example, the band structure of molecular or ionic
solids may often be directly related to the molecular orbitals of the molecular or ionic
building blocks. In large complex unit cells or amorphous materials there is very little order
outside the first coordination shell so the ELNES is dominated by information from this
shell. Interpretation of the ELNES of an unknown material can be performed by comparing
it to a large number of near edge structures of reference materials. There has been
considerable work done with copper compounds in the h()p~oCQbLajninginsight into the
electronic structure of the cuprate high temperature superconductors (Lytle and Greegor
(1988), Fink et al. (1994)).
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As was discussed in reference to XPS the energy of the core levels shift upon a
change of valence. Energy shifts are also seen in EELS edges but the processes are much
more complex and less easily interpretable. In XPS the final state for the ejected electron is
the vacuum level and so the observed energy shift, or chemical shift as it is sometimes
called, only depends on the change in energy of the core levels. In EELS the final state is
an unoccupied electron state, in which the energy is influenced by many direct bonding
effects. Other effects also make interpretation difficult and include core-hole effects which
will not be discussed here. Because of the complexity of energy shifts in EELS there has
been little systematic work done.
It is possible to obtain some information about the electronic structure of a material
from a simple analysis but to completely understand the details of the near edge structure it
is necessary to perform full quantum mechanical calculations of the electronic structure.
There are a number of techniques to do this and the suitability of each of the techniques is
highly dependent on the material under investigation. There are two categories of near edge
structure calculations. One approach is to perform a full electronic structure calculation and
hence obtain the density of states. Most of the techniques that are used to calculate band
structure or molecular orbitals have been used. The other approach are the "XANES"
calculations where the near edge structure is calculated based on the interference between
the outgoing electron wave of the ejected electron and the electron wave that has been
backscattered from the surrounding atoms. Reviews of the available techniques can be
found in Brydson (1991) and Rez et al. (1995).
The fine probes available in the STEM mean it is possible to observe changes in the
ELNES in very small regions such as grain boundaries or fine precipitates. Therefore
information about bonding and hence material properties may be obtained from these small
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regions. It should be remembered that there are three separate steps in relating changes in
near edge structure to materials properties;
i) Relating changes in ELNES to changes in electronic structure
ii) Relating changes in electronic structure to changes in bonding
iii) Relating changes in bonding to changes in bulk material properties.
The purpose of this work was to determine if there were any changes in the near
edge structure of eu at the grain boundaries that could be associated with the presence of
Bi. This may then give an indication as to the embrittling mechanism.
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2. SPECIMEN PREPARATION
2.1 TEM Samples
To prepare Bi doped TEM samples, 3 mm discs were first punched out from 250
~m thick, 99.999% pure Cu foil and mechanically polished down to 150 Ilm. They were
then encapsulated in an evacuated « 50 mtorr) quartz tube and annealed for 2 hours at
700°C to remove cold work. A thin layer of Bi from 99.999% pure shot was evaporated
onto both sides of the discs and they were once again encapsulated in an evacuated quartz
tube. The following annealing sequence was adopted, which is known to cause measurable
segregation (Michael and Williams (1984)). The samples were held for 12 days at 400°C to
allow for diffusion into the foil, followed by 7 days at 600°C to enable segregation. The
samples were allowed to air cool and the residual Bi coating was removed by mechanical
polishing.
TEM specimens were produced from these discs in two different ways:
i) Dimpling followed by ion milling in a Gatan argon ion mill.
ii) Hand polishing, using a tripod polisher, down to less than 20 ~m, followed by
ion milling in a Gatan precision ion polishing system (PIPS).
Ion milling was chosen over electropolishing to ensure no changes in chemistry occurred.
It was found that tripod polishing is more successful than dimpling because, although the
material is brittle, it is still soft, and the localized force applied during dimpling can deform
the specimen. Preliminary observation of the final samples were made in a Philips 400T
TEM.
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2.2 Embrittled Cu Rods
More recently, an attempt to embrittle Cu rods was made. Oxygen free high
conductivity (OFHC), 6 mm diameter Cu rods were cut into pieces approximately 15 cm
long. They were placed upright in a stainless vessel, containing molten Bi, on a hot plate.
They were heated in this vessel for 2 days but it was decided that the temperature reached in
this system, due to radiated heat losses, was not sufficient to produce embrittlement. The
rods were then removed, still maintaining a coating of Bi, and encapsulated in a evacuated
quartz tube. They were than heated at 900·C for 24 hours to allow diffusion into the rods
and 24 hours at 550·C to produce embrittlement and then water quenched. After this
treatment the rods were found to be brittle and could be fractured easily by hand. The
fracture surfaces were then viewed in an ETEC scanning electron microscope (SEM).
As a comparison, undoped OFHC rods were first annealed at 550·C for 1 hour to
remove cold work and then fractured in an Instron tensile testing apparatus. The resultant
fracture surfaces were observed in the SEM. Figure 2.la and 2.1b show the SEM images
of the fracture surfaces of the pure Cu rod and the Bi embrittled Cu rod respectively.
The Bi-embrittled rod shows a classical brittle intergranular fracture surface
whereas the pure Cu rod fractured in a ductile manner, through the formation and
coalescence of voids. The particles seen on the surface of the Bi embrittled rods are
probably Bi precipitates. This indicates that a saturation level of Bi has been reached and
the material is fully embrittled.
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Figure 2.1a SEM image of the fracture surface of a pure Cu rod demonstrating
ductile failure.
Figure 2.1 b SEM image of the fracture surface of a Bi doped Cu rod demonstrating
brittle intergranular fracture.
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Figure 2.1a SEM image of the fracture surface of a pure Cu rod demonstrating
ductile failure.
Figure 2.1 b SEM image of the fracture surface of a Bi doped Cu rod demonstrating
brittle intergranular fracture.
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Steps on the surface of the embrittled rods were also seen, as shown in Figure 2.2.
These steps are probably a consequence of the grain boundary faceting as seen by Donald
and Brown (1979) using TEM and have been seen in other SEM studies (Blum et al.
(1990), Li et al. (1990)).
Figure 2.2 Grain boundary steps on the fracture surface of Bi embrittled eu rods
It is planned in future work to produce TEM specimens from the embrittled rods and to
perform a similar experiment using high purity Cu.
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3. DETECTION QF SEGREGATED Bi
3.1 Experimental Procedure
The Bi edges that can be detect~d using EELS are the 045 at 35 eV, the N45 at 430
eV and the Mt5 at 2600 eV. These edges have a low visibility due to their shapes which
display delayed maxima, not a sharp edge onsets. Quantification is made difficult due to
poor background modelling and because the cross sections for these edges are not well
known. For these reasons, detection of Bi is easier to perform using EDS, even though, in
principle, the detection sensitivity is higher in EELS (Joy (1986)).
Detection of Bi was performed on a VG HB603 STEM microscope which is fitted
with two Oxford Instruments EDS X-ray detectors. The VG HB603 is a digitally controlled
dedicated STEM which can be operated with a beam energy of 300 keV. This machine was
designed with the goal of maximizing the detection sensitivity and a description of how this
was done can be found in Lyman et a1. (1994). Briefly, it involved using detectors with
high collection angles, reducing extraneous background signals and using high-speed beam
blanking. The use of a field emission gun and an electrostatic gun lens means that it is
possible to achieve very high current densities in the probe. A schematic of the optical
system of the microscope is shown in Figure 3.1.
The two condenser lenses and the pre-field of the objective lens together form a
small probe on the sample. The objective lens operates at an approximately fixed, high de-
magnification and the condenser lenses and objective aperture are used to control the
convergence angles onto the sample and hence beam currents and probe sizes. When
performing X-ray analysis, the real objective aperture (ROA) is replaced by virtual
objective aperture (VOA) which is located in a conjugate plane to the ROA.
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ADF detector
collector aperture
projector lenses
---- post-specimen objective lens
specimen
-------- real objective aperture
-------~--+------- pre-specimen objective lens
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second condenser lens
------1-----.....------ first condenser lens
1---------- virtual objective apertureI gun lens
field emission tip
Figure 3.1 Schematic of the optical system of the VO HB603.
3 1
>This is done to reduce stray radiation from the ROA. When the ROA is used the aperture
size fixes the convergence angles and hence probe size, assuming the beam fills the
aperture, and the condenser lenses control the current in the probe. However when the
VOA is used the settings of the condenser lenses can be used to alter the effective aperture
size as seen by the sample. Therefore the size of the VOA fixes the amount of current in the
probe and the settings of the condenser lenses control the convergence angles, and hence
probe size. It follows that different condenser lens settings are optimal to produce
maximum current density depending on whether a VOA (X-ray analysis) or a ROA
(imaging or EELS) is used.
In the HB603, a 30 ~m VOA gives a beam current of 1 nA onto the sample and it
has been found that the optimum probe size for this aperture occurs at a convergence angle
of 6 mrad. This convergence angle can be obtained by using the second condenser lens
only, focused on the selected area aperture plane, and results in a probe size of
approximately 1 nm. The optimum condenser lens settings for the other aperture sizes has
not yet been determined. In these experiments the 50 ~m VOA was used, with only the
second condenser lens operating. This increased the beam current to 2.7 nA and the probe
size to 2 nm.
In the HB603 there are three projector lenses after the specimen and these are used
to control the collection angles of the detectors and the energy-loss spectrometer. The
objective lens is symmetric so there is also a post-specimen objective lens. The post-
specimen lenses should not affect X-ray analysis.
X-ray spectra were collected with an ultrathin-window intrinsic Ge detector for a
typical live time of 100 s. This was done with the beam scanning at over an area of 3 x 5
nm2 at high magnification. While this means a larger area is sampled than in spot mode, it
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has the advantage that the boundary can be observed to ensure that it does not drift during
the collection time. The boundaries were usually not tilted, but boundaries that appeared to
be parallel to beam were selected for analysis.
A line profile was also obtained, where the beam was stepped across the boundary
in 1 nm size steps and an x-ray spectrum collected at each point. This was done using the
"autopoint" routine within the Link software. The Bi content relative to Cu was calculated
at each point and a profile of Bi content across the boundary was obtained.
Quantification to obtain the atomic concentration of Bi, CBi, to that of Cu, Ccu, was
performed using the Cliff-Larrimer equation
CBi _ k lBic- BiCu-l -Cu Cu
(3.1)
where the intensities in the respective peaks, lBi and lcU' were obtained through simple
window integrals. The background was calculated from an average of the counts in
windows on either side of the peak. More complicated and accurate quantification routines
were not used because they were not needed for these experiments. Theoretical calculations
for the atomic k factor, kBiCu, were performed as described in Goldstein et al. (1986) to
give a value of 1.15. Once a value for the relative concentrations was obtained the grain
boundary coverage, f, was calculated using the equation
CB"f=_1pd
Ccu
where p is the density of Cu (in atoms per nm3) and d is the probe diameter. The grain
boundary coverage was then expressed in monolayers where a complete monolayer was
assumed to be the basal plane of pure Bi which contains 5.58 atoms per nm2.
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3,2 Results
Figure 3.2 shows a bright field image of typical boundary which was analyzed for
the presence of Bi using EDS in the VO HB603 and Figure 3.3 shows the corresponding
X-ray spectrum from this boundary.
Figure 3.2 Image of a grain boundary used for x-ray analysis.
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Figure 3.3 X-ray spectrum obtained from the grain boundary in Figure 3.2.
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A line profile was also obtained where the beam stepped along the line AB in Figure 3.3.
The ratio of Bi to Cu at each step, as calculated using window integrals and Cliff Lorrimer
equation (equation 3.1), is plotted as a function of distance from the boundary in Figure
3.4
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Figure 3.4 Ratio of Bi to Cu as a function of distance from the boundary.
A number of other boundaries were also examined and the Bi contents determined.
These results in given in Table 3.1 where Boundary F is the boundary in Figure 3.l.The
errors quoted in Table 3.1 were calculated using standard counting statistics. It can be seen
there is a significant variation in the Bi content from boundary to boundary. Some of this
may be due to experimental factors, for example, how well the probe was located on the
boundary, or whether the boundary was completely parallel to the electron beam, but the
level of anisotropy observed is consistent with previous measurements (Powell and
Woodruff (1976)).
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Table 3.1 Bi contents for a number of different boundaries.
Boundary IBi/Ieu CBi/Ceu (in probe) Bi Coverage
(x 10-3) (x 10-3) (monolayers)
A 0.48 1.8 0.07 ± 0.03
B 2.5 9.4 0.34 ± 00.07
C 0.85 3.2 0.12 ± 0.02
D 2.5 9.4 0.34 ± 0.04
E 4.6 17 0.63 ± 0.09
F 12 45 0.84 ± 0.07
F (repeat) 11 41 0.95 ± 0.17
3,3 Beam Damal:e
Significant damage of the specimen was seen in all analyses. Figure 3.5 shows an
example of the damage that occurred during acquisition of an X-ray spectrum. Beam
damage was seen both at grain boundaries and within the grains.
Figure 3.5 Example of beam damage.
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The threshold energy for knock-on damage in Cu has been calculated to be 400 keV
(Reimer (1993)). Therefore, we would not expect to see knock on damage at 300 keY. For
a metal such as Cu we would not expect beam damage due to radiolysis as this is usually
associated with damage in ionic materials. It has been suggested by Muller and Silcox
(1993) that atoms can be knocked out of the exit surface which would have a lower
threshold energy than bulk knock on damage.
Beam damage is extremely important in terms of quantitative analysis as there may
be preferential sputtering of certain elements. The effect of beam damage can also be seen
in Figure 3.5 in the asymmetry of the profile. This could result from sputtering of Bi atoms
out of boundary and redepositing them on the surface of the surrounding foil, or
alternatively, from migration of the boundary.
It is desirable to have some means of preventing beam damage and this may involve
one or a number of steps. The specimen could be coated with a thin sacrificial layer of
carbon or other material. The current density incident on the sample could be reduced,
requiring longer counting times for equivalent statistics in the data, or the beam energy
could be reduced. Future work will involve investigating the damage mechanism further
and developing means to prevent it.
37
4. ELNES
4.1 Experimental Procedure
At the time these experiments were performed EELS was not available on the
HB603, so EELS work was performed on a VGHB501 STEM. The differences between
the HB501 and the HB603 are as follows. The HB501 operates at 100 keY. It has no gun
lens or post specimen lenses. The objective lens is not symmetric, but there is a post
specimen compression due to the objective lens. It is also not digitally controlled, although
recent fitting of a Gatan Digiscan has given optional digital control of the microscope. The
HB501 is fitted with a Kevex thin window Si(Li) X-ray detector.
For EELS analysis, using a real objective aperture, the first condenser lens was
weakly excited and the second condenser lens was focused in the plane of the selected area
aperture. Under these conditions the probe size is not minimized but the current density in
the probe is increased. The 100 !lm (16 mrad) real objective aperture and the 4 mm (20
mrad) spectrometer entrance aperture were used. Spectra were recorded with a Gatan 666
parallel electron energy loss spectrometer (PEELS) with an energy resolution of about 0.8
eV. During. the acquisition the beam was scanned over an area of 3 x 5 nm2 at high
magnification. Acquisition times were approximately 100-150 s and the energy dispersion
of the spectrometer was set to 0.1 eV per channel.
A spatial difference technique developed by Miillejans and Bruley (1994) was used
to reveal features in the near edge structure that are attributable to the grain boundary. In
-------mthis-teehni-que-two-spectra-showingLhe-eu-:t23 etl-ge were acquired; one where the probe
was located on the grain boundary and one with it located within an adjacent grain. The
difference between these was calculated to give the spatial difference spectrum.
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Before taking differences, routine processing, as described in Egerton (1986), was
performed. The dark current was subtracted and the channel-to-channel gain variations in
the response of the photodiode array were corrected. A smooth power-law background was
used to subtract the exponentially decreasing background under the edges. Plural scattering
was removed by Fourier deconvolution of a low-loss spectrum acquired under the same
experimental conditions. If necessary, the spectra were aligned at the edge onset to
compensate for any energy drift between acquisitions.
A second type of experiment was also performed in which spectrum line profiles
were acquired using a custom function called 'Spektren' written by G. Duscher of the Max-
Planck-Institut in Stuttgart. Using Spektren, which runs with Gatan's ELIP software,
spectra are stored directly into computer memory. During data acquisition the electron beam
scans across the boundary region at a speed predetermined by setting of the microscope
time base and magnification. The distance traveled by the beam between subsequent
readouts is given by the scan speed in nm s-l multiplied by the readout time. In this case 20
spectra were acquired in a total of 160 s along a 12 nm line (i.e. 8 s per spectrum at 0.6 nm
intervals). To process the spectrum line the data were read into MATLAB software
(Mathworks Inc.) running on an IBM RISe RS 6000 workstation. Each spectrum was
processed as described above for individual spectra and normalization to the same intensity
was performed using a window 50 eV wide 50 eV above the edge threshold. Spatial
difference line maps were generated by computing the absolute difference between the
normalized spectra separated by about 1.8 nm across the interface.
The effect of oxygen, if it were present, is important so the boundaries were
checked for 0 segregation using EELS. No 0 segregation was observed. In some instances
the boundary which was being investigated was also examined with EDS to determine if Bi
was present.
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4.2 Results
Figure 4.1 shows a bright field STEM image of a grain boundary in the Bi doped
foils which displays the characteristic faceting seen in this system. The presence of Bi at
this boundary was confirmed with EDS.
Figure 4.1 Bright field STEM image of a faceted grain boundary.
Figure 4.2 shows two eu L23 edges, one collected with the probe located on the
arrowed region of the grain boundary in Figure 4.1 and the other from the adjacent grain.
Routine processing, including background subtraction has been performed. A small
difference in the intensities just above the edge threshold can be seen. This is revealed more
clearly as a small peak in the spatial difference spectrum, which has been magnified and
offset in order to see it more easily.
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Figure 4.2 Cu L23 edges from the grain boundary, the bulk and the spatial
difference between them.
To detennine whether this was in fact a grain boundary effect, the same spatial difference
procedure was repeated but instead the difference between two spectra, taken from within
the grains on either side of the grain boundary, was calculated. Coherent twins are not
expected to show Bi segregation and therefore there should be no change in the near edge
structure. A coherent twin boundary was also examined. No Bi segregation was seen with
EDS. The difference spectra for these two experiments are shown in Figure 4.3 together
with the difference spectrum shown above in Figure 4.2.
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Figure 4.3 Difference spectra from the eu L23 edge for a Bi segregated boundary, a
coherent twin and between two grains.
These results indicate that the effect that is seen in Figure 4.2 is a grain boundary effect and
is associated with the segregation of Bi.
Figure 4.4 shows a two-dimensional contour map of the spectrum line profile in
spatial difference mode. The y axis represents the energy loss and the beam position is
plotted on the x axis. The intensity of the map is given by the spectral intensity of the
spatial difference. A extra intensity at the edge threshold is again visible but is now seen as
a bright feature located at the grain boundary plane (x=O) at an energy loss of 932 eV.
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Figure 4.4 A spectrum line profile, in spatial difference mode, showing white line
located at the grain boundary.
It should be noted that not every boundary investigated demonstrated a white line. It
is not clear whether this is a due to a real anisotropy or limitations in detection sensitivity.
Boundaries that did not contain detectable levels of Bi were never found to have a white
line.
An interpretation of the observed change in the near edge structure will be discussed
in detail in section 5.2.
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line.
An interpretation of the observed change in the near edge structure will be discussed
in detail in section 5.2.
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5. DISCUSSION
5,1 Detection of Se2re2ated Hi
The levels of segregation and the degree anisotropy in the segregation levels seen
using EDS in this study are consistent with previous results (Joshi and Stein (1971),
Powell and Woodruff (1976), Michael and Williams (1984». The profile of Figure 304
confIrms that the Bi is localized to the grain boundary. This profIle has a full width at tenth
maximum (FWTM) of 5 nm. This gives a spatial resolution better than any previously
reported EDS studies of the Cu-Bi system (Baumann and Williams (1981» and approaches
the maximum spatial resolution reported for any EDS studies of segregation (1. A. S. Ikeda
et al. (1992».
The actual segregation width is expected to be on the order of a few atomic layers,
< 1 nm. The width of the measured profile is determined by the spatial resolution of EDS
which is determined by the size of the interaction volume. There are two contributions to
this interaction volume, the initial probe size and the beam broadening. The probe size used
for this experiment was approximately 2 nm. An estimation of the beam broadening using
the single scattering calculation (Goldstein et al. (1986», assuming a 50 nm thick Cu foil,
gives 2.5 nm. Adding these in quadrature this gives an effective probe size (at FWTM) of
3.2 nm. The width of the profile obtained is not inconsistent with this value. The actual
segregation profile will be a convolution of the electron intensity profile in the probe and
the segregation profile, neither of which is known precisely. Other possible sources for a
reduction in the resolution are specimen drift and a grain boundary that is not completely
parallel to the beam.
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It should possible to improve the spatial resolution further, through decreasing the
probe size and/or reducing specimen thickness (and thus beam broadening). However,
both of these measures will decrease the number of Bi counts in the spectrum. If the
number of Bi counts is reduced too low the signal will no longer be detectable. The
criterion for delectability of an x-ray peak is
(5.1)
where I is the intensity in the peak window and Ib is the background in this window. If the
standard deviation, G, is evaluated using standard counting statistics then
(5.2)
At the maximum point in the profile of Figure 3.4 the signal, I-Ib' is approximately lOG.
Therefore it should be possible to reduce the spatial resolution to some extent while still
maintaining a detectable signal.
5.2 Interpretation of the ELNES
A change in the near edge structure of the Cu edge has been observed in the form of
extra intensity just above the edge onset. The effect is seen only at the grain boundary as
demonstrated by the spatial difference technique and in the spectrum line map of Figure
4.4. This result suggests that there is an alteration in the bonding at the grain boundary due
to the presence of Bi. Before attempting to interpret this feature it is important to first
understand the electronic structure of pure Cu and how this relates to the intensity in the Cu
L23 edge.
The L23 edge results from transitions from the 2p core states to the empty 3d and 4s
states. The probability of transitions to the 4s states is an order of magnitude smaller than to
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the 3d states (Fano and Cooper (1968)). Spin orbit splitting of the initial state causes the
magnitude of the L2 (initial spin quantum number s = -1/2) binding energy to be slightly
higher than the L3 (s=+1/2) energy and the two edges are separated by approximately 20
eV in Cu. The transitions from the 2s states give rise to the Ll edge which has relatively
low intensity and is superimposed on the tail of the preceding L23 edge approximately 170
eV above threshold.
Figure 5.1 shows a very simple schematic of the electronic structure of pure Cu.
Only the 3d and 4s states are shown because it is these states that are probed in the L23
edge.
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Figure 5.1 Simple schematic of the electronic structure of pure Cu.
There is a narrow d-band which overlaps and hybridizes with a broad free-electron-like s
band. The d-band is completely filled but the s-band is ~ly partially filled. The actual
electronic structure is more complex but calculations of the band structure have been able to
reproduce the features in experimentally observed near edge structure very well for
elemental materials such as Cu. Figure 5.2 shows a comparison between a calculated near
edge structure, using a linear augmented plane wave (LAPW) method (Leapman et al.
(1982)), and an example of a pure Cu ~3 edge collected in these experiments.
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There is fine structure visible on the Cu edge which shows excellent agreement
between the calculated and experimental data. The fine structure is related to details of
electron states with some d character. The first peak is due the tail of the 3d band that
remains unoccupied and the other peaks arise from transitions to other hybridized states.
910 920 930 940 950 960 970 980
Energy Loss (e V)
Figure 5.2 Comparison of experimental Cu L23 edge with the LAPW calculations
of Leapman et al. (1982).
In the case of the transition metals, sharp, intense peaks are seen at the edge onset.
These have historicallybeen-oalledwhitelines-b~ause they werefirst-seen-as-shu.Lf-''--U->~ --I
exposed features on the photographic film of X-ray absorption spectra. The white lines
correspond to transitions to the unoccupied states in the d-band. eu is at the end of the
transition series and has a nominally fully occupied d-bandso a white line does not occur.
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When Cu is bonded to other elements, some electrons may be removed from the d-band
and a white line will appear on the ionization edge. White lines are often observed on the
ionization edges of Cu compounds. For example, Figure 5.3 shows the white lines in the
ionization edges obtained from the copper oxides, CU20 and CuO, in comparison to the
pure eu edge.
-..
C/}
.....
'2
::l
~
1:1
.....
~ CuO
'-"
>.
.....
.....
C/}
s:: Cu200.....s::
'"""
Cu
910 920 930 940 950 960 970
Energy Loss (eV)
Figure 5.3 Ionization edges of Cu, CU20 and CuO showing white lines for the
oxides and no white line for pure Cu.
The bonding may be either ionic or covalent and either case will result in a white
line. In ionic bonding, electrons have been transferred from the Cu atom to the other atom
an - n In covalent bondin . some of the d states
hybridize with the states on the other atom. Bonding states below the Fermi energy and
antibonding states above the Fermi energy are been formed. Figure 5.4 shows a schematic
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of the electronic structure for eu in two cases along with a diagram of what the
corresponding ionization edges would like. In any real material the picture is not so simple
because any bond contains some ionic and some covalent character.
Energy Loss Energy Loss
Fermi Level
bonding state
\
Energy
a) ionic bonding
Figure 5.4 Schematic of the electronic structure and ionization edges for the case of
a) ionic and b) covalent bonding in Cu.
The extra intensity that has been observed at the grain boundaries in the Bi doped
Cu could be interpreted as a white line. There is bonding, either ionic or covalent, between
the Bi and the Cu atoms such that electrons are removed from the Cu d-band.
It is interesting to note that the same effect has been observed in the intermetallic
Ni3Al. Single crystals of Ni3AI are ductile but polycrystalline Ni3AI is intrinsically brittle
______---'an=d'--"f=ai=ls"-'t=h~ml1ghjntergranu1ar1i:aetur.e-When-doped-with-bor-on,whiGh-s~gates-te--tfl·f'L------t
grain boundaries, it becomes ductile. Muller et al. (1995) have shown that the white line
intensity in the Ni edge is increased at grain boundary relative to the bulk, but when doped
with B the white line intensity returns to the bulk value. Thus they have also seen an
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increase in white line intensity at the grain boundary associated with intergranular
brittleness.
It is possible to correlate the white line intensity with the number of electrons
removed from the d-band. Pearson et al. (1993) used the intensities of the white lines in the
transition metals to obtain a relation between normalized white line intensity to the d-band
occupancy. The white line was normalized to the continuum intensity in a region 50 eV
wide 50 eV above the edge threshold. For Cu, the normalized white line intensity, IWb was
related to the occupancy of the d-band, nd, through the expression,
(5.3)
They have applied this formulation to a number of Cu alloys (Pearson et al. (1994)) and
found variations in the white line intensity and d-band occupancy depending on the alloy,
with a depletion of electrons in the d-band as high as 0.2 electrons per Cu atom for alloys
of CuZr and CuTi.
This quantification scheme was applied to the white lines observed at Cu-Bi grain
boundaries. The spectrum shown in Figure 4.2 gave a reduction in the d-band occupancy
of 0.0182 electrons per Cu atom in the probe. If we assume that only atoms in the planes
on either side of the grain boundary are influenced by the presence of Bi and that a typical
planar spacing is 2 nm then this corresponds to 0.13 electrons per Cu atom. A number of
different boundaries were observed to have a white line, with a similar amount of d-band
depletion.
The experimentally observed white line provides evidence for a bonding change
associated with Bi, but to confirm that the presence of Bi would cause such an effect,
quantum mechanical electronic structure calculations should be performed. Layered KKR
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calculations are currently being performed by P. Rez at Arizona State University and the
results of these will in future be compared to the experimental results.
Figure 5.5 shows a schematic of the density of states before (full line) and after
(dotted line) bonding for both ionic and covalent bonding. This figure is somewhat more
realistic than that shown in Figure 5.4.
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Figure 5.5 The change in the OOS on a) ionic and b) covalent bonding
In the ionic case the whole band has moved up in energy, relative to the Fermi
level, whereas in the covalent case there is a broadening of the d-band. In both cases a
small increase in the DOS is seen just above the Fermi level. In ionic bonding there has
been a net change of valence on the probed atoms and so we would expect to see a chemical
shift. There was not a significant chemical shift observed in these experiments, however,
the position of the small peak in the difference spectrum is very sensitive to the energy
alignment of the two spectra used to produce the difference. Therefore there may be some
degree of ionicity in the bond formed. One way to determine this conclusively would be to
perform XPS on a fracture surface of embrittled Cu.
In Figure 5.5a electrons have been removed from the d-band, as well as the s-band.
Removing electrons from a full band strengthens bonding whereas removing electrons
5 1
from a half empty band weaken bonding. Thus in this interpretation the directional d-bonds
have been strengthened and the non-directional s bonds have been weakened. Alternatively
the interpretation of Figure 5.5b implies a broadening of the d-band which would imply a
strengthening of the bonding.
Even from these simple models it can be seen that it is difficult to interpret the
observed electronic structure change in terms of bonding. However it can be said that the
presence of Bi at the grain boundary has changed the bonding so that there is some kind of
bond formed between the Bi and the eu atoms at the boundary. This will in tum change the
mechanical properties at the grain boundary.
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6. CONCLUSIONS
It has been confinned using EDS that Bi is segregated to the grain boundaries in the
specimens prepared. This has been done with a spatial resolution better than any previously
reported EDS studies for this system and approaching the best attainable in segregation
studies. Observing the segregation of Bi does not explain the embrittlement of Cu by Bi.
A change in the near edge fine structure has been observed on the Cu edge at the
grain boundaries in Bi doped Cu. This change can be associated with the removal of
electrons from the d-band of Cu through bonding with the Bi atoms. Thus experimental
evidence for a change in bonding associated with Bi has been seen and this may provide an
explantion for embrittlement. This is one of the first examples of an experimental
observation of a change in bonding at grain boundaries.
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7, FUTURE WORK
A number extensions to the work described in this thesis are planned for future
work;
i) Detennine a mechanism for embrittlement based on the experimentally observed
bonding change.
ii) Perform quantum mechanical calculations to ensure that Bi would produce the
observed effect on the electronic structure.
iii) Test to see if there is a correlation between white line intensity and Bi content
and/or grain boundary crystallography.
iv) Investigate othe systems which display grain boundary embrittlement, such as S
in Ni.
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