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Abstract 
Golomb, S.W., Probability, information theory, and prime number theory, Discrete Mathemat- 
ics 106/107 (1992) 219-229. 
For any probability distribution D = (a(n)} on Z+, we define p(m) = C>, cu(_jm), the 
probability in D that a ‘random’ integer is a multiple of m; and y(k) = Cdlk v(d)p(d), the 
probability in D that a ‘random’ integer is relatively prime to k. We specialize this general 
situation to three important families of distributions: D,v = {a;(n)) = {n-“/<(s)} for s > 1 (the 
Dirichlet family); L, = (a;(n)} = { (1 - z)z”-’ ) for O<z < 1 (the Lambert family); and 
U,,, = { LyN(n)) = {l/N, 1 s n G N; 0, n > N} for NE Z+ (the fide uniform family). Several 
basic results and concepts from analytic prime number theory are revisited from the perspective 
of these families of probability distributions, and the Shannon entropy for each of these 
families is determined. 
1. Introduction 
When analytic number theory was being formulated in the nineteenth century, 
probability theory was not yet a reputable branch of mathematics. Moreover, one 
is tempted to make probabilistic statements as if there were a uniform probability 
distribution on the positive integers, which of course does not exist. 
We will see that much of classical number theory deals with three families of 
(genuine) probability distributions on the positive integers, and each family is 
primarily studied as its critical parameter tends to a value at which the fictitious 
uniform distribution would be attained. Abelian and Tauberian theorems play an 
important role in interpreting the significance and validity of relationships 
obtained when the critical parameter is allowed to go to its limiting value. Euler 
products, formulas for the (n + 1)st prime, averages of arithmetic functions, and 
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various identities are readily seen to have direct probabilistic interpretations. 
Also, the Shannon entropy can be calculated in closed form for each of the three 
families of distributions as a function of the critical parameter of that family. 
This paper incorporates and adds to results contained in [3-81. 
2. General probabilistic relationships 
Definition 1. Let {a(n)} be a probability distribution D on Z+, 
0 6 cr(n) G 1 for all II E Z+, with CE=, a(n) = 1. 
Definition 2. Let P(m) be the probability that a positive integer 
randomly from the distribution D is a multiple of m, for each m E Z+. 
Clearly 
P(m) = ,gl 4.W 
so that 
selected 
(1) 
Definition 3. Let y(k) be the probability that a positive integer selected randomly 
from the distribution D is relatively prime to k, for each k E Z+. 
Clearly 
y(k) = 1 - c B(P) + c P(PIPZ) - +. . . = c @M(d), 
plk plpzlk dlk 
where p(d) is the Mobius function, and pl, p2, . . . are distinct primes. 
Suppose that f(n) and F(n) are two arithmetic functions related by 
F(n) = c f(d). 
Then we readily derive the formal identity 
(2) 
(3) 
(4) 
which is valid analytically if the left-most and right-most sums both converge 
absolutely. 
Each of the next three sections explores the effects of specializing a(n), P(m), 
and y(k) from an arbitrary distribution D to a specific family of distributions on 
z+. 
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3. The Dirichlet family of distributions 
For each real s > 1, we define [5] the Dirichlet distribution D, = {as(n)} on Zf 
as follows. 
Definition 4. Let LY,(~) = (l/f(s))n-‘, where c(s) = Cz=, n-’ is the Riemann zeta 
function. 
Clearly CZr a,(n) = (l/C(s)) C,“=I n-’ = 1. 
For the distribution D,, we have 
That is, in D, the probability that a ‘random’ integer is divisible by m is m-“, 
and therefore the probability that a ‘random’ integer is not divisible by m is 
1 - m-‘. 
If (a, 6) = 1, the probability (in OS) that a ‘random’ integer is divisible by both 
a and 6 is the probability that it is divisible by ab; hence 
&(ab) = (ab)-” = a-“b-” = /3S(a)BS(6). (6) 
Thus, if (a, 6) = 1, divisibility by a and divisibility by 6 are statistically 
independent. We thus have 
y,(k) = 2 y(d) d-” = n (1 -p-“). 
dlk plk 
(7) 
Note that although {s(n)} is no longer a probability distribution at s = 1 (since 
I;(s) has a pole at s = l), both /3$(m) and y,(k) behave reasonably at s = 1. 
Specifically, at s = 1, the probability that a ‘random’ positive integer is a multiple 
of m is P,(m) = l/m, and the probability that it is not divisible by m is 
1 - PI(m) = 1 - l/m. Also, the probability that a ‘random’ positive integer will be 
relatively prime to k is y,(k) = @(k)lk = &k p(d)ld = npIk (1 - l/p). 
Going back to the case s > 1, we ask: ‘What is the probability, in D,, that a 
‘random’ positive integer is divisible by none of the primes?’ Since the only 
n E 2’ with no prime factors is IZ = 1, the answer must be my, = l/S;(s). On the 
other hand, ‘n has no prime factors’ is equivalent to ‘n is relatively prime to 0’. 
Hence 
a;(l) = $ = Ys(O) = dzl y = IJp (I-$) (8) 
which yields Euler’s product identity for c(s). 
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What is the probability that if fwo positive integers, a and 6, are selected at 
random from D,, they will be relatively prime? This probability is given by 
1 CIc(d) =- i .l= 1 +!!$f 
C(S) d=l d” j=l(jd)” C(S)~=, da j=lj 
1 1 1 =-.-. 
C(s) f(b) 
I;(s) = @$ (9) 
This answer is also well-behaved at s = 1, and justifies the assertion that if two 
integers are chosen ‘at random’ in 2’ (that is, in the fictitious but intuitive 
uniform distribution), the probability that they will be relatively prime is 
l/1;(2) =6/x2. 
For the arbitrary distribution D on Z+ of Section 2, the probability that two 
integers chosen ‘at random’ will be relatively prime is given by Cz=, cu(n)r(n) = 
Et=, ~(m)B”(m). Th’ . 1s IS an immediate consequence of (2), (3) and (4). 
If F(n) = C,,,f(d), then by (4) we have: 
a well-known formal identity [ 111. 
As we have seen, the critical limits for the Dirichlet family of distributions are 
the ones taken as s-+ l+. 
4. The Lambert family of distributions 
For each real z, 0 < z < 
Z+ as follows. 
1, we define the Lambert distribution L, = {a;(n)} on 
Definition 5. Let cu,(n) = (1 - z).P-’ for each n E Z’. (This is a geometric 
distribution for each z, 0 < z < 1.) 
In L,, we have 
PZ(rn) = ,gl o&(jm) = (1 - z) c P-’ = e,g, WY 
I=1 
l-z P Z m-l 
=-.-= 
Z 1-Z” 1+z+z2+~~~+Zm-” 
We also have 
(11) 
(12) 
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If F(n) = &J(d), then by (4) we have, formally, 
(1 - 2) i: F(n)P = (1 - 2) m$*fi”-‘;;-‘, 
II=1 
(13) 
which is obviously equivalent to 
the usual form of Lambert’s identity. 
Let P,=p,p,.- . pr be the product 
probability than an integer from L, is 
(14) 
of the first r primes. Then, from (12), the 
divisible by none of the first I primes is 
l-z /+)zd 
YsC)=zd21_Zd 
J 
= 41) + %(Pr,I) +. . . . 
At z = $, where (1 - z)/z = 1, and cu,(n) = 2-“, this becomes 
(15) 
yi(p,)=cm=l+L+ . . . . 
d,p, 2d - 1 2 2”+’ (16) 
From this, we immediately get Gandhi’s formula [l] for the (I + 1)st prime, as 
the unique integer t such that 
(17) 
(For an equivalent form of this proof, see [7].) 
Results in the fictitious ‘uniform distribution’ on Z+ are those obtained by 
taking the limit as z--;, 1 - in the Lambert distribution. For example, in this limit, 
each residue class modulo m has a probability of l/m, as one would expect. 
5. The finite uniform family of distributions 
For each positive integer N, we define the ‘finite uniform distribution’ 
U, = {(ye} on Z+ as follows. 
Defmition 6. Let 
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For the distribution UN we have 
and 
Since y(0) = a(l) for all distributions on Z+, we have 
(18) 
(19) 
(20) 
from which we obtain the identity 
z1 P(d)[ ;] = 1 for all N E Z+. 
If F(n) = C+f(d), then from (4) we obtain 
(21) 
or, in its more familiar form, 
(22) 
(23) 
Actually, it is the limit as N+ m in (22) that is used to estimate the average 
values of certain arithmetic functions. Also, if K(x) = CIG,&(m), we get the 
multiple identity 
(24) 
When A(n) is von Mangoldt’s function, we have Cdln A(d) = logn and 
Al___ A(m) = Y(x). From this, (24) yields 
6. Proofs of the prime number theorem 
The ‘prime number theorem’ is the assertion that n(x) - x/logx as 
where n(x) is the number of primes =Q. It is almost always proved 
equivalent form 
x+m, 
in the 
(26) 
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The original proof, outlined by Riemann [lo] and ultimately completed 
(independently) by J. Hadamard and by C. de la Vallee-Poussin, is based on first 
calculating the average value of A(n) in the Dirichlet distributions 0,: 
Here we have used (10) and the fact that A(n) = -Cd,,, p(d)log d, so that 
(27) 
(28) 
In the vicinity of s = 1, it is well known [ll] that c(s) = l/(.s - 1) + cg + 
cI(s - 1) + . . . , from which 
lim (- c’(s)/c’(s)) = 1. (29) s-+1+ 
Referring back to (27), this says that the average value of A(n) in the 
distribution 0, tends to 1 as s+ l+. However, a nontrivial argument is needed to 
show that the middle sum in (28) actually converges at s = 1. (This was done by 
Hadamard and de la VallCe-Poussin by showing that c(s) is zero-free, and thus 
l/c(s) is nonsingular, on and near the line Rl(s) = 1 in the complex plane.) 
Finally, a theorem is needed to justify that this Dirichlet mean is the same as the 
‘ordinary’ mean in (26). 
Wiener [12] gave a proof of the prime number theorem by calculating the 
‘Lambert mean’ of A(n). By (13), 
(30) 
and with the appropriate Abelian theorem (that the Lambert mean is regular in 
the sense of Schur-Toeplitz [9]), one obtains 
lim Q._XI!J$~ A(n)z” = - $, Irtmjfpg m =-$$ IsI, = 1. 
r-+- z (31) 
Wiener then applies his Tauberian theorem to go from ‘the Lambert mean of 
A(n) is 1’ to ‘the ordinary mean of A(n) is 1’. 
The so-called ‘elementary’ proof of the prime number theorem, by A. Selberg 
and/or P. ErdGs, works with the finite uniform distribution UN, in which the 
average value of A(n) is 
(32) 
and considers the limit as rz-+ cc. That is, (26) is proved ‘directly’, without 
recourse to the theory of functions of a complex variable. Even so, a careful 
reading of the ‘elementary’ proof reveals that an Abelian theorem and a 
Tauberian theorem still play a role. 
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As we will also see in Section 8, the Abelian theorems are usually more critical 
then the Tauberian theorems. Hardy [9] even asserts that the regularity of the 
Lambert mean is ‘equivalent’ to the prime number theorem, so that in his view of 
Wiener’s proof, it is the Abelain theorem, and not Wiener’s Tauberian theorem, 
which is crucial. 
7. The entropy of distributions on Z+ 
For any probability distribution {a(n)} on Z+, Shannon’s entropy H( a(n)) is 
defined by 
H(a(n)) = - c a(n) o(n). (33) 
FZ=l 
For the finite uniform distribution UN = {(am}, from Definition 6, we have 
H(aN(n)) = $ $ log N = log N. 
n 1 
(34) 
For the Lambert distribution L, = {a;(n)}, where a;(n) = (1 - z)z”-’ = qp”-’ 
with p = z, q = 1 - z (the familiar geometric distribution), we have 
H(a*(n)) = f H(p, q) = f$ (2 log 2 + (1 - z)log(l - z)). (35) 
Finally, for the Dirichlet distribution 0, = {o,(n)} where ~u.r(n) = (l/<(s))n-“, 
we have 
Wcu,(n)) = -$j nz n-*(-log C(s) - s log n) 
1 
=log S(s)+& z F= 
I;‘(s) 
nl n 
log t;(s) -s-&y (36) 
It is shown in [5] that the question ‘How much information is contained in the 
prime factorizaton of an integer chosen ‘at random’ from the distribution D,,? has 
the same answer, H(cu,(n)), given in (36). 
A generating function method for obtaining the entropy H(a(n)) in closed 
form, where o(n) is a probability distribution on Z+, is described in [4]. 
8, The ‘lambda method’ 
Let a,, a2,. . . , ak be positive integers which all exceed 1 and are pairwise 
relatively prime. Then, as shown in [6] (and originally in [2]), 
fi A(ai) = F z p(d)lOgk d. 
. dja,az...ak 
(37) 
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The case k = 1 is A(a) = -&o p(d)log d, mentioned earlier, and usually 
obtained by Mobius Inversion from log n = Cd,,, A(d). 
With k = 2, this gives 
(38) 
provided that a, > 1, a23 1, and (al, az) = 1. 
The average value of A(2u - l)A(2a + 1) is directly related to the density of the 
twin primes. In [2], this average is explored relative to both the Dirichlet and the 
Lambert distributions, making use of (38). For example, the Lambert approach 
yields 
2(1-r) m 
___ .Ve;_2 A(a - l)A(u + l).P - z(z - l)log2 3 
z 
_(l-4 2 
z” 2 /+qlog2d 
Z even a=2 d@-1) 
where the a, are the 2tid) even roots of u2 = 1 (modd) between 1 and 2d, and 
v(d) is the number of distinct prime factors of d. If the term-by-term limit, as 
z--, 1-, could be justified, this would give 
(39) 
lim y .VezE, A(u - l)A(u f 1)~~ 
z-1- 
=0*~z1P(d)2%log’d=4~2(1 -&). (40) 
(The evaluation of this sum is performed in [2].) The appropriate Tauberian 
theorem is available, and gives 
T(X) - C2x/log2 x as x -+ ~0, (41) 
where T(x) is the number of twin primes <x, and C, is given by 
___ c2=2pQ*(1-(p:l)’ > = 1.320. . . , 
the ‘correct’ constant as determined by other methods, including a probabilistic 
argument in [3]. 
Only the Abefiun theorem needed to justify the term-by-term limit in (40) is 
missing! Unfortunately, as shown in [2], the summation method embodied in the 
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rightmost sum of (39) is not ‘regular’ in the sense of Schur-Toeplitz (cf. [9]). It is 
still possible that a justification for (40) may be found using a weaker Abelian 
result than ‘regularity’. 
The ‘lambda method’ is equally applicable to other problems involving sets of 
two or more primes. 
9. More formulas for the next prime 
Gandhi’s formula (17) for the (n + 1)st prime, P~+~, given the first n primes, 
Pl,PZ,..*, pn, comes from the underlying relationship 
Y(P,) - a(l) = 4Pn+J +. * . , (43) 
where P, =p,p2. . . p,,, and the right side of (43) is the sum of a(m) for all m > 1 
with (m, P,) = 1. Instead of interpreting (43) in the Lambert distribution to 
obtain (17), we may interpret it in the Dirichlet distribution, as in [8], to yield 
fI(l-+,-$j=$-+.--. 
I n+l 
(44) 
This in turn leads [8] to four expressions for pncl: 
P n+l = lim {P,(s)@) - 1)-i’“, .Y-= 
pn+l = !\y {p,(s) - c-‘(.Q-‘/s, 
pn+l = JL; {I;(s) - QnW-““> 
(45) 
(46) 
(47) 
~n+l = ;it {I- C-‘(4Q,(W1’s, 
where P,(s) = ny==, (1 -p;“) and Q,,(s) = {P,,(s)}-’ = CA2, rz-‘, where the prime 
indicates that summation is extended over those values of n having no prime 
factors exceeding p,,. 
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