Abstract This paper addresses the page migration problem: given online requests from nodes on a network for accessing a page stored in a node, output online migrations of the page. Serving a request costs the distance between the request and the page, and migrating the page costs the migration distance multiplied by the page size D ≥ 1. The objective is to minimize the total sum of service costs and migration costs. Black and Sleator conjectured that there exists a 3-competitive deterministic algorithm for every graph. Although the conjecture was disproved for the case D = 1, whether or not an asymptotically (with respect to D) 3-competitive deterministic algorithm exists for every graph is still open. In fact, we did not know if there exists a 3-competitive deterministic algorithm for an extreme case of three nodes with D ≥ 2. As the first step toward an asymptotic version of the Black and Sleator conjecture, we present 3-and (3 + 1/D)-competitive algorithms on three nodes with D = 2 and D ≥ 3, respectively, and a lower bound of 3 + Ω(1/D) that is greater than 3 for every D ≥ 3. In addition to the results on three nodes, we also derive ρ-competitiveness on complete graphs with edge-weights between 1 and 2 − 2/ρ for any ρ ≥ 3, extending the previous 3-competitive algorithm on uniform networks.
Introduction
The problem of computing an efficient dynamic allocation of data objects stored in nodes of a network commonly arises in network applications such as memory management in a shared memory multiprocessor system and Peer-to-Peer applications on the Internet. In this paper, we study one of the classical varieties of the problem, the page migration problem, in which a request issued on a node for accessing a single data object (called a page in this problem) must be served using unicast communication. After serving each request, we are allowed to migrate the page. Serving a request costs the distance of the communication, and migrating the page costs the migration distance multiplied by the page size D ≥ 1. The objective is to minimize the total sum of the service and migration costs. The page migration problem has been extensively studied (e.g., [2-4, 8, 10, 13, 15] ) and generalized to several settings such as k-page migration [4] , file allocation problem, e.g., [2, 3, 13] , and data management on dynamic networks, e.g, [1, 7] . See [6] for a recent survey.
Related Results
We focus on deterministic online page migration algorithms. Black and Sleator [8] first studied competitive analysis of the page migration problem and presented 3-competitive deterministic algorithms on trees, uniform networks, and Cartesian products of these networks, including grids and hypercubes. These algorithms are optimal because the deterministic lower bound is 3 for every network with at least two nodes [8, 11] . Black and Sleator conjectured that there exists a 3-competitive deterministic algorithm for every network. The first upper bound of 7 for general networks was given by Awerbuch, Bartal, and Fiat [2] and improved to 4.086 by Bartal, Charikar, and Indyk [4] . For a special case of D = 1, a better bound of 2 + √ 2 is achievable [14] . For a yet restricted case of D = 1 and three nodes, a 3-competitive deterministic algorithm was presented in [10] . Whether or not a 3-competitive deterministic algorithm exists on three nodes for D ≥ 2 was left open. Concerning the lower bound, Black and Sleator's conjecture was disproved by Chrobak, Larmore, Reingold, and Westbrook [10] , who proved that no deterministic algorithm has the competitive ratio less than 85/27 ≈ 3.148 on special networks with D = 1. This bound was refined to 3.164 [14] . It is mentioned in [10] that the lower bound is larger than 3 even on four nodes. An explicit lower bound of 3.121 on five nodes was proved in [14] .
Contributions of This Paper
All the previous lower bounds larger than 3 were proved only for the case D = 1. Therefore, an asymptotic version of the Black and Sleator conjecture with respect to D, i.e., whether or not an asymptotically 3-competitive deterministic algorithm on every network exists is still open. As the first step toward an answer for this conjecture, we present -a (3 + 1/D)-competitive algorithm on three nodes with D ≥ 3, -a 3-competitive algorithm on three nodes with D ≤ 2, and These results thoroughly answer the open question of existence of a 3-competitive algorithm on three nodes. A summary of the results is provided in Table 1 .
In addition to the results on three nodes, we also derive -ρ-competitiveness on complete graphs (of arbitrary size) with edge-weights between 1 and 2 − 2/ρ for any ρ ≥ 3, extending the previous 3-competitive algorithm on uniform networks [8] .
Overview of Technical Ideas
Our (3 + 1/D)-competitive algorithm is a typical work function algorithm similar to algorithms for metrical task systems, e.g., [9] , and k-server problems [5, 12] . In general, a work function algorithm makes online decisions using information on the optimal offline cost for processing requests that have been issued so far and ending at each configuration (page node in the page migration problem). The optimal offline cost function with respect to configurations is called a work function. To prove that a work function (i.e., optimal cost) increases enough, we introduce a probably new technique of analytically dealing with the work function extended on a continuous network. In Sect. 3, we bound an extended work function from below using its derivatives. The author believes that such analysis is the technical contribution of this paper.
Since the competitive ratio on three nodes is not monotonic with respect to D, it appears to be reasonable that we need different approaches for D = 2 and D ≥ 3. Our 3-competitive algorithm for D = 2 is based on the counter-based algorithm for uniform networks [8] , which maintains a counter on each node. The counters are updated every time a request arrives so that they represent a tendency of migration. If a counter reaches a certain value, then the algorithm moves the page to the node with this counter. One can observe that the original algorithm is 3-competitive even on a complete graph with roughly the same edge-weights, and that this can be generalized to any ρ ≥ 3. More specifically, there is a "triangle" condition on edge-weights around the page such that the original potential function used in [8] can amortize the service costs and the next migration cost. If there are three nodes, then at least one "good" node satisfies the condition. We design our algorithm by modifying the original algorithm for the page at a "bad" node. Although the modification wastes the "deposit" even worse when leaving the bad node, we can prove through careful observations that much more deposit can be saved after the possible migration to a good node or from services before the migration. The formal proof is presented in Sect. 4.
Our lower bound is based on the following observation: If there are only two nodes, then any 3-competitive algorithm must move after exactly 2D requests issued by a cruel adversary, which always issues a request from the other node than the online page. If the adversary carefully adds a new node close to the existent request node and divides the 2D requests among these nodes, then no matter when or where the algorithm moves, it is too "impatient" or "tardy" to achieve the competitive ratio of 3. We explicitly design the adversary and analyze the lower bound in Sect. 5. We also demonstrate that an explicit lower bound of 3 + 1 360D+347 for D ≥ 3 can be derived from our proof.
Preliminaries
The page migration problem can be formulated as follows: given an undirected graph represent the cost to serve the request from r i by the node s i−1 holding the page and the cost to migrate the page from s i−1 to s i , respectively. We call s i and r i a server and a client, respectively. An online page migration algorithm determines s i without information of r i+1 , . . . , r k . We denote by A(σ ) the cost of a page migration algorithm A for a sequence σ := r 1 · · · r k . A deterministic online page migration algorithm ALG is ρ-competitive if there exists a constant value α such that ALG(σ ) ≤ ρ · OPT(σ ) + α for any σ , where OPT is an optimal offline algorithm. We denote by OPT u (σ ), called a work function, the minimum (offline) cost to process σ so that s k = u. Obviously, OPT(σ ) = min u∈V {OPT u (σ )}. An online algorithm that determines the server position after processing σ using the information of OPT u (σ ) for all possible nodes u is called a work function algorithm. Note that OPT u (σ ) can be computed using dynamic programming, i.e., for a request issued at r after σ , OPT u (σ r) = min v∈V {OPT v (σ ) + d rv + Dd uv } and OPT u (∅) = Dd s 0 u [10] , where ∅ denotes an empty sequence. An example of work functions are illustrated in Fig. 1 .
For a node u and k ≥ 1, we write a sequence consisting of k repetitions of u as u k . Unless otherwise stated, we suppose that graphs considered here have a node set V := {a, b, c} and edge weights x := d ab , y := d ac , and z := d bc for edges (a, b), (Fig. 2) . We denote L := x + y + z and assume that max{x, y, z} < L/2.
(+ 1/D)-Competitive Algorithm
We consider a typical work function algorithm denoted by WFA, which moves the server located at s after processing a sequence σ of clients, to a nearest node among nodes v minimizing OPT v (σ ) + d rv + Dd sv after servicing a new request on r. By this definition, the destinationŝ of the migration satisfies OPT s (σ r) = OPTŝ (σ ) + d rŝ + Dd sŝ . Another way of understanding the algorithm is that WFA moves the server s toŝ when a decline of slope D from s toŝ appears on the work function, i.e., OPT s (σ r) − OPTŝ (σ r) = Dd sŝ , except when s is one of the nodes v minimizing OPT v (σ ) + d rv + Dd sv . In Fig. 1 , for example, the server initially located at a is moved to b after the last request on b. The purpose of considering such a decline on the work function as a trigger of migration is to avoid requests onŝ that would increase online service cost at the server s but change neither OPT s nor OPTŝ . A similar idea is used for other work function algorithms [5, 9, 12] . We prove the following theorem:
Our proof of Theorem 1 is divided into two parts, deriving a sufficient condition for Theorem 1 and proving the condition. In the rest of this section, we suppose that WFA locates the server on s after processing σ , and that a request is issued at r ∈ V after σ . For a function f of σ , we use the notations f = f (σ ) and f = f (σ r) for simplicity.
Sufficient Condition for Theorem 1
We claim that the condition
implies Theorem 1, whereŝ is the server of WFA after processing σ r, and M = M(σ r) is D times the total sum of migration distances of WFA in processing σ r.
, it follows that
OPT s ≤ OPT ŝ + Dd sŝ .
It follows from (2) and (3) that d rŝ ≤ OPT ŝ − OPT s + Dd sŝ . Therefore, we have By summing (4) 
dŝ u , which completes the proof of Theorem 1.
Proof of Sufficient Condition
To prove (1), we generalize the network to a continuous loop 1 R of length L containing a, b, and c with the preserved distances. Specifically, we define R as an interval
We define an extended work function at a point p ∈ R as An example of extended work functions are illustrated in Fig. 3 . One of the important properties of extended work functions is thatp ∈ V for any p ∈ R witĥ p = p, wherep is a nearest point to p ∈ R among points q ∈ R minimizing w q + d rq + Dd pq . This implies that w p = min q∈V ∪{p} {w q + d rq + Dd pq }, and hence, w u = OPT u for any u ∈ V . Another property is that one-sided derivatives at any point are integers between −D and D. These properties will formally be proved later in (Fig. 4) .
Lemma 3
For any p ∈ R and q ∈ [p,p), it follows that w q − wp > (D − 1)dp q . 
Proof
− d rq + D(d pp − d pq ) ≥ (D − 1)dp q .
Lemma 4
For any p ∈ R and q ∈ [r,p], it follows that wp − w q ≤ (D − 1)dp q .
Proof It follows from the minimality of w p that wp
To prove (1), we utilize a relation between the increased amount of the work function and its one-sided derivatives, which are defined as It should be noted that m p−0 is a negated value of standard one-sided derivative. The following lemma guarantees that w u = OPT u for any u ∈ V , the derivatives exist and are integers, and that w p can be strictly convex only on an interval containing a node of V .
Lemma 5
The following claims hold. 
By Claim 3 of induction hypothesis, this meansp / ∈ R \ V , and hence,p ∈ V . We then prove Claim 2 for σ r. I.e., we prove that for any p ∈ R,
hasq with q =q =p. Therefore, I := {q ∈ R | q =q} is a union of disjoint intervals [i, j ) with j =î, or (i, j ) with j =î such that any point q ∈ (i, j ) hasq = j . It should be noted that i is not contained in the latter interval for two cases. One case is that w q + d rq + Dd iq is minimized at both q = i and q = j . In this case, i =î and hence i / ∈ I . The other case is that w q + d rq + Dd iq is minimized at q = j and q =î / 
The set R \ I is a union of disjoint intervals [i, j ] (with not necessarily distinct end-points i and j ) such that any p
This approaches an integer as q → p because the first term approaches an integer by Claim 2 of induction hypothesis, and because the second term approaches ±1. The absolute value of (8) is at most D by Lemma 1. Becauseq ∈ V for any q ∈ R by Claim 1, I consists of finite disjoint intervals. Therefore, R \ I also consists of finite disjoint intervals. If p is an end-point of an interval of I or of R \ I , and if q not in the interval is sufficiently close to p, then q resides in an interval adjacent to the interval. Thus, we have Claim 2 for σ r by (7) and ( One case is that m p−0 becomes D. I.e., for some interval [i, j ) or (i, j ) in I with i < j such that any q in the interval hasq = j , p is contained in (i, j ) and
The other case is that m p−0 = m p−0 + 1. I.e., for some interval
with j < j such that any q ∈ (j, j ) hasq = j . It should be noted that j cannot bê q for any point q = j by j = p / ∈ V . Therefore, for any q with p < q < j , it follows from (7) We define
and m s := min{m s→u | u ∈ V \ {s}}. Now we state our main lemma, which claims (1) together with two other claims.
Lemma 6
The following claims hold.
Proof Sketch We describe a proof sketch prior to our formal proof. Through the extension of networks and work functions to continuous ones, we see that Claim 3 is implied by Claim 2. Actually, if Claim 2 holds, then it follows that w u ≥ w s − wū
Here, we have used the fact w s − wū ≥ −Dd sū (Lemma 1). We will prove Claim 2 by induction on events of services and migrations of WFA for requests. The inductive proof for a WFA's migration is easy, because a WFA's migration of distance d decreases w s by Dd, increases M by Dd, and does not change the left hand side of the inequality in Claim 2. As for the proof for a WFA's service, Claim 2 can inductively be proved for 
most cases using basic properties of w u (Lemmas 1-5), some of which are properties of w u 's slope defined using one-sided derivatives. However, there is one exception for which Claim 2 cannot be proved inductively. As shown in Fig. 5 , for example, if u = u = s and a decline fromū to the request node r ∈ V \ {s, u} has slope D, then w u increases by d ur , whereas wū does not increase. Therefore, ifŝ = s and d sr > d ur , then it is the case that the increased amount d ur of w u + wū is less than the increased amount d sr of w s . To prove Claim 2 even for such a case, we need Claim 1. The first and second inequalities in Claim 1 imply that w p or w q is already large enough, and therefore, the inequality in Claim 2 is satisfied for p or q, 2 respectively. Actually, if the first inequality holds, then it follows that Formal Proof Claim 2 implies Claim 3 as described in the proof sketch. We prove Claims 1 and 2 by induction on events of services and migrations of WFA for requests in σ . If σ = ∅, then the claims hold. This is because
Assume that Claims 1-3 hold for all events in σ . We suppose that w and m are updated to w and m , respectively, in the service of WFA for a request issued at r after σ , and that M is updated to M in the subsequent migration of WFA.
We first prove Claim 1 for WFA's service for r. 
Assume the remaining casep = q. Then, wp − w q > (D − 1)dp q by Lemma 3. This means m s→q = D because m s→q is an integer at most D by Lemma 5, and because there is no node of V betweenp and q, and therefore, no convex point in (p, q) by Lemma 5.
The third inequality implies the first or second inequality. Therefore, it follows that 
Furthermore, becauseq ∈ (s, p), it follows that
We obtain w s ≥ 2Dd sp + M from (9) and (11), and (10) with u = q and (12). Thus, we have w s
Moreover, it follows from (9) and (10) 
Counter-Based Algorithm
In this section we design a counter-based algorithm called CBA and prove the following theorems:
We define and analyze CBA in three stages. In Sect. 4.1, we review a 3-competitive algorithm, called COUNT, for uniform networks presented in [8] 3 and prove that COUNT in fact has generalized competitiveness as follows:
Theorem 3 COUNT is ρ-competitive on complete graphs with edge-weights between 1 and 2 − 2/ρ for any ρ ≥ 3.
We define CBA for three nodes by extending COUNT in Sect. 4 .2, and analyze CBA in Sect. 4.3.
Algorithm for Restricted Edge-Weights
In this subsection we consider graphs of arbitrary size. COUNT maintains a counter C v ≥ 0 for each node v so that v∈V C v = 2D, and that the server of COUNT always has a positive counter. Initially, the server has a counter of 2D, and the other nodes have counters of 0. If a request is issued on a node other than the server, then COUNT decrements a positive counter of a node by 1 and increments the counter of the request node by 1. If a counter becomes 2D, then COUNT moves the server to the node with this counter. The 3-competitiveness of COUNT is proved by verifying that for each event of COUNT's migration, OPT's migration, and services of COUNT and OPT for a request,
is satisfied for ρ = 3. Here, Φ is a potential function of counters and the servers s and t of CBA and OPT, respectively, and defined as follows:
ΔCOUNT, ΔOPT, ΔΦ are the amounts of change of COUNT's cost, OPT's cost, and Φ in the event, respectively. Since Φ ≥ 0, by summing (13) overall events, we can prove that COUNT is ρ-competitive. Theorem 3 will be proved by verifying that for the service event of COUNT and OPT for a request on r, if COUNT decrements the counter of a node u = s with (13) is satisfied from the original proof. As for the migration event of COUNT or OPT, (13) is satisfied regardless of the structure of the network because COUNT always moves the server from a node of counter 0 to a node with counter 2D. Therefore, if the server is located at a node s satisfying
then (13) is satisfied for any event considered here. We formally prove this in Lemmas 7-9 below. 
Lemma 7 Suppose that
f = d rs + ρ 2 (d tr − d tu ) + ρ 2 − 1 (d sr − d su ) − ρd rt = ρ 2 (d rs − d tr − d tu ) − ρ 2 − 1 d su ≤ ρ 2 d rs − d ru − 1 − 2 ρ d su ≤ 0. If u = s, then it follows that ΔΦ = ρ 2 (d tr − d ts ) + ( ρ 2 − 1)d sr . Therefore, we have f = d rs + ρ 2 (d tr − d ts ) + ρ 2 − 1 d sr − ρd rt = ρ 2 (d rs − d rt − d st ) ≤ 0.f = 0 + ρ 2 v∈V C v (d qv − d tv ) − ρDd tq = ρ 2 v∈V C v (d qv − d tv ) − ρ 2 v∈V C v d tq = ρ 2 v∈V C v (d qv − d tv − d tq ) ≤ 0.
Lemma 9
Suppose that COUNT moves the server from s to p.
Proof Obviously, ΔCOUNT = Dd sp and ΔOPT = 0 for COUNT's migration. Because p has the counter of 2D and all the other nodes have counters of 0, it follows that
Therefore, we have
If a complete graph has edges of weights between 1 and 2 − 2/ρ, then (14) is satisfied for every node s. Therefore, we have Theorem 3.
Algorithm for Three Nodes
If the server is located at a node s not satisfying (14) , then it may be the case that f > 0. We shall amortize the excessive debt. Let A be the set of nodes satisfying (14) and B be the set of nodes not contained in A. In the rest of this section, we consider graphs with three nodes and labels as shown in Fig. 2 . Moreover, we assume ρ = 3 for simplicity, and y ≥ max{x, z} without loss of generality. Then, it follows that b ∈ A, and hence, B ⊆ {a, c}. This is because
We design our algorithm CBA by introducing the following policy to COUNT. If the server, say a, is in B, then CBA always decrements a's counter for a request on b or c and increments the counter of the request node. With this policy, (13) is satisfied for any service event. However, this policy may cause a situation that the counters of both b and c are less than 2D when a's counter becomes 0. This situation forces CBA to move the server to b or c, because a has no counter to be decremented for further requests on b or c. This migration may cause f > 0. Precisely, f depends on the position of the server t of OPT and distribution of values of the counters. If the counter of c is sufficiently large, then the excessive debt for the migration from a to c can entirely be amortized by the sum of f associated with service events between the previous and current migrations. Otherwise, although the excessive debt for the migration from a to b may still remain unpaid through the previous service events, it can be amortized by the sum of f associated with service events and a possible OPT's migration between the current and next migrations of CBA. CBA determines the destination of the migration by estimating the excessive debt for the migration and the amount that can amortize the debt. Now we formally define CBA. We divide the input sequence of clients into phases so that a migration of CBA ends the current phase. When a new phase begins, CBA sets the counter of the previous server to 0. We define a function Ψ st ≤ 0 of counters of the servers s and t of CBA and OPT, respectively, at the end of a phase, i.e., just after the migration of CBA to s. If B = ∅, then Ψ st := 0 for any s and t. Otherwise,
where {v,v} = {a, c} with C v = 0. If a request is issued at a node r, then CBA performs the following procedure unless r = s. Here, for p ∈ {b,s},
If s ∈
S s := 0, and
for q ∈ {b,s}.
We have used Ψ to denote Ψ associated with the previous phase and migration. If the current phase is the first phase, then Ψ is defined using the initial server and counters. Moreover, Ψ pq is associated with the current phase and migration. It should be noted that Ψ pq can be computed just before the migration of CBA to p using counters at this point. This is because CBA changes no counters if p = b, and because Ψ aq = Ψ cq = 0. The intuitions of Ψ , F , M, and S are as follows: S and M are corrections of Φ in the current phase, i.e., upper bounds of increase of (CBA's cost) + Φ − ρ(OPT's cost) for services and migration of CBA, respectively. Since M may be positive and S ≤ 0, M may yield the excessive debt of the current phase and be amortized by S. The debt actually remains unpaid if p = b, whereas S is enough if p = b. In the next phase after CBA moves the server to b, in particular, we can save sufficient deposit to amortize the remaining debt of the current phase, as well as the debt of the next phase. Ψ is introduced to transfer such deposit from the next phase to the current phase. F is the total debt of a phase taking into account Ψ . Our goal is to prove that F b or Fs is at most 0.
Analysis of CBA
For any event e, let ΔCBA(e) and ΔOPT(e) be the costs of CBA and OPT for e, respectively. Moreover, let ΔΦ(e) be the amount of change of Φ for e. Furthermore, let f (e) := ΔCBA(e) + ΔΦ(e) − ρΔOPT(e). We will omit e in the notations if e is clear from the context.
Lemmas 10-12 below are detailed statements of Lemmas 7-9, respectively, except that CBA's migration in Step 2b or 2c is included in Lemma 12. These lemmas imply that we can save some deposit (as Ψ and S), and will be used to prove that the deposit can entirely amortize the excessive debt (M) for the migration in Step 2b or 2c.
Lemma 10
Suppose that CBA and OPT serve a request issued at r ∈ V with the servers on s and t, respectively. If r = s, then f = −3d rt ≤ 0. If r = s, s ∈ A, and Cr ≥ 1, then f ≤ Proof By the definition of CBA, if r = s, s ∈ A, and Cr ≥ 1, then the amount of 1 is moved from Cr to C r . Otherwise, the amount of 1 is moved from C s to C r . Therefore, we have the lemma by the proof of Lemma 7.
Lemma 11 If OPT moves the server from t to q, then
Proof The lemma is directly obtained from the proof of Lemma 8.
Lemma 12 Suppose that CBA moves the server from s to p. If the server is moved in
Step 2a, then f = 0. If the server is moved in Step 2b or 2c, then f = M pq , where q is the server of OPT at the migration of CBA. In particular, if C p = 2D, then f = 0 for any case.
Proof Obviously, ΔCBA = Dd sp and ΔOPT = 0 for CBA's migration. If CBA moves the server in Step 2a or 2b, then no counters are changed in the steps and C s = 0.
, where {p} = V \ {s, p}. Thus, we have
which equals 0 if C p = 2D, implied by Step 2a. This is because C p = 2D implies Cp = 0. For Step 2b, f = M pq because s ∈ {a, c}, p = b, andp =s. If CBA moves the server in Step 2c, then C p and Cp are set to 2D and 0, respectively, after the migration. Moreover, C s = 0 during the migration. Therefore,
which equals M pq because s ∈ {a, c}, p =s, andp = b for Step 2c. Obviously f = 0 if C p = 2D, implying Cp = 0.
Fix a phase, and let φ be the sequence of events in the phase consisting of services of CBA and OPT for a request, migrations of OPT, and a migration of CBA. Suppose that CBA and OPT locate the servers at s and t, respectively, at the beginning of the phase, and at p and q, respectively, at the end of the phase. We will prove g := e∈φ f (e) + Ψ pq − Ψ st ≤ 0. If this holds, then because both Φ and Ψ can be bounded from below independently of the number of requests, we can prove that CBA is 3-competitive by summing up the inequalities overall phases. In what follows, C v denotes the counter of v ∈ V just before CBA moves the server to p. This means that
Step 2a of the definition of CBA, and Ψ st = 0. Therefore, g ≤ 0 by Ψ pq ≤ 0 and Lemmas 10-12. To prove Theorem 2, it remains to prove that g ≤ 0 for the case B = ∅ and s ∈ {b} ∪ B.
Lemma 13 If s
Proof Let C v be the value of counter of v ∈ V at the beginning of the phase, i.e., just after the previous migration of CBA to s = b. Because CBA moved the server from u ∈ {a, c} to b in the previous migration, C u = 0 by the definition of CBA. We prove the lemma for the case u = a and omit a proof for the case u = c, which can be obtained with a similar argument. Because b ∈ A, C p = 2D by the definition of CBA. If p = c, then by Lemma 12, f = 0 for the event of the migration of CBA to c. Therefore, e∈φ f (e) ≤ 0 by Lemmas 10 and 11. If p = a, then an amount at least C c must be moved from c's counter to a's counter in the phase. This means that at least C c requests on a move the amount of C c from c's counter to a's counter. It should be noted that CBA never increases the server's counter. Therefore, it follows from Lemma 10 that e∈φ f (e) ≤ C c (
We assume that t = a and p = c. An amount at least C b must be moved from b's counter to c's counter in the phase. If a situation that c's counter becomes 0 occurs in the phase, then the amount at least C c must be moved from c's counter to a's counter, and hence, we can prove g ≤ 0 as in the case p = a. We assume that no such situation occurs. Then, C b requests on c moves the amount of C b from b's counter to c's counter when a's counter is 0. It should be noted that CBA never decreases the counter of a server in A unless one of the other nodes has the counter of 0. Therefore, if OPT does not move the server throughout the phase, then e∈φ f (e) ≤ 
Thus, we can obtain g ≤ e∈φ f (e) − Ψ ba ≤ 0. If OPT moves the server to b, then by
If 3x ≥ 2z, then the last expression of (15) is at most
If 3x < 2z, then the last expression of (15) is at most
Thus, we can obtain g ≤ e∈φ f (e) − Ψ ba ≤ 0.
We prove g ≤ 0 for the remaining case s ∈ {a, c} ∩ B in Lemmas 14 and 15 below.
Lemma 14 If s
Proof We prove the lemma for the case s = a and omit a proof for the case s = c, which can be obtained with a similar argument. For the event of CBA's migration to p, f = M pq by Lemma 12. Moreover, e∈φ f (e) ≤ 0 = S a by Lemmas 10 and 11, where φ is the sequence of events obtained from φ by removing the last event of CBA's migration. Therefore, it suffices to prove that e∈φ f (e)
c}. Let δ b and δ c be the numbers of requests issued at b and c in the phase, respectively, before the point that OPT locates the server on q and keeps it until the end of the phase. Then, δ b ≤ C b , δ c ≤ C c , and b and c have the counters of δ b and δ c at the point, respectively. This is because CBA sets the server's counter to 2D after it moves the server to a node in B, and hence C a = 2D and C b = C c = 0, and because CBA decreases only the server's counter when the server is in B. Therefore, C b − δ b and C c − δ c requests are issued on b and c after that point, respectively. For the events of the services of CBA and OPT for the Cq − δq requests on uniqueq ∈ {b, c} \ {q}, f ≤ (Cq − δq ) · 
If OPT moves the server from a to q at the point that b and c have the counters of δ b and δ c , then f ≤
If OPT moves the server fromq to q at the point that b and c have the counters of δ b and δ c , then by analyzing this event with Lemma 11, we have
Here, we have used the fact that 2D − δq ≥ 2D − Cq = C q .
Lemma 15
If D ≤ 2 and s ∈ {a, c} ∩ B, then F b ≤ 0 or Fs ≤ 0.
Proof We prove the lemma for the case s = a and omit a proof for the case s = c, which can be obtained with a similar argument. We first estimate F b . Because Ψ at = 0, Ψ bb = Ψ bc = 0, S a = 0, S b = S c , and
, and
Thus, the lemma holds for these cases. We assume the remaining cases. Then, by
, and Ψ at are all equal to 0 for any t, q ∈ V . Thus, we have
By Lemmas 13-15, we have g ≤ 0 for every case. Therefore, the proof of Theorem 2 is completed.
Lower Bound
In this section we prove the following theorem:
Theorem 4 If a deterministic page migration algorithm is ρ-competitive on three nodes, then ρ = 3 + Ω(1/D).
In particular, ρ > 3 for any D ≥ 3.
Adversary
To prove Theorem 4, we design a 3-node network and an adversary, i.e., a strategy to generate an arbitrarily costly sequence σ of clients against any deterministic online page migration algorithm ALG on the network so that ALG(σ ) > ρ · OPT(σ ) for some ρ = 3 + Ω(1/D) with D ≥ 3. By using such a strategy, we obtain a lower bound of ρ, i.e., ALG(σ ) ≥ ρ · OPT(σ ) + α for any α independent of the number of clients because σ can be arbitrarily costly. Broadly, our strategy repeatedly generates a sequence φ of clients so that ALG returns the server to the initial position s 0 after processing each φ, and that ALG In this section we assume without loss of generality that y ≥ x ≥ z. We call a sequence χ a v-forcing sequence, denoted by χ v , if ALG leaves the server on a node v after processing χ . The following Lemma 16 is a tool to enforce enough separation between costs of ALG with too early migration and OPT.
Lemma 16 Let P ⊆ V , Q := V \ P , and let p ∈ P and q ∈ Q be joined by an edge with the minimum weight w overall edges joining P and Q. If there exist ρ > 3 and a q-forcing sequence χ of clients such that
Proof We prove that χ :
is the minimum positive integer such that ALG moves the server from a node of Q (resp. P ) to a node P (resp. Q) after processing χp
Assume for contradiction that ALG(χ χ ) ≤ ρ · OPT p (χχ ) and ALG(χ χ ) ≤ ρ · OPT q (χχ ). Because ALG incurs a cost at least w to serve a request in χ or χ and a cost at least Dw to migrate between P and Q, it follows that
where K j := j h=1 k h and L j := j h=1 h for 1 ≤ j ≤ i, and L 0 := 0. Moreover, an offline algorithm that locates and keeps the server at p (resp. q) after processing χ can process χχ (resp. χχ ) with a cost of OPT p (χ) + L i−1 w (resp. OPT q (χ) + K i w). Therefore, it follows that OPT p (χχ ) ≤ OPT p (χ) + L i−1 w, and OPT q (χχ ) ≤ OPT q (χ) + K i w. By the inequalities observed above, we have
which yield the inequalities
where A := (ρ · OPT p (χ) − ALG(χ ))/w and B := (ρ · OPT q (χ) − ALG(χ ))/w. Thus, we have the recurrence
which is equivalent to
Therefore, it follows that
The factor of Θ((ρ − 1) 2i ) can be estimated as
which is negative by − ρ−1 ρ−2 ≤ ρ − 5 for ρ ≥ 3 and by the assumption of the lemma. Therefore, K i decreases as i grows sufficiently large, but it is impossible by definition.
Lemmas 17 and 18 below are tools to generate τ for ALG with ALG(τ ) > ρ · OPT(τ ) and with too early migration, respectively. By definition, χ is a p-forcing sequence or arbitrarily costly. If the procedure ends in Step 3, then it follows that
If the procedure ends in Step 5, then it follows that
Otherwise, we can similarly prove ALG(χ χ ) − ρ · OPT(χ χ ) > 0. We set the initial server s 0 := a. Our strategy to generate σ is defined using a state machine as shown in Fig. 6 . In this state machine, a transition represents a server position selected by ALG, together with optional conditions on the number of requests generated in the source state. The parameter 1 ≤ λ ≤ D/3 will be defined later. A state with the form of u k (i.e., b h , a j , and c i ) represents a sequence of requests that are issued on u until the server position of ALG and the number k of the issued requests meet those associated with one of the outgoing arcs from the state. For example, we generate requests on b at the state b h and transit to a + if ALG moves the server from At the state a j , for another example, we generate requests on a until ALG locates the server at a, and transit to Lm18 if the number of generated requests on a is less than 2D, b h otherwise. A state with the form of u + (i.e., a + and c + ) represents a sequence of requests on u until ALG locates the server on u. The states Lm17b and Lm17a represent sequences of requests obtained by applying Lemma 17 with p := b and q := c, and with p := a and q := b, respectively. The state Lm18 represents a sequence of requests obtained by applying Lemma 18 with p ∈ {a, b} \ {s} and q := s, where s ∈ {a, b} is the server of ALG at the beginning of the state.
Lemma 18

Analysis
Now we prove Theorem 4. Suppose that y = x + δ and z = γ δ with δ > 0 and 3 ≤ γ ≤ x/δ. We will choose γ and δ later. We divide σ into phases so that entering the state b h begins a new phase. ALG locates the server on a at the beginning of each phase. Therefore, Theorem 4 is proved if for each a-forcing phase φ, ALG(φ) > ρ · OPT a (φ) with the server initially at a, and if for an arbitrarily costly phase φ, ALG(φ) > ρ · OPT(φ) with the server initially at a. 
This means that there exists 
which is 3 + ε Θ(D) with 0 < ε < 1 by setting 
Future Work
It would be interesting to answer whether or not there exists an asymptotically 3-competitive deterministic algorithm on a broader class of networks. Unfortunately, even 4-node ring networks do not allow WFA as it is to have such a competitive ratio. In fact, our proof of Theorem 1 depends on the fact that an extended work function is concave on the interval between two nodes on a continuous loop with three nodes (Claim 3 of Lemma 5). However, this fact does not follow on four nodes. On the other hand, there might exist a lower bound of 3 + Θ(1) on general networks. For such a lower bound, however, we would need at least four nodes and have to overcome the difficulty of designing and analyzing a much more complicated adversary mainly due to increase of nodes. In any case, improving the currently best upper bound of 4.086 on general networks is still an important open problem.
