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Abstract
There are indications that for optimizing neural computation, neu-
ral networks - including the brain - operate at criticality. Previous
approaches have, however, used diverse fingerprints of criticality, leav-
ing open the question whether they refer to a unique critical point
or whether there could be several. Using a recurrent spiking neural
network as the model, we demonstrate that avalanche criticality does
not necessarily lie at the dynamical edge-of-chaos and that therefore,
the different fingerprints indicate distinct phenomena with an as yet
unclarified relationship.
1 Introduction
Scale-free avalanches of activity of neuronal firing of biological neural net-
work experiments, have suggested that those networks might be operating at
(‘topological’) phase transitions. Theoretical studies of the dynamics exhib-
ited by artificial neural networks and cellular automata have highlighted po-
tential computational benefits of edge-of-chaos dynamics, i.e., when a system
is at a transition between stable and chaotic dynamics, and, in particular, if
this transition is of second order. Here, we scrutinize whether these two phe-
nomena coincide for recurrent neural networks when the spiking neurons are
more realistic than in previous approaches. Using such neurons, we tune the
network to subcritical, critical and supercritical topological states, and calcu-
late the Lyapunov exponents of the network. We find that in all three cases,
the network exhibits a positive largest Lyapunov exponent indicating chaotic
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Figure 1: Evolution of the topological network state from subcritical (left
panel), to critical (middle), to supercritical (right) upon increasing the
synaptic weight scaling parameterW from 0.13, to 0.139 and to 0.15, respec-
tively. (a) Raster plots of spiking activity (different weight configurations un-
derlie each plot). First row: activity of the intrinsically spiking neuron. (b)
Avalanche size S distributions. (c) Avalanche lifetime T distributions. Red
dashed lines show maximum likelihood fits. The critical network exhibits
for S ∈ [6, 100], a power law size distribution with an exponent α = 2.41
(p-value = 0.52). The lifetime distribution across the same interval yields
an exponent α = 2.93 (p-value = 0.38). The subcritical size and lifetime
distributions follow an exponential decay with the decay constant µ = 0.21
(p-value = 0.26) and µ = 0.40 (p-value = 0.09), respectively.
dynamics. This indicates that avalanche criticality does not need to coincide
with edge-of-chaos.
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In the endeavour of understanding the functioning of the brain, the hy-
pothesis has emerged that biological neural networks might be operating at
criticality [1, 2, 3]. The promise of this hypothesis is that at the critical
point the particular details of the system’s individual elements and their
interaction laws cease to be of importance [4]. In this case, the phase transi-
tion itself dominates the behavior of the system and therefore the astound-
ing anatomical and biophysical details of neural circuits would surrender
to some very generic network properties, allowing to grasp the fundamen-
tals of the information processing and computation. In addition, several
computational advantages of criticality that render such a state particularly
attractive have been exhibited, such as optimised information transmission
and capacity, increased flexibility of responses granted by diverse activity
patterns [6, 5], and more. A “fingerprint” of criticality is power law dis-
tributions of the properties exhibited by local descriptors when evaluated
across the ensemble. Such fingerprints were discovered in the statistics of
spontaneous activity avalanches of cortical neural tissue recorded with multi-
electrode arrays [1, 7, 8] and, more recently, in the auditory system [9].
However, also competing explanations for power-law like distributions
have been provided [11, 10], and, occasionally, even their emergence in the
experimental context has been questioned [12]. As a result, the avalanche
criticality hypothesis [1, 13] is still controversial. One major reason be-
hind this controversy may be that the notion of computation used in this
avalanche or ‘topological’ characterization usually remains vaguely defined.
This is similar to the situation on the ‘dynamical’ counterpart, where it has
been claimed that ‘computation’ (in the sense of the ability ‘to transmit,
store and modify information’ [14]), would be optimal at edge-of-chaos [14]
criticality. In recurrent neural networks, edge-of-chaos has most recently
been studied in the reservoir computing framework. For best task perfor-
mance (in the above sense of ‘computation’), a network requires properties
somewhat analogous to the ones ascribed to avalanche criticality: the flexi-
bility to represent spatiotemporally diverse inputs while preserving their dis-
tance relationships (i.e., similar inputs should give rise to similar responses).
This is indeed provided (and should not come as a surprise) at the system’s
transition from stable to chaotic dynamics, which is characterised by a van-
ishing largest Lyapunov exponent [15, 16]. Unfortunately, in the sense of
computation as reduction of complexity [17], such a “reservoir” is not actu-
ally computing; it rather serves as a high-dimensional representation space
of spatiotemporal input patterns from which the readout neurons can sam-
ple, and do the computation. Also, it should be mentioned, that a zero
Lyapunov exponent can only be seen as a necessary, but never as a suffi-
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cient characterization of the situation underlying representational (let alone
computational) optimality.
Links have occasionally been drawn in the literature between edge-of-
chaos and avalanche criticality [18, 19], however, the precise relationship
between the topological and the dynamical criticality is still far from settled.
Indeed, the few studies that have demonstrated simultaneous presence of
both phase transitions [6, 20] have used simplified network models with
nodes that had no intrinsic dynamics. This is why in our contribution we
examine whether in a recurrent spiking neural network model with realistic,
non-trivial node dynamics, avalanche criticality in fact lies at the edge-of-
chaos. We will show that this does not need to be the case.
2 Neural network model
Our recurrent neural network model is based on Rulkov model neurons [21],
arranged on an Erdo¨s-Re´nyi directed random graph (see Appendix for de-
tails). Rulkov’s phenomenological, map-based neuron model can reproduce
practically all experimentally observed neuronal spiking patterns [22], and
even finer neurobiological details, namely, the phase response curves of real
neurons [23]. By this feature, our network model differs substantially from
the previous efforts of linking avalanche criticality and edge-of-chaos by
probabilistic binary units [6] and analog rate neurons [20]. Our network
model reflects the general features ascribed to cortical networks: it consists
of both excitatory (80%) and inhibitory (20%) neurons, its connectivity is
sparse (4%) and inhibitory synapses are several times stronger than the ex-
citatory ones. The network’s random topology is more in line with in vitro
dissociated neural cultures [24] that so far have provided the strongest ev-
idence for critical avalanches of spiking activity. Spontaneous activity is
modelled by setting one of the neurons to spike intrinsically, and provide
input to the rest of the network. Hence, the main source of spontaneous
activity is embedded into the network, and can therefore be influenced by
the network state. In addition, every neuron receives a sparse external ex-
citatory input in the form of independent Poisson spike trains, which mod-
els randomness similar to the spontaneous neurotransmitter vesicle release.
The parameters of the network model are kept fixed, except for a synaptic
weight scaling parameter W , that is varied for accessing subcritical, critical
and supercritical network activity states.
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Figure 2: Criticality tests. (a) Avalanche size distributions obtained with
various temporal bin sizes, ∆t = k · 〈IEI〉, for subcritical (left), critical
(middle) and supercritical (right) networks. (b) Mean avalanche size as a
function of lifetime for critical (top) and supercritical (bottom) networks.
The red, dashed line demonstrates a power law relationship 〈S〉(T ) ∝ T γ .
(c) Critical network’s avalanche shapes exhibited a noisy collapse, manifest-
ing a high degree of self-similarity (T = 25,30,. . .,50 from darker to lighter
color). (d) Rescaled avalanche shapes of the supercritical network did not
exhibit a collapse (T = 25,30,. . .,60).
3 Avalanche criticality
To put our study in the same context as the experimental investigations, we
follow the established approach of defining neural avalanches as periods of
uninterrupted neural activity with respect to a time binning ∆t = 〈IEI〉,
where 〈IEI〉 is the average inter-event interval, i.e., the average time be-
tween two subsequent spikes in the network [1]. The avalanche’s size, S, is
measured as the total number of spikes within the avalanche; the avalanche
lifetime, T , is the number of time bins that the avalanche spans. The param-
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eters characterizing avalanche size and lifetime distributions, respectively,
are estimated using maximum likelihood, and the goodness of fit is evalu-
ated with the Kolmogorov-Smirnov test [25] (see Appendix).
Upon an increase of the global synaptic connection strength, we observe
an overall increase in network activity and an evolution of the topological
network state from subcritical, to critical, to supercritical (Fig. 1). The
average inter-event intervals, 〈IEI〉, are 110, 48, and 8 time steps, for the
subcritical, critical and supercritical networks, respectively. The avalanche
size distribution of the critical network follows a power law, P (S) ∝ S−α,
with exponent α ≈ 2.4 (Fig. 1(b)). The noise cut-off at around S ≈ 100 must
be expected, because the network’s finite size of N = 128 elements; in most
of the avalanches a single neuron fires only once. In the subcritical case,
the avalanches are smaller and their size decays exponentially, while in the
supercritical case there is an increased number of large avalanches, signaled
by the hump at the end of the distribution. If the synaptic strengths are
increased further, the hump becomes even more prominent. A similar meta-
morphosis of the distribution shape is observed for avalanche lifetimes. At
criticality, the lifetime distribution can be fitted with a power law (exponent
τ ≈ 2.9, Fig. 1(c)). That fit is somewhat less convincing than the one for
the size distribution, which is, however, a commonly observed phenomenon
in electrophysiological experiments [1, 26, 27].
Power law distributions can be caused by several different mechanisms
and do as their origin not necessarily request a phase transition. To confirm
that the network is truly at criticality necessitates additional tests: If truly
scale-free, the choice of the temporal bin size, ∆t, should not affect the
avalanche size distribution (cf. models of self-organized criticality [28]).
Fig. 2(a) shows that the size distribution of the critical network is only
mildly influenced by different choices of ∆t and that the effect is markedly
smaller compared to the subcritical and supercritical cases.
We further assessed whether, after time-rescaling, the avalanches of the
critical network collapse to one characteristic shape [29, 30]. To this end,
the shape of an avalanche with a lifetime T is defined as the temporal evo-
lution of its size, V (T, t). The duration of the avalanches is normalised to
t/T , and the average avalanche shape for each T is calculated and rescaled
to V(t/T ) = T 1−γ〈V 〉(T, t/T ), where 〈V 〉(T, t/T ) is the average avalanche
shape and V(t/T ) is the universal scaling function, i.e., the characteristic
shape of all avalanches. The critical exponent γ is then obtained from the
relationship 〈S〉(T ) ∝ T γ , where 〈S〉(T ) is the mean size of avalanches as
a function of their lifetime T . Fig. 2(b) shows that the critical network’s
〈S〉(T ) follows a power law relationship, with the exponent γ ≈ 1.37. In the
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case of the supercritical network, a certain, smaller range of the function
also follows a power law, which permits the comparison between the self-
similarities of the avalanche shapes of the critical and supercritical states.
At the critical point we observe a noisy collapse of the avalanche shapes
of duration T ≥ 25 (Fig. 2(c)), and the shapes are considerably more
self-similar than in the case of the supercritical network (Fig. 2(d)). The
avalanche shapes of short lifetimes (T < 25) generally fail to collapse. Note
that universal scaling at shortest length scales cannot be generically ex-
pected, because there the particular behavior of individual system parts can
be stronger than the collective behavior [29].
As a final test we examined whether the crackling noise relationship
[29, 30] between critical exponents, (τ − 1)/(α − 1) = γ, holds for our
critical network. The critical exponents of avalanche lifetime distribution
(τ = 2.93), avalanche size distribution (α = 2.41), and the function of the
mean avalanche size depending on the lifetime (γ = 1.37) fulfil this relation.
Taken together: power law distributions, the self-similarity of avalanche
shapes, and an excellent fulfillment of the fundamental relation between
critical exponents, strongly suggest that our ‘critically tuned’ network is
indeed critical.
4 Lyapunov spectra
To determine whether avalanche criticality resides at the edge-of-chaos, we
calculated the Lyapunov spectrum for the subcritical, critical and super-
critical cases by using the Jacobian matrix evaluated at points along the
trajectory of the network’s state vector [31] (see Appendix for details). For
avalanche criticality coinciding with edge-of-chaos criticality, we would ex-
pect the largest Lyapunov exponent λ1, to be negative for the subcritical
network, positive for the supercritical network, and vanishing for the criti-
cal network. However, λ1 turns out to be positive in all of the three cases
(Fig. 3). For the subcritical and critical networks it is practically of the same
size (λ1 = 17.8 s
−1), whereas it is slightly smaller for the supercritical net-
work (λ1 = 16.4 s
−1, where the units of Lyapunov exponents were obtained
by applying time rescaling [22] with one time step accounting for 0.5 ms).
Lyapunov spectra provide some help to understand this phenomenon: Upon
increased synaptic strength, the total number of positive Lyapunov expo-
nents increases. Every positive Lyapunov exponent amplifies perturbations
of the microstate to an observable change in the macrostate. The sum of all
positive λn gives the total average rate of this amplification, H =
∑
λn>0
λn.
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This sum is also known as the upper bound of the Kolmogorov-Sinai entropy
[38], and can be interpreted as the entropy production rate. H increases with
stronger synaptic coupling: from 28±6 s−1 (mean±standard deviation) for
the subcritical case, to 46±12 s−1 for the critical case, to 88±54 s−1 for
the supercritical case. Therefore, although the supercritical network has a
slightly smaller largest Lyapunov exponent, it loses information about a past
state at a faster rate.
Chaotic dynamics could be a collective effect of the network interactions,
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Figure 3: Lyapunov spectra of subcritical (left), critical (middle) and super-
critical (right) networks, showing the first 64 Lyapunov exponents. Positive
values of λn are shown by red, negative ones by blue circles. Areas within
one standard deviation are shaded. Insets: full Lyapunov spectra.
or arise simply because nodes themselves have chaotic dynamics. To check
this, we measured the largest Lyapunov exponent of the intrinsically spik-
ing neuron in the absence of network input, and found it to be positive (λ1
= 20 s−1). In the presence of external input, the neuron was occasionally
silenced (see also Fig. 1(a)), which is a behavior that is often observed in
Class II neurons [32] in the vicinity of a Andronov-Hopf bifurcation from
the resting state to spiking [33]. The intrinsically spiking Rulkov’s neuron
used in our simulations is close to the Andronov-Hopf bifurcation, and some
perturbations are able to push the neuron’s state variable close to the unsta-
ble fixed point. During the time it takes to escape from the fixed point, the
neuron does not fire. As a result of this occasional silencing, the neuron’s
largest Lyapunov exponent drops to λ1 = 18 s
−1, which is in agreement
with the value of λ1 found in our network analysis, suggesting that the
largest Lyapunov exponent of the network might be capturing the dynamics
of the intrinsically spiking neuron. In the subcritical and critical cases there
are, however, 3-4 more positive Lyapunov exponents, which is close to the
number of neurons that receive inputs from the intrinsically spiking neuron.
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Therefore, the source of chaos in our networks resides in the single neuron
dynamics; the increase of coupling strength made the chaos more intensive
because more neurons are pushed towards spiking.
5 Discussion
Our study shows that avalanche criticality does not need to co-exist with
edge-to-chaos criticality. For all choices of the synaptic weights, the network
exhibits chaotic dynamics, even though qualitative changes in the topological
network state are observable. This result suggests that in neural networks
with non-trivial node dynamics we may have two separate phase transitions.
As a consequence of this finding, we suggest that for the investigations of the
computational effects of the topological network state, the network’s dynam-
ical state should also be taken into account, if not given priority. Results
regarding avalanche criticality obtained in a dynamically stable network,
might no longer be relevant for a chaotic network with its unpredictable
activity patterns. In addition, the present study also provides an interest-
ing paradox that may bear importance for understanding biological network
behavior: Upon an increase of the synaptic coupling, chaos may intensify
in the sense of a larger entropy production rate, whereas the spiking can
become more correlated in time, resulting in an increase of both “order”
and chaos.
The critical exponent of our avalanche size distribution, α = 2.4, dif-
fers from α = 1.5 measured in the original analysis of local field poten-
tial avalanches in Ref. [1]. However, subsequent works on critical spike
avalanches have seen substantially varied exponents, covering a range from
1.5 to 2.1 [7, 8]. Our size distribution at criticality is similar to the dis-
tributions reported for dissociated rat cortical cultures in Ref. [8] with
α = 2.1 at the tail of the distribution, and another scaling regime for very
small avalanches. An exponent of α = 2.5 has been found for “background”
avalanches in simulations of bursting recurrent networks [34]. This exponent
has been linked to critical percolation on a Cayley tree-like network, that
also yields the same exponent for the cluster size distribution [35]. This also
suggests that there is more than one avalanche criticality state in recurrent
neural networks. Because of the insufficient experimental and theoretical
considerations [28], some researchers have explicitly rejected the idea of a
universal exponent for neural avalanches. Avalanches with exponent α = 1.5
originally obtained for critical branching processes, were recently also mea-
sured for cochlear activation networks [9] and might, therefore, have a more
9
general significance in the context of neural computation.
Our investigations were based on a well-defined, precise calculation method
of the network’s Lyapunov exponents. The majority of the studies on dy-
namical stability in neural networks have used the perturbation method
only, i.e., by repeating every simulation of the network activity after adding
a random perturbation d0 to the state vector, so that the largest Lyapunov
exponent could be assessed from the evolution of the distance between the
network’s unperturbed and perturbed trajectories [6, 15, 16, 36]. This ap-
proach, however, only gives an estimate of λ1 and does not provide in-
formation about the rest of the Lyapunov exponents. Some studies have
employed an approach of using “spike-sized” perturbations [15, 16]. This,
however, may be too far away from the perturbation limit of d0 → 0 that
is relevant for the definition of Lyapunov exponents. It could, therefore,
theoretically, not be excluded that the largest Lyapunov exponent obtained
following such approaches, depends on the size of the perturbation, so that
instead of the positive values of the first Lyapunov exponent, in the limit
of infinitely small perturbations a negative value might emerge [37]. The
method employed here will not suffer from such potential shortcomings and
has been shown to provide richer insight into the network dynamics.
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A METHOD DETAILS
A.1 Neuron model and network parameters
The number of neurons in the network was set to N = 128, and every
neuron was assigned random k = 5 postsynaptic neighbours, which resulted
in approximately 4% connectivity. The size of the network was chosen to
satisfy a trade-off between obtaining enough statistics for the avalanche size
distributions and minimizing the calculation time of the network’s Lyapunov
exponents. 80% of the neurons were excitatory and 20% inhibitory.
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We modelled neuron dynamics using Rulkov’s two-dimensional map: [21,
22]
xn+1 =


α
1− xn
+ u xn ≤ 0,
α+ u 0 < xn < α+ u ∧ xn−1 ≤ 0,
−1 xn ≥ α+ u ∨ xn−1 > 0,
(1a)
yn+1 = yn − µ(1 + xn) + µσ + µI
syn
n ,
(1b)
where u = yn + βI
syn
n . From resting to spiking state, this map undergoes
a Hopf bifurcation, which corresponds to a Class II neuron type [32]. The
parameter values for excitatory and inhibitory neurons were identical: α =
3.6, µ = 0.001, σ = 0.09, β = 0.133. With σ = 0.103, the intrinsically
spiking neuron was poised just above the spiking threshold.
Synaptic input Isynn was modelled by an exponential decay and step-like
increase upon a presynaptic spike event (denoted as spikej):
Isynn+1 = ηI
syn
n −


N∑
j
Wwij(xn − xrp) spikej ,
0 otherwise,
(2)
where η controls the decay rate of the synaptic current, wij is the synaptic
strength between the presynaptic neuron j and the postsynaptic neuron
i, xrp is the reversal potential which determines whether the synapse is
inhibitory or excitatory, and W is a global scaling parameter of the synaptic
weight. We used the following parameter values for excitatory (‘Ex’) and
inhibitory (‘Inh’) synapses: xExrp = 0, η
Ex = 0.75, wExij = 0.6, x
Inh
rp = −1.1,
ηInh = 0.75, wInhij = 1.8. The probability for a single neuron to receive an
external input spike at any given iteration was 6 · 10−4. Synaptic plasticity
was not included in the network model, since self-organized criticality is not
an issue of the present investigation. Instead, the synaptic weight scaling
parameter W was varied, for finding subcritical, critical and supercritical
activity states. For each of the three states we ran 50 simulations and pooled
the results. For each simulation, the synaptic connections were randomized.
A single simulation covered 5 ·105 time steps, where the first 5000 steps were
discarded.
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A.2 Estimation of the distribution parameters
The theoretical fits to the avalanche size and lifetime distributions were
found using the guidelines in Ref. [25]. We assumed that the observations s
(avalanche size or lifetime) were sampled independently from a distribution
p(s|α) parametrised by α. The likelihood of the parameter α is given by the
probability of the observations s, given α:
L(α|s) =
N∏
i=1
p(si|α), (3)
where N is the number of samples. In practice, we used the logarithm of the
likelihood, ℓ(α|s) = lnL(α|s), which allows to replace the product with a
sum. Log-likelihood has a maximum at the same α as the likelihood, due to
monotonic nature of the logarithm function. Thus the maximum likelihood
estimator of the parameter α is
αˆ = argmaxα ℓ(α|s) = argmaxα
N∑
i=1
ln p(si|α). (4)
In the case of a discrete, truncated power law distribution of s with the scal-
ing exponent α, within the bounds smin = a and smax = b, the probability
of si is
p(si|α) =
s−αi∑b
j=a j
−α
, (5)
which gives the log-likelihood that needs to be maximised:
ℓ(α|s) = −α
N∑
i=1
lnsi −N ln
b∑
j=a
j−α. (6)
Similarly we can derive the log-likelihood of the exponential decay constant,
µ, of a discrete, truncated exponential distribution of s:
ℓ(µ|s) = −µ
1
N
·
b∑
i=a
si − ln
b∑
j=a
e−µj . (7)
Goodness of fit was evaluated using the p-value of Kolmogorov-Smirnov
(KS) distance. KS distance, dKS is the maximum difference in absolute
value between the empirical (avalanche size or lifetime) survival function
Se(s) and the theoretical one S(s|αˆ). For a good fit, dKS should be small,
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but the relative scale of dKS is given by its own probability distribution. The
p-value provides the probability that the KS distance takes a value larger
than the one obtained empirically. We generated 1000 synthetic datasets
using the estimated parameter αˆ and the same number of samples as in
the empirical distribution. The parameters of the synthetic distributions
were estimated using maximum likelihood and dKS was calculated for each
synthetic fit. The p-value is given by the fraction of synthetic fits which
have a higher dKS (worse fit) than the empirical fit. A threshold of p-value
> 0.05 was chosen as the criterion for accepting a fit.
A.3 Avalanche shapes
Individual avalanche shapes, V (t, T ), were highly variable and the average
over many avalanche samples was calculated to get an estimate of the mean
avalanche shape, 〈V 〉(t, T ) (Fig. 4). To increase the sample size and obtain
better defined averages, we included all avalanches with a lifetime T ± 2 in
the calculation of 〈V 〉(t, T ). For the same reason, we also performed 150 ad-
ditional simulations for the critical network. The number of avalanche shape
samples for each lifetime ranged between 100–7500, with larger avalanches
having a smaller number of samples.
A.4 Calculation of the Lyapunov spectrum
The largest Lyapunov exponent λ1 describing the average rate of the expo-
nential separation of the system’s trajectories, is used to determine whether
a dynamical system is stable or chaotic. Accordingly, the distance between
trajectories evolves exponentially over time as dn = d0e
λ1n, in the limit
d0 → 0. For λ1 < 0, nearby trajectories converge on average exponentially,
while λ1 > 0 implies divergence of nearby trajectories and hall-marks chaos.
At the critical point, λ1 = 0; in its neighborhood, the system experiences a
critical slowing down of the dynamics, where small perturbations can have
long-lasting effects. We numerically determined λ1 using the local lineari-
sation along the system’s trajectory, i.e., the Jacobian matrix of the neural
network [31, 38]. This powerful method not only yields λ1, but provides the
whole Lyapunov spectrum, i.e., all Lyapunov exponents of the system.
Every neuron lives in a three-dimensional state space: the two state
variables xn and yn, and the synaptic input variable I
syn
n . The Jacobian
matrix for a single neuron has the form
13
0 300 30
0
20
0 30
0
20
V
(t
,T
 )
V
(t
,T
 )
t (Δt) t (Δt) t (Δt)
a)
b) c)
0 50
2
7
0
6
t (Δt)0 30 t (Δt)
⟨
V
 ⟩
(t
,T
 )
⟨
V
 ⟩
(t
,T
 )
T=30
Figure 4: Avalanche shapes of the critical network. (a) Individual avalanches
had a highly variable shape: examples of the temporal profiles (spikes vs
time) of avalanches with a duration T = 30±2. (b) Mean shape for an
avalanche of duration T = 30, calculated from 650 samples. (c) Average
avalanche shapes of durations T = 25,30,. . .,50.
Jn =




α
(1−xn)2
1 β
−µ 1 µ
−
∑N
j wij* 0 η

 xn ≤ 0,


0 1 β
−µ 1 µ
−
∑N
j wij* 0 η

 0 < xn < α+ u ∧ xn−1 ≤ 0,


0 0 0
−µ 1 µ
−
∑N
j wij* 0 η

 xn ≥ α+ u ∨ xn−1 > 0,
(8)
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where u = yn+βI
syn
n and * denotes the case of presynaptic spike events from
neurons j (otherwise, the corresponding entry vanishes). The extension of
the single neuron Jacobian matrix to the full network is straight-forward:
the state variables of a neuron do not directly depend on the state variables
of other neurons because the interaction is only through spike events and we
can write the Jacobian of the full network, Jnetn , as a 3N×3N block diagonal
matrix with the Jacobians of the individual neurons on the diagonal and all
other elements being equal to 0.
The Lyapunov exponents were obtained by following the ellipsoid Jnetn O
(where O is the unit sphere) as it grows one iteration at a time. After
every time step Gram-Schmidt orthonormalisation procedure was applied
to acquire a set of orthogonal vectors {y1, ...,y3N}. The orthonormalisa-
tion procedure is computationally expensive, which makes the calculation of
Lyapunov exponents for large networks slow. One step growth in direction
i is captured by the length of the i-th orthogonal vector ‖yi‖. The total
expansion can be written as rni =
∥∥y1i
∥∥ ∥∥y2i
∥∥ . . . ‖yni ‖. We assume that the
expansion grows exponentially rni = e
λin and therefore the rate of expansion
in the i-th direction, i.e., the Lyapunov exponent λi, can be calculated as
λi =
1
n
n∑
t=1
ln
∥∥yti
∥∥ . (9)
Note that in the main text we use for the direction number subscript n,
instead of i.
We calculated the Lyapunov exponents of the subcritical, critical and
supercritical networks for 10 random configurations out of the 50 that we
used to obtain the avalanche size and lifetime distributions. The simulation
length for the calculations was kept at 7.5 · 104 time steps. The Lyapunov
exponents converged well, but, to take care of potential fluctuations, the
final value of λn was obtained by averaging over the last 5000 steps.
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