Abstract. This paper investigates the problem of global exponential stability for a class of impulsive cellular neural networks with time delay. By employing Lyapunov functionals, some sufficient conditions for exponential stability are established. Our results show that unstable cellular neural networks with time delay may be stabilized by impulses, where the upper bound of the amplitudes of the impulses is given. Numerical simulations on two examples are given to illustrate our results.
Introduction
Cellular neural networks, introduced by Chua and Yang [8] , have been extensively investigated recently due to their important applications in such fields as image processing, pattern recognition and quadratic optimization. Time delays seem inevitable in the signal transmission among neurons and may affect the performance of the neural system. As a consequence, delayed cellular neural networks have attracted the attention of many scientists and there has been a considerable number of research work on the cellular neural networks with time delay, see [2, 4, 9, 11] for example. Those delayed cellular neural networks models have found potential applications in various types of motion-related processes such as processing of moving images, pattern classification, moving objects speed detection, quadratic optimization, robotics and control, see [5, 6, 14, 15] . Besides delay effect, many evolutionary processes in areas such as biology, electronics, mechanics, economics and telecommunications undergo abrupt state changes at certain moments of time due to impulsive inputs. Such systems are described by impulsive differential equations, which have been successfully introduced to the modelling of neural networks( [1, 10, 19, 21] ).
Many stability criteria for delayed cellular neural networks without impulses have been obtained in [2, 9, 11, 20] , [4] - [7] , [13] - [17] , where many methods such as Lyapunov method, linear matrix inequality (LMI), M -matrix, Razumkhin technique and differential inequalities have been used. In the work mentioned above, the global exponential stability of the equilibrium point is one of the most investigated problems of cellular neural networks. If an equilibrium of a cellular neural network is globally exponentially stable, it means that the domain of attraction of the equilibrium point is the whole space which in turn implies that this equilibrium point is unique and all other solutions converge to it very quickly. This is of importance from both theoretical and practical point of view. Such cellular neural networks are known to be well-suited for solving some optimization problems. For example, a globally exponentially stable cellular neural network is guaranteed to compute the global optimal solution independently of the initial condition and hence is devoid of spurious suboptimal response.
On the other hand, there is much less work done for stability investigation of impulsive cellular neural networks with time delay. Recently many interesting results have been obtained for dealing with the effect of impulses on the stability properties of the delayed Cellular neural networks. In earlier works, in order to keep the good stability properties of the neural networks without impulses, the amplitudes of impulses are assumed to be bounded by those of solutions right before the impulse moments (see [1] for example), then in [19] , the assumption on the amplitudes of impulses are relaxed a bit to be bound by those of some series with bounds not less than those of the solutions right before the impulse moments, and in [21] , the amplitudes of impulses can even be unbounded. Nevertheless, there has been very few work devoted to the impulsive stabilization of the cellular neural networks with time delay. The objective of this paper is to develop some results in this regard. We shall use the method of Lyapunov functionals to establish exponential stability criteria for a class of impulsive delayed cellular neural networks utilizing the ideas developed in [12, 18, 19] . Our results show that impulses may be used to stabilize the cellular neural networks with time delay if they are not stable. Two examples with computer simulations are also given to illustrate our results.
Preliminaries
Let R denote the set of real numbers, R + the set of nonnegative real numbers and R n the n-dimensional real space equipped with the norm ||x|| = (
, and ψ(t Consider the impulsive delayed cellular neural networks described by the following impulsive delay differential equations
where u i (·) is the state representing the membrane potential of the i th unit; J i is a constant denoting the external bias or input from outside the network to the i th unit; a ij , b ij are constants; where τ i , bounded by τ , are constants denoting the transmission delay; n corresponds to the number of units in a neural network;
And
, R) represents the effects of impulsive control or perturbation; t k is impulsive moment and 0
From [3] , we know that the system (2.1) without impulses(or I ik (s) = s for any s ∈ R) has at least one equilibrium point if conditions (2.2) and (2.3) hold. Denote one of the equilibrium points by u * 
where t 0 ∈ R + .
where
i ) = 0 so that system (2.5) admits the trivial solution. So the stability problem of the equilibrium point u * of system (2.1) is equivalent to the stability problem of the trivial solution of system (2.5).
Main results
In this section, we shall discuss the global exponential stability for the equilibrium point u * of system (2.1).
Then, we obtain that, for t ∈ [t 0 , t 1 ),
2)
. So from (3.2), we have
Therefore we obtain
thus we have, for t ∈ [t 1 , t 2 )
, and hence we get
Next we shall show that
We know (3.6) holds for i = 1 in view of (3.5), if we assume that it holds for i = k, i.e.
therefore we obtain
which implies that (3.6) holds for i = k + 1, and hence (3.6) holds for any i ∈ N * . So we have
which, together with (3.3), yields the global exponential stability of u * .
If we change the proof in Theorem 3.1 a bit, then we will have the following result in which the lower bound of the length of the successive impulses is relaxed but the restriction on the amplitude of impulses is stronger than in Theorem 3.1.
Theorem 3.2. Assume that there exist constants
|b ij |L j }, then the equilibrium point u = u * of system (2.1) is globally exponentially stable.
Proof. By choosing the same Lyapunov functional and using the same argument as in Theorem 3.1, we get V (t,
for t ∈ [t 0 , t 1 ). Next we shall show by mathematical induction that
We have that (3.7) holds for i = 1 by the same argument in Theorem 3.1, and then we assume it holds for i = k, i.e.
we shall show that (3.7) holds for i = k + 1:
From (3.8), we get
,
, and hence
, this gives
which implies (3.7) holds for all t ≥ t 0 and completes the proof.
When c is non-positive, the method in Theorem 3.1 can not apply, by using similar method in Theorem 3.2, we can obtain the result as follows. Proof. Choosing the same Lyapunov functional and using the same argument as in Theorem 3.1, we get V (t, x t ) ≤ cV (t, x t ) for t ∈ [t k−1 , t k ). Since c ≥ 0, we have V (t, x t ) ≤ 0 for t ≥ t 0 . Then similarly to Theorem 3.1, we have
Theorem 3.3. Assume that there exist constants
. And hence we have
, and
.
, we obtain
, that gives
Similarly, we can prove that
, which implies our result.
By using the same method in Theorem 3.1 and different Lyapunov functional, we have the following result.
Theorem 3.4. Assume that there exist constants
then the Dini derivative of V along system (2.5) is
, t ∈ [t 0 , t 1 ), (3.11) where M = √ 1 + λτ e . So from (3.10) and (3.11), we have
, thus we have, for t ∈ [t 1 , t 2 )
Similarly to Theorem 3.1, we can derive
which completes the proof. , τ = 0.01; if we choose α = 0.1, l = 0.5, then by Theorem 3.1, we can obtain the estimate for the impulse amplitude which can stabilize this cellular neural network is
Thus we can choose the impulse control functions I i (s) = −0.85s + 0.85u * i for any s ∈ R to stabilize cellular neural network (4.1), see Fig.2 for the numerical simulations with the same initial functions as in Fig.1 .
However, if we use Theorem 3.4 in stead, we obtain c = 5.5 > 0 and the estimate for the impulse amplitude which can stabilize this cellular neural network is In the above example, we show that how Theorem 3.1 and Theorem 3.4 work in stabilizing the unstable neural network (4.1). Next we shall try to use Theorem 3.3 to determine the stability of neural networks. In fact, when c ≤ 0, the neural network without impulses might be stable, as the following example indicates. 
Conclusions
In this paper, some global exponential stability criteria have been established for impulsive cellular neural networks with tim delay based on Lyapunov functional method. Our results show that impulses may play an important role in the stabilization of some cellular neural networks with time delay. The conditions are easy to verify. The discussions above assume constant delays, cellular neural networks with time-varying delays will be investigated in the near future.
