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In this work, we numerically investigate the dynamics of a self-propelling autophoretic Janus
particle in a weakly viscoelastic fluid. The self-propulsion is achieved by an asymmetry in the
properties of the surface of the Janus particle that drives a surface slip velocity and bulk flow. Here
we investigate the effect of viscoelasticity on this advection-diffusion problem over a range of Pe´clet
and Damko¨hler numbers. Particles are found to swim faster, or slower, in viscoelastic fluids, and
we show how reaction and diffusion rates affect the viscoelastic stresses that lead to changes in
propulsion.
I. INTRODUCTION
Active colloidal-scale particles that can locally con-
vert chemical energy into motility thereby mimicking
micro-organisms [1] have received considerable attention
in recent years for their potential applications as drug-
delivery agents in biomedical applications [2], as sensing
and depolluting agents [3, 4], as microrheological probes
[5] or as micromotors in micromachining systems [6].
While many examples of active particles at microscales
can be found in nature, such as bacteria like E. coli and
human spermatozoa, synthetic particles that can self-
propel via phenomena like autophoresis or a self-induced
Marangoni effect have also been created [7].
Active particles need not depend on external field
gradients as they themselves generate local gradients
through chemical reaction (diffusiophoresis) or heat ra-
diation (thermophoresis) on their surface [8–14]. The
field gradients can be produced using anisotropic proper-
ties on the particle surface [13, 14]. Experimentally, this
anisotropy has been obtained by creating particles with
surface compartments of different chemistries; such par-
ticles are popularly known as Janus particles [15]. The
earliest studies of Janus particles focused on bimetallic
(platinum-gold) rods which propel via electro-chemical
surface reactions [9, 16]. More recently, platinum half-
coated spheres of silica or latex have also been synthe-
sized [17–19]. In presence of hydrogen peroxide in a wa-
ter environment, these particles are able to self-propel
by creating an anisotropic distribution of solutes in their
surroundings as metallic platinum (Pt) catalyses the de-
composition of hydrogen peroxide. However, the exact
mechanism of this propulsion – electro or chemophoresis
– is still an open debate [20, 21]. If the platinum layer is
substituted with a gold one, the particles can be heated
up by exposure to UV light. The propulsion is then due
to locally induced temperature gradients. [22].
∗ gelfring@mech.ubc.ca
Autophoretic propulsion has been well studied in New-
tonian fluids[23]. A classical continuum approach was
proposed by Golestanian et al. [14] wherein phoretic ef-
fects are accounted for as a distribution of slip velocities
on the particle surface under the assumption that the in-
teraction layer is thin compared to the particle size and
advection of the solute is neglected. This framework was
then extended to study advective effects [10, 24, 25], the
role of geometry, [26] and more complex surface reactions
[27]. For particles at the nanoscale the thickness of the
interaction layer becomes comparable with the particle
size and then careful considerations regarding the flow
field, both within and without the boundary layer, need
to be undertaken [28, 29]. Michelin and Lauga [30] re-
cently analyzed the validity of the thin interaction layer
assumption considering both advective and reactive ef-
fects.
While much of the literature on autophoretic locomo-
tion is limited to Newtonian fluids, active particles may
also be found in complex polymeric fluids [31]. In recent
theoretical work, Datt et al. [32] studied autophoretic
locomotion in a weakly viscoelastic fluid. They found
that a Janus particle can swim either slower or faster in
a second-order fluid as compared to a Newtonian fluid
depending on the distribution of surface activity. How-
ever, their analytical study neglected advection of the
solute. In another study, Oppenheimer et al. [33] consid-
ered the motion of a hot Janus particle through a fluid
with a spatially varying viscosity distribution due to a
temperature difference between the particle and the am-
bient fluid and found that, in contradistinction to when
the viscosity is uniform, the particle translational and ro-
tational dynamics were coupled for the spherical Janus
particle. Experimentally, Gomez-Solano et al. [34] stud-
ied silica spheres half-coated with carbon caps suspended
in a binary mixture which displayed a finite relaxation
time and shear-thinning behaviour. When illuminated,
the fluid underwent local de-mixing causing autophoretic
motion. They observed an increase of the rotational and
translational diffusion coefficients with the increase in the
particle velocity – markedly different from the dynamics
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2in Newtonian fluids. Apart from autophoretic particles,
there have been several analytical and numerical stud-
ies on model microswimmers, see for example, recent re-
views by Elfring and Lauga [35] and Sznitman and Ar-
ratia [36]. Pertinent to this work are studies of squirmer
model swimmers in complex fluids [37–41], and in partic-
ular the study by Zhu et al. [37] who used the squirmer
model[42, 43] to understand the dynamics of puller and
pusher-type swimmers in a viscoelastic (Giesekus) fluid.
They showed that the viscoelastic swimming speed is
lower than in Newtonian fluids owing to the presence of
non-Newtonian extensional stresses.
Autophoretic locomotion in viscoelastic fluids at finite
Pe´clet number has not yet been investigated, and it is
still unclear how the viscoelasticity of the fluid mod-
ifies the advection-diffusion in self-diffusiophoretic mo-
tion. Hence, the goal of this work is to understand the ef-
fect of viscoelasticity on the dynamics of chemically pro-
pelled particles at finite Pe´clet and Damko¨hler numbers
thereby extending analytical work by Datt et al. [32].
To do so, we use a hybrid asymptotic-numerical method,
combining a regular perturbation expansion to capture
the leading-order effects of viscoelasticity while solving
the Newtonian and weakly nonlinear viscoelastic concen-
tration and flow fields numerically using a finite element
method. We capture the effects of advection and surface
activity on the propulsion velocity and provide a physical
explanation for the impact of viscoelastic stresses.
II. THE DIFFUSIOPHORESIS PROBLEM
In defining the diffusiophoretic problem, we closely fol-
low the approach of Michelin and Lauga [30]. Consider
an isolated solid particle B with surface ∂B, immersed
in an otherwise quiescent fluid of viscosity η and den-
sity ρ. The particle interacts with a solute dispersed in
the fluid with concentration C, via short-range potential
of characteristic range λ. The solute is both advected
by the fluid and diffuses with diffusivity D. We assume
the chemical properties of the surface of the particle con-
trol the concentration flux by either a fixed-flux adsorp-
tion/desorption process with activity A or a fixed-rate
one-step chemical reaction with reaction rate K [30].
For a particle of size a and density ρs the Reynolds
number Re = ρUa/η and Stokes number St = ρsUa/η
are assumed to be sufficiently small to neglect the inertia
of both the fluid and solid. For the following discussion,
the Pe´clet number Pe represents the ratio of diffusive
and advective time scales.
In this work we will assume a thin interaction layer
limit  = λ/a  1 for finite Pe. As shown by Miche-
lin and Lauga [30], provided Pe  1, advection within
the interaction layer is negligible, and the solution of the
advection-diffusion outside the interaction layer may be
solved independently of the interaction layer dynamics by
prescribing a slip velocity us at the solid particle bound-
ary, given by
us = M∇sC, (1)
where∇s = (I−nn)·∇ is the projection of the operator
onto the surface, and the local mobility,
M = ±kBTλ
2
η
, (2)
is defined from the local interaction potential profile,
where kB is the Boltzmann constant and T is the ab-
solute temperature. The mobility can be either positive
or negative depending on the form of the solute surface
interaction with the particle; it is negative for locally
attractive interactions, and positive for locally repulsive
interactions [30].
Under these conditions, the solute concentration C is
governed by the advection-diffusion equation and bound-
ary conditions
∂C
∂t
+ u · ∇C = D∇2C, (3)
Dn ·∇C(x ∈ ∂B) = KC, (4)
C(r −→∞) = C∞, (5)
where C∞ is the far field condition for the concentration.
The distance from the centre of the particle r = |x− x0|
where x0 is the center of the particle. Here we show a
fixed-rate chemical reation at the surface but a fixed-flux
process follows similarly as we shall show.
We assume the fluid is incompressible, and that inertia
is negligible (Re 1), therefore
∇ · u = 0, (6)
∇ · σ = 0. (7)
The fluid is taken to be quiescent in the far field while the
fluid velocity on the particle includes rigid-body transla-
tion U and rotation Ω about x0,
u(r −→∞) = 0, (8)
u(x ∈ ∂B) = U + Ω× r + us, (9)
where r = x− x0.
This set of equations is closed by noting that without
inertia and absent any interparticle or external forces,
the net hydrodynamic force and torque on the particle
must be zero
F =
∫
∂B
n · σdS = 0, (10)
L =
∫
∂B
r × (n · σ)dS = 0. (11)
It is convenient to recast the problem in dimension-
less terms. To do so, we take a as the characteristic
length, while a natural scale for the concentration vari-
ations aA/D, may be obtained from the flux boundary
conditions. Here A is the characteristic magnitude of the
3surface activity. A velocity scale is obtained from the slip
condition to be
U = A
D
kBTλ
2
η
. (12)
From the velocity scale, we define a time scale a/U
and stress scale ηU/a (for both pressure and deviatoric
stress). Introducing dimensionless variables, denoted by
∗’s, we write
c∗ =
C − C∞
Aa/D , (13)
u∗ = u/U , (14)
σ∗ =
σ
ηU/a , (15)
t∗ =
t
a/U . (16)
In dimensionless form, the governing equation for the
concentration field and boundary conditions are
Pe
(
∂c∗
∂t∗
+ u∗ ·∇∗c∗
)
= ∇∗2c∗, (17)
n ·∇∗c∗(x∗ ∈ ∂B) = k (1 +Dac∗) , (18)
c∗(r∗ −→∞) = 0, (19)
where the dimensionless surface activity distribution k =
K/K, where K is a characteristic scale of the reaction,
and thus we set A = KC∞. The Pe´clet number is defined
as
Pe =
Ua
D
, (20)
whereas the Damko¨hler number
Da =
Ka
D
, (21)
is the ratio between the diffusive and the reactive time
scales. When Da = 0 diffusion is fast enough that the
far-field concentration sets the flux (fixed-flux); assuming
a fixed-flux process at the outset we arrive at the same
form except in that case k = −A/A (where A is positive
for adsorption) [30].
The governing equations for the velocity field and
boundary conditions in dimensionless form are
∇ · σ∗ = 0, (22)
∇ · u∗ = 0, (23)
u∗(x∗ ∈ ∂B) = U∗ + Ω∗ × r∗ + us∗, (24)
u∗(r∗ −→∞) = 0. (25)
III. SECOND-ORDER FLUID
In this work we are interested in understanding the ef-
fects of viscoelasticity on advection-diffusion in the self-
diffusiophoresis of a Janus particle. In order to gain in-
sight into this complex problem, we will use the second-
order fluid (SOF) constitutive model [44], an asymptotic
approximation of viscoelastic fluids for slowly varying
flows. For a SOF, the stress is given by
σ = −pI + ηγ˙ − Ψ1
2
O
γ˙ + Ψ2γ˙ · γ˙, (26)
where η is the zero-shear viscosity, γ˙ is the strain-rate
tensor, and Ψ1 and Ψ2 are the first and second nor-
mal stress-difference coefficients respectively. The upper-
convected derivative
O
γ˙ =
∂γ˙
∂t
+ u ·∇γ˙ − (∇u)> · γ˙ − γ˙ ·∇u. (27)
where [∇u]ij = ∂uj/∂xi.
In dimensionless form we obtain
σ∗ = −p∗I + γ˙∗ −De
( O
γ˙∗ + bγ˙∗2
)
, (28)
where the Deborah number, De = Ψ1U/2aη, quanti-
fies the departure from Newtonian behavior [40, 45] and
b = −2Ψ2/Ψ1. The first normal stress coefficient, Ψ1, is
positive for nearly all polymeric fluids while Ψ2 is typi-
cally negative and much smaller in magnitude [46]; here
we take b = 0.2 to match the work by De Corato et al.
[40]. Finally, we note that while the second-order fluid
model model represents a common form for most vis-
coelastic fluids for small Deborah number, it is expected
to be valid only for very small strain-rates [44, 47].
Henceforth, we work in dimensionless quantities and
drop the stars ∗’s for convenience.
IV. SQUIRMER MODEL
We consider here spherical, axisymmetric Janus par-
ticles characterized by a surface activity disbribution
k = k(µ) where µ = cos θ and θ is the polar angle with re-
spect to the axis of symmetry ez in spherical coordinates.
For simplicity, we consider one side of the Janus parti-
cle to be reactive, µ ≥ µc whereas the other side is inert.
The solute concentration and velocity field are hence also
axisymmetric, c = c(r, µ) and u = ur(r, µ)er+uθ(r, µ)eθ,
as is the tangential slip us = uθ(1, µ)eθ. The active par-
ticle therefore undergoes translational motion U = Uez
without rotation Ω = 0.
It is common to represent the tangential slip uθ in
terms of Legendre polynomials, or squirming modes
αn =
1
2
∫ 1
−1
√
1− µ2L′n(µ)uθ(1, µ)dµ. (29)
When De = Pe = Da = 0, the flow is linear, the con-
centration field is harmonic, and an analytical solution is
easily obtained that yields the swimming velocity
U =
M
4
(
1− µ2c
)
ez, (30)
where M = ±1 in dimensionless form. This result may
be found simply by way of the reciprocal theorem[30],
but outside this limit numerical solution is required.
4V. RECIPROCAL THEOREM
The reciprocal theorem of low Reynolds number hydro-
dynamics [48] may be used to find the rigid-body motion
of a particle given a slip velocity us [49–52]. Following
Datt et al. [32], we know that for a spherical particle of
radius a the translational velocity in a weakly nonlinear
viscoelastic fluid is given by
U =− 1
4pi
∫
∂B
usdS − De
8pi
∫
V
τNN :
(
1 +
1
6
∇2
)
∇GdV
(31)
where G = (I + rr/r2)/r while the tensor τNN =
−
( O
γ˙∗ + bγ˙∗2
)
represents the weakly nonlinear contri-
bution to the stress [53]. For a Newtonian fluid, De = 0,
the translational velocity is given simply by (minus) the
surface average of the given slip velocity [49, 54], in which
case only the first squirming mode contributes to the
swimming speed
U = α1ez. (32)
When the fluid is non-Newtonian, integration of the ten-
sor τNN over the entire fluid domain is required, and in
general all squirming modes may affect U . As shown by
Datt et al. [32], the leading-order correction to the swim-
ming speed for a squirmer in a second-order fluid is given
by
U = α1ez +De(b− 1)
∞∑
p=1
Cpαpαp+1ez (33)
where Cp = 6p/[(p+ 1)
2(p+ 2)].
VI. PERTURBATIVE ANALYSIS
In order to evaluate the leading-order effects of vis-
coelasticity on the advection-diffusion process in self-
diffusiophoresis, we focus only on weakly nonlinear ef-
fects for small Deborah numbers and study the problem
perburbatively about the Newtonian limit. We write the
unknown velocity, pressure and concentration fields and
the velocity of the particle as regular expansions in De
number,
u = u0 +Deu1 +O
(
De2
)
, (34)
p = p0 +Dep1 +O
(
De2
)
, (35)
c = c0 +De c1 +O
(
De2
)
, (36)
U = U0 +DeU1 + +O
(
De2
)
. (37)
In this work we will consider all fields steady when
moving with the velocity of the swimmer, for example
the concentration field
∂c
∂t
+U ·∇c = 0. (38)
A. Zeroth order (a Newtonian fluid)
At zeroth order, we have the diffusiophoretic motion
of a Janus particle in a Newtonian fluid governed by the
following set of equations
∇2u0 =∇p0, (39)
∇ · u0 = 0 (40)
Peu′0 ·∇c0 = ∇2c0, (41)
where we have used the fact that the fields are steady in
the moving frame (38) and defined u′0 = u0 − U0. The
boundary conditions, to leading order, are
c0 (r −→∞) = 0, (42)
u0 (r −→∞) = 0, (43)
∂c0
∂r
(r = 1) = k(1 +Dac0), (44)
u0(r = 1) = U0 +M∇sc0. (45)
These equations are closed by the the force-free condition
on the particle, which, by the reciprocal theorem, equates
to
U0 = −〈us0〉 = −M 〈∇sc0〉 , (46)
where the angle brackets 〈·〉 represent the surface average
on the particle.
B. First order
The governing equations for the first-order viscoelastic
pertubation fields are
−∇p1 +∇2u1 =∇ ·
(
∆
γ˙0 + bγ˙
2
0
)
, (47)
∇ · u1 = 0, (48)
Pe (u′0 ·∇c1 + u′1 ·∇c0) = ∇2c1, (49)
where u′1 = u1 − U1. The boundary conditions for the
first-order problem are
c1(r −→∞) = 0, (50)
u1(r −→∞) = 0, (51)
∂c1
∂r
(r = 1) = kDa c1, (52)
u1(r = 1) = U1 +M∇sc1. (53)
These equations are closed by enforcing the force-free
condition at first order in Deborah number, which may
be restated by the reciprocal theorem as a condition on
the translational velocity
U1 = −〈us1〉 −
1
8pi
∫
V
τNN [u0] :
(
1 +
1
6
∇2
)
∇GdV
(54)
5where 〈us1〉 = M 〈∇sc1〉. Here we can see that there
are two effects due to viscoelasticity which can cause a
change in the translational velocity of the particle. The
first term on the right-hand side represents the change in
the slip velocity of the particle due to the viscoelasticity
of the fluid, while the second term represents the change
due to viscoelastic stresses. It is important to stipulate
here that we assume that the mobility remains constant,
in other words we do not account for the impact of vis-
coelasticity on the boundary layer problem that governs
the slip, and we restrict our attention only to changes in
the slip velocity due to a viscoelastic perturbation of the
concentration field c1. Likewise, we assume that the so-
lute diffusivity D remains constant throughout the flow.
Note that in the case of Da = 0, there is no concentra-
tion flux at the surface of the particle for the first-order
concentration field. Moreover, when Pe = Da = 0 there
is no first-order change of the concentration field, and
consequently no change in the slip velocity.
VII. NUMERICAL METHOD
The zeroth and first-order problems are both solved nu-
merically by employing a finite element method (FEM)
technique. FEM calculations are performed using Math-
ematica software. A Taylor-Hood (P2-P1) triangular 2D
mesh in polar coordinates was generated to solve both the
zeroth and first-order problem. By generating the mesh
in polar coordinates, the elements of the mesh are auto-
matically finer at the particle surface and wider at large
r. The mesh refinement was verified to eliminate any de-
pendence of our results on the mesh element size. For all
simulations, we meshed a circular 2D domain around our
colloidal particle of the size 20a, discretized by approxi-
mately 104 triangular elements.
We first solve the zeroth-order problem and then use
the zeroth-order fields as a known input to the first-order
problem. We also use an iterative scheme whereby the
translational velocity given by the exact solution when
Pe = Da = 0 is used as an initial value, the advection-
diffusion problem is solved and then the translational ve-
locity is updated to satisfy the force-free condition. At
each iteration, the velocity and concentration field are
calculated. The solution is assumed to have converged
when difference in the velocity is less than 10−6 (note that
the problem is non-dimensionlized such that the magni-
tude of the velocity is expected to be O(1)).
For validation we ensure that our results match those
of Michelin and Lauga [30] for Newtonian fluids, and that
our numerical results match the analytical results for vis-
coelastic fluids when Pe = Da = 0 in Datt et al. [32].
The numerical method presented above is then employed
to explore for the first time the effects of viscoelasticity
on the solute concentration and flow field around Janus
particles for nonzero values of Pe and Da, and ultimately
to determine the effect on particle propulsion.
Particle A Particle B Particle C
FIG. 1. Schematic of the three Janus particles investigated.
Black indicates the active region, while white is inert.
VIII. RESULTS
The Janus particles investigated here consist of an ac-
tive cap while the rest of the particle is inert. In particu-
lar, three cases are considered: particle A is a symmetric
Janus particle (µc = 0), while particle B and C are asym-
metric with µc equal to −1/
√
3 and 1/
√
3, respectively
(see Figure 1). Among the three Janus particles, particle
B has the least inert surface coverage while particle C has
the least active coverage. For all the particles, the mobil-
ity is considered uniform (M = ±1). Thus, six different
configurations are investigated in total.
In this work, the solute is always consumed by chemical
reaction at the reactive cap; thus, for particles with posi-
tive mobility this implies that the slip velocity is oriented
from the active cap to the inert surface. Consequently,
the particles propel in the direction of the reactive cap
(ez, the active end is the front). Particles with negative
mobility move in the direction of the inert end (−ez, the
inert end is the front).
In the following, the results are divided in two main
sections. First, we analyze the dynamics of the active
particles with fixed-flux surface activity (Da = 0) and
then probe the effect of nonzero Da at low Pe. For clar-
ity, in this paper we take De = 1 in all figures so that
the effects of viscoelasticity are more visually apparent,
but note the results from our perturbative approach are
strictly valid only when De 1. Furthermore, when we
refer to the velocity in a viscoelastic fluid (for example),
we mean the velocity to first order in Deborah number
U = U0 + DeU1 since we neglect higher-order terms
whose effects may be significant when the Deborah num-
ber is not very small [40].
A. Fixed-flux surface activity (Da = 0)
The effect of advection on autophoretic locomotion for
fixed-flux surface activity (Da = 0) is analyzed here. The
propulsion speed, in the ez direction, of the three Janus
particles immersed in a Newtonian and a second-order
fluid is shown for positive mobility in Figure 2a and neg-
ative mobility in Figure 3a, while the ratio of viscoelas-
tic to Newtonian propulsion speed is shown for positive
mobility in Figure 2b, and negative mobility in Figure
3b. Positive values indicate propulsion towards the active
pole (M = 1), while negative values indicate propulsion
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FIG. 2. a) Propulsion speed as function of Pe for particle A, B and C in the case of M = 1. Dashed and solid lines represent
the propulsion in a Newtonian fluid, and a viscoelastic fluid (De = 1), respectively. b) Ratio of viscoelastic and Newtonian
propulsion velocity as function of Pe for particle A, B and C in the case of M = 1, with De = 1.
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FIG. 3. a) Propulsion speed as function of Pe for particle A, B and C in the case of M = −1. Dashed and solid lines represent
the propulsion in a Newtonian fluid, and a viscoelastic fluid (De = 1), respectively. b) Ratio of viscoelastic and Newtonian
propulsion velocity as function of Pe for particle A, B and C in the case of M = −1, with De = 1.
towards the inert pole (M = −1).
For each of the three particles with positive mobility
(particles swimming towards their active pole), the swim-
ming speed in both Newtonian and viscoelastic fluid de-
creases monotonically with increasing Pe number and at
high Pe, a theoretical scaling of U ∝ Pe−1/3 is recovered
in a Newtonian fluid [24, 30, 55]. In contrast, with nega-
tive mobility (particles swiming towards their inert pole)
the swimming speed displays a non-monotonic variation
with Pe, with a maximum when Pe = O(1) before the
large Pe´clet asymptotic decay, U ∝ Pe−1/3.
The effect of viscoelasticity on the translational veloc-
ity of the particle clearly depends on the coverage of the
reactive cap. As shown in Datt et al. [32], a symmetric
particle (Particle A) sees no viscoelastic effect on the ve-
locity for Pe = 0, and here we find a negligible change for
nonzero Pe´clet numbers as well, when the mobility is pos-
itive. When the mobility is negative, we see a (relatively
weak) viscoelastic effect at higher Pe´clet numbers. For
asymmetric particles, viscoelasticity indeed makes a dif-
ference, particle B sees a speed increase (decrease) with
respect to the Newtonian case while particle C, a speed
decrease (increase), when the particle has positive (neg-
ative) mobility. For particles with positive mobility, the
largest difference between the Newtonian and viscoelastic
results occur when Pe = 0, where our results match the
analytical results in Datt et al. [32], and the difference
in velocity due to viscoelasticity, strictly diminishes with
increasing Pe´clet number. For particles with negative
mobility, the effect of the advection of the solute and vis-
coelasticity is less straightforward with a non-monotonic
change in the ratio of viscoelastic to Newtonian swim-
ming speeds with increasing Pe´clet numbers.
To better understand this behaviour, the concentration
7(a) (b)
(d)(c)
FIG. 4. Relative solute concentration distribution around
particle A in the Newtonian case (a,c) and second-order fluid
contribution (b,d) for Pe = 2 and Da = 0. (a,b) represent
the case of M = 1 while (c,d) show the results for M = −1.
The white vector indicates the direction of motion.
profiles around the particles in a Newtonian fluid c0 and
the first-order contributions in a viscoelastic fluid c1 are
shown in Figures 4, 5 and 6. Note that in all cases the
magnitude of the concentration perturbation field is very
small, |c1|  |c0|, throughout the fluid; thus, even for
order one Deborah numbers, the concentration field in a
Newtonian fluid is virtually indistinguishable from that
of a viscoelastic fluid (for Pe = 2 and Da = 0).
When the mobility is positive (negative), the particles
swim towards their active (inert) pole. To leading or-
der, this motion tends to spread (contract) the depleted
region while also bringing a higher solute concentration
towards the active (inert) cap (see Figure 4a for M = 1
and 4c for M = −1). These effects both tend to reduce
(enhance) the concentration difference between the front
and back of the particle [30]. A reduction (enhancement)
of the concentration gradient on the particle surface leads
to a smaller (larger) surface slip velocity, and as a con-
sequence, we see that propulsion velocities decrease (in-
crease) with increasing of Pe [30]. For particles with
positive mobility, the velocities decrease monotonically.
For particles with negative mobility, the velocity increase
saturates, and at large Pe´clet a boundary layer develops
while the speeds decay as U ∝ Pe−1/3 in a Newtonian
fluid [30, 55].
Inspecting the concentration perturbation field, a very
different scenario appears (see Figure 4b for M = 1 and
Figure 4d for M = −1). The concentration perturba-
tion (due to viscoelasticity) has a higher concentration
in front of the swimmer, implying that the first-order
slip velocity, given by the first term on the right-hand
side of (54), is opposite the leading-order term from the
Newtonian result. However, given the magnitude of the
concentration perturbation, the effect on the swimming
speed is negligible. The second term on the right-hand
side of (54), gives the change in the velocity due to vis-
coelastic stresses. When Pe = 0, this integral is identi-
cally zero for symmetric particles because the viscoelastic
stresses induced on the particle are located symmetrically
around the equator of the particles. Here, we find that
this contribution is negligible for nonzero Pe´clet numbers
as well, for particles with positive mobility. For particles
with negative mobility, a moderate speed enhancement
occurs at intermediate Pe´clet number due to viscoelastic
stresses.
For asymmetric particles, the leading-order effect of
the advection of the concentration field largely follows
that of symmetric Janus particles (see Figure 5 for M =
1 and Figure 6 for M = −1). Notably, for particles
with negative mobility (see Figure 6a and c), a larger
active region leads to exacerbated gradient steepening
and speedup while the opposite is true if the active region
is smaller.
The effect of viscoelasticity on asymmetric particles is
markedly different from the symmetric case as now the
large viscoelastic stresses that arise at the discontinuity
in surface activity are not symmetrically oriented at the
equator of the particle. To illustrate, we show, in Figure
7 (M = 1) and Figure 8 (M = −1), stream plots of the
leading-order velocity field u0 and the velocity perturba-
tion u1. We overlay these streamlines on contour plots
of the flow type parameter χ [56] defined as follows
χ =
‖γ˙‖ − ‖Θ‖
‖γ˙‖+ ‖Θ‖ (55)
where Θ = ∇u − (∇u)> denotes the vorticity tensor.
The flow type parameter χ ranges from -1 to 1 depending
on the flow field. It assumes the value of 1 for pure
extension, 0 for pure shear and -1 for pure rotation.
From the flow field plots, we see that the sharp gradient
in the slip velocity at the discontinuity in surface activity
gives rise to extensional flows on either side of the dis-
continuity and correspondingly large viscoelastic stresses
that effectively push on the particle at this point, regard-
less of the sign of the mobility. In Figure 9 we show the
viscoelastic stresses acting on the surface of the particle
in the direction of motion, σ1rz. Because these stresses
are not located at the equator for asymmetric particles,
this leads to a viscoelastic contribution to the speed given
by the second term on the right-hand side of (54). The
effect of viscoelasticity can be easily predicted from this
simple physical picture: if the activity discontinuity is
on the back (front) of the particle with respect to the
direction of motion the particle will see a speed increase
(decrease) due to viscoelasticity. This description is also
consistent with the literature where pusher-type squirm-
ers see a speed increase in non-Newtonian fluids while
puller-type squirmers see a speed decrease [32, 40], be-
cause for positive mobility particle B behaves as a pusher
while particle C as a puller (and vice-versa for particles
with negative mobility) [32]. We note that Zhu et al.
[37] found numerically that the propulsion of pullers and
8(a) (b)
(c) (d)
FIG. 5. Relative solute concentration distribution around
particle B and C in the Newtonian case (a) and (c) and
second-order fluid contribution (b) and (d), respectively. The
results are obtained for Pe = 2 and Da = 0 in the case of
M = 1. The white arrow indicates the direction of motion.
(a) (b)
(d)(c)
FIG. 6. Relative solute concentration distribution around
particle B and C in the Newtonian case (a) and (c) and
second-order fluid contribution (b) and (d), respectively. The
results are obtained for Pe = 2 and Da = 0 in the case of
M = −1. The white arrow indicates the direction of motion.
(a)
(c) (d)
(b)
FIG. 7. Stream plot of the flow field (lab frame) around par-
ticle B and C in the Newtonian case (a) and (c) and the
second-order fluid first-order correction (b) and (d), respec-
tively. The contour plots in the background represents the
flow parameter for the different cases. The results are ob-
tained for Pe = 2 and Da = 0 in the case of M = 1.
(a) (b)
(d)(c)
FIG. 8. Stream plot of the flow field (lab frame) around par-
ticle B and C in the Newtonian case (a) and (c) and the
second-order fluid first-order correction (b) and (d), respec-
tively. The contour plots in the background represents the
flow parameter for the different cases. The results are ob-
tained for Pe = 2 and Da = 0 in the case of M = −1.
pushers was always reduced in a viscoelastic fluid, mod-
eled by the Giesekus model, due to the presence of large
extensional stresses that develop to the aft of the swim-
mers at moderate Deborah numbers. These stresses are
not significant at the small Deborah numbers captured
by our approach but are certainly expected to grow as
strains increase.
The effect of nonzero Pe´clet number on the viscoelastic
stresses is more subtle, but can largely be explained from
the physical picture given above. The effect of advection
serves to reduce or enhance the concentration gradients
at the surface of the particle which drive the slip bound-
ary condition. The sharp gradients at the discontinu-
ity of the surface activity also lead to the viscoelastic
stresses that affect the speed of the particle. In Figure
9 we plot viscoelastic stresses acting on particle B with
positive mobility. In this case, as the Pe´clet number in-
creases, advection smooths the concentration gradients
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FIG. 9. Viscoelastic stress on the surface of the particle of
particle B in the ez direction, σ1rz. The dashed vertical line
indicates θc. In this case, M = 1, the magnitude of the vis-
coelastic stresses diminishes with increasing Pe as gradients
are smoothed by advection.
at the surface of the particle and indeed the viscoelas-
tic stresses diminish. In general, if advection diminishes
(enhances) the leading-order concentration gradients, as
it does for positive (negative) mobility, then this in turn
also diminishes (enhances) the viscoelastic stresses on the
particle and leads to the changes in propulsion shown in
Figure 2 (Figure 3).
B. Reactive effect
The effect of surface reactions follows straightforwardly
from the physical picture developed in the preceding sec-
tion. A reaction rate at the surface of the particle which
depends linearly on the concentration will act to reduce
the concentration gradients which drive surface slip. Be-
cause of this, increasing the Damko¨hler number leads to
a monotonic decrease in the propulsion speed of the par-
ticles [30]. Moreover, because those same concentration
gradients drive the viscoelastic stresses on the particle,
these stresses also decrease monotonically with increasing
Da.
IX. CONCLUSIONS
In this work, we investigated the dynamics of au-
tophoretic Janus particles in weakly viscoelastic fluids.
Using a combined asymptotic and numerical approach we
solved for the concentration and flow fields for Janus par-
ticles with various surface boundary conditions immersed
in a second-order fluid and investigated the impact of vis-
coelastity in the fluid to first order in Deborah number.
The effect of viscoelasticity on the propulsion of the par-
ticle is largely due to the large viscoelastic stresses that
are generated at the discontinuity in the surface coverage
of the Janus particles. The discontinuity in surface activ-
ity drives a highly localized concentration variation near
the surface of the particle and a sharp velocity gradient in
the surface slip that results in large viscoelastic stresses.
Advection can sharpen or diminish these concentration
gradients and thus directly enhance or diminish the vis-
coelastic stresses, while concentration dependent chemi-
cal reactions act to diminish concentration gradients and
thereby weaken viscoelastic effects on propulsion as well.
A limitation of our approach is that we consider only
very small Deborah numbers due to our asymptotic ap-
proach to the viscoelasticity and use of the second-order
fluid model, and so these conclusions may be significantly
modified under large strains [32, 37, 40]. On the flip
side, this approach allows one to systematically disentan-
gle the effects of advection and diffusion on viscoelastic
stresses, and the picture may not be so clear at larger
Deborah numbers. We also assume that the mobility is
fixed; however, there is likely to be a first-order varia-
tion of the mobility coefficent as well for which one must
undertake a matched asymptotic approach to determine
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