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Abstract— Reliable real-time planning for robots is essen-
tial in today’s rapidly expanding automated ecosystem. In
such environments, traditional methods that plan by relaxing
constraints become unreliable or slow-down for kinematically
constrained robots. This paper describes the algorithm Dynamic
Motion Planning Networks (Dynamic MPNet), an extension
to Motion Planning Networks, for non-holonomic robots that
address the challenge of real-time motion planning using a
neural planning approach. We propose modifications to the
training and planning networks that make it possible for real-
time planning while improving the data efficiency of training
and trained models’ generalizability. We evaluate our model in
simulation for planning tasks for a non-holonomic robot. We
also demonstrate experimental results for an indoor navigation
task using a Dubins car.
I. INTRODUCTION
The problem of motion planning is among the core
robotics challenges, which aims to find a path between given
start and goal states while satisfying a set of desired con-
straints [1]. In most cases, the desired constraints to be met
are merely collision-avoidance. However, with the increasing
familiarity and adoption of mobile robots and autonomous
vehicles, constrained kinematics such as non-holonomic con-
straints have become prevalent in many situations that require
the planner not just to perform collision-avoidance but also
adhere to the system’s dynamical equations [2].
Non-holonomic constraints are governed by dynamical
equations which depend on the time-derivative of the sys-
tem’s configuration space [2]. These constraints arise in
many applications, ranging from mobile robot navigation
[2] to needle steering in robot surgery [3]. To generalize,
it comes in cases where the system’s control space is of a
lower-dimension than its configuration space. For instance,
in car-like robots, the control inputs are the linear and angu-
lar velocities, while the configuration/robot-motion space is
three-dimensional (x/y position and heading). Consequently,
a feasible trajectory in the robot’s configuration space might
not be feasible with respect to the system’s dynamics [2],
[4].
Various algorithms have been proposed to address real-
time motion planning under non-holonomic constraints, on
the spectrum of Sampling-based Motion Planning (SMP)
to non-Sampling-based methods [5]–[7]. The advantage of
sampling-based planners is that they provide probabilistic
completeness, i.e., the probability that the planner finds a so-
lution reaches one as the number of samples reaches infinity.
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Fig. 1: The trajectory the robot followed for a given start
(green arrow) and goal (red arrow) position using, Dynamic
MPNet (red), and Dynamic Windows Approach (black) as
local planners respectively. Since the DWA planner has no
kinematic constraints, it is difficult for the planner to generate
paths with U-turns, while since the path generated from
Dynamic MPNet encodes kinematic constraints, it is able
to generate a successful path towards the goal.
Sampling-based planners were used for real-time planning
for non-holonomic systems in the form of anytime planners
[8], aiming to improve a current plan while executing an
already evaluated plan [8]. Although such planners can easily
find a feasible path in uncluttered spaces, they often fail to
find a solution in reasonable time in constrained spaces as
well as need to relax goal constraints (e.g., final orientation).
Recently reinforcement learning based methods that use
neural networks have gained traction in solving motion plan-
ning problems [9]–[11] for non-holonomic systems. These
methods often require careful fine-tuning of reward functions
as well as a significant computing resources to search for
proper hyperparameters. Another class of motion planning
algorithms, called neural motion planners, have emerged that
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learns to imitate an oracle planner and exhibits virtues of
an ideal planner during online execution [12]–[14]. Motion
Planning Networks (MPNet) [12] is one of the first and
prominent neural motion planning methods, showing orders
of magnitude performance computational speed compared
to previous offline methods while producing near-optimal
solutions. However, MPNet, along with its extensions [15],
only considers collision-avoidance constraints and finds a
viable path in the robot’s configuration spaces, i.e., with-
out taking into account the system’s kinematic limitations.
Furthermore, these methods also require significant training
data to achieve generalizability and, in their current formu-
lation, have yet to be scaled to real-time planning scenarios
involving navigating large environments. Thus none of these
methods single-handedly has features of an ideal planner, i.e.,
find near-optimal/optimal paths with high, almost real-time,
computational speed and exhibit completeness guarantees.
In this paper, we propose Dynamic Motion Planning
Networks (Dynamic MPNet), which extends MPNet to plan
under a broad class of non-holonomic constraints in real-
time. Dynamic MPNet is a deep neural-network-based it-
erative planning algorithm. It takes the sub-goals between
given start and goal states from a global C-space planner and
finds a kinematically-feasible path between them with a high-
computational speed and completeness guarantees. Real-time
planning is made possible by planning during executing
the previous plan, similar to anytime planning systems. We
evaluate our framework on Dubins car dynamical model in
challenging navigation tasks where state-of-the-art classical
methods are failing, including both simulation and real-
robot experiments. Our results show that Dynamic MPNet
outperforms existing methods in terms of accuracy and
average speed for each trajectory, and, similar to MPNet,
also generalizes to new planning problems. We also release
Dynamic MPNet as an open-source package in the ROS navi-
gation stack for computationally-efficient local path planning
under various kinematic constraints1.
II. PROBLEM DEFINITION
The motion planning algorithm with dynamic constraints
can be described as follows. Consider a dynamic system
defined by the differential equation s˙(t) = f(s(t), u(t)),
where s(t) ∈ S ⊂ Rn describes the state of the system,
u(t) ∈ U ⊂ Rm describes the control inputs to the system
and s˙(t) ∈ Rn describes the rate of change of the system
state. The state space S can be split into two regions: Sobs
states with obstacles and Sfree = S − Sobs obstacle free
regions. The goal of the planning algorithm is to find a set
of control inputs u(t) that would move the robot from a given
initial state sstart ∈ Sfree to a given goal state sgoal ∈ Sfree,
such that the sequence of actions u(t) and s(t) ∀t ∈ [0, τ ]
satisfy the given dynamic equation and the states are in
free space, i.e. s(t) ∈ Sfree. The problem can be expanded
further by adding optimality criteria to the sequence of states.
In the subsequent sections, we describe our solution to the
1https://github.com/jacobjj/mpnet local planner
Fig. 2: The area of the costmap passed to MPNet for
planning. The local costmap used for planning is always ego-
centric to the robot. The blue region indicates the obstacles
inflated by the robot footprint.
motion planning problem. The planner is used as a local
planner in a hierarchical navigation architecture.
III. METHODS
Dynamic MPNet uses supervised learning to train neural
networks that generate near-optimal paths through an en-
vironment given a start and goal position. The networks
are trained with expert trajectories in randomized, diverse
environments so that unseen environments can be planned
in with near-expert level cost and with substantially less
sampling than classical sample-based planners.
Dynamic MPNet consists of 3 core modules, a transformer
that centers the local costmap with respect to the robot, an
encoder network that takes the ego-centered obstacle map
and converts it into a latent vector, and a planner network that
takes the latent encoding, the current or predicted pose, and
goal pose and returns the next feasible step. In the following
section, we will go over the environment encoding, network
training and planning pipeline in more detail.
A. Environment Encoding
Most non-holonomic systems reside in environments that
can vary significantly in size. Encoding an environment
where the map could be arbitrarily large in size is infeasible.
This is where a hierarchical approach to the navigation
is useful. Using the global plan as a guide, kinematically
feasible paths are generated for a local region using Dynamic
MPNet. Fig. 2 is an example for the local costmap passed
into the network planner. This costmap is always egocentric
to the robot (see Fig. 2). Doing this reduces the dimen-
sionality of the input space, as the output of the network
is only a function of the current robot orientation, relative
goal position, and costmap. It could also be viewed as a
normalization step, to disentangle the dependence of training
trajectory and world map with the sampled point. It thus
helps the model to generalize to the environment better with
fewer training samples.
B. Training
The planner is trained with dynamically feasible trajec-
tories such that, during prediction, it will tend to predict
Fig. 3: The graph describes the flow of inputs and outputs for the planner. xt, xt+1 and xg represents the current, next and
target positions respectively. xg is the sub-goal position from the global plan. Ct and, Cˆt is the costmap before and after
padding respectively. The T block centers the padded costmap, Cˆt, with respect to the robot position xt. E block consists
of convolution networks that encode the costmap into latent space vectors. The latent space representation of the costmap,
the current robot and goal position are passed to the Planner node to generate the new target point.
dynamically feasible intermediate poses. Given an expert
trajectory {s0, s1, . . . , sT } that satisfies the dynamical con-
straints of the robot for the planning problem, the network
uses the current position (st), goal position (sT ) and obstacle
representation (cˆt) to predict the next state (sˆt+1). These
four elements form a training tuple (st, sT , cˆt, st+1). The
encoding and planning networks are trained by reducing the
mean-squared error between the predicted state sˆt+1 and the
actual state from the expert planner st+1 in an end-to-end
fashion using gradient descent. The loss function for N such
trajectories is given by:
L(θ) =
1
N T
N∑
j=1
T−1∑
t=1
||sj,t − sˆj,t||2 (1)
where θ represents the combined parameters of both the
encoder and planner network.
C. Planning
The network starts planning using the current position,
sub-goal position from the global plan, and the local costmap
to generate a sequence of kinematically feasible states. For
each step, if the predicted state is kinematically feasible and
is collision-free, it is used as the current position for the
next prediction. Fig. 3 shows the complete pipeline. Then,
for each sampled step during the planning, an egocentric
costmap encoding at this immediate (non-initial) location is
required to generate the next step. This costmap is achieved
by translating the initial costmap. It is necessary to pad
the obstacle map such that no loss in obstacle information
occurs after transforming the map to an egocentric pose of an
intermediate step of a motion plan. Given a grid of size l× l,
we pad it to make a new grid of size 2l × 2l. This way, for
the planner, the world’s perception remains the same, since
all the padded spaces are still obstacles.
Algorithm 1 outlines the Dynamic MPNet planner, and
Algorithm 2 outlines the modified path generation heuristic.
The functionality of the different function calls are defined
as follows:
1) Padding: The Pad function takes a costmap cobs ∈
Rl×l, and returns a padded costmap cˆtemp ∈ R2l×2l. Padded
values are assumed to be obstacle regions to prevent the
planner to find paths that would navigate this non-physical
space. See Fig. 3 for an example.
2) Steering: The function Steer (x1, x2) checks if we
can generate a sequence of kinematically feasible states
without collision from x1 to x2 within a fixed time. It
returns a feasible path if it exists otherwise, an empty list.
For non-holonomic systems, a differential equation solver or
parameterized curves along with a collision checker can be
used to implement this function.
3) Network: The function Net represents both the en-
coder and planner neural network combined. It generates the
next possible point on the path, given the current and goal
position of the robot and the modified costmap. The flow of
inputs is described in Fig. 3.
4) Add: The function Add (τ, x1) appends the path τ with
the node x1.
5) Transform: Given a point xi and a padded costmap cˆ,
the function Transform (cˆ, xi) translates the costmap in
such a way that the costmap is egocentric to the position xi.
6) Replanning: Only if, for a given start and goal location,
the neural planner is not able to provide a feasible path under
a suitable amount of time, the function will run classical
sampling-based methods until a path is found, specifically to
ensure probabilistic completeness.
Algorithm 1: τ ←DynamicMPNet (xstart, xgoal, cobs)
1 cˆ← Pad(cobs);
2 τ ← NeuralPlanner(xstart, xgoal, cˆ);
3 if Empty(τ) then
4 τ ←Replanner(xstart, xgoal);
5 end
6 return τ
Algorithm 2: τ ←NeuralPlanner (xfrom, xto, cˆ)
1 τ ← {xfrom};
2 for i = 0 to N do
3 xtemp ← Net(xfrom, xgoal, cˆ);
4 τtemp ← Steer(xfrom, xtemp);
5 if NotEmpty(τtemp) then
6 τ ←Add(τ, τtemp);
7 τgoal ←Steer(xtemp, xgoal);
8 if NotEmpty(τgoal) then
9 τ ←Add(τ, τtemp);
10 return τ
11 end
12 xfrom ← xtemp;
13 cˆ←Transform(cˆ, xfrom);
14 end
15 end
16 return ∅
IV. EXPERIMENTS
In this section, we describe the data collection, model
architecture and experiment setup used in this paper. The
neural networks model was defined and trained using the Py-
Torch [16] python library, and the trained model was loaded
into C++ using the torch C++ API. To test the viability of
our framework, we integrated the Dynamic MPNet planner to
the navigation stack [17] provided by the ROS community
and compared it with standard local planners used by the
community. We used the default global planner from the
ROS navigation stack and the mit-racecar [18] model was
used as the robot for the simulations.2
A. Data Collection
For training the model, we collected expert trajectories
using the RRT* [1] algorithm using the Open Source Motion
Planning Library [19]. For the grid map (Fig. 4) environ-
ment, we trained the model on 10,000 RRT* trajectories
by randomly sampling a start and goal location for a fixed
time, while for the real-world environment, we generated
12,000 trajectories. To further augment our data set, we
chose smaller sections of a path and added it to the training
data. Thus if we have n points on a path, then we can
choose any 2 points and create O(n24 ) trajectories. The data
collection was accelerated by encapsulating the sampling
code in a docker container and launching multiple containers
concurrently with different seed values.
B. Model Architecture
A convolutional neural network model was used for
environment encoding. Prior works in robotics have also
used CNN’s to process the cost map for planning [20]
and path prediction [21]. The input to the encoder was
an l × l dimension cost map. The CNN consisted of 3
convolutional layers, with kernel size [5, 5], [3, 3], and [3, 3],
2https://youtu.be/1b3i1SSiUms
and output channels of 8,16 and 32, respectively. A maxpool
and Parametric Rectified Linear Unit [22] (PReLU) layer
follow the first two convolutional layers. The output of the
final convolutional layer is passed through a PReLU layer to
generate the output of the encoder.
The planner was a fully connected neural network with
six layers. A PReLU [22] and a Dropout [23] layer follow
the first four hidden layers. Dropout is used not only during
training to prevent overfitting [23] but also during prediction
to introduce stochasticity that tends to make motion planning
networks more robust [12]. A PReLU follows the penulti-
mate hidden layer and the output of the final hidden layer
is passed through a tanh nonlinearity. Both networks were
trained in an end-to-end fashion.
C. Kinematic Model of a Car-Like Robot and Dubins curve
In this paper we consider non-holonomic kinematics fol-
lowing the Dubins vehicle model [24] though in practice the
constraint can be of another variety. The Dubins model is
given by:
s˙(t) =
x˙(t)y˙(t)
θ˙(t)
 =
vs cos(φ)vs sin(φ)
vs
d tanφ
 (2)
where vs is the speed of the car, φ is the steering angle
and d the distance between the rear and front axle. We use
Dubins curves as a steering function for Dynamic MPNet.
Given the state variables for a Dubins vehicle, the shortest
path is a unique path among 6-basis trajectories [24]. Each of
these trajectories is represented by a sequence of left, right
and straight turns. To steer between given two states, the
shortest among the 6-trajectories are used.
D. Trajectory Tracking
Given a sparsely sampled path produced by Dynamic MP-
Net, a trajectory tracking problem is then presented during
runtime to move the vehicle between the sampled points.
This is necessary to ensure that due to unmodelled effects
and under noise and disturbances that the vehicle follows,
to the best of its capability, the solution to a dynamically
feasible path provided by Dynamic MPNet.
We formulate the trajectory tracking problem as a con-
strained discrete optimization problem with a finite horizon.
In order to follow the trajectory generated from MPNet, we
sample the path nodes adaptively to proper sparsity with
similar distances and apply a Nonlinear Model Predictive
Control (NMPC, [25]) with the following objective function:
minimize
N∑
t=0
ws ‖s(t)− sˆ(t)‖+ wu ‖φ(t)‖) + wa ‖∆φ(t)‖
subject to ∆s(t) =
vs cos(φ)vs sin(φ)
vs
d tanφ
∆t
(3)
where ∆t and ∆s are time step and state difference respec-
tively, ws is state loss weight, wu, wa are weights for control
loss, sˆ are sampled path nodes from Dynamic MPNet, vs is
preset as constant velocity and N is the prediction horizon. In
Fig. 4: For a given start (green arrow) and goal (orange arrow) position, the plan generated by the Dynamic MPNet (red path)
for a given sub-goal (red arrow). The black trajectory is the global plan. The colored region represents the local costmap
used by the Dynamic MPNet.
each control cycle, the control output is computed by solving
the problem with Interior Point Optimizer (Ipopt, [26], [27])
implemented with algorithmic differentiation library CppAD
[28] and the first action is taken from solution.
The prediction horizon was determined using path cur-
vature and maximum velocity and was in sync with the
control frequency to reach the targeted state. The wa term
contributes to decreasing the vibration due to maneuvering,
which guarantees the smoothness of the trajectory.
V. RESULTS
We evaluate the learned model in simulation on seen and
unseen environments, and a real-world indoor environment
using a Dubins car robot.The Dubins car is set up similar
to the MIT Racecar [18]. The local planners available for
car-like robots in the ROS-navigation stack is the Dynamic-
Window Approach (DWA) planner [29] and Timed-Elastic-
Band (TEB) [30]. Although the TEB is the only ROS local
planner for car-like robots, the optimization problem was
not able to generate paths for Dubins car. As a result we
compared our algorithm with DWA. We also implemented
an Anytime RRT* local planner by generating the path from
RRT* rather than from the Neural Planner. We compare the
robot’s accuracy and average speed over a batch of planning
problems. Each planning problem was verified to have a
solution using an offline RRT* planner. For each test case,
the problem is considered solved if the robot center is able
to achieve the target position within a radius of 0.2m (about
half the length of the robot) and target orientation within
15◦. The same threshold is used for all local planners. Each
planner runs at 5Hz, giving it 200 ms to find and optimize a
feasible plan. In the following sections we report our results
from our experiments.
To evaluate the sampling speed of Dynamic MPNet on the
trained simulated environment in terms of execution time
and path length, we measured the time taken to sample n
points using Dynamic MPNet is given in Table I. These times
indicate that the Dynamic MPNet planner is able to generate
a path within 20Hz if set to high resolution of 50 points
per local path generated. Thus Dynamic MPNet is able to
generate kinematically reachable points in real-time.
TABLE I: Planning Time of Dynamic MPNet vs. Sampling
Resolution
Number of samples 5 10 25 50
Compute Time (ms) 11.33 15.29 22.07 44.67
Fig. 5: The Dynamic MPNet generating trajectories for an
untrained map for two different start and end goal on a
synthetic map. The planner can generate trajectories that
comply with the kinematic constraints of the robot, thus
achieving higher accuracy compared to DWA.
The Dynamic MPNet was trained on a synthetic grid
world environment. One of the paths generated by the trained
planner is shown in Fig. 4. To evaluate the generalizability
of the planner, we created a synthetic map that is different
from the training map, but shares a lot of common obstacle
features such as 90◦ turns from the original map. Paths
generated on this environment is shown in Fig. 5. Table II
compares the percentage of planning problems solved with
standard planners. Dynamic MPNet is able to plan 34% more
planning problems compared to DWA on the unseen map.
Hence we were able to achieve generalizabilty with much
fewer training paths.
TABLE II: Percentage of Planning Problems Successfully
Completed
Environment DWA Anytime RRT* Dynamic MPNet
Unseen map 47% 74% 80%
Real world map 44% 58% 76%
Fig. 6: The RC robot used for this work. On board LIDAR
(Hokuyo UTM-30LX-EW) and IMU (RealSense D435i)
sensors were used for localization.
In addition to the simulation experiments, real-world ex-
periments with an RC Dubins Car (see Fig. 6) in one of our
mapped office buildings were used. Fig. 8 compares one of
the trajectories planned by DWA and Dynamic MPNet for
the same start and goal point. The red path given by Dynamic
MPNet is 9.43m long while the DWA path is 10.85m long.
Since Dynamic MPNet is trained on RRT* paths, the local
paths generated would be near optimal. In Fig. 7 we compare
the distance of each trajectory and time take to complete
the planning problems solved by both DWA and Dynamic
MPNet for the unknown and real world maps. A linear
regression model was fit to both the models to estimate the
average speed of the robot. Table III summarizes the results.
Dynamic MPNet is able to solve planning problems faster
compared to DWA.
In Fig. 1 we can observe one of the biggest drawbacks of
the DWA planner which is that it does not take the kinematics
constraint of the robot into consideration for generating a
plan. Since the Dynamic MPNet generates kinodynamically
feasible paths, it is able to plan for the given goal position
and orientation. As a result, MPNet is able to solve a
larger percentage of planning problems compared to standard
planners for both simulated and real world maps.
VI. CONCLUSIONS
In this work, we have used neural motion planners to
generate paths for non-holonomic robots successfully. We
TABLE III: Average Vehicle Speed of Dynamic MPnet v.s.
DWA
Environment DWA Speed (m/s) Dynamic MPNet Speed (m/s)
Unseen map 0.211 ± 0.016 0.340 ± 0.006
Real world map 0.263 ± 0.014 0.336 ± 0.003
Fig. 7: Total time and total distance taken by Dynamic
MPNet and DWA planners on the same set of planning
problems for an (a) unknown map (b) real world map. A
linear regression model was fit to each dataset to evaluate
the average speed of the car for the local planners. The
shaded region represents standard error in the estimates.
Dynamic MPnet not only moves faster and more consistently
than DWA, it solves problems that require longer planning
distances as well.
achieved this by introducing a new framework to facilitate
real-time planning for non-holonomic robots. Compared to
traditional sampling-based methods, Dynamic MPNet can
achieve faster average speeds with higher accuracy. In our
future studies, one of our primary goals is to extend Dynamic
MPNet to problems with moving obstacles by leveraging its
remarkable properties of finding near-optimal paths in almost
real-time computation speed. One of the short coming of real
time planning method is it’s dependence on the global plan
to generate a feasible path to the goal because of which real
time navigation methods fail on a large number of planning
problems for non-holonomic systems. A future goal would be
to integrate the constraint planner to generate a kinematically
feasible global plan. Another future objective is to utilize
Dynamic MPNet for needle steering in surgical tasks that,
in most cases, require a planner to satisfy underlying non-
holonomic constraints.
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