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Resumen 
Este trabajo describe una línea de investiga-
ción y sus objetivos generales y particulares. 
El objetivo principal es estudiar y evaluar mo-
delos matemáticos y métodos numéricos que 
permitan abordar problemas específicos en in-
geniería. También se estudian sistemas y pro-
cesos, que por su nivel de complejidad, requie-
ren abordajes y trabajos multidisciplinarios  
para operar en el dominio del problema de in-
terés. Los modelos abordados son dependien-
tes del tipo de sistema estudiado, del fenómeno 
analizado y del área particular de ingeniería 
que originó el requerimiento. Determinar el ti-
po de sistema, el método para evaluar su ren-
dimiento y las soluciones numéricas óptimas o 
sub-óptimas forma parte de los objetivos en 
esta línea de investigación.  
 
Palabras Clave: modelos matemáticos aplica-
dos, métodos computacionales, modelos pro-
babilísticos, desempeño de sistemas, confiabi-
lidad de sistemas. 
 
Contexto 
 
 Esta línea de investigación y desarrollo (I/D) 
forma parte del proyecto “Computación de Al-
to Desempeño: Arquitecturas, Algoritmos, 
Métricas de rendimiento y Aplicaciones en 
HPC, Big Data, Robótica, Señales y Tiempo 
Real”. En particular del sub-proyecto “Mode-
los y métodos computacionales. Procesamien-
to de señales y reconocimiento de patrones”.  
        
1. Introducción 
 
En ingeniería y en ciencias básicas se utilizan 
distinto tipo de modelo para estudiar y caracte-
rizar objetos y fenómenos de interés. Los mo-
delos matemáticos nos permiten predecir fe-
nómenos naturales y el comportamiento de es-
tructuras, dispositivos, procesos y sistemas di-
señados por el hombre. Los métodos compu-
tacionales asociados a modelos determinísticos 
y probabilísticos permiten estudiar el dominio 
del problema considerando distintas condicio-
nes estructurales y funcionales. El análisis del 
comportamiento a medida que el objeto o fe-
nómeno real se aleja de las hipótesis funda-
mentales del modelo permite determinar su al-
cance, su validez y su utilidad respecto a los 
objetivos iniciales [1][2]. Este abordaje permi-
te implementaciones en hardware o software 
que ofrezcan soluciones viables. Los sistemas 
estudiados pueden ser lineales o no lineales 
requiriendo modelos sofisticados [3][4]. De-
terminar si una solución es viable con funda-
mento científico, es una tarea compleja y de-
pendiente del problema particular analizado 
[5]. Involucra estudiar el dominio del proble-
ma, los objetos o los fenómenos modelados, y 
por lo tanto eventualmente requiere soporte 
multidisciplinar. Este proyecto tiene como 
primer objetivo analizar y proponer modelos 
computacionales, métodos y las soluciones 
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particulares derivadas de los mismos. Alcanzar 
los objetivos anteriores requiere estudiar los 
fundamentos que subyacen a cada modelo, 
evitando soluciones, que por su nivel de en-
capsulamiento, limiten una verdadera com-
prensión y abordaje científico de las mismas 
[6]. El tipo de problema de interés en esta línea 
de investigación requiere la integración de so-
luciones de tres áreas, ciencias de la compu-
tación, matemáticas aplicadas y un área de in-
geniería o ciencia básica en particular. La eva-
luación de rendimiento es un aspecto funda-
mental para poder validar las soluciones pro-
puestas o los modelos analizados [7]. Por lo 
tanto, otro aspecto fundamental es el estudio 
de las métricas y paradigmas de desempeño en 
sistemas específicos.  
 
En la sección 2 se presenta un breve resumen 
de los temas de I/D específicos en el período 
actual. La sección 3 enumera resultados obte-
nidos y esperados. Finalmente, la sección 4 re-
sume los objetivos con respecto a la formación 
de recursos humanos. 
 
2. Líneas de Investigación 
 
2.1  Modelos Probabilísticos Aplicados: 
Procesamiento y Análisis de Imágenes. 
 
Esta línea de investigación estudia problemas 
derivados de ciertas modalidades de imágenes. 
Particularmente en las que la formación de la 
imagen digital de interés, no es de formación 
directa. Es necesario, por lo tanto, estudiar el 
fenómeno físico relacionado, el modelo de 
formación y los métodos computacionales 
asociados. El procesamiento y análisis de imá-
genes de tiempo de vuelo (TOF) requieren este 
enfoque para obtener soluciones robustas. Las 
cámaras de TOF permiten obtener simultá-
neamente una imagen 2D y otra denominada 2 
½ D o imagen de rango. El ruido y los artefac-
tos en este tipo de imagen requieren de los 
modelos adecuados para caracterizar, filtrar y 
eventualmente reducir efectos indeseados. 
Segmentar imágenes de tiempo de vuelo y 
otras modalidades con estructuras de datos si-
milares puede requerir, dependiendo del obje-
tivo, modelos de segmentación con caracterís-
ticas específicas [8][9][10]. En particular mé-
todos estadísticamente robustos [11][12]. El 
objetivo principal al investigar modelos espe-
cíficos de análisis de imágenes es mejorar la 
calidad de los descriptores obtenidos en fun-
ción de su impacto en el sistema de clasifica-
ción. Se analizan métodos de clasificación su-
pervisada y semi-supervisada en imágenes 
TOF, en particular basados en núcleos disper-
sos [13][14][15].  
 
2.2 Desempeño de Sistemas de Posiciona-
miento, Navegación  y Vigilancia. 
 
  En los sistemas de posicionamiento, de nave-
gación y de localización [16][17], el concepto 
de desempeño excede al habitual que está limi-
tado a la calidad nominal de la estimación de 
ubicación y eventualmente a la confiabilidad 
[18][19]. En estos sistemas deben considerarse 
además los parámetros de integridad y conti-
nuidad que le garanticen al usuario que la in-
formación proporcionada por el sistema es co-
rrecta para que una operación crítica pueda 
realizarse en forma segura [20][21] .  
Un tema relacionado con el desempeño de los 
sistemas vigilancia es el volumen de transac-
ciones con características aleatorias [22]. 
Esta línea de trabajo se avoca al estudio de 
problemas puntuales de desempeño en los sis-
temas mencionados, utilizando criterios y mé-
todos diversos de modelado, procesamiento y 
análisis [23][24]. 
 
 
3. Resultados y Objetivos 
 
3.1  Resultados publicados 
 
▪ Se estudiaron y propusieron métodos para 
detección en series temporales de fMRI 
[25][26]. 
▪ Se desarrollaron métodos de segmentación 
de imágenes de rango y supresión del 
plano de fondo [27][28][29][30]. 
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▪ Se analizaron y propusieron alternativas 
para el agrupamiento de objetos de interés 
en video [31]. 
▪ Se estudió el desempeño de un método de 
exclusión de satélites en un sistema de 
ayuda a la aeronavegación basado en 
GNSS [32]. 
▪ Se propuso y se presentaron resultados ex-
perimentales de un método de aprendizaje 
basado en problemas para aritmética 
computacional [33]. 
▪ Se propuso un método de segmentación 
espectral para imágenes de tiempo de vue-
lo [34]. 
▪ Se estudió el comportamiento bajo carga 
de un algoritmo para programar transac-
ciones de radares aeroportuarios [35]. 
 
3.2  Objetivos generales 
 
▪ Desarrollar modelos y optimizar algorit-
mos particulares de clasificación supervi-
sada y no supervisada.  
▪ Evaluar métodos de análisis de desempeño 
y su aplicación sobre los clasificadores y 
conjuntos de datos particulares. 
▪ Evaluar la monitorización de la integridad 
de los sistemas de ayuda a la navegación 
aérea basados en sistemas GNSS. 
▪ Estudiar métodos de selección y extracción 
de características. 
 
▪ Investigar modelos y métodos compu-
tacionales en procesamiento y análisis de 
imágenes. 
 
▪ Promover la interacción con otros grupos y 
líneas de I/D resultando en un mecanismo 
de permanente consulta y transferencia. 
 
4. Formación de Recursos Humanos 
 
Se dictan cursos de postgrado que tienen por 
objetivo formar alumnos en temas específicos 
y fundamentos relacionados a esta línea de in-
vestigación. Los alumnos tienen la posibilidad 
de realizar trabajos supervisados de investiga-
ción. Debido al carácter trans-disciplinar de la 
línea de I/D, se espera orientar y brindar apoyo 
a investigadores y alumnos de otras líneas de 
investigación relacionadas. 
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