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THE DIXMIER CONJECTURE AND THE SHAPE OF POSSIBLE
COUNTEREXAMPLES
JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND CHRISTIAN VALQUI
Abstract. We establish a lower bound for the size of possible counterexamples of the Dixmier
Conjecture. We prove that B > 15, where B is the minimum of the greatest common divisor
of the total degrees of P and Q, where (P,Q) runs over the counterexamples of the Dixmier
Conjecture.
Introduction
The Weyl algebra A1 over a field K is the quotient of the free associative and unital K-algebra
on two generators X,Y by the ideal generated by the relation [Y,X ] = 1. The Weyl algebra
is the first of an infinite family of algebras, known as Weyl algebras, which were introduced by
Hermann Weyl to study the Heisenberg uncertainty principle in quantum mechanics. The n-th
Weyl algebra over K is the associative and unital K-algebra An generated by the 2n variables
X1, Y1, . . . , Xn, Yn, subject to the relations [Xi, Xj ] = [Yi, Yj ] = 0 and [Yi, Xj] = δij , where δij is
the Kro¨necker symbol.
In [8] Dixmier posed six problems, the first of which, also known as the Dixmier conjecture
(DC), was the following: is an algebra endomorphism of the Weyl algebra A1 over a field of
characteristic zero, necessarily an automorphism? This question makes sense for all the Weyl
algebras, and in fact the generalized DC claims that if char(K) = 0, then any endomorphism of
An must be an automorphism, for each n ∈ N.
Currently, the DC remains open even for the case n = 1. Some of the results in this topic are
the following: In the early eighties, L. Vaserstein and V. Kac showed that the generalized DC
implies the Jacobian conjecture (see [3], where this result is explicitly established). In 2005 the
stable equivalence between the Dixmier and Jacobian conjectures was established by Yoshifumi
Tsuchimoto [14], and the same result was obtained in an independent way in 2007 by Alexei
Belov-Kanel and Maxim Kontsevich [6] and by Pascal Kossivi Adjamagbo and Arno van den
Essen [2]. For a short proof of the equivalence between these two problems see [4]. In fact, in
the [2] paper, there is also established the equivalence between the generalized DC and a similar
conjecture about the endomorphisms of a family of Poisson algebras, that the authors call the
Poisson Conjecture. Some other papers concerning the DC in a direct or an indirect way are [5],
[7], [9] and [15].
In this work we deal with the case n = 1. We set
B :=
{
∞ if DC is true,
min
(
gcd(deg(P ), deg(Q)
)
where (P,Q) is a counterexample to DC, if DC is false.
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Here deg(P ) is the total degree of P and we will prove that B > 15. For this we consider a
counterexample (P,Q) with gcd(deg(P ), deg(Q)) = B and call it a minimal pair. Such a pair can
be supposed to be subrectangular, which means that the support fits into a rectangle and contains
its farthest corner. We will “cut” the lower right edge of the support. This process requires
various geometric conditions on the support, and we will show that if gcd(deg(P ), deg(Q)) ≤ 15,
then these conditions cannot be satisfied, thus proving our result.
There is a strong parallelism with the shape of possible counterexamples of the Jacobian
Conjecture in dimension 2. In fact, based on a work of Appelgate and Onishi ([1]), Nagata shows
in [12] and [13], that 9 is a lower bound for gcd(deg(P ), deg(Q)), where (P,Q) is a counterexample
to JC.
In order to carry out our constructions we need to embed P and Q in a bigger algebra A
(l)
1 ,
obtained adjoining fractional powers of X to A1. As a K-linear space A
(l)
1 is K[X,X
−1/l, Y ] and
the relation [Y,X ] = 1 is preserved. This is basically the same construction as in [10, p. 599]
where fractional powers of Y are added instead.
In Section 1 we recall some basic concepts. For us a direction is a pair (ρ, σ) of coprime
integers with ρ + σ ≥ 0. For each such a direction (ρ, σ) we associate a (ρ, σ)-degree vρ,σ on
A
(l)
1 and we call ℓρ,σ(P ) the highest (ρ, σ)-degree term of P . Moreover we define stρ,σ(P ) and
enρ,σ(P ) to be the starting point and the end point of the support of ℓρ,σ(P ).
1 5 X
1
5
Y
stρ,σ(P )
enρ,σ(P )
(ρ, σ)
ℓρ,σ(P )
Illustration of stρ,σ(P ) and enρ,σ(P ) for
P =X3 +X5 +X6Y +XY 3 +X6Y 3
+X3Y 4 +XY 6 +X4Y 6 +X2Y 7
and (ρ, σ) = (3, 2). In this example
ℓρ,σ(P ) = x
6y3 + x4y6.
Figure 1. Illustration of st and en
In Section 2 we associate a bracket [−,−]ρ,σ with each direction (ρ, σ). This bracket is
essentially the commutator of the highest terms and coincides, up to signs, with the usual Poisson
bracket of the terms of highest order, for example as defined in [10, p. 599].
Then we analyze the relation of the (ρ, σ)-bracket with stρ,σ and enρ,σ. This allows us to
explore in Theorem 4.1 the geometric implications of an important result of [10] on the shape of
minimal pairs. This result states that there exists a (ρ, σ)-homogeneous element F ∈ A
(l)
1 such
that
[P, F ]ρ,σ = ℓρ,σ(P ),
whenever (P,Q) is a counterexample to DC.
The aforementioned geometric implications permit us in Section 5 to “cut” the right lower
edge of the support of a given minimal pair in A
(l)
1 . The geometric conditions this imposes on the
support are given partially in Proposition 5.6, and translated into a powerful algebraic condition.
Although it is known that a counterexample (P,Q) to DC can be brought into a subrectangular
shape, we have to prove that this can be done without changing gcd(deg(P ), deg(Q)), and in
such a way that the changed pair satisfies definition 6.10. This work is done in Section 6, where
we also prove that deg(P ) does not divide deg(Q) and vice versa.
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In the last section we translate all geometric conditions into algebraic ones for the possi-
ble corners of the support. We finally show that there cannot be a minimal pair (P,Q) with
gcd(deg(P ), deg(Q)) ≤ 15 satisfying these conditions.
We want to emphasize that the central ideas of this article are of geometric nature. However
we give detailed algebraic proofs of the geometric facts that we use along the article. This is
specially true for section 3, where we analyze the order relation on directions given essentially
by
(ρ, σ) < (ρ′, σ′)⇐⇒ (ρ, σ)× (ρ′, σ′) := det
( ρ σ
ρ σ′
)
> 0.
Let us explain the two main geometric results of that section. We first define
Dir(P ) := {(ρ, σ) ∈ V : # Supp(ℓρ,σ(P )) > 1}.
One important result of section 3 is Proposition 3.7, which states that if (ρ1, σ1) < (ρ2, σ2)
are two consecutive directions in Dir(P ), then stρ2,σ2(P ) coincides with enρ1,σ1(P ) and with
Supp(ℓρ,σ(P )) for each intermediate direction (ρ, σ). We also use frequently Proposition 3.9,
which compares vρ′,σ′
(
stρ,σ(P )
)
with vρ′,σ′
(
enρ,σ(P )
)
.
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1 Preliminaries
In this section we fix the notation and we establish some basic results that we will use throughout
the paper.
For each l ∈ N, we let A
(l)
1 denote the Ore extension A[Y, id, δ], where A is the algebra of
Laurent polynomials K[Zl, Z
−1
l ] and δ : A → A is the derivation, defined by δ(Zl) :=
1
lZ
1−l
l .
Suppose that l, h ∈ N are such that l|h and let d := h/l. Since
[Y, Zdh] =
d−1∑
i=0
Zih[Y, Zh]Z
d−i−1
h =
d
h
Zd−hh =
1
l
(Zdh)
1−l, (1.1)
there is an algebra inclusion ιhl : A
(l)
1 → A
(h)
1 , such that ι
h
l (Zl) = Z
d
h and ι
h
l (Y ) = Y .
We will write X
1
l and X
−1
l instead of Zl and Z
−1
l , respectively. Note that ι
h
l (X
1
l ) = (X
1
h )d.
We will consider A
(l)
1 ⊆ A
(h)
1 via this inclusion. Clearly A1 is included in A
(1)
1 .
Similarly, for each l ∈ N, we consider the commutative K-algebra L(l), generated by variables
x
1
l , x
−1
l and y, subject to the relation x
1
l x
−1
l = 1. In other words L(l) = K[x
1
l , x
−1
l , y].
Obviously, there is a canonical inclusion L(l) ⊆ L(h), for each l, h ∈ N such that l|h. We let
Ψ(l) : A
(l)
1 → L
(l)
denote the K-linear map defined by Ψ(l)
(
X
i
l Y j
)
:= x
i
l yj . Let
V := {(ρ, σ) ∈ Z2 : gcd(ρ, σ) = 1 and ρ+ σ ≥ 0} and V := {(ρ, σ) ∈ V : ρ+ σ > 0}.
Definition 1.1. For all (ρ, σ) ∈ V and (i/l, j) ∈ 1lZ×Z, we write
vρ,σ(i/l, j) := ρi/l+ σj.
Notations 1.2. Let (ρ, σ) ∈ V. For P =
∑
a i
l
,jx
i
l yj ∈ L(l) \ {0}, we define:
- The support of P as Supp(P ) :=
{
(i/l, j) : a i
l
,j 6= 0
}
.
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- The (ρ, σ)-degree of P as vρ,σ(P ) := max
{
vρ,σ
(
i/l, j
)
: a i
l
,j 6= 0
}
.
- The (ρ, σ)-leading term of P as ℓρ,σ(P ) :=
∑
{ρ i
l
+σj=vρ,σ (P )}
a i
l
,jx
i
l yj .
- w(P ) := (i0/l, i0/l − v1,−1(P )), where
i0 := max {i : (i/l, i/l− v1,−1(P )) ∈ Supp(ℓ1,−1(P ))} .
- ℓc(P ) := a i0
l
,j0
, where (i0/l, j0) = w(P ).
- ℓt(P ) := a i0
l
,j0
x
i0
l yj0 , where (i0//l, j0) = w(P ).
- w(P ) := (i0/l− v−1,1(P ), i0/l), where
i0 := max {i : (i/l− v−1,1(P ), i/l) ∈ Supp(ℓ−1,1(P ))} .
- ℓc(P ) := a i0
l
j0
, where (i0/l, j0) = w(P ).
- ℓt(P ) := a i0
l
j0
x
i0
l yj0 , where (i0/l, j0) = w(P ).
Notations 1.3. Let (ρ, σ) ∈ V. For P ∈ A
(l)
1 \ {0}, we define:
- The support of P as Supp(P ) := Supp
(
Ψ(l)(P )
)
.
- The (ρ, σ)-degree of P as vρ,σ(P ) := vρ,σ
(
Ψ(l)(P )
)
.
- The (ρ, σ)-leading term of P as ℓρ,σ(P ) := ℓρ,σ
(
Ψ(l)(P )
)
.
- w(P ) := w
(
Ψ(l)(P )
)
and w(P ) := w
(
Ψ(l)(P )
)
.
- ℓc(P ) := ℓc
(
Ψ(l)(P )
)
and ℓc(P ) := ℓc
(
Ψ(l)(P )
)
.
- ℓt(P ) := ℓc(P )X
i0
l Y j0 , where (i0/l, j0) = w(P ).
- ℓt(P ) := ℓc(P )X
i0
l Y j0 , where (i0/l, j0) = w(P ).
Remark 1.4. To abbreviate expressions we set vρ,σ(0) = −∞ for all (ρ, σ) ∈ V.
Notation 1.5. We say that P ∈ L(l) is (ρ, σ)-homogeneous if P = 0 or P = ℓρ,σ(P ). Moreover
we say that P ∈ A
(l)
1 is (ρ, σ)-homogeneous if Ψ
(l)(P ) is so.
Definition 1.6. Let P ∈ A
(l)
1 \ {0}. For (ρ, σ) ∈ V \ {(1,−1)} and (ρ
′, σ′) ∈ V \ {(−1, 1)}, we
write
stρ,σ(P ) := w(ℓρ,σ(P )) and enρ′,σ′(P ) := w(ℓρ′,σ′(P )).
Lemma 1.7. (Compare with [8, Lemma 2.1]) For each l ∈ N, we have
Y jX
i
l =
j∑
k=0
k!
(
j
k
)(
i/l
k
)
X
i
l
−kY j−k.
Proof. By induction on j. For the inductive step use that
[Y j , X
i
l ] = [Y,X
i
l ]Y j−1 + Y [Y j−1, X
i
l ].
The case j = 1 is true since [Y,X
i
l ] = ilX
i
l
−1 by (1.1). 
For l ∈ N and j ∈ Z, we set
A
(l)
1,j/l :=
{
P ∈ A
(l)
1 \ {0} : P is (1,−1)-homogeneous and v1,−1(P ) = j/l
}
∪ {0}.
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Remark 1.8. By Lemma 1.7, the algebra A
(l)
1 is
1
lZ-graded. Its homogeneous component of
degree jl is A
(l)
1,j/l. Moreover, by [8, 3.3], we know that A
(l)
1,0 = K[XY ].
Proposition 1.9. (Compare with [8, Lemma 2.4]) Let P,Q ∈ A
(l)
1 \{0}. The following assertions
hold:
(1) w(PQ) = w(P ) + w(Q) and w(PQ) = w(P ) + w(Q). In particular PQ 6= 0.
(2) ℓρ,σ(PQ) = ℓρ,σ(P )ℓρ,σ(Q) for all (ρ, σ) ∈ V.
(3) vρ,σ(PQ) = vρ,σ(P ) + vρ,σ(Q) for all (ρ, σ) ∈ V.
(4) stρ,σ(PQ) = stρ,σ(P ) + stρ,σ(Q) for all (ρ, σ) ∈ V.
(5) enρ,σ(PQ) = enρ,σ(P ) + enρ,σ(Q) for all (ρ, σ) ∈ V.
The same properties hold for P,Q ∈ L(l) \ {0}.
Proof. For P,Q ∈ A
(l)
1 \{0} this follows easily from Lemma 1.7, using that ρ+σ > 0 if (ρ, σ) ∈ V.
The proof for P,Q ∈ L(l) \ {0} is easier. 
Let A,B ∈ R2. We say that A and B are aligned if A×B := det ( AB ) = 0.
Definition 1.10. Let P,Q ∈ L(l) \ {0}. We say that P and Q are aligned and write P ∼ Q, if
w(P ) and w(Q) are so. Moreover we say that P,Q ∈ A
(l)
1 \ {0} are aligned if Ψ
(l)(P ) ∼ Ψ(l)(Q).
Remark 1.11. Note that:
- P ∼ Q if and only if ℓ1,−1(P ) ∼ ℓ1,−1(Q).
- ∼ is not an equivalence relation (it is so restricted to {P : w(P ) 6= (0, 0)}).
- If P ∼ Q and w(P ) 6= (0, 0) 6= w(Q), then w(P ) = λw(Q) with λ 6= 0.
Proposition 1.12. Let P,Q ∈ A
(l)
1 \ {0}. The following assertions hold:
(1) P ≁ Q if and only if w
(
[P,Q]
)
= w(P ) + w(Q)− (1, 1).
(2) w(P ) ≁ w(Q) if and only if w
(
[P,Q]
)
= w(P ) + w(Q)− (1, 1).
Proof. We prove the first statement, and leave the second one, which is similar, to the reader.
Set w(P ) =
(
r
l , s
)
and w(Q) =
(
u
l , v
)
. By Lemma 1.7
ℓt
(
[P,Q]
)
=
((
s
1
)(
u/l
1
)
−
(
v
1
)(
r/l
1
))
ℓc(P )ℓc(Q)X
r+u
l
−1Y s+v−1
if and only if (
s
1
)(
u/l
1
)
−
(
v
1
)(
r/l
1
)
= (r/l, s)× (u/l, v) 6= 0.
So, w
(
[P,Q]
)
= w(P ) + w(Q)− (1, 1) if and only if P ≁ Q, as desired. 
Remark 1.13. For all P,Q ∈ A
(l)
1 \ {0} and each (ρ, σ) ∈ V,
vρ,σ([P,Q]) ≤ vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ).
Remark 1.14. If P,Q ∈ A
(l)
1 \ {0} satisfy v1,−1(P ) ≤ 0 and v1,−1(Q) ≤ 0, then v1,−1([Q,P ]) < 0.
In fact, write P = P0+P1 and P = Q0+Q1 with P0 and Q0 the (1,−1)-homogeneous components
of degree 0 of P and Q respectively. Since, by Remark 1.8 we have [P0, Q0] = 0, it follows from
the above remark that
v1,−1([P,Q]) = v1,−1([P0, Q1] + [P1, Q]) < 0.
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2 The bracket associated with a direction
In this section we define bracket [P,Q]ρ,σ for each direction (ρ, σ) and each P,Q ∈ A
(l)
1 . This
bracket is essentially the commutator of the highest (ρ, σ)-degree terms of its arguments. It
coincides, up to signs, with the usual Poisson bracket {ℓρ,σ(P ), ℓρ,σ(P )} as defined in [10, p. 599].
Then, in Proposition 2.4, we analyze the relation of the (ρ, σ)-bracket with stρ,σ and enρ,σ. Finally
we prove Theorem 2.11, which states that, under some mild conditions, if [P,Q]ρ,σ = 0, then
ℓρ,σ(P ) and ℓρ,σ(Q) are scalar multiples of powers of one element R.
Definition 2.1. Let (ρ, σ) ∈ V and P,Q ∈ A
(l)
1 \ {0}. We say that P and Q are (ρ, σ)-pro-
portional if vρ,σ([P,Q]) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ).
Definition 2.2. Let l ∈ N and (ρ, σ) ∈ V. We define
[−,−]ρ,σ :
(
A
(l)
1 \ {0}
)
×
(
A
(l)
1 \ {0}
)
−→ L(l)ρ,σ,
by
[P,Q]ρ,σ :=
{
0 if P and Q are (ρ, σ)-proportional,
ℓρ,σ([P,Q]) if P and Q are not (ρ, σ)-proportional.
From now on in order to simplify expressions we set V0 := {(ρ, σ) ∈ V : ρ > 0}.
Lemma 2.3. Let (ρ, σ) ∈ V0 and let P and Q be (ρ, σ)-homogeneous elements of A
(l)
1 \ {0}.
(1) If w(P ) ≁ w(Q), then [P,Q] 6= 0 and w([P,Q]) = w
(
ℓρ,σ([P,Q])
)
.
(2) If w(P ) + w(Q) − (1, 1) = w
(
ℓρ,σ([P,Q])
)
, then w(P ) ≁ w(Q).
(3) If w(P ) ≁ w(Q), then [P,Q] 6= 0 and w([P,Q]) = w
(
ℓρ,σ([P,Q])
)
.
(4) If w(P ) + w(Q)− (1, 1) = w
(
ℓρ,σ([P,Q])
)
, then w(P ) ≁ w(Q).
Proof. We only prove statements (1) and (2), since the other ones are similar. Write
P =
α∑
i=0
λiX
r
l
− iσ
ρ Y s+i and Q =
β∑
j=0
µjX
u
l
− jσ
ρ Y v+j ,
with λ0, λα, µ0, µβ 6= 0. Note that ρ > 0 implies w(P ) = (r/l, s) and w(Q) = (u/l, v). Since, by
Lemma 1.7,
X
i
l Y jX
i′
l Y j
′
=
j∑
k=0
k!
(
j
k
)(
i′/l
k
)
X
i+i′
l
−kY j+j
′−k,
we obtain that
[P,Q] =
α∑
i=0
β∑
j=0
max{s+i,v+j}∑
k=0
λiµjcijkX
r+u
l
− (i+j)σ
ρ
−kY s+v+i+j−k, (2.1)
where
cijk = k!
(
s+ i
k
)(
u/l− jσ/ρ
k
)
− k!
(
v + j
k
)(
r/l − iσ/ρ
k
)
.
Note that cij0 = 0. Assume now that w(P ) ≁ w(Q). Since ρ > 0 this implies c001 6= 0, and so
ℓρ,σ([P,Q]) =
α∑
i=0
β∑
j=0
λiµjcij1x
r+u
l
−
(i+j)σ
ρ
−1ys+v+i+j−1,
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because ρ+ σ > 0. Using again that ρ > 0 and ρ+ σ > 0, we obtain that
w([P,Q]) =
(
r + u
l
− 1, s+ v − 1
)
= w
(
ℓρ,σ([P,Q])
)
,
which proves (1). For statement (2) note that since ρ > 0 and ρ + σ > 0, it follows from (2.1),
that
w(P ) + w(Q) − (1, 1) = w
(
ℓρ,σ([P,Q])
)
=⇒ c001 6= 0,
and then w(P ) ≁ w(Q). 
Proposition 2.4. Let P,Q,R ∈A
(l)
1 \ {0} be such that [P,Q]ρ,σ = ℓρ,σ(R), where (ρ, σ) ∈ V
0.
We have:
(1) stρ,σ(P ) ≁ stρ,σ(Q) if and only if stρ,σ(P ) + stρ,σ(Q)− (1, 1) = stρ,σ(R).
(2) enρ,σ(P ) ≁ enρ,σ(Q) if and only if enρ,σ(P ) + enρ,σ(Q)− (1, 1) = enρ,σ(R).
X
Y
st2,1(P )
en2,1(P )
st2,1(Q) = en2,1(Q)
st2,1(R)
ℓ2,1(R)
en2,1(R)
Figure 2. Proposition 2.4.
Proof. We only are going to prove the first statement since the second one is similar. Let P1 and
Q1 be (ρ, σ)-homogeneous elements of A
(l)
1 \ {0}, such that
vρ,σ(P − P1) < vρ,σ(P1) and vρ,σ(Q −Q1) < vρ,σ(Q1). (2.2)
Since
[P,Q] = [P1, Q1] + [P1, Q−Q1] + [P − P1, Q],
and, by Remark 1.13,
vρ,σ([P1, Q−Q1]) ≤ vρ,σ(P1) + vρ,σ(Q −Q1)− (ρ+ σ)
< vρ,σ(P1) + vρ,σ(Q1)− (ρ+ σ)
= vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ)
and
vρ,σ([P − P1, Q]) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ),
from the fact that P and Q are not (ρ, σ)-proportional, it follows that
vρ,σ([P,Q]− [P1, Q1]) < vρ,σ([P,Q]). (2.3)
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By inequalities (2.2) and (2.3),
ℓρ,σ(P ) = ℓρ,σ(P1), ℓρ,σ(Q) = ℓρ,σ(Q1) and ℓρ,σ([P,Q]) = ℓρ,σ([P1, Q1]),
which implies
stρ,σ(P ) = stρ,σ(P1) = w(P1), stρ,σ(Q) = stρ,σ(Q1) = w(Q1)
and
w
(
ℓρ,σ([P1, Q1])
)
= w
(
ℓρ,σ([P,Q])
)
= w
(
ℓρ,σ(R)
)
= stρ,σ(R).
Consequently, if stρ,σ(P ) ≁ stρ,σ(Q), then by statement (1) of Proposition 1.12 and statement (1)
of Lemma 2.3,
stρ,σ(P ) + stρ,σ(Q)− (1, 1) = w([P1, Q1]) = stρ,σ(R),
as desired. Conversely, if stρ,σ(P ) + stρ,σ(Q)− (1, 1) = stρ,σ(R), then
w(P1) + w(Q1)− (1, 1) = w
(
ℓρ,σ([P1, Q1])
)
,
which, by statement (2) of Lemma 2.3, implies w(P1) ≁ w(Q1), as we want. 
Proposition 2.5. Let (ρ, σ) ∈ V0 and P,Q ∈ A
(l)
1 \ {0}. If
ℓρ,σ(P ) =
α∑
i=0
λix
r
l
− iσ
ρ ys+i and ℓρ,σ(Q) =
β∑
j=0
µjx
u
l
− jσ
ρ yv+j ,
with λ0, λα, µ0, µβ 6= 0, then
[P,Q]ρ,σ =
∑
λiµjcijx
r+u
l
− (i+j)σ
ρ
−1ys+v+i+j−1,
where cij =
(
u
l −
jσ
ρ , v + j
)
×
(
r
l −
iσ
ρ , s+ i
)
.
Proof. Write
P =
α∑
i=0
λiX
r
l
− iσ
ρ Y s+i +RP and Q =
β∑
j=0
µjX
u
l
− jσ
ρ Y v+j +RQ.
Since vρ,σ(RP ) < vρ,σ(P ) and vρ,σ(RQ) < vρ,σ(Q), from Remark 1.13 it follows that
[P,Q] =
α∑
i=0
β∑
j=0
λiµj
[
X
r
l
− iσ
ρ Y s+i, X
u
l
− jσ
ρ Y v+j
]
+R, (2.4)
with vρ,σ(R) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ). On the other hand, since, by Lemma 1.7,
X
i
l Y jX
i′
l Y j
′
=
j∑
k=0
k!
(
j
k
)(
i′/l
k
)
X
i+i′
l
−kY j+j
′−k,
and ρ+ σ > 0, we have[
X
r
l
− iσ
ρ Y s+i, X
u
l
− jσ
ρ Y v+j
]
= cijX
r+u
l
− (i+j)σ
ρ
−1Y s+v+i+j−1 +Rij , (2.5)
with vρ,σ(Rij) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ). Combining (2.4) with (2.5), we obtain that
[P,Q] =
α∑
i=0
β∑
j=0
λiµjcijX
r+u
l
− (i+j)σ
ρ
−1Y s+v+i+j−1 +RPQ,
with vρ,σ(RPQ) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ). Using now that
vρ,σ
(
X
r+u
l
− (i+j)σ
ρ
−1Y s+v+i+j−1
)
= vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ),
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the result follows immediately. 
Corollary 2.6. Let (ρ, σ) ∈ V0 and P,Q, P1, Q1 ∈ A
(l)
1 \ {0}. If
ℓρ,σ(P ) = ℓρ,σ(P1) and ℓρ,σ(Q) = ℓρ,σ(Q1),
then [P,Q]ρ,σ = [P1, Q1]ρ,σ.
Proof. By Proposition 2.5. 
Corollary 2.7. Let (ρ, σ) ∈ V0 and P,Q ∈ A
(l)
1 \ {0}. If [P,Q]ρ,σ = 0, then
stρ,σ(P ) ∼ stρ,σ(Q) and enρ,σ(P ) ∼ enρ,σ(Q).
Proof. This follows immediately from Proposition 2.5, since
stρ,σ(P )× stρ,σ(Q) = c00 and enρ,σ(P )× enρ,σ(Q) = cαβ,
where we are using the same notations as in the statement of that result. 
Definition 2.8. Let P ∈ L(l) \ {0} and (ρ, σ) ∈ V0. If
ℓρ,σ(P ) =
γ∑
i=0
aix
r
l
− iσ
ρ ys+i with a0, aγ 6= 0,
we set
f
(l)
P,ρ,σ :=
γ∑
i=0
aix
i ∈ K[x].
Furthermore, for P ∈ A
(l)
1 we set f
(l)
P,ρ,σ := f
(l)
Ψ(l)(P ),ρ,σ
. Note that f
(l)
P,ρ,σ = f
(l)
ℓρ,σ(P ),ρ,σ
Remark 2.9. Note that
stρ,σ(P ) =
(r
l
, s
)
, enρ,σ(P ) =
(r
l
−
γσ
ρ
, s+ γ
)
and ℓρ,σ(P ) = x
r
l ysf
(l)
P,ρ,σ(x
− σ
ρ y). (2.6)
Remark 2.10. Let (ρ, σ) ∈ V0. From Proposition 1.9 it follows immediately that
f
(l)
PQ,ρ,σ = f
(l)
P,ρ,σf
(l)
Q,ρ,σ for P,Q ∈ A
(l)
1 \ {0}.
The same result holds for P,Q ∈ L(l) \ {0}.
Statement (2) of the following theorem justifies the terminology “(ρ, σ)-proportional” intro-
duced in Definition 2.1.
Theorem 2.11. (Compare with [8, Lemma 2.7.ii3]) Let P,Q ∈ A
(l)
1 \ {0} and let (ρ, σ) ∈ V
0.
Set a := 1ρvρ,σ(Q) and b :=
1
ρvρ,σ(P ).
(1) If [P,Q]ρ,σ 6= 0, then there exist h ∈ N0 and c ∈ Z, such that
xhf[P,Q] = cfP fQ + axf
′
P fQ − bxf
′
QfP ,
where fP := f
(l)
P,ρ,σ, fQ := f
(l)
Q,ρ,σ and f[P,Q] := f
(l)
[P,Q],ρ,σ.
(2) If [P,Q]ρ,σ = 0 and a, b > 0, then there exist λP , λQ ∈ K×, m,n ∈ N and a (ρ, σ)-ho-
mogeneous polynomial R∈L(l), with gcd(m,n)=1 and m/n=b/a, such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n.
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Proof. Write
ℓρ,σ(P ) =
α∑
i=0
λix
r
l
− iσ
ρ ys+i and ℓρ,σ(Q) =
β∑
j=0
µjx
u
l
− jσ
ρ yv+j,
with λ0, λα, µ0, µβ 6= 0. By Proposition 2.5,
[P,Q]ρ,σ =
∑
λiµjcijx
r+u
l
− (i+j)σ
ρ
−1ys+v+i+j−1,
where cij :=
(
u
l −
jσ
ρ , v + j
)
×
(
r
l −
iσ
ρ , s+ i
)
. Set
F (x) :=
∑
i,j
λiµjcijx
i+j .
Note that if [P,Q]ρ,σ = 0, then F = 0, and if [P,Q]ρ,σ 6= 0, then F = xhf[P,Q], where h is the
multiplicity of x in F . Also note that
a = (u/l, v)× (−σ/ρ, 1) and b = − (−σ/ρ, 1)× (r/l, s) .
Let c := (u/l, v)× (r/l, s). Clearly cij = c+ ia− jb. Since∑
i,j
λiµjx
i+j = fP fQ,
∑
i,j
iλiµjx
i+j = xf ′P fQ and
∑
i,j
jλiµjx
i+j = xf ′QfP ,
we have
F = cfP fQ + axf
′
P fQ − bxf
′
QfP . (2.7)
Statement (1) follows immediately from this fact. Assume now that [P,Q]ρ,σ = 0 and that
a, b > 0. In this case F = 0 and, in particular, c = c00 =
F (0)
λ0µ0
= 0. Hence, (2.7) becomes
af ′P fQ − bf
′
QfP = 0. (2.8)
Let l¯ ∈ N be such that a¯ := l¯a and b¯ := l¯b are natural numbers. Since (2.8) implies (f a¯P /f
b¯
Q)
′ = 0,
there exists λ ∈ K×, such that f a¯P = λf
b¯
Q. Hence, there are g ∈ K[x] and λP , λQ ∈ K
×, satisfying
fP = λP g
m and fQ = λQg
n, (2.9)
where m := b¯/ gcd(a¯, b¯) and n := a¯/ gcd(a¯, b¯). By Remark 2.9 and Corollary 2.7(r
l
, s
)
= stρ,σ(P ) ∼ stρ,σ(Q) =
(u
l
, v
)
So, since a, b > 0, there exists λ ∈ Q such that
(
r/l, s
)
= λ
(
u/l, v
)
. Applying vρ,σ to this equality
we obtain that ρb = λρa, from which λ = b/a = m/n. Thus m(u, lv) = n(r, ls), and so there
exists (p, q¯) ∈ Z×N0, such that
(u, lv) = n(p, q¯) and (r, ls) = m(p, q¯).
In particular l|nq¯ and l|mq¯, and so l|q¯, since m and n are coprime. Hence,
(u/l, v) = n (p/l, q) and (r/l, s) = m (p/l, q) , (2.10)
where q := q¯/l. If g =
∑γ
i=0 νix
i with νγ 6= 0, then, by (2.9) and (2.10),
R :=
γ∑
i=0
νix
p
l
−i σ
ρ yq+i
satisfies
ℓρ,σ(P ) = x
r
l ysfP (x
− σ
ρ y) = λP
(
x
p
l yqg(x−
σ
ρ y)
)m
= λPR
m
and
ℓρ,σ(Q) = x
u
l yvfQ(x
− σ
ρ y) = λQ
(
x
p
l yqg(x−
σ
ρ y)
)n
= λQR
n.
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In order to finish the proof of statement (2) it suffices to check that R ∈ L(l). First note that
R belongs to the field of fractions of L(l), because Rm, Rn ∈ L(l) and gcd(m,n) = 1. But then
R ∈ L(l), since Rm ∈ L(l). 
3 Order on directions
In this section we establish an order relation on the directions and we associate with each P ∈ A
(l)
1
a finite ordered set of directions Dir(P ). The main result is Proposition 3.7, which states that
if (ρ1, σ1) < (ρ2, σ2) are two consecutive directions in Dir(P ), then stρ2,σ2(P ) coincides with
enρ1,σ1(P ) and with Supp(ℓρ,σ(P )) for each intermediate direction (ρ, σ). Another useful result
is Proposition 3.9, which compares vρ′,σ′
(
stρ,σ(P )
)
with vρ′,σ′
(
enρ,σ(P )
)
for (ρ′, σ′) 6= (ρ, σ).
We define an order relation on V by setting (ρ1, σ1) ≤ (ρ, σ) if (ρ1, σ1) × (ρ, σ) ≥ 0. We can
extend this order to all of V by setting
(1,−1) < (ρ, σ) < (−1, 1) for all (ρ, σ) ∈ V.
Note that if (ρ, σ), (ρ1σ1) ∈ V and {(ρ, σ), (ρ1σ1)} 6= {(1,−1), (−1, 1)}, then
(ρ1, σ1) < (ρ, σ)⇐⇒ (ρ1, σ1)× (ρ, σ) > 0.
X
Y
(1,−1)
(−1, 1)
The directions grow
counterclockwise.
Figure 3. Order relation in V.
Definition 3.1. Let P ∈ A
(l)
1 \ {0}. We define the set of directions associated with P as
Dir(P ) := {(ρ, σ) ∈ V : # Supp(ℓρ,σ(P )) > 1},
and we set Dir(P ) := Dir(P )∪{(1,−1), (−1, 1)}. We make a similar definition for P ∈ L(l) \{0}.
For each (r/l, s) ∈ 1lZ × Z \ Z(1, 1) there exists a unique (ρ, σ) ∈ V, denoted by dir(r/l, s),
such that vρ,σ(r/l, s) = 0. In fact clearly
(ρ, σ) :=
{
(−ls/d, r/d) if r − ls > 0,
(ls/d,−r/d) if r − ls < 0,
(3.1)
where d := gcd(r, ls), satisfies the required condition, and the uniqueness is evident.
Remark 3.2. Note that
(ρ, σ) = dir
(
enρ,σ(P )− stρ,σ(P )
)
for all P ∈ A
(l)
1 \ {0} and (ρ, σ) ∈ Dir(P ).
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X
Y
Dir(P ) = {(1,−1), (2,−1), (2, 1), (1, 3), (1, 0), (−1, 1)}.
Figure 4. Definition 3.1.
Our next purpose is to prove Proposition 3.7 below. For P ∈ A
(l)
1 \ {0} and (ρ, σ) ∈ V, we
consider the following two sets of directions:
DirsupP (ρ, σ) := {dir ((i/l, j)− en) : (i/l, j) ∈ Supp(P ) and v−1,1 (i/l, j) > v−1,1(en)}
and
DirinfP (ρ, σ) := {dir ((i/l, j)− st) : (i/l, j) ∈ Supp(P ) and v1,−1 (i/l, j) > v1,−1(st)} ,
where for the sake of brevity we set en := enρ,σ(P ) and st := stρ,σ(P ).
Lemma 3.3. Let P ∈ A
(l)
1 \ {0} and (ρ, σ) ∈ V.
(1) If (ρ1, σ1) ∈ DirsupP (ρ, σ), then (ρ1, σ1) > (ρ, σ).
(2) If (ρ1, σ1) ∈ DirinfP (ρ, σ), then (ρ1, σ1) < (ρ, σ).
Proof. We only prove statement (1) and leave the other one to the reader. Clearly, if
(i/l, j) ∈ Supp(P ) and vρ,σ(i/l, j) = vρ,σ(P ),
then (i/l, j) ∈ Supp
(
ℓρ,σ(P )
)
, and so v−1,1(i/l, j) ≤ v−1,1(en). Consequently, if
(i/l, j) ∈ Supp(P ) and v−1,1(i/l, j) > v−1,1(en),
then vρ,σ(i/l, j) < vρ,σ(P ) = vρ,σ(en). This means
vρ,σ(a, b) < 0, (3.2)
where (a, b) := (i/l, j)− en. Note that v−1,1(i/l, j) > v−1,1(en) now reads
b− a = v−1,1(a, b) > 0.
But then
(ρ1, σ1) := dir
(
(i/l, j)− en
)
= dir(a, b) = λ(b,−a),
for some λ > 0. Hence
0 > vρ,σ(a, b) = aρ+ bσ = −
1
λ
(σ1ρ− ρ1σ) = −
1
λ
(ρ, σ)× (ρ1, σ1).
This yields (ρ, σ)× (ρ1, σ1) > 0, and so (ρ1, σ1) > (ρ, σ), as desired. 
Lemma 3.4. Let P , (ρ, σ), st and en be as before. We have:
(1) If (i/l, j) ∈ Supp(P ), (ρ′, σ′) > (ρ, σ) and v−1,1(i/l, j) ≤ v−1,1(en), then
vρ′,σ′(i/l, j) ≤ vρ′,σ′(en). (3.3)
Moreover, if (ρ′, σ′) 6= (−1, 1), then equality holds if and only if (i/l, j) = en.
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(2) If (i/l, j) ∈ Supp(P ), (ρ′, σ′) < (ρ, σ) and v1,−1(i/l, j) ≤ v1,−1(st), then
vρ′,σ′(i/l, j) ≤ vρ′,σ′(st).
Moreover, if (ρ′, σ′) 6= (1,−1), then equality holds if and only if (i/l, j) = st.
Proof. We prove statement (1) and leave the proof of statement (2), which is similar, to the
reader. Set (a, b) := (i/l, j)− en. Since, by hypothesis, ρσ′ − σρ′ > 0 and b − a ≤ 0, it is true
that
bρσ′ + σρ1a− aρσ
′ − bσρ′ ≤ 0, (3.4)
and the equality holds if and only if b = a. We also know that vρ,σ(i/l, j) ≤ vρ,σ(en), which
means that ρa+ σb ≤ 0. Since ρ′ + σ′ ≥ 0, we obtain
ρ′ρa+ σ′σb + ρ′σb + σ′ρa = (ρa+ σb)(ρ′ + σ′) ≤ 0. (3.5)
Summing up (3.4) and (3.5), we obtain
0 ≥ ρρ′a+ σσ′b+ ρσ′b+ σρ′a = (ρ+ σ)(ρ′a+ σ′b),
and so vρ′,σ′(a, b) ≤ 0, as desired. Moreover, if the equality is true, then (3.4) is also an equality,
and so b = a. Hence 0 = vρ′,σ′(a, a) = (ρ
′ + σ′)a, which implies that a = 0 or (ρ′, σ′) = (−1, 1).
Thus, is (ρ′, σ′) 6= (−1, 1) and equality holds in (3.3), then (i/l, j) = en. 
Notation 3.5. Let P and (ρ, σ) be as before.
- If DirsupP (ρ, σ) 6= ∅, then we set SuccP (ρ, σ) := minDirsupP (ρ, σ).
- if DirinfP (ρ, σ) 6= ∅, then we set PredP (ρ, σ) := maxDirinfP (ρ, σ).
Lemma 3.6. Let P , (ρ, σ), st and en be as before. We have:
(1) SuccP (ρ, σ) ∈ Dir(P ) and en = stSuccP (ρ,σ)(P ).
(2) PredP (ρ, σ) ∈ Dir(P ) and st = enPredP (ρ,σ)(P ).
Proof. We only prove statement (1), since (2) is similar. Set (ρ1, σ1) := SuccP (ρ, σ). By defini-
tion, there exists an (i0/l, j0) ∈ Supp(P ), such that
v−1,1(i0/l, j0) > v−1,1(en) and (ρ1, σ1) = dir
(
(i0/l, j0)− en
)
.
Therefore,
(i0/l, j0) 6= en and vρ1,σ1(en) = vρ1,σ1(i0/l, j0). (3.6)
Hence (ρ1, σ1) 6= (−1, 1), since otherwise, vρ1,σ1(en) < vρ1,σ1(i0/l, j0). We claim that
vρ1,σ1(P ) = vρ1,σ1(en),
which, by (3.6), proves that (ρ1, σ1) ∈ Dir(P ). In fact, assume on the contrary that there exists
(i/l, j) ∈ Supp(P ) with
vρ1,σ1(i/l, j) > vρ1,σ1(en) (3.7)
By statement (1) of Lemma 3.3 and statement (1) of Lemma 3.4,
v−1,1(i/l, j) > v−1,1(en),
and consequently (a, b) := (i/l, j)− en satisfies b− a > 0. Hence
(ρ2, σ2) := dir
(
(i/l, j)− en
)
= dir(a, b) = λ(b,−a)
with λ > 0. Now (3.7) leads to
0 < (ρ1, σ1).(a, b) =
1
λ
(ρ2σ1 − σ2ρ1) =
1
λ
(ρ2, σ2)× (ρ1, σ1),
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which implies that (ρ2, σ2) < (ρ1, σ1). But this fact is impossible, since (ρ1, σ1) is minimal in
DirsupP (ρ, σ) and (ρ2, σ2) ∈ DirsupP (ρ, σ). This proves the claim and so SuccP (ρ, σ) ∈ Dir(P ).
Finally we will check that en = stρ1,σ1(P ). For this, it suffices to prove that
(i/l, j) ∈ Supp(ℓρ1,σ1(P )) =⇒ v1,−1(i/l, j) ≤ v1,−1(en)
or, equivalently, that v−1,1(i/l, j) ≥ v−1,1(en). To do this we first note that by statement (1) of
Lemma 3.3 we have (ρ1, σ1) > (ρ, σ). Since, moreover (i/l, j) ∈ Supp(P ) and (ρ1, σ1) 6= (−1, 1),
using statement (1) of Lemma 3.4, it follows that
v−1,1(i/l, j) < v−1,1(en) =⇒ vρ1,σ1(i/l, j) < vρ1,σ1(en),
which is a contradiction. 
Proposition 3.7. Let P ∈A
(l)
1 \{0} and let (ρ1, σ1)>(ρ2, σ2) be consecutive elements in Dir(P ).
(1) If (ρ1, σ1) ∈ Dir(P ) and (ρ1, σ1) > (ρ, σ) ≥ (ρ2, σ2), then (ρ1, σ1) = SuccP (ρ, σ).
(2) If (ρ2, σ2) ∈ Dir(P ) and (ρ1, σ1) ≥ (ρ, σ) > (ρ2, σ2), then (ρ2, σ2) = PredP (ρ, σ).
(3) If (ρ1, σ1) > (ρ, σ) > (ρ2, σ2), then {stρ1,σ1(P )} = Supp(ℓρ,σ(P )) = {enρ2,σ2(P )}.
X
Y
(ρ1, σ1)
(ρ, σ)
(ρ2, σ2)
A
A := stρ1,σ1(P ) = enρ2,σ2(P )
{A} = Supp(ℓρ,σ(P ))
Figure 5. Proposition 3.7.
Proof. (1) By statement (1) of Lemma 3.3 and statement (1) of Lemma 3.6, the existence of
SuccP (ρ, σ) implies
(ρ, σ) < SuccP (ρ, σ) and SuccP (ρ, σ) ∈ Dir(P ).
Hence (ρ1, σ1) ≤ SuccP (ρ, σ). Consequently, we are reduced to prove that SuccP (ρ, σ) exists
and that (ρ1, σ1) ≥ SuccP (ρ, σ). For the existence it suffices to check that DirsupP (ρ, σ) 6= ∅.
Assume on the contrary that DirsupP (ρ, σ) = ∅. Then, by definition
v−1,1(i/l, j) ≤ v−1,1(enρ,σ)(P ) for all (i/l, j) ∈ Supp(P ).
Therefore, since (ρ1, σ1) 6= (−1, 1), from statement (1) of Lemma 3.4 it follows that
Supp(ℓρ1,σ1(P )) = {enρ,σ(P )},
and so (ρ1, σ1) /∈ Dir(P ), which is a contradiction. Now we will prove that (ρ1, σ1) ≥ SuccP (ρ, σ).
Since (ρ1, σ1) is the minimum element of Dir(P ) that is greater than (ρ, σ), it suffices to prove
that there exists no (ρ3, σ3) ∈ Dir(P ) such that Succρ,σ(P ) > (ρ3, σ3) > (ρ, σ). In other words
that
Succρ,σ(P ) > (ρ3, σ3) > (ρ, σ) =⇒ (ρ3, σ3) /∈ Dir(P ).
So assume that SuccP (ρ, σ) > (ρ3, σ3) > (ρ, σ) and take (i/l, j) ∈ Supp(ℓρ3,σ3(P )). We claim that
(i/l, j) = enρ,σ(P ), which will show that Supp(ℓρ3,σ3(P )) = {enρ,σ(P )}, and consequently, that
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(ρ3, σ3) /∈ Dir(P ). If v−1,1(i/l, j) ≤ v−1,1(enρ,σ(P )), then the claim follows from statement (1)
of Lemma 3.4, applied to (ρ3, σ3) instead of (ρ1, σ1). Thus we can assume without loss of
generality, that v−1,1(i/l, j) ≥ v−1,1(enρ,σ(P )). Now, by statement (1) of Lemma 3.6, we know
that stSuccP (ρ,σ)(P ) = enρ,σ(P ), and so
v1,−1(i/l, j) ≤ v1,−1(en) = v1,−1
(
stSuccP (ρ,σ)(P )
)
.
Consequently, applying statement (2) of Lemma 3.4, with SuccP (ρ, σ) instead of (ρ, σ) and
(ρ3, σ3) instead of (ρ1, σ1), and taking into account that (i/l, j) ∈ Supp(ℓρ3,σ3(P )), we obtain
vρ3,σ3(i/l, j) = vρ3,σ3
(
stSuccρ,σ(P )(P )
)
.
But, since (ρ3, σ3) 6= (1,−1), from statement (2) of Lemma 3.4 it follows that
(i/l, j) = stSuccρ,σ(P )(P ) = enρ,σ(P ),
which proves the claim.
(2) It is similar to the proof of statement (1).
(3) Since {enP (ρ, σ)} = Supp(ℓρ,σ(P )), from statement (1) and Lemma 3.6 it follows that
(ρ1, σ1) ∈ Dir(P ) =⇒ {stρ1,σ1(P )} = Supp(ℓρ,σ(P )).
This conclude the proof of the first equality in (3) when (ρ1, σ1) < (−1, 1). A symmetric argument
shows that
(ρ2, σ2) ∈ Dir(P ) =⇒ {enρ2,σ2(P )} = Supp(ℓρ,σ(P )),
which gives the second equality in (3) when (ρ2, σ2) > (1,−1). Assume now that
(ρ1, σ1) = (−1, 1) and (ρ2, σ2) 6= (1,−1).
Then Dirsupρ2,σ2(P ) = ∅ by statement (1) of Lemma 3.3 and statement (1) of Lemma 3.6. Hence
v−1,1(i/l, j) ≤ v−1,1(enρ2,σ2(P )),
for all (i/l, j) ∈ Supp(P ). Consequently, enρ2,σ2(P ) ∈ Supp
(
ℓ−1,1(P )
)
, and so
st−1,1(P ) = enρ2,σ2(P ) + (a, a),
for some a ≥ 0. But necessarily a = 0, since a > 0 leads to the contradiction
vρ2,σ2(st−1,1(P )) = vρ2,σ2(enρ2,σ2(P ) + (a, a)) = vρ2,σ2(P ) + a(ρ2 + σ2).
Thus
{stρ1,σ1(P )} = {enρ2,σ2(P )} = Supp(ℓρ,σ(P )).
Similarly, if (ρ1, σ1) 6= (−1, 1) and (ρ2, σ2) = (1,−1), then
{stρ1,σ1(P )} = {enρ2,σ2(P )} = Supp(ℓρ,σ(P )).
Finally assume that (ρ1, σ1) = (−1, 1) and (ρ2, σ2) = (1,−1). Then Dir(P ) = ∅ and hence, by
Lemma 3.6 we know that DirsupP (ρ, σ) = DirinfP (ρ, σ) = ∅. Therefore
v−1,1(P ) = v−1,1(enρ,σ(P )) and v1,−1(P ) = v1,−1(stρ,σ(P )). (3.8)
But, since enρ,σ(P ) = stρ,σ(P ), equalities (3.8) imply that P = ℓ−1,1(P ). So,
{en1,−1(P )} = {w(P )} = {w(P )} = {st−1,1(P )} = Supp
(
ℓρ,σ(P )
)
,
as desired. 
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Remark 3.8. Let (ρ, σ) ∈ V. By statement (1) of Lemma 3.3, statement (1) of Lemma 3.6 and
statement (1) of Proposition 3.7, we know that
there exists SuccP (ρ, σ)⇔ DirsupP (ρ, σ) 6= ∅ ⇔ {(ρ
′, σ′) ∈ Dir(P ) : (ρ, σ) < (ρ′, σ′)} 6= ∅,
and, in this case,
SuccP (ρ, σ) = min{(ρ
′, σ′) ∈ Dir(P ) : (ρ, σ) < (ρ′, σ′)}.
Similarly,
there exists SuccP (ρ, σ)⇔ DirinfP (ρ, σ) 6= ∅ ⇔ {(ρ
′, σ′) ∈ Dir(P ) : (ρ′, σ′) < (ρ, σ)} 6= ∅,
and, in this case,
PredP (ρ, σ) = max{(ρ
′, σ′) ∈ Dir(P ) : (ρ′, σ′) < (ρ, σ)}.
Proposition 3.9. Let P ∈ A
(l)
1 \ {0} and (ρ, σ) ∈ V al(P ). We have:
(1) If (ρ′, σ′) ∈ V satisfy (ρ, σ) < (ρ′, σ′), then vρ′,σ′
(
stρ,σ(P )
)
< vρ′,σ′
(
enρ,σ(P )
)
,
(2) If (ρ′, σ′) ∈ V satisfy (ρ′, σ′) < (ρ, σ), then vρ′,σ′
(
stρ,σ(P )
)
> vρ′,σ′
(
enρ,σ(P )
)
.
The same properties hold for P ∈ L(l) \ {0}.
Proof. We only prove the first statement because the second one is similar. If (ρ′, σ′) 6= (−1, 1)
we apply statement (1) of Lemma 3.4 with (i/l, j) = stρ,σ(P ). The case (ρ
′, σ′) = (−1, 1) is
straightforward, since ρ+ σ > 0 and stρ,σ(P ) 6= enρ,σ(P ). 
4 Fixed points of (ρ, σ)-brackets
In this section we make explicit in formula (4.1) a result of [10], and analyze its consequences on
the shape of minimal pairs.
By [10, Prop. 3.2] the Poisson bracket defined there in [10, p. 599], satisfies
{ℓρ,σ(P ), ℓρ,σ(Q)} = −[P,Q]ρ,σ for all (ρ, σ) ∈ V and P,Q ∈ A
(l)
1 .
Assume now that [Q,P ] = 1. It is clear that the conditions of [10, Lemma 3.4] are satisfied for
x = P , y = Q, r = ρ and s = σ. By [10, Corollary 3.5], there exists an R ∈ K[P,Q] such that
[P,R]ρ,σ 6= 0 and
[P, (Ψ(l))−1([P,R]ρ,σ)]ρ,σ = 0.
Consequently, if vρ,σ(P ) > 0, then we can apply [10, Lemma 2.2] with f = ℓρ,σ(P ), g = ℓρ,σ(R),
r = ρ and s = σ. So, there exists a (ρ, σ)-homogeneous element h ∈ L(l) with vρ,σ(h) = ρ + σ,
such that
{ℓρ,σ(P ), h} = ℓρ,σ(P ).
Moreover, if P and Q are in A1, then h ∈ L.
Theorem 4.1. Let P ∈ A
(l)
1 and let (ρ, σ) ∈ V be such that vρ,σ(P ) > 0. If [Q,P ] = 1 for some
Q ∈ A
(l)
1 , then there exists a (ρ, σ)-homogeneous element F ∈ A
(l)
1 such that vρ,σ(F ) = ρ+σ and
[P, F ]ρ,σ = ℓρ,σ(P ). (4.1)
Moreover, we have
(1) stρ,σ(P ) ∼ stρ,σ(F ) or stρ,σ(F ) = (1, 1).
(2) enρ,σ(P ) ∼ enρ,σ(F ) or enρ,σ(F ) = (1, 1).
(3) stρ,σ(P ) ≁ (1, 1) ≁ enρ,σ(P ).
(4) If P,Q ∈ A1, then we can take F ∈ A1.
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Proof. Let h be as above and let F := −(Ψ(l))−1(h). Equality (4.1) follows easily from the
previous discussion. Statements (1) and (2) follow directly from (4.1) and Proposition 2.4. For the
third statement, assume that stρ,σ(P ) ∼ (1, 1). We claim that this implies that stρ,σ(F ) = (1, 1).
Otherwise, by statement (1) we have
stρ,σ(F ) ∼ stρ,σ(P ) ∼ (1, 1),
which implies stρ,σ(F ) ∼ (1, 1), since stρ,σ(F ) 6= (0, 0) 6= stρ,σ(P ). So there exists λ ∈ Q \ {1}
such that stρ,σ(F ) = λ(1, 1). But this is impossible because vρ,σ(F ) = ρ+ σ. Hence the claim is
true, and so
stρ,σ(P ) + stρ,σ(F )− (1, 1) = stρ,σ(P ),
which by Proposition 2.4 leads to the contradiction
stρ,σ(P ) ≁ stρ,σ(F ) = (1, 1).
Similarly enρ,σ(P ) ≁ (1, 1). Finally, statement (4) is an immediate consequence of the fact that
if P,Q ∈ A1, then h ∈ L. 
Definition 4.2. Let k∈N, j ∈N0, ε, b> 0 and c∈Q. We say that a pair (f, g) of polynomials
in K[x] satisfies PE(k, j, ε, b, c) if there is some h ∈ N0, such that
xhfk+j = cfkg + ax(fk)′g − bxg′fk (4.2)
is satisfied, where a = jk b+ ε.
Note that equation (4.2) implies that each irreducible factor of g that does not divide xf has
multiplicity 1.
Proposition 4.3. (Compare with [11, Appendix I]) If the pair (f, g) satisfy PE(k, j, ε, b, c) and
f(0) 6= 0 6= g(0), then each irreducible factor u of f , with multiplicity mu in f , has multiplicity
jmu + 1 in g. Consequently g = f
jg for some g ∈ K[x] separable and the number of different
irreducible factors of f is lower than or equal to the degree of g.
Proof. We can assume that K is algebraically closed. Take an irreducible monic factor u of f .
Since f(0) 6= 0, there exists d ∈ K× such that u = x + d. Write f = usf and g = urg, with
r, s ∈ N such that u does not divide fg. Then
f ′ = sus−1u′f + usf
′
and g′ = rur−1u′g + urg′,
and so (4.2) reads
xhf
k+j
us(k+j) = ur+ks−1(aks− br)xu′f
k
g + ur+ksf
k−1(
fgc+ kaxgf
′
− bxfg′
)
.
We claim that aks − br 6= 0. In fact, on the contrary s(k + j) ≥ r + ks and so sj ≥ r. Since
ε, b, s, k > 0, this leads to the contradiction
aks− br =
(
j
k
b+ ε
)
ks− br = ksε+ b(js− r) ≥ ksε > 0.
Since u does not divide xu′f
k
g, we have s(k + j) = r+ ks− 1. That is r = js+ 1, which proves
the first assertion. The remaining assertions now follow easily. 
Corollary 4.4. Let (ρ, σ) ∈ V0 and let P, F ∈ A
(l)
1 \ {0}. Assume that F is (ρ, σ)-homogeneous
and that [P, F ]ρ,σ = ℓρ,σ(P ). Set
fF := f
(l)
F,ρ,σ and fP := f
(l)
P,ρ,σ,
where f
(l)
F,ρ,σ and f
(l)
P,ρ,σ are as in Definition 2.8. Then
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(1) fF is separable and every irreducible factor of fP divides fF .
(2) Suppose that fF , fP ∈ K[xr] for some r ∈ N and let fF and fF denote the univariate
polynomials defined by fP (x) = fP (x
r) and fF (x) = fF (x
r). Then fF is separable and
every irreducible factor of fP divides fF .
(3) If P, F ∈ A1 and v0,1(enρ,σ(F ))− v0,1(stρ,σ(F )) = ρ, then the multiplicity of each linear
factor (in an algebraic closure of K) of fP is equal to
1
ρ
deg(fP ) =
1
ρ
(
v0,1(enρ,σ(P ))− v0,1(stρ,σ(P )
)
.
Proof. By statement (1) of Theorem 2.11, there exist h ≥ 0 and c ∈ Z, such that
xhfP = cfP fF + axf
′
P fF − bxf
′
F fP , (4.3)
where a := 1ρvρ,σ(F ) and b :=
1
ρvρ,σ(P ). So, the pair (fP , fF ) satisfies condition PE(1, 0, a, b, c)
of Definition 4.2. Consequently, since fP 6= 0 6= fF , statement (1) follows from Proposition 4.3.
Using now that
xf ′P (x) = rtf
′
P (t) and xf
′
F (x) = rtf
′
F (t), where t = x
r ,
we deduce from (4.3) that the pair (fP , fF ) satisfies condition PE(1, 0, ra, rb, c). Therefore, we
can apply Proposition 4.3 to obtain statement (2). Finally, we prove statement (3). Write
F =
α∑
i=0
biX
u−iσY v+iρ and ℓρ,σ(P ) =
γ∑
i=0
cix
m−iσyn+iρ
with b0 6= 0, bα 6= 0, c0 6= 0 and cγ 6= 0. By definition
fF =
α∑
i=0
bix
iρ and fP =
γ∑
i=0
cix
iρ.
Moreover, since αρ = v0,1(enρ,σ(F )) − v0,1(stρ,σ(F )) it follows from the hypothesis that α = 1.
Hence
fF (x) = b0 + b1x
ρ = µ(xρ − λ) = fF (x
ρ),
where µ := b0 and λ := b0/b1. Consequently, from statement (2) it follows that fP is of the form
fP (x) = µP (x
ρ − λ)γ , which proves (3). 
5 Cutting the right lower edge
The central result of this section is Proposition 5.3, which loosely spoken “cuts” the right lower
edge of the support of a pair (P,Q) satisfying certain conditions. In Proposition 5.6 we use this
result and establish a strong algebraic condition on the “corner” resulting from this cut.
Given ϕ ∈ Aut(A
(l)
1 ), we let ϕL denote the automorphism of L
(l) given by
ϕL(x
1/l) := Ψ(l)(ϕ(X1/l)) and ϕL(y) := Ψ
(l)(ϕ(Y )).
Proposition 5.1. Let (ρ, σ) ∈ V0 and λ ∈ K. Assume that ρ|l and consider the automorphism
of A
(l)
1 defined by ϕ(X
1/l) := X1/l and ϕ(Y ) := Y + λXσ/ρ. Then
ℓρ,σ(ϕ(P )) = ϕL(ℓρ,σ(P )) and vρ,σ(ϕ(P )) = vρ,σ(P ) for all P ∈ A
(l)
1 \ {0}.
Furthermore,
ℓρ1,σ1(ϕ(P )) = ℓρ1,σ1(P ) for all (ρ, σ) < (ρ1, σ1) < (−1, 1).
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Proof. By statement (3) of Proposition 1.9,
vρ,σ
(
ϕ(X
i
l Y j)
)
= ivρ,σ(X
1
l ) + jvρ,σ(Y + λX
σ
ρ ) =
i
l
ρ+ jσ = vρ,σ(X
i
l Y j),
for all i ∈ Z and j ∈ N0. Since ϕ is injective this implies that
vρ,σ(ϕ(P )) = vρ,σ(P ) for all P ∈ A
(l)
1 \ {0}. (5.1)
We fix now a P ∈ A
(l)
1 \ {0} and write
P =
n∑
i=0
λiX
r
l
−iσ
ρ Y s+i +R,
with vρ,σ(R) < vρ,σ(P ). By equality (5.1) and statement (2) of Proposition 1.9
ℓρ,σ(ϕ(P )) = ℓρ,σ
(
n∑
i=0
λiϕ
(
X
r
l
−iσ
ρ Y s+i
))
= ℓρ,σ
(
n∑
i=0
λiX
r
l
−i σ
ρ (Y + λX
σ
ρ )s+i
)
=
n∑
i=0
λiℓρ,σ
(
X
r
l
−iσ
ρ (Y + λX
σ
ρ )s+i
)
=
n∑
i=0
λix
r
l
−i σ
ρ (y + λx
σ
ρ )s+i
= ϕL
(
n∑
i=0
λix
r
l
−iσ
ρ ys+i
)
= ϕL(ℓρ,σ(P )),
as desired. Let (ρ1, σ1) ∈ V such that (ρ, σ) < (ρ1, σ1). Then ρ1σ < ρσ1, and so
ℓρ1,σ1(Y + λX
σ
ρ ) = y,
since ρ > 0. Hence, by statement (2) of Proposition 1.9,
ℓρ1,σ1
(
ϕ(X
i
l Y j)
)
= ℓρ1,σ1
(
X
i
l (Y + λX
σ
ρ )j
)
= x
i
l yj,
and so vρ1,σ1
(
ϕ(X
i
l Y j)
)
= ilρ1 + jσ1 = vρ1,σ1(X
i
l Y j), which implies that
vρ1,σ1(ϕ(R)) = vρ1,σ1(R) for all R ∈ A
(l)
1 \ {0}. (5.2)
Fix now P ∈ A
(l)
1 \ {0} and write
P =
∑
{(i/l,j):ρ1i/l+σ1j=vρ1 ,σ1(P )}
λi/l,jX
i
l Y j +R,
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with vρ1,σ1(R) < vρ1,σ1(P ). Again by equality (5.1) and statement (2) of Proposition 1.9
ℓρ1,σ1(ϕ(P )) = ℓρ1,σ1
(∑
i/l,j
λi/l,jϕ(X
i
l Y j)
)
= ℓρ1,σ1
(∑
i/l,j
λi/l,jX
i
l (Y + λX
σ
ρ )j
)
=
∑
i/l,j
λi/l,jℓρ1,σ1
(
X
i
l (Y + λX
σ
ρ )j
)
=
∑
i/l,j
λi/l,jx
i
l yj
= ℓρ1,σ1(P ),
as we want. 
Remark 5.2. A similar argument shows that for λ ∈ K and n ∈ N, the automorphism of A1
defined by ϕ(X) := X and ϕ(Y ) := Y − λXn satisfies
ℓ1,n(ϕ(P )) = ϕL(ℓ1,n(P )) and v1,n(ϕ(P )) = v1,n(P ) for all P ∈ A1 \ {0}.
Similarly, if ϕ is the automorphism of A1 defined by ϕ(X) := X − λY
n and ϕ(Y ) := Y , then
ℓn,1(ϕ(P )) = ϕL(ℓn,1(P )) and vn,1(ϕ(P )) = vn,1(P ) for all P ∈ A1 \ {0}.
From now on we assume that K is algebraically closed unless otherwise stated.
Let P,Q ∈ A
(l)
1 and let (ρ, σ) ∈ V
0. Write
stρ,σ(P ) =
(r
l
, s
)
and f(x) := xsf
(l)
P,ρ,σ(x).
Let ϕ ∈ Aut(A
(l′)
1 ) be the automorphism defined by
ϕ(X
1
l′ ) := X
1
l′ and ϕ(Y ) := Y + λX
σ
ρ ,
where l′ := lcm(l, ρ) and λ is any element of K such that the multiplicity mλ of x− λ in f(x) is
maximum.
Proposition 5.3. (Compare with [10, Corollary 2.6]) If
(a) [Q,P ] = 1,
(b) (ρ, σ) ∈ Dir(P ) ∩Dir(Q),
(c) vρ,σ(P ) > 0 and vρ,σ(Q) > 0,
(d) [P,Q]ρ,σ = 0,
(e)
vρ,σ(Q)
vρ,σ(P )
/∈ N and vρ,σ(P )vρ,σ(Q) /∈ N,
(f) v1,−1
(
enρ,σ(P )
)
< 0 and v1,−1
(
enρ,σ(Q)
)
< 0,
then, there exists (ρ′, σ′) ∈ V such that
(1) (ρ′, σ′) < (ρ, σ) and (ρ′, σ′) ∈ Dir(ϕ(P )) ∩Dir(ϕ(Q)),
(2) v1,−1
(
enρ′,σ′(ϕ(P ))
)
< 0 and v1,−1
(
enρ′,σ′(ϕ(Q))
)
< 0,
(3) vρ′,σ′(ϕ(P )) > 0 and vρ′,σ′(ϕ(Q)) > 0,
(4)
vρ′,σ′ (ϕ(P ))
vρ′,σ′ (ϕ(Q))
=
vρ,σ(P )
vρ,σ(Q)
,
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(5) for all (ρ, σ) < (ρ′′, σ′′) < (−1, 1) the equalities
ℓρ′′,σ′′ (ϕ(P )) = ℓρ′′,σ′′ (P ) and ℓρ′′,σ′′(ϕ(Q)) = ℓρ′′,σ′′(Q)
hold,
(6) enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
(
r
l +
sσ
ρ −mλ
σ
ρ ,mλ
)
,
(7) enρ′,σ′(ϕ(Q)) = stρ,σ(ϕ(Q)) and enρ′,σ′(ϕ(P )) =
vρ,σ(P )
vρ,σ(Q)
enρ′,σ′(ϕ(Q)),
(8) it is true that
v0,1(enρ′,σ′(ϕ(P ))) < v0,1(enρ,σ(P )) or enρ′,σ′(ϕ(P )) = enρ,σ(P ).
Furthermore, in the second case enρ,σ(P ) + (σ/ρ,−1) ∈ Supp(P ),
(9) vρ,σ(ϕ(P )) = vρ,σ(P ) and vρ,σ(ϕ(Q)) = vρ,σ(Q),
(10) [ϕ(Q), ϕ(P )]ρ,σ = 0,
(11) there exists a (ρ, σ)-homogeneous element F ∈ A
(l)
1 , which is not a monomial, such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ.
Furthermore, if enρ,σ(F ) = (1, 1), then stρ,σ(ϕ(P )) = enρ,σ(P ),
Note that
- if l′ = 1, then ϕ induces an automorphism of A1,
- ρ′ > 0, since ρ > 0 means (ρ, σ) < (0, 1), and so (ρ′, σ′) < (ρ, σ) < (0, 1) implies ρ′ > 0,
- vρ,σ(F ) = ρ+ σ > 0 implies that stρ,σ(F ) 6= (0, 0) 6= enρ,σ(F ).
enρ,σ(P )
ℓρ,σ
P ϕ(P )
X X
Y Y
ℓρ′,σ′
enρ′,σ′
(
ϕ(P )
)
= stρ,σ
(
ϕ(P )
)
enρ,σ(P )
= enρ,σ
(
ϕ(P )
)
ℓρ,σ
(ρ, σ) (ρ, σ)
(ρ′, σ′)
Figure 6. Illustration of Proposition 5.3
Proof. By Theorem 4.1 we can find a (ρ, σ)-homogeneous element F ∈ A
(l)
1 such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ.
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Let # factors(f
(l)
P,ρ,σ) denote the number of linear different factors of f
(l)
P,ρ,σ. We claim that
1 ≤ #factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ), (5.4)
In fact, the first is true because (ρ, σ) ∈ Dir(P ), while the second one follows from statement (1)
of Corollary 4.4. Note that, by the very definition of f
(l)
F,ρ,σ, condition (5.4) implies that F is not
a monomial.
By (2.6) and the definition of ℓρ,σ(P ) there exist b0, . . . , bγ ∈ K with b0 6= 0 and bγ 6= 0, such
that
ℓρ,σ(P ) =
γ∑
i=0
bix
r
l
− iσ
ρ ys+i,
and, again by (2.6),
enρ,σ(P ) =
(r
l
−
γσ
ρ
, s+ γ
)
. (5.5)
By Definition 2.8,
f(x) =
γ∑
i=0
bix
i+s.
Let (M0,M) := enρ,σ(F ). By the second equality in (5.3)
M0 =
ρ+ σ − σM
ρ
. (5.6)
We assert that
1 ≤ #factors(f) ≤M. (5.7)
The first inequality is true by (5.4). In order to prove the second one we begin by noting that,
by statement (1) of Theorem 4.1,
stρ,σ(F ) = (1, 1) or stρ,σ(F ) ∼ stρ,σ(P ), (5.8)
and that stρ,σ(F ) 6= (0, 0) by the second equality in (5.3). Hence, if s > 0, then stρ,σ(F ) 6= (u, 0).
Consequently, by (2.6) and (5.4),
# factors(f) = # factors(f
(l)
P,ρ,σ) + 1 ≤ deg(f
(l)
F,ρ,σ) + 1 ≤M.
On the other hand, if s = 0, then again by (2.6) and (5.4),
# factors(f) = # factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ) ≤M,
as desired, proving the assertion.
For the sake of simplicity we set N := γ + s. Since deg f = N , by (5.7) there exists at least
one factor x − λ of f with multiplicity mλ greater than or equal to N/M . We take λ ∈ K such
that the multiplicity of x− λ in f(x) is maximum. We have
f(x) =
N∑
i=mλ
ai(x− λ)
i with ai ∈ K, amλ , aN 6= 0 and mλ ≥
N
M
. (5.9)
Note that, since stρ,σ(P ) = (r/l, s), by the third equality in (2.6) we have
ℓρ,σ(P ) = x
r
l ysf
(l)
P,ρ,σ(x
− σ
ρ y) = x
r
l
+sσ
ρ (x−
σ
ρ y)sf
(l)
P,ρ,σ(x
− σ
ρ y) = x
k
l′ f(x−
σ
ρ y),
where k := rl
′
l +
l′sσ
ρ . So, by Proposition 5.1,
ℓρ,σ(ϕ(P )) = ϕL
(
ℓρ,σ(P )
)
= x
k
l′ f(x−
σ
ρ y + λ) =
N∑
i=mλ
aix
k
l′ (x−
σ
ρ y)i,
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since ϕL(x
1/l′) = x1/l
′
and ϕL(x
−σ/ρy) = x−σ/ρy + λ. But then, by the first equality in (2.6),
stρ,σ(ϕ(P )) =
(
k
l′
−mλ
σ
ρ
,mλ
)
=
(
r
l
+
sσ
ρ
−mλ
σ
ρ
,mλ
)
. (5.10)
Note also that by (5.5),
enρ,σ(P ) =
(r
l
−
γσ
ρ
,N
)
=
(k
l′
−
Nσ
ρ
,N
)
. (5.11)
We claim that
v1,−1(stρ,σ(ϕ(P ))) < 0. (5.12)
First note that by Proposition 5.1 (with l replaced by l′),
vρ,σ(ϕ(P )) = vρ,σ(P ) and vρ,σ(ϕ(Q)) = vρ,σ(Q). (5.13)
So, statement (9) holds. Apply Theorem 4.1 to ϕ(P ), ϕ(Q), (ρ, σ) and l′. Statement (3) of that
theorem gives
v1,−1(stρ,σ(ϕ(P ))) 6= 0. (5.14)
On the other hand, statement (2) of the same theorem gives
enρ,σ(F ) = (1, 1) or enρ,σ(F ) ∼ enρ,σ(P ).
In the first case
Supp(F ) ⊆ {(1, 1), (1 + σ/ρ, 0)}, (5.15)
and so deg(f
(l)
F,ρ,σ) ≤ 1. Hence, by (5.4),
1 ≤ #factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ) ≤ 1, (5.16)
and consequently in (5.15) the equality holds. Thus, stρ,σ(F ) = (1 + σ/ρ, 0), which implies that
l′ = l and, by (5.8), also implies that s = 0. Therefore k = r, N = γ and f
(l)
P,ρ,σ = f. So, by (5.16)
f = aN (x− λ)
N ,
where aN is as in (5.9). But then mλ = N = γ and so, by (5.10) and (5.11),
stρ,σ(ϕ(P )) =
(
r
l
− γ
σ
ρ
,N
)
= enρ,σ(P ),
which finishes the proof of statement (11) and yields (5.12), since v1,−1(enρ,σ(P )) < 0.
In the second case, by (5.11)
(M0,M) := enρ,σ(F ) ∼ enρ,σ(P ) = (N0, N),
where
N0 :=
r
l
−
γσ
ρ
=
k
l′
−
Nσ
ρ
. (5.17)
Since, by (5.7)
M ≥ 1 and N = deg(f) ≥ #factors(f) ≥ 1,
we have N0N =
M0
M . Hence, by (5.6), (5.9) and (5.17),
kρ
l′(ρ+ σ)
=
k/l′
1 + σ/ρ
=
N0 +N
σ
ρ
M0 +M
σ
ρ
=
N(N0/N + σ/ρ)
M(M0/M + σ/ρ)
=
N
M
≤ mλ,
which, combined with (5.10), gives
v1,−1(stρ,σ(ϕ(P ))) =
k
l′
−mλ
σ
ρ
−mλ =
(
σ + ρ
ρ
)(
kρ
l′(ρ+ σ)
−mλ
)
≤ 0.
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Taking into account (5.14), this yields (5.12), ending the proof of the claim. Now, by state-
ment (d) and statement (2) of Theorem 2.11, there exist relatively prime m¯, n¯ ∈ N, λP , λQ ∈ K
×
and a (ρ, σ)-homogeneous R ∈ L(l) such that
n¯
m¯
=
vρ,σ(Q)
vρ,σ(P )
, ℓρ,σ(P ) = λPR
m¯ and ℓρ,σ(Q) = λQR
n¯. (5.18)
Hence, again by Proposition 5.1,
ℓρ,σ(ϕ(P )) = λPϕL(R)
m¯ and ℓρ,σ(ϕ(Q)) = λQϕL(R)
n¯. (5.19)
Consequently, by statements (4) and (5) of Proposition 1.9,
stρ,σ(ϕ(P )) = m¯ stρ,σ(ϕL(R)), enρ,σ(ϕ(P )) = m¯ enρ,σ(ϕL(R)) (5.20)
and
stρ,σ(ϕ(Q)) = n¯ stρ,σ(ϕL(R)), enρ,σ(ϕ(Q)) = n¯ enρ,σ(ϕL(R)), (5.21)
and so
stρ,σ(ϕ(P )) =
m¯
n¯
stρ,σ(ϕ(Q)) and enρ,σ(ϕ(P )) =
m¯
n¯
enρ,σ(ϕ(Q)). (5.22)
We assert that
v0,1(stρ,σ(ϕL(R))) ≥ 1. (5.23)
In fact, otherwise v0,1(stρ,σ(ϕL(R))) = 0, and so
stρ,σ(ϕL(R)) = (h, 0) with h ∈
1
l′
Z.
Then
vρ,σ(ϕL(R)) = vρ,σ(stρ,σ(ϕL(R))) = ρh < 0, (5.24)
since ρ > 0 and, by (5.12) and (5.20),
h = v1,−1(stρ,σ(ϕL(R))) < 0.
But, by statement (3) of Proposition 1.9, the second equality in (5.18), the first equalities
in (5.13), and that by hypothesis, vρ,σ(P ) > 0, we have
vρ,σ(ϕL(R)) = vρ,σ(R) > 0,
which contradicts (5.24). Hence inequality (5.23) is true. Take now
(ρ′, σ′) := max{(ρ′′, σ′′) ∈ Dir(ϕ(P )) : (ρ′′, σ′′) < (ρ, σ)}
and
(ρ¯, σ¯) := max{(ρ′′, σ′′) ∈ Dir(ϕ(Q)) : (ρ′′, σ′′) < (ρ, σ)}.
By statement (3) of Proposition 3.7
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) and enρ¯,σ¯(ϕ(Q)) = stρ,σ(ϕ(Q)). (5.25)
Combining the first equality with equality (5.10), we obtain statement (6). Moreover, by the
first equalities in (5.13) and (5.25),
vρ,σ(enρ′,σ′(ϕ(P ))) = vρ,σ(stρ,σ(ϕ(P ))) = vρ,σ(ϕ(P )) = vρ,σ(P ) > 0,
where the last inequality is true by hypothesis. Consequently
enρ′,σ′(ϕ(P )) 6= (0, 0). (5.26)
We claim that
(ρ′, σ′) = (ρ¯, σ¯). (5.27)
In order to prove this we proceed by contradiction. Assume that (ρ′, σ′) > (ρ¯, σ¯). Then
stρ,σ(ϕ(Q)) = enρ′,σ′(ϕ(Q)) = stρ′,σ′(ϕ(Q)), (5.28)
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where the first equality follows from statement (3) of Proposition 3.7, and the second one, from
the fact that (ρ′, σ′) 6∈ Dir(ϕ(Q)). Furthermore
enρ′,σ′(ϕ(P )) 6= stρ′,σ′(ϕ(P )) (5.29)
since (ρ′, σ′) ∈ Dir(ϕ(P )). Now, by (5.25), (5.22) and (5.28),
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P ))
=
m¯
n¯
stρ,σ(ϕ(Q))
=
m¯
n¯
enρ′,σ′(ϕ(Q))
=
m¯
n¯
stρ′,σ′(ϕ(Q)).
(5.30)
We assert that
enρ′,σ′(ϕ(P )) ≁ stρ′,σ′(ϕ(P )). (5.31)
Otherwise, by the inequalities in (5.26) and (5.29) there exists µ ∈ K \ {1} such that
stρ′,σ′(ϕ(P )) = µ enρ′,σ′(ϕ(P )),
which implies that
vρ′,σ′(ϕ(P )) = µvρ′,σ′(ϕ(P )). (5.32)
On the other hand, by (5.30)
vρ′,σ′(ϕ(Q)) =
n¯
m¯
vρ′,σ′(ϕ(P )),
which combined with equality (5.32), gives
vρ′,σ′(ϕ(P )) = 0 = vρ′,σ′(ϕ(Q)).
But this contradicts Remark 1.13, since [ϕ(Q), ϕ(P )] = 1 and ρ′ + σ′ > 0. Hence the condi-
tion (5.31) is satisfied. Combining this fact with (5.30), we obtain
stρ′,σ′(ϕ(Q)) ≁ stρ′,σ′(ϕ(P )).
Hence [ϕ(Q), ϕ(P )]ρ′,σ′ 6= 0, by Corollary 2.7. Then, since [ϕ(Q), ϕ(P )] = 1 and ρ′ > 0, it follows
from statement (1) of Proposition 2.4 that
stρ′,σ′(ϕ(P )) + stρ′,σ′(ϕ(Q))− (1, 1) = stρ′,σ′(1) = (0, 0), (5.33)
which implies that
v0,1(stρ′,σ′(ϕ(Q))) ∈ {0, 1}, (5.34)
because the second coordinates in (5.33) are non-negative. But, by the first equalities in (5.21),
(5.28), inequality (5.28), statement (4) of Proposition 1.9, and the fact that n¯ > 1 by the first
equality in (5.18),
v0,1(stρ′,σ′(ϕ(Q))) = v0,1(stρ,σ(ϕ(Q))) = nv0,1(stρ,σ(ϕL(R))) > 1,
which contradicts (5.34). Consequently, (ρ′, σ′) > (ρ¯, σ¯) is impossible. Similarly one can prove
that (ρ′, σ′) < (ρ¯, σ¯) is also impossible, and so (5.27) is true.
Using (5.22), (5.25), (5.27), and the fact that m¯/n¯ = vρ,σ(P )/vρ,σ(Q), we obtain
enρ′,σ′(ϕ(Q)) = stρ,σ(ϕ(Q)))
and
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
vρ,σ(P )
vρ,σ(Q)
enρ′,σ′(ϕ(Q)), (5.35)
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which proves statement (7) and combined with inequality (5.12), also proves statement (2).
Hence (ρ′, σ′) 6= (1,−1), since otherwise
v1,−1(ϕ(P )) < 0 and v1,−1(ϕ(Q)) < 0,
which is impossible, because it contradicts Remark 1.13, since [ϕ(Q), ϕ(P )] = 1. This concludes
the proof of statement (1). Now statement (3) follows, since by (5.35),
vρ′,σ′(ϕ(P )) ≤ 0⇐⇒ vρ′,σ′(ϕ(Q)) ≤ 0,
and so, again by Remark 1.13, the falseness of statement (3) implies
vρ′,σ′(1) = vρ′,σ′
(
[ϕ(Q), ϕ(P )]
)
≤ vρ′,σ′(ϕ(Q)) + vρ′,σ′(ϕ(P )) − (ρ
′ + σ′) < 0,
which is impossible. Statement (4) also follows from (5.35), statement (5), from Proposition 5.1
(with l replaced by l′) and statement (10), from statement (9) and the facts that
[ϕ(Q), ϕ(P )] = [Q,P ] and [Q,P ]ρ,σ = 0.
Finally we prove statement (8). Note that by statement (6) and (5.10)
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
(
k
l′
−mλ
σ
ρ
,mλ
)
, (5.36)
and so by (5.11),
v0,1(enρ′,σ′(ϕ(P ))) = mλ ≤ N = v0,1(enρ,σ(P )).
Furthermore, if the equality holds, then by (5.9), (5.11) and (5.36),
enρ′,σ′(ϕ(P )) = enρ,σ(P ) and x
sf
(l)
P,ρ,σ(x) = f(x) = aN(x − λ)
N ,
where aN is as in (5.9). But
deg(f
(l)
P,ρ,σ) > 0 and x ∤ f
(l)
P,ρ,σ,
since (ρ, σ) ∈ Dir(P ) and f
(l)
P,ρ,σ(0) 6= 0. Hence, by the last equality that λ 6= 0, s = 0 and
stρ,σ(P ) = (k/l
′, 0). So, by the third equality in (2.6),
ℓρ,σ(P ) = x
k
l′ f(x−
σ
ρ y) = aNx
k
l′ (x−
σ
ρ y − λ)N =
N∑
i=0
aN
(
N
i
)
λN−ix
k
l′
−iσ
ρ yi.
Consequently, (k
l′
−
(N − 1)σ
ρ
,N − 1
)
∈ Supp(P ),
since λ 6= 0. This finishes the proof because
enρ,σ(P ) +
(σ
ρ
,−1
)
=
(k
l′
−
(N − 1)σ
ρ
,N − 1
)
by equality (5.11). 
Definition 5.4. Let l ∈ N. For each (r, s) ∈ 1lZ × Z \ Z(1, 1), we define dir(r, s) to be the
unique (ρ, σ) ∈ V such that vρ,σ(r, s) = 0.
Remark 5.5. Note that if P ∈ A
(l)
1 \ {0} and (ρ, σ) ∈ Dir(P ), then
(ρ, σ) = dir
(
enρ,σ(P )− stρ,σ(P )
)
.
In the following proposition we will take (ρ, σ) ∈ V with σ ≤ 0. Note that combining this
with ρ + σ > 0 we obtain ρ > 0, and so (ρ, σ) ∈ V0. Note also that σ ≤ 0 is equivalent to
(ρ, σ) ≤ (1, 0). Consequently if (ρ′, σ′) ≤ (ρ, σ), then (ρ′, σ′) ≤ (1, 0), and so ρ′ > 0. We will use
implicitly these facts.
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Proposition 5.6. Let P,Q∈A
(l)
1 and let (ρ, σ)∈V with σ≤0, such that conditions (a), (b), (c)
and (e) of Proposition 5.3 are satisfied. Assume that
vρ,σ(Q)
vρ,σ(P )
= nm with n,m>1 and gcd(n,m)=1.
Then
1
m
enρ,σ(P ) 6=
(
r¯ −
1
l
, r¯
)
,
for all r¯ ≥ 2.
Proof. We will assume that
1
m
enρ,σ(P ) =
(
r¯ −
1
l
, r¯
)
, (5.37)
for some fixed r¯ ≥ 2 and we will prove successively the following two statements:
(1) [P,Q]ρ,σ = 0, v1,−1(enρ,σ(P )) < 0 and v1,−1(enρ,σ(Q)) < 0.
(2) ρ|l and there exist
ϕ ∈ Aut(A
(l)
1 ) and (ρ1, σ1) ∈ V with (ρ1, σ1) < (ρ, σ),
such that P1 := ϕ(P ), Q1 := ϕ(Q) and (ρ1, σ1) satisfy conditions (a), (b), (c) and (e) of
Proposition 5.3 (more precisely, these conditions are satisfied with (P1, Q1) playing the
role of (P,Q) and (ρ1, σ1) playing the role of (ρ, σ)). Furthermore,
vρ1,σ1(P1)
vρ1,σ1(Q1)
=
vρ,σ(P )
vρ,σ(Q)
and
1
m
enρ1,σ1(P1) =
(
r¯ −
1
l
, r¯
)
.
Statement (2) yields an infinite, descending chain of directions (ρk, σk), such that ρk|l. But there
are only finitely many ρk’s with ρk|l. Moreover, 0 < −σk < ρk, so there are only finitely many
(ρk, σk) possible, which provide us with the desired contradiction.
We first prove statement (1). Set A := 1m enρ,σ(P ) and suppose [P,Q]ρ,σ 6= 0. Since
vρ,σ(P ) = vρ,σ(mA), vρ,σ(Q) = vρ,σ(nA) and [P,Q] = 1,
under this assumption we have
vρ,σ (mA+ nA− (1, 1)) = vρ,σ(P ) + vρ,σ(Q)− vρ,σ(1, 1) = 0.
Consequently,
vρ,σ(A) =
ρ+ σ
m+ n
and ρ
(
mr¯l + nr¯l−m− n− l
)
= −σ
(
mr¯l + nr¯l − l
)
, (5.38)
where for the second equality we use assumption (5.37). Let
d := gcd(mr¯l + nr¯l − l,m+ n−mr¯l − nr¯l + l) = gcd(l,m+ n).
From the second equality in (5.38), it follows that
ρ =
mr¯l + nr¯l− l
d
and σ =
m+ n−mr¯l − nr¯l+ l
d
=
m+ n
d
− ρ, (5.39)
and so ρ+ σ = (m+ n)/d. Hence, by the first equality in (5.38),
vρ,σ(P ) = mvρ,σ(A) =
m(ρ+ σ)
m+ n
=
m
d
and vρ,σ(Q) = nvρ,σ(A) =
n
d
.
We will see that we are lead to
v1,−1(P ) ≤ 0 and v1,−1(Q) ≤ 0, (5.40)
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which contradicts Remark 1.14, since [P,Q] = 1. In order to prove (5.40), it suffices to check
that if (i, j) ∈ 1lZ × N0 and i > j, then vρ,σ(i, j) > max{vρ,σ(P ), vρ,σ(Q)}. But, writing
(i, j) = (j + sl , j) with s ∈ N, we obtain
vρ,σ(i, j) =ρj + ρ
s
l
+
m+ n
d
j − ρj by (5.39)
=
s(mr¯ + nr¯ − 1)
d
+
m+ n
d
j by (5.39)
≥
(m+ n)r¯ − 1
d
≥
m+ n
d
since r¯ ≥ 2 and m+ n ≥ 1.
>max{m/d, n/d}
=max{vρ,σ(P ), vρ,σ(Q)}.
This concludes the proof that [P,Q]ρ,σ = 0. Now, by Corollary 2.7 and the assumption (5.37),
we have
v1,−1(enρ,σ(P )) = mv1,−1
(
r¯ −
1
l
, r¯
)
< 0
and
v1,−1(enρ,σ(Q)) =
n
m
v1,−1(enρ,σ(P )) < 0,
which finishes the proof of statement (1).
We now prove statement (2). By statement (1), the hypothesis of Proposition 5.3 are satisfied.
Let (ρ′, σ′) and ϕ be as in its statement. Set
P1 := ϕ(P ), Q1 := ϕ(Q) and (ρ1, σ1) := (ρ
′, σ′).
By statements (1), (3) and (4) of Proposition 5.3, we know that
vρ1,σ1(P1)
vρ1,σ1(Q1)
=
vρ,σ(P )
vρ,σ(Q)
,
and that conditions (b), (c) and (e) of that proposition are satisfied for P1, Q1 and (ρ1, σ1).
Moreover condition (a) follows immediately from the fact that ϕ is an algebra automorphism. It
remains to prove that
ρ | l and
1
m
enρ1,σ1(P1) =
(
r¯ −
1
l
, r¯
)
. (5.41)
By statement (11) of Proposition 5.3, there is a (ρ, σ)-homogeneous element F , which is not a
monomial, such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ. (5.42)
By statement (2) of Proposition 2.4,
enρ,σ(F ) = (1, 1) or enρ,σ(F ) ∼ enρ,σ(P ).
By statements (6) and (11) of Proposition 5.3, in the first case we have
1
m
enρ1,σ1(P1) =
1
m
stρ,σ(P1) =
1
m
enρ,σ(P ) =
(
r¯ −
1
l
, r¯
)
.
Hence, by statement (8) of the same proposition,
enρ,σ(P ) +
(
σ
ρ
,−1
)
∈ Supp(P ) ⊆
1
l
Z×N0.
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Since enρ,σ(P ) ∈
1
lZ×N0, this implies that(
σ
ρ
,−1
)
∈
1
l
Z×Z,
and so ρ|σl. But then ρ|l, since gcd(ρ, σ) = 1. This finishes the proof of condition (5.41) when
enρ,σ(F ) = (1, 1).
Assume now that enρ,σ(F ) ∼ enρ,σ(P ). Then, since
(
r¯ − 1l , r¯
)
is indivisible in 1lZ ×N0, we
have
enρ,σ(F ) = µ
1
m
enρ,σ(P ) = µ
(
r¯ −
1
l
, r¯
)
with µ ∈ N. (5.43)
We claim that
µ = 1, r¯ = 2 and ρ = l.
By statement (2) of Theorem 2.11 there exist λP , λQ ∈ K
× and a (ρ, σ)-homogeneous polynomial
R∈L(l), such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n. (5.44)
Note that R is not a monomial, since (ρ, σ) ∈ Dir(P ). By statement (5) of Proposition 1.9 and
the assumption (5.37), we have
enρ,σ(R) =
(
r¯ −
1
l
, r¯
)
. (5.45)
Hence, by statement (2) of Proposition 3.9,
v1,−1(stρ,σ(R)) > v1,−1(enρ,σ(R)) = −
1
l
. (5.46)
Since, by statement (3) of Theorem 4.1 and statement (4) of Proposition 1.9,
v1,−1(stρ,σ(R)) =
1
m
v1,−1(stρ,σ(P )) 6= 0,
from inequality (5.46) it follows that
v1,−1(stρ,σ(R)) > 0. (5.47)
Moreover, by equality (5.43) and the second equality in (5.42)
vρ,σ
(
µ
(
r¯ −
1
l
, r¯
)
− (1, 1)
)
= 0,
which implies that
ρ(µr¯l − µ− l) = −σ(µr¯l − l). (5.48)
Let
d := gcd(µr¯l − µ− l, µr¯l − l) = gcd(µ, l). (5.49)
By equality (5.48)
ρ =
µr¯l − l
d
and σ =
µ− µr¯l + l
d
=
µ
d
− ρ.
Hence
ρ =
µr¯l − l
d
and ρ+ σ =
µ
d
. (5.50)
So,
vρ,σ
(
j +
s
l
, j
)
=
µj
d
+
(µr¯ − 1)s
d
≥
µr¯ − 1
d
for all j ∈ N0 and s ∈ N. (5.51)
If r¯ > 2 or µ > 1, this yields
vρ,σ
(
j +
s
l
, j
)
>
1
d
= vρ,σ(R),
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where the last equality follows from (5.45) and (5.50). Hence, no (i, j) ∈ 1lZ × N with i > j
lies in the support of R, and so v1,−1(stρ,σ(R)) ≤ 0, which contradicts inequality (5.47). Thus,
necessarily r¯ = 2 and µ = 1, which, by equality (5.49) and the first equality in (5.50), implies
d = 1 and ρ = l. This finishes the proof of the claim. Combining this with (5.43) and (5.45), we
obtain
enρ,σ(F ) = enρ,σ(R) =
(
2−
1
ρ
, 2
)
. (5.52)
Now, by (2.6), there exists γ ∈ {1, 2}, such that
stρ,σ(R) =
(
2−
1
ρ
+
γσ
ρ
, 2− γ
)
=
(
1 +
(γ − 1)σ
ρ
, 2− γ
)
,
where the last equality follows from the fact that, by the second equality in (5.50), we have
ρ+ σ=1. But the case γ=1 is impossible, since it contradicts inequality (5.47). Thus, necessa-
rily
stρ,σ(R) =
(
1 +
σ
ρ
, 0
)
=
(
1
ρ
, 0
)
. (5.53)
Note that from equalities (5.52) and (5.53) it follows that deg
(
f
(ρ)
R,ρ,σ
)
= 2. Hence, by Remark 2.10
and the first equality in (5.44),
f
(ρ)
P,ρ,σ = a(x− λ)
2m or f
(ρ)
P,ρ,σ = a(x− λ)
m(x− λ′)m,
where a, λ, λ′ ∈ K× and λ′ 6= λ. Let f be as in Proposition 5.3. By statement (4) of Proposi-
tion 1.9, the first equality in (5.44) and equality (5.53),
stρ,σ(P ) =
(
m
ρ
, 0
)
and f = f
(ρ)
P,ρ,σ.
Let mλ be the multiplicity of x− λ in f. By statement (6) of Proposition 5.3,
enρ1,σ1(P1) = stρ,σ(P1) =
(m
ρ
−mλ
σ
ρ
,mλ
)
=
{
(m,m) if mλ = m,
(2m−m/ρ, 2m) if mλ = 2m,
where for the computation we used that ρ + σ = 1. In order to finish the proof it is enough to
notice that the case mλ is impossible, since it contradicts statement (3) of Theorem 4.1. 
6 Standard minimal pairs
The aim of this paper is to determine a lower bound for
B :=
{
∞ if DC is true,
min
(
gcd(v1,1(P ), v1,1(Q))
)
where (P,Q) is a counterexample to DC, if DC is false.
A minimal pair is a counterexample (P,Q) such that B = gcd(v1,1(P ), v1,1(Q)). In this section
we will prove that if B <∞, then there exists a standard minimal pair as in Definition 6.10.
Although it is known that a counterexample (P,Q) to DC can be brought into a subrectangular
shape, we have to prove that this can be done without changing gcd(deg(P ), deg(Q)), and in
such a way that the pair obtained satisfies definition 6.10.
First we will prove some properties of minimal pairs. It is easy to verify that v1,1(P ) > 1,
v1,1(Q) > 1 and none of them are in K[X ] or K[Y ].
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Remark 6.1. Let (ρ, σ) ∈ V0. If vρ,σ(P ), vρ,σ(Q) > 0 and [P,Q]ρ,σ = 0, then the hypothesis of
statement (2) of Theorem 2.11 are satisfied. Hence there exist λP , λQ ∈ K
×, m,n ∈ N and a
(ρ, σ)-homogeneous polynomial R ∈ L, such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n. (6.1)
Consequently, by statement (2) of Proposition 1.9,
(ρ, σ) ∈ Dir(P )⇔ ℓρ,σ(P ) is not a monomial
⇔ R is not a monomial
⇔ ℓρ,σ(Q) is not a monomial
⇔ (ρ, σ) ∈ Dir(Q).
Moreover by statements (2)–(5) of Proposition 1.9,
stρ,σ(P ) =
m
n
stρ,σ(Q), enρ,σ(P ) =
m
n
enρ,σ(Q) and
m
n
:=
vρ,σ(P )
vρ,σ(Q)
. (6.2)
Lemma 6.2. Let I := {(ρ, σ) ∈ V : (1, 0) ≤ (ρ, σ) < (0, 1)}. If (P,Q) is a counterexample to
DC, then
(1) vρ,σ(P ), vρ,σ(Q) > 0 for each (ρ, σ) ∈ I.
(2) [P,Q]ρ,σ = 0 for each (ρ, σ) ∈ I.
(3) stρ,σ(P ) =
vρ,σ(P )
vρ,σ(Q)
stρ,σ(Q) and enρ,σ(P ) =
vρ,σ(P )
vρ,σ(Q)
enρ,σ(Q) for each (ρ, σ) ∈ I.
(4) For each (ρ, σ) ∈ I, there exist λP , λQ ∈ K×, m,n ∈ N and a (ρ, σ)-homogeneous
polynomial R ∈ L, such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n.
(5) Dir(P ) ∩ I = Dir(Q) ∩ I.
(6)
v1,1(P )
v1,1(Q)
=
vρ,σ(P )
vρ,σ(Q)
for each (ρ, σ) ∈ Dir(P ) ∩ I.
Proof. Let (ρ, σ) ∈ I. Since P,Q ∈ A1 \K[X ]∪K[Y ] and ρ, σ ≥ 0, we have vρ,σ(P ), vρ,σ(Q) > 0.
This proves statement (1). We now prove statement (2). We must show that
vρ,σ(P ) + vρ,σ(Q) = ρ+ σ (6.3)
is not possible. Note that (ρ, σ) ∈ I means that ρ, σ ≥ 0. If ρ = σ = 1, then the only possibility
would be vρ,σ(P ) = vρ,σ(Q) = 1, but this is impossible. Assume σ > ρ. Since P /∈ K[x], there
exists (i, j) ∈ Supp(P ) with j > 0. Then vρ,σ(P ) ≥ ρi + σj ≥ σj ≥ σ. Hence, if equality (6.3)
holds, then vρ,σ(Q) ≤ ρ < σ, and so Q ∈ K[x], which is impossible. The same argument
applies to the case ρ > σ, and so statement (2) is true. Therefore, the conditions required in
the previous remark are satisfied. From this we obtain immediately statements (3), (4) and (5).
Finally, by (6.2), statement (3) of Proposition 3.7 and the fact that Dir(P ) ∩ I is finite,
v1,1(P )
v1,1(Q)
=
vρ,σ(P )
vρ,σ(Q)
,
which proves statement (6). 
Proposition 6.3. If (P,Q) is a minimal pair, then neither v1,1(P ) divides v1,1(Q) nor v1,1(Q)
divides v1,1(P ).
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Proof. Assume for example that v1,1(P ) divides v1,1(Q). By statement (5) of Lemma 6.2, there
exist λP , λQ ∈ K
×, m,n ∈ N and a (1, 1)-homogeneous polynomial R ∈ L, such that
ℓ1,1(P ) = λPR
m and ℓ1,1(Q) = λQR
n.
Since v1,1(P ) | v1,1(Q), we have n = km for some k ∈ N. Hence, by statement (2) of Pro-
position 1.9,
ℓ1,1(Q) = ℓ1,1
(
λQ
λkP
P k
)
,
and so Q1 := Q−
λQ
λkP
P k satisfy v1,1(Q1) < v1,1(Q). Moreover it is clear that [P,Q1] = [P,Q] = 1.
Now we can construct successively Q2, Q3, . . . , such that [P,Qk] = 1 and v1,1(Qk) < v1,1(Qk−1),
until that v1,1(P ) does not divide v1,1(Qk). Then B1 := gcd(v1,1(Qk), v1,1(P ))<B, which con-
tradicts the minimality of B. Similarly v1,1(Q) divides v1,1(P ) is impossible. 
Lemma 6.4. (Compare with [10, Corollary 2.4]) Let P ∈ A1 and let (ρ, σ) ∈ Dir(P ). Assume
there exists Q ∈ A1 such that with [Q,P ] = 1. The following assertions hold:
(1) If σ > ρ > 0, then ρ = 1 and {stρ,σ(P )} = Supp(ℓ1,1(P )) = {(v1,1(P ), 0)}.
(2) If ρ > σ > 0, then σ = 1 and {enρ,σ(P )} = Supp(ℓ1,1(P )) = {(0, v1,1(P ))}.
(3) If σ > ρ > 0 or ρ > σ > 0, then fP,ρ,σ is the power of a linear factor up to a constant.
Proof. Since vρ,σ(P ) > 0, by Theorem 4.1 there exists a (ρ, σ)-homogeneous F ∈ A1 such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ.
Hence
Supp(F ) ⊆
{
(1, 1),
(
ρ+ σ
ρ
, 0
)}
,
since (i, j) ∈ Supp(F ) with j ≥ 2 leads to the contradiction
vρ,σ(F ) ≥ vρ,σ(i, j) = iρ+ jσ ≥ 2σ > ρ+ σ.
Consequently there exist c0, c1 ∈ K, not both zero, such that
F = c0X
ρ+σ
ρ + c1XY,
and so
deg(f
(1)
F,ρ,σ) =
{
1 if c0 6= 0 and c1 6= 0,
0 otherwise.
Thus, by statement (1) of Corollary 4.4, the polynomial f
(1)
P,ρ,σ has at most one irreducible factor,
which is necessarily linear. On the other hand, since (ρ, σ) ∈ Dir(P ), the polynomial f
(1)
P,ρ,σ has
degree greater than zero, and so, fP,ρ,σ has exactly one irreducible factor and this factor is linear.
Therefore, again by statement (1) of Corollary 4.4, the polynomial f
(1)
F,ρ,σ has degree greater that
zero, and consequently c0 6= 0 and c1 6= 0. Hence, ρ = 1 (because F ∈ A1) and
stρ,σ(F ) =
(
ρ+ σ
ρ
, 0
)
= (σ + 1, 0).
By statement (1) of Theorem 4.1 there exists λ ∈ K such that
stρ,σ(P ) = λ(1 + σ, 0).
Let (i, j) ∈ Supp(P ). Since
v1,1(i, j) = i+ j ≤ i+ σj = vρ,σ(i, j) ≤ vρ,σ(λ+ λσ, 0) = λ+ λσ = v1,1(λ+ λσ, 0),
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with equality only if i = λ+ λσ and j = 0, the last assertion in statement (1) is true. The same
reasoning applies to the case ρ > σ > 0. 
Let P ∈ A1 \ {0} and let a, b ∈ N. We say that P is subrectangular with vertex (a, b) if
(a, b) ∈ Supp(P ) ⊆ {(i, j) : 0 ≤ i ≤ a and 0 ≤ j ≤ b}.
Lemma 6.5. An element P ∈ A1 is subrectangular, if and only if P /∈ K[X ] ∪K[Y ] and
Dir(P ) ∩ I = ∅, where I := {(ρ, σ) ∈ V : (1, 0) < (ρ, σ) < (0, 1)}.
Proof. Assume that P /∈ K[X ] ∪K[Y ] and let
(ρ1, σ1) ≥ (1, 1) ≥ (ρ2, σ2)
be such that (ρ1, σ1) > (ρ2, σ2) are consecutive elements of Dir(P ). If Dir(P ) ∩ I = ∅, then
(ρ1, σ1) ≥ (1, 0) > (1, 1) > (0, 1) ≥ (ρ2, σ2).
Consequently Supp(ℓ1,1(P )) has only one element (a, b) and by statement (3) of Proposition 3.7
en1,0(P ) = (a, b) = st0,1(P ).
Thus v1,0(P ) = a and v0,1(P ) = b, and so P is subrectangular. Assume now that P is subrectan-
gular with corner (a, b). Since a, b ∈ N it is clear that P /∈ K[X ] ∪K[Y ]. Moreover v1,0(P ) = a
and v0,1(P ) = b. By Remark 3.8, in order to prove that Dir(P ) ∩ I = ∅, it suffices to show that
if (ρ, σ) := SuccP (1, 0) exists, then (ρ, σ) ≥ (0, 1). Since (a, b) ∈ Supp(ℓ1,0(P )), we know that
en1,0(P ) = (a, b + γ) for some γ ∈ Z. Hence,
b+ γ − a = v−1,1(en1,0(P )) ≥ v−1,1(a, b) = b− a,
where the inequality follows using again that (a, b) ∈ Supp(ℓ1,0(P )). This implies that γ ≥ 0.
On the other hand b ≥ v0,1(en1,0(P )) = b + γ, because v0,1(P ) = b. Consequently γ = 0, and
so en1,0(P ) = (a, b). Thus stρ,σ(P ) = (a, b), by statement (1) of Lemma 3.6. If (ρ, σ) < (0, 1),
then, by statement (1) of Proposition 3.9,
v0,1(P ) ≥ v0,1(enρ,σ(P )) > v0,1(stρ,σ(P )) = v0,1(a, b) = b,
which contradicts that v0,1(P ) = b. 
Remark 6.6. The proof of the previous lemma shows that for a subrectangular P with corner
(a, b), it holds that
en1,0(P ) = (a, b) = st0,1(P ).
Lemma 6.7. Let (P,Q) be a minimal pair. If ℓ1,1(P ) = µx
ayb for some a, b > 0, then P is
subrectangular with vertex (a, b).
Proof. Let (i, j) ∈ Supp(P ). We only will prove that j ≤ b, since the fact that i ≤ a follows
by applying the automorphism ϕ of A1 defined by ϕ(X) := Y and ϕ(Y ) := −X . By the very
definition of Dirsup below Remark 3.2, if DirsupP (1, 1) = ∅, then
j − i ≤ v−1,1(P ) = b − a,
and since i + j ≤ v1,1(P ) = a + b, we have j ≤ b, as desired. Hence we can assume that
DirsupP (1, 1) 6= ∅. By Remark 3.8, under this assumption (ρ, σ) := SuccP (1, 1) exists and
(ρ, σ) = min{(ρ′, σ′) : (ρ′, σ′) ∈ Dir(P ) and (ρ′, σ′) > (1, 1)}. (6.4)
Then, by statement (3) of Proposition 3.7,
{stρ,σ(P )} = Supp(ℓ1,1(P )) = {(a, b)}. (6.5)
We claim that (ρ, σ) ≥ (0, 1). Suppose by contradiction that (ρ, σ) < (0, 1) or, equivalently,
that ρ > 0. Since (1, 1) < (ρ, σ), we also have σ > ρ. Hence, by statement (1) of Lemma 6.4
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we obtain stρ,σ(P ) = (v1,1(P ), 0). But this is impossible by (6.5) and the fact that b > 0.
Consequently (ρ, σ) ≥ (0, 1). Now, since (0, 1) > (1, 1), from equality (6.4) and statement (3) of
Proposition 3.7, it follows that, if (ρ, σ) > (0, 1), then
{stρ,σ(P )} = Supp(ℓ0,1(P )) = {(a, b)},
while if (ρ, σ) = (0, 1), then st0,1(P ) = (a, b), by (6.5). Hence,
j = v0,1(i, j) ≤ v0,1(st0,1(P )) = b,
as desired. 
Lemma 6.8. Let P1, P2 ∈ A1 \ {0} and let ni := v1,1(Pi). There exists ϕ ∈ Aut(A1) such that
v1,1
(
ϕ(Pi)
)
= ni and (ni, 0), (0, ni) ∈ Supp
(
ℓ1,1(ϕ(Pi))
)
.
Proof. Let z := x−1y and let f1 and f2 be univariate polynomials with deg(fi) ≤ ni such that
ℓ1,1(Pi) = x
nifi(z).
Take λ ∈ K such that f1(λ)f2(λ) 6= 0 and consider the automorphism ψλ : A1 → A1 defined by
ψλ(X) := X and ψλ(Y ) := Y + λX . By Remark 5.2,
ℓ1,1
(
ψλ(Pi)
)
= ψλL(ℓ1,1(Pi)) = x
nifi(z + λ).
Since λ is not a root of fi, the point (ni, 0) is in Supp
(
ℓ1,1(ψ
λ(Pi))
)
. Now let t := y−1x and let
g1, g2 ∈ K[t] be polynomials such that
ℓ1,1(ψ
λ(Pi)) = y
nigi(t).
Note that deg(gi) = ni, since (ni, 0) ∈ Supp
(
ℓ1,1(ψ
λ(Pi))
)
. Take µ ∈ K such that g1(µ)g2(µ) 6= 0
and consider the automorphism φµ : A1 → A1 defined by φµ(X) := X + µY and φµ(Y ) := Y .
By Remark 5.2,
ℓ1,1(φ
µ ◦ ψλ(Pi)) = φ
µ
L(ℓ1,1(ψ
λ(Pi))) = y
nigi(t+ µ).
Let ϕ := φµ ◦ ψλ. Since gi(µ) 6= 0 and deg(gi) = ni we have (ni, 0), (0, ni) ∈ Supp(ϕ(Pi)). 
Proposition 6.9. (Compare with [10, Corollary 2.5]) For each minimal pair (P,Q) there is a
minimal pair (P˜ , Q˜), with P˜ and Q˜ subrectangular, such that
v1,1(Q˜) = v1,1(Q) and v1,1(P˜ ) = v1,1(P ).
Proof. Let m := v1,1(P ) and n := v1,1(Q). By Lemma 6.8 we can assume without loss of
generality that (0,m), (m, 0) ∈ Supp(P ), which implies that (m, 0) = st1,1(P ) and (0,m) =
en1,1(P ). By Theorem 4.1 there exists a (1, 1)-homogeneous element F ∈ A1 such that [P, F ]1,1 =
ℓ1,1(P ) and v1,1(F ) = 2. Consequently,
Supp(F ) ⊆ {(0, 2), (1, 1), (2, 0)}.
From this it follows that deg
(
f
(1)
F,1,1
)
= 1 or 2. So, by statement (1) of Corollary 4.4 the polyno-
mial f
(1)
P,1,1 is divisible by at most two irreducible factors. Assume that f
(1)
P,1,1 has two different
irreducible factors. Then by (2.6) there exist m1,m2 ∈ N and µ, λ1, λ2 ∈ K
× with λ1 6= λ2 such
that
ℓ1,1(P ) = µx
m(z − λ1)
m1(z − λ2)
m2 where z := x−1y.
Furthermore m1 +m2 = m, because (0,m) ∈ Supp(ℓ1,1(P )), and so,
ℓ1,1(P ) = µ(y − λ1x)
m1(y − λ2x)
m2 .
Let ψ′, ψ′′ ∈ Aut(A1) defined by
ψ′(X) := X, ψ′(Y ) := Y + λ1X, ψ
′′(X) := X +
1
λ2 − λ1
Y and ψ′′(Y ) := Y.
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Consider the map ψ := ψ′′ ◦ψ′ and take P˜ := ψ(P ) and Q˜ := ψ(Q). A direct computation shows
that ψL := ψ
′′
L ◦ ψ
′
L. So, by Remark 5.2,
v1,1(P˜ ) = v1,1(P ), v1,1(Q˜) = v1,1(Q) and ℓ1,1(P˜ ) = ψL
(
ℓ1,1(P )
)
= µ(λ1 − λ2)
m2ym1xm2 .
Consequently we can apply Lemma 6.7 to conclude that P˜ is subrectangular. But, by Lemma 6.5,
being subrectangular means precisely that Dir(P ) ∩ I = ∅, where
I := {(ρ, σ) ∈ V : (1, 0) < (ρ, σ) < (0, 1)}.
Hence, Dir(Q)∩ I = ∅ by statement (5) of Lemma 6.2, and so Q˜ is also subrectangular, again by
Lemma 6.5. Thus, in order to conclude the proof, it suffices to show that
# factors(f
(1)
P,1,1) = 1 (6.6)
is impossible. We will prove this showing that if equality (6.6) is true, then there exists a
counterexample (P1, Q1) to DC with
v1,1(P1)
v1,1(Q1)
=
v1,1(P )
v1,1(Q)
and v1,1(P1) < v1,1(P ), (6.7)
which leads to an immediate contradiction, since it implies that gcd(v1,1(Q1), v1,1(P1)) < B.
Assume that f
(1)
P,1,1 has only one irreducible factor. Then, by equalities (2.6) we know that there
exist µ, λ ∈ K× such that
ℓ1,1(P ) = µx
m(zλ+ 1)k where z := x−1y.
Furthermore k = m, because (0,m) ∈ Supp(ℓ1,1(P )), and so,
ℓ1,1(P ) = µ(x+ λy)
m. (6.8)
Consider the automorphism ϕ′ of A1 defined by
ϕ′(X) := X − λY and ϕ′(Y ) := Y,
and set P¨ := ϕ′(P ) and Q¨ := ϕ′(Q). By Remark 5.2,
ℓ1,1(P¨ ) = ϕ
′
L
(
ℓ1,1(P )
)
and v1,1(P¨ ) = m. (6.9)
On the other hand, a direct computation using (6.8) shows that
ℓ1,1
(
P¨
)
= ϕ′L
(
ℓ1,1(P )
)
= µxm,
which implies that
Supp
(
ℓ1,1(P¨ )
)
= {(m, 0)}. (6.10)
Note that DirsupP¨ (1, 1) 6= ∅. In fact, otherwise by the definition of Dirsup below Remark 3.2,
j − i = v−1,1(i, j) ≤ v−1,1(P¨ ) ≤ v−1,1(en1,1(P¨ )) = v−1,1(m, 0) = −m for all (i, j) ∈ Supp(P¨ ),
but, since i + j = v1,1(i, j) ≤ v1,1(P¨ ) = m, this implies j ≤ 0 for all (i, j) ∈ Supp(P¨ ), which is
false. Let (ρ, σ) := SuccP¨ (1, 1). By the fact that (1, 1) /∈ Dir(P ) and Remark 3.8, we know that
(ρ, σ) ∈ Dir(P ) and that there exists (ρ′, σ′) ∈ Dir(P ) such that
(ρ, σ) > (ρ′, σ′) are consecutive elements of Dir(P ) and (ρ, σ) > (1, 1) > (ρ′, σ′). (6.11)
So, by statement (3) of Proposition 3.7 and the second equality in (6.10),
{stρ,σ(P¨ )} = Supp(ℓ1,1(P¨ )) = {(m, 0)}. (6.12)
We claim that (ρ, σ) < (0, 1). In fact, if (0, 1) < (ρ, σ), then by statement (2) of Proposition 3.9,
v0,1
(
enρ,σ(P¨ )
)
< v0,1
(
stρ,σ(P¨ )
)
= 0,
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which is impossible since P¨ ∈ A1; while if (ρ, σ) = (0, 1), then
v0,1(P¨ ) = v0,1
(
stρ,σ(P¨ )
)
= v0,1(m, 0) = 0,
which leads to P¨ ∈ K[X ], contradicting the comment above Remark 6.1 and finishing the proof
of the claim. By equality (6.12) and the third equality in (2.6), we have
ℓρ,σ(P¨ ) = µx
mf
(1)
P¨ ,ρ,σ
(z) where z := x−
σ
ρ y. (6.13)
Note that (1, 1) < (ρ, σ) < (0, 1) means σ > ρ > 0. So, by statements (1) and (3) of Lemma 6.4,
the polynomial f
(1)
P¨ ,ρ,σ
has only one irreducible factor and ρ=1. Consequently, there exist k∈N
and η∈K×, such that
ℓ1,σ(P¨ ) = µx
m(z − η)k = µxm−kσ(y − ηxσ)k. (6.14)
Let ϕ′′ ∈ Aut(A1) be the automorphism defined by ϕ′′(X) := X and ϕ′′(Y ) := Y + ηXσ and set
P1 := ϕ
′′(P¨ ) and Q1 := ϕ
′′(Q¨). By Remark 5.2
ℓ1,σ(P1) = ϕ
′′
L
(
ℓ1,σ(P¨ )
)
= µxm−kσyk and v1,σ(P1) = v1,σ(P¨ ). (6.15)
Hence, for each (i, j) ∈ Supp(P1) we have
v1,σ(i, j) = i+ jσ ≤ v1,σ(P1) = v1,σ(P¨ ) = m,
which, combined with the fact that σ ≥ 1, gives
v1,1(i, j) = i+ j ≤ i+ jσ ≤ m = v1,1(P ).
Since σ > 1, the equality is only possible if j = 0 and i = m. But (m, 0) /∈ Supp(P1) since k > 0,
and so v1,1(P1) < v1,1(P ), which is the second condition in (6.7). It remains to check the first
one, which follows from the series of equalities
v1,1(P1)
v1,1(Q1)
=
v1,σ(P1)
v1,σ(Q1)
=
v1,σ(P¨ )
v1,σ(Q¨)
=
v1,1(P¨ )
v1,1(Q¨)
=
v1,1(P )
v1,1(Q)
,
where the first and the third one are true by statement (6) of Lemma 6.2 and the second and
fourth one, by Remark 5.2. 
Definition 6.10. A minimal pair (P,Q) is called a standard minimal pair if P and Q are sub-
rectangular and v1,−1(st1,0(P )), v1,−1(st1,0(Q)) < 0.
Corollary 6.11. For each minimal pair (P,Q), there exists a standard minimal pair (P˜ , Q˜) such
that
v1,1(Q˜) = v1,1(Q) and v1,1(P˜ ) = v1,1(P ).
Proof. By Proposition 6.9 we know that there exists a minimal pair (P1, Q1) with P1 and Q1
subrectangular such that
v1,1(P1) = v1,1(P ) and v1,1(Q1) = v1,1(Q). (6.16)
Let (a, b) be such that {(a, b)} = Supp(ℓ1,1(P1)). Since v1,1(P1) = a + b > 0 it follows from
statement (3) of Theorem 4.1 that a 6= b. Applying, if necessary, the automorphism ϕ of A1
defined by ϕ(X) := Y and ϕ(Y ) := −X , we can suppose that b > a. Hence, by Remark 6.6
v1,−1(en1,0(P1)) = v1,−1((a, b)) < 0. (6.17)
Moreover, since (1, 0) ∈ I, it follows from statements (1) and (3) of Lemma 6.2 that
v1,−1(en1,0(Q1)) =
v1,0(Q1)
v1,0(P1)
v1,−1(en1,0(P1)) < 0. (6.18)
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If (1, 0) /∈ Dir(P1), then by statement (5) of Lemma 6.2, we know that (1, 0) /∈ Dir(Q1). Thus
v1,−1(st1,0(P1)) = v1,−1(en1,0(P1)) < 0 and v1,−1(st1,0(Q1)) = v1,−1(en1,0(Q1)) < 0,
and so we can take (P˜ , Q˜) := (P1, Q1). Hence we can assume that (1, 0) ∈Dir(P1). We claim
that conditions (a)–(f) of Proposition 5.3 are satisfied for P1, Q1 and (ρ, σ) := (1, 0). In fact
condition (a) is trivial and conditions (b), (c) and (d) follow easily from Lemma 6.2. Now,
by (6.16) we know that (P1, Q1) is a minimal pair and so condition (e) follows from Proposition 6.3
and statement (6) of Lemma 6.2. Finally condition (f) is (6.17) and (6.18). Let ϕ be as in
Proposition 5.3 and let P˜ := ϕ(P1) and Q˜ := ϕ(Q1). Since
(1, 1) ∈ I and I ⊆ {(ρ′′, σ′′) : (1, 0) < (ρ′′, σ′′) < (−1, 1)},
it follows from statement (5) of Proposition 5.3 that
Dir(P˜ ) ∩ I = Dir(P1) ∩ I, Dir(Q˜) ∩ I = Dir(Q1) ∩ I, (6.19)
and
v1,1(P˜ ) = v1,1(P1), v1,1(Q˜) = v1,1(Q1). (6.20)
From (6.19) and Lemma 6.5 we conclude that P˜ and Q˜ are subrectangular and from (6.20) it
follows that (P˜ , Q˜) is a minimal pair. By statements (2), (6) and (7) of Proposition 5.3
v1,−1(st1,0(P˜ )) < 0 and v1,−1(st1,0(Q˜)) < 0,
and so (P˜ , Q˜) is a standard minimal pair. 
7 Computing lower bounds
In this last section we will prove that B > 15. For this we start from a standard minimal
pair (P,Q) and find in Proposition 7.2 a direction (ρ, σ) such that v1,−1
(
stρ,σ(P )
)
> 0 and
v1,−1
(
enρ,σ(P )
)
< 0. The condition this imposes on the involved corners are shown in Proposi-
tion 7.3 and allow to prove the desired result.
In a forthcoming article we will carry over this result from Dixmier pairs to Jacobian pairs.
This will improve the lower bound for the greatest common divisor of the degrees given in [12]
and [13] which is B > 8.
Lemma 7.1. Let P,Q ∈ A1 and (ρ, σ) ∈ V with σ < 0. If [Q,P ] = 1 and enρ,σ(P ) = λ enρ,σ(Q)
for some λ > 0, then
(1) vρ,σ(P ), vρ,σ(Q) > 0,
(2) [Q,P ]ρ,σ = 0,
(3) (ρ, σ) ∈ Dir(P ) if and only if (ρ, σ) ∈ Dir(Q).
Proof. (1) If vρ,σ(P ) ≤ 0, then vρ,σ(Q) = λvρ,σ(P ) ≤ 0. When (ρ, σ) = (1,−1), this is impossible
by Remark 1.14. Assume now that ρ+ σ > 0. Then, by Remark 1.13, we have
0 = vρ,σ([Q,P ]) ≤ vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ) < 0,
which is also impossible. So vρ,σ(P ) > 0, and similarly vρ,σ(Q) > 0.
(2) When (ρ, σ) = (1,−1), it follows immediately from statement (1) that [Q,P ]ρ,σ = 0. Assume
now that ρ+ σ > 0 and suppose by contradiction that [Q,P ]ρ,σ 6= 0. Then [Q,P ]ρ,σ = 1 and so
vρ,σ(P ) + vρ,σ(Q) = ρ+ σ > 0. (7.1)
Moreover, by statement (1),
stρ,σ(P ) 6= (0, 0) 6= stρ,σ(Q). (7.2)
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We claim that F := Ψ−1(ℓρ,σ(PQ)) satisfies
[F, P ]ρ,σ = ℓρ,σ(P ) and [F,Q]ρ,σ = −ℓρ,σ(Q).
In fact, we have
vρ,σ([PQ,P ]) = vρ,σ(P ) = vρ,σ(Q) + 2vρ,σ(P )− (ρ+ σ) = vρ,σ(PQ) + vρ,σ(P )− (ρ+ σ),
where the second equality follows from (7.1), and the last one from statement (3) of Proposi-
tion 1.9. Hence [PQ,P ]ρ,σ 6= 0, and so
ℓρ,σ(P ) = ℓρ,σ([PQ,P ]) = [PQ,P ]ρ,σ = [F, P ]ρ,σ, (7.3)
where the last equality follows from Corollary 2.6. Similarly
[F,Q]ρ,σ = −ℓρ,σ(Q).
So, by Proposition 2.4,
stρ,σ(F ) = (1, 1) or stρ,σ(Q) ∼ stρ,σ(F ) ∼ stρ,σ(P ). (7.4)
Moreover, by statement (4) of Proposition 1.9,
stρ,σ(F ) = stρ,σ(Q) + stρ,σ(P ). (7.5)
If stρ,σ(F ) = (1, 1), then by (7.2) and (7.5), we have
{stρ,σ(P ), stρ,σ(Q)} = {(0, 1), (1, 0)}
which contradicts statement (1) since vρ,σ(0, 1) = σ < 0. Thus, we can assume that the second
condition in (7.4) is satisfied. Then, by (7.2), there exist λP , λQ ≥ 0 such that
stρ,σ(F ) = λP stρ,σ(P ) and stρ,σ(F ) = λQ stρ,σ(Q) (7.6)
Since, by equality (7.3), we have vρ,σ(F ) = ρ+ σ, there exists µ ≥ −1 such that
stρ,σ(F ) = (1, 1) + µ(−σ/ρ, 1).
Note that
σ < 0 and ρ+ σ > 0⇒ ρ > 1⇒
σ
ρ
/∈ Z⇒ stρ,σ(F ) 6= (1 + σ/ρ, 0)⇒ µ 6= −1.
Because of stρ,σ(F ) 6= (1, 1), we have µ > 0. Hence
v1,−1(stρ,σ(F )) = −µ(σ + ρ)/ρ < 0,
which combined with (7.6) gives
0 > v1,−1(stρ,σ(F )) = λP v1,−1(stρ,σ(P )) and 0 > v1,−1(stρ,σ(F )) = λQv1,−1(stρ,σ(Q)).
Since λP , λQ ≥ 0, we conclude that
0 > v1,−1(stρ,σ(P )) = v1,−1(ℓρ,σ(P )) and 0 > v1,−1(stρ,σ(Q)) = v1,−1(ℓρ,σ(Q)).
But then, by Corollary 2.6 and Remark 1.13,
v1,−1([Q,P ]ρ,σ) = v1,−1([Ψ
−1(ℓρ,σ(Q)),Ψ
−1(ℓρ,σ(P ))]ρ,σ) ≤ v1,−1(ℓρ,σ(P )) + v1,−1(ℓρ,σ(Q)) < 0,
which contradicts [Q,P ]ρ,σ = 1.
(3) This is a consequence of Remark 6.1 and statements (1) and (2). 
Proposition 7.2. For each standard minimal pair (P,Q) there exists (ρ, σ) ∈ Dir(P ) ∩Dir(Q),
such that
(1) σ < 0,
(2) vρ,σ(P ) > 0 and vρ,σ(Q) > 0,
(3) [P,Q]ρ,σ = 0,
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(4)
vρ,σ(P )
vρ,σ(Q)
=
v1,1(P )
v1,1(Q)
,
(5)
vρ,σ(Q)
vρ,σ(P )
/∈ N and vρ,σ(P )vρ,σ(Q) /∈ N,
(6) v1,−1
(
stρ,σ(P )
)
> 0 and v1,−1
(
enρ,σ(P )
)
< 0.
Proof. Consider the set V−(P ) made out of directions in Dir(P ) lower than (1, 0) together with
(1, 0). We have
V−(P ) = {(ρ0, σ0) = (1,−1) < (ρ1, σ1) < · · · < (ρk, σk) = (1, 0)}.
By statement (1) of Lemma 6.2, there exist m,n ∈ N, coprime such that
m
n
=
v1,1(P )
v1,1(Q)
.
Then, by statements (3) and (6) of Lemma 6.2,
st1,0(P ) =
m
n
st1,0(Q). (7.7)
Let j ∈ {0, . . . , k − 1}. We claim that if
stρj+1,σj+1(P ) =
m
n
stρj+1,σj+1(Q),
then
vρj ,σj (P ), vρj ,σj (Q) > 0, [P,Q]ρj ,σj = 0 and
vρj ,σj (P )
vρj ,σj (Q)
=
m
n
. (7.8)
In order to prove this claim we take
(ρ′, σ′) := max{(ρ′′, σ′′) ∈ Dir(P ) ∪Dir(Q) : (ρ′′, σ′′) < (ρj+1, σj+1)}
and we apply statement (3) of Proposition 3.7 to obtain
enρ′,σ′(P ) = stρj+1,σj+1 (P ) =
m
n
stρj+1,σj+1(Q) =
m
n
enρ′,σ′(Q). (7.9)
So, we are in the conditions to apply Lemma 7.1, since
(ρ′, σ′) < (ρj+1, σj+1) ≤ (1, 0) =⇒ σ
′ < 0.
Consequently by statement (3) of that Lemma (ρ′, σ′) = (ρj , σj), and by statements (1) and (2),
the first two conditions in (7.8) are satisfied. Finally the last one follows immediately from (7.9),
finishing the proof of the claim.
Now note that (7.8) and (6.2) imply
stρj ,σj (P ) =
m
n
stρj ,σj (Q) for j > 0.
So we can start from (7.7) and apply an inductive procedure in order to obtain (7.8) for all
j = 0, . . . , k−1. Consequently, (ρj , σj) satisfies statements (1), (2), (3) and (4) for j = 0, . . . , k−1.
Moreover, by Proposition 6.3 they also satisfy statement (5). We now are going to prove that
one of this (ρj , σj) satisfies statement (6). Since, by statement (3) of Proposition 3.7,
stρ1,σ1(P ) = en1,−1(P ),
we have
v1,−1(stρ1,σ1(P )) = v1,−1(P ) > 0, (7.10)
where the inequality follows from (7.8) for j = 0. Furthermore, by statement (2) of Proposi-
tion 3.9 and statement (3) of Proposition 3.7,
v1,−1(stρj ,σj (P )) > v1,−1(enρj ,σj (P )) = v1,−1(stρj+1,σj+1(P )) for all 0 < j < k. (7.11)
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Moreover
v1,−1(stρk,σk(P )) = v1,−1(st1,0(P )) < 0, (7.12)
since (P,Q) is a standard minimal pair. Combining (7.10), (7.11) and (7.12) we obtain that
there exists 0 < j < k such that
v1,−1(stρj ,σj (P )) > 0 and v1,−1(enρj ,σj (P )) ≤ 0.
But by statement (3) of Theorem 4.1, which can be applied since vρj ,σj (P ) > 0, the equality
v1,−1(enρj ,σj (P )) = 0 is impossible. So, in order to finish the proof it suffices to note that, by
statement (3) of lemma 7.1, we have (ρj , σj) ∈ Dir(P ) ∩Dir(Q). 
Let (P,Q) be a standard minimal pair. By statement (1) of Lemma 6.2, there exist m,n ∈ N
coprime, such that
m
n
=
v1,1(P )
v1,1(Q)
.
Let (ρ, σ) be as in Proposition 7.2. Set
C0 :=
1
m
enρ,σ(P ) and C1 :=
1
m
stρ,σ(P ).
By Theorem 4.1 there exists a (ρ, σ)-homogeneous F ∈ A1 such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ.
Write (f1, f2) = enρ,σ(F ), (u, v) = C0, (r
′, s′) = C1 and set γ := (v − s′)/ρ. Note that
vρ,σ(u, v) = vρ,σ(r
′, s′) and r′ < u,
where the inequality follows from statement (1) of Proposition 3.9, since (ρ, σ) < (1, 0).
Proposition 7.3. It holds that C0, C1 ∈ N0 ×N0 and vρ,σ(C0) = vρ,σ(C1). Moreover,
(1) u < v and r′ > s′,
(2) f1 ≥ 2 and u ≥ 3,
(3) gcd(u, v) > 1,
(4) enρ,σ(F ) = µC0 for some 0 < µ < 1,
(5) (ρ, σ) = dir(f1 − 1, f2 − 1),
(6) if d := gcd(f1 − 1, f2 − 1) = 1 then
C2 := C1 + (γ − s
′)
(
−
σ
ρ
, 1
)
,
is not of the form
(
r − 1ρ , r
)
for any r ≥ 2.
Proof. By statements (1)–(4) of Proposition 7.2 and statement (2) of Theorem 2.11 there exist
λP , λQ ∈ K× and a (ρ, σ)-homogeneous element R ∈ L, such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λPR
n. (7.13)
By statements (4) and (5) of Proposition 1.9, necessarily C0 = enρ,σ(R) and C1 = stρ,σ(R),
and so both are in N0 ×N0 and vρ,σ(C0) = vρ,σ(C1). Statement (1) follows from the fact that
v1,−1(enρ,σ(P )) < 0 and v1,−1(stρ,σ(P )) > 0 (statement (5) of Proposition 7.2). In order to prove
the rest of the proposition we need some computations. Note that
stρ,σ(F ), enρ,σ(F ) ∈ {(1, 1) + α(−σ/ρ, 1) : α ∈ Z, α ≥ −1}.
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But α = −1 cannot occur, since (1 + σ/ρ, 0) is not in N0 ×N0, due to ρ > −σ > 0. Since, by
statement (1) of Corollary 4.4, the element F is not a monomial, there exist αst 6= αen in N0,
such that
stρ,σ(F ) = (1, 1) + αst(−σ/ρ, 1) and enρ,σ(F ) = (1, 1) + αen(−σ/ρ, 1).
Since
v1,−1(stρ,σ(F )) = −αst
ρ+ σ
ρ
≤ 0,
it is impossible that stρ,σ(F ) ∼ stρ,σ(P ), because v1,−1(stρ,σ(P )) > 0 (statement (5) of Propo-
sition 7.2). Hence, by statement (1) of Theorem 4.1,
stρ,σ(F ) = (1, 1). (7.14)
But this means that αst = 0 and so αen > 0. Consequently,
f1 = 1− αen
σ
ρ
≥ 2 (7.15)
and, by statement (2) of Theorem 4.1,
enρ,σ(F ) ∼ enρ,σ(P ).
From vρ,σ(F ) 6= 0 6= vρ,σ(P ) we obtain
enρ,σ(F ) 6= (0, 0) 6= enρ,σ(P ),
and therefore
(f1, f2) = enρ,σ(F ) =
µ
m
enρ,σ(P ) = µC0 = µ(u, v) for some µ > 0.
Notice that
vρ,σ(C1) = r
′ρ+ s′σ = (r′ − s′)ρ+ s′(ρ+ σ) ≥ (r′ − s′)ρ ≥ ρ > ρ+ σ,
since r′−s′= 1mv1,−1(stρ,σ(P ))>0. Hence µ≥1 is impossible, as it would lead to the contradiction
vρ,σ(C1) = vρ,σ(C0) =
1
µ
vρ,σ(F ) ≤ vρ,σ(F ) = ρ+ σ.
This completes the proof of statement (4) and, combined with f1 = µu and (7.15), also proves
statement (2). Moreover, if gcd(u, v) = 1, then there is no µ ∈]0, 1[ such that µ(u, v) ∈ N0×N0,
and so statement (3) is true. Statement (5) holds by Remark 3.2 and equality (7.14). Finally
we prove statement (6). By Proposition 7.2, the hypothesis of Proposition 5.3 are satisfied for
P,Q and (ρ, σ), with the possible exception of the inequality v1,−1(enρ,σ(Q)) < 0. But this
last condition is also satisfied, due to v1,−1(enρ,σ(P )) < 0, equalities (7.13) and statement (5)
of Proposition 1.9. Consider the automorphism ϕ of A
(ρ)
1 and the direction (ρ, σ) ∈ V, ob-
tained from Proposition 5.3. As in Proposition 5.3 write (r, s) = stρ,σ(P ). By statement (5) of
Proposition 1.9 we have (r, s) = m(r′, s′). Consequently, by statement (6) of Proposition 5.3,
1
m
enρ′,σ′(ϕ(P )) =
1
m
(
r+s
σ
ρ
−mλ
σ
ρ
,mλ
)
=
(
r′+
s′σ
ρ
−
mλ
m
σ
ρ
,
mλ
m
)
= C1+
(mλ
m
−s′
)(
−
σ
ρ
, 1
)
,
where mλ is the highest multiplicity of a linear factor in fP,ρ,σ. Statements (1), (2) and (4) of
Proposition 5.3 guarantee that the hypothesis of Proposition 5.6 are satisfied for ϕ(P ), ϕ(Q) and
(ρ′, σ′). Consequently
1
m
enρ′,σ′(ϕ(P )) 6=
(
r −
1
ρ
, r
)
for all r ≥ 2.
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Hence, if we prove mλ = mγ, then C2 =
1
m enρ′,σ′(ϕ(P )), which concludes the proof of (6). Note
that by statement (5) and (3.1)
(ρ, σ) = ±
(
f2 − 1
d
,
1− f1
d
)
,
where d := gcd(f1−1, f2−1). Since ρ+σ > 0 and, by statements (1) and (4), we have f2−f1 > 0,
necessarily
(ρ, σ) =
(
f2 − 1
d
,
1− f1
d
)
.
If now d = 1, then
v1,0(enρ,σ(F ))− v1,0(stρ,σ(F )) = f2 − 1 = ρ
and by statement (3) of Corollary 4.4
mλ =
1
ρ
(v1,0(enρ,σ(P ))− v1,0(stρ,σ(P ))) =
m(v − s′)
ρ
= mγ,
as desired. 
Corollary 7.4. Let A1 be the Weyl algebra over a non-necessarily algebraically closed charac-
teristic zero field K. We have B > 15.
Proof. Without loss of generality we can assume that K is algebraically closed. Let (P,Q) be a
minimal pair. By Corollary 6.11 we can also assume that (P,Q) is standard. So, it is clear that
if (u, v) is as in Proposition 7.3, then
u+ v = v1,1(C0) =
1
m
v1,1(enρ,σ(P )) ≤
1
m
v1,1(P ) = B.
So it suffices to prove that there is no pair (u, v) with u + v ≤ 15, for which there exist (f1, f2)
and C1 = (r
′, s′), such that all the conditions of Proposition 7.3 are satisfied.
C0 (f1, f2) (ρ, σ) C1 d γ C2
(3,6) (2,4) (3,-1) (1,0) 1 2
(
2− 13 , 2
)
(3,9) (2,6) (5,-1) ×
(3,12) (2,8) (7,-1) ×
(4,6) (2,3) (2,-1) (1,0) 1 3
(
3− 12 , 3
)
(4,8) (2,4) (3,-1) ×
(4,8) (3,6) (5,-2) ×
(4,10) (2,5) (4,-1) ×
(5,10) (2,4) (3,-1) (2,1) 1 3
(
3− 13 , 3
)
(5,10) (3,6) (5,-2) (1,0) 1 2
(
2− 15 , 2
)
(5,10) (4,8) (7,-3) ×
(6,8) (3,4) (3,-2) ×
(6,9) (2,3) (2,-1) (2,1) 1 4
(
4− 12 , 4
)
(6,9) (4,6) (5,-3) ×
First we list all possible pairs (u, v) with v > u > 2, gcd(u, v) > 1 and u + v ≤ 15. We also
list all the possible (f1, f2) = µ(u, v) with f1 ≥ 2 and 0 < µ < 1. Then we compute the corres-
ponding (ρ, σ) using statement (5) of Proposition 7.3 and we verify if there is a C1 := (r
′, s′)
with s′ < r′ < u and vρ,σ(u, v) = vρ,σ(r
′, s′). This happens in five cases. In all these cases
d := gcd(f1 − 1, f2 − 1) = 1. We compute γ := (v − s
′)/ρ and C2 in each of the five cases and
we verify that in none of them condition (6) of Proposition 7.3 is satisfied, which concludes the
proof. 
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