As an extension of the exponential autoregressive model and radial basis function (RBF) network, the RBF-ARX model has been widely used in nonlinear system modeling and control. Considering conservativeness of the previous method, which only uses the upper and lower limits of the RBF-ARX model parameters to construct a system's polytopic state space model, in this paper, the model's parameter variation rate information is also utilized to compress variation range of the coefficient matrices in the system's state space model. And then, a robust predictive control (RPC) strategy for output tracking without using system's steady state information is designed. The method of constructing the system's polytopic state space model takes advantage of the fact that the RBF-ARX model itself is a special quasi-LPV model, and there is no need to assume the time varying parameters and/or the variation rate of the parameters in the system model are known or measurable. The effectiveness of the proposed control strategy is verified on a continuous stirred tank reactor (CSTR) process.
I. INTRODUCTION
Model predictive control (MPC) strategy has been widely studied in industry as a tool to optimize system performance, especially when dealing with constraints [1] . It is well known that the plants in real industry are always nonlinear, and the operating conditions often undergo uncertainties or mutations, which may drastically deteriorate the control performance of the MPC [2] . So, how to deal with the system uncertainty, whether in the form of the external disturbance or the modeling error, is still a main challenge issue in the topic of robustness that needs to be solved in MPC studies [3] . Considering that the model described by the polytopic form can be used to include features of a nonlinear system, a robust predictive control (RPC) algorithm can then be conveniently designed to ensure that the system obtains certain control performance under system uncertainties and/or disturbances. In the past few decades, many effective results have been achieved in the research of this type of RPC algorithm. Kothare et al. [4] first proposed a method using linear matrix The associate editor coordinating the review of this manuscript and approving it for publication was Long Wang . inequalities (LMIs) to optimize the state feedback control law of a robust controller based on the linear parameter varying (LPV) model with polytopic description. Lu and Arkun [5] proposed a scheduling quasi-min-max MPC strategy for LPV systems without disturbances. Li et al. [6] proposed a constrained robust feedback MPC for uncertain systems with polytopic description. Mayne et al. [7] proposed a robust MPC strategy for a constrained nonlinear system with bounded disturbance. On the basis of [7] , Yan and Wang [8] proposed a neural networks-based RPC algorithm for nonlinear systems with unmodeled dynamics and bounded uncertainties. In Ref. [9] , a fast ellipsoidal MPC strategy was proposed to solve the feedback regulation problems of the polytopic LPV systems with constrained disturbances. He et al. [10] designed a quasi-min-max MPC algorithm for LPV systems with guaranteed input-to-state stability. Although the robust MPC strategies for the systems with polytopic description have achieved many research results [4] - [10] , most of them mainly focus on the system's output or state tracking problems with the assumption that the steady state information of the system is known or can be accurately measured. However, due to unavoidable modeling errors or external disturbances, most nonlinear systems in reality are systems whose steady state information is unknown or unavailable [11] - [12] . Therefore, how to design the robust MPC strategies for systems with unknown or unmeasurable steady-state information is the main problem that needs to be solved in practice [13] .
Faced with this issue, many researchers have paid their attention to the output feedback RPC synthesis methods based on system state estimators. Song et al. [14] proposed an output feedback MPC for a polytopic uncertain system. For a constrained linear system, Mayne et al. [15] designed a robust output feedback MPC with directly considered the bounded state and output disturbances. For a LPV system, Park et al. [12] proposed an output feedback MPC, which involves an off-line design of the state observer. For the LPV system with bounded disturbance, Ding [16] proposed a robust MPC, in which the control law is transformed as a parameter dependent output feedback. What's more, Ding et al. [17] proposed a dynamic output feedback robust MPC algorithm for LPV system with norm bounded disturbance. However, the synthesis procedures for the output feedback robust MPC algorithms [12] - [17] may be more complicated than the state feedback MPC algorithms [4] - [10] . The existence of state estimation error in the robust MPC algorithm makes it difficult to guarantee the variable (input, output or state) constraints, so the stability of this type algorithm is more difficult to be guaranteed [11] - [18] . In general, the actual system is easier to be expressed as an input-output model than an input-state model. So, the output feedback robust MPC designed directly based on the input-output type model is more valuable [18] . In this paper, an output tracking robust MPC algorithm, which is designed directly based on a data driven input-output model, is proposed. Unlike the RPC algorithms that assume the system's steady-state information is known [4]- [10] or estimated [12] - [18] , the RPC algorithm studied in this paper does not need to utilize the system's steady-state information at all.
As an extension of the exponential autoregressive model [19] and the radial basis function (RBF) network, the RBF-ARX model [20] , [22] has been widely used in modeling of nonlinear systems. And, as a special quasi-LPV model with state-dependent coefficients, it also provides a flexible model structure, which greatly facilitates the design of the subsequent controller [21] , [22] . In the literatures, the RBF-ARX models in conjunction with model-based predictive control have been successfully applied to many nonlinear systems, such as the thermal power plant [22] , the cut tobacco drying process [23] , the magnetic levitation ball system [24] , the ship's tracking control [25] . But, the stability and robustness of such type MPC strategies [19] - [23] still need to be further resolved [26] . Peng et al. [27] proposed an RBF-ARX model-based RPC algorithm, in which the system's future nonlinear behavior is represented by the constructed polytopic LPV model [28] . For the system with external bounded disturbance, Zhou et al. [29] proposed an RBF-ARX model-based output tracking RPC algo-rithm. Although there have been many meaningful research results [27] - [29] , so far, researchers have mainly focused on building the system's LPV state space model using only the upper and lower limits of the model's parameters for the subsequent robust controller design. Considering the conservativeness of the RPC design method above, Zhou et al. [30] proposed an RPC algorithm based on the parameter variation rate information of the RBF-ARX model. However, it is a two-stage scheduling quasi-min-max RPC algorithm and the controller design process of the RPC is very complicated and its online computation burden is very heavy.
In this paper, to balance the complexity and control performance of the RPC algorithm, a one-stage scheduling quasimin-max RPC algorithm without using the system's steady state information is designed. In this method, the RBF-ARX model's parameter variation rate information is considered to compress the variation range of the coefficient matrices in the system's state space model, and it takes advantage of the fact that the RBF-ARX model itself is a special quasi-LPV model, thus there is no need to make the assumptions that the time varying parameters and/or the variation rate of the parameters in the LPV model of the system are known or can be measured as done in Refs. [31] - [34] .
The remainder of the paper is organized as follows. Section II introduces how to use the parameter variation rate information of the RBF-ARX model to construct the polytopic state space model of the system. On the basis of Section II, an output tracking RPC algorithm without using the steady state information of the system is designed in Section III. The simulation results for a CSTR process are presented in Section IV. Finally, we conclude in Section V.
II. CONSTRUCTION PROCESS OF SYSTEM STATE SPACE MODEL
RBF-ARX model is derived by using the radial basis function networks to approximate the coefficients of the statedependent ARX model and has been widely used in the modeling of nonlinear systems [22] . The basic structure of the RBF-ARX model is as follows [27] : 
where y(t) is the output, u(t) is the input, ξ (t + 1) is the modeling error; s(t) = s t,1 , s t,2 , . . . , s t,d T is the state vector that VOLUME 7, 2019 may include the delayed input or output, or other signals that can be measured; φ 0 (s(t)), φ y,k 1 (s(t))|k 1 = 0, . . . , n y − 1 and φ u,k 2 (s(t))|k 2 = n d , . . . , n u + n d − 1 are the RBF type functional coefficients; n y , n u , n d , m and d = dim {s(t)} are orders; • 2 denotes the vector 2-norm. The linear parameters θ L = c 0 h , c y k 1 ,h , c u k 2 ,h |h = 0, . . . , m; k 1 = 0, . . . , n y − 1; k 2 = n d , . . . , n u + n d − 1 and nonlinear parameters θ N = z j h , λ j h |h = 1, . . . , m; j = y, u of model (1) can be optimized by the regularized-SNPOM [21] . Details of this optimization method can be found in Ref. [21] , and is omitted here.
To obtain a more general model for subsequent controller design, first, the uncertain disturbance item is considered as follows:
where k n = max(n y , n u + n d ); {|δ(t + 1)| ≤ η} denotes the external bounded disturbance and/or modeling error, and η is a known upper bound. In this paper, define the model deviation outputs and inputs as follows:
where {j = 0, −1, −2, . . .}, {i = 1, 0, −1, −2, . . .}, y r is the system's desired reference, and then the one step ahead predictionỹ(t + 1|t) can be derived as follows:
where {|δ(t + 1)|t| ≤ η} is the external bounded disturbance. In this paper, |ϕ t | in (6) is selected as an indicator of whether the controlled process has entered the steady state, because |ϕ t | should be zero if the input u(t) is perfect and the output y(t) is stabilized on y r under steady state [29] . Based on this idea, the following LPV model (7) can be designed to specify the future dynamics of the system, and by designing a set of 'perfect' input increments {ũ(t|t),ũ(t + 1|t), . . .} to make the future items ϕ t+j|t , j ≥ 1 be zero.
where
Next, by defining the following state vector:
T ,
the polynomial model (5) and (7) can be derived as the following state space form:
and
From the identified model (2-3), A t , B t and X (t|t) in (10) can be directly calculated at time t. (t) cannot be calculated, because ϕ t contains the unknown item δ(t + 1|t) as in (6) at time t. But, the variation range of the vector (t) can be constructed as the following convex polytopic set: (3) and (11) . However, the future states {s(t + j|t), j ≥ 1} are usually not available at the current time t. To solve this problem, we will use the RBF network structure in model (2) (3) to find the variation range of each exp-function in a k+1,t+j|t , b k+1,t+j|t |k = 0, . . . , k n − 1 , and then construct the polytopic LPV models to wrap the system's future behaviors.
To this end, first, based on {A t , B t } in (10) and the parameter variation rate information of model (2-3), we design the convex polytopic sets, which the A t+1|t , B t+1|t in (11) belong to, as follows:
where L m = 2 m , m is the model order as in (1); A α(α=1,2,...,L m ) and B β(β=1,2,...,L m ) are the vertices of A and B , and
The c y k,h |k = 0, . . . , n y − 1; h = 0, . . . , m in (15) and (16) are the constants as in (1); the e y h (t), e u h (t), the marks ē y,h | e y,h and ē u,h | e u,h in (15-16) are defined as follows: (17), in which s(t) is the change rate of s(t) and ∀s(t) is the historical data. Moreover, the bounds of varying region e u,h , ē u,h can be calculated by (18) . Thus, the { A , B } in (13) (14) , which the A t+1|t , B t+1|t in (11) belong to, can be obtained.
And then, based on the upper and lower boundary information of the parameters in model (2) (3) , the convex polytopic sets, which the A t+j|t , B t+j|t (j ≥ 2) in (11) belong to, can be designed as follows:
where L m = 2 m ; the convex polytopic set vertices C l(l=1,2,...,L m ) and D q(q=1,2,...,L m ) are defined as follows: 
ē y,h |e y,h =ē y,h or e y,h , e y,h = max e y h (t), ∀s(t) , e y,h = min e y h (t), ∀s(t) .
ē u,h |e u,h =ē u,h or e u,h , e u,h = max e u h (t), ∀s(t) , e u,h = min e u h (t), ∀s(t) .
where the e y h (t) and e u h (t) are defined as in (17) (18) . From the autoregressive coefficients with h exp-functions in (1) and two bounds of e y,h ,ē y,h or e u,h ,ē u,h , the 2 m vertices C l or D q in (21) or (22) can be calculated. Thus, the sets { C , D } in (19) (20) , which the A t+j|t , B t+j|t (j ≥ 2) in (11) belong to, can be obtained.
Remark 1: Considering the conservativeness of the system's state space model, which is built using only the boundary information of the RBF-ARX model parameters [27] , [28] , in this paper, the model's parameter variation rate information is further considered to compress the variation range of the two-step-ahead prediction X (t + 2|t)'s state matrices A t+1|t , B t+1|t .
Remark 2: The method of constructing the system's LPV state space models (10-11) takes advantage of the fact that model (2) itself is a special quasi-LPV model, so, there is no need to make the assumptions that the time varying parameters and/or the variation rate of the parameters in the LPV model of the system are known or can be measured as done in Refs. [31] - [34] .
III. SYNTHESIS APPROACH OF RBF-ARX MODEL-BASED OUTPUT TRACKING RPC ALGORITHM
Based on models (10) (11) , an output tracking RPC algorithm without using the system's steady state information is designed in this section. The cost function of the robust controller is selected as follows: miñ u(t|t),ũ(t+j|t)j=1,2,...
where J ∞ 0 (t) = ∞ j=0 X (t + j|t) T WX (t + j|t) +ũ(t + j|t) T R u(t + j|t)}; W and R are positive definite symmetric matrices; u(t + j|t) is the future control increments. In (25), the constraintsũ min ≤ũ(t + j|t) ≤ũ max are imposed and the constraints u min ≤ u(t|t) ≤ u max are also imposed.
To design the controller, first, the objective function (25) is divided into two parts:
where J 1 0 (t) = X (t|t) T WX (t|t) +ũ(t|t) T Rũ(t|t).ũ(t|t) is a free decision variable and the future {ũ(t + j|t)|j ≥ 1} are designed as follows:
Next, the quadratic function of the state is defined as follows:
V (j, t) = X (t + j|t) T P(j, t)X (t + j|t) (28) where {P(j, t) > 0|t ≥ 0; j ≥ 1} are positive definite matrices and are determined by subsequent optimization. For all
assume the following inequalities are met:
By adding inequality (29) from j = 1 to ∞ and based on the worst case of all possible state matrices in the sets (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) , the upper bound of J ∞ 1 (t) can be derived as follows:
Therefore, the infinite horizon min-max optimization problem (25) can be finally converted as follows:
In (31), if there are matrices P αβ (α, β = 1, 2, . . . , L m ) for constructing the time-varying parameter dependent Lyapunov matrices:
then, the optimization problem (31) can be transformed into a linear programming problem with LMIs constraints in Theorem 1. Theorem 1: The optimization problem (31) with the control laws in (27) is equivalent to the following convex optimization problem with LMIs constraints:
subject to
where W and R are weights; the matrices A t , B t , X (t|t), A α , B β , C l , D q and t,g can be calculated from model (2) and the measured historical data of the system. The solution for the LMIs in Theorem 1 at time t is expressed asũ(t), so the control law applied to the system at the current time is u(t) = u(t) + u(t − 1).
Proof of Theorem 1:
Substituting (27) (28) and models (10-11) into (29), the following relationship can be satisfied for all j ≥ 1:
The above inequality is satisfied, if and only if there exist k n × k n symmetric positive matrices P αβ , P eg , P lq , P kf |α, β e, g, l, q, k, f = 1, 2, . . . , L m } [27] , such that the timevarying parameter dependent Lyapunov matrices P(j, t) can be obtained by (32) , and
Then, by definition F(t) = YG −1 , Q αβ = γ P −1 αβ , Q eg = γ P −1 eg , Q lq = γ P −1 lq , Q kf = γ P −1 kf , use Schur complement and refer to Cuzzola et al. [35] , one can get LMIs (34) (35) .
And then, the minimization problem (31) can be converted into the following form: 
By using the Schur complement and introducing (10) into (40), one can get the LMIs (36) . Moreover, referring to [35] , the input increment constraints and the input constraints imposed in the cost function (25) can ultimately be converted to the LMIs (37-38).
Finally, it can be concluded that the optimization problem (31) is equivalent to min γ ,ũ(t|t),Y ,G,Q αβ ,Z γ , subject to the LMIs (34-38). Based on Theorem 1, the conclusion given in Theorem 2 can be obtained, which is similarly to Theorem 3 as in Ref. [6] .
Theorem 2: When the proposed output tracking RPC algorithm (Theorem 1) is implemented in a receding horizon fashion, the feasibility of the LMI optimization problem (33) guarantees the stability. 
IV. SIMULATION STUDY
In this section, a continuous stirred tank reactor (CSTR) process is provided to demonstrate the effectiveness of the proposed RPC algorithm. Because of its strong nonlinearity, the CSTR process has been widely used in literatures [18] , [36] , [37] to verify the performance of control algorithms. The mechanism model of the CSTR process studied in this section is as follows [18] , [29] - [37] :
where T is the reactor temperature; T c is the cooling water temperature; C A is the reactant A concentration; the other relevant constants are the same as in Table 1 in Ref. [29] , and are omitted here. The objective of this case study is to control the output T (t) by adjusting the input T c (t).
A. MODELING FOR THE CSTR PROCESS
In this subsection, the modeling method proposed in Section II is first used to wrap the dynamics of the CSTR process. The basic model structure is selected as follows: In the identification process, to fully excite the dynamics of the system, it is necessary to make the variables of the system vary widely in a full range. The modeling data of the CSTR process is selected as in Fig.1 , in which the first 2000 data is used for training and the next 2000 data is used for testing. Sampling period of the system is selected as 0.01min.
In the modeling process, the akaike information criterion (AIC) value is used as a criterion for evaluating the model orders, and the long-term prediction performance and the step response dynamic performance of the identified model are also considered to determine the final suitable model. By repeatedly training and comparing models with different orders, the finally selected orders are n y = 5, n u = 4, n d = 1, m = 1 and d = 2. Fig.2 shows the comparison between the original outputs and the model's predicted outputs, as well as predicted errors and their histograms for the identification data. From Fig.2 , one can see that the predicted errors of the model are only within the range of −0.01K to +0.01K, and their distribution is almost Gaussian. It means that the identified RBF-ARX model (5,4,1,1,2) can achieve good modeling accuracy.
Based on the identified model (43) and the defined state vector as in (9), the corresponding state space model of the CSTR process at each sample time can be obtained. Fig.3 shows the poles of the corresponding state space model varying with the variation of the working-point state s(t) which is consisted by the original output depicted in Fig.2 . The different color in Fig.3 denotes the different pole.
From Fig.3 , it can be seen that the system's dynamic behavior varies with the state s(t) obviously. So, based on the variation range of the identified RBF-ARX model parameter, the polytopic state space model can be constructed to wrap the dynamics of the system. For example, based on the parameter variation rate information of the identified model (43) and the current state space matrices {A t , B t } as in (10) , the vertices of the sets { A , B }, i.e. A α and B β , can be obtained according to (15) (16) , where ē y,h , e y,h , ē u,h and e u,h are calculated by the identification data shown in Fig.1 . Moreover, based on the upper and lower limits of the model (43) parameters, the vertices of the sets { C , D }, i.e. C l and D q , can be obtained according to (21) (22) , wherē e y,h , e y,h ,ē u,h and e u,h are calculated by the identification data shown in Fig.1 . So, the polytopic state space models (10) (11) can be constructed to wrap the system's dynamics. And then, the output tracking RPC algorithm proposed in Section III can be designed to control the CSTR process (42).
B. SIMULATION RESULTS AND ANALYSIS
A comparative study of the effectiveness of the proposed RPC algorithm (RPC-P) is performed in this subsection. For a full comparison, the other four algorithms, which are the classical LPV model-based quasi-min-max MPC algorithm (MPC-1) proposed in Ref. [5] , the RBF-ARX modelbased quasi-min-max MPC algorithm (MPC-2) proposed in Ref. [28] , the RBF-ARX model-based RPC algorithm with considering the system's external disturbance (RPC-1) proposed in Ref. [29] and the LPV model-based RPC algorithm (RPC-2) proposed in Ref. [6] , are also performed on the CSTR process for step response experiments. In MPC-1 and RPC-2, the LPV modeling method in Ref. [16] is first used to model the CSTR process (42), and then the predictive controller proposed in Ref. [5] or Ref. [6] is designed separately. In order to make a fair comparison, the controller parameters of the five algorithms are R = 0.3, W = diag(1,1,1,1,1), and the limits of the control variables areū max = −ū min = 140K, u min = 200K and u max = 400K. The simulation experiments are conducted using Matlab R2016a/simulink on 8GB RAM, 3.4GHz, Intel Core i7 processor and Windows 7 Home Edition. Considering that there will be three different types of external disturbances with an amplitude of 5.5K applied to the system's output in the following experiment, the upper bound of the disturbance δ(t + 1) (e.g. in (2) in the RPC-P) is set as η = 6K.
The control results of the five algorithms are shown in Figs.4-7 . In Figs.4-7 , the cyan dashed line indicates the desired trajectory of the system output T (t), which decreases from 340K to 260K at the 0.5th minute, and then increases to 350K at the 7.5th minute, and decreases to 270K at the 15.5th minute. In Figs.4-6, three types external bounded interference are added to the output T (t) to test the anti-jamming capabilities of the five algorithms. The step responses of the five algorithms under the external square wave disturbance are shown in Fig.4 . In Fig.4 , the external square wave interference with amplitude of 5.5K and duration of 2 minute is added to the output T (t) at the 3th minute, 11th minute and 18.5th minute, respectively. The step responses of the five algorithms under the external step wave disturbance are shown in Fig.5 . In Fig.5 , one external step wave interference signal with amplitude of 5.5K and duration of 1 minute is added to the output T (t) at the 3th minute, 11th minute and 18.5th minute, respectively. And, at the same time, another external step wave interference signal with amplitude of -5.5K and duration of one minute is added to the output T (t) at the 4th minute, 12th minute and 19.5th minute, respectively. The step responses of the five algorithms under the external sine wave disturbance are shown in Fig.6 . In Fig.6 , the sine interference with amplitude of 5.5K and period of 2 minute is added to the output T (t) at the 3th minute, 11th minute and 18.5th minute, respectively. In this paper, the integrated absolute error (IAE) is used as the evaluation index to evalu- ate the control performance in the rise or drop step response. The IAE accumulated from t 1 to t 2 is defined as
where T (t) is the output and y r (t) is the desired output. than those of the other three algorithms. The step response performances of the RPC-1 and the RPC-P are much better than those of the other three algorithms, especially when the reference trajectory changes abruptly downward. Obviously, the control performance of the RPC-P is the best, which gives smaller overshoot and faster adjustment process. Besides, the anti-interference results of the MPC-1 are also the worst, and the anti-interference results of the MPC-2 are slightly better than that of the MPC-1, which has a certain degree of anti-interference. From Fig.4 , it can be seen that, under the control of the RPC-P algorithm, the reactor temperature fluctuation caused by the external square wave interference at the 3th minute and the 18.5th minute can be suppressed within 0.22 minutes. However, the two other RBF-ARX model-based prediction control algorithms require more than 1.01 minutes and 1.28minutes, respectively. As can be clearly seen from Fig.5 , when there is an external step wave disturbance, the RPC-P also has the best anti-interference performance. Furthermore, in the proposed RPC-P, the temperature fluctuation caused by the external interference as in Fig. 6 can be suppressed more quickly by rapidly adjusting the process's input T c (t) when compared with the other four algorithms. From Figs.4-6 and Tables 1-3, one can finally conclude that the RPC-P algorithm has better step response performance and better anti-interference performance.
By comparing the step responses shown in Figs.4-6, one can see that all five algorithms can make the output T (t) accurately follow the desired reference trajectory. However, in the MPC-1 and RPC-2, the steady state information C eq A , T eq c of the system's LPV model [5] , [28] has to change with the desired reference trajectory T eq , and the step responses of MPC-1 and RPC-2 in Figs.4-6 are obtained only if the steady state information C eq A , T eq c is accurately known. However, due to the inevitable modeling errors or external disturbances, the steady state information of most nonlinear systems is unknown or unavailable. In this paper, the simulation experiments with inaccurate steady state information are also conducted. In the following simulation, we assume the steady state T eq c of the CSTR process has +4% or −4% deviations away from the actual value after the 0.5th minute of the experiment for all algorithms. For a fair comparison, the other conditions are the same as in Fig.4 .
The control results of the MPC-1 and RPC-2 under the inaccurate steady state information are shown in Fig.7 . In Fig.7 , MPC-1-1 and RPC-2-1 are the control results of the MPC-1 and RPC-2 under the condition that the process's steady state T eq c has +4% deviations after the 0.5th minute of the experiment, respectively. Similarly, MPC-1-2 and RPC-2-2 are the control results of the MPC-1 and RPC-2 under the condition that the process's steady state T eq c has −4% deviations after the 0.5th minute of the experiment, respectively. From Fig.7 , it is clearly that the MPC-1 and RPC-2 cannot make the output of the system accurately track the expected trajectory, when the steady state information of the system is inaccurate. Note that, to avoid too many curves appeared in the figure for avoiding confusion, the control results of the other three algorithms (MPC-1, RPC-1 and RPC-P) are not given in Fig.7 . Their control results are the same as in Fig.4 , because the steady state information of the system is not used in the design of this type of strategy.
V. CONCLUSION
Based on parameter variation rate information of the RBF-ARX model, a robust predictive control strategy for output tracking without using the system's steady state information was designed. In this strategy, the possible variation ranges of the constructed polytopic LPV model's state matrices were greatly compressed, so it could reduce conservativeness of the constructed convex polytopic sets and improve control performance of the subsequent robust controller. The conversion from the RBF-ARX model to the system's polytopic LPV model utilized the feature that the model itself is a special quasi-LPV model and it had no need to assume parameter variation rate information of the model are known or can be measured. The simulation results of the five algorithms (MPC-1 [5] , MPC-2 [28] , RPC-1 [29] , RPC-2 [6] and RPC-P) shown that the step response performance and anti-interference performance of the proposed RPC-P are better than that of the other methods.
However, the limitation of the RPC-P is its relatively large online computation burden, which restricts the applicability of the method for some fast systems. This is due to the fact that the optimization problem at each sampling time is formulated as a convex optimization problem involving many LMIs. Moreover, online computational burden of the optimization problem enlarges significantly with increase of order of the RBF-ARX model. In order to reduce the online computational burden, we shall try to study a partially offline optimization computing and partially online synthesizing RPC algorithm in the future work.
