The sampling policy of stage t, formally expressed as a probability density function qt, stands for the distribution of the sample (xt,1, . . . , xt,n t ) generated at t. From the past samples, some information depending on some objective is derived leading eventually to update the sampling policy to qt+1. This generic approach characterizes adaptive importance sampling (AIS) schemes. Each stage t is formed with two steps : (i) to explore the space with nt points according to qt and (ii) to exploit the current amount of information to update the sampling policy. The very fundamental question raised in the paper concerns the behavior of empirical sums based on AIS. Without making any assumption on the allocation policy nt, the theory developed involves no restriction on the split of computational resources between the explore (i) and the exploit (ii) step. It is shown that AIS is efficient : the asymptotic behavior of AIS is the same as some "oracle" strategy that knows the optimal sampling policy from the beginning. From a practical perspective, weighted AIS is introduced, a new method that allows to forget poor samples from early stages.
Introduction
The adaptive choice of the sampling policy lies at the heart of many fields of Machine Learning where former Monte Carlo experiments guide the forthcoming ones. This includes for instance reinforcment learning [18, 25, 27] where the optimal policy maximizes the reward; inference in Bayesian [5] or graphical models [20] ; optimization based on stochastic gradient descent [31] or without using the gradient [17] ; rejection sampling [10] . Adaptive importance sampling (AIS) [23, 1] , which extends the basic Monte Carlo integration approach, offers a natural probabilistic framework to describe the evolution of sampling policies. The present paper establishes, under fairly reasonable conditions, that AIS is efficient, i.e., learning the sampling policy has no cost asymptotically.
Suppose we are interested in computing some integral value ϕ, where ϕ : R d → R is called the integrand. The importance sampling estimate of ϕ based on the sampling policy q, is given by
where (x 1 , . . . , x n )
∼ q. The previous estimate is unbiased. It is well known, e.g., [15, 11] , that the optimal sampling policy, regarding the variance, is when q is proportional to |ϕ|. A slightly different context where importance sampling still applies is Bayesian estimation. Here the targeted quantity is ϕπ and we only have access to an unnormalized version π u of the density π = π u / π u . Estimators usually employed are
In this case, the optimal sampling policy q is proportional to |ϕ − ϕπ|π (see [7] or Remark 5 below). Both previous frameworks, namely, the classical integration problem and the Bayesian estimation problem, provide generic examples where the sampling policy should be chosen appropriately. While the targeted policies are generally unknown, they might be approximated adaptively using the information gathered from the past stages. This is the very spirit of AIS. At each stage t, the value I t , standing for the current estimate of ϕ, is updated using new samples (x t,1 , . . . , x t,nt ) i.i.d.
∼ q t , where q t is a probability density function that might depend on the past stages 1, . . . , t − 1. The distribution q t , called the sampling policy, targets some optimal, at least suitable, sampling policy. The sequence (n t ) ⊂ N * , called the allocation policy, contains the number of particles generated at each stage. The following algorithm describes AIS for the classical integration problem. For the Bayesian problem, it suffices to change the estimate according to (2) .
Algorithm (AIS).
Inputs: The number of stages T ∈ N * , the allocation policy (n t ) t=1,...,T ⊂ N * , the initial density q 0 .
(ii) (Exploit) (a) Update the estimate:
Pioneer works on adaptive schemes include [19] where, within a two-stages procedure, the sampling policy is chosen out of a parametric family; this is further formalized in [12] ; [23] introduces the idea of a multi-stages approach where all the previous stages are used to update the sampling policy (see also [26] regarding the choice of the loss function); [24] investigates the use of control variates coupled with importance sampling; the population Monte Carlo approach [2, 1] offers a general framework for AIS and has been further studied using parametric mixtures [6, 7] ; see also [4, 29] for a variant called multiple adaptive importance sampling; see [9] for a recent review. In [30, 22] , using kernel smoothing, nonparametric importance sampling is introduced. The approach of choosing q t out of a parametric family should also be contrasted with the non parametric approach based on particles often refereed to as sequential Monte Carlo [5, 3, 8] whose context is different as traditionally the targeted distribution changes with t. The distribution q t−1 is there a weighted sum of Dirac masses i w t−1,i δ xt−1,i , and updating q t follows from adjustment of the weights.
The theoretical properties of adaptive schemes are difficult to derive due to the recycling of the past samples at each stage and hence to the lack of independence between samples. Among the update based on parametric family, the convergence properties of the Kullback-Lieber divergence between the estimated and the targeted distribution are studied in [6] . Properties related to the asymptotic variance are given in [7] . Among nonparametric update, [30] establishes fast convergence rates in a two-stages strategy where the number of samples used in each stage goes to infinity. For sequential Monte Carlo, limit theorems are given for instance in [5, 3, 8] . All these results are obtained when T is fixed and n T → ∞ and therefore misses the true nature of the adaptive schemes for which the asymptotic should be made with respect to T .
Recently, a more realistic asymptotic regime was considered in [21] in which the allocation policy (n t ) is a fixed growing sequence of integers. The authors establish the consistency of the estimate when the update is conducted with respect to a parametric family but depends only on the last stage. They focus on multiple adaptive importance sampling [4, 29] which is different than AIS (see Remark 2 below for more details).
In this paper, folllowing the same spirit as [6, 7, 1] , we study parametric AIS as described in the AIS algorithm when the policy is chosen out of a parametric family of probability density functions. Our analysis focuses on the following 3 key points which are new to the best of our knowledge.
• A central limit theorem is established for the AIS estimate I t . It involves high-level conditions on the sampling policy estimate q t . Based on the martingale property associated to some sequences of interest, the asymptotic is not with T fixed and n t → ∞, but with the number of samples n 1 + · · · + n T → ∞. In particular, the allocation policy (n t ) is not required to grow to infinity. This is presented in section 2.
• The high-level conditions are verified in the case of parametric sampling policies with updates taking place in a general framework inspired from the paradigm of empirical risk minimization (several concrete examples are provided). This establishes the efficiency of AIS in the sense that the rate and the asymptotic variance coincide with some "oracle" procedure where the targeted policy is known from the beginning. The details are given in section 3.
• A new method, called weighted AIS (wAIS) is designed in section 4 to eventually forget bad samples drawn during the early stages of AIS. Our numerical experiments shows that (i) wAIS accelerates significantly the convergence of AIS and (ii) small allocation policies (n t ) (implying more frequent updates) give better results than large (n t ) (at equal number of requests to ϕ). This last point supports empirically the theoretical framework adopted in the paper.
All the proofs are given in the Appendix.
Central limit theorems for AIS
Because it will be useful in the treatment of normalized estimators, we consider the multivariate case where
In the whole paper, ϕ is with respect to the Lebesgue measure, · is the Euclidean norm.
To study the AIS algorithm, it is appropriate to work at the sample time scale as described below rather than at the sampling policy scale as described in the introduction. The sample x t,i of the previous section (t is the block index and i the sample index in the block) is now simply denoted x j , where j = n 1 + . . . n t + i is the sample index in the whole sequence 1, . . . , n, with n = N T .
Algorithm (AIS at sample scale).
The martingale property
Define ∆ j as the j-th centered contribution to the serie S j :
The filtration we consider is given by F n = σ(x 1 , . . . , x n ).
Proposition 1.
Assume that for all 1 j n, the support of q j contains the support of ϕ, then the sequence (M n , F n ) is a martingale. In particular, I n is an unbiased estimate of ϕ.
The quadratic variation of M is given by
M n = n j=1 E ∆ j ∆ T j | F j−1 . Set V (q, ϕ) = ϕ(x) − q(x) ϕ ϕ(x) − q(x) ϕ T q(x) dx (3) Proposition 2. The quadratic variation of M satisfies M n = n j=0 V (q j , ϕ).
A central limit theorem for AIS
The following theorem describes the asymptotic behavior of AIS.
Theorem 3 (central limit theorem for AIS).
Assume that the sequence q n satisfies
for some V * 0 and that there exists η > 0 such that
Then we have
Remark 1 (zero-variance estimate). Suppose that p = 1. Theorem 3 includes the degenerate case V * = 0. This happens when the integrand has constant sign and the sampling policy is well chosen, i.e. q j → |ϕ|/ |ϕ|. In this case, we have that
, meaning that the Monte Carlo convergence rate has been improved.
Remark 2 (adaptive multiple importance sampling).
Another way to compute the importance weights, called multiple adaptive importance sampling, has been introduced in [29] and has been successfully used in [24, 4] . This consists in replacing q j−1 in the computation of S j byq j−1 = j i=1 q i−1 /j, x j still being drawn under q j−1 . The intuition is that this averaging will reduce the effect of exceptional points x j for which |ϕ(x j )| q j−1 (x j ) (but |ϕ(x j )| q j−1 (x j )). The computational cost is increased. Our approach is not able to study this variant, simply because the martingale property described below is not anymore satisfied.
Normalized AIS
The normalization technique permits to compute ϕπ, not ϕ, and as presented in (2), is often necessary in the Bayesian context because the density π is known only up to a constant. As this technique seems to provide substantial improvements compared to unnormalized estimates (1), we recommend to use it even when the normalized constant is known. Normalized estimators are weighted least-squares estimates as they minimize the function
They take the following form I (norm) n = I n (ϕπ)/I n (π), with
.
In contrast with I n , I
(norm) n has the following shift-invariance property : whenever ϕ is shifted by µ, I
(norm) n simply becomes I (norm) n + µ. Because I n (ϕ) is the same as I n defined in the second AIS algorithm, a straightforward application of Theorem 3 coupled with the delta-method [28, chapter 3] permits to obtain the following result. (4) and (5) hold with (ϕπ, π) (in place of ϕ). Then we have
Corollary 4 (central limit theorem for normalized AIS). Suppose that
with u = (1, − ϕπ) T .
Parametric sampling policy
We present some classical ways of computing θ t . All our examples fit the general framework of empirical risk minimization over the parameter space Θ ⊂ R q : θ t is given by
with m θ : R d → R. Note that R t /N t is an unbiased estimate of the risk
Consistency is then established under reasonable assumptions.
Examples of sampling policy
We start by introducing a particular case, which is one of the simplest way to implement AIS. Then we provide more general strategies. In what follows, q * stands for the (unknown) targeted policy, e.g., q * ∝ |ϕ| in the classical integration problem, or simply q * = π in the Bayesian context.
Exact method of moments with Student distributions. In this case (q θ ) θ∈Θ is just the family of multivariate Student distributions with ν > 2 degrees of freedom (fixed parameter). The parameter θ contains a location and a scale parameter µ and Σ. This family has two advantages: the parameter ν allows tuning for heavy tails, and estimation is easy because moments of q θ are explicitly related to θ. A simple unbiased estimate for µ is
but, as mentioned before, we prefer to use the normalized estimate:
Generalized method of moments (GMM). The policy is chosen according to a moment matching condition, i.e., gq θ = gq * for some function g :
For instance, g might be given by x → x k , k = 1, . . . , q (as in the Student case). Following [16] , choosing θ such that the empirical moments of g coincide with gq θ might be impossible. We rather compute compute θ t as the minimum of
Equivalently,
which embraces the form given by (6) . This case corresponds to m θ = E θ (g) − g 2 q * .
Kullback-Liebler approach. Following [28, section 5.5], define the Kullback-Liebler risk as
Update of θ t is done by minimizing the current estimator of N t r given by
Variance approach. Another approach consists in minimizing the variance over the sampling policy among the class. In this case, define
and follow a similar approach as before by minimizing at each stage,
This case represents a different situation than the Kullback-Liebler approach and the GMM. Here, the sampling policy is selected optimally with respect to a particular function ϕ whereas for KL and GMM the sampling policy is driven by a targeted distribution q * .
Remark 3 (computation cost). The update rule (6) might be computationally costly but alternatives exist. For instance, when q θ is a family of Gaussian distributions, closed formulas are available for (11) . In fact we are in the case of weighted maximum likelihood estimation for which we find exactly (8) and (9). This is computed online at no cost. Another strategy to reduce the computation time is to use online stochastic gradient descent in (6).
Remark 4 (block estimator). In [21] , the authors suggest to update θ based only on the particles from the last stage. For instance, (10) would be replaced by R t (θ) = − nt i=1 log(q θ (x t,i ))q * (x t,i )/q t−1 (x t,i ). While this update makes easier the theoretical analysis (assuming that n t → ∞), its main drawback is that most of the computing effort is forgotten at each stage as the previous computations are not used.
Consistency of the sampling policy and efficiency of AIS
The updates described before using GMM, the Kullback-Liebler divergence or the variance, all fit within the framework of empirical risk minimization, given by (6) , which rewritten at the sample scale gives
The proof follows from a standard approach from M -estimation theory [28, Theorem 5.7] but a particular attention shall be payed to the uniform law of large number because of the missing i.i.d. property of the sequences of interest.
Theorem 5 (concistency of the sampling policy). Set M (x) = sup θ∈Θ m θ (x). Assume that Θ ⊂ R q is a compact set and that
If moreover, for any
Verifying the conditions of Theorem 3, we obtain the efficiency of AIS.
Theorem 6 (efficiency of AIS). Under the assumptions of Theorem 5, if there exists
where V (·, ·) is defined in Equation (3).
Remark 5 (optimal policy for normalized AIS). For normalized AIS, the asymptotic variance is u T V (q θ * , (ϕπ, π))u (see Corollary 4). Minimizing w.r.t. q θ * , we obtain the result (recalled in the introduction for nonadaptive strategies) that the optimal sampling policy for normalized AIS is proportional to |ϕ − ϕπ|π (details can be found in section B.1 of the Appendix).
AIS in practice

Weighted AIS
We follow ideas from [7, section 4] to develop a novel method to compute Bayesian estimates of the type ϕπ. The method is called weighted adaptive importance sampling (wAIS), and will automatically re-weights each sample depending on its accuracy. It will lead to substantial benefit in practice. For clarity, suppose that ϕ : R d → R p with p = 1. For any triangular sequence (α T,1 , . . . , α T,T ) such that
. Plotted is the logarithm of the MSE (computed for each method over 100 replicates) with respect to the number of requests to ϕ.
t , for each t = 1, . . . , T . In [7] , it is proposed to estimate each σ t using the sample of the t-th stage. We define the following weights
satisfying the constraints
The wAIS estimate is the (weighted and normalized) AIS estimate given by
In contrast with the approach in [7] , because our weights are based on the estimated variance of π/q t−1 , they are free from the integrand ϕ and thus reflects the overall quality of the t-th sample. This makes sense as in most practical situations, many functions need to be integrated making inappropriate a re-weighting depending on a specific function. Another difference with [7] is that we use the true expectation, 1, in the estimate of the variance, rather than the estimate (1/n t ) nt i=1 π(x t,i )/q t−1 (x t,i ). This permits to avoid the situation (common in high dimensional settings) where a poor sampler q t−1 is such that π(x t,i )/q t−1 (x t,i ) 0, for all i = 1, . . . , n t , implying that the classical estimate of the variance is near 0, leading (unfortunately) to a large weight.
Numerical experiments
In this section, we study a toy Gaussian example to illustrate the practical behavior of AIS. Special interest is dedicated to the effect of the dimension d, the practical choice of (n t ) and the gain given by wAIS introduced in the previous section. We set N T = 1e5 and we consider p = 4, 8, 16.
The aim is to compute µ * = xφ µ * ,σ * (x)dx where φ µ,σ : R d → R is the probability density of N (µ,
T ∈ R d , σ * = 1, and I d is the identity matrix of size (d, d). The initial sampling policy is set as µ 0 = 0 and Σ 0 = σ 0 I p with σ 0 = 5. The sampling policy is taken in the collection of multivariate Student distribution of degree 3 denoted by {q µ,Σ : µ ∈ R d , Σ ∈ R d×d }. Mean µ t and variance Σ t are updated at each stage t = 1, . . . , T following the GMM approach as described in section 3, leading to the simple update formulas, (8) for µ t and (9) for Σ t , with π = φ µ * ,σ * . The variance estimation will be tuned : (i) complete , each with a constant allocation policy, resp. n t = 2e4, 5e3, 2e3. Plotted is the logarithm of the MSE (computed for each method over 100 replicates) with respect to the number of requests to ϕ.
variance estimation as described by (9), refereed to as sig_1; (ii) estimation restricted to the diagonal with 0 elsewhere, refereed to as sig_1/2; (iii) and without estimating the variance at all, refereed to as sig_0. To avoid degeneracy of the variance estimation in (i) and (ii), we add
). The (normalized) AIS estimate of µ * is simply given by µ t in (8) . The wAIS estimate of µ * is computed using (14) with weights (13) . As the results for the unnormalized approaches were far from being competitive with the normalized ones, we shall consider only normalized estimators.
We also include a state-of-the-art adaptive MH proposed in [13] , where the proposal, assuming that
, with C i the empirical covariance matrix of (X 0 , X 1 , . . . , X i−1 ), i 0 = 1000 and = 0.05 (other configurations as well as using only half of the chain have been tested without improving the results). Finally we consider a so called "oracle" method : importance sampling with fix policy φ µ * ,σ * .
For any estimate µ of µ * , the mean square error (MSE) is the average of µ − µ * 2 computed over 100 replicates of µ.
In Figure 1 , we compare the evolution of all the mentioned algorithms with respect to stages t = 1, . . . , 50 with constant allocation policy n t = 2e3 (for AIS and wAIS). The clear winner is wAIS among which the more accurate is the one without estimation of the variance sig_0. Note that the policy φ µ * ,σ * , which is not the optimal one (see Remark 5), seems to give worse results than the the policy φ µ * ,5 , as wAIS with sig_0 performs better than the "oracle" after some time. Estimating the variance from the beginning of the procedure is slowing down the convergence especially in high dimension. This is because the larger the variance, the more exhaustive the exploration of the space.
In Figure 2 , we examine 3 constant allocation policies with T = 50 and n t = 2e3; T = 20 and n t = 5e3; T = 5 and n t = 2e4. The results of Figure 2 call for updating as soon as possible the sampling policy as we clearly notice that the rate of convergence is influenced by the number of update steps (at least at the beginning). This empirical evidence supports the theoretical framework provided in the paper.
A Proofs of the stated results
A.1 Proof of propositions 1 and 2
For Proposition 1, it suffices to note that E[∆ j |F j−1 ] = 0 because x j is drawn according to q j−1 .
Concerning Proposition 2, the conditional independence implies that
A.2 Proof of Theorem 3
We need to show that for each
. This reduces the proof to the case where ϕ is a real-valued function, which is assumed below.
Since √ n (I n − I) = n −1/2 M n , this theorem will be a consequence of Corollary 3.1 p. 58 in [14] if we can prove that the martingale increments
satisfy the following two conditions:
Reformulating Proposition 2, we get
By the Cesaro Lemma, using (4), the right term in the previous display goes to 0 a.s., i.e., n −1 M n → V * . Concerning (16), we have
Let us recall that
Let η > 0. Assuming that √ n > |I|/ and applying 2 times Markov inequality we obtain that
which together with (17 implies (16).
A.3 Proof of Theorem 5
Following [28, Theorem 5.7], we just need to show that
∀ε > 0, inf
Since Θ is compact, the second equation is satisfied because the integrability of M implies, by the Lebesgue theorem, that the function θ → m θ is contituous.
Concerning (18), we shall apply Theorem 7 with
We only have to show that (20) , (21) and (22), expressed in (H1), hold true as the continuity of θ → H(θ, ω) almost surely, for each θ ∈ Θ, required in (H2), is a consequence of the continuity of θ → m θ (x). Notice that we have indeed E[H(θ)] = m θ , as (12) implies that for each θ, the support of M is included in the support of q 0 . For (20), we apply Theorem 8 firstly with
and
But, for each j,
This proves that (20) holds with H j (θ 0 ) + instead of H j (θ 0 ). But similarly it holds with H j (θ 0 ) − and we conclude for H j (θ 0 ) by linearity. Now (21) reduces to sup θ∈Θ |m θ (x)|dx < ∞ which is true by assumption. Concerning (22) , we work similarly with
and for any ball B with center θ 0
The measurability of the supremum is part of the assumptions.
(H2) For each θ 0 ∈ Θ, almost surely (this subset of Ω of probability 1 may depend on θ 0 ), the function θ → H(θ, ω) is continuous at θ 0 . is continuous and with probability 1
Proof. Let us consider, for any θ 0 ∈ Θ, the function
Then f θ0 (η) tends to 0 as η tends to 0, because of (H2) and Lebesgue's dominated convergence Theorem. This implies in particular the continuity of h(θ) since clearly Fix ε > 0. For any θ 0 , there exists η(θ 0 ) > 0 such that f θ0 (η(θ 0 )) < ε. The open balls centered at θ ∈ Θ with radius η(θ) form a covering of cover Θ; by compacity, a finite sub-covering exists:
B j , B j = θ : d(θ, θ j ) < η(θ j ) . For any θ ∈ Θ, consider j = j(θ) the smallest j such that θ ∈ B j , and write:
{H i (θ j ) − h(θ j )} + (h(θ j ) − h(θ)).
These three terms are functions of θ, and we need to bound the uniform norm of them, not forgetting that j depends on θ. The supremum of the third one is smaller that ε; the supremum of the second one Z n (J) tends to 0 as n tends to infinity: J depends on but is finite, hence there exists a set A such that P(A ) = 1 and ∀ω ∈ A , Z n (J) → 0. Then set A = ∩ k 1 A 1/k , it holds that ∀ω ∈ A, Z n (J) → 0. The first term is the only difficult one; its uniform norm is smaller than:
But with probability 1, by virtue of (22) lim n ϕ n = sup j f θj (η) ε.
We have shown that the l.h.s. of (23) is asymptotically smaller than 2ε; since ε is arbitrary, it actually vanishes.
B.3 A law of large numbers
We present here a simple way to obtain the law of large number. This will be used for checking (20) and (22) .
Theorem 8. Let U n , n 1 be a sequence of random variables and S n = U 1 + U 2 + ...U n such that:
Var(S n ) cn for some real numbers c 0 and l 0, then S n n −→ l w.p.1.
Proof. We have
Thus n
is finite w.p.1 implying that
converges to zero. Hence and since both side terms tend to l, the result is proved.
