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I. INTRODUCTION 
The subject of this paper is a problem which has been considered by 
A. Kolmogorov [I], and independently by T. E. Harris. 
Consider a branching stochastic process defined as follows: An initial 
“particle” of “energy” xs at “time” t = 0 undergoes a collision after a 
random time T, yielding two particles of energies (X1 , X,) respectively. 
Assume that T has exponential distribution with parameter h. (This is the 
appropriate assumption when the parameter t plays the role of the depth 
of a homogeneous absorber.) Let F(x, , x2 1 xs) denote the conditional 
distribution of the energies of the “offspring” particles, given that the 
“parent” had energy x0 and assume that P(0 < Xi + Xs ,< x,,> = I. 
Each offspring particle behaves as a new parent, independent of the histor! 
of the process, or of other particles existing at the time; it undergoes collision, 
has further offspring, etc. 
Let N(x, t j x,,) d enote the number of particles of energy at least x at t, and 
p,(x, t j x0) = P{N(t, x 1 x0) = B). We shall assume that F is a homogeneous 
function, i.e. that for any constant K, F(kx, , kx, ] Kx,,) = F(x, , x2 / x0). Then 
one can show (see, e.g., [2, 31 that p,(kx, t / Kx,) = p,(x, t j x0), and hence 
&(X9 t I x0) = PnWo , t 1 1). Take x0 = 1 and write F(xr , x2 1 1) = F(x, , .x2), 
and p,(x, t ] 1) = p-(x, t). Assume that F(x, , xa) is a symmetric function 
of its arguments and denote its marginal distribution by F( .). It is well known 
that for n > 0,O < x < 1, t > 0, pn(x, t) satisfies the equation 
p&Y, 1) = S,,e-“t + jb Xe+ (13, j: jL F+, , dug) 
d 
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where & is the Kronecker delta. The generating function Q(x, t, Z) = 
Zz=a&(x, t)z” is seen to satisfy 
(1.2) 
which is known as the Janossy G-equation (Janossy [4]). For a survey of 
the literature on cascade processes and a discussion of (1. l), (1.2), see Barucha- 
Reid [5, pp. 235-2941. Formal existence and uniqueness theorems of more 
general versions of (1.1) and (1.2) h ave been given by the author in [2] 
and [3]. 
The assumption that P{O < Xi + X, < l> implies that no new energy 
can be gained upon collison and hence that the total energy of the cascade 
is always < 1. This implies that p,(x, t) = 0 for n > l/x. It also leads one 
to expect that p,(x, t) -+ 1 as t --+ co for all x > 0. Results of this character 
and some of their refinements have been proved by Lopuszauski and Urbanik 
[6] for the binary cascade in homogeneous matter here under study, and by 
the author [3] for a more general process. 
It was suggested by T. E. Harris that by taking x = xt a suitably decreasing 
function of t, one might obtain a nondegenerate asymptotic theory for 
the process. Let &, t) = Znp,(x, t), ~‘(x, t) = --+/ax, and p*(x, t) = 
fFp’(e-“, t). Let p = E(-log X1) and o2 = var (-log Xi). Then Harris 
has shown (unpublished communication) that if (x-2hpt)t-1/2 remains bounded 
as t--f CO, then 
eat 1 (x - 2Apty 
p*(xv t, - [47r,xt(u~ + gy1/2 exp - 2 [ qo2 + $) 1 . (1.3) 
This led him to conjecture the theorem below, the proof of which is the 
purpose of this note. 
The problem was initially introduced by A. Kolmogorov, who proved a 
discrete time analog (1.3) (see [ 11). H e a so 1 stated (without proof) the discrete 
analog of the theorem below. Similar results have also been recently obtained 
by Filippov [7], who studied the total energy of all particles in a given energy 
range. 
From now on, assume that p and u2 as defined above exist; let K be a con- 
stant; and let xt = exp {--2Apt - k[Ut(p2 + u~)]~/~}, Let @ denote the 
Gaussian distribution function. 
THEOREM. N(x, , t)/N(O, t) converges to Q(k) in probability. 
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II. PROOF OF THE RESULT 
Note first that since p,(x, t) = 0 when n > l/x, all moments of the process 
exist. From Eq. (1.1) or (1.2) we see that ~(x, t) satisfies 
p(x, t) = cnt + 2 11 he-Q dy l1 dF(u)p(x/u, t - y). 
z 
(2.1) 
By successive substitution in (2.1) one obtains (and it is well known) that 
p(x, t) = e-it C; m q,*(x) 
V&=0 
(2.2) 
where F, is the distribution of a product of n independent random variables 
each distributed as X, , and F,* = 1 -F,, . Let p,(t) denote the probability 
that a Poisson random variable with parameter t takes the value n. Then 
one may write (2.2) in the form 
p(x, t) = eat 3 p,(Ut)F,*(x). 
I%=0 
(2.3) 
Harris proceded from (2.3) to (1.3) by using the normal approximation to 
the Poisson distribution, and a strong form of the local central limit theorem 
due to Khinchin [8, pp. 1661741, which incidentally requires much stronger 
regularity assumptions on F. In Lemma 1 below we settle for a weaker form 
of (1.3), its proof being essentially a copy of Harris’ argument. 
LEMMA 1. e-+(xt ) t) -+ @(A). 
PROOF: Note that F,*(x) = H,( -log x), where H, is the distribution 
function of a sum of independent random variables each distributed as 
--log Xi. Thus by (2.3) 
p(x, , t) = en* 2 p,,(Ut)H,(Upt + k[2At(p2 + a2)]*). 
72=0 
(2.4) 
But setting 2ht = S, K($ + u2)i12 = c, and applying the normal approxima- 
tion to the Poisson distribution, and the classical central limit theorem, 
we see that 
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s+B,/: 
= lim p(s - n) + c 6 s-xc al/n I 
+ o(B) (2.5) 
._ 
s+Bd s 
= lim CL@ - n) + c 6 S-KC 06 I 
+ o(B) 
= j~B9)(11)@ (=$y dv + o(B) 
= @(c/(0” + P”)) + o(B) 
where q is the Gaussian density function. The lemma follows from (2.4) 
and (2.5). 
In the next two lemmas we examine the behavior of some other moments 
of the process. Let &x, t) = Zn2p,(x, t). 
LEMMA 2. e-2atp2(xt , t) -+ 2cD2(k). 
PROOF: Let ZI(X, t) = e-Atp2(x, t) and 
t 
Using Lemma 1, one verifies directly that as t + co 
V(xt ) t) + f P(k). (2.6) 
By (1.1) or (1.2) we see that 
4x, t) = W, t) + ; j; dB(y) j1 d.F(u)v it , t - y) , (2.7) a 
where B(t) = 1 - e-3at. Set v,(x, t) = V(x, t), and having defined vi(x, t) 
for i = 1, . . . . k, let 
~+dx, t) = W, t) + ; j; WY) j: d+)w, (i , t - y) . (2.8) 
We will show that Q(X, t) converges to the unique solution of (2.7) which is 
3 
34 NEY 
bounded for 0 < t, 0 < x,, < s. The argument is similar to [3]. Note that 
Clearly V(x, t) is bounded for x 3 x0 > 0, say by K. Thus by induction on k 
I 7h+dx, t) - v,(x, t) I G K(2/3)~B,(t)F,*(.+ 
where B,, is the n-fold convolution of B. But then for any m :- 0, 0 < t, 
The function K cj”=, (2/3>jFi*(x) has the form of a renewal function, and is 
well known to converge for all x (see, e.g., Feller [9]). 
Hence it converges uniformly for x 3 x,, > 0 (since Fk* is a nonincreasing 
function of x). Hence there is a function V(X, t) such that Q(X, t) + V(X, t) 
as k -+ co, uniformly for x > x,, , t 2 0. By successive substitution in (2.8) 
we see that 
where 
w&c, t) = $ (2/3)” V(x, t) * [BnFn*], 
FL=0 
Thus 
V(X, t) * [&F, *I = 11 dB,Jy) 11, do’, v [; , t - yi . 
w(x, t) = 2 (2/3)“V(x, t) * [&Fn*l, 
7&=0 
(2.9) 
the series converging uniformly for t > 0, x 3 x0 > 0. 
That the above series is in fact a solution of (2.7) can be verified by direct 
substitution. 
To show that z)(x, t) as defined by (2.9) is the unique bounded solution 
of (2.7), suppose that r(x, t) is another such solution. Let Q(X, t) = / V(X, t) - 
r(x, t) 1. Then 
Now taking the supremum of both sides of the inequality over 0 < t, 
x0 < x, we obtain 1 < $ fr dB(y) which is a contradiction. 
Finally (2.6) implies that w(xt , t) - t D2(k) x,“s (2/3), which is Lemma 2. 
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LEMMA 3. e-A(2t+“)p(xt , t, t + T) + 2@(K). 
PROOF: Paralleling the treatment of p,(x, t), one can show that 
~,,~(x, t, , t2) satisfies an equation similar to (l-l), and that it is the unique 
bounded solution of this equation. Thence one shows that 
P(Xt , 6 t+T) 
s t = e.A(2t+r)H(xt, 2) + 2 0 Ae-AYdy j:dF(u)p (+, t -y, f + 7 -y) , (2.10) 
where 
emt r)fQ, t) = e-l(t+t) + 2 jr” ~(0, t + 7 - y)Xe+ dy 
+ 2 j: he+ 4 j: dF(u)p (i , t - y) ~(0, t i- 7 - y), 
and 7 is considered fixed. Let e-A(2t+r)p(X, t, t + T) = h(x, t). Then (2.10) 
can be written as 
4x, 2 t) = f&t 7 t) + f j: ~LQ) j: dW)h ($, t - Y) . 
Now it is well known (see, e.g., [lo]) that ~(0, t) = eAt, and hence using 
lemma 1 and the definition of H(x, t) we see that H(x, , t) + @(K). The 
lemma now follows by an argument analogous to that of lemma 2. 
PROOF OF THE THEOREM: Let N(0, t)ebt = w(t). Bellman and Harris 
[lo] have shown that w(t) converges in mean square to a random variable 
w which has an absolutely continuous distribution. We first show that 
e+N(x, , t) converges in mean square to w@(k). Since w(t) -+ w in m.s., 
and since by lemma 1, E[e-AtN(xt , t) - e-A(t+T)N(O, t + 7)@(k)] - 0 as 
t -+ co, it is sufficient to prove that as t - 00 
E[e-“tN(xt, t) - ecAct++N(O, t + ~)@(h)]~ + 0. 
But the above expression equals 
(2.11) 
ec21tp2(xt , t) - 2@(h)e-A(2t+r)p(xt , t, t + T) + e-2nct+T)p2(0, t + T)@“(K). 
By Lemma 7 of [lo] we see that e-22(t+r)~2(0, t + T) ---f 2 as t + co. This 
together with Lemmas 2 and 3 above implies (2.11) and hence the fact that 
e+N(x, , t) + w@(h) in m.s. (2.12) 
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But it has been remarked that e-AtN(O, t) ---f w in m.s., where w has an 
absolutely continuous distribution, and hence has no probability mass at 
zero. The latter fact, plus (2.12), imply the theorem. 
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