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11 Introduction
The scientific method, or as Newton would have it “the rules of reasoning in (natural)
philosophy”, has been leading the natural philosophers on toward a fine line between
generalisation of the models on one hand and a more reductionist approach of
specialising models for a narrower and narrower set of phenomena on the other.
While the body of science at any time mostly focuses on specialising the models,
there is always the tendency to take a step back and try to explain a more universal
set of phenomena with a simpler model. Most of the attempts have not stood the
test of time—the intricate vortex model of gravitation of Descartes and Huygens as
an example turned out, like many other similar attempts, to produce few measurable
implications and couldn’t provide an explanation for many empirical observations—
but those that did stand provided a new set of tools for understanding nature.
Complex systems gained popularity among statistical physicists with the idea
that a great variety of phenomena, previously largely inaccessible to scientists, can be
modelled as a large number of simple entities with simple interactions between entities.
Many of the macroscopic behaviours of the system can be calculated and deduced as
emergent properties of the model without trying to model every microscopic detail
of each entity and every interaction. This was further developed as models that
were devised to describe one class of “complex” phenomenon were generalised to
other classes of phenomena and scientists could use the same understanding about
the higher level behaviour of the system by abstracting away micro-scale internal
machinery of each system. As an example, Ising model which started as a model
of describing ferromagnetism in statistical mechanics is later on used to study tax
evasion [1], financial markets [2] and social interactions [3].
Complex networks, one of the most popular approaches in the study of complex
systems, model the phenomena as networks of entities. Developing on tools borrowed
from graph theory, it provides insight on some of the emerging properties of the
systems based on the structure of the network. In its current form, it can be traced
back to studies of the structure of empirical networks and identifying certain common
shared features described by terms such as small-world [4] and scale-free [5]. This
type of non-trivial structure can be attributed to many of the emerging properties of
the family of real-world phenomena studied using networks.
One of the methods employed in studying the structure of networks is the method
of robustness, based on percolation theory from statistical physics, where behaviour
and properties of the network are studied after some of its parts (interactions or
entities) are removed. This, apart from insights on the roles of structural properties
and inhomogeneities of the network in its connectivity, gives us an insight into the
reasons behind the stability of many of these real-world systems.
In the same way that non-trivial structural properties of “static” networks con-
tribute to some of their behaviour, it was shown that for some phenomena there
are non-trivial temporal structures that affect the behaviour of the system and not
taking them into account might result in an incomplete modelling of the phenomena
[6, 7]. It has also been shown that temporal correlations and inhomogeneities of the
phenomena affect the speed of spreading processes on the network [8]. By retaining
2temporal information, timestamps and durations, of interactions, Temporal network
model tries to provide a more accurate model of the phenomena by embodying these
temporal inhomogeneities and structures.
Modelling of public transportation systems as static networks in the last decade
has lead to insights into their internal structure and emerging properties [9, 10, 11, 12,
13, 14] but temporal modelling of public transportation systems is still comparatively
rare. Throughout the rest of this Thesis, we provide methods and algorithms to
measure quantities that are important in operation of public transportation systems
from a temporal network representation. These quantities include accessibility and
travel time throughout the public transportation system. We then proceed to perform
robustness analysis on the temporal representation of multiple public transportation
networks and measure the effects of these quantities. By comparing the effectiveness
of different ways of removing parts of the network we can learn which method is
more successful at finding routes that are more important in overall connectivity of
the network.
1.1 Outline of this Thesis
Chapter 2 Complex Networks is dedicated to a general background on complex
networks. We introduce static and temporal networks, various statistics used to
describe them, and the concepts of percolation and robustness.
Chapter 3 Material and Methods concerns the data, pre-processing and our
implementation of robustness and different attack and error methods for temporal
networks and specifically public transportation networks. We also discuss the main
algorithm behind the travel time measurements and some of the practicalities of
using the software developed to perform the attacks and measure their impact. We
also construct a static version of network and measure the effectiveness of using
centrality measures of that static network as an attack method on the temporal
representation.
In Chapter 4 Results we present the results of the experiments, the impact of
different attack methods on the travel times and accessibility. We see that removal
methods calculated from the static aggregate representation of the network fail to
perform any better than randomly removing routes while methods calculated from
the temporal representation of the network perform considerably better at reducing
accessibility and increasing travel times.
Chapter 5 Discussion is dedicated to a higher level analysis of the results and their
implications, while also deliberating on the limitations of the study and some of the
possible methods of going beyond what is presented here for a deeper understanding
of public transportation networks.
32 Complex Networks
In order to study the connectivity and structure of public transportation networks, it
is imperative to model the system in a way that puts more weight on the connectivity
of the system. Network theory provides a good foundation for such a model while still
giving the scientist a range of modelling apparatus with varying levels of simplicity.
Network theory also provides a set of tools, in form of percolation theory and
robustness analysis, to study resilience of the phenomenon or “importance” of
elements in the structural integrity and connectivity of the system.
Networks have been used to model many different types of phenomena, especially
phenomena having to do with many heavily inter-connected entities, in different fields
of science [15]. A network, is a set of entities (nodes or vertices) with connections
(links or edges) that can exist between pairs of nodes [16].
Details of the representation of phenomenon depend on the nature of the system
that is being modelled, questions the researchers want to be answered and the degree
of accuracy they need to reproduce the real-world measurements with their models:
nodes or links might carry additional information, e.g. labels, types, layers or weights,
links might have directionality and the existence of nodes and links might be a
function of time. This chapter is dedicated to a more detailed exploration of two
different types of networks and their properties.
2.1 Static, Undirected Networks
Static networks, commonly referred to as graphs in mathematics literature, is defined
as a tuple (V,E), where V is a set of nodes (or vertices) and E a set of links (or edges)
and each link consists of an (ordered or unordered) pair of nodes [17]. Networks can
also be represented by an adjacency matrix A where Aij is 1 (or equal to link weight
in case of a weighted network) if there is a link between nodes i and j and otherwise
0 [18]. Also, two nodes that share a link are called adjacent nodes.
A static, undirected network is a static network where each link is an unordered
pair of two nodes or in terms of adjacency matrix either a two-sided relationship
exists between two nodes or not, i.e Aij = Aji, which results in a symmetric adjacency
matrix.
A static, undirected network is particularly useful when modelling the evolution
of connectivity as a function of time is not an objective of the study and when
connections between the entities do not have an intrinsic directionality. An example
of this is the network of co-authorship in academia; each scientist can be modelled as
a node and every two scientists that have published a paper together are connected
with a link [19]. If we are not interested in the evolution of the relations between
scientists over time, we can model this as a single static, undirected network since
co-authorship does not have a specific direction. Figure 1 shows an example of a
static, undirected network observed from a real-world social network.

52.1.1 Degree distribution and scale-free networks
The degree of a node is the number of nodes it is adjacent to. Degree distribution
p(k) is the fraction of nodes with degree k in the network, which is equal to the
probability of selecting a node uniformly at random and coming up with one that
has degree k [18]. Degree distribution is usually visualised by forming a histogram
of degrees of nodes or some form of density estimation.
In some random graphs, generated through the model suggested by Paul Erdős
and Alfréd Rényi [21], degree distribution is binomial. It approaches a Poisson
distribution when the number of nodes is increased with the average degree kept
constant. [22]. This means that the tail of the degree distribution (as we increase
the degree toward larger numbers) declines exponentially. On the other hand, many
networks modelling real-world phenomena, such as the world airline network [23],
the backbone of the Internet [24] and World Wide Web [25], are shown to have
heavy-tailed degree distributions, distributions whose tails are not exponentially
bounded. This property of having a significant fraction of nodes with very high
degrees has implications in connectivity, vulnerability and resilience of the network
against a random failure which will be discussed in more details in section 2.1.6.
Networks whose degree distributions (at least for larger values of degree) follow a
power-law, defined as p(k) ∼ k−γ, are called scale-free networks [5].
The three networks listed above are reported to be scale-free based on the degree
distributions obtained by observation of real-world phenomena in their respective
papers. Some have reported [26] results of analysis based on more rigorous statistical
methods that cast doubt on the universality of scale-free properties of many networks
based on real-world phenomena without providing a more accurate or simpler model.
These reports have been met with conceptual and technical criticism. As an example,
it has been pointed out that this method fails to classify artificial networks as “strongly
scale-free” for which there exists a formal exact proof of scale-free property [27].
2.1.2 Paths and distance
In order to study connectivity and reachability on networks, one needs to rigorously
define the concepts related to them. In network theory, defining path would be a
good starting point since all the concepts related to connectivity can be derived from
it.
A path between two nodes in a static, undirected network is a sequence of nodes
beginning with one of the nodes in question and ending with the other, where each
pair of consecutive nodes on the sequence are connected by a link. If there exists
at least one such path between two nodes, the two nodes are considered connected
and connectedness of two nodes in a static, undirected network is a symmetric
and transitive relationship [18]. Depending on the phenomena at hand, path length
can simply be the number of links in the path or in case of weighted networks, an
aggregation of a function of link weights (e.g. sum of link weights or sum of reciprocals
of link weights) for all the links in the path [15].
Shortest path, or geodesic path, is the path between two nodes such that no shorter
path exists [18]. Shortest path length between two nodes, or the distance, is the


8length of that path. In static, undirected networks, the shortest path lengths between
nodes are symmetric and can be calculated using Dijkstra’s algorithm [28]. In the
special case of unweighted networks, Dijkstra’s algorithm simplifies to breadth-first
search algorithm. This algorithm will be generalized to more complicated network
models needed for analysing public transportation networks in Section 3.2.2.
To characterise connectivity of a network, one can calculate the full distribution
of path lengths between all pairs of nodes. However, sometimes it is useful to resort
to simpler summary statistic, i.e. single numbers describing some aspects of the
connectivity. The diameter of the network is of such statistic defined as the longest
shortest path length in the network, which is undefined for networks that have pairs
of nodes not connected to each other. Average shortest path length of a network is
defined as the average of shortest path lengths between every pair of nodes in the
network.
A connected components is maximal sets of nodes in which every node is connected
to all the other[18]. Based on this definition and the definition of connectedness,
it is clear that connected components are disjoint. Largest connected component is
found based on the cardinality of each set, i.e. by finding the set with the maximum
number of nodes belonging to it. In the study of diameter and average shortest path
length, most of the time only the largest connected component of the network is
considered.
2.1.3 Small-world networks
Connectivity properties of regular lattices have been analytically studied in the context
of statistical physics [29]. However, both real-world and completely random networks
have much shorter path lengths compared to a regular lattice with comparable average
degree and node count. Watts and Storagtz showed that adding a very small number
of random links is enough to make the path lengths much shorter even if you start
from very structured network with large path lengths such as lattices [4].
Many networks, artificial or observed from real-world phenomena, have a very
short average shortest path length compared to regular lattices of the same size and
average degree despite most nodes not being directly connected to each other. If the
average shortest path length of a network scales as ∼ log(n) or slower, where n is
number of nodes in the network, the network is small-world [16]. Average shortest
path in random networks that follow a power-law degree distribution with exponent
2 < γ < 3 are shown scale as ∼ log log(n) [30].
It is important to distinguish between this statement and observation of growth
in a single real-world network. When observing growth in a single real-world network,
we should take into account that while the number of nodes soars, other structural
changes (i.e. densification, increase of average degree) affect the network so that
network diameter might even plummet as the network grows [31].
2.1.4 Centrality
Centrality is generally described as a set of different measures designed to determine
how well-connected or influential each node is in the network [16]. These measures
9are usually defined through connectivity properties of the nodes in question.
One measure, degree centrality, uses degree of each node [18]. This is rather
straightforward to calculate and understand, but it is also a very local measure that
only takes into account the immediate vicinity of each node. Closeness centrality, on
the other hand, uses reciprocal of the average of all shortest path lengths of one node
to all other nodes as a measure of centrality for that node. A node that is on average
closer to all other nodes is, therefore, more central according to this measure [18].
Another measure is to count how many shortest paths from all pairs of nodes pass
through a certain node. This measure is called betweenness centrality [32]. Figure 1
compares betweenness and closeness centralities in context of one simple real-world
network.
It is also possible to devise centrality measures not for nodes, but for links. This
family of measures are called edge centrality. For instance, one can easily extend
betweenness centrality to create a measure of edge betweenness centrality, which is
based on the number of shortest paths that pass through each edge [33].
2.1.5 Percolation theory
Percolation theory is a sub-field of statistical physics that describes formation and
behaviour of connected clusters in random systems [34]. Although percolation theory’s
origin is rooted in the study of lattices and random systems. However, the concept
and theory are also useful in the study of connectivity of empirical networks such as
the transportation networks studied here.
Percolation theory can be used to model a variety of real-world phenomena. An
example often used to illustrate this is the effects of vaccination on spreading of a
disease. Each person can transmit the disease through a mean of contact, e.g. sexually,
to other people. We can create a network where people are represented as nodes
and their contact as links. A person vaccinated cannot get ill and cannot transmit
the disease to other people, which can be represented by removing a node from
the network. Vaccination of a person, therefore; not only makes the vaccinated
person immune, but also reduces the risk of infection for other people in contact with
them. This makes it possible to prevent the spread of a disease by only vaccinating
a minority of people [18]. Another method of reducing the risk of an epidemic is to
cut links between nodes, by e.g. quarantining, in effect “compartmentalising” the
population so that a disease breaking out in one community cannot spread to the
whole population.
It is that study of percolation is in nature a study of connectivity of networks.
Effects of non-functioning or removed nodes or links can be measured in this manner
with tools established before such as component sizes and path lengths.
An example frequently used to mathematically describe the subject is a lattice
where we “occupy” each node (also known in this context as sites) with probability
p. If we consider neighbouring occupied nodes as connected to each other, it can be
shown that with a small p, the size of largest component is small —or zero for an
infinitely large lattice. With p much smaller than pc, the component sizes can be
shown to have an exponential distribution [29].
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As we increase p the size of all components grow. When p approaches a critical
value pc we see that small connected components merge and coalesce leading to
formation of an infinitely large percolating cluster (also called a spanning cluster)
that extends through the infinitely large lattice. Formation of a percolating cluster
in this fashion is sometimes called a percolation transition. At p = pc the component
sizes distribution is power law [29]. As p increases past the critical threshold, sizes
of small components decrease very fast as bigger components are more likely to get
attached to the largest component with occupation of more nodes.
The numerical value of pc depends only on the local structure of the lattice. As
with many other systems showing critical phenomena, certain universal constants
that govern the evolution of the system. These universal constants are completely
independent of the actual dynamics of the system and local structure of the lattice,
and only a function of number of dimensions of the lattice [35]. Figure 4 shows
an example of this phase change and Figure 5 shows the change in mean cluster
size, mean size of small clusters and probability of an occupied node belonging to
the largest component or the second largest component in a large 2-dimensional
lattice. This approach can be generalised to study robustness of networks, which is
introduced in Section 2.1.6.
A similar system can be devised by creating a full lattice and connecting neigh-
bouring nodes with links (or bonds) with probability p. This system also shows
a phase transition around a certain threshold for p, but it should be noted that
although the numeric value for this bond percolation threshold is also only dependent
on the local structure of the lattice, it is almost never the same as the site percolation
threshold discussed above.
2.1.6 Error and attack tolerance
Many natural phenomena show a very high degree of resilience against fragmentation
or malfunction when faced with problems that lead to the removal of entities or
connections between them. Biological systems maintain phenotypic stability when
faced with random perturbation from the environment or genetic variations [36]. At
another level, more complex forms of living organisms consisting of many smaller
biological subsystems are usually able to handle losing many of those subsystems
regularly. Many pieces of evolved infrastructure, such as the internet, show similar
resilience toward regularly losing subsystems without experiencing total failure.
Successful modelling of robustness in context of complex networks, their ability to
withstand fragmentation or other impediments in face of random failure (errors) or
targeted attacks, is a matter of great importance in many disciplines.
A common model for studying this behaviour is the percolation model, borrowed
from statistical physics, in which the properties of connected components are studied.
We previously discussed percolation theory on Section 2.1.5. Implementation of
ideas borrowed from percolation on complex networks focuses on measuring network
fragmentation or various other network statistics after successively removing nodes
or, depending on the problem at hand, links [35].
An application of this method for networks can be seen in the article titled “Error
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and attack tolerance of complex networks” [37] wherein the tolerance of randomly
generated Erdős-Rényi networks are compared to scale-free random networks gener-
ated through the model proposed by Albert-László Barabási and Réka Albert and two
real-world networks (WWW and the internet) reported to be scale-free by the authors.
Results show that the special stability of scale-free networks towards random failure
is not just an effect of increased redundancy, but a feature of degree inhomogeneity
of scale-free networks. They also indicated that while scale-free networks are much
more robust to random failure compared to random networks, they are also much
more vulnerable to targeted attacks where nodes with higher degrees are specifically
targeted.
2.2 Temporal networks
The above notions and theory of connectivity were developed in the context of static
networks that do not change in time. Clearly many systems, such as the public
transportation network that is the topic of this thesis, are not static in nature. Even
though one can draw a static map of public transportation, the buses, trains and
other vehicles in these networks follow timetables and already by experience most of
us know that ignoring this temporal aspect would be catastrophic when travelling in
a complicated public transportation system. Therefore, the notions of connectivity
developed for static networks and the theory that accompanies them need to be
generalized to networks that are embedded in time.
Often in the past, phenomena with effects or relations with a dynamic nature
were modelled using static networks by aggregating the interactions into an adjacency
matrix [6]. This method makes studying such systems simple and compatible with
the methods already established for static networks. However, in the process, we
lose information regarding the system dynamics.
One compromise is to split the duration of study in time windows and aggregate
all the interactions between each pair of nodes over the window duration, e.g. two
nodes are connected if there is at least one interaction in the time window between
the two. This way we still have to work with a few static networks, but to compute
certain features of the network with the time dimension in mind, one has to change
the way they perform certain computations and look at the model as a multilayer
network where the network for each time window is represented as a layer [6, 38].
Various tools exist to work with multilayer networks e.g. extensions of community
detection algorithms enables us to study the evolution of communities across time
with this time-window approach [38].
Another solution is to model the dynamic system as a temporal network [6].
Temporal networks are networks where links are active only at certain points in time
or specific time periods. A more formal definition of temporal networks would be as
a set of nodes V and a set of events C.
Two broad classes of temporal networks have been defined in the literature [6].
One class is where each event is only momentarily active. This means that each
event, each member of C, is a 3-tuple consisting of two nodes and one timestamp.
An example of this type of systems is a network of email communication, where
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delivery of an email is for all practical proposes happen instantly.
Another class of temporal networks have events that are active in intervals, in
which case each event is a 4-tuple consisting of two nodes and two timestamps. An
example of such system is a network of phone calls, where each call has a duration.
Many concepts of static networks do not have a clear temporal analogues, but
analogues exist for some of the statistics described for static networks in Section 2.1
which we will review promptly. There are also some new concepts that only apply to
temporal networks.
Some examples of phenomena that have been modelled as temporal networks
include phone calls [39], email [40] and other forms of person-to-person communication
[6], epidemics [41] and trade between commercial entities [42].
2.2.1 Distances, latencies, shortest paths and connectedness
Clearly, a simple geodesic distance, similar to the definition of shortest path length for
static networks, is not applicable for the case of temporal networks since connection
between two nodes is a function of time. Furthermore, the concept of path length
that in static context was used as a proxy to study how fast information or effects
propagate throughout the network is redundant as we know exact timings of the
events and time between events as a separate statistic and decouple it from the
number of links between two nodes. We will next define vocabulary that will be
useful during the course of this Thesis.
An effect, which is any process mediated through events on the temporal network,
originating at time t0 from a node i can reach node j at a time t only if there is a
sequence of events that can be causally chained together; meaning that any event
in the series should start after the end of the previous event and before the start of
the next in the sequence that start after t0 from i and end at some point before t
on j. This sequence of events is the analogue of paths in the context of temporal
networks. If we explore all such paths and minimize time t, then t− t0 describes the
forward latency from i to j at time t0. In literature, terms temporal distance [43] and
latency [6] are sometimes used to describe this value. There is also no reason for this
value to be symmetric for a pair of nodes in general, even if the events themselves
might be bidirectional. That is, the forward latency from node i to node j at time
t0 is not necessarily the same as it is from node j to node i at time t0. In keeping
with transportation nomenclature [44, 45] we will use “origin” to describe i and
“destination” (or “terminal”) for j in this Thesis.
An important distinction of the definition of temporal events in the context of
this Thesis is that in the cases we are interested in, events do not keep transmitting
information between origin and destination throughout all the duration between
their beginning and their end, but these are merely describing the delay between
transmission from the origin to destination. To illustrate, an example of an event
in this context is a bus trip between two consecutive stops: If a passenger is at the
origin stop at any time t < t0 where t0 is the time the bus departs from the stop,
they can be transported to the next stop and the transfer takes time ∆t = t − t0
until the arrival at the next stop. But if they arrive at any time t′ > t0, they won’t
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get a chance to board that bus as it has already departed. In this Thesis, boarding
time at the origin is considered infinitesimally short. We will, therefore, use (vehicle)
departure and arrival, borrowed terms from transportation literature, to more clearly
denote start and end of an event [44]. This is in contrast to a definition of temporal
network where an event is active from time t0 to time t and can keep propagating
information as in a phone call network [39]. Both these definitions, and many more
subtly different ones, are used in the literature depending on the phenomenon being
studied so one needs to be careful about applying methods and statistics devised
for one definition to another without paying attention to the compatibility of the
method or statistic.
As the network is not static, the forward latency between every pair is constantly
changing. A simple average latency, without some special considerations, e.g. not
taking into account time boundaries of our observation, might lead to a distorted
view of the network [43]. Since we can only numerically work with temporally finite
networks, latencies in the times close to the start or end of the observation period
might not reflect the phenomena as there might not be enough time to complete a
chain of events to some destinations. One way to mitigate this issue is to repeat the
events from the beginning of the observation period after the end of the observation
period [43]. This, however, might not be necessary if values of latencies are much
shorter than the observation period and we are not interested in the state of the
system toward the end of observation period.
The analogue to the concept of shortest path can also be defined as a path that
minimises a certain cost function or a set of cost functions. A set of paths that
describe the best-case trade-off between cost functions is called a Pareto frontier and
each path in the set is called a Pareto-optimal path [46]. It should be noted that as
the paths themselves vary as a function of time, so will any cost function calculated
based on them.
2.2.2 Reachability
One of the useful statistics and an indicator of connectivity of a temporal network is
that how many nodes can be reached at a certain point in time t0 in the observation
period [t0, T ] from a certain origin i. This set of possible destinations is called the
set of influence of i [6]. A simple average of the fraction of nodes that fall within
an origin’s set of influence over all possible origins determines what is called the
reachability ratio [6]. One can also find the subset of all possible origins that can reach
a certain destination in a time period and derive a similar measure but backwards
in time, finding possible causes of an effect at a node i in a certain point of time t0.
This set of nodes have been dubbed source set of i and the cardinality of that set,
source count of i [6], and usually algorithms that calculate one can be adopted to
find the other [6].
The notion of light cones has been used to denote the set of sources and influences
of a node throughout time, which resonates well with the cause and effect line of
reasoning used frequently in this sections [6]. Simply put, since no causal influence or
information can propagate faster in space than the speed of light, an event can only
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be causing or affected by another event if the other event happened close enough in
terms of space or far enough in terms of time that a theoretical photon travelling
at the speed of light could have reached one from the other. When plotting the
space-time with time in one axis and space on other axes, the location and time of
possible causes or effects of an event happening in a certain point can be described as
a double cone with apices on location and time of that event [47]. The speed of light
here is a theoretical maximum on the propagation of information in space, which is
similar to the idea of the forward and backward latencies on a temporal network.
2.2.3 Centrality
For some static network centrality measures, it is easy to devise analogues in the
context of temporal networks. Shortest path has a clear temporal analogue as defined
in section 2.2.1 and degree of a node can be replaced with number of activated links
incident to that node [6] or some other similar definition. With these measures, one
only needs to take into account that shortest paths and many other properties in
temporal networks are defined as a function of time.
A closeness centrality analogue, similar to its static definition in section 2.1.4,
can be constructed from average (or sum) of latencies of a certain node i to all other
nodes [43, 6]. It is worth noting that closeness centrality is also a function of time and
subject to the conditions described for measuring latencies in the previous section.
Another interesting and non-trivial case is the definition of a betweenness centrality
analogue. As with the static analogue, it is the fraction of shortest paths that pass
through a certain node in the network. The complication arises from the fact that
the shortest path between two nodes changes throughout the observation period. A
straightforward way of translating betweenness centrality to temporal networks is to
add a dependence on time and track what fraction of shortest paths starting at time
t from every node pass through focal node i as a measure of centrality of node i at
time t [6]. It is semantically important to note that although those paths start at
the same time, they don’t necessarily pass through i at a single point in time.
One can easily see a way to translate these time-dependent measures to one that
does not point to a specific point in time by averaging it over a period of time or
sampling shortest paths within a time window, as long as they take into account
the problems related to the boundaries of observation period as described in Section
2.2.1.
2.2.4 Error and attack tolerance
As with static networks, temporal networks can be subject to many forms of attacks
and failures and their conditions observed. A simple evolution from the static
approach would lead us to use measures of connectedness of the network, but there
are opportunities to use novel measures of performance that are not available for
static networks. As with the static networks, one can also mix in data not directly
embedded in the network, e.g. spatial information, to come up with domain-specific
measures of performance and attack strategies [48]. Specifically, we can take into
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account the new temporal dimension of the spread of an effect, latencies, as a basis
for measures of performance.
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3 Material and Methods
In this chapter, we build on the knowledge of complex networks, and especially
temporal networks, to provide a model of public transportation networks, perform
attacks and random removal (errors) of routes based on different measures and
measure the effectiveness of the attacks or errors based on the increase in the travel
times. The effectiveness of methods of attack of routes in increasing the travel,
compared to the effectiveness of random removal, time can show whether an attack
method (or the statistic used to devise that attack method) is significantly better
than random at distinguishing more important routes or not.
3.1 Modelling of public transportation networks as tempo-
ral networks
To model a public transportation network, we consider each public transport stop as
a node and each connection, e.g. a bus moving from stop A (or connection origin) to
the successive stop B (or connection destination), as an edge or event with connection
duration, the time it takes for the transportation medium to move from origin to
destination, as an edge or event property. More specifically, each event is a one-way
connection from an origin stop to a destination stop starting at departure time from
the origin and ending at arrival time to the destination.
To take into account the ability to walk between stops and therefore make
short-cuts and transfers, there are events which start at each stop every time a
transportation medium arrives at any certain stop, originating at that stop to all
nearby stops with a duration according to spatial distances. As we will see later,
there is no need to take into account all possible events of this type beforehand to
compute travel times and reachability as we can dynamically generate them when
calculating travel times.
3.1.1 Sampling origins
The Connection Scan Algorithm, similar to Dijkstra’s algorithm for shortest paths on
static graphs, can measure distance (or travel time in case of public transportation
networks) from a single node to all other nodes in the network. When computing the
travel time distribution in more extensive public transportation networks, computing
travel times from all stops to all others might not be feasible, or even desired,
considering computation time. The simplest way to get around this issue is to sample
the origin nodes. To make it easier to compare changes in travel times (e.g. as in a
robustness analysis described in section 3.3) we re-used the same sample of origins
in all scenarios.
19
3.2 The implementation
3.2.1 Data source
Original data we used was in form of static General Transit Feed Specification
(GTFS) format [49] and pre-processed SQLite database [50] through DeCoNet Public
Transport Network Data Repository [51, 52]. We elected to use timetables from a
normal weekday (a Monday) for all the cities in this report. Some cities were omitted
from the experiment due to not being fully compatible with the requirements set
above or having a very low number of routes, leaving a total of 20 cities listed in
table 1.
The list of input files, generated from GTFS files provided by the public trans-
portation companies and agencies are as follows:
• A list of stops, consisting of a stop ID, a latitude and a longitude.
• A list of connections, generated from the timetable. Each entry indicates
connection origin stop, connection destination stop, departure time, arrival
time and a route ID.
• A pre-generated list of pseudo-connections, or stops that are closer than the
1-kilometre walking distance limit to each other. Each entity consists of an
origin stop, a destination stop and a distance in metres.
Furthermore, in order to perform certain attack strategies, e.g. removing routes
based on their capacity or frequency, we created a list where each entity consists
of a route ID and the value of statistic we intend to use to attack the network,
e.g. nominal capacity of that route.
In order to extract routes are part of metro service in each city, we looked at
the route type information in GTFS files. Since some cities used original standard
type numbering scheme and some used Extended GTFS Route Types [53], we came
up with a list of all valid metro-related codes: 1 (original GTFS code for metro),
100 (Railway Service), 401 (Metro Service), 402 (Underground Service), 500 (Metro
Service) and 600 (Underground Service).
3.2.2 Connection Scan Algorithm (CSA)
We use the Connection Scan Algorithm (CSA) [54] throughout this Thesis to find the
shortest paths and latencies from one node to any other on the network. Connection
scan algorithm scans through the list of events on the temporal network, called
connections in the context of transportation networks. It takes into account the
possibility to move to other nodes on foot at any point in time, by generating sets
of events called pseudo-connections whenever their existence might be helpful in
decreasing travel time, and thus calculates shortest paths to all other nodes from
an origin node departing at a certain point in time. Each node of the network can
also be called a “stop” or a “station” to keep with the nomenclature borrowed from
transportation literature [44, 45].
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The connection scan algorithm works by first putting all the connections in a
minimum priority queue, with the priority assigned according to the departure time
of each connection and setting the initial value of reaching time for each stop to
infinity. The reaching time of origin node was set to the desired start time. Then at
each step, the lowest priority element from the queue is popped and it is checked
if taking that connection is causally possible, i.e. if the reaching time of the origin
of that connection is earlier than the departure time of that connection. If taking
the connection is possible, it is then checked if taking this connection improves the
reaching time of the connection’s destination by comparing the arrival time of the
connection to the current reaching time of the destination. If this is true, the reaching
time corresponding to that connection’s destination is updated and all the possible
pseudo-connections originating from that destination are inserted into the priority
queue, with their departure time set to the new reaching time of the updated stop
and their arrival time calculated using the time it takes to walk between the two
stops. This event of finding a better reaching time to a stop is known as a relaxation
event.
The final reaching times are the forward latencies from the origin stop to all
other nodes. With a minor modification, we can also assemble the shortest paths
to any destination: when we update the reaching time for a stop, we also record
the event that leads to that update for the corresponding stops. With this, we can
construct an event chain, a path, for each final destination all the way up to the
origin recursively by looking at the last event that leads to a stop and chaining that
with the shortest path of the origin of that last event. We can, therefore, calculate
any cost function based on connections and time on each temporal shortest path.
The implementation of Connection Scan Algorithm produced for this Thesis
follows the original paper quite closely [54]. For the proposes of this Thesis, we limit
maximum total travel time to 5 hours and destinations that are not reached within this
time are deemed unreachable. This reduces running time of the program considerably.
We also limited the pseudo-connections to a distance of one kilometre and the walking
speed to 1.4 meters per second, similar to the reported preferred walking speed
consistent across different groups of people [55]. Algorithm 1 demonstrates the
implementation of CSA for this Thesis in more details.
To perform robustness analysis, we first select a set of routes to remove according
to a attack scenario (the line of reasoning behind this is explored in more details
in Section 3.3). Then we scan through the list of connections while skipping those
connections that are part of the removed routes and add the rest to a minimum
priority queue where departure time determines the priority. For each origin from
the sample, the implementation takes a copy of this priority queue and runs CSA as
described in Algorithm 1. As the output, the implementation yields an associative
array of stops and the last connection which gives the best arrival time to that stop
as a function of a certain origin and departure time. This associative array can be
used to form the shortest path between origin and a final destination.
In order to compute the delays, the same procedure is repeated without removing
any routes and travel times between each specific origin and destination are compared.
This set of “normal” travel times can also be used to see how the network behaves
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Algorithm 1: Pseudo-code of our implementation of CSA; note that there is no
need to keep track of arrival times separately as reachability members already
has an arrival time attached to them but here we elected to use a separate
variable to improve readability.
Data: a minimum priority list q of connections with departure time as priority
Data: an origin stop root and a starting time t0
Data: an associative array pseudoconnections from each stop to a list of
(stop, walking_time)
Data: a set stops containing all the stops
Result: associative array reachability from stop to last connection
arrival_time← {};
reachability ← {};
for stop ∈ stops do
arrival_time[stop]←∞
arrival_time[root]← t0;
for (other_stop, walk_time) ∈ pseudoconnections[root] do
pseudoconn← (root, other_stop, t0, t0 + walk_time, . . .);
insert pseudoconn into q;
while q is not empty do
pop the connection conn = (origin, destination, departure, arrival, . . .)
with lowest priority from q;
if departure > maximum time limit then
return reachability;
else if departure ≤ arrival_time[origin] and
arrival < arrival_time[destination] then
reachability[destination]← conn; /* a “relaxation event” */
arrival_time[destination]← arrival;
for (other_stop, walk_time) ∈ pseudoconnections[destination] do
pseudoconn←
(destination, other_stop, arrival, arrival + walk_time, . . .);
insert pseudoconn into q;
return reachability;
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unaltered, e.g. to find which routes are more likely to be used in a time-optimised
travel between two randomly selected stops.
3.3 Analysis of the robustness of the network
Study of robustness of networks gives insight into the connectivity of the network.
Comparing the delay distributions and access histograms of different strategies
to uniform random removal (error) offers insight about the importance of certain
statistics to topological structure of the network as well as about vulnerabilities
of the network. If a method of attack devised using a certain statistic, e.g. based
on a centrality measure, incur higher delays earlier than random removal, we can
deduce that the statistic behind the attack method might have more significance in
the structure of network compared to a statistic that performs similarly to uniform
random removal.
Because in most forms of public transportation networks the mode of transporta-
tion operates in routes, a set of connections that correspond to bus lines, metro lines,
tram lines etc., simply removing a stop or connection between two stops is highly
unrealistic and exploring the results of such an attack does not offer much in terms of
intuition vis-à-vis inherent network structure. To this end, we decided to focus attack
scenarios on removing whole routes. We devised a series of experiments where we
remove routes with different strategies to study how delays of all origin-destination
pairs are distributed and plotting access histograms which show what fraction of
origins have access to what fraction of the network within a time limit.
Since some failures and attack strategies deal with randomly removing routes,
there is always a chance that results of a single attack trial is not reliable enough to
base conclusions upon. Therefore, for random removal strategies instead of delay
distributions we use average delay distributions where we use the average of different
delay distribution functions obtained through applications of the attack.
The popularity of routes in “normal” shortest paths, shortest paths on the
unaltered network, given a large enough sample of origins and departure times, can
be used as a measure of “route betweenness centrality” given the similarity between
that definition of edge betweenness centrality in static or temporal networks as
defined in section 2.2.3.
3.3.1 Different attack strategies
The first and one of the most simple attack (or failure) strategies consists of removing
a number of routes selected uniformly at random. We call this method random
removal, random failure or simply error. The resulting delay distribution (av-
eraged across many applications with the same number of routes removed) shows
how the network connectivity depends on random routes and it can also be used
as a baseline to which other, more targeted attack strategies can be compared to.
Resulting accessibility histogram can offer insight on the state of the network after
the attack, e.g. what fraction of sample origins get totally or partially disconnected
from the network after the attack.
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Another attack strategy consists of removing a mode of transportation
completely and comparing that to the normal network. This is especially useful for
determining the importance of auxiliary modes of transportation and their effect on
accessibility in cities that have more than one dominant mode of transportation.
It is also plausible to remove routes based on their nominal capacities. As
public transportation networks are expensive to maintain, routes with high capacity
might be of great importance to the structural integrity of the system.
A common theme in studies of robustness in static complex networks is to come
up with attack strategies based on different properties of nodes or links, e.g. degree,
local clustering coefficient or betweenness centrality. This gets more complicated
in our case because we are focusing on the failure of routes (as opposed to stops
or connections, our equivalent of nodes and links) and also because many of the
well-defined properties of static networks currently do not translate into a direct
analogue for temporal networks. It is possible, however, to derive statistics for
entities based on an aggregated, static network and use those for determining attack
strategies. To demonstrate this, we constructed a static route-route network where
routes are nodes of the network and two routes share a link if they share at least
one stop. We then calculated various centrality measures for the route and used
that information to determine the order of removing routes in the temporal network.
We used (static) betweenness centrality, flow betweenness centrality, Katz
centrality and eigenvector betweenness centrality of the route-route network
as attack measures.
3.3.2 Quantifying effects of attack and error on travel time
An easy way to quantify the effect of a method of attack or error is to use the
average delay as a function of removed fraction of routes. Since the average delay as
a function of removed routes have the same value for all attack methods when the
fraction of removed routes is 0 or 1, the total area under the curve of the function
would be higher for an attack method that deals with an effective blow to the network
faster. Furthermore, we can normalise the average delays by dividing them to the
average travel time of the city, as an analogue for size of the city in a temporal
frame of mind, so that we can compare values between different cities. Hereafter we
will call the normalised version of this quantity “effectiveness of the attack or error”.
Effectiveness of attack is a dimensionless quantity.
3.3.3 Parallelising robustness analysis in a distributed computing envi-
ronment
As many of our methods rely on running the same travel time calculations multiple
times just with different sets of randomly selected routes removed, it is inherently an
easy problem to parallelise. The calculations were performed using computer resources
within the Aalto University School of Science “Science-IT” project. Each of the
instances of the analysis was run as a separate process, commonly on different servers,
the results streamed and saved as different files on the disk and later aggregated
through another program that produced the plots. Each attack scenario takes between
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one to five minutes for a sample size for 200 origins depending on the number of
connections for that city, number of relaxation events (see 3.2.2) and average number
of pseudo-connections.
3.4 Distribution of accessibility in the network
Accessibility in public transportation networks, a measure of “ease” of reaching
potential destinations from an origin, has been considered essential to ensure equality
[56] and lower levels of it considered a transport disadvantage and a barrier to equal
opportunities for everyone [57] where low accessibility cutting access to education,
employment and healthcare with disproportionately higher impact on low-income
families due to their lack of access to other, private means of transportation.
In a broader sense, lack of physical access is only one aspect of social exclusion,
which is a process that through a set of constraints, limits the ability of certain
groups or individuals to participate in normal activities of the society. In many
cases, this definition is immediately linked to economically challenged groups, but it
can affect other groups as well [58]. A hypothetical situation where different levels
of access are available to different neighbourhoods in cities where minorities live
in localised neighbourhoods, or in urban versus suburban areas, is not out of the
question. Although we did not pursue any specific studies in this direction.
We simplified the measure of cost, ease of access, as the time spent travelling from
an origin to each destination. Specifically, we aim to see how many destinations can
be reached from each member of a random subset of origins in a set amounts of time.
This way, given enough sample origins, we can plot the distribution of accessible
destinations for a random origin.
3.5 Using the implementation
The analysis pipeline is designed to be easy to take apart and use in different contexts.
Different steps of the pipeline exchange information through tab-separated-values
text files. All binaries and scripts log to standard error and write out the results to
standard output or directory structure defined as command line options. Internally,
data is represented in C++11 Standard Template Library containers and a few
simple structures to represent domain-specific data, e.g. origin-destination pairs or
connections. A few simple Python scripts are used to produce vector graphics using
the Matplotlib plotting library [59].
Possible uses of the implementation are not limited to public transportation
domain. The connection scan algorithm implementation (in connection_scan.cpp
and on a higher level in robustness.cpp) can be used for finding shortest paths or
propagation in any temporal network, given that one can prepare the input data
in the correct form. In any other context, there is typically no need to use some
apparatus similar to pseudo-connections. The raw output of the connection scan
implementation, namely a list of origin, destination, departure and arrival time
tuples then can be visualised using the code available in travel_time_hist.cpp to
produce a histogram of travel times.
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The output of the Connection Scan implementation can also be compared to an-
other raw output (i.e. an attack scenario) using code available in mean_delay_stops.cpp
to produce average delay time for each stop. That, in turn, can be used to produce
figures similar to Figure 16. There is also a helper script (plot_delay_heatmap.py)
to fetch the map tiles and produce the final visualisation.
Another possibility is to compare a “normal” travel times file to one or many
trials of the same scenario to produce an average distribution of delays as in Figure
8. This can be achieved using code from mean_delay_pdf_hist.cpp.
A simple departure time distribution of the connections can be produced using
the code in connections_hist.cpp.
Histogram implementation (in histogram.h) provides a general purpose set of
tools for linear or logarithmic binning of any data type with defined comparison
operators to double-precision floating-point. This is used in many of the other
histogram-producing code in our implementation. The output, a list of the left edge,
right edge and frequency for each bin, can be used as input to plot_hist.py or any
other visualisation library.
The source codes for this report can be accessed in form of a Git repository branch
through the URL https://version.aalto.fi/gitlab/badiea1/connection_scan/
commits/thesis. For more detailed instructions on building the code and providing
arguments to the binaries and the pipeline, check out the makefile at the root of the
branch. The original code can be used under terms permitted by the MIT license.
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4 Results
In this chapter, temporal network representations of public transportation networks
of 20 cities are constructed and the attack strategies described in Section 3.3.1 are
applied to each representation. The resulting delay distributions and accessibility
histograms are then illustrated and effectiveness of each attack method on each city
is calculated. A higher level interpretation of the results is presented in Chapter 5
Referencessec:discussion.
4.1 Basic properties
Table 1 shows some general statistics on transportation networks of cities used in
the experiments. Distributions of departure times of connections for two of the cities
are shown in Figure 6. The distributions generally show an approximately constant
number of departures. Some cities show a slight upwards or downwards trend in
the number of connections and some show spikes of increased departures at regular
intervals. Figure A1 shows distribution of departure times for all the cities.
4.2 Travel time
We applied the algorithm described in Section 3.2.2 to the “normal” (unaltered)
public transportation networks of 20 cities. These cities currently host a variety
of public transportation modes: buses, trams, ferries, metro and different types of
trains. We limited our studies to morning rush hour, departures between 8:00 and
9:00, and to a maximum duration of five hours.
Figure 7 shows the probability density estimate for travel times of Helsinki and
Adelaide estimated from travels from a sample of 200 origins to all destinations
reachable in less than five hours. It has been reported that travel times in public trans-
portation networks follow a log-normal distribution [60, 61] though we were unable to
verify this through common normality testing methods such as Kolmogorov–Smirnov
test, Kolmogorov–Smirnov test and Anderson–Darling test. These tests unanimously
rejected the hypothesis that the samples were drawn from a log-normal distribution,
but this might be due to the increased sensitivity of the tests as a result of the
sheer number of samples which commonly numbered millions. Figure A2 shows the
probability density estimate for travel times for all the cities in the experiment.
4.2.1 Route betweenness centrality
When computing normal (unaltered) travel times from every origin in our 200-origin
sample to all destinations, we measure how many times each route was used to
reach a destination in a shortest temporal path. As described in section 3.3, we use
the probability of each route being used when travelling from a random origin to a
random destination as a measure of “route betweenness centrality” and use it as a
measure to devise attacks.
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Table 1: General information on all the cities in the experiment. “Routes” denotes
number of routes used at least once in any shortest path in the time period of
the experiment. This filters out routes with no measurable effect in the period of
observation. “Travel Time” is average travel time between sample of 200 origins and
all destination measured in normal configuration without any attack or error.
City Stops Connections Routes Travel Time (m:s)
Adelaide 7 679 404 301 271 90:31
Athens 7 009 725 062 229 83:05
Belfast 1 918 122 693 82 78:40
Bordeaux 5 319 275 218 64 72:51
Brisbane 9 848 392 805 320 116:09
Canberra 2 821 124 683 99 93:48
Detroit 5 683 214 681 39 69:04
Dublin 4 620 610 966 129 75:26
Helsinki 7 099 686 457 395 81:42
Kuopio 552 32 122 30 55:55
Lisbon 7 098 526 151 129 92:37
Melbourne 19 649 1 139 771 395 119:11
Nantes 3 442 196 421 30 69:40
Palermo 2 176 226 215 550 57:58
Prague 5 491 704 843 416 98:03
Rennes 1 415 109 075 66 67:07
Sydney 24 410 1 759 775 593 124:18
Toulouse 4 999 224 516 94 89:56
Venice 1 876 118 563 320 121:24
Winnipeg 5 085 333 883 84 57:35
4.2.2 Static route–route network
In order to study route betweenness centrality in the temporal transportation network
and its relationship to the static network equivalents, we constructed a route–route
network by using each route as a node and having two nodes connected if they
shared a stop. Through this route-route network, we calculated a variety of different
measures of centrality for each route.
We found that none of the measures of centrality we tried, shortest-path between-
ness centrality, Katz [62, 18] and eigenvector centrality [63, 18] and Current-Flow
betweenness centrality [64], could be reliably correlated (in terms of rank-orders of
the routes) with route betweenness centrality or nominal capacity of routes. The
results of this correlation analysis is explored in Section 4.4.
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Attacks based on route–route network centrality measures Finally we
perform attacks based on four centrality statistics from an aggregated, static route-
route network (see section 4.2.2). Figure 15 shows the average delay of two cities
with the four attack methods based on centrality in route–route network, compared
to random removal, temporal route betweenness centrality and nominal capacity.
This results already suggest that these methods does not seem to perform any better
than random removal of routes.
4.3.2 Effectiveness of attacks and error
Table 3 show the calculated effectiveness for all attacks and error methods as defined
in section 3.3.2, except the method based on removing a single transportation medium,
as that method does not produce an average delay as a function of removed routes
as the number of removed routes is not variable.
Mean effectiveness values show that attack methods based on centrality in static
route–route network do not increase delays any more efficient than random removal,
but nominal capacity and route betweenness centrality perform much better in this
respect.
Table 3: Effectiveness of each attack and error method on all cities based on the
definition in section 3.3.2 shows how fast an attack method increases travel times
when removing routes. The attack method based on removing a transportation
medium is not included as the value of effectiveness cannot be calculated.
City Random Route use Capacity Katz Betweenness Flow Eigenvector
Adelaide 0.119 0.641 0.512 0.146 0.212 0.190 0.146
Athens 0.244 0.486 0.683 0.088 0.209 0.134 0.090
Belfast 0.180 0.402 0.252 0.116 0.178 0.208 0.116
Bordeaux 0.177 0.583 0.570 0.089 0.197 0.143 0.090
Brisbane 0.120 0.284 0.414 0.205 0.199 0.116 0.206
Canberra 0.169 0.549 0.422 0.393 0.483 0.443 0.395
Detroit 0.201 0.410 0.366 0.181 0.186 0.246 0.189
Dublin 0.161 0.631 0.566 0.081 0.185 0.193 0.149
Helsinki 0.240 0.901 0.807 0.290 0.339 0.281 0.120
Kuopio 0.190 0.336 0.451 0.218 0.196 0.193 0.348
Lisbon 0.167 0.653 0.602 0.202 0.026 0.028 0.009
Melbourne 0.149 0.398 0.580 0.206 0.206 0.132 0.127
Nantes 0.198 0.554 0.626 0.217 0.142 0.084 0.075
Palermo 0.135 0.603 0.392 0.154 0.379 0.352 0.293
Prague 0.108 0.408 0.687 0.128 0.006 0.024 0.217
Rennes 0.125 0.525 0.477 0.123 0.223 0.116 0.188
Sydney 0.157 0.495 0.510 0.183 0.128 0.120 0.078
Toulouse 0.220 0.404 0.589 0.222 0.254 0.193 0.130
Venice 0.108 0.631 0.445 0.100 0.234 0.169 0.223
Winnipeg 0.238 1.008 0.727 0.107 0.603 0.461 0.407
Mean± SE 0.17 ± 0.01 0.54 ± 0.04 0.53 ± 0.03 0.17 ± 0.02 0.22 ± 0.03 0.19 ± 0.03 0.18 ± 0.02
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4.4 Correlation of ranks in attack methods
In order to understand the magnitude of similarity of how our attack methods
are ranking the routes, we analysed correlations between ranks of each route with
different attack methods. Average Spearman rank-order correlation coefficient matrix
of measures used for attack methods can be seen in Table 4. Katz centrality of static
route-route networks does not seem to correlate well with any other method, which
might be a result of said network having a very high density. Correlations between
methods based on static methods, except Katz centrality, seem to correlate better
with themselves than to route betweenness centrality (route use) and to nominal
capacity. These two also seem to have a moderate correlation. The values for
correlations among members of these two groups (nominal capacity and route use
on one on one hand and centrality measures of static network minus Katz on the
other; all in the 0.45 to 0.64 range) indicate that they are not redundant, not merely
ordering routes the same way as another, but not completely irrelevant to each other
at the same time. A previous survey of correlation of centrality measures on static
network indicated similar results between multiple measures. The lower correlation
coefficients between groups (with values between 0.13 and 0.34) indicate that there
is fewer similarities between groups than within groups.
Table 4: Averages and standard deviations of Spearman rank-order correlation
coefficient matrix of measures used for attack methods.
Capacity Betweenness Flow Katz Eigenvector
Route Use 0.64± 0.15 0.34± 0.15 0.27± 0.13 −0.02± 0.09 0.22± 0.13
Capacity 0.25± 0.14 0.13± 0.17 −0.02± 0.06 0.15± 0.17
Betweenness 0.61± 0.14 0.01± 0.12 0.47± 0.16
Flow 0.01± 0.13 0.45± 0.20
Katz −0.06± 0.11
4.5 Accessibility under attack and error
We can study the evolution of accessibility in more detail by plotting the distribution
of number of accessible destinations starting from each source (as defined in 3.4)
after performing an attack on the network. This way we do not simply see a single
estimate for accessibility for each network; but the distributions of accessibilities
show us how the accessibility varies within the city.
Figure 17 shows access for three different time-out values (5 hours, 2.5 hours
and 1.25 hours) for two of the cities. Figure 18 shows changes to the distribution of
access as a result of random failures and attacks for Helsinki. As more routes are
removed we can see that more and more origins have a minimum level of accessibility
while another group of nodes retain accessibility to most of the network. This effect
is more pronounced with larger time-out values and with more routes removed. We
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5 Discussion
In order to study the problem of connectivity in public transportation network, we
modelled the public transportation system of each city as a temporal network where
each stop is a node and each connection (with a vehicle or on-foot) between two
stops is a link. Used methods of robustness, an extension of percolation theory on
complex networks, to remove sets of links (in form of public transport routes) with
different orders and study properties of the network as the number of removed routes
increase.
As expected, some measures of ordering the routes were better at distinguishing
more important routes, in terms of their effect on connectivity of the network. We
found out that measures based on the temporal network performed much better
than similar measures calculated on a static aggregated network designed for the
study of connectivity of routes. In short, using various different centrality measures
of an aggregate static network, the static route–route network, for devising attack
methods did not produce attacks with effectiveness comparable to the temporal route
betweenness method or the capacity based method or for that matter, significantly
better than uniform random removal.
An interesting result of the various types of attack performed on the network
is that for the case of two of our attack methods, nominal capacity and the route
betweenness centrality calculated from temporal networks, even though different
statistics used for determining attack order do not necessarily strongly correlate
with each other (i.e. a correlation between ranks of a route in two attack methods is
present but not very strong with a value of 0.64± 0.15) and even though order of
these attacks are determined by very different methods, they more or less had the
same effectiveness in increasing the travel times.
We also illustrated behaviour in the temporal network of public transportation
similar to break-down of spanning cluster in percolation theory. As number of
removed routes increased, more and more nodes seem to lose access to most of the
other nodes of the network, only having access to a very small fraction of the nodes,
while another group of nodes seem to retain access to most of the network. This
shows the importance of developing and extending percolation theory to temporal
networks. As connectivity in temporal network lacks certain properties of that in
static, undirected networks, namely symmetricity, percolation in temporal networks
would be more akin to that of directed network where connectivity of two nodes is
not necessarily symmetric.
5.1 Temporal networks versus static networks
It has been shown that the speed of infection in a simple spreading process (SI model;
where a susceptible node can become infected with a certain probability if it is in
contact with another infected node) on temporal networks is affected by the temporal
properties of the network [6, 7] e.g. the inhomogeneity in the frequency of the events
between nodes as well as other types of temporal and structural correlations [8].
Given that our method of calculating shortest temporal paths is indistinguishable
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from SI model with origin node at original departure time being the only initially
infected node and probability of infection set to 1, and that aggregation of the
temporal network into a static network results in losing many of these correlations,
it is plausible that doing so will result in different estimates for path lengths.
In previous studies of effects of temporal and structural correlations on spreading
processes certain methods, e.g. reshuffling of timestamps or destinations of events,
have been used to nullify such correlations and structures one by one and the effects
studied [8]. It should be noted that we did not perform similar studies on this
temporal network. In fact, some of the correlations identified for to be major be
responsible for a part of this different spreading behaviour, such as burstiness of events
[8, 66, 67], are not even likely to be present in the context of public transportation
network due to mostly regular interval of departures and arrivals of vehicles at the
stops.
But this possibility, that the network might behave differently with regard to
spreading speed due to its temporal correlations and structures, combined with the
observations that attack methods based on centrality measures from an aggregated
network did not perform significantly better than random on impeding spreading
process (as measured by travel times) point out to possible costs and dangers of using
a static representation of a naturally temporal phenomenon as opposed to modelling
it as a temporal network.
5.2 Alternative method of analysing robustness
In this study, we performed the measurement of the impact of an error or attack by
selecting a sample of origins and calculating the average travel times (or average
increase in the travel times) to all destinations. This method is very easy to grasp
and straightforward but grows linearly more time-consuming as a function of number
of samples.
Another method to achieve similar measurements, which we did not explore in
this Thesis, is to form a weighted static event graph [68]. An event graph is a
static, weighted, directed acyclic graph where each event is a node and two nodes are
connected if they (a) share a node in the temporal network and (b) the event that
leads to the common temporal node ends before the one that starts from it. The
second condition is only required (and in fact only definable) for networks similar to
transportation networks where events have an innate directionality. If both conditions
apply, two events are connected in the event graph wherein direction of the link is
from the event with earlier time-stamp to the event with the more recent time-stamp,
and the weight of the link is determined by the time window between the end of
the first events to the beginning of the second event. In a robustness scenario, after
removing events that have to be removed as part of the attack or random failure,
an upper bound on the number of possible reachable destination through events in
each weakly connected components can be calculated based on the events in that
component. This can be combined with a maximum waiting time threshold (δt;
maximum allowed time for waiting for each transfer) as described in the original
paper to further prune the event graph [68].
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5.3 Real-world error tolerance and risk assessment
To have a better prospect of assessing damage and risk caused by failures in public
transportation networks across different cities, it is important to derive failure
probabilities and reduction of accessibility for all the different modes of failure in
real-world which might not be studied in this report, e.g. effects and probability
of vehicle failures. Given that a failure probability function can be calculated for
components of transportation network of a city, one can redefine a more accurate
“effectiveness of attack” quantity based on expected value of delays rather than the
area under the delay curve as defined in this report in section 3.3.2.
It is important to take into account that this study focuses toward understanding
the underlying structure of the network, as opposed to providing a tool to assess
risks in case of an actual failure. There are many scenarios where a failure in a
public transportation network might lead to results that cannot be assessed with the
method provided here. As an example, our method does not take into account the
maximum capacity of the transportation media; a total failure of the metro system in
Helsinki might lead to an increase in the number of bus passengers that the system
cannot easily handle. This can easily cause a cascade of failures scenario as the other
media of transportation or alternative routes might fail to handle the excess load.
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