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Resumo
O principal objectivo deste trabalho consiste em dar uma descric¸a˜o das
linguagens reconhecidas pelos grupos super-resolu´veis finitos. Essa descric¸a˜o
sera´ feita de dois modos distintos: atrave´s de produtos modulares concate-
nados, mostrando que uma tal linguagem pertence a` a´lgebra de Boole ge-
rada por produtos modulares concatenados de linguagens comutativas ele-
mentares e, atrave´s de transdutores, provando que essas linguagens sa˜o com-
binac¸o˜es Booleanas de linguagens da forma rτ−1, em que p e´ um nu´mero
primo, r ∈ Zp e τ : A
∗ → Zp e´ uma func¸a˜o realizada por algum transdutor
na forma triangular estrita.
Com vista a esse estudo, faremos uma ana´lise detalhada da pseudova-
riedade dos grupos super-resolu´veis e tambe´m de outras pseudovariedades
de grupos, em particular, das pseudovariedades dos p-grupos e dos gru-
pos abelianos cujo expoente divide um dado natural n. Caracterizaremos
tambe´m o produto de pseudovariedades e daremos especial atenc¸a˜o a` pseu-
dovariedade Gp ∗Ab
p−1.
Estudaremos as variedades de linguagens associadas a`s pseudovariedades
de grupos consideradas e iremos demonstrar o Princ´ıpio do Produto em
Coroa de Straubing, o qual nos fornece uma descric¸a˜o das linguagens reco-
nhecidas pelo produto em coroa de dois mono´ides. Ale´m disso, apresentare-
mos uma versa˜o deste princ´ıpio para variedades de linguagens. Sera´ ainda
considerado o produto de linguagens com contador e descrita a operac¸a˜o
entre mono´ides que lhe esta´ associada .
Palavras-chave: Linguagem, Pseudovariedade, Variedade de Lingua-
gens, Grupos Super-Resolu´veis.
i
Abstract
The main subject of this work is to give a description of the languages
recognized by finite super-soluble groups. That description will be done in
two distinct ways. The first one uses the modular concatenation product,
more precisely, we will prove that such a language is in the Boolean algebra
generated by the concatenated modular products of elementary commutative
languages. In the second one we prove that the languages recognized by
super-soluble groups are Boolean combinations of languages that take the
form of rτ−1, where p is a prime number, r ∈ Zp and τ : A
∗ → Zp is a
function realized by some transductor in the strict triangular form.
In view of that study, we will analyse in detail the pseudovarieties of
super-soluble groups as well as other pseudovarieties of groups, in particular
we will consider the pseudovariety of p-groups and the pseudovariety of
abelian groups whose exponent divides a given natural n. We will also
characterize the product of pseudovarieties, dedicating particular attention
to the pseudovariety Gp ∗Ab
p−1.
We will study the varieties of languages associated with the pseudova-
rieties of groups considered and will prove the Straubing’s Wreath Product
Principle, which gives us a description of the languages recognized by the
wreath product of two monoids. In addition, we will present a version of
this principle applied to varieties of languages. The product of languages
with counter will also be considered and the associated operation between
monoids will be described.
Key words: Language, Pseudovariety, Variety of Languages, Superso-
luble Groups.
iii
Conteu´do
Resumo i
Abstract iii
Conteu´do v
Introduc¸a˜o 1
1 Preliminares 5
1.1 Semigrupos e Mono´ides . . . . . . . . . . . . . . . . . . . . . 5
1.2 Semigrupos e Mono´ides Livres . . . . . . . . . . . . . . . . . . 11
1.3 Auto´matos finitos e o Teorema de Kleene . . . . . . . . . . . 13
1.4 O Mono´ide Sinta´ctico . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1 A Congrueˆncia Sinta´ctica . . . . . . . . . . . . . . . . 17
1.4.2 Mono´ides de Transformac¸o˜es . . . . . . . . . . . . . . 18
1.5 Pseudovariedades . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.6 Variedades de Linguagens . . . . . . . . . . . . . . . . . . . . 22
1.7 Reticulados . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.8 Grupos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.9 A´lgebra Linear: Ane´is, Corpos e Espac¸os Vectoriais . . . . . . 36
1.10 A´lgebras, Representac¸o˜es e Mo´dulos . . . . . . . . . . . . . . 38
1.11 Transdutores . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2 Pseudovariedades de Grupos 49
2.1 A pseudovariedade produto . . . . . . . . . . . . . . . . . . . 50
2.2 A pseudovariedade Abn . . . . . . . . . . . . . . . . . . . . . 56
2.3 A pseudovariedade Gp . . . . . . . . . . . . . . . . . . . . . . 58
2.4 A pseudovariedade Gp ∗Ab
p−1 . . . . . . . . . . . . . . . . . 70
2.5 A pseudovariedade dos grupos super-resolu´veis . . . . . . . . 76
3 Variedades de Linguagens 91
3.1 Linguagens reconhecidas por grupos abelianos . . . . . . . . . 92
3.2 Linguagens reconhecidas por p-grupos . . . . . . . . . . . . . 94
3.3 Linguagens reconhecidas por produtos em coroa . . . . . . . . 96
v
3.4 Produto de linguagens com contador . . . . . . . . . . . . . . 102
4 Linguagens reconhecidas por grupos super-resolu´veis 107
4.1 Produtos modulares concatenados e linguagens reconhecidas
por grupos super-resolu´veis . . . . . . . . . . . . . . . . . . . 107
4.2 Transdutores e linguagens reconhecidas por grupos super-
resolu´veis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Bibliografia 117
Notac¸o˜es 119
I´ndice 123
vi
Introduc¸a˜o
A interligac¸a˜o entre Semigrupos, Auto´matos e Linguagens Formais, com
as suas principais ra´ızes nos trabalhos de Schu¨tzenberger e Eilenberg dos
anos 60 e 70, tem sido objecto de vasto estudo pondo em evideˆncia a im-
portaˆncia da ligac¸a˜o entre a A´lgebra e a Teoria da Computac¸a˜o, sendo que a
Teoria das Linguagens Formais e´ uma das bases da Cieˆncia da Computac¸a˜o
Teo´rica. Um problema abordado por esta teoria tem sido, desde a sua origem
nos anos 60, a classificac¸a˜o das linguagens racionais. Uma ferramenta muito
aplicada nesta tarefa e´ o mono´ide sinta´ctico, Syn(L), de uma linguagem
racional L sobre um alfabeto finito A, visto que muitas propriedades com-
binatoriais de L correspondem a propriedades alge´bricas de Syn(L). O
facto de certas subclasses de linguagens racionais corresponderem a deter-
minadas classes de mono´ides, ou de semigrupos, foi ilustrado primeiramente
por Schu¨tzenberger (ver [22]). Em 1975, Eilenberg sistematizou esta corre-
spondeˆncia mostrando que existe uma relac¸a˜o bijectiva entre certas famı´lias
de mono´ides finitos, ditas pseudovariedades, e determinadas famı´lias de lin-
guagens racionais, ditas variedades de linguagens. Mais concretamente, o
chamado Teorema da Variedade de Eilenberg diz que, dada uma pseudova-
riedade de mono´ides V, a classe das linguagens V cujo mono´ide sinta´ctico
pertence a V e´ uma variedade de linguagens e a correspondeˆncia V → V
entre pseudovariedades de mono´ides e variedades de linguagens e´ uma bi-
jecc¸a˜o. Este teorema pode pois ser usado em ambos os sentidos: dada
uma pseudovariedade de mono´ides podemos querer procurar uma descric¸a˜o
combinatorial da correspondente variedade de linguagens, ou, dada uma
variedade de linguagens podemos pretender analisar a correspondente pseu-
dovariedade de mono´ides. Muitos casos particulares desta correspondeˆncia
teˆm sido estudados. Como exemplos temos, entre outros, o caso das lingua-
gens sem estrela que esta˜o em correspondeˆncia com os mono´ides aperio´dicos
(ver, por exemplo, [16]) e o das linguagens testa´veis por pedac¸os que esta˜o
em correspondeˆncia com os mono´ides J -triviais (ver, por exemplo, [17]).
O principal objectivo deste trabalho consiste em dar uma caracterizac¸a˜o
da variedade de linguagens associada a` pseudovariedade dos grupos super-
-resolu´veis, isto e´, dos grupos que possuem uma se´rie normal com factores
c´ıclicos [9].
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Dedicamos o primeiro cap´ıtulo deste trabalho a` apresentac¸a˜o de con-
ceitos e resultados gerais da Teoria dos Semigrupos e da Teoria dos Gru-
pos, bem como a resultados sobre A´lgebras, Representac¸o˜es e Mo´dulos
necessa´rios para uma boa compreensa˜o dos cap´ıtulos seguintes.
O Cap´ıtulo 2 destina-se ao estudo de algumas pseudovariedades de gru-
pos. Comec¸amos por estudar duas caracterizac¸o˜es alternativas da pseudova-
riedade produto, a primeira utilizando produtos semidirectos (Teorema de
Kalouznˇin-Krasner) e a segunda, que sai como corola´rio da primeira, usando
produtos em coroa. Seguidamente, damos uma caracterizac¸a˜o da pseudova-
riedade Abn dos grupos abelianos cujo expoente divide um dado natural n.
Mostramos que esta pseudovariedade e´ gerada pelo grupo c´ıclico Zn e deter-
minamos identidades que a definem. Na secc¸a˜o seguinte, caracterizamos a
pseudovariedadeGp dos p-grupos finitos de dois modos distintos: o primeiro
em termos de identidades que a definem e o segundo usando p-grupos expres-
sos como quocientes de um mono´ide livre por uma relac¸a˜o de congrueˆncia.
Na quarta secc¸a˜o, dada uma poteˆncia q de um nu´mero primo p, caracte-
rizamos a pseudovariedade Gp ∗ Ab
q−1, em termos de pseudoidentidades.
Mostramos tambe´m que no caso particular q = p esta pseudovariedade de
grupos pode ser descrita utilizando os subgrupos standard de Borel Bn(Zp).
Os resultados principais deste cap´ıtulo aparecem na u´ltima secc¸a˜o e desti-
nam-se a caracterizar a pseudovariedade dos grupos super-resolu´veis, a qual
pode descrever-se, por exemplo, como sendo o supremo de todas as pseu-
dovariedadesGp∗Ab
p−1, em que p percorre o conjunto dos nu´meros primos.
A segunda caracterizac¸a˜o apresentada diz que a pseudovariedade dos gru-
pos super-resolu´veis e´ gerada pelos subgrupos de Borel Bn(Zp), para todo o
natural n e todo o nu´mero primo p.
No Cap´ıtulo 3 descrevemos algumas variedades de linguagens associ-
adas a certas classes de grupos, em particular a`s pseudovariedades Abn e
Gp, o que nos prepara para a caracterizac¸a˜o das linguagens reconhecidas
pelos grupos super-resolu´veis. Comec¸amos por apresentar duas caracteriza-
c¸o˜es das linguagens reconhecidas por grupos em Abn: a primeira diz-nos
que uma tal linguagem pertence a` a´lgebra de Boole gerada pelas lingua-
gens da forma F (a, k, n) = {u ∈ A∗ : |u|a ≡ k (mod n)}, em que a ∈ A e
0 ≤ k < n, e a segunda diz que e´ unia˜o disjunta de linguagens comutativas
n-elementares. Na secc¸a˜o seguinte caracterizamos a variedade de linguagens
associada a` pseudovariedade de grupos Gp, mostrando que uma linguagem
de A∗ e´ reconhecida por um p-grupo se e so´ se e´ uma combinac¸a˜o Booleana
de linguagens da forma S(u, r, p) = {w ∈ A∗ :
(
w
u
)
≡ r (mod p)}, em que
u ∈ A∗ e 0 ≤ r < p. E´ objectivo da terceira secc¸a˜o demonstrar o Princ´ıpio
do Produto em Coroa de Straubing, que nos fornece uma descric¸a˜o das lin-
guagens reconhecidas pelo produto em coroa de dois mono´ides, e apresentar
uma versa˜o deste resultado para variedades de linguagens. Este princ´ıpio
tem numerosas aplicac¸o˜es, incluindo a caracterizac¸a˜o de Schu¨tzenberger das
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linguagens sem estrela.
Recordemos que o Teorema da Variedade de Eilenberg nos diz que, de
uma certa forma, as variedades de linguagens racionais esta˜o em corres-
pondeˆncia bijectiva com as pseudovariedades de mono´ides. Esta correspon-
deˆncia estende-se a operac¸o˜es entre linguagens e entre mono´ides. Na u´ltima
secc¸a˜o deste cap´ıtulo, consideramos o caso especial do produto de linguagens
com contador, que foi apresentado pela primeira vez por Straubing (ver [23]),
e descrevemos a operac¸a˜o associada entre mono´ides.
Finalmente, o u´ltimo cap´ıtulo deste trabalho e´ dedicado a` caracterizac¸a˜o
das linguagens reconhecidas por grupos super-resolu´veis. Essa caracteri-
zac¸a˜o sera´ feita de dois modos distintos: primeiro, mostramos que uma
tal linguagem pertence a` a´lgebra de Boole gerada por produtos modulares
concatenados de linguagens comutativas elementares; segundo, provamos
que as linguagens reconhecidas por grupos super-resolu´veis sa˜o combinac¸o˜es
Booleanas de linguagens da forma rτ−1, em que p e´ um nu´mero primo,
r ∈ Zp e τ : A
∗ → Zp e´ uma func¸a˜o realizada por algum transdutor na
forma triangular estrita.
O trabalho desenvolvido nesta dissertac¸a˜o teve por base o artigo de
O. Carton, J.-E. Pin e X. S.-Escriva` [9], tendo requerido um vasto estudo de
conceitos e resultados que surgem em diversas a´reas da A´lgebra, por vezes
adaptados para poderem ser aplicados no estudo de [9].
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Cap´ıtulo 1
Preliminares
O objectivo deste cap´ıtulo consiste em dar as principais definic¸o˜es e
resultados necessa´rias ao longo deste trabalho. Tentaremos expoˆr os assuntos
de forma a tornar o texto o mais autocontido poss´ıvel. Apresentaremos
no final todas as refereˆncias bibliogra´ficas onde tais resultados podem ser
encontrados.
Os semigrupos e mono´ides que iremos considerar em toda esta dis-
sertac¸a˜o sa˜o finitos ou livres e os grupos sa˜o finitos.
1.1 Semigrupos e Mono´ides
Nesta secc¸a˜o apresentaremos alguns conceitos matema´ticos necessa´rios
posteriormente. Nela revemos as definic¸o˜es de semigrupo, mono´ide, grupo,
morfismo e congrueˆncia, bem como a construc¸a˜o de uma operac¸a˜o em mo-
no´ides, o produto semidirecto, que sera´ de grande utilidade no que se segue.
Se A e´ um conjunto finito denotamos o seu cardinal por |A| ou card(A).
Sejam A e B conjuntos. Uma relac¸a˜o ρ de A para B e´ um subcon-
junto do produto cartesiano A×B. Diz-se que a e b esta˜o ρ-relacionados se
(a, b) ∈ ρ. Geralmente escreve-se aρb em vez de (a, b) ∈ ρ.
Uma relac¸a˜o ρ ⊆ A × A diz-se uma relac¸a˜o de equivaleˆncia se, para
quaisquer a, b, c ∈ A,
(1) aρa (reflexividade);
(2) se aρb enta˜o bρa (simetria);
(3) se aρb e bρc enta˜o aρc (transitividade).
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Seja ρ uma relac¸a˜o de equivaleˆncia em A e a ∈ A. Define-se classe de
equivaleˆncia, ou ρ-classe, contendo a por
[a]ρ = {x ∈ A : xρa}.
Por vezes tambe´m se denota a ρ-classe de um elemento a ∈ A por aρ.
Observe-se que o conjunto de todas as ρ-classes forma uma partic¸a˜o do
conjunto A, no sentido em que cada elemento de A pertence a uma e uma
so´ ρ-classe.
As noc¸o˜es de relac¸a˜o de equivaleˆncia e de partic¸a˜o esta˜o completamente
interligadas. Dada uma equivaleˆncia ρ em A, denota-se por A/ρ o conjunto
das ρ-classes de A, isto e´,
A/ρ = {[a]ρ : a ∈ A}.
Pelo que foi dito atra´s, A/ρ constitui uma partic¸a˜o do conjunto A e de-
signamos este conjunto por conjunto quociente de A por ρ.
Diz-se que uma relac¸a˜o ϕ de A para B e´ uma aplicac¸a˜o se, para todo o
a ∈ A, existe um u´nico b ∈ B tal que (a, b) ∈ ϕ. O u´nico b que corresponde
a um dado a chama-se imagem de a pela aplicac¸a˜o ϕ e denota-se por (a)ϕ.
Em geral escrevemos simplesmente aϕ para simplificar a escrita. O conjunto
A designa-se por domı´nio de ϕ e denota-se por domϕ. Para indicar que ϕ
e´ uma aplicac¸a˜o escrevemos ϕ : A → B em vez de ϕ ⊆ A × B. Diz-se que
ϕ : A→ A e´ uma func¸a˜o se domϕ ⊆ A.
Uma aplicac¸a˜o ϕ : A→ B diz-se injectiva se, para quaisquer a, b ∈ A,
a1ϕ = a2ϕ⇒ a1 = a2.
Uma aplicac¸a˜o ϕ : A→ B diz-se sobrejectiva se
∀b ∈ B ∃a ∈ A aϕ = b.
Uma aplicac¸a˜o ϕ diz-se bijectiva se e´ simultaneamente injectiva e sobre-
jectiva, isto e´:
∀b ∈ B ∃!a ∈ A aϕ = b.
Se ϕ : A→ B e ψ : B → C sa˜o aplicac¸o˜es, enta˜o a composic¸a˜o de ϕ e ψ,
que se denota por ϕ ◦ ψ, e´ uma aplicac¸a˜o de A para C definida por:
a(ϕ ◦ ψ) = (aϕ)ψ, para todo o a ∈ A.
Note-se que escrevemos o s´ımbolo das aplicac¸o˜es do lado direito. Deste
modo, para calcular a composic¸a˜o ϕ ◦ ψ, aplicamos primeiro ϕ seguido de
ψ. Em geral escrevemos simplesmente ϕψ.
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Para finalizar recordemos que associado a uma aplicac¸a˜o ϕ : A → B
temos a relac¸a˜o de equivaleˆncia em A definida por
kerϕ = {(a, a′) ∈ A×A : aϕ = a′ϕ},
que se designa por equivaleˆncia nuclear de ϕ.
Seja S um conjunto na˜o vazio e suponhamos que esta´ definida em S uma
operac¸a˜o bina´ria, isto e´, uma aplicac¸a˜o β : S × S → S.
Usualmente utilizam-se as notac¸o˜es multiplicativa x ·y (ou simplesmente
xy) e aditiva x+ y, e a operac¸a˜o designa-se por “multiplicac¸a˜o” e “adic¸a˜o”,
respectivamente. Para o que se segue fixemos a notac¸a˜o multiplicativa. Diz-
-se que (S, ·), ou simplesmente S, e´ um semigrupo se a operac¸a˜o bina´ria · e´
associativa, isto e´, se
(a · b) · c = a · (b · c), para quaisquer a, b, c ∈ S.
Um semigrupo (S, ·) diz-se um mono´ide, se existe um elemento 1 ∈ S tal
que
1 · a = a = a · 1, para qualquer a ∈ S.
O elemento 1 designa-se por elemento identidade de S.
Seja (S, ·) um semigrupo tal que |S| ≥ 2. Um elemento 0 ∈ S diz-se um
zero de S se,
0 · a = 0 = a · 0, para qualquer a ∈ S.
Note-se que existe, quando muito, um elemento identidade e um zero em
S.
Para subconjuntos A e B de um semigrupo S definimos
AB = {ab : a ∈ A, b ∈ B}.
Se um dos conjuntos A ou B e´ singular podemos simplificar a notac¸a˜o:
se A e B sa˜o subconjuntos de S e a e b sa˜o elementos de S, enta˜o
Ab = {ab : a ∈ A}, aB = {ab : b ∈ B}.
Se S e´ um semigrupo, um subconjunto T 6= ∅ de S diz-se um subsemi-
grupo de S se e´ fechado em relac¸a˜o a` operac¸a˜o, isto e´, se
a, b ∈ T ⇒ a · b ∈ T.
Se S e´ um mono´ide, diz-se que um subsemigrupo T de S e´ um submono´ide
de S se 1 ∈ S.
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Um mono´ide G diz-se um grupo se verifica a seguinte condic¸a˜o
∀x ∈ G ∃y ∈ G : xy = 1 = yx.
O elemento y e´ de facto univocamente determinado pelo elemento x.
Assim, por vezes denota-se o elemento y associado deste modo a x por x−1
e designa-se por inverso de x.
Diz-se que (G, ·) e´ um grupo comutativo ou abeliano se a operac¸a˜o bina´ria
e´ comutativa, isto e´, se
a · b = b · a, para quaisquer a, b ∈ S.
Se o conjunto G for finito, diz-se que G e´ um grupo finito e chama-se
ordem de G a |G|. Caso contra´rio, diz-se que G e´ um grupo infinito.
A um subsemigrupoH de um semigrupo G que seja ele pro´prio um grupo
da´-se o nome de subgrupo de G e denota-se por H ≤ G. Se H ≤ G e H 6= G
escrevemos H < G e dizemos que H e´ subgrupo pro´prio de G.
Num semigrupo S um elemento e ∈ S com a propriedade e2 = e desi-
gna-se por idempotente de S. Claramente tais elementos sa˜o tais que e =
e2 = e3 = . . ..
A ana´lise das poteˆncias dos elementos num semigrupo finito leva-nos ao
seguinte resultado:
Teorema 1.1.1. [16, 20] Todo o elemento num semigrupo finito tem uma
poteˆncia que e´ um idempotente.
Sejam S e T semigrupos. Uma aplicac¸a˜o ϕ : S → T diz-se um morfismo
de semigrupos, ou simplesmente um morfismo, se para quaisquer x, y ∈ S,
(xy)ϕ = (xϕ)(yϕ). (1.1)
Se S = T diz-se que ϕ e´ um endomorfismo. Se ϕ e´ um morfismo injectivo
(respectivamente sobrejectivo, bijectivo) enta˜o diz-se que ϕ e´ um monomor-
fismo (respectivamente epimorfismo, isomorfismo) de semigrupos. Se existir
um isomorfismo entre os semigrupos S e T , estes dizem-se isomorfos e es-
crevemos S ≃ T . Se ϕ e´ um endomorfismo bijectivo diz-se que ϕ e´ um
automorfismo.
Se S e T sa˜o mono´ides com elementos identidade 1S e 1T , respectiva-
mente, enta˜o ϕ : S → T diz-se um morfismo de mono´ides se verifica (1.1) e,
ale´m disso,
1Sϕ = 1T .
Dados S e T semigrupos, designa-se por produto directo (externo) de
S e T o semigrupo que se obte´m considerando no produto cartesiano S ×
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T a operac¸a˜o dada por (s1, t1)(s2, t2) = (s1s2, t1t2), para todos os pares
(s1, t1), (s2, t2) ∈ S × T . Esta operac¸a˜o mune S × T com estrutura de
semigrupo que se denota simplesmente por S × T .
Se S e T sa˜o mono´ides, S × T e´ um mono´ide em que o elemento iden-
tidade e´ o par (1S , 1T ), sendo 1S e 1T os elementos identidade de S e T ,
respectivamente.
Mais geralmente, se I e´ um conjunto, (Si)i∈I e´ uma famı´lia de semigru-
pos, designa-se por produto directo da famı´lia (Si)i∈I , e denota-se por∏
i∈I
Si,
o produto cartesiano dos semigrupos Si, munido da operac¸a˜o definida por
(si)i∈I(s
′
i)i∈I = (sis
′
i)i∈I .
Sejam S e T mono´ides. Por acc¸a˜o (a` esquerda) de T sobre S entende-se
uma aplicac¸a˜o
T × S −→ S
(t, s) 7−→ t · s
satisfazendo as propriedades seguintes:
(1) 1T · s = s, para qualquer s ∈ S;
(2) t1 · (t2 · s) = (t1t2) · s, para quaisquer s ∈ S e t1, t2 ∈ T .
Dualmente definimos acc¸a˜o (a` direita) de T sobre S.
Diz-se que T actua sobre S por endomorfismos se a acc¸a˜o tambe´m verifica
a condic¸a˜o
t · (s1s2) = (t · s1)(t · s2), para t ∈ T e s1, s2 ∈ S, (1.2)
isto e´, cada t ∈ T define um endomorfismo de T .
Tenha-se presente que a propriedade (1.2) em notac¸a˜o aditiva se traduz
por t · (s1 + s2) = (t · s1) + (t · s2).
A acc¸a˜o diz-se unita´ria a` direita se t · 1S = 1S , para qualquer t ∈ T .
Podemos agora definir uma outra operac¸a˜o entre mono´ides.
Sejam S e T mono´ides. Considere-se uma acc¸a˜o (a` esquerda) de T sobre
S por endomorfismos e unita´ria a` direita. Define-se em S×T uma operac¸a˜o
bina´ria por
(s1, t1)(s2, t2) = (s1(t1 · s2), t1t2), para s1, s2 ∈ S e t1, t2 ∈ T.
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Com esta operac¸a˜o S × T e´ um mono´ide em que a identidade e´ o ele-
mento (1S , 1T ). Este mono´ide designa-se por produto semidirecto (externo)
dos mono´ides S e T e denota-se por S ⋊ T .
Uma relac¸a˜o de equivaleˆncia ρ num semigrupo S diz-se uma relac¸a˜o de
congrueˆncia se respeita o produto, i.e. se, para quaisquer a, b, c ∈ S,
aρb⇒ caρcb, acρbc.
Alternativamente, uma equivaleˆncia ρ e´ uma congrueˆncia se, para quais-
quer a, b, c, d ∈ S,
aρb, cρd⇒ acρbd.
Seja ρ uma relac¸a˜o de congrueˆncia num semigrupo ou num mono´ide S
e considere-se o conjunto quociente S/ρ constitu´ıdo por todas as ρ-classes
[a]ρ (para cada a ∈ S). A propriedade de congrueˆncia permite definir uma
operac¸a˜o bina´ria · em S/ρ por, para cada a, b ∈ S,
[a]ρ · [b]ρ = [ab]ρ.
Esta operac¸a˜o e´ claramente associativa pelo que S/ρ e´ tambe´m um semi-
grupo. Mais, se S e´ um mono´ide com elemento identidade 1S , enta˜o S/ρ e´
um mono´ide com elemento identidade [1S ]ρ.
Um exemplo cla´ssico e muito importante de relac¸a˜o de congrueˆncia e´
a congrueˆncia aritme´tica ≡n (n ≥ 2) em S = (Z,+) e tambe´m em (Z, ·)
definida por, para a, b ∈ Z,
a ≡n b⇐⇒ a ≡ b (mod n),
ou seja,
a ≡n b⇔ n divide b− a⇔ ∃k ∈ Z b− a = kn.
Diz-se que a, b ∈ Z sa˜o congruentes mo´dulo n se a ≡ b (mod n). E´
fa´cil verificar que qualquer inteiro e´ congruente, mo´dulo n, com um e um
so´ dos inteiros 0, 1, 2, . . . , n − 1. Assim, o conjunto quociente Z/≡n tem
exactamente n classes. Este quociente designa-se por Zn e utilizaremos a
notac¸a˜o seguinte
Zn = {0, 1 . . . , n− 1}.
Em Zn define-se uma “adic¸a˜o” e uma “multiplicac¸a˜o” da seguinte forma,
para a, b ∈ Z,
a+ b = a+ b
a · b = ab
Dado um semigrupo S e uma congrueˆncia ρ em S, a aplicac¸a˜o ρ♮ : S →
S/ρ definida por aρ♮ = [a]ρ, para cada a ∈ S, e´ um morfismo sobrejectivo,
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usualmente designado por epimorfismo cano´nico. E´ claro que a equivaleˆncia
nuclear associada a ρ♮ e´ exactamente ρ:
ker ρ♮ = {(x, y) ∈ S × S : xρ♮ = yρ♮} = {(x, y) ∈ S × S : xρy} = ρ.
Assim, se por um lado, uma congrueˆncia ρ num semigrupo S conduz de
forma natural a um morfismo ρ♮, um morfismo de semigrupos ϕ : S → T
define uma relac¸a˜o de congrueˆncia kerϕ em S.
Teorema 1.1.2 (Teorema do Homomorfismo). [16, 20] Sejam S e T mo-
no´ides, ϕ : S → T um morfismo e ρ = kerϕ. Enta˜o existe um morfismo
injectivo α : S/ρ→ T com imα = imϕ e tal que o seguinte diagrama
S
ϕ
//
ρ♮

T
S/ρ
α
>>
e´ comutativo, isto e´, ϕ = ρ♮α.
Seja (∼i)i∈I uma famı´lia de congrueˆncias sobre um mono´ide S, denota-
-se por ∼=
⋂
i∈I ∼i a sua intersecc¸a˜o. Temos u ∼ v se e so´ se u ∼i v para
todo o i ∈ I, com u, v ∈ S.
Proposic¸a˜o 1.1.3. [20] Sejam S um mono´ide, (∼i)i∈I uma famı´lia de con-
grueˆncias sobre S e ∼=
⋂
i∈I ∼i a sua intersecc¸a˜o. Enta˜o S/ ∼ e´ isomorfo
a um submono´ide de ∏
i∈I
S/ ∼i .
Se S e T sa˜o mono´ides, diz-se que S divide T , e escreve-se S | T , se existe
um submono´ide U de T e um morfismo sobrejectivo ϕ : U ։ S. Note-se
que a relac¸a˜o divide e´ uma relac¸a˜o bina´ria reflexiva e transitiva.
1.2 Semigrupos e Mono´ides Livres
As estruturas livres sa˜o fundamentais na Teoria das Linguagens Formais.
Aqui apresentamos os conceitos de semigrupo e de mono´ide livres, bem como
a importaˆncia alge´brica destas estruturas, que se traduz pela Propriedade
Universal que satisfazem.
No contexto seguinte, e´ frequente referirmo-nos a um conjunto A 6= ∅ por
um alfabeto e aos seus elementos por letras. Se A e´ um alfabeto, define-se
A+ como sendo o conjunto das sequeˆncias finitas
(a1, a2, . . . , an), em que a1, a2, . . . , an ∈ A (n ≥ 1).
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O conjunto A+ torna-se um semigrupo se nele se definir uma operac¸a˜o
bina´ria por (a1, a2, . . . , an)(b1, b2, . . . , bm) = (a1, a2, . . . , an, b1, b2, . . . , bm),
para a1, . . . , an, b1, . . . , bn ∈ A.
E´ fa´cil verificar que esta operac¸a˜o e´ associativa. Ale´m disso, as sequeˆncias
de comprimento 1 geram o semigrupo A+ pois cada elemento (a1, a2, . . . , an)
escreve-se como produto finito das sequeˆncias de comprimento 1 de A+
(a1), (a2), . . . , (an).
E´ conveniente encarar os elementos deA+ como sendo as palavras a1a2 . . .
an no alfabeto A.
A multiplicac¸a˜o definida em cima corresponde apenas a uma justaposic¸a˜o
(a1, a2, . . . , an)(b1, b2, . . . , bm) = a1a2 . . . anb1b2 . . . bm, esta operac¸a˜o chama-
-se concatenac¸a˜o.
O semigrupo A+ e´ designado por semigrupo livre no conjunto A.
E´ frequente adicionar um elemento identidade 1 a A+ de forma a obter
um mono´ide A∗, que se designa pormono´ide livre no conjunto A. Interpreta-
-se 1 como sendo a palavra vazia (sem letras) no alfabeto A.
Algebricamente, a importaˆncia dos mono´ides livres reside na propriedade
universal sobre A que satisfazem, que pode ser enunciada do seguinte modo:
Teorema 1.2.1. [16] Sejam A um alfabeto, (S, ·, 1) um mono´ide, θ : A→ S
uma aplicac¸a˜o e ι : A → A∗, a → a. Enta˜o existe um u´nico morfismo
ϕ : A∗ → S tal que o seguinte diagrama
A
θ //
ι

S
A∗
ϕ
>>
e´ comutativo, isto e´, θ = ιϕ.
No teorema anterior a condic¸a˜o “o diagrama e´ comutativo” significa que
ϕ coincide com θ no conjunto A. Nestas condic¸o˜es diz-se que ϕ estende θ,
ou que θ e´ a restric¸a˜o ϕ|A de ϕ a A.
Um resultado ana´logo e´ va´lido para semigrupos, com A+ no lugar de A∗.
Dado um alfabeto finito A chama-se linguagem (formal) sobre A a qual-
quer subconjunto do mono´ide livre A∗.
Se A = {a} escreve-se simplesmente a∗ e a+ em vez de {a}∗ e {a}+,
respectivamente. Assim, a∗ = {1, a, a2, · · · } e a+ = {a, a2, a3, · · · }.
Se ω ∈ A∗, escreve-se |ω| para representar o comprimento de ω definido
do seguinte modo:{
|1| = 0
|a1a2 . . . an| = n, n ∈ N, a1, a2, . . . , an ∈ A
Note-se que se ω, z ∈ A∗, enta˜o |ωz| = |ω|+ |z|.
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Se ω ∈ A∗ e a ∈ A enta˜o |ω|a denota o nu´mero de ocorreˆncias de a em
ω, que se define recursivamente do seguinte modo:

|1|a = 0
|vb|a =
{
|v|a , se a 6= b
|v|a + 1 , se a = b
, para v ∈ A∗, b ∈ A.
1.3 Auto´matos finitos e o Teorema de Kleene
O estudo das linguagens racionais esta´ intrinsecamente relacionado com
o estudo dos auto´matos finitos. Nesta secc¸a˜o definimos os conceitos de
auto´mato, linguagem reconhec´ıvel e linguagem racional e enunciamos o Teo-
rema de Kleene, o qual nos garante que as linguagens reconhecidas por
auto´matos finitos sa˜o precisamente as linguagens racionais.
Um auto´mato e´ um qu´ıntuplo A = (Q,A,E, I, F ), em que
- Q e´ um conjunto de estados;
- A e´ um alfabeto (conjunto finito e na˜o vazio);
- E ⊆ Q×A×Q e´ o conjunto das transic¸o˜es;
- I ⊆ Q e´ o conjunto dos estados iniciais;
- F ⊆ Q e´ o conjunto dos estados finais.
Se Q for finito, diz-se que o auto´mato A e´ finito.
Uma transic¸a˜o (p, a, q) ∈ E pode ser representada por p
a
−→ q.
Duas transic¸o˜es (p, a, q) e (p′, a′, q′) dizem-se consecutivas se p = q′.
p
a
−→ q = p′
a′
−→ q′.
Um caminho e´ uma sequeˆncia finita de transic¸o˜es consecutivas,
(q0, a1, q1)(q1, a2, q2) . . . (qn−1, an, qn)
tambe´m representado por
q0
a1−→ q1
a2−→ q2 −→ · · · −→ qn−1
an−→ qn,
a q0 da´-se o nome de origem do caminho, a qn de extremidade, a n de com-
primento e a a1a2 . . . an de etiqueta do caminho.
Note-se que uma transic¸a˜o e´ um caminho de comprimento um. Con-
venciona-se que, para cada q ∈ Q, (q, 1, q) e´ tambe´m um caminho que tem
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etiqueta 1 e comprimento zero, mas na˜o e´ uma transic¸a˜o.
Um caminho em A diz-se bem sucedido se a sua origem for um estado
inicial e a sua extremidade um estado final.
Diz-se que uma palavra w ∈ A∗ e´ reconhecida pelo auto´mato A se for
etiqueta de um caminho bem sucedido.
Define-se linguagem reconhecida por um auto´mato A como sendo a lin-
guagem
L(A) = {w ∈ A∗ : w e´ reconhecida por A}.
Uma linguagem L ⊆ A∗ diz-se reconhecida por um auto´mato finito se
existe um auto´mato finito A que a reconhece, isto e´, tal que L = L(A).
Uma linguagem diz-se reconhec´ıvel se e´ reconhecida por um auto´mato
finito.
Dois auto´matos A e B sobre o mesmo alfabeto finito A dizem-se equiva-
lentes se reconhecem a mesma linguagem, isto e´, se L(A)=L(B).
Um auto´mato A = (Q,A,E, I, F ) em que o conjunto dos estados iniciais
e´ um conjunto singular I = {i} diz-se determinista se verificar a condic¸a˜o
seguinte:
Para quaisquer p ∈ Q e a ∈ A, existe no ma´ximo uma transic¸a˜o da forma
(p, a, q).
Um auto´mato que na˜o seja determinista diz-se na˜o determinista.
Sejam A = (Q,A,E, {i}, F ) um auto´mato determinista e
P = {(p, a) : existe em A uma transic¸a˜o da forma (p, a, q)}
= {(p, a) : ∃q ∈ Q (p, a, q) ∈ E},
podemos considerar a aplicac¸a˜o
ϕ : P −→ Q
(p, a) −→ (p, a)ϕ,
em que (p, a)ϕ e´ o u´nico estado q ∈ Q tal que (p, a, q) ∈ E.
Habitualmente, representa-se ϕ por · e (p, a)ϕ por p · a ou simplesmente
pa. Designa-se ϕ por func¸a˜o de transic¸a˜o de A.
Um auto´mato determinista sera´ representado por um qu´ıntuplo A =
(Q,A, ·, i, F ), sendo · a func¸a˜o de transic¸a˜o e i o u´nico estado inicial.
E´ poss´ıvel “prolongar” a func¸a˜o de transic¸a˜o a`s palavras: dados p ∈ Q,
u ∈ A∗ e a ∈ A,{
p · 1 = p
p · (ua) = (p · u) · a , se p · u e (p · u) · a estiverem definidos
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Assim, se A = (Q,A, ·, i, F ) e´ um auto´mato determinista tem-se
L(A) = {u ∈ A∗ : i · u esta´ definida e i · u ∈ F}.
Um auto´mato A = (Q,A,E, I, F ) diz-se completo se, para quaisquer
p ∈ Q e a ∈ A, existe pelo menos uma transic¸a˜o da forma (p, a, q).
Note-se que se A for determinista e completo, a func¸a˜o de transic¸a˜o tem
domı´nio Q×A, isto e´, a acc¸a˜o de uma letra qualquer sobre um estado qual-
quer existe e esta´ univocamente determinada.
Por vezes pode ser conveniente resumir a acc¸a˜o de A sobre Q por meio
de uma tabela. Por exemplo, se Q = {1, 2, 3} e A = {a, b} pode usar-se a
tabela
a b
1 2 3
2 3 3
3 3 3
que resume a informac¸a˜o seguinte:
1 · a = 2, 1 · b = 3, 2 · a = 2 · b = 3, 3 · a = 3 · b = 3.
De uma forma mais conveniente, um auto´mato pode ser representado
graficamente por meio de um diagrama que na˜o e´ mais do que um grafo
orientado etiquetado cujos ve´rtices sa˜o os elementos de Q e no qual
p
a
−→ q e´ uma aresta se e so´ se p · a = q.
Os estados iniciais, finais e simultaneamente iniciais e finais representam-
-se respectivamente por
Desta forma, o exemplo anterior corresponde ao diagrama para A =
({1, 2, 3}, {a, b}, 1, {3}) representado na figura 1.1. Esse auto´mato reconhece
a linguagem {a2, ab, b}A∗.
Seja A 6= ∅ um conjunto finito. Prova-se muito facilmente (ver [20]) que
todos os subconjuntos finitos de A∗ sa˜o reconhec´ıveis, no entanto nem todo
o subconjunto de A∗ e´ reconhec´ıvel. O objectivo desta secc¸a˜o e´ dar uma
descric¸a˜o das linguagens reconhec´ıveis.
Dadas linguagens L1, L2 ⊆ A
∗, define-se o seu produto (concatenado)
L1L2 da seguinte forma:
L1L2 = {uv : u ∈ L1, v ∈ L2}.
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1 2
3
a
a, bb
a, b
Figura 1.1: Um auto´mato que reconhece a linguagem {a2, ab, b}A∗.
Dada uma linguagem L ⊆ A∗ define-se
L∗ = {u1u2 . . . un : n ≥ 0, u1, u2, . . . , un ∈ L},
isto e´, L∗ e´ o submono´ide de A∗ gerado por L, esta operac¸a˜o designa-se por
operac¸a˜o estrela (de Kleene).
Uma linguagem L ⊆ A∗ diz-se racional se pode ser obtida de subcon-
juntos finitos de A∗ atrave´s de um nu´mero finito de operac¸o˜es de unia˜o,
produto e estrela.
O conjunto de todos os subconjuntos racionais de A∗ denota-se por
RacA∗.
O u´ltimo resultado desta secc¸a˜o e´ fundamental no estudo das linguagens
racionais:
Teorema 1.3.1 (Teorema de Kleene). [16] Sejam A um alfabeto finito e
L ⊆ A∗ uma linguagem de A∗. Enta˜o L e´ um conjunto reconhec´ıvel (por
um auto´mato finito) se e so´ se L e´ racional.
1.4 O Mono´ide Sinta´ctico
Um problema abordado pela Teoria das Linguagens Formais tem sido
a classificac¸a˜o das linguagens racionais. Uma ferramenta muito importante
aplicada nesta tarefa e´ o mono´ide sinta´ctico, que definimos, na primeira
parte desta secc¸a˜o, atrave´s da noc¸a˜o de congrueˆncia sinta´ctica. Recordamos
que, num certo sentido, o mono´ide sinta´ctico e´ o “melhor” mono´ide que
reconhece uma dada linguagem. Na segunda parte, apresentamos as noc¸o˜es
de mono´ide de transformac¸o˜es, bem como uma operac¸a˜o entre estruturas
deste tipo. Por fim, definimos mono´ide de transformac¸o˜es associado a um
auto´mato finito.
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1.4.1 A Congrueˆncia Sinta´ctica
Dado um alfabeto finito A e uma linguagem L ⊆ A∗ define-se uma
congrueˆncia em A∗ por:
σL = {(w, z) ∈ A
∗ ×A∗ : ∀u, v ∈ A∗ uwv ∈ L sse uzv ∈ L.}
Esta relac¸a˜o designa-se por congrueˆncia sinta´ctica em A∗. De facto σL e´
uma relac¸a˜o de congrueˆncia. Mais geralmente tem-se o seguinte resultado:
Teorema 1.4.1. [16] Para qualquer mono´ide M e cada P ⊆M a relac¸a˜o
σP = {(x, y) ∈M ×M : ∀u, v ∈ A
∗ uxv ∈ P sse uyv ∈ P} (1.3)
e´ uma relac¸a˜o de congrueˆncia em M .
Retomando o caso M = A∗ e L ⊆ A∗, se σL for a congrueˆncia sinta´ctica
associada a L define-se o mono´ide sinta´ctico de L como sendo o mono´ide
quociente
Syn(L) = A∗/σL.
Uma nova noc¸a˜o de linguagem reconhec´ıvel, neste caso por um mono´ide,
e´ a seguinte:
Dado um alfabeto finito A e um mono´ide M , uma linguagem L ⊆ A∗
diz-se reconhecida pelo mono´ide M se existem um morfismo ϕ : A∗ → M e
um subconjunto P ⊆M tais que L = Pϕ−1. Tambe´m se diz que o mono´ide
M reconhece L e que o morfismo ϕ reconhece L.
Note-se que uma linguagem L ⊆ A∗ e´ claramente reconhecida pelo
seu mono´ide sinta´ctico Syn(L) = A∗/σL pois, considerando o epimorfismo
cano´nico σ♮L : A
∗ ։ A∗/σL, tem-se
P = Lσ♮L ⊆ A
∗/σL e´ tal que P (σ
♮
L)
−1 = (Lσ♮L)(σ
♮
L)
−1 = L.
O seguinte resultado demonstra a importaˆncia do mono´ide sinta´ctico.
Teorema 1.4.2. [16] Sejam A um alfabeto finito e L ⊆ A∗. As seguintes
afirmac¸o˜es sa˜o equivalentes:
(1) L e´ uma linguagem racional de A∗;
(2) Syn(L) e´ finito;
(3) L e´ reconhecida por um mono´ide finito M .
Veremos no pro´ximo resultado que o mono´ide sinta´ctico de uma lin-
guagem L e´ o “melhor” mono´ide que a reconhece.
Teorema 1.4.3. [20] Sejam A um alfabeto finito, L ⊆ A∗ eM e N mono´ides.
Tem-se:
(1) M reconhece L se e so´ se Syn(L) divide M .
(2) Se M reconhece L e M divide N enta˜o N reconhece L.
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1.4.2 Mono´ides de Transformac¸o˜es
Seja Q um conjunto. Denota-se por T (Q) o conjunto das aplicac¸o˜es
f : Q→ Q. Se se munir T (Q) com a operac¸a˜o de composic¸a˜o de aplicac¸o˜es
tem-se, de facto, um mono´ide em que o elemento identidade e´ a aplicac¸a˜o
identidade.
Sejam (S, ·, 1) um mono´ide e Q um conjunto sobre o qual S actua a`
direita. Se · : Q × S → Q e´ uma acc¸a˜o (a` direita) de S sobre Q, enta˜o a
aplicac¸a˜o ξ : S → T (Q) definida por, para cada s ∈ S, sξ : Q → Q tal que
(q)sξ = q · s, para todo o q ∈ Q, e´ um morfismo. Por vezes escreve-se ξs em
vez de sξ de forma a simplificar a notac¸a˜o.
Se ξ for injectivo, imξ e´ um submono´ide de T (Q) e diz-se que (Q,S) e´
um mono´ide de transformac¸o˜es.
Note-se que o conjunto
τ = {(s, s′) ∈ S × S : ∀q ∈ Q, q · s = q · s′}
e´ uma congrueˆncia em S. De facto, τ = ker ξ. Portanto (Q,S) e´ um mono´ide
de transformac¸o˜es se τ = {(s, s) : s ∈ S}, a congrueˆncia identidade.
Vamos agora apresentar a definic¸a˜o de uma operac¸a˜o em mono´ides de
transformac¸o˜es que sera´ u´til no Cap´ıtulo 3 e que esta´ intrinsecamente rela-
cionada com a noc¸a˜o de produto semidirecto de mono´ides definido na Secc¸a˜o
1.1.
Sejam (P, S) e (Q,T ) mono´ides de transformac¸o˜es. Esta˜o definidas duas
acc¸o˜es (a` direita) de S sobre P e de T sobre Q
P × S −→ P
(p, s) 7−→ p · s
e
Q× T −→ Q
(q, t) 7−→ q · t
Seja SQ o conjunto das aplicac¸o˜es de Q em S e nele considere-se uma
operac¸a˜o bina´ria definida pelo produto das imagens, i.e. quaisquer que sejam
f1, f2 ∈ S
Q, f1f2 e´ tal que para todo o q ∈ Q,
q(f1f2) = (qf1)(qf2).
Esta operac¸a˜o mune SQ com uma estrutura de mono´ide em que a identidade
1SQ e´ a aplicac¸a˜o de Q em S que transforma qualquer elemento q de Q na
identidade de S, o qual existe pois S e´ um mono´ide.
Definimos uma acc¸a˜o a` esquerda de T sobre SQ da seguinte forma:
T × SQ −→ SQ
(t, f) 7−→ t · f
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em que
t · f : Q −→ S
q 7−→ (q · t)f,
isto e´, q(t · f) = (q · t)f , qualquer que seja q ∈ Q.
Note-se que esta acc¸a˜o de T sobre SQ e´ uma acc¸a˜o por endomorfismos e
e´ unita´ria a` direita.
No produto cartesiano SQ × T consideremos a operac¸a˜o definida por
(f1, t1)(f2, t2) = (f1(t1 · f2), t1t2), para f1, f2 ∈ S
Q, t1, t2 ∈ T. (1.4)
Obtemos um produto semidirecto externo, SQ ⋊ T .
Seja (P, S)◦ (Q,T ) = (P ×Q,W ), sendo W = SQ⋊T o produto semidi-
recto dos mono´ides SQ e T que acaba´mos de definir.
Defina-se agora uma acc¸a˜o a` direita de P ×Q sobre SQ ⋊ T por
(P ×Q)× (SQ ⋊ T ) −→ P ×Q
((p, q), (f, t)) 7−→ (p · (qf), q · t)
E´ fa´cil mostrar que esta acc¸a˜o define um morfismo injectivo de SQ ⋊ T
em T (P × Q), logo SQ ⋊ T pode ser encarado como um submono´ide de
T (P × Q). Portanto esta acc¸a˜o define, de facto, um mono´ide de trans-
formac¸o˜es. Ao mono´ide (P, S) ◦ (Q,T ) da´-se o nome de produto em coroa
dos mono´ides de transformac¸o˜es (P, S) e (Q,T ). Um caso particular que nos
vai interessar e´ aquele em que os mono´ides de transformac¸o˜es sa˜o (S, S) e
(T, T ), em que as acc¸o˜es sa˜o as operac¸o˜es bina´rias nos mono´ides. Neste caso,
obtemos (P, S) ◦ (Q,T ) = (P × Q,W ), em que W = ST ⋊ T . O mono´ide
ST ⋊ T , em que a acc¸a˜o de T sobre ST e´ a definida acima, designa-se por
produto em coroa dos mono´ides S e T e denota-se por S ◦ T .
Dados uma linguagem L ⊆ A∗ e um mono´ide de transformac¸o˜es (Q,S),
diz-se que L e´ reconhecida por (Q,S), ou que (Q,S) reconhece L, se existe
um morfismo de mono´ides ϕ : A∗ → S, um estado q0 ∈ Q e um conjunto
F ⊆ Q tais que
L = {u ∈ A∗ : q0 · (uϕ) ∈ F}.
Terminamos esta subsecc¸a˜o com a definic¸a˜o de mono´ide de transforma-
c¸o˜es de um auto´mato.
Observemos em primeiro lugar que todo o auto´mato e´ equivalente a um
auto´mato determinista e completo (ver [16]).
Seja A = (Q,A, ·, i, F ) um auto´mato determinista e completo. A apli-
cac¸a˜o Q × A → Q, (q, a) 7→ q · a define uma acc¸a˜o a` direita de Q sobre A.
Esta acc¸a˜o prolonga-se de forma natural a A∗ pelo que se tem um morfismo
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ξ : A∗ → T (Q) definido por, para cada u ∈ A∗, uξ : Q → Q e´ tal que
(q)uξ = q · u, para todo o q ∈ Q. Tem-se
τ = {(u, v) ∈ A∗ ×A∗ : ∀q ∈ Q, q · u = q · v} = ker ξ
e do Teorema do Homomorfismo (1.1.2) resulta que A∗/τ ≃ A∗ξ. Portanto
(Q,A∗/τ) e´ um mono´ide de transformac¸o˜es que se designa por mono´ide de
transformac¸o˜es do auto´mato A.
1.5 Pseudovariedades
O objectivo desta secc¸a˜o e´ apresentar a noc¸a˜o de pseudovariedade de
mono´ides. Referimos tambe´m dois resultados que caracterizam as pseu-
dovariedades de mono´ides geradas por uma famı´lia de mono´ides.
Uma classe V de mono´ides finitos diz-se uma pseudovariedade de mo-
no´ides se {1} ∈ V e ale´m disso verifica as condic¸o˜es seguintes:
(1) Se A ∈ V e B e´ um submono´ide de A enta˜o B ∈ V;
(2) Se A ∈ V, B e´ um mono´ide e ϕ : A ։ B e´ um epimorfismo enta˜o
B ∈ V;
(3) Se A,B ∈ V enta˜o A×B ∈ V.
Note-se que a propriedade dada por (3) estende-se a produtos directos
finitos arbitra´rios:
Se A1, A2, . . . , An ∈ V enta˜o A1 ×A2 × · · · ×An ∈ V.
Por vezes pode ser u´til juntar as propriedades (1) e (2), que podem ser
substitu´ıdas pela seguinte:
Se A ∈ V e B divide A enta˜o B ∈ V.
Seja I 6= ∅ um conjunto (finito ou infinito). Seja (Vi)i∈I uma famı´lia de
pseudovariedades de mono´ides. Enta˜o
V =
⋂
i∈I
Vi
e´ tambe´m uma pseudovariedade de mono´ides.
Considere-se agora uma famı´lia de mono´ides finitos (Mj)j∈J , em que J
pode ser finito ou infinito mas J 6= ∅. Seja V a intersecc¸a˜o de todas as
pseudovariedades contendo a famı´lia (Mj)j∈J . Note-se que a colecc¸a˜o de
pseudovariedades que conteˆm todos os Mj e´ na˜o vazia uma vez que, no
caso mais extremo, ela conte´m a classe de todos os mono´ides finitos que
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e´ uma pseudovariedade de mono´ides. Pelo que foi dito atra´s, V e´ uma
pseudovariedade contendo todos osMj , e e´ a mais pequena pseudovariedade
com esta propriedade.
Designa-se a mais pequena pseudovariedade que conte´m uma dada famı´lia
de mono´ides finitos (Mj)j∈J por pseudovariedade gerada pelos mono´idesMj
e escreve-se
V = V 〈Mj : j ∈ J〉 .
O seguinte resultado da´ uma caracterizac¸a˜o dos mono´ides desta pseudo-
variedade:
Teorema 1.5.1. [16] Seja V 〈Mj : j ∈ J〉 a pseudovariedade gerada pela
famı´lia de mono´ides finitos (Mj)j∈J . Enta˜o A ∈ V 〈Mj : j ∈ J〉 se e so´ se
existem j1, j2, . . . , jn ∈ J tais que A divide Mj1 ×Mj2 × · · · ×Mjn.
Tendo em conta o teorema anterior conclu´ımos que
V 〈Mj : j ∈ J〉 =
= {M : ∃n ≥ 0,∃Mj1 ,Mj2 , . . . ,Mjn ,M |Mj1 ×Mj2 × · · · ×Mjn}.
Sejam X = {x1, x2, . . .} um alfabeto numera´vel (finito ou infinito) e
u, v ∈ X∗ elementos distintos de X∗. Diz-se que um mono´ide M satisfaz
a identidade u = v se uϕ = vϕ, para qualquer morfismo de mono´ides ϕ :
X∗ →M .
Se ((un, vn))n≥1 e´ uma sequeˆncia (finita ou infinita) de pares de elementos
distintos de X∗, enta˜o pode considerar-se a classe C de todos os mono´ides
finitos que satisfazem as identidades un = vn (n ≥ 1). Diz-se que a classe C
e´ definida pelas identidades un = vn (n ≥ 1). Facilmente se verifica que C e´
uma pseudovariedade que se denota por
V [un = vn (n ≥ 1)] .
Uma classe C de mono´ides finitos diz-se ultimamente definida pelas iden-
tidades un = vn (n ≥ 1) se consiste precisamente nos mono´ides finitos que
satisfazem as identidades un = vn, para todo o n a partir de certa ordem.
Trata-se, de facto, de uma pseudovariedade de mono´ides que denotamos
por
V Jun = vn (n ≥ 1)K .
Para mais pormenores ver [16].
Um resultado que vai ser u´til posteriormente e´ o seguinte:
Proposic¸a˜o 1.5.2. [20] Toda a pseudovariedade de mono´ides gerada por
um u´nico mono´ide e´ definida por uma sequeˆncia de identidades.
21
1.6 Variedades de Linguagens
O Teorema da Variedade de Eilenberg, que ira´ ser enunciado posteri-
ormente, permite classificar as linguagens reconhec´ıveis por meio das pro-
priedades dos seus mono´ides sinta´cticos. Nesta secc¸a˜o apresentamos a noc¸a˜o
de variedade de linguagens bem como algumas formas de descrever uma
classe espec´ıfica de linguagens racionais.
Se V e´ uma pseudovariedade de mono´ides e se A e´ um alfabeto finito,
denota-se por A∗V o conjunto das linguagens de A∗ cujo mono´ide sinta´ctico
esta´ em V, isto e´:
A∗V = {L ⊆ A∗ : Syn(L) ∈ V}.
Note-se que, pelo Teorema 1.4.2, as linguagens de A∗V sa˜o racionais,
desde que os seus mono´ides sinta´cticos sejam finitos.
Um outro crite´rio para uma dada linguagem pertencer aA∗V e´ o seguinte:
Teorema 1.6.1. [16, 20] Sejam V uma pseudovariedade de mono´ides, A
um alfabeto finito e A∗V o conjunto das linguagens de A∗ cujo mono´ide
sinta´ctico esta´ em V. Enta˜o L ∈ A∗V se e so´ se L e´ reconhecida por um
mono´ide em V.
Uma classe de linguagens racionais e´ uma aplicac¸a˜o C que associa a
cada alfabeto finito A um conjunto A∗C de linguagens racionais de A∗, isto
e´, A∗C ⊆ Rac(A∗).
A correspondeˆncia V → V permite associar a cada pseudovariedade de
mono´ides uma classe de linguagens racionais.
Se M e´ um mono´ide, X ⊆ M arbitra´rio, u ∈ M , define-se o residual
esquerdo de X por u
u−1X = {s ∈M : us ∈ X}.
De forma ana´loga define-se Xu−1 = {s ∈M : su ∈ X}.
Uma variedade de linguagens e´ uma classe de linguagens racionais V tal
que:
(1) Para todo o alfabeto finito A, a classe A∗V conte´m A∗ e e´ fechada para
as operac¸o˜es de unia˜o e complementac¸a˜o (A∗V forma uma a´lgebra de
Boole);
(2) Se A e B sa˜o alfabetos finitos, ϕ : A∗ → B∗ e´ um morfismo de mono´ides
livres e L ∈ B∗V enta˜o Lϕ−1 ∈ A∗V;
22
(3) Se A e´ um alfabeto finito, L ∈ A∗V e a ∈ A enta˜o a−1L,La−1 ∈ A∗V.
Note-se que a condic¸a˜o (1) implica que A∗V e´ tambe´m fechado para
a intersecc¸a˜o. A condic¸a˜o (3) implica que, se L ∈ A∗V e u ∈ A∗, enta˜o
u−1L,Lu−1 ∈ A∗V.
Teorema 1.6.2. [20, 16] Sejam V uma pseudovariedade de mono´ides e W
uma variedade de linguagens. Enta˜o:
(1) Para cada alfabeto finito A, se A∗V e´ a classe de todas as linguagens
de A∗ cujo mono´ide sinta´ctico esta´ em V, enta˜o V e´ uma variedade
de linguagens.
(2) Se W e´ a classe de todos os mono´ides sinta´cticos das linguagens de
A∗W, para todo o alfabeto finito A, enta˜o W e´ uma pseudovariedade
de mono´ides.
Teorema 1.6.3 (Teorema da Variedade de Eilenberg). [20, 16] A correspon-
deˆncia V → V e´ uma bijecc¸a˜o entre a classe de todas as pseudovariedades
de mono´ides e a classe de todas as variedades de linguagens. Mais ainda,
tem-se:
V ⊆ W ⇐⇒ A∗V ⊆ A∗W, para qualquer alfabeto finito A.
Na pra´tica pode ser um pouco dif´ıcil descrever as linguagens de A∗V,
para uma pseudovariedade de mono´ides V arbitra´ria, mas tal na˜o e´ o caso
quando V e´ uma pseudovariedade gerada por um u´nico mono´ide.
Teorema 1.6.4. [16, 20] Seja V = V 〈M〉 a pseudovariedade de mono´ides
gerada pelo mono´ide M , e seja A um alfabeto finito. Enta˜o A∗V e´ a a´lgebra
de Boole gerada pelas linguagens zϕ−1, para todo o z ∈ M e para todo o
morfismo ϕ : A∗ →M .
1.7 Reticulados
Nesta secc¸a˜o apresentamos os resultados da Teoria dos Reticulados que
va˜o ser necessa´rios posteriormente.
Seja A um conjunto. Diz-se que uma relac¸a˜o ≤ sobre A e´ uma relac¸a˜o
de ordem parcial se, quaisquer que sejam a, b, c ∈ A,
(1) a ≤ a (reflexividade);
(2) se a ≤ b e b ≤ a enta˜o a = b (anti-simetria);
(3) se a ≤ b e b ≤ c enta˜o a ≤ c (transitividade).
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Um conjunto com uma relac¸a˜o de ordem parcial chama-se um conjunto par-
cialmente ordenado.
Seja A um conjunto parcialmente ordenado e X ⊆ A.
(1) Um elemento m ∈ A diz-se maximal se, para qualquer a ∈ A se tem
que
m ≤ a⇒ a = m.
Um elemento n ∈ A diz-se minimal se, para qualquer a ∈ A se tem
que
a ≤ n⇒ a = n.
(2) Diz-se que a ∈ A e´ um majorante de X se x ≤ a, para qualquer x ∈ X.
Diz-se que b ∈ A e´ um minorante de X se b ≤ x, para qualquer x ∈ X.
(3) Diz-se que a ∈ A e´ ma´ximo de X se for majorante de X e a ∈ X e que
b ∈ A e´ mı´nimo de X se for minorante de X e b ∈ X.
(4) Ale´m disso, diz-se que a ∈ A e´ o supremo de X se a for o mı´nimo
do conjunto dos majorantes de X e que b ∈ A e´ o ı´nfimo de X se
b for o ma´ximo do conjunto dos minorantes de X, denota-se a e b,
respectivamente, por
∨
X e
∧
X.
Chama-se reticulado a um conjunto parcialmente ordenado em que exis-
te supremo e ı´nfimo de qualquer conjunto com dois elementos {a, b}, que
representamos, respectivamente, por a ∨ b e a ∧ b.
Um reticulado R diz-se completo se, para qualquer conjunto X ⊆ R,
existem
∨
X e
∧
X.
Sejam P e Q conjuntos parcialmente ordenados. Uma aplicac¸a˜o sobre-
jectiva f : P → Q tal que para quaisquer a, b ∈ P se tenha
a ≤ b⇔ af ≤ bf
diz-se que e´ um isomorfismo de ordem.
Tem-se o seguinte resultado:
Proposic¸a˜o 1.7.1. [13] Sejam S e R reticulados e f : R → S um iso-
morfismo de ordem. Se R e´ completo enta˜o dada uma famı´lia (ri)i∈I de
elementos de R tem-se (∨
i∈I
ri
)
f =
∨
i∈I
(rif),
consequentemente S e´ completo.
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1.8 Grupos
A Teoria dos Grupos dentro da A´lgebra e´ um ramo muito u´til e com
muitas aplicac¸o˜es em diversas a´reas. No nosso trabalho pretendemos estu-
dar certas classes de grupos pelo que necessitaremos rever alguns resultados
desta teoria. Recordaremos nesta secc¸a˜o os principais factos necessa´rios para
uma boa compreensa˜o do Cap´ıtulo 2.
Seja G um grupo. Um subgrupo pro´prio H de G diz-se um subgrupo
maximal de G, e escrevemos H < · G, se e´ maximal entre os subgrupos
pro´prios de G.
Um subgrupo {1} 6= H ≤ G diz-se um subgrupo minimal de G, e es-
crevemos H ·≤ G, se e´ minimal entre os subgrupos na˜o triviais de G.
E´ claro que {1} e G sa˜o subgrupos de G. A {1} chamamos subgrupo
trivial de G.
Proposic¸a˜o 1.8.1. [8] Sejam G um grupo e x ∈ G um elemento fixo. Enta˜o
todas as poteˆncias xk, com k ∈ Z, sa˜o distintas ou existe um natural nx ∈ N,
mı´nimo tal que xnx = 1. Este natural nx tem a propriedade seguinte: se
m ∈ Z, esta˜o xm = 1 se e so´ se nx | m.
Nas condic¸o˜es da proposic¸a˜o anterior, se existe, o natural nx chama-se
ordem de x; caso contra´rio, diz-se que x tem ordem infinita. Designamos a
ordem de x por |x|.
Seja G um grupo e suponhamos que ∅ 6= S ⊆ G. Define-se
〈S〉 = {g : existem n ∈ N, si ∈ S e ki ∈ Z tais que g = s
k1
1 s
k2
2 . . . s
kn
n }.
Mostra-se que 〈S〉 e´ subgrupo de G e que, de facto, e´ o menor subgrupo
de G que conte´m S, ou seja,
〈S〉 =
⋂
H≤G
H⊇S
H.
A 〈S〉 da´-se o nome de subgrupo de G gerado por S.
Dado um grupo G, diz-se que G e´ c´ıclico se existir x ∈ G tal que G = 〈x〉.
Portanto, qualquer x ∈ G gera um subgrupo c´ıclico de G
〈x〉 = {xk : k ∈ Z}.
Note-se que todo o grupo c´ıclico e´ necessariamente abeliano.
No caso em que x tem ordem n finita, tem-se
〈x〉 = {x, x2, . . . , xn−1, xn = 1}.
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De facto tem-se | 〈x〉 | = n = |x|.
Seja G um grupo finito. Define-se o expoente exp(G) de G como sendo
o mı´nimo mu´ltiplo comum das ordens dos elementos de G:
exp(G) = mmc(|g| : g ∈ G).
Exemplo 1.8.2. (1) Seja G um grupo. Dados x, y ∈ G define-se o comu-
tador [x, y] de x e y do seguinte modo: [x, y] = x−1y−1xy ∈ G. E´ claro
que xy = yx se e so´ se [x, y] = 1. O subgrupo G′ = 〈[x, y] : x, y ∈ G〉 de G
chama-se subgrupo derivado de G. E´ fa´cil verificar que G e´ abeliano se e so´
se G′ = {1}.
(2) Definimos tambe´m o subgrupo
Z(G) = {z ∈ G : zg = gz,∀g ∈ G}
que se chama o centro de G. Um grupo G e´ abeliano se e so´ se Z(G) = G.
Dados um grupo G e um seu subgrupo H, podemos definir uma relac¸a˜o
de equivaleˆncia ∼ em G do seguinte modo: para a, b ∈ G,
a ∼ b se e so´ se Ha = Hb,
tendo-se [a]∼ = Ha. Assim, os subconjuntos Ha e aH designam-se por
classe lateral direita de H em G e classe lateral esquerda de H em G, res-
pectivamente, sendo a um representante dessas classes laterais.
Teorema 1.8.3 (Teorema de Lagrange). [8] Sejam G um grupo finito e
H ≤ G. Enta˜o |H| divide |G| e tem-se |G| = |H|[G : H], em que [G : H]
designa o nu´mero de classes laterais direitas de H em G.
A versa˜o do Teorema de Lagrange para classes laterais esquerdas tambe´m
e´ va´lida, pelo que o nu´mero de classes laterais esquerdas e´ igual ao nu´mero
de classes laterais direitas e designa-se por ı´ndice de H em G.
Os seguintes resultados sa˜o consequeˆncias imediatas do Teorema de La-
grange:
Teorema 1.8.4. [8] Sejam G um grupo finito e x ∈ G. Enta˜o |x| | |G|.
Corola´rio 1.8.5. [8] Sejam G um grupo finito e x ∈ G. Enta˜o x|G| = 1.
Teorema 1.8.6. [8] Seja G um grupo finito com |G| = p, em que p e´ um
nu´mero primo. Enta˜o G e´ c´ıclico.
A proposic¸a˜o seguinte permite dar uma correspondeˆncia entre os divi-
sores da ordem e os subgrupos de um grupo c´ıclico.
Proposic¸a˜o 1.8.7. [8] Seja G um grupo c´ıclico finito de ordem n. Se m ∈ N
e´ tal que m | n, enta˜o G tem um u´nico subgrupo de ordem m, e esse subgrupo
e´ c´ıclico.
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Seja G um grupo. Um subgrupo N de G diz-se normal se Ng = gN ,
qualquer que seja g ∈ G. Escrevemos N  G. Se N e´ subgrupo pro´prio de
G e e´ normal em G escrevemos N G.
Um grupo G diz-se simples se na˜o possui subgrupos normais ale´m de
{1} e G.
Uma caracterizac¸a˜o alternativa dos subgrupos normais e´ a seguinte:
Proposic¸a˜o 1.8.8. [8] Sejam G um grupo e H ≤ G. Enta˜o,
H G se e so´ se g−1Hg ⊆ H, qualquer que seja g ∈ G.
Claramente, dado um grupo G, tem-se {1}, G  G. Mais ainda, o sub-
grupo derivado G′ e o centro Z(G) de G sa˜o normais em G.
Sejam G um grupo e H um subgrupo pro´prio de G. Diz-se que H e´
normal maximal em G, e escrevemos H · G, se H  G e e´ maximal entre
os subgrupos normais pro´prios de G.
Um subgrupo {1} 6= H ≤ G diz-se normal minimal em G, e escrevemos
H · G, se H  G e e´ minimal entre os subgrupos normais na˜o triviais de
G.
Sejam G um grupo e H,K ≤ G, nem sempre HK e´ um subgrupo de G
mas tem-se:
Proposic¸a˜o 1.8.9. [8, 18] Sejam G um grupo e H,K ≤ G. Se H  G ou
K G enta˜o, HK ≤ G.
Ale´m disso, se H G e K ≤ G enta˜o H ∩K K.
A construc¸a˜o seguinte e´ muito importante na teoria de grupos:
Sejam G um grupo e N  G. No conjunto G/H das classes laterais de
N em G (como N  G, e´ indiferente falar em classes laterais esquerdas ou
direitas), define-se uma operac¸a˜o bina´ria ∗ do seguinte modo:
(aN) ∗ (bN) = (ab)N, se a, b ∈ G.
Na pra´tica, na˜o ha´ ambiguidade se se omitir o s´ımbolo “∗” e escrevermos
simplesmente (aN)(bN) em vez de (aN) ∗ (bN), porque de facto a classe de
ab e´ o produto dos subconjuntos aN e bN .
Proposic¸a˜o 1.8.10. [8] Sejam G um grupo e NG. Enta˜o G/N e´ um grupo
com elemento identidade N = 1N e o inverso de um elemento aN ∈ G/N
e´ o elemento a−1N ∈ G/N .
A forma dos subgrupos normais de um grupo quociente e´ descrita no
seguinte resultado:
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Proposic¸a˜o 1.8.11. [18] Sejam G um grupo e N um subgrupo normal de
G. Enta˜o o conjunto dos subgrupos normais de G/N e´
{H/N : N ⊆ H, H G} .
E´ importante ter presente que, se G e´ um grupo c´ıclico e N  G, enta˜o
tambe´m G/N e´ c´ıclico e tambe´m que:
Proposic¸a˜o 1.8.12. [8, 10] Seja G um grupo e G′ o seu subgrupo derivado.
Se N  G e´ tal que G′ ≤ N enta˜o G/N e´ abeliano. Em particular, G/G′
e´ abeliano. Reciprocamente, se N  G e´ tal que G/N e´ abeliano, enta˜o
G′ ≤ N .
Sejam G e H grupos. Uma aplicac¸a˜o ϕ : G→ H diz-se um morfismo de
grupos se satisfaz a propriedade
(xy)ϕ = (xϕ)(yϕ),
para todo o x, y ∈ G, i.e. e´ um morfismo de semigrupos. E´ consequeˆncia
da definic¸a˜o que um morfismo entre grupos aplica a identidade de G na
identidade de H e que, para qualquer x ∈ G, se tem (x−1)ϕ = (xϕ)−1.
O conjunto
Aut(G) = {ϕ : ϕ e´ um automorfismo de G}
e´ um grupo com respeito a` composic¸a˜o de aplicac¸o˜es.
Seja p um nu´mero primo. Um automorfismo ϕ do grupo G diz-se um p-
automorfismo se p e´ o u´nico nu´mero primo que divide a sua ordem, enquanto
elemento do grupo Aut(G), e diz-se um p′-automorfismo se a sua ordem na˜o
e´ divis´ıvel por p.
Caracterizamos agora o grupo Aut(G) no caso em que G e´ um grupo
c´ıclico:
Teorema 1.8.13. [8] Seja p um nu´mero primo e Cp um grupo c´ıclico de
ordem p. Enta˜o Aut(Cp) ≃ Cp−1, o grupo c´ıclico de ordem p− 1.
Recordemos tambe´m que:
Proposic¸a˜o 1.8.14. Sejam G e H grupos tais que G ≃ H. Enta˜o Aut(G) ≃
Aut(H).
Dado um grupo G e x ∈ G definimos uma aplicac¸a˜o αx : G → G por
gαx = x
−1gx, qualquer que seja g ∈ G, que e´ um automorfismo de G dito o
automorfismo interior de G induzido pelo elemento x. Seja
Inn(G) = {αx ∈ Aut(G) : x ∈ G}.
Mostra-se que Inn(G) e´ um subgrupo de Aut(G).
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Dizemos que N ≤ G e´ um subgrupo caracter´ıstico de G, e escrevemos
N char G, se Nϕ = N , qualquer que seja ϕ ∈ Aut(G).
Note-se que N  G se Nαx = N , para todo o x ∈ G. Pelo que se
N char G enta˜o N G.
Claramente, se G e´ um grupo, o subgrupo trivial {1} e G sa˜o subgrupos
caracter´ısticos de G. Mais ainda, o centro Z(G) de G e o subgrupo derivado
G′ de G sa˜o tambe´m subgrupos caracter´ısticos de G.
Segue-se uma propriedade dos subgrupos caracter´ısticos:
Proposic¸a˜o 1.8.15. [10] Sejam G um grupo e H, K subgrupos de G. Se
H char K e K G enta˜o H G.
Dado um morfismo de grupos ϕ : G → H define-se o kernel de ϕ e a
imagem de ϕ do seguinte modo:
kerϕ = {g ∈ G : gϕ = 1H}
Gϕ = imϕ = {h ∈ H : ∃g ∈ G tal que h = gϕ}.
Proposic¸a˜o 1.8.16. [18] Sejam G,H grupos e ϕ : G → H um morfismo.
Enta˜o ϕ e´ um monomorfismo se e so´ se kerϕ = {1}.
Os treˆs teoremas seguintes sa˜o bem conhecidos na teoria de grupos:
Teorema 1.8.17 (Teorema do Homomorfismo). [8] (a) Sejam G,H grupos
e ϕ : G→ H um morfismo. Enta˜o kerϕG, imϕ ≤ H e
imϕ ≃ G/ kerϕ.
(b) Se N  G enta˜o a aplicac¸a˜o π : G ։ G/N definida por gπ = gN e´
um epimorfismo cujo kernel e´ N e com imagem G/N .
Se na al´ınea (a) do teorema anterior ϕ e´ injectivo tem-se, pela proposic¸a˜o
anterior, kerϕ = {1} donde
imϕ ≃ G/{1} ≃ G.
Nestas condic¸o˜es tambe´m se diz que ϕ e´ um mergulho e que G se mergulha
em H, escrevendo-se
G . H.
Teorema 1.8.18 (1o Teorema do Isomorfismo). [8] Sejam G um grupo,
H ≤ G e K G. Enta˜o HK ≤ G, H ∩K H e
HK/K ≃ H/(H ∩K).
Teorema 1.8.19 (2o Teorema do Isomorfismo). [8] Sejam G um grupo e
H ≤ G, N G tais que N ≤ H. Enta˜o H/N G/N e
(G/N)/(H/N) ≃ G/H.
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SejamG eH grupos. Consideremos definida no produto cartesianoG×H
a operac¸a˜o produto componente a componente apresentada na Secc¸a˜o 1.1
para semigrupos. Com essa operac¸a˜o, o conjunto G×H torna-se um grupo
com elemento identidade (1G, 1H) em que o inverso de um elemento (g, h) e´
o elemento (g−1, h−1), sendo g−1 o inverso de g em G e h−1 o inverso de h
em H. O grupo G×H designa-se por produto directo (externo) de G e H.
Note-se que se G e H sa˜o ambos abelianos enta˜o G × H e´ tambe´m
abeliano.
A` semelhanc¸a do que foi feito para semigrupos, tambe´m a noc¸a˜o de
produto directo externo de grupos se pode estender a produtos com mais de
dois grupos. Em particular se (Gi)i=1,...,m e´ uma famı´lia finita de grupos,
denotamos o produto directo externo da famı´lia (Gi)i=1,...,m por
G1 × · · · ×Gm ou por
m∏
i=1
Gi.
Analogamente ao que acontece para o caso m = 2, o elemento (1, . . . , 1)
e´ a identidade de G1 × · · · × Gm e cada (g1, . . . , gm) ∈ G1 × · · · × Gm tem
inverso (g−11 , . . . , g
−1
m ).
Sejam G um grupo e M,N ≤ G. Diz-se que G e´ produto directo interno
dos subgrupos M e N se
(1) G =MN ,
(2) M,N G e
(3) M ∩N = {1}
e neste caso escrevemos G =M×˙N .
Vejamos que a noc¸a˜o de produto directo interno tambe´m se pode estender
a produtos com mais de dois grupos. Sejam G um grupo, m um inteiro
positivo e, para cada i ∈ {1, . . . ,m}, Ni  G um subgrupo normal de G.
Atendendo a` associatividade do produto de subgrupos, e´ poss´ıvel definir o
produto
N1 · · ·Nm.
Pela Proposic¸a˜o 1.8.9 e utilizando um racioc´ınio de induc¸a˜o, tem-se
N1 · · ·Nm subgrupo de G. Diz-se que G = N1 · · ·Nm e´ produto directo
interno dos subgrupos Ni se todo o elemento g de G se escreve, de modo
u´nico, na forma,
g = n1 · · ·nm, com ni ∈ Ni e i = 1, . . . ,m.
Denotaremos o produto directo interno de N1, . . . , Nm por
m∏
·
i=1
Ni.
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De facto, este conceito de produto directo interno de subgrupos genera-
liza o correspondente conceito de produto directo de dois subgrupos, apesar
de esta u´ltima noc¸a˜o ter anteriormente aparecido de uma forma um pouco
diferente.
O pro´ximo resultado relaciona o produto directo interno com o externo:
Teorema 1.8.20. [10] Sejam G um grupo e N1, . . . , Nm  G tais que G e´
produto directo interno dos grupos N1, . . . , Nm. Enta˜o
G ≃ N1 × · · · ×Nm.
Seja p um nu´mero primo. Um grupo P diz-se um p-grupo finito se e´
finito e |P | = pn, em que n ∈ N0. Diz-se que P e´ um p
′-grupo se p ∤ |P |.
Um subgrupo H de um grupo finito G diz-se um p-subgrupo de G se a
sua ordem e´ uma poteˆncia do nu´mero primo p e diz-se um p-subgrupo de
Sylow de G se |H| = pn, sendo pn a maior poteˆncia de p que divide |G|. O
conjunto dos p-subgrupos de Sylow de G sera´ denotado por Sylp(G).
Se p e´ um nu´mero primo, G e´ um grupo finito e {P} = Sylp(G) enta˜o P
e´ um subgrupo caracter´ıstico de G.
Note-se para refereˆncia futura que muitas vezes se denota
⋂
P∈Sylp(G)
P
por Op(G).
Um dos resultados fundamentais na teoria dos p-grupos finitos reside no
Teorema de Sylow:
Teorema 1.8.21 (Teorema de Sylow). [8, 10] Sejam p um nu´mero primo e
G um grupo finito. Enta˜o:
(1) O grupo G conte´m um p-subgrupo de Sylow;
(2) Todo o p-subgrupo de G esta´ contido num p-subgrupo de Sylow de G.
Como consequeˆncia deste resultado temos:
Corola´rio 1.8.22. [10] Sejam G um grupo finito e S um p-subgrupo de
Sylow de G. Enta˜o, SG se e so´ se S e´ o u´nico p-subgrupo de Sylow de G.
Corola´rio 1.8.23 (Teorema de Cauchy). [10] Sejam p um nu´mero primo
e G um grupo finito. Se p | |G| enta˜o existe um elemento g ∈ G tal que
|g| = p.
Corola´rio 1.8.24. [10] Um grupo finito G e´ um p-grupo se e so´ se a ordem
de todos os seus elementos e´ uma poteˆncia de p.
Outro resultado muito importante na teoria dos p-grupos finitos e que
vai ser de alguma utilidade posteriormente e´ o seguinte:
Teorema 1.8.25. [10] Sejam p um nu´mero primo e P um p-grupo finito
na˜o trivial. Enta˜o Z(P ) > {1}.
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Como consequeˆncia tem-se:
Corola´rio 1.8.26. [10] Todo o p-grupo finito simples e´ abeliano e tem ordem
p.
Os grupos abelianos finitos descrevem-se a` custa dos seus p-grupos c´ıclicos:
Teorema 1.8.27. [10] Seja G um grupo finito abeliano. Enta˜o
G =
n∏
·
i=1
Ci,
em que os subgrupos Ci sa˜o p-grupos para va´rios primos p.
Note-se que se G1, . . . , Gn sa˜o grupos e σ e´ uma bijecc¸a˜o de {1, . . . , n},
enta˜o
G1 × · · · ×Gn ≃ G(1)σ × · · · ×G(n)σ.
Sejam G um grupo e M  G um subgrupo normal de G. Se existe um
subgrupo K de G tal que
(1) G =MK;
(2) K ∩M = {1},
diz-se que G se decompo˜e sobre M , que M e´ complementado por K em G e
que K e´ um complemento de M em G.
Um subgrupo K de um grupo finito G diz-se um subgrupo de Hall de G
se mdc(|G|, [G : K]) = 1. Se K e´ um complemento de um subgrupo normal
M de G e ale´m disso e´ um subgrupo de Hall diz-se que K e´ um complemento
de Hall de M em G.
O resultado seguinte garante-nos a existeˆncia de complemento em certas
condic¸o˜es:
Teorema 1.8.28 (Teorema de Schur e Zassenhaus). [8] Sejam G um grupo
finito e H G um subgrupo de Hall normal de G. Enta˜o existe um comple-
mento K para H em G.
Sejam H e G grupos e
α : G −→ Aut(H)
g 7−→ αg
um morfismo de grupos. Definindo g · h = (h)αg−1 , para cada g ∈ G e
h ∈ H, obtemos uma acc¸a˜o a` esquerda de G sobre H por endomorfismos e
unita´ria a` direita. Note-se que, como G e H sa˜o grupos, a acc¸a˜o e´ de facto
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por automorfismos. Podemos considerar o produto semidirecto associado
o qual denotamos por H
α
⋊ G ou simplesmente H ⋊ G. Trata-se de um
grupo com elemento identidade (1H , 1G) e em que o inverso de um elemento
(h, g) ∈ H ×G e´ o elemento (g−1 · h−1, g−1).
Facilmente se verifica que, se H e´ um grupo e G1 e G2 sa˜o grupos que
actuam sobre H tais que G1 ≃ G2, enta˜o H ⋊G1 ≃ H ⋊G2.
Observac¸a˜o 1.8.29. (1) Um caso particular de produto semidirecto ex-
terno de grupos e´ o seguinte:
Sejam G e H grupos e consideremos o morfismo de grupos definido por
α : G −→ Aut(H)
g 7−→ idH
logo g · h = (h)αg−1 = h, para quaisquer g ∈ G e h ∈ H. O produto em
H
ϕ
⋊ G e´ tal que
(h, g)(h′, g′) = (h(g · h′), gg′) = (hh′, gg′),
quaisquer que sejam (g, h), (g′, h′) ∈ G × H. Assim H
ϕ
⋊ G = H × G, o
produto directo externo dos grupos H e G.
(2) Se G e´ um grupo, M G e K e´ um complemento de M em G enta˜o
todo o elemento g de G se escreve de modo u´nico como produto mk de um
elementom ∈M por um k ∈ K. Uma vez queMG, cada k ∈ K induz, por
conjugac¸a˜o, um automorfismo αk deM dado por (m)αk = k
−1mk, qualquer
que seja m ∈M . A seguinte aplicac¸a˜o e´ um morfismo de grupos
α : K −→ Aut(M)
k 7−→ αk
pelo que podemos considerar M
α
⋊ K e a aplicac¸a˜o θ : G → M
α
⋊ K,
g = mk 7→ (m, k).
Como, para quaisquer m1,m2 ∈M e k1, k2 ∈ K,
(m1k1)(m2k2) = m1k1m2k
−1
1 k1k2 = (m1(m2)αk−11
)(k1k2)
conclui-se facilmente que G e´ isomorfo a M
α
⋊ K. Nestas condic¸o˜es dizemos
que G e´ produto semidirecto interno de M e K.
Outra noc¸a˜o de produto de grupos intrinsecamente relacionada com
a noc¸a˜o de produto semidirecto e que ja´ foi definida na Secc¸a˜o 1.4 para
mono´ides e´ a seguinte:
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Sejam H e G grupos e HG o conjunto das aplicac¸o˜es de G em H. Com
a operac¸a˜o definida pelo produto das imagens HG e´ um grupo, em que
o elemento identidade e´ a aplicac¸a˜o de G em H que transforma qualquer
elemento g de G no elemento identidade de H e o inverso de uma aplicac¸a˜o
f ∈ HG e´ a aplicac¸a˜o f ′ ∈ HG tal que, qualquer que seja g ∈ G, se tenha
gf ′ = (gf)−1.
Considerando a acc¸a˜o a` esquerda de G sobre HG, definida na Secc¸a˜o 1.4,
constru´ımos um produto semidirecto HG ⋊G que e´ um grupo e se designa
por produto em coroa de H por G, o qual denotamos por H ◦G.
Seja G um grupo. Uma se´rie para G e´ uma cadeia de subgrupos Hi ≤ G,
0 ≤ i ≤ n, tais que
(1) H0 = {1} e Hn = G;
(2) Hi Hi+1, i = 0, . . . , n− 1.
Os grupos quociente Hi+1/Hi designam-se por factores da se´rie. A se´rie
diz-se normal se Hi  G, para cada i = 0, . . . , n. Uma se´rie normal diz-se
normal maximal se cada subgrupoHi e´ maximal entre os subgrupos pro´prios
normais de Hi+1, para cada i = 0, . . . , n−1. Note-se que numa se´rie normal
maximal os seus factores sa˜o simples. Observemos tambe´m que, dado que
os nossos grupos sa˜o finitos, existe sempre uma se´rie normal maximal para
cada grupo na˜o trivial.
Uma se´rie normal diz-se central se os seus factores sa˜o centrais, isto e´,
Hi+1/Hi ≤ Z(G/Hi), com i = 0, . . . , n− 1.
Um grupo G diz-se resolu´vel se possui uma se´rie normal com factores
abelianos, isto e´, se existem subgrupos normais H1, . . . , Hn−1 G tais que
{1} = H0  · · ·Hn = G
e cada Hi+1/Hi e´ abeliano, para i = 0, . . . , n− 1.
Proposic¸a˜o 1.8.30. [10] Sejam G um grupo e N ≤ G. Se G e´ resolu´vel
enta˜o N e´ resolu´vel.
Proposic¸a˜o 1.8.31. [10] Sejam G um grupo e N  G. Se N e G/N sa˜o
resolu´veis, enta˜o G e´ resolu´vel.
Um grupo G diz-se abeliano elementar se existe um nu´mero primo p tal
que G ≃ Cp × · · · × Cp 6= {1}, em que Cp e´ um grupo c´ıclico de ordem p.
Proposic¸a˜o 1.8.32. [10] Sejam G um grupo e {1} 6= N · G. Se N e´ finito
e resolu´vel enta˜o e´ um grupo abeliano elementar.
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Tal como o Teorema de Schur e Zassenhaus (1.8.28), tambe´m o pro´ximo
resultado nos garante a existeˆncia de um complemento, neste caso para
certos grupos finitos resolu´veis.
Teorema 1.8.33 (Teorema de Hall). [10] Seja G um grupo finito e resolu´vel
de ordem mn, em que mdc(m,n) = 1. Seja M G de ordem m. Enta˜o M
admite um complemento em G.
Um grupo G diz-se nilpotente se possui uma se´rie central, isto e´, se
existem subgrupos normais H1, . . . , Hn−1 G tais que
{1} = H0  · · ·Hn = G
com Hi+1/Hi ≤ Z(G/Ni), para i = 0, . . . , n− 1.
Note-se que os grupos nilpotentes sa˜o resolu´veis. Ale´m disso, se G e´
abeliano enta˜o G e´ nilpotente e resolu´vel.
Proposic¸a˜o 1.8.34. [10] Subgrupos e grupos quociente de grupos nilpotentes
sa˜o nilpotentes.
Proposic¸a˜o 1.8.35. [10] Os p-grupos finitos sa˜o nilpotentes. Consequente-
mente sa˜o resolu´veis.
Recordemos duas caracterizac¸o˜es dos grupos nilpotentes:
Teorema 1.8.36. [10] Seja G um grupo finito. Sa˜o equivalentes:
(1) G e´ nilpotente;
(2) Todo o subgrupo de Sylow de G e´ normal em G;
(3) G e´ produto dos seus subgrupos de Sylow.
Teorema 1.8.37. [15] Seja G um grupo resolu´vel. Enta˜o o subgrupo deri-
vado G′ de G e´ nilpotente.
Terminamos esta secc¸a˜o com a definic¸a˜o do subgrupo de Frattini Φ(G)
de um grupo finito G:
Φ(G) =
⋂
M<· G
M,
a intersecc¸a˜o de todos os subgrupos maximais de G.
Por convenc¸a˜o define-se Φ({1}) = {1}. Tem-se Φ(G) char G, donde
Φ(G) G e podemos considerar o quociente de Frattini G/Φ(G).
Proposic¸a˜o 1.8.38. [8] Seja p um nu´mero primo e P um p-grupo finito.
Enta˜o o quociente de Frattini P/Φ(P ) e´ um p-grupo abeliano elementar.
Usaremos mais a` frente o seguinte facto:
Teorema 1.8.39 (Teorema de Burnside). [14] Seja ϕ um p′-automorfismo
de um p-grupo P e suponhamos que ϕ induz a identidade em P/Φ(P ), isto
e´, (gϕ)Φ(P ) = gΦ(P ), para todo o g ∈ P . Enta˜o ϕ e´ o automorfismo
identidade de P .
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1.9 A´lgebra Linear: Ane´is, Corpos e Espac¸os Vec-
toriais
Nesta secc¸a˜o vamos recordar va´rios conceitos e resultados sobre ane´is,
corpos e espac¸os vectoriais que necessitamos posteriormente.
Um anel e´ uma estrutura constitu´ıda por um conjuntoA e duas operac¸o˜es
bina´rias definidas em A, usualmente designadas por “adic¸a˜o”,+, e “multi-
plicac¸a˜o”,·, tais que:
(1) (A,+) e´ um grupo abeliano;
(2) (A, ·) e´ um semigrupo;
(3) Sa˜o va´lidas as leis distributivas da multiplicac¸a˜o em relac¸a˜o a` adic¸a˜o,
isto e´, para a, b, c ∈ A,
a · (b+ c) = a · b+ a · c e (b+ c) · a = b · a+ c · a.
Um anel diz-se comutativo se a operac¸a˜o de multiplicac¸a˜o e´ comutativa.
Diz-se ainda que A e´ anel com identidade se existe em A um elemento,
designado por 1, que e´ a identidade para a multiplicac¸a˜o.
Num anel com identidade, os elementos que possuem inverso para a
multiplicac¸a˜o dizem-se invert´ıveis, por vezes sa˜o designados por unidades.
O conjunto das unidades de um anel A com identidade forma um grupo para
a multiplicac¸a˜o, que denotamos usualmente por U(A).
A um anel comutativo, com identidade no qual todo o elemento na˜o nulo
e´ invert´ıvel da´-se o nome de corpo. Assim sendo, o grupo das unidades de
um corpo K e´ K \ {0}.
Um importante exemplo de anel a que ja´ nos referimos na Secc¸a˜o 1.1 e´
o conjunto Zn, para cada n ∈ N, com as respectivas operac¸o˜es de adic¸a˜o e
multiplicac¸a˜o. Recordemos que Zp e´ corpo (finito) se e so´ se o nu´mero p e´
primo. Portanto, se p e´ um nu´mero primo, U(Zp) = Zp \ {0}.
Sejam A e B aneis. Uma aplicac¸a˜o f : A → B diz-se um morfismo,
ou um morfismo de ane´is, se verifica as condic¸o˜es seguintes, quaisquer que
sejam a, a′ ∈ A:
(1) (a+ a′)f = (af) + (a′f);
(2) (aa′)f = (af)(a′f).
Tal como noutras estruturas, um morfismo injectivo (respectivamente
sobrejectivo, bijectivo) chama-se um monomorfismo (respectivamente epi-
morfismo, isomorfismo).
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No caso em que B = A, diz-se que f e´ um endomorfismo, se foˆr simul-
taneamente isomorfismo toma o nome de automorfismo.
Uma parte I na˜o vazia de um anel A diz-se um ideal de A se verifica as
seguintes propriedades:
(1) x, y ∈ I ⇒ x+ y ∈ I;
(2) x ∈ I ⇒ −x ∈ I;
(3) x ∈ I ⇒ xa, ax ∈ I, para qualquer a ∈ A.
Proposic¸a˜o 1.9.1. [18] Sejam A e B ane´is e f : A → B um morfismo de
ane´is. Se f e´ um epimorfismo e I e´ um ideal de A enta˜o If e´ um ideal de
B.
Sejam A um anel e I ⊆ A um ideal de A. Considere-se uma relac¸a˜o
definida em A do seguinte modo:
a ≡ b (mod I)⇔ a− b ∈ I
Esta relac¸a˜o e´, de facto, uma relac¸a˜o de congrueˆncia nos semigrupos (A,+)
e (A, ·) no sentido da definic¸a˜o dada na Secc¸a˜o 1.1, pelo que podemos cons-
truir o respectivo anel quociente A/I.
Sejam V um conjunto na˜o vazio e K um corpo. Diz-se que V e´ um
espac¸o vectorial sobre o corpo K se:
(1) Esta´ definida em V uma operac¸a˜o bina´ria que se designa por adic¸a˜o,+,
tal que (V,+) e´ grupo abeliano;
(2) Esta´ definida uma aplicac¸a˜o de V ×K para V , designada por produto
escalar, que a cada par (x, λ) ∈ V ×K faz corresponder um elemento
xλ de V tal que, para λ, µ ∈ K e x, y ∈ V ,
(a) (x+ y)λ = xλ+ yλ;
(b) x(λ+ µ) = xλ+ xµ;
(c) (xλ)µ = x(λµ);
(d) x1K = x.
Um subconjunto na˜o vazio U de um espac¸o vectorial V sobre um corpo
K diz-se um subespac¸o vectorial de V , e escrevemos U ≤K V , se foˆr espac¸o
vectorial para as operac¸o˜es induzidas o que equivale a dizer que, para x, y ∈
U e λ ∈ K,
(1) x+ y ∈ U ;
(2) xλ ∈ U .
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Sejam V um espac¸o vectorial sobre um corpo K e U,W subespac¸os
vectoriais de V . Dizemos que V e´ soma directa de U e W , e escrevemos
V = U ⊕W , se:
(1) V = U +W ;
(2) U ∩W = {0V }.
Sejam V e V ′ espac¸os vectoriais sobre o mesmo corpo K e f : V → V ′
uma aplicac¸a˜o. Diz-se que ϕ e´ uma aplicac¸a˜o linear sobre K se satisfaz as
seguintes propriedades, para quaisquer x, y ∈ V , λ ∈ K,
(1) (x+ y)ϕ = (xϕ) + (yϕ);
(2) (xλ)ϕ = (xϕ)λ,
diz-se que ϕ e´ um isomorfismo se e´ bijectiva e um automorfismo se V = V ′
e ϕ e´ bijectiva.
Se V e V ′ sa˜o espac¸os vectoriais tais que existe ϕ : V → V ′ isomorfismo
dizemos que V e V ′ sa˜o isomorfos e escrevemos V ≃ V ′.
Note-se que todo o espac¸o vectorial de dimensa˜o finita n ∈ N sobre um
corpo K e´ isomorfo ao produto directo K×· · ·×K de n co´pias do corpo K.
E´ claro como se define o produto directo de ane´is ou de corpos depois
de termos visto esse conceito para semigrupos e grupos.
Proposic¸a˜o 1.9.2. [8] Sejam p um nu´mero primo e P 6= {1} um p-grupo
abeliano elementar de ordem pn, em que n ∈ N. Enta˜o P tem estrutura
de espac¸o vectorial de dimensa˜o n sobre o corpo finito Zp de ordem p. As
operac¸o˜es sa˜o definidas do seguinte modo, em que · representa a operac¸a˜o
no grupo P : dados g, h ∈ P e λ ∈ Zp com λ ∈ N,
Adic¸a˜o do espac¸o vectorial: g + h = g · h,
Multiplicac¸a˜o escalar: gλ = g · . . . · g (λ vezes).
Os subgrupos do grupo P sa˜o precisamente os subespac¸os de P encarado
como espac¸o vectorial. Mais ainda, uma aplicac¸a˜o bijectiva ϕ : P → P e´
morfismo se e so´ se e´ aplicac¸a˜o linear sobre Zp.
1.10 A´lgebras, Representac¸o˜es e Mo´dulos
A Teoria das Representac¸o˜es esta´ intrinsecamente relacionada com a
Teoria dos Grupos. Os resultados que apresentamos aqui sa˜o bem conheci-
dos e so´ os enunciamos para uma melhor compreensa˜o do que ira´ ser feito
posteriormente no Cap´ıtulo 2. Recordaremos tambe´m alguns resultados
sobre A´lgebras e Mo´dulos.
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Note-se que as designac¸o˜es a´lgebra-K, mo´dulo-G e mo´dulo-A para as es-
truturas que iremos apresentar nesta secc¸a˜o sa˜o propositadas. Elas devem-se
ao facto de estarmos a considerar acc¸o˜es a` direita.
Seja K um corpo. Uma a´lgebra-K e´ um conjunto A com as seguintes
propriedades:
(1) A e´ um espac¸o vectorial de dimensa˜o finita sobre K;
(2) A e´ um anel com identidade;
(3) A multiplicac¸a˜o escalar e a multiplicac¸a˜o do anel sa˜o relacionadas por
(ab)k = a(bk) = (ak)b, para a, b ∈ A e k ∈ K.
Dados um corpo K e um espac¸o vectorial V 6= {0} de dimensa˜o n sobre
K, sejam
EndK(V ) = {ϕ | ϕ : V → V e´ aplicac¸a˜o linear sobre K},
GL(V ) = {ϕ ∈ EndK(V ) : ϕ e´ um automorfismo},
Mn(K) = {M :M e´ matriz n× n sobre K},
Gln(K) = {M ∈Mn(K) :M e´ invert´ıvel}.
Note-se que por vezes se denota GL(V ) por AutK(V ) ou simplesmente
por Aut(V ).
Em relac¸a˜o a` composic¸a˜o GL(V ) e´ um grupo; em relac¸a˜o ao produto,
Gln(K) e´ tambe´m um grupo; com as operac¸o˜es usuais de adic¸a˜o e multi-
plicac¸a˜o de matrizes e multiplicac¸a˜o por um escalar, Mn(K) e´ uma a´lgebra-
K; EndK(V ) e´ a´lgebra-K para as operac¸o˜es seguintes:
(1) Adic¸a˜o: se ϕ, θ ∈ EndK(V ), define-se ϕ+θ : V → V , v 7→ (vϕ)+(vθ);
(2) Multiplicac¸a˜o (composic¸a˜o): se ϕ, θ ∈ EndK(V ), define-se ϕθ : V →
V , v 7→ (vϕ)θ;
(3) Multiplicac¸a˜o escalar: se ϕ ∈ EndK(V ) e k ∈ K, define-se ϕk : V →
V , v 7→ (vϕ)k.
Sejam A e B a´lgebras-K. Um morfismo de a´lgebras-K de A para B e´
uma aplicac¸a˜o τ : A→ B tal que
(1) τ : A→ B e´ uma aplicac¸a˜o linear sobre K;
(2) (a1a2)τ = (a1τ)(a2τ), para a1, a2 ∈ A;
(3) 1Aτ = 1B.
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Mais uma vez, tal como atra´s, se A = B diz-se que τ e´ um endomorfismo
de a´lgebras-K. Um isomorfismo de a´lgebras-K de A para B e´ um morfismo
de a´lgebras-K que e´ bijectivo.
Dado τ : A→ B um morfismo de a´lgebras-K, define-se o kernel de τ por
ker τ = {a ∈ A : aτ = 0B}.
Seja A uma a´lgebra-K. Um subconjunto I ⊆ A diz-se um ideal de A
se I e´ um ideal de A encarado como anel e e´ fechado para a multiplicac¸a˜o
escalar, isto e´, xµ ∈ I, quaisquer que sejam x ∈ I e µ ∈ K.
Sejam A e B a´lgebras-K e τ : A → B um morfismo de a´lgebras-K.
Enta˜o ker τ e´ um ideal de A.
Seja K um corpo.
(1) Seja G um grupo finito. Uma representac¸a˜o de G sobre K e´ um mor-
fismo de grupos
ρ : G −→ GL(V ),
em que V e´ um espac¸o vectorial de dimensa˜o finita sobre K. Se ρ e´
um monomorfismo diz-se que ρ e´ uma representac¸a˜o fiel de G;
(2) Uma representac¸a˜o de G sobre K por matrizes e´ um morfismo de
grupos
ϕ : G −→ Gln(K).
Ao natural n da´-se o nome de grau de ϕ. Diz-se que ϕ e´ uma repre-
sentac¸a˜o fiel de G se e´ um monomorfismo.
(3) Seja A uma a´lgebra-K. Uma representac¸a˜o de A sobre o espac¸o vec-
torial V sobre K e´ um morfismo de a´lgebras-K
π : A −→ EndK(V ).
Sejam G um grupo finito e K um corpo. Seja K[G] o conjunto de todas
as somas formais ∑
g∈G
λgg, (1.5)
em que λg ∈ K. Podemos encarar a soma formal (1.5) como sendo a
aplicac¸a˜o
G −→ K
g 7−→ λg
Por definic¸a˜o, duas somas formais
∑
g∈G λgg e
∑
g∈G µgg sa˜o iguais se e so´
se λg = µg, para todo o g ∈ G.
40
Definem-se adic¸a˜o, multiplicac¸a˜o escalar de K e multiplicac¸a˜o em K[G]
do seguinte modo: ∑
g∈G
λgg +
∑
g∈G
µgg =
∑
g∈G
(λg + µg)g, (1.6)
(∑
g∈G
λgg
)
µ =
∑
g∈G
(λgµ)g, (1.7)
(∑
g∈G
λgg
)(∑
g∈G
µgg
)
=
∑
g∈G
(∑
h∈G
λhµh−1g
)
g,
em que λg, µg, µ ∈ K. O conjunto K[G] e´ uma a´lgebra-K tal que o elemento
zero e´
∑
g∈G 0Kg e o elemento um e´
∑
g∈G δ1gg, sendo δab o s´ımbolo de
Kronecker definido por: δab = 1 se a = b e δab = 0 se a 6= b.
Identificamos um elemento h ∈ G com o elemento
∑
g∈G δhgg ∈ K[G].
Assim podemos encarar G como sendo um subconjunto de K[G]; a multi-
plicac¸a˜o original em G e´ a restric¸a˜o da multiplicac¸a˜o em K[G].
A K[G] da´-se o nome de a´lgebra de grupo e o conjunto G e´ uma base de
K[G] sobre K, encarando
G = {h : h ∈ G} = {
∑
g∈G
δhgg : h ∈ G}.
Mais geralmente, se S e´ um mono´ide, podemos definir de modo ana´logo
uma a´lgebra de mono´ide como sendo o conjunto K[S], em que a adic¸a˜o
e multiplicac¸a˜o escalar em K[S] sa˜o definidas como em (1.6) e (1.7) e a
multiplicac¸a˜o e´ dada por(∑
s∈S
λss
)(∑
s∈S
µss
)
=
∑
s,t∈S
(λsµt)st,
em que λs, µs ∈ K.
Note-se que S pode ser finito ou infinito pois vamos considerar que cada
elemento x ∈ K[S] tem uma expansa˜o na forma
x =
∑
s∈S
λss
com apenas um nu´mero finito de coeficientes λs 6= 0.
Proposic¸a˜o 1.10.1. [8, 10] Sejam K um corpo, G um grupo, V um espac¸o
vectorial de dimensa˜o finita sobre K e ρ : G → GL(V ) uma representac¸a˜o
de G sobre K. Enta˜o ρ induz uma representac¸a˜o u´nica ρ¯ de K[G] sobre o
espac¸o vectorial V sobre K tal que ρ¯|G = ρ, definida por
ρ¯ : K[G] −→ EndK(V )∑
g∈G
λgg 7−→
∑
g∈G
(gρ)λg.
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Sejam G um grupo finito, K um corpo e V um espac¸o vectorial sobre
K de dimensa˜o n ∈ N. Diz-se que V e´ um mo´dulo-G a` direita se G actua
a` direita sobre (V,+) por endomorfismos (1, 2, 3) e se a acc¸a˜o respeita o
produto por escalar (4), i.e.
(1) v(gh) = (vg)h, para v ∈ V , g, h ∈ G;
(2) v1 = v, para v ∈ V ;
(3) (v + w)g = vg + wg, para v, w ∈ V , g ∈ G;
(4) (vλ)g = (vg)λ, para v ∈ V, g ∈ G, λ ∈ K.
Se U ⊆ V e´ um subespac¸o de V e V e´ um mo´dulo-G, diz-se que U e´
G-invariante se
Ug ⊆ U, para qualquer g ∈ G.
Sejam K um corpo, G um grupo e V um mo´dulo-G (a` direita). Um
submo´dulo-G de V e´ um subespac¸o U de V que e´ G-invariante; escrevemos
U ≤G V .
Proposic¸a˜o 1.10.2. [8] Sejam V um espac¸o vectorial de dimensa˜o finita
sobre um corpo K e G um grupo finito.
(1) Se ρ : G→ GL(V ) e´ uma representac¸a˜o de G sobre V , enta˜o V e´ um
mo´dulo-G com respeito a` acc¸a˜o definida por
vg = v(gρ), para g ∈ G, v ∈ V .
(2) Se V e´ um mo´dulo-G, enta˜o a aplicac¸a˜o gρ : V → V , v 7→ vg, pertence
a GL(V ). Mais ainda, a aplicac¸a˜o
ρ : G −→ GL(V )
g 7−→ gρ
e´ um morfismo de grupos, portanto uma representac¸a˜o de G sobre V .
Sejam K um corpo, A uma a´lgebra-K e V um espac¸o vectorial sobre K
de dimensa˜o n ∈ N0. Diz-se que V e´ um mo´dulo-A a` direita se A actua a`
direita sobre (V,+) por endomorfismos e se a acc¸a˜o respeita as operac¸o˜es
definidas em A, i.e.
(1) v(ab) = (va)b, para v ∈ V , a, b ∈ A;
(2) v1 = v, para v ∈ V ;
(3) (v + w)a = va+ wa, para v, w ∈ V , a ∈ A;
(4) v(a+ b) = va+ vb, para v ∈ V , a, b ∈ A;
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(5) (vλ)a = (va)λ, para v ∈ V , a ∈ A, λ ∈ K.
Sejam K um corpo e A uma a´lgebra-K. Pretendemos transformar A
num mo´dulo-A, para tal definimos uma acc¸a˜o de A sobre A do seguinte
modo: dado α ∈ A (espac¸o vectorial) e a ∈ A (a´lgebra-K),
α · a = αa.
Verifica-se que A e´ mo´dulo-A a` direita com respeito a esta acc¸a˜o, chamado
mo´dulo regular a` direita de A.
Observac¸a˜o 1.10.3. Vamos agora construir um mo´dulo-K[G] associado a
uma representac¸a˜o de G sobre K. Sejam G um grupo finito, V um espac¸o
vectorial de dimensa˜o n ∈ N sobre um corpo K e ρ : G → GL(V ) uma re-
presentac¸a˜o de G. Munimos V com uma estrutura de mo´dulo-K[G] definida
a partir de ρ pela adic¸a˜o usual em V e pela acc¸a˜o definida por
vx = v(xρ¯), ∀v ∈ V, ∀x ∈ K[G],
sendo ρ¯ : K[G] → EndK(V ) o u´nico endomorfismo tal que ρ¯|G = ρ, que
sabemos existir pela Proposic¸a˜o 1.10.1.
Sejam K um corpo, G um grupo e tomemos mo´dulos-K[G] (a` direita)
V e W . Consideremos ρ, σ as representac¸o˜es de G proporcionadas por V e
W , respectivamente.
(1) Um submo´dulo-K[G] U de V e´ um subespac¸o de V tal que ux ∈ U ,
quaisquer que sejam u ∈ U e x ∈ K[G]; escrevemos U ≤K[G] V .
(2) Diz-se que V e´ um mo´dulo-K[G] irredut´ıvel se V 6= {0} e os seus u´nicos
submo´dulos-K[G] sa˜o {0} e V .
(3) Diz-se que ρ e´ uma representac¸a˜o irredut´ıvel de G se V e´ um mo´dulo-
K[G] irredut´ıvel.
Seja K um corpo, A uma a´lgebra-K e V um mo´dulo-A. Uma se´rie de
composic¸a˜o de V e´ uma cadeia de submo´dulos
{0} = V0 < V1 < · · · < Vr = V
tal que cada quociente Vi/Vi−1 e´ irredut´ıvel como mo´dulo-A, para i ∈
{1, . . . , r}.
Observemos que, dado que os nossos mo´dulos-A sa˜o sempre de dimensa˜o
finita sobre K, cada mo´dulo-A na˜o nulo tem (pelo menos) uma se´rie de
composic¸a˜o.
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Proposic¸a˜o 1.10.4. [11] Sejam K um corpo de caracter´ıstica p, em que p
e´ um nu´mero primo, G um grupo e V um mo´dulo-K[G] irredut´ıvel. Enta˜o
CV (Op(G)) = {v ∈ V : vx = v,∀x ∈ Op(G)}
e´ um submo´dulo de V . Logo CV (Op(G)) = V , pois V e´ mo´dulo-K[G] irre-
dut´ıvel.
Proposic¸a˜o 1.10.5. [8] Sejam G um grupo finito e K um corpo de carac-
ter´ıstica zero ou caracter´ıstica prima p tal que p na˜o divide a ordem de G.
Seja V 6= {0} um mo´dulo-K[G]. Enta˜o V = V1 ⊕ · · · ⊕ Vt, em que todos os
Vi sa˜o submo´dulos-K[G] irredut´ıveis de V .
Proposic¸a˜o 1.10.6. [8] Sejam K um corpo e A uma a´lgebra-K. Enta˜o
cada mo´dulo-A irredut´ıvel e´ c´ıclico.
No que se segue representamos por K[t] o anel de polino´mios em t com
coeficientes em K.
Proposic¸a˜o 1.10.7. [8] Seja G um grupo finito abeliano cujo expoente di-
vide n. Sejam K um corpo e V um mo´dulo-K[G] irredut´ıvel. Suponhamos
que tn − 1 se decompo˜e em K[t] como produto de factores de grau 1. Enta˜o
a dimensa˜o de V sobre K e´ 1.
1.11 Transdutores
Neste trabalho sera´ u´til utilizarmos conceitos mais gerais do que o de
auto´mato, nomeadamente os de transdutor e transdutor subsequencial.
Um transdutor (sobre um anel R) e´ um qu´ıntuplo T = (Q,A,R,E, I, F ),
em que
- Q e´ um conjunto finito de estados;
- A e´ um alfabeto finito de entradas;
- R e´ um anel de sa´ıda (pode ser infinito);
- E ⊆ Q×A×R×Q (finito) e´ o conjunto de transic¸o˜es;
- I ⊆ Q e´ o conjunto dos estados iniciais;
- F ⊆ Q e´ o conjunto dos estados finais.
Intuitivamente, uma transic¸a˜o (p, a, r, q) pode ser interpretada do seguin-
te modo:
Encontrando-se o transdutor no estado p ao receber a entrada a move-se
para o estado q e produz a sa´ıda r.
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Por vezes, analogamente ao que acontece nos auto´matos, pode ser con-
veniente representar a transic¸a˜o (p, a, r, q) por uma seta p
a|r
−→ q. A repre-
sentac¸a˜o dos estados iniciais e dos estados finais e´ feita como nos auto´matos.
Um caminho bem sucedido e´ uma sequeˆncia de transic¸o˜es consecutivas
da forma
q0
a1|r1
−→ q1
a2|r2
−→ q2 · · · qn−1
an|rn
−→ qn,
em que as extremidades q0 e qn sa˜o um estado inicial e um final, respecti-
vamente.
A etiqueta do caminho e´ a palavra a1a2 . . . an. A sa´ıda e´ o produto
r1r2 . . . rn. A func¸a˜o realizada por T (transduc¸a˜o) transforma cada palavra
u ∈ A∗ na soma das sa´ıdas de todos os caminhos bem sucedidos de etiqueta
u.
1 2
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a|1
a|1, b|2
a|1, b|1
a|1, b|2
a|2
a|1, b|3
b|1
Figura 1.2: Um transdutor com sa´ıdas em Z.
Por exemplo, se τ e´ a transduc¸a˜o realizada pelo transdutor da figura 1.2,
existem quatro caminhos bem sucedidos com etiqueta abba:
(1)1
a|1
−→ 2
b|2
−→ 2
b|2
−→ 2
a|1
−→ 3 (2)1
a|1
−→ 2
b|2
−→ 2
b|1
−→ 3
a|1
−→ 3
(3)1
a|2
−→ 4
b|3
−→ 4
b|1
−→ 3
a|1
−→ 3 (4)1
a|2
−→ 4
b|1
−→ 3
b|2
−→ 3
a|1
−→ 3
A sa´ıda do primeiro caminho e´ 1×2×2×1 = 4 e as sa´ıdas dos restantes
caminhos sa˜o respectivamente 2, 6 e 4. Tem-se enta˜o (abba)τ = 4+2+6+4 =
16.
Se I = {q0} ⊆ Q e T e´ tal que, para quaisquer q ∈ Q e a ∈ A existe
no ma´ximo uma transic¸a˜o da forma (q, a, r, q′) ∈ E, podemos considerar o
seguinte subconjunto de Q×A
P = {(q, a) : ∃q′ ∈ Q, ∃r ∈ R, (q, a, r, q′) ∈ E}
e as aplicac¸o˜es
· : P −→ Q
(q, a) 7−→ q · a
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e∗ : P −→ R
(q, a) 7−→ q ∗ a
sendo q · a o u´nico estado q′ ∈ Q tal que (q, a, r, q′) ∈ E e q ∗ a o u´nico
elemento r ∈ R tal que (q, a, r, q′) ∈ E. Estas restric¸o˜es a` definic¸a˜o geral de
transdutor motivam a seguinte noc¸a˜o de transdutor:
Um transdutor subsequencial (sobre um mono´ide R) e´ um octu´plo T =
(Q,A,R, q0, ·, ∗,m, ρ), em que
- Q e´ um conjunto finito de estados;
- A e´ um alfabeto finito de entradas;
- R e´ um mono´ide de sa´ıda (pode ser infinito);
- q0 ∈ Q e´ o estado inicial;
- (q, a) 7→ q · a ∈ Q (func¸a˜o de transic¸a˜o), (q, a) 7→ q ∗ a ∈ R (func¸a˜o de
sa´ıda) sa˜o func¸o˜es com o mesmo domı´nio contido em Q×A;
- m ∈ R e´ o prefixo inicial;
- ρ : Q→ R (func¸a˜o terminal) e´ uma func¸a˜o.
Note-se que as func¸o˜es de transic¸a˜o e de sa´ıda na˜o sa˜o necessariamente
aplicac¸o˜es pois a imagem de um elemento qualquer de Q × A pode nem
sempre estar definida. O mesmo sucede com a func¸a˜o terminal que tem
domı´nio contido em Q.
As func¸o˜es de transic¸a˜o e de sa´ıda prolongam-se a func¸o˜es Q×A∗ → Q
e Q×A∗ → R do seguinte modo:
Para cada u ∈ A∗ e a ∈ A,
q · 1 = q q ∗ 1 = 1
q · (ua) = (q · u) · a se q · u e (q · u) · a esta˜o definidos
q ∗ (ua) = (q ∗ u)((q · u) ∗ a) se q ∗ u, q · u e (q · u) ∗ a esta˜o definidos
Introduzem-se algumas regras de prioridade nos operadores de forma a
simplificar a escrita. Da´-se a maior prioridade ao produto (concatenado),
depois a` operac¸a˜o ponto (·) e por fim a` operac¸a˜o estrela (∗). Assim escreve-
mos, por exemplo, q ·ua em vez de q · (ua), q ∗ua em vez de q ∗ (ua) e q ·u∗a
em vez de (q · u) ∗ a.
A func¸a˜o realizada pelo transdutor subsequencial T e´ a func¸a˜o ϕ : A∗ →
R definida por
uϕ = m(q0 ∗ u)(q0 · u)ρ, para todo o u ∈ A
∗.
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Uma func¸a˜o subsequencial e´ uma func¸a˜o que pode ser realizada por um
transdutor subsequencial.
O mono´ide de transformac¸o˜es de um transdutor subsequencial T =
(Q,A,R, q0, ·, ∗,m, ρ) e´, por definic¸a˜o, o mono´ide de transformac¸o˜es do au-
to´mato (Q,A, ·, q0, ∅).
Um transdutor sequencial e´ uma versa˜o mais simplificada do anterior,
sem prefixo inicial nem func¸a˜o terminal. Mais precisamente e´ um trans-
dutor subsequencial em que o prefixo inicial e´ m = 1 e a func¸a˜o terminal
transforma todo o estado em 1, i.e. qρ = 1, para todo o q ∈ Q. Neste
caso, escrevemos T = (Q,A,R, q0, ·, ∗) e a func¸a˜o realizada por T e´ a func¸a˜o
ϕ : A∗ → R definida por
uϕ = q0 ∗ u, para todo o u ∈ A
∗.
Uma func¸a˜o sequencial e´ uma func¸a˜o que pode ser realizada por um
transdutor sequencial.
47
Cap´ıtulo 2
Pseudovariedades de Grupos
Neste cap´ıtulo pretendemos descrever a pseudovariedade dos grupos su-
per-resolu´veis. Com vista a essa descric¸a˜o abordaremos diversas classes de
grupos, nomeadamente as pseudovariedades: produto de pseudovariedades
de grupos; dos grupos abelianos cujo expoente divide um dado natural n;
dos p-grupos.
Uma classe G de grupos finitos diz-se uma pseudovariedade de grupos se
{1} ∈ G e ale´m disso verifica as condic¸o˜es seguintes:
(1) Se A ∈ G e B e´ um subgrupo de A enta˜o B ∈ G;
(2) Se A ∈ G, B e´ um grupo e ϕ : A։ B e´ um epimorfismo enta˜o B ∈ G;
(3) Se A,B ∈ G enta˜o A×B ∈ G.
Note-se que toda a pseudovariedade de grupos e´ uma pseudovariedade de
mono´ides uma vez que todo o submono´ide de um grupo finito e´, ele pro´prio,
um grupo, pois todo o elemento num semigrupo (mono´ide) finito tem uma
poteˆncia que e´ um idempotente. Reciprocamente, e´ claro que toda a pseu-
dovariedade de mono´ides cujos elementos sa˜o grupos e´ uma pseudovariedade
de grupos.
Assim sendo, podemos aplicar os resultados ja´ conhecidos sobre pseu-
dovariedades de mono´ides a`s pseudovariedades de grupos.
A classe de todas as pseudovariedades de grupos forma um reticulado
completo para a inclusa˜o, logo existe supremo (e ı´nfimo) de qualquer famı´lia
de pseudovariedades de grupos. De facto, dada uma famı´lia (Hi)i∈I de
pseudovariedades de grupos, o seu supremo e´ a pseudovariedade
∨
i∈IHi
dos grupos G tais que G ≃ H/N , em que
H ≤ H1 × · · · ×Hn com Hk ∈ Hik , para k ∈ {1, . . . , n}, ik ∈ I e N H,
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i.e. dos grupos G que sa˜o isomorfos a quocientes de subgrupos de produtos
directos finitos de elementos das pseudovariedades Hi.
As pseudovariedades que va˜o ter um papel importante ao longo de todo
este trabalho sa˜o as seguintes:
Dado um nu´mero primo p, denote-se porGp a classe de todos os p-grupos
finitos. Verifica-se facilmente que Gp e´ uma pseudovariedade de grupos.
Dada uma pseudovariedade de grupos H, a classe dos grupos de H cuja
ordem na˜o e´ divis´ıvel por p forma tambe´m uma pseudovariedade que deno-
tamos por Hp′ .
Sa˜o tambe´m exemplos de pseudovariedades de grupos a classe Ab de
todos os grupos abelianos, a classe S de todos os grupos resolu´veis e a classe
N de todos os grupos nilpotentes. Dado n ∈ N, a classe Abn de todos os
grupos abelianos cujo expoente divide n e´ outro exemplo de pseudovariedade
de grupos.
2.1 A pseudovariedade produto
Dadas duas pseudovariedades de grupos U e V, define-se a pseudovari-
edade produto U ∗V do seguinte modo:
G ∈ U ∗V sse ∃U ∈ U, U G tal que G/U ∈ V.
E´ fa´cil verificar que U ∗V e´ de facto uma pseudovariedade de grupos.
No que se segue e´ u´til ter presente duas caracterizac¸o˜es alternativas da
pseudovariedade produto. Para estabelecer essas caracterizac¸o˜es precisamos
de dois resultados auxiliares. O primeiro diz-nos o seguinte:
Lema 2.1.1. Sejam G um grupo e H  G. Enta˜o o grupo G mergulha-se
em H ◦ (G/H).
Demonstrac¸a˜o. Escolhemos um conjunto completo de representantes das
classes de G/H denotando, para cada u ∈ G, por u o representante da
sua classe Hu. Assim, Hu = Hu. Essa escolha sera´ feita de tal forma que
1 = 1.
Para cada u ∈ G, definimos
fu : G/H −→ H
Hv 7−→ v u vu−1
Provemos que fu e´ uma aplicac¸a˜o.
Sejam u ∈ G e Hv ∈ G/H. Tem-se:
H(v u vu−1) = HvHuHvu−1 = HvHu(Hvu)−1 = Hvu(vu)−1 = H.
Portanto v u vu−1 ∈ H.
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Tomemos Hv1, Hv2 ∈ G/H tais que Hv1 = Hv2. Enta˜o:
Hv1u = Hv1u = Hv1Hu = Hv1Hu = Hv2Hu = Hv2Hu = Hv2u =
Hv2u. Portanto tem-se v1u = v2u, atendendo ao modo como escolhemos os
representantes, pelo que se conclui que v1 u v1u
−1 = v2 u v2u
−1. Logo fu e´
uma aplicac¸a˜o.
Consideremos agora a seguinte aplicac¸a˜o
ϕ : G −→ H ◦ (G/H) = HG/H ⋊G/H
u 7−→ (fu, Hu)
Vejamos que se trata de um monomorfismo de grupos:
Sejam u, v ∈ G. Tem-se
(uv)ϕ = (fuv, Huv)
e
(uϕ)(vϕ) = (fu, Hu)(fv, Hv) = (fu(Hu · fv), HuHv).
Ora, HuHv = HuHv = Huv = Huv e, para qualquer Hw ∈ G/H,
(Hw)(fu(Hu · fv)) = (Hw)fu(Hw)(Hu · fv)
= (Hw)fu(HwHu)fv
= (Hw)fu(Hwu)fv
= (w uwu−1)(wuv wuv−1)
= w uv wuv−1 = (Hw)fuv,
donde (uv)ϕ = (uϕ)(vϕ), quaisquer que sejam u, v ∈ G. Consequentemente
ϕ e´ um morfismo de grupos.
De facto ϕ e´ um monomorfismo. Mostremos que kerϕ = {1G}. Recorde-
mos que a identidade de H ◦ (G/H) e´ (1HG/H , H1), em que 1HG/H e´ a
aplicac¸a˜o de G/H em H que transforma qualquer elemento Hg de G/H
na identidade de H. Fixemos u ∈ G e h = Hfu. Temos h = (H1)fu =
1u 1u
−1
= uu−1 pelo que hu = u. Ora,
kerϕ = {u ∈ G : (fu, Hu) = (1HG/H , H1)},
donde se u ∈ kerϕ enta˜o Hu = H1, logo u = 1 = 1 e portanto h = u.
Mas h = Hfu = (H)1HG/H = 1H pelo que u = h = 1H = 1G. Portanto
kerϕ = {1G}, pelo que ϕ e´ um monomorfismo, como pretendido.
O segundo resultado que precisamos diz-nos o seguinte:
Lema 2.1.2. Sejam S e T grupos. Enta˜o S ⋊ T mergulha-se em ST ⋊ T .
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Demonstrac¸a˜o. Para cada s ∈ S, definimos uma aplicac¸a˜o fs : T → S por
tfs = t·s, para todo o t ∈ T , em que · denota a acc¸a˜o proveniente do produto
semidirecto S ⋊ T .
Consideremos agora a aplicac¸a˜o dada por
θ : S ⋊ T −→ ST ⋊ T
(s, t) −→ (fs, t)
A aplicac¸a˜o θ e´ claramente injectiva pois, se (fs1 , t1) = (fs2 , t2) enta˜o
t1 = t2 e fs1 = fs2 , pelo que s1 = 1 · s1 = 1fs1 = 1fs2 = 1 · s2 = s2.
Mais, para quaisquer s1, s2 ∈ S e t1, t2, t ∈ T ,
t(fs1(t1 · fs2)) = tfs1(tt1)fs2 = (t · s1)((tt1) · s2)
= (t · s1)(t · (t1 · s2)) = t · (s1(t1 · s2))
= tfs1(t1·s2),
donde fs1(t1 · fs2) = fs1(t1·s2). Portanto
(fs1 , t1)(fs2 , t2) = (fs1(t1 · fs2), t1t2) = (fs1(t1·s2), t1t2),
quaisquer que sejam s1, s2 ∈ S e t1, t2 ∈ T .
Portanto θ e´ um monomorfismo.
Estamos agora em condic¸o˜es de demonstrar a primeira caracterizac¸a˜o
alternativa da pseudovariedade produto:
Teorema 2.1.3 (Teorema de Kalouzˇnin-Krasner). Sejam U e V pseudova-
riedades de grupos. Enta˜o
U ∗V = {G grupo : G . A⋊B, com A ∈ U e B ∈ V}.
Demonstrac¸a˜o. Seja
X = {G grupo : G . A⋊B, com A ∈ U e B ∈ V}.
Seja G ∈ X. Existe H tal que G ≃ H, com H ≤ A⋊B, em que A ∈ U
e B ∈ V.
Ora, A×{1}A⋊B, A×{1} ≃ A ∈ U, logo A×{1} ∈ U, e {1}×B ≃
B ∈ V, logo {1} ×B ∈ V. Mais, a aplicac¸a˜o
A⋊B −→ {1} ×B
(a, b) −→ (1, b)
e´ um epimorfismo cujo kernel e´ o grupo A × {1} logo, pelo Teorema do
Homomorfismo (1.8.17), tem-se
{1} ×B ≃
A⋊B
A× {1}
.
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Portanto A⋊B ∈ U ∗V.
Enta˜o G ≃ H, H ≤ A⋊B e A⋊B ∈ U ∗V, pelo que G ∈ U ∗V.
Reciprocamente, tomemos G ∈ U ∗ V. Existe N  G, N ∈ U tal que
G/N ∈ V. Pelo Lema 2.1.1, G mergulha-se em N ◦ (G/N) = NG/N ⋊G/N ,
isto e´, G . NG/N ⋊ G/N . Mas N ∈ U e G/N e´ finito logo NG/N ∈ U.
Portanto G ∈ X.
Note-se que a demonstrac¸a˜o deste teorema permite tambe´m concluir que,
se A ∈ U e B ∈ V, em que U e V sa˜o pseudovariedades de grupos, enta˜o
A⋊B ∈ U ∗V.
Como consequeˆncia obte´m-se uma outra caracterizac¸a˜o da pseudovarie-
dade produto:
Corola´rio 2.1.4. Sejam U e V pseudovariedades de grupos. Tem-se
U ∗V = {G grupo : G | (S ◦ T ), tal que S ∈ U e T ∈ V}.
Demonstrac¸a˜o. Sejam G um grupo, S ∈ U e T ∈ V tais que G | (S ◦ T ).
Enta˜o ST ≃ S|T | e S|T | ∈ U, pois T e´ finito, pelo que ST ∈ U. Portanto
S ◦ T = ST ⋊ T ∈ U ∗V, donde G ∈ U ∗V.
Reciprocamente, seja G ∈ U ∗V. Pelo Teorema de Kalouzˇnin-Krasner
(2.1.3) tem-se G . S ⋊ T , em que S ∈ U e T ∈ V. Mas, pelo Lema 2.1.2,
tem-se S ⋊ T . ST ⋊ T = S ◦ T , pelo que G . S ◦ T . Em particular,
G | (S ◦ T ).
Note-se que o produto semidirecto de mono´ides e´ uma operac¸a˜o na˜o as-
sociativa. No entanto, a operac¸a˜o ∗ entre pseudovariedades ja´ e´ associativa.
Para demonstrar este facto vamos precisar do seguinte lema te´cnico:
Lema 2.1.5. Sejam A, B e C grupos. Tem-se:
(A ◦B) ◦ C ≃ AB×C ⋊ (B ◦ C) .
Demonstrac¸a˜o. Note-se que
(A ◦B) ◦ C = (AB ⋊B)C ⋊ C e AB×C ⋊ (B ◦ C) = AB×C ⋊ (BC ⋊ C).
Consideremos
θ :
(
AB ⋊B
)C
⋊ C −→ AB×C ⋊
(
BC ⋊ C
)
(f, c) 7−→ (g, (h, c))
em que, para cada c′ ∈ C, c′f = (k(c
′), b′), k(c
′) : B → A e´ uma aplicac¸a˜o
e b′ ∈ B. Definimos g : B × C → A por (b, c′)g = bk(c
′), em que b ∈ B, e
h : C → B por c′h = b′. Portanto c′f = (k(c
′), b′) = (k(c
′), c′h).
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Sejam f1, f2 ∈
(
AB ⋊B
)C
, c1, c2 ∈ C tais que (f1, c1) = (f2, c2). Enta˜o,
para qualquer c′ ∈ C tem-se
(k
(c′)
1 , c
′h1) = c
′f1 = c
′f2 = (k
(c′)
2 , c
′h2).
Logo k
(c′)
1 = k
(c′)
2 e h1 = h2. Mas bk
(c′)
1 = (b, c
′)g1 e bk
(c′)
2 = (b, c
′)g2,
qualquer que seja b ∈ B, pelo que g1 = g2. Assim θ e´ uma aplicac¸a˜o.
Vejamos que θ e´ um isomorfismo.
Sejam f1, f2 ∈
(
AB ⋊B
)C
, c1, c2 ∈ C, (f1, c1)θ = (g1, (h1, c1)) e (f2, c2)θ
= (g2, (h2, c2)) em que, para quaisquer b ∈ B e c
′ ∈ C, os elementos c′f1 =
(k
(c′)
1 , c
′h1) e c
′f2 = (k
(c′)
2 , c
′h2) sa˜o tais que bk
(c′)
1 = (b, c
′)g1 e bk
(c′)
2 =
(b, c′)g2.
Vamos definir uma acc¸a˜o a` esquerda de BC ⋊ C = B ◦ C sobre AB×C
que ira´ definir um produto semidirecto externo AB×C ⋊ (B ◦ C):
(BC ⋊ C)×AB×C −→ AB×C
((h, c), g) 7−→ (h, c) · g
sendo,
(h, c) · g : B × C −→ A
(b, c′) 7−→ (b(c′h), c′c)g (2.1)
E´ fa´cil verificar que esta aplicac¸a˜o define uma acc¸a˜o por automorfismos
e e´ unita´ria a` direita, condic¸o˜es essas que permitem definir um produto
semidirecto externo.
Ora,
(f1, c1)θ(f2, c2)θ =
(
g1, (h1, c1)
)(
g2, (h2, c2)
)
=
(
g1
(
(h1, c1) · g2
)
, (h1, c1)(h2, c2)
)
=
(
g1
(
(h1, c1) · g2
)
,
(
h1(c1 · h2), c1c2
))
e (f1, c1)(f2, c2) = (f1(c1 · f2), c1c2). Mas, para qualquer c
′ ∈ C, tem-se
c′
(
f1(c1 · f2)
)
= c′f1(c
′c1)f2
=
(
k
(c′)
1 , c
′h1
)(
k
(c′c1)
2 , (c
′c1)h2
)
=
(
k
(c′)
1
(
c′h1 · k
(c′c1)
2
)
, c′h1(c
′c1)h2
)
=
(
k
(c′)
1
(
c′h1 · k
(c′c1)
2
)
, c′
(
h1(c1 · h2)
))
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Ale´m disso, para qualquer b ∈ B,
b
(
k
(c′)
1
(
c′h1 · k
(c′c1)
2
))
= bk
(c′)
1 (b(c
′h1))k
(c′c1)
2
= (b, c′)g1(b(c
′h1), c
′c1)g2
(2.1)
= (b, c′)g1(b, c
′)
(
(h1, c1) · g2
)
= (b, c′)
(
g1
(
(h1, c1) · g2
))
Portanto (f1, c1)θ(f2, c2)θ = ((f1, c1)(f2, c2))θ e, consequentemente, θ e´ um
morfismo.
Sejam f1, f2 ∈
(
AB ⋊B
)C
e c1, c2 ∈ C tais que (f1, c1)θ = (f2, c2)θ.
Enta˜o (g1, (h1, c1)) = (g2, (h2, c2)) donde, para qualquer c
′ ∈ C,
c′f1 =
(
k
(c′)
1 , c
′h1
)
=
(
k
(c′)
2 , c
′h2
)
= c′f2
Logo c1 = c2 e f1 = f2, pelo que θ e´ injectiva.
Sejam g ∈ AB×C , h ∈ BC e c ∈ C. Definimos
f : C −→ AB ⋊B
c′ 7−→ (k(c
′), c′h)
em que bk(c
′) = (b, c′)g, para cada b ∈ B. Pela forma como definimos θ,
a imagem de (f, c) atrave´s de θ e´ precisamente (g, (h, c)). Portanto, θ e´
sobrejectiva. Concluimos que θ e´ um isomorfismo, como se pretendia.
Podemos enta˜o provar a associatividade da operac¸a˜o ∗ entre pseudova-
riedades.
Teorema 2.1.6. Dadas U, V e W pseudovariedades de grupos, tem-se
U ∗ (V ∗W) = (U ∗V) ∗W.
Demonstrac¸a˜o. Seja B ∈ U ∗ (V ∗W). Pela definic¸a˜o de U ∗ (V ∗W)
existe B′ ∈ U tal que B′  B e B/B′ ∈ V ∗W. Pela definic¸a˜o de V ∗W
existe B′′/B′  B/B′, sendo B′′  B tal que B′ ⊆ B′′, com B′′/B′ ∈ V e
(B/B′)/(B′′/B′) ∈W.
Ora, B′ B e´ tal que B′ ⊆ B′′ pelo que B′ B′′. Logo existe B′ B′′,
B′ ∈ U e B′′/B′ ∈ V, donde B′′ ∈ U ∗ V. Assim, existe B′′  B tal que
B′′ ∈ U∗V e B/B′′ ∈W porque B/B′′ ≃ (B/B′)(B′′/B′), pelo 2o Teorema
do Isomorfismo (1.8.19), portanto B ∈ (U ∗V) ∗W.
Reciprocamente, seja B ∈ (U ∗V) ∗W. Pelo Corola´rio 2.1.4, existem
T ∈ U∗V eW ∈W tais queB | (T◦W ). Uma vez que T ∈ U∗V, novamente
pelo Corola´rio 2.1.4, existem U ∈ U e V ∈ V tais que T | (U ◦ V ).
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Portanto, existem K ≤ U ◦ V e ψ : K ։ T um epimorfismo. Muito
facilmente se conclui que K ◦W ≤ (U ◦ V ) ◦W . Defina-se uma aplicac¸a˜o
por
θ : K ◦W −→ T ◦W
(f, w) −→ (fψ,w)
Sejam (f1, w1), (f2, w2) ∈ K ◦W . Para qualquer w ∈W , tem-se
w(f1ψ(w1 · f2ψ)) = (wf1)ψ((ww1)f2)ψ = ((wf1)(ww1)f2)ψ
= ((wf1)w(w1 · f2))ψ = (w(f1(w1 · f2)))ψ
= w(f1(w1 · f2)ψ).
Portanto,
((f1, w1)(f2, w2))θ = (f1(w1 · f2), w1w2)θ = (f1(w1 · f2)ψ,w1w2)
= (f1ψ(w1 · f2ψ), w1w2) = (f1ψ,w1)(f2ψ,w2)
= (f1, w1)θ(f2, w2)θ.
Conclu´ımos que θ e´ um morfismo. Provemos agora que θ e´ sobrejectivo. Seja
(g, w) ∈ T ◦W . Como ψ e´ um epimorfismo, pelo Teorema do Homomorfismo
(1.8.17),
K/ kerψ −→ T
k kerψ −→ kψ
e´ um isomorfismo. Consideremos K ′ ⊆ K um conjunto de representantes de
K/ kerψ tal que o representante da classe kerψ seja o elemento 1K . Vamos
definir uma aplicac¸a˜o f :W → K do seguinte modo:
Dado w1 ∈ W , como w1g ∈ T existe um u´nico k
′ ∈ K ′ ⊆ K tal que
k′ψ = w1g, definimos w1f = k
′. Tem-se (f, w)θ = (fψ,w) = (g, w), pois
w1(fψ) = k
′ψ = w1g, para cada w1 ∈ W . Portanto θ e´ sobrejectivo e
T ◦W | (U ◦ V ) ◦W . Mais, como B | T ◦W , pela propriedade transitiva da
relac¸a˜o divide, B | (U ◦V )◦W . Mas, pelo Lema 2.1.5, tem-se (U ◦V )◦W ≃
UV×W⋊(V ◦W ) = UV×W⋊(V W⋊W ). Ora, V ×W e´ finito logo UV×W ∈ U.
Analogamente, V W ∈ V. Assim UV×W⋊(V W⋊W ) ∈ U∗(V∗W). Portanto,
(U ◦ V ) ◦W ∈ U ∗ (V ∗W) donde B ∈ U ∗ (V ∗W).
Conclu´ımos pois que U ∗ (V ∗W) = (U ∗V) ∗W.
2.2 A pseudovariedade Abn
Nesta secc¸a˜o daremos uma caracterizac¸a˜o da pseudovariedade Abn, dos
grupos abelianos cujo expoente divide um dado natural n, a qual sera´ con-
siderada posteriormente no Cap´ıtulo 4.
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Recordemos que, para cada natural n ∈ N, o grupo (Zn,+) e´ c´ıclico de
ordem n e e´ abeliano.
Proposic¸a˜o 2.2.1. Seja n um natural. A pseudovariedade dos grupos abe-
lianos cujo expoente divide n e´ gerada pelo grupo Zn, isto e´,
Ab
n = V 〈Zn〉 .
Demonstrac¸a˜o. Esta prova sera´ feita em dois passos:
1o) Mostramos que Abn = V [xy = yx, xn = 1];
2o) Mostramos que V 〈Zn〉 = V [xy = yx, x
n = 1].
1o) Seja G ∈ Abn. Enta˜o G e´ abeliano pelo que satisfaz a identidade
xy = yx. Uma vez que mmc(|g| : g ∈ G) = exp(G) e exp(G) | n, tem-se
que |g| | n, donde gn = 1, para todo o g ∈ G. Logo G satisfaz a identidade
xn = 1.
Reciprocamente, suponhamos que G satisfaz as identidades xy = yx e
xn = 1. Enta˜o G e´ abeliano e, para todo o g ∈ G, tem-se gn = 1, donde
|g| | n, pelo que exp(G) =mmc(|g| : g ∈ G) | n. Assim G ∈ Abn.
2o) Defina-se V = V 〈Zn〉. Pela Proposic¸a˜o 1.5.2, V e´ definida por uma
sequeˆncia de identidades. Como Zn e´ um grupo c´ıclico de ordem n abeliano,
Zn ∈ V [xy = yx, x
n = 1] pelo que
V ⊆ V [xy = yx, xn = 1] .
Suponhamos que V 6= V [xy = yx, xn = 1]. Enta˜o existiria uma identi-
dade u = v satisfeita por V mas que na˜o se deduziria de xy = yx nem de
xn = 1.
Escolhamos uma tal identidade u = v tal que |u|+ |v| seja mı´nimo, sendo
assim u e v conteˆm no ma´ximo n − 1 ocorreˆncias de cada letra pois, caso
contra´rio, usar-se-iam as identidades xy = yx e xn = 1 para obter uma iden-
tidade u = v com |u|+ |v| menor (por exemplo, u = u1xu2xu3 . . . xunxun+1
implicaria u = u1x
nu2u3 . . . un+1 = u1u2u3 . . . un+1).
Queremos provar que u e v conte´m exactamente as mesmas letras. Seja x
uma letra de u. Suponhamos, por absurdo, que x na˜o e´ uma letra de v, isto
e´, |v|x = 0. Seja |u|x = k. Recordemos que a identidade u = v e´ satisfeita
por V, logo por Zn. Substituindo cada ocorreˆncia de x em u = v por 1 e as
ocorreˆncias das restantes letras por 0 obtemos k = 0, o que e´ absurdo pois
0 < k ≤ n− 1, uma vez que u conte´m no ma´ximo n− 1 ocorreˆncias de cada
letra. Portanto toda a letra de u tem uma ocorreˆncia em v. Analogamente,
toda a letra de v tem uma ocorreˆncia em u. Consequentemente, u e v conteˆm
exactamente as mesmas letras.
Como a identidade u = v na˜o se deduz de xy = yx resulta que, para
qualquer letra x de u, e consequentemente de v, se tem |u|x 6= |v|x, caso
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contra´rio, a identidade u = v deduzir-se-ia de xy = yx, o que contradiz a
hipo´tese. Seja x uma letra de u. Sem perda de generalidade suponhamos
que |u|x < |v|x. Note-se que |v|x ≤ n − 1. Tomemos |u|x = k e |v|x = t.
Substituindo todas as ocorreˆncias de x em u = v por 1 e as ocorreˆncias
das outras letras por 0, conclu´ımos que k = t em Zn, o que e´ absurdo pois
k < t ≤ n− 1.
Assim V = V [xy = yx, xn = 1].
2.3 A pseudovariedade Gp
E´ objectivo desta secc¸a˜o apresentar duas descric¸o˜es da pseudovariedade
Gp dos p-grupos finitos, para um dado nu´mero primo p. A primeira em
termos de identidades que a definem e a segunda usando p-grupos definidos
como quocientes de um mono´ide livre por uma relac¸a˜o de congrueˆncia. Esta
segunda caracterizac¸a˜o sera´ de particular interesse no Cap´ıtulo 3, quando
se descreverem as linguagens reconhecidas pelos p-grupos.
Proposic¸a˜o 2.3.1. Dado um nu´mero primo p, a pseudovariedade dos p-
grupos finitos e´ a pseudovariedade de grupos ultimamente definida pelas
identidades xp
k
= 1, em que k ≥ 0, isto e´,
Gp = V
r
xp
k
= 1 (k ≥ 0)
z
.
Demonstrac¸a˜o. Se G ∈ Gp, enta˜o |G| = p
k, para algum k ≥ 0. Portanto,
para qualquer g ∈ G, temos gp
k
= 1. Mais ainda, para qualquer k′ ≥ k
tem-se gp
k′
= (gp
k
)p
k′−k
= 1, logo G satisfaz as identidades xp
k
= 1 a partir
de certo k ≥ 0, isto e´, G ∈ V
r
xp
k
= 1 (k ≥ 0)
z
.
Reciprocamente, seja G ∈ V
r
xp
k
= 1 (k ≥ 0)
z
. Enta˜o existe k ≥ 0 tal
que gp
k′
= 1, para quaisquer g ∈ G e k′ ≥ k, logo gp
k
= 1, donde |g| | pk,
para qualquer g ∈ G. Portanto G e´ um p-grupo.
Da proposic¸a˜o anterior conclui-se enta˜o que
Gp =
⋃
k≥0
Gp,k, (2.2)
sendo Gp,k = V
[
xp
k
= 1
]
a pseudovariedade dos grupos de expoente pk.
Vamos agora apresentar a segunda caracterizac¸a˜o da pseudovariedade
Gp. Para isso iremos precisar de alguns resultados auxiliares que passamos
a apresentar.
Sejam u,w ∈ A∗ tais que u = u1u2 . . . un. O coeficiente binomial(
w
u
)
e´ definido como sendo o nu´mero de factorizac¸o˜es de w na forma w =
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v0u1v1u2 . . . vn−1unvn, com v0, . . . , vn ∈ A
∗. Portanto o coeficiente binomial
conta o nu´mero de factorizac¸o˜es de w em que u aparece como subpalavra.
Teˆm-se as seguintes propriedades do coeficiente binomial:
Proposic¸a˜o 2.3.2. Seja A um alfabeto finito. Temos
(1)
(
w1w2
u
)
=
∑
u=u1u2
(
w1
u1
)(
w2
u2
)
, para quaisquer w1, w2, u, u1, u2 ∈ A
∗;
(2)
(
a
u
)
=
{
1 , se u = 1 ou u = a
0 , caso contra´rio, para quaisquer a ∈ A, u ∈ A∗;
(3)
(
1
u
)
=
{
1 , se u = 1
0 , caso contra´rio, para qualquer u ∈ A∗.
Note-se que estas propriedades podem ser usadas para definir o coefi-
ciente binomial por induc¸a˜o em |w|. Mais, se w = ap e u = aq, com q ≤ p,
tem-se (
w
u
)
=
(
p
q
)
=
p!
q!(p− q)!
.
Seja p um nu´mero primo. Dada uma palavra u ∈ A∗, define-se uma
relac¸a˜o ∼u em A
∗ por, para w1, w2 ∈ A
∗,
w1 ∼u w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p),
para qualquer v ∈ A∗ tal que u ∈ A∗vA∗.
A condic¸a˜o u ∈ A∗vA∗ expressa o facto de v ser um factor de u. A
relac¸a˜o ∼u e´ uma relac¸a˜o de equivaleˆncia.
Proposic¸a˜o 2.3.3. Para qualquer u ∈ A∗, a relac¸a˜o de equivaleˆncia ∼u e´
uma relac¸a˜o de congrueˆncia em A∗.
Ale´m disso, Gu = A
∗/ ∼u e´ um p-grupo de expoente p
|u|.
Demonstrac¸a˜o. O facto de ∼u ser relac¸a˜o de congrueˆncia resulta facilmente
da definic¸a˜o e da Proposic¸a˜o 2.3.2.
Como esta congrueˆncia tem um nu´mero finito de classes, pois |u| e´ finito,
resulta que Gu e´ um mono´ide finito. Para mostrar que Gu e´ um p-grupo de
expoente p|u| e´ suficiente mostrar, recordando a notac¸a˜o da pa´gina 58, que
Gu ∈ Gp,|u| = V
[
xp
|u|
= 1
]
, isto e´,
∀w ∈ A∗, ([w]∼u)
p|u| = [1]∼u ,
ou, equivalentemente,
∀w ∈ A∗, wp
|u|
∼u 1.
Se provarmos que, para quaisquer w ∈ A∗, k ∈ N e v ∈ A∗ tal que 0 <
|v| ≤ k, se tem que
(
wp
k
v
)
≡ 0 (mod p) o resultado fica provado. Fac¸amos a
demonstrac¸a˜o por induc¸a˜o em k:
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Se k = 1 enta˜o v e´ uma letra e tem-se
(
wp
v
)
= |wp|v = p|w|v ≡ 0 (mod p).
Por induc¸a˜o assumimos que o resultado e´ va´lido para qualquer y tal que
0 < |y| ≤ k. Suponhamos que v e´ tal que |v| = k + 1. Tem-se enta˜o, pela
Proposic¸a˜o 2.3.2 (1) generalizada,
(
wp
k+1
v
)
=
∑
v=v1...vp
(
wp
k
v1
)
. . .
(
wp
k
vp
)
,
em que v1, . . . , vp ∈ A
∗. Para i ∈ {1, . . . , p} tal que 0 < |vi| ≤ k, por hipo´tese
de induc¸a˜o, tem-se
(
wp
k
vi
)
≡ 0 (mod p) e a parcela
(
wp
k
v1
)
. . .
(
wp
k
vp
)
pode ser
omitida. Sobram enta˜o as parcelas em que algum vi = v e os restantes vj
sa˜o 1. Neste caso a parcela
(
wp
k
v1
)
. . .
(
wp
k
vp
)
reduz-se a
(
wp
k
v
)
. Existem exac-
tamente p parcelas desta forma. Portanto
(
wp
k+1
v
)
= p
(
wp
k
v
)
≡ 0 (mod p)
como pretendido. Conclu´ımos que Gu e´ um p-grupo de expoente p
|u|.
Dado um alfabeto finito A e um inteiro k ≥ 0 define-se a congrueˆncia
∼k=
⋂
|u|=k
∼u .
Portanto, para w1, w2 ∈ A
∗,
w1 ∼k w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p),
para qualquer v ∈ A∗ tal que |v| ≤ k.
Seja Gr,k = A
∗/ ∼k, em que r = card(A). Segue-se, do que acaba´mos
de ver e da Proposic¸a˜o 1.1.3, que Gr,k e´ um subgrupo do produto∏
u∈A∗
|u|=k
Gu,
pelo que Gr,k e´ um p-grupo de expoente p
k.
Vamos agora dar uma descric¸a˜o mais alge´brica e menos combinatorial
dos grupos Gr,k.
Dados um mono´ide S (finito ou infinito) e um corpo F, considere-se
a a´lgebra de mono´ide F[S] definida na Secc¸a˜o 1.10. Recorde-se que cada
elemento x ∈ F[S] tem uma expansa˜o na forma
x =
∑
s∈S
λss,
com apenas um nu´mero finito de coeficientes λs 6= 0.
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Notemos que o conjunto
I =
{∑
s∈S
λss ∈ F[S] :
∑
s∈S
λs = 0F
}
e´ um ideal de F[S]. De facto, I ⊆ F[S] e e´ tal que 0F[S] ∈ I, pois 0F =∑
s∈S 0F. Mais, quaisquer que sejam x, y ∈ I, tem-se x =
∑
s∈S λss e
y =
∑
s∈S µss, donde x− y =
∑
s∈S(λs − µs)s, em que∑
s∈S
(λs − µs) =
∑
s∈S
λs −
∑
s∈S
µs = 0F.
Portanto x − y ∈ I. Tomemos t ∈ F[S]. Enta˜o t =
∑
s∈S µss, donde
xt =
∑
s,s′∈S(λsµs′)ss
′, em que
∑
s,s′∈S
λsµs′ =
∑
s∈S
(∑
s′∈S
λs
)
µs′ = 0F
pelo que xt ∈ I. Analogamente provamos que tx ∈ I. Ale´m disso, se µ ∈ F
obtemos xµ =
(∑
s∈S λss
)
µ =
∑
s∈S(λsµ)s, logo
∑
s∈S
λsµ =
(∑
s∈S
λs
)
µ = 0F,
pelo que xµ ∈ I. Conclu´ımos enta˜o que I e´ um ideal de F[S].
Mais ainda, I e´ o ideal de F[S] gerado pelos elementos de F[S] da forma
1− s, com s ∈ S:
Seja s ∈ S. Se s = 1 enta˜o 1−s = 0F[S] ∈ I. Se s 6= 1 enta˜o s =
∑
t∈S δtst
e 1 =
∑
t∈S δt1t, em que
δab =
{
0 se a 6= b
1 se a = b
Portanto 1− s =
∑
t∈S(δt1 − δts)t, em que
δt1 − δts =


1 se t = 1
−1 se t = s
0 se t 6= 1, s
logo
∑
t∈S(δt1− δts) = 1− 1 = 0F, donde 1− s ∈ I, qualquer que seja s ∈ S.
Assim {1− s : s ∈ S} ⊆ I.
Consideremos agora um ideal J de F[S] tal que {1 − s : s ∈ S} ⊆ J .
Vamos provar que I ⊆ J . Notemos que em F[S], para qualquer s ∈ S,
s0F = 0F[S] (2.3)
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pois, de s =
∑
t∈S δtst obtemos
s0F =
(∑
t∈S
δtst
)
0F =
∑
t∈S
(δts0F)t
=
∑
t∈S
0Ft = 0F[S]
Seja x ∈ I, com x =
∑
s∈S λss tal que
∑
s∈S λs = 0F. No que se segue
conve´m ter presente que podemos escrever∑
t∈S
λt = 0F. (2.4)
Obtemos enta˜o
x =
∑
s∈S
λss =
∑
s∈S
λss− 0F[S]
(2.3)
=
∑
s∈S
λss− 1S0F
(2.4)
=
∑
s∈S
λss− 1S
(∑
t∈S
λt
)
=
∑
s∈S
λss−
(∑
s∈S
δs1s
)(∑
t∈S
λt
)
=
∑
s∈S
λss−
∑
t∈S
((∑
s∈S
δs1s
)
λt
)
=
∑
s∈S
λss−
∑
t∈S
(∑
s∈S
(δs1λt)s
)
=
∑
s∈S
λss−
∑
s∈S
(∑
t∈S
(δs1λt)
)
s
=
∑
s∈S
(
λs −
∑
t∈S
(δs1λt)
)
s,
pelo que
x =
∑
s∈S
(
λs −
∑
t∈S
(δs1λt)
)
s. (2.5)
Enta˜o
∑
t∈S
t6=1
(t− 1S)λt =
∑
t∈S
t6=1
((∑
s∈S
δsts−
∑
s∈S
δs1s
)
λt
)
=
∑
t∈S
t6=1
((∑
s∈S
(δsts− δs1)s
)
λt
)
=
∑
t∈S
t6=1
(∑
s∈S
(
(δst − δs1)λt
)
s
)
=
∑
s∈S
(∑
t∈S
t6=1
(δst − δs1)λt
)
s (2.6)
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Se s = 1, tem-se
λ1 −
∑
t∈S
(δ1,1λt) = λ1 −
∑
t∈S
λt = −
∑
t∈S
t6=1
λt,
ale´m disso ∑
t∈S
t6=1
(δ1t − δ11)λt = −
∑
t∈S
t6=1
λt.
Se s 6= 1 tem-se ∑
t∈S
t6=1
(δst − δs1)λt =
∑
t∈S
t6=1
δstλt = λs.
Tendo em conta as fo´rmulas (2.5) e (2.6), obte´m-se
x
(2.5)
=
∑
s∈S
(
λs −
∑
t∈S
(δs1λt)
)
s =
∑
s∈S
(∑
t∈S
t6=1
(δst− δs1)λt
)
s
(2.6)
=
∑
t∈S
t6=1
(t−1S)λt.
Portanto x ∈ J . Logo I ⊆ J . Conclu´ımos pois que I e´ o ideal de F[S] gerado
pelos elementos da forma 1− s, com s ∈ S.
Se S = A∗, em que A = {a1, . . . , ar} e´ um alfabeto com r letras, enta˜o
F[S] e´ o anel de polino´mios F[a1, . . . , ar] com varia´veis na˜o comutativas
a1, . . . , ar e coeficientes em F.
No que se segue F sera´ o corpo finito Zp com p elementos, em que p e´
um nu´mero primo.
Lema 2.3.4. Seja A um alfabeto finito. Enta˜o Zp[A
∗] e´ a a´lgebra-Zp livre
gerada pelo conjunto A, isto e´, existe uma aplicac¸a˜o ι : A→ Zp[A
∗] tal que,
para qualquer mono´ide M e qualquer aplicac¸a˜o f : A→ Zp[M ], existe um e
um so´ morfismo θ : Zp[A
∗]→ Zp[M ] tal que o diagrama
A
ι //
f ""D
D
D
D
D
D
D
D
D
Zp[A
∗]
θ

Zp[M ]
(2.7)
e´ comutativo, ou seja, ιθ = f .
Demonstrac¸a˜o. Consideremos a aplicac¸a˜o
ι : A −→ Zp[A
∗]
a 7−→
∑
u∈A∗
δuau = a
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Tomemos um mono´ide M e uma aplicac¸a˜o f : A → Zp[M ] arbitra´rios.
Vamos construir um morfismo θ : Zp[A
∗]→ Zp[M ] do seguinte modo:
Para cada u ∈ A∗, seja ru = |u| ∈ N0 e decomponhamos u como produto
de letras de A tal que u = a1 . . . aru . Queremos um morfismo θ tal que
(1Zp[A∗])θ = 1Zp[M ] e af = a(ιθ) = (aι)θ =
(∑
u∈A∗ δuau
)
θ. Notemos
primeiro que, dado x =
∑
u∈A∗ λuu ∈ Zp[A
∗], se tem
∑
u∈A∗
λuu =
∑
u∈A∗
(∑
v∈A∗
(δvuλu)v
)
=
∑
u∈A∗

 ∑
v1,...,vru∈A
∗
(
(δa1v1 . . . δaruvru )λu
)
v1 . . . vru


=
∑
u∈A∗

 ∑
v1,...,vru∈A
∗
(δa1v1 . . . δaruvru )v1 . . . vru

λu
∑
u∈A∗

 ∑
v1∈A∗
δa1v1v1 . . .
∑
vru∈A
∗
δaruvruvru

λu
pelo que pretendemos ter(∑
u∈A∗
λuu
)
θ =

∑
u∈A∗

 ∑
v1∈A∗
δa1v1v1 . . .
∑
vru∈A
∗
δaruvruvru

λu

 θ
=



∑
u∈A∗

 ∑
v1∈A∗
δa1v1v1 . . .
∑
vru∈A
∗
δaruvruvru



 θ

λu
=
∑
u∈A∗



 ∑
v1∈A∗
δa1v1v1

 θ′ . . .

 ∑
vru∈A
∗
δaruvruvru

 θ′

λu
=
∑
u∈A∗
(
(a1f) . . . (aruf)
)
λu ∈ Zp[M ].
Tomemos enta˜o θ definida deste modo e verifiquemos que se trata de um
morfismo de a´lgebras-Zp.
Sejam x =
∑
u∈A∗ λuu, y =
∑
u∈A∗ µuu ∈ Zp[A
∗] e λ ∈ Zp. Tem-se
(x+ y)θ =
(∑
u∈A∗
λuu+
∑
u∈A∗
µuu
)
θ =
(∑
u∈A∗
(λu + µu)u
)
θ
=
∑
u∈A∗
(
(a1f) . . . (aruf)
)(
λu + µu
)
=
∑
u∈A∗
(
(a1f) . . . (aruf)
)
λu +
∑
u∈A∗
(
(a1f) . . . (aruf)
)
µu
= (xθ) + (yθ)
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e(xλ)θ =
((∑
u∈A∗
λuu
)
λ
)
θ =
(∑
u∈A∗
(λuλ)u
)
θ
=
∑
u∈A∗
(
(a1f) . . . (aruf)
)(
λuλ
)
=
(∑
u∈A∗
(
(a1f) . . . (aruf)
)
λu
)
λ
= x(θλ).
Ale´m disso,
(xy)θ =
((∑
u∈A∗
λuu
)(∑
u∈A∗
µuu
))
θ =

 ∑
u,v∈A∗
(λuµv)uv

 θ
=
∑
u,v∈A∗
(
(a1f) . . . (aruf)(b1f) . . . (brvf)
)
λuµv
=
∑
u,v∈A∗
((
(a1f) . . . (aruf)
)
λu
)((
(b1f) . . . (brvf)
)
µv
)
=
(∑
u∈A∗
(
(a1f) . . . (aruf)
)
λu
)(∑
v∈A∗
(
(b1f) . . . (brvf)
)
µv
)
= (uθ)(vθ).
Portanto θ e´ um morfismo de a´lgebras-Zp.
O diagrama (2.7) comuta pelo modo como definimos θ e tambe´m, pela
mesma raza˜o, θ e´ u´nico.
Assim Zp[A
∗] e´ a a´lgebra-Zp livre gerada pelo conjunto A.
Podemos agora apresentar outra descric¸a˜o da congrueˆncia ∼k.
Proposic¸a˜o 2.3.5. Sejam A um alfabeto finito e w1, w1 ∈ A
∗. Enta˜o
w1 ∼k w2 se e so´ se w1 − w2 ∈ I
k+1,
em que I =
{∑
s∈S λss ∈ Zp[A
∗] :
∑
s∈S λs = 0
}
.
Demonstrac¸a˜o. Seja A = {a1, . . . , ar}. Como Zp[A
∗] e´ a a´lgebra-Zp livre
gerada pelos elementos a1, . . . , ar, em particular, existe um e um so´ endo-
morfismo π : Zp[A
∗]→ Zp[A
∗] tal que aiπ = 1−ai, para todo o i ∈ {1, . . . , r}.
Ora, ai(ππ) = (1 − ai)π = 1π − aiπ = 1 − (1 − ai) = ai, para qualquer
i ∈ {1, . . . , r}, donde ππ e´ o automorfismo identidade. Enta˜o a condic¸a˜o w1−
w2 ∈ I
k+1 e´ equivalente a w1π − w2π ∈ J
k+1, em que J = Iπ. Calculemos
enta˜o o ideal J .
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O ideal I e´ gerado pelos elementos 1−w, com w ∈ A+. Mas 1−w1w2 =
(1 − w1) + w1(1 − w2), donde I e´ o ideal de Zp[A
∗] gerado pelos elementos
1 − a, com a ∈ A. Portanto, J e´ o ideal de Zp[A
∗] gerado pelos elementos
(1− a)π = 1π − aπ = 1− (1− a) = a, com a ∈ A.
Conclui-se enta˜o que Jk+1 e´ o ideal gerado pelos elementos v ∈ A∗ tais
que |v| > k.
Vamos agora estabelecer a seguinte identidade
wπ =
∑
u∈A∗
(−1)|u|
(
w
u
)
u, (2.8)
comec¸ando por notar que este somato´rio e´ finito pois
(
w
u
)
= 0 sempre que
|w| < |u|. Utilizando a Proposic¸a˜o 2.3.2, tem-se a igualdade (2.8) para w = 1
e w = a, pois
∑
u∈A∗
(−1)|u|
(
w
u
)
u =
∑
u∈A∗
(−1)|u|
(
1
u
)
u = (−1)01 · 1 = 1 = 1π
e
∑
u∈A∗
(−1)|u|
(
w
u
)
u =
∑
u∈A∗
(−1)|u|
(
a
u
)
u = (−1)01 · 1+ (−1)11a = 1− a = aπ.
Por induc¸a˜o sobre o comprimento de w, suponhamos que a igualdade
(2.8) e´ va´lida para qualquer w ∈ A∗ tal que |w| ≤ t. Suponhamos que
w = w1w2 com w1 ∈ A, w2 ∈ A
∗ e |w2| = t. Enta˜o
wπ = (w1w2)π =

 ∑
u1∈A∗
(−1)|u1|
(
w1
u1
)
u1



 ∑
u2∈A∗
(−1)|u2|
(
w2
u2
)
u2


=
∑
u1,u2∈A∗
(−1)|u1|+|u2|
(
w1
u1
)(
w2
u2
)
u1u2
=
∑
u1,u2∈A∗
(−1)|u1u2|
(
w1
u1
)(
w2
u2
)
u1u2
=
∑
u∈A∗
(
(−1)|u|
∑
u=u1u2
(
w1
u1
)(
w2
u2
))
u
=
∑
u∈A∗
(−1)|u|
(
w1w2
u
)
u
=
∑
u∈A∗
(−1)|u|
(
w
u
)
u
Atendendo ao princ´ıpio de induc¸a˜o, fica demonstrada a fo´rmula (2.8).
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De (2.8) deduzimos que, para qualquer w ∈ A∗,
wπ =
∑
u∈A∗
(−1)|u|
(
w
u
)
u ≡
∑
|u|≤k
(−1)|u|
(
w
u
)
u (mod Jk+1), (2.9)
pois Jk+1 e´ ideal gerado pelos elementos v ∈ A∗ com |v| > k. Recordemos
que a relac¸a˜o de congrueˆncia mod Jk+1 esta´ definida na Secc¸a˜o 1.9.
Como vimos atra´s, para quaisquer w1, w2 ∈ A
∗,
w1 ∼k w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p), para qualquer v com |v| ≤ k,
e, por (2.9), temos
w1π − w2π ≡
∑
|v|≤k
(−1)|v|
((
w1
v
)
−
(
w2
v
))
v (mod Jk+1). (2.10)
Tem-se enta˜o
w1π − w2π ∈ J
k+1 ⇔ w1π ≡ w2π (mod J
k+1)⇔ w1 ∼k w2,
em que a condic¸a˜o necessa´ria da u´ltima equivaleˆncia resulta de se ter
(
w1
v
)
≡(
w2
v
)
(mod p), para qualquer v com |v| ≤ k, donde, utilizando a hipo´tese,
∑
|v|≤k
(−1)|v|
((
w1
v
)
−
(
w2
v
))
v ≡ 0 (mod p),
e tem-se w1π ≡ w2π (mod J
k+1); quanto a` condic¸a˜o suficiente, da hipo´tese
e de (2.10) obtemos
∑
|v|≤k(−1)
|v|
((
w1
v
)
−
(
w2
v
))
v ∈ Jk+1 e como Jk+1 e´ o
ideal de Zp[A
∗] gerado pelos elementos v ∈ A∗ com |v| > k, vem
(
w1
v
)
≡
(
w2
v
)
(mod p), para qualquer v com |v| ≤ k, ou seja, w1 ∼k w2.
Proposic¸a˜o 2.3.6. Sejam p um nu´mero primo e q uma poteˆncia de p. Se
G e´ um p-grupo finito de ordem q e IG e´ o ideal de Zp[G] gerado pelos
elementos da forma 1− g, com g ∈ G, enta˜o IG
q = {0}.
Demonstrac¸a˜o. A demonstrac¸a˜o sera´ feita por induc¸a˜o na ordem de G.
Se q = 1, isto e´, G = {1} enta˜o IG e´ gerado por 0, logo IG
1 = IG = {0}.
Se G 6= {1} enta˜o G tem centro Z(G) na˜o-trivial, pelo Teorema 1.8.25.
Uma vez que Z(G) ≤ G, pelo Teorema de Lagrange (1.8.3), |Z(G)| e´ uma
poteˆncia de p. Pelo Teorema de Cauchy (1.8.23), conclu´ımos que existe
C ≤ Z(G) com |C| = p. Note-se que uma vez que C ≤ Z(G) enta˜o C  G.
Tomemos H = G/C e π : G։ H o epimorfismo cano´nico, o qual se estende
de forma natural a um morfimo de a´lgebras-Zp
π¯ : Zp[G]→ Zp[H].
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Tomemos K = ker π¯. Sabemos que K e´ um ideal de Zp[G]. Mostremos
que K = (1− c)Zp[G], em que c e´ um gerador de C.
E´ claro que (1− c)Zp[G] ⊆ K.
Como π e´ sobrejectiva podemos escolher uma aplicac¸a˜o ϕ : H → G tal
que ϕπ = idH . Estendemos essa aplicac¸a˜o a um morfismo de a´lgebras-Zp
ψ : Zp[H] → Zp[G], cuja existeˆncia esta´ garantida apo´s considerarmos um
conjunto de representantes das classes de H = G/C. Ale´m disso, como
ϕπ = idH tem-se tambe´m ψπ¯ = idZp[H].
Como H = G/C e tendo em conta o modo como se constro´i a aplicac¸a˜o
ϕ, resulta que qualquer g ∈ G se escreve na forma g = ci(hϕ), para alguns
h ∈ H e 1 ≤ i ≤ p. Logo todo o x em Zp[G] tem a forma
x =
p∑
i=1
ci(xiψ), para alguns x1, . . . , xp ∈ Zp[H],
donde xπ¯ =
∑p
i=1(c
iπ¯)xi(ψπ¯) =
∑p
i=1 xi, pois c
iπ¯ = C e xi(ψπ¯) = xi, pelo
que x ∈ K = ker π¯ se e so´ se
∑p
i=1 xi = 0.
Portanto se x ∈ K enta˜o x =
∑p
i=1(c
i− 1)(xiψ), visto que
∑p
i=1(xiφ) =
0. Mas, para 1 ≤ i ≤ p, temos ci− 1 ∈ (1− c)Zp[G], donde x ∈ (1− c)Zp[G].
Conclu´ımos assim que K ⊆ (1− c)Zp[G]. Logo K = (1− c)Zp[G].
Por induc¸a˜o podemos assumir que IW
t = {0}, para qualquer p-grupo W
com ordem 1 ≤ t < q. Enta˜o, como H e´ p-grupo e |H| = r = q/p < q, temos
IH
r = {0}.
Obtemos enta˜o IG
rπ¯ = (IGπ¯)
r = IH
r = {0}, pelo que IG
r ⊆ ker π¯ donde
IG
r ⊆ (1− c)Zp[G].
Logo IG
q = (IG
r)p ⊆ (1− c)pZp[G].
Ora, na expansa˜o binomial de (1 − c)p todos os coeficientes binomiais(
p
i
)
, com 0 < i < p, sa˜o divis´ıveis pelo nu´mero primo p, portanto (1− c)p =
1− cp = 0, donde IG
q ⊆ {0}. Conclu´ımos enta˜o que IG
q = {0}. O resultado
fica demonstrado pelo princ´ıpio de induc¸a˜o.
O mais pequeno inteiro n ≥ 1 tal que In+1G = {0} chama-se o ı´ndice de
nilpoteˆncia do p-grupo G.
Proposic¸a˜o 2.3.7. Sejam G um p-grupo com ı´ndice de nilpoteˆncia n, A
um alfabeto com cardinal r e ϕ : A∗ → G um morfismo. Enta˜o ϕ admite
uma factorizac¸a˜o
A∗
τ
−→ Gr,n = A
∗/ ∼n
ψ
−→ G,
em que τ e´ o morfismo natural correspondente a` congrueˆncia ∼n de A
∗ e ψ
e´ um morfismo. Mais ainda, se ϕ e´ sobrejectivo enta˜o ψ tambe´m o e´.
Demonstrac¸a˜o. Recordemos que ∼n esta´ definida por, para cada w1, w2 ∈
A∗,
w1 ∼n w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p), para qualquer v ∈ A∗ com |v| ≤ n.
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O morfismo ϕ induz de forma natural um morfismo de a´lgebras-Zp
ϕ : Zp[A
∗] −→ Zp[G].
Tem-se Iϕ ⊆ IG, em que I e´ o ideal de Zp[A
∗] gerado pelos elementos
da forma 1− u, com u ∈ A+ e IG e´ o ideal de Zp[G] gerado pelos elementos
da forma 1− g, com g ∈ G. Resulta enta˜o que In+1ϕ ⊆ In+1G = {0}, pois G
tem ı´ndice de nilpoteˆncia n.
Sejam w1, w2 ∈ A
∗ tais que w1 ∼n w2. Pela Proposic¸a˜o 2.3.5, tem-se
w1 − w2 ∈ I
n+1. Portanto w1ϕ − w2ϕ ∈ I
n+1ϕ = {0}. Assim podemos
definir ψ por ([w]∼n)ψ = wϕ, para w ∈ A
∗. Obtemos ϕ = τψ.
E´ fa´cil ver que ψ e´ morfismo e e´ claro que se ϕ e´ sobrejectivo ψ tambe´m
o e´.
Dado um grupo finito G definimos rank de G, e denotamos por rank(G),
como sendo o menor dos cardinais dos conjuntos de geradores de G.
Proposic¸a˜o 2.3.8. Seja G um p-grupo tal que rank(G) ≤ r e ı´ndice de
nilpoteˆncia n. Enta˜o G e´ um grupo quociente de Gr,n.
Demonstrac¸a˜o. Como rank(G) ≤ r, o grupo G e´ gerado por elementos
g1, . . . , gr (elementos na˜o necessariamente distintos), logo existe um mor-
fismo sobrejectivo ϕ : A∗ ։ G, em que A e´ um alfabeto com r letras. O
morfismo natural τ : A∗ ։ A∗/ ∼n associado a` congrueˆncia ∼n e´ sobrejec-
tivo logo, pela Proposic¸a˜o 2.3.7, o morfismo ψ : Gr,n ։ G e´ sobrejectivo e
tem-se
G ≃
Gr,n
kerψ
,
como pretend´ıamos.
Como consequeˆncia destas proposic¸o˜es obtemos as seguintes caracteriza-
c¸o˜es da pseudovariedade Gp dos p-grupos finitos:
Corola´rio 2.3.9. A pseudovariedade de grupos Gp e´ gerada pelos grupos
Gr,n, para todos os inteiros r ≥ 1 e n ≥ 1.
Demonstrac¸a˜o. Claramente V 〈Gr,n : r, n ≥ 1〉 ⊆ Gp pois Gr,n ∈ Gp, para
quaisquer r e n ≥ 1.
Seja G ∈ Gp. Ora, G e´ tal que rank(G) ≤ r, para um certo r, e tem
um determinado ı´ndice de nilpoteˆncia n. Pela demonstrac¸a˜o da Proposic¸a˜o
2.3.8, resulta que ψ : Gr,n ։ G e´ um epimorfismo logo, pelo Teorema 1.5.1,
G ∈ V 〈Gr,n : r, n ≥ 1〉.
Corola´rio 2.3.10. A pseudovariedade de grupos Gp e´ gerada pelos grupos
Gu, para todo o u ∈ A
∗ e todo o alfabeto finito A.
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Demonstrac¸a˜o. Claramente V 〈Gu : u ∈ A
∗, A alfabeto finito〉 ⊆ Gp pois,
pela Proposic¸a˜o 2.3.3, resulta que Gu e´ um p-grupo, para todo o alfabeto
finito A e todo o u ∈ A∗.
Seja G ∈ Gp. Como vimos no corola´rio anterior, existe um epimorfismo
ψ : Gr,n ։ G, em que Gr,n e´ um subgrupo do produto directo∏
u∈A∗
|u|=n
Gu,
pelo que foi visto na pa´gina 60. Portanto
G ∈ V 〈Gu : u ∈ A
∗, A alfabeto finito〉 ,
como pretend´ıamos.
2.4 A pseudovariedade Gp ∗Ab
p−1
Pretendemos, agora, descrever a pseudovariedade Gp ∗Ab
p−1 atrave´s de
pseudoidentidades.
A noc¸a˜o de identidade como igualdade formal entre duas palavras sobre
um alfabeto numera´vel (finito ou infinito) X = {x1, x2, . . .}, apresentada na
secc¸a˜o 1.5, pode ser estendida a` noc¸a˜o de pseudoidentidade (que na˜o ire-
mos definir aqui), o mesmo acontecendo com a noc¸a˜o de satisfac¸a˜o de uma
identidade por um mono´ide, de forma que as pseudovariedades de mono´ides
sejam precisamente as classes de mono´ides que satisfazem um conjunto de
pseudoidentidades.
Temos como exemplo de pseudoidentidade a igualdade
(x1x2)
ω = (x1x2)
ωx1. (2.11)
Um mono´ide M com ℓ elementos satisfaz a pseudoidentidade (2.11) se e so´
se para qualquer substituic¸a˜o das varia´veis x1 e x2 por elementos de M e
do s´ımbolo ω por ℓ! obtemos uma igualdade em M , isto e´, para qualquer
morfismo de mono´ides ϕ : X∗ →M se tem
(
(x1x2)
ℓ!
)
ϕ =
(
(x1x2)
ℓ!x1
)
ϕ.
Grosso modo, as pseudoidentidades que va˜o surgir sa˜o igualdades formais
entre certas sequeˆncias constru´ıdas a partir de letras do alfabeto e utilizando
um s´ımbolo especial ω e a operac¸a˜o de exponenciac¸a˜o, onde o s´ımbolo ω e´
interpretado em cada mono´ide M com cardinal ℓ como sendo ℓ!.
Como exemplo, fixando um nu´mero primo p, um grupo G com ordem
ℓ satisfaz a pseudoidentidade (xp−11 x
p−1
2 )
pω = 1 se e so´ se para qualquer
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morfismo ϕ : X∗ → G se tem ((xp−11 x
p−1
2 )
pℓ!)ϕ = 1ϕ. Equivalentemente,
G satisfaz (xp−11 x
p−1
2 )
pω = 1 se e so´ se (ap−1bp−1)p
ℓ!
= 1, para quaisquer
a, b ∈ G.
Lema 2.4.1. Em todo o grupo G que satisfac¸a a identidade (xsys)r = 1,
em que r e s sa˜o primos entre si, o conjunto H = {g ∈ G : |g| | r} e´ um
subgrupo normal de G.
Demonstrac¸a˜o. E´ claro que 1G ∈ H, pois |1G| = 1 | r.
Seja h ∈ H. Enta˜o |h| | r. Portanto hr = 1. Mas (h−1)
r
= (hr)−1 = 1,
donde |h−1| | r, pelo que h−1 ∈ H.
Sejam agora a, b ∈ H. Enta˜o |a|, |b| | r. Logo ar = 1 e br = 1. Como
r e s sa˜o primos entre si, pela igualdade de Be´zout, existem x, y ∈ Z tais
que 1 = xr + ys. Portanto a = axr+ys = axrays = (ar)x(ay)s = (ay)s, pois
ar = 1. Analogamente, tem-se b = (by)s. Assim (ab)r = ((ay)s(by)s)r = 1,
visto que ay, by ∈ G e G satisfaz a identidade (xsys)r = 1. Conclu´ımos que
|ab| | r, pelo que ab ∈ H. Prova´mos que H ≤ G.
Sejam g ∈ G e h ∈ H. Enta˜o |h| | r e hr = 1. Por um argumento simples
de induc¸a˜o, mostra-se que (g−1hg)
n
= g−1hng, para qualquer natural n ∈ N.
Logo (g−1hg)
r
= g−1hrg = g−1g = 1. Portanto |g−1hg| | r resultando que
g−1hg ∈ H. Conclu´ımos que H G, como pretend´ıamos.
Seja p um nu´mero primo e q uma poteˆncia de p.
Vamos determinar pseudoidentidades que definem a pseudovariedade de
grupos Gp ∗Ab
q−1, interessando-nos particularmente o caso q = p.
Consideremos as seguintes pseudoidentidades sobre o alfabeto {x, y}:
(xq−1yq−1)p
ω
= 1 (2.12)
(xω−1yω−1xy)p
ω
= 1 (2.13)
Teorema 2.4.2. A pseudovariedade Gp∗Ab
q−1 e´ a classe de todos os grupos
finitos definidos pelas pseudoidentidades (2.12) e (2.13), isto e´,
Gp ∗Ab
q−1 = V
[
(xq−1yq−1)p
ω
= 1, (xω−1yω−1xy)p
ω
= 1
]
.
Demonstrac¸a˜o. Seja G ∈ Gp ∗Ab
q−1. Enta˜o existe H G tal que H ∈ Gp
e G/H ∈ Abq−1.
Ora, para quaisquer a, b ∈ G, temos aq−1bq−1H = aq−1Hbq−1H = H,
pois G/H e´ um grupo cujo expoente divide q − 1, donde aq−1bq−1 ∈ H.
Mais, a−1b−1abH = a−1Hb−1HaHbH = a−1HaHb−1HbH = H, pois G/H
e´ grupo abeliano, donde a−1b−1ab ∈ H.
Suponhamos que |G| = ℓ. Enta˜o aℓ! = aℓ(ℓ−1)! = 1, para qualquer a ∈ G,
pelo que a−1 = aℓ!−1. Mais, como H e´ um p-grupo, hp
ℓ!
= 1, para todo o
71
h ∈ H. Tem-se enta˜o, para quaisquer a, b ∈ G e h ∈ H,
aq−1bq−1 ∈ H (2.14)
a−1b−1ab ∈ H (2.15)
a−1 = aℓ!−1 (2.16)
hp
ℓ!
= 1 (2.17)
Assim, por (2.14) e (2.17), o grupo G satisfaz (xq−1yq−1)p
ℓ!
= 1 e, por
(2.15), (2.16) e (2.17), G satisfaz (xℓ!−1yℓ!−1xy)p
ℓ!
= 1. Portanto, G satisfaz
as pseudoidentidades (2.12) e (2.13).
Reciprocamente, suponhamos que o grupo G e´ tal que |G| = ℓ e sa-
tisfaz as pseudoidentidades (2.12) e (2.13). Pela nossa interpretac¸a˜o das
ω-palavras, de (2.12) e (2.13) obtemos
(aq−1bq−1)p
ℓ!
= 1 e (aℓ!−1bℓ!−1ab)p
ℓ!
= 1, para quaisquer a, b ∈ G.
Note-se que q e´ uma poteˆncia de p logo mdc(q− 1, pℓ!) = 1. Ale´m disso,
pelo Lema 2.4.1 tem-se H = {a ∈ G : |a| | pℓ!}  G. De facto H ∈ Gp pois
todos os seus elementos teˆm ordem uma poteˆncia de p.
Por (2.12), para qualquer g ∈ G, temos (gq−1)p
ℓ!
= (gq−11q−1)p
ℓ!
= 1
pelo que |gq−1| | pℓ!. Portanto, pela definic¸a˜o de H, obtemos gq−1H = H,
para todo o g ∈ G. Portanto G/H satisfaz a identidade xq−1 = 1.
Ale´m disso, por (2.13), para quaisquer a, b ∈ G, (aℓ!−1bℓ!−1ab)p
ℓ!
= 1,
donde |aℓ!−1bℓ!−1ab| | pℓ!, pelo que aℓ!−1bℓ!−1abH = H, novamente pela
definic¸a˜o de H. Logo G/H satisfaz xℓ!−1yℓ!−1xy = 1. Mas, e´ claro que o
expoente de um grupo de ordem menor ou igual a ℓ divide ℓ!. Portanto G/H
satisfaz xℓ! = 1, ou seja, satisfaz xℓ!−1 = x−1.
Assim, da expressa˜o xℓ!−1yℓ!−1xy = 1 deduz-se x−1y−1xy = 1, donde
G/H satisfaz [x, y] = 1 pelo que e´ um grupo abeliano.
Mais ainda, pelo que ja´ vimos G/H satisfaz xq−1 = 1, donde |gH| | q−1,
qualquer que seja g ∈ G e, atendendo a` definic¸a˜o de expoente de um grupo,
conclui-se que exp(G/H) | q − 1, donde G/H ∈ Abq−1. Conclu´ımos que
G ∈ Gp ∗Ab
q−1.
Portanto Gp ∗Ab
q−1 = V
[
(xq−1yq−1)p
ω
= 1, (xω−1yω−1xy)p
ω
= 1
]
.
Seja K um corpo. No grupo
Gln(K) = {M ∈Mn(K) :M e´ invert´ıvel}
consideremos o subgrupo Bn(K) das matrizes invert´ıveis triangulares supe-
riores, que e´ conhecido por subgrupo standard de Borel, e tambe´m Un(K)
o grupo das matrizes unitriangulares de Bn(K), i.e. matrizes triangulares
superiores com uns na diagonal.
E´ agora nosso objectivo dar uma caracterizac¸a˜o da pseudovariedadeGp∗
Abp−1 utilizando os subgrupos standard de Borel Bn(Zp), para o que vamos
precisar do seguinte lema te´cnico:
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Lema 2.4.3. Dado um nu´mero primo p, tem-se
Gp ∗Ab = Gp ∗Abp′ .
Demonstrac¸a˜o. A inclusa˜o Gp ∗Abp′ ⊆ Gp ∗Ab e´ evidente.
Seja enta˜o H ∈ Gp ∗ Ab. Pelo Teorema de Kaluzˇnin-Krasner (2.1.3),
H . G⋊W , em que G ∈ Gp e W ∈ Ab.
Como W ∈ Ab, do Teorema 1.8.27 resulta W =
∏
· ri=1Ci em que Ci ≤W
sa˜o pi-grupos c´ıclicos. Portanto, pelo Teorema 1.8.20, obtemos
W =
r∏
·
i=1
Ci ≃ C1 × · · · × Cr. (2.18)
Suponhamos que C1, . . . , Cl sa˜o p-grupos e Cl+1, . . . , Cr sa˜o p
′-grupos
(note-se que se pode sempre “reordenar” os grupos Ci a menos de isomor-
fismo). Uma vez que os grupos c´ıclicos sa˜o abelianos e Gp e Ab sa˜o pseu-
dovariedades de grupos resulta que C1 × · · · × Cl ∈ Gp e Cl+1 × · · · × Cr ∈
Abp′ .
Assim,
G⋊W = G⋊
(
r∏
·
i=1
Ci
)
(2.18)
≃ G⋊ ((C1 × · · · × Cl)× (Cl+1 × · · · × Cr)) ∈ Gp ∗ (Gp ∗Abp′).
Pela associatividade do produto de pseudovariedades tem-se
Gp ∗ (Gp ∗Abp′) = (Gp ∗Gp) ∗Abp′ ⊆ Gp ∗Abp′ ,
pois Gp ∗Gp ⊆ Gp. Portanto, H ∈ Gp ∗Abp′ .
Conclui-se que Gp ∗ Ab ⊆ Gp ∗ Abp′ , pelo que se tem a igualdade
pretendida.
Tendo em conta que Abp−1 ⊆ Ab, podemos agora afirmar que
Gp ∗Ab
p−1 ⊆ Gp ∗Ab = Gp ∗Abp′ . (2.19)
Teorema 2.4.4. Um grupo pertence a` pseudovariedade Gp ∗Ab
p−1 se e so´
se e´ isomorfo a um subgrupo do subgrupo standard de Borel Bn(Zp), para
algum nu´mero natural n.
Demonstrac¸a˜o. Seja G um grupo de Gp ∗Ab
p−1. Enta˜o existe N  G tal
que N ∈ Gp e G/N ∈ Ab
p−1. Note-se que, como G/N ∈ Abp−1, tem-se que
exp(G) | p− 1, donde |gN | | p− 1, para qualquer g ∈ G, pelo que na˜o existe
em G/N um elemento de ordem p. Por outro lado, pelo Teorema de Cauchy
(1.8.23), todo o grupo cuja ordem seja divis´ıvel por p possui um elemento
de ordem p, donde p ∤ |G/N |. Enta˜o N ∈ Sylp(G). Assim, pelo Teorema de
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Schur e Zassenhaus (1.8.28), existe um subgrupo C ≤ G tal que G = NC
e C ≃ G/N . Note-se que N  G e N ∈ Sylp(G), donde Sylp(G) = {N}.
Assim
Op(G) =
⋂
P∈Sylp(G)
P = N.
Pela Proposic¸a˜o 1.10.4, resulta que se V e´ um mo´dulo-Zp[G] irredut´ıvel
enta˜o CV (Op(G)) = {v ∈ V : vn = v, ∀n ∈ N} = V . Provemos que V e´ um
mo´dulo-Zp[G] irredut´ıvel se e so´ se V e´ um mo´dulo-Zp[C] irredut´ıvel. Se V
e´ um mo´dulo-Zp[G] irredut´ıvel enta˜o, para quaisquer v ∈ V e n ∈ N ,
vn = v. (2.20)
Suponhamos, com vista a um absurdo, que V na˜o e´ irredut´ıvel sobre
Zp[C]. Enta˜o existe W submo´dulo-Zp[C] de V tal que {0} <Zp W <Zp V .
Por W ser submo´dulo-Zp[C] de V resulta que W e´ C-invariante. Assim,
quaisquer que sejam g ∈ G e w ∈ W , temos g = nc, com n ∈ N e c ∈ C,
donde, por (2.20), tem-se wg = wnc = wc ∈W , portanto W e´ G-invariante.
Como G e´ uma base de Zp[G], se considerarmos G = {g1, . . . , gn}, dados
x ∈ Zp[G] e w ∈ W , existem α1, . . . , αn ∈ Zp tais que x =
∑n
i=1 giαi, pelo
que wx =
∑n
i=1 (wgi)αi ∈W . Portanto W e´ mo´dulo-Zp[G] o que e´ absurdo.
Reciprocamente, se V e´ mo´dulo-Zp[C] irredut´ıvel enta˜o e´ claro que V e´
mo´dulo-Zp[G] irredut´ıvel.
Note-se que, se considerarmos U(Zp) = Zp \ {0}, o grupo das unidades
de Zp, como |U(Zp)| = p − 1, pelo Corola´rio 1.8.5 tem-se z
p−1 = 1, qual-
quer que seja z ∈ U(Zp). Portanto o polino´mio t
p−1 − 1 factoriza-se em
Zp em polino´nios de grau 1. Uma vez que C ∈ Ab
p−1, pois C ≃ G/N e
G/N ∈ Abp−1, pela Proposic¸a˜o 1.10.7, obte´m-se que todo o mo´dulo-Zp[C]
irredut´ıvel V tem dimensa˜o 1 enquanto espac¸o vectorial sobre Zp. Portanto,
todo o mo´dulo-Zp[G] irredut´ıvel tem tambe´m dimensa˜o 1 sobre Zp.
Seja V o mo´dulo regular sobre Zp[G], definido na Secc¸a˜o 1.10. Seja
{0} = V0 < V1 < · · · < Vn = V
uma se´rie de composic¸a˜o de V como mo´dulo-Zp[G]. Vamos usar esta se´rie
para escolher uma base de V sobre Zp. Por definic¸a˜o de se´rie de composic¸a˜o,
todo o factor Vi+1/Vi e´ um mo´dulo-Zp[G] irredut´ıvel e pelo que acaba´mos
de ver, dimZp(Vi+1/Vi) = 1, para todo o i ∈ {0, . . . , n− 1}.
Escolhemos b1 ∈ V1/V0 = V1/{0} base de V1/V0 sobre Zp, b2+V1 ∈ V2/V1
base de V2/V1 sobre Zp. Note-se que b2 /∈ V1, caso contra´rio, b2 + V1 = V1
e b2 + V1 na˜o constituiria uma base. Assim, {b1, b2} e´ conjunto linearmen-
te independente sobre Zp pois, se assim na˜o fosse, existiria α ∈ U(Zp) tal
que b2 = b1α ∈ V1, o que e´ absurdo. Sucessivamente, podemos construir
{b1, . . . , bn} linearmente independente tal que bi+1 + Vi e´ base de Vi+1/Vi
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com i = 0, . . . , n − 1. Enta˜o B = {b1, . . . , bn} e´ uma base de V sobre Zp.
Assim, V1 = 〈b1〉 , . . . , Vn = 〈b1, . . . , bn〉 sa˜o submo´dulos-Zp[G] do mo´dulo
regular V , logo sa˜o espac¸os G-invariantes, isto e´, para cada i temos vig ∈ Vi,
quaisquer que sejam vi ∈ Vi e g ∈ G. Consideremos a acc¸a˜o de G sobre V
que a cada v =
∑
g∈G λgg ∈ V e a cada g0 ∈ G faz corresponder o elemento
vg0 =
∑
g∈G λg(gg0) ∈ V . Note-se que se tem
X = {g0 ∈ G : vg0 = v,∀v ∈ V } = {1},
pois, para cada g0 ∈ X, se considerarmos g
−1
0 =
∑
g∈G δg−10 g
g ∈ V , temos
g−10 g0 = g
−1
0 , uma vez que g0 ∈ X. Mais ainda, g
−1
0 g0 =
∑
g∈G δg−10 g
(gg0) =
1, donde g0 = 1 e obte´m-se a igualdade pretendida.
Note-se que V , enquanto espac¸o vectorial sobre Zp, pode ser encara-
do como mo´dulo-G a` direita com a acc¸a˜o definida anteriormente. Pela
Proposic¸a˜o 1.10.2 (2), resulta que
ρ : G −→ GL(V )
g0 7−→ g0ρ
em que v(g0ρ) = vg0, para cada v ∈ V , e´ um morfismo injectivo pois X =
{1}.
Em seguida vamos construir uma representac¸a˜o ϕ : G → Gln(Zp) de
G. Sabemos que os grupos GL(V ) e Gln(Zp) sa˜o isomorfos: de facto con-
siderando a base B de V sobre Zp constru´ıda acima, a aplicac¸a˜o
θ : GL(V ) −→ Gln(Zp)
f 7−→ Af
em que Af = (aij)i,j e´ a matriz da aplicac¸a˜o linear f em relac¸a˜o a` base
B, e´ um isomorfismo. Enta˜o ϕ = ρθ : G → Gln(Zp) e´ um monomorfismo,
donde ϕ e´ uma representac¸a˜o fiel de G. Pela construc¸a˜o da base B e tendo
em conta que os espac¸os Vi sa˜o G-invariantes, conclu´ımos que, para cada
g ∈ G, gϕ ∈ Gln(Zp) e´ uma matriz triangular superior, logo gϕ ∈ Bn(Zp).
Portanto G . Bn(Zp).
Para mostrarmos a condic¸a˜o reciproca, basta provar que os gruposBn(Zp)
pertencem a` pseudovariedade Gp ∗Ab
p−1, para qualquer natural n.
Seja π o morfismo que transforma cada matriz de Bn(Zp) no vector de
Znp correspondente a` sua diagonal. Note-se que π e´ um morfismo pois as
matrizes de Bn(Zp) sa˜o triangulares superiores.
A imagem de π e´ o grupo (U(Zp))
n = (Zp \ {0})
n, o qual e´ abeliano, e
|(U(Zp))
n| = (p− 1)n logo, pela definic¸a˜o de expoente de um grupo, resulta
que exp((U(Zp))
n) | p − 1, donde (U(Zp))
n ∈ Abp−1. Ale´m disso, por
definic¸a˜o de π, obtemos kerπ = Un(Zp) o qual e´ claramente um p-grupo,
portanto kerπ ∈ Gp.
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Ora, kerπ  Bn(Zp), kerπ ∈ Gp e, pelo Teorema do Homomorfismo
(1.8.17), (U(Zp))
n = (Bn(Zp))π ≃ Bn(Zp)/ kerπ. Uma vez que (U(Zp))
n ∈
Abp−1, obte´m-se Bn(Zp) ∈ Gp ∗Ab
p−1.
Conclu´ımos esta secc¸a˜o com a seguinte caracterizac¸a˜o da pseudovarieda-
de de grupos Gp ∗Ab
p−1, para cada nu´mero primo p:
Corola´rio 2.4.5. Para cada nu´mero primo p, a pseudovariedade Gp∗Ab
p−1
e´ gerada pelos subgrupos standard de Borel Bn(Zp), para todo o natural n.
Demonstrac¸a˜o. Seja G ∈ Gp ∗ Ab
p−1. Pelo Teorema 2.4.4 tem-se G .
Bn(Zp), para algum natural n, logo existe um monomorfismo θ : G →
Bn(Zp). Portanto G ≃ Gθ ≤ Bn(Zp). Em particular, G | Bn(Zp) pelo que
G ∈ V 〈Bn(Zp) : n ∈ N〉.
Reciprocamente, seja G ∈ Gp ∗ Ab
p−1. Enta˜o, pelo Teorema 1.5.1,
existem n1, . . . , nt ∈ N tais que G | Bn1(Zp) × · · · × Bnt(Zp). Na demons-
trac¸a˜o do Teorema 2.4.4 conclu´ımos que Bn(Zp) ∈ Gp ∗ Ab
p−1, qualquer
que seja n ∈ N, donde, por definic¸a˜o de pseudovariedade, conclu´ımos que
Bn1(Zp)× · · ·×Bnt(Zp) ∈ Gp ∗Ab
p−1, pelo que G ∈ Gp ∗Ab
p−1. Portanto
Gp ∗Ab
p−1 = V 〈Bn(Zp) : n ∈ N〉 ,
como pretend´ıamos.
2.5 A pseudovariedade dos grupos super-resolu´veis
Nesta secc¸a˜o vamos apresentar uma nova pseudovariedade de grupos: a
pseudovariedade dos grupos super-resolu´veis.
Um grupo G diz-se super-resolu´vel se possui uma se´rie normal com fac-
tores c´ıclicos, isto e´, se existem subgrupos normais G1, . . . , Gn−1  G tais
que
{1} = G0 G1  · · ·Gn−1 Gn = G,
e cada Gi+1/Gi e´ c´ıclico, para i = 0, . . . , n− 1.
Proposic¸a˜o 2.5.1. A classe Su de todos os grupos super-resolu´veis e´ uma
pseudovariedade de grupos.
Demonstrac¸a˜o. (1) Se G ∈ Su e H ≤ G, enta˜o H ∈ Su:
Pela definic¸a˜o de Su, existe uma se´rie normal {1} = G0  G1  · · · 
Gn−1 Gn = G com factores c´ıclicos.
Considere-se Hi = Gi ∩H, para cada i ∈ {0, . . . , n}.
Ora, pelo 1o Teorema do Isomorfismo (1.8.18) tem-se
Hi+1
Hi
=
Gi+1 ∩H
Gi ∩H
=
Gi+1 ∩H
Gi ∩ (Gi+1 ∩H)
≃
Gi(Gi+1 ∩H)
Gi
≤
Gi+1
Gi
,
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pois Gi ⊆ Gi(Gi+1∩H), GiGi+1 e Gi+1∩H ≤ Gi+1, donde Gi(Gi+1∩H) ≤
Gi+1. Note-se que Hi = Gi ∩ H  Gi+1 ∩ H = Hi+1, pois Gi  Gi+1. Se
Gi G e H ≤ G, enta˜o Hi = Gi ∩H H.
Uma vez que Gi+1/Gi e´ c´ıclico, tem-se Gi(Gi+1 ∩H)/Gi c´ıclico, por ser
subgrupo de um grupo c´ıclico. Logo Hi+1/Hi tambe´m e´ c´ıclico.
Ora H0 = G0 ∩H = {1} ∩H = {1} e Hn = Gn ∩H = G ∩H = H, pelo
que
{1} = H0 H1  · · ·Hn−1 Hn = H
e´ uma se´rie normal de H com factores c´ıclicos. Portanto H ∈ Su.
(2) Se G ∈ Su e ϕ : G։ H e´ um epimorfismo enta˜o H ∈ Su:
Pelo Teorema do Homomorfismo (1.8.17), H = Gϕ ≃ G/ kerϕ. Seja
N = kerϕG e ψ : G/N → Gϕ um isomorfismo.
ComoG ∈ Su, existe uma se´rie normal {1} = G0G1· · ·Gn−1Gn =
G com factores c´ıclicos. Provemos que G/N ∈ Su:
Consideremos Ti = GiN/N , em que i ∈ {0, . . . , n}. Note-se que T0 =
G0N/N = {1}N/N = N/N = {N} e Tn = GnN/N = GN/N = G/N .
Como N  GiN resulta que Ti e´ grupo. Mais, Gi  Gi+1 e N ⊆ GiN
implicam GiN Gi+1N e Ti = GiN/GGi+1N/G = Ti+1.
Ora, GiN  G, pois N,Gi  G, e N ⊆ GiN pelo que GiN/N  G/N ,
para todo o i ∈ {0, . . . , n}. Portanto
{N} = T0  T1  · · · Tn−1  Tn = G/N
e´ uma se´rie normal de G/N . Vejamos que os seus factores sa˜o c´ıclicos. Pelos
1o e 2o Teoremas do Isomorfismo (1.8.18 e 1.8.19) resulta que
Ti+1
Ti
=
Gi+1N
N
GiN
N
≃
Gi+1N
GiN
=
Gi+1(GiN)
GiN
≃
Gi+1
Gi+1 ∩ (GiN)
≃
Gi+1
Gi
Gi+1∩(GiN)
Gi
,
Como Gi+1Gi e´ um grupo c´ıclico,
Gi+1
Gi
Gi+1∩(GiN)
Gi
tambe´m e´ c´ıclico, donde Ti+1Ti e´
c´ıclico.
Conclu´ımos que G/N ∈ Su. Provemos enta˜o que H ∈ Su. Vejamos que
{1H} = {1Gϕ} = {T0ψ} T1ψ  · · · Tn−1ψ  Tnψ = Gϕ = H
e´ uma se´rie normal de H com factores c´ıclicos. Como Ti  G/N e ψ e´
morfismo sobrejectivo, TiψGϕ = H. Ale´m disso, TiψTi+1ψ pois TiTi+1
e Ti+1/Ti ≃ Ti+1ψ/Tiψ, pois ψ e´ isomorfismo. Uma vez que Ti+1/Ti e´ c´ıclico
tambe´m Ti+1ψ/Tiψ e´ c´ıclico. Logo H ∈ Su.
(3) Se G,H ∈ Su enta˜o G×H ∈ Su:
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Sejam G e H grupos super-resolu´veis. Pela definic¸a˜o, existem se´ries
normais para G e H com factores c´ıclicos
{1G} = G0 G1  · · ·Gn = G e {1H} = H0 H1  · · ·Hm = H.
Consideremos a cadeia
{(1G, 1H)}G1×{1H}· · ·Gn×{1H}Gn×H1· · ·Gn×Hm = G×H,
e´ claro que cada um destes grupos e´ normal no seguinte e todos sa˜o normais
em G×H. Ale´m disso, para todo o i ∈ {0, . . . , n− 1},
Gi+1 × {1H}
Gi × {1H}
≃
Gi+1
Gi
e, como Gi+1/Gi e´ c´ıclico, o grupo (Gi+1 × {1H})/(Gi × {1H}) e´ c´ıclico.
Mais, para todo o j ∈ {0, . . . ,m− 1},
G×Hj+1
G×Hj
≃
G
G
×
Hj+1
Hj
≃ {G} ×
Hj+1
Hj
≃
Hj+1
Hj
.
Sendo Hj+1/Hj c´ıclico, tambe´m o grupo (G × Hj+1)/(G × Hj) e´ c´ıclico.
Conclu´ımos pois que G×H ∈ Su.
Portanto, Su constitui uma pseudovariedade de grupos.
Recordemos que, dado um grupo G, um seu subgrupo normal M 6= {1}
diz-se normal minimal em G se dado {1} 6= N  G tal que N ⊆ M enta˜o
N =M .
Um grupo G diz-se monol´ıtico se possui um u´nico subgrupo M normal
minimal, a esse subgrupo damos o nome de monolito de G.
Lema 2.5.2. Seja G um grupo monol´ıtico com monolito M . Enta˜o
M =
⋂
{1}6=NG
N.
Demonstrac¸a˜o. Seja G um grupo monol´ıtico. Consideremos {1} 6= N  G.
Se N e´ normal minimal em G enta˜o, pela unicidade do monolito, N =M .
Se N na˜o e´ normal minimal em G, enta˜o existe {1} 6= N1  G tal que
{1} 6= N1  N . Como G e´ finito pode repetir-se o processo ate´ encontrar
{1} 6= Nk normal minimal em G tal que
{1} 6= Nk  · · ·N1 N,
da unicidade do monolito resulta que M = Nk ⊆ N .
Conclui-se enta˜o que, para qualquer subgrupo {1} 6= N  G, se tem
M ⊆ N , donde M ⊆
⋂
{1}6=NGN . Como {1} 6=M G, obtemos
M =
⋂
{1}6=NG
N.
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Lema 2.5.3. Seja V uma pseudovariedade de grupos. Enta˜o:
(1) V ⊆ S se e so´ se todos os grupos monol´ıticos em V teˆm monolitos
abelianos;
(2) V ⊆ Su se e so´ se todos os grupos monol´ıticos em V teˆm monolitos
c´ıclicos.
Em particular, N ⊆ Su ⊆ S.
Demonstrac¸a˜o. Demonstremos apenas a condic¸a˜o (2), ja´ que a prova de (1)
e´ ana´loga.
Suponhamos que V ⊆ Su.
Seja G ∈ V um grupo monol´ıtico com monolito M . Mostremos que M
e´ c´ıclico.
Por hipo´tese V ⊆ Su donde G ∈ Su, pelo que existe uma se´rie normal
com factores c´ıclicos
{1} = G0 G1  · · ·Gn = G.
Consideremos Mi = Gi ∩M , para i ∈ {0, . . . n}.
Temos Mi = Gi ∩M  Gi+1 ∩M = Mi+1, pois Gi  Gi+1, para i ∈
{0, . . . , n − 1}. Ale´m disso, Gi  G e M  G pelo que Mi = Gi ∩M  G,
para i ∈ {0, . . . , n}.
Tomemos enta˜o a se´rie normal
{1} =M0 M1  · · ·Mn =M.
Note-se que, para qualquer i ∈ {0, . . . , n}, temos Mi = {1} ou Mi =M , por
M ser normal minimal. Seja i ∈ {0, . . . , n} tal que Mi = {1} e Mi+1 =M .
Tem-se Mi+1/Mi isomorfo a um subgrupo de Gi+1/Gi c´ıclico, donde
Mi+1/Mi e´ c´ıclico. Ora, Mi+1/Mi =M/{1} ≃M pelo que M e´ c´ıclico.
Reciprocamente, seja G ∈ V e suponhamos que todo o grupo monol´ıtico
em V tem monolitos c´ıclicos.
Por G ser finito, existe uma se´rie normal maximal
{1}· G1 · G2 · · · ·· Gn−1 · G. (2.21)
Vejamos que cada factor desta se´rie e´ monol´ıtico em V:
Consideremos os epimorfismos cano´nicos πi : Gi+1 ։ Gi+1/Gi. Ora,
Gi+1 ≤ G, G ∈ V donde Gi+1 ∈ V, portanto Gi+1/Gi ∈ V.
A se´rie (2.21) e´ normal maximal portanto tem factores simples donde
Gi+1/Gi e´ o u´nico subgrupo normal na˜o trivial (logo tambe´m e´ o u´nico
subgrupo normal minimal) de Gi+1/Gi. Deste modo, trata-se de um grupo
monol´ıtico cujo monolito e´ o pro´prio. Portanto, por hipo´tese, Gi+1/Gi e´
c´ıclico. Assim, G ∈ Su.
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Resta mostrar que N ⊆ Su ⊆ S. E´ claro que Su ⊆ S. Mostremos
enta˜o que N ⊆ Su. Recordemos que N e´ a pseudovariedade dos grupos
nilpotentes.
Tendo em conta (2), tomemos um grupo G monol´ıtico de N. Mostremos
que o seu monolito M e´ c´ıclico.
Como G e´ nilpotente, pelo Teorema 1.8.36, todos os seus subgrupos
de Sylow sa˜o normais. Suponhamos que existem nu´meros primos p1 e p2,
distintos, divisores da ordem de G. Sejam P1 ∈ Sylp1(G) e P2 ∈ Sylp2(G).
Ora, {1} 6= P1, P2 G pelo que, pelo Lema 2.5.2,
{1} 6=M =
⋂
{1}6=NG
N ⊆ P1, P2.
Pelo Teorema de Lagrange (1.8.3), a ordem de M divide as ordens dos
grupos P1 e P2 o que e´ absurdo, pois {1} 6=M e p1 e p2 sa˜o nu´meros primos
distintos. Portanto G e´ um p-grupo, para algum nu´mero primo p.
Sendo G um p-grupo finito na˜o trivial, tem centro Z(G) na˜o trivial.
Mais, Z(G) G donde, pelo Lema 2.5.2, temos M ⊆ Z(G).
Provemos que M e´ simples. Seja {1} 6= H  M . Enta˜o H ⊆ Z(G) pelo
que {1} 6= H  G. Assim, novamente pelo Lema 2.5.2, obtemos M ⊆ H
donde H = M . Logo M e´ simples. Como M e´ um p-grupo simples, pelo
Corola´rio 1.8.26, M tem ordem prima logo, pelo Teorema 1.8.6, M e´ c´ıclico.
Portanto G ∈ Su. Fica pois provado que N ⊆ Su.
O nosso objectivo seguinte consiste em dar uma decomposic¸a˜o da pseu-
dovariedade dos grupos super-resolu´veis em termos das pseudovariedades
Gp ∗Ab
p−1. Para isso iremos precisar de alguns resultados auxiliares que
passamos a apresentar.
A pro´xima proposic¸a˜o e´ uma consequeˆncia do Teorema de Hall.
Proposic¸a˜o 2.5.4. Todo o grupo em Gp ∗ Sp′ e´ isomorfo a um produto
semidirecto P ⋊ H, em que P e´ o (u´nico) p-subgrupo de Sylow de G e
H ∈ Sp′ e´ um complemento de Hall de P .
Demonstrac¸a˜o. Seja G ∈ Gp ∗ Sp′ . Enta˜o existe um p-grupo P ∈ Gp tal
que P  G e G/P ∈ Sp′ , logo G/P e´ resolu´vel e p ∤ |G/P |. Como P e´ um
p-grupo, p | |G|. Conclui-se pois que P tem de ser um p-subgrupo de Sylow
de G, por a sua ordem ser a maior poteˆncia de p que divide |G|. Mais ainda,
como P  G, pelo Corola´rio 1.8.22 conclu´ımos que o grupo P tem de ser o
u´nico p-subgrupo de Sylow de G.
Ora, P e´ um p-grupo logo, pela Proposic¸a˜o 1.8.35, P tambe´m e´ resolu´vel.
Mas G/P e´ resolu´vel donde, pela Proposic¸a˜o 1.8.31, conclu´ımos que G e´
resolu´vel. Pelo Teorema de Hall (1.8.33), P admite um complemento H em
G que, por ser subgrupo de um grupo resolu´vel, e´ resolu´vel. Temos G = PH
tal que P ∩ H = {1}. Como |H| = |G/P |, conclui-se que p ∤ |H|, donde
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H ∈ Sp′ . Mais, mdc(|H|,[G : H])= 1, pelo que H e´ um complemento de
Hall de P . Assim, pela Observac¸a˜o 1.8.29 (2), G e´ isomorfo a um produto
semidirecto P ⋊H.
Para a pro´xima caracterizac¸a˜o dos grupos super-resolu´veis monol´ıticos
precisamos de dois lemas auxiliares:
Lema 2.5.5. Todo o grupo monol´ıtico em N∗Ab pertence a` pseudovariedade
Gp ∗Ab, para algum nu´mero primo p.
Demonstrac¸a˜o. Sejam G ∈ N∗Ab um grupo monol´ıtico eM o seu monolito.
Enta˜o existe N ∈ N tal que N G e G/N ∈ Ab.
Se G e´ abeliano, enta˜o G ∈ Gp ∗ Ab porque {1}  G e´ um p-grupo e
G/{1} ≃ G e´ abeliano.
Se G na˜o e´ abeliano, considere-se G′ = [G,G], o subgrupo derivado de
G. Tem-se N G e G/N abeliano logo, pela Proposic¸a˜o 1.8.12, [G,G] ≤ N .
Mas N e´ um grupo nilpotente pelo que G′ tambe´m e´ nilpotente. Assim,
G′ e´ produto dos seus subgrupos de Sylow, pelo Teorema 1.8.36. O mesmo
teorema ainda nos garante que todo o subgrupo de Sylow de G′ e´ normal
em G′, donde so´ existe um p-subgrupo de Sylow de G′ para cada nu´mero
primo p, divisor da ordem de G′, atendendo ao Corola´rio 1.8.22. Portanto,
os subgrupos de Sylow de G′ sa˜o caracter´ısticos em G′ (ver pa´gina 31). Tem-
-se tambe´m G′ char G, donde G′G, pelo que os subgrupos de Sylow de G′
sa˜o normais em G, pela Proposic¸a˜o 1.8.15. Claramente existe pelo menos
um p-subgrupo de Sylow na˜o trivial de G′, pois G′ 6= {1} uma vez que G e´
na˜o abeliano. Seja P 6= {1} um subgrupo de Sylow de G′. Usando a fo´rmula
dada no Lema 2.5.2 prova-se que o monolitoM de G e´ um subconjunto (logo
um subgrupo) de todo o subgrupo de Sylow na˜o trivial de G′. Pelo Teorema
de Lagrange (1.8.3), conclui-se que a ordem de M divide a ordem de todo
o subgrupo de Sylow de G′ na˜o trivial. Como M 6= {1}, conclui-se que so´
pode existir um subgrupo de Sylow de G′. Caso contra´rio, se existissem
P ∈ Sylp(G
′) e Q ∈ Sylq(G
′), com p 6= q, resultaria que |M | = 1, o que
e´ absurdo. Logo G′ e´ um p-grupo na˜o trivial, para algum nu´mero primo
p, donde G′ ∈ Gp. Da Proposic¸a˜o 1.8.12 resulta que G/G
′ e´ abeliano.
Portanto G ∈ Gp ∗Ab, para algum nu´mero primo p.
Lema 2.5.6. Se um produto semidirecto de grupos P ⋊ H, com P 6= {1},
e´ monol´ıtico, enta˜o o morfismo α : H → Aut(P ) que define a acc¸a˜o e´
injectivo.
Demonstrac¸a˜o. Seja P 6= {1} um grupo e suponhamos que o produto semidi-
recto P ⋊H e´ monol´ıtico com monolito {(1, 1)} 6=M  P ⋊H. Tem-se
kerα = {h ∈ H : αh = idP }
= {h ∈ H : (p)αh = p, ∀p ∈ P}
= {h ∈ H : h−1 · p = p, ∀p ∈ P}.
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Tem-se kerαH e tambe´m {1}×kerαP⋊H. De facto, para quaisquer
(p, h) ∈ P ⋊H e (1, h1) ∈ {1} × kerα,
(p, h)−1(1, h1)(p, h) = (h
−1 · p−1, h−1)(1(h1 · p), h1h)
=
((
h−1 · p−1
)(
h−1 · (h1 · p)
)
, h−1(h1h)
)
=
(
(h−1 · p−1)(h−1 · p), h−1h1h
)
(2.22)
=
(
h−1 · (p−1p), h−1h1h
)
= (h−1 · 1, h−1h1h) = (1, h
−1h1h) ∈ {1} × kerα,
em que a igualdade (2.22) se deve ao facto de se ter h1 ·p = p, para qualquer
p ∈ P , uma vez que h−11 ∈ kerα visto que h1 ∈ kerα.
De uma forma ana´loga, mostra-se que P × {1} P ⋊H resultando que
({1} × kerα) ∩ (P × {1}) = {(1, 1)}.
Suponhamos, por absurdo, que K = {1} × kerα 6= {(1, 1)}. Pelo Lema
2.5.2, o monolito de um grupo e´ a intersecc¸a˜o de todos os seus subgrupos
normais na˜o triviais donde M ⊆ K, mas tambe´m M ⊆ P × {1}, pelo que
M ⊆ K ∩ (P × {1}) = {(1, 1)}, o que e´ absurdo. Portanto {1} × kerα =
{(1, 1)}, pelo que kerα = {1}, donde α e´ injectivo.
Observac¸a˜o 2.5.7. Recordemos alguns resultados elementares de teoria de
representac¸a˜o de grupos, que aplicaremos a seguir.
Seja G um grupo e V um espac¸o vectorial sobre o corpo Zp. Note-se que
V e´ um p-grupo abeliano elementar uma vez que V e´ isomorfo ao produto
Zp × · · · × Zp de n co´pias de Zp, sendo n = dimZpV . Suponhamos que
G actua em V por automorfismos. Pela Proposic¸a˜o 1.9.2, resulta que os
subespac¸os de V sa˜o exactamente os subgrupos de G e os automorfismos de
espac¸os vectoriais sa˜o precisamente os automorfismos de grupos. A acc¸a˜o
por automorfismos de G sobre V define um produto semidirecto V ⋊ G.
Observemos agora que dado H ⊆ V × {1}, tem-se H  V ⋊ G se e so´ se,
para quaisquer (v, g) ∈ V ⋊G e (v′, 1) ∈ H,
(v, g)−1(v′, 1)(v, g) = (g−1 · (−v), g−1)(v′ + (1 · v), 1g)
= ((g−1 · (−v)) + g−1 · (v′ + (1 · v)), g−1g)
= ((g−1 · (−v)) + g−1 · (v′ + v), 1)
= (g−1 · (−v + v′ + v), 1) = (g−1 · v′, 1) ∈ H,
pelo que dado T ⊆ V ,
T × {1} V ⋊G se e so´ se g−1 · T ⊆ T, para qualquer g ∈ G.
Notemos enta˜o que, se considerarmos o morfismo α : G → Aut(V ) que
define a acc¸a˜o em V ⋊G, tendo em conta a definic¸a˜o de produto semidirecto
externo V ⋊ G, para verificarmos a condic¸a˜o g−1 · T ⊆ T basta ver que
(T )αg ⊆ T .
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Estamos enta˜o em condic¸o˜es de demonstrar o pro´ximo resultado que
caracteriza os grupos super-resolu´veis monol´ıticos.
Proposic¸a˜o 2.5.8. Todo o grupo super-resolu´vel monol´ıtico pertence a` pseu-
dovariedade Gp ∗Ab
p−1, para algum nu´mero primo p.
Demonstrac¸a˜o. Seja G um grupo super-resolu´vel monol´ıtico com monolito
M .
Se G e´ abeliano enta˜o e´ um p-grupo. De facto, pelo Lema 2.5.2, tem-
-se M =
⋂
{1}6=NGN =
⋂
{1}6=P≤G P pois, como G e´ abeliano, todos os
subgrupos de G sa˜o normais. Ale´m disso, novamente por G ser abeliano,
resulta que G e´ nilpotente, donde G e´ produto directo dos seus subgrupos
de Sylow, pelo Teorema 1.8.36. Tendo em conta a igualdade acima, tem-se
M ⊆ P , logoM ≤ P , para todo o subgrupo P de Sylow de G. Pelo Teorema
de Lagrange (1.8.3), conclui-se que a ordem de M divide a ordem de todo
o subgrupo de Sylow de G na˜o trivial. Como M 6= {1}, conclui-se que so´
pode existir um subgrupo de Sylow de G. Caso contra´rio, se existissem P ∈
Sylp(G) e Q ∈ Sylq(G), com p 6= q, resultaria que |M | = 1, o que e´ absurdo.
Logo G e´ um p-grupo, para algum nu´mero primo p. Portanto G ∈ Gp e
claramente G/G = {G} ∈ Abp−1, pelo que G ∈ Gp ∗Ab
p−1.
Se G e´ na˜o abeliano, uma vez que G e´ super-resolu´vel enta˜o G e´ resolu´vel,
pelo Lema 2.5.3. Pelo Teorema 1.8.37, G′ = [G,G] e´ nilpotente. Obte´m-se
G′ G, G′ ∈ N e, pela Proposic¸a˜o 1.8.12, G/G′ ∈ Ab, donde G ∈ N ∗Ab.
Ora, G e´ monol´ıtico e G ∈ N ∗ Ab donde, pelo Lema 2.5.5, temos
G ∈ Gp∗Ab, para algum nu´mero primo p. Mas, pelo Lema 2.4.3,Gp∗Ab =
Gp ∗ Abp′ , logo G ∈ Gp ∗ Abp′ pelo que existe P ∈ Gp e P  G tal
que G/P ∈ Abp′ e como os grupos abelianos sa˜o resolu´veis G/P ∈ Sp′ .
Pela demonstrac¸a˜o da Proposic¸a˜o 2.5.4, existe H ≤ G tal que G = PH
e P ∩ H = {1}. Assim G/P ≃ H e H e´ p′-grupo abeliano. Portanto
G ≃ P ⋊H, em que P e´ um p-grupo na˜o trivial, pois G e´ na˜o abeliano, e
H e´ um p′-grupo abeliano.
Como G e´ um grupo monol´ıtico, P⋊H e´ monol´ıtico e, pelo Lema 2.5.6, o
morfismo α : H → Aut(P ) que define a acc¸a˜o associada a P ⋊H e´ injectivo,
donde H pode ser encarado como um subgrupo de Aut(P ). Vamos “identi-
ficar” um elemento h ∈ H com um elemento de Aut(P ), mais precisamente
com o elemento αh ∈ Aut(P ). Considere-se ρ : H → Aut(P/Φ(P )), que
transforma cada automorfismo h ∈ H no automorfismo h induzido por h no
quociente de Frattini P/Φ(P ), isto e´,
h : P/Φ(P ) −→ P/Φ(P )
pΦ(P ) −→ (ph)Φ(P )
Vejamos que ρ e´ injectivo. Temos
ker ρ = {h ∈ H : hρ = idP/Φ(P )} = {h ∈ H : h = idP/Φ(P )}.
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Seja h ∈ H encarado como um automorfismo do p-grupo P . Suponhamos
que h = idP/Φ(P ), isto e´, h induz a identidade em P/Φ(P ). Note-se que H
e´ um p′-grupo, logo h e´ um p′-automorfismo. Pelo Teorema de Burnside
(1.8.39), resulta que h e´ o automorfismo identidade de P o que implica que
ker ρ = {1H}, ou seja, ρ e´ injectivo.
Seja V = P/Φ(P ). Pela Proposic¸a˜o 1.8.38, V e´ um p-grupo abeliano
elementar e, portanto, pela Proposic¸a˜o 1.9.2, V e´ um espac¸o vectorial sobre
Zp.
Note-se que Φ(P ) × {1} ⊆ P × {1} e´ tal que, para todo o h ∈ H,
(Φ(P ))αh = Φ(P ), pois Φ(P ) char P , donde Φ(P ) × {1}  P ⋊ H, pela
Observac¸a˜o 2.5.7. Consideremos enta˜o o grupo (P ⋊H)/(Φ(P )×{1}). Para
facilidade da escrita vamos apenas escrever (P ⋊ H)/Φ(P ). O objectivo
agora e´ mostrar que
P ⋊H
Φ(P )
≃
P
Φ(P )
⋊H.
Considere-se a seguinte correspondeˆncia
ϕ :
P
α
⋊ H
Φ(P )
−→
P
Φ(P )
ρ
⋊ H
(p, h)Φ(P ) −→ (pΦ(P ), h)
Mostremos que ϕ e´ um isomorfismo. Tem-se
(p1, h1)Φ(P ) = (p2, h2)Φ(P ) ⇔ (p1, h1)(h
−1
2 · p
−1
2 , h
−1
2 ) ∈ Φ(P )
⇔ (p1(h1 · (h
−1
2 · p
−1
2 )), h1h
−1
2 ) ∈ Φ(P )
⇔ (p1((h1h
−1
2 ) · p
−1
2 )), h1h
−1
2 ) ∈ Φ(P )
⇔ p1((h1h
−1
2 ) · p
−1
2 ) ∈ Φ(P ), h1h
−1
2 = 1
⇔ p1(1 · p
−1
2 ) ∈ Φ(P ), h1 = h2
⇔ p1p
−1
2 ∈ Φ(P ), h1 = h2
⇔ (p1Φ(P ), h1) = (p2Φ(P ), h2)
Portanto ϕ e´ uma aplicac¸a˜o injectiva. Claramente ϕ e´ sobrejectiva. Vejamos
que e´ um morfismo:
((p1, h1)Φ(P ))ϕ((p2, h2)Φ(P ))ϕ = (p1Φ(P ), h1)(p2Φ(P ), h2)
= (p1Φ(P )(h1 · p2Φ(P )), h1h2)
= (p1Φ(P )(p2)h
−1
1 Φ(P ), h1h2)
= (p1(p2)h
−1
1 Φ(P ), h1h2)
= ((p1(p2)h
−1
1 , h1h2)Φ(P ))ϕ
= ((p1(p2)αh−11
, h1h2)Φ(P ))ϕ (2.23)
= ((p1, h1)(p2, h2)Φ(P ))ϕ (2.24)
= ((p1, h1)Φ(P )(p2, h2)Φ(P ))ϕ,
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em que a igualdade (2.23) resulta da identificac¸a˜o feita entre os elementos
h ∈ H e os elementos αh ∈ Aut(V ), enquanto que a igualdade (2.24) resulta
de se ter (p1, h1)(p2, h2) = (p1(h1 ·p2), h1h2) = (p1(p2)αh−11
, h1h2), quaisquer
que sejam p1, p2 ∈ P e h1, h2 ∈ H.
Concluimos pois que ϕ e´ um isomorfismo.
Uma vez que G e´ um grupo super-resolu´vel e G ≃ P ⋊ H, resulta que
P ⋊H e´ super-resolu´vel pelo que (P ⋊H)/Φ(P ) e´ super-resolu´vel. Portanto
V ⋊H e´ super-resolu´vel.
Ora, o morfismo ρ : H → Aut(V ) e´ injectivo, logo ρ e´ representac¸a˜o
fiel de H, donde, pela Proposic¸a˜o 1.10.1, existe um morfismo ρ¯ : Zp[H] →
EndZp(V ) definido por, para cada x =
∑
h∈H λhh ∈ Zp[H],
xρ¯ =
∑
h∈H
hλh =
∑
h∈H
(hρ)λh.
Vamos, em seguida, munir o espac¸o vectorial V (≃ Znp ) com uma estru-
tura de mo´dulo-Zp[H], a partir de ρ pela adic¸a˜o usual em Z
n
p e o produto
escalar definido por: dados v ∈ V e x ∈ Zp[H], vx = v(xρ¯), pela Observac¸a˜o
1.10.3.
O grupo H e´ finito, Zp e´ um corpo de caracter´ıstica p prima, em que
p ∤ |H|, poisH e´ p′-grupo, e V 6= {0} e´ mo´dulo-Zp[H], donde pela Proposic¸a˜o
1.10.5, tem-se V = V1 ⊕ · · · ⊕ Vt, sendo os Vi submo´dulos-Zp[H] de V
irredut´ıveis. Consequentemente as respectivas representac¸o˜es associadas
ρi : H → Aut(Vi) sa˜o irredut´ıveis.
Ora, Vi e´ submo´dulo-Zp[H] de V donde, para cada x ∈ Zp[H] e cada
vi ∈ Vi,
vix =
∑
h∈H
(vi)hλh ∈ Vi.
Resulta enta˜o que Vi × {1} ⊆ V × {1} e´ tal que, para cada vi ∈ Vi e cada
h ∈ H, se tem (vi)h ∈ Vi, isto e´, (Vi)h ⊆ Vi, para todo o h ∈ H, logo
Vi×{1}V ⋊H. Veja-se a Observac¸a˜o 2.5.7. Pela Proposic¸a˜o 1.10.6, tem-
-se Vi c´ıclico, qualquer que seja i ∈ {1, . . . , t}, pelo que Vi tem dimensa˜o 1
enquanto espac¸o vectorial sobre Zp. Assim Vi e´ um grupo c´ıclico de ordem
p, pelo que Vi ≃ Zp. Enta˜o t = n = dimZp(V ).
Uma vez que ρ e´ uma representac¸a˜o fiel, H mergulha-se em (Zp−1)
n. De
facto, tendo em conta que cada subespac¸o Vi de V e´ tal que, para todo o
h ∈ H, se tem (Vi)h ⊆ Vi, resulta facilmente que a seguinte aplicac¸a˜o e´ um
monomorfismo
ψ : H −→ Aut(V1)× · · · ×Aut(Vn)
h −→ (h
(1)
, . . . , h
(n)
)
sendo, para cada i, o automorfismo h
(i)
: Vi → Vi definido por (vi)h
(i)
=
(0 + · · ·+ vi + · · ·+ 0)h, para todo o vi ∈ Vi.
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Ora Aut(Vi) ≃ Aut(Zp), para todo o i ∈ {1, . . . , n}, pois Vi ≃ Zp, donde
Aut(V1) × · · · × Aut(Vn) ≃ (Aut(Zp))
n. Uma vez que Zp e´ grupo c´ıclico
de ordem p, pelo Teorema 1.8.13, Aut(Zp) e´ um grupo c´ıclico de ordem
p − 1 pelo que Aut(Zp) ≃ Zp−1. Portanto, (Aut(Zp))
n ≃ (Zp−1)
n. Enta˜o
Aut(V1) × · · · × Aut(Vn) ≃ (Zp−1)
n, pelo que H se mergulha em (Zp−1)
n.
Portanto existe um monomorfismo ψ¯ : H → (Zp−1)
n.
Como (Zp−1)
n e´ um grupo abeliano, H tambe´m o e´. Assim, dado h ∈ H,
tem-se |h| = |hψ¯|. Mas hψ¯ | |Zp−1| = p − 1, logo |h| | p − 1. Portanto
exp(H) | p−1, pelo que H ∈ Abp−1. Concluimos que P ⋊H ∈ Gp ∗Ab
p−1.
Como G ≃ P ⋊H, tem-se que G ∈ Gp ∗Ab
p−1, como se pretendia.
Recordemos que, por (2.19), tem-se Gp ∗ Ab
p−1 ⊆ Gp ∗ Abp′ . Mas
Ab ⊆ S, donde
Gp ∗Ab
p−1 ⊆ Gp ∗ Sp′ .
Para o pro´ximo resultado precisamos do seguinte lema:
Lema 2.5.9. Todo o grupo na˜o abeliano em Gp ∗Ab
p−1 e´ isomorfo a um
produto semidirecto P⋊H, em que P e´ um p-grupo na˜o trivial e H ∈ Abp−1.
Demonstrac¸a˜o. Seja G ∈ Gp ∗Ab
p−1 um grupo na˜o abeliano. Temos G ∈
Gp ∗Ab
p−1 ⊆ Gp ∗Sp′ donde, pela Proposic¸a˜o 2.5.4, temos G ≃ P ⋊H, em
que P ∈ Sylp(G) e H ∈ Sp′ e´ um complemento de Hall de G. Note-se que,
por G na˜o ser abeliano, P 6= {1} pois, caso contra´rio, G ≃ {1}⋊H ≃ H ∈
Abp−1, o que e´ absurdo.
Mostremos agora que H ∈ Abp−1:
Pela demonstrac¸a˜o da Proposic¸a˜o 2.5.4, tem-se G = PH, P ∩H = {1}
e H ≃ G/P ∈ Sp′ .
Seja ℓ = |G|. Pelo Teorema 2.4.2,
G ∈ Gp ∗Ab
p−1 = V
[
(xp−1yp−1)p
ω
= 1, (xω−1yω−1xy)p
ω
= 1
]
,
portanto G satisfaz as pseudoidentidades
(xp−1yp−1)p
ω
= 1, (2.25)
(xω−1yω−1xy)p
ω
= 1 (2.26)
Ora, para qualquer g ∈ G, por (2.25), tem-se 1 = (gp−11p−1)p
ℓ!
=
(gp−1)p
ℓ!
, donde ((gP )p−1)p
ℓ!
= P . Mas G/P ≃ H. Assim, resulta que,
para todo o h ∈ H,
(hp−1)p
ℓ!
= 1. (2.27)
Mas, para qualquer h ∈ H, temos hp−1 ∈ H logo, por (2.27), obtemos
|hp−1| | pℓ!. Por hipo´tese H ∈ Sp′ , donde p ∤ |H|. Enta˜o p ∤ |h
p−1|, logo
|hp−1| = 1, para todo o h ∈ H. Assim, para todo o h ∈ H, tem-se hp−1 = 1,
pelo que |h| | p− 1. Conclui-se que exp(H) | p− 1.
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Para quaisquer g1, g2 ∈ G, por (2.26), tem-se (g
ℓ!−1
1 g
ℓ!−1
2 g1g2)
pℓ! = 1.
Portanto ((g1P )
ℓ!−1(g2P )
ℓ!−1g1Pg2P )
pℓ! = P , donde
|(g1P )
ℓ!−1(g2P )
ℓ!−1g1Pg2P | | p
ℓ!.
Novamente de G/P ≃ H, resulta, para quaisquer h1, h2 ∈ H,
|hℓ!−11 h
ℓ!−1
2 h1h2| | p
ℓ!
e, do mesmo modo que foi visto atra´s, conclui-se que hℓ!−11 h
ℓ!−1
2 h1h2 = 1,
quaisquer que sejam h1, h2 ∈ H.
Ora, para todo o g ∈ G, tem-se (gP )ℓ! = gℓ!P = P , pois |G| = ℓ,
donde hℓ! = 1, para todo o h ∈ H. Logo hℓ!−1 = h−1. Obtemos enta˜o que
1 = hℓ!−11 h
ℓ!−1
2 h1h2 = h
−1
1 h
−1
2 h1h2 = [h1, h2], para quaisquer h1, h2 ∈ H,
donde H ′ = {1}, pelo que H e´ abeliano. Portanto H ∈ Abp−1.
Proposic¸a˜o 2.5.10. Todo o grupo em Gp ∗Ab
p−1 e´ super-resolu´vel.
Demonstrac¸a˜o. Mostremos que Gp ∗Ab
p−1 ⊆ Su usando o Lema 2.5.3.
Seja G ∈ Gp ∗Ab
p−1 um grupo monol´ıtico com monolito M .
Se G e´ abeliano, enta˜o G e´ nilpotente logo e´ super-resolu´vel, pelo Lema
2.5.3. Novamente pelo Lema 2.5.3, sabemos que M e´ c´ıclico.
Se G e´ na˜o abeliano, pelo Lema 2.5.9, temos G ≃ P ⋊ H, em que P e´
um p-grupo na˜o trivial e H ∈ Abp−1.
Pode enta˜o considerar-se M como monolito de um produto semidirecto
P ⋊H, em que P ∈ Gp e H ∈ Ab
p−1. Pelo Lema 2.5.3, basta mostrar que
M e´ c´ıclico.
Tem-se {(1, 1)} 6= P × {1}  P ⋊ H donde, pelo Lema 2.5.2, M ≤
P × {1}. Portanto M e´ um p-grupo. Logo M e´ nilpotente pelo que e´
resolu´vel, pela Proposic¸a˜o 1.8.35. Resulta da Proposic¸a˜o 1.8.32 que M e´ um
p-grupo abeliano elementar.
Facilmente se verifica que Z(P )× {1} = Z(P × {1}), donde
Z(P )× {1} char P × {1}.
Uma vez que P ×{1}P ⋊H, pela Proposic¸a˜o 1.8.15, obte´m-se Z(P )×
{1}  P ⋊ H. Ora, P e´ um p-grupo na˜o trivial portanto, pelo Teorema
1.8.25, tem-se Z(P ) 6= {1}. Enta˜o {(1, 1)} 6= Z(P ) × {1}  P ⋊ H donde,
pelo Lema 2.5.2, M ⊆ Z(P )× {1} = Z(P × {1}).
Note-se que {(1, 1)} 6= P × {1}  P ⋊ H logo, pelo Lema 2.5.2 tem-se
M ≤ P × {1}.
Seja ρ : H → Aut(P ) o morfismo que define a acc¸a˜o em P ⋊H. Denote-
mos tambe´m por ρ o morfismo que transforma cada h ∈ H no automorfismo
hρ|M ∈ Aut(M). Uma vez que M ⊆ P × {1} e´ tal que M  P ⋊H tem-se,
pela Observac¸a˜o 2.5.7, M(hρ) =M , para todo o h ∈ H, pelo que, de facto,
hρ|M ∈ Aut(M), qualquer que seja h ∈ H.
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Note-se que, uma vez que M e´ um p-grupo abeliano elementar, pela
Proposic¸a˜o 1.9.2, pode ser encarado como um espac¸o vectorial sobre Zp.
Mais, tal como foi visto na demonstrac¸a˜o da Proposic¸a˜o 2.5.8, M pode
ser visto como um mo´dulo-Zp[H], com o produto escalar definido de forma
ana´loga ao definido na referida demonstrac¸a˜o. Vejamos que M e´ irredut´ıvel
enquanto mo´dulo-Zp[H].
Seja V 6= {0} um submo´dulo-Zp[H] deM . Enta˜o V e´ um subespac¸o vec-
torial de M sobre o corpo Zp, logo V e´ um subgrupo de M , pela Proposic¸a˜o
1.9.2. Uma vez que V e´ um submo´dulo-Zp[H] de M tem-se, para quaisquer
v ∈ V e x ∈ Zp[H],
vx =
∑
h∈H
v(hρ)λh ∈ V.
Enta˜o, para quaisquer h ∈ H e v ∈ V , obtemos v(hρ) ∈ V , logo V (hρ) ⊆ V ,
para qualquer h ∈ H.
Note-se que, se N e´ tal que {1} 6= N < M ≤ P × {1} e N(hρ) ⊆ N ,
qualquer que seja h ∈ H, tem-se N  P ⋊H, pela Observac¸a˜o 2.5.7. Enta˜o
{1} 6= N < M e N  P ⋊ H o que e´ absurdo, pois sendo M monolito de
P ⋊H e´ subgrupo normal minimal.
Conclui-se enta˜o que V = M e, portanto, M e´ irredut´ıvel enquanto
mo´dulo-Zp[H]. De forma ana´loga ao que foi feito na demonstrac¸a˜o do Teo-
rema 2.4.4, conclu´ımos que M tem dimensa˜o 1 enquanto espac¸o vectorial
sobre Zp. Portanto M e´ c´ıclico, como se pretendia.
Esta˜o portanto reunidas as condic¸o˜es necessa´rias para demonstrarmos
o resultado principal desta secc¸a˜o, que se obte´m como consequeˆncia da
Proposic¸a˜o 2.5.10:
Corola´rio 2.5.11. A pseudovariedade dos grupos super-resolu´veis e´ o su-
premo ∨
p∈P
Gp ∗Ab
p−1.
Demonstrac¸a˜o. Pela Proposic¸a˜o 2.5.10, tem-seGp∗Ab
p−1 ⊆ Su, para qual-
quer nu´mero primo p. Portanto, por definic¸a˜o de supremo,∨
p∈P
Gp ∗Ab
p−1 ⊆ Su.
Para concluirmos a outra inclusa˜o, vamos mostrar que todo o grupo
super-resolu´vel G e´ isomorfo a um subgrupo H de um produto directo∏
i∈I Gi, em que os grupos Gi sa˜o monol´ıticos, e para qualquer j ∈ I,
πj|H : H ։ Gj e´ um epimorfismo.
Seja G um grupo super-resolu´vel. Suponhamos que G = {g1, . . . , gn}.
Sejam gi, gj ∈ G tais que gi 6= gj . Como {N : N  G} e´ finito pois G
88
e´ finito, existe Ni,j  ·G normal maximal tal que giNi,j 6= gjNi,j , donde
G/Ni,j 6= {G}. Note-se que se tem, no mı´nimo, Ni,j = {1}. Tome-se∏
gi 6=gj
G/Ni,j .
Como Ni,j  ·G e´ normal maximal, G/Ni,j e´ simples na˜o trivial, logo G/Ni,j
e´ monol´ıtico. Vejamos que G .
∏
gi 6=gj
G/Ni,j :
Tome-se ψ : G→
∏
gi 6=gj
G/Ni,j definido por gψ = (gNi,j)i,j .
Pela definic¸a˜o de produto directo, ψ e´ morfismo. Mais, ψ e´ de facto um
monomorfismo:
Sejam g, h ∈ G tais que gψ = hψ. Existem k, t ∈ {1, . . . , n} tais que
g = gk e h = gt. Suponhamos que (gNi,j)i,j = (hNi,j)i,j , isto e´, (gkNi,j)i,j =
(gtNi,j)i,j . Enta˜o gkNi,j = gtNi,j , para quaisquer i, j ∈ {1, . . . , n}. Em
particular, gkNk,t = gtNk,t logo, por definic¸a˜o de Nk,t, tem-se gk = gt.
Concluimos que ψ e´ injectivo.
Considere-se πi,j :
∏
gk 6=gt
G/Nk,t → G/Ni,j e Gψ ≤
∏
gi 6=gj
G/Ni,j .
Tem-se, para todos os i, j ∈ {1, . . . , n},
πi,j|Gψ : Gψ → G/Ni,j um epimorfismo.
Note-se que, por definic¸a˜o, ((gk,tNk,t)k,t)πi,j = gi,jNi,j , qualquer que seja
(gk,tNk,t)k,t ∈
∏
gk 6=gt
G/Nk,t. Logo, para qualquer gNi,j ∈ G/Ni,j , tomando
gψ ∈ Gψ, obtemos (gψ)πi,j|Gψ = ((gNk,t)k,t)πi,j|Gψ = gNi,j .
Uma vez que G e´ super-resolu´vel, Gψ e´ super-resolu´vel. Ale´m disso,
πi,j|Gψ e´ epimorfismo, pelo que tambe´m G/Ni,j e´ super-resolu´vel, quaisquer
que sejam i, j ∈ {1, . . . , n}. Como G/Ni,j e´ monol´ıtico, pela Proposic¸a˜o
2.5.8, tem-se
G/Ni,j ∈ Gpi,j ∗Ab
pi,j−1 ⊆
∨
p∈P
Gp ∗Ab
p−1,
para algum nu´mero primo pi,j .
Como
∨
p∈PGp ∗Ab
p−1 e´ pseudovariedade de grupos,
∏
gi 6=gj
G/Ni,j ∈
∨
p∈P
Gp ∗Ab
p−1,
donde
G ∈
∨
p∈P
Gp ∗Ab
p−1,
e assim se conclui a demonstrac¸a˜o.
Notemos que ja´ depois do nosso estudo estar terminado surgiu uma nova
demonstrac¸a˜o do corola´rio anterior dada em [9] por O. Carton, J.-E. Pin e X.
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S.-Escriva`. Por se tratar de uma demonstrac¸a˜o que envolve novos conceitos
na˜o tratados neste trabalho, decidimos manter a demonstrac¸a˜o original que,
apesar de ter exigido um grande nu´mero de resultados auxiliares, nos parece
muito clara e interessante. A nova demonstrac¸a˜o usa o facto da classe de
todos os grupos super-resolu´veis ser uma classe Schunk, isto e´, uma classe
de grupos cujas imagens epimorfas primitivas esta˜o todas nessa classe.
Uma outra caracterizac¸a˜o da pseudovariedade dos grupos super-resolu´-
veis, que se baseia num resultado da secc¸a˜o anterior, e´ a seguinte:
Proposic¸a˜o 2.5.12. A pseudovariedade dos grupos super-resolu´veis e´ gera-
da pelos subgrupos standard de Borel Bn(Zp), para todo o natural n e todo
o nu´mero primo p.
Demonstrac¸a˜o. Seja G um grupo super-resolu´vel. Pelo Corola´rio 2.5.11,
G ∈
∨
p∈P
Gp ∗Ab
p−1.
Por definic¸a˜o de supremo de pseudovariedades de grupos, existem H ≤ H1×
· · ·×Hk e N H tais que, para qualquer i ∈ {1, . . . , k}, Hi ∈ Gpi ∗Ab
pi−1,
pi ∈ P e G ≃ H/N .
Ora, para cada i ∈ {1, . . . , k}, Hi ∈ Gpi ∗ Ab
pi−1 logo, pelo Teorema
2.4.4, existe ni > 0 tal que Hi . Bni(Zpi), logo existe um monomorfismo
ψi : Hi → Bni(Zpi). Considere-se a aplicac¸a˜o
ψ : H1 × · · · ×Hk −→ Bn1(Zp1)× · · · ×Bnk(Zpk)
(h1, . . . , hk) 7−→ (h1ψ1, . . . , hkψk)
E´ claro que ψ e´ um monomorfismo, pois cada ψi e´ um monomorfismo. Uma
vez que H ≤ H1 × · · · ×Hk, tem-se Hψ ≤ Bn1(Zp1)× · · · ×Bnk(Zpk).
A aplicac¸a˜o seguinte e´ claramente um epimorfismo de grupos
θ : Hψ −→ H/N
hψ 7−→ hN
Portanto, existe um epimorfismo de Hψ para G, pois G ≃ H/N . As-
sim G | Bn1(Zp1) × · · · × Bnk(Zpk) e, pelo Teorema 1.5.1, sai que G ∈
V 〈Bn(Zp) : (n, p) ∈ N× P〉.
Reciprocamente, seja G ∈ V 〈Bn(Zp) : (n, p) ∈ N× P〉. Enta˜o existem
(n1, p1), . . . , (nk, pk) ∈ N × P tais que G | Bn1(Zp1) × · · · × Bnk(Zpk). Logo
existem T ≤ Bn1(Zp1) × · · · × Bnk(Zpk) e ϕ : T ։ G epimorfismo. Pelo
Teorema do Homomorfismo (1.8.17), G = Tϕ ≃ T/ kerϕ.
Tome-se N = kerϕT . Uma vez que Bni(Zpi) ∈ Gpi∗Ab
pi−1 para qual-
quer i ∈ {1, . . . , k}, por definic¸a˜o de supremo de pseudovariedades obte´m-se
G ∈
∨
p∈PGp ∗Ab
p−1 = Su. Portanto G e´ um grupo super-resolu´vel.
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Cap´ıtulo 3
Variedades de Linguagens
No Cap´ıtulo 1 apresenta´mos a noc¸a˜o de variedade de linguagens e a
cada pseudovariedade de mono´ides V fizemos corresponder uma variedade
de linguagens V. Exibimos uma condic¸a˜o necessa´ria e suficiente para uma
dada linguagem pertencer a essa variedade (Teorema 1.6.1) e, no caso das
pseudovariedades de mono´ides geradas por um u´nico mono´ide, demos uma
forma de caracterizar a respectiva variedade de linguagens associada (Teo-
rema 1.6.4). Neste cap´ıtulo descreveremos as variedades de linguagens as-
sociadas a` pseudovariedade dos grupos abelianos cujo expoente divide um
certo natural n e a` pseudovariedade dos p-grupos finitos, para um dado
nu´mero primo p. Estes resultados preparar-nos-a˜o para tratar o principal
objectivo deste trabalho que consiste em descrever a variedade de linguagens
associada a` pseudovariedade dos grupos super-resolu´veis, o que sera´ tratado
no u´ltimo cap´ıtulo.
A classe de todas as variedades de linguagens forma um reticulado com-
pleto para a inclusa˜o. De facto, dada uma famı´lia (Hi)i∈I de variedades
de linguagens, o seu supremo e´ a variedade
∨
i∈I Hi, sendo A
∗
(∨
i∈I Hi
)
a
a´lgebra de Boole gerada pelas linguagens de
⋃
i∈I A
∗Hi, para cada alfabeto
finito A.
Pelo Teorema da Variedade de Eilenberg (1.6.3), sabemos que a corres-
pondeˆncia V→ V e´ uma bijecc¸a˜o e que, ale´m disso,
V ⊆W⇐⇒ A∗V ⊆ A∗W, para qualquer alfabeto finito A.
Portanto obtemos um isomorfismo de ordem entre o reticulado de todas
as pseudovariedades de grupos e o reticulado de todas as variedades de
linguagens. Assim, dada uma famı´lia de pseudovariedades de grupos (Vi)i∈I ,
se V for a variedade de linguagens associada a` pseudovariedade de grupos∨
i∈I Vi, pela Proposic¸a˜o 1.7.1 tem-se
V =
∨
i∈I
Vi,
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em que Vi e´ a variedade de linguagens associada a` pseudovariedade de grupos
Vi, para cada i ∈ I, ou seja, para qualquer alfabeto finito A,
A∗V = A∗
(∨
i∈I
Vi
)
.
Para cada nu´mero primo p, seja Up a variedade de linguagens associada
a` pseudovariedade de grupos Gp ∗ Ab
p−1 e seja U a variedade de lingua-
gens associada a` pseudovariedade dos grupos super-resolu´veis Su. Pelo que
acaba´mos de notar e tendo em conta o Corola´rio 2.5.11, conclu´ımos que
U =
∨
p∈P
Up. (3.1)
3.1 Linguagens reconhecidas por grupos abelianos
Nesta secc¸a˜o vamos descrever, para cada natural n, a variedade Abn das
linguagens reconhecidas pelos grupos de Abn. Uma caracterizac¸a˜o desta
variedade de linguagens e´ dada pela seguinte proposic¸a˜o:
Proposic¸a˜o 3.1.1. Seja A um alfabeto finito. Enta˜o A∗Abn e´ a a´lgebra de
Boole gerada pelas linguagens da forma
F (a, k, n) = {u ∈ A∗ : |u|a ≡ k (mod n)},
em que a ∈ A e 0 ≤ k < n.
Demonstrac¸a˜o. Seja a ∈ A. Defina-se ϕ : A∗ → Zn por
aϕ = 1, bϕ = 0, ∀b ∈ A \ {a}.
E´ claro que ϕ e´ um morfismo tal que, para cada 0 ≤ k < n,
kϕ−1 = {u ∈ A∗ : |u|a ≡ k (mod n)} = F (a, k, n).
Portanto, para cada a ∈ A e cada k ∈ {0, . . . , n− 1}, a linguagem F (a, k, n)
e´ reconhecida por Zn ∈ Ab
n. Logo, pelo Teorema 1.6.1, F (a, k, n) ∈ A∗Abn.
Conclu´ımos que A∗Abn conte´m a a´lgebra de Boole gerada pelas lingua-
gens F (a, k, n).
Reciprocamente, vamos usar o Teorema 1.6.4 e ter em conta que, pela
Proposic¸a˜o 2.2.1, Abn = V 〈Zn〉.
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Sejam ϕ : A∗ → Zn um morfismo e m ∈ Zn. Enta˜o
u ∈ mϕ−1 ⇔ uϕ = m
⇔
(∑
a∈A
(aϕ)|u|a
)
≡ m (mod n)
⇔ ∀a ∈ A ∃ka ∈ {0, . . . , n− 1} |u|a ≡ ka (mod n)
e
(∑
a∈A
(aϕ)ka
)
≡ m (mod n)
⇔ u ∈
⋂
a∈A
F (a, ka, n),
em que a escolha dos inteiros ka e´ tal que∑
a∈A
(aϕ)ka ≡ m (mod n).
Portanto cada mϕ−1 esta´ na a´lgebra de Boole gerada pelos conjuntos
F (a, k, n), em que a ∈ A e 0 ≤ k < n.
Vamos agora exibir uma outra descric¸a˜o da variedade de linguagens Abn,
para o que vamos precisar de um novo tipo de linguagens.
Seja A = {a1, . . . , as} um alfabeto finito. Chamamos linguagem comu-
tativa n-elementar a uma linguagem da forma
F (r1, . . . , rs, n) = {u ∈ A
∗ : |u|a1 ≡ r1 (mod n), . . . , |u|as ≡ rs (mod n)},
em que, r1 . . . , rs ∈ {0, . . . , n− 1}.
Com a notac¸a˜o da Proposic¸a˜o 3.1.1, tem-se
F (r1, . . . , rs, n) = F (a1, r1, n) ∩ . . . ∩ F (as, rs, n). (3.2)
Consideremos o alfabeto A = {a, b} e o natural n = 2. Enta˜o
F (0, 0, 2) = {u ∈ A∗ : |u|a ≡ 0 (mod 2), |u|b ≡ 0 (mod 2)}
e´ o conjunto das palavras de A∗ que teˆm um nu´mero par de ocorreˆncias de
cada uma das letras a e b.
Ale´m disso, F (0, 0, 2) = F (a, 0, 2) ∩ F (b, 0, 2) em que
F (a, 0, 2) = {u ∈ A∗ : |u|a ≡ 0 (mod 2)}
e
F (b, 0, 2) = {u ∈ A∗ : |u|b ≡ 0 (mod 2)}
sa˜o, respectivamente, os conjuntos das palavras de A∗ que teˆm um nu´mero
par de ocorreˆncias da letra a e um nu´mero par de ocoreˆncias da letra b.
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Proposic¸a˜o 3.1.2. Uma linguagem e´ reconhecida por um grupo em Abn se
e so´ se e´ unia˜o disjunta de linguagens comutativas n-elementares.
Demonstrac¸a˜o. Sejam A = {a1, . . . , as} um alfabeto eG ∈ Ab
n. Seja L uma
linguagem reconhecida por G. Enta˜o existem um morfismo ϕ : A∗ → G e
P ⊆ G tais que Pϕ−1 = L.
Tomemos a1ϕ = g1, . . . , asϕ = gs. Para u ∈ A
∗ e i ∈ {1, . . . , s}, sejam
|u|ai ≡ ri (mod n).
Adoptando a notac¸a˜o aditiva para G (por G ser abeliano) temos
uϕ =
∑
1≤i≤s
|u|aigi =
∑
1≤i≤s
rigi.
Portanto
u ∈ L sse uϕ ∈ P sse
∑
1≤i≤s
rigi ∈ P.
Conclu´ımos enta˜o que
L =
⋃
(r1,...,rs)∈E
F (r1, . . . , rs, n),
sendo
E =

(r1, . . . , rs) :
∑
1≤i≤s
rigi ∈ P

 .
Ora, por definic¸a˜o, F (r1, . . . , rs, n) sa˜o linguagens comutativas n-elemen-
tares e sa˜o claramente disjuntas duas a duas.
Reciprocamente, por (3.2), tem-se F (r1, . . . , rs, n) = F (a1, r1, n) ∩ . . . ∩
F (as, rs, n) logo, pela Proposic¸a˜o 3.1.1, obtemos F (r1, . . . , rs, n) ∈ A
∗Abn.
3.2 Linguagens reconhecidas por p-grupos
Dado um nu´mero primo p, denotemos por Gp a variedade de linguagens
associada a` pseudovariedade de grupos Gp, isto e´, A
∗Gp denota o conjunto
das linguagens de A∗ cujo mono´ide sinta´ctico esta´ emGp, para cada alfabeto
finito A. Nesta secc¸a˜o vamos descrever esta variedade e para tal sera´ u´til
ter presente o que foi visto na Secc¸a˜o 2.3.
O teorema seguinte permite caracterizar as linguagens reconhecidas pelos
grupos de Gp:
Teorema 3.2.1. Seja A um alfabeto finito. Enta˜o A∗Gp a a´lgebra de Boole
gerada pelas linguagens da forma
S(u, r, p) = {w ∈ A∗ :
(
w
u
)
≡ r (mod p)},
em que u ∈ A∗ e 0 ≤ r < p.
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Demonstrac¸a˜o. Sejam u ∈ A∗ e 0 ≤ r ≤ p. Mostremos, por definic¸a˜o de
A∗Gp, que Syn(S(u, r, p)) ∈ Gp. Para facilitar a notac¸a˜o seja L = S(u, r, p).
Recordemos que na Secc¸a˜o 2.3 definimos a relac¸a˜o de congrueˆncia ∼u
por, para w1, w2 ∈ A
∗,
w1 ∼u w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p),
para qualquer v ∈ A∗ tal que u ∈ A∗vA∗.
Consideremos a seguinte correspondeˆncia
ϕ : Gu = A
∗/ ∼u −→ Syn(L) = A
∗/σL
[w]∼u 7−→ [w]σL
Suponhamos que [w1]∼u = [w2]∼u . Tem-se w1 ∼u w2, ou seja,
(
w1
v
)
≡(
w2
v
)
(mod p), para todo o factor v de u.
Sejam v1, v2 ∈ A
∗. Enta˜o
v1w1v2 ∈ L ⇔
(
v1w1v2
u
)
≡ r (mod p)
⇔
( ∑
u=u1u2u3
(
v1
u1
)(
w1
u2
)(
v2
u3
))
≡ r (mod p)
⇔
( ∑
u=u1u2u3
(
v1
u1
)(
w2
u2
)(
v2
u3
))
≡ r (mod p)
⇔
(
v1w2v2
u
)
≡ r (mod p)
⇔ v1w2v2 ∈ L
Portanto ϕ e´ uma aplicac¸a˜o. Pelas definic¸o˜es de mono´ide quociente e de ϕ,
resulta que ϕ e´ um morfismo. Mais ainda, ϕ e´ sobrejectiva.
Uma vez que Gu e´ um p-grupo, como ϕ e´ epimorfismo e Gp e´ pseudova-
riedade, resulta que Syn(L) ∈ Gp. Portanto L = S(u, r, p) ∈ A
∗Gp.
Reciprocamente, tomemos agora L ⊆ A∗ tal que Syn(L) ∈ Gp.
Consideremos o epimorfismo cano´nico σ♮L : A
∗ ։ A∗/σL. Seja r =
card(A) e n o ı´ndice de nilpoteˆncia de Syn(L). Pela Proposic¸a˜o 2.3.7, o
morfismo σ♮L admite uma factorizac¸a˜o na forma
A∗
τ
−→ Gr,n = A
∗/ ∼n
ψ
−→ Syn(L),
com σ♮L = τψ.
Ora, L = (Lσ♮L)(σ
♮
L)
−1, donde L = L′τ−1, sendo L′ = L(σ♮Lψ
−1).
Portanto L e´ unia˜o de classes de equivaleˆncia de ∼n. Recordemos que a
congrueˆncia ∼n foi definida (Secc¸a˜o 2.3) por, para w1, w2 ∈ A
∗,
w1 ∼n w2 ⇔
(
w1
v
)
≡
(
w2
v
)
(mod p),
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para qualquer v ∈ A∗ tal que |v| ≤ n.
Como cada classe de congrueˆncia de ∼n e´, por definic¸a˜o de ∼n, inter-
secc¸a˜o de conjuntos da forma S(u, r, p), com 0 ≤ r < p, resulta que L e´ uma
combinac¸a˜o Booleana de linguagens do tipo pretendido.
Como consequeˆncia imediata do resultado anterior e do Teorema 1.6.1,
tem-se o seguinte corola´rio:
Corola´rio 3.2.2. Uma linguagem de A∗ e´ reconhecida por um p-grupo se e
so´ se e´ uma combinac¸a˜o Booleana de linguagens da forma
S(u, r, p) = {w ∈ A∗ :
(
w
u
)
≡ r (mod p)},
em que u ∈ A∗ e 0 ≤ r < p.
3.3 Linguagens reconhecidas por produtos em coroa
Nesta secc¸a˜o daremos uma demonstrac¸a˜o do Princ´ıpio do Produto em
Coroa de Straubing que permite descrever as linguagens reconhecidas pelos
produtos em coroa de dois mono´ides. Daremos tambe´m uma versa˜o deste
resultado para variedades de linguagens.
Comec¸amos por descrever a relac¸a˜o existente entre as noc¸o˜es de lin-
guagem reconhecida por um mono´ide de transformac¸o˜es e por um mono´ide.
Proposic¸a˜o 3.3.1. Seja T um mono´ide e (Q,T ) um mono´ide de trans-
formac¸o˜es. Tem-se:
(1) Se L ⊆ A∗ e´ reconhecida por (Q,T ), enta˜o L e´ reconhecida pot T ;
(2) L ⊆ A∗ e´ reconhecida por (T, T ) se e so´ se L e´ reconhecida pot T ;
(3) Se L ⊆ A∗ e´ reconhecida por T , enta˜o L e´ uma combinac¸a˜o Booleana
de linguagens reconhecidas por (Q,T ).
Demonstrac¸a˜o. (1) Suponhamos que L ⊆ A∗ e´ reconhecida por (Q,T ).
Enta˜o existem um morfismo ϕ : A∗ → T , um estado q0 ∈ Q e um con-
junto de estados F ⊆ Q tais que
L = {r ∈ A∗ : q0 · (rϕ) ∈ F}.
Seja P = {t ∈ T : q0 · t ∈ F} ⊆ T . Tem-se
r ∈ L⇔ q0 · (rϕ) ∈ F ⇔ rϕ ∈ P ⇔ r ∈ Pϕ
−1.
Portanto L = Pϕ−1 e L e´ reconhecida por T .
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(2) Suponhamos que L e´ reconhecida por T . Existem um morfismo ϕ :
A∗ → T e um subconjunto P de T tais que L = Pϕ−1. Note-se que quando
consideramos o mono´ide de transformac¸o˜es (T, T ) estamos a considerar a
acc¸a˜o definida pelo produto em T .
Tomemos 1 ∈ T e F ⊆ T . Tem-se
L = Pϕ−1 = {r ∈ A∗ : rϕ ∈ P} = {r ∈ A∗ : 1 · (rϕ) ∈ P},
portanto L e´ reconhecida por (T, T ).
A condic¸a˜o rec´ıproca resulta de (1).
(3) Admitamos que L e´ reconhecida por T . Existem um morfismo ϕ :
A∗ → T e um subconjunto P de T tais que L = Pϕ−1. Vamos mostrar que
L =
⋃
p∈P
⋂
q∈Q
Lp,q, (3.3)
em que Lp,q = {r ∈ A
∗ : q · (rϕ) = q · p}.
Claramente L ⊆
⋃
p∈P
⋂
q∈Q Lp,q pois L = Pϕ
−1.
Seja r ∈
⋃
p∈P
⋂
q∈Q Lp,q. Enta˜o existe p ∈ P tal que qξrϕ = q · (rϕ) =
q · p = qξp, qualquer que seja q ∈ Q (ver notac¸a˜o da Subsecc¸a˜o 1.4.2),
ou seja, ξrϕ = ξp. Como ξ e´ morfismo injectivo, pois (Q,T ) e´ mono´ide
de transformac¸o˜es, tem-se rϕ = p ∈ P , portanto r ∈ Pϕ−1 = L. Fica
estabelecida a igualdade (3.3). Para concluir o que se pretende basta mostrar
que cada linguagem Lp,q e´ reconhecida por (Q,T ).
Sejam p ∈ P e q ∈ Q. Considerando o morfismo ϕ : A∗ → T , q ∈ Q
estado inicial, Fp,q = {q · p} ⊆ Q conjunto de estados finais, temos
Lp,q = {r ∈ A
∗ : q · (rϕ) = q · p} = {r ∈ A∗ : q · (rϕ) ∈ Fp,q},
pelo que cada linguagem Lp,q e´ reconhecida por (Q,T ).
Apenas para o pro´ximo resultado precisamos fazer algumas restric¸o˜es ao
trandutor subsequencial T = (Q,A,R, q0, ·, ∗,m, ρ). Suponhamos que T e´
tal que as func¸o˜es de transic¸a˜o · e de sa´ıda ∗ sa˜o, de facto, aplicac¸o˜es. As-
sim, o auto´mato (Q,A, ·, q0, ∅) e´ determinista e completo pelo que podemos
considerar o seu mono´ide de transformac¸o˜es.
Teorema 3.3.2. Seja σ : A∗ → R a func¸a˜o subsequencial realizada pelo
transdutor subsequencial T = (Q,A,R, q0, ·, ∗,m, ρ) e (Q,T ) o mono´ide de
transformac¸o˜es de T . Se L ⊆ R e´ reconhecida pelo mono´ide de trans-
formac¸o˜es (P, S), enta˜o Lσ−1 e´ reconhecida pelo produto em coroa (P, S) ◦
(Q,T ).
Demonstrac¸a˜o. Suponhamos que L ⊆ R e´ reconhecida por (P, S). Enta˜o
existem um morfismo ϕ : R → S, um estado p0 ∈ P e um conjunto de
estados F ⊆ P tais que
L = {r ∈ R : p0 · (rϕ) ∈ F}. (3.4)
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Ora, (P, S) ◦ (Q,T ) = (P × Q,W ), em que W = SQ ⋊ T . Defina-se
ψ : A∗ → W do seguinte modo: para cada u ∈ A∗, uψ e´ tal que, para
qualquer (p, q) ∈ P ×Q,
(p, q) · (uψ) = (p · (q ∗ u)ϕ, q · u).
Para cada u ∈ A∗, tome-se fu : Q→ S definida por qfu = (q ∗ u)ϕ, para
qualquer q ∈ Q. E´ claro que ψ esta´ bem definida. Note-se que uψ = (fu, u),
para cada u ∈ A∗.
Sejam u, v ∈ A∗ e q ∈ Q. Tem-se
q(fu(u · fv)) = qfu(q · u)fv = (q ∗ u)ϕ((q · u) ∗ v)ϕ
= ((q ∗ u)((q · u) ∗ v))ϕ = (q ∗ (uv))ϕ
= qfuv.
Portanto fu(u · fv) = fuv, para quaisquer u, v ∈ A
∗, pelo que se conclui que
ψ e´ um morfismo.
Seja I = {(p, q) ∈ P × domρ : p · (qρ)ϕ ∈ F} ⊆ P ×Q.
Por definic¸a˜o de ψ, para p0 ∈ P , q0 ∈ Q e m ∈ R obtemos
(p0 ·(mϕ), q0)·(uψ) = ((p0 ·(mϕ))·(q0∗u)ϕ, q0 ·u) = (p0 ·(mϕ(q0∗u)ϕ), q0 ·u).
Assim, por (3.4) e pelas definic¸o˜es de σ e de I,
Lσ−1 = {u ∈ A∗ : uσ ∈ L}
= {u ∈ A∗ : p0 · (uσ)ϕ ∈ F}
= {u ∈ A∗ : p0 · (m(q0 ∗ u)(q0 · u)ρ)ϕ ∈ F}
= {u ∈ A∗ : p0 ·
(
mϕ(q0 ∗ u)ϕ((q0 · u)ρ)ϕ
)
∈ F}
= {u ∈ A∗ : (p0 · (mϕ), q0) · (uψ) ∈ I}.
Ora (p0 · (mϕ), q0) ∈ P ×Q, pelo que Lσ
−1 e´ reconhecida por (P ×Q,W ) =
(P, S) ◦ (Q,T ), como se pretendia.
Para descrever as linguagens reconhecidas por produtos em coroa de dois
mono´ides de transformac¸o˜es precisamos apresentar uma ferramenta auxiliar:
o conceito de transdutor sequencial de um morfismo.
Sejam A um alfabeto finito, T um mono´ide e ϕ : A∗ ։ T um morfismo
sobrejectivo de mono´ides. Considere-se BT = T ×A e Tϕ = (T,A,B
∗
T , 1, ·, ∗)
o transdutor sequencial definido por: dados t ∈ T e a ∈ A,
t · a = t(aϕ) e t ∗ a = (t, a).
As suas transic¸o˜es sa˜o dadas pelo seguinte diagrama:
t t(aϕ)
a|(t, a)
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Note-se que o mono´ide de transformac¸o˜es de Tϕ e´ (T, T ). De facto, o
seu mono´ide de transformac¸o˜es e´ o mono´ide de transformac¸o˜es do auto´mato
ATϕ = (T,A, ·, 1, ∅), ou seja, (T,A
∗/τ), em que
τ = {(w, z) ∈ A∗ ×A∗ : ∀t ∈ T, t(wϕ) = t(zϕ)}
= {(w, z) ∈ A∗ ×A∗ : wϕ = zϕ}
= kerϕ.
Uma vez que ϕ e´ um morfismo sobrejectivo de mono´ides, pelo Teorema do
Homomorfismo (1.1.2), temos T ≃ A∗/ kerϕ = A∗/τ . Portanto (T, T ) e´, de
facto, o mono´ide de transformac¸o˜es de Tϕ.
Observe-se que o auto´mato ATϕ e´ determinista e completo. Logo pode-
mos efectivamente falar no seu mono´ide de transformac¸o˜es.
A func¸a˜o sequencial σϕ : A
∗ → B∗T realizada por Tϕ designa-se por
func¸a˜o sequencial associada a ϕ e e´ tal que, para quaisquer a1 . . . , an ∈ A,
(a1 . . . an)σϕ = (1, a1)(a1ϕ, a2) . . . ((a1 . . . an−1)ϕ, an).
Note-se que a func¸a˜o σϕ assim definida e´ de facto uma aplicac¸a˜o pois a
imagem de cada palavra u ∈ A∗ esta´ definida.
Sejam X = (P, S) e Y = (Q,T ) mono´ides de transformac¸o˜es. Consi-
deremos Z = X ◦ Y = (P × Q,W ), em que W = SQ ⋊ T , o seu produto
em coroa. Seja L ⊆ A∗ uma linguagem reconhecida por Z. Por definic¸a˜o
existem um estado (inicial) (p0, q0) ∈ P ×Q, um subconjunto F ⊆ P ×Q e
um morfismo de mono´ides η : A∗ →W tais que
L = {u ∈ A∗ : (p0, q0) · (uη) ∈ F}. (3.5)
Tomemos π :W → T a projecc¸a˜o natural definida por (f, t)π = t, que e´ um
epimorfismo, e ϕ = ηπ : A∗ → T . O seguinte diagrama e´ comutativo
A∗
η

ϕ
  A
A
A
A
A
A
A
A
W
π // T
Seja BQ = Q×A. Definimos uma aplicac¸a˜o σ : A
∗ → B∗Q por
(a1a2 . . . an)σ = (q0, a1)(q0 · (a1ϕ), a2) . . . (q0 · (a1 . . . an−1)ϕ, an),
para quaisquer a1, a2, . . . , an ∈ A, n ≥ 0.
Para cada q ∈ Q, definimos uma aplicac¸a˜o λq : BT → B
∗
Q por
(t, a)λq = (q · t, a),
para cada (t, a) ∈ BT . Note-se que λq pode ser prolongada de forma natural
a um morfismo λq : B
∗
T → B
∗
Q.
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Enta˜o λq0 serve de “ponte” entre σ e σϕ, pois σ = σϕλq0 , ou seja, o
seguinte diagrama e´ comutativo
A∗
σϕ

σ
!!C
C
C
C
C
C
C
C
B∗T
λq0 // B∗Q
(3.6)
Note-se que σ e´ tambe´m uma func¸a˜o sequencial, realizada pelo transdu-
tor Tσ = (Q,A,B
∗
Q, q0, ·, ∗), em que dados q ∈ Q e a ∈ A,
q · a = q · (aϕ) e q ∗ a = (q, a).
Com estas definic¸o˜es tem-se o seguinte:
Teorema 3.3.3. A linguagem L e´ uma unia˜o finita de linguagens da forma
U ∩ (V σ−1ϕ ), sendo U ⊆ A
∗ reconhecida por T e V ⊆ B∗T reconhecida por
X = (P, S).
Demonstrac¸a˜o. De acordo com o que temos em cima, F ⊆ P ×Q logo, por
(3.5), tem-se
L = {u ∈ A∗ : (p0, q0) · (uη) ∈ F}
=
⋃
(p,q)∈F
{u ∈ A∗ : (p0, q0) · (uη) = (p, q)}. (3.7)
Consideremos η : A∗ → W definido, para cada letra a ∈ A, por aη =
(fa, ta), em que aϕ = ta, o que faz sentido porque ϕ = ηπ. Assim sendo
tem-se tab = tatb, para quaisquer a, b ∈ A, pois ϕ e´ morfismo.
Definimos uma aplicac¸a˜o α : BQ → S por (q, a)α = qfa, para (q, a) ∈
BQ. Pela propriedade universal dos mono´ides livres α estende-se a um mor-
fismo (que designaremos tambe´m por α) de mono´ides α : B∗Q → S.
Tome-se γ = λq0α, enta˜o o seguinte diagrama e´ comutativo
B∗T
λq0 //
γ
!!C
C
C
C
C
C
C
C
B∗Q
α

S
(3.8)
Compondo os diagramas (3.6) e (3.8) obtemos outro diagrama comuta-
tivo
A∗
σϕ

σ
!!C
C
C
C
C
C
C
C
B∗T
λq0 //
γ
!!C
C
C
C
C
C
C
C
B∗Q
α

S
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Seja u = a1a2 . . . an ∈ A
∗ uma palavra. Tem-se
(p0, q0) · (uη) = (p0, q0) · ((a1η)(a2η) . . . (anη))
= (p0, q0) · ((fa1 , ta1)(fa2 , ta2) . . . (fan , tan))
= (p0 · ((q0fa1) . . . (q0 · (ta1 . . . tan−1))fan), q0 · (ta1 . . . tan))
= (p0 · ((q0)fa1 . . . (q0 · (a1 . . . an−1)ϕ)fan), q0 · (uϕ))
= (p0 · ((q0, a1)α . . . (q0 · (a1 . . . an−1)ϕ, an)α), q0 · (uϕ))
= (p0 · ((q0, a1) . . . (q0 · (a1 . . . an−1)ϕ, an))α, q0 · (uϕ))
= (p0 · ((a1 . . . an)σ)α, q0 · (uϕ))
= (p0 · (uσϕ)γ, q0 · (uϕ))
Portanto, fixado (p, q) ∈ F , obtemos (p0, q0) · (uη) = (p, q) se e so´ se
p0 · (uσϕ)γ = p (3.9)
e
q0 · (uϕ) = q (3.10)
Tomemos U = {u ∈ A∗ : q0 · (uϕ) = q} e V = {v ∈ B
∗
T : p0 · (vσϕ)γ = p}.
Enta˜o a condic¸a˜o (3.9) pode ser reformulada por uσϕ ∈ V , isto e´, u ∈ σ
−1
ϕ
e a condic¸a˜o (3.10) pode ser reformulada por u ∈ U.
Considerando q0 ∈ Q como estado inicial, o morfismo ϕ : A
∗ → T ,
o conjunto {q} ⊆ Q como conjunto de estados finais e tendo em conta a
definic¸a˜o de U , conclu´ımos que U e´ reconhecida por (Q,T ). Logo, pela
Proposic¸a˜o 3.3.1, U e´ reconhecida por T .
Tomando p0 ∈ P como estado inicial, o morfismo γ : B
∗
T → S, o conjunto
{p} ⊆ P como conjunto de estados finais e tendo em conta a definic¸a˜o de
V , temos V reconhecida por (P, S). Atendendo a` igualdade (3.7), tem-se o
pretendido.
Quando os mono´ides de transformac¸a˜o X e Y sa˜o ambos mono´ides, como
consequeˆncia do teorema anterior obtemos o Princ´ıpio do Produto em Coroa:
Corola´rio 3.3.4. Dados um alfabeto finito A e mono´ides S e T , toda a
linguagem de A∗ reconhecida por S ◦ T e´ combinac¸a˜o Booleana finita de
linguagens da forma U ∩ (V σ−1ϕ ), em que ϕ : A
∗ → T e´ um morfismo de
mono´ides, U ⊆ A∗ e´ reconhecida por T (pelo morfismo ϕ) e V ⊆ B∗T e´
reconhecida por S.
Demonstrac¸a˜o. Seja L ⊆ A∗ uma linguagem reconhecida por S ◦ T . Pela
Proposic¸a˜o 3.3.1 (3), resulta que L e´ combinac¸a˜o Booleana finita de lingua-
gens reconhecidas por (S × T, S ◦ T ) = (S × T, ST ⋊ T ).
Tomemos Z = (S × T, S ◦ T ). Enta˜o Z = X ◦ Y , em que X = (S, S)
e Y = (T, T ). Pelo Teorema 3.3.3, cada linguagem reconhecida por Z e´
unia˜o finita de linguagens da forma U ∩ (V σ−1ϕ ), em que ϕ : A
∗ → T e´ um
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morfismo, tendo-se que T reconhece U ⊆ A∗ e V ⊆ B∗T e´ reconhecida por
X = (S, S). A linguagem V e´ reconhecida por S, pela Proposic¸a˜o 3.3.1 (2),
pelo que se obte´m o resultado pretendido.
O seguinte resultado, que resulta do corola´rio anterior, fornece-nos uma
descric¸a˜o das linguagens que sa˜o reconhecidas pelos mono´ides pertencentes
a uma pseudovariedade produto.
Corola´rio 3.3.5. Sejam V e W pseudovariedades de mono´ides, V e W as
respectivas variedades de linguagens associadas e U a variedade de lingua-
gens associada a V ∗W. Enta˜o, para todo o alfabeto finito A, o conjunto
de linguagens A∗U e´ a mais pequena a´lgebra de Boole que conte´m A∗W e
tambe´m as linguagens da forma V σ−1ϕ , em que σϕ e´ a func¸a˜o sequencial
associada ao morfismo ϕ : A∗ → T , com T ∈ W, e V ∈ B∗TV.
Demonstrac¸a˜o. Note-se que W ⊆ V ∗W pois, dado G ∈W, como {1} ∈ V
e G/{1} ≃ G ∈W temos G ∈ V ∗W. Assim, pelo Teorema da Variedade
de Eilenberg (1.6.3), para todo o alfabeto finito A, tem-se A∗W ⊆ A∗U .
Seja V ⊆ B∗T uma linguagem reconhecida por um mono´ide S ∈ V,
isto e´, V ∈ B∗TV. Uma vez que (T, T ) e´ o mono´ide de transformac¸o˜es
de Tϕ e V e´ reconhecida por S, pela Proposic¸a˜o 3.3.1, V e´ reconhecida
por (S, S) donde, atendendo ao Teorema 3.3.2, V σ−1ϕ e´ reconhecida por
(S, S)◦(T, T ) = (S×S, S ◦T ). Novamente pela Proposic¸a˜o 3.3.1 conclu´ımos
que V σ−1ϕ ⊆ A
∗ e´ reconhecida por S ◦ T ∈ V ∗W, pelo que V σ−1ϕ ∈ A
∗U .
Reciprocamente, pelo Corola´rio 2.1.4 tem-se
V ∗W = {G : G | (S ◦ T ), S ∈ V, T ∈W}.
Como toda a linguagem L ∈ A∗U e´ reconhecida por um mono´ide G ∈ V∗W,
existem S ∈ V e T ∈W tais queG | (S◦T ). Pelo Teorema 1.4.3, a linguagem
L e´ reconhecida por S ◦T . Pelo corola´rio anterior, tem-se o pretendido.
3.4 Produto de linguagens com contador
Recordemos que o Teorema da Variedade de Eilenberg diz-nos que, de
uma certa forma, as variedades de linguagens racionais esta˜o em corres-
pondeˆncia bijectiva com as pseudovariedades de mono´ides (finitos). Esta
correspondeˆncia estende-se a operac¸o˜es entre linguagens e entre mono´ides.
Nesta secc¸a˜o vamos considerar o caso especial do produto de linguagens com
contador e descreveremos a operac¸a˜o associada a esta em mono´ides.
Vamos agora estudar a seguinte operac¸a˜o de produto de linguagens com
contador, tambe´m designado por produto modular concatenado,
L1, . . . , Lk −→ (L1a1L2 . . . ak−1Lk)r,p,
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em que L1, . . . , Lk sa˜o linguagens, a1, . . . , ak−1 sa˜o letras, r, p sa˜o inteiros
e (L1a1L2 . . . ak−1Lk)r,p e´ o conjunto das palavras u tais que o nu´mero de
factorizac¸o˜es de u na forma u = u1a1u2 . . . ak−1uk, com ui ∈ Li, para i ∈
{1, . . . , k}, e´ congruente com r mo´dulo p.
Temos como objectivo seguinte descrever a operac¸a˜o entre mono´ides as-
sociada a esta operac¸a˜o produto entre linguagens. Essa operac¸a˜o e´ o produto
de Schu¨tzenberger que passamos a descrever.
Seja p um nu´mero primo e Zp o corpo dos inteiros mo´dulo p. Sejam
k ≥ 2 e G1, . . . , Gk grupos.
Denotamos por K a a´lgebra de grupo Zp[G1 × · · · × Gk] de G1 × · · · ×
Gk sobre Zp, trata-se de um anel de polino´mios sobre G1 × · · · × Gk com
coeficientes em Zp.
Denotamos por Zp♦k(G1, . . . , Gk) o produto de Schu¨tzenberger sobre Zp
dos grupos G1, . . . , Gk que se define como sendo o subgrupo de Glk(K) sobre
Zp constitu´ıdo por todas as matrizes m = (mi,j)i,j∈{1,...,k} satisfazendo as
treˆs condic¸o˜es seguintes:
(1) se i > j enta˜o mi,j = 0;
(2) se i = j enta˜o mi,j = (1, . . . , 1, gi, 1, . . . , 1) para algum gi ∈ Gi;
(3) se i < j enta˜o mi,j ∈ Zp[1×· · ·×1×Gi×Gi+1×· · ·×Gj×1×· · ·×1].
Os elementos de Zp♦k(G1, . . . , Gk) sa˜o matrizes triangulares superiores
cuja i-e´sima entrada da diagonal “e´” um elemento de Gi e cuja (i, j)-entrada,
com i < j, e´ um polino´mio com “suporte” Gi ×Gi+1 × · · · ×Gj .
Observemos que a definic¸a˜o de produto de Schu¨tzenberger Zp♦k(G1, . . . ,
Gk) que acaba´mos de dar generaliza a definic¸a˜o de produto de Schu¨tzen-
berger de grupos ♦k(G1, . . . , Gk) a qual pode ser encontrada, por exemplo,
em [20, 24 ou 25].
Sejam a1, . . . , ak−1 ∈ A e L1, . . . , Lk ⊆ A
∗ linguagens reconhecidas por
G1, . . . , Gk, respectivamente. Para cada i ∈ {1, . . . , k}, seja ηi : A
∗ → Gi
um morfismo que reconhece a linguagem Li. Existem Pi ⊆ Gi tais que
Li = Piη
−1
i .
Vamos definir uma aplicac¸a˜o µ : A → Zp♦k(G1, . . . , Gk) do seguinte
modo:
Para cada letra a ∈ A, a matriz aµ ∈ Zp♦k(G1, . . . , Gk) e´ dada por
aµi,i = (1, . . . , 1, aηi, 1, . . . , 1), se 1 ≤ i ≤ k;
aµi,j = (1, . . . , 1), se j = i+ 1, a = ai e 1 ≤ i < k;
aµi,j = 0, caso contra´rio.
Pela propriedade universal do mono´ide livre A∗, a aplicac¸a˜o µ estende-se
de forma natural a um morfismo µ : A∗ → Zp♦k(G1, . . . , Gk).
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Lema 3.4.1. Seja w ∈ A+. Tem-se:
(1) Se 1 ≤ j < i ≤ k, enta˜o wµi,j = 0;
(2) Se 1 ≤ i ≤ k, enta˜o wµi,i = wηi;
(3) Se 1 ≤ i < j ≤ k, enta˜o wµi,j =
∑
λgg, em que a soma e´ esten-
dida aos elementos da forma g = (1, . . . , 1, gi, gi+1, . . . , gj , 1, . . . , 1)
(em que gh ∈ Gh, para todo o h) e λg e´ o nu´mero (calculado em
Zp) de factorizac¸o˜es de w na forma w = wiaiwi+1 . . . aj−1wj, com
wiηi = gi, . . . , wjηj = gj.
Demonstrac¸a˜o. Seja w = b1 . . . bm, com m ≥ 1 e b1, . . . , bm ∈ A.
Tem-se wµ = (b1µ) . . . (bmµ). Como as matrizes aµ, com a ∈ A, sa˜o
triangulares superiores e o produto de matrizes triangulares superiores e´
triangular superior, as afirmac¸o˜es (1) e (2) relativas a wµi,j , com j < i ou
j = i, sa˜o imediatas.
Se 1 ≤ i < j ≤ k, enta˜o
wµi,j =
∑
i=h0≤···≤hm=j
(b1µh0,h1) . . . (bmµhm−1,hm),
portanto
wµi,j =
∑
(1, . . . , 1, (b1 . . . bqi−1)µi, (bqi+1 . . . bqi+1−1)µi+1,
. . . , (bqj−1+1 . . . bm)µj , 1, . . . , 1),
sendo a soma estendida a todas as sequeˆncias 1 ≤ qi < qi+1 < · · · < qj ≤ m
tais que bqs = as, para todo o i ≤ s ≤ j.
Sejam wi = b1 . . . bqi−1, wi+1 = bqi+1 . . . bqi+1−1, . . . , wj = bqj−1+1 . . . bm e
gi = (wiµi), gi+1 = (wi+1µi+1), . . . , gj = (wjµj). Tem-se enta˜o
wµi,j =
∑
(1, . . . , 1, gi, gi+1, . . . , gj , 1, . . . , 1).
Estamos agora em condic¸o˜es de demonstrar o seguinte teorema que per-
mite caracterizar as linguagens reconhecidas por produtos modulares con-
catenados:
Teorema 3.4.2. Sejam k ≥ 2, p ≥ 1, p ∈ P inteiros, G1, . . . , Gk grupos
e a1, . . . , ak−1 ∈ A. Suponhamos que L1, . . . , Lk ⊆ A
∗ sa˜o linguagens re-
conhecidas por G1, . . . , Gk, respectivamente. Enta˜o, para todo o r ≥ 0, a
linguagem (L1a1L2 . . . ak−1Lk)r,p e´ reconhecida por Zp♦k(G1, . . . , Gk).
Demonstrac¸a˜o. Sejam r ≥ 0, P = P1 × · · · × Pk e
Q = {g ∈ Zp♦k(G1, . . . , Gk) : g1,k =
∑
s∈G1×···×Gk
λss e
∑
s∈P
λs ≡ r (mod p)}.
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Dado w ∈ A∗,
w ∈ Qµ−1 ⇔ wµ1,k =
∑
s
λss e´ tal que
∑
s∈P
λs ≡ r (mod p),
em que, pelo Lema 3.4.1, s = (s1, . . . , sk) com sh ∈ Gh, para todo o h ∈
{1, . . . , k}, e λs e´ o nu´mero de factorizac¸o˜es (calculadas em Zp) da forma
w = w1a1w2 . . . ak−1wk, em que whηh = sh, para todo o h ∈ {1, . . . , k}. Ora,
para qualquer h ∈ {1, . . . , k}, Phη
−1
h = Lh. Portanto
w ∈ Qµ−1 ⇔ w ∈ (L1a1L2 . . . ak−1Lk)r,p.
Assim, Qµ−1 = (L1a1L2 . . . ak−1Lk)r,p, em que Q ⊆ Zp♦k(G1, . . . , Gk) e
µ : A∗ → Zp♦k(G1, . . . , Gk) e´ um morfismo.
Conclu´ımos que a linguagem (L1a1L2 . . . ak−1Lk)r,p e´ reconhecida pelo
grupo Zp♦k(G1, . . . , Gk).
Contrariamente ao produto concatenado, o produto modular concate-
nado na˜o e´ distributivo em relac¸a˜o a` unia˜o. Por exemplo, se A = {a} e´ um
alfabeto com apenas uma letra enta˜o
({a}a{a, 1})1,2 = {aaa, aa}, ({1}a{a, 1})1,2 = {aa, a}
mas ({a, 1}a{a, 1})1,2 = {aaa, a}
pois aa = (a)a(1) = (1)a(a).
No entanto e´ va´lida uma propriedade mais fraca que ira´ ser u´til posteri-
ormente:
Proposic¸a˜o 3.4.3. Sejam L0, . . . , Lk linguagens de A
∗ e i ∈ {0, . . . , k}.
Suponhamos que Li e´ unia˜o disjunta das linguagens Li,1, . . . , Li,ℓ. Enta˜o
cada produto modular (L0a1L1 . . . akLk)r,p e´ uma unia˜o de intersecc¸o˜es de
linguagens da forma (L0a1L1 . . . Li−1aiLi,jai+1Li+1 . . . akLk)s,p, com 1 ≤
j ≤ ℓ e 0 ≤ s < p.
Demonstrac¸a˜o. Vamos mostrar que (L0a1L1 . . . akLk)r,p e´ igual a⋃
r1+···+rℓ≡r (mod p)
0≤r1,...,rℓ<p
⋂
1≤j≤ℓ
(L0a1L1 . . . Li−1aiLi,jai+1Li+1 . . . akLk)rj ,p (3.11)
De facto, se para uma dada palavra u, consideremos o conjunto F (u)
de todos os k + 1-uplos (u0, u1, . . . , uk) tais que u = u0a1u1 . . . akuk, com
u0 ∈ L0, . . . , uk ∈ Lk, enta˜o o conjunto F (u) e´ a unia˜o disjunta dos conjuntos
Fj(u) definidos por
Fj(u) = {(u0, u1, . . . , uk) ∈ F (u) : ui ∈ Li,j}.
Segue-se que |F (u)| =
∑
1≤j≤ℓ |Fj(u)| e, portanto, |F (u)| ≡ r (mod p)
se e so´ se existem r1, . . . , rℓ tais que r1 + · · ·+ rℓ ≡ r (mod p) e |Fi(u)| ≡ ri
(mod p), para qualquer i ∈ {1, . . . , ℓ}. Isto prova (3.11) e a proposic¸a˜o.
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Voltando ao exemplo anterior, tem-se:
({a}a{a, 1})0,2 = A
∗ \ {aaa, aa}, ({1}a{a, 1})0,2 = A
∗ \ {aa, a}
Portanto
({a}a{a, 1})0,2 ∩ ({1}a{a, 1})1,2 = {a}
({a}a{a, 1})1,2 ∩ ({1}a{a, 1})0,2 = {aaa}
sendo a unia˜o destas duas linguagens ({a, 1}a{a, 1})1,2.
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Cap´ıtulo 4
Linguagens reconhecidas por
grupos super-resolu´veis
Neste cap´ıtulo iremos apresentar duas caracterizac¸o˜es da variedade de
linguagens associada a` pseudovariedade dos grupos super-resolu´veis. Uma
delas e´ dada atrave´s de produtos modulares concatenados e a outra usando
func¸o˜es realizadas por transdutores na forma triangular estrita.
4.1 Produtos modulares concatenados e linguagens
reconhecidas por grupos super-resolu´veis
Depois de todo o trabalho que foi feito para tra´s, estamos agora em
condic¸o˜es de demonstrar o principal teorema que nos dara´ uma forma mais
expl´ıcita de descrever as linguagens de A∗Up, para cada alfabeto finito A,
isto e´, as linguagens reconhecidas por grupos em Gp ∗Ab
p−1. Nesta secc¸a˜o
daremos uma caracterizac¸a˜o alge´brica destas linguagens, a qual usa o con-
ceito de produto modular concatenado ja´ introduzido no cap´ıtulo anterior.
Posteriormente obteremos uma caracterizac¸a˜o das linguagens reconhecidas
por grupos super-resolu´veis finitos.
Um resultado dado em [2] por J. Almeida, S. Margolis, B. Steinberg e
M. Volkov, o qual utiliza o produto de Mal’cev de pseudovariedades, per-
mite obter uma demonstrac¸a˜o alternativa do pro´ximo teorema. No entanto,
decidimos manter a demonstrac¸a˜o inicial uma vez que a refereˆncia a` nova
demonstrac¸a˜o foi apresentada apo´s o nosso estudo estar terminado.
Teorema 4.1.1. Seja L uma linguagem de A∗. As seguintes afirmac¸o˜es sa˜o
equivalentes:
(1) L e´ reconhecida por um grupo em Gp ∗Ab
p−1;
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(2) L e´ uma combinac¸a˜o Booleana de linguagens da forma (L0a1 . . . akLk)r,p,
em que cada Li e´ uma linguagem comutativa (p− 1)-elementar;
(3) L e´ uma combinac¸a˜o Booleana de linguagens da forma (L0a1 . . . akLk)r,p,
em que cada Li e´ uma combinac¸a˜o Booleana de linguagens comutativas
(p− 1)-elementares.
Demonstrac¸a˜o. (2)⇒ (3) e´ trivial.
(3) ⇒ (1). Cada combinac¸a˜o Booleana de linguagens comutativas (p −
1)-elementares e´, por (3.2), combinac¸a˜o Booleana de linguagens da forma
F (a, k, p− 1) donde, pela Proposic¸a˜o 3.1.1, e´ reconhecida por um grupo em
Abp−1. Mais ainda, a Proposic¸a˜o 3.4.2 garante que, se cada linguagem Li
e´ reconhecida por um grupo Gi, enta˜o a linguagem (L0a1L1 . . . akLk)r,p e´
reconhecida pelo grupo G = Zp♦k+1(G0, . . . , Gk).
Falta enta˜o provar que, se os grupos Gi esta˜o em Ab
p−1, enta˜o G esta´
em Gp ∗Ab
p−1:
Seja π : G→ G0×· · ·×Gk o morfismo sobrejectivo que transforma cada
matriz de G no produto dos elementos da sua diagonal, assim dado m ∈ G,
mπ = m0,0 . . .mk,k. Mostremos que kerπ e´ um p-grupo.
Se m ∈ kerπ enta˜o mi,j = 0, para i > j, mi,i = (1, . . . , 1) para i =
0, . . . , k e mi,j ∈ Zp[{1} × · · · × {1} ×Gi × · · · ×Gj × {1} × · · · × {1}], para
i < j.
Notemos que, para i < j, a entrada (i, j) da matriz m pode ser escrita
como
mi,j =
∑
h∈Gi×···×Gj
λhh,
para alguns λh ∈ Zp.
Assim existem exactamente p|Gi|...|Gj | elementos desta forma pelo que a
ordem de kerπ e´ uma poteˆncia de p. Portanto kerπ ∈ Gp.
Pelo Teorema do Homomorfismo (1.8.17) tem-se
G0 × · · · ×Gk = Gπ ≃
G
kerπ
e, como G0, . . . , Gk ∈ Ab
p−1 obtemos G0 × · · · × Gk ∈ Ab
p−1, donde
G/ kerπ ∈ Abp−1. Logo G ∈ Gp ∗Ab
p−1.
Portanto (L0a1L1 . . . akLk)r,p e´ reconhecida por um grupo deGp∗Ab
p−1,
pelo que pertence a` variedade de linguagens Up. Mas, por hipo´tese, L e´
combinac¸a˜o Booleana de linguagens da forma (L0a1L1 . . . akLk)r,p, donde
L ∈ Up, ou seja, e´ reconhecida por um grupo em Gp ∗Ab
p−1.
(1) ⇒ (2). Com a notac¸a˜o do Corola´rio 3.3.5 aplicada a` variedade de
linguagens Up, e´ suficiente mostrar que as linguagens de A
∗Abp−1 e as lin-
guagens V σ−1ϕ sa˜o da forma descrita em (2).
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Seja L ∈ A∗Abp−1. Enta˜o L e´ reconhecida por um grupo em Abp−1.
Portanto, pela Proposic¸a˜o 3.1.2, L e´ unia˜o disjunta de linguagens comu-
tativas (p − 1)-elementares, mas estas sa˜o casos particulares de linguagens
da forma (L0a1L1 . . . akLk)r,p, em que so´ temos uma linguagem e r = 1.
Portanto L e´ combinac¸a˜o Booleana de linguagens da forma descrita em (2).
Consideremos agora as linguagens V σ−1ϕ , sendo σϕ : A
∗ → B∗G a func¸a˜o
sequencial associada ao morfismo ϕ : A∗ → G, com G ∈ Abp−1, e V uma
linguagem de B∗G reconhecida por um p-grupo.
Como σ−1ϕ comuta com as operac¸o˜es Booleanas, isto e´, verifica para
quaisquer X,Y ⊆ B∗G,
(X ∪ Y )σ−1ϕ = (Xσ
−1
ϕ ) ∪ (Y σ
−1
ϕ );
(X ∩ Y )σ−1ϕ = (Xσ
−1
ϕ ) ∩ (Y σ
−1
ϕ );
(B∗G \X)σ
−1
ϕ = A
∗ \ (Xσ−1ϕ ),
pelo Teorema 3.2.1, basta provar que as linguagens da forma V = S(u, r, p),
com 0 ≤ r < p e u ∈ B∗G, sa˜o tais que V σ
−1
ϕ e´ do tipo descrito em (2).
Seja u ∈ B∗G. ComoBG = G×A, a palavra u e´ da forma (g1, c1) . . . (gk, ck),
em que g1, . . . , gk ∈ G, c1, . . . , ck ∈ A. Portanto, V = S(u, r, p) e´ o seguinte
conjunto
{v ∈ B∗G : card{(v0, . . . , vk) : v0(g1, c1)v1 . . . vk−1(gk, ck)vk = v} ≡ r (mod p)}
Vamos enta˜o calcular a linguagem V σ−1ϕ .
Dado w = a1 . . . an, tem-se
wσϕ = (1, a1)(a1ϕ, a2) . . . ((a1 . . . an−1)ϕ, an),
donde, w pertence a` linguagem V σ−1ϕ se e so´ se
card{(v0, . . . , vk) : v0(g1, c1)v1 . . . vk−1(gk, ck)vk = wσϕ} ≡ r (mod p). (4.1)
E´ nosso objectivo mostrar que
V σ−1ϕ = ((h1ϕ
−1)c1(h2ϕ
−1)c2 . . . (hkϕ
−1)ckA
∗)r,p, (4.2)
em que h1 = g1, h2 = (g1(c1ϕ))
−1g2, . . . , hk = (gk−1(ck−1ϕ))
−1gk.
Seja w = a1 . . . an tal que (4.1) se verifica. Enta˜o se
v0(g1, c1)v1 . . . vk−1(gk, ck)vk = (1, a1)((a1)ϕ, a2) . . . ((a1 . . . an−1)ϕ, an),
para cada j ∈ {1, . . . , k} existe ij ∈ {1, . . . , k} tal que
(gj , cj) = ((a1 . . . aij−1)ϕ, aij ).
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Tomando, 

u0 = a1 . . . ai1−1
u1 = ai1+1 . . . ai2−1
...
uk−1 = aik−1+1 . . . aik−1
uk = aik+1 . . . an
tem-se w = a1 . . . an = u0c1u1c2 . . . ck−1uk−1ckuk.
Ora, g1 = (a1 . . . ai1−1)ϕ = u0ϕ e, para cada j ∈ {1, . . . , k}, tem-se
(gj(cjϕ))
−1gj+1 = ((a1 . . . aij−1)ϕ(aijϕ))
−1(a1 . . . aij+1−1)ϕ
= (aij+1 . . . aij+1−1)ϕ = ujϕ,
portanto 

u0 ∈ g1ϕ
−1
u1 ∈ ((g1(c1ϕ))
−1g2)ϕ
−1
...
uk−1 ∈ ((gk−1(ck−1ϕ))
−1gk)ϕ
−1
uk ∈ A
∗
Conclui-se pois que w ∈ ((h1ϕ
−1)c1(h2ϕ
−1)c2 . . . (hkϕ
−1)ckA
∗)r,p, sendo
os hi da forma descrita atra´s.
Reciprocamente suponhamos que w = a1 . . . an = u0c1u1 . . . uk−1ckuk,
em que
u0 ∈ giϕ
−1, uk ∈ A
∗ e, para qualquer j ∈ {1, . . . , k − 1},
uj ∈ ((gj(cjϕ))
−1gj+1)ϕ
−1. (4.3)
Existem ij ∈ {1, . . . , k} tais que cj = aij , para cada j ∈ {1, . . . , k}. Mais
ainda, 

u0 = a1 . . . ai1−1
u1 = ai1+1 . . . ai2−1
...
uk−1 = aik−1+1 . . . aik−1
uk = aik+1 . . . an
Ora,
wσϕ = (1, a1) . . . ((a1 . . . ai1−1)ϕ, ai1) . . . ((ai1 . . . aik−1)ϕ, aik) . . .
. . . ((a1 . . . an−1)ϕ, an).
Por (4.3), conclu´ımos que u0ϕ = g1 e
u1ϕ = (ai1+1 . . . ai2−1)ϕ = (g1(c1ϕ))
−1g2 = ((a1 . . . ai1−1)ϕ(ai1ϕ))
−1g2
= ((a1 . . . ai1−1ai1)ϕ)
−1g2 = ((a1 . . . ai1)ϕ)
−1g2,
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portanto (ai1+1 . . . ai2−1)ϕ = ((a1 . . . ai1)ϕ)
−1g2, donde g2 = (a1 . . . ai2−1)ϕ.
Por um argumento recursivo conclu´ımos que, para cada j ∈ {1, . . . , k},
gj = (a1 . . . aij−1)ϕ. Logo tem-se (4.2). Como ϕ : A
∗ → G e´ um morfismo
e, para qualquer i ∈ {1, . . . , k}, {hi} ⊆ G temos Li = hiϕ
−1 reconhecida
por G, um grupo de Abp−1. Da Proposic¸a˜o 3.1.2 resulta que, para todo
o i ∈ {1, . . . , k}, a linguagem hiϕ
−1 de A∗ e´ unia˜o disjunta de linguagens
comutativas (p− 1)-elementares.
Suponhamos agora que, para cada i ∈ {1, . . . , k}, a linguagem hiϕ
−1 =
Li e´ unia˜o disjunta de Li,1, . . . , Li,ℓi , em que ℓi ∈ N.
Pela Proposic¸a˜o 3.4.3, aplicada k vezes, obte´m-se que o produto modular
V σ−1ϕ = (L1c1L2c2 . . . ck−1LkckA
∗)r,p
e´ uma unia˜o de intersecc¸o˜es, logo e´ combinac¸a˜o Booleana, de linguagens da
forma
(L1,j1c1L2,j2c2 . . . ck−1Lk,jkckA
∗)s,p,
em que 1 ≤ ji ≤ ℓi para i ∈ {1, . . . , k} e 0 ≤ s ≤ p e, neste caso, as
linguagens Li,ji ja´ sa˜o linguagens comutativas (p− 1)-elementares.
O corola´rio seguinte da´-nos uma caracterizac¸a˜o das linguagens reconhe-
cidas pelos grupos de Gp ∗Ab
p−1.
Corola´rio 4.1.2. Para todo o alfabeto finito A, o conjunto A∗Up e´ a a´lgebra
de Boole gerada pelas linguagens da forma (L0a1L1 . . . akLk)r,p, sendo cada
Li uma linguagem comutativa (p− 1)-elementar de A
∗.
Demonstrac¸a˜o. Resulta da aplicac¸a˜o directa dos Teoremas 1.6.1 e 4.1.1.
Podemos agora enunciar uma descric¸a˜o das linguagens reconhecidas por
grupos super-resolu´veis finitos.
Corola´rio 4.1.3. Para cada alfabeto finito A, o conjunto A∗U e´ a a´lgebra
de Boole gerada pelas linguagens da forma (L0a1L1 . . . akLk)r,p, sendo cada
Li uma linguagem comutativa (p − 1)-elementar de A
∗, para cada nu´mero
primo p.
Demonstrac¸a˜o. Pela fo´rmula (3.1) tem-se, para cada alfabeto finito A,
A∗U = A∗

∨
p∈P
Up

 .
No in´ıcio do Cap´ıtulo 3 referimos que A∗
(∨
p∈P Up
)
e´ a a´lgebra de Boole
gerada pelas linguagens de
⋃
p∈P A
∗Up. Portanto, pelo Corola´rio 4.1.2, temos
o pretendido.
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4.2 Transdutores e linguagens reconhecidas por gru-
pos super-resolu´veis
Nesta secc¸a˜o sera´ apresentada outra descric¸a˜o das linguagens reconheci-
das pelos grupos super-resolu´veis.
Seja T = (Q,A,Zp, E, I, F ) um transdutor com sa´ıdas em Zp. Diz-
-se que T esta´ na forma triangular estrita se Q = {1, . . . , n}, 1 e´ o u´nico
estado inicial, n e´ o u´nico estado final e as suas transic¸o˜es satisfazem as treˆs
condic¸o˜es seguintes:
(1) na˜o existe nenhuma transic¸a˜o de p para q tal que p > q;
(2) para p < q e para cada letra a ∈ A, existe, quando muito, uma
transic¸a˜o de p para q de etiqueta a;
(3) para cada letra a ∈ A e para cada estado q ∈ Q, existe exactamente
uma transic¸a˜o da forma q
a|r
−→ q, para algum r ∈ U(Zp).
Por exemplo, se considerarmos para alfabeto de entradas o conjunto
A = {a, b} e para conjunto de sa´ıdas o corpo Z3, o seguinte transdutor esta´
na forma triangular estrita:
1a|1, b|2
2a|2, b|2 3 a|2, b|1
a|1
b|1
a|2
Figura 4.1: Um transdutor na forma triangular estrita
Do mesmo modo que foi dito no Cap´ıtulo 1, se τ e´ a transduc¸a˜o realizada
pelo transdutor da figura 4.1, existem 5 caminhos bem sucedidos de etiqueta
aaba, nomeadamente
(1) 1
a|1
−→ 1
a|1
−→ 1
b|2
−→ 1
a|2
−→ 3 (2) 1
a|1
−→ 1
a|2
−→ 3
b|1
−→ 3
a|2
−→ 3
(3) 1
a|2
−→ 3
a|2
−→ 3
b|1
−→ 3
a|2
−→ 3 (4) 1
a|1
−→ 1
a|1
−→ 2
b|1
−→ 3
a|2
−→ 3
(5) 1
a|1
−→ 2
a|2
−→ 2
b|1
−→ 3
a|2
−→ 3
A sa´ıda do primeiro caminho e´ 1 × 1 × 2 × 2 ≡ 1 (mod 3) e as sa´ıdas dos
restantes caminhos sa˜o, respectivamente, 1, 2, 2, 1. Tem-se enta˜o (aaba)τ =
1 + 1 + 2 + 2 + 1 ≡ 1 (mod 3).
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A cada transdutor na forma triangular estrita esta´ associado um mor-
fismo µ : A∗ → Bn(Zp), que designamos por representac¸a˜o linear, definido
da seguinte forma:
Para cada letra a ∈ A, a entrada (p, q) da matriz aµ ∈ Bn(Zp) e´ dada
por
aµp,q =
{
0 se na˜o existe uma transic¸a˜o de p para q de etiqueta a
r se p
a|r
−→ q e´ a u´nica transic¸a˜o de p para q de etiqueta a
Observe-se que µ assim definida e´, de facto, uma aplicac¸a˜o tendo em
conta a definic¸a˜o de transdutor na forma triangular estrita. O facto de ser
um morfismo resulta da propriedade universal dos mono´ides livres.
No exemplo anterior, obte´m-se
aµ =

 1 1 20 2 0
0 0 2

 , bµ =

 2 0 00 2 1
0 0 1

 , (aaba)µ =

 2 2 10 1 2
0 0 2

 .
Note-se que (aaba)τ = 1 = aµ1,3. Na˜o se trata de uma coincideˆncia.
De facto a representac¸a˜o linear da´-nos uma forma fa´cil de calcular a func¸a˜o
realizada pelo transdutor, pois tem-se uτ = uµ1,n. Para mais pormenores
ver [6].
Reciprocamente, dado um morfismo µ : A∗ → Bn(Zp) e´ claro como se
define um transdutor T = ({1, . . . , n}, A,Zp, E, 1, {n}) na forma triangular
estrita. Associado ao trandutor T temos a func¸a˜o τ : A∗ → Zp realizada
por T que e´ tal que uτ = uµ1,n, para qualquer u ∈ A
∗.
Recordemos que denotamos por Up a variedade de linguagens associada
a` pseudovariedade de grupos Gp ∗Ab
p−1, isto e´, para cada alfabeto finito
A, denotamos por A∗Up a classe das linguagens de A
∗ reconhecidas pelos
grupos de Gp ∗Ab
p−1.
Lema 4.2.1. Sejam p um nu´mero primo e A um alfabeto finito. Enta˜o
L ∈ A∗Up se e so´ se L e´ reconhecida por um subgrupo standard de Borel
Bn(Zp), para algum n ∈ N.
Demonstrac¸a˜o. Se L ∈ A∗Up, enta˜o L e´ reconhecida por um grupo G ∈
Gp ∗Ab
p−1, isto e´, existem um morfismo ϕ : A∗ → G e um conjunto X ⊆ G
tais que L = Xϕ−1. Pelo Teorema 2.4.4, sabemos que G . Bn(Zp), para
algum n ∈ N, logo existe um monomorfismo θ : G → Bn(Zp). Portanto
Xθ ⊆ Bn(Zp) e ϕθ e´ um morfismo de A
∗ em Bn(Zp) tal que (Xθ)(ϕθ)
−1 =
Xϕ−1 = L, donde L e´ reconhecida por Bn(Zp).
Reciprocamente, se L e´ reconhecida por um subgrupo standard de Borel
Bn(Zp) e uma vez que, pela demonstrac¸a˜o do Teorema 2.4.4, se temBn(Zp) ∈
Gp ∗Ab
p−1, conclu´ımos que L ∈ A∗Up.
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Estamos agora em condic¸o˜es de dar a u´ltima caracterizac¸a˜o da variedade
de linguagens Up.
Teorema 4.2.2. Seja A um alfabeto finito. Uma linguagem pertence a A∗Up
se e so´ se e´ uma combinac¸a˜o Booleana de linguagens da forma rτ−1, em que
r ∈ Zp e τ : A
∗ → Zp e´ uma func¸a˜o realizada por algum transdutor na forma
triangular estrita.
Demonstrac¸a˜o. Sejam A um alfabeto finito e B a a´lgebra de Boole gerada
pelas linguagens da forma rτ−1, em que r ∈ Zp e τ : A
∗ → Zp e´ uma
func¸a˜o realizada por algum transdutor na forma triangular estrita. E´ nosso
objectivo mostrar que
B = A∗Up.
Consideremos uma func¸a˜o τ : A∗ → Zp realizada por um transdutor
na forma triangular estrita. Seja µ : A∗ → Bn(Zp) a sua representac¸a˜o
linear. Tomemos r ∈ Zp e mostremos que a linguagem rτ
−1 e´ reconhecida
por Bn(Zp).
Seja R = {m ∈ Bn(Zp) : m1,n = r} ⊆ Bn(Zp). Tem-se
u ∈ rτ−1 ⇔ uµ1,n = r ⇔ uµ ∈ R⇔ u ∈ Rµ
−1.
Portanto rτ−1 = Rµ−1, em que µ : A∗ → Bn(Zp) e´ um morfismo e R ⊆
Bn(Zp), pelo que a linguagem rτ
−1 e´ reconhecida pelo grupo Bn(Zp). Mas,
na demonstrac¸a˜o do Teorema 2.4.4, vimos que os subgrupos standard de
Borel Bn(Zp) sa˜o elementos da pseudovariedade de grupos Gp ∗Ab
p−1, pelo
que a linguagem rτ−1 pertence a A∗Up.
Como, por definic¸a˜o de variedade de linguagens, A∗Up e´ uma a´lgebra de
Boole, tem-se B ⊆ A∗Up.
Provemos agora que A∗Up ⊆ B. Tome-se L ∈ A
∗Up. Pelo Lema 4.2.1, L e´
reconhecida por um subgrupo standard de Borel Bn(Zp), para algum n ∈ N,
logo existem um morfismo η : A∗ → Bn(Zp) e um subconjunto P ⊆ Bn(Zp)
tais que L = Pη−1. Queremos mostrar que L ∈ B. Ora,
L = Pη−1 =
⋃
m∈P
mη−1,
pelo que basta demonstrar que, para cada m ∈ P ⊆ Bn(Zp), temos mη
−1 ∈
B.
E´ claro que
mη−1 =
⋂
1≤i,j≤n
Lmi,j ,
em que Lmi,j = {u ∈ A
∗ : uηi,j = mi,j}.
Fixemos i, j ∈ {1, . . . , n} e tomemos t = j−i+1. Seja µi,j : A∗ → Bt(Zp)
o morfismo definido por, dado a ∈ A,
aµi,jk,ℓ = aµi+k−1,i+ℓ−1, para 1 ≤ k, ℓ ≤ t.
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Note-se que aµi,jk,ℓ e´ a submatriz de aη cujo elemento do lado superior direito
e´ aµi,j1,t = aηi,j e o elemento do lado inferior esquerdo e´ aµ
i,j
t,1 = aηj,i, pelo
que conclu´ımos que, para todo o u ∈ A∗, se tem uµi,j1,t = uηi,j .
Tomando mi,j = r, obtemos
u ∈ Lmi,j ⇔ uηi,j = mi,j ⇔ uηi,j = r ⇔ uµ
i,j
1,t = r,
portanto Lmi,j = rτ
−1
i,j , em que τi,j e´ a func¸a˜o realizada pelo transdutor na
forma triangular estrita definido por µi,j .
Tem-se enta˜o
L =
⋃
m∈P
⋂
1≤i,j≤n
Lmi,j ,
sendo as linguagens Lmi,j da forma descrita atra´s. Ale´m disso, vimos que,
para cada m ∈ P e cada (i, j) ∈ {1, . . . , n}2, temos Lmi,j = rτ
−1
i,j , em que
r ∈ Zp e τi,j e´ a func¸a˜o realizada pelo transdutor na forma triangular estrita
definido por µi,j . Portanto L e´ combinac¸a˜o Booleana de linguagens da forma
pretendida, pelo que L ∈ B. Conclu´ımos que se tem a igualdade B = A∗Up
e o teorema segue-se.
Por fim podemos caracterizar as linguagens reconhecidas pelos grupos
finitos super-resolu´veis. Recordemos que denotamos por U a variedade de
linguagens associada a` pseudovariedade Su dos grupos super-resolu´veis, isto
e´, para cada alfabeto finito A, denotamos por A∗U a classe das linguagens
de A∗ reconhecidas pelos grupos super-resolu´veis finitos.
Corola´rio 4.2.3. Seja A um alfabeto finito. Uma linguagem pertence a
A∗U se e so´ se e´ uma combinac¸a˜o Booleana de linguagens da forma rτ−1,
em que p e´ um nu´mero primo, r ∈ Zp e τ : A
∗ → Zp e´ uma func¸a˜o realizada
por algum transdutor na forma triangular estrita.
Demonstrac¸a˜o. Pela fo´rmula (3.1) tem-se, para cada alfabeto finito A,
A∗U = A∗

∨
p∈P
Up

 .
No in´ıcio do Cap´ıtulo 3, referimos que A∗
(∨
p∈P Up
)
e´ a a´lgebra de Boole
gerada pelas linguagens de
⋃
p∈P A
∗Up. Portanto, pelo Teorema 4.2.2, tem-se
o pretendido.
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Notac¸o˜es
Este ı´ndice esta´ ordenado pelo nu´mero de pa´gina onde o s´ımbolo surge
pela primeira vez.
kerϕ equivaleˆncia nuclear associada a` aplicac¸a˜o ϕ, 7
|G| ordem de G, 8
H ≤ G H e´ um subgrupo de G, 8
H < G H e´ um subgrupo pro´prio de G, 8
S × T produto directo (externo) de S e T , 9
S ⋊ T produto semidirecto externo de S e T , 10
S/ρ conjunto quociente, 10
≡n congrueˆncia aritme´tica, 10
a ≡ b (mod n) n divide a− b, 10
Zn anel dos inteiros mo´dulo n, 10
ρ♮ morfismo natural associado a uma congrueˆncia ρ,
10
S | T S divide T, 11
A+ o semigrupo livre sobre o conjunto A, 11
A∗ o mono´ide livre sobre o conjunto A, 12
|ω| comprimento de ω, 12
|ω|a nu´mero de ocorreˆncias de a em ω, 13
A um auto´mato, 13
p
a
−→ q uma transic¸a˜o de um auto´mato, 13
L(A) a linguagem reconhecida pelo auto´mato A, 14
RacA∗ o conjunto das linguagens racionais de A∗, 16
σL a congrueˆncia sinta´ctica de uma linguagem L, 17
Syn(L) o mono´ide sinta´ctico de uma linguagem L, 17
T (Q) conjunto das aplicac¸o˜es de Q em Q, 18
(Q,S) um mono´ide de transformac¸o˜es, 18
SQ conjunto das aplicac¸o˜es de Q em S, 18
(P, S) ◦ (Q,T ) produto em coroa de mono´ides de transformac¸o˜es,
19
S ◦ T produto em coroa de mono´ides, 19
V uma pseudovariedade, 20
V 〈Mj : j ∈ J〉 a pseudovariedade gerada pela famı´lia de mono´ides
119
(Mj)j∈J , 21
V [un = vn (n ≥ 1)] a pseudovariedade definida pelas identidades
un = vn, 21
V Jun = vn (n ≥ 1)K a pseudovariedade ultimamente definida pelas
identidades un = vn, 21
A∗V conjunto das linguagens de A∗ cujo mono´ide
sinta´ctico esta´ em V, 22
u−1X residual esquerdo de X por u, 22
H < · G H e´ um subgrupo maximal de G, 25
H ·≤ G H e´ um subgrupo minimal de G, 25
|x| ordem do elemento x, 25
〈S〉 subgrupo gerado por S, 25
exp(G) expoente de G, 26
[x, y] = x−1y−1xy comutador de x e y, 26
G′ subgrupo derivado de G, 26
Z(G) centro de G, 26
Ha classe lateral direita, 26
aH classe lateral esquerda, 26
[G : H] ı´ndice de H em G, 26
N G H e´ um subgrupo normal de G, 27
N G H e´ um subgrupo normal pro´prio de G, 27
H · G H e´ um subgrupo normal maximal de G, 27
H · G H e´ um subgrupo normal minimal de G, 27
G/H grupo quociente de G por H, 27
Aut(G) grupo dos automorfismos de G, 28
Inn(G) grupo dos automorfismos interiores de G, 28
N char G N e´ subgrupo caracter´ıstico de G, 29
kerϕ kernel de um morfismo, 29
Gϕ = imϕ imagem de G por ϕ, 29
G . H G mergulha-se em H, 29
M×˙N produto directo interno de M e N , 30
m∏
·
i=1
Ni produto directo interno de N1, . . . , Nm, 30
Sylp(G) conjunto dos subgrupos de Sylow de G, 31
Op(G)
⋂
P∈Sylp(G)
P , 31
H ⋊G,H
α
⋊ G produto semidirecto de H por G, 33
H ◦G produto em coroa H por G, 34
Φ(G) subgrupo de Frattini de G, 35
G/Φ(G) quociente de Frattini, 35
U(A) grupo das unidades de A, 36
U ⊕W soma directa de U e W , 38
EndK(V ) a´lgebra-K das aplicac¸o˜es lineares de V em V
sobre K, 39
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GL(V ) grupo dos automorfismos de V sobre K, 39
Mn(K) a´lgebra-K das matrizes n× n sobre K, 39
Gln(K) grupo das matrizes n× n invert´ıveis sobre K,
39
AutK(V ) GL(V ), 39
Aut(V ) GL(V ), 39
ker τ kernel de um morfismo de a´lgebras-K, 40
K[G] a´lgebra de grupo, 40
K[S] a´lgebra de mono´ide, 41
CV (Op(G)) {v ∈ V : vx = v,∀x ∈ Op(G)}, 44
K[t] anel de polino´mios em t com coeficientes em
K, 44
a ∨ b supremo de a e b, 24
a ∧ b ı´nfimo de a e b, 24
T transdutor, 44
p
a|r
−→ q uma transic¸a˜o de um transdutor, 45∨
i∈IHi supremo da famı´lia (Hi)i∈I de pseudovari-
edades de grupos, 49
Gp pseudovariedade dos p-grupos, 50
Hp′ pseudovariedade dos grupos em H cuja or-
dem na˜o e´ divis´ıvel por p, 50
Ab pseudovariedade dos grupos abelianos, 50
S pseudovariedade dos grupos resolu´veis, 50
N pseudovariedade dos grupos nilpotentes, 50
Abn pseudovariedade dos grupos abelianos cujo
expoente divide n, 50
U ∗V pseudovariedade produto, 50
Bn(K) subgrupo standard de Borel, 72
Un(K) grupo das matrizes unitriangulares de Bn(K),
72∨
i∈I Hi supremo da famı´lia (Hi)i∈I de variedades de
linguagens, 91
F (r1, . . . , rs, n) linguagem comutativa n-elementar, 93(
w
u
)
coeficiente binomial, 58
Tϕ transdutor sequencial de um morfismo, 98
(L1a1L2 . . . ak−1Lk)r,p produto modular concatenado, 102
Zp♦k(G1, . . . , Gk) produto de Schu¨tzenberger sobre Zp dos gru-
pos G1, . . . , Gk, 103
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