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Prefacio
Este libro presenta el análisis matemático de sistemas físicos necesario en
el diseño de sistemas de control. Su objetivo es servir como texto guía para
un primer curso en modelado y análisis de sistemas dinámicos lineales. Se
realiza la representación matemática de los sistemas físicos con ecuaciones
diferenciales y se presenta el análisis de estos sistemas en el dominio del
tiempo y en el dominio de la frecuencia. Al nal del curso el estudiante
debe estar en capacidad de modelar y analizar sistemas físicos a partir de las
ecuaciones diferenciales de primer orden lineales y no lineales, y a partir de
su función de transferencia.
El libro está organizado como sigue: en el capítulo 1 se presenta una
introducción a los sistemas dinámicos y su representación en ecuaciones
de estado. Así mismo se desarrollan ejemplos introductorios de modelado
para algunos sistemas físicos. En el capítulo 2 se hace el modelado de
sistemas físicos lineales mecánicos de traslación y de rotación, sus analogías
con circuitos eléctricos y métodos sistemáticos de solución a partir de los
circuitos eléctricos análogos. En el capítulo 3 se presenta la linealización de
sistemas físicos no lineales e invariantes con el tiempo para la representación
en ecuaciones de estado lineales. En el capítulo 4 se desarrollan diferentes
métodos de representación y análisis para las ecuaciones de estado y en el
capítulo 5 se analiza la estabilidad de los sistemas dinámicos lineales a partir
de su función de transferencia. En los capítulos 6 y 7 se realiza el análisis en
el dominio del tiempo y de la frecuencia para los sistemas dinámicos lineales.
Se incluyen 4 anexos donde se complementa la representación en grafos de
circuitos eléctricos, la simulación con computación analógica de los modelos
de espacio de estado para sistemas dinámicos lineales, las transformadas de
Laplace para algunas funciones útiles en el análisis de sistemas dinámicos y




Introducción a los sistemas
dinámicos
Muchos sistemas dinámicos, independientemente de que sean mecánicos,
eléctricos, térmicos, hidráulicos, neumáticos, químicos, económicos,
biológicos, etc. se pueden caracterizar por ecuaciones diferenciales las
cuales se obtienen con base en leyes físicas, como por ejemplo las leyes de
Kirchho¤, las leyes de Newton, etc.
Se puede denir un modelo matemático como la descripción matemática
del comportamiento del sistema. Muchas veces en el análisis de un sistema,
inicialmente se obtiene un modelo matemático simple, como por ejemplo
ignorando no linealidades y parámetros distribuidos (como en el caso de
líneas de transmisión eléctrica), con el n de obtener ecuaciones diferenciales
lineales y de parámetros concentrados. Se debe tener en cuenta que a veces
los modelos son válidos en operaciones de baja frecuencia y no a frecuencias
muy altas. Por ejemplo, al despreciar la masa de un resorte, su modelo es
válido a bajas frecuencias. Para altas frecuencias, su masa debe ser tenida en
cuenta en el modelo.
Los modelos matemáticos se pueden representar básicamente en dos formas:
mediante un conjunto de ecuaciones diferenciales de primer orden, conocidas
como ecuaciones de estado o mediante una ecuación diferencial de n-ésimo
orden. Sin embargo, esta última queda restringida a sistemas con una sola
entrada y una sola salida. Las funciones o matrices de transferencia se pueden
obtener a partir de las anteriores, aunque esto implica que el sistema es lineal
o ha sido linealizado.
1
2 Introducción a los sistemas dinámicos
1.1. Ecuaciones de estado
Las ecuaciones de estado o la ecuación (matricial) de estado la constituye
un conjunto de ecuaciones diferenciales de primer orden, que describe
completamente el comportamiento del sistema que se quiere modelar. Este
método de plantear el modelo matemático de un sistema es muy importante
porque puede ser aplicado a sistemas no lineales y sistemas multivariables.
Entonces, si
x1 (t) ; x2 (t) ; :::; xn (t)
son las variables de estado (o los estados) del proceso en el tiempo t, y
u1 (t) ; u2 (t) ; :::; up (t)
son las entradas del proceso en el tiempo t, entonces el sistema puede ser
descrito por n ecuaciones diferenciales de primer orden de la forma
_x1 (t) = a1 (x1 (t) ; x2 (t) ; :::; xn (t) ; u1 (t) ; u2 (t) ; :::; up (t) ; t)
_x2 (t) = a2 (x1 (t) ; x2 (t) ; :::; xn (t) ; u1 (t) ; u2 (t) ; :::; up (t) ; t)
... (1.1)
_xn (t) = an (x1 (t) ; x2 (t) ; :::; xn (t) ; u1 (t) ; u2 (t) ; :::; up (t) ; t)
















como el vector de entradas. Las ecuaciones de estado se pueden escribir de
forma matricial como
_x (t) = a (x (t) ;u (t) ; t)
donde la denición de a se obtiene de la ecuación (1.1) y corresponde a una
función vectorial no lineal
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1.1.1. Denición de Estado de un Sistema
Cuando se hace referencia al estado de un sistema se debe tener en cuenta la
siguiente denición
Denición 1.1 El estado de un sistema es un conjunto de cantidades
x1 (t) ; x2 (t) ; :::; xn (t) las cuales si se conocen en un tiempo t = t0 son
determinadas para t  t0 al especicar las entradas del sistema para t  t0.
1.1.2. Clasicación de sistemas
Los sistemas se pueden describir por los términos lineal, no lineal, invariante
con el tiempo, y variante con el tiempo. La clasicación de los sistemas se
puede hacer de acuerdo a la forma de sus ecuaciones de estado. Por ejemplo,
si un sistema es no lineal y variante con el tiempo, las ecuaciones de estado
se pueden escribir como
_x (t) = a (x (t) ;u (t) ; t) (1.2)
Si el sistema es no lineal e invariante con el tiempo las ecuaciones de estado
son de la forma
_x (t) = a (x (t) ;u (t)) (1.3)
Si el sistema es lineal y variante con el tiempo sus ecuaciones de estado son
_x (t) = A (t)x (t) +B (t)u (t) (1.4)
dondeA (t) yB (t) son matrices de dimensiones nn y np respectivamente
con elementos variantes en el tiempo. Las ecuaciones de estado para un
sistema lineal e invariante con el tiempo son de la forma
_x (t) = Ax (t) +Bu (t) (1.5)
donde A y B son matrices constantes.
1.1.3. Ecuaciones de salida
Las cantidades físicas que pueden ser medidas son llamadas salidas del
sistema y se denotan como y1 (t) ; y2 (t) ; :::; yq (t). Si las salidas del sistema
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son funciones no lineales y variantes con el tiempo de las variables de estado
y las entradas, las ecuaciones de salida del sistema se pueden escribir como
y (t) = c (x (t) ;u (t) ; t) (1.6)
donde c es una función vectorial no lineal. Si la salida del sistema esta
relacionada con los estados y las entradas de una forma lineal e invariante
con el tiempo, entonces la ecuación de salida se puede escribir como
y (t) = Cx (t) +Du (t) (1.7)
donde C y D son matrices de dimensiones qn y q p respectivamente con
elementos constantes. La representación esquemática de un sistema no lineal
y variante con el tiempo, y de un sistema lineal e invariante con el tiempo se
muestran en las guras 1.1 y 1.2 respectivamente.
Figura 1.1: Representación de un sistema no lineal y variante con el tiempo
1.1.4. Matriz de transferencia
Utilizando la transformada de Laplace en las ecuaciones (1.5) y (1.7),
suponiendo que el estado energético inicial es x (0 ), y organizando se
obtienen las siguientes ecuaciones
X (s) = (sI A) 1 x (0 ) + (sI A) 1BU (s) (1.8)
Y (s) = CX (s) +DU (s) (1.9)
Reemplazando (1.8) en (1.9) se obtiene
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Figura 1.2: Representación de un sistema lineal invariante con el tiempo
y como la matriz de transferencia H (s) se dene suponiendo que el estado
energético inicial es nulo, y como es aquella que relaciona la transformada de
Laplace de la respuestaY (s) con la transformada de Laplace de la excitación
U (s) se obtiene








H11 (s) H12 (s)    H1p (s)













donde Hjk corresponde a la función de transferencia que relaciona la entrada
Uk con la salida Yj.
1.2. Una ecuación diferencial de n-ésimo
orden
El método de plantear el modelo matemático de un sistema mediante una
ecuación diferencial de n-ésimo orden es útil en sistemas escalares. Si se utiliza
la función de transferencia, además de servir en sistemas escalares, es para
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sistemas lineales o que han sido linealizados. Sea
y(n) + a1y
(n 1) +   + any = b0u(m) + b1u(m 1) +   + bmu (1.13)
la ecuación diferencial de n-ésimo orden y aplicando transformada de Laplace









m 2 +   + bm
sn + a1sn 1 + a2sn 2 +   + an
(1.14)
la cual no depende de las condiciones iniciales ni del tipo de señal aplicada a
la entrada. Sólo depende de los parámetros que caracterizan el sistema.
1.2.1. Un método para obtener la ecuación de estado
y de salida
Considere la ecuación (1.14) con m  n. Sin perder generalidad se puede







n 2 +   + bn 1
sn + a1sn 1 + a2sn 2 +   + an
(1.15)








 2 +   + bn 1s n





1 + a1s 1 + a2s 2 +   + ans n
U (s) (1.17)
de donde
E (s) =  a1s 1E (s)  a2s 2E (s)       ans nE (s) + U (s) (1.18)
De la ecuación (1.18) se puede deducir la parte inferior del diagrama de
bloques de la gura
Con las ecuaciones (1.17) y (1.16) se obtiene
Y (s) = b0s
 1E (s) + b1s
 2E (s) +   + bn 1s nE (s) (1.19)
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Figura 1.3: Diagrama de bloques realización Controller
Con la ecuación (1.19) se obtiene la parte superior del diagrama de bloques
de la gura 1.3.
Si se denen las salidas de los integradores como variables de estado, se puede








 a1  a2     an
1 0    0
...
. . . . . .
...
























Esta representación es conocida como una simulación o realización canónica
llamada Controller.
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1.2.2. Otro método para obtener la ecuación de estado
y de salida
Considere la ecuación (1.13) con m  n. Sin perder generalidad se puede
reescribir la ecuación (1.13) como
y(n)+a1y
(n 1)+   +an 1y(1)+any = b0u(n 1)+   +bn 2u(1)+bn 1u (1.22)
Reorganizando (1.22) se obtiene
y(n) + [a1y   b0u](n 1) +   + [an 1y   bn 2u](1) = [bn 1u  any] (1.23)
Integrando ambos miembros se obtiene
y(n 1) + [a1y   b0u](n 2) +   + [an 1y   bn 2u] =
Z
[bn 1u  any] dt = xn
(1.24)
Reorganizando (1.24)
y(n 1)+[a1y   b0u](n 2)+  +[an 2y   bn 3u](1) = xn+bn 2u an 1y (1.25)
Integrando (1.25)
y(n 2) +   + [an 1y   bn 2u] =
Z
[xn + bn 2u  an 1y] dt = xn 1 (1.26)
Se repite el mismo proceso hasta que nalmente se obtiene
y(1) + [a1y   b0u] =
Z
[x3 + b1u  a2y] dt = x2 (1.27)
y(1) = x2 + b0u  a1y (1.28)
Las ecuaciones (1.24), (1.26), (1.27) y (1.28) se pueden implementar mediante
el diagrama de bloques de la gura 1.4
La simulación o realización canónica de la gura 1.4 es conocida como la tipo
Observer. De dicho diagrama se pueden obtener fácilmente las ecuaciones
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Figura 1.4: Diagrama de bloques realización Observer
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1.3. Ejemplos introductorios a los sistemas
lineales
1.3.1. Circuitos eléctricos
En las redes RLC, condensadores e inductores pueden almacenar energía y
son asociados con variables de estado. Si el voltaje en un condensador es
asignado como una variable de estado x, entonces su corriente es C _x, donde
C es la capacitancia. Si la corriente en un inductor es asignada como variable
de estado x, entonces su voltaje es L _x, donde L es su inductancia. Puesto
que las resistencias son elementos que no almacenan energía, sus corrientes
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Figura 1.5: Circuito eléctrico
y voltajes no deberían ser asignados como variables de estado. Para muchas
redes RLC simples, una vez que las variables de estado son asignadas, las
ecuaciones de estado pueden ser planteadas aplicando las leyes de corriente
y voltaje de Kirchho¤.
Considere la red de la gura 1.5. Si se asignan los voltajes en los
condensadores C1 y C2 como x1 y x2 y la corriente en el inductor x3. Entonces
las corrientes y voltajes son, respectivamente, C1 _x1, C2 _x2 y L _x3 con las
polaridades mostradas. De la gura 1.5, se observa que el voltaje a través
de la resistencia es u  x1 con la polaridad mostrada. Entonces su corriente
es u x1
R
. Aplicando la ley de corriente de Kirchho¤ al nodo A se tiene
C2 _x2 = x3 (1.31)
y en el nodo B se tiene
u  x1
R
= C1 _x1 + C2 _x2 = C1 _x1 + x3 (1.32)
y aplicando la ley de voltajes de kirchho¤ a la malla de la derecha se tiene
L _x3 = x1   x2 (1.33)
por lo que la salida del sistema y es dada por
y = L _x3 = x1   x2 (1.34)
Reescribiendo las ecuaciones (1.31) a (1.34) se obtiene la ecuación de estado
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y de salida de las ecuaciones (1.35) y (1.36)24 _x1_x2
_x3
35 =




















En la gura 1.6 la barra B es restringida a movimientos en el plano del papel
y es balanceada sobre la parte superior del carro C.
Figura 1.6: Péndulo invertido
El problema consiste en mantener la barra verticalmente tanto como sea
posible. La barra y el carro constituyen la planta o el sistema a ser controlado.
La planta sería inestable sin la asistencia de la señal de control (fuerza de
control) u. Para simplicar el análisis, se supondrá ausencia total de fuerzas
perturbadoras predecibles. Para lograr el objetivo del problema se instala un
motor en el carro y a través de engranajes se genera una fuerza u sobre las
ruedas del carro. Esta solución es basada en la intuición. Para sistemas más
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complejos la intuición podría fallar. Considérese por ejemplo los sistemas de
las guras 1.7 y 1.8
Figura 1.7: Sistema no controlable de 2 barras
Figura 1.8: Sistema controlable de 2 barras
El sistema de la gura 1.8 puede ser balanceado mientras que el sistema de
la gura 1.7 no. Esto se debe a que el sistema de la gura 1.8 es controlable
mientras que el de la gura 1.7 no. Los conceptos de controlabilidad y
observabilidad, serán vistos posteriormente.
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Construcción del modelo matemático
El modelo debe revelar cómo la salida del sistema, representada en este caso
por la desviación angular , es afectada por la señal de control u. Para
obtener el modelo matemático, representado por un sistema de ecuaciones
diferenciales, se necesita usar relaciones básicas de la mecánica clásica
aplicables a este sistema físico.
Figura 1.9: Diagramas de cuerpo libre de la barra y el carro
En la gura 1.9 las coordenadas de los centros de gravedad con respecto a
un origen arbitrariamente escogido son:
1. Para el carro:
posición horizontal : y
2. Para la barra:
posición horizontal : y + L sin
posición vertical : L cos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Si se toman momentos alrededor del centro de gravedad de la barra y
sumando las fuerzas que actúan sobre el carro y la barra en direcciones




= V L sin HL cos (1.37)












El momento de inercia de la barra I se calcula con respecto a su centro de
gravedad y es I = 1
3
mL2. El sistema de ecuaciones (1.37) a (1.40) se puede
reescribir de la siguiente manera:
I = V L sin HL cos (1.41)


















u H = M y (1.44)
Nótese que las últimas son ecuaciones diferenciales no lineales. Las 4 variables
desconocidas son , y, V ,H, suponiendo que u podría ser especicada. Nótese
que este es un problema más de síntesis que de análisis puesto que se debe
especicar una función adecuada para la señal de control u. Este problema
no es simple y no tiene solución única.
Linealización del modelo matemático
Aunque las ecuaciones (1.41) a (1.44) podrían ser resueltas por simulación,
se hará por linealización. Cualquier sistema de ecuaciones diferenciales no
lineales puede ser linealizado si las variables dependientes son limitadas a
pequeñas variaciones alrededor de un punto, llamado punto de operación.
Nótese de las ecuaciones (1.41) a (1.44) que las no linealidades aparecen
fundamentalmente en la variable . Considérese entonces solamente pequeñas
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las funciones sin y cos se pueden expandir alrededor del punto  = 0 sin
considerar las derivadas de orden superior a 1 como:
sin =   
3
3!
+      (1.45)
cos = 1  
2
2!
+     1 (1.46)
Reemplazando (1.45) y (1.46) en las ecuaciones (1.41) a (1.44), y
considerando que las potencias de , sus derivadas, y multiplicaciones de
; son aproximadamente cero, se obtiene
I = V L HL (1.47)
V  mg = 0 (1.48)
H = my +mL (1.49)
u H = M y (1.50)
Eliminando V y H del anterior sistema de ecuaciones se obtiene 
I +mL2

+mLy  mgL = 0 (1.51)
mL+ (m+M) y = u (1.52)
Deniendo x1 = , x2 = _, x3 = y, x4 = _y, y reescribiendo el sistema como
ecuaciones diferenciales de primer orden a partir de las ecuaciones (1.51) y
(1.52) se obtiene
















16 Introducción a los sistemas dinámicos
Las ecuaciones (1.53) a (1.56) se pueden reescribir en forma matricial,






































1 0 0 0







donde de la ecuación (1.58) se observa que las salidas del sistema y1 (t) y




En este capítulo se hace el modelado de sistemas físicos lineales mecánicos
de traslación y de rotación, sus analogías con circuitos eléctricos y métodos
sistemáticos de solución a partir de los circuitos eléctricos análogos.
Adicionalmente se presentan similitudes entre elementos de acople en los
sistemas mecánicos de traslación y rotación, con elementos de acoplamiento
en circuitos eléctricos, y sus respectivas soluciones. Las representaciones de
estos sistemas se hacen a partir de ecuaciones diferenciales, ecuaciones de
estado y funciones de transferencia.
2.1. Sistemas mecánicos de traslación
Los elementos de sistemas mecánicos idealizados son la masa, el resorte y el
amortiguador.
2.1.1. Masa
En la gura 2.1 se muestras el diagrama de una masaM que se ha aislado de
un sistema más complejo del cual forma parte u es la fuerza neta resultante
actuando sobre ella y y su desplazamiento con respecto a una posición de
equilibrio (es decir, cuando el sistema está en reposo).
Una fuerza de reacción fM se desarrolla, su sentido de referencia se muestra
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Figura 2.1: Masa





Es importante hacer notar que la masa en movimiento almacena energía y




En la gura 2.2 se muestra el diagrama de un resorte traslacional con
constante K que se ha aislado de un sistema más complejo del cual forma
parte. El desplazamiento del extremo superior y y del extremo inferior y0 se
miden desde sus respectivas posiciones de equilibrio.
Una fuerza restauradora fK es desarrollada debido a la propiedad elástica
del resorte. Su sentido en el extremo superior se muestra en la gura 2.2 (en
el inferior tiene el sentido opuesto al del superior) y su expresión según la ley
de Hooke, es dada por la ecuación (2.2)
fK = K (y   y0) (2.2)
Si el extremo inferior (podría denominarse como extremo de referencia) está
en el orígen del sistema de coordenadas, entonces en este caso fK = Ky. Se





donde u es la fuerza neta en el extremo superior.
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Figura 2.2: Resorte traslacional
2.1.3. Amortiguador traslacional
En la gura 2.3 se muestra el diagrama de un amortiguador con coeciente
de fricción viscosa B que se ha aislado de un sistema más complejo del
cual forma parte. Las posiciones y y y0 de los extremos superior e inferior,
respectivamente, se miden desde sus respectivas posiciones de equilibrio.
Figura 2.3: Amortiguador traslacional
Una fuerza de reacción fB se desarrolla, su sentido en el extremo superior se
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Figura 2.4: Sistema del ejemplo 2.1
Si el terminal de referencia y0 es estacionario, entonces en ese caso fB = B _y.
A diferencia de los dos elementos idealizados anteriormente, el amortiguador
es un dispositivo que transforma energía en calor, y se puede demostrar
que la energía transformada en calor por unidad de tiempo (potencia P ) es
dada por P = Bv2, en donde v es la velocidad relativa de los extremos del
amortiguador.
Ejemplo 2.1 Para el sistema mecánico traslacional de la gura plantear un
modelo matemático. u (t) es una fuerza externa, y10 es la posición en reposo
con peso y y0 es la longitud del resorte sin peso (longitud natural del resorte).
Utilizando el diagrama de cuerpo libre de la gura 2.4 y aplicando la segunda
ley de Newton se obtiene la ecuación (2.4):
Mg  Bdy1
dt




Nótese que cuando el sistema está en reposo con u (t) = 0, la ecuación (2.4)
se reduce a:
Mg   0 + 0 K (y10   y0) = 0 (2.5)
2.1 Sistemas mecánicos de traslación 21
de donde se obtiene
Mg = K (y10   y0) (2.6)







+K (y1   y10) = u (t) (2.7)
Haciendo un cambio de variable con relación a la posición de equilibrio
(nótese en la gura 2.4 la convención utilizada para medir la posición de
la masa con respecto a la posición de equilibrio y):
















y reemplazando (2.8), (2.9) y (2.10) en (2.7) se obtiene la ecuación diferencial
que relaciona la posición de la masa M desde la posición de equilibrio y con







+Ky = u (t) (2.11)
Nótese que si se escoge como referencia la posición de equilibrio (sistema en
reposo), el peso no interviene.
Ejemplo 2.2 Plantear un conjunto de ecuaciones de estado y de salida para
el problema del ejemplo 2.1.
Se selecciona el conjunto de variables de estado como x1 = y y x2 = _y =
_x1. Reemplanzado en la ecuación (2.11) se obtiene la siguiente ecuación
diferencial de primer orden
M _x2 +Bx2 +Kx1 = u (t) (2.12)
de la selección de las variables de estado y de la ecuación (2.12) se tiene el
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Ejemplo 2.3 Para el sistema mecánico traslacional de la gura 2.5 plantear
un conjunto de ecuaciones que lo describa completamente y obtener la matriz
de transferencia considerando como salidas y1 (t) y y2 (t). La entrada al
sistema es el desplazamiento u (t).
Figura 2.5: Sistema mecánico traslacional dos masas y fricción
La gura 2.6 muestra los diagramas de cuerpo libre de las dos masas, en donde
por simplicidad se ha supuesto que u > y1 > y2. Aplicando la segunda ley
de Newton a cada una de las masas se obtienen las ecuaciones que describen
completamente el sistema de la gura 2.5.
Figura 2.6: Diagramas de cuerpo libre
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K1 (u  y1) K2 (y1   y2) B1 _y1 = M1y1
K2 (y1   y2) B2 _y2 = M2y2 (2.14)
Reorganizando se tiene
M1y1 +B1 _y1 + (K1 +K2) y1  K2y2 = K1u (t) (2.15)
M2y2 +B2 _y2 +K2y2  K2y1 = 0 (2.16)
Si se seleccionan como variables de estado x1 = y1, x2 = _y1, x3 = y2 y x4 = _y2
y se reemplaza en las ecuaciones (2.15) y (2.16) se obtiene la ecuación de
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La matriz de transferencia del sistema se puede encontrar usando la ecuación










Ejemplo 2.4 Para el sistema mecánico traslacional de la gura 2.7 plantear
un conjunto de ecuaciones que lo describa completamente y obtener la función
de transferencia considerando como salida y1 (t). La entrada al sistema es la
fuerza u (t).
Aplicando la segunda ley de Newton a los diagramas de cuerpo libre se obtiene
M y1 = u (t)  (K1 +K2) y1  B1 _y1 +K2y2 (2.20)
K2 (y1   y2) = B2 _y2 (2.21)
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Figura 2.7: Sistema mecánico traslacional para el ejemplo 2.4
Seleccionando como variables de estado x1 = y1, x2 = _y1 y x3 = y2 se tiene
la ecuación de estado dada por24 _x1_x2
_x3
35 =























35+ 0u (t) (2.23)
El cálculo de la función de transferencia se puede hacer al aplicar la ecuación
(1.11) o aplicando la transformada de Laplace sobre las ecuaciones (2.20) y
(2.21), asi
Ms2Y1 (s) = U (s)  (K1 +K2)Y1 (s) B1sY1 (s) +K2Y2 (s) (2.24)
B2sY2 (s) = K2Y1 (s) K2Y2 (s) (2.25)
y al reemplazar la ecuación (2.25) en la ecuación (2.24) se obtiene la función
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Ms2 +B1s+K1 +K2  K2 K2B2s+K2
H (s) =
B2s+K2
MB2s3 + (MK2 +B1B2) s2 + (K2B1 +K1B2 +K2B2) s+K1K2
2.2. Sistemas mecánicos de rotación
Los elementos de sistemas mecánicos de rotación idealizados son la inercia,
el resorte y el amortiguador.
2.2.1. Inercia
Figura 2.8: Inercia
En la gura 2.7 se muestra el diagrama de un cuerpo con inercia J que se
ha aislado de un sistema más complejo del cual forma parte. T es el torque
neto resultante actuando sobre ella y  su desplazamiento angular respecto
a una posición de equilibrio (es decir, cuando el sistema está en reposo). Un
torque de reacción TJ se desarrolla, su sentido de referencia se muestra en la





Es importante hacer notar que un cuerpo con inercia en movimiento angular
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Figura 2.9: Resorte rotacional
2.2.2. Resorte rotacional
En la gura 2.9 se muestra el diagrama de un resorte rotacional (un ejemplo
puede ser un eje elástico) con constante K que se ha aislado de un sistema
más complejo del cual forma parte. El desplazamiento angular del extremo
derecho  y del extremo izquierdo (extremo de referencia) 0 se miden
desde sus respectivas posiciones de equilibrio. Un torque de reacción TK se
desarrolla debido a la propiedad elástica del resorte. Su sentido en el extremo
derecho se muestra en la gura 2.9 y su expresión es dada por la ecuación
TK = K (   0)
Si el extremo de referencia es estacionario, entonces en este caso TK = K.





, en donde T es el torque neto actuando en el extremo derecho.
2.2.3. Amortiguador rotacional
Figura 2.10: Amortiguador rotacional
En la gura 2.10 se muestra el diagrama de un amortiguador rotacional con
coeciente de fricción viscosa B que se ha aislado de un sistema más complejo
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del cual forma parte. Las posiciones angulares  y 0 de los extremos derecho
y de referencia (el izquierdo), respectivamente, se miden desde sus respectivas
posiciones de equilibrio. Un torque de reacción TB se desarrolla, su sentido









Si el extremo de referencia es estacionario, entonces en este caso TB = B _.
A diferencia de los dos elementos idealizados anteriores, el amortiguador
rotacional es un dispositivo que transforma energía en calor, y se puede
demostrar que la energía transformada en calor por unidad de tiempo
(potencia P ) es dada por P = B!2, en donde ! es la velocidad angular
relativa de los extremos del amortiguador.
Ejemplo 2.5 Para el sistema rotacional de la gura 2.11 hallar la ecuación
diferencial que relaciona a la salida  (t) con la entrada T (t) y la función de
transferencia H (s).
Figura 2.11: Sistema mecánico rotacional del ejemplo 2.5
Utilizando el diagrama de cuerpo libre de la gura y aplicando la segunda
ley de Newton para sistemas mecánicos rotacionales se obtiene la ecuación
T (t) Bd
dt
 K = J d
2
dt2
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+K = T (t) (2.27)
Transformado ambos miembros de la ecuación (2.27) y suponiendo











Ejemplo 2.6 Para el sistema rotacional de la gura 2.12 hallar la ecuación
diferencial que relaciona a la salida 1 (t) con la entrada T (t),y las ecuaciones
de estado y de salida.
Figura 2.12: Sistema mecánico rotacional ejemplo 2.6
Nótese de la gura 2.12 que hay dos velocidades angulares _1 y _2. Haciendo
sumatoria de momentos de acuerdo al diagrama de cuerpo libre de la gura
2.13 se obtienen las ecuaciones
 B1 _1  K (1   2) + T (t) = J1 (2.28)
K (1   2) B2 _2 = 0 (2.29)
Si se denen como variables de estado x1 = 1, x2 = _1 y x3 = 2 y se
reemplaza en las ecuaciones (2.28) y (2.29) se obtienen las ecuaciones
 B1x2  K (x1   x3) + T (t) = J _x2 (2.30)
K (x1   x3) B2 _x3 = 0 (2.31)
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Figura 2.13: Diagrama de cuerpo libre ejemplo 2.6
y organizando las ecuaciones (2.30) y (2.31) se obtiene la ecuación de estado
en forma matricial24 _x1_x2
_x3
35 =

























Los elementos idealizados son la resistencia, el condensador y la inductancia.
2.3.1. Circuito serie R-L-C
Considere el circuito eléctrico de la gura
Aplicando la segunda ley de Kirchho¤ (de voltajes) a la única trayectoria
cerrada del circuito de la gura se obtiene la ecuación (2.32)








Utilizando la denición de corriente eléctrica como la variación por unidad
de tiempo del ujo neto de carga a través de la sección transversal de una
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q = vi (t) (2.34)
2.3.2. Analogía fuerza-torque-voltaje
Comparando las ecuaciones diferenciales (2.11), (2.27) y (2.34) de los sistemas
físicos correspondientes (mecánico traslacional de la gura 2.4, mecánico
rotacional de la gura 2.11 y el circuito eléctrico de la gura 2.14) se
nota que son de forma idéntica. Tales sistemas se denominan análogos y
los términos que ocupan las posiciones correspondientes en las ecuaciones
diferenciales se denominan magnitudes y variables análogas. Esto explica por
qué se denomina la analogía fuerza-torque-voltaje. La siguiente tabla hace un
resumen de las analogías:
Sist. mecánico traslacional Sist. mecánico rotacional Sistema eléctrico
Fuerza u Torque T Voltaje v
Velocidad lineal _y Velocidad angular  Corriente i
Desplazamiento lineal y Desplazamiento angular  Carga q
Masa M Inercia J Inductancia L
Coef. de fricción viscosa B Coef. de fricción viscosa B Resistencia R
Constante del resorte K Constante del resorte K Capacitancia 1
C
Es posible entonces obtener circuitos eléctricos análogos a sistemas mecánicos
traslacionales y rotacionales, y utilizar todas las técnicas de descripción de
redes para plantear modelos matemáticos para los sistemas mecánicos.
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El circuito eléctrico análogo a un sistema mecánico traslacional (rotacional)
se puede obtener teniendo en cuenta la anterior tabla y notando que por cada
masa (inercia) o punto que se desplace (rote) a cierta velocidad en el sistema
mecánico, habrá una malla en el circuito análogo. Si se supone, sin pérdida
de generalidad, que todas aquellas velocidades son positivas con respecto a
la referencia, en el circuito se supone que todas las corrientes de malla tienen
el mismo sentido.
Ejemplo 2.7 Plantear un modelo matemático para el sistema mecánico
traslacional de la gura 2.15 utilizando la analogía fuerza-torque-voltaje.
Figura 2.15: Sistema mecánico traslacional del 2.7
Nótese de la gura 2.15 que hay dos velocidades _y1 y _y2 que se suponen
positivas con respecto a la referencia. Por tanto, el circuito eléctrico análogo
de la gura 2.16 tendrá dos mallas (1 y 2) cuyas corrientes i1 e i2, ambas con el
mismo sentido (sentido horario en este caso), son análogas a las velocidades _y1
y _y2, respectivamente. Utilizando la tabla de la analogía fuerza-torque-voltaje
se obtienen los elementos de circuito correspondientes a las masas, resorte y
amortiguadores. Puesto que las masas M1 y M2 se mueven a las velocidades
_y1 y _y2, entonces las corrientes netas a través de las inductancias análogas
correspondientes L1 y L2 son i1 e i2 y por tanto pertenecen a las mallas 1 y 2.
Así mismo, como uno de los extremos de B1 y deK1 se mueven a la velocidad
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_y1 y el otro extremo es jo, entonces sus elementos de circuito análogoR1 y C1
respectivamente pertenencen a la malla 1. Nótese que R2 y C2 son elementos
comunes a las mallas 1 y 2 (la corriente neta a través de ellos es i1   i2, con
sentido de referencia hacia arriba) ya que los extremos de sus análogos B2
y K2, se mueven a las velocidades _y1 y _y2 (la velocidad relativa del extremo
inferior con respecto al superior es _y1  _y2). Finalmente, la fuerza externa p (t)
tiene como análogo en el circuito la fuente de voltaje v (t). Nótese que con la
polaridad mostrada de la fuente, si el estado energético inicial se supone nulo,
las corrientes i1 (0) e i2 (0) son positivas con los sentidos mostrados cuando
v (0) > 0, lo cual coincide con que si p (0) > 0, entonces _y1 (0) y _y2 (0) son
positivas con los sentidos mostrados.
Figura 2.16: Circuito eléctrico análogo del ejemplo 2.7
Las siguientes son las magnitudes y variables análogas: L1 = M1, L2 = M2,
R1 = B1, R2 = B2, C1 = 1K1 , C2 =
1
K2
, v (t) = p (t), i1 = _y1, i2 = _y2.
Aplicando la segunda ley de Kirchho¤ a cada una de las mallas del circuito
de la gura 2.16 se obtienen las ecuaciones que lo describen:
v (t) = L2
di2
dt
















(i1   i2) dt+R2 (i1   i2) (2.36)
Reemplazando las anteriores magnitudes y variables análogas en (2.35) y
(2.36) se obtienen las ecuaciones que describen el comportamiento del sistema
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Ejemplo 2.8 Vericar que las ecuaciones (2.37) y (2.38) describen el
comportamiento del sistema de la gura 2.15.
La gura 2.17 muestra los diagramas de cuerpo libre de las dos masas, en los
cuales se ha supuesto, por comodidad, que y2 > y1 y _y2 > _y1.
Figura 2.17: Diagrama de cuerpo libre
Aplicando la segunda ley de Newton a cada una de las masas de la gura


























Reorganizando las ecuaciones (2.39) y (2.40) se obtienen las ecuaciones (2.37)
y (2.38).
Ejemplo 2.9 Plantear un modelo matemático para el sistema mecánico
rotacional de la gura 2.18 utilizando la analogía fuerza-torque-voltaje.
Nótese de la gura 2.18 que hay dos velocidades angulares _1 y _2 que
se suponen positivas con los sentidos mostrados. Por lo tanto, el circuito
eléctrico análogo de la gura 2.19 tendrá dos mallas (1 y 2) cuyas corrientes
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Figura 2.18: Sistema mecánico rotacional ejemplo 2.9
i1 e i2, ambas con el mismo sentido (horario en este caso), son análogas a
las velocidades _1 y _2, respectivamente. Utilizando la tabla de la analogía
fuerza-torque-voltaje se obtienen los elementos de circuito correspondientes
a las inercias, resortes y amortiguadores. Puesto que las inercias J1 y J2 se
mueven a las velocidades _1 y _2, entonces las corrientes netas a través de
las inductancias análogas correspondientes L1 y L2 son i1 e i2 y por lo tanto
pertenecen a las mallas 1 y 2. Como uno de los extremos de B1 y de B2
se mueve a la velocidad _1 y el otro extremo es jo, entonces sus elementos
de circuito análogo R1 y R2, respectivamente, pertenecen a la malla 1. Así
mismo, uno de los extremos de B3 y de B4 se mueve a la velocidad _2 y
el otro extremo es jo, entonces sus elementos de circuito análogo R3 y R4,
respectivamente, pertenecen a la malla 2. Nótese que C es un elemento
común a las mallas 1 y 2 (la corriente neta a través de él es i1   i2, con
sentido de referencia hacia abajo) ya que los extremos de su análogo K, se
mueven a las velocidades angulares _1 y _2 (la velocidad relativa del extremo
izquierdo con respecto al derecho es _1   _2). Finalmente, el torque externo
T (t) tiene como análogo en el circuito la fuente voltaje v (t). Nótese que con
la polaridad mostrada de la fuente, si el estado energético inicial se supone
nulo, las corrientes ii (0) e i2 (0) son positivas con los sentidos mostrados
cuando v (0) > 0, lo cual coincide con que si T (0) > 0, entonce _1 (0) y _2 (0)
son positivas con los sentidos mostrados.
Las siguientes son las magnitudes y variables análogas:
L2 = J2, L1 = J1,R4 = B4, R3 = B3, R2 = B2,R1 = B1, C = 1K , v(t) = T (t),
i1 = _1, i2 = _2.
Aplicando la segunda ley de Kirchho¤ a cada una de las mallas del circuito
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Figura 2.19: Circuito eléctrico análogo ejemplo 2.9
de la gura 2.19 se obtienen las ecuaciones que lo describen







(i1   i2) dt (2.41)







(i2   i1) dt (2.42)
Reemplazando las anteriores magnitudes y variables análogas en las
ecuaciones (2.41) y (2.42) se obtienen las ecuaciones que describen el
comportamiento del sistema mecánico traslacional de la gura 2.18
T (t) = (B1 +B2) _1 + J11 +K (1   2) (2.43)
0 = (B3 +B4) _2 + J22 +K (2   1) (2.44)
Ejemplo 2.10 Vericar que las ecuaciones (2.43) y (2.44) describen el
comportamiento del sistema de la gura 2.18.
La gura muestra los diagramas de cuerpo libre de las dos inercias.
Aplicando la segunda ley de Newton para sistemas rotacionales a cada una
de las inercias de la gura 2.20 se obtienen las siguientes ecuaciones
T (t) B1 _1  B2 _1  K (1   2) = J11 (2.45)
 K (2   1) B3 _2  B4 _2 = J22 (2.46)
Reorganizando (2.45) y (2.46) se obtienen (2.43) y (2.44).
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Figura 2.20: Diagramas de cuerpo libre de J1 y J2
Figura 2.21: Circuito paralelo R-L-C
2.3.3. Circuito paralelo R-L-C
Aplicando la primera ley de Kirchho¤ (de corrientes) al único corte del












si se tiene en cuenta que el ujo concatenado por la inductancia es  = Li,

















 = is (t) (2.49)
2.3.4. Analogía fuerza-torque-corriente
Comparando las ecuaciones diferenciales (2.11), (2.27) y (2.49) de los sistemas
físicos correspondientes (mecánico traslacional de la gura 2.4, mecánico
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rotacional de la gura 2.11 y el circuito eléctrico de la gura 2.21) se nota que
son de forma idéntica. Tales sistemas se denominan análogos y los términos
que ocupan las posiciones correspondientes en las ecuaciones diferenciales se
denominan magnitudes y variables análogas. De esta comparación se explica
por qué se denomina la analogía fuerza-torque-corriente. La siguiente tabla
hace un resumen de las analogías en este caso:
Sist. mecánico traslacional Sist. mecánico rotacional Sistema eléctrico
Fuerza u Torque T Corriente i
Velocidad lineal _y Velocidad angular  Voltaje v
Desplazamiento lineal y Desplazamiento angular  Flujo 
Masa M Inercia J Capacitancia C
Coef. de fricción viscosa B Coef. de fricción viscosa B Resistencia 1
R
Constante del resorte K Constante del resorte K Inductancia 1
L
Nuevamente entonces se pueden obtener circuitos eléctricos análogos a
sistemas mecánicos traslacionales y rotacionales y utilizar todas las técnicas
de descripción de redes (inclusive muchos teoremas que simplican el análisis)
para plantear modelos matemáticos para los sistemas mecánicos.
El circuito eléctrico análogo a un sistema mecánico traslacional (rotacional)
se puede obtener teniendo en cuenta la anterior tabla y notando que por cada
masa (inercia) o punto que se desplace (rote) a cierta velocidad, en el sistema
mecánico, habrá un nodo en el circuito análogo (además del de referencia).
Si se supone, sin pérdida de generalidad, que todas aquellas velocidades son
positivas con respecto a la referencia, entonces en el circuito se supone que
todos los nodos están a mayor potencial con respecto al de referencia.
Ejemplo 2.11 Plantear un modelo matemático para el sistema mecánico
traslacional de la gura 2.15 utilizando la analogía fuerza-torque-corriente.
Nótese de la gura 2.15 que hay dos velocidades _y1 y _y2 que se suponen
positivas con respecto a la referencia. Por lo tanto, el circuito eléctrico análogo
(gura 2.22) tendrá dos nodos (1 y 2) y el de referencia (0) cuyos voltajes con
respecto al de referencia (llamados voltajes de nodo) e1 y e2, son análogos a
las velocidades _y1 y _y2, respectivamente. Utilizando la tabla de la analogía
fuerza-torque-corriente se obtienen los elementos de circuito correspondientes
a las masas, resortes y amortiguadores.
Puesto que las masas M1 y M2 se mueven a las velocidades _y1 y _y2,
entonces los voltajes entre los terminales de las capacitancias análogas
correspondientes C1 y C2 son e1 y e2 y por lo tanto están conectadas entre los
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nodos 1 y referencia, y 2 y referencia, respectivamente. Así mismo, como uno
de los extremos de B1 y de K1 se mueve a la velocidad _y1 y el otro extremo
es jo, entonces sus elementos de circuito análogo R1 y L1, respectivamente,
están conectados entre el nodo 1 y el de referencia. Nótese que R2 y L2 son
elementos conectados entre los nodos 1 y 2 (la diferencia de potencial entre
sus terminales es e1 e2, suponiendo el nodo 1 a mayor potencial con respecto
al nodo 2) ya que los extremos de sus análogos, B2 y K2, se mueven a las
velocidades _y1 y _y2 (la velocidad relativa del extremo inferior con respecto al
superior es _y1   _y2). Finalmente, la fuerza externa p (t) tiene como análogo
en el circuito la fuente de corriente i (t). Nótese que con el sentido mostrado
de la fuente, si el estado energético inicial se supone nulo, los voltajes de
nodo e1 (0) y e2 (0) son positivos cuando i (0) > 0, lo cual coincide con que
si p (0) > 0, entonce _y1 (0) y _y2 (0) son positivas con los sentidos mostrados.
Figura 2.22: Circuito eléctrico ejemplo 2.11
Las siguientes son las magnitudes y variables análogas:
C2 = M2, C1 = M1, R2 = 1B2 , R1 =
1
B1
, L2 = 1K2 , L1 =
1
K1
, i(t) = p(t),
e2 = y2, e1 = y1.
Aplicando la primera ley de Kirchho¤ a los nodos 1 y 2 del circuito de la





























(e2   e1) dt (2.51)
Reemplazando las anteriores magnitudes y variables análogas en las
ecuaciones (2.50) y (2.51) se obtienen las ecuaciones (2.39) y (2.40),
respectivamente, que describen el comportamiento del sistema mecánico
traslacional de la gura 2.15.
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Ejemplo 2.12 Plantear un modelo matemático para el sistema mecánico
rotacional de la gura 2.18 utilizando la analogía fuerza-torque-corriente.
Nótese de la gura 2.18 que hay dos velocidades angulares _1 y _2. que
se suponen positivas con los sentidos mostrados. Por lo tanto, el circuito
eléctrico análogo (gura 2.23) tendrá dos nodos (1 y 2) y el de referencia
(0) cuyos voltajes de nodo e1 y e2, son análogos a las velocidades _1 y _2,
respectivamente. Utilizando la tabla de la analogía fuerza-torque corriente se
obtienen los elementos de circuito correspondientes a las inercias, resortes y
amortiguadores. Puesto que las inercias J1 y J2 se mueven a las velocidades
_1 y _2, entonces los voltajes en los terminales de las capacitancias análogas
correspondientes C1 y C2 son e1 y e2 y por lo tanto están conectadas entre
los nodos 1 y referencia, y 2 y referencia. Como uno de los estremos de B1
y de B2 se mueve a la velocidad _1 y el otro extremo es jo, entonces sus
elementos de circuito análogo R1 y R2, respectivamente, están conectados
entre el nodo 1 y el de referencia. Así mismo, como uno de los extremos de
B3 y de B4 se mueve a la velocidad _2 y el otro extremo es jo, entonces sus
elementos de circuito análogo R3 y R4, respectivamente, están conectados
entre el nodo 2 y el de referencia. Nótese que L es un elemento conectado
entre los nodos 1 y 2 (la diferencia de potencial entre sus terminales es e1 e2)
ya que los extremos de su análogo, K, se mueven a las velocidades angulares
_1 y _2 (la velocidad relativa del extremo izquierdo con respecto al derecho es
_1  _2). Finalmente, el torque externo T (t) tiene como análogo en el circuito
la fuente corriente i (t). Nótese que con el sentido mostrado de la fuente, si
el estado energético inicial se supone nulo, los voltajes de nodo ei (0) y e2 (0)
son positivos cuando i (0) > 0, lo cual coincide con que si T (0) > 0, entonces
_1 (0) y _2 (0) son positivas con los sentidos mostrados.
Figura 2.23: Circuito eléctrico análogo ejemplo 2.12
Las siguientes son las magnitudes y variables análogas:
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C2 = J2, C1 = J1,R4 = 1B4 , R3 =
1
B3
, R2 = 1B2 ,R1 =
1
B1
, L = 1
K
, i(t) = T (t),
e1 = _1, e2 = _2.
Aplicando la primera ley de Kirchho¤ a los nodos 1 y 2 del circuito de la






















(e2   e1) dt (2.53)
Reemplazando las anteriores magnitudes y variables análogas en (2.52)
y (2.53) se obtienen las ecuaciones (2.43) y (2.44), respectivamente, que
describen el comportamiento del sistema mecánico rotacional de la gura
2.18.
Ejemplo 2.13 Obtener un modelo matemático que describa el
comportamiento del sistema mecánico traslacional de la gura 2.24
utilizando la analogía fuerza-torque-corriente.
Figura 2.24: Sistema mecánico traslacional del ejemplo 2.13
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Figura 2.25: Circuito eléctrico análogo
Utilizando el mismo procedimiento de los dos ejemplos anteriores se obtiene
el circuito eléctrico análogo que se muestra en la gura 2.25
Los parámetros y las variables análogas son:








, j = 1; 2; 3; 4
en = _yn, n = 1; 2; 3
i (t) = p (t)
Aplicando la primera ley de Kirchho¤ a los nodos 1, 2 y 3 se obtienen las

















































Utilizando los parámetros y variables análogas en las ecuaciones (2.54), (2.55)
y (2.56) se obtienen las ecuaciones que describen el sistema de la gura 2.24
M1y1 + (K1 +K2) y1 +K3 (y1   y2) +B1 ( _y1   _y2) +B2 ( _y1   _y3) = p (t)
B1 ( _y2   _y1) +K3 (y2   y1) +M2y2 +K4 (y2   y3) = 0
M3y3 +K4 (y3   y2) +B2 ( _y3   _y1) = 0
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Ejemplo 2.14 Plantear un modelo matemático para el sistema mecánico
traslacional de la gura 2.5 utilizando la analogía fuerza-torque-corriente.
El circuito eléctrico análogo en este caso se muestra en la gura 2.26, en
donde las magnitudes y variables análogas son
C2 = M2, C1 = M1, R2 = 1B2 , R1 =
1
B1
, L2 = 1
K2
, L1 = 1
K1
, v(t) = _u(t),
e2 = _z, e1 = _y.
Figura 2.26: Circuito eléctrico análogo

























(e2   e1) dt = 0 (2.58)
Reemplazando los anteriores parámetros y variables análogas en las
ecuaciones (2.57) y (2.58) se obtienen las ecuaciones (2.15) y (2.16) que
describen el sistema mecánico de la gura 2.5.
2.4. Ecuaciones de estado para circuitos
eléctricos
Se verá un procedimiento sistemático para asignar variables de estado y
plantear las ecuaciones de estado para circuitos eléctricos con parámetros
concentrados que pueden contener fuentes independientes de voltaje y
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corriente. Este procedimiento usa la descripción en grafos de circuitos
eléctricos descrita en el anexo A.
Si en una red eléctrica se conocen las corrientes en todas las inductancias
y los voltajes en todos los condensadores, entonces el comportamiento de la
red está completamente descrito. Por lo tanto, es natural seleccionar como
variables de estado las corrientes en todos los inductores y los voltajes en
todos los capacitores en redes propias (que no son impropias).
Una red impropia es aquella que contiene por lo menos una trayectoria
cerrada (llamada impropia) compuesta únicamente de condensadores y/o
fuentes independientes de voltaje y/o un corte (llamado impropio) formado
únicamente por inductores (con o sin acoplamiento mutuo) y/o fuentes
independientes de corriente. Nótese que al aplicar la segunda (primera)
ley de Kirchho¤ a cada trayectoria impropia (corte impropio) aparece
una dependencia lineal entre los voltajes (corrientes) de los condensadores
(inductancias) que forman parte de ella (el). Por lo tanto, en una red
impropia se deben escoger como variables de estado los voltajes en todos los
condensadores, menos uno por cada trayectoria impropia (el correspondiente
a cualquiera de los condensadores de la trayectoria impropia) y las
corrientes en todas las inductancias, menos una por cada corte impropio
(la correspondiente a cualquiera de las inductancias del corte impropio) para
que el número de variables de estado sea mínimo (es decir, no haya variables
de estado redundantes).
Recuérdese que un conjunto de cortes es mínimo si cada uno de ellos tiene
una sola rama.
Figura 2.27: Circuitos impropios
Nótese que si en cualquiera de los circuitos impropios de la gura 2.27 se
asignan los voltajes en todos los condensadores y las corrientes en todas las
44 Modelos matemáticos de sistemas físicos
inductancias como variables de estado se ve que x1 (t) = x2 (t) para todo t.
Obviamente hay una redundancia aquí.
2.4.1. Método sistemático para obtener las ecuaciones
de estado
1. Hacer un gráco y seleccionar un árbol que se llamará árbol normal,
en donde las ramas de éste se escogen en el siguiente orden: fuentes de
voltaje, capacitores, resistencias, inductancias y fuentes de corriente.
Por lo tanto, un árbol normal consiste de todas las fuentes de
voltaje, el máximo número permisible de capacitores (en el caso de
una trayectoria impropia no todos los condensadores pueden formar
parte del árbol), las resistencias y nalmente el número mínimo de
inductancias. Generalmente no contiene fuentes de corriente.
2. Asignar los voltajes en los condensadores que forman parte del árbol
normal y las corrientes en las inductancias que corresponden a enlaces
como variables de estado. Los voltajes en los condensadores que
corresponden a enlaces y las corrientes en las inductancias que forman
parte del árbol normal no son necesarios escogerlos como variables de
estado.
3. Expresar los voltajes y corrientes a través de todas las resistencias,
todos los condensadores que correspondan a enlaces y todos los
inductores que forman parte del árbol normal en función de las variables
de estado y las entradas (fuentes independientes) mediante la aplicación
de la segunda y la primera ley de Kirchho¤a los anillos (un anillo es una
trayectoria cerrada que contiene un sólo enlace) y cortes que contienen
aquellos elementos.
4. Aplicar la segunda y la primera ley de Kirchho¤ a cada anillo y cada
corte que contiene cada elemento que ha sido asignado como variable
de estado.
Ejemplo 2.15 Plantear las ecuaciones de estado y de salida del circuito
mostrado en la gura 2.28
Se obtiene el gráco orientado que se muestra en la gura 2.29, en donde el
árbol es un árbol normal.
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Figura 2.28: Circuito eléctrico ejemplo 2.15
Figura 2.29: Gráco del circuito de la gura 2.28








Se expresan a v6 (y por tanto i6) e i4 (y por tanto v4) en función de las
variables de estado y de las entradas, usando las leyes de Kirchho¤. Aplicando
la segunda ley de Kirchho¤ en el anillo formado por los nodos 1-0-2-1 se
obtiene:
v6 = u1 (t)  x1










Ahora se obtienen las ecuaciones de estado. Aplicando la primera ley de





















Aplicando la segunda ley de Kirchho¤ en el enlace formado por los nodos































La ecuación de salida se puede expresar fácilmente en función de las variables
de estado y las entradas como
y = v7 = L _x3 = x1   x2  R2x3
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Ejemplo 2.16 Plantear las ecuaciones de estado y de salida del circuito
mostrado en la gura 2.30. Las salidas son: el voltaje en el condensador C1
con la polaridad mostrada y la corriente a través de la inductancia L2 con el
sentido mostrado.
Figura 2.30: Circuito eléctrico ejemplo 2.16
La gura 2.31 muestra el gráco orientado en donde se usó el árbol normal.








Como hay inductancias mutuamente acopladas, es conveniente plantear la
ecuación primitiva que relaciona los voltajes entre sus terminales y las















Aplicando la segunda ley de Kirchho¤ al anillo que contiene el enlace 7
y la primera ley de Kirchho¤ a los cortes que contienen las ramas 5 y 4,
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Figura 2.31: Gráco del circuito de la gura 2.30
respectivamente, se obtienen
v7 = x2   x1 (2.65)
i5 = u2 + x3 (2.66)
i4 = x3 (2.67)
Por lo tanto
i7 = C2 ( _x2   _x1) (2.68)
v5 = L1 ( _u2   _x3) M _x3 (2.69)
v4 = Rx3 (2.70)
Aplicando la primera ley de Kirchho¤a los cortes c2 y c3 y usando la ecuación
(2.68) se obtienen, respectivamente:
C1 _x1   C2 ( _x2   _x1)  u2   x3 = 0 (2.71)
C3 _x2 + C2 ( _x2   _x1) + u2 = 0 (2.72)
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en donde 1 = C1C2+C1C3+C2C3. Aplicando la segunda ley de Kirchho¤ al
anillo que contiene el enlace 6, usando las ecuaciones (2.64), (2.66) y (2.70)


















































2.4.2. Ecuaciones de estado con derivadas de las
entradas
Como se puede notar del ejemplo anterior (caso de un circuito impropio), a
veces pueden aparecer en la ecuación matricial de estado la primera derivada
de las entradas. Es decir, en forma general
_x = AX+B1u+B2 _u (2.73)
y= Cx+Du (2.74)
Para evitar que estas derivadas de las entradas aparezcan en la ecuación de
estado, se pueden redenir las variables de estado de la siguiente manera
m , x B2u (2.75)
De (2.73)
_x B2 _u = Ax+B1u (2.76)
Reemplazando (2.75) en (2.76)
_m = A [m+B2u] +B1u
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y organizando
_m = Am+ [B1 +AB2]u (2.77)
se obtiene la nueva ecuación matricial de estado en función del vector de
estado m. La ecuación de salida se obtiene reemplazando (2.75) en (2.74)
y = Cm+ [CB2+D]u
se obtiene la ecuación de salida en función de las nuevas variables de estado
m.
2.5. Otras analogías electromecánicas
2.5.1. Palancas
Figura 2.32: Palanca ideal
Considérese el sistema mecánico de la gura 2.32 el cual consta de una
palanca ideal y un punto de apoyo. Supóngase que F1 (con el sentido
mostrado) es una fuerza externa aplicada en el extremo de la izquierda y F2
(con el sentido mostrado) es la fuerza generada sobre alguna carga mecánica,
la cual no se muestra. La velocidad angular ! de la palanca que rota alrededor
del punto de apoyo se puede expresar en función de las velocidades lineales














2.5 Otras analogías electromecánicas 51
Puesto que se ha supuesto que la palanca es ideal, entonces, aplicando el
principio de conservación de la energía, la potencia entregada en el extremo
izquierdo de la palanca (F1v1) es igual a la potencia absorbida por la carga
en el extremo derecho de la palanca (F2v2), es decir:
F1v1 = F2v2







2.5.2. El transformador ideal como análogo de la
palanca
Figura 2.33: Transformador ideal
La gura 2.33 muestra el circuito de un transformador ideal, en el cual se
















en donde e1 y e2 (i1 e i2) son los voltajes (corrientes) con las polaridades
(sentidos) mostradas entre (a través de) los terminales de los devanados del
primario y del secundario respectivamente. a es la relación del número de
espiras del primario al secundario.
Comparando las ecuaciones (2.80) con la (2.78) y la (2.81) con la (2.79) se
puede establecer una analogía entre la palanca y el transformador, en donde




Nótese que esta analogía usa la analogía fuerza-corriente.
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2.5.3. El transformador como acoplador de
impedancias
Figura 2.34: El transformador con carga
Considérese el transformador ideal mostrado en la gura 2.34, en donde la
carga podría ser una resistencia, un condensador, una inductancia o una
combinación de estos elementos.
a. Si se suponde que la carga es una resistencia R, entonces:
e2 = Ri2 (2.82)
Reemplazando las ecuaciones (2.80) y (2.81) en (2.82) se obtiene
e1 = Reqi1 (2.83)
en donde Req = a2R, es una resistencia equivalente vista entre los
terminales del primario.









en donde Leq = a2L, es una inductancia equivalente vista entre los
terminales del primario.
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en donde Ceq = Ca2 , es una capacitancia equivalente vista entre los
terminales del primario.
2.5.4. La palanca como acoplador de elementos
mecánicos
Considérese la palanca ideal de la gura 2.32, en donde la carga podría ser una
masa, un resorte o un amortiguador, o cualquier conexión de estos elementos.
a. Si se supone que la carga conectada entre el extremo derecho de la
gura 2.32 y la referencia es un amortiguador, con coeciente de fricción
viscosa B, entonces:
F2 = Bv2 (2.87)
Usando las ecuaciones (2.78) y (2.79) en (2.87) se obtiene
F1 = Beqv1 (2.88)





B, es el coeciente de fricción viscosa del
amortiguador equivalente en el extremo izquierdo de la palanca.
b. Si la carga es un resorte con constante K, conectado entre el extremo













K, es la constante del resorte equivalente en el
extremo izquierdo de la palanca.
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M , es la masa equivalente en el extremo
izquierdo de la palanca.
Ejemplo 2.17 Para el sistema mecánico de la gura 2.35, suponer que
la palanca es ideal y hallar la ecuación diferencial que relaciona el
desplazamiento de la masaM con la fuerza externa p(t), así como la ecuación
de estado y la ecuación de salida.
Figura 2.35: Sistema mecánico ejemplo 2.17
Se utilizará la analogía fuerza-torque-corriente. El circuito eléctrico análogo
se muestra en la gura 2.36.
Las analogías son:
C =M , R = 1
B
, L = 1
K
, a = d1
d2
, i (t) = p (t), e = dy
dt
.
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Figura 2.36: Circuito eléctrico análogo gura 2.35
Figura 2.37: Circuito equivalente al de la gura 2.36
Se encuentra un circuito eléctrico equivalente desplazando la corriente i (t)
al secundario y eliminando el transformador, como se muestra en la gura
2.37.
Aplicando la primera ley de Kirchho¤ en el nodo 1 se obtiene



















= p (t) (2.94)
Seleccionando como variables de estado x1 = y, x2 = _y, y reemplazando en
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2.5.5. Sistemas acoplados en movimiento rotacional
Figura 2.38: Engranajes
Considérese el sistema mecánico rotacional de la gura 2.38 el cual consta
de un par de engranajes y alguna carga mecánica en el engranaje de la
derecha, la cual no se muestra. Supóngase que T1 (con el sentido mostrado)
es una torque externo aplicado en el engranaje de la izquierda y T2 (con el
sentido mostrado) es el torque generado sobre la carga mecánica. La velocidad
tangencial v en el punto A de la gura 2.38 , se puede expresar en función
de las velocidades angulares, !1 y !2, de la siguiente manera:
v = !1r1 = !2r2
donde r1 y r2 son los radios de los engranajes 1 y 2, respectivamente. Como














Puesto que se ha supuesto que el acoplamiento es ideal, entonces, aplicando
el principio de conservación de la energía, la potencia entregada en el eje
del engranaje izquierdo (T1!1) es igual a la potencia absorbida por la carga
conectada en el eje del engraje derecho (T2!2), es decir:
T1!1 = T2!2
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Comparando las ecuaciones (2.80) y (2.81) con las ecuaciones 2.95 y (2.96)
se puede establecer una analogía entre el par de engranajes acoplados
rotacionalmente y el transformador, en donde e1 y e2 (i1 e i2) son análogos





. Nótese que esta analogía
usa la analogía torque-corriente.
2.5.6. El engranaje como acoplador de elementos
mecánicos
Considere el engranaje ideal de la gura 2.38 en donde la carga podría ser
una inercia, un resorte o un amortiguador, o cualquier conexión de estos
elementos.
a. Si se supone que la carga conectada en el engranaje 2 de la gura 2.38
y la referencia es un amortiguador, con coeciente de fricción viscosa
B, entonces:
T2 = B!2 (2.97)
Usando las ecuaciones (2.78) y (2.79) en (2.97) se obtiene
T1 = Beq!1 (2.98)
en donde Beq = N2B, es el coeciente de fricción viscosa del
amortiguador equivalente en el engranaje 1.
b. Si la carga es un resorte rotacional con constante K, conectado entre








en donde Keq = N2K, es la constante del resorte equivalente en el eje
del engranaje 1.
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en donde Jeq = N2J , es la inercia equivalente en el engranaje 1.
Ejemplo 2.18 Plantear un conjunto linealmente independiente de
ecuaciones diferenciales que describa completamente el comportamiento
del sistema mostrado en la gura 2.39.
Figura 2.39: Sistema del ejemplo 2.18
Utilizando la analogía fuerza-torque-corriente, para el sistema mecánico
rotacional se obtiene el circuito eléctrico análogo de la gura 2.40, en donde
las analogías son:





















; a = 1
N
; C1 = J1; C2 = J2; Cc = Jc.
Si los elementos de circuito del lado derecho del transformador (secundario)
se reeren al lado izquierdo del mismo (primario), el circuito de la gura 2.40
queda reducido al circuito simple de la gura 2.41.
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Figura 2.40: Circuito eléctrico análogo ejemplo
Figura 2.41: Circuito eléctrico reducido del ejemplo
en donde:






R1R2 +R1Rc + a2R2Rc
(2.104)
Aplicando la primera ley de Kirchho¤ a los nodos 1 y 2 del circuito de la

















(aec   em) dt = 0 (2.106)
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Las ecuaciones (2.107) y (2.108) constituyen el modelo matemático que
describe completamente el comportamiento del sistema de la gura 2.39.
Ejemplo 2.19 Plantear la ecuación diferencial y la función de transferencia
que relacione la entrada u (t) con la salida y (t) del sistema mostrado en la
gura 2.42. Donde u (t) es una fuerza aplicada sobre la masa M . Nótese que
las dos poleas tienen una inercia total J y se mueven simultaneamente a la
velocidad angular !.
Figura 2.42: Sistema mecánico ejemplo 2.19
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Utilizando la analogía fuerza-torque-corriente, para el sistema mecánico de




, C = M , CJ = J , L = 1K , u (t) = i (t), e1 = v1 = _y, e2 = !, e3 = v2.
Las relaciones de transformación se obtienen a partir de las relaciones entre







Figura 2.43: Circuito eléctrico análogo ejemplo 2.19
Aplicando la primera ley de Kirchho¤(corrientes) al circuito eléctrico análogo
de la gura 2.43, se obtiene



































Al aplicar la transformada de Laplace a la ecuación (2.110) con condiciones
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2.6. Ejercicios propuestos
Ejercicio 2.1 Para el sistema mecánico traslacional de la gura 2.44 obtener
un circuito eléctrico análogo usando la analogía fuerza-torque-corriente y
plantear un modelo de espacio de estados, en donde la salida sea la velocidad
de la masa M con el sentido indicado, resultante de aplicar las fuerzas u (t)
y n (t) con los sentidos mostrados.
Figura 2.44: Sistema mecánico traslacional ejercicio 2.1
Ejercicio 2.2 Para el sistema mecánico rotacional de la gura 2.45 plantear
un modelo matemático que lo describa completamente, utilizando un circuito
eléctrico análogo que use la analogía fuerza-torque-corriente. T (t) es un
torque de externo (entrada) y  (t) es el desplazamiento angular de la inercia
J1 (salida).
Figura 2.45: Sistema mecánico de rotación ejercicio 2.2
2.6 Ejercicios propuestos 63
Ejercicio 2.3 Encontrar la ecuación diferencial, la ecuación de estado
y la ecuación de salida, y la función de transferencia para el sistema
mecánico traslacional de la gura 2.46. Con u (t) (fuerza) la entrada y y (t)
(desplazamiento) la salida.
Figura 2.46: Sistema mecánico traslacional ejercicio 2.3
Ejercicio 2.4 Describir el comportamiento del circuito eléctrico de la gura
2.47 mediante variables de estado. Hallar las matrices A, B, C y D y la
matriz de trasferencia.
Figura 2.47: Circuito eléctrico del ejercicio 2.4
Ejercicio 2.5 Describir el comportamiento del circuito eléctrico de la gura
2.48 mediante variables de estado. Hallar las matrices A, B, C y D y la matriz
de trasferencia. Considere R = 2
, C1 = 1F , C2 = 0:5F , L1 = M1 = 1H, y
L2 = 2H.
Ejercicio 2.6 Para el sistema mecánico traslacional de la gura 2.49
plantear las ecuaciones de estado y de salida.
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Figura 2.48: Circuito eléctrico ejercicio 2.5
Figura 2.49: Sistema mecánico ejercicio 2.6
Ejercicio 2.7 Plantear un modelo matemático que describa completamente
el comportamiento del sistema mecánico rotacional de la gura 2.50.
Ejercicio 2.8 Un análogo simple del cuerpo humano para estudios de
vibración se considera como una interconexión de masas, resortes y
amortiguadores como se muestra en la gura 2.51 Plantear un conjunto
de ecuaciones linealmente independiente que lo describa completamente.
Ejercicio 2.9 Considere el sistema de la gura 2.52 que corresponde a un
cuerpo rígido que tiene un pivote o en su centro de masa, alrededor del cual
puede girar con un momento de inercia I y un coeciente de fricción viscosa
B2. Para pequeños desplazamientos, obtener un circuito eléctrico análogo
usando la analogía fuerza torque corriente y plantear las ecuaciones de estado
y de salida, considerando como salida la velocidad angular ! del cuerpo rígido
y como entrada la velocidad u (t) aplicada en el extremo del resorte.
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Figura 2.50: Sistema mecánico rotacional ejercicio 2.7
Figura 2.51: Sistema del ejercicio 2.8
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Figura 2.52: Sistema mecánico del ejercicio 2.9
Capítulo 3
Linealización de modelos físicos
no lineales
En este capítulo se presenta la linealización de sistemas físicos no lineales
e invariantes con el tiempo para la representación en ecuaciones de estado
lineales.
3.1. Linealización de las ecuaciones de estado
no lineales
Sea el conjunto de ecuaciones de estado no lineales que describen el
comportamiento de un sistema físico
_x (t) = a (x (t) ;u (t)) (3.1)
con ecuación de salida no lineal dada por
y (t) = c (x (t) ;u (t)) (3.2)
y en donde u es un vector columna de p entradas, y es un vector columna
de q salidas, x es un vector columna de n variables de estado, y donde a y c
son funciones vectoriales no lineales que dependen de u y de x.
Considere el comportamiento del sistema alrededor del punto de operación
denotado por x0 y que corresponde a la entrada nominal u0. Expandiendo en
series de Taylor la ecuación de estado no lineal (3.1) alrededor de un punto
67
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donde i = 1; 2; : : : ; n,  _xi = _xi   ai (x0;u0), xkj = (xj   x0j)
k y ukj =































































































donde i = 1; 2; : : : ; q, yi = yi   ci (x0;u0). Si se desprecian las derivadas de
















La ecuación (3.6) se puede escribir de forma matricial como
y = Cx+Du (3.7)






















































Nótese que las matrices A, B, C y D son matrices constantes evaluadas en
el punto de nominal.
Ejemplo 3.1 La gura 3.1 muestra el diagrama de un sistema de suspensión
magnético de una bola metálica. El objetivo del sistema es controlar la
posición de la bola ajustando la corriente en el electroimán mediante el voltaje
de entrada e (t). Plantear un modelo matemático mediante ecuaciones de
estado y linealizarlo alrededor del punto de equilibrio y0 (t) = Y0 = constante.
Figura 3.1: Sistema de suspensión magnético de una bola
Las ecuaciones que describen el comportamiento del sistema se pueden
obtener aplicando la segunda ley de Newton a la bola y la segunda ley de












Si se denen las variables de estado como: x1 = y, x2 =
dy
dt
, x3 = i, las
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ecuaciones de estado del sistema son
_x1 = x2 (3.10)













Se determina el punto nominal de operación. Puesto que y0 = x01 = Y0 =
constante, entonces x02 = _x01 = 0. Además, como y0 = 0, reemplazando éste
en (3.8) se obtiene i0 = x03 =
p
MgY0.
Utilizando el punto nominal de operación y linealizando las ecuaciones de
estado no lineales se obtiene24 _x1 _x2
 _x3
35 =











Ejemplo 3.2 La gura 3.2 muestra el diagrama esquemático del sistema
de control de un electroimán y una bola en suspensión. La bola de acero
se suspende en el aire por la fuerza electromagnética generada por el
electroimán, la cual es directamente proporcional al cuadrado de la relación
i
y
con constante de proporcionalidad K. El electroimán también se encuentra
suspendido en el aire. El objetivo del control es mantener la bola de
acero suspendida en una posición nominal controlando la corriente en el
electroimán. Los valores de las variables i(t), y1 (t) y y2 (t) son I, Y1, y
Y2, respectivamente. Dena las variables de estado como x1 = y1, x2 = _y1,
x3 = y2, x4 = _y2. Dado Y1 = 1, encuentre I y Y2. Encuentre las ecuaciones de
estado no lineales de la forma _xi = ai(x; i) y linealice la ecuaciones alrededor
del punto de operación I, Y1, Y2.
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Figura 3.2: Sistema de levitación magnética de 2 grados de libertad
Al reemplazar las variables de estado se obtiene el siguiente conjunto de
ecuaciones de estado no lineales
_x1 = x2 = a1








M1 (x3   x1)2
= a2
_x3 = x4 = a3





M2 (x3   x1)2
= a4
Para el sistema en equilibrio alrededor del punto de operación Y1 = 1, se
obtiene








Utilizando el punto nominal de operación y linealizando las ecuaciones de
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3.2.1. Motor de Corriente Continua
Considere el motor de corriente continua de la gura 3.3 donde se tienen
como entradas el voltaje de campo vf y el voltaje en la armadura va:
Figura 3.3: Motor de corriente continua
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El comportamiento del sistema es descrito con las siguientes ecuaciones




ea = K0! = K1if! (3.14)









que corresponden a ecuaciones diferenciales no lineales. Las ecuaciones (3.13)
a (3.17) pueden ser linealizadas alrededor de un punto de operación como




ea = K0!0+K00! = K1!0if +K1if0! (3.19)









donde !0, if0, ia0 son los valores de las variables de estado en el punto
de operación. Las ecuaciones (3.18) a (3.22) describen el comportamiento
del sistema alrededor del punto de operación especicado. Estas ecuaciones
































y si se reemplazan como variables de estado x1 = !, x2 = if y
x3 = ia, se puede escribir la ecuación de estado en forma matricial del
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Si se denen como variables de salida la velocidad angular ! y el torque











Se pueden hacer aproximaciones del motor de corriente continua si se
consideran como variables de entrada únicamente el voltaje en de campo
o el voltaje en la armadura, y considerando la otra entrada como constante,
como se muestra en los siguientes ejemplos.
Ejemplo 3.3 (Motor de corriente continua controlado en el campo)
Figura 3.4: Motor de corriente continua controlado en el campo
En este caso se supone que el voltaje aplicado a la armadura es constante.
El comportamiento del sistema es descrito con las ecuaciones (3.13) a (3.17)
con va = V . Al linealizar las ecuaciones (3.13) a (3.17) alrededor del punto
de operación se obtiene




ea = K1!0if +K1if0!





vf = Rfif + Lf
dif
dt
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Ea (s) = K1!0If (s) +K1if0! (s)





de las cuales se puede obtener el diagrama de bloques de la gura 3.5
Figura 3.5: Diagrama de bloques del motor de corriente continua controlado
en el campo
Mediante la manipulación algebraica de las últimas cinco ecuaciones se puede















Considérese como entrada un escalón unitario, es decir vf (t) = us (t), por
lo tanto Vf (s) = 1s . Partiendo de que el sistema es estable, se tiene que
el cambio en la velocidad en el estado estacionario, !ss, se puede calcular
utilizando el teorema del valor nal:!ss = lmt!1! (t) = lms!0 s! (s).
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de donde se puede notar que si:





! (s) < 0, es decir la velocidad decrece con el aumento de vf .




> 0, entonces ! (s) >
0, es decir la velocidad crece con el aumento de vf .
Si la inductancia de armadura es despreciable, entonces la función de



















y si la resistencia en el circuito de armadura Ra se hace grande (conectando




(Rf + Lfs) (Js+B)
(3.27)
Ejemplo 3.4 (Motor de corriente continua controlado en la armadura)
Figura 3.6: Motor de corriente continua controlado en la armadura
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Considere el sistema de la gura 3.6 donde el voltaje en el campo Vf es una
constante. El sistema esta descrito por las ecuaciones (3.13) a (3.17) con
vf = Vf . Puesto que la corriente de campo If es constante también, entonces
las ecuaciones se pueden reescribir como




ea = K1If! = Kf! (3.29)





Vf = RfIf (3.32)
Las ecuaciones (3.28) a (3.32) representan un conjunto de ecuaciones lineales,





















y reemplazando como variables de estado x1 = ia y x2 = !, se tienen las

























Aplicando la transformada de Laplace con condiciones inciales nulas en las


























JLas2 + (RaJ +BLa) s+RaB +K2f
(3.38)
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3.2.2. Servomotor bifásico
Considere el sistema de servomotor bifásico mostrado en la gura 3.7.
Muy utilizado en servomecanismos de instrumentación y control. Es un
motor con rotor jaula de ardilla y en el estator tiene dos devanados en
cuadratura, llamados fase de control (cuyo voltaje entre sus terminales
ec (t) = Ec (t) sin (!t), generalmente se usa como señal de control) y fase
de referencia (su voltaje es ef (t) = E cos (!t)). Como la mayoría de sistemas
físicos, el servomotor bifásico es un dispositivo no lineal, lo cual se reeja
fundamentalmente en la relación entre el torque generado, T , con la velocidad
angular, !m, y el voltaje Ec (t).
Figura 3.7: Servomotor bifásico
La gura 3.7 muestra una curva típica dada por los fabricantes de esta
relación, y la gura 3.8 muestra que para una velocidad angular constante,
el torque generado por el motor T (t) es proporcional a Ec (T ).
Se supone que las variaciones de Ec (T ) son lentas comparadas con la señal
de alimentación sin (!t). Así pues, T = T (!;Ec) y linealizando alrededor de












=  k1_ + k2ec = J +B_
Organizando (3.39) se obtiene la ecuación diferencial (3.40)
J + (B + k1)_ = k2ec (3.40)
Usando Laplace en (3.40) con condiciones iniciales nulas se obtiene la función
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s (1 + s)
(3.41)
donde K = k2
B+k1





Como ejemplo de un sistema físico no lineal se considera el servomotor
hidráulico, cuyo modelo matemático se linealiza alrededor de un punto de
operación conocido, P0. El funcionamiento descriptivo del sistema consiste
en que si la válvula piloto es desplazada hacia la derecha, el aceite a presión
entra por el lado derecho del pistón de potencia y el aceite del lado izquierdo
del mismo va hacia el drenaje. La diferencia de presión a ambos lados del
pistón de potencia produce el desplazamiento de éste hacia la izquierda.
El aceite retorna, recibe nuevamente presión por una bomba y vuelve a
circular al sistema. Cuando el pistón piloto se desplaza hacia la izquierda, el
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Figura 3.9: Servomotor hidráulico
pistón de potencia se mueve hacia la derecha. Se determinará la función de
transferencia, después de ser linealizado obviamente el sistema, considerando
como salida el cambio en el desplazamiento de la carga mecánica y y como
entrada el cambio en el desplazamiento de la válvula piloto x:
La gura 3.10 muestra curvas no lineales de los caudales, Q1 y Q2, en función
de las presiones P1 y P2, respectivamente y del desplazamiento de la válvula
piloto, x. Las expresiones matemáticas no lineales son:
Q1 = Kdx
p




Linealizando las ecuaciones (3.42) y (3.43) se obtiene:
Q1 = K1x K2P1 (3.44)



























3.3 Sistemas Hidráulicos 81
Figura 3.10: Curvas no lineales Q1 y Q2
Puesto que el caudal se dene como el cambio de volumen por unidad de
tiempo, entonces:






y por lo tanto:




La fuerza que actúa sobre la masa M , con sentido de derecha a izquierda,
debida al pistón de potencia es:
F = A (P1   P2)
y por lo tanto:
F = A (P1  P2) (3.47)













82 Linealización de modelos físicos no lineales
















Usando la transformada de Laplace en (3.50), suponiendo condiciones







donde K = Kx
B+Ky
y T = M
B+Ky
.
Si la constante de tiempo T es muy pequeña o despreciable, entonces el









Considere el sistema de la gura 3.11 que corresponde a un amortiguador
hidráulico con resorte. Las ecuaciones que describen el comportamiento del





Y donde la fuerza aplicada en el punto y debida al desplazamiento x está
dada por
F = A (P1   P2) (3.54)
y corresponde a
F = Ky (3.55)









Entonces, si se reemplaza (3.55) en (3.54) se tiene
A (P1   P2) = Ky (3.57)
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Figura 3.11: Amortiguador hidráulico
Si se reemplaza la diferencia de presiones de la ecuación (3.53) en la ecuación
(3.57) se tiene
ARq = Ky (3.58)
y si se reemplaza en (3.58) la ecuación (3.56) se obtiene la ecuación (3.59)










Ahora, si aplicamos transformada de Laplace con condiciones iniciales nulas














La ecuación (3.60) describe la función de transferencia entre la entrada X (s)
y la salida Y (s) para el sistema de la gura 3.11. La ecuación (3.59) se puede









y podría ser acoplada con el servomotor hidráulico.
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Ejemplo 3.5 (Gobernador de velocidad de una turbina) Considere
el sistema con servomotor hidráulico de la gura 3.12
Figura 3.12: Gobernador de velocidad de una turbina
Nótese que si Pref , la potencia de referencia, aumenta, el punto A baja, C
sube, D sube, abriendo la válvula piloto, lo que hace bajar E y abre más la
válvula de aguja. La turbina se acelera y ! = Kf aumenta. Al aumentar la
velocidad las masas m se separan y el punto B baja, C y D bajan. Cuando
se consigue el estado estacionario la válvula piloto se cierra.
Asimismo, con Pref constante, si la turbina es cargada, baja la velocidad
! = Kf , las masas se acercan subiendo los puntos B, C y D. La válvula
piloto se abre y E baja, abriendo más la válvula de aguja, incrementando la
velocidad de la turbina, la que hace bajar B, C y D. En el equilibrio (nuevo)
se vuelve, entonces, a cerrar la válvula piloto.
Si se considera la palanca A-B-C:
Xc = f (XA; XB)




















Puesto que XB / f y XA / Pref entonces:
XC = K1f  K2Pref (3.61)
Asimismo para la palanca C-D-E:
XD = K3XC  K4XE (3.62)





Transformando (3.63) y utilizando (3.62):

























; R = K2
K1
.
La gura 3.13 muestra una concatenación simple del gobernador de velocidad
con la turbina, generador y área de potencia, en donde los modelos para la
turbina-generador y el área de potencia se han escogido de primer orden.
PG y PD son los incrementos de la potencia generada y la demandada
por los usuarios, respectivamente.
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Figura 3.13: Concatenación simple del gobernador de velocidad con la
turbina, generador y área de potencia
3.3.3. Sistemas de Nivel de Líquido
Dependiendo de si el ujo del líquido es turbulento o laminar, lo cual se
mide con el número de Reynolds, el sistema se describe mediante ecuaciones
diferenciales no lineales o lineales, respectivamente.
En el sistema de nivel de líquido (sistema hidráulico) de la gura 3.14a, A
es el promedio de la sección transversal del tanque, Qi es el caudal (volumen
por unidad de tiempo) a la entrada y Qo es el caudal de salida. Naturalmente
el volumen (V ) del líquido en el tanque, suponiendo una sección transversal
constante, es función del nivel del mismo, H. Es decir:
V = f (H)
Cuando ocurre un pequeño cambio en el nivel del líquido con respecto al






H = AH (3.66)
Nótese que el líquido en el tanque almacena energía. Si se considera que el
volumen del líquido en el tanque y el nivel en el sistema hidráulico tienen
como análogos eléctricos a la carga eléctrica (q) en un condensador y la
diferencia de potencial (voltaje e), respectivamente, entonces, puesto que
q = Cee, donde Ce es la capacitancia eléctrica, y comparando con la ecuación
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Figura 3.14: Sistema de nivel de líquido
(3.66) se dene la capacitancia del tanque como C , A y por lo tanto (3.66)
se puede reescribir como:
V = CH (3.67)
Además, como la diferencia entre el caudal que le entra al tanque y el que










Es importante notar que puesto que la corriente eléctrica se dene como
i , dq
dt
, entonces el análogo del caudal es la corriente eléctrica.
Con (3.67) en (3.69):




Considérese el caudal de salida Qo, el cual como se muestra en la gura
3.14 puede ser una función no lineal del nivel H, es decir Qo = Qo (H).







La resistencia eléctrica Re se dene por Re , ei y con Qo análogo a i y
H análogo a e, entonces de (3.71) se dene la resistencia de la válvula a la
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salida como R , H
Qo
. Ésta es la pendiente de la curva mostrada en la gura





Con (3.72) y (3.70) y organizando se obtiene la ecuación diferencial que
relaciona un cambio en el caudal de entrada con un cambio en el nivel de







H = Qi (3.73)


















Teniendo en cuenta las analogías eléctricas descritas en esta sección, se puede
obtener el circuito eléctrico análogo del sistema de nivel de líquido de la gura
3.14a como se muestra en la gura 3.15.
Figura 3.15: circuito eléctrico análogo al sistema de nivel de líquido de la
gura 3.14a
En la gura 3.15 las analogías son:
Ce = C, Re = R, e = H, i = Qi, io = Qo.
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Aplicando la primera ley de Kirchho¤ al nodo superior del circuito de la








Reemplazando las analogías en (3.76) se obtiene nuevamente la ecuación
diferencial (3.73).
La siguiente tabla hace un resumen de las analogías consideradas en esta
sección.
Sistema hidráulico Sistema eléctrico
Nivel, H Voltaje, e
Caudal, Q Corriente, i
Resistencia hidráulica, R Resistencia eléctrica, Re
Capacitancia hidráulica, C Capacitancia eléctrica, Ce
3.3.4. Sistemas de nivel de líquido con interacción
Figura 3.16: Sistema de nivel de líquido con interacción
La gura 3.16 muestra dos tanques conectados a través de una válvula. Se
planteará un modelo matemático linealizado y se obtendrá la función de
transferencia, considerando como entrada una variación del caudal Q, Q,
y como salida la variación en el caudal Q2, Q2.




















































Con las ecuaciones (3.81) a (3.84) se puede obtener el diagrama de bloques
que se muestra en la gura 3.17 y se puede obtener la función de transferencia





R1C1R2C2s2 + (R1C1 +R2C2 +R2C1) s+ 1
(3.85)
El circuito eléctrico análogo al sistema hidráulico de la gura 3.16 es el que
se muestra en la gura 3.18.
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Figura 3.17: Diagrama de bloques del sistema con dos tanques
Figura 3.18: Circuito eléctrico análogo al sistema de la gura 3.16
Las ecuaciones que describen el circuito de la gura 3.18, de una vez en el
dominio de s, y que se obtienen aplicando la primera ley de Kirchho¤ en dos
nodos son:
Q (s) = C1sH1 (s) +
1
R1
[H1 (s) H2 (s)] (3.86)







de las cuales se puede obtener H2 (s) en función de Q (s) y teniendo en
cuenta que Q2 (s) = 1R2H2 (s) se obtiene
Q2(s)
Q(s)
, que resulta ser la misma
función de transferencia obtenida anteriormente y dada por la ecuación
(3.85).
3.3.5. Sistemas de nivel de líquido no lineal
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Figura 3.19: Sistema hidráulico
Nótese que la sección transversal del tanque esférico varía con el nivel de su
líquido, es decir su capacitancia hidráulica no es constante. El caudal u es la
entrada del sistema. Se plantearán las ecuaciones de estado no lineales que
describen el comportamiento del sistema.
En el tanque esférico de la gura 3.20 considérese el diferencial de volumen
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Figura 3.20: Tanque esférico de la gura 3.19







Reemplazando (3.88) en (3.90):




Con (3.91) en (3.93) y con (3.91) y (3.92) en (3.93), se obtienen las ecuaciones

























En el sistema neumático de la gura 3.21 se tiene una restricción o válvula y
una cámara de gas. Q es el ujo de gas (masa por unidad de tiempo), Pi es la
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presión de entrada (antes de la restricción) y P0 es la presión en la cámara.
Ya que el ujo de gas a través de la restricción, con el sentido mostrado, es
función, en general no lineal, de la diferencia de presiones Pi   P0, entonces:
Q = f (Pi   P0)
la cual después de ser linealizada alrededor del punto de operación Pop, se








Si se considera al ujo de gas análogo a la corriente eléctrica, i, y la diferencia
de presión análoga a la diferencia de potencial, e, teniendo en cuenta la
denición de resistencia eléctrica, Re = ei , entonces la resistencia al ujo de
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en donde p es la presión absoluta, v el volumen especíco del gas,  su
densidad, m su peso molecular, R la constante universal de los gases y T
la temperatura absoluta. Si se supone que el gas en la cámara de la gura
7.2 está bajo ciertas condiciones, como por ejemplo volumen y temperatura
constantes, y se varía la presión a la cual está sometido, entonces su densidad
() varía, y puesto que M = V , entonces la masa M también varía. Por
lo tanto en el sistema de la gura 7.2, M = f (P0) = P0VKgT (con Kg =
R
m
y teniendo en cuenta que v = V
M








Ya que el ujo del gas es variación de masa por unidad de tiempo, Q = dM
dt
,
y puesto que, como se dijo antes, Q es análogo a la corriente eléctrica, i,
entonces la masa M =
R
Qdt tiene como análogo a la carga eléctrica qe =R
idt. Así entonces, se puede denir la capacitancia neumática C de la cámara
de gas como:
M = CP0 (3.100)










Con (3.96) y (3.100) en (3.101) se obtiene la ecuación diferencial lineal que












y utilizando la transformada de Laplace con condiciones iniciales nulas se







Teniendo en cuenta las analogías eléctricas descritas en esta sección, se puede
obtener el circuito eléctrico análogo del sistema neumático de la gura 3.21
como se muestra en la gura 3.22 y obtener la misma función de transferencia
de la ecuación (3.103).
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Figura 3.22: Circuito eléctrico análogo del sistema de la gura 3.21
La siguiente tabla hace un resumen de las analogías consideradas en esta
sección:
Sistema neumático Sistema eléctrico
Presión, P Voltaje, e
Flujo, Q Corriente, i
Resistencia neumática, R Resistencia eléctrica, Re
Capacitancia neumática, C Capacitancia eléctrica, Ce
Ejemplo 3.6 Para el sistema neumático de la gura 3.23 plantear un
conjunto de ecuaciones en el dominio de s que describa el comportamiento
del sistema en función de los cambios de presión P01 y P02. Los cambios
de presión en las entradas son Pi1 y Pi2. Ri es la resistencia neumática
de la i-ésima válvula y Ci es la capacitancia neumática de la i-ésima cámara.
La gura 3.24 muestra el circuito eléctrico análogo del sistema neumático de
la gura 3.23, de una vez transformado, es decir en el dominio de s.
Aplicando la primera ley de Kirchho¤ a los nodos 1 y 2 del circuito de la
gura 3.24 se obtiene el conjunto de ecuaciones que se desea:
1
R1
[P01 (s) Pi1 (s)] + C1 (s)P01 (s) +
1
R3
[P01 (s) P02 (s)] = 0
1
R3
[P02 (s) P01 (s)] + C2 (s)P02 (s) +
1
R2
[P02 (s) Pi2 (s)] = 0
Ejemplo 3.7 En el sistema neumático de la gura A es la sección
transversal de cada fuelle, Kg es la constante de los gases ideales y Ri es
la resistencia al ujo del gas en cada una de las restricciones, i = 1; 2.
Obtener la función de transferencia considerando como entrada un cambio
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Figura 3.23: Sistema neumático del ejemplo
Figura 3.24: Circuito eléctrico análogo del sistema de la gura 3.23
en la presión P0, P0, y como salida un cambio en la posición z, z. Suponer
conocido el punto de operación, la temperatura en los fuelles constante y que
el gas es ideal.
Se supone que la presión del gas en el fuelle de la izquierda es Pi y en el de
la derecha Pf . Por lo tanto A (Pf   Pi) = Kz, y linealizando:
A (Pf  Pi) = Kz (3.104)
Los ujos de gas a través de las restricciones de la izquierda, _Mi, y de la
derecha, _Mf , son funciones de las respectivas diferencias de presión, P0   Pi
y P0   Pf . Es decir, _Mi = f (P0   Pi) y _Mf = f (P0   Pf ), las cuales al ser
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Figura 3.25: Sistema neumático del ejemplo 3.7









Aplicando la ley de los gases ideales en cada uno de los fuelles se obtienen:
PiVi = KgMiTi
PfVf = KgMfTf
las cuales al ser linealizadas se reducen a:
Mi = C1Pi + C2Vi (3.107)
Mf = C3Pf + C4Vf (3.108)
Reemplazando Vi = Vf = Az en (3.107) y (3.108):
Mi = C1Pi + C2Az (3.109)
Mf = C3Pf + C4Az (3.110)
Suponiendo condiciones iniciales nulas, transformando (3.105) y (3.106) y
reemplazando en (3.109) y (3.110) despues de ser tambien transformadas se









[P0 (s) Pf (s)] = C3Pf (s) + C4Az (s) (3.112)
















P0 (s)  C4Az (s)

(3.114)
Con (3.113) y (3.114) en (3.104) después de ser transformada y organizando





a0s2 + a1s+ a2
en donde:
b0 = A (R1C1 +R2C3) ; b1 = 2A; a0 = KR1R2C1C3 + AR1R2C1C4  
AR1R2C2C3
a1 = KR1C1 +KR2C3 + AR2C4   AR1C2; a2 = K
3.5. Sistemas térmicos
Si se supone que la temperatura de un cuerpo es uniforme, entonces
un pequeño número de sistemas térmicos pueden ser representados por
ecuaciones diferenciales lineales. Se considerará especícamente un calentador
de agua como ejemplo de un típico sistema térmico.
En la gura 3.26 el mezclador tiene como n uniformizar la temperatura del
líquido en el tanque.
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Figura 3.26: Sistema térmico
Se denen las siguientes variables:
_Qi : ujo de calor que entra (por ejemplo, calorías por segundo)
_Qh : ujo de calor producido por la resistencia
_Qc : calor almacenado por unidad de tiempo
_Q0 : ujo de calor que sale
_Ql : calor perdido a través del aislante por unidad de tiempo
Tt : temperatura en el tanque y del líquido que sale
Te : tempertaura en el exterior
La relación fundamental de sistemas térmicos en equilibrio establece que el
calor adicionado al sistema (Qi + Qh) es igual al calor almacenado más las
pérdidas de calor (Qc +Q0 +Ql). Por lo tanto:
_Qi + _Qh = _Qc + _Q0 + _Ql
y linealizada:
 _Qi + _Qh =  _Qc + _Q0 + _Ql (3.115)
3.5 Sistemas térmicos 101
El calor almacenado en el tanque es función de la temperatura del líquido,







Si se considera que el calor almacenado en el tanque es análogo a la carga
eléctrica (qe) en un condesador y la tempertaura es análoga al voltaje (e),
entonces teniendo en cuenta la denición de capacitancia eléctrica, qe = Cee,





lo tanto, (3.116) se puede reescribir como Qc = CTt, la cual después de
ser derivada es:
 _Qc = C _Tt (3.117)
El ujo de calor que sale, _Q0, es función del parámetro denominado capacidad
calórica especíca c, del caudal _M , y de la temperatura del líquido Tt, así:
_Q0 = c _MTt (3.118)
la cual después de ser linealizada alrededor del punto de operación es:
 _Q0 = cTt0 _M + c _M0Tt (3.119)
El ujo de calor perdido a través del aislante depende de la diferencia de
temperaturas en el tanque y en el exterior. Es decir, _Ql = _Ql (Tt   Te).
Linealizando alrededor del punto de operación:
 _Ql =
 _Ql




Como el ujo de calor es variación de calor por unidad de tiempo, entonces
aquel es análogo a la corriente eléctrica y teniendo en cuenta la denición
de resistencia eléctrica Re = ei , entonces de (3.120) se puede denir la


















Tt =  _Qi + _Qh +
1
R
Te   cTt0 _M (3.122)
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Si se supone que no hay cambios en el caudal, es decir  _M = 0, ni cambios







Tt =  _Qi + _Qh (3.123)
que es la ecuación diferencial que relaciona un cambio en la tempertaura en
el tanque con cambios en _Qi y en _Qh.
Figura 3.27: Circuito eléctrico análogo al sistema de la gura 3.26
La gura 3.27 muestra un circuito eléctrico análogo al sistema térmico de la
gura 3.26. Nótese que c _M0 es el inverso de una resistencia eléctrica análoga
a las pérdidas a la salida, y si la fuente de voltaje Te se despreciara, estaría
en paralelo con la resistencia análoga a la resistencia térmica de aislamiento.
 _Qi y  _Qh son análogas a dos fuentes de corriente conectadas en paralelo
suministrando energía al circuito. C representa la capacitancia térmica del
líquido en el tanque.
La siguiente tabla hace un resumen de las analogías consideradas en esta
sección.
Sistema térmico Sistema eléctrico
Temperatura, T Voltaje, e
Flujo de calor, Q Corriente, i
Resistencia térmica, R Resistencia eléctrica, Re
Capacitancia térmica, C Capacitancia eléctrica, Ce
3.6. Ejercicios propuestos
Ejercicio 3.1 La gura 3.28 muestra el diagrama esquemático del sistema
de control de una bola en suspensión. La bola de acero se suspende en el
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aire por la fuerza electromagnética generada por el electroimán, la cual es
directamente proporcional al cuadrado de la relación i
y
con constante de
proporcionalidad K. El objetivo de control es mantener la bola de metal
suspendida en la posición nominal de equilibrio controlando la corriente en
el imán con el voltaje e (t). La resistencia de la bobina es R y la inductancia
es L (y) = Ly (t) , en donde L es una constante.
Figura 3.28: Sistema del ejercicio 3.1
a. Sea E el valor nominal de e (t). Encontrar los valores nominales de y (t),
i (t) y dy(t)
dt
en equilibrio (punto de operación).




encontrar las ecuaciones de estado no lineales.
c. Linealizar las ecuaciones de estado anteriores alrededor del punto de
equilibrio.
Ejercicio 3.2 La gura 3.29 muestra un sistema hidráulico con dos
amortiguadores, uno de los cuales está jo. Encontrar la función de
transferencia H (s) que relaciona la entrada Y (s) (desplazamiento) con
la salida Z (s) (desplazamiento). Suponga que los dos amortiguadores del
sistema son idénticos.
Ejercicio 3.3 La gura 3.30 muestra un sistema hidráulico que incluye un
servomotor, un amortiguador y una palanca, que corresponde a un modelo
simplicado de un control de elevación de un avión. Calcular la función de
transferencia del sistema que relacione el desplazamiento de entrada E (s)
con el desplazamiento de salida Y (s).
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Figura 3.29: Sistema hidráulico del ejercicio 3.2
Figura 3.30: Sistema hidráulico ejercicio 3.3
Ejercicio 3.4 En el sistema de nivel de líquido de la gura 3.31, A = 15m,




en el sistema MKS.
a. Hallar la ecuación diferencial no lineal que relaciona h con u (t).
b. Linealizar la anterior ecuación alrededor del punto de operación,
suponiendo que en este u (t)jP0 = U0 = 2
m3
seg
y h (t)jP0 = H0 = 16m.
Ejercicio 3.5 Plantear un conjunto de ecuaciones de estado que describa el
comportamiento del sistema del péndulo de la gura. Supóngase que cuando
el péndulo está vertical, no hay fuerza del resorte; también que  es pequeño.
El momento de inercia de m con respecto al punto A es ml2.
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Figura 3.31: Tanque del ejercicio 3.4
Ejercicio 3.6 Sobre un carro de masa M hay dos péndulos invertidos de
longitudes l1 y l2 y con masas en sus extremos del mismo valor e igual
m, como se muestra en la gura 3.33. Para valores pequeños de 1 y 2,
demostrar que las ecuaciones de movimiento son:





=  mgi; i = 1; 2
en donde v es la velocidad del carro y u es una fuerza externa aplicada al
mismo.
Ejercicio 3.7 La gura 3.34 muestra la fase de aterrizaje de un módulo
lunar descendiendo sobre la luna. Se supone que la fuerza generada por los
motores es proporcional a _m, en donde m es la masa del módulo. La variable
de control es u = K _m, y la constante de gravedad en la luna estaría dada
por g. Encontrar un conjunto de ecuaciones de estado no lineal y linealizarlo
alrededor del punto de operación: yjP0 = Y0 =constante, _yjP0 = yjP0 = 0,
mjP0 =M0.
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Figura 3.32: Péndulo ejercicio 3.5
Figura 3.33: Sistema del ejercicio 3.6
3.6 Ejercicios propuestos 107
Figura 3.34: Sistema físico ejercicio 3.7
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Capítulo 4
Realizaciones de las ecuaciones
de estado
Al plantear el modelo matemático de un sistema físico con ecuaciones
diferenciales de primer orden, y linealizarlo alrededor de un punto de
operación, es posible obtener una representación matricial de las ecuaciones
de estado y de salida de la forma
_x= Ax+Bu
y= Cx+Du
donde A es la matriz de realimentación, B es la matriz de entrada, C es la
matriz de salida,D es la matriz directa. Puesto que en la mayoría de los casos
D = 0 se puede obtener una ecuación de salida simplicada de la forma
y= Cx
Sin embargo, la representación de un sistema en espacio de estados no
es única. Existen diferentes maneras de obtener una representación en
espacio de estados a partir de las ecuaciones diferenciales que modelan
un sistema físico, o a partir de su matriz de transferencia. Se presentarán
varias formas (también llamadas realizaciones o simulaciones) canónicas
para la representación de las ecuaciones de estado denominadas Controlador
(Controller), Controlable (Controlability), Observador (Observer),
Observable (Observability). Estas realizaciones se analizarán para el caso
de sistemas de una entrada y una salida (SISO). Se hace énfasis en que hay
innito número de realizaciones diferentes.
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4.1. Realizaciones canónicas
4.1.1. Realización tipo Controller
Considere la ecuación diferencial para un sistema SISO dada por
y(n)+a1y
(n 1)+   +an 1y(1)+any = b0u(n 1)+   + bn 2u(1)+ bn 1u (4.1)
Al aplicar transformada de Laplace con condiciones iniciales nulas, es posible







n 2 +   + bn 1
sn + a1sn 1 + a2sn 2 +   + an
(4.2)
En este caso, se supone que el grado del polinomio del numerador es menor
que el del denominador, que es lo que generalmente ocurre. Dividiendo tanto







 2 +   + bn 1s n





1 + a1s 1 + a2s 2 +   + ans n
U (s) (4.4)
entonces
E (s) =  a1s 1E (s)  a2s 2E (s)       ans nE (s) + U (s) (4.5)
De la ecuación (4.5) se implementa la parte inferior del diagrama de bloques
de la gura 4.1
Reemplazando la ecuación (4.4) en (4.3) se obtiene
Y (s) = b0s
 1E (s) + b1s
 2E (s) +   + bn 1s nE (s) (4.6)
De la ecuación (4.6) se obtiene la parte superior del diagrama de bloques de
la gura 4.1.
Si se denen las salidas de los integradores como variables de estado, de la
gura 1.3 se obtiene:
Xn (s) = s
 1Xn 1 (s)
...
X2 (s) = s
 1X1 (s) (4.7)
X1 (s) = s
 1 [ a1X1 (s)  a2X2 (s)       anXn (s) + U (s)]
Y (s) = b1X1 (s) + b2X2 (s) +   + bnXn (s)
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Figura 4.1: Realización canónica tipo Controlador
Aplicando la transformada inversa de Laplace a (4.7) y escribiendo en forma








 a1  a2     an
1 0    0
...
. . . . . .
...



























dondeAc,Bc, yCc son las matrices de realimentación, de entrada y de salida,
respectivamente, en la forma canónica Controlador (Controller).
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4.1.2. Realización tipo Observer
Considere la ecuación diferencial para un sistema SISO dada en (4.1).
Reorganizando la ecuación (4.1) se obtiene
y(n) + [a1y   b0u](n 1) +   + [an 1y   bn 2u](1) = [bn 1u  any] (4.12)
Integrando ambos miembros de la ecuación (4.12) y deniendo las variables
de estado, se obtiene:
y(n 1) + [a1y   b0u](n 2) +   + [an 1y   bn 2u] =
Z
[bn 1u  any] dt = xn
(4.13)
Reorganizando (4.13)
y(n 1)+[a1y   b0u](n 2)+  +[an 2y   bn 3u](1) = xn+bn 2u an 1y (4.14)
e integrando (4.14), se obtiene
y(n 2) +   + [an 1y   bn 2u] =
Z
[xn + bn 2u  an 1y] dt = xn 1 (4.15)
Se repite el mismo proceso hasta que nalmente se obtiene
y(1) + [a1y   b0u] =
Z
[x3 + b1u  a2y] dt = x2 (4.16)
y(1) = x2 + b0u  a1y (4.17)
Las ecuaciones (4.13), a (4.17) se pueden implementar mediante el diagrama
de bloques de la gura 4.2
Las ecuaciones de estado y de salida se obtienen directamente del diagrama
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Figura 4.2: Realización canónica tipo Observador
es decir
_x = Aox+Bou (4.20)
y = Cox (4.21)









4.1.3. Realización tipo Controlability
Se puede vericar que el sistema de la gura 4.3 tiene la misma función de
transferencia de la ecuación (4.3).
De la gura 4.3 se obtiene la ecuación matricial de estado y de salida:
_x = ACox+BCou (4.23)
y = CCox (4.24)
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0 0     an


















b0 b1    bn 1

26664





. . . . . . a1
0    0 1
37775
 1
4.1.4. Realización tipo Observability
El sistema de la gura 4.4 tiene la misma función de transferencia de la
ecuación (4.3).
De la gura 4.4 se tiene que la ecuación matricial de estado y de salidas están
dadas por:
_x = AObx+BObu (4.25)
y = CObx (4.26)
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0 1    0
...
. . . . . .
...
0    0 1
 a1     an 1  an














. . . . . . 0
















4.2. Función de transferencia nominal
En el caso de sistemas escalares y con la matriz directa D = 0, la función de
transferencia puede ser calculada como
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en donde br (s) y ar (s) son primos relativos, es decir, no tienen factores
comunes (excepto posiblemente constantes).





Sin embargo, la relación b(s)
a(s)
tiene un signicado especial con respecto a






a la cual simplemente se le llamará función de transferencia, a menos que sea




. Tal ocasión sucede con respecto
a los polos y los ceros de una función de transferencia, los cuales son las raices
de los polinomios ar (s) y br (s) respectivamente. En particular, los polos son
también las raices de a (s) = det (sI A) y por lo tanto valores propios de
A o frecuencias naturales de la realización fA;B;Cg. Sin embargo, no todos
los valores propios de A (raices de a (s)) son raices de ar (s) (polos de H (s)),
a menos que a (s) = ar (s).
La anterior discusión explica el por qué la función de transferencia da una
descripción externa de un sistema, mientras que las ecuaciones de estado (o
el conjunto fA;B;Cg) ó la función de transferencia nominal b(s)
a(s)
, dan una
descripción interna del sistema. Ésta suministra información que podría no
aparecer en la descripción externa.
4.3. Análisis matricial de las realizaciones
4.3.1. Observabilidad de estados
Considere un sistema escalar (SISO) descrito por las ecuaciones de estado y
de salida:
_x = Ax (t)+Bu (t) ; t  0 (4.28)
y (t) = Cx (t) ; x (0) = x0 (4.29)
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Si se supone que se conocen fA;B;Cg y las funciones de entrada y de salida
fu (t) ; t  0g, fy (t) ; t  0g, se plantea el problema de determinar (observar)
los estados fx (t) ; t  0g.
En muchos problemas de naturaleza teórica y también en el diseño práctico
de instrumentación y control de sistemas, es de gran interés saber si es posible
obtener toda la información sobre el estado del sistema por medición de la
salida.
De (4.29):
y (t)=Cx (t) (4.30)
_y (t)=C_x (t) = CAx (t)+CBu (t) (4.31)
y (t) = CA_x (t)+CB _u (t) = CA2x (t) +CABu (t) +CB _u (t) (4.32)
...
y(n 1) (t) = CA(n 1)x (t) +CA(n 2)Bu (t) +   +CBu(n 2) (t) (4.33)
Reescribiendo en forma matricial (4.30) a (4.33), se obtiene:






















37775 ; T =
26666664
0 0    0 0
CB 0
. . . . . . 0
CAB CB




. . . 0 0




Si se supone que u (0 ) = 0 y se evalúa (4.34) en t = 0  se obtiene
y (0 ) = Ox (0 ) (4.37)
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De (4.37) se concluye que dadas las condiciones iniciales y (0 ), _y (0 ), . . . ,
y(n 1) (0 ), para obtener el estado inicial x (0 ), es necesario que la matriz
O (C;A), llamada matriz de observabilidad, sea no singular, es decir detO 6=
0.
Denición 4.1 Los estados de un sistema pueden ser observados desde la
salida si y solo si la matriz de observabilidad O (C;A) es no singular. En
este caso se dice que el sistema es observable.
Así, no todas las realizaciones son observables. Depende totalmente del par
fC;Ag. Sin embargo, las dos realizaciones llamadas Observador (Observer)
y Observable (Observability) tienen un signicado particular aqui: ellas son
siempre garantizadas observables. Se puede encontrar que:
OOb = O (COb;AOb) = Inn (4.38)
O 1O = O 1O (CO;AO) =
26664





. . . . . . 0
an 1    a1 1
37775 (4.39)
4.3.2. Controlabilidad de estados
Considere un sistema descrito por fA;B;Cg, donde la matriz de
controlabilidad está dada por
C = C (A;B) =

B AB A2B    An 1B

Denición 4.2 Un sistema es controlable, si dados fA;B;Cg es posible
encontrar una variante de control u (t) de modo que el estado energético
inicial x (t0) pueda ser llevado a un estado nal deseado x (tf ), en un tiempo
nito (tf   t0). Un sistema fA;B;Cg es controlable por u si la matriz de
controlabilidad C es no singular.
Se puede vericar que las realizaciones Controlador (Controller) y
Controlable (Controlability) son siempre controlables ya que
CCo = Inn (4.40)
C 1C =
26664





. . . . . . a1
0    0 1
37775 (4.41)
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Nótese la siguiente implicación de dualidad: una realización fA;B;Cg es






Controlabilidad involucra entradas y estados, mientras que observabilidad
involucra salidas y estados.
Ejemplo 4.1 Para un sistema con modelo de espacio de estados con
matrices A, B, y C, de la forma:
A =
2664
0 1 0 0
0 0  1 0
0 0 0 1








La matriz de controlabilidad puede ser calculada como
C (A;B) =





0 1 0 2
1 0 2 0
0  2 0 10
 2 0  10 0
3775
Como det C =  84 se dice que el sistema es controlable.
Ejemplo 4.2 Considere un modelo de espacio de estados con matrices A,






































35 = 0 1
1 1

Como det C = 0 y detO =  1 entonces se dice que el sistema descrito por
las matrices A, B, y C es observable pero no controlable.
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Ejemplo 4.3 Considere un modelo de espacio de estados con matrices A,




































  1 0
 2  1
35 =  1 1 1  1

Como det C =  2 y detO = 0 entonces se dice que el sistema descrito por
las matrices A, B, y C es controlable pero no observable.
4.4. Realización mínima
Una realización fA;B;Cg es mínima. es decir, es realizada con el más
pequeño número posible de integradores (el más pequeño número de variables
de estado) si y solo si fA;Bg es controlable y fC;Ag es observable.
También una realización es mínima si y solo si a (s) = det (sI A) y
b (s) = C [adj (sI A)]B son primos relativos (coprimos), es decir, no tienen
factores comunes (excepto por constantes).
Una función de transferencia H (s) = b(s)
a(s)
es irreducible si y solo si todas las
realizaciones de orden n (donde n es el grado de a (s)), son controlables y
observables.
Es importante mencionar dos cosas:
a. La controlabilidad en sistemas de múltiple entrada generalmente no
requiere que el sistema sea controlable por cada entrada actuando sola;
el sistema es controlable si todas las entradas actuando juntas pueden
transferir el estado x (t0) al estado x (tf ). La prueba de controlabilidad
en este caso es que la matriz C (A;B) tenga rango total.
b. Para sistemas de múltiple salida el criterio algebraico para
observabilidad es que el rango de O (C;A) sea igual a n (número de
variables de estado).
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4.5. Ejercicios propuestos
Ejercicio 4.1 Encuentre las realizaciones controller y observer para los
siguientes sistemas, escríbalas en forma matricial y dibuje el diagrama de
bloques.
a. H (s) = 5(s+2)
s2(s+3)(s+2)
b. H (s) = 10(s+1)
s(s+3)(s+2)
c. H (s) = 10
s3+10s2+5s+10
Ejercicio 4.2 La función de transferencia de un sistema está dada por
H (s) =
s+ a
s3 + 7s2 + 14s+ 8
Determine los valores de a para los cuales el sistema no es controlable
Ejercicio 4.3 Considere un sistema descrito por la ecuación de estado











encuentre la región en un plano a vs b tal que el sistema sea completamente
controlable.
Ejercicio 4.4 Determine las condiciones para b1; b2; d1 y d2 tal que el

















Ejercicio 4.5 El péndulo invertido doble mostrado en la gura 4.5 puede ser









0 1 0 0 0 0
16 0  8 0 0 0
0 0 0 1 0 0
 16 0 16 0 0 0
0 0 0 0 0 1


















Determine la controlabilidad del sistema.
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Figura 4.5: Péndulo invertido doble ejercicio 4.5
Capítulo 5
Estabilidad
De manera general, se puede tener una idea de la estabilidad de un sistema
asociada con la ubicación en el plano complejo s (frecuencia compleja) de las
raices de la ecuación característica: el sistema es estable si todas las raices
están en el semiplano complejo izquierdo. Sin embargo, por conveniencia
y para complementar, se presentarán algunos aspectos del problema de
estabilidad y algunos criterios para determinarla en sistemas análogos.
Se denirá primero la estabilidad externa o estabilidad entrada acotada -
salida acotada (BIBO: bouded input bouded output) para un sistema lineal
invariante con el tiempo. Luego se dene la estabilidad interna de una
realización con el requerimiento de que todas las raices de la ecuación
característica tengan partes reales negativas. Se notará que estabilidad
externa podría no ser equivalente a estabilidad interna, excepto para
realizaciones mínimas.
5.1. Estabilidad externa
Se dice que un sistema causal es externamente estable si una entrada acotada
ju (t)j < M1,  1 < T  t < 1, produce una salida acotada jy (t)j < M2,
 T  t < 1. Una condición necesaria y suciente para tal estabilidad,
entrada acotada - salida acotada, es que la respuesta impulsiva sea tal que:
Z 1
0
jh (t)j dt < M <1 (5.1)
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en donde h (t) = L 1 fH (s)g y H (s) es la función de transferencia del
sistema. En la discusión sobre estabilidad externa se supondrán condiciones
iniciales cero. Cuando éstas no son cero, se pueden tratar como entradas
acotadas al sistema desenergizado, y por eso no hay pérdida de generalidad
aquí.
Para probar la suciencia de (5.1) nótese que
y (t) = h (t)  u (t) =
Z 1
0
h ()u (t  ) d (5.2)




h ()u (t  ) d
  Z 1
0




jh ()j d M (5.3)
con M <1.
Para demostrar la necesidad, supóngase queZ 1
0
jh ()j d =1
pero que todas las entradas acotadas dan salidas acotadas. Se establecerá
una contradicción aquí, y así probar la necesidad de la condición (5.1). Para
esto considérese una entrada acotada denida por:
 (t1   t) = sgn (h (t)) ,
8<:
1; si h (t) > 0
0; si h (t) = 0
 1; si h (t) < 0
(5.4)








h () sgnh () d =
Z 1
0
jh ()j d =1; por suposición
Por lo tanto y (t) no sería acotada.
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Para mostrar la relación entre las raices de la ecuación característica y la
condición en la ecuación (5.1), se reescribe la función de transferencia como:
H (s) = L fh (t)g =
Z 1
0
h (t) e stdt (5.5)









con s =  + j!, entoncese st = e te j!t = e t (5.7)






Si una o más raices de la ecuación característica están en el semiplano
complejo derecho o sobre el eje imaginario, entoncese t M = 1 (5.9)




M jh (t)j dt =
Z 1
0
jh (t)j dt (5.10)
lo cual viola el requerimiento de estabilidad externa. Por lo tanto, para
estabilidad entrada acotada - salida acotada, las raices de la ecuación
característica, o los polos de H (s) deben estar en el semiplano complejo
izquierdo.
5.2. Estabilidad interna
La estabilidad interna se reere a la estabilidad de una realización de un
sistema. Así, un sistema con ecuaciones de estado y de salida
_x = Ax+Bu
y = Cx (5.11)
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es internamente estable si la solución de
_x=Ax;x (t0) = x0; t  t0 (5.12)
x, tiende a cero (0) cuando t ! 1 (en el estado estacionario, xss) para un
arbitrario x0.
Si se examina la solución en el domnio de la frecuencia compleja
(transformada de Laplace) se tiene:
X (s) = (sI A) 1 x0 =
adj (sI A)
det (sI A)x0 (5.13)









det (sI A)x0 = 0 (5.14)
si y solo si las frecuencias naturales (raices del det (sI A)) están en el
semiplano complejo izquierdo. Por lo tanto, la realización será internamente
estable si y solo si
<e fi (A)g < 0 (5.15)
en donde i (A) son los valores propios de A.
El anterior argumento también demuestra que una realización internamente
estable siempre tendrá una respuesta al impulso que satisface la condición
(5.1); es decir, será también externamente estable. Sin embargo, una
realización externamente estable no necesariamente es internamente estable,
a menos que la realización sea mínima, es decir que sea controlable y
observable.
Ejemplo 5.1 Considere un sistema con función de transferencia Hf (s) =
1
s 1 , el cual es inestable. Supóngase que para estabilizarlo se precede Hf (s)
con una función de transferencia de la forma Hc (s) = s 1s+1 , como se muestra










En (5.16) se hizo una cancelacíon de un polo con un cero, lo cual le
da, aparentemente, estabilidad al sistema. Como se verá a continuación,
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Figura 5.1: Compensación serie o cascada
Figura 5.2: Realización para la gura 5.1
esta técnica para estabilizar el sistema no funciona y para ver por qué se
considerará la realización que se muestra en la gura 5.2






























= (s+ 1) (s  1) = 0
los cuales son  1 y +1; es decir tiene una raiz en el semiplano complejo
derecho y por lo tanto el sistema es inestable internamente. Para aclarar más
sobre esta inestabilidad, se resuelven las ecuaciones de estado utilizando la
transformada de Laplace por ejemplo, suponiendo el estado inicial: x1 (0) =
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x10 y x2 (0) = x20. Entonces:
x1 (t) = x10e
 t   2e t  v (t) ; t  0







+ e t  v (t) ; t  0
Nótese que si el estado energético inicial es cero, la función de transferencia
es 1
s+1
como era de esperarse. Sin embargo, a menos que el estado energético
inicial se pueda mantener en cero, y (t) crecerá sin límites. Naturalmente, es
difícil mantener x10 = x20 = 0 (voltajes inducidos, ruido, etc.) y en este caso
si x10 6= 0 o x20 6= 0 de la expresión de y (t) se ve que el sistema es inestable.
Por lo tanto, el método anterior de estabilizar el sistema no sirve.
Supóngase ahora que la conexión en cascada de Hf (s) y Hc (s) se hace como
se presenta en la gura 5.3
Figura 5.3: Conexión en cascada de Hf (s) y Hc (s)
Desde el punto de vista de la función de transferencia, la de la gura 5.3 es
completamente equivalente a la de la gura 5.1. Considérese la realización de
la gura
Figura 5.4: Una realizacion del sistema de la gura 5.3
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Resolviendo x1 y x2 de las ecuaciones de estado y reemplazando en la ecuación
de salida se puede encontrar que:
y (t) = (x10 + x20) e
 t + e t  v (t) ; t  0
Nótese que ahora el sistema es estable en lo que corresponde a y (t), aún si el
estado energético inicial es diferente de cero. Sin embargo, la realización de
la gura 5.4 es todavía internamente inestable ya que x1 (t) y x2 (t) tienen
términos que crecen con et. Obviamente para esta realización las frecuencias
naturales siguen siendo  1 y +1.
Se puede concluir entonces que el comportamiento interno de una realización
podría ser más complicado que lo que es indicado por su comportamiento
externo. El comportamiento interno se determina por las frecuencias
naturales de la realización sin señal de entrada, las cuales en el ejemplo
anterior son  1 y +1. Sin embargo, debido a la cancelación, no todos
los modos correspondientes de oscilación aparecerán en la función de
transferencia total. En otras palabras, ya que la función de transferencia se
dene suponiendo estado energético inicial nulo, ella podría no mostrar todas
las frecuencias naturales de la realización actual del sistema. Para un análisis
completo, se necesita hacerle un buen seguimiento a todos los modos, aquellos
mostrados explicitamente por la función de transferencia y los escondidos.
Esto es posible si se es cuidadoso en los cálculos de la función de transferencia.
Sin embargo, fue la ecuación de estado la que dio claridad con respecto al
problema.
La diferencia en comportamiento de las realizaciones de las guras 5.2 y 5.4 se
aplica por el hecho de que la de la gura 5.2 es observable pero no controlable,
mientras que la otra realización 5.4 es controlable pero no observable. Esto
se puede vericar fácilmente determinando las matrices O y C para ambas
realizaciones.
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5.3. Método algebraico para determinar la
estabilidad de sistemas continuos
Aunque existen varios métodos para determinar la estabilidad de un sistema
tales como los de Nyquist, lugar de las raices, Bode, etc., éstos son métodos
frecuenciales algunos de los cuales se verán posteriormente. En este capítulo
se verá un método algebraico para determinar la estabilidad, llamado criterio
de Routh-Hurwitz.
Se supone que la ecuación característica de un sistema lineal e invariante es:
a (s) = ans
n + an 1s
n 1 + an 2s
n 2 +   + a1s+ a0 = 0 (5.17)
en donde todos los coecientes son reales. Para que las raices de a (s) no
tengan partes reales positivas, es necesario pero no suciente que todos los
coecientes del polinomio a (s) tengan el mismo signo y sean diferentes de
cero.
5.3.1. Criterio de Routh-Hurwitz
Se construye la siguiente tabla:
sn an an 2 an 4 an 6   
sn 1 an 1 an 3 an 5 an 7   
sn 2 b1 b3 b5 b7   
sn 3 b2 b4 b6 b8   













 an an 2an 1 an 3
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 an an 6an 1 an 7

an 1


























,   
5.3 Método algebraico para determinar la estabilidad de sistemas continuos131
El criterio es el siguiente:
Para que el sistema sea estable es necesario que todas las constantes de la
primera columna sean positivas. Esto es:
an; an 1; b1; b2; c1; : : : > 0
En caso de inestabilidad, el número de raices en el plano complejo derecho
es igual al número de cambios de signo.
Ejemplo 5.2 Considere la ecuación característica a (s) = 2s4 + s3 + 3s2 +
5s+ 10 = 0. Determinar si corresponde a un sistema estable o inestable.
Se construye la tabla de Routh-Hurwitz de la forma
s4 2 3 10

















 1 0 7 0









= 10 0 0
ya que hay dos cambios de signo en la primera columna de la tabla anterior, la
ecuación característica a (s) tiene dos raices en el semiplano complejo derecho,
lo cual corresponderá a un sistema inestable.
Ejemplo 5.3 Considere la ecuación característica a (s) = s6 + 6s5 + 21s4 +
44s3+62s2+52s+100 = 0. Determinar si corresponde a un sistema estable
o inestable.
Se construye la tabla de Routh-Hurwitz de la forma
s6 1 21 62 100









= 53:33 100 0
s3 20:6 8:10 0 0





=  34:8 0 0 0
s0 100 0 0 0
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ya que hay dos cambios de signo en la primera columna de la tabla anterior, la
ecuación característica a (s) tiene dos raices en el semiplano complejo derecho,
lo cual corresponderá a un sistema inestable.
5.3.2. Casos especiales
Las siguientes dicultades podrían ocurrir cuando se esté determinando los
valores de la tabla:
1. El primer elemento en cualquier la de la tabla es cero.
2. Todos los elementos de una la de la tabla son cero.
En el primer caso, si aparece un cero en el primer elemento de una la, cada
elemento en la próxima la tendrá un valor innito y la tabla no se podría
continuar. Para resolver esta situación, se reemplaza el cero en el primer
elemento de la la por un número pequeño arbitrario positivo  y se continúa
con las tabla, y después se analizan los elementos en la primera columna de
la tabla que contengan el  para valores cercanos a cero. Esto se ilustra con
el siguiente ejemplo.
Ejemplo 5.4 Considere la ecuación característica a (s) = s4 + s3 + 2s2 +
2s+ 3 = 0. Determinar si corresponde a un sistema estable o inestable.
Se construye la tabla de Routh-Hurwitz de la forma
s4 1 2 3










ya que el primer elemento de la la s2 es cero, cada elemento en la la
correspondiente a s1 sería innito. Esta dicultad se resuelve reemplazando
el cero por un número positivo pequeño  y se continúa la tabla:








s0 3 0 0
Nótese que cuando  ! 0+ hay dos cambios de signo y por lo tanto a (s)
tiene dos raices en el semiplano complejo derecho. Adicionalmente, cuando
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 ! 0  también ocurren dos cambios de signo lo que verica las dos raices
con parte real positiva.
En el segundo caso, cuando todos los elementos de una la son ceros antes de
que la tabla sea terminada, indica que una o más de las siguientes condiciones
podrían existir:
1. La ecuación tiene por lo menos un par de raíces reales con igual
magnitud pero signos opuestos.
2. La ecuación tiene por lo menos un par de raices sobre el eje imaginario.
3. La ecuación tiene pares de raices complejas conjugadas simétricas con
respecto al eje imaginario. Por ejemplo: s1;2 =  1 j; s3;4 = 1 j.
Esta dicultad se puede resolver usando la ecuación auxiliar A (s) = 0, la
cual se forma con los coecientes de la la inmediatamente anterior a la de
ceros en la tabla. La ecuación auxiliar siempre es un polinomio par, es decir,
tiene solo potencias pares de s. Las raices de la ecuación auxiliar también son
raices de la ecuación característica original. Para continuar la tabla cuando
aparece una la de ceros se hace lo siguiente:
1. Se forma la ecuación auxiliar A (s) = 0 con los coecientes de la la
inmediatamente anterior a la de ceros.




3. Se reemplazala la de ceros con los coecientes de dA(s)
ds
.
4. Se continua la tabla de manera usual.
5. Se interpretan los signos de los coecientes en la primer columna de la
tabla de la manera acostumbrada.
Ejemplo 5.5 Considere la ecuación característica a (s) = s5 + 4s4 + 8s3 +
8s2+7s+4 = 0. Determinar si corresponde a un sistema estable o inestable.
Se construye la tabla de Routh-Hurwitz de la forma
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s5 1 8 7










s2 4 4 0
s1 0 0 0
Ya que aparece una la de ceros, se forma la ecuación auxiliar usando los
coecientes de la la s2:
A (s) = 4s2 + 4 = 0
dA (s)
ds
= 8s = 0
De esta última ecuación los coecientes 8 y 0 reemplazan los ceros en la la
s1 de la tabla y se continúa con su elaboración
s1 8 0 0
s0 4 0 0
Como no hay cambios de signo en la primera columna de la tabla, a (s)
no tiene raices en el semiplano complejo derecho. Resolviendo la ecuación
auxiliar se obtienen las raices s1;2 = j, las cuales son también raices de
a (s). Así, a (s) tiene tres raices con parte real negativa y dos raices sobre
el eje imaginario por lo que el sistema es considerado como marginalmente
estable.
Se reitera que el criterio de Routh-Hurwitz sólo es válido si la ecuación
característica es algebraica con coecientes reales. Si uno cualquiera de los
coecientes de la ecuación es complejo, o si la ecuación no es algebraica (como
cuando contiene funciones exponenciales), el criterio no es aplicable.
5.4. Ejercicios propuestos
Ejercicio 5.1 Considere el polinomio característico de un sistema dado por:
p (s) = s6 + 5s5 + 11s4 + 25s3 + 36s2 + 30s+ 36
Determinar si el sistema es estable usando el criterio de Routh-Hurwitz, y
encontrar los valores para todos los polos.
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Ejercicio 5.2 Aplique el criterio de Routh-Hurwitz a los siguientes
polinomios característicos y determine: a) el número de raices con partes
reales positivas, b) el número de raices con partes reales nulas, y c) el número
de raices con partes reales negativas.
a. p (s) = 4s3 + 7s2 + 7s+ 2
b. p (s) = s3 + 3s2 + 4s+ 1
c. p (s) = 5s3 + s2 + 6s+ 2
d. p (s) = s5 + 2s4 + 2s3 + 4s2 + 11s+ 10
Ejercicio 5.3 Considere el polinomio característico de un sistema dado por
p (s) = s3 + 5s2 +Ks+ 1
a. Determine para que rango de valores de K tendrán partes reales
negativas los polos del sistema
b. Determine el valor de K que hagan que desaparezcan las partes reales.
Ejercicio 5.4 Las ecuaciones características de algunos sistemas se
muestran a continuación. Para cada caso, determine los valores de K que
correspondan a un sistema estable.
a. p (s) = s4 + 22s3 + 10s2 + s+K
b. p (s) = s4 + 20Ks3 + 5s2 + (10 +K) s+ 15
c. p (s) = s3 + (K + 0:5) s2 + 5Ks+ 50
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Capítulo 6
Análisis en el dominio del
tiempo
En el problema de análisis de sistemas en el dominio del tiempo, una señal
de referencia se aplica al sistema y el desarrollo de éste se evalúa estudiando
su respuesta en el dominio del tiempo. La respuesta temporal y (t) de un
sistema generalmente se divide en dos partes: la respuesta transitoria yt (t) y
la de estado estacionario o régimen permanente yss (t). Es decir:
y (t) = yt (t) + yss (t) (6.1)
El objetivo de este capítulo es analizar la respuesta de un sistema en el
tiempo, al aplicar diferentes señales de referencia. Para esto en necesario tener
una idea básica de la estabilidad de un sistema. Se puede decir de manera
general, que un sistema es estable si las raíces del polinomio característico o
denominador de la función de transferencia del sistema H (s) = b(s)
a(s)
tienen
parte real negativa. Lo cual signica que los valores de s que satisfacen la
ecuación característica a(s) = 0, esto es, las raices de a (s), deben estar
ubicadas en el semiplano complejo izquierdo. Asi, el término yt (t) en la
ecuación (6.1) corresponde a la parte de la respuesta que tiene a cero (para
sistemas estables) cuando t se hace muy grande (t!1). Entonces
lm
t!1
yt (t) = 0 (6.2)
La respuesta de estado estacionario yss (t) es aquella parte de la respuesta
total que permanece después de que el transitorio ha desaparecido. Debido
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a que los sistemas lineales contienen elementos que almacenan energía
(inercia, masa, resorte, inductancia, condensador, etc.), todos ellos presentan
transitorios en su respuesta y (t) cuando son sometidos a una señal de
referencia. Es decir, las respuestas típicas de un sistema no pueden tener
cambios instantáneos. Así, el análisis de la parte transitoria es importante
ya que es parte signicativa del comportamiento dinámico del sistema, y las
desviación entre la salida (respuesta) y la entrada (señal de referencia) debe
ser cercanamente observada antes de que se alcance el estado estacionario.
La respuesta de estado estacionario también es importante, ya que cuando se
compara con la referencia da una indicación de la ganancia del sistema, o de
la precisión nal del sistema. Si no son iguales, se dice que el sistema tiene
un error de estado estacionario En el problema de diseño de controladores,
se dan las especicaciones en términos de la respuesta transitoria y de la
respuesta de estado estacionario.
6.1. Señales de prueba para la respuesta
temporal de sistemas
A veces las entradas a muchos sistemas no se conocen y podrían variar
aleatoriamente en el tiempo. Para propósitos de análisis y diseño se
consideran algunos tipos básicos de señales de prueba de modo que se
pueda evaluar el desarrollo del sistema. Seleccionando estas señales de
prueba adecuadamente, no sólo se sistematiza el tratamiento matemático del
problema, sino que las respuestas debidas a estas entradas permiten predecir
el comportamiento del sistema a otras entradas más complejas.
Cuando la respuesta del sistema lineal e invariante con el tiempo se analiza
en el dominio de la frecuencia, se usa una entrada sinusoidal con frecuencia
variable. Esto permite obtener características del sistema en términos de la
relación de amplitudes y fase entre la entrada y la salida las cuales se gracan
como funcione de frecuencia. Es posible predecir el comportamiento en el
domino del tiempo del sistema, a partir de sus características en el dominio
de la frecuencia.
Para facilitar el análisis en el dominio del tiempo, se usan las siguientes
señales de prueba determinísitcas:




 (t) ; t = 0




R; t  0
0; t < 0
(6.4)
o
r (t) = Rs (t) (6.5)
en donde R es una constante real y s (t) es la función escalón unitario.
3. Señal rampa:
r (t) = Rts (t) (6.6)
4. Señal parabólica:
r (t) = Rt2s (t) (6.7)
La función de transferencia y la respuesta impulsiva (respuesta ante un
impuso unitario) de un sistema lineal invariante en el tiempo contienen la
misma información sobre la dinámica del sistema. En la práctica se puede
considerar como un impulso, a un pulso de entrada con muy corta duración
en comparación con las constantes signicativas del sistema.
La función escalón es muy útil como señal de prueba ya que su cambio inicial
instantáneo es amplitud revela que tan rápido responde el sistema a entradas
con cambios abruptos. Además como ella contiene en principio una amplia
gama de frecuencias en su espectro, como resultado de la discontinuidad, es
equivalente a la aplicación de numerosas señales sinusoidales con un amplio
rango de frecuencias. Además, si se conoce la respuesta de un sistema lineal
a la función escalón s (t), fácilmente obtenible en práctica, la respuesta
impulsiva se puede obtener derivando la respuesta al escalón.
6.1.1. Error de estado estacionario
El error de estado estacionario es una medida de la ganancia o de la precisión
del sistema cuando un tipo especíco de entrada o señal de prueba se aplica
a este. Si en un sistema la entrada r (t) y la salida y (t) tienen la misma
dimensión, el error se dene como
e (t) = r (t)  y (t) (6.8)
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6.2. Sistemas de primer orden
Considere el sistema de la gura 6.1 con entrada R (s) y salida Y (s) con








el cual tiene como denominador el polinomio a (s) = Ts + 1, de forma que
tiene un solo polo en s =   1
T
:
Figura 6.1: Sistema de primer orden
6.2.1. Respuesta al escalón unitario
Considere que el sistema H (s) tiene como entrada R (s) un escalón unitario
















donde A = K, y B =  KT , así:
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Figura 6.2: Respuesta de un sistema de primero orden a una entrada escalón
unitario
Aplicando la transformada inversa de Laplace a (6.13) se obtiene




; t  0 (6.14)
La ecuación (6.14) correspondiente a y (t) se muestra en la gura
Nótese que la constante de tiempo T es aquel valor de tiempo para el cual
la respuesta ha alcanzado el 63:2% de su valor nal K. A menor valor de la
constante de tiempo, más rápida es la respuesta del sistema, y cuando T es
pequeña, el polo s =   1
T
se aleja del eje imaginario haciéndose más negativo.
Para t = 4T la respuesta está a menos del 2% del valor nal K. Por eso se
acostumbra suponer que después de cuatro constantes de tiempo, el sistema
ha alcanzado el estado estacionario, y se dene el tiempo ts por la ecuación
ts = 4T (6.15)
Otra característica importante de la curva exponencial es que la pendiente
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esta alcanzaría el valor nal K en t = T segundos.
La ganancia del sistema o la diferencia entre el valor de entrada r (t) y el
valor de salida y (t) cuando t ! 1 (error de estado estacionario) puede ser
calculada como
ess = 1  lm
t!1
y (t) = 1 K (6.17)
Este también puede ser calculado aplicando el teorema de valor nal
ess = 1  lm
s!0
sY (s) = 1 K
que es el mismo resultado (6.17).
6.2.2. Respuesta a la rampa unitaria
Con la respuesta al escalón unitaria dada por (6.14), la respuesta a la rampa










t  T + Te  tT
i
(6.18)
El error e (t) estaría dado por
e (t) = t K
h






+ (1 K) t (6.19)
Para t T :




e (t) =1 (6.21)
lo que indica que este sistema no sigue la rampa.
6.2.3. Respuesta al impulso unitario
Como el impulso unitario es la derivada del escalón, la respuesta del sistema















La respuesta al impulso corresponde únicamente a la respuesta natural del
sistema, mientras que las respuestas al escalón unitario y a la rampa unitaria
corresponden a la respuesta natural y a la respuesta forzada del sistema.
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6.3. Sistemas de segundo orden
Considere un sistema con entrada R (s) y salida Y (s) con función de






s2 + 2!ns+ !2n
(6.23)
donde  = !n se conoce como atenuación, !n es la frecuencia natural no
amortiguada y  es la relación o razón de amortiguamiento.
La ecuación característica del sistema es:
a (s) = s2 + 2!ns+ !
2
n = 0 (6.24)






=  !n  !n
q
2   1 (6.25)
6.3.1. Caso subamortiguado
Considere el caso donde la relación de amortiguamiento está entre 0 <  < 1.
En este caso el término 2   1 de la ecuación (6.25) es negativo, y por tanto
los polos de la ecuación características estarían dados por
s1;2 =  !n  j!n
q
1  2 =  !n  j!d (6.26)
donde !d = !n
p
1  2 y se conoce como frecuencia natural amortiguada.
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Figura 6.3: Ubicación de los polos para el caso subamortiguado (0 <  < 1)
ó:























s2 + 2!ns+ !2n
(6.29)



























































Aplicando transformada inversa de Laplace sobre (6.30) se obtiene
y (t) = 1  e !nt cos (!dt) 
p
1  2
e !nt sin (!dt) (6.31)
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para t  0, (6.31) tambien se puede escribir como











 sin (!dt) +
q
1  2 cos (!dt)

(6.32)
donde !d = !n
p
1  2. Utilizando las relaciones (6.27) y (6.32) se puede
escribir en forma compacta como
y (t) = 1  e
 !ntp
1  2
sin (!dt+ ) (6.33)
que es el primer tipo de respuesta mostrado en la gura
Figura 6.4: Respuesta subamortiguada de un sistema de segundo orden
6.3.2. Caso de amortiguamiento crítico
Considere el caso donde la relación de amortiguamiento  = 1. Entonces la











que corresponde a un par de polos ubicados en
s1;2 =  !n
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Aplicando la transfromada inversa de Laplace a (6.35) se obtiene para t  0
y (t) = 1  e !nt (1 + !nt) (6.36)
La ecuación (6.36) es el segundo tipo de respuesta mostrado en la gura 6.5
Figura 6.5: Repuesta de amortiguamiento crítico de un sistema de segundo
orden
6.3.3. Caso sobreamortiguado
Considere el caso donde la relación de amortiguamiento  > 1. Entonces los
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Aplicando la transformada inversa de Laplace a (6.37) se obtiene

































































!n. La respuesta correspondiente al caso
sobreamortiguado se muestra en la gura
Figura 6.6: Respuesta sobreamortiguada de un sistema de segundo orden
6.3.4. Caso oscilatorio
Considere el caso donde la relación de amortiguamiento  = 0. Entonces los
polos de la función de transferencia (6.23) están dados por
s1;2 = j!n
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Aplicando la transformada inversa de Laplace a (6.39) se obtiene para t  0
que
y (t) = 1  cos (!nt) (6.40)
cuya gráca se muestra en la gura 6.7
Figura 6.7: Respuesta oscilatoria de un sistema de segundo orden
La gura 6.8 resume los casos vistos
Figura 6.8: Diferentes respuestas para un sistema de segundo orden
6.3 Sistemas de segundo orden 149
6.3.5. Especicaciones de la respuesta transitoria
Como se dijo antes, sistemas con almacenamiento de energía no pueden
responder instantáneamente y presentan transitorios siempre que se les
somete a entradas de referencia o perturbaciones. La entrada escalón, facil
de generar, es frecuentemente usada para especicar las características de
funcionamiento de un sistema de control. Además, como se vió anteriormente,
si se conoce la respuesta de un sistema a una entrada escalón, en principio
es posible calcular la respuesta a cualquier entrada.
Obviamente la respuesta transitoria de un sistema depende de las condiciones
iniciales. Sin embargo, para poder comparar fácilmente las características de
la respuesta transitoria de diversos sistemas, se acostumbra suponer que las
condiciones iniciales son cero.
Cuando la respuesta transitoria presenta oscilaciones amortiguadas es
habitual dar las especicaciones mostradas en la gura 6.9:
Figura 6.9: Especicaciones de la respuesta transitoria para un sistema de
segundo orden
Las especicaciones son las siguientes:
1. Tiempo de retardo, td: El tiempo que la respuesta tarda en alcanzar
por primera vez la mitad del valor nal.
2. Tiempo de crecimiento, tr. El requerido para que la respuesta crezca del
10 al 90%, del 5 al 95% o del 0 al 100% de su valor nal. Se utilizará
esta última especicación (0 al 100%) en cálculos posteriores.
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3. Tiempo de pico o de sobrepaso, tp. El requerido por la respuesta para
alcanzar el primer pico del sobreimpulso o sobrepaso.
4. Maximo sobreimpulso o sobrepaso, Mp. Este se dene en forma
porcentual mediante (6.41):
Mp =
e (tp)  e (1)
e (1) (6.41)
y es un indicativo de la estabilidad relativa del sistema.
5. Tiempo de establecimiento o de solución, ts. Tiempo requerido por la
respuesta para alcanzar y mantenerse dentro de determinado rango
alrededor del valor nal. Este rango generalmente se especica en
porcentaje absoluto del valor nal (habitualmente 5% ó 2%). El tiempo
de establecimiento se relaciona con la constante de tiempo más grande
del sistema. El criterio para la jación del porcentaje de error a usar
depende de los objetivos del diseño del sistema en cuestión. Nótese que
si se especican td, tr, tp, ts, y Mp, virtualmente queda determinada la
forma de la respuesta. Para un sistema sobreamortiguado no se aplican
los términos tiempo pico y máximo sobreimpulso. Para sistemas con
error estacionario para entradas escalón, el error se debe mantener
dentro de un nivel porcentual especíco.
Comentarios:
Excepto donde no se toleren oscilaciones, se desea una respuesta transitoria
sucientemente rápida y sucientemente amortiguada. Para sistemas de
segundo orden el rango recomendado para  es: 0:4 <  < 0:8. Para  < 0:4
el sobrepaso es excesivo y para  > 0:8 la respuesta es lenta.
Se verá posteriormente que Mp y tr están en conicto entre sí. Es decir, si
Mp decrece, tr aumenta y viceversa.
Tiempo de crecimiento o tiempo de levante tr:
Utilizando el criterio de 0 al 100%, y (tr) = 1. Reemplazando en (6.33):
y (tr) = 1 = 1 
e !ntrp
1  2
sin (!dtr + ) (6.42)
de donde
sin (!dtr + ) = 0 (6.43)
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Así:
(!dtr + ) = ; 2; 3; : : : (6.44)
El primer cruce de y (t) con el valor unitaro o 100% ocurre cuando








Nótese que para un valor pequeño de tr, !n debe ser grande.

















sin (!dtp + ) = cos (!dtp + ) (6.46)
ó:












=  + n; n = 0; 1; : : : (6.48)












Mp = y (tp)  1 (6.50)
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Utilizando (6.32) se tiene:





















Existen diferentes criterios integrales para establecer lo que podría llamarse el
valor óptimo de la razón de amortiguación . Uno de ellos se llama el criterio
ITAE el cual minimiza la integral J =
R1
0
jej tdt, integral del valor absoluto
del error multiplicado por el tiempo, que trata de penalizar la magnitud del
error y la duración del mismo. Utilizando este criterio con e (t) = r (t)  y (t)
se obtiene  = 0:707.
Otro criterio es el ISE que minimiza la integral J =
R1
0
e2dt, o integral del
cuadrado del error. Este criterio no penaliza la duración del error. Con el
ISE se obtiene  = 0:5. Existen otros criterios de optimización. Sin embargo,
el valor de  = 0:7 corresponde al valor cercano al óptimo con respecto a
varios de ellos. Para  = 0:7, el sistema de segundo orden tiene una respuesta
rápida a la entrada escalón con un sobrepaso de aproximadamente el 4:3%.
La gura 6.10 muestra una gráca del sobrepaso Mp en función de la razón
de amortiguamiento  para el sistema de segundo orden:
Obsérvese que para  = 0:4 el sobrepaso es del 25:4%, mientras que para
 > 0:7 es menor del 4:3%.
Tiempo de establecimiento ts
De (6.52) se tiene que Mp =  e !ntp . Así, se puede construir una curva
envolvente de sobrepasos de la forma
Mp (t) =  e !nt (6.54)
que es una curva exponencial tal que:
Mp (t) < 2%, para t > 4T =
4
!n
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Figura 6.10: Sobrepaso en función de la razón de amortiguación
Así, se puede aceptar que el transitorio de y (t) está a menos del 2% del valor





Nótese que la constante de tiempo de la envolventes es 1
!n
, lo cual se observa
en la gura 6.11
Obsérvese que para el mismo !n y  < 1, el tiempo de establecimiento
para un sistema muy levemente amortiguado, es mayor que para un sistema
adecuadamente amortiguado. Sin embargo, como el valor de  generalmente
es determinado por un requerimiento de máximo sobreimpulso permitido,
el tiempo de establecimiento ts está determinado principalmente por la
frecuencia natural no amortiguada !n. Es decir, la duración del período
transitorio puede ser variada sin modicar el máximo sobrepaso, ajustando
!n.
Entonces, para tener una respuesta rápida, !n debe ser grande, y para limitar
el máximo sobrepasoMp, la relación de amortiguación no debe ser demasiado
pequeña.
Ejemplo 6.1 Determine el tiempo de crecimiento, el tiempo de pico, el
máximo sobrepaso, y el tiempo de establecimiento para una función de
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Figura 6.11: Curvas envolventes de sobrepaso
transferencia de la forma
H (s) =
1
s2 + 2s+ 1
cuando la entrada es un escalón unitario.





1  0:52 = 0:866
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0:866 = e 1:81 = 0:163







0:5 1 = 8s
6.4. Sistemas de órdenes superiores
6.4.1. Sistemas de tercer orden





(s2 + 2!ns+ !2n) (s+ p)
(6.56)
Si R (s) = 1
s
, se puede obtener y (t), con 0 <  < 1:
y (t) = 1  e
 !nt
2 (   2) + 1





2 (   2) + 1










2 (   2) + 1
(6.57)









entonces el coeciente del término e pt es siempre negativo. Por lo tanto
el efecto del polo real situado en s =  p en la respuesta al escalón
unitario es reducir el máximo sobrepaso y podría aumentar el tiempo de
establecimiento. Si el polo real está ubicado a la derecha de los polos
complejos conjugados, hay tendencia a una respuesta lenta y el sistema se
comporta como uno sobreamortiguado al cual los polos complejos conjugados
añaden ondulaciones a la curva de respuesta.
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6.4.2. Respuesta transitoria de sistemas de mayor
orden






m 1 +   + bm
a0sn + a1sn 1 +   + an
(6.58)

















donde q + 2r = n.














bk (s+ k!k) + ck!k
p
1  2k




Aplicando transformada inversa de Laplace a la ecuación (6.60) se puede
expresar
























, para t  0
Si todos los polos están en el semiplano complejo izquierdo:
yss = lm
t!1
y (t) = a
Considérese que el sistema es estable. Entonces los polos que están ubicados
lejos del eje imaginario tienen partes reales negativas grandes y por lo tanto
los términos exponenciales en y (t) caen muy rápidamente a cero ya que el
tiempo de establecimiento depende de la distancia horizontal de los polos al
eje imaginario.
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Figura 6.12: Algunas respuestas de sistemas de orden superior
La curva de respuesta de un sistema estable de orden superior a una entrada
escalón unitario es la suma de cierto número de curvas exponenciales y curvas
senoidales amortiguadas. Algunas respuestas se muestran en la gura 6.12
En la gura 6.12a la respuesta corresponde a un par de polos complejos
conjugados dominantes. Su comportamiento es similar al de uno de segundo
orden. En la gura 6.12b se nota la presencia de un polo real dominante,
ya que se asemeja a la respuesta de un sistema de primer orden sobre el
que se superpone la respuesta de un par de polos complejos conjugados
menos dominantes. La gura 6.12c muestra la respuesta de un par de polos
complejos dominantes sobre la que se superpone la respuesta de otro par de
polos complejos menos dominantes.
6.5. Ejercicios propuestos
Ejercicio 6.1 Se requieren un par de polos complejos conjugados en el plano
s en un sistema para cumplir con las siguientes especicaciones:
a.   0:5, !n  5
b. 0    0:707, !n  5
c.   0:5, 1  !n  4
d. 0:5    0:707, !n  10
Para cada caso, graque la región en el plano s en el cual pueden ir ubicados
los polos.
Ejercicio 6.2 Determine la respuesta al escalón unitario y al impulso
unitario, para los siguientes sistemas
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a. H (s) = 500
(1+0:1s)(1+5s)
b. H (s) = K
s(1+0:1s)(1+5s)
c. H (s) = 10K
s(s2+4s+200)
d. H (s) = K(1+2s)(1+4s)
s(s2+2s+10)





tal que el máximo sobrepaso a un escalón unitario sea del 25% y el tiempo
de pico sea 2s. Asuma que J = 1kg  m2.
Capítulo 7
Análisis en el dominio de la
frecuencia
En ingeniería de control, algunas veces es necesario utilizar técnicas de
respuesta frecuencial. Por ejemplo, muchas veces es prácticamente imposible
obtener un modelo matemático de un sistema y se deben determinar sus
características aproximadamente, lo cual podría hacerse excitándolo con una
entrada sinusoidal. Supóngase, por ejemplo, que se desea diseñar un sistema
de control de frecuencia para un sistema interconectado de potencia. En
tal sistema, la frecuencia es controlada por manipulación de la potencia de
salida en uno o varios de los puntos de generación. Debido a su complejidad,
tamaño y carácter cambiante, es difícil establecer un modelo preciso de
tal sistema, además de la imposibilidad para tener el sistema disponible
para pruebas debido a su funcionamiento durante las 24 horas del día. Sin
embargo, es posible probar el sistema mientras está en operación, inyectando
una señal de entrada de prueba superpuesta a las entradas normales y
registrando la salida resultante (cambio de frecuencia), la cual, por supuesto,
está superpuesta a la salida normal. Para obtener resultados signicativos, es
necesario escoger entradas de tal naturaleza que las respuestas resultantes se
detecten fácilmente. Las señales sinusoidales satisfacen estos requerimientos.
Desde el punto de vista práctico es posible cambiar la potencia de salida de
una estación sinusoidalmente y ltrar con gran precisión la componente de esa
frecuencia particular en la salida. Variando la frecuencia de entrada se puede
obtener la respuesta del sistema como una función de la frecuencia. Esta
técnica de medición se usa también para procesos químicos cuyos modelos
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matemáticos son difíciles de obtener.
Otra ventaja del análisis frecuencial consiste en que es posible determinar la
estabilidad del sistema a partir de respuestas en frecuencia de éste.
7.1. Respuesta de un sistema a una entrada
senoidal
El análisis y diseño de los sistemas de control se puede efectuar tanto en
el dominio temporal como en el frecuencial. La característica esencial del
método frecuencial es que la representación de un sistema se obtiene en
función de su respuesta a una entrada sinusoidal. Si el sistema es lineal,
la salida es estado estacionario será, en general, una señal sinusoidal de la
misma frecuencia que la de la entrada, pero con diferente amplitud y fase.
Como se sabe, para un sistema lineal y con condiciones iniciales nulas con
función de transferencia H (s) se tiene
y (t) = h (t)  u (t) (7.1)
en donde  es el símbolo utilizado para la convolución de 2 señales, y (t) es
la salida del sistema, u (t) es la entrada y h (t) = L 1 fH (s)g, ó H (s) =
L fh (t)g. Recuérdese que h (t) es la respuesta del sistema con condiciones
iniciales nulas cuando la entrada u (t) es un impulso unitario  (t).
Utilizando la transformada de Fourier F en (7.1) se obtiene
Y (j!) = H (j!)U (j!) (7.2)
en donde
F (j!) = F ff (t)g , ó f (t) F !F (j!)
Además, H (j!) de la ecuación (7.1) se puede escribir como
H (j!) = <e fH (j!)g+ j=m fH (j!)g = jH (j!)j ej arg(H(j!)) (7.3)
con arg (H (j!)) = =mfH(j!)g<efH(j!)g . Ahora, si
u (t) = Aej!0t F !2A (!   !0) (7.4)
entonces con (7.3) y (7.4) en (7.2):
Y (j!) = 2A jH (j!)j ej arg(H(j!)) (!   !0) (7.5)
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y utilizando la propiedad de la función impulso
f (x)  (x  x0) = f (x0)  (x  x0)
y reemplazando en (7.5) se obtiene
Y (j!) = 2A jH (j!0)j ej arg(H(j!0)) (!   !0) (7.6)
y utilizando (7.4) se obtiene
y (t) = A jH (j!0)j ej arg(H(j!0))ej!0t
y (t) = A jH (j!0)j ej(!0t+arg(H(j!0))) (7.7)
Si u (t) = A cos (!0t) = <e fAej!0tg, entonces:
y (t) = <e

A jH (j!0)j ej(!0t+arg(H(j!0)))
	
y (t) = A jH (j!0)j cos (!0t+ arg (H (j!0))) (7.8)
Así pues, el comportamiento del régimen sinusoidal permanente (estado
estacionario) de un sistema lineal se puede deducir a partir de la función
de transferencia H (s)js=j!.
Los siguientes métodos para representar la función de transferencia H (j!)
son utilizados en el análisis y diseño de los sistemas lineales en el dominio
frecuencial:
1. Lugar geométrico o de Nyquist: es un gráco que representa la amplitud
y el argumento de la función de transferencia en coordenadas polares
cuando ! varía desde cero hasta innito.
2. Lugar de Bode: son dos grácas. Uno representa la amplitud de la
función de transferencia en decibels en función de ! y el otro la fase
de la función de transferencia en función de !, generalmente en escalas
semilogarítmicas.
3. Gráca del módulo en función de la fase (lugar de Black). Es un gráco
de la amplitud de la función de transferencia en decibels en función de
la fase de H (j!) en coordenadas rectangulares con la frecuencia como
parámetro variable sobre las curvas.
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7.2. Lugar geométrico o de Nyquist
El lugar geométrico o de Nyquist corresponde a la gráca de la función de
transferencia H (j!) (llamada curva de Nyquist) con 0! ! !1.
Ejemplo 7.1 Dibujar el lugar de Nyquist para la función de transferencia
en lazo abierto H (s) dada por
H (s) =
K
(1 + T1s) (1 + T2s) (1 + T3s)
(7.9)
con K, T1, T2, T3 > 0.











arg (H (j!)) =   tan 1 (!T1)  tan 1 (!T2)  tan 1 (!T3) (7.11)
Para realizar el gráco considere la función H (j!) de la forma
H (j!) =
K




1  (T1T2 + T1T3 + T2T3)!2 + j! (T1 + T2 + T3   T1T2T3!2)
Los cortes de H (j!) con:
1. El eje real:
!
 
T1 + T2 + T3   T1T2T3!2

= 0





2. El eje imaginario:
1  (T1T2 + T1T3 + T2T3)!2 = 0
entonces !3 = 1pT1T2+T1T3+T2T3
Ahora, evaluando H (j!) de la ecuación (7.12) en ! = 0 y ! =1, se tiene:
en ! = 0: jH (j!)j = K, arg (H (j!)) = 0
en ! =1: jH (j!)j = 0, arg (H (j!)) =  3
2
Con estos resultados y notando de (7.10) y (7.11) que cuando ! crece,
la magnitud de H (j!) disminuye y el arg (H (j!)) se hace cada vez más
negativo se puede obtener el bosquejo del lugar de Nyquist de H (j!) como
se muestra en la gura 7.1
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Figura 7.1: Diagrama de Nyquist de la función de la ecuación (7.9)
7.3. Lugar de Bode
El lugar de Bode son dos grácos. Uno representa la amplitud de la función
de transferencia jH (j!)j en decibels en función de ! y el otro la fase jH (j!)j
de la función de transferencia en función de !, generalmente en escalas
semilogaritmicas.




(1 + s) (1 + 2s) (1 + 3s)
Para obtener el diagrama de Bode es necesario calcular la magnitud en
decibels y la fase como








arg (H (j!)) =   tan 1 (!)  tan 1 (2!)  tan 1 (3!) (7.14)
Las ecuaciones (7.13) y (7.14) se gracan en escala logaritmica para la
frecuencia con 0! ! !1 como se muestra en la gura 7.2
Algunos puntos importantes son:
en ! = 0: jH (j!)jdB = 20 log 5 = 13:97, arg (H (j!)) = 0
en ! =1: jH (j!)jdB =  1, arg (H (j!)) =  270o
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Figura 7.2: Diagrama de Bode para el ejemplo
7.4. Ejercicios propuestos
Ejercicio 7.1 Graque el diagrama de Bode de un controlador PID dado
por la función de transferencia




Ejercicio 7.2 Graque el diagrama de Bode de un sistema con función de
transferencia dada por
H (s) =
(s+ 4) (s+ 20)
(s+ 1) (s+ 80)
Ejercicio 7.3 Graque el diagrama de Nyquist de un sistema con función




Ejercicio 7.4 Graque el diagrama de Nyquist de un sistema con función
de transferencia dada por
H (s) =
20 (s2 + s+ 0:5)
s (s+ 1) (s+ 10)
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En el diagrama de Nyquist ubique los puntos de frecuencia ! = 0:1, ! = 0:2,
! = 0:4, ! = 0  6, ! = 1, ! = 2, ! = 4, ! = 6, ! = 10, ! = 20, y ! = 40.
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Apéndice A
Representación en grafos de
circuitos eléctricos
A continuación se dan las deniciones básicas referentes a la representación
en grafos de circuitos eléctricos.
Gráco: es un esquema en el cual cada elemento (o combinación serie
y/o paralelo de los elementos de circuito conectado entre dos nodos
independientemente de su naturaleza) se reemplaza por un segmento de línea,
que se denomina elemento del gráco. También se puede denir un gráco
como una colección de nodos y segmentos de línea con la condición de que
estos se intersecten únicamente en los vertices.
Gráco conectado: aquel en el que hay por lo menos una trayectoria entre
dos nodos cualesquiera.
Gráco orientado: aquel en el que cada elemento se numera y se orienta
mediante una echa que indica el sentido de la corriente total a través de él. La
polaridad del voltaje entre terminales queda automáticamente determinada,
según se indica en la gura A.1
Árbol de un gráco conectado: es un subgráco con las siguientes
características
a. Contiene todos los nodos.
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Figura A.1: Ramas
b. No contiene trayectorias cerradas.
c. Siempre existe una trayectoria entre dos nodos cualesquiera y sólo una.
Nótese que puede haber varios árboles para el mismo gráco conectado como
se muestra en la gura A.2
Figura A.2: Árboles diferentes de un mismo gráco
Los elementos del gráco se clasican en ramas y enlaces o cuerdas según
hagan o no parte del árbol, respectivamente. Sea:
N + 1: número total de nodos.
B: número total de elementos del gráco.
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L: número total de enlaces.
Nótese que el árbol contiene N ramas, lo cual se puede demostrar por
inducción observando que la primera rama une dos nodos y cada nueva que
se adiciona conecta un nuevo vértice y sólo uno.
) L = B  N
De las propiedades del árbol se concluye que éste y cada enlace forman
un conjunto fundamental de trayectorias cerradas (anillos) linealmente
independientes puesto que cada una de ellas contiene un enlace diferente y
sólo uno, como se observa en la gura A.3 (ramas: f1; 2; 3g, enlaces:f4; 5; 6g).
Figura A.3: Graco orientado
Corte de un gráco conectado: es una colección mínima de elementos
que cuando se suprimen en el gráco, éste queda dividido en dos subgrácos
separados (uno de estos podría estar constituido por un nodo).
En el gráco orientado de la gura A.4 se pueden identicar, entre otros, los
siguientes cortes:
f3; 5; 6; 7g
f2; 5; 7; 8; 9g
f1; 4; 6; 7; 9g
f1; 3; 5; 6; 8g
Es importante notar que el número de elemntos del corte debe ser mínimo.
Así, por ejemplo, el conjunto f1; 3; 5; 6; 8; 9g no lo es, puesto que el
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Figura A.4: Gráco conectado
restablecimiento de cada uno de los elementos del corte debe reunir los dos
subgrácos separados en uno solo y, en este caso, el número 9 no satisface
esta condición.
La primera ley de Kirchho¤ (de corriente) se puede generalizar así: La
suma algebraica de las corrientes a través de los elementos de un corte, en
cualquier instante, es nula. Se acostumbra asignar una orientación a cada
corte escogiendo arbitrariamente una dirección para la corriente neta desde
un subgráco a otro y denotarla mediante una echa en la línea de trazos
que representa el corte
Puesto que el árbol de un gráco conectado une todos los nodos, todo corte
debe contener, al menos, una rama. Para un árbol dado se puede formar un
conjunto único de cortes si cada uno de ellos incluye únicamente una rama.
De todo lo anterior se puede concluir:
1. Si se conocen los voltajes en todas las ramas se pueden obtener los
voltajes en todos los enlaces aplicando la segunda ley de Kirchho¤
(de voltajes) al conjunto de los L anillos fundamentales o linealmente
independientes. Como se conoce la relación entre voltaje y corriente
para cada elemento de circuito, el circuito quedaría completamente
resuelto.
2. Si se conocen las corrientes en todos los enlaces se pueden obtener las
corrientes en todas las ramas aplicando la primera ley de Kirchho¤ al
conjunto de los N cortes fundamentales o linealmente independientes.
Como se conoce la relación entre voltaje y corriente para cada elemento
de circuito, el circuito quedaría completamente resuelto.
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Por lo tanto un circuito se puede describir en función de:
A. Voltajes de rama, aplicando la primera ley de Kirchho¤ en los N
cortes fundamentales y expresando las corrientes en función de voltajes.
Si éstos son de enlace se expresan en función de los de rama aplicando
la segunda ley de Kirchho¤ a los anillos fundamentales.
B. Corrientes de enlace, aplicando la segunda ley de Kirchho¤ a los
L anillos fundamentales y expresando los voltajes en función de las
corrientes. Si éstas son de rama se expresan en función de las de enlace
aplicando la primera ley de Kirchho¤ a los cortes fundamentales.
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Apéndice B
Computación analógica
La siguiente tabla muestra algunos elementos básicos de cálculo usados en
la computación analógica:
Se consideran como elementos especiales el multiplicador y el generador de
función. Otro elemento especial , no incluido en la tabla es el derivador que
debe ser de tipo ltrado para evitar la amplicación de ruido. Generalmente
se utilizan conguraciones o realizaciones que no incluyan derivadores al hacer
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la simulación de un sistema para evitar la amplicación de ruido.
B.1. Síntesis de funciones de transferencia
Se muestran a continuación diferentes ejemplos para la solución de ecuaciones
diferenciales a través de computación analógica.








2U (s) = (s+ 1)Y (s)
2u (t) = _y (t) + y (t)
  _y (t) =  2u (t) + y (t)
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Esta ecuación puede ser implementada en el computador análogo de acuerdo
al diagrama de bloques de la gura B.1
Figura B.1: Diagrama de bloques función de transferencia 2
s+1






s2 + 3s+ 4
se tiene  
s2 + 3s+ 4

Y (s) = U (s)
y (t) = u (t)  3 _y (t)  4y (t)
Esta ecuación puede ser implementada en el computador análogo de acuerdo
al diagrama de bloques de la gura B.2
Ejemplo B.3 Considere un modelo de espacio de estados en forma canónica
observer de la forma
A =
24 a1 1 0 a2 0 1
 a3 0 0








El correspondiente diagrama de cálculo analógico se muestra en la gura B.3
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Figura B.2: Diagrama de bloques función de transferencia 2s+1
s2+3s+4
Por ejemplo, si b3 = 7:5 y a3 = 0:53 el diagrama circuital para el integrador
INT1 se muestra en la gura B.4













_x3 =  0:53x1 + 7:5u (t) =  a3x1 + 7:5u (t) (B.2)
que corresponde a la tercera ecuación de estado.El circuito para realizar el
inversor INV1 se muestra en la gura B.5
B.2. Generación de algunas funciones del
tiempo
1. Generación de y (t) = t, t0  t  tf . Nótese que _y (t) = 1 y con
y (0) = 0 el diagrama correspondiente se muestra en la siguiente gura
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Figura B.3: Diagrama de cálculo analógico de la realización observer
Figura B.4: Diagrama circuital de INT1
Generación de la función y (t) = t
2. Generación de y (t) = t2, t0  t  tf . Nótese que _y (t) = 2t, y (t) = 2 y
con y (0) = 0, _y (0) = 0 el diagrama correspondiente se muestra en la
siguiente gura
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Figura B.5: Diagrama circuital para obtener el inversor INV1
Generación de la función y (t) = t2
3. Generación de y (t) = Ae t. Nótese que _y (t) =  Ae t =  y (t),
y con y (0) = A, la función se puede obtener mediante el diagrama
mostrado en la siguiente guraNótese que
Figura B.6: Generación de _y (t) =  aAe at
y (t) =  
Z




_y (t) =  y (t)
que es la ecuación original.
B.3. Escalamiento
La tensión de salida de cualquier amplicador no debe exceder del voltaje
de polarización para evitar la saturación de los amplicadores lo cual puede
causar errores en la solución de una ecuación diferencial o en la generación de
una función de transferencia. Por otro lado, la tensión máxima en cualquier
amplicador no debe ser demasiado pequeña.
Al establecer el diagrama de computadora es deseable que la máxima
variación de tensión de salida sea la misma para cualquier amplicador.
De aquí que sea de gran importancia elegir las magnitudes apropiadas de
los factores de escala que son los que relacionan las tensiones de salida de
los amplicadores con las correspondientes magnitudes físicas (velocidad,
ángulo, distancia, fuerza, etc.).
La escala en tiempo relaciona la variable independiente del problema físico,
con la variable independiente de la computadora analógica. Para fenómenos
que tienen lugar muy rápidamente, es necesario frenar la velocidad a la
cual se simulan esos problemas en la computadora con el n de poderlos
observar bien sea en un osciloscopio digital o en un gracador. Por otro lado,
sistemas como hornos y tanques, que tienen respuestas lentas, en el rango de
horas, se pueden acelerar al hacer la simulación con el n de seleccionar más
rápidamente los parámetros, por ejemplo, los de un controlador.
B.3.1. Escalamiento en amplitud
Se ilustra la selección de los factores de escala en amplitud utilizando como
ejemplo la función
x = 10 sin (3t)
Note que
_x = 30 cos (3t)
x =  90 sin (3t)
x =  9 10 sin (3t) =  9x
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Así la ecuación diferencial correspondiente es
x+ 9x = 0




_x1 = _x = x2
_x2 = x =  9x =  9x1
lo que dene las ecuaciones de estado
_x1 = x2
_x2 =  9x1
Las condiciones inciales son
x1 (0) = x (0) = 0
x2 (0) = _x (0) = 30
Para hacer la realización utilizando amplicadores operacionales, las variables




donde k1 y k2 son factores de escala de amplitud, de forma tal que las









que son las ecuaciones de estado escaladas.
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Como x1 = x = 10 sin (3t), entonces
k1vx1 = 10 sin (3t)
Si se escoge k1 = 1
vx1 = 10 sin (3t)
cuya máxima amplitud es 10 voltios lo que no satura un amplicador
operacional alimentado con voltajes de 12 voltios o más.
Como x2 = _x = 30 cos (3t), entonces
k2vx2 = 30 cos (3t)
Si se escoge k2 = 3
vx2 = 10 cos (3t)




y la ecuación diferencial correspondiente
vx1 + 9vx1 = 0
que es la misma ecuación original.
Así, con vx1 (0) = 0 y vx2 (0) = 10 se obtiene la realización con amplicadores
operacionales mostrada en la siguiente gura
Generación de la función vx1 = 10 sin 3t
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B.3.2. Escalamiento en el tiempo
En este caso el tiempo real t se relaciona con el tiempo de simulación tc por
medio de la ecuación
t = kttc
Obsérvese que
tc < t si kt > 1 simulación rápida
tc > t si kt < 1 simulación lenta









Esto equivale en general a multiplicar las ganancias de todos los integradores
por kt. Algunos computadores análogos disponen de un condesandor adicional
que es 10 o 100 veces menor que el utilizado normalmente. Con esto se puede
obtener la solución en forma repetitiva para observarla en un osciloscopio y
hacer ajustes de parámetros, por ejemplo los de un controlador, rápidamente.
En el caso del ejemplo se tendría un condensador 100 veces menor:
_vx1 = 300vx2
_vx2 =  300vx1
lo que daría como solución vx1 = 10 sin (300t), que es la misma solución con
una frecuencia 100 veces mayor.
Apéndice C
Transformada de Laplace
f (t) F (s)
impulso unitario  (t) 1
escalón unitario  (t) 1
s
rampa unitaria t 1
s2
tn 1
(n 1)! , n = 1; 2; 3; : : :
1
sn








 at, n = 1; 2; 3; : : : 1
(s+a)n








































(1  e at   ate at) 1
s(s+a)2
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f (t) F (s)
1
a2
(at  1 + e at) 1
s2(s+a)
e at sin (!t) !
(s+a)2+!2



























1  cos (!t) !2
s2(s2+!2)
!t  sin (!t) !3
s2(s2+!2)




t sin (!t) s
(s2+!2)2











Ejemplo D.1 Para el modelo de espacio de estados del ejemplo 2.2
encontrar la función de transferencia usando Matlab. Considere como valores
para las variables: K = 1, B = 2, M = 0:5.









Utilizando la función ss2tf es posible obtener los coecientes del numerador
y del denominador de la función de transferencia, así:
[num,den]=ss2tf(a,b,c,d);
y al utilizar la función tf obtenemos la función de transferencia, así:
h=tf(num,den)
lo cual da como resultado en la ventana de comandos la función de
transferencia deseada
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s^2 + 4 s + 2
Ejemplo D.2 Para el modelo de espacio de estados del ejemplo 2.3
encontrar las funciones de transferencia H1 (s) y H2 (s) usando Matlab.








A=[0 1 0 0;
-(K1+K2)/M1 -B1/M1 K2/M1 0;
0 0 0 1;
K2/M2 0 -K2/M2 -B2/M2];
B=[0;K1/M1;0;0];
C=[1 0 0 0;0 0 1 0];
D=[0;0];
[num,den]=ss2tf(A,B,C,D);
y al utilizar la función tf en la ventana de comandos de Matlab obtenemos
las funciones de transferencia H1 (s) y H2 (s), así:
>> H1=tf(num(1,:),den)
Transfer function:
2 s^2 + 0.5 s + 1
--------------------------------







s^4 + 2.25 s^3 + 5 s^2 + 2 s + 1
Ejemplo D.3 Para la función de transferencia del ejemplo 2.5 encontrar un
modelo de espacio de estados usando Matlab. Considere como valores para
las variables: K = 1, B = 2, J = 0:5.







Utilizando la función tf2ss es posible obtener las matrices correspondientes
al modelo de espacio de estados, así:
[a,b,c,d]=tf2ss(num,den)






























Ejemplo D.4 Encuentre los polos y los ceros del sistema dinámico descrito
por la función de transferencia
H (s) =
s+ 10
s3 + 11s2 + 43s+ 65
Se dene la función de transferencia en la ventana de comandos de Matlab
así
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h=tf([1 10],[1 11 43 65]);
Se utiliza la función pzmap para calcular los polos y los ceros del sistema de
la forma
[P,Z]=pzmap(h)
obteniedo en la ventana de comandos los valores de P (polos del sistema) y







La función pzmap permite obtener también el gráco de los polos (x) y los
ceros (o) representados en el plano complejo al escribir simplemente en la
ventana de comandos
pzmap(h)
Lo cual genera la gráca que se muestra en la gura D.1
Ejemplo D.5 Encuentre las respuestas al escalón unitario y al impulso
unitario del sistema dinámico descrito por la función de transferencia
H (s) =
1
s2 + s+ 1
Se dene la función de transferencia en la ventana de comandos de Matlab
así
h=tf([1],[1 1 1]);
Se utiliza la función step para encontrar la respuesta del sistema al escalón
unitario así
step(h)
Obteniedo la gráca que se muestra en la gura D.2
Ahora se utiliza la función impulse para encontrar la respuesta del sistema
al impulso unitario así
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Figura D.1: Gráca de los polos y los ceros de un sistema dinámico con
Matlab















Figura D.2: Respuesta al escalón unitario
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Figura D.3: Respuesta al impulso unitario
impulse(h)
Obteniedo la gráca que se muestra en la gura D.3
Ejemplo D.6 Considere la función de transferencia de un sistema dinámico
de segundo orden de la forma
H (s) =
!2n
s2 + 2!ns+ !2n
con !n = 1 y  = 1:5,  = 1,  = 0:5 y  = 0. Encuentre la respuesta
al escalón unitario para las 4 funciones de transferencia resultantes usando
Matlab.
Se denen los valores de las variables !n y  y las funciones de transferencia
































y se obtiene la gráca mostrada en la gura D.4
Ejemplo D.7 Gracar el diagrama de Bode para la función de transferencia
H (s) =
5
(1 + s) (1 + 2s) (1 + 3s)
usando Matlab.


































Figura D.5: Diagrama de bode para el sistema dinámico del ejemplo D.7





obteniendo la gráca mostrada en la gura D.5
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