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Abstract
We study systematically finite BRST-BFV transformations in Sp(2)-extended generalized
Hamiltonian formalism. We present explicitly their Jacobians and the form of a solution to
the compensation equation determining the functional field dependence of finite Fermionic
parameters, necessary to generate arbitrary finite change of gauge-fixing functions in the
path integral.
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1 INTRODUCTION
In our recent articles [1, 2], we have studied finite BRST transformations in the framework
of the generalized Hamiltonian (BFV) formalism [3, 4, 5], as well as of the field-antifield (BV)
formalism [6, 7]. An important result was obtained that a finite BRST transformation was
capable of generating an arbitrary finite change of gauge-fixing conditions in these quantization
methods. Both these quantization schemes are essentially based on the BRST symmetry prin-
ciple [8, 9, 10]. In addition to usual BRST symmetry, the anti-BRST symmetry was also known
[11, 12] for Yang-Mills theories in special gauges. For a long time, an opinion was dominating
that Hamiltonian quantization of dynamical systems with constraints, preserving the BRST-
anti-BRST (or extended BRST) symmetry, could be performed only if structure coefficients of
a gauge algebra were independent of phase variables [13], and in turn, the Lagrangian quan-
tization respecting the extended BRST symmetry was possible only for gauge theories with
closed algebra [14]. Later, quantization methods were discovered based essentially on the ex-
tended BRST symmetry principle in the Hamiltonian formalism of arbitrary dynamical systems
with constraints [15, 16, 17], as well as in the Lagrangian formalism of general gauge theories
[18, 19, 20]. As the variables of extended phase space in the Hamiltonian formalism, as well
as the variables of extended configuration space in the Lagrangian formalism, form irreducible
representations of the Sp(2) group, these methods are labeled with abbreviation ”Sp(2)”.
In this paper, we will extend the results of our previous paper [1] to the case of Sp(2) gen-
eralized Hamiltonian formalism [15, 16, 17], with two Fermionic parameters, so that the global
Sp(2) symmetry is included by construction. Physically, that Sp(2) symmetry establishes the
”democracy” between ghosts and anti-ghosts. Notice that in the Sp(2) symmetric formalism,
a gauge-fixing function is a Boson, in contrast to the standard case [3, 4, 5]. At the same time,
the Sp(2) vector-valued BRST-BFV generators enter the unitarizing Hamiltonian quadratically.
We define effectively the Sp(2)-extended BRST-BFV transformations by the corresponding Lie
equations in the ”plane” of the two Fermionic parameters. In principle, our new construction
follows the same general logic as we did in our previous article [1]. The main new feature is that
the Jacobian of the Sp(2)-extended BRST-BFV transformation is expressed in terms of a deter-
minant of a 2×2 matrix, so that the compensation equation becomes 2×2 matrix-valued as well.
2 Sp(2)-EXTENDED FINITE BRST-BFV TRANSFORMATIONS
AND THEIR JACOBIANS
Let
zi = (q; p), ε(zi) = εi (2.1)
be a complete set of canonical variables specific to the phase space of Sp(2)-extended generalized
Hamiltonian formalism. We proceed with the following path integral representation for the
2
partition function ZF ,
ZF =
∫
Dz exp
[(
i
~
)
WF
]
, (2.2)
where the action WF is defined as (all the Sp(2) indices such as ”a, b, ...” take the two values
a = 1, 2; by F we denote a gauge-fixing Boson in the Sp(2)-extended formalism),
WF =
∫ [(
1
2
)
zi(t)ωikz˙
k(t)−HF (t)
]
dt , (2.3)
HF (t) = H(t) +
(
1
2
)
εab{{F,Ω
b},Ωa}t , (2.4)
{Ωa,H} = 0 , {Ωa,Ωb} = 0 , (2.5)
ε(H) = ε(F ) = 0 , ε(Ωa) = 1 , (2.6)
H = H0 + ... , Ω
a = caT + ... . (2.7)
Here in (2.3), zi(t) are functions of time (trajectories), z˙k(t) = dzk(t)/dt, HF (t), H(t), Ω(t),
F (t) are local functions of time: HF (t) = HF (z)|z→z(t) and so on, {, }t means the Poisson
superbracket for fixed time t: {F,Ωa}t = {F (z),Ω
a(z)}|z→z(t) and so on, {z
i, zk} = ωik =
const = −ωki(−1)εiεk is an invertible even matrix; ωik = ωki(−1)
(εi+1)(εk+1) stands for an
inverse to ωik; εab is the constant Sp(2)-invariant antisymmetric tensor, while εab stands for an
inverse to εab, εabεbc = δ
a
c , H and F are Bosons while Ω
a are Fermions. It follows from (2.4)
that
{Ωa, HF} = 0. (2.8)
We define finite BRST-BFV transformations in their differential form, by the following Lie
equations in the ”plane” of their Fermionic parameters µa,
zi(z, µ)
←−
∂ a = {zi,Ω
a
}z,
←−
∂ a =
←−
∂
∂µa
, (2.9)
Ω
a
= Ωa(z), zi|µ=0 = z
i. (2.10)
It follows from (2.9), (2.10) that
zi(z, µ)
←−
∂ a
←−
∂ b = {{zi,Ω
a
}z,Ω
b
}z , (2.11)
and then
zi = zi + {zi,Ωa}µa +
1
2
{{zi,Ωa},Ωb}µbµa = z
i exp[{(...),Ωa}µa] . (2.12)
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The last equality in (2.12) does confirm explicitly the canonicity of that transformation with
µa = const.
By applying the operators
←−
∂ a to Ω
a
and H, and using the Lie equations (2.9) together with
(2.5), we get
Ω
a
= Ωa , H = H . (2.13)
In the same way, we get for the unitarizing Hamiltonian HF (2.4)
HF = HF . (2.14)
The finite BRST-BFV transformations of trajectories zi(t) have the form
zi(i) = zi(t) + {zi,Ωa}t µa +
1
2
{{zi,Ωa},Ωb}t µb µa . (2.15)
In general, the two Fermionic parameters in rep. (2.15) are allowed to be integral functionals
µa = µa[z] of the whole trajectory z(t), −∞ < t < ∞. However, by themselves, µa are
independent of the current time t and local position z,
dtµa[z] = 0, ∂iµa[z] = 0, (2.16)
where we have denoted
dt =
d
dt
, ∂i =
∂
∂zi
. (2.17)
Thus, only a functional derivative such as δ/δz(t) is capable to differentiate the µa[z] nontriv-
ially.
By applying the operators
←−
∂ a to the kinetic part of the action (2.3) one and two times, and
using the Lie equation (2.9), we get for the total action (2.3)
WF = WF +
1
2
[
(N − 2)Ωaµa +
1
2
{(NΩa),Ωb} µb µa
]
t
∣∣∣+∞
−∞
, (2.18)
where N = zi∂i, and we have used (2.14). For the class of trajectories whose asymptotic is
such that the boundary term in the square bracket in the r. h. s. in (2.18) is zero, the total
action (2.3) is invariant,
WF =WF . (2.19)
Now, let us consider the functional Jacobian,
J = sDet
[(
zi(t)
←−
δ
δzj(t′)
)]
=
= sDet
[(
zi(z, µ)
←−
∂ j
)
t
δ(t− t′) +
(
zi(z, µ)
←−
∂ a
)
t
(
µa[z]
←−
δ
δzj(t′)
)]
. (2.20)
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We factorize the Jacobian (2.20) in the form
J = J1J2 , (2.21)
where
J1 = sDet [(G
−1)ik(t, t
′;λ = 1)] , (2.22)
J2 = sDet
[(
zi(z, µ)
←−
∂ j
)
t
δ(t− t′)
]
, (2.23)
Gik(t, t
′′;λ) = δikδ(t− t
′′)− λ{zi,Ωa}tAak(t
′′) , (2.24)
Aak(t
′′) =
∫
dt′µa[z]
←−
δ
δzj(t′)
Gjk(t
′, t′′;λ) =
= [(1 + λκ)−1]ba
(
µb[z]
←−
δ
δzk(t′′)
)
, (2.25)
κba = µa[z]
∫
dt
←−
δ
δzi(t)
{zi,Ωb}t . (2.26)
Notice that the original explicit form of the integral equation for the Green function G is
given by (2.24) with the first expression in (2.25) standing for Aak(t
′′). Then, by multiplying
by µa[z][
←−
δ /δzi(t)] from the left and taking the t-integral, it follows a simple linear algebraic
equation whose solution is given by the second expression for Aak(t
′′) in (2.25).
It is a characteristic feature of the factor (2.22) that the operator therein is nontrivial only
for µa depending actually on fields. On the other hand, in the factor (2.23), the corresponding
operator has a nontrivial part proportional to undifferentiated µa. Let us consider the factors
(2.22), (2.23) in more detail. For the J1 factor, we have
ln J1 =
∫ 1
0
dλ
∫
dtdt′Gij(t, t
′;λ){zj ,Ωa}t′
(
µa[z]
←−
δ
δzi(t)
)
(−1)εi =
= −
∫ 1
0
dλ
∫
dt′Aaj(t
′){zj ,Ωa}t′ =
= −
∫ 1
0
dλ
∫
dt′[(1 + λκ)−1]ba
(
µb[z]
←−
δ
δzi(t′)
)
{zi,Ωa}t′ =
= −
∫ 1
0
tr [(1 + λκ)−1κ]dλ = − tr [ ln (1 + κ)] . (2.27)
Thus, we have finally for J1 (2.22)
J1 = [ det (1 + κ)]
−1. (2.28)
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Now, let us consider the ultra-local Jacobian J2 (2.23). As that Jacobian involves only
undifferentiated µa, one is allowed to consider the µa as a constant. On the other hand, in the
latter case the transformation is canonical, so that the Liouville theorem tells us that
J2 = 1. (2.29)
Indeed, by applying the operator
←−
∂ a to J2 and using the Lie equation (2.9), one can confirm
the equality (2.29) explicitly,
[
str ln
(
zi(z, µ)
←−
∂ j
)]←−
∂ a =
(
zi(z, µ)
←−
∂
∂zk
)(
zk(z, µ)
←−
∂ i
←−
∂ a
)
(−1)εi =
= {zk,Ω
a
}
←−
∂
∂zk
= ωkj
∂
∂zj
∂
∂zk
Ω
a
= 0. (2.30)
Now, we have: lnJ2 = δ(0)
∫
dt str ln [zi(z, µ)
←−
∂ j]t; as usual, we assume that the zero in
(2.30) is the principal factor. In that case, we arrive at (2.29).
So, from (2.21), (2.28), (2.29) we conclude finally
J = J1 = [ det (1 + κ)]
−1, (2.31)
with κ given by (2.26).
3 MATRIX-VALUED COMPENSATION EQUATION AND
ITS EXPLICIT SOLUTION
Now, we would like to use the Jacobian (2.31) to generate arbitrary finite change δF of the
gauge Boson F in the action (2.3),
F → F1 = F + δF (3.1)
Due to the invariance (2.19) of the action (2.3), we have for the partition function (2.2) in the
new variables
ZF =
∫
Dz exp
[(
i
~
)
WF
]
=
∫
DzJ exp
[(
i
~
)
WF
]
. (3.2)
Let us require the following condition to hold
J = exp
[
−
(
i
~
)∫
dt
(
1
2
)
εac{{δF,Ω
c},Ωa}t
]
. (3.3)
It follows then the gauge-independence property of the partition function,
ZF1 = ZF , (3.4)
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for arbitrary finite δF . We call the condition (3.3) ”a compensation equation”. Due to the
formula (2.31), it follows that (3.3) is rewritten as
tr {[ ln (1 + κ)]ba} = tr (x
b
a), (3.5)
where the matrix-valued functional xba is defined by
xba =
(
i
~
)∫
dt
1
2
εac{{δF,Ω
c},Ωb}t. (3.6)
Now, let us require the matrix-valued counterpart to (3.5) to hold
[ ln (1 + κ)]ba = x
b
a. (3.7)
Due to (2.26), Eq. (3.7) is rewritten in a more detail as
µa[z]
∫
dt
←−
δ
δzi(t)
{zi,Ωb}t = [exp(x)− 1]
b
a. (3.8)
That is a functional equation to determine µa. There is an obvious explicit solution to that
equation
µa = µa[z; δF ] =
(
i
~
)
[f(x)]ba
∫
dt
(
1
2
)
εbc{δF,Ω
c}t, (3.9)
where xba is defined in (3.6), and
[f(x)]ba = [(exp(x)− 1) x
−1]ba. (3.10)
Functional operators in l. h. s. in (3.8), when applying to the rightmost factor in (3.9), yield
the x of (3.6) to cancel the factor x−1 in (3.10). On the other hand, these functional operators
do annihilate x itself due to the Jacobi identity and the second in (2.5). Thus we have confirmed
explicitly the compensation equation (3.8) to hold. In the first order in δF , explicit solution
(3.9) takes the usual form
µa[z; δF ] =
(
i
~
)∫
dt
(
1
2
)
εac{δF,Ω
c}t +O((δF )
2). (3.11)
4 Sp(2)-EXTENDED FUNCTIONAL BRST-BFV
TRANSFORMATIONS FOR TRAJECTORIES
It appears quite natural to make our considerations above more transparent by introducing
a concept of functional BRST-BFV transformations. Namely, let us define a functional operator
of the form
←−
d a =
∫
dt
←−
δ
δzi(t)
{zi,Ωa}t. (4.1)
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It follows from the second in (2.5) that the Fermionic operators (4.1) super-commute among
themselves,
ε(
←−
d a) = 1, [
←−
d a,
←−
d b] =
←−
d a
←−
d b +
←−
d b
←−
d a = 0,
←−
d a
←−
d b
←−
d c = 0. (4.2)
The transformation (2.12) of a trajectory zi(t) is rewritten in terms of the operators (4.1) as
zi(t) = zi(t)
(
1 +
←−
d aµa +
(
1
2
)
←−
d a
←−
d bµbµa
)
. (4.3)
For trajectory-independent parameters µa, rep. (4.3) is transformed to the form
zi(t) = zi(t) exp[
←−
d aµa]. (4.4)
Thus, the operators (4.1) are functional BRST-BFV generators at a trajectory.
Functional Jacobian (2.31) is rewritten in terms of the generator (4.1) as
J =
[
det [δba + (µa[z]
←−
d b)]
]
−1
. (4.5)
Compensation equation (3.8) takes the form
µa[z]
←−
d b = [exp(x)− 1]ba, (4.6)
where
xba =
(
i
~
)(
1
2
)
εac
∫
dt(δF (t)
←−
d c
←−
d b). (4.7)
Similarly to (4.7), the gauge-fixed unitarizing Hamiltonian at a trajectory zi(t) is rewritten as
HF (t) = H(t) +
(
1
2
)
εabF (t)
←−
d b
←−
d a. (4.8)
Thus, we conclude that all the main objects in our considerations can be expressed naturally
in terms of the functional BRST-BFV generators (4.1).
Finally, let us represent the equality in (4.3) in the form
zi(t) = zi(t)
←−
T (µ), (4.9)
where the T-operators are defined by
←−
T (µ) = 1 +
←−
d aµa +
(
1
2
)
←−
d a
←−
d bµbµa. (4.10)
Their commutators have the form
[
←−
T (µ),
←−
T (µ′)] =
←−
d a[(µa
←−
d b)µ′b + (µa
←−
d b
←−
d c)µ′cµ
′
b]− (µ⇔ µ
′) +
+
←−
d a
←−
d b[(µa
←−
d c)µ′bµ
′
c −
(
1
2
)
(µ′bµ
′
a
←−
d c)µc +
(
1
2
)
(µbµa
←−
d c
←−
d e)µ′eµ
′
c]− (µ⇔ µ
′).(4.11)
That nonlinear open algebra looks essentially more complicated as compared to the correspond-
ing algebra in the standard case [1].
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5 Sp(2) VECTOR-VALUED WARD IDENTITIES DEPENDENT
OF BRST-BFV PARAMETERS/FUNCTIONALS
As we have defined finite BRST-BFV transformations, it appears quite natural to apply
them immediately to deduce the corresponding modified version of the Ward identity. We will
do that just in terms of functional BRST-BFV generators introduced in Sec. 4.
As usual for that matter, let us proceed with the external-source dependent generating
functional,
ZF (ζ, z
∗, z∗∗) =
∫
Dz exp
[(
i
~
)
WF (ζ, z
∗, z∗∗)
]
, (5.1)
WF (ζ, z
∗, z∗∗) =WF +
∫
dt
(
ζiz
i + z∗iaz
i←−d a + z∗∗i z
i
(
1
2
)
←−
d a
←−
d bεba
)
, (5.2)
ε(ζi) = ε(z
∗∗
i ) = εi , ε(z
∗
ia) = εi + 1, (5.3)
were ζi are arbitrary external sources to z
i, while z∗ia , and z
∗∗
i are the so-called antifields to z
i,
which are, in fact, external sources to BRST variations of zi and to the composition of these
BRST variations, respectively. Of course, in the presence of non-zero external sources, the path
integral (5.1) is in general actually dependent of gauge-fixing Boson F . However, due to the
known equivalence theorem, the physical observables are gauge-independent [21]. It is just the
Ward identity what measures the deviation of the path integral from being gauge-independent.
Let us perform in (5.1) the change zi → zi of integration variables, where zi is defined by
(4.3) with arbitrary µa[z]. Then, by using the BRST-BFV invariance (2.19), as well as (4.5)
for the Jacobian, we get what we call ”a modified Ward identity”,〈[
1 +
(
i
~
)∫
dtζiz
i
(
←−
d aµa +
(
1
2
)
←−
d a
←−
d bµbµa
)
+
(
i
~
)∫
dtz∗iaz
i←−d a
←−
d bµb+
+(1/2)
(
(i/~)
∫
dt(ζiz
i←−d aµa + z
∗
iaz
i←−d a
←−
d bµb)
)2] [
det (δba + µa
←−
d b)
]
−1
〉
F ;ζ,z∗,z∗∗
= 1,(5.4)
where we have denoted the source dependent mean value,
< (...) >F ;ζ,z∗,z∗∗= [ZF (ζ, z
∗, z∗∗)]−1
∫
Dz(...) exp
[(
i
~
)
WF (ζ, z
∗, z∗∗)
]
, (5.5)
< 1 >F ;ζ,z∗,z∗∗= 1,
related to the source dependent action in (5.1). By construction, in (5.4) both (ζi, z
∗
ia, z
∗∗
i )
and µa is arbitrary. The presence of arbitrary µa in the integrand in (5.4) reveals the implicit
dependence of the generating functional (5.1) on the gauge-fixing Boson F for nonzero external
source ζi.
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Let us denote by R the expression in the first square bracket in the integrand in the left-hand
side in (5.4), 〈
R
[
det (δba + µa[z]
←−
d b)
]
−1
〉
F ;ζ,z∗,z∗∗
= 1. (5.6)
By identifying in (5.6) the µa[z] = µa[z;−δF ] with the solution to the compensation equation
(4.6) with the inverse sign of δF , it follows from (5.6) the formula generalizing (3.4) to the
presence of the external sources,
ZF1 = ZF < R >F ;ζ,z∗,z∗∗ . (5.7)
For a field-independent µa = const, the latter does contribute separately to each its order in
(5.4), and we get from (5.4) to the linear order in µa,〈∫
dt
(
ζiz
i←−d a + z∗ibz
i←−d b
←−
d a
)〉
F ;ζ,z∗,z∗∗
= 0, (5.8)
which is exactly the standard Sp(2)-form of a Ward identity. In terms of the generating
functional (5.1), the Ward identity (5.8) is rewritten in a variation-derivative form,∫
dt
[
ζi
δ
δz∗ia
− εabz∗ib
δ
δz∗∗i
]
ZF (ζ, z
∗, z∗∗) = 0. (5.9)
Now, let S(z, z∗, z∗∗) be a functional Legendre transform to (~/i) lnZF (ζ, z
∗, z∗∗) with re-
spect to the external source ζi,
zk =
δ
δζk
(
~
i
)
lnZF (ζ, z
∗, z∗∗), (5.10)
S(z, z∗, z∗∗) =
(
~
i
)
lnZF (ζ, z
∗, z∗∗)−
∫
dtζiz
i, (5.11)
S
←−
δ
δzi
= −ζi. (5.12)
It follows then from (5.10)-(5.12) that the Sp(2) master equation,(
1
2
)
(S, S)a + V aS = 0, (5.13)
holds for S, where we have denoted the so-called ”Sp(2)-antibracket”,
(F,G)a =
∫
dt
(
F
[←−
δ
δzi
−→
δ
δz∗ia
−
←−
δ
δz∗ia
−→
δ
δzi
]
G
)
= −(G,F )a(−1)(εF+1)(εG+1), (5.14)
and the ”V a-operators”,
V a = εab
∫
dtz∗ib
δ
δz∗∗i
(5.15)
(for details and properties of operators used here, see [15]).
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6 Discussions
In the framework of the Sp(2)-extended generalized Hamiltonian formalism [15, 16, 17],
we have studied systematically finite BRST-BFV transformations with two parameters being
odd functionals of phase variables. We have defined these transformation effectively by the
corresponding Lie equations in the Fermionic ”plane” of the two parameters. It was shown
that the Jacobian of finite transformation can be represented explicitly in the form of a 2 × 2
determinant. We have formulated the 2 × 2 matrix-valued compensation equation which is
sufficient to provide for generating an arbitrary finite change of a gauge-fixing function in the
path integral. In this way, we have extended the proof of the gauge independence of the partition
function under finite variations of gauge-fixing function. An efficient technique was developed
based on the use of the Sp(2) vector-valued functional differential as operating on the space of
trajectories. It appears that all the main objects in our consideration can be represented in a
natural way in terms of the functional differential proposed. By making use of that technique as
applied to finite BRST-BFV transformation, we derive the Sp(2) vector-valued modified Ward
identities. As a particular case of the latter, we have derived the Sp(2) vector-valued master
equation for the effective action. As another particular case, we have derived the relation
connecting the generating functionals for Green functions in two arbitrary admissible gauges.
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