Time-resolved four wave mixing (4WM) signals of conjugated polymers are calculated using a density matrix approach and the Hartree-Fock approximation. The influence of the Coulomb interaction as well as size effects on the nonlinear optical response are examined. For the Htickel model (no Coulomb interaction), quantum beats due to the coherent excitation of several band states are found for small sizes, and photon echo-like behavior is obtained for infinite size. The Coulomb interaction changes the nature of the response and gives rise to a broad delayed signal whose temporal profile is determined by the dephasing time.
I. INTRODUCTION
Optical nonlinearities of materials with delocalized valence electrons are enhanced in systems with reduced dimension (quantum well structures, quantum wires and quantum dots), where the valence electrons are confined in regions smaller than their natural delocalization length in the bulk. In semiconductor nanostructures, the optical transitions, oscillator strength, and carrier dynamics depend on the degree of quantum confinement. ' Conjugated polymers are ideal one-dimensional semiconductors with large optical nonlinearities which have attracted much attention.2'1' In addition to the reduced dimensionality, there is a strong dependence of the nonlinear optical response on the size of the polymer.5'6 Many properties of conjugated polymers are most commonly described by a simple one-dimensional tight binding twoband model coupled to the elastically vibrating (mainly a-bonded) backbone of the polymer; this is known as the Su-Schrieffer-Heeger (SSH) model.7 This coupling leads to the formation of soliton states and gives rise to strong optical nonlinearities. On the other hand, optical experiments have established the importance of long-range Coulomb interactions which are not included in the SSH model lo The Coulomb of excitons '-l3 interaction leads to the formation which can be described using the PariserParr-Pople (PPP) model. That model consists of a onedimensional two-band tight binding Hamiltonian which includes the Coulomb interaction between the electrons in the conduction and valence band. The coupling of electrons to the nuclear motion is neglected in this model. The interplay between the nuclear motion and the Coulomb interaction, and the understanding of the influence of both on the nonlinear optical response is still an open problem. Calculations of the linear and the nonlinear optical response within the PPP model have demonstrated that the elementary excitations in conjugated polymers have an intermediate character between Frenkel and Wannier excitons. 'l-i3 In this paper, we present a theoretical investigation, based on the PPP model, of the interactions among excitons in conjugated polymers. Time-resolved four wave mixing signals which provide a direct probe for elementary excitati0ns'4"5 are predicted. In the technique considered here, two laser pulses propagating along the directions K, and K,, generate a transient polarization grating which diffracts photons into the direction K,=2K, -K2. This technique was applied in the studies of dephasing of molecular systems and semiconductors observing quantum beats of excitons,i6-I8 photon echoes,19p20 and coherent interactions of excitons resulting in characteristic 4WM signals.21-23 Our calculation uses a density matrix approach and the Hartree-Fock (HF) approximation, This method was introduced in the physics of highly excited inorganic semiconductors by Stahl, Balslev,24 and Schmitt-Rink, Chemla, and Haug2' and successfully applied for many systems.2c28 The HF theory treats the effects of Coulomb interaction and interaction with the laser field on equal footing, and provides a clear physical insight on the exciton dynamics in terms of coupled anharmonic oscillators.8'g In Sec. II, we derive the equation of motion for the density matrix in real space. In Sec. III, we specify the general model which we used for the description of conjugated polymers. In Sec. IV, we derive the system of equations for calculating the time-resolved 4WM signal. Numerical results are presented and discussed in Sec. V.
II. DENSITY MATRIX EQUATION IN REAL SPACE
The description of conjugated polymers usually starts with a tight binding Hamiltonian (the SSH or the PPP model) which focuses on the delocalized r electrons moving along a periodic chain of atoms formed by the a electrons. In this model, the dynamical quantities (e.g., the density matrix) are expressed in the site representation using the strongly localized (tight binding) basis set for the r electrons. On the other hand, in semiconductors, the valence electrons move along a periodic lattice of atoms and the problem is formulated starting with a multiband model in the Bloch representation. In this picture, the dynamical quantities are expressed in terms of the delocalized Bloch functions. Due to the fact that the basis sets are very different in both cases, the formulation of the optical excitation of conjugated molecules and semiconductors looks very different. However, the striking similarity of the linear and nonlinear optical properties of these types of materials suggests that the localization or delocalization of the elec-there must be a common basis from which the optical excitation of these systems can be'understood. In this section, we develop a general approach by formulating the problem in the real space. As we shall show, this allows us to bridge the gap between the description of optical excitations in conjugated molecules and semiconductors and is therefore a useful starting point.
We consider the Hamiltonian for a system of electrons with a lattice potential V,(r) coupled to an external electromagnetic field E( r,t),' H=z * s +; c J-d3rd3r'~~(r,t)tC;t,,(r',t) au' xu(r-r')lCt,l(r',t)~cr(r,t)
-=s d3rE(r,t)P,(r,t>.
(1) (r The second term describes the Coulomb interaction between the electrons, and u ( Y-r' > is the Coulomb potential. The last term is the matter-field interaction in the dipole approximation, where p&-J> =&r,tkAAr,t) (2) is the polarization density operator. The field operators &.( r,t) ($,( r,t) ) create (annihilate) an electron at r with spin a: They obey the Fermi commutation rule [~~(l;t) ,~~~(r',t)l+=S~~'S(Y-Y'). In order to calculate the dynamics of the system, we introduce the density matrix From the Hamiltonian ( 1) and the Heisenberg equation, we obtain the following equation of motion for the density matrix:
x (Il;t,m>$+ (rl,t)~~l(rl,t)lCt,(r,t)).
(5)
Since the Hamiltonian is symmetric with respect to spin exchange, the density matrix must have this symmetry as well and we can write p&(r,Y',t) =&T*p(r,r',t).
In Eq. (5), the density matrix is coupled to expectation values of higher order products of operators. In order to close the equation of motion for the density matrix, we use the Hartree-Fock approximation which assumes that the system can be described by a single Slater determinant at all times, and yield
From Eqs. (5)- ( 7)) we then obtain
x E2p(r,r ',t)p(r1,r,,t) -p(r1,r',t)p(r,r,,t)l.
For further discussion of this equation, it will be useful to change variables and introduce the center of mass coordinate R= (r+r')/2 and the relative coordinate s=r'-r. We may write the density matrix p(r,r',t) as p(R,s,t). Equation (8) 
We now make the following two approximations: (i) We consider systems where the coherence length is much smaller than the optical wavelength. We may then assume for the field N/2 H= c. P(l+N n= -N/2 C~n+lC2n+P(1-G)C~nC2n-1+C.C.l E(R Ztts/2,t) sE(R,t).
(10) (ii) We assume a weakly inhomogeneous system where the density matrix varies slowly with respect to the center of mass coordinate R. We thus neglect in the center of mass variable of the density matrix all contributions of the relative coordinate, i.e., n,m=-N/2 i,j=O
With these two approximations, Eq. (9) results in the homogeneous Hartree-Fock density matrix equation
where we neglected the overlap of the atomic wave functions (tight binding approximation). Here p( 1 f 6) represents the alternating hopping integrals to the right or left neighbor, respectively, and all other hopping integrals are assumed to vanish. The second term describes the Coulomb interaction between the electrons. Hereafter we use Ohno's expression for the matrix element of the Coulomb potential with respect to the atomic functions
The optical properties of the system can be obtained using the polarization density at point R [Eq. (2)]
(13) Equation ( 12) which describes the time evolution of the density matrix in real space, may be applied to a variety of systems by expanding the density matrix in a proper basis set. In the next section, we make an application to conjugated polymers.
III. APPLICATION TO CONJUGATED POLYMERS
As is common in the description of conjugated polymers, we focus on the rr electrons which are confined to a periodic chain of atoms formed by the o electrons along the x axis. In this paper, we consider the simplest case of a chain with two atoms per unit cell and bond alternation. The potential V,(r) is then periodic along the x axis.
We expand the field operator $(r) in the Hamiltonian ( 1) 
n=-N/2 j=o where n runs over the N double bonds and j =O, 1 runs over the atoms in the unit cell. c~n+i (cZn+J creates (annihilates) an electron at the (2n+i)th site. These operators obey the Fermi commutation rules [Ci 2n+i~C2m+jl+=6n, m8i, j~ (15) and all other commutators are zero, as can be shown from Eqs. (3) and ( 14). Using the expansion ( 14), the Hamiltonian (1) can be recast in the form
where U=e2/ro'is the Hubbard energy. This expression is an effective one-dimensional potential along the chain (X direction) which takes into account the finite size r. of the p orbitals directed perpendicular to the chain. The last term is the matter-field interaction, where we assumed the Hiickel approximation S d3+%n+i(r)%n+j G-1 =SnmsijX2n+~
Our model thus depends on the following parameters: p, 6, U, and the lattice constant a, which is the sum of the single and double bond lengths.
To calculate optical properties of conjugated polymers, it will be useful to apply a semiconductor-like approach performing a linear transformation [Eq. (A6)] from the atonuc basrs set @2n+j (Y) to a set of Bloch functions q,+(r) with one-particle energies e,k, where Y=C, v denotes the conduction band c or valence band v, respectively. Bloch functions and one-particle energies are obtained by solving the Schrijdinger equation (A4) containing the Hartree-Fock exchange interaction Y"$ between the electrons in the ground state (filled valence band, empty conduction band) specified in Eq. (A5). We have used cyclic boundary conditions, so that this model is applicable for cyclic polymers. where R runs over the positions of the atoms in the chain (18). To derive the equation of motion for the density and the wave vector k, has values ki=[(2rr)/(iVa)]m, matrix in this basis set, we expand the density matrix m=O, =k l,... . We now assume that the electromagnetic p (R,s,t) 
. .
p'$ denotes the dipole matrix element given in Eq. (AlO) which contains intraband (Y=Y' ) and interband ( Y#Y' ) transitions. The Coulomb matrix element e:::: is given in Eq. (A12). We have further introduced the Fourier transform of the field along the chain E(R,t) = c E(kx,t)eiks.
kx (21) In this paper, we are primarily interested in interband excitation. Therefore, when invoking the rotating wave approximation, we can neglect the intraband transitions. Then we use the expansion (19) to calculate the polariza- 
I and the total polarization Eq. (22) is given by p(t) = ; [,Qp&,t) +C.C. I.
In order to evaluate the polarization from Eq. ( 24)) we have to solve Eqs. (23) for p,(k,t) . This quantity is coupled to other dynamical variables-the one-particle population p, ( k,t) in the conduction band and the one-particle population in the valence band pJ k,t) . Due to the conservation of the total number of particles, the latter can be evaluated from pu,( k,t) = 1 -p,( k,t) . Equation (23) may be used to calculate a variety of nonlinear techniques with a proper choice of the radiation field. In the following section, we apply it to the calculation of two-pulse four wave mixing spectroscopy.
IV. NONLINEAR OPTICAL RESPONSE FOR HOMOGENEOUS EXCITATION
In Sec. III, we have calculated the optical polarization induced in a single polymer chain. In this section, we consider a system of uncoupled chains, oriented along the x axis. To calculate the optical nonlinearities, we focus on a 4WM technique involving a strong pump pulse with wave vector K, and envelope El(t) a$ a weak probe pulse with wave vector K2 and envelope SE( t-T,). TD denotes the delay between the pulses. Both pulses are assumed to propagate perpendicular to the x axis. The 4WM signal is generated in the K,=2Kr -K2 direction by combining the polarizations of different chains. The polarization at the position R= (x,y,z) can be obtained from Eq. (23), where we add in the field and density matrix the variable R to indicate the position of the chain. In order to select different directions of propagation in the polarization, we decompose the external field as
For a strong pump pulse E,(t), the light-matter interaction cannot be treated pertubatively, but the exciting field gives rise to a renormalized "ground state." This state can be probed by studying the linear response to the probe SE(t). Thus we write for the interband polarization and the one-particle population
p,(R,kt) =Q(R,t) +afl,dR,t),
where ?,b,@,t) and nk(R,t) are the interband polarization and the one-particle population, respectively, created by the pump El characterizing the excited state of the system, and S&(R,t) and &Zk(R,t) are the corresponding response functions with respect to the probe field SE(t). Inserting Eqs. (25)- (27) 
-i~&nk(t)=~kE~(f)~f(t)-~~~(t)~k~t)
The initial conditions are $k( t-3 -CO ) =nk( t-t -CO ) =O.
VI (k,q) and V,(k,q) are the Coulomb matrix elements (Al5 ) and, (A16) which contain the intra-and interband interactions between the electrons. Equations (30). and (3 1) have the structure of the semiconductor Bloch equations. 12425 We next determine the linear response to the probe pulse. The R dependence of the probe induced variables &+bk(R,t) and &z,(R,t) is more involved due to the interference of pump and probe resulting in the diffracted signal. To lowest order, we find from Eq. (23) signals in the directions K2 (transmitted signal) and K,=2K,-K2 (4WM signal) for S&(R,t), and f(K2-Ki) for
&zk(R,t). Thus we write &,b/#,t) r6~~)(t)e'x2'R+6~~)(t)
Xexp[i(2K1-K2) *RI+*** ,
Linearizing Eq. (23) with respect to the probe field SE(t), we obtain for these different components 
+ v,bws~~~w@~~~ -qYkq)6&yt)qkv) 1. (36) All of these quantities vanish for t-t -CO. Similar equations were derived in semiconductor physics for bulk materials and quantum well structures. 21'25 In Eqs. (30) , (34)) and (35), we have introduced a phenomenological dephasing rate yr=l/TZ. This is usually justified for excitation below the band gap, for which the initial electron and hole quasiparticle distributions are not very different from their quasiequilibrium values at longer times. Furthermore, we ignored electron-hole recombination processes completely because we are only interested in excitation using pulses short compared to the lifetime. A microscopic approach which takes into account relaxation and dephasing requires going beyond the Hartree-Fock approximation.
From Eqs. (30), (31), and (34)- (36), it follows that the Coulomb interaction modifies the physics in two ways.21 First, the individual electron (e) and hole (h) quasiparticle energies are renormalized by the electronelectron repulsion within the bands and give rise to a band gap renormalization
Second, the external field (Kabi frequency) is renormalized due to the e-h attraction (local field corrections)
The nonlinear terms in these equations result from exciton-photon [the 1-2~ terms in Eqs. (34) and (35) ] and exciton-exciton interactions (last terms) .25 The former is due to the Pauli exclusion principle for the pumpexcited population nk( t) , whereas the latter is governed by the population modulation &k(t) and becomes significant for negative time delays (probe precedes the pump). In order to determine the total polarization from Eq. (24), we use Eqs. (26) and (32). For the component in direction K,, we obtain PCKJ (t) = F p&/p) (t).
In order to determine this component, we have to solve Eqs. (30), (31), and (34)-(36). The time-resolved 4WM signal is then given by S(t) = pKJ(t) 12.
(40)
V. RESULTS AND DISCUSSION
In our numerical calculations, we used parameters corresponding to polysilane (p=2.4 eV, 5=0.33) which is a (T-conjugated polymer. We have first calculated the linear absorption by iterating Eq. (30) to first order (nk=O) and using a stationary pump field E. The linear absorption is then given by a(@) = ; +kb)/E. (41) To get a better feeling for the effect of the Coulomb interaction, we have further calculated the density of transitions x(w) . It is defined in the same way as a! by simply setting ,Q= 1. We thus give an equal weight for all transitions. By comparing the density of transitions and the linear absorption, we can separate the effects of density of states and the transition dipole moment on the linear absorption. The left column of Fig. 1 shows the density of transitions and the linear absorption for different sizes of the polymer for the Hiickel model. The Hiickel model contains no Coulomb interactions at all and therefore we have to replace the one-particle energies Q in Eqs. (30) (30)) i.e., we have no exciton formation] in order to show the HF band gap. The solid curves are the absorption spectra. Compared with the Hiickel model, we obtain a blue shift of the gap by about 2 eV (the dashed line of the right-hand side in Fig. 1 ) due to the HF exchange interaction (A8) bontained in the one-particle energies $,K. The Coulomb attraction gives rise to a well separated exciton resoliance in the absorption spectrum at about 4 eV. For low energies, we get strong peaks in the absorption spectrum, whereas for the high energy region, the resonances are suppressed. The figure illustrates clearly the excitonic nature of the optical band-edge transitions in conjugated polytiers. The lowest exciton line is red shifted with respect to the independent particle transitions.
We have studied the time-dependent 4WM signal equation (40). We first examined the Hiickel model for polysilane for different sizes. We used a short pulse excitation (which has a broad spectral width) in order to excite several band states simultaneously. For this reason, we expect an oscillatory quantum beat structure of the timeresolved 4WM signal due to the interference of polarizations with different frequencies. Figure 2 shows the signal for zero-time delay and a transverse relaxation time of 200 fs. We excited and probed the system at the band edge with Gaussian pulses of 10 fs half-width. The Rabi frequency at the peak of 0.3 meV corresponds to the low intensity limit. For small size (N= lo), we recover the result of a twolevel system because only the lowest transition Q,-*.Q in the two-band model [E4. (42) with the pump pulse and decays exponentially on half of the transverse relaxation time scale. With increasing size (decreasing level spacing), more than one transition can be coherently excited and consequently oscillations in the signal can be seen with a period equal to half the level spacing in the two band model [Figs. 2 (b) and 2 (c )]. The details of the signal depend on parameters characterizing the excitation process. Figure 3 shows the dependence of the signal for a size N=50 on the duration of the excitation pulse [ Fig. 3 (a) corresponds to Fig. 2(c) ]. With increasing pulse duration (decreasing spectral width), the occupation of higher states decreases, and finally only the lowest state is excited [ Fig. 3 (c) ] and the quantum beats disappear. For infinite size {iV> 100 [ Fig. 2(d) ]), the signal is similar to the result obtained for the two-level system, but the decay time is faster. In this case, the continuous distribution of states within the bands acts like an inhomogeneous broadening which contributes to the optical dephasing in addition to the transverse relaxation time. Due to this "inhomogeneous distribution," one might expect to observe a photon echo for negative time delays T,. In Fig.  4(a) , we have shown the signal for a time delay TD= -150 fs between pump and probe. Compared to the results for zero-time delay, the signal now consists of two parts separated roughly by the time delay. The first strong peak is the free induction decay and the delayed part corresponds to the expected photon echo due to excitation of interband transitions. However, the amplitude of the echo is very weak since the interband excitations are not sufficiently broad.
The time dependent signal changes drastically if Coulomb interaction is taken into account. In addition to the free induction decay, a broad delayed component can be seen (Fig. 5) . This behavior was originally found in inorganic semiconductors such as GaAs and was denoted interaction induced signal (IIS). In order to understand is immediately given by the transverse relaxation time as is shown in Fig. 5 (b) . Therefore this signal does not correspond to a conventional photon echo.
In Fig. 6 we examine the 4WM signal for an intense pump pulse. Under this condition, many-body effects such as band gap renormalization become important, as was pointed out in Sec. III and is well known from semiconductor pump-probe spectroscopy. However, due to the ultrashort and near resonant excitations, the excited charge carrier density is sufficiently small, so that the HF approximation is still-valid. The charge carrier density in the conduction band can be increased by increasing the intensity of the pump pulse for a given pulse width [ Fig. 6(a) ] or by increasing the pulse width of the pump pulse for given intensity [ Fig. 6(b) ]. In both cases, the signal starts to oscillate with a decreasing period for increasing density due to the renormalization of the electron and hole quasi-. particle energies [Eq. (37) ].
In summary, we have studied the temporal evolution of the 4WM signal of conjugated polymers using intense ultrashort laser--pulses. Our calculations show the importance of the Coulombs interactions for the nonlinear optical response and are also applicable to high field excitation, where third order pertubation theory is inapplicable. We examined the size dependence of the 4WM signal within the Htickel model. The coupling of several interband states by ultrashort pulses leads to oscillations in the 4WM signal which correspond to the level spacings. For-infinite size, we obtained a photon echo-like behavior. The Coulomb interaction generates beside the free induction decay a broad delayed component which is collective in nature and cannot be interpreted as a simpIe photon echo. Many-body effects such as band gap renormalization come into play for high intensity excitation and show up as additional features in the signal.
The present method can also be extended for calculating the nonlinear optical response of conjugated polymers including the coupling of the electron motion to lattice vibrations leading to the formation of soliton states. Using time-resolved spectroscopy, it should be possible to resolve the formation of soliton states in time and to study the influence of the Coulomb interaction on these states.30
For our calculations, it will be useful to express the Bloch functions Q)&(r) using the atomic functions aPzn+JY) (Ref. 29) 4)ykb) = & ; F einkauVk,j@2ti+j(r).
(Aa The functions u&j can be calculated from Eq. (A4) multiplying with @,,, +jl (r) from the left and integrating over r. As in Sec. III, we neglect the overlap of the ,atomic functions. Using Bloch's theorem (A3 ), we get v$::;= J-d3rd3r'~~,kl(r)9)~2k2(r') W-x') Xvv3k3(r')vv4k4W =& C C C V(k)exp [--inl(k,--k4-- Performing the IZ sums in Eq. (A12), we get c::::= ; V(k) Sk, , kq+kskZ, kl, k4) XF,,( -kbW, (-413) where the form factors are given by (A14) In the equations of motion (30)) (3 1 ), and (34)-( 36)., we have abbreviated VI (k,q) = V;;tu-qTkPk--q,
