Abstract-Partial response maximum-likelihood(PRML) systems using an MR head and a double layer perpendicular medium are studied. The bit-error rate performance of PRML systems characterized by the polynomials with the positive coefficients for the (1,7) code and the negative coefficients for the 8/9 code is evaluated. The PRML system for the (1,7) code has a large minimum Euclidean distance and a small noise spectrum compared with those for the 8/9 code. This results in a significant performance improvement. Among PRML systems discussed in this study, PR(1, 2, 3, 2, 1)ML exhibits the best performance and improves the SNR by about 13.8 dB over that of PR4ML for the 8/9 code at a bit-error rate of 10 −4 and a normalized linear density of 2.5. PR(1, 2, 2, 1)ML, PR(1, 3, 3, 1)ML and PR(1, 2, 1)ML also show excellent performance.
I. INTRODUCTION
Signal processing technologies have played a significant role in the remarkable increases in data storage density of longitudinal magnetic recording systems. Especially, the partial response maximum-likelihood (PR ML) system, i.e., partial response signaling combined with maximum-likelihood sequence detection, is considered to be an indispensable signal processing method for high-density recording [1] - [3] .
Recently the combination of an MR head and a perpendicular disk has received much attention as a promising technology for future high-density recording [4] - [8] .
With the PRML system for such a combination, only systems using a single layer medium [9] and a multilayer medium [8] have been studied.
In this study, our discussion will be focused on PRML systems using an MR head and a double layer perpendicular medium. The isolated reproducing waveform from a double layer medium is characterized by a step function [5] , [6] , [10] . Then, the reproducing waveform for the rectangular recording waveform becomes a rectangular pulse-like waveform. In the case of the longitudinal magnetic recording with differential characteristics, the PRML systems expressed by the polynomials with the negative coefficients, e.g., PR ( (ME 2 PR4ML) [11] , provide good performance, while in our case without differential characteristics, PR(1, 2, 1)ML, PR(1, 2, 2, 1)ML, PR(1, 3, 3, 1)ML and PR(1, 2, 3, 2, 1)ML characterized by the polynomials with the positive coefficients are expected to show excellent performance.
Here, the rate 2/3 (1,7) code or the rate 8/9 (0, 4/4) code as a recording code is employed. The maximumlikelihood sequence detector is usually implemented as a Viterbi detector. For the PRML systems with the positive coefficients, the Viterbi detector utilizing the minimum run-length constraint of the (1,7) code has larger minimum Euclidean distance d min between all possible pairs of sequences at the input of the detector than that for the 8/9 code. The increase in d min brings a performance improvement. On the other hand, it is favorable for the PRML systems with the negative coefficients to use the 8/9 code having a large coding rate compared with the (1,7) code.
In this study, the bit-error rate (BER) performance of PRML systems with the positive coefficients for the (1,7) code and the negative coefficients for the 8/9 code is evaluated by computer simulation. The relationship between the SNR improvement over PR4ML and the linear density is also studied. Fig.1 shows the PRML system in perpendicular magnetic recording. {a k } is the input data sequence at time k T b , and {b k } is the (1,7) code or the 8/9 code sequence at time kT s , where k and k are integers, T b is the bit interval and T s is the symbol interval. For the (1,7) code, the precoded sequence {c k } is equivalent to the NRZI recorded sequence and is related to {b k } by
II. RECORDING/REPRODUCING SYSTEM
The precoder of each PRML system for the 8/9 code and the maximum run-length of 0's in the output sequence {d k } of the equalizer are shown in Table 1 . Since the isolated reproducing waveform is step function-like [5] , [6] , [10] , its differentiated waveform is assumed to be Lorentzian given by
where B is the peak value and T 50 is the half height width. By integrating h(t), the signal waveform at the reading point for the recording waveform with height 1 and pulse width T s corresponding to a recording data "1" is obtained as follows:
where A is the peak value of g(t), run-length
density. η c 's for the (1,7) and 8/9 codes are 2/3 and 8/9, respectively.
Assume that the noise at the reading point is a zeromean, white Gaussian noise with two-sided power spectral density N 0 /2. The transfer function of the equalizer is determined so that the output waveform w(t) of the equalizer for g(t) has the desired partial response characteristics
where r(t) is the Nyquist waveform with a roll-off factor β given by
Here, η is a parameter which prescribes the amount of intersymbol interference and the bandwidth of the equalizer [12] . With increasing η, the intersymbol interference increases, but the bandwidth, and hence the noise power at the discrimination point, decreases.
Taking the ratio of the Fourier transform of w(t) to the Fourier transform of g(t)
, we have the transfer function of the equalizer:
where x is the frequency normalized by the bit rate f b .
R(x) is the Fourier transform of f b r(t) and is given by
. (7) For the PRML systems with the negative coefficients, such as PR4ML, EPR4ML, E 2 PR4ML and ME 2 PR4ML, it can be shown that E(x) is equal to the transfer functions of these PRML systems in longitudinal magnetic recording multiplied by the transfer function x of the differentiator. Therefore, the PRML systems with the negative coefficients in perpendicular magnetic recording are equivalent to the differential equalizer combined with those in longitudinal magnetic recording. 
For the (1,7) code, the output sequence {b k } of the postcoder with the inverse precoding operation is given byb
where {ĉ k } is the estimate of {c k }. The postcoders of PRML systems for the 8/9 code are shown in Table 2 . These postcoding operations can be taken into account in Viterbi detector. {b k } is decoded by the (1,7) or 8/9 decoder, which gives the output data sequence {â k }.
III. EYE PATTERNS
The signal waveform at the discrimination point for the precoder output {c k } is given by
Eye patterns obtained by computer simulation are shown in Figs. 2 and 3. In simulation, the input data sequence generated from M-sequence is coded into the (1,7) code or 8/9 code and the precoded sequence {c k } is used in Eq. (9) . Fig.2 shows the eye patterns of PR(1, 2, 1)ML, PR(1, 2, 2, 1)ML, PR(1, 3, 3, 1) and PR(1, 2, 3, 2, 1)ML for the (1,7) code. Fig.3 shows the eye patterns of PR4ML, EPR4ML, E 2 PR4ML and ME 2 PR4ML for the 8/9 code. Here, β = 0.5 and η = η opt . η opt is the optimum value of η which gives the minimum BER. When η = η c , the positive, outside signal level at t = kT s in the eye pattern takes only one value e 0 . However, when η > η c , the level has a distribution due to the intersymbol interference. Since the middle value e 1 of the distribution increases with η, all eye patterns in 
IV. NOISE POWER SPECTRA
The one-sided power spectrum of noise at the discrimination point is obtained from N 0 |E(x)| 2 /2 as follows:
Here, a is the signal-to-noise ratio (SNR) at the reading point and is defined as the ratio of the peak value of g(t) to the rms value of noise in a bandwidth equal to f b :
The noise power spectra for the (1,7) and 8/9 codes at the discrimination point are shown in Figs the equalizer for the (1,7) code is narrow compared with that for the 8/9 code. Among PRML systems for the (1,7) code, PR(1, 2, 1)ML has the minimum spectrum. This is followed by PR(1, 2, 2, 1)ML, PR(1, 2, 3, 2, 1)ML and PR(1, 3, 3, 1)ML. On the other hand, among PRML systems for the 8/9 code, ME 2 PR4ML has the minimum spectrum, and this is followed by EPR4ML, E 2 PR4ML and PR4ML.
V. PRML SYSTEMS
The input signal sequence of the Viterbi detector is obtained by sampling y(t) at t = kT s as follows:
Here, we describe the Viterbi detection in PR(1, 2, 2, 1)ML as an example of PRML system for the (1,7) code. As the run-length of 1's or 0's in the precoder output sequence {c k } for the (1,7) code is limited to from 2 to 8, the sequences 010 and 101 do not appear in {c k }. Taking account of this constraint, we have the state assignment table at t = kT s shown in Table 3 .
It is evident from Eqs. (4), (5) and (12) that the input signal sequence {d k } of the detector for η = η c is given Using this equation and the above-mentioned constraint on the minimum run-length, we have the state transition table shown in Table 4 . From Table 4 , we can obtain the trellis diagram shown in Fig.6 where each branch is labeled with c k /d k . By defining the length of each branch on the trellis diagram by the negative loglikelihood function, the metrics for the states S 0 ∼ S 5 at time t = kT s are obtained from Fig.6 [13] . The Maximum-likelihood sequence {ĉ k } can be determined by tracing back in the past the paths survived by the minimum value selection in the metric. Further, by means of the operation given by Eq. (8), the input sequence of the decoder {b k } is obtained. A Viterbi detector for the (1,7) code can be formed from metrics [13] , [14] . By using the minimum runlength constraint of the (1,7) code, the number of states can be reduced from 8 to 6, which contributes to the simplification of the detector. The minimum run-length constraint of the (1,7) code also brings the effect that the ACS (Add-Compare-Select) number is reduced from 8 to 4. Another important effect of run-length constraint is that the increase in the minimum Euclidean distance d min between all possible pairs of sequences in {d k } brings the improvement in BER performance. For the other PRML systems, we can form Viterbi detectors using the run-length constraint of the (1,7) code in a similar way.
For the case of the 8/9 code, we cannot exploit the run-length constraint, so that we do not have the reduction in the numbers of states and ACS's and the increase in d min . d 2 min , the number of states (ACS's) and signal levels are shown in Table 5 . PR(1, 2, 1)ML, PR(1, 2, 2, 1)ML and PR(1, 3, 3, 1)ML for the (1, 7) code can attain large d 3, 1)ML and PR(1, 2, 3, 2, 1)ML for the (1,7) code, respectively. Also, the symbols , , and indicate the performance of PR4ML, EPR4ML, E 2 PR4ML and ME 2 PR4ML for the 8/9 code, respectively. As can be seen in the figure, the performance for the (1,7) code are better than that for the 8/9 code. Among these PRML systems, PR(1, 2, 3, 2, 1)ML shows the best performance. This is followed by PR(1, 2, 2, 1)ML, PR(1, 3, 3, 1)ML, PR(1, 2, 1)ML, ME 2 PR4ML, E 2 PR4ML, EPR4ML and PR4ML. When the input noise of the detector is a white Gaussian noise, the SNR gain of Viterbi detection over the threshold detection is approximated as follows [15] :
Actually, the input noise sequence is the colored noise sequence characterized by the transfer function of the equalizer. Therefore, SNR G can be degraded by the influence of its correlation. However, we can roughly evaluate the performance of PRML systems by using SNR G . SNR G of each PRML system can be obtained by substituting d Table 5 , into Eq. (14) . PR(1, 2, 3, 2, 1)ML and PR(1, 2, 2, 1)ML for the (1,7) code have small noise spectra and large SNR G 's, which results in excellent performance. PR(1, 3, 3, 1)ML shows comparative good performance despite its large noise spectrum, because it has the best SNR G among PRML systems studied here. PR(1, 2, 1)ML having the minimum noise spectrum also shows good performance. Table 6 shows the SNR improvement SNR I of each PRML system over PR4ML obtained by Fig.7 where K p = 2.5, β = 0.5, η = η opt and BER = 10 −4 . 
VII. CONCLUSION
PRML systems for the combination of an MR head and a double layer perpendicular medium have been investigated. The BER performance of PRML systems with the positive coefficients for the (1,7) code and the negative coefficients for the 8/9 code has been evaluated. The PRML system for the (1,7) code has a large minimum Euclidean distance and a small noise spectrum compared with those for the 8/9 code, which results in a significant performance improvement. Among PRML systems discussed in this study, PR(1, 2, 3, 2, 1)ML for the (1,7) code exhibits the best performance and improves the SNR by about 13.8 dB over that of PR4ML for the 8/9 code at a BER of 10 −4 and a normalized linear density of 2.5. This can be achieved at the expense of some increase in complexity of the Viterbi detector. PR(1, 2, 2, 1)ML, PR(1, 3, 3, 1)ML and PR(1, 2, 1)ML also provide excellent performance. PR(1, 2, 1)ML gains about 11.9 dB in SNR with the comparable complexity to PR4ML.
