Abstract-A typical content-based image retrieval (CBIR) system would need to handle the vagueness in the user queries as well as the inherent uncertainty in image representation, similarity measure, and relevance feedback. In this paper, we discuss how fuzzy set theory can be effectively used for this purpose and describe an image retrieval system called FIRST (Fuzzy Image Retrieval SysTem) which incorporates many of these ideas. FIRST can handle exemplar-based, graphical-sketch-based, as well as linguistic queries involving region labels, attributes, and spatial relations. FIRST uses Fuzzy Attributed Relational Graphs (FARGs) to represent images, where each node in the graph represents an image region and each edge represents a relation between two regions. The given query is converted to a FARG, and a low-complexity fuzzy graph matching algorithm is used to compare the query graph with the FARGs in the database. The use of an indexing scheme based on a leader clustering algorithm avoids an exhaustive search of the FARG database. We quantify the retrieval performance of the system in terms of several standard measures.
INTRODUCTION
T HE rapid growth in the number of large-scale image repositories in many domains such as medical image management, multimedia libraries, document archives, art collections, geographical information systems, law enforcement agencies, and journalism has brought about the need for efficient content-based image retrieval (CBIR) mechanisms. There are several popular CBIR systems such as QBIC, Virage, RetrievalWare, Photobook, Chabot, VisualSeek, WebSeek, MARS system, SurfImage, Netra, and CANDID. We do not mention the specific merits of each of the systems as they are covered in detail in [1] . The problems involved in image retrieval are widely known and special issues of many leading journals have addressed this topic [2] , [3] , [4] , [5] . In CBIR systems, the queries that are used to retrieve images can be broadly classified as primitive, logical, and abstract. A query is said to be a primitive query if it is based on features (such as color, shape, and texture) extracted from the images. A query is said to be logical if it employs the identities of the objects in the image. Sketch-based and linguistic queries in which the user depicts or describes objects/regions in the desired spatial positions and ascribes attributes (such as class label, size, color, and shape properties) to them can also be considered logical queries. Abstract queries are typically based on a notion of similarity which is a concept that cannot be easily captured in a mathematical model [6] . Logical and abstract queries are sometimes known as semantic queries. There have been some attempts at using linguistic queries or semantic attributes [7] , [8] , [9] , [10] , [11] , [12] , [13] . However, this area has not received the attention it deserves.
In this paper, we describe how concepts from fuzzy set theory can be useful in building a more versatile CBIR system that can handle the usual exemplar-based queries as well as graphical sketch-based queries and linguistic queries [14] . We show that fuzzy sets can be used to model the vagueness that is usually present in the image content, user query, similarity measure, and relevance feedback. It is well-known that object labels are not crisp and attribute values such as small and somewhat, as well as spatial relations such as left of and below, are handled much better by fuzzy techniques [15] , [16] . Therefore, a fuzzy approach allows us to retrieve relevant images that might be missed by traditional approaches. We present FIRST, a Fuzzy Image Retrieval SysTem that incorporates many of these ideas. FIRST uses a fuzzy attributed relational graph (FARG) (originally called fuzzy attributed graph or FAG [17] ) to represent each image in the database in which each object/region in the image is represented by a node with attributes (e.g., blueness, size, and texturedness), and the relations between regions are represented by edges with attributes (e.g., spatial relation, adjacency). We also recast the user query as a FARG, which converts the image matching problem to a subgraph matching problem. It is well-known that subgraph matching is nontrivial and, in fact, NP-complete [18] . To overcome this problem, we use a new low-complexity algorithm to match FARGs. We further reduce the retrieval time by organizing (indexing) the database in terms of groups (clusters) of similar FARGs by using a leader clustering algorithm. The incremental nature of this algorithm lets us add new images to the database easily.
The rest of the paper is organized as follows: In Section 2, we describe how fuzzy set theory can be used in image representation, spatial relation models, similarity measures, indexing methods, and relevance feedback. In Section 3, we describe Fuzzy Attributed Relational Graphs (FARGs) in more detail and describe a new extension of a fuzzy graph matching algorithm for matching FARGs. In Section 4, we present our Fuzzy Information Retrieval SysTem (FIRST). In Section 5, we present the details of a new indexing scheme based on clustering of FARGs. In Section 6, we present retrieval results on a synthetic image database as well as an outdoor scene image [12] database. Finally, in Section 7, we present the conclusions.
BACKGROUND

A Fuzzy Approach to Feature-Based Image Representation
CBIR systems commonly use a set of features for image representation in addition to some metainformation that is stored as keywords. Most systems use color features in the form of color histograms to compare images [19] , [20] , [21] , [22] . The ability to retrieve images when color features are similar across the database is achieved by using texture features [23] , [24] , [25] , [26] , [27] . Shape is also an important attribute that is employed in comparing similarity of regions in images [4] , [28] , [29] , [30] , [31] , [32] . Since the user's perception of features such as color, texture, and shape is imprecise, a fuzzy approach is much better suited for expressing queries involving concepts such as a somewhat round tree that is dark green and has fine texture. With a simple n-dimensional feature vector representation where each element of the vector corresponds to the value of a feature or attribute of the image, it is not easy to handle such queries. An alternative is to use a representation in which each element of the vector stores a fuzzy value of the attribute. We now briefly describe how this can be accomplished. Let a i , i ¼ 1; . . . ; n A , denote the ith attribute (e.g., "blueness"). We define a set of linguistic labels (with corresponding membership functions) for attribute a i . Let the set of linguistic labels be fL i1 ; L i2 ; . . . ; L ina i g, where n ai is the number linguistic labels for attribute a i . We follow the common practice in fuzzy set theory and use L ik also to denote the membership function associated with the linguistic label. For a given attribute vector x j ¼ ðx j1 ; x j2 ; . . . ; x jn A Þ T representing image j, we compute
i.e., the membership degrees in all labels using the membership functions. The value of attribute i is now ðm ji1 ; m ji2 ; . . . ; m jin a i Þ, which is a fuzzy set defined over the domain of linguistic labels. This process can be repeated for all attributes. Using this approach, it is fairly simple to represent a linguistic query in the same format. As an example, we can consider a database consisting of images of cars. One of the attributes might be size, with linguistic labels small, medium, and large, and another attribute might be blueness, with linguistic labels light blue, medium blue and deep blue. If the query is: "Find all images with small deep blue cars," then the size attribute of the query can be represented by (1, 0, 0) and the blueness attribute can be represented by (0, 0, 1). In other words, the membership in the label specified in the query is 1, and memberships in other labels of the attribute are zero. In Section 2.3, we discuss how similarities between images can be computed in this representation. Feature-based representation is limited in the sense that it does not capture the spatial relations between regions. To remedy the situation, we use a Fuzzy Attributed Relational Graph [17] , [33] to model image content. We will present this approach in more detail in Section 3.
Spatial Relations in Images
Spatial relations between objects in an image can contribute significantly to the description of its content. For example, an image might have a house to the left of a road and below a tree. Freeman [15] defined 11 primitive spatial relations between two objects (left of, right of, above, below, behind, in front of, near, far, inside, outside, and surround) and recognized that they are best described in an approximate (fuzzy) framework. Very few systems exist that can handle queries that include spatial relations between objects. VisualSEEk [10] can handle spatial data in terms of the centroids and minimum bounding rectangles of objects in the image. Del Bimbo and Vicario [11] propose the idea of "weighted walkthroughs" to represent the spatial relationships between objects. However, they do not address the issue of handling linguistic descriptions of spatial relations. NETRA [12] uses two bounding rectangles to define the spatial area of interest. These descriptions do not capture the full expressive power of spatial relations.
There have been several fuzzy approaches to computing the degrees of spatial relations between image regions. The earlier methods use angle measurements between pairs ða; bÞ of points where point a is in Region A and point b is in region B [16] . Other methods use projections of regions on the coordinate axes and try to reason about spatial relations either using dominance relations [34] or fuzzy logic [35] . More recent methods have included approaches based on neural networks [36] , mathematical morphology [37] , and gravitational force models [38] . We use the morphological approach, which provides a good compromise between performance and computational complexity.
Similarity Measures for Ranking Images
The traditional approach to ranking images based on the similarity with respect to the query image is to compare the feature vector x q of the query image with the feature vectors x j of the images in the database based on a suitable distance (dissimilarity) measure, e.g., the Minkowski norm. This is similar to what is used in the information retrieval community [39] , [40] , [41] . More generally, we can also consider combining the similarities with respect to individual features in a more complex way. Let f i ðx qi ; x ji Þ denote the similarity between the query image and image j in the database with respect to attribute a i . Then, the overall similarity between two images can be computed as A different function f can be used for different attributes. Then, the overall similarity between the query and the database image is computed as
The choice of the connectives fðÞ, hðÞ, and gðÞ depends on the nature of the query. In general, fðÞ might be the min operator, and hðÞ might be the max operator. If the attributes in the query are connected by and, then gðÞ might be a t-norm (intersection operator). If the attributes are connected by an or, then gðÞ could be a t-conorm (union operator) and so on. A variety of aggregation operators are available in the fuzzy set literature [42] , [43] , [44] , [45] for this purpose. The above model, as well as the weighted average method (which is a commonly used aggregation method in CBIR systems [46] , [47] ), ignore correlations/interactions between features and are not flexible enough to model complex queries effectively. The Choquet Integral (CI) [48] , [49] has been proposed [6] as a similarity measure in order to overcome this problem. It allows the user to weight different combinations of features differently. For example, if feature i is highly correlated with feature j and images are highly similar with respect to feature i, then similarity with respect to feature j should not be given much attention. We now briefly discuss the Choquet integral.
Let Y ¼ fy 1 ; y 2 ; . . . ; y n g denote a finite universal set and let PðY Þ denote the power set of Y . A function g : PðY Þ ! ½0; 1 that satisfies the following properties is called a fuzzy measure: 1) gð;Þ ¼ 0, gðY Þ ¼ 1 and 2) if A; B & Y and A & B, then gðAÞ gðBÞ. Note that a fuzzy measure gðÞ requires 2 n coefficients, i.e., the gðÞ values of the 2 n subsets of Y . The value of gðAÞ denotes the worth or importance of subset A. If a fuzzy measure g is additive, then gðfy 1 ; y 2 gÞ ¼ gðfy 1 gÞ þ gðfy 2 gÞ, i.e., the measure of the whole is the sum of the measures of the parts. If we allow interactions between y i s, then the measure of the whole may be less than or greater than the sum of the measures of the parts.
Let f : Y ! ½0; 1 be a function and let g be a fuzzy measure on Y . The Choquet Integral (CI) of f with respect to g is defined by [50] . It is well-known that OWA can yield any order statistic (such as the median) and can simulate concepts such as "at least k out of n" or "any k out of n." It can be easily shown that min i fðy ðiÞ Þ C g ðfÞ max i fðy ðiÞ Þ.
In the context of computing the similarity between two images, fðy i Þ denotes the similarity of the images with respect to feature ðiÞ, and gðB ðiÞ Þ denotes the relevance or importance of the feature subset B ðiÞ . In order to utilize the full potential of the Choquet integral, we need to estimate the underlying fuzzy measure to be used for a given query. This can be based on the relevance feedback provided by the user (see Section 2.5). Another possibility is to use the fuzzy integral [51] with the Sugeno measure [48] . However, the Sugeno measure is somewhat restrictive in that it assumes that all pairs of features interact the same way.
Image Indexing
A recent survey [5] concludes that the problem of indexing images in a database for efficient retrieval has not received the attention it deserves. While it is feasible to retrieve a desired image from a small collection by exhaustive search, more effective techniques are needed with larger databases. The main idea in indexing is to extract features from an image, map the features into points in multidimensional space, and then employ access structures to retrieve matches efficiently. The key issue here is to use access structures that are proven to be efficient in high dimensional spaces. A comprehensive survey of the various spatial access methods can be found in [52] . Traditional indexing methods such as B-trees used with textual databases are not well suited to handle pictorial information. Popular multidimensional indexing techniques [53] , [54] include k-d tree, quad-tree, R-tree, and its variants packed R-tree, V-P tree, TV-Tree, R+-tree, the R*-tree, and the SS +-tree. The R-tree family of access structures is a generalization of the B-tree for multidimensional data.
Another approach is to flatten the multidimensional space into one-dimensional space by using space-filling curves [55] and use one-dimensional access structures to retrieve data efficiently. One of the earliest treatments of hierarchical algorithms for fast search is by Fukunaga and Narendra [56] . In addition to these approaches, clustering and neural nets have also been used [57] , [58] . These methods, however, come with a lot of overhead complexity and do not fare well when the dimensionality is high. In Section 5, we present a new scalable indexing scheme based on fuzzy matching.
Relevance Feedback
Relevance feedback [39] is used in CBIR systems for two reasons: 1) There can be a big gap between high level concepts perceived by the user and low level features that are used in the system, and 2) human perception of similarity is subjective. Most research in relevance feedback uses one or both of the following approaches: 1) query-point moving and 2) weight updating. The query-point moving approach tries to improve the estimate (in terms of lowlevel features) of the ideal query point by moving the current query point (i.e., estimate) by a certain amount based on user feedback. Some researchers generate pseudo document vectors from image feature vectors [59] . Other researchers estimate the distribution of the relevant samples based on a parametric or nonparametric estimator [60] . The weight updating approach is a refinement method based on modifying the weights or parameters used in the computation of similarity based on the user's feedback [46] , [61] , [62] . Choi et al. [63] have described a method to learn the similarity measure based on the Choquet integral and show that it generally outperforms the weighted average method. Our current implementation does not incorporate relevance feedback.
FUZZY ATTRIBUTED RELATIONAL GRAPHS AND GRAPH MATCHING
Fuzzy Attributed Relational Graphs
A graph G ¼ ðV G ; E G Þ is an ordered pair of a set of nodes (vertices) V G and a set of edges E G . An edge in G connecting nodes u and v is denoted by ðu; vÞ, where ðu; vÞ 2 E G . A Fuzzy Attributed Relational Graph (FARG) [17] is an extension of the attributed relational graph [64] and can be used to model the vagueness associated with the attributes of nodes and edges. In our application, each node in the FARG represents a region in the image, and edges between the corresponding nodes represent the relationships between the regions. All nodes have attributes from the set A ¼ fa i ji ¼ 1; . . . ; n A g. We denote the set of linguistic values (labels) associated with attribute a i by Ã i ¼fL ik jk ¼ 1;. . .; n ai g. The value of an attribute a i at node j is a fuzzy set A ji defined over Ã i . For example, the nodeattribute a 1 ¼ class label may be a fuzzy set defined over the linguistic category set Ã 1 ¼ fsky; water; vegetationg, and class label of node j may have memberships 0.9, 0.2, and 0.1 in the three categories, respectively, i.e., A ji ¼ ð0:9; 0:2; 0:1Þ. Similarly, the node-attribute a 2 ¼ size may be a fuzzy set defined over the set of linguistic values Ã 2 ¼ fsmall; medium; largeg. We denote the node label of n o d e j b y ðjÞ¼fða i ; A ji ÞjA ji 2 FðÃ i Þ; i ¼ 11;. . . ; n A g, where F ðÃ i Þ denotes the fuzzy power set of Ã i . Each node-attribute a i is allowed to occur only once in ðjÞ. Edge-attributes are treated similarly. Each edge in the FARG has attributes from the set R ¼ fr i ji ¼ 1; . . . ; n R g. We denote the set of linguistic values associated with edgeattribute r i by AE i ¼ fS ik jk ¼ 1; . . . ; n r i g. The value of an edgeattribute r i for an edge e ¼ ðj; lÞ is a fuzzy set R ei defined over AE i . For example, the edge-attribute r 1 ¼ spatial relation may be a fuzzy set defined over the set of linguistic values AE 1 ¼fleft of; right of; above; below; surrounded byg:
The edge-attribute r 2 ¼ adjacency may be a fuzzy set defined over the set of linguistic values AE 2 ¼ flow; moderate; highg. We denote the edge label of edge e ¼ ðj; lÞ by ðeÞ ¼ fðr i ; R ei ÞjR ei 2 FðAE i Þ; i ¼ 1; . . . ; n R g, where F ðAE i Þ denotes the fuzzy power set of AE i . Each attribute r i is allowed to occur only once in ðeÞ. The use of fuzzy sets for node and edgeattribute values enables a FARG to handle imprecise information and linguistic queries.
Graph Matching 3.2.1 The Fuzzy Graph Matching (FGM) Algorithm
In this section, we outline a fuzzy graph matching algorithm called FGM [65] , [66] that uses ideas from relaxation labeling and fuzzy set theory to solve the subgraph isomorphism problem [18] , [67] . Given two labeled graphs, the algorithm tries to match them and returns the best possible mapping between the two graphs. The algorithm can handle exact as well as inexact subgraph matching of weighted graphs. In the next section, we extend it further so that it can be used with FARGs.
Let A and B denote the two graphs being matched with vertex sets V A and V B , respectively. The complexity of the FGM algorithm is Oðn 2 m 2 Þ, where n ¼ jV A j and m ¼ jV B j. Without loss of generality, we assume that n ! m. The FGM algorithm uses a membership matrix U ¼ ½u ij , where u ij represents the relative degree to which node i 2 V A matches the node j 2 V B , i.e., U is the fuzzy assignment matrix. The objective function used for the FGM algorithm is:
In (2), is a constant that controls the relative influence of the two terms in the minimization process, c ij represents the absolute compatibility between nodes i 2 V A , j 2 V B (given the fuzzy assignments U), taking into account the attributes of the edges incident on nodes i and j and those of the neighboring nodes of i and j. In other words, C ¼ ½c ij is the compatibility matrix. The function fðÞ ¼ expðÀc ij Þ is a decreasing function that converts c ij to a kind of "dissimilarity." In Section 3.2.2, we provide a more detailed discussion on how c ij s can be chosen. As mentioned above, the compatibilities c ij depend on U. Similarly, the assignments U depend on the compatibilities C. We update U and C in an alternating fashion, giving rise to a relaxation process. To accomplish robust matching, we introduce dummy nodes in each of the graphs being compared. Node n þ 1 in graph A and node m þ 1 in graph B represent dummy nodes. When a particular node in graph A does not match any of the nodes in graph B, it can be assigned to the dummy node of graph B and vice versa. The dummy node enables us to minimize the objective function J subject to the following constraints:
The first term in (2) is minimized if the matching degrees u ij are high whenever the compatibilities c ij are high. However, ideally, we want u ij 2 f0; 1g. To accomplish this goal, we add the second (entropy) term in (2) which tries to push the values of u ij toward either zero or one. The update equations for the FGM algorithm are based on the Lagrange method and use the Karush-Kuhn-Tucker conditions. The details can be found in [65] , [66] .
Extension of FGM to FARGs
To extend FGM to FARGs, we need to redefine the compatibility c ij 2 ½0; 1, which is a quantitative measure of the (absolute) degree of match between node i 2 V A and node j 2 V B , given the current fuzzy assignment matrix U.
We start with the definition of compatibility c ij as 
where w ij is the degree of match between (the attributes of) node i 2 V A and node j 2 V B , m kl 2 ½0; 1 is the matching score between the edge ði; kÞ 2 E A and edge ðj; lÞ 2 E B , M is the matrix ½m kl , M 0 ¼ ½m 0 kl is the crisp assignment matrix closest to M satisfying the constraints in (3) for i ¼ 1; . . . ; n þ 1 and j ¼ 1; . . . ; m þ 1, and n B j is a normalization factor equal to the number of edges (with nonzero weights or attribute values) that are incident on node j 2 V B . Note that M 0 acts as a filter so that each edge in graph B that is incident on node j contributes to c ij only once. In other words, out of the double summation in (4), only ðmÞ terms survive. Also, w ij is raised to the power 0.5 for enhancement purposes. Fig. 1 illustrates the notation used.
To compute M 0 , rather than apply the Sinkhorn technique [68] or other standard algorithms for the quadratic assignment problem, we use a greedy method. We identify the largest element in M, set it equal to 1, and zero out the remaining elements of the row and column corresponding to the largest element. We repeat this process m times. In theory, this method has a somewhat higher complexity of Oðnm 2 Þ than the Sinkhorn procedure, but, in our experience, it is faster in practice.
The pth node-attribute of the FARG, for example, has n a p linguistic values associated with it. The value of the pth attribute a p of node i of graph A is denoted by A 
where W ðpÞ is the weight associated with attribute a p as specified by the user. In the very first iteration, we initialize the compatibilities as fðc ij Þ ¼ expfÀw ij g and use (4) in later iterations. We also define and query handling. In this section, we briefly describe these components. More details are provided later in this section. Relevance feedback is still in the experimental stage and has not been integrated into our system at this point.
FARG Generation
The input image to be added to the database is converted to a FARG as follows: The image is first segmented into regions, and the regions are labeled. A feature vector x j , that represents texture, color, or other features, is extracted from each region j. As described in Section 3.1, for each node-attribute a i , we compute the value A ji ¼ ðL i1 ðx j Þ; . . . ; L in a i ðx j ÞÞ of node-attribute a i of region j. In our application, we used six node-attributes, i.e., n A ¼ 6. The attributes were class_label, intensity, hue, contrast, homogeneity, and size. The number of linguistic labels for the six attributes were n a 1 ¼ 16, n a 2 ¼ 3, n a 3 ¼ 6, n a 4 ¼ 3, n a 5 ¼ 3, and n a 6 ¼ 3, respectively. The estimation of the membership functions L ik ðÞ for the six attributes is discussed in Sections 4.2 and 4.4. In addition to nodeattributes, we use an edge-attribute called spatial_relation with the five linguistic labels left of, right of, above, below, and surrounded by. Computation of the edgeattribute is discussed in Sections 4.2 and 4.3.
Database Organization
We use a leader approach to cluster incoming FARGs incrementally so that the FARG database is organized in clusters of similar images [69] . Each cluster is represented by a leader FARG. The incremental nature of the proposed graph clustering algorithm allows us to build the image database gradually and add new images with minimal cost. The graph clustering algorithm is explained in more detail in Section 5.
Query Handling
The queries are first converted to a FARG representation. In the case of an exemplar query, the system displays a set of images picked randomly from the database. The user can either select one of them as the exemplar image or request the system to display more examples. The system uses the FARG representation of the selected image to search for similar ones in the database. In the case of a graphical sketch, the user is allowed to draw regions and ascribe attribute values to each region based on a menu. The sketch is converted to a FARG by creating a node for each region, recording the ascribed attributes at each node, and computing the edge attributes based on the spatial placement of the regions in the sketch. For a linguistic query, a FARG node is created for each category label (e.g., sky) that appears in the query, and a pair of nodes in the FARG representation is joined by an edge whenever a spatial relation is specified in the query (e.g., water region left of land region). If the linguistic description specifies any attributes (e.g., a small water region), then the attribute in the corresponding node is assigned an appropriate value (see Section 2.1). Otherwise, the attribute is assigned a default value (e.g., medium). Once the query is converted to a FARG, it is compared with the leader FARGs of the database using FGM. The leader(s) closest to the query FARG are found, and the FARGs belonging to the corresponding cluster(s) are obtained by looking up the FARG database. Only the FARGs in this reduced set are compared with the query FARG and ranked for retrieval.
FARG Generation for the Synthetic Database
In this section, we outline the process of computing the FARG representation for the synthetic database of 1,240 images. Each image in this data set was synthesized by filling randomly placed shapes (such as rectangles, squares, ellipses and circles) with textures selected from 2,384 source images obtained from the VisTex database of MIT Media Lab. The 2,384 source images came from 16 classes. The data set will be discussed in more detail in Section 6.1. To generate the membership functions for the linguistic labels L 1k ðÞ of attribute a 1 ¼ class label, we used Gabor features at four scales and six orientations to obtain a 48D vector from each of the source 2,384 images. The 48D feature vectors were then compressed to 12D vectors by using principal component analysis. To estimate L 1k ðÞ, we applied the RAGMD algorithm [57] to the set fx j g of 12D feature vectors with class label k. RAGMD automatically determines the "optimal" number c k of Gaussian components required to model the set fx j g and produces a set of mean vectors fm k1 ;m k2 ;. . . ;m kck g, covariance matrices fC k1 ;C k2 ;. . . ;C kck g, and prior probabilities fP k1 ; P k2 ; . . . ; P kck g, for the c k components. We repeated this process for all class labels k ¼ 1; 2 
To compute the intensity feature value for a region, the intensity values were averaged over all pixels in the region. The membership functions for the linguistic labels of Intensity were defined over the domain ½I min ; I max , where I min and I max were, respectively, the minimum and maximum of the intensity values in the entire database. The membership functions for a 2 ¼ Intensity were then modeled as trapezoids over this domain, as shown in Fig. 3 . The hue attribute for a region is calculated using the standard formula [70] , and six equally spaced trapezoidal membership functions were used for this feature. The saturation feature was not found to be useful and, hence, we did not use it. We calculated the values of attributes a 4 ¼ contrast and a 5 ¼ homogeneity for a region as described in [23] . The last attribute we used was a 6 ¼ size. The size of the region is computed as the number of pixels in that region. For a 4 , a 5 , and a 6 , the procedure used for computing of the membership values was the same as that of intensity.
Computation of Edge Attributes
We use only one edge-attribute ("spatial_relation") in our application. However, other edge-attributes (e.g., "adjacency") could also be used. Let B j and B l denote the jth and lth regions, respectively. For the edge-attribute, r 1 ¼ spatial relation, the membership functions, S 1k ðB j ; B l Þ, k ¼ 1; . . . ; n r1 , where n r1 ¼ 5 is the number of linguistic labels for spatial relation, are used to compute the value of the fuzzy attribute R e1 ¼ ðS 11 ðB j ; B l Þ; . . . ; S 1n r 1 ðB j ; B l ÞÞ for each edge e ¼ ðj; lÞ. The five linguistic labels we used were left of, right of, above, below, and surrounded by. We make use of a fuzzy morphological approach [37] to determine S 1k ðB j ; B l Þ. We use a fast implementation of this method [37] 
Computation of FARGs for the Outdoor Scene Images
The outdoor scene image database consisted of 500 images from the NETRA data set, which originally come from Corel Inc., and another 526 images obtained directly from Corel Inc. This gave us a total of 1,026 images in the database. NETRA uses an automatic segmentation algorithm and, as is to be expected, there are many instances of over and undersegmentation. We improved the segmentation by merging oversegmented regions in a semi-automated fashion. Since the focus of our work was on image retrieval and not on image segmentation algorithms, we decided to segment the remaining Corel images manually. For the class label attribute for each region, the linguistic values were chosen from the set {Sky, Snow, Tree, Mountain, Water, Ice, Rock, Clouds, Leaves, Flower, Stem, None, Sea, Beach, Land, Boat, Structure, Animal, Grass, Bushes, Road, Sun}. Again, since our main objective was to test the image retrieval algorithm and not to build an effective classifier for outdoor scene objects, we assigned the membership values in each of these linguistic labels for a given region manually. The membership functions and values for the attributes intensity, hue, contrast, homogeneity, and size, as well as for the edge-attribute, were computed exactly as in the case of the synthetic images.
LCA-FARG: A LEADER CLUSTERING ALGORITHM FOR FARGs
The Leader Clustering Algorithm (LCA) [69] is an efficient sequential (one-pass) clustering algorithm that has been used in pattern recognition extensively. We use this approach to design an indexing scheme to partition graphs into clusters and aid faster retrieval. Its complexity is linear in n, where n is the number of images in the data set. This algorithm partitions the input data (FARGs) by using a leader (prototype) FARG for each cluster such that every element (FARG) in a cluster is within a specified distance (threshold) T of the leader. The leader is constructed in such a manner as to be a good representative of that particular cluster. This clustering approach, applied to an image database, is centered around a dissimilarity measure between two graphs G 1 and G 2 defined as:
In (10), V ¼ ½v pq is the closest crisp assignment matrix to U, which is obtained after the FGM process applied to G 1 and G 2 . Note that the dummy rows and columns in V are not included in the measure and that ðÞ is normalized to have values between 0 and 1. The LCA-FARG algorithm is straightforward and is summarized below. (11); Update no. of graphs assigned to cluster j min n j min ¼ n j min þ1;
LCA-FARG Algorithm
We now describe the leader updating step of the algorithm in more detail. The crisp assignment matrix V plays a central role in this update process. Let k 2 V G i and l 2 V G Lj min be a matching pair. If the matching node l corresponding to the leader graph is not the dummy node, then the fuzzy value A G Lj min li of the attribute a i at node l of the updated leader becomes a weighted average of the current fuzzy attribute value and the value A GI ki of the corresponding attribute of the matching node k from the input graph G I as shown below:
If, however, the matching node from the leader graph is a dummy node (i.e., node k from the input graph does not match any nodes in the leader graph), a new node is created in the leader graph with the same attribute values as the matching node in the input graph except that these values are weighted down by the factor ðn j min þ 1Þ. This weighting down procedure ensures that the leader graph does not change drastically. The attribute values of the edges corresponding to this node are updated by the same weighted averaging process. LCA-FARG allows us to index new images in an incremental fashion. The disadvantage is that the clustering result depends on the order in which the images arrive. However, since our main goal is to group the data in a convenient form to minimize the search and not to find clusters, this should not be a serious issue. Our experimental results confirm this as well.
EXPERIMENTAL RESULTS
Results on the Synthetic Image Database
In this section, we describe the synthetic image database in more detail and present retrieval results based on an exhaustive search of the database. As mentioned in Section 4.2, the synthetic database has been created out of the VisTex texture images of MIT Media Lab. We use a total of 149 images of size 512 Â 512 from the VisTex database. The 149 images come from 16 classes, namely, Bark, Brick, Clouds, Fabric, Flowers, Food, Grass, Leaves, Metal, Paintings, Sand, Stone, Terrain, Tile, Water, and Wood. Each of the 149 images are divided into 16 nonoverlapping regions to generate 2,384 images of size 128 Â 128. Based on these 2,384 "source images," we synthesize images that contain multiple regions. In the first step, two or three predefined shapes (such as rectangles, squares, ellipses, and circles) are randomly selected, sized, and placed in random locations in the synthetic image. The shapes are then filled with a texture selected randomly from one of the 2,384 images mentioned above. We generate a total of 1,000 images in this manner. To this set of 1,000 images, we add an additional set of 240 images, thus making it a database of 1,240 images. These extra 240 images are generated as follows: We first pick 20 images randomly from the set of synthetic 1,000 images. These 20 images are utilized in generating two sets of images, one containing 160 images, which we refer to as Extra Image Set 1, and the other containing 80, which we refer to as Extra Image Set 2. To produce Extra Image Set 1, two regions in each of the 20 images are chosen at random. The two regions are then displaced in the positive and negative horizontal and vertical directions, one direction at a time. This method produces eight images from each of the 20 images, all of which are roughly similar in terms of spatial relations. To generate the 80 images of Extra Image Set 2, we use the following procedure. In each of the 20 images chosen randomly from the 1,000 image data set, a region is chosen at random and the selected texture is replaced by a different texture with the same class label (i.e., by choosing a different image with the same class label). This replacement is performed four times to generate four similar images for each of the 20 images. Extra Image Set 2 is added to make it harder for the system to identify and retrieve the relevant images.
We use the standard measures, precision and recall, in different forms, to evaluate the results [39] . 
Based on these measures, we define the following: The Average Recall Rate (AVRR) is given by
where the rank of any of the retrieved images is defined to be its position in the list of retrieved images, provided that image is one of the relevant images in the database. The rank is defined to be zero otherwise. N r is the number of relevant images in the database, and Q is the number of queries performed. In our case, the number of images retrieved was 32, and N r was less than 32. Hence, when all relevant images are in the retrieved set, ideally,
We define Recall8 as the percentage of images in a list of eight retrieved images that belong to the set of relevant images in the database (see definition in (12)). Similarly, we define Recall16 and Recall32 for retrieved sets of 16 and 32 images, respectively. Note that, in all three cases, the denominator is the same.
We apply FGM to this entire data set of 1,240 images. One hundred images are randomly chosen from the data set of 240 extra images (i.e., Extra Image Set 1 plus Extra Image Set 2) as queries and are used to query the entire database by exhaustive search. The average values of AVRR, Recall8, Recall16, and Recall32 measures are used to evaluate the retrieval results. In these measures, we use a retrieved set of size 32 and the number of queries made was Q ¼ 100. For each query, the number of relevant images in the database of 1,240 images is eight, i.e., the eight similar images from Extra Image Set 1. (In addition, four other images from Extra Image Set 2 will be somewhat similar, but we do not count these). Note that the ideal value for AV RR is 4.5. Table 1 shows the results of the aforementioned experiment. We consider three different weighting schemes for this experiment. In the first weighting scheme, we assign equal weights to all six attributes. In the second weighting scheme, we use weights of (2, 0.5, 1, 1, 1, 0.5)/6, respectively, for each of the attributes and, in the third weighting scheme, we use weights of (2, 0.5, 2, 0.5, 0.5, 0.5, 0.5)/6, respectively. Ideally, these weights are subjective, and should be determined by relevance feedback for each user. As can be seen in Table 1 , by both AVRR and Recall8 measures, Weighting Scheme 3 produces the best results. We also have run the experiment considering only one attribute at a time. However, it is not possible to come up with an optimal weight distribution scheme based on these results. This indicates that the attributes interact with each other in a complex way.
Results on the Outdoor Scene Image Database
The outdoor scene image database consists of 1,026 images (see Section 4.4). Since we do not have the ground truth that gives us information about how many and which images are relevant for any given query, we use a different set of measures to evaluate the results. We now describe these measures.
The original Corel images are organized into directories. Each directory contains several images pertaining to a specific theme, e.g., wild flowers, sunset and nature, sea shore, fish, etc. The directory classification, as provided by Corel, is not always accurate. However, we use it as a measure to define the Directory Classification Rate (DCR). DCR is defined to be the percentage of images in the retrieved set that belong to the same directory as that of the query. Another measure we use is Absolute Displacement (AD). Let r 1 ; . . . ; r mÀ1 , and r m be the ranks given by the system to the set of retrieved images. Let h 1 ; . . . ; h mÀ1 , and h m be the corresponding ranks as given by the user. Then, AD was defined as follows:
In addition, we also use the Relative Weighted Displacement (RWD) measure from [6] . Let the user label each image in the retrieved set as "a," "b," or "c," where "a" denotes an image that is similar to the query as perceived by the user, "b" one that is somewhat similar, and "c" one that is dissimilar. Then, RWD is defined as follows:
where w i is 0.8, 0.5, and 0.05 for the cases when the image is labeled "a," "b," and "c," respectively. The weights used in the case of RWD do not punish the measure if nonsimilar images are ranked high. We therefore modify w i to be 0.8 for the case when the image is labeled "c."
We use the weights (2,0.5,2,0.5,0.5,0.5,0.5)/6 for the six node-attributes: Label, Intensity, Hue, Contrast, Homogeneity, and Size (see Section 4.4). One hundred random queries are picked from all 24 directories. Each query is used to retrieve the 10 best matches from the entire database by exhaustive search. In the results reported here, the database is queried by five persons and the performance is averaged. The results of evaluation are shown in Table 2 . It can be seen that, according to the AD measure, probably the most reliable measure that has been used, the performance of the algorithm is good.
Evaluation of the Indexing Method
In this section, we describe the results obtained when the indexing algorithm (based on LCA-FARG) was tested for its performance on the outdoor scene image database. Once the clustering process is complete, we use each image in the database as a query and find the 10 best matches based on an exhaustive search of the database. We compare these results with those obtained when indexing has been used. In the case of the indexed database, the query is initially matched with only the leaders of the clusters, and a predetermined number of the best matching leaders are then chosen. The query is then matched with each of the images in the clusters corresponding to the chosen leaders, and the 10 best matches from these clusters are retrieved. Assuming that the total number of clusters in the database is C, the number of images in the database is N, and the predetermined number of clusters to be searched is J, then the number of matches to be performed is
. . . ; J are the J clusters corresponding to the top J best matching cluster prototypes, N Ci is the number of images in cluster i. If all clusters had an equal number of images, this expression would reduce to M ¼ C þ ðJNÞ=C. When compared to an exhaustive search involving N matches, this is a significant saving. For example, if N ¼ 1; 026, C is 42, and J is 4, we would have to perform only about 100 matches, whereas an exhaustive approach would require 1,026 matches. In our case, the retrieval time in the indexed case is 4 to 5 times shorter than that for the exhaustive search.
As explained above, each query results in a prespecified number of retrieved images. We refer to the set of retrieved images as the retrieved set. The retrieved sets for each query in both experiments (exhaustive and cluster-based) are then used to evaluate the accuracy of retrieval from the clustered data set. We use the following two measures for evaluation:
. Missing Images. The average number of missing images is the average (over all queries) of the number of images from the retrieved set of the exhaustive search that are missing from the retrieved set of the cluster-based search. . Rank Difference. The average rank difference is the average (over all queries) of the sum of the absolute differences in ranks between the retrieved set of the exhaustive search and the retrieved set of the clusterbased search.
We carry out the comparison for several values of J, i.e., the predetermined number of clusters to be searched. Table 3 shows the results in these cases, with comparisons being performed when the cardinality of the retrieved set is 5 and 10, respectively. As can be seen in the table, the results are better when the top five clusters were searched. In fact, there is very little difference between the results for the top four and five clusters. different and seems to be a result of the leader of the cluster acquiring slightly different properties (in this case, it seems to be the presence of red flowers) due to the introduction of other images into the cluster.
SUMMARY AND CONCLUSIONS
Uncertainty pervades every aspect of CBIR. This is because image content cannot be described and represented easily, user queries are ill-posed, the similarity measure to be used is not precisely defined, and relevance feedback given by the user is approximate. To address these issues, fuzzy sets can be used to model the vagueness that is usually present in the image content, image indexing, user query, and the similarity measure. This allows us to retrieve relevant images that might be missed by traditional approaches. The plethora of aggregation connectives in fuzzy set theory permit us to define a similarity measure that is tailored to the application domain or the user's taste.
The fuzzy attributed relational graph (FARG) is a powerful model for representing image content in terms of regions and spatial relations between them. It is wellknown that object labels are not crisp, and attribute values such as small and somewhat, as well as spatial relations such as left of and below, are handled much better by fuzzy techniques. Therefore, the representation can incorporate the vagueness associated with the attributes of the regions as well as those of the relations between the regions. FIRST uses a fast and efficient graph matching algorithm to compute the similarity between graphs. To improve the speed of the retrieval process, FIRST indexes FARGs by using a novel leader-clustering algorithm.
The FIRST system has been tested using synthetic and natural image databases of more than a 1,000 images. The experiments clearly illustrate the feasibility of the proposed approach. We have not shown the results of linguistic or sketch-based queries because these queries are also converted to FARGs and handled the same way as exemplarbased queries. Therefore, the results are very similar. A suite of performance measures, both standard and tailored, were used in evaluating the system. A comparison with exhaustive search clearly demonstrates the speedup associated with the proposed indexing scheme while preserving the accuracy.
In our experiments, we have used semi-automatic segmentation. A fully automated segmenter would be more error-prone. The FARG approach is quite robust to oversegmentation because, in that case, a single region is split into multiple regions with the same label. The corresponding FARG would be a supergraph of the actual one. However, since our retrieval is based on subgraph matching, this does not pose a serious problem. On the other hand, if two or more distinct regions are merged due to undersegmentation, then the resulting graph will be a subgraph of the actual one. For the merged region, the features extracted can sometimes be quite different from the correct values. When this happens, the region is likely to be misclassified, leading to poor matches. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
