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Abstract
Positivity of polynomials, as a key notion in real algebra, is one of the oldest
topics. In a given context, some polynomials can be represented in a form that
reveals their positivity immediately, like sums of squares. A large body of literature
deals with the question which positive polynomials can be represented in such a way.
The milestone in this development was Schmu¨dgen’s solution of the moment
problem for compact semi-algebraic sets. In 1991, Schmu¨dgen proved that if the
associated basic closed semi-algebraic set KS is compact, then any polynomial which
is strictly positive on KS is contained in the preordering TS.
Putinar considered a further question: when are ‘linear representations’ possible?
He provided the first step in answering this question himself in 1993. Putinar proved
if the quadratic moduleMS is archimedean, any polynomial which is strictly positive
on KS is contained in MS, i.e., has a linear representation.
In the present thesis, we concentrate on the linear representations in the one
variable polynomial ring. We first investigate the relationship of the two conditions
in Schmu¨dgen’s Theorem and Putinar’s Criterion: KS compact andMS archimedean.
They are actually equivalent. We find another proof for this result and hereby we
can improve Schmu¨dgen’s Theorem in the one variable case.
Secondly, we investigate the relationship of MS and TS. We use elementary
arguments to prove in the one variable case when KS is compact, they are equal.
Thirdly, we present Scheiderer’s Main Theorem with a detailed proof. Scheiderer
established a local-global principle for the polynomials non-negative on KS to be
contained in MS in 2003. This principle which we call Scheiderer’s Main Theorem
here extends Putinar’s Criterion.
Finally, we consider Scheiderer’s Main Theorem in the one variable case, and give
a simplified version of this theorem. We also apply this Simple Version of the Main
Theorem to give some elementary proofs for existing results.
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Chapter 1
Positive Polynomials
Positivity is one of the most basic mathematical concepts. In many areas of math-
ematics (like analysis, real algebraic geometry, functional analysis, etc.) it shows up
as positivity of a polynomial on a certain subset of Rn which itself is often given by
polynomial inequalities. Positivity of polynomial functions is among the most classic
topics in real algebraic geometry, but it is still a very active area of research.
1.1 Hilbert’s 17th Problem
Hilbert’s occupation with sums of squares representations of positive polynomials
has, in many ways, triggered what today we consider as modern real algebra.
As standard, let N, Z, Q and R denote the set of natural numbers, the ring
of integers, the field of rationals and the field of real numbers, respectively. Let
N+, Z+, Q+ and R+ denote the non-negative elements of N, Z, Q and R, respec-
tively. R[x1, ..., xn] denotes the ring of polynomials of n variables, x1, ..., xn with
real coefficients. It can be defined inductively: R[x1, ..., xn] =R[x1, ..., xn−1][xn]. We
also denote it by R[X] for short. Thus X is shorthand for the n-tuple of variables
1
(x1, ..., xn). For f ∈R[X] and x = (x1, ..., xn) ∈Rn, f(x) ∈R denotes the result of
evaluating f at x.
A polynomial f ∈R[X] is said to be positive semidefinite (psd for short) if it has
non-negative values on all of Rn. i.e.,
f(x) ≥ 0 for any x ∈Rn.
It is easy to see there is a ‘simple’ sufficient condition for f to be psd: f can be
decomposed as a finite sum of squares. i.e.,
f =
∑m
i=1 f
2
i , fi ∈R[X].
If n = 1, then conversely every psd is a sum of squares, actually, a sum of two
squares. To see this, we use the factorization in the one variable polynomial ring
R[x]: If f(x) ≥ 0 for all x ∈R, then
f = d2
∏
i(x− ai)ki
∏
j((x− bj)2 + c2j)lj ,
where d ∈R, ki, lj ∈N with ki even.
The two squares identity: (a2 + b2)(c2 + d2) = (ac − bd)2 + (ad + bc)2 tells us the
product of sums of two squares is equal to a sum of two squares. Applying it to∏
j((x− bj)2 + c2j)lj yields
∏
j((x− bj)2 + c2j)lj = p(x)2 + q(x)2 for some p(x), q(x) ∈ R[x].
Therefore, f(x) = g(x)2+h(x)2, where g(x) = d
∏
i(x−ai)ki/2p(x), h(x) = d
∏
i(x−
ai)
ki/2q(x).
For every n ≥ 2, Hilbert (1888) showed that there exist psd polynomials in n variables
which cannot be written as a sum of squares of polynomials. Hilbert proved this
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result in a non-constructive way. The following is a summary of Hilbert’s original
argument: (It is only a rough idea of the proof; Hilbert’s original proof is very
involved.)
Proof. ([Re, p.253]) Let φ(x, y) and ϕ(x, y) be two real cubic polynomials with
no non-constant factor, and with common zeros at {P1, ..., P9} ⊂R2. (By Bezout’s
Theorem, nine is the maximum number of common zeros of two cubics.) It is well-
known that any cubic h(x, y) that vanishes at eight of the Pj’s must vanish at the
ninth. Choose a quadratic polynomial f(x, y) 6= 0 that vanishes at P1, P2, P3, P4,
and P5 and a quadric polynomial g(x, y) 6= 0 that vanishes at P1, P2, P3, P4, and P5
and is singular at P6, P7 and P8. (Such curve exists by constant-counting arguments:
there are 5 conditions on f and
(
4
2
)
= 6 coefficients in a quadratic, and 5+3×3 = 14
conditions on g and
(
6
2
)
= 15 coefficients in a quadratic.) It can be shown that there
exists λ so that
F (x, y) := φ2(x, y) + ϕ2(x, y) + λf(x, y)g(x, y) ≥ 0.
for all real (x, y), and that F (Pj) = 0 for 1 ≤ j ≤ 8, but F (P9) > 0. If F =
∑
k h
2
k,
then each hk is a cubic and hk(Pj) = 0 for 1 ≤ j ≤ 8, hence hk(P9) = 0 for all k,
contradicting
∑
k h
2
k(P9) = F (P9) > 0.
For a long time it was a challenge to name a specific polynomial that is positive
semi-definite on the plane, but is not a sum of squares. The first explicit example
was found by Motzkin in 1967 [Mo]:
f(x, y) = 1− 3x2y2 + x2y4 + x4y2. (1.1)
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In his 1900 address to the International Congress of Mathematics in Paris [Hi2],
Hilbert posed his famous 17th question, now known as Hilbert’s 17th problem:
Must every psd polynomial f be a sum of squares of rational functions?
He was able to prove the case for n = 2 (1893) [Hi1]. For more than two variables,
however, he found himself unable to prove this. The question was later decided in
the positive by Emil Artin (1927) [Ar], using the Artin-Schreier theory of real closed
fields:
Theorem 1.1.1. Let R be a real closed field, and let f be a psd polynomial in R[X].
Then there exists an identity
fh2 = f 21 + ...+ f
2
r
where h 6= 0 and f1, ..., fr are polynomials in R[X].
1.2 Main Problem
Even though Hilbert gave a negative answer to the statement that every psd poly-
nomial in n variables can be decomposed as a sum of squares of polynomials, it was
the beginning of a very fruitful development.
The concepts defined following will be defined formally in Chapter II. Let S be a
finite subset of the polynomial ring R[X], S = {g1, g2, ..., gs}. We define K = KS :=
{p ∈Rn | ∀g ∈ S, g(p) ≥ 0}. It is called the basic closed semialgebraic set in Rn
generated by S. Let us denote by T algS the set
{f ∈R[X]| f ≥ 0 on KS}.
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Let TS denote the preordering in R[X] generated by S, i.e.,
TS = {
∑
e∈{0,1}s σeg
e : σe ∈
∑
R[X]2},
where ge := ge11 ...g
es
s , and
∑
R[X]2 denotes the set of all sums of squares in R[X].
i.e.,
∑
R[X]2 := {f ∈R[X] | f =∑mi=1 f 2i , where fi ∈R[X]}.
Let MS denote the quadratic module in R[X] generated by S, i.e.,
MS = {σ0 + σ1g1 + ...+ σsgs| σi ∈
∑
R[X]2, i = 0, 1, ..., s}.
The quadratic module MS is said to be archimedean if for all f ∈ R[x], there exists
an integer n ≥ 1 such that n± f ∈MS.
Now we consider the following important question:
What are the characterizations of the polynomials which are non-negative on KS
(i.e., f ∈ T algS )?
Our first guess might be that
f ∈ T algS ⇔ f ∈ TS
or
f ∈ T algS ⇔ f ∈MS
Unfortunately, this is not true: When S is empty, KS =Rn, it becomes our original
question discussed in last section, to which Hilbert already gave a negative answer.
However another question arises:
(*) Is it possible to impose conditions on KS that ensure T
alg
S = TS or
T algS = MS?
Two celebrated results answered this question partially:
5
Theorem 1.2.1. (Schmu¨dgen’s Theorem (1991) [Sc, Cor 3]) If S = {g1, ..., gs} is a
finite subset of R[X] such that the closed semi-algebraic set KS = {x ∈Rn | ∀g ∈
S, g(x) ≥ 0} is compact then,
∀f ∈R[X], f > 0 on KS ⇒ f ∈ TS.
Theorem 1.2.2. (Putinar’s Theorem (1993) [P, Th 1.4]) Suppose S = {g1, ..., gs}
is a finite subset of R[X] such that the quadratic module MS generated by S is
archimedean, then,
∀f ∈R[X], f > 0 on K ⇒ f ∈MS.
Remark 1.2.1. Schmu¨dgen was motivated by a problem in functional analysis, which
is called Moment Problem. Part of the importance of Schmu¨dgen’s Theorem is that
it solves the moment problem for all compact basic closed semi-algebraic sets K. We
will talk about these two theorems in more detail in the next chapter.
However, we can see that both of the two theorems only work for the f which
are strictly positive on KS. What can we say when f is non-negative on KS, i.e.,
f ∈ T algS ? It will be more complicated to determine: Many examples are known such
that f ≥ 0 on KS with KS compact (MS archimedean), but f /∈ TS (MS).
Example 1.2.3. Take n = 1, S = {x3, 1− x}. Then KS = [0, 1] is compact, x ≥ 0 on
KS, but x /∈ TS. For suppose
x = t0 + t1x
3 + t2(1− x) + t3x3(1− x), t0, t1, t2, t3 ∈R[x]2.
Say t0 =
∑
f 2i . Evaluating at 0 yields t0(0) + t2(0) = 0, so t0(0) =
∑
fi(0)
2 = 0, so
fi(0) = 0. Thus fi = xgi so t0 = x
2t′0 where t
′
0 =
∑
g2i . Similarly, t2 = x
2t′2 where
t′2 =
∑
h2i . Substituting and cancelling x, this yields
6
1 = xt′0 + x
2t1 + x(1− x)t′2 + x2(1− x)t3
Evaluating at x = 0 yields 1 = 0, a contradiction.
In 2003, Scheiderer gave a sufficient condition for f ∈ R[X], f ≥ 0 on KS to
imply that f ∈MS (which is called the Scheiderer’s Main Theorem in this thesis) in
[S4, Th 2.8].
Theorem 1.2.4. (Scheiderer’s Main Theorem): Suppose S is a finite subset in R[X].
K is the basic closed semi-algebraic set generated by S and M is the quadratic
module generated by S. If M is archimedean, f ≥ 0 on K and R[X]/J has (Krull)
dimension≤ 0, where J := (M+(f))∩−(M+(f)). Then the following are equivalent:
(1) f ∈M .
(2) For each a = (a1, ..., an) ∈ K with f(a) = 0, f lies in the closed quadratic module
in R̂[X]a generated by M . Here, R̂[X]a denotes the power series ring R[[t1, ..., tn]],
where ti = xi − ai, i = 1, ..., n.
(
The closed quadratic module in R̂[X]a generated by
M is Mˆ := lim←−(M + Ik)/Ik, where I = (x1 − a1, ..., xn − an). See chapter IV for
details.
)
Scheiderer established a similar criterion in the preordering case first in [S3,
Cor 3.17]. Theorem 1.2.4 extends this criterion to the quadratic module case. The
original version of this theorem obtained by Scheiderer is actually much more general,
applying to any Noetherian ring A, instead of the polynomial ring R[X] (see Th
4.1.4). By this Main Theorem, Scheiderer gives an answer to (*) in the low dimension
case (since the assumption of the theorem requires R[X]/J has dimension ≤ 0).
In my thesis, I will concentrate on the one variable case, (i.e., R[X] =R[x], the
polynomial ring in one variable) and give some elementary proofs for the existing
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results.
In chapter III, I will use elementary arguments to prove in the one variable case, KS
compact impliesMS archimedean andMS = TS. WhetherKS compact impliesMS =
TS was an open question posed by S. Kuhlmann, M. Marshall and N. Schwartz in
[K-M-S]. Scheiderer first settled this question as an application of his Main Theorem.
In chapter IV, I will give a detailed proof (quoted from [M4]) of the Main Theorem
based on the knowledge of abstract algebra and some commutative algebra. In
chapter V, I will give a simplified Scheiderer’s Main Theorem in the one variable
case which is easier to understand and apply this simple version of Main Theorem
to prove MS = TS in a different way from chapter III. I will also give a criterion
(Th 5.2.5) to answer (*) in the one variable case. This criterion is already known in
[K-M-S, Th 3.2], and it is just a special case of a general criterion for curves proved
by Scheiderer in [S3, Th 5.17]. Here I will apply the simple version of Main Theorem
to give another proof.
In the next chapter, I will introduce some terminology and give a brief overview of
some classical results which are related to my thesis.
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Chapter 2
Some Classical Results
Starting with Hilbert’s question whether every nonnegative real polynomial in
several variables is a sum of squares of real rational functions, many questions arose
in this field and many interesting results are known. In this chapter, I will give a
quick review of some of the most famous results.
2.1 Basic Terminology
As stated in last chapter, Schmu¨dgen’s 1991 paper settles the Moment Problem (see
section 4) in the compact case. In [Sc], Schmu¨dgen uses Stengle’s Positivstellensatz
(see section 2) to give a representation of polynomials strictly positive on a bounded
basic closed semi-algebraic set in Rn. In [P], Putinar gives a criterion for linear ‘rep-
resentations’ to exist. Jacobi and Prestel show how Schmu¨dgen’s representation can
be improved and determine when the linear representations considered by Putinar
are possible. Schmu¨dgen and Putinar use methods from functional analysis. In [W1],
Wo¨rmann uses the Kadison-Dubois theorem (see section 3) to give a purely algebraic
proof of Schmu¨dgen’s result. In [J], Jacobi proves a new variant of Kadison-Dubois
theorem (see section 5) and uses this to give an algebraic proof of Putinar’s crite-
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rion for linear representations. Before reaching these classical results, we need to be
familiar with some basic terminology.
We first look at the abstract definitions of preorderings and quadratic modules, which
are very important concepts in Real Algebra and Real Algebraic Geometry.
Let A be a commutative ring with 1. For simplicity assume Q⊆ A. ∑A2 denotes
the set of all finite sums of squares, i.e. {∑mi=1 a2i | ai ∈ A and m ∈N}.
A preordering in A is a subset T of A such that T + T ⊆ T, TT ⊆ T , and a2 ∈ T for
all a ∈ A. Clearly, ∑A2 is a preordering of A and ∑A2 ⊆ T for any preordering
T of A. The set T enjoys the baisc properties of “positive” elements. The most
prominent examples are:
(i)Any subring A of the field R of real numbers, where T consists of those elements
of A that are nonnegative in R.
(ii)The ring C(χ,R) of all continuous functions from a nonempty topological space
χ to R, where T consists of those functions f such that f(x) ≥ 0 for all x ∈ χ.
The preordering generated by some finite subset S = {g1, ..., gs} of A, i.e., the small-
est preordering of A containing the elements g1, ..., gs, consists of all finite sums of
terms of the form
σge11 ...g
es
s , σ ∈
∑
A2, ei ∈ {0, 1}, i = 1, ..., s.
We denote this preordering by TS. Thus, if we use the standard shorthand g
e for
ge11 ...g
es
s , where e = (e1, ..., es), then
TS = {
∑
e∈{0,1}s σeg
e| σe ∈
∑
A2 for all e ∈ {0, 1}s}.
For example, if S = {g}, T{g} =
∑
A2 +
∑
A2g;
if S = {g, h}, T{g,h} =
∑
A2 +
∑
A2g +
∑
A2h+
∑
A2gh.
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A preprime of A is a subset T of A such that T + T ⊆ T , TT ⊆ T , and Q+ ⊆ T ,
where Q+ denotes the set of non-negative rationals.
A preprime T of A is said to be archimedean if for all a ∈ A, there exists an integer
n ≥ 1 such that n± a ∈ T .
A preprime T of A is said to be generating if T − T = A.
Remark 2.1.1. (1) For any preprime T of A, T − T is a subring of A.
(
1 = 1− 0 ∈
T − T ; 0 = 0 − 0 ∈ T − T ; (t1 − t2) + (t3 − t4) = (t1 + t3) − (t2 + t4) ∈ T − T ;
(t1− t2)(t3− t4) = (t1t3+ t2t4)− (t1t4+ t2t3) ∈ T −T ; −(t1− t2) = t2− t1 ∈ T −T .
)
(2) Q+ is the unique smallest preprime of A, Q+−Q+ =Q, so Q+ is not generating
unless A =Q.
(3) If T is archimedean, then T is generating. (For ∀a ∈ A, a = (a+n)−n ∈ T−T )
(4) Any preordering T of A is also a preprime of A and it is generating.
(
∀m
n
∈Q+,
m
n
= ( 1
n
)2(nm) = ( 1
n
)2 + ...+ ( 1
n
)2 ∈ T ; ∀a ∈ A, a = (a+1
a
)2 − (a−1
a
)2 ∈ T − T .
)
Let T be a preprime of A, a subsetM of A is said to be a T -module ifM+M ⊆M ,
TM ⊆M , and 1 ∈M (i.e. T ⊆M).
A T -module M of A is said to be archimedean if for all a ∈ A, there exists an integer
n ≥ 1 such that n± a ∈M .
Remark 2.1.2. (1) T itself is a T -module.
(2) If T is archimedean then any T -module M is also archimedean (since T ⊆M).
Especially, we call a
∑
A2-module a quadratic module, i.e., a subset M of A such
that M +M ⊆M, 1 ∈M and a2M ⊆M for all a ∈ A.
Remark 2.1.3. (1) A preordering T is a quadratic module which is also closed under
multiplication. This is clear.
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(2) The identity a = (a+1
2
)2 − (a−1
2
)2 implies that if −1 ∈M , then M = A. We say
the quadratic module M is proper if −1 /∈M .
The quadratic module of A generated by some finite subset S = {g1, ..., gs} of A,
i.e., the smallest quadratic module of A containing the elements g1, ..., gs consists of
all finite sums of terms of the form
σigi, where g0 = 1, σi ∈
∑
A2, i = 0, 1, ..., s.
We denote this quadratic module by MS. Then
MS = {σ0 + σ1g1 + ...+ σsgs| σi ∈
∑
A2, i = 0, 1, ..., s}.
Note: In the special case A =R[X], these abstract definitions coincide with those we
introduced in last chapter.
2.2 Stengle’s Positivstellensatz
As the name indicates, the Positivstellensatz (resp. Nichtnegativstellensatz) describe
the polynomials which are strictly (resp. non-strictly) positive on the set KS. Dif-
ferent kinds of Positivstellensatz and Nichtnegativstellensatz give representations of
polynomials with certain properties on semi-algebraic sets.
In 1991, Schmu¨dgen proved a surprisingly strong version of Positivstellensatz about
the representation of positive definite polynomials on a compact basic closed semi-
algebraic set using methods from functional analysis in conjunction with Stengle’s
Positivstellensatz. Later Wo¨rmann gave a purely algebraic proof based on the
Kadison-Dubois Theorem. In this section, I will introduce Stengle’s Positivstel-
lensatz, which is a standard tool in Real Algebraic Geometry.
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We continue to denote the polynomial ring R[x1, ..., xn] by R[X]. Fix a finite
subset S = {g1, ...gs} of R[X]. Let K = KS = {x ∈Rn | gi(x) ≥ 0, i = 1, ..., s}. Let
T = TS, the preordering on R[X] generated by S. Recall T algS denotes the set {f ∈
R[X] | f ≥ 0 on KS}. The study of the relationship between T algS and TS goes back
at least to Hilbert and is a corner stone of modern semi-algebraic geometry. The
following is a version of the Positivstellensatz proved by G. Stengle in 1974 [St, Ths
1,3,4].
Theorem 2.2.1. (Stengle’s Positivstellensatz): Suppose S is a finite subset of R[X],
K = KS, T = TS defined as in the last chapter. Then, for any f ∈ R[X],
(1) f > 0 on KS ⇔ there exist p, q ∈ TS such that pf = 1 + q.
(2) f ≥ 0 on KS (i.e., f ∈ T algS )⇔ there exists an integer m ≥ 0 and p, q ∈ TS such
that pf = f 2m + q.
(3) f ≡ 0 on KS ⇔ there exists an integer m ≥ 0 such that −f 2m ∈ TS.
(4) KS = ∅ ⇔ −1 ∈ TS.
Note: The proof makes the essential use of Tarski’s Transfer Principle (see [T]).
Also see [M1, chapter 2, 2.2.1] for a proof.
2.3 Kadison-Dubois Theorem
The Kadison-Dubois representation theorem has a remarkable history, starting from
functional analytic proofs by Kadison [Ka] and Dubois [Du]. Later, Becker and
Schwartz give a short algebraic proof in the commutative case in [B-S].
The representation theorem has found fruitful applications in real algebraic ge-
ometry: for instance in studying sums of squares of polynomials and the moment
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problem. Wo¨rmann [W1] used the representation theorem to reprove and generalize
Schmu¨dgen’s Theorem. Jacobi [J] generalized the Kadison-Dubois representation in
the case of commutative rings. Using the improved representation he gave an alge-
braic proof of Putinar’s Criterion. Before reaching this theorem, we first introduce
some notations which will be needed.
Let A be any commutative ring with 1, Q⊆ A. Let χ = Hom(A,R) denote the
set of all (unitary) ring homomorphisms: α : A→ R, α(1) = 1.
We have the embedding Hom(A,R)↪→RA, the set of all functions from A to R. RA
has the product topology. This topology is Hausdorff. If a ∈ A, α ∈RA define
aˆ : RA → R
by aˆ(α) = α(a) ∈R. The set aˆ−1(U), a ∈ A, U ⊆R open, form a subbasis for the
topology on RA i.e. the topology on RA is just the weakest topology such that all the
aˆ: RA →R, a ∈ A are continuous. Therefore, Hom(A,R) has the induced topology
as a subspace of RA i.e., the weakest topology on χ = Hom(A,R) such that each
aˆ : Hom(A,R)→R, a ∈ A is continuous.
Proposition 2.3.1. ([M1, Prop 3.1.2]) (1) The identity map is the only homomor-
phism from R to R. (Hom(R,R) has only one point)
(2) Ring homomorphism from R[X] to R are in one to one correspondence with
points in Rn.
Proof. (1) Suppose α: R→R is a ring homomorphism, α(1) = 1, α(0) = 0, α(n) = n
for any integer n. α(n)α(m
n
) = α(m) = m ⇒ α(m
n
) = m
n
for ∀m
n
∈Q. If r, s ∈R,
r ≥ s, then α(r) ≥ α(s) because r − s ≥ 0, r − s = t2 for some t ∈R. α(r)− α(s) =
α(t2) ≥ 0⇒ α(r) ≥ α(s). Now, suppose r ∈R, α(r) 6= r. WLOG, assume α(r) > r,
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there ∃s ∈Q, s.t. α(r) > s > r; but s = α(s) ≥ α(r), contradiction. Therefore,
α(r) = r for ∀r ∈R.
(2) Suppose f ∈R[X], f = ∑e1,...,en≥0 ae1...enxe11 ...xenn ; α ∈ Hom(R[X],R), α(f) =∑
e1,...,en≥0 ae1...enα(x1)
e1 ...α(xn)
en = f(α(x1), ...α(xn)). So, we get (α(x1), ..., α(xn)) ∈Rn
and this point determines α. Conversely, if x ∈Rn is any point, get α: R[X] →R,
α(f) = f(x). It is easy to check that α ∈ Hom(R[X],R). So χ is identified with Rn
via the mapping α 7→ x described above.
Remark 2.3.1. When A =R[X], what is the induced topology on Rn? We know from
the last proposition that: fˆ(α) = α(f) = f(x), so the induced topology on Rn is the
weakest topology such that all polynomial functions x 7→ f(x) are continuous. Since
x1, ..., xn generate R[X] over R and the sum and product of continuous functions is
continuous, it is the weakest such that each of the projections x 7→ xi, i = 1, ..., n is
continuous, i.e., it is the usual (product) topology on Rn.
For any topological space X, we denote by Cont(X,R) the ring of all the con-
tinuous functions f : X →R with operations defined pointwise. Thus, if f, g ∈
Cont(X,R), f + g and fg are defined by
(f + g)(x) = f(x) + g(x), (fg)(x) = f(x)g(x) for all x ∈ X.
When, X = χ = Hom(A,R), we have the natural map
φ : A→ Cont(χ, R), a 7→ aˆ
It is easy to check φ is a ring homomorphism.
Note: If A =R[X] then, after identifying χ with Rn, the map φ is just the obvious
one, i.e., φ(f) is just the polynomial function x→ f(x).
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If S is any subset of A, we denote by χS the set of all ring homomorphisms α ∈
Hom(A,R) such that α(S) ⊆R+.
The Representation Theorem has a long history, and there are many other theo-
rems of a similar flavor. In 1940, Stone first formulated the Representation Theorem
in case of complete normed R-algebras. In 1951, Kadison showed that in Stone’s
Theorem the requirement A2 ⊆ T was not necessary, and thus extended to the
case of complete R-algebras. In 1967, Dubois extended Kadison’s result to a more
general class of rings called Stone rings. Dubois, however, did not identify the com-
pact Hausdorff space χ in the ring Cont(χ,R) used in his representation theorem.
This was done by Becker and Schwartz in 1983. The following version of so-called
Kadison-Dubois Theorem is that given by Becker and Schwartz in [B-S]. Also See
[M1, chapter3, 3.4] for a proof.
Theorem 2.3.2. (Kadison-Dubois Theorem): Let A be any commutative ring with
1, Q⊆ A. Suppose M is a T -module, where T is an archimedean preprime, and
−1 /∈M . Then,
(1) χM 6= ∅.
(2) χM is compact.
(3) The ring homomorphism φM : A→ Cont(χM ,R) a→ aˆ|χM has dense image.
(4) aˆ > 0 on χM if and only if ∃ rational ε > 0 such that a− ε ∈M . (This implies:
if aˆ > 0 on χM , then a ∈M .)
(5) aˆ ≥ 0 on χM if and only if ∀ rational ε > 0, a+ ε ∈M .
(6) aˆ = 0 on χM if and only if ∀ rational ε > 0, ε+ a ∈M , ε− a ∈M .
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Remark 2.3.2. To get the conclusion (1), (2) and (3) of the above theorem, we
actually only need the weaker assumption that M is an archimedean T -module, T a
generating preprime (see [M1, Cor 3.4.4]). This result will be used for several times
in my later proofs. So it is worth being listed as a theorem as follows:
Theorem 2.3.3. Let A be any commutative ring with 1, Q⊆ A. Suppose M is
an archimedean T -module, T a generating preprime (especially, M could be an
archimedean quadratic module). If −1 /∈M , then
(1) χM 6= ∅.
(2) χM is compact.
(3) The ring homomorphism φM : A→ Cont(χM ,R) a→ aˆ|χM has dense image.
In particular, If A =R[X], then, for α ∈ χ, g ∈ R[X], α(g) ≥ 0 if and only if
g(x) ≥ 0, where x ∈Rn is the point corresponding to α. Thus, for any finite subset
S = {g1, ..., gs} of R[X], T = TS, the preordering generated by S, M = MS the
quadratic module generated by S, χT = χM = χS is identified with the set:
KS = {x ∈Rn | gi(x) ≥ 0, i = 1, ..., s}.
Now, assume TS is an archimedean preordering. Applying the Kadison-Dubois The-
orem to the TS-module TS, we get the following important result:
Corollary 2.3.4. Suppose S is a finite subset in R[X], TS denotes the preordering
generated by S in R[X], TS is archimedean, and −1 /∈ TS, then:
(1) KS 6= ∅.
(2) KS is compact.
(3) for any f ∈R[X], f > 0 on KS ⇒ f ∈ TS.
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2.4 The Moment Problem and Schmu¨dgen’s The-
orem
One reason for the interest in nonnegative polynomials, was (and continues to be)
the link to the classical moment problem.
In 1894, Thomas Jan Stieltjes (1856-1894) published an extremely influential paper:
Recherches sur les fractions continues, Ann. Fac. Sci. Toulouse, 8, 1-122: 9, 5-47.
He introduced what is now known as the Stieltjes integral with respect to an increas-
ing function φ, the latter describing a distributions of mass (a measure µ) via the
convention that the mass in an interval [a, b] is µ[a, b]=φ(b)−φ(a). This integral was
used to solve the following problem which is called the Moment Problem:
Given a sequence s0, s1, ... of real numbers. Find the necessary and sufficient condi-
tions for the existence of a measure µ on [0,∞) so that
sn =
∫∞
0
xndµ(x) for n = 0, 1, ...
The number sn is called the n·th moment of µ, and the sequence of (sn) is called the
moment sequence of µ.
Stieltjes was led to the Stieltjes moment problem above via a study of continued
fractions. Later, in 1920, Hamburger extended the Stieltjes moment problem to the
real line, and established the moment problem as a theory of its own. In the same
time, Hausdorff defined the the Hausdorff Moment Problem on a finite interval.
A given moment sequence can be thought to specify a linear operator on the linear
space spanned by the monomials corresponding to the given moments.
Thus we consider the following general Moment Problem:
18
Given a closed set K in Rn and a linear mapping L : R[X] →R when does there
exist a Borel measure µ on K such that ∀f ∈ R[X], L(f) = ∫
K
fdµ?
Note: A Borel measure on X is a (positive) measure on X such that every set in
ßσ(X) is measurable, where ßσ(X) := the σ-ring generated by the compact set in X.
(means that the smallest family of subsets of X containing all compact sets of X,
closed under finite union, complimentation and countable intersection.)
It is clear that: If there exist a Borel measure µ on K such that ∀f ∈R[X], L(f) =∫
K
fdµ, then f ≥ 0 on K ⇒ L(f) ≥ 0. Is the converse also true?
In 1935 Haviland proved (See [H1], [H2]):
Theorem 2.4.1. For any closed set K ⊆Rn and any linear L :R[X]→R, the following
are equivalent:
(1) ∃ a Borel measure µ on K, s.t.∀f ∈R[X], L(f) = ∫
K
fdµ. (We say L comes
from a Borel measure on K)
(2) ∀f ∈R[X], f ≥ 0 on K ⇒ L(f) ≥ 0.
For a proof based on the Reisz representation theorem, see [M3, Th 3.1], for
example.
Recall T algS = {f ∈R[X] : f ≥ 0 on KS}. We also set:
T∨S = {L : R[X]→R: L is linear (6= 0) and L(TS) ≥ 0},
and
T linS = T
∨∨
S = {f ∈R[X] : L(f) ≥ 0 for all L ∈ T∨S }
TS, T
lin
S generally depend on S. T
alg
S depends only on the basic closed set KS.
Since T algS is not finitely generated in general, one is interested in approximating
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it by TS. Therefore, one study the following concrete Moment Problem: When is
it true that every L ∈ T∨S comes from a positive Borel measure on KS. By the
Haviland’s Theorem, this is equivalent to ask when the following condition (called
strong moment property (SMP)) holds:
(*) T algS = T
lin
S
Therefore, the moment problem is in some sense dual to the problem of determining
positivity of polynomials.
Remark 2.4.1. (1). It is easy to see that the set T algS is a preordering, called the
saturation of TS. We say TS is saturated if T
alg
S = TS. The set T
lin
S is the closure of
TS in R[X], giving R[X] the unique finest locally convex topology [P-S, p. 76],
T linS = TS =
⋂
L∈T∨S L
−1(R+).
The set T linS is a preordering [P-S, Lem. 1.2]. We say TS is closed if T
lin
S = TS.
(2). T algS = {f ∈R[X] : f ≥ 0 on KS} =
⋂
x∈KS L
−1
x (R+), where Lx : R[X]→R is the
algebra homomorphism defined by Lx(f) = f(x). Points x in Rn are in one-to-one
correspondence with algebra homomorphism L : R[X]→R via x = (L(x1), ..., L(xn)),
L(f) = f(x). Under this correspondence, points x in KS correspond to algebra
homomorphisms L satisfying L(gi) ≥ 0, i = 1, ..., s or, equivalently, L(TS) ≥ 0.
Since every algebra homomorphism is, in particular, a linear map, we have that
T algS ⊇ T linS .
In the landmark paper [Sc], Schmu¨dgen proved (SMP) when the basic closed
semi-algebraic set KS is compact:
Theorem 2.4.2. (Schmu¨dgen’s Theorem [Sc, Cor 3]) If KS is compact then, for any
f ∈R[X], f > 0 on KS ⇒ f ∈ TS.
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As an immediate corollary, he gets the following substantial improvement of
Positivstellensatz: for compact KS,
(†) ∀f ∈R[X], f ≥ 0 on KS ⇒ ∀ real ε > 0, f + ε ∈ TS.
Now assuming (†) holds, and f ∈ T algS , i.e.,f ≥ 0 on KS, then for any real ε > 0,
f + ε ∈ TS. Then for any L ∈ T∨S , L(f + ε) = L(f) + εL(1) ≥ 0. Since ε could be
arbitrary small, we must have L(f) ≥ 0, i.e., f ∈ T linS . Therefore, (†) implies (*).
Thus (SMP) holds if KS is compact.
Schmu¨dgen proves his theorem by functional analytic methods. Wo¨rmann obtained
Schmu¨dgen’s result in an elementary algebraic way [W1]: He proved
KS is compact if and only if TS is archimedean.
Then he arrived at Schmu¨dgen’s Theorem as a corollary of the Kadison-Dubois The-
orem.
Since Schmu¨dgen’s Theorem’s appearance, this result has triggered much activity
and stimulated new directions of research.
2.5 Putinar’s Criterion
In the last 10 years, Schmu¨dgen’s original result has been strengthened and extended
in various ways. One of the most important questions is due to Putinar: When
‘linear’ representations are possible? i.e., If f is non-negative on the subset K :=
{g1 ≥ 0, ..., gs ≥ 0} of Rn, is it possible to represent f in the form:
f = σ0 + σ1g1 + ...+ σsgs,
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where the σi are sums of squares of polynomials.
Schmu¨dgen’s Theorem asserts: KS compact is a sufficient condition for f > 0 on
KS ⇒ f ∈ TS. Can we just replace TS by MS in the theorem? If n = 1, it is true.
In fact, we can prove MS = TS in the one variable case (see chapter III, section 2).
But in the general case, the answer turned out to be no (see Example 3.1.7). This is
because we make use of the Positivstellensatz in the proof of Schmu¨dgen’s Theorem,
which does not work for the quadratic module. Actually, what we really need to
make this work through is a stronger condition than KS compactness, which is MS
archimedean.
The first step in answering this question was provided by Putinar himself. By refining
the functional analytic approach of Schmu¨dgen, Putinar gave in [P] a criterion for
linear representations to exist: Suppose there exists a polynomial g = τ0 +
∑s
1 τigi,
τi sums of squares of polynomials, such that K{g} = {a ∈ Rn|g(a) ≥ 0} is bounded.
Then every f which is strictly positive on K{g1,...,gs} can be written as f = σ0+σ1g1+
...σsgs for σi sums of squares of polynomials.
The following theorem includes Putinar’s result and other results as well.
Theorem 2.5.1. (Putinar’s Criterion): Suppose S is a finite subset of R[X]. The
following are equivalent:
(1) MS is archimedean.
(2) KS is compact and, for all f ∈R[X], f > 0 on KS ⇒ f ∈MS.
(3) There exists a positive integer k such that k ± xi ∈MS, i = 1, 2.., n.
(4) There exists a positive integer k such that k − Σni=1x2i ∈MS.
(5) There exists some g ∈MS such that K{g} = {x ∈ Rn|g(x) ≥ 0} is compact.
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Putinar’s original proof use methods from functional analysis. In [J], Jacobi
extends the classical Kadison-Dubois Theorem and uses this to give a straightforward
algebraic proof of Putinar’s Criterion.
Theorem 2.5.2. (Generalization of Kadison-Dubois Theorem): Suppose M is an
archimedean
∑
A2-module (i.e., quadratic module) in A. Then, for any a ∈ A,
aˆ > 0 on χM ⇒ a ∈M .
Remark 2.5.1. Jacobi’s original version of this theorem assumes: M is an archimedean
T -module, where T a preordering of higher order (i.e., a preprime T ⊆ A that con-
tains A2n for some natural number n). In [M2], Marshall proves a more general
representation theorem for archimedean T -modules, where T is a weakly torsion
preprime. Both of these two versions of theorems are more general than the one
given above. But in this thesis, we are only interested in quadratic modules, and
assuming M an archimedean quadratic module, we have a very concise proof as
follows:
Proof. Set T =
∑
A2. For any a ∈ A such that aˆ > 0 on χM , set M1 = M − aT .
M1 is a T -module. Clearly, −a ∈M1, M ⊆M1, so χM1 ⊆ χM .
Claim χM1 = Ø. If α ∈ χM1 , then α ∈ χM and α(−a) ≥ 0, −α(a) ≥ 0, α(a) ≤ 0, so
aˆ(α) ≤ 0. This contradicts aˆ(α) > 0 on χM .
By Theorem 2.3.3, −1 ∈ M1, so there ∃s ∈ M, t ∈ T such that −1 = s − at.
Therefore, at− 1 = s ∈M .
Let Σ = {r ∈Q | r+a ∈M}. Since M is archimedean, there exists a positive integer
n such that n+ a ∈M . So Σ 6= Ø.
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Since M is archimedean, there exists a positive integer k such that 2k−1− t2a ∈M .
It follows that
2k − t = (2k − 1− t2a) + t(ta− 1) + 1 ∈M.
Consider the identity
k2a+ k2r − 1 = (k − t)2(a+ r) + 2k(ta− 1) + rt(2k − t) + (2k − 1− t2a),
where (k − t)2 ∈ T, a + r ∈ M, ta − 1 ∈ M, rt ∈ T if r is non-negative, 2k − t ∈
M, 2k − 1 − t2a ∈ M . This identity shows that if r is a non-negative rational such
that a+ r ∈M , then k2(a+ r)− 1 ∈M , so 1
k2
[k2(a+ r)− 1] = a+ r − 1
k2
∈M .
Since k dependents only on a and t, by repeating the process, r decreases by 1
k2
at each
step. Thus, we can finally get a r ∈ Σ such that r < 0. Therefore r+a ∈M,−r > 0,
so a = (r + a) + (−r) ∈M .
Applying this Generalization of Kadison-Dubois Theorem to the polynomial ring,
we have Putinar’s Criterion as an immediate corollary.
In the following chapters, we will mainly consider the one variable case, i.e., R[X] =
R[x], the polynomial ring in one variable. I will focus the discussion on the quadratic
module and linear representations.
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Chapter 3
Some Results in One Variable Case
In this chapter, we will focus our discussion on the relationship between the
quadratic module MS and the preordering TS generated by a finite subset S of R[x].
It is easy to see that MS ⊆ TS, but MS 6= TS in general, as MS may not be closed
under multiplication. See Example 3.2.7.
Now assuming the associated basic closed semi-algebraic set KS is compact in
R, we are asking does this imply that MS = TS? Actually, this is an open problem
from S. Kuhlmann, M. Marshall and N. Schwartz’s 2004 article “Positivity, sums of
squares and the multi-dimensional moment problem II ” [K-M-S, Open Problem 6].
The answer turned out to be yes. Scheiderer first settled this problem in [S4,
Cor 4.4] based on his “local-global principle for quadratic modules” which is called
“the Scheiderer’s Main Theorem” in this thesis. Scheiderer proved it in a more
general situation, but his proof is not easy to be understood. In this chapter, I will
concentrate on this question, and give a more elementary proof in section 2.
3.1 KS compact ⇒ MS archimedean
Suppose S is a finite subset of R[x], we now consider the following two conditions:
KS compact and MS archimedean. We have already known from Wo¨rmann’s proof
25
[W1] of Schmu¨dgen’s Theorem that TS archimedean is equivalent toKS compact. By
the definition, we also know MS ⊆ TS, so MS archimedean implies TS archimedean.
Therefore we have,
MS archimedean ⇒ TS archimedean ⇔ KS compact.
It is natural to ask is it true that KS compact impliesMS archimedean? The counter
examples at the end of this section show that this is not true in general. Roughly, this
is because the proof of KS compact ⇒ TS archimedean uses the Positivstellensatz
which does not work any more in the quadratic modules case. However, when n = 1
i.e., the one variable case, it is true. The goal of this section is to establish this
result.
We first look at the general commutative ring A and give a useful criterion for judging
whether a quadratic module M of A is archimedean.
Lemma 3.1.1. ([M1, Prop 3.3.3]) Suppose A is a commutative ring with 1, Q ⊆ A,
M a quadratic module of A. We define HM as follows,
HM := {a ∈ A| ∃ an integer n ≥ 1 such that n± a ∈M}.
We call HM the ring of bounded elements of A with respect to M . Then
(1) HM is a subring of A.
(2) M is archimedean if and only if HM = A.
(3) a2 ∈ HM ⇒ a ∈ HM .
(4)
∑k
i=1 a
2
i ∈ HM ⇒ ai ∈ HM , i = 1, ..., k.
Proof. (1) Since M is a ΣA2-module, Q+ ∈M and Q ∈ HM . Suppose n1± a ∈ HM ,
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n2± b ∈ HM , then (n1+n2)± (a− b) ∈ HM . So HM is a additive subgroup of A. In
view of the identity
ab = 1
4
((a+ b)2 − (a− b)2),
to show HM is closed under multiplication, it suffices to show
a ∈ HM ⇒ a2 ∈ HM .
Suppose n± a ∈M . Then n2 + a2 ∈M and also
n2 − a2 = 1
2n
((n+ a)(n2 − a2) + (n− a)(n2 − a2)) =
1
2n
((n+ a)2(n− a) + (n− a)2(n+ a)) ∈M ,
so a2 ∈ HM .
(2) This is clear.
(3) If n− a2 ∈M , then
n± a = 1
2
((n− 1) + (n− a2) + (a± 1)2) ∈M .
(4) If n− Σa2i ∈M then
n− a2i = (n−
∑
a2i ) +
∑
j 6=i a
2
j ∈M
so, by (3), ai ∈ HM .
Applying this Lemma to the polynomial ring R[x],we have:
Corollary 3.1.2. If M is quadratic module of R[X], then M is archimedean if and
only if k −∑ni=1 x2i ∈M for some integer k ≥ 1.
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Proof. (⇐) Since every element of R+ is a square, R+ ⊆ M , so R ⊆ HM . By the
assumption and Lemma 3.1.1 (4), x1, ..., xn ∈ HM . By Lemma 3.1.1 (1), HM is a
subring of R[X], thus HM = R[X], so the result follows from 3.1.1 (2).
The implication (⇒) is trivial.
As usual, in the one variable polynomial ring, we define the degree of a polynomial
to be the highest power of the variable appearing in it; the term in a polynomial which
contains the highest power of the variable is called the leading term; the coefficient
of a polynomial’s leading term is called the leading coefficient.
Lemma 3.1.3. Suppose S = {g1(x), ..., gs(x)} is a finite subset of R[x], the polynomial
ring in one variable. MS denotes the quadratic module generated by S. KS := {x ∈
R : g1(x) ≥ 0, ..., gs(x) ≥ 0} is the associated basic closed semi-algebraic set. Then,
KS compact in R⇒MS contains a polynomial f which has even degree and negative
leading coefficient.
Proof. We assume there is no such f contained in MS.
Since KS is compact, KS is bounded above. If every polynomial gi contained in
S has positive leading coefficient, then there exists a N ∈ N such that gi ≥ 0 on
[N,∞) for every gi ∈ S, i.e., [N,∞) ⊆ KS. Therefore, S must contain a polynomial
f1 which has negative leading coefficient. So MS contains f1. By our hypothesis, f1
must have odd degree.
Similarly, KS is bounded below implies there must exists f2 ∈ MS, f2 has positive
leading coefficient and odd degree.
We assume that
f1 = −amxm + ...+ a1x+ a0, where am > 0 and m is odd.
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f2 = blx
l + ...+ b1x+ b0, where bl > 0 and l is odd.
If m 6= l, without lost of generality, let m > l. m− l is even and positive, so we can
assume m− l = 2d, where d ≥ 1. Now, take
g = am
bl
x2(d−1)(x− t)2, where 2t > am−1
am
+ bl−1
bl
.
Then f1 + f2g = (−am2t+ am bl−1bl + am−1)xm−1 + ...
Since −am2t+am bl−1bl +am−1 < 0, m−1 is even, f1+f2g has even degree and negative
leading coefficient. It is also easy to see that g is a square in R[x], so f1+ f2g ∈MS.
If m = l, take f3 = f1x
2 = −amxm+2 + ... + a1x3 + a0x2. Now f3 is a polynomial
contained in MS having odd degree m+2 (> l) and negative leading coefficient. The
same argument as above shows that there exists a polynomial in MS which has even
degree and negative leading coefficient. A contradiction.
Now we reach the main result of this section:
Theorem 3.1.4. Suppose S = {g1(x), ..., gs(x)} is a finite subset of R[x], the poly-
nomial ring in one variable. MS denotes the quadratic module generated by S.
KS := {x ∈ R : g1(x) ≥ 0, ..., gs(x) ≥ 0} is the associated basic closed semi-algebraic
set. Then, KS compact ⇒ MS archimedean.
Proof. By Corollary 3.1.2., it is enough to show there exists an integer k such that
k − x2 ∈MS.
By Lemma 3.1.3 and assumption, MS contains a f with even degree and negative
leading coefficient. Say
f = −anxn + an−1xn−1...+ a0, where n is even and an > 0.
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There exists m ∈ N, such that 2m ≥ n; denote 2m − n by d, d is a positive even
number. Then,
xd
an
f = −x2m + d2m−1x2m−1 + ...+ d0xd ∈MS. (3.1)
where d2m−1 =
an−1
an
, ..., d0 = 0. Try to write
xd
an
f in the following form:
xd
an
f = −(x2m−1 + b2m−1−1x2m−1−1 + ...+ b0)2 + c2m−1x2m−1 + ...+ c0. (3.2)
Expanding (3.2) and comparing it with (3.1) for the first 2m−1 − 1 terms, gives us
the following identities:
2b2m−1−1 = −d2m−1
2b2m−1−2 + b22m−1−1 = −d2m−2
2b2m−1−3 + 2b2m−1−1b2m−1−2 = −d2m−3
...
2b1 + 2b22b2m−1−1 + ... = −d2m−1+1
(3.3)
We can solve b2m−1−1, b2m−1−2, ..., b1 in turn from the above system of equations.
Now compare the coefficient of the term x2
m−1
−(2b0 + 2b12b2m−1−1 + ...) + c2m−1 = d2m−1
We choose b0 small enough such that c2m−1 < 0. Then,
xd
an
f + (x2
m−1
+ b2m−1−1x2
m−1−1 + ...+ b0)2 = c2m−1x2
m−1
+ ...+ c0 ∈MS.
Dividing by −c2m−1 yields, f1 = −x2m−1 − c2m−1−1c2m−1 x
2m−1−1 − ...− c0
c2m−1
∈MS.
By induction, we will finally get
fm−1 = −x2 + t1x+ t0 ∈MS.
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The identity −x2+t1x+t0 = −34x2−(12x−t1)2+t21+t0 shows that −34x2+t21+t0 ∈MS.
Therefore, there exists a k ∈ N, such that k > 4
3
(t21 + t0), k − x2 ∈MS.
However, if we look at the multi-variable case, this result does not hold any more.
The following are some examples where KS is compact, but MS is not archimedean.
Example 3.1.5. (i). Take n ≥ 2. Take S = {g1, .., gn+1} where
gi = xi − 12 , i = 1, ..., n, gn+1 = 1−
∏n
i=1 xi
(so s = n + 1 ≥ 3). The region KS is compact and could have any dimension ≥ 2
(depending on n). We will construct a quadratic module Q such that g1, ..., gn+1 ∈
Q, but for each positive integer k, k −∑ni=1 x2i /∈ Q. This shows that M is not
archimedean. To construct such a quadratic module Q, we consider the abelian
group Γ := Zn ordered lexicographically. For f ∈ R[X], f 6= 0, define the ‘degree’
δ(f) of f to be the largest k = (k1, ..., kn) such that the monomial x
k = xk11 ...x
kn
n
appears in f . Define the ‘leading coefficient’ a(f) of f to be the coefficient of the
monomial xδ(f) in f . Take Q to consist of 0 and all f 6= 0 such that either
(1) δ(f) 6≡ (1, ..., 1) mod 2Γ and a(f) > 0 or
(2) δ(f) ≡ (1, ..., 1) mod 2Γ and a(f) < 0.
It is easy to check Q is a quadratic module, Q ∪ −Q = R[X], Q ∩ −Q = 0.
δ(k−∑ni=1 x2i ) 6≡ (1, ..., 1) mod 2Γ, and a(k−∑ni=1 x2i ) < 0 for all k, so k−∑ni=1 x2i /∈
Q. By the definition, Q is not archimedean.
δ(g1) ≡ (1, ..., 0) mod 2Γ and a(g1) = 1 > 0;
δ(g2) ≡ (0, 1, ..., 0) mod 2Γ and a(g2) = 1 > 0;
......
δ(gn) ≡ (0, ..., 1) mod 2Γ and a(gn) = 1 > 0;
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δ(gn+1) ≡ (1, 1, ..., 1) mod 2Γ and a(gn+1) = −1 < 0;
So gi ∈ Q (i = 1, ..., n+1), which means M ⊆ Q. Therefore, M is not archimedean.
Remark 3.1.1. The above example is due to Jacobi and Prestel [J-P, Ex 4.6]. It shows
that with K compact and K has dimension ≥ 2, the quadratic module M could be
non-archimedean. One may wonder is there any examples that K has dimension < 2,
K compact and M is not archimedean? Actually, we can produce such examples in
a similar way.
(ii). Let M be the quadratic module in R[x, y] generated by g1, g2, g3 where g1 = x,
g2 = y, g3 = −xy − 1. The associated basic closed semi-algebraic set K in R2 is
the empty set which has dimension −1. (Convention: The empty set has dimension
−1.) We construct the quadratic module Q in the exactly same way as example (i),
such that g1, g2, g3 ∈ Q, but for each positive integer k, k − (x2 + y2) /∈ Q.
(iii). Let M be the quadratic module in R[x, y] generated by h2g1, h2g2, h2g3 where
g1, g2, g3 are the same as example (ii), and h = x
2 + y2. The associated basic closed
semi-algebraic set K consists of a single point (the origin) which has dimension 0.
We construct the same quadratic module Q. Q is not archimedean, and it is easy to
check h2g1, h
2g2, h
2g3 ∈ Q.
(iv). Take the same non-archimedean quadratic module Q, and the same g1, g2, g3
as above. Take h = x2 + y2 − 1. The associated basic closed semi-algebraic set K
now is the unit circle x2 + y2 = 1 which has dimension 1. It is easy to check that
h2g1, h
2g2, h
2g3 ∈ Q.
Thus, we have all the examples that for any dimensional (≥ −1) basic closed
semi-algebraic set K, K compact, the quadratic module M is non-archimedean.
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Combining Theorem 3.1.4 with the Kadison-Dubois Theorem, we can improve
the Schmu¨dgen’s Theorem in the one variable case.
Theorem 3.1.6. Suppose S = {g1(x), ..., gs(x)} is a finite subset of R[x], the poly-
nomial ring of one variable. If KS is compact then, for any f ∈ R[x], f > 0 on
KS ⇒ f ∈MS.
Note: this proof does not use the classical Positivstellensatz.
It is natural for one to ask does this enhanced Schmu¨dgen’s Theorem still hold true
in the multi-variable case?
It is obviously true when s = 1 i.e., S contains only one element. In [J-P], Jacobi
and Prestel prove it is also true when s = 2 (for any n) [J-P, Them 4.4], but it is
false when s ≥ 3, n ≥ 2. Example 3.1.5 is a counter example, because KS compact
implies there must exist a N such that N −∑ni=1 x2i > 0 on KS. The following
example is a more explicit one:
Example 3.1.7. Let MS be a quadratic module in R[x, y] generated by S, where
S = {x− 1
2
, y − 1
2
, 1− xy}.
KS is obviously compact and xy ≥ 14 > 0 on KS, but xy /∈MS.
For if we assume xy ∈ MS, that is, xy = σ0 + σ1(x − 12) + σ2(y − 12) + σ3(1 − xy),
where σi (i=0,1,2,3) are sums of squares. The leading term of each σi must have even
power of x and even power of y and have positive leading coefficient. (Here we are
using the same definition as Example 3.1.5: For f ∈ R[x, y], f 6= 0 define the ‘degree’
δ(f) of f to be the largest k = (k1, k2) such that the monomial x
k1yk2 appears in
f ; define the leading term to be the monomial with the largest degree; define the
‘leading coefficient’ a(f) of f to be the coefficient of its leading term.) If we look
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at the four terms on the right side of the identity, we have the following: δ(σ0) ≡
(0, 0) mod 2Γ and a(σ0) > 0; δ(σ1(x − 12)) ≡ (1, 0) mod 2Γ and a(σ1(x − 12)) > 0;
δ(σ2(y − 12)) ≡ (0, 1) mod 2Γ and a(σ2(y − 12)) > 0; δ(σ3(1 − xy)) ≡ (1, 1) mod 2Γ
and a(σ3(1 − xy)) < 0. Since they all have different degrees, their leading terms
cannot be canceled. Therefore, their sum which is xy must have the same leading
term as one of them. Thus, there are four possibilities for xy: δ(xy) ≡ (0, 0) mod
2Γ and a(xy) > 0 or δ(xy) ≡ (1, 0) mod 2Γ and a(xy) > 0 or δ(xy) ≡ (0, 1) mod 2Γ
and a(xy) > 0 or δ(xy) ≡ (1, 1) mod 2Γ and a(xy) < 0. None of them is true. We
get the contradiction.
At the end of this section, we need to point out that the finiteness of S is an-
other essential assumption. If S is infinite subset of R[x], even TS could be non-
archimedean with KS compact. The following are counter examples:
Example 3.1.8. Assume that S = {f1, f2, ..., fi, ...}.
(i). We take f1 = x− 1; f2 = x− 2; ...; fi = x− i; ....
Now KS = ∅. If TS is archimedean, there exists an integer number N , such that
N − x2 ∈MS. Then
N − x2 = h1g1 + h2g2 + ...+ hngn + h0, (3.4)
where each hk (k = 0, 1, ..., n) is a sum of squares and each gk (k = 1, 2, ..., n) is a
finite product of the elements of S. So the leading coefficient of each hk and each gk
is positive. Therefore, when x→∞, hk →∞, gk →∞, the right side of (3.4)→∞;
but the left side → −∞. A contradiction.
(ii). Set f1 = x(x− 1)(x− 2); f2 = x(x− 1)(x− 3); ...; fi = x(x− 1)(x− i− 1); ......
Now KS = [0, 1], which is compact. Applying the similar argument as the example
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(i), we get TS is not archimedean.
3.2 MS = TS
In [K-M-S], the authors listed the following question as an open problem:
Whether R[x] contains a finitely generated quadratic module MS which is not a pre-
ordering (i.e., MS 6= TS), but whose associated basic closed semi-algebraic set KS is
compact?
Scheiderer applies his “Main Theorem” to give this question a negative answer [S4,
Cor 4.4]. In the chapter V, I will give this fact a similar but more elementary proof
depending on the “Simple Version of the Main Theorem”. Now, in this section, I
give another elementary proof without using the “Scheiderer’s Main Theorem”.
We first introduce an important criterion for determining when TS is saturated in
the one variable case. I will make essential use of this theorem in my proof.
Theorem 3.2.1. Let KS =
⋃k
j=0[aj, bj], bj−1 < aj, j = 1, 2, ..., k, S = {g1, ..., gs},
Then TS is saturated (TS is said to be saturated if for any f ∈ R[X] and f ≥ 0 on
KS implies f ∈ TS) if and only if the following two conditions hold:
(a) for each endpoint aj ∃i ∈ {1, ..., s} such that gi(aj) = 0 and g′i(aj) > 0,
(b) for each endpoint bj ∃i ∈ {1, ..., s} such that gi(bj) = 0 and g′i(bj) < 0.
Note: This theorem is just a special case of a general criterion for curves proved
in [S3, Th 5.17]. For a proof independent from “Scheiderer’s Main Theorem”, see
[K-M-S, Th 3.2]. I will give another proof based on the Simple Version of Scheiderer’s
Main Theorem in Chapter V.
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Lemma 3.2.2. Suppose g is a polynomial such that g can be factored as the product
of different linears in R, (i.e., g = d(x−α1)(x−α2)...(x−αn) with α1 > α2 > ... > αn,
d ∈ R.) and K{g} is compact, then
(1) M{g} = T{g} is saturated.
(2) If f is another polynomial being factored as the product of different linears in R,
T{f,g} is saturated.
Proof. (1) Since K{g} is compact, g must have even degree, and have the negative
leading coefficient. So we can assume that
g = −d(x− a1)(x− a2)...(x− a2n−1)(x− a2n),
where a1 > a2 > ... > a2n−1 > a2n, d > 0.
Therefore, K{g} =
⋃n
i=1[a2i, a2i−1].
For each endpoint a2i−1, g(a2i−1) = 0, and
g′(a2i−1) = −d(a2i−1 − a2i)(
∏
j 6=i(a2i−1 − a2j−1)(a2i−1 − a2j)) < 0;
For each endpoint a2i, g(a2i) = 0, and
g′(a2i) = −d(a2i − a2i−1)(
∏
j 6=i(a2i−1 − a2j−1)(a2i−1 − a2j)) > 0.
Theorem 3.2.1 applies, we obtain T{g} is saturated. Since T{g} is generated by only
one polynomial, M{g} = T{g}.
Actually, with a similar argument as above, it is not hard to see that given any
polynomial f being factored as the product of different linears in R, no matter
whether K{f} compact or not, for each right endpoint a2i−1 of some closed interval
[a2i, a2i−1] of K{f}, f(a2i−1) = 0, and f ′(a2i−1) < 0; for each left endpoint a2i of some
closed interval [a2i, a2i−1] of K{f}, f(a2i) = 0, and f ′(a2i) > 0.
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(2) K{f,g} = K{f} ∩ K{g}. Since K{g} is compact, i.e., a finite union of bounded
closed intervals, K{f} is a finite union of closed intervals, K{f,g} is also compact, say
K{f,g} =
⋃m
i=1[b2i, b2i−1], where b1 ≥ b2 > b3 ≥ b4... > b2m−1 ≥ b2m.
If b2i−1 = b2i, then b2i−1 = b2i must be a left (right) endpoint of some closed interval
of K{f} on the one hand, and a right (left) endpoint of some closed interval of K{g} on
the other hand. Therefore, in this case, f(b2i−1) = g(b2i−1) = 0, and f ′(b2i−1) > (<)0,
g′(b2i−1) < (>)0. Theorem 3.2.1 applies.
If b2i−1 > b2i, then b2i−1 must be a right endpoint of some interval of K{f} (or K{g}).
Therefore, f(b2i−1) = 0 (g(b2i−1) = 0) and f ′(b2i−1) < 0 (g′(b2i−1) < 0). b2i must be
a left endpoint of some interval of K{f} (or K{g}). Therefore, f(b2i) = 0 (g(b2i) = 0)
and f ′(b2i) > 0 (g′(b2i) > 0). Theorem 3.2.1 applies.
Remark 3.2.1. K{g} is compact is really an essential assumption in this Lemma. See
the following counterexample.
Example 3.2.3. Let g = x(x− 1)(x− 2), f = x, then K{g} = [0, 1]∪ [2,∞), f ≥ 0 on
K{g}.
Assume that f = σ0 + σ1g, i.e., x = σ0 + σ1x(x − 1)(x − 2), where σ0 and σ1 are
sums of squares in R[x].
σ0 and σ1 must have even degrees and positive leading coefficients. σ1 6= 0, otherwise,
σ0 = x has an odd degree. Therefore, σ1x(x− 1)(x− 2) has degree at least 3. Since
both σ0 and σ1x(x− 1)(x− 2) have positive leading coefficients, their leading terms
cannot be canceled when they added together, so σ0 + σ1x(x− 1)(x− 2) has degree
at least 3. But x has degree one. A contradiction.
Proposition 3.2.4. Suppose f and g are two polynomials in R[x] such that K{g} is
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compact. Then fg = σ0 + σ1f + σ2g, where σi (i = 0, 1, 2) are sums of squares in
R[x].
Proof. Claim: We only need to consider the case where f , g are polynomials which
can be factored as the products of different linears in R with leading coefficients 1
or -1.
f can be written as f = σff0, where σf is a sum of squares in R[x], and f0 is
a polynomial being factored as the product of different linears in R, with leading
coefficient 1 or -1. Similarly, g = σgg0, where σg is a sum of squares. So, if K{g} is
compact, K{g0} is also compact. If it is true that f0g0 = σ0 + σ1f0 + σ2g0, then we
just multiply by σfσg to both sides. It gives
σff0σgg0 = σ0σfσg + σ1σgσff0 + σ2σfσgg0
Therefore, fg = τ0 + τ1f + τ2g
where τ0 = σ0σfσg, τ1 = σ1σg, τ2 = σ2σf , which are all sums of squares in R[x].
Since K{g} is compact and g is a product of different linears, we can assume that
g = −(x − a1)(x − a2)...(x − a2n−1)(x − a2n), where a1 > a2 > ... > a2n−1 > a2n.
Therefore, K{g} = [a2, a1] ∪ ... ∪ [a2n, a2n−1].
Now, we want to construct a polynomial h which is also a product of different linears
such that K{h} is compact and g ≥ 0 on K{h}, fh ≥ 0 on K{g}. If this is done,
applying Lemma 3.2.2, we have
g = σ0 + σ1h, and fh = τ0 + τ1g.
From the first identity, we have
g − σ0 = σ1h.
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Multiplying by σ1 to the both sides of the second identity yields
fσ1h = σ1τ0 + σ1τ1g,
therefore,
f(g − σ0) = σ1τ0 + σ1τ1g,
fg = σ1τ0 + σ0f + σ1τ1g.
We construct such a h by considering the roots of f on the interval (a1, a2) ∪ ... ∪
(a2n−1, a2n).
If there is no such root of f exists, then either f ≥ 0 on K{g} or −f ≥ 0 on K{g}. In
the first case, f = σ0+σ1g where σ0 and σ1 are sum of squares. Thus fg = τ0+ τ1g,
where τ0 = σ1g
2, τ1 = σ0, which are both sum of squares. In the second case, h = −1
satisfies all of our requirements.
If there exist such roots of f , say b1, b2..., bm are the roots of f on the interval (a2, a1),
b1 > b2 > .... > bm.
Since f is a product of different linears in R, f ′(b1) 6= 0.
If f
′
(b1) > 0, let c1 = a1, c2 = b1, c3 = b2, ..., cm+1 = bm. If m + 1 is even, let h1 =
(x−c1)(x−c2)...(x−cm+1). Otherwise, let h1 = (x−c1)(x−c2)...(x−cm+1)(x−cm+2),
where cm+2 = a2.
If f
′
(b1) < 0, let c1 = b1, c2 = b2, ..., cm = bm. If m is even, let h1 = (x − c1)(x −
c2)...(x − cm). Otherwise, let h1 = (x − c1)(x − c2)...(x − cm)(x − cm+1), where
cm+1 = a2.
We consider the roots of f on other intervals (a4, a3)...(a2n, a2n−1). By the same
algorithm, we will get a series of polynomials h2,...,hn. The following is the algorithm
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for a general interval (a2i, a2i−1):
Suppose d1, d2..., dl are the roots of f on (a2i, a2i−1), d1 > d2 > .... > dl.
If f
′
(d1) > 0, let e1 = a2i−1, e2 = d1, e3 = d2,..., el+1 = dl. If l + 1 is even, let hi =
(x−e1)(x−e2)...(x−el+1). Otherwise, let hi = (x−e1)(x−e2)...(x−el+1)(x−el+2),
where cl+2 = a2i.
If f
′
(d1) < 0, let e1 = d1, e2 = d2,..., el = dl. If l is even, let hi = (x − e1)(x −
e2)...(x−el). Otherwise, let hi = (x−e1)(x−e2)...(x−el)(x−el+1), where el+1 = a2i.
If there is no root of f exists on the interval (a2i, a2i−1), we just set hi = 1.
We notice the following obvious properties for hi (i=1,2,...,n).
(1). K{−hi} is a finite union of bounded closed intervals, therefore is compact.
(2). (−hi)f ≥ 0 on [a2i, a2i−1].
(3). g ≥ 0 on K{−hi}.
(4). hi ≥ 0 on K{g} \ [a2i, a2i−1].
Now, let h = −h1h2...hn, we will show this h satisfies all requirements.
Since K{h} =
⋃n
i=1K{−hi}, K{h} is a compact subset of R. By (2) (−hi)f ≥ 0
on [a2i, a2i−1], and by (4), hj ≥ 0 on [a2i, a2i−1] for all j 6= i, therefore, fh =
f(−hi)
∏
j 6=i hj ≥ 0 on [a2i, a2i−1] for any i = 1, ..., n. Thus, fh ≥ 0 on K{g}. By (3)
g ≥ 0 on K{−hi} for any i, g ≥ 0 on K{h} =
⋃n
i=1K{−hi}.
Therefore, we can always find such a h.
Proposition 3.2.5. Suppose f , g, h are polynomials in R[x] such thatK{g} is compact.
Then fh = σ0+σ1f +σ2h+σ3g, where σi (i = 0, 1, 2, 3) are sums of squares in R[x].
Proof. For the same reason as last proposition, we can always assume f , g, h are
polynomials which can be factored as products of different linears in R with leading
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coefficients 1 or -1.
Since K{g} is compact, i.e., a finite union of bounded closed intervals, we assume
K{g} =
⋃n
i=1[a2i, a2i−1], a1 > a2 > ... > a2n (because g is the product of different
linears), ai ∈ R for all i = 1, ..., 2n. Then K{g} ∩ K{h} must be also compact.
Therefore, we can assume that K{g} ∩K{h} =
⋃m
i=1[b2i, b2i−1], b1 ≥ b2 > b3 ≥ b4... >
b2m−1 ≥ b2m, bi ∈ R for all i = 1, ..., 2m.
It suffices to show that there exists a polynomial h0 which is the product of different
linears, i.e., h0 = −(x− d1)(x− d2)...(x− d2l−1)(x− d2l),
(
di ∈ R for all i = 1, ..., 2l
and d1 > d2 > ... > d2l−1 > d2l
)
such that h ≥ 0 on K{h0}, and h0 ≥ 0 on K{g,h}.
If this is done, since K{h0} is compact, h ≥ 0 on K{h0}, applying Lemma 3.2.2, we
have:
h = σ0 + σ1h0, where σ0, σ1 are both sums of squares in R[x].
Therefore, fh = σ0f + σ1fh0. By Proposition 3.2.4, fh0 = τ0 + τ1f + τ2h0, where τi
(i=0,1,2) are sums of squares in R[x]. Thus, fh = τ0σ1 + (τ1σ1 + σ0)f + τ2σ1h0.
Since h0 ≥ 0 on K{g,h}, applying Lemma 3.2.2 again
h0 = α0 + α1h+ α2g + α3hg,
where αi(i = 0, 1, 2, 3) are sums of squares in R[x].
Using Proposition 3.2.4 again, yields:
hg = β0 + β1h+ β2g,
where βi(i = 0, 1, 2) are sums of squares in R[x].
So, we obtain: h0 = (α0 + α3β0) + (α1 + α3β1)f + (α2 + α3β2)g. Therefore,
fh = τ0σ1 + (τ1σ1 + σ0)f + τ2σ1h0
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= τ0σ1+τ2σ1α0+τ2σ1α3β0+(τ1σ1+σ0)f+(τ2σ1α1+τ2σ1α3β1)h+(τ2σ1α2+τ2σ1α3β2)g.
where τ0σ1+ τ2σ1α0+ τ2σ1α3β0, τ1σ1+ σ0, τ2σ1α1+ τ2σ1α3β1, τ2σ1α2+ τ2σ1α3β2 are
all sums of squares.
In the following, we are going to construct such a h0:
Assume K{h} =
⋃l
i=1[c2i, c2i−1], where c1 > c2 > ... > c2l−1 > c2l (since h is the
product of different linears), c1 could be ∞ and c2l could be −∞.
We set di = ci for i = 2, 3, ..., 2l − 1.
When c1 6=∞, set d1 = c1.
When c1 =∞, we set d1 = a1 if a1 > c2; otherwise, we set d1 = c2 + 1.
Similarly, When c2l 6= −∞, set d2l = c2l.
When c2l = −∞, we set d2l = a2n if a2n < c2l−1; otherwise, we set d2l = c2l−1 − 1.
Let h0 = −(x− d1)(x− d2)...(x− d2l−1)(x− d2l).
Clearly, [d2i, d2i−1] ⊆ [c2i, c2i−1] for all i = 1, 2, ..., l, therefore,K{h0} =
⋃l
i=1[d2i, d2i−1] ⊆⋃l
i=1[c2i, c2i−1] = K{h}. Since h ≥ 0 on K{h}, h ≥ 0 on K{h0}.
It is also easy to see that K{h,g} ⊆ K{h0}, therefore, h0 ≥ 0 on K{h,g}. Thus, this h0
satisfies all of our requirements.
By Theorem 3.1.4, KS compact implies MS archimedean, so by Corollary 3.1.2,
there exists an integer N such that: N−x2 ∈MS. Therefore, KS compact guarantees
that there exists a g = N − x2 ∈ MS with K{g} compact. Thus we obtain the
following result.
Theorem 3.2.6. Suppose S is a finite subset of R[x] such that KS is compact, then
MS = TS.
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Proof. With the preceding paragraph and Proposition 3.2.5, we know that for any
f, h ∈ MS, fh ∈ MS. Therefore, MS is closed under multiplication. Thus, MS =
TS.
Remark 3.2.2. KS compact is an essential assumption in Theorem 3.2.6. The fol-
lowing is an example where KS is not compact and MS 6= TS.
Example 3.2.7. Take S = {x + 1, x(x − 1)}. Then KS = [−1, 0] ∪ [1,∞),
(x+ 1)x(x− 1) ∈ TS but (x+ 1)x(x− 1) /∈MS.
For suppose (x+ 1)x(x− 1) ∈MS, i.e., (x+ 1)x(x− 1) = σ0 + σ1(x+ 1) + σ2x(x−
1), σi(i = 0, 1, 2) are sums of squares in R[x]. Evaluating at −1 yields σ0(−1) +
2σ2(−1) = 0, so σ0(−1) = σ2(−1) = 0. Thus, (x + 1)2 | σ0, (x + 1)2 | σ2. Similarly,
x2 | σ0, x2 | σ1, (x − 1)2 | σ0, (x − 1)2 | σ1. Therefore, σ0 = (x + 1)2x2(x − 1)2τ0,
σ1 = x
2(x− 1)2τ1, σ2 = (x+ 1)2τ2, where τi(i = 0, 1, 2) are sums of squares.
Substituting and canceling (x+ 1)x(x− 1), this yields
1 = (x+ 1)x(x− 1)τ0 + x(x− 1)τ1 + (x+ 1)τ2.
τ0, τ1, τ2 cannot be all equal to 0, otherwise, it yields 1 = 0.
Since τ0, τ1 and τ2 have positive leading coefficients, their leading terms cannot
be canceled out when they added together. So if not all of them are equal to 0,
(x+1)x(x− 1)τ0+x(x− 1)τ1+(x+1)τ2 has degree at least 1. But 1 has the degree
zero. A contradiction.
By Schmu¨dgen’s Theorem, when KS is compact, for any f , f > 0 on KS implies
that f ∈ TS, therefore, Example 3.1.5 and 3.1.7 also show that when n ≥ 2, Theorem
3.2.6 does not hold any more.
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Chapter 4
Scheiderer’s Main Theorem
In chapter II, we introduced Schmu¨dgen’s Theorem and Jacobi’s Representation
Theorem (Cor 2.4.3) which assert that KS compact orMS archimedean are sufficient
conditions for TS or MS containing all polynomials strictly positive on KS respec-
tively. In this chapter, we want to extend these results to where f is only required
to be non-negative, i.e., f is allowed to have zeros in KS.
Scheiderer made great contributions toward this question. In [S3, Cor 3.17], he
established a local-global criterion for the polynomials non-negative on KS to be
contained in TS, which extends Schmu¨dgen’s Theorem:
If KS is compact, and f is non-negative and has finitely many zeros on KS, then f
lies in TS if and only if f lies in the preordering generated by TS in the completed
local ring at each of its zeros.
For the quadratic module case, Scheiderer gave a similar statement which extends
Jacobi’s Representation Theorem. This is found in his paper Distinguished repre-
sentations of non-negative polynomials [S4, Th 2.8]. Roughly, if we assume that MS
is archimedean and the zero set of f in KS is finite, it says again that f contained
in the quadratic module generated by MS in the completed local ring at each of its
zeros is equivalent to f contained inMS. However, we still need another condition to
guarantee the equivalence, namely: dimension of R[X]/[(M+(f))∩−(M+(f))] ≤ 0,
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which is stronger than the finiteness of the zeros of f in KS. We refer to this theorem
as the “Scheiderer’s Main Theorem” here.
Scheiderer’s Main Theorem is a powerful tool in dealing with the low dimensional
case. We will get some nice results in the next chapter by applying it to the one
variable case. In this chapter, I will give this Main Theorem a proof based on the
Basic Lemma provided in [K-M-S, Lem 2.1]. (The proof given here is quoted from
[M4], not the original one by Scheiderer.)
4.1 The Main Theorem
In the last section of chapter II, we considered the problem of “linearly representing”
a polynomial f which is strictly positive onKS. According to Jacobi’s Representation
Theorem (Cor 2.4.3), we have:
If MS is archimedean, then f > 0 on KS ⇒ f ∈MS.
However, if we replace f > 0 on KS by f ≥ 0 on KS, this result does not hold
anymore.
In his main theorem in [S4, Th 2.8], Scheiderer gives sufficient conditions (on f) for
MS to be saturated. Recall“saturated” means T
alg
S = MS, which is equivalent to
saying: f ≥ 0 on KS ⇒ f ∈MS.
In order to prove the Scheiderer’s Main Theorem, we begin with the Basic Lemma
[K-M-S, Lem 2.1].
Lemma 4.1.1. Let X be a compact hausdorff space, A a commutative ring with 1
with 1
n
∈ A for some integer n ≥ 2 and φ: A→ Cont(X,R) a ring homomorphism.
45
Suppose f , g ∈ A are such that φ(f) ≥ 0, φ(g) ≥ 0 and (f, g) = (1). Then there
exist s, t ∈ A such that sf + tg = 1 and φ(s), φ(t) are strictly positive.
Proof. We suppress φ from the notation. Let s, t ∈ A be such that 1 = sf + tg. On
the compact set
L1 := {p ∈ C| s(p) ≤ 0},
tg = 1 − sf ≥ 1. Thus g > 0 on L1 so, for N sufficiently large, s + Ng > 0 on L1.
On C − L1 this is obviously also true. Define s1 = s + Ng, t1 = t − Nf . Thus,
1 = s1f + t1g in A and s1 > 0 on C. Choose a positive rational δ ∈ A so small that
δfg < 1 on C. Choose a positive rational  ∈ A so small that, on the compact set
L2 = {p ∈ C : g(p) ≤ },
f > 0, 1 > δf and t1 + s1f > 0. Choose k so large that, on the set L2, t1 + s1f >
s1f(1− δf)k and, on the set
L3 = {p ∈ C : g(p) ≥ },
s1f(1−δf)k < 1. Choose r = s1δf
∑k−1
i=0 (1−δfg)i. Choose σ = s1−rg, τ = t1+rf .
Thus 1 = σf + τg in A. It remains to verify that σ, τ > 0 on C. Using the identity
(1− z)∑k−1i=1 zi = 1− zk, we see that, on C,
σ = s1−rg = s1−s1δfg
∑k−1
i=0 (1−δfg)i = s1−s1(1−(1−δfg)k) = s1(1−δfg)k > 0
On L2,
τ = t1 + rf = t1 + s1δf
2
∑k−1
i=0 (1− δfg)i ≥ t1 + s1δf 2
∑k−1
i=0 (1− δf)i =
t1 + (s1f/)(1− (1− δf)k) > 0.
On L3,
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τ = t1 + rf = t1 + (f/g)rg = t1 + (f/g)s1(1− (1− δfg)k) =
t1 + s1f/g − (s1f/g)(1− δfg)k = 1/g − (s1f/g)(1− δfg)k) > 0.
This completes the proof.
Combining the Basic Lemma with Jacobi’s representation theorem, yields the
following key result, which is due to Scheiderer.
Lemma 4.1.2. If M is archimedean and f ∈ A is ≥ 0 on χM , then f ∈M if and only
if f ∈M + (f 2).
Remark 4.1.1. For any ideal I ∈ A, M + I is a quadratic module. Suppose x, y ∈
M + I, x = m1 + i1; y = m2 + i2, where m1,m2 ∈ M ; i1, i2 ∈ I. Then x + y =
(m1 +m2) + (i1 + i2) ∈M + I; a2x = a2m1 + a2i2 ∈M + I for any a ∈ A.
Proof. f ∈ M ⇒ f ∈ M + (f 2) is obvious. Now we look at the other direction.
Suppose f ∈ M + (f 2), i.e., f = t + af 2, t ∈ M , a ∈ A. Using a = (a+1
2
)2 − (a−1
2
)2,
we see that f = u − b2f 2 where u = t + (a+1
2
)2f 2 ∈ M , and b = a−1
2
. Thus
f(1 + b2f) = u. Clearly (f, 1 + b2f) = (1), f and 1 + b2f are ≥ 0 on χM . M
is archimedean implies χM is compact. So, by Lemma 4.1.1, there exist c, d ∈ A,
c, d > 0 on χM such that
1 = cf + d(1 + b2f) (4.1)
By Jacobi’s Theorem, c, d, cd ∈M . Multiplying equation (4.1) by df yields
df = cdf 2 + d2f(1 + b2f) = cdf 2 + d2u ∈M .
Multiplying the same equation by f yields
f = cf 2 + df(1 + b2f) = cf 2 + df + db2f 2 ∈M
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To exploit Lemma 4.1.2, we use another lemma, which we will be applying to the
quadratic module M + (f 2).
Lemma 4.1.3. Let M be a quadratic module, J := M ∩ −M . Then
(1) J is an ideal.
(2) For each minimal prime I over J , (M + I)∩−(M + I) = I. Equivalently, for all
s1, s2 ∈M , s1 + s2 ∈ I ⇒ s1, s2 ∈ I.
(3) (M +
√
J) ∩ −(M +√J) = √J .
Note: for any ideal J of A,
√
J denotes the radical of J :
√
J := {x ∈ A : xn ∈ J
for some n > 0}. It is not hard to see that √J is also an ideal.
Proof. (1) For any x ∈ A, ±x ∈ M ⇔ x ∈ J . If x, y ∈ J , ±x ∈ M , ±y ∈ M ⇒
±(x − y) ∈ M and ±a2x ∈ M for any a ∈ A. So, J − J ⊆ J and a2J ⊆ J for any
a ∈ A. Using a = b2−c2, b = a+1
2
, c = a−1
2
, this yields aJ = (b2−c2)J ⊆ b2J−c2J ⊆
J − J ⊆ J . Thus J is an ideal.
(2) First we prove the equivalence. Since I = ±(0 + I) ⊆ ±(M + I), I ⊆ (M + I) ∩
−(M + I) is always true. Now suppose (M + I) ∩ −(M + I) ⊆ I, and s1, s2 ∈ M ,
s1 + s2 ∈ I. Clearly, s1 ∈M ⊆M + I. We also have −s1 = s2 − (s1 + s2) ∈M + I,
so s1 ∈ (M + I) ∩ −(M + I) ⊆ I. The proof that s2 ∈ I is the same.
Conversely, suppose x ∈ (M +I)∩−(M +I), then x = m1+ i1; −x = m2+ i2, where
m1,m2 ∈M , i1, i2 ∈ I. (m1+i1)+(m2+i2) = x+(−x) = 0⇒ m1+m2 = −(i1+i2) ∈
I and m1,m2 ∈ M . By the assumption, m1,m2 ∈ I. Therefore, x = m1 + i1 ∈ I.
This proves (M + I) ∩ −(M + I) ⊆ I.
Let I be a minimal prime ideal over J . I/J is a prime ideal of the quotient ring
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A/J . Now, we consider the prime ideals of the localization of A/J at I/J . They
are one-to-one correspondent with the prime ideals of A/J which are contained in
I/J . But every ideal of A/J has the form P/J , where P is an ideal of A containing
J . Since I is a minimal prime ideal over J , S−1I/J is the unique prime ideal and
therefore is the nilradical of the localization of A/J at I/J , where S denote the
multiplicative subset: A/J\I/J (The Nilradical is the radical of zero ideal i.e.,
√
0 = {x ∈ A : xn = 0 for some n > 0}, as well as the intersection of all prime ideals
of the ring). So, for any a ∈ I, a + J ∈ I/J , a+J
1+J
∈ S−1I/J ⇒ (a+J
1+J
)n = 0 in the
localization of A/J at I/J for some integer n ≥ 1, which means (a+ J)n(b+ J) = 0
for some b /∈ I in the quotient ring A/J ,
i.e. (a+ J)n(b+ J) = J ⇒ anb+ J = J ⇒ anb ∈ J , b /∈ I.
Suppose s1, s2 ∈ M and s1 + s2 ∈ I. From the above, u(s1 + s2)n ∈ J for some
integer n ≥ 1 and some u /∈ I. Thus u2(s1 + s2)n ∈ J . We can choose n to be odd.
Note that si1s
n−i
2 ∈ M , e.g., if i is even, then n− i is odd and si1 ∈ A2, sn−i2 ∈ A2s2,
so si1s
n−i
2 ∈ A2s2 ⊆M . Thus expanding u2(s1 + s2)n as
u2(s1 + s2)
n =
∑n
i=0
(
n
i
)
u2si1s
n−i
2
and transposing terms yields −u2sn1 ∈ M . Since we also have u2sn1 ∈ M , this yields
u2sn1 ∈ J . Since J ⊆ I, and I is prime and u /∈ I, this implies s1 ∈ I. The proof
that s2 ∈ I is the same.
(3) As we proved in (2), it is always true that:
√
J ⊆ (M + √J) ∩ −(M + √J).
We only need to prove for the other inclusion. Since
√
J is also the intersection of
the minimal prime ideals lying over J , ±(M + √J) ⊆ ±(M + I) for any minimal
prime ideals I lying over J . We already know from (2): (M + I)∩−(M + I) = I, so
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(M +
√
J) ∩−(M +√J) ⊆ (M + I) ∩−(M + I) = I for each minimal prime ideals
I lying over J . So, (M +
√
J) ∩ −(M +√J) ⊆ ∩iI =
√
J .
Before reaching the Main Theorem, let us introduce some terminologies and re-
sults from commutative algebra which will appear in the theorem and its proof:
We define a ascending chain of ideals of a ring A to be an increasing sequence
I1 ⊆ I2 ⊆ I3..., where Ik (k = 1, 2, ...) are ideals of A. If for every such chain of
A, there is an integer n such that Ii = In for all i ≥ n, the ring A is said to be
Noetherian.
(1) If A is Noetherian, the polynomial ring A[X] is also Noetherian. In particular,
R[X] is Noetherian. (See [At-M, Th 7.5])
(2) If A is Noetherian, I is an ideal of A, then, the quotient ring A/I is also Noethe-
rian. (See [At-M, Th 6.6])
Similarly, we define a descending chain of ideals of a ring A to be a decreasing se-
quence I1 ⊇ I2 ⊇ I3.... If for every such chain of A, there is an integer m such that
Ii = Im for all i ≥ m, the ring A is said to be Artinian.
(1) If A is Artinian, then every prime ideal Ii of A is maximal.
(2) If A is Artinian, A has only finite number of prime ideals Ii, i = 1, ..., p.
(3) If A is Artinian, the nilradical < of A is nilponent, i.e. (<)k = (⋂pi=1 Ii)k = 0 for
some sufficiently large integer k.
We define a chain of prime ideals of a ring A to be a finite strictly increasing se-
quence p0 ⊂ p1 ⊂ ... ⊂ pn, where pi are prime ideals of A; the length of the chain is
n. We define the (Krull) dimension of A to be the supremum of the lengths of all
chains of prime ideals in A: it is an integer ≥ 0, or +∞ (assuming A 6= 0). A field
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has dimension 0; The ring Z has dimension 1. A is Artinian is equivalent to A is
Noetherian and A has dimension 0. (See [At-M, chapter 8])
Theorem 4.1.4. (Main Theorem) Suppose A is Noetherian, M is an archimedean
quadratic module in A, f ∈ A f ≥ 0 on χM and A/J has (Krull) dimension ≤ 0,
where J := (M + (f 2)) ∩ −(M + (f 2)). Then the following are equivalent:
(1) f ∈M
(2) For each prime ideal I lying over J and each k ≥ 0, f ∈M + Ik.
Proof. (1)⇒ (2) is clear. Now we prove the other direction.
Assume (2). Since M + (f 2) is a quadratic module, by (1) of Lemma 4.1.3 J is
an ideal. (f 2) ∈ J , so M + (f 2) ⊆ M + J . Note that: M ⊆ M + (f 2) and
J = (M + (f 2)) ∩ −(M + (f 2)) ⊆ M + (f 2), therefore, M + J = M + (f 2). By
Lemma 4.1.2, it suffices to show f ∈M + J .
Since A/J is Noetherian and zero dimensional, A/J is artinean. Therefore, (<)k =
(
⋂p
i=1 Ii/J)
k = 0 for some sufficiently large integer k, where I1, ..., Ip are the minimal
prime ideals of A lying over J . Since each Ii/J is also maximal in A/J , Ii/J and
Ij/J are coprime for i 6= j (two ideals a, b are said to be coprime if a + b = (1)).
Using the identity
√
a+ b =
√√
a+
√
b and
√
a = (1) ⇔ a = (1), where a, b are
ideals, we can conclude: a, b are coprime if and only if
√
a and
√
b are coprime.
Since
√
a =
√
ak for any integer k ≥ 1, a, b are coprime is equivalent to ak and bk
are coprime. Therefore, we get ( Ii
J
)k and (
Ij
J
)k are coprime for any integer k ≥ 1 and
i 6= j. Since when a, b are coprime, ab = a ∩ b, we have
⋂p
i=1(
Ii
J
)k =
∏p
i=1(
Ii
J
)k = (
∏p
i=1
Ii
J
)k = (
⋂p
i=1
Ii
J
)k = <k = 0.
Let Ji = I
k
i + J , then (
Ii
J
)k =
Iki +J
J
= Ji
J
. The above identity tells us ∩pi=1Ji = J for
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sufficiently large k. Since Ii is maximal in A, Ii and Ij are coprime in A for i 6= j.
By the last paragraph, we know Iki and I
k
j are also coprime. Thus, Ji, Jj are coprime
if i 6= j. Therefore, according to the Chinese Remainder Theorem (see [At-M, Prop
1.10]), A/J ∼= ∏pi=1A/Ji. By hypothesis, f ∈ M + Iki , so f ∈ M + Ji. Thus f ≡ fi
mod Ji, fi ∈ M , i = 1, ..., p. Choose e1, ..., ep ∈ A such that ei ≡ 1 mod Ji, ei ≡ 0
mod Jj for j 6= i. Note that e2i ≡ ei mod J . Thus f ≡
∑p
i=1 eifi ≡
∑p
i=1 e
2
i fi mod
J , e2i fi ∈M ,
∑p
i=1 e
2
i fi ∈M , so f ∈M + J .
Remark 4.1.2. (1) The preordering version of this Theorem is found already in [S3,
Cor 3.17].
(2) The assumption that A/J is zero dimensional can also be rephrased as follows:
Define J ′ := (M+(f))∩−(M+(f)). Note that J and J ′ have the same nilradical. It is
easy to see that J ⊆ J ′, so√J ⊆ √J ′. By Lemma 4.1.3 (3), (M+√J)∩−(M+√J) =
√
J . Using the fact that f 2 ∈ J , we have f ∈ √J , M+(f) ⊆M+√J , −(M+(f)) ⊆
−(M +√J). Then, J ′ = (M +(f))∩−(M +(f)) ⊆ (M +√J)∩−(M +√J) = √J .
It is easy to check that: for any ideal I,
√√
I =
√
I, so we get
√
J ′ ⊆
√√
J =
√
J .
Therefore,
√
J =
√
J ′. Since every prime ideal containing ideal J must contain
√
J ,
I ⊇ J is equivalent to I ⊇ J ′. Thus the assumption that A/J is zero dimensional is
equivalent to the assumption that A/J ′ is zero dimensional.
(3) The set of prime ideals lying over J is equal to {ker(α)|α ∈ χM , f(α) = 0}.
Proof. Let I be a minimal (=maximal) prime ideal of A lying over J . Since M
is archimedean, M + I is also archimedean and −1 /∈ M + I by Lemma 4.1.3 (2)
(otherwise, 1 ∈ I) so, by Theorem 2.3.3, χM+I is non-empty, i.e., there exists a ring
homomorphism α : A→ R with α(M + I) ≥ 0.
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Claim: α(I) = 0. Suppose a ∈ I, then a = 0 + a ∈ M + I, so α(a) ≥ 0. Similarly,
−a = 0 + (−a) ∈M + I, so α(−a) ≥ 0, i.e., α(a) ≤ 0. Thus, α(a) = 0.
Therefore, I ⊆ ker(α). Since I is maximal, I = ker(α). Clearly α ∈ χM+I ⊆ χM .
f 2 ∈ (M + (f 2)) ∩ −(M + (f 2)) = J ⊆ I ⇒ f ∈ I (I is prime), so f(α) = 0.
Conversely, given any α ∈ χM such that f(α) = 0, Aker(α) is isomorphic to a subring
of R, which is an integral domain, so ker(α) is a prime ideal. α ∈ χM ⇒ α ≥ 0 on
M , and α(f) = 0, thus, α ≥ 0 on M + (f 2), α ≤ 0 on −(M + (f 2)). Therefore,
α = 0 on J , J ⊆ ker(α). Since A/J has dimension zero, ker(α) is a minimal prime
ideal of A lying over J .
4.2 Completions
Theorem 4.1.4 gives us a criterion for judging whether a polynomial f which is non-
negative on K is contained in the quadratic module M . But it has only theoretical
value, since we cannot test if f is contained inM+Ik for all k ≥ 0. In this section, we
will introduce the concept of “completions” which will make the theorem practical.
4.2.1 Graded Ring and Filtration
A graded ring is a ring R that is expressible as
⊕
n≥0Rn where Rn are additive
subgroups such that RmRn ⊆ Rm+n. Sometimes, Rn is referred to as the nth graded
piece and elements of Rn are said to be homogenous of degree n. The prototype is
a polynomial ring in several variables, with Rd consisting of all homogenous polyno-
mials of degree d (along with the zero polynomial). A graded module over a graded
ring R is a module M expressible as
⊕
n≥0Mn, where RmMn ⊆Mm+n.
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Note that the identity element of a graded ring R must belong to R0. For if 1 has a
component a of maximum degree n > 0, then 1a = a forces the degree of a to exceed
n, a contradiction.
Now suppose that {Rn} is a filtration of the ring R, in other words, the Rn are
additive subgroups such that
R = R0 ⊇ R1 ⊇ ... ⊇ Rn ⊇ ...
with RnRm ⊆ Rm+n. We call R a filtered ring. A filtered module
M = M0 ⊇M1 ⊇ ... ⊇Mn ⊇ ...
over the filtered ring R may be defined similarly. In this case, each Mn is a submod-
ule and we require that RmMn ⊆Mm+n.
If I is an ideal of the ring R and M is an R module, we will be interested in the
I-adic filtrations of R and of M , given respectively by Rn = I
n and Mn = I
nM .
(Take I0 = R, so thatM0 = M .)
We can make M into a topological abelian group in which the module operations
are continuous. The sets ImM are a base for the neighborhoods of 0, and the trans-
lations x + ImM form a basis for the neighborhoods of an arbitrary point x ∈ M .
The resulting topology is called the I-adic topology on M .
4.2.2 Inverse Limits
Suppose we have countably many R-modules M0, M1,..., with R-module homomor-
phism θn : Mn → Mn−1, n ≥ 1. The collection of modules and maps is called an
inverse system.
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A sequence (xi) in the direct product
∏
Mi is said to be coherent if respects the
maps θn in the sense that for every i we have θi+1(xi+1) = xi. The collection M of
all coherent sequences is called the inverse limit of the inverse system. The inverse
limit is denote by
lim←−Mn
Note thatM becomes an R-module with componentwise addition and scalar multipli-
cation of coherent sequences. In other words, (xi)+(yi) = (xi+yi) and r(xi) = (rxi).
An inverse limit of an inverse system of rings can be constructed in a similar fashion,
as coherent sequences can be multiplied componentwise, that is, (xi)(yi) = (xiyi).
Example 4.2.1. (1). Take R = Z, and let I be the ideal (p) where p is a fixed prime.
Take Mn = Z/In and θn+1(a + In+1) = a + In. The inverse limit of the Mn is the
ring Zp of p-adic integers.
(2). Suppose A is a commutative ring, let R = A[x1, ..., xn] be a polynomial ring in
n variables, and I the maximal ideal (x1, ..., xn). Let Mn = R/I
n and θn(f + I
n) =
f+In−1, n = 1, 2, .... An element ofMn is represented by a polynomial f of degree at
most n− 1. (We take the degree of f to be the maximal degree of a monomial in f .)
The image of f in In−1 is represented by the same polynomial with the term of degree
n− 1 deleted. Thus the inverse limit can be identified with the ring A[[x1, ..., xn]] of
formal power series.
Remark 4.2.1. For any commutative ring A, the formal power series f =
∑∞
i=0 aix
i
with coefficients in A form a ring, which is called the power series ring over A in the
variable of x, denoted by A[[x]]. It is relatively straightforward to extend this idea
to define a formal power series ring over A in n variables, denoted by A[[x1, ..., xn]].
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Elements of this ring may be expressed uniquely in the form
∑
i∈Nn aiX
i, where
ai ∈ A, i = (i1, ..., in) ∈ Nn and X i denotes monomial xi11 ...xinn .
4.2.3 Completion
Let {Mn} be a filtration of R-moduleM . Recalling the construction of the reals from
the rationals, or the process of completing an arbitrary metric space, let us try to
come up with something similar in this case. If we go far out in a Cauchy sequence,
the difference between terms becomes small. Thus we define a Cauchy sequence (xn)
in M by the requirement that for every positive integer r there is a positive integer
N such that xn − xm ∈ Mr for n,m ≥ N . We identify the Cauchy sequences (xn)
and (yn) if they get close to each other for large n. More precisely, given a positive
integer r there exists a positive integer N such that xn − yn ∈ Mr for all n ≥ N .
Notice that the condition xn − xm ∈ Mr is equivalent to xn +Mr = xm +Mr. This
suggests the essential feature of Cauchy condition is that the sequence is coherent
with respect to the maps θn : M/Mn → M/Mn−1. Motivated by this observation,
we define the completion of M as
Mˆ = lim←−(M/Mn)
In particular, the completion of M with respect to the I-adic filtration Mn = I
nM
is called the I-adic completion. There is a natural map from a filtered module M to
its completion Mˆ given by x→ (x+Mn).
For an arbitrary commutative ring A, denote by Aˆ the completion of A at the ideal
I, i.e., Aˆ = lim←−A/Ik, k ≥ 1. Let M be a quadratic module of A. The closed
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quadratic module in Aˆ generated by (the image of) M is Mˆ := lim←−(M + Ik)/Ik.
Clearly, Mˆ contains the image of M under the natural map i: A → Aˆ defined by
i(a) = (a+ I, a+ I2, ...).
Proposition 4.2.2. Suppose A is a commutative ring containing 1, I is a proper ideal
of A, M is a quadratic module of A. Then Mˆ = lim←−(M + Ik)/Ik is a quadratic
module of Aˆ = lim←−A/Ik.
Proof. We look at the truncation map pik : Aˆ → AIk defined by pik((xi)) = xk + Ik
for (xi) ∈ Aˆ. The operations in Aˆ is just what we defined for the inverse limit in
4.2.2, i.e., (xi) + (yi) = (xi + yi), (xi)(yi) = (xiyi). It is easy to check that pik is a
homomorphism.
Therefore, for any (xi), (yi) ∈ Mˆ , pik((xi)+(yi)) = pik((xi))+pik((yi)). Since pik((xi)),
pik((yi)) ∈M+Ik, pik((xi)+(yi)) ∈M+Ik for any k ≥ 1. This implies (xi)+(yi) ∈ Mˆ .
Similarly, for any (zi) ∈ Aˆ, pik((zi)2(xi)) = [pik((zi))]2pik((xi)). [pik((zi))]2 ∈
∑
A2+Ik
and pik((xi)) ∈ M + Ik, so pik((zi)2(xi)) ∈ M + Ik for any k ≥ 1. This implies
(zi)
2(xi) ∈ Mˆ . Clearly, 1 ∈ Mˆ , where 1 = (1, 0, 0, ...). Thus, Mˆ is a is a quadratic
module of Aˆ.
In particular, when M =
∑
A2, we have the following corollary:
Corollary 4.2.3. Suppose A is a commutative ring containing 1, I is a proper ideal
of A. Then
∑
Aˆ2 ⊆ ∑̂A2 = lim←−(∑A2 + Ik)/Ik.
Let A = R in the Example 4.2.1 (2). For any point p = (p1, ..., pn) ∈ Rn, the
completion of R[X] = R[x1, ..., xn] at the maximal ideal I = (x1−p1, ..., xn−pn) (also
called the completion of R[X] at p) is the formal power series ring R[[t1, ..., tn]] with
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coefficients in R, where ti := xi − pi. Then based on the remarks (2), (3) beneath
the Theorem 4.1.4, we have the following result.
Corollary 4.2.4. (Scheiderer, [S4, Them 2.8]) Suppose S is a finite subset in R[X]. K
is the basic closed semi-algebraic set generated by S and M is the quadratic module
generated by S. IfM is archimedean, f ≥ 0 on K and R[X]/J has (Krull) dimension
≤ 0, where J := (M + (f)) ∩ −(M + (f)). Then the following are equivalent:
(1) f ∈M .
(2) For each a ∈ K with f(a) = 0, f lies in the closed quadratic module in R̂[X]a
generated by M . Here, R̂[X]a denotes the power series ring R[[t1, ..., tn]], where
ti = xi − ai, i = 1, ..., n.
This Main Theorem allow us to work in the power series ring which has better
properties than the polynomial ring. In the next chapter, I will prove some results
in the power series ring and extend them to the polynomial ring by applying the
Scheiderer’s Main Theorem.
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Chapter 5
Simple Version of the Main Theorem and
its Application
In the last chapter, we have introduced Scheiderer’s Main Theorem, which re-
quires some advanced knowledge from commutative algebra to understand. However,
if we consider the Main Theorem at the case of the polynomial ring in one variable,
i.e., R[x], it is much easier to understand and apply, because we are not restricted
by the dimensions of R[x]/J any more: this condition is always satisfied in the one
variable case. Hence it is worth giving this ‘simplified’ Main Theorem (which is
called the “simple version of the Main Theorem” in this thesis) here. In section 1, I
will give the simple version of Main Theorem an independent proof. In the section
2, I will apply the Main Theorem and this simple version of Main Theorem to give
some elementary proofs.
5.1 Simple Version of the Main Theorem
Recall Scheiderer’s Main Theorem (Th 4.1.4) says:
Suppose A is Noetherian, M is archimedean, f ≥ 0 on K and A/J has (Krull)
dimension ≤ 0, where J := (M + (f 2)) ∩ −(M + (f 2)). Then the following are
equivalent:
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(1) f ∈M
(2) For each prime ideal I lying over J and each k ≥ 0, f ∈M + Ik.
Now let A = R[x], the polynomial ring in one variable, then A = R[x] is Noetherian.
R[x]/J has dimension zero for any proper ideal J of R[x], since R[x] has dimension
one. (Note that this is not true for the multi-variable polynomial ring.) Each prime
ideal I lying over J is equal to ker(a), where a is a root of f in K. ker(a) is
prime, hence ker(a) = ((x− a)), the ideal generated by (x− a). By Theorem 3.1.4,
KS compact is equivalent to MS archimedean. Therefore, we have the following
simplified version of Main Theorem:
Theorem 5.1.1. Suppose S is a finite subset of R[x], the polynomial ring of one
variable, M = MS, K = KS as usual. Assume K is compact, f ∈ R[x], f 6= 0, and
f ≥ 0 on K, Then the following are equivalent:
1) f ∈M
2) f ∈M + (f 2)
3) For each root a of f in K, if (x−a)e | f and (x−a)e+1 - f , then f ∈M+((x−a)2e)
3′) For each root a of f in K and each n ≥ 1, f ∈M + ((x− a)n)
Proof. We show 1)⇒ 3′)⇒ 3)⇒ 2)⇒ 1)
1)⇒ 3′) Trivial.
3′)⇒ 3) Trivial.
Now, we are going to prove: 3)⇒ 2).
Observe that f =
∏k
i=1 p
ei
i , where pi is the irreducible polynomial of R[x]. So for any
i 6= j, the ideals (p2eii ) and (p2ejj ) are coprime.
Then, by Chinese Remainder Theorem, we have the following isomorphism:
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R[x]
(f2)
∼= ∏ki=1 R[x](p2ei1 ) .
Using this, it suffices to show: f ∈M + (p2eii ) for each i = 1, 2, ..., k.
Because if f ≡ fi (mod p2eii ) for i = 1, 2, ..., k, where fi ∈M , we can pick ei ∈ R[x],
ei ≡ δij (mod p2eij ), (where δij = 0 when i 6= j; δij = 1 when i = j), then by Chinese
Remainder Theorem,
f ≡∑ki=1 eifi (mod (f 2)) ≡∑ki=1 e2i fi (mod (f 2))
which means f ∈M + (f 2)
There are two possibilities for the irreducible polynomial pi in R[x]:
1. pi = (x− a)2 + b2.
p2eii = ((x− a)2+ b2)2ei = (x− a)4ei +2ei(x− a)4ei−2b2+ ...+2ei(x− a)2b4ei−2+ b4ei .
Moving b4ei to the other side, yields
p2eii − b4ei = (x− a)4ei + 2ei(x− a)4ei−2b2 + ...+ 2ei(x− a)2b4ei−2,
So, p2eii − b4ei is a sum of squares. Therefore p2eii − b4ei ∈M .
Then, −b4ei = p2eii − b4ei − p2eii ∈ M + (p2eii ) =⇒ −1 ∈ M + (p2eii ), which means
M + (p2eii ) = R[x]. So, f ∈M + (p2eii )
2. pi = (x− a).
When a ∈ K, it is trivial.
When a is not in K, then there must exist h ∈ S ⊆M such that h(a) < 0.
h(x) = g(x)(x− a) + h(a) =⇒ h(x)− h(a) = g(x)(x− a).
We denote −h(a) by b, b > 0, then (h(x) + b)2ei = [g(x)(x− a)]2ei .
By the Binomial Theorem:
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h(x)2ei + 2eibh(x)
2ei−1 + ...+ b2ei = g(x)2ei(x− a)2ei .
Since h(x)2k a square, and h(x) ∈ M , h(x)2k+1 = h(x)h(x)2k ∈ M for any k > 0,
which implies except for the last term, every term on the left side is contained in M .
Therefore,
−b2ei = h(x)2ei + 2eibh(x)2ei−1 + ...+ 2eih(x)b2ei−1 − g(x)2ei(x− a)2ei ∈M + (p2eii ).
Thus, −1 ∈M + (p2eii ), which means M + (p2eii ) = R[x].
So, f ∈M + (p2eii ). That finishes the proof of 3)⇒ 2).
2)⇒ 1) We have already known from the Lemma 4.1.2.
5.2 Applications
In chapter III, we proved that when n = 1, the associated semi-algebraic set K is
compact, then any quadratic module M is a preordering. In this section, I will give
another proof based on Scheiderer’s Main Theorem. We first prove the result holds
in the one variable power series ring:
Lemma 5.2.1. In the power series ring R[[t]], every positive unit is a square.
Note: for any u ∈ R[[t]], if u = a0+a1t+ ..., where a0 6= 0, then we say u is a unit
in R[[t]]. If a0 > 0, we say u is a positive unit; if a0 < 0, we say u is a negative unit.
If u is a positive (negative) unit, 1/u is also a positive (negative) unit. Furthermore,
the product of two units are still unit. The product of two positive (negative) units
is a positive unit; the product of a positive unit and a negative unit is a negative
unit.
Proof. By hypothesis, u = a0+a1t+ ..., where a0 > 0. We try to write u as a square,
i.e., u = (b0 + b1t+ ...)
2.
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Compare the coefficients of each monomial, we get the following equations:
b0 = a0
2b0b1 = a1
2b0b2 + 2b
2
1 = a2
...
(5.1)
Easy to see that we can always solve b0,b1,... in turn from the above system of
equations. Therefore any positive unit u is a square in R[[t]].
Proposition 5.2.2. Let R[[t]] denote the power series ring in one variable; M c{f,g}
denote the quadratic module generated by f , g in R[[t]]. Then, fg ∈M c{f,g}.
Proof. For any f ∈ R[[t]], f = utk, where u is a unit and k ∈ Z, k ≥ 0.
Assuming f = u1t
k1 ; g = u2t
k2 , our objective is finding three sums of squares in
R[[t]]: σ0, σ1, σ2 such that: fg = σ0 + σ1f + σ2g.
There are 16 cases about f and g depending on ui and ki (i = 1, 2) totally. But
most of them are very similar. By symmetry, we only need to consider the following
6 cases:
1. If u1 is positive, k1 is even; no matter what are u2 and k2. We can set σ0 = 0, σ1 =
0, σ2 = u1t
k1 .
2. If u1 is negative, k1 is even; no matter what are u2 and k2. We can set σ0 =
−(g−1
2
)2f, σ1 = (
g+1
2
)2, σ2 = 0.
3. If u1 is negative, k1 is odd; and u2 is negative, k2 is odd. Then we can set
σ0 = u1u2t
k1tk2 , σ1 = 0, σ2 = 0.
4. If u1 is positive, k1 is odd; and u2 is positive, k2 is odd. Then we can set
σ0 = u1u2t
k1tk2 , σ1 = 0, σ2 = 0.
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5. u1 is negative, k1 is odd; u2 is positive, k2 is odd and k2 ≥ k1. Then we can set
σ0 = −fg, σ1 = g2 − fg − u2u1 tk2−k1 , σ2 = (f + 1)2 − fg.
It is easy to verify that fg = σ0 + σ1f + σ2g.
6. u1 is negative, k1 is odd; u2 is positive, k2 is odd and k1 > k2. Then we can set
σ0 = −fg, σ1 = (g + 1)2 − fg, σ2 = f 2 − fg − u1u2 tk1−k2 .
It is easy to verify that fg = σ0 + σ1f + σ2g.
Now, all the cases have been considered, so we can conclude that fg ∈M c{f,g}.
Remark 5.2.1. The result does not hold for multi-variable power series rings. See
the following example:
Example 5.2.3. xy /∈M c{x,y}, the quadratic module generated by x and y in the power
series ring R[[x, y]].
Proof. Suppose xy ∈M c{x,y}, then
xy = α+ βx+ γy, (5.2)
where α, β, γ are sum of squares in the power series ring R[[x, y]]. Assume
α =
∑n
k=1(αk0 + αk1x+ αk2y + ...)
2;
β =
∑m
k=1(βk0 + βk1x+ βk2y + ...)
2;
γ =
∑l
k=1(γk0 + γk1x+ γk2y + ...)
2
Compare the constant terms from both sides of identity (5.2): The left side does not
have the constant term, so
∑n
k=1(αk0)
2 = 0 and αk0 = 0, k = 1, 2, ..., n. Therefore,
α =
∑n
k=1(αk1x+ αk2y + ...)
2. Similarly, by comparing the coefficients of the terms
x and y of both sides, we have:
∑m
k=1(βk0)
2 = 0 and
∑l
k=1(γk0)
2 = 0, so βk0 = 0,
k = 1, 2, ...,m; and γk0 = 0, k = 1, 2, ..., l. The lowest powers of βx and γy are 3,
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therefore xy comes from α. But by comparing the coefficients of the term x2 and y2
of both sides, we have αk1 = αk2 = 0, k = 1, 2, ..., n. Therefore, the lowest powers of
α is 4, which is impossible. A contradiction.
Suppose S is a finite subset of R[x], we use M cS denotes the quadratic module
generated by (the image of) S in the power series ring, i.e., the smallest quadratic
module containing (the image of) S in R[[x]]. By Proposition 4.2.2, MˆS is also a
quadratic module in R[[x]] containing (the image of) MS and hereby containing (the
image of) S. Therefore, M cS ⊆ MˆS. Combining with Theorem 3.1.4 and Proposition
5.2.2, yields the following result which has been proved in a totally different way in
chapter III:
Theorem 5.2.4. R[x] is the polynomial ring in one variable, S is a finite subset, KS
compact. Then MS = TS.
Proof. For any f , g ∈ MS, f ≥ 0 on KS, g ≥ 0 on KS, therefore, fg ≥ 0 on KS.
By Proposition 5.2.2, for any a ∈ R, fg ∈ M c{f,g} ⊆ M cS ⊆ MˆS, the closed quadratic
module in R[[x− a]] generated by S. By Theorem 3.1.4, MS is archimedean, hence
Scheiderer’s Main Theorem applies, fg ∈MS. MS is closed under multiplication.
In chapter III, we mentioned an important criterion (Them 3.1.2) in one variable
case giving the necessary and sufficient conditions for TS saturated when KS is
compact. Since we already know that TS = MS in the one variable case, we can
restate this theorem as following:
Theorem 5.2.5. Let KS =
⋃k
j=0[aj, bj], bj−1 < aj, j = 1, 2, ..., k, S = {g1, ..., gs},
Then MS is saturated if and only if the following two conditions hold:
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(a) for each endpoint aj ∃i ∈ {1, ..., s} such that gi(aj) = 0 and g′i(aj) > 0,
(b) for each endpoint bj ∃i ∈ {1, ..., s} such that gi(bj) = 0 and g′i(bj) < 0.
Proof. (Necessity)
We prove the necessity of condition (a). The necessity of condition (b) is proved
similarly.
Let a = aj. There exists f ∈ R[X] (of degree two), f ≥ 0 on KS, f(a) = 0, f ′(a) > 0.
Since TS is saturated, f has a representation
f =
∑s
i=0 σigi, where g0 = 1, σi ∈
∑
R[X]2 i = 0, 1, ..., s.
Since f(a) = 0, and each term σigi ≥ 0 at a, σigi = 0 for all i = 0, 1, ..., s. Then each
term σigi is divisible by x− a. Since f ′(a) > 0, there exists i with (σigi)′(a) > 0. If
(x − a)2 | σigi, then (σigi)′(a) = 0, a contradiction. Thus σi(a) 6= 0, gi(a) = 0, and
σi(a) is strictly positive at a. So g
′
i(a) > 0.
(Sufficiency)
By Theorem 5.1.1, we only need to show: for each root a of f in KS, if (x− a)e | f
and (x− a)e+1 - f , then f ∈M + ((x− a)2e)
Assume f(x) = h(x)(x − a)e, h(a) 6= 0 and e ∈ N. If a is an interior point of KS,
then h(a) > 0 and e is an even number, say e = 2d, where d ≥ 0. Otherwise, we can
find a point b which is contained in KS and close enough to a such that f(b) < 0.
We assume h(x) = an(x−a)n+an−1(x−a)n−1+...+h(a), n ≥ 2d−1 (otherwise, we let
ai = 0 when i = n+1, ..., 2d−1). Since h(a) > 0, a2d−1(x−a)2d−1+...+a1(x−a)+h(a)
is a positive unit in R[[x− a]] and hereby a square in R[[x− a]]. By Corollary 4.2.3,
there exists a r1(x) ∈ ((x− a)2d) such that
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g(x) = r1(x) + a2d−1(x− a)2d−1 + ...+ a1(x− a) + h(a) ∈
∑
R[x]2.
Since h(x)− g(x) ∈ ((x− a)2d),
f(x)− (x− a)2dg(x) = (x− a)2d(h(x)− g(x)) ∈ ((x− a)4d),
where (x− a)2dg(x) ∈∑R[x]2 ⊆M . Therefore, f(x) ∈M + ((x− a)4d).
If a is a non-isolated boundary point of KS. We assume a is a left endpoint.
Then, f(x) = (x − a)eh(x) and h(a) > 0. If e is even, we can prove it in the same
way as interior point case. If e is odd, assume e = 2d + 1. By condition (a), there
exists a g(x) ∈ S ⊆ M such that g(a) = 0 and g′(a) > 0. So g(x) = p(x)(x − a),
where p(x) = cm(x− a)m + ...+ c1(x− a) + p(a) and p(a) > 0.
Assume h(x) = an(x− a)n + ...+ a1(x− a) + h(a), n ≥ 2d+ 1. We choose
q(x) = b2d+1(x− a)2d+1 + ...+ b1(x− a) + q(a)
such that
q(x)p(x) = u(x)(x− a)2d+2 + a2d+1(x− a)2d+1 + ...+ a1(x− a) + h(a)
for some u(x). This is possible by solving q(a), b1, ..., b2d+1 in turn from the following
system of equations:
q(a)p(a) = h(a)
b1p(a) + q(a)c1 = a1
b2p(a) + c1b1 + q(a)c2 = a2
......
b2d+1p(a) + b2dc1 + ...+ q(a)c2d+1 = a2d+1
(5.3)
Since q(a) = h(a)/p(a) > 0, By Corollary 4.2.3, there always exists a r2(x) ∈
((x− a)2d+2) such that q(x) + r2(x) ∈
∑
R[x]2.
67
h(x)− p(x)q(x) ∈ ((x− a)2d+2), so
h(x)− p(x)(q(x) + r2(x)) = h(x)− p(x)q(x)− r2(x)p(x) ∈ ((x− a)2d+2).
Thus,
f(x)− (x− a)2d(q(x) + r2(x))g(x) = (x− a)2d+1[h(x)− p(x)(q(x) + r2(x))] ∈
((x− a)4d+3) ⊆ ((x− a)4d+2), where g(x) ∈M and (x− a)2d(q(x)+ r2(x)) ∈
∑
R[x]2
Therefore, f(x) ∈M + ((x− a)4d+2).
The proof is similar when a is a right endpoint.
If a is an isolated boundary point of KS, i.e., a is both a left endpoint and a right
endpoint. So both condition (a) and (b) hold for a. f(x) = (x − a)eh(x), h(x) =
anx
n + an−1xn − 1 + ... + h(a), n ≥ e. When e is even, h(a) > 0, apply the same
argument as the interior point case; when e is even, h(a) < 0, apply the same
argument as the right endpoint case; when e is odd, h(a) > 0, apply the same
argument as the left endpoint case. So there is only one case left: e is even, e = 2d
and h(a) < 0.
We have g1, g2 ∈ S ⊆ MS such that, g1(a) = 0, g′1(a) > 0; g2(a) = 0, g′2(a) < 0. So,
g1(x) = p1(x)(x− a), g2(x) = p2(x)(x− a) where
p1(x) = bm(x− a)m + ...+ b1(x− a) + p1(a), p1(a) > 0;
p2(x) = cl(x− a)l + ...+ c1(x− a) + p2(a), p2(a) < 0.
We construct
q1(x) = r(x− a)2 + t(x− a)− p2(a)p1(a)
where t <
b1
p2(a)
p1(a)
−c1
p1(a)
, r = t2/[−4p2(a)
p1(a)
]. Therefore, q1(x) is a square and hence ∈∑
R[x]2. Then
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q1(x)p1(x) + p2(x) = (x− a)[(x− a)v(x) + s]
for some v(x) ∈ R[x] and s = tp1(a)− b1 p2(a)p1(a) + c1 < 0.
By comparing the coefficients and solving the system of equations, we can choose
q2(x) = d2d−1(x− a)2d−1 + ...+ d1(x− a) + q2(a) such that
q2(x)[(x− a)v(x) + s] = w(x)(x− a)2d + a2d−1(x− a)2d−1 + ...+ a1(x− a) + h(a)
for some w(x) ∈ R[x], where q2(a) = h(a)s > 0.
Then, h(x)− q2(x)[(x− a)v(x) + s] ∈ ((x− a)2d).
By Corollary 4.2.3, there exists a r3(x) ∈ ((x−a)2d) such that r3(x)+q2(x) ∈
∑
R[x]2.
Therefore,
f(x)− (x− a)2d−2(r3(x) + q2(x))[q1(x)g1(x) + g2(x)] =
(x− a)2d{h(x)− q2(x)[(x− a)v(x) + s]− r3(x)[(x− a)v(x) + s]} ∈ ((x− a)4d),
where (x − a)2d−2(r3(x) + q2(x)) ∈
∑
R[x]2 and q1(x)g1(x) + g2(x) ∈ M . Thus
f ∈M + ((x− a)4d).
In fact, this theorem is just a special case of a general criterion for curves proved
in [S3, Th. 5.17]. It can be also found in [K-S-M]. Here we apply the simple version
of the Main Theorem to give another proof.
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