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Abstract
Solving a system of linear equations in the form Ax = b is a ubiquitous requirement in science
and engineering (where A is a given matrix, x and b are the unknown and known vectors re-
spectively; x ∈ Rm and b ∈ Rm if A ∈ Rm×n, m > n). Iterative methods like CG (Conjugate
Gradient), Bi-CG (Bi-Conjugate Gradient) and GMRES (Generalized Minimal Residual) are
commonly used to solve large linear problems as they require O(n2) operations compared to
direct solvers which can evaluate A−1 explicitly in O(n3) operations for a square matrix. Typ-
ically, the relative residue at iteration number k, ‖rk‖‖b‖ where rk = b − Axk is considered as an
indicator of ‖x−xk‖‖x‖ (relative error). Note that
‖rk‖
‖b‖
1
κ
≤ ‖x−xk‖‖x‖ ≤ ‖rk‖‖b‖ κ where κ is the condition
number of the matrix A. Hence one has to compute until relative residue is less than δ
κ(A)
if
one would like to have a guaranteed relative error less than δ. Moreover, the condition number
of matrix κ(A) is typically unknown and costly to compute, which then renders the computed
solution xk with an unknown accuracy. Thus for even marginally high condition numbers of
matrices (κ(A) > 10), either the accuracy or the efficiency of computation has to be degraded
by the above conundrum. The precision in measurements and engineering today renders both
the size and condition number of most problems large; making accurate stopping and restarting
criteria indispensable in ensuring computational efficiency of solvers.
An O(1) estimator (at every iteration) was proposed more than a decade ago, for efficient
solving of symmetric positive definite linear systems by the CG algorithm. Recently, an O(k2)
estimator where k is the iteration number, was described for the GMRES algorithm which
allows for non-symmetric linear systems as well. Note that computational cost of the estimator
is expected to be significantly less than the O(n2) effort at every iteration of these methods.
In this work, we first propose an efficient O(n) error estimator for A-norm and l2 norm of the
error in Bi-CG algorithms that can solve non-symmetric linear systems. Such a low complexity
estimator can be easily translated to the stabilized or pre-conditioned versions of Bi-CG. Sec-
ondly, we present a numerical analysis of performance of the error estimators proposed for CG
and Bi-CG algorithms (while the GMRES estimator will be analyzed elsewhere).
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Abstract
We show that the estimators indeed reduce the uncertainty of error in the solution by a fac-
tor ∼ κ(A, x) and the robust performance of these estimators is not degraded by the increase
of condition number of problems where κ(A, x) is defined as the condition number (sensitivity)
of the forward problem for a known x and 1 ≤ κ(A, x) ≤ κ(A).
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