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Sammendrag
I denne rapporten er seks ulike algoritmer analysert i forbindelse med utvelgelse
av kunder fra multiple køer i et Call-senter. Algoritmene er testet ved hjelp av en
simulator i Java. Det er tatt utgangspunkt i tre statiske og tre dynamiske algoritm-
er. Algoritmene blir analysert og sammenlignet med hverandre, slik at algoritmen
som best oppfyller de gitte kriteriene kan trekkes ut. Eksempel på en slik kriterie
som favorisere,s er lav ventetid for kunder i kø.
To ulike case ble testet. CASE 1 hadde et oppsett som bestod av 2 køer med
lik ankomstrate. En agenttype betjente begge køene, og den gjennomsnittlige be-
tjeningstiden var lik for alle kundene som ankom systemet. Resultatverdiene fra
simuleringen er kundenes ventetid og agentenes ledigtid. Konfigurasjonen viste at
de ulike algoritmene gav relativt like resultater for både ventetiden og ledigtiden
ved endring av ankomstrate, betjeningstid og antall agenter.
CASE 2 bestod av tre agentgrupper og tre køer der hver kø hadde sin egen an-
komstrate. Agentgruppene hadde også ulik betjeningstid og de hadde ansvar for
et ulikt antall køer. I caset ble ulikhetene mellom algoritmene mer tydelig. Både
ventetiden og ledigtiden varierte for hver algoritme.
Ved variasjon i ankomstraten med statisk utvelgelsesalgoritme økte ventetiden i
køen der ankomstraten ble variert. De øvrige køene fikk kun en liten økning i ven-
tetiden. Økningen av ventetiden ved dynamisk algoritmeutvelgelse ble mer jevnt
fordelt på alle køene. Algoritmene tar hensyn til lasten i systemet til enhver tid og
baserer utvelgelsen på kø-lengde og ventetiden til første kunde i hver kø.
Ledigtiden ble sterkere redusert ved dynamisk utvelgelse enn ved statisk. Reduk-
sjonen i ledigtiden og graden av økningen i ventetiden er med på å vise at de
dynamiske algoritmene gir systemet høyere ytelse enn de statiske algoritmene.
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Kapittel 1
Innledning
Kapittelet inneholder en generell beskrivelse av rapporten. Kø-system og algo-
ritmene som brukes i simuleringen blir omtalt på et overfladisk nivå. Kapittelet
beskriver bakrunn og motivasjon for valg av oppgave, samt rapportens oppbyg-
ning.
1.1 Generelt
I rapporten analyseres seks algoritmer for hvordan en velger kunder ut fra multip-
le køer. Algoritmene vil bli testet i en simulator som beskrives senere i oppgaven.
Ulike kundegrupper kan benytte seg av forskjellige tjenester. Rapporten tar for
seg et Call-senter-system der kunder ringer inn for å motta betjening av en agent.
Eksempel på et slikt system kan være Nummer-opplysningen, “support” av for
eksempel et software program, eller reservasjon av billetter. Dersom flere kunder
har behov for en bestemt tjeneste samtidig, vil det kunne dannes en kø, se figur
1.1. Kø-dannelse ansees normalt som et negativt fenomen, og det kan være ønske-
lig å designe Call-senter-systemet slik at muligheten for å havne i en kø er minst
mulig. Om en må stå i kø, er det fordelaktig at ventetiden blir redusert ned mot
et minimum. Ventetiden er avhengig av antall agenter som betjener køen, betjen-
ingstiden og antall kunder som ankommer køen per tidsenhet.
Telefonnettet er tradisjonelt bygd opp slik at dersom en linje mellom to svitsjer
var opptatt, ble forespørselen avvist eller rutet rundt denne linjen. Det ble ikke
mulighet for dannelse av kø, men dette systemet kunne nok vært mer effektivt for
visse typer tjenester. Dersom det ikke finnes en kø-struktur i systemet, må kunden
gjentatte ganger ringe samme nummeret for så å kanskje komme gjennom en gang
i nær fremtid. Noen kunder kan få svar med en gang, mens andre kunder må prøve
flere ganger for å få svar. Ingen kunde er garantert å komme inn i systemet med
denne strukturen.
Systemet vil heller ikke ha noen ordning på kunderekkefølgen til kundene, og det
1
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er derfor tilfeldig om kunden får svar raskt, etter en stund eller ikke i det hele tatt.
Innføring av en kø-struktur i slike tjenester vil kunne resultere i at systemet opp-
når en mer rettferdig behandling av kundeanropene. Kunden som ringer først vil
da også kunne bli betjent først. En annen side ved innføring av en kø-mekanisme
er at kundene kan bli utålmodige. Om en kunde ringer inn og settes bakerst i en
lang kø, er det sannsynlig at kunden kan legge på røret og forlate køen. På en
annen side kreves det også tålmodighet dersom en kunde ringer til et system uten
kø-struktur og hele tiden får opptattsignal.
Figur 1.1: Kunder fra et distribuert system (DS), f.eks signalnettet eller internett,
blir satt i kø for å vente på betjening. De kundene som er ferdigbehandlet legger
enten på røret, eller fortsetter inn i DS igjen.
I noen tilfeller vil ikke innføring av kø være hensiktsmessig. Hvis for eksempel
abonnent A skal ringe en privat samtale til abonnent B, er det ikke ønskelig å sette
A i kø dersom han/hun støter på opptattsignal. En vet ikke hvor lenge B vil sitte
i telefonen, og det er heller ikke stor sannsynlighet for at B’s nummer er opptatt
når A prøver igjen etter en liten stund. I steden for at A-abonnenten stilles i kø,
kan han benytte andre tjenester som for eksempel “call-back” der abonnent A blir
oppringt når B er ledig, eller telefonsvarer slik at A eventuelt kan legge igjen en
beskjed til B.
Skal telefontjenestene være tilgjengelige og effektive, er det viktig at trafikken
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mot tjenestene blir styrt på riktig måte. Både kunden og operatørene vil ha fordel
av dette. Kunden vil få et mer effektivt telefonsystem, og nettoperatørene ønsk-
er mer betalbar trafikk. Her kommer problematikken rundt ytelse og skalerbarhet
inn. Ved grundig analyse og innføring av spesielle teknikker har man kommet
fram til ulike måter å effektivisere telefonsystemet på. Høyere ytelse, lavere res-
ponstid, mer skalerbart og billigere systemer vil kunne oppnås.
I denne rapporten blir Call-senter brukt som eksempel på et system som har kø-
er og kø-utvelgelse. Kunder som ringer inn til et system for å få betjening av en
agent, er eksempel på et Call-senter. Dersom det ikke er noen ledige agenter til å
betjene kunden, må kundene vente på neste ledige agent i en kø. Utvelgelsesalgo-
ritmer blir kjørt av systemet hver gang en agent er ledig til å ta i mot en ny kunde
fra køen.
En annen faktor som påvirker hvordan systemet skal struktureres, er utnyttelse av
agentene. En konstant strøm av kunder som venter på ekspedering er det optima-
le. Agentene vil da alltid ha kunder som venter etter endt betjening av foregående
kunde, og agentene utnyttes maksimalt. Antall agenter vil være direkte avheng-
ig av antall kunder som ønsker å benytte seg av systemets tjenester og den tiden
agenten bruker på å betjene kunden.
1.2 Bakgrunn og motivasjon
Hovedintensjonen med denne rapporten er å analysere effekten ved algoritmer
som velger ut kunder fra en rekke potensielle køer i et Call-senter. Resultatene
fra de forskjellige testene kan sammenlignes med hverandre, og algoritmene som
gir lavest ventetid for kunden kan trekkes ut. Prosentandelen av total-tiden agent-
ene betjener kundene er også en interessant faktor. Dersom et system skal kunne
opprettholde effektiviteten, må den totale belastningen på systemet være under
en maskimalgrense. Maksimalgrensen varierer fra system til system. Tar en ut-
gangspunkt i et Call-senter-system, vil denne grensen relatere seg til for eksempel
kundeankomster per tidsenhet. Øker ankomstraten over et visst nivå, klarer ikke
agentene å betjene alle kundene, og ventetiden vil øke betraktlig. Ved et punkt vil
ventetiden bli så lang at alle kundene må vente flere timer på betjening. Få kunder
er villige til å vente lenge, og de legger derfor på røret og forlater systemet.
Når belastningen på systemet overskrider maksimalgrensen, vil ytelsen reduse-
res betraktelig, se figur 1.2. Her er det ingen overbelastningstyring. Med en gang
kapasiteten overstiger det maksimale (5000), vil den tilbudte lasten være høyere
enn den prosesserte. Systemet ønsker da å tilby høyere kapasitet enn det klarer å
yte.
Figur 1.2 kan settes i relasjon til et Call-senter ved å se på effekten av økt last
per agent, se figur 1.3. Figuren viser at ventetiden øker i samsvar med last per
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agent. Ligger lasten rundt 0,5, er ventetiden akseptabel. Øker lasten mot 1, som
er det maksimale, blir ventetiden så lang at noen kunder vil bli utålmodige og
legge på. Analyser av last per agent i systemet vil derfor kunne være med på å
forhindre at systemet blir overbelastet. I dette eksempelet vil overbelastning være
de tilfellene der kundene blir misfornøyde og legger på røret.
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Figur 1.2: Prosesseringen i en node hvor det ikke finnes metoder for å styre be-
lastningen. De firkantede punktene representerer tilbudt last. Når den tilbudte las-
ten ligger under maksimal grensen (5000) bli alt prosessert. Tilbudt last kan over-
skride maksimal grensen og den prosesserte lasten vil da avta (representeres som
sirkelpunkter).
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Figur 1.3: Ventetid for kunder i to ulike køer versus belasting per agent. Når las-
ten øker per agent øker også ventetiden. Høye ventetider er lite ønskelig, da dette
fører til misfornøyde og utålmodige kunder. Grafen er hentet fra simuleringene i
CASE 1, og vil bli forklart nærmere i kapittel 8.
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Innføring av styring for hvordan systemet skal håndtere situasjoner som kan føre
til overbelastning, kan forhindre at systemets ytelse reduseres til et minimum.
Dette er skissert i figur 1.4, der en mekanisme som styrer system-kapasiteten er
intergrert i systemet. Selv om kapasiteten overstiger maksimal prosesseringslast,
vil systemet fortsette å fungere som ønsket. Systemet når sine begrensninger, men
kan fortsatt fungere tilfredstillende, altså er det skalerbart.
A system is described as scalable if will remain effective when there
is a significant increase in the number and resources and the number
of users.
— G. Couloris, J.Dollimore og T. Kindberg. (Couloris, Dollimore og
Kindberg 2001).
Systemytelse med overbelastningsstyring
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Figur 1.4: Graf for prosesseringen i en node med metoder for å styre belast-
ningen. De firkantede punktene viser tilbudt last. Når den tilbudte lasten ligger
under makskapasitet (5000) er den lik den prosesserte. Dersom den tilbudte las-
ten overskrider maskimalgrensen vil den prosesserte lasten stabiliseres (vist som
sirkelpunkter i grafen). Den prosseserte lasten vil ikke reduseres på lik linje som
graf 1.2.
Dersom systemet er effektivt og skalerbart, kan en også si at det har høy ytelse.
Systemet vil prosessere så mye som mulig av den tilbudte lasten, og det vil opp-
rettholde kapasiteten på en tilfredstillende måte. Kundenes og bedriftens krav blir
tilfredstilt. Ethvert system vil ha begrenset med kommunikasjons- og prosesser-
ingskapasitet. På grunn av denne begrensningen vil ytelseproblemer kunne oppstå.
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Metoder for å styre belastningen må derfor implementeres, slik at systemet fun-
gerer tilfredstillende.
Brukere som interagerer med telefonsystemet forventer en rask responstid. Res-
surser er ofte fordelt på ulike lokasjone,r og flere brukere kan aksessere de samme
enhetene. På grunn av dette, er det ikke alltid mulig å tilby rask responstid. For
eksempel kan det være flere kunder som ønsker betjening av den samme agenten.
Kundene må da stilles i kø. Menneskers tålmodighet ikke er uendelig, og en kan
derfor ikke tillate for lang ventetid i en kø. Kundene vil bli misfornøyde og legge
på, og bedriften taper penger. Dette argumenterer for at systemet må opprettholde
høy ytelse. Alle brukere og operatører av systemet vil da være fornøyde og en får
en “god sirkel”, se figur 1.5.
Figur 1.5: Den gode sirkel. Kundene er fornøyde og bedriften tjener penger.
Antall Call-sentere har økt de siste årene. Flere og flere bedrifter designer sys-
temer som må ha tilgjengelig brukerstøtte dersom noe går galt eller det er noe
brukeren ikke forstår. Bedrifter kan ha stor nytte av slike brukerstøtte-tjenester.
Eksempel på dette er salg av software til en kunde. Softwaren skal installeres og
brukes, og det kan oppstå problemer for kunden. Kunden vil ofte snakke med
en konsulent som er ekspert på denne softwaren. Dersom agenten er opptatt, kan
kunden settes i kø og vente til agenten er ledig. En annen fordel er at en kan imp-
lementere fleksible bemanningsløsninger som kobler alt personell inn i en felles
løsning. Geografisk uavhengighet kan også oppnås ved bemanningsplanlegging.
Bedriften vil da spare tid, kostnader og ressursinnsats ved å innføre en Call-senter-
løsning.
Et annet eksempel i tillegg til brukerstøtte er bruk av Call-senter i forbindelse
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med tv-aksjoner. Kundebehandlerne tar imot samtaler fra abonnenter som øns-
ker å donere penger. Også ved opplysningstelefonen, datainnsamling eller ved
avstemninger av typen der innringeren skal si sin mening blir denne problematik-
ken gyldig. Oppsummert vil de fleste telefonsystemer, der flere kunder ringer inn
samtidig, plasserer kundene i en kø.
1.3 Rapportens oppbygning
1) Innledning
3) Systembeskrivelse
5) Teori om køsystemer
6) Modellering
7) Implementasjon av simuleringsprogrammet
8) Resultat og analyse
9) Konklusjon
10) Videre arbeid
4) Presentasjon av artikler
2) Problemstilling/avgrensning
Figur 1.6: Figuren viser hvordan oppgaven er delt opp i kapitler. De stiplede
linjene viser hvordan kapitlene avhenger av hverandre.
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Kapittel 1 presenterer innledningen av oppgaven. Den består av en generell inn-
ledning, bakgrunn og motivasjon for valg av oppgaven og rapportens oppbygning.
Kapittel 2 inneholder forklaring av hovedproblemstillingen og delproblemstill-
ingene. Problematikk rundt overbelastning, ytelse og effektivitet presenteres. Av-
grensningen av oppgaven kommer også inn her.
Kapittel 3 omtaler både distribuerte systemer (DS) og Intelligente Nett (IN) ge-
nerelt. Det forklares hvordan IN bruker distribuerte systemer i sin arkitektur og
hvordan IN fungerer med sine spesielle noder. Følgelig var det da naturlig å pre-
sentere et Call-senter her, siden dette er et eksempel på bruk av IN og DS.
Kapittel 4 presenterer artikler som foreligger rundt oppgaveområdet. Artiklene
er strukturert i kategorier for å lettere kunne sammenlignes.
Kapittel 5 inneholder teori om køer og kø-schedulering. Et kø-system blir be-
skrevet generelt med inngangskilde, kø, og betjeningsprosess. Forskjellige utvel-
gelsesalgoritmer presenteres her.
Kapittel 6 og 7 beskriver simulatorprogrammet som brukes til å analysere algo-
ritmene. Kapittel 6 forklarer hvordan programmet modelleres og systemets hand-
lingsforløp. Det neste kapitlet omhandler simulatorteori og hvordan algoritmene
implementeres.
Kapittel 8 og 9 inneholder analyse og drøfting av resultatene fra de ulike case-
ne. I opggaven blir det simulert med to ulike systemkonfigurasjoner og disse deles
opp i CASE 1 og CASE 2.
Kapittel 10 presenterer en drøfting av likhet og ulikheter mellom algoritmene.
Statiske og dynamiske algoritmer bli sammenlignet med hverandre.
Kapittel 11 gir konklusjonen av oppgaven og forslag til videre forskning innenfor
oppgaveområdet.
Vedlegg A inneholder beskrivelse av hvordan negativ eksponential fordeling er
tatt i bruk til å beregne ankomstrate og betjeningstid.
Vedlegg B og C inneholder grafer fra simulering av CASE 1. Dette er grafer som
er tillegg til de som finnes i kapittel 8.
Kapittel 2
Problemstilling og avgrensning
I dette kapittelet bli hovedproblemstillingen og del problemstillingene presentert.
Problemstillingene settes i relasjon til et Call-senter-system. Ulike algoritmer for
hvordan en kan velge ut kunder fra multiple køer blir også omtalt her. Avgrensin-
gen av rapporten blir presentert til slutt i dette kapittelet.
2.1 Hovedproblemstilling
Hovedproblemstillingen i denne rapporten er “Ytelse og skalerbarhet i distribuer-
te telekommunikasjonssystemer”. Hensikten er å komme fram til en modell av et
telekommunikasjonssystem som favoriserer effektivitet. Systemet som blir analy-
sert i denne oppgaven er et Call-senter, noe undertittelen i rapporten antyder. Ulike
algoritmer og implementasjoner for hvordan en agent kan velge ut neste kunde fra
multiple køer blir presentert. Flere interessante temaer kan granskes rundt prob-
lemstillingen. For eksempel kan en undersøke hvordan et system kan bli effektivt
og skalerbart, og hva som menes med at et system oppfyller disse kravene. Andre
analyser kan gå ut på å finne en måte å forhindre overbelastning av systemet, og
se om dette systemet kan realiseres.
Overbelastning kan være et stort problem innenfor nett som består av datamaski-
ner, og det gjør jo de fleste systemer i dag. Dersom en enhet i et system blir tungt
belastet, bygger det seg opp en kø av oppgaver som venter på prosessering. Den
totale responstiden vil øke, noe som er lite ønskelig. Økning i responstid vil føre
til “timeout” hos avsender. En “timeout” kan arte seg ulikt i forskjellige systemer.
Ved pakkesending fra node A til node B på Internet vil en slik “timeout” forverre
situasjonen, da avsender vil re-transmittere meldinger, og forårsake enda større
belastning. Dersom denne situasjonen fortsetter, vil systemet tilslutt nå en tilstand
der det ikke kan yte ønsket service, se figur 1.2. I figuren er den prosesserte lasten
lik den tilbudte lasten inntil et visst punkt (grensen er 5000 på figuren). Dersom
det ikke er overbelastningsstyring, og den tilbudte lasten fortsetter å øke, vil til-
slutt tilbudt last bli for høy. Systemet blir overbelastet, og det vil ikke lengre kunne
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prosessere like mange oppgaver som det blir tilbudt. Til slutt vil den prosesserte
lasten nærme seg null, og tapt last nærme seg 100%, se figur 2.1. Figuren viser
at tilbudt last er lik tapt last og prosessert last. Figur 2.1 kan sees i relasjon til
Figur 2.1: Figuren viser tilbudt last versus prosessert last. På grunn av f.eks.
overbelastning i prosesseringsmekanismen kan noe av tilbudt last gå tapt uten å
bli prosessert i systemet. Her kan det trekkes paralleller til opphør av anrop pga.
for lang ventetid i kø, se kapittel 5.3 på side 38.
figurene 1.2 og 1.4. Denne sammenhengen er skissert i figur 2.2. Tilbudt-, tapt- og
prosessert last er avbildet sammen med systemets ytelsesevne.
Tapt last
Tilbudt last
Masimal
kapasitet
Prosessert last
Masimal
kapasitet
Figur 2.2: Figuren viser tilbudt last versus prosessert last i relasjon til systemyt-
elsen.
Problemet med overbelastning og “timeout” kan sees i relasjon til Call-senter-
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problematikken. Enheten som blir belastet er da agenten. Øker ankomstraten, el-
ler er antall agenter lavt i forhold til antall kunder som ankommer systemet, blir
lasten for hver agent høy. Figur 1.3 viser effekten av økt last pr agent. En “ti-
meout” i systemet kan refereres til de tilfellene der kundene venter lenge i kø for
å få betjening av en agent. Jo høyere last per agent, jo lengre ventetid for kunden.
Kundenes tålmodighet tar slutt, og de legger på. En form for re-transmitering vil
her kunne opppstå. Gjentatte anrop er eksempel på dette ,og omtales i avsnitt 5.3
på side 38.
Utfordringen blir å finne en måte å forhindre overbelastning av systemet. Ved å
styre trafikkstrømmen mot en mottaker, kan overbelastning av enheten reduseres.
Trafikken kan rutes en annen vei dersom enheten er i ferd med å bli overbelastet.
I Call-senter-eksemplet kan dette bli realisert ved at en annen agent betjener kun-
den. Det er en stor fordel om denne omdirigeringen gjøres så effektivt som mulig,
slik at gjennomstrømningen i systemet ikke reduseres radikalt. I figur 1.4 på side 5
er overbelastningsmekanismer innført. Ved hjelp av disse mekanismene kan det
detekteres når den tilbudte lasten øker over maksimal prosesseringslast. Systemet
har ikke mulighet til å prosessere all tilbudt last, selv om overbelastningststyring
er tatt i bruk. Den prosesserte lasten ved belastningstyring blir høyere enn det som
kan utføres av et system uten noen form for overbelastningstyring.
Ideelt skulle ikke et system trenge forandring dersom belastningen på systemet
øker, men dette er det svært vanskelig å oppnå. Markedet krever hele tiden nye
tjenester og høyere effektivitet. Skal det være mulig å tilfredstille disse kravene
må systemene ha mulighet for utvidelse. For eksempel må det være mulig å øke
antall agenter som betjener en kø dersom dette vil føre til bedre kapasitet, og et
mer skalerbart system. Et annet aspekt ved skalerbarhet er å kontrollere ytelsesre-
duksjon. Når belastningen øker, kan forespørsler gå tapt. Responstiden for hvert
enkelt anrop vil da øke. Hvis ytelsesnivået ligger under den akseptable grensen
til systemets ytelse, vil ikke systemet være skalerbart lenger. Systemt må derfor
overvåkes slik at en effektivt kan styre reduksjonene i ytelse ved høy belastning.
Flaskehals i nettet er også viktig å forhindre. En flaskehals vil være det punktet
som har høyest relativ overlast i hele systemet. Eksempel på dette er en buss eller
prosessor i en node som ikke klarer å behandle oppgaver like raskt som ressur-
sene rundt. Deles systemet opp i mindre komponenter og en lar flere noder ha
samme funksjonalitet, vil dette problemet sannsynligvis reduseres. I for eksempel
Call-senter systemet vil dette bli løst ved at flere agenter betjener en kø.
2.2 Del-problemstillinger
Figur 2.3 beskriver et Call-senter med innkommende kunder som blir plassert i en
kø dersom alle agentene er opptatte. Systemet velger ut neste kunde agenten skal
betjene basert på spesifikke algoritmer. Hvilken utvelgelsesalgoritme som er mest
effektiv og gir det beste resulatet, er avhengig av hvilket mål som blir prioritert.
KAPITTEL 2. PROBLEMSTILLING OG AVGRENSNING 12
Er målet å holde kø-lengden nede, må en hele tiden plukke kunder fra den lengste
køen. Dersom ankomstraten til køene er forskjellige, kan dette medføre at kunder
i den korteste køen må vente mye lengre enn kundene i den lengste køen. Et annet
mål kan være å fokusere på kundenes ventetid i køen. Da vil en bruke en algoritme
som hele tiden velger den kunden som har ventet lengst, uavhengig av hvilken kø
som er den lengste.
Figur 2.3: Figuren viser innkommende kunder til et kø-system. Kundene blir hen-
tet ut av køen ved hjelp av spesifikke algoritmer. Agentene betjener kundene og de
ferdig betjente kundene forlater systemet.
Mange ubesvarte spørsmål finnes rundt oppgavens hovedproblemstilling. Alle
kan ikke besvares i denne rapporten og derfor må problemstillingen avgrenses.
Begrunnelse for avgrensningen beskrives i avsnitt 2.3. Dersom en deler ett pro-
blem opp i flere deler kan hver del-problemstilling undersøkes for seg. Valgte
del-problemstillinger i denne oppgaven er:
 Hvilken av metodene for utvelgelse er mest effektiv?
 Gjennomsnittlig ventetid i kø
 Gjennomsnittlig ledigtid for agentene
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Del-problemstillingene er valgt på grunnlag av at de kan være til hjelp for å be-
svare hovedproblemstillingen. Ved hjelp av disse del-analysene er målet å kom-
me frem til en algoritme for utvelgelse av kundekøer i et Call-senter. Algoritmen
må tilfredstille både eieren av systemet, ansatte og kundene. Ved å finne hvilken
utvelgelsesmetode som er mest effektiv, vil ventetiden til kundene i kø gå ned.
Kundene slipper å bli utålmodige, og eieren av systemet tjener penger ved at flere
kunder blir betjente. Alle krav blir tilfredstilt, se figur 1.5 på side 6. Beregning av
gjennomsnittlig ledigtid for agentene kan gi agentene de pauser de har krav på.
Agentene blir mer fornøyde, og de yter bedre service ovenfor kundene. I de neste
avsnittene vil delproblemstillingene bli presentert nærmere.
2.2.1 Hvilken av metodene for utvelgelse er mest effektiv?
Flere algoritmer kan brukes til å tildele en kunde til en ledig agent i et Call-senter-
system. Denne del-propblemstillingen undersøker hvilken av de valgte metodene
som gir lavest ventetid for kunder i kø. Algoritmene må ikke være for komplekse.
Grunnen til dette er at agenten ikke skal måtte vente på at systemet henter ut den
neste kunden fra en kø, det er bortkastet tid. Algoritmene velger:
 den lengste køen.
 den kunden som har ventet lengst.
 første kunde i den køen som har lengst akkumulert ventetid.
 kunde fra køer med ulik vekt.
 kunde fra de ulike køene i tur og orden.
 en kunde i en tilfeldig valgt kø.
Algoritmene vil bli forklart nærmere i kapittel 7.3. Metodene vil bli testet og re-
sultatene vil bli sammenlignet med hverandre. Utfallet vil bli presentert i kapittel
8 og 9.
2.2.2 Gjennomsnittlig ventetid i kø
Det er ønskelig å redusere ventetiden ned mot det minimale. For å få til dette,
må det tas utgangspunkt i en gjennomsnittlig ventetid for kundene. Ventetiden er
avhengig av betjeningstiden og antall agenter. Hvor stor betjeningskapasitet det
kreves for å forhindre lang ventetid for kundene i systemet, må undersøkes.
2.2.3 Gjennomsnittlig pausetid for agentene
For at agentene som jobber i Call-senteret ikke skal jobbe for hardt, er det naturlig
å legge inn små pauser i løpet av arbeidsdagen. Pausetiden kan komme eksplisitt
ved at agentene selv tar pauser til bestemte tider. Men det kan også være implisitte
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pauser der det faktisk ikke er noen kunder som venter på betjening. Ved det første
tilfellet er det enkelt å regne ut pausetiden i løpet av en dag, men når pausene
kommer implisitt er de mer uforutsigbare. Dersom en agent er klar for å ekspedere
en kunde, men det er ingen kunder i køen, får han seg en uforutsett pause. Det er
viktig at ikke det alltid er samme agent som får pausene, mens andre agenter må
jobbe hele tiden.
2.3 Avgrensning
Oppgavens hovedproblemstilling kan vinkles i mange retninger og derfor må opp-
gaven avgrenses. Under følger hoved-begrensningene som ble tatt for å løse opp-
gaven på normert tid.
 Noen konfigurasjoner for simulering av et køsystem er valgt ut. Det er si-
mulert med to case, der alle agentene i CASE 1 betjener alle køene. I CASE
2 deles agentene inn i ulike grupper der hver gruppe betjener bestemte køer.
Ankomstraten og betjeningstider varieres mellom køer og agentgrupper for
CASE 2, mens i CASE 1 har begge køene lik ankomstrate og kundene lik
gjennomsnittlig betjeningstid.
 Det er tatt utgangspunkt i seks algoritmer. Disse implementeres og analyse-
res i denne rapporten. En kunne valgt annerledes, siden det er mange utvel-
gelsesalgoritmer. Grunnen til valget er at algoritmene er sammenlignbare,
enkle og effektive.
 Kun stasjonære situasjoner analyseres. Det er ingen tidsavhengighet mellom
de ulike variablene i systemet.
 Simuleringsprogrammet kunne vært bygd opp i et mer distribuert miljø, der
agentene hentet fra visse typer køer på ulike lokasjoner.
 Opphør under ventetid i kø analyseres ikke. Tidpunktet når en kunde velger
å legge på røret er svært individuellt. Dersom opphør skulle vært analysert,
måtte en observert kundenes oppførsel i kø i et virkelig Call-senter. Prob-
lemet med gjentatte anrop må også tas hensyn til. Dette blir da et stort og
komplekst område, og det er derfor valgt å se bort fra dette i denne rapport-
en.
 Avhengigheter mellom agenter inkluderes ikke. Eksempel på dette kan være
overkobling av samtaler eller viderekobling av kunden til en annen tjenes-
te eller et annet nummer. I denne oppgaven antas det at tildelt agent kan
besvare kundens krav til betjening.
 Systemytelsen er studert under middels og høy last. Årsaken til dette er at
en best kan se hvordan algoritmene skaleres. Ved lav last er ventetiden til
kundene lav ved alle algoritmene og det blir vanskelig å skille metodene fra
hverandre.
Kapittel 3
Beskrivelse av aktuelle systemer
I kapittelet presenteres de ulike systemene som inngår i rapporten. Det blir først
gitt en generell innføring i positive og negative sider ved Distribuerte systemer
(DS). Forskjellige problemstillinger i forbindelse med ytelse i slike systemer vil
bli presentert. Intelligente Nett (IN) er et eksempel på et DS. Med IN tilføres ny
funksjonalitet og nye typer av noder i telefonnettet. Disse nye funksjonalitetene
bli forklart nærmere i relasjon til Call-senter-systemer.
3.1 Distribuerte systemer
Distribuerte systemer finnes nesten overalt. Eksempel på dette er Internett, intra-
nett og telekommunikasjonssytemer, samtidig som det også finnes i biler, hviteva-
rer og lignende. Under følger en definisjon på et distribuert system.
A distributed system is one in which components located at network
computers communicate and coordinate their actions only by passing
messages.
— G. Couloris, J.Dollimore og T. Kindberg. (Couloris, Dollimore og
Kindberg 2001).
3.1.1 Utfordringer ved distribuerte systemer
Utfordringer i forbindelse med distribuerte systemer er mange. Ulike komponen-
ter må kunne kommunisere sammen og de må kunne koordinere sine handlinger.
Selv om en av komponentene i systemet feiler, skal ikke hele systemet slutte å
fungere. Et annet problem med denne typen arkitektur, er å få systemet så effek-
tivt som mulig. Når de heterogene komponentene som samarbeider er lokalisert
på ulike fysiske steder, kan meldinger mellom dem ofte bli forsinket. Meldingene
kan også gå tapt i nettet grunnet for eksempel node- eller link feil. Skalerbarhet
er et velkjent problem innenfor distribuerte systemer. Problemet går ut på å få en
relativt kort responstid og bra ytelse, selv om systemet er tungt belastet.
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3.1.2 Ytelse og skalerbarhet
For å forklare en distribuert arkitektur tas det utgangspunkt i et system som består
av N servere som yter service til M klienter. Figur 3.1 viser en illustrasjon av dette.
Klient - Server arkitekturen i figuren kan relateres til IN, se figur 3.2.
Figur 3.1: Klient - Server arkitektur i distribuerte systemer.
Komponentene i et distribuert system er lokalisert på ulike lokasjoner. Tiden det
tar å kommunisere og koordinere meldinger, vil bli betydelig lenger enn om al-
le komponentene var lokalisert på en sentral server. For å få et slikt distribuert
system til å opprettholde høy ytelse, trengs det analyser og tilrettelegging. Hver
komponent må kunne samspille med alle de andre i systemet. Alle aspekter ved
komponentenes kapasitet må da være tilgjengelig. Det er også viktig å vite hvor-
dan den enkelte komponenten vil fungere i et nett der den er koblet sammen med
andre.
Ved ikke-distribuerte systemer er alle komponentene plassert på en node, for eks-
empel en server. Organiseringen vil føre til stor trafikk mot denne serveren etter-
som forespørselen av de aktuelle tjenestene øker. Serveren vil da bli en potensiell
flaskehals. Fordelene med DS, fremfor å ha alt sentralisert i en node, er at det ikke
blir noen deler av systemet som alle tjenestehenvedelsene må prosesseres gjen-
nom. Dersom en også replikerer det distribuerte systemet, vil feiltoleransen øke
og systemet vil være mer robust (Sheresh og Sheresh 2002). Selv om en server går
ned, vil det finnes en annen server som inneholder de nødvendige egenskapene til
å overta jobben. Tjenestens tilgjengelighet vil også bli forbedret.
En annen fordel med distribuerte systemer er at en slipper å endre andre kompo-
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nenter i systemet dersom en legger til eller erstatter en enhet. Alle komponentene
har en lokal del som er uavhengig av de andre. Samtidig må de ha et felles gren-
sesnitt som de kan kommunisere over. Dette gjør det lettere å teste ut nye tjenester
uten å forhindre gamle og veletablerte servicefunksjoner. Ved å kunne erstatte en
komponent uten at det påvirker systemet, vil denne arkitekturen bli lettere å ved-
likeholde. Et distribuert system utveksler meldinger mellom komponentene for å
kommunisere. Enkelte ganger kan antall meldinger som sendes mellom kompo-
nentene bli så høyt at det hindrer prosessering av andre tjenester. Det er derfor
viktig å tenke nøye igjennom hvilke deler det er fordel å distribuere. Er det man-
ge meldinger som må utveksles mellom de ulike komponentene, kan det kanskje
være hensiktsmessig å holde disse delene samlet som en sentral komponent.
3.2 Intelligente Nett (IN)
Ved å innføre Intelligente Nett (IN) kan det tilbys flere og mer effektive tjenester
med ny funksjonalitet. IN muliggjør en verdiøkning av tjenester i telefonnettet. En
av hovedfordelene med denne typen nettarkitektur, er at en kan separere tjenest-
ene i IN fra de ordinære telefontjenestene. På denne måten kan tjenester utvikles
uavhengig av svitsjesystemet som blir brukt for å aksessere det ordinære nett-
verket. Ved innføring av IN blir en "intelligent" mekanisme lagt til det ordinære
telefonnettet, og IN blir en utvidelse av dette. Denne “intelligente” mekanismen
gjør det mulig å styre og debitere telefonsamtaler på en annen måte enn om man
bare hadde hatt det ordinære telefonnettet. Kommunikasjonen mellom de ulike
nodene i IN foregår via signaleringssystem no 7 (SS7). SS7 er det standardsyste-
met alle komponentene i telefonnettet bruker til å sende meldinger til hverandre,
(EURESCOM P308 1996).
I IN vil en tjenesteforespørsel fra en abonnent bli oppdaget ved at for eksem-
pel brukeren slår et bestemt nummer. Forespørselen blir oppdaget i et Service
Switching Point (SSP) ved hjelp av spesielle triggerkriterier. SSP er en utvidel-
se av de tradisjonelle svitsjene i telefonnettet. Triggerkriteriene kan for eksempel
være spesielle nummeranalyser eller ulike algoritmer som oppdager hvilket num-
mer som skal sendes videre til IN. I figur 3.2 er SSP tegnet inn som svitsjer i
signaleringssystemet. Det er koblet et logisk signaleringsnett inn på signalerings-
system nr 7 (SS7). Dette logiske signaleringsnettet bruker overføringen i SS7,
men opptrer som et eget logisk nett. Gjennom dette nettet kan en tilby tjenester
for IN-funksjonalitet og øke ressursutnyttelsen av SS7 (Riksaasen 1998).
Man skiller mellom funksjonelle og fysiske enheter. De funksjonelle enhetene
kan organiseres på ulike måter på de fysiske nodene.
Fysiske enheter
Service Switching Point (SSP) og Service Control Point (SCP) er de to hoveden-
hetene i IN. SSP fungerer som en svitsj som kan ta imot både IN- og ordinære
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SCP SCP
Drift og
vedlikehold
Abonnent
 SSP
 SSP
 SSP
Abonnent
Figur 3.2: Telefonnett med IN, grovt skissert. Noen av sentralene inneholder en
SSP mens andre er kun vanlige telefonsentraler for SS7.
telefonanrop. SSP skiller mellom disse, og sender så IN-anropene videre til SCP
der de blir behandlet. SCP og SSP kan også settes sammen til en node, Service
Switching and Control Point (SSCP). Denne noden kan både rute ordinære anrop
samtidig som den kan utføre IN-tjenester.
Funksjonelle enheter
I de fysiske enhetene er det ulike funksjonelle enheter. De funksjonelle hoveden-
hetene i SSP kalles for Service Switching Function (SSF) og Call Control Function
(CCF). Ved hjelp av Call Control Agent Funcion (CCAF) som gir aksess til bru-
keren via et nettverk-aksesspunkt, kan CCF yte tjenesteprosessering og styring.
CCF overvåker forbindelsene mellom alle CCAF’ene involvert og har trigger-
mekanismer som oppdager anrop som krever IN-prosessering.
SSF får informasjon fra CCF dersom et IN-anrop ankommer systemet. Denne
funksjonen setter så opp en signaleringsforbindelse mot SCP. Service Control
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Function (SCF) kan være lokalisert i den fysiske enheten SCP, og vil være den
funksjonen som har hovedansvaret for å koble sammen det tradisjonelle telefon-
nettet med IN-tjenester. SCF er funksjonen som bestemmer hvilke videre inst-
rukser som skal utføres, og dermed styres eksekveringen av kundetjenester her.
SCF har også som oppgave å utføre trafikkovervåkning og overbelastningstyring
av nettverket. Det er utviklet standardiserte kommunikasjonsprotokoller mellom
SCF og SSF. Ofte må SCF kontakte andre funksjoner for å hente aktuelle data,
som for eksempel brukerprofiler eller data for validering av kredittkort, før IN-
tjenesten blir eksekvert. SSCP inneholder både SSF og SCF og kan fungere som
mottaker av abonnentforespørsler, og utføre IN-tjenester på disse forespørselene
om det kreves.
Figur 3.3 er et eksempel på bruk av IN-tjeneste for et 800-nummer. Bestilling
og betaling blir gjennomført i en samtale. Figuren viser hvordan bruker, tjenes-
teyter, SSP og SN interagerer i denne typen IN-tjenester. Tjenesteyteren tilbyr en
tjeneste som for eksempel kjøp av kinobilletter. Brukeren kan velge mellom ulike
filmer for så å bestille de ønskede billettene. Ved bestilling kan brukeren betale
med kredittkort ved å oppgi kortnummer og PIN-kode.
Bruk av 800-nummer er gratis for den som ringer. Mottakeren som abonnerer på
nummeret debiteres for samtalen. En ser at SSP oppdager at det nummeret abon-
nenten ringer krever IN-prosessering. Henvendelsen blir sendt videre til SCP der
nummeret blir oversatt til et "vanlig" telefonnummer. Samtalen blir registrert slik
at mottakeren blir fakturert for anropet.
TjenestegiverKunde SSP SCP
Ringer 800 12 345
800 12 345
oversettes til
22334455
"Vi tilbyr...."
Kunden velger
SN verifiserer
kontonummer og PIN kode
Kunden legger på røret
SSP setter opp
samtale mellom
"Transaksjonen er fullført
"Skriv kontonr og PIN"
registrert for kreditering
av regning
Data fra samtalen
kunden og tjenestegiveren
Kontonr og PIN
Figur 3.3: Eksempel på en IN-tjeneste. Figuren er basert på Osland (2000).
KAPITTEL 3. BESKRIVELSE AV AKTUELLE SYSTEMER 20
3.3 Presentasjon av et Call-senter
Et Call-senter består av agenter som betjener anrop fra kunder, se figur 3.4. En
kan si at et Call-senter er et slags kundebehandlingssenter. Her kan kunder ringe
inn og bestille ulike tjenester som for eksempel flybilletter og kinobilletter, eller
de kan klage på utført tjeneste, endre bestillinger, support etc.
Figur 3.4: Oversikt over hvordan køer og agenter er organisert. Mellom disse er
det en eller flere utvelgelsesalgoritmer som velger ut neste kunde fra en rekke køer.
Anropene vil bli plassert i kø dersom agentene ikke har ledig kapasitet til å besva-
re anropet. Det må være en viss ordning for hvordan kundene skal tas inn og ut
av køen, slik at ventetiden blir minimalisert for alle kundene. Køene kan ha ulike
parametere knyttet til seg. De kan for eksempel ha forskjellig prioritet, ulikt antall
agenter som betjener hver kø, eller de kan være identiske. Det vil si at de har likt
antall agenter og samme prioritet på køene. I denne hovedfagsrapporten skal det
modelleres et generelt system. Det må derfor være mulig å kontrollere disse para-
meterene slik at bedrifter som eventuelt skal bruke dette systemet kan konfigurere
det til å oppfyller alle krav bedriften ønsker.
Et Call-senter er ofte distribuert over flere lokasjoner, se figur 3.5. En bedrift kan
ha mange avdelinger innenfor et land eller i flere forskjellige land. Ulike bedrifter
vil også ha varierende Call-senter-løsninger, alt ettersom hva de skal brukes til.
Men i bunn og grunn er strukturen for et slikt Call-senter likt. En må ha agenter
til å betjene kundene som ringer inn, og det må være en viss struktur på systemet.
Det burde for eksempel være kø-ordning av kundeanrop når agentene er opptatte.
På denne måten kan flere kunder ankomme systemet selv om det ikke er ledige
agenter til å betjene dem.
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Figur 3.5: En bedrift kan ha ulike avdelinger i et land. I figuren har bedriften
i Sverige avdelinger i Gøteborg, Stockholm og Malmø. En bedrift kan også ha
avdelinger i forskjellige land.
3.3.1 Krav til systemet
Systemkravene er avhengig av hva eieren av systemet legger vekt på. Om krav-
ene oppfylles eller ikke, er direkte relatert til ulike variable for konfigurasjon av
systemet. En må finne en balansegang mellom anropsraten, betjeningsraten, antall
køer og antall agenter en har i arbeid til enhver tid. Dersom denne balansegangen
er funnet, vil systemet fungere tilfredstillende.
Kundenes krav
Dersom kundene ankommer hyppigere enn agentene klarer å betjene, vil en kø i
prinsippet bare vokse og vokse. Det samme skjer dersom betjeningstiden er for
lang. Køen vil bare bli lengre og lengre, selv om ankomstraten er lav. Kundene
forventer at de får betjening innen en viss tid. Dersom de må vente for lenge i kø,
vil de bli utålmodige og legge på røret. Kanskje noen ringer igjen, mens andre
ikke gjør det, se figur 5.4 på side 39. Da vil bedriften få lavere fortjeneste, noe
som ikke er ønskelig. Kundene har derfor en slags makt over bedriften, den må
hele tiden forsøke å tilfredstille kundenes krav. Om bedriften ikke klarer dette, vil
kundene ringe bedriftens konkurrenter i steden.
Bedriftens krav
Et annet aspekt ved Call-senter-systemet, er hvor mye effektivt arbeid en agent
utfører i løpet av en arbeidsdag. Med effektivt arbeid menes betjening av kunder.
Dersom fordelingen mellom ankomstraten, antall agenter og lengden på betjen-
ingstiden ikke er tatt hensyn til kan agentene få mye ledigtid. Dette er ikke øns-
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kelig, dersom eieren av systemet vil tjene penger. Alle de ansattes ressurser skal
brukes. En hensikt med å ordne kundeanropene i kø, er å forhindre at noen agenter
har lite å gjøre, mens andre har mye å gjøre.
Bedriften kan møte kundenes forventninger ved å sette en maksimal ventetid en
kunde må vente før den blir betjent av en agent. Går ventetiden over maksimalti-
den, prioriteres denne kunden fremfor alle andre kunder. Det er også ønskelig at
hver agent kun skal arbeide et visst antall timer hver dag. Agentene skal ha et visst
antall minutter pause mellom anropene.
Implementasjonen av Call-senteret må resultere i et system som er lett å lære og
bruke. Agentene trenger da ikke så lang opplæring og brukerstøtte. Her kan be-
driften spare penger, siden opplæring isolert sett ikke er lønnsomt for bedriften. Et
annet kriterium kan være kostnader ved kjøp og drift av en Call-senter implemen-
tasjon. Hvis kostnadene er for høye vil dette spille inn på valg av system. Dersom
kravene skal kunne realiseres, må en designe systemet slik at det tar hensyn til
krav fra både kunder og bedrift.
3.3.2 Call-senter: et eksempel på IN
Et Call-senter er eksempel på hvordan distribuert arkitektur kan brukes i prak-
sis, se figur 3.6. Her kommunisererer SCP/SSCP med spesialiserte Call-senter
enheter. Disse nodene ligger ikke nødvendigvis på samme lokasjon, og må der-
for utveksle meldinger mellom seg for å kommunisere. Som forklart i avsnitt 3.1
kan disse meldingene bli tapt, og en må tilrettelegge systemet slik at effektiviteten
opprettholdes mellom nodene. Et Call-senter kan ha mange anrop per tidsenhet.
Siden det kan være mange som ringer samtidig, kan det oppstå køer og avviste an-
rop i systemet. En må derfor ta høyde for stor trafikk mot Call-senteret og designe
den underliggende arkitekturen slik at belastningen mot systemet styres.
Ved hjelp av det ordinære telefonsystemet og IN har en mange muligheter. En
kan for eksempel koble en ny plattform til en IN-node, slik at denne noden kan
kommunisere med andre nettverk som TCP/IP og X.25. På denne måten kan en få
aksess til andre systemer som ikke har SS7-grensesnitt. Det er dette som er tatt i
bruk i “Gateway to IN”(GIN) plattformen (Gulla m.fl (2001)). Denne plattformen
inneholder “gateways” for protokollkonvertering, applikasjonservere for tjeneste-
eksekvering og en lokal database.
Hovedintensjonen med IN er å møte de økende markedskravene ved å tilby en
arkitektur for tjenesteutvikling og eksekvering. Men det er et stort mangfold i
telekommunikasjonstjenester, og det er vanskelig å støtte alle tjenester fullt ut.
Hovedproblemet er at de fleste tjenestene er begrenset til et spesifikt nett eller tek-
nologi. Dette fører til at en IN-tjeneste for eksempel ikke kan aksessere en tilfeldig
database, den må ha det grensesnittet IN krever. Kort sagt betyr dette at alle nett og
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Figur 3.6: Generell struktur på et Call-senter.
teknologier som skal ta i bruk tjenester fra IN må implementere et IN-grensesnitt.
Eksterne plattformer gir mulighet for at IN-noder kan kommunisere med et TCP/IP-
nett. Dette kan brukes i et Call-senter system. IN-noden som mottar anropet fra
kunden sender det videre til den eksterne plattformen. Siden denne eksterne platt-
formen har et grensesnitt mot Interne,t er det mulig å ha en interaktiv kundeda-
tabase der opplysninger om de enkelte kundene er registrert og oppdatert. Om en
eksisterende kunde ringer Call-senteret, kan dette anropet bli bundet opp mot da-
ta angående denne kunden. Med det samme kunden får ekspedering av en agent,
får agenten informasjon om kunden på sin dataskjerm. En trenger ikke lengre sø-
ke etter data om den aktuelle kunden, da disse kommer automatisk til agenten.
På denne måten øker effektiviteten til agentene og betjeningstiden av en kunde
reduseres.
Kapittel 4
Presentasjon av utvalgte artikler
Rapporten omhandler et omfattende tema. Det er ikke bare innenfor telekommuni-
kasjon at ytelse og skalerbarhet er aktuelt. Mange ulike artikler tar for seg overbe-
lastningsproblematikk i forskjellige systemer. Overbelastningsproblematikk er et
sentralt tema innenfor blant annet internett og distribusjon av tjenester. Intelligen-
te Nett er en annen type distribuert arkitektur der det kan oppstå overbelastning.
Dette kapittelet er tatt med for å gi leserene et grunnlag, og vise at det er utført en
del forskning på oppgaveområdet. Ved å studere andre resultater og observasjoner
kan en få hjelp og hint til å løse nye problemstilligner. Kapittelet viser at ytelse og
skalerbarhet brukes i flere situasjoner enn Call-Senter-konfigurasjoner.
4.1 Arkitektur
Med arkitektur menes hvordan de ulike enhetene er strukturert og bygd opp. Her
er antall køer, kø-lengde, antall prosessorer og linker som er koblet til enhetene
sentrale tema. Dette har stor innvirkning på den totale ytelsen i det distribuerte
systemet.
Artikkelen Methods and Specification for Tools to Dimension Intelligent
Networks (EURESCOM P308 1996) omhandler Service Switching point (SSP)
og Service Control Point (SCP) oppbygning og arkitektur.
Kapittel 5 i denne artikkelen beskriver ulike måter å bygge opp en SSP på. Ar-
tikkelen skiller mellom en “uavhengig” SSP og en “integrert” SSP. En uavhengig
SSP inneholder CCF, CCAF og SSF som funksjonelle entiteter. Denne typen SSP
kan kun prosessere aktiviteter for IN-anrop. Om det derimot er en integrert SSP
vil denne inneholde entiteter som kan kommunisere direkte med CCAF i andre
noder. Dette gjør at en slik SSP type kan behandle ordinære telefonanrop i tillegg
til IN-anrop, se figur 4.1.
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Figur 4.1: Figuren viser forskjellen mellom en integrert SSP og en uavhengig
SSP. I figur a) ser man at SSP’en ikke kan ha direkte kontakt med abonnentene,
noe som SSP’en i figur b) har.
Videre diskuterer denne artikkelen ulik prosessorarkitektur for en SSP. Sentra-
lisert arkitektur der kun en prosessor prosesserer alle oppgavene er det ene ytter-
punktet. På motsatt side kan en SSP ha en prosessor for hver funksjonalitet, denne
arkitekturen er ekstremt desentralisert. Kombinasjoner av arkitekturtyper er også
implementert. En kan for eksempel ha en prosessor for SSF/CCAF og en proses-
sor som brukes til de andre funksjonalitetene.
Kapittel 6 i artikkelen omhandler SCP arkitekturen. Her skiller man også mellom
SCP som er integrert og SCP som er uavhengig av SSP. Her har en integrert SCP
en Signalering Transitt Punkt (STP), og har derfor mulighet til å fungere som en
mulig mottaker for både IN og ordinære anrop. De uavhengige SCP’ene har ikke
STP integrert, se figur 4.2. Sentralisert og distribuert nodearkitektur diskuteres
også i forbindelse med SCP. Artikkelen kommer til slutt fram til en algoritme for
å øke SCP-ytelsen for distribuert og sentralisert arkitektur.
Kort oppsummert omhandler denne artikkelen arkitekturen i en SSP og SCP. Ulik
arkitekturoppbygning gir ulik ytelse og skalerbarhet. Hva som er mest fordelaktig
må velges ut fra systemet som skal implementeres. Kostnadskrav vil også væ-
re en vesentlig faktor for arkitekturvalg. En arkitektur med svært god ytelse kan
koste mye. Derfor kan en dårligere arkitekturløsning velges fremfor den optimale
dersom denne er billigere.
4.2 Funksjonelle emner
Disse artikkelene omhandler metoder for hvordan belastningen kan styres slik at
overbelastning forhindres. Overbelastningsproblematikken gjelder for alle typer
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Figur 4.2: I figur a) er STP og SCP integrert i en node, denne noden kan derfor
rute både IN-anrop og “vanlige” anrop. I figur b) er disse to protokollene lagt i
hver sin node og SCP’en kan derfor bare behandle IN-anrop.
nett der datamaskiner er involvert. Artikler som omhandler generell overbelast-
ningsstyring er derfor også tatt med i denne oppgaven.
4.2.1 Generell overbelastningstyring
Internett består blant annet av en rekke servere som ulike klienter kan koble seg
opp mot. Serverene yter tjenester til klientene ved at klienten sender en forespør-
sel. Dersom flere klienter sender meldinger til samme server, kan serveren bli
overbelastet. Den kan få flere forespørsler enn den har kapasitet til å prosessere.
Derfor er det viktig å hindre at dette oppstår. Artiklene det er gitt et sammendrag
av under ser på ulike algoritmer og metoder for styring av belastning. Metodene
blir implementert og analysert i disse artiklene. Algoritmene som er implementert
i noen av artiklene er brukt som bakgrunnstoff for metodene som brukes i hoved-
fagsrapporten.
Artikkelen A Comparison and Load Balancing Techniques for Scalable Web
Servers (Bryni, Kloving og Kure 2000) tar for seg ulike metoder for hvordan en
kan balansere og kontrollere belastningen av HTTP-trafikk på web-servere. Ar-
tikkelen diskuterer ulike måter for hvordan en kan “oversette” et maskin-navn til
en IP-adresse. Den gir oss tre ulike måter dette kan gjøres på, og argumenterer
for og imot disse. Skalerbarhet er et viktig punkt for å hindre overbelastning av
web-servere. En tjeneste er ofte adressert til en mengde servere som inneholder
replikerte data. Det vil si at alle serverene inneholder en kopi av data, og det er
det samme hvilken av disse serverene klienten får svar fra. Ved å dele belastnin-
gen opp på denne måten, kan man bare sende forespørselen til en annen server
som er lite belastet om den opprinnelige serveren har mye å prosessere. Problem-
et med dette, er å velge hvilken av serverene som forespørselen skal rutes til. En
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kan enten velge å legge denne mekanismen hos klienten, serveren eller i nettverk-
et. Legges denne funksjonaliteten i nettverket, kalles det nettverkselementet som
implementerer dette for en “HTTP Scheduler”. Kostnader ved å introdusere denne
entiteten blir analysert og testet. I dagens nettverk ligger denne mekanismen hos
klienten som sender forespørselen til Domain Name Service (DNS). Artikkelen
konkluderer med at ved å flytte denne styringen av hvilken server som meldingen
skal sendes til ut i nettverkselementet vil responstiden bli redusert, og feiltoleran-
sen bli mye høyere.
Artikkelen Overload Control Mechanisms for Webservers (Iyer, Tewari og
Kant 2000) har som mål å legge fram en effektiv algoritme for overbelastnings-
styring av webservere. Den demonstrerer fordelen ved å innføre styring av be-
lastning, og at det er viktig å minimalisere arbeidet utført på en forespørsel som
til slutt ikke blir fullført på grunn av overbelastning. Det er viktig å avvise fore-
spørslen så tidlig som mulig. Tre systemer for å styre belastning blir diskutert. Det
første er en metode som selektivt dropper forespørsler ved å ta i bruk et intelligent
Network Interface Card (NIC). Den andre metoden er å gi tilbakemelding til fore-
gående node (proxy eller klient), slik at denne kan redusere mengden av meldinger
mot den tungt belastede noden. Den tredje metoden er en kombinasjon av de to
tidligere nevnte metodene. Artikkelen beskriver overbelastning i generelle termer,
og peker ut forskjeller mellom overbelastning på Internet og i telekommunika-
sjonssystemer. Trafikk mot en server, fra flere klienter, blir simulert og analysert.
Resultatet ble at dersom man innførte styring av belastningen i et nett, ville det
øke den totale ytelsen med 40%. Responstiden på en forespørsel ble redusert med
hele 70% på en server som er 225% overbelastet. Dette viser at innføringen av
overbelastningsstyring i webservere øker effektiviteten betraktelig.
Artikkelen Switched Based Server Load Balancing for Enterprises (Levillain
2002) argumenterer for å ta i bruk innebygd belastningsstyring i serverene. Dis-
se skal erstatte de dyre svitsjene med lav ytelse. Målet med serverbelastnings-
teknikker, er å utvide serverkapasiteten til nødvendig nivå for å støtte økningen i
antall brukere uten å måtte bytte ut serveren. Serveren blir da skalerbar.
Ulike teknikker for belastningsstyring introduseres og analyseres. Måter som blir
presentert er blant annet klient-basert belastningsstyring, styring ved hjelp av Do-
main Name Service (DNS), dispatcher-basert og server-basert belastningsstyr-
ing. Ved for eksempel DNS-basert styring vil DNS ha multiple IP-adresser som
mappes til en enkelt DNS-entry. Klienten trenger da kun å vite en URL for den
tjenesten den vil bruke. DNS kobler så klienten opp mot en av serverene som til-
byr den aktuelle tjenesten. Serverene velges ut ved hjelp av algoritmer. Vanligvis
brukes round robin algoritmen i DNS, det er en statisk algoritme som ikke tar
hensyn til serverens tilgjengelighet.
Flere algoritmer for utvelgelse av servere i belastningsstyring av systemet blir
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presentert. Utenom “round robin”, brukes også for eksempel “ round robin vekt-
et”, “Least connection” og “observer” algoritmene til å styre serverbelastningene.
Disse algoritmene blir forklart i artikkelen. Videre følger en forklaring på hvordan
en periodisk kan sjekke tilgjengeligheten til en server og hvordan en server kan
konfigureres til å utføre flere typer tjenester. Til sist følger forklaring på hvordan
en kan implementere belastningsstyring i hardware og software.
4.2.2 Overbelastningsstyring i IN
Innenfor denne hovedkategorien faller alle tema som omhandler overbelastning
innenfor Intelligente Nett. Kategorien er delt i to, den første beskriver nodeba-
sert strategi for overbelastningsstyring. Den andre delen omhandler nettverkbasert
strategi for overbelastningsstyring.
Med nodebasert strategi menes at belastningsstyringen er bygget på å detektere
overbelastning i de enkelte nodene. Hver node vet da selv om de er tungt belastet
og har som oppgave å informere de andre nodene rundt i nettet om deres egen
tilstand. Denne strategien underbygger at hver node vet best hvor belastet den er.
Om noden får flere oppgaver å prosessere enn den klarer må den sende ut meld-
inger til andre noder i nettet. Disse nodene kan da redusere meldinger mot denne
noden, og overbelastningen vil kunne reduseres.
Med en nettverksbasert strategi ser man derimot på alle nodene i nettet som et
system. Grunnlaget for denne strategi-typen er at hver node vil oppleve ulik be-
lastning over tid og ettersom hvor de er plassert i nettet. Dersom en node er tungt
belastet og trafikken dirigeres til en annen node, vil det kanskje ikke løse belast-
ningsproblemet. Denne nye noden kan også raskt bli overbelastet, og da må alt
dirigeres på nytt. Det vil bli en oscillering av oppgaver mellom nodene. Ved bruk
av nettverksbaserte strategier for å hindre overbelastning, prøver man å unngå det-
te problemet. En ser da på nettet som en helhet, ikke som enkelt-entiteter. Ved å
ta i bruk denne strategitypen kan trafikken dirigeres dit det er mest hensiktsmessig.
Nodebasert strategi
Traffic analysis of load prediction and balancing in distributed systems (Osland
2000) er en doktoravhandling. Avhandlingen resulterer i en trafikkanalyse for å
forutsi og balansere ulik belastning på sentrale komponenter i distribuerte syste-
mer. Telefonsystemet med IN er brukt som eksempel. Systemet blir analyserert
og karakterisert. Utfordringer som kan oppstå dersom en ønsker å ha en balansert
styring av belastning blir også diskutert. Styringen må være effektiv og samtidig
må ressursene utnyttes maksimalt. Slik kan servicekvaliteten for brukeren opprett-
holdes. Avhandlingen fokuserer også på design, ytelse og nettverksforsinkelser i
heterogene distribuerte systemer. Det blir diskutert ulike prosesser og metoder for
dette. Artikkelen presenterer også en analytisk metode for dynamisk belastning av
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M/M/1 køer. I et M/M/1 system er ankomstraten og betjeningstiden negativt eks-
ponensialfordelt (M= Markov). Den første M’en er ankomstprosessen, den andre
M’en er betjeningstiden og det siste tallet forteller antall servere som er tilgjenge-
lige for å yte tjenester.
Overload Control Strategies for Distributed Communication Networks (Kihl
1999) har sin hovedtyngde innen nodebaserte strategier, men nevner óg en mer
global overbelastningsstyring. Ulike styringmekanismer for nodebaserte strategi-
er blir analysert. To nettverksarkitekturer blir diskutert. Den ene er Intelligente
Nett (IN), som er aktuell for denne oppgaven. Den andre arkitekturen er “Te-
lecommunication Information Networking Architecture” (TINA). TINA vil ikke
bli diskutert nærmere her.
Den delen som omhandler IN tar utgangspunkt i Service Control Point (SCP) og
Service Switching Control Point (SSCP). Nodene blir utforsket både ved simuler-
ing og ved analytiske metoder. Det som er relevant for denne hovedfagsoppgaven
er metodene som omhandler overbelastningsstyring i IN. Det blir beskrevet meka-
nismer for overbelastningsstyring av de ulike nodene. Disse metodene blir simu-
lert, og det blir lagt vekt på effektivitet og rettferdighet. Med rettferdighet menes
at alle nodene i et distribuert system skal få lik behandling. Nodene skal oppleve
lik systemytelse, selv om de er lokalisert på forskjellige steder i nettet. Distribu-
ert og sentralisert styring av belastning blir vurdert opp mot hverandre. SSCP er
en kombinasjon av SSP og SCP. Ulike aspekter ved SSCP belastningsstyring blir
også utforsket. Disse blir simulert og resultatet blir analysert med hensyn på ef-
fektivitet.
Nettverksbasert strategi
On the use of Agent Technology for IN Load Control (Arvidson m.fl (1999))
hevder at nodebaserte strategier for styring av belastning på nodene ikke er godt
nok. Ved å benytte denne typen strategi vil man kun beskytte individuelle noder,
og kan derfor ikke garantere at samspillet mellom nodene i et nettverk blir op-
timalt. Man trenger derfor en annen type strategi i tillegg til denne nodebaserte
strategien. Agent technology er en strategi som er nettverksbasert. I motsetning til
de node-baserte strategiene, forsøker denne typen hele tiden å optimalisere bruken
av ressurser i nettverket som en helhet.
Overbelastning kan sees på som et distribuert ressursallokasjonsproblem. På den
ene siden er ofte forespørslene uforutsigbare, og de kommer med ujevn frekvens
mot mottakeren. På den andre siden har hver enkelt komponent i nettverket en-
delig og begrenset kapasitet. Hver komponent må derfor styres nøye for å få til
en optimal allokering av de ulike oppgavene. På denne måten kan kapasiteten bli
utnyttet fullt ut. Tildeling av ressurser i IN involverer tre oppgaver:
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1. Overvåke hvor mye ledig kapasitet hver ressurs har, spesielt SCP-prosessorene.
2. Styre allokeringen av de ulike ressursene.
3. Oppfylle/avvise ressursforespørsler fra individuelle tjenestehenvendelser.
Agent technology inneholder tre agenttyper: “Allocators”, “Distributors” og “Quan-
tifiers”. Se figur 4.3 for visualisering av disse tre agenttypene. Agenttypene støtter
de tre hovedoppgavene i allokering av IN ressurser (Arvidson m.fl (1999)).
SCP1 SCP2
Q Q
SSPkSSP1
A
A A
Q
D
D
= Distributor
= Quantifier
= Allocator
Figur 4.3: Figuren representerer Agent technology i et distribuert nettverk.
 Allocators er agent-typen som assosieres med SSP. Sammen sørger de for
at oppgave (3) blir oppfylt. De styrer nye tjenestehenvendelser som kommer
inn i nettverket. Belastning- og styringsalgoritmer blir eksekvert for å hindre
ressurs-overbelastning i nettverket. De mottar også opplysninger fra andre
agenter om hvor tungt belastet deres ressurser er.
 Quantifiers utfører oppgave (1). De overvåker belastningen på de ulike
SCP-nodene og rapporterer dette til andre agenter. Denne agent-typen ut-
fører de node-baserte strategiene.
 Distributors har som oppgave å overvåke belastning og nettverkstatus for
hele nettverket. De utfører da oppgave (2) over. Distributor er da en slags
overordnet inspektør for nettverket som helhet.
Kapittel 5
Kø-teori
Teorien bak kø-systemer er omfattende. I dette kapittelet bli komponenter og pro-
sesser i et kø-system presentert. Opphør av samtaler og algoritmer for utvelgelse
av kunder fra multiple køer blir også forklart.
Hvert system har individuelle krav til ventetid, antall agenter etc. Ved å analy-
sere kø-problematikken nærmere kan en finne sentrale faktorer ved et kø-system
som kan ha betydning i en optimaliseringssituasjon. Faktorene er med på å kart-
legge systemet, og dermed gjøre det så effektivt som mulig.
Bedrifter tilbyr sine kunder ulike tjenester. Antall etterspørsler etter pågjelden-
de tjenester vil være varierende i løpet av en arbeidsdag. Eksempel på en slik
tjeneste er et Call-senter der kunder kan bli betjent av agenter. Dersom det ikke
er tilgjengelige agenter på det tidspunktet kunden ringer, må kunden plasseres i
en kø og vente. Sett fra bedriftens side vil et slikt tjenestetilbud kunne beskrives
som: kunder ankommer tilfeldig, de må vente i kø, blir så betjent av en ledig agent
og forlater systemet. Den skjematiske strukturen i et kø-system er derfor følgende:
Ankomstprosess! Kø-struktur! Betjeningsprosess.
5.1 Generell struktur på et kø-system
Utgangspunktet for et kø-system er situasjonen beskrevet ovenfor. Kunder an-
kommer en eller flere betjeningssteder, betjeningen av en enkelt kunde tar en viss
tid og det kan oppstå kø-dannelser. Kundene vil bli satt i kø for å vente når det
ankommer flere kunder enn tilsvarende ledige agenter. En ønsker å beskrive den
resulterende situasjonen, det vil si hvor lenge vil kundene typisk måtte vente før
de blir betjent, hvor mange kunder vil på et gitt tidspunkt stå i kø etc. For å fin-
ne ut dette, må en naturligvis vite litt mer om det konkrete kø-systemet. Følgene
sentrale stikkord klassifiserer et kø-system:
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 Fordelingen av kundeankomster
 Fordelingen av betjeningstid
 Antall køer
 Antall agenter ved hver kø
Inngangs-
kilde
Kø
Betjenings-
mekanisme
Betjente
kunder
Figur 5.1: Generelt kø-system. I et kø-system ankommer kunder med varierende
tidsintervaller og betjeningstiden er også stokastisk.
5.1.1 Inngangskilden
Inngangskilden på figur 5.1 er kundepopulasjonen. Det vil si de kundene som hen-
vender seg til systemet for å få betjening. Ankomstprosessen i kø-systemene som
er bekrevet i oppgaven antas å være stokastisk. Kundene vil ikke komme til fast-
satte tider, men kommer inn i køen forholdsvis usystematisk. Det vil være naturlig
å anta at kundeankomsten følger en eller annen punktprosess. Prosessen kan va-
riere med anvendelsen av køen, men det er en fordel om denne ankomstprosessen
er relativ enkel.
Ankomstprosessen betegner da en telleprosess med en ankomstrate. Generelt gjel-
der det at en telleprosess er Poisson-fordelt med en intensitet ,  > 0, hvis:
1. Prosessen har uavhengige ankomster.
2. Antallet av hendelser i et intervall av lengden t er Poisson-fordelt med mid-
delverdi t.
Anta at tidsintervallene mellom ankomstene er uavhengige og identiske fordel-
te. La f(t) være lik tidsintervallet mellom k suksessive ankomster. La 1=  være
gjennomsnittlig tid mellom ankomster,  blir lik ankomstraten. Det gjelder at ven-
tetiden i kø inntil k0te hendelse opptrer vil være Erlang-fordelt:
f(t) =
1
(k − 1)!
ktk−1e− (5.1)
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Eksempel på en inngangskilde er alle kunder som ankommer et Call-senter-system,
og den vil typisk ha karakteristika som:
 Kundetyper - Kunder kan tillhøre ulike grupper som krever spesialbehandl-
ing.
 Antall kunder per type - Antall kunder som har behov for betjening kan
variere mellom kundetypene. Kundepopulasjonen kan være endelig eller
uendelig, inngangskilden kan være begrenset eller ubegrenset.
 Aktivitet per kundetype - Hver type kan ha behov for ulike kunnskaper hos
agentene og de kan ha ulik gjennomsnittlig samtalevarighet.
Det er enklere å beregne ventetider for en ubegrenset inngangskilde da antall kun-
der som alt er i systemet ikke påvirker antall kunder som kan ankomme. Det sto-
kastiske mønsteret kundene ankommer etter kan i de fleste tilfeller tilnærmes med
en Poisson-fordeling. Tiden mellom hver hendelse i en Poisson-fordeling er nega-
tiv eksponensialfordelt (Bentzen 2000). Dersom gjennomsnittlig antall ankomster
er kjent kan en beregne sannsynligheten for tidsrommet neste kunde ankommer
på ved hjelp av negativ eksponensialfordeling.
5.2 Kø-systemet
Køen er en ordnet struktur der kundene venter på betjening. Dersom det er flere
kunder enn det er agenter, vil kundene stilles i kø. Hovedfaktoren et kø-system
kan karakteriseres ved vil være lengden på køen og antall køer. Under følger noen
punkter som er viktige å se på i forbindelse med dette:
 Er det en eller flere køer?
 Er det grenser for lengden av en kø?
 Hvis det er flere køer, hvordan velger kundene hvilken kø de stiller seg i?
Forblir kundene i samme kø eller skifter de kø?
 Hvis de skifter kø, hvordan foregår skiftet? (Etter hvor lang tid, til hvilken
annen kø og hvorfor.)
 Er det prioriterte køer?
 Er det kunder som forlater køen uten å bli betjent?
En kø kan ha endelig eller uendelig lengde. Antakelser om at en kø er uendelig er
den mest vanlige, da dette gjør beregningene enklere. Antakelsen kan gjøres når
kapasiteten til køen er så stor at det er sjelden den blir full. Dersom køen blir fort
full, er man nødt til å ta eksplisitt hensyn til om det er ledig plass i køen. Det blir
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derfor en mer komplisert algoritme for å sette inn og velge ut kunder ved begren-
set plass, enn i et system hvor køene er uendelig lange.
Antall køer kan ha betydning i situasjoner der en skal prioritere ulike kundegrup-
per. Noen faste kunder kan ha høy prioritet, og blir behandlet raskere, enn kunder
med lav prioritet. En kan lage forskjellige prioritetskøer, slik at kravene til ventetid
blir oppfylt. Køene som har høy prioritet kan for eksempel ha flere agenter knyt-
tet til seg enn køer lengre nede på rangstigen. På denne måten kan en favorisere
enkelte køer fremfor andre i samme system.
5.2.1 Kø-utvelgelse
Kø-utvelgelse foregår i de fleste kø-systemer. Man kan her trekke paralleller til
en prosessor som har flere typer jobber. Den jobber litt på hver jobb, og må da
velge neste jobb ut i fra ulike kriterier som for eksempel prioritet eller ventetid,
(Tanenbaum og Woodhull 1997). Et annet eksempel er pakke-schedulering på in-
ternet. Her kan for eksempel en ruter ta imot pakker fra flere ulike linker som
er koblet til ruterens innganger. Om alle inngangene har pakker som venter på
prosessering, må ruteren foreta et valg av hvilken kø den skal behandle først, se
(Peterson & Daivie 2000).
En rekke kriterier må oppfylles for å få til en god utvelgelsesalgoritme. Rett-
ferdighet, effektivitet og responstid (Tanenbaum og Woodhull 1997) er noen av
disse kriteriene. Med rettferdighet menes det at det legges vekt på at hver kunde
får den delen av agentenes betjeningstidstid vedkommende har krav på. Det vil
si at dersom systemet ikke er konfigurert til å favorisere en kunde-kø fremfor en
annen, skal alle kundene få betjening på lik linje. Det skal ikke forekomme at en
kunde må vente veldig lenge i kø, mens en annen får betjening med en gang. Der-
som utvelgelsesalgoritmene oppfyller dette, vil ingen få fordeler fremfor andre.
Rettferdighet er et kriterium som kun er gjeldene der køene er likestilte. Er det
derimot prioritetskøer i systemet, vil det ikke være ønskelig at kravet til rettfer-
dighet er oppfylt. En eller flere køer vil kunne bli favorisert med hensikt. Køene
med høyest prioritet blir valgt så lenge det er kunder i disse køene. Først da disse
er tomme, vil køer med lavere prioritet betjenes. Dette er hensiktsmessig for de
kundene som havner i høyprioritetskøen, mens kunder i en kø med lav prioritet
ikke vil bli favorisert. Disse vil da kunne oppleve en lengre ventetid før de får en
agent som kan behandle deres samtale. I enkelte tilfeller vil det alltid være kunder
i høyprioritetskøen, og køer med lavere prioritet vil aldri bli betjent. Det blir da en
“utsultning” av disse lavprioritetskøene. De vil bli lengre og lengre uten at noen
agent betjener dem. De kundene som havner i lavere prioritetskøer må derfor lide
med lenger ventetid enn de mest sannsynlig hadde fått dersom alle køene var li-
kestilte. Det kan vises at enhver utvelgelsesalgoritme som favoriserer en eller flere
jobber skader en annen type jobber (Kleinrock 1975).
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Hvordan prioritetskøer blir utført i praksis, er avhengig av hvordan bedriften øns-
ker at systemet skal fungere. Man kan legge inn en sperregrense der for eksempel
kunder som har ventet over en maksimal ventetid i lavprioritetskøen, faktisk blir
betjent før kundene i høyprioriteskøen. Bedriften vil jo til slutt tape på at kundene
blir utålmodige og legger på. En annen måte en kan løse dette problemet på, er å
tilegne ulike agenter til de forskjellige prioritetskøene eller legge vekt på hver kø.
Da vil en unngå problemet med at anrop i lavprioritetskøen aldri blir behandlet.
Enkelte ganger kan det være hensiktsmessig med en mer jevn fordeling av ven-
tetider. Dersom alle køene har like mange agenter, og køene ikke har begrenset
kapasitet, vil det bli en mer rettferdig fordeling av kunder enn i prioritetskøene.
Det er to måter en kan realisere at en kø har like mange agenter. Enten kan hver
kø få like mange agenter, hver men ikke nødvendigvis de samme agentene, eller
alle agentene kan betjene alle køene.
Systemet har et visst antall agenter som kan betjene et visst antall jobber i løpet
av en arbeidsdag. Hvis en gir en kø flere agenter, vil en annen kø få færre agenter.
Om en da ikke tilfører flere agenter i systemet for å opprettholde effektiviteten i
alle køene.
Figur 5.2: Agenter som ekspederer flere kundekøer. Kø 2 har flere agenter knyttet
til seg, og vil følgeligvil køen sannsynligvis være kortere enn de øvrige køene.
Antall køer kan også ha betydning for hvilken kunde som velges neste gang, selv
om køene er likestilte. I figur 5.2 har kø nr 2 flere agenter knyttet til seg enn kø nr
1 og 3. Dette kan føre til at kundene i kø nr 2 får lavere ventetider enn de andre
kundene. Hver eneste kunde ønsker seg kortest mulig ventetid, og det er ikke like
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lett å oppfylle dette for alle enkelt-kundene. Betjener agenten kun en kø, er algo-
ritmen for å velge neste jobb enkel. Da er det bare å velge første kunde i køen, og
betjene denne. Om en agent derimot betjener multiple køer, må det tas et valg om
hvilken kø neste kunde skal velges fra. Når en agent er ledig kan systemet velge
neste kunde ut fra ulike kriterier ved hjelp av algoritmer. Kunden som blir valgt
vil for eksempel være den som har ventet lengst av alle kundene i hele systemet,
se avsnitt 2.2.1.
En agent kan betjene en delmengde av alle køer i et system. Algoritmene velg-
er da kunden som har ventet lengst av kundene i agentens tilgjengelige køer. En
annen kunde, i en annen kø, kan ha ventet mye lengre, men denne kunden betje-
nes ikke av den aktuelle agenten. Når hver av køene betjenes av alle agentene vil
ventetiden blant kundene bli mer rettferdig. Den kunden som da har ventet lengst
i hele systemet, vil være den neste som blir betjent.
En faktor som er viktig å ta hensyn til i et kø-system er kunders oppførsel i kø. De
hopper ofte fra kø til kø dersom det er mulighet for det. Kø-hopping er et fenomen
som kan skje dersom kundene i en kø ser de andre køene. Dette fordi de tror at
de andre køene blir betjent raskere enn den køen de faktisk står i. Ofte kan kunder
bytte køer flere ganger i løpet av den perioden de venter på betjening. Kø-hopping
vil ikke være mulig i et Call-senter system. Kundene har ikke anledning til å bytte
kø når de først er kommet i den køen som tjener kundens formål, og de kan heller
ikke se de andre køene. Kunden må enten vente til han får betjening eller legge på
røret. Det er velkjent at ikke alle mennesker har like lang tålmodighet, og dersom
de syntes de har ventet for lenge i en kø, vil de gjerne legge på røret og heller
ringe tilbake en annen gang. Se avsnitt 5.3 på side 38 om opphør av samtaler i kø.
Når det gjelder kø-disiplin refererer dette til den rekkefølgen kunder velges når
de skal betjenes. Det er to utvelgelseskriterier det må tas standpunkt til. Den ene
er hvordan kunder i samme kø skal velges ut, og den andre er hvordan en skal
velge mellom multiple køer. Velges kunder innad i køen kan en for eksempel be-
tjene de etter “Først inn - først ut”(FIFO)-prinsippet, der den første kunden som
ankommer køen alltid blir betjent først. Et annet alternativ er å ta siste kunde ut
av køen, eller en kunde midt i etc. I denne oppgaven er FIFO-prinsippet valgt, da
dette gir mest rettferdige ventetider mellom kunder i en kø.
Består systemet av multiple køer, finnes det mange måter å velge ut neste kun-
de i en kø. Algoritmer for denne typen utvelgelse er presentert i avsnitt 5.4 på
side 40. Disse algoritmene blir også implementert i et simuleringsystem, og resul-
tatene foreligger senere i denne oppgaven.
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5.2.2 Betjeningsmekanismen
Betjeningstiden:
I et Call-senter vil betjeningsmekanismen være agentene som betjener kundeanro-
pene. En kø kan ha en eller flere agenter/agentgrupper knyttet til seg. Betjeningen
vil foregå sekvensielt, se figur 5.3. Figuren viser at kundene har en viss ventetid i
kø. Når en agent er ledig blir kunden hentet fra køen og betjent over en viss tid.
Kunden vil forlate systemet etter endt betjening og agenten vil fortløpende bli til-
delt neste kunde, og betjene denne. Tiden fra en betjening starter til den er ferdig
kalles betjeningstiden. Denne tiden kan variere fra agent til agent, og fra kunde til
kunde. En gjennomsnittlig betjeningstid kan beregnes ut i fra observasjoner.
Kunder ankommer køen
Ventetid i kø
Betjeningstid
Kundene forlater køen etter endt betjening
1 2 4
2 3 41
3
Figur 5.3: Kundenes tidsforløp i et Call-senter system.
Lengden på betjeningstiden, antall agenter og ankomstrate har betydning for kun-
denes ventetid i kø. Dersom det er for mange agenter i systemet vil hver av disse
få uforutsette pauser. Dette skjer ved at det ikke er flere kunder som venter på
betjening når agenten er ledig. Agenten må da vente på at nye kunder skal ringe
inn til Call-senteret. Disse pausene vil være lite ønskelige, da agentenes kapasitet
ikke utnyttes fullt ut.
Det er rimelig å anta at kundebetjeningen også er en stokastisk prosess. Den enkel-
te kundens betjeningstid avhenger av ulike faktorer ved kunden såvel som agenten.
Dette er omstendigheter av en sånn art at det er vanskelig å beskrive på en annen
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måte enn ved beskrivelse av en stokastisk prosess.
Når det gjelder fordelinger i et kø-system er det visse typer som opptrer oftere
enn andre. Dette er blant annet fordi disse fordelingene har en naturlig bakgrunn i
fenomener rundt stokastiske ankomster, som for eksempel negativ eksponensial-
fordeling.
5.2.2.1 Et eksempel på ventetid i en kø
Et spesialtilfelle er at ventetiden inntil første hendelse opptrer, k = 1, se lig-
ning 5.1 på side 32, er eksponensialfordelt.
f(t) = te−t (5.2)
 = gjennomsnittlig 120 ankomster pr. time, dvs  = gjennomsnittlig 2 ankomster
pr. minutt. Hvis vi har en  = 180 ekspederinger pr. time, som vil si  = gjennom-
snittlig 3 ekspederinger totalt i systemet per minutt kan vi samle dette i:
 Den gjennomsnittstid i kø-systemet inntil man blir ekspedert er  / ( -
). Med  = 2 ankomster pr. minutt, og  = 3 ekspederinger per minutt, vil
gjennomsnittlig tid i kø-systemet være på 2/3 minutt eller 40 sekunder.
 Det gjennomsnittlige antall kunder som venter på å bli ekspedert er = 2 / 
( - ). Med  = 2 ankomster per minutt, og  = 3 ekspederinger per minutt
vil det gjennomsnittlige antall kunder som venter på å bli ekspedert være 22
/ 3(3-2) = 4/3 = 1,33 kunder.
 representerer betjeningsraten til hele systemet. For å betegene betjeningsraten
per agent brukes , og 1

= betjeningstiden per agent.
Effektivitet er en viktig faktor uavhengig om det er rettferdig behandling av an-
ropskøene eller ikke. Dette kriteriet oppnås ved at systemet utnytter den tilgjen-
gelige kapasiteten fullt ut. Dersom en agent må vente på at systemet skal velge
neste kunde, utnyttes ikke agenten 100% effektivt. Systemet må designes slik at
agenten slipper å vente på neste kunde. På denne måten kan systemet få høyest
mulig effektivitet.
5.3 Opphør
En kunde har som kjent ikke ubegrenset tålmodighet til å vente på at anropet skal
bli betjent av en agent. Dersom systemet opplyser kunden om antall personer som
venter i kø, får kunden en indikasjon på hvor lenge han/hun må vente. Systemet
vil da yte service til kundene, og de vil bli mer fornøyde.
I stedet for å fortelle kunden om nummeret han/hun har i køen, ville nok kun-
den satt pris på å vite den faktiske ventetiden han/hun måtte tilbringe i kø. Antall
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minutter som hver enkelt kunde må vente er vanskelig å estimere. Kundesamtaler
har som regel ulik lengde. Det kan være vanskelig å beregne en riktig gjennom-
snittverdi dersom samtalevarigheten varierer mye fra anrop til anrop.
Hvis kunden får opplyst for lav ventetid, vil vedkommende mest sannsynlig bli
utålmodig når tiden utløpes uten svar fra agenten. Det er da stor sannsynlighet for
at kunden blir misfornøyd og legger på røret, se figur 5.4. Hvis kunden derimot
blir fortalt at ventetiden er lang, vil han/hun antakelig legge på med en gang og
kanskje ringe tilbake en annen dag. Dette er heller ikke ønskelig, da eieren av
systemet taper penger og agentene får mindre å gjøre. Det er viktig å finne et esti-
mat av ventetid i kø som gjenspeiler virkeligheten best mulig. På denne måten vil
kundene ikke legge på med en gang, og heller ikke bli misfornøyde. Gjennom-
snittsverdien for ventetiden er vanskelig å finne ut, da den også kan variere fra
tid på døgnet, hvilken dag eller måned det er. Det er nok på grunn av dette de
fleste bedrifter heller satser på å opplyse kundene om hvilken plass de har i kø-
en, fremfor å gi de en ventetid som kanskje ikke stemmer overens med den reelle
ventetiden i køen.
Call−senter systemet
A
A’
O
Gjentatte anrop
Ringer aldri igjen
A = Tilbudt trafikk
A’ = Avikliet trafikk
O = Opphør
Figur 5.4: Figuren viser sammenhengen mellom tilbudt trafikk, prosessert trafikk
og opphør. Enkelte kunder som velger å legge på røret ringer tilbake. Dette er vist
i figuren i form av gjentatte anrop.
Som nevnt, er ankomstraten, betjeningstiden og antall agenter avgjørende faktorer
for at systemet skal tilfredstille kravene. En annen faktor som også har noe å si for
ankomstraten er antall opphør per tidsenhet. Med opphør menes de kundene som
legger på, og ikke vil vente i kø for å bli ekspedert. Antall opphør vil være avheng-
ig av flere faktorer. Først og fremst kommer selvfølgelig kundens tålmodighet til å
vente i kø. Alle vil ha ulik grense for hva de mener med lang kø og lang ventetid.
Men en kan finne ut en gjennomsnittsverdi av dette, og kvantifisere lang kø og
dens ventetid. Om en kunde legger på eller ikke, er avhengig av antall kunder for-
an han/hun i den køen han blir henvist til, og hvor lang tid hver betjening tar. Hvis
en kunde ringer og får opplyst om lang ventetid, vil det sannsynligvis føre til en av
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tre typer kundeoppførsler. De som er veldig utålmodige vil ikke vente, de legger
på med en gang. Så er det noen kunder som vil vente og se om det virkelig tar så
lang tid som er oppgitt. Dersom dette viser seg å stemme, eller kunden rett og slett
har bedre ting å foreta seg, vil han/hun legge på etterhvert. Den tredje oppførselen
som er typisk, er å vente til en agent er ledig, uavhengig av hvor lang tid det tar.
Når en kunde har ventet over en viss lengde, er det mindre sannsynlig at han/hun
legger på. Opphørsannsynligheten vil avta jo nærmere kunden er betjening av en
agent.
Om en kunde legger på eller ikke vil ikke direkte ha noen betydning for den tota-
le gjennomsnitts-lasten per agent dersom kunden ringer igjen. Det vil si at antall
kunder som opprinnelig ringte Call-senteret ikke vil øke. Opphør kan føre til va-
riasjon i ankomstraten til køen. Problemet med kunder som legger på er gjentatte
anrop. Gjentatte anrop er kunder som legger på og ringer igjen senere. Da vil den
tilbudte trafikken bli enda større, siden noen anrop gjentas flere ganger. En kunne
også tenke seg at det var en endelig grense for hvor lang en kø vil være. Da ville
systemet selv bestemme antall kunder i kø. Men dette vil ikke være fordelaktig da
kunder som ville vært villige til å vente, blir avvist. Det legges derfor opp til at
kunden selv skal bestemme hvor lenge han/hun ønsker å vente i køen.
5.4 Algoritmene
Det finnes flere ulike algoritmer for hvordan en skal kunne velge ut neste kunde
fra multiple køer. I det neste avsnittet presenteres noen mindre kompliserte me-
toder for hvordan disse kan implementeres. Disse metodene blir implementert i
simuleringsprogrammet og danner grunnlaget for denne rapporten. Algoritmene
skal kjøres i et sanntidsystem og må derfor ikke ha komplisert oppbygning slik
at det tar lang tid å få utført oppgaven. Det er naturlig å dele algoritmene i to
hovedklasser, statiske og dynamiske algoritmer. De statiske algoritmene tar ikke
hensyn til systemets tilstand, men velger kunder etter fastsatte regler. Disse utvel-
gelsesalgoritmene blir derfor ikke endret selv om systemet får høyere eller lavere
belastning. De dynamiske algoritmene utfører først en liten analyse av systemet
før neste kunde blir valgt ut. Det blir for eksempel sjekket hvilken kunde som
har ventet lengst eller hvilken kø som er den lengste. Valget av neste kunde er da
avhengig av systemtilstanden.
5.4.1 Statiske algoritmer
5.4.1.1 Round robin
Round robin er en av de eldste, enkleste og mest brukte algoritmene for utvelgelse
av ulike prosesser. I et Call-senter system kan den implementeres ved at hver kø
blir betjent i en syklisk rekkefølge. Det vil si at først tas kunde nummer 1 ut av
kø nummer 1, så kunde nummer 1 fra kø nummer 2. Når det ikke er flere køer
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igjen, begynner en på nytt og henter kunde nummer 2 ut fra kø nummer 1 etc.
Algoritmen tar ikke hensyn til kø-lengden eller ventetid til hver kunde. Den følger
kun en syklisk utvelgelse fra de ulike køene.
5.4.1.2 Round robin vektet
Round robin vektet er et spesialtilfelle av round robin algoritmen. Den fungerer
på lik måte ved at køene blir betjent i en syklisk rekkefølge, men her har en også
mulighet for å sette vekter på de ulike køene. Vekten kan for eksempel brukes til
å gi en kø mulighet for at to kunder blir valgt ut per runde i stedet for kun en.
Dette kan være praktisk om en vet at for eksempel kø 1 har en dobbelt så høy
ankomstrate sammenlignet med kø 2. En vil da kunne sette en høyere vekt på kø
1. I praksis vil det si at kunde 1 & 2 i kø 1 velges før kunde 1 i kø 2. På denne
måten kan en ta hensyn til systemets tilstand. Men denne vekten er statisk, den
endrer seg ikke selv om for eksempel kø 2 fikk høyere ankomstrate enn kø 1 etter
et visst tidspunkt på dagen, ville systemet forsatt kjøre med høyere vekt på kø 1.
Dette er i motsetning til de dynamiske algoritmene.
5.4.1.3 Tilfeldig utvalg
Algoritmen velger en tilfeldig kø. Den er av statisk type, og tar ikke hensyn til
tilstanden i systemet. Uavhengig av økning i ankomstrate, betjeningstid eller antall
agenter blir første kunde i en tilfeldig valgt kø gitt til agenten for betjening.
5.4.2 Dynamiske algoritmer
5.4.2.1 Lengste kø algoritmen
Algoritmen går ut på at den lengste køen av de køene en agent har tilknytning til
velges hele tiden. En må da holde rede på hvor mange kunder det er i hver kø til
enhver tid. Lengden på køene blir sammenlignet, og den første kunden i køen med
flest antall kunder blir valgt.
5.4.2.2 Lengst ventetid algoritmen
Denne algoritmen legger vekt på hvilken kunde i de ulike køene som har ventet
lengst. Hver gang systemet skal velge neste kunde, må det beregnes hvor lenge
første kunde i alle køene har ventet. Kunden som har ventet lengst, vil da bli valgt
ut til betjening. Dette gjentas hver gang en agent er ledig. Det blir ikke tatt hensyn
til lengdene på køene, og alle får til slutt behandling innen rimelighetens grenser.
Dersom køene har ulike ankomstrater, vil denne algoritmen antagelig være bedre
enn den foregående. Metoden fungerer også bra ved relativt lik ankomstrate for
alle køene. Den vil ikke favorisere kundene, men ta hensyn til hver kundes ventetid
i køen, uavhengig hvilken kø de blir plassert i.
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5.4.2.3 Lengst akkumulerte ventetid algoritmen
Algoritmen beregner hvor lenge alle kundene i en kø har ventet til sammen. Den
kunden som er først i den køen som har lengst akkumulert ventetid blir valgt av
agenten. Den samlede ventetiden for hver kø blir beregnet på nytt hver gang en
agent er ledig.
5.4.2.4 Kombinasjon av ulike algoritmer
Algoritmene som er presentert tidligere legger en del begrensninger på systemet.
Det kan derfor være hensiktsmessig å kombinere det positive fra hver av dem, og
sette dette sammen til en metode. Lengste kø algoritmen hadde en ulempe i at den
ikke tok hensyn til hvor lenge kundene faktisk måtte stå i kø. Lengste ventetid
algoritmen tok kun hensyn til ventetiden til kunden, og ikke til kø-lengden. Ved
å kombinere disse to algoritmene kan en få til en metode som tar hensyn til både
kø-lengden og ventetiden. Denne algoritmen kunne ha redusert ventetiden i køen.
Dersom det innføres en maksimaltid en kunde kan akseptere å måtte vente, kan
denne tas hensyn til under utvelgelsen av neste kunde som skal betjenes. System-
et velger ut neste kunde basert på to parametere. Først undersøkes det om første
kunde i en av de ulike køene har ventet over maksimaltiden. Er dette tilfelle, vil
denne kunden bli betjent uavhengig av køens lengde. Dersom det ikke er noen
kunder som har ventet over maksimaltiden, vil neste kunde bli valgt på grunnlag
av hvilken kø som er lengst. På denne måten vil ikke en kunde måtte vente i det
uendelige, en er sikret at alle får betjening av en agent innenfor et visst tidsrom. På
en annen side hindrer algoritmen at køene blir for lange og at kundene får lange
ventetider.
En annen mulighet kunne vært å sette en øvre grense for maksimalt antall ganger
en kø kunne blitt oversett. Ordinært velges den første kunde i den lengste køen
men hvis en kø har overskredet grensen velges første kunden i denne køen. Det
negative med denne metoden er at den ikke tar hensyn til tidsforløpet, men kun tel-
ler antall ganger. Går det lang tid mellom hver gang en kø blir berørt, vil kundene
i køen oppleve lang ventetid. Algoritmen vil da ikke fungere tilfredstillende.
Kapittel 6
Modellering og resultat-evaluering
I dette kapittelet vil handlingsforløpet i et Call-senter bli presentert. Både kunde-
nes og agentenes forløp i systemetvil bli omtalt. Valg av simuleringsmetode, ge-
nerelt om utførelse av simulering og de ulike testene i Call-senter-konfigurasjonen
vil også bli forklart nærmere.
I rapporten skal det undersøkes hvilke algoritmer som er best egnet til å velge
mellom multiple kundekøer i et Call-senter. For å utføre dette, er det lite hensikts-
messig å innføre algoritmene på et reelt system med virkelige kunder. En årsak
er at det er ingen garanti for at implementasjonene vil fungere tilfredstillende ved
første forsøk. En modell av virkeligheten designes, og en kan utføre ulike tester
på denne før implementasjonen settes ut i praksis. På denne måten kan systemet
feile utallige ganger uten at kunder i et virkelig system påvirkes av dette.
En modell forsøker å gjenspeile virkeligheten på best mulig måte. Men virkelig-
heten er kompleks og en må foreta et valg av hva som er viktig for at systemet skal
tilfredstille bedriftens og kundenes krav. Figur 6.1 viser et eksempel på hvordan et
reelt Call-senter kan modelleres. Det er to sentrale aktører i systemet, kunder og
agenter. Kundene ankommer systemet via en ankomstprosess og må vente i kø til
en agent er tilgjengelig. Systemet utfører en utvelgelsesalgoritme, og velger kun-
den som skal betjenes av neste ledige agent. Betjeningen av kunden foregår via
en betjeningsprosess. Etter endt betjening forlater kunden systemet, og agenten
registeres i systemet som ledig.
6.1 Forløpet fremstilt som tilstandsdiagram
Handlingsforløpet i et Call-senter kan fremstilles som et tilstandsdiagram. Hver
av aktørene er i egne tilstander der de ikke interagerer, samtidig som de kobles
sammen i andre tilstander i diagrammet. Tilstandsdiagrammer for kundenes og
agentenes handlingsforløp er modellert i figur 6.2 og 6.3.
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Kundene ankommer køen
kø
Ankomstprosess
Kundene betjenes av
agentene
Kundene forlater
systemet
Kunder hentes ut av køen
Agentgruppe A
Agentgruppe B
Agentgruppe C
kunde til agenten
velger ut neste
Utvelgelses−algoritmer
Betjeningsprosess
Figur 6.1: Figuren representerer en modell av den virkelige verden.
Handlingsforløpet til kundene starter med at de ringer et call-senter for å få be-
tjening av en agent. I figur 6.2 stilles kunden i kø dersom det ikke er en agent
ledig til å betjene anropet. Når en agent blir ledig betjenes kunden og etter endt
betjening forlater kunden systemet.
Agentene kan i hovedsak befinne seg i tre tilstander som vist på figur 6.3. Der-
som det er kunder i kø, vil systemet kjøre en utvelgelses-algoritme som velger en
ventende kunde til den ledige agenten. Etter at kunden er betjent går agenten inn i
“agent ledig”-tilstanden.
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Kunden er betjent ferdig
og forlater systemet
Ingen agenter ledig,
kunden stilles i kø
Agent ledig,
kunden behandles
Kunden ringer et Call−senter 
Figur 6.2: Figuren representerer handlingsforløpet til kundene. Når en kunde A
ringer et Call-senter og det er andre kunder i kø, vil disse bli betjent før A.
å velge en ny kunde til
Systemet utfører en algoritme for 
Kunder i kø:
En agent er ledig
Agenten betjener kunden
Avlogget
Kunden er betjent ferdig
agenten
Figur 6.3: Figuren representerer simuleringsprogrammets handlingsforløp for
agentene.
6.2 Valg av metode
Ulike metoder kan velges for å sammenligne de forskjellige algoritmene som vel-
ger en kunde ut fra en rekke potensielle køer. Eksempel på en slik metode er å
analysere teoretisk materiell. Ved å ta i bruk matematiske bevis kan de spesifik-
ke algoritmenes virkemåte kartlegges. Andre metoder er for eksempel simulering.
Simulering er metoden som er valgt i denne oppgaven. Dette er et verktøy for å
modellere situasjoner som har stor kompleksitet. Kompleksitet gjør at slike mo-
deller i mange sammenhenger ikke kan løses analytisk. Grunnen er at de ulike
enhetene som analyseres er avhengig av hverandre på en kompleks måte der flere
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stokastiske variabler opptrer sammen. Ved simulering kan modellen av systemet
endres og tilpasses kravene. En tar i bruk dataverktøy for å utføre simuleringen.
Eksempel på verktøy er ulike programmeringspråk og programmeringsteknikker.
En kan ikke vente å få eksakte resultater ut av en slik simulering, men ved hjelp av
estimering av inputdata og valg av riktig sannsynlighetsfordeling kan en beregne
hvordan for eksempel et Call-senter fungerer i løpet av en tidsperiode.
Simulatorprogrammet for denne oppgaven er skrevet i Java, og det simulerer hen-
delsesforløpet til et Call-senter i et gitt tidsrom. Valget av programmeringsspråk
grunner i at Java er et utbredt objektorientert språk. Agenter og kunder kan mo-
delleres som egne objekter. En har også tilgang på klasser og metoder skrevet
tidligere, disse kan gjenbrukes i simuleringsprogrammet. Programmet har en ge-
nerell design, der de ulike dataene er bygget på gjennomsnittlige observasjoner av
et typisk Call-senter.
6.3 Generelt om simulering av programmer
6.3.1 Varigheten av en simulering
Varigheten av simuleringen bestemmes av antall observasjoner av de ulike reul-
tatverdiene. For å være sikker på at en har funnet de riktige verdiene må en si-
mulere over relativt lang tid. Det kan også kjøres flere simuleringer med samme
konfigurasjon men med ulike “frø”. Sekvensen av verdier som kommer ut fra pak-
ken java.util.Random som finnes i Java-biblioteket (Sun.com 2002) blir initialisert
med en verdi kalt "frø". Samme frø vil gi samme sekvens av integer, double og
liknende. Disse brukes til å trekke verdier til negativ eksponensialfordeling av an-
komstrate og betjeningstid. På denne måten kan en gjenskape simuleringsverdiene
ved å kjøre samme konfigurasjon med like frø, og dersom en ønsker forskjellige
resultater kjøres konfigurasjonen med ulike frø.
Resultatverdien fra en simulering gir et estimat for den riktige verdien, men en
vet ikke hvor mye denne verdien avviker. Dersom en simulerer gjentatte ganger
med samme verdier, og ulike frø, får en flere slike estimatverdier. Hver konfigu-
rasjon er kjørt med 10 ulike frø, og gjennomsnittsverdien for disse kjøringene blir
utregnet. For å se hvor store ulikheter det er mellom verdiene, blir det beregnet
et konfidensintervall. Det vil si at en finner et intervall der det er en gitt sann-
synlighet for at den riktige resultatverdien ligger. Konfidensintervallet beregnes ut
fra standardavviket til simuleringsresultatet, og spredningen av data i det aktuelle
punktet er derfor avgjørende for størrelsen på intervallet.
Konfidensintervall er et intervall som med (1− )100% sikkerhet inneholder den
sanne parameterverdien. 1- kalles konfidensnivået. Konfidensnivået gir sannsyn-
ligheten for at den riktige verdien ligger innenfor konfidensintervallet. 6.1 gir for-
melen for beregning av konfidensintervall med kjent standardavik. Siden antall
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målepunkter fra simuleringen, n, er er lavere enn 30, kan det bli unøyaktige re-
sulater dersom en bruker en normalfordeling til å beregne konfidensintervallet.
Konfidensintervall beregnes derfor ut fra en student t-fordeling med n− 1 frihets-
grader, (Bhattacharyya og Johnson 1977).
t =
(X − )
s=
p
n
(6.1)
der:
n= antall verdier.
Xi= tilfeldig utvalgte verdier fra en normalfordeling.
X = 1
n
Pn
i=1Xi
s =
qPn
i=1(Xi−X)2
n−1
6.3.2 Statistiske variasjoner i resultatverdier
Resultatverdiene kan variere for samme konfigurasjon av Call-senter-systemet.
Verdiene fra simuleringen plottes i grafer, slik at de lettere kan sammenlignes.
Linjene i grafene er ikke sammenfallende. Grunnen til dette kan være at dataene
er simulert og verdiene kan bli ulike hver gang algoritmen kjøres med ulikt frø, se
6.3.1. På grunn av dette beregnes et 95% konfidensintervall for resultatverdiene.
Figur 6.4 skisserer dette problemet.
Gjennomsnittsverdien i konfidensintervallet er den verdien som tegnes inn i gra-
fene. Det er ikke alltid denne gjennomsnittsverdien stemmer overens med den
korrekte verdien. Enkelte ganger kan den korrekte verdien være i øvre eller nedre
del av konfidensintervallet. Dette er tilfellet for hvert eneste punkt i grafen. Sid-
en gjennomsnittsverdien for konfidensintervallet blir tegnet, kan dette resultere i
svingninger i graflinjen. Det er 5% sannsynlighet for at den korrekte verdien til
det aktuelle punktet ligger utenfor det gitte konfidensintervallet. De ulike graflin-
jene kan krysse hverandre på grunn av disse statistiske variasjonene. Graflinjene
som fremstilles er heller ikke “glattet”. Det vil si at linjen varierer opp og ned og
vil fortone seg noe hakkete. Dette kan føre til enda høyere svingninger i de ulike
graflinjene som tegnes for algoritmene.
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4
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Figur 6.4: Figuren viser hvordan resultatet fra simuleringen kan variere. I Konfi-
densintervall 3 ligger graflinjen i øvre del av intervallet, mens i konfidensintervall
4 ligger linjen i nedre del. Det er 95% sikkert at linjen ligger innenfor konfiden-
sintervallet.
6.4 Resultatverdiene som skal analyseres
Det er i hovedsak to verdier det er interessant å få ut av simuleringen, kundenes
ventetid og agentenes ledigtid. Simuleringsresultatet blir fremstilt i grafer slik at
ulikheter og sammenhengen mellom de ulike algoritmene kommer frem. På denne
måten kan en lettere sammenligne algoritmene, og velge ut den som passer best
til de gitte kriteriene. Resultatverdiene presenteres i kapittel 8 og 9. Resultatene
kan gi svaret på delproblemstillingene, og følgelig også hovedproblemstillingen.
1. Ventetiden til kundene
Hvilken innvirkning får variasjon av antall agenter, ankomstrate og betjen-
ingstid på ventetiden. Gir algoritmene forskjellige ventetider? I så fall hvil-
ken algoritme gir lavest og høyest ventetid? Er kundenes gjennomsnittlig
ventetid ulik i de forskjellige køene? Hvilken inputvariabel har størst inn-
virkning på ventetiden? Dette er eksempler på hva vi kan få ut av en tolkning
av dataene fra simuleringen.
2. Ledigtiden til agentene
Den andre resultatverdien det kan være interessant å se på er ledigtiden til
agentene. Her kan en også se hvordan denne varierer i forhold til de tre inp-
utvariablene. Mulige tolkninger av ledigtiden kan gi svar på spørsmål som:
Hvilken av algoritmene utnytter kapasiteten til agentene best mulig? Hvil-
ken algoritme har dårligst utnyttelse av agentenes kapasitet? Dersom ulike
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agentgrupper betjener forskjellige køer, vil da ledigtiden mellom agentgrup-
pene variere?
6.4.1 Sammenheng mellom verdiene som varieres
De stokastiske verdiene som endres er betjeningsrate, ankomstrate og antall agen-
ter. Variasjon i en av disse variablene vil føre til endring i last per agenent og
følgelig endring i ventetiden til kundene. Gjennomsnittlig last per agent, l(x), kan
utregnes ved hjelp av følgende formel:
l(x) =

n   (6.2)
der:
l(x) = gjennomsnittlig last per agent.
 = gjennomsnittlig ankomstrate.
n = antall agenter.
 = gjennomsnittlig betjeningsrate.
Variablene kan varieres over en viss skala. Når en verdi endres, holdes de to andre
konstante. En vil derfor kunne finne igjen samme verdi for gjennomsnittlig last per
agent i grafene der n,  og  varieres. Eksempel på dette er variasjon av verdier for
ankomstraten. En verdi for  velges og gjennomsnittlig last per agent for den aktu-
elle verdien blir gitt av simuleringsresultatet. Lasten per agent kan også beregnes
ved å for eksempel holde ankomstraten og betjeningstiden fast, mens antall agen-
ter. varierer. En viss agentkonfigurasjon vil tilsvare økningen i ankomstraten. Selv
om ulike verdier endres er forholdet mellom dem gitt av et bestemt utgangspunkt.
Resultatverdiene er like selv om forskjellige inputverdier endres.
6.4.2 De ulike testene
Simuleringen ble gjennomført ved et utvalg av spesifikke tester. Hensikten er å
se på hvordan kundenes ventetid og agentenes ledigtid varierer ved å øke betjen-
ingstiden, ankomstraten og antall agenter. Flere dynamiske og statiske utvelgel-
sesalgoritmer blir analysert. Konfigurasjonen ved testene som ble utført var som
følger:
 Likt og ulikt antall agenter per kø.
 Lik og ulik ankomstrate per kø.
 Lik og ulik betjeningstid per agentgruppe.
Et Call-senter kan konfigureres på mange måter. Utgangspunktet i denne rappor-
ten er simulering av to ulike oppsett av køer og agenter. CASE 1 bestod av en
systemkonfigurasjon med 2 køer der alle agentene betjente begge køene. Den
gjennomsnittlige betjeningstiden var lik for alle agenter, og begge køene hadde
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samme ankomstrate. I CASE 2 ble det simulert med 3 køer og tre agentgrupp-
er. Agentgruppene hadde ulik betjeningstid og ankomstraten til de tre køene var
også forskjellig. Grunnen til at disse to konfigurasjonene er valgt er at de danner
forskjellig utgangspunkt for analyse av algoritmetypene. CASE 1 gir en indika-
sjon på hvordan algoritmene fungerer i et system der ingen agenter eller køer er
differensierte. CASE 2 gir derimot en indikasjon på hvordan systemet vil virke i
en situasjon der agentene betjener forskjellige køer og ankomstraten i køene va-
rierer. Hver kø kan endre ankomstraten uavhengig av de andre køene, og en kan
analysere hvilken innvikning dette får ved de ulike algoritmetypene.
Kapittel 7
Programstruktur
Simuleringsprogrammets struktur, samt de forskjellige utvelgelsesalgotritmene,
vil bli presentert i dette kapittelet. Det vil også bli en kort diskusjon rundt metod-
ene som er valgt som utvelgelsesalgoritmer.
7.1 Generelt
Simulatorkjernen inneholder en kø av hendelser. Eksempel på en slik hendelse er
en agent som betjener en kunde. Hver hendelse har et tidsstempel, og simulator-
en behandler hendelsene etter tur. Hendelsen med lavest tidsstempel velges først.
Tidsstempelet gjenspeiler virkelig tid, men prosessering av hendelsene i simulato-
ren tar null tid. Når en hendelse skal prosesseres, legges den inn i simulatorkøen.
Den vekkes opp av simulatorkjernen når tidsstempelet til hendelsen er lik simula-
tortiden.
Simulatoren bekrevet over kalles en “diskret hendelse simulator”. Kun relevante
hendelser for simuleringen modelleres og kjøres. Desto færre hendelser, jo kortere
tid tar simuleringen.
7.1.1 Testing av implementasjonen
Programmering av en simulator er en omstendelig prosess. Koding av programm-
et har derfor vært en vesentlig del av arbeidet med denne oppgaven. Simulatoren
består av ca 3000 kodelinjer, og det er mulighet for feil i kildekoden. For å re-
dusere antall feil ble simulatoren kjørt mot verdier som gir kjente resultater. Ved
å sammenligne simulatorresultatet med disse verdiene, kan en sjekke om simula-
toren er korrekt implementert. Eksempel på dette er å bemerke seg resultatet når
ventetiden i køen går mot null. Dersom betjeningstiden eller ankomstraten også
går mot null, skal ledigtiden øke. Skjer dette, er det en indikasjon på at simuler-
ingsprogrammet er implementert riktig.
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7.2 Programmets struktur og handlingsforløp
Alle objektene i simulatorkøen implementerer en metode som er definert i en
abstrakt superklasse. Simulatorkjernen, kalt Kernel, kaller denne metoden for å
utføre operasjoner på implementasjonen av det spesifikke objektet. Subklasser av
den abstrakte klassen er for eksempel Agent og Kunde. Simulatorkjernen trenger
ikke å vite hvilken type det aktuelle objektet er. UML diagram over de mest es-
sensielle klassene i simuleringsprogrammet finnes i figur 7.1.
Kernel starter simuleringen, og den har ansvaret for å velge ut blant annet Agent-,
Kunde- og Bufferobjekter ved å kalle metoden act() i disse klassene. De aktuelle
objektene blir på denne måten vekket opp til de satte tidene, slik at de kan utføre
det de skal. Når Kernel kaller act() i et Agent-objekt, vekkes dette objektet. Det-
te impliserer at agenten er klar til å betjene en ny kunde. Systemet vil kjøre en
algoritme som velger ut neste kunde fra køen, og agentobjektet starter å betjene
denne kunden. Etter endt betjeningstid vil agentobjektet bli schedulert på nytt. Ti-
den neste gang denne agenten skal scheduleres blir satt, før betjening av kunden
starter. Se figur 7.2 for visualisering av simuleringsprogrammets handlingsflyt.
Figur 7.1 viser en modell over de viktigste klassene i simuleringsprogrammet.
Application-klassen har et objekt per kø. Objektene har som hovedfunksjon å la-
ge objekter av klassen Customer. Customer-objektene sendes via en peker til et
objekt av List-klassen. Et objekt av klassen List blir laget og customer-objektet
hektes på dette. Kunden stilles da i kø. Application-objektet foretar metodekall og
mottar informasjon angående tiden neste customer-objekt skal opprettes. Tiden
beregnes av en negativ eksponensialfunksjon. Application-objektet sender tiden
neste customer-objekt skal lages på til Kernel-klassen og går så i dvale til Kernel
vekker objektet opp igjen.
Det blir opprettet mange instanser av Customer-klassen. Hvert objekt innehol-
der informasjon om en kunde. Eksempel på slik informasjon er kunde Id og tiden
kunden ble plassert i kø.
Klassen List er selve køen i simuleringsprogrammet. Både kundekøer og agent-
køen blir implementert av denne klassen. En kø er implementert som en peker-
kjede, der hvert objekt har en peker til neste objektet i køen. Hver kø består av
sin egen pekerkjede, og List-objektene kan hekte til seg customer-objekter eller
agent-objekter.
Agent-klassen representerer agentene i simuleringsprogrammet. Hvert objekt av
denne klassen er en agent. Agent-objektene har peker til List-klassen. Denne pe-
keren peker på første objektet i den aktuelle køen. Er denne pekeren = null, finnes
det ingen kunder i køen. Hver agent kan være tilknyttet flere køer.
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Class Application
+customerId: static int = 0
 randomTime: long = 0
+Application(sim:Kernel,n:List)
+act(): void
Class List
+removeFirst(): Customer
+insert(p:Customer): void
+top(): Customer
+remove(p:Customer): customer
Class Customer
+customerId: int = 0
+arrivalTime: long = 0
+Customer(s:Kernel,id:int)
+setArrivalTime(): void
Class Agent
+totwaitingTime: static int = 0
+totServings: static int = 0
+WriteToFile(text:String): void
+setServingQueue(q:List): void
+act(): void
+outPutSelector(): void
+roundRobin(): List
+roundRobinWeigthed(): List
+random(): List
+longestWait(): List
+longestQueue(): List
*
*1
1 1
*
Figur 7.1: UML diagram over de viktigste klassene i simuleringsprogrammet.
Metoden act() fungerer på samme måte for de andre klassene. Objektene blir sche-
dulert til satte tider og Kernel overvåker det hele. På denne måten kan simulatoren
hoppe over tidsintervaller der det ikke er objekter som skal scheduleres. Dette
fører til at en ikke trenger å simulere i sanntid.
KERNEL KUNDE KØ AGENT
Kernel kaller act() i agentobjektet når betjeningstiden er ute.
Agenten er klar for å hente
en kunde fra køen
Systemet gir agenten neste 
kunde
og dette ankommer køen
Nytt kunde−objekt opprettes
slik at Kernel vet når act() i agentobjektet kalles neste gang
Lengden på betjeningstiden bergenes og tiden sendes til Kernel
Figur 7.2: Sekvensdiagram over implementasjonen av simuleringsprogrammet.
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7.3 Implementering av algoritmene
Flere ulike algoritmer kan implementeres til å velge neste kunde fra alternative
køer, se avsnitt 5.4. Systemet kan kjøre avanserte eller mer enkle metoder for å
velge ut neste kunde. Siden et Call-senter er et system som kjører i sanntid, kan
ikke algoritmene bruke for lang tid på å finne denne neste kunden. En kan derfor
se bort fra svært komplekse algoritmer som krever mye prosesseringstid for å
oppfylle kravene. Hvordan utvelgelsesmetodene ble implementert forklares i de
følgende avsnittene. Metodene under vil returnere en null peker dersom det ikke
finnes noen kunder i systemet.
7.3.1 Dynamiske algoritmer
7.3.1.1 “Longest queue” (lq)
I lq-metoden har hver kø har sin egen interne variabel som holder rede på hvor
mange kunder det er i køen til enhver tid. Utfordringen i denne metoden ligger i
at systemet må velge den kunden som er først i den lengste køen. Dette er veldig
enkelt dersom agenten kun har en kø å betjene. Men har agenten multiple køer
knyttet til seg, kreves det at de interne kø-lengdevariabelene sammenlignes. På
grunnlag av sammenligningen kan en finne ut hvilken kø som er den lengste, og
systemet velger da første kunden i denne køen. Algoritmen må kjøres hver gang
en ny kunde skal hentes ut av kundekøene.
Dersom en får to eller flere køer med likt antall kunder, må det foretas et valg.
En veksler da mellom å velge fra køene i en round robin rekkefølge. Hvilken kø
som ble valgt sist, tas vare på i en global variabel. På denne måten blir det rett-
ferdig behandling av kundene. Hvis en hadde ønsket å prioritere en kø fremfor en
annen, kunne en for eksempel valgt å hente kunder fra kø nummer 1 hver gang
køene var like lange. En ville da fått en slags prioritering av køene, og algoritmen
ville ikke lenger vært like rettferdig. Kodesegment 7.1 viser eksempel på imple-
mentering av lengste kø algoritmen med to køer. Dersom det er flere like køer kan
alle disse samles i en struktur, for så å velge den riktige køen ved hjelp av den
globale variabelen og round robin prinsippet.
7.3.1.2 “Longest waitingtime” (lw)
Køen med den lengste ventetiden, er et annet kriterie en kan velge neste kunde ut
i fra. I stedet for å se på totalt antall kunder i kø som den foregående algoritmen,
kan en her velge å kun se på de første kundene i køen. Hver kunde har en intern
ankomstvariabel som settes til den tiden kunden ankommer køen. Ved å ta nåvæ-
rende simuleringstid og trekke fra denne ankomstvariablen, kan en finne kundens
totale ventetid i kø. Ventetider til første kunde i hver av de tilgjengelige køene
sammenlignes, og en finner neste kunde. Kunden med den lengste ventetiden vil
så bli valgt ut og blir betjenet av den ledige agenten. Kodesegment 7.2 viser eks-
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f o r < a l l e koene t i l denne a g e n t e n && d i s s e i k k e e r tomme >
{
i f < denne e r l e n g r e enn den l e n g s t e f u n n e t h i t t i l >
{
l e n g s t e = denne ;
}
e l s e
i f < a n t a l l i denne ko = = a n t a l l i l e n g s t e >
{
l e n g s t e = roundRobin ( l e n g s t e , denne ) ;
}
re turn l e n g s t e ;
}
Kodesegment 7.1: lq-algoritmen.
empel på hvordan denne metoden kan implementeres for to køer. Dersom det er
flere like køer behandles disse som i lq-algoritmen.
f o r < a l l e koene t i l denne a g e n t e n && d i s s e i k k e e r tomme >
{
i f < f o r s t e kundes v e n t e t i d e r l e n g r e enn l e n g s t e V e n t e t i d >
{
l e n g s t e V e n t e t i d = denne kundens v e n t e t i d ;
queue = denne kundens ko ;
}
e l s e
i f < denne kundens v e n t e t i d = = l e n g s t e V e n t e t i d >
{
queue = roundRobin ( queue , denne ) ;
}
re turn queue ;
}
Kodesegment 7.2: lw-algoritmen.
7.3.1.3 “Longest accumulated waitingtime” (la)
Køen med lengste akkumulerte ventetid regnes ut ved å addere alle ventetidene til
kundene per kø. Problemet med å implementere denne metoden ligger i at den in-
dividuelle ventetiden forandrer seg. Dette fordi simulatortiden øker mellom hver
gang utvelgelsesmetoden blir kalt. Det enkleste blir derfor å hente ventetiden til
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kundene i hver kø, og legge sammen disse. På den måten kan en beregne den tota-
le ventetiden per kø hver gang metoden blir kalt. Dette vil føre til en relativt lang
prosesseringstid for denne metoden, noe som er lite ønskelig. Dersom algoritmen
blir utført hver gang en agent skal velge en ny kunde, vil det ta lang tid dersom
systemet består av køer med et høyt antall kunder. Denne tidkrevende utvelgelse-
sprosessen vil da kunne redusere systemets ytelse.
Ved å utnytte at kundesammensetningen i køene ikke alltid har endret seg mel-
lom hver gang la-metoden kjøres, kan en korte ned prosesseringstiden. En global
variabel kan settes dersom køen har endret seg siden sist denne køens akkumuler-
te ventetid ble beregnet. Dersom det ikke har vært noen endring, kan den forrige
akkumulerte ventetiden legges til differansen mellom simulatortiden nå, og simu-
latortiden ved siste utregning multiplisert med antall kunder i køen. Dette fordi
hver kunde har en konstant økning på differansen i simulatortiden. Algoritmen vil
da være raskere enn å beregne akkumulert ventetid hver eneste gang.
Ved å sette det som er beskrevet over inn i matematisk perspektiv, får vi følg-
ende formel for den akkumulerte ventetiden v(t):
v(t) = x+ ((ts − tf)  A)
der:
x = Akkumulert ventetid forrige gang algoritmen kjørte.
A = Antall objekter.
ts = Simulatortiden.
tf = Simulatortiden ved forrige måling.
Dersom en kunde blir tatt ut av køen for å få betjening, må kundens individuelle
ventetid trekkes fra den totale akkumulerte ventetiden. Antall elementer i køen
reduseres da med en. Neste gang metoden blir kalt kan en regne ut den akkumu-
lerte ventetiden som om ingen ting har endret seg. Eksempel på hvordan dette kan
implementeres med to køer vises i kodesegment 7.3. Består systemet av flere køer
med lik akkumulert ventetid, må disse samles i en abstrakt datatype. En kan så
velge neste kunde ut fra denne ved hjelp av round robin prinsippet og en global
variabel som forteller hvilken kø som ble valgt sist.
Problemet oppstår først når nye kunder har entret køen siden sist gang den akkumu-
lerte ventetid algoritmen ble kjørt. Ved å overvåke antall nye elementer lagt til
køen siden forrige beregning, kan en slippe å rekalkulere den totale ventetiden.
Siden vi har en FIFO kø-struktur vil nye kunder alltid legges til bakerst. Dette kan
utnyttes. En beregner først den akkumulerte ventetiden for de kundene som var
del av den opprinnelige kø-sammensetningen som før. En må så finne ventetiden
for de nye kundene ved å summere deres totale ventetid. Til slutt adderes de nye
kundenes ventetid med de opprinnelige kundenes akkumulerte ventetid. Køens to-
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tale akkumulerte ventetid er da beregnet. En må så oppdatere antall kunder i hver
kø slik at køens akkumulerte ventetid kan beregnes neste gang denne metoden
blir kalt. Dette gjelder dersom det ikke har ankommet nye kunder til systemet i
mellomtiden.
f o r < a l l e k o e r t i l denne a g e n t e n >
{
temp = ( t i d − s i m u l a t o r T i d ved f o r r i g e ma l in g ) a n t a l l K u n d e r s i s t ;
nyAkkumuler tTid = a k k u m u l e r t T i d ved f o r r i g e ma l in g + temp ;
i f < kundesammense tn ingen i koen e r e n d r e t >
{
f o r ( i n t i = 0 ; i < a n t a l l nye kunde r ; i ++)
sum + = kunden n r i ‘ s v e n t e t i d ;
a n t a l l K u n d e r + = a n t a l l nye kunde r ;
nyAkkumuler tTid + = sum ;
}
i f < denne koen h a r l e n g r e a k k u m u l e r t v e n t e t i d enn l e n g s t e h i t t i l >
{
l e n g s t e = denne ko ;
}
e l s e
i f < denne koens t i d = = l e n g s t e t i d h i t t i l >
l e n g s t e = roundRobin ( denne , l e n g s t e ) ;
}
re turn l e n g s t e ;
Kodesegment 7.3: la-algoritmen.
Formelen for å beregne den akkumulerte ventetiden v(t)0 med tilskudd av nye
kunder blir da slik:
v(t)0 = v(t) +
AnX
k=1
(ts − Ik)
der:
v(t) = Akkumulert ventetid til kunder allerede i kø.
An = Antall nye kunder i køen.
ts = Simulatortiden.
Ik = Tiden den k’te kunden kom inn i køen på.
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7.3.2 Statiske algoritmer
7.3.2.1 “Round robin” (rr)
Round robin algoritmen er en algoritme som brukes hyppig i alle slags utvelgelses-
situasjoner. Dette er fordi den er enkel å implementere. Denne algoritmen velger
kø etter tur. For eksempel starter algoritmen med å velge første kunde i kø 1, neste
gang metoden kjøres velges kunden ut fra kø 2 etc. Når første kunden i den siste
køen er valgt, blir neste kunde hentet fra kø 1. En global variabel holder rede på
hvilken kø som ble valgt sist. Etter å ha testet hvilken kø som var den foregå-
ende velges den neste køen. Variabelen oppdateres og metoden er klar til neste
utvelgelsesprosess. Kodesegment 7.1 er et eksempel på implementering av denne
algoritmen med to køer. Kodesegmentet kan enkelt utvides til å fungere på et sys-
tem med flere køer.
i f < s i s t e v a l g t e ko = = 1 >
{
i f < ko2 i k k e e r tom >
{
s i s t V a l g t = 2 ;
re turn ko2 ;
}
e l s e
{
re turn ko1 ;
}
}
e l s e
{
i f < ko1 i k k e e r tom>
{
s i s t V a l g t = 1 ;
re turn ko1 ;
}
e l s e
re turn ko2 ;
}
Kodesegment 7.4: rr-algoritmen. Koden returnerer null dersom alle køene er
tomme.
Dersom det ikke er en kunde i den køen som opprinnelig står for tur, må en annen
kø velges. Dette kan skje siden vi har en statisk algoritme som ikke tar hensyn til
kø-situasjonen på det aktuelle tidspunktet. Resultatet av dette kan bli at en kø kan
velges flere ganger etter hverandre, og det vil bryte med round robin prinsippet.
Hvis systemet derimot har så høy belastning at det alltid finnes kunder i køene, vil
round robin algoritmen fungere.
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7.3.2.2 “Round robin weighted” (rrv)
rrv-algoritmen er et spesialtilfelle av rr-algoritmen. Her setter en vekt på køene i
stedet for å velge køene annenhver gang. Vekten mellom to køer kan for eksempel
være fordelt 30% - 70%. Dette vil gi en viss spredning i ventetid-verdiene til kø
1 og kø 2. Denne algoritmen ble implementert ved å ta i bruk en uniform fordel-
ing av verdier mellom 0,0 og 1,0. Dersom verdien som blir beregnet er mindre enn
0,3, velges kunder fra kø 1. Hvis verdien derimot er høyere enn 0,3 vil kundene fra
kø 2 velges. Siden en uniformfordeling gir lik sannsynlighet for alle verdier mel-
lom bunn og topp, vil dette da gi en 30-70% prioritet på køene. Denne algoritmen
kan for eksempel brukes der ankomstratene til en kø er høyere enn en annen kø.
Køen med den høyeste ankomstraten vil da kunne få en høyere prioritet. Kundene
slipper da å få økt ventetid i forhold til køen med lav ankomstrate. Et eksempel
på implementasjon av round robin vektet algoritmen med to køer med 30% - 70%
prioritet ser en i kodesegment 7.5.
double v e k t = s i m u l a t o r . f i n d N e x t ( ) ;
i f ( v e k t < 0 . 3 0 )
{
i f < ko1 i k k e e r tom>
re turn ko1 ;
e l s e
re turn ko2 ;
}
e l s e
{
i f < ko2 i k k e e r tom >
re turn ko2 ;
e l s e
re turn ko1 ;
}
Kodesegment 7.5: rrv-algoritmen. Koden returnerer null dersom alle køene er
tomme.
I oppgaven simuleres det med to og tre køer. Dersom det er to køer i system-
et settes prioriteten på køene som beskrevet i kodesegment 7.5. Har en tre køer,
blir prosentandelen litt annerledes. I simuleringen i CASE 2 er andelen valgt til
henholdsvis 10% - 30% - 60%. Dette for å oppnå en spredning i ventetiden ved
de ulike prioritetene, og får å se hvordan algoritmen fungerer ved lav og høy an-
komstrate. Algoritmen endres ikke mye dersom en innfører tre køer. Dette gjøres
ved å se på verdien som blir returnert fra uniformfordelingen i Java biblioteket,
java.lang.Math.random().
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x < 0,1: velger kø 1, 0,1 <= x > 0,4: velger kø 2 og x >= 0,4 : kø 3 velges.
Dersom køen som velges er tom, vil samme problem som ved round robin kun-
ne oppstå her. Det er lite effektivt om en agent settes i ledig tilstand dersom det
er kunder i en annen kø han/hun kan betjene. Denne metoden er derfor imple-
mentert slik at dersom den opprinnelige køen det skal hentes neste kunde ut av
er tom, velges en annen kø. Ved lav last vil da ikke algoritmen for to køer ha en
ren 30-70% prioritet, men derimot ved høy last vil algoritmen kjøre med oppgitt
prioritetsfordeling på køene.
7.3.2.3 “Random selection” (ran)
“Random selection” algoritmen velger, som navnet tilsier, en tilfeldig kø og be-
tjener første kunde i denne. Algoritmen ble implementert ved å ta i bruk metoden
java.lang.Math.random() som finnes i Java biblioteket (Sun.com 2002). Metoden
returnerer et tilfeldig tall i intervallet [0,1>. For å få returverdien til å gi et mest
mulig tilfeldig valg av kø, kan for eksempel kø 1 bli valgt dersom returverdien
er mindre eller lik 0,5. Dersom verdien er høyere enn 0,5 blir kø 2 valgt. Denne
algoritmen må en da tilpasse til antall køer. Dersom det simuleres med 3 køer kan
en velge verdier som for eksempel:
kø 1 <= 0,33, 0,33 < kø 2 < = 0,66 og kø 3 > 0,66.
Som i de foregående algoritmene skaper tomme køer problemer også her. Denne
algoritmen vil fungere som tilfeldighetsalgoritme dersom det ikke oppstår tomme
køer. Kodesegment 7.6 viser eksempel på hvordan denne algoritmen kan imp-
lementeres med to køer. Det er liten endring i koden ved å innføre flere køer i
systemet.
we ig th = s i m u l a t o r . f i n d N e x t ( ) ;
i f ( weig th < = 0 . 5 )
{
i f < ko1 e r tom >
re turn ko 2 ;
e l s e
re turn ko1 ;
}
e l s e
i f < ko2 e r tom >
re turn ko1 ;
e l s e
re turn ko2 ;
}
Kodesegment 7.6: ran-algoritmen. Dersom alle køene er tomme returneres null.
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7.4 Særtilfeller å ta hensyn til ved implementasjon
av algoritmene
Under følger noen punkter som det er viktig å ta hensyn til når en skal implemen-
tere algoritmene. Alle algoritmene har et spesialtilfelle. Lengste kø algoritmen kan
få tilfellet der alle køene er like lange og alle køene er tomme. Lengste ventetid
og lengste akkumulerte ventetidsalgoritmene kan oppleve at alle kundene har lik
ventetid eller køene er tomme. De statiske algoritmene kan havne i en situasjon
der den køen som ordinært skulle velges er tom. Alle disse spesial-situasjonene
må tas hensyn til.
7.4.1 Alle køene er like lange
Dersom alle køene har lik lengde, er ikke utvelgelseskriteriet entydig for metodene
som tar utgangspunkt i kø-lengde. Det må derfor legges en strategi for hvilken kø
som skal velges dersom denne situasjonen oppstår. Ved hjelp av en global variabel
kan en holde styr på hvilken kø som ble valgt forrige gang køene var like. De like
køene blir valgt i en round robin rekkefølge basert på denne globale variabelen.
7.4.2 Lik ventetid for alle kundene
Hvis første kunde i to eller flere køer har lik ventetid er ikke kravet for utvelgelse
entydig for metodene som tar utgangspunkt i ventetiden til kundene. En må ha en
alternativ måte for å velge agentens neste kunde. Dette vil skje på samme måte
som ved at alle køene er like lange. Kundene med lik ventetid vil bli valgt etter
round robin prinsippet der en global variabel vet hvilken kø som ble valgt sist.
Dersom en skal velge mellom kø 1, 2 og 3, vil da først kø 1 bli valgt. Neste gang
vil kø 2 bli valgt. Til sist har alle de første elementene ulik ventetid, men kø 3 har
den lengste og vil derfor bli foretrukket fremfor kø 1 og 2.
7.4.3 En kø er tom
En tom kø eller et system uten kunder vil ikke ha noen betydning for de dynamiske
algoritmene, da de ser på systemtilstanden og vil velge en annen kø automatisk. De
statiske algoritmene vil derimot kunne møte på tomme køer, selv om en annen kø
har kunder. Dette er fordi disse algoritmene velger ut kø etter et fastlagt mønster.
Hvis den opprinnelige valgte køener tom, må en annen velges. Dersom det er flere
enn to køer, velges erstatningskøen ut etter round robin prinsippet. På denne måten
blir kø-valget mest rettferdig.
7.4.4 Alle køene er tomme
Sannsynligheten for å havne i et tomt system er 1- systemlasten. Når alle køene
er tomme har vi et spesialtilfelle av dersom alle køene er like lange. Køene er like
KAPITTEL 7. PROGRAMSTRUKTUR 62
lange, men de inneholder ikke kunder. I dette tilfelle må agentene bare vente til
neste kunde kommer i køen. Med en gang en ny kunde har ankommet, er en av de
ledige agentene klar til å betjene kunden.
Kapittel 8
CASE 1: To køer og en agentgruppe
Kapittelet inneholder forklaring på hvordan Call-senteret er konfigurert i CASE
1. Resultater fra simulering av CASE 1 blir presentert i dette kapittelet. Resultatet
fremstilles i grafer slik at resultatene lettere kan sammenligenes. Dette er også
grunnen til at resultatene fra de ulike algoritmene blir plottet i samme grafsystem.
8.1 Introduksjon til CASE 1
CASE 1 er simulert med en agentgruppe på 8 som betjener to køer. Agentene har
en gjennomsnittlig betjeningstid på 244 sekunder = ca 4 minutter. Ankomstraten
er lik for begge køene og ligger i gjennomsnitt på 0,018 kunder per sekund. Se
figur 8.1 for skisse av systemet. Selv om ankomstraten er lik, vil køene betjene
ulike kundetyper. Verdiene for betjeningstiden og ankomstraten er hentet fra et re-
elt Call-senter. Antall agenter blir beregnet ved hjelp av formelen i avsnitt 8.2.2 på
side 66. Systemet blir studert under middels til høy last, der ulikheter mellom me-
todene kommer best frem. Verdiene for systemkonfigurasjonene er oppsummert i
tabell 8.1.
Antall agenter Ankomstrate Betjeningstid
8 stk 0,018 per sekund 244 sekunder
Tabell 8.1: Agentoppsettet for CASE 1
63
KAPITTEL 8. CASE 1: TO KØER OG EN AGENTGRUPPE 64
µ =1/244
8 stk
= 0,018


Figur 8.1: Ankomstrate, antall agenter og betjeningstrate CASE 1
8.2 Grafer fra simulering av kundenes ventetid
Kundenes ventetid analyseres ved å variere ankomstraten, betjeningstiden og an-
tall agenter. Resultater for de seks ulike algoritmene plottes i samme grafsystem.
Grafene sammenlignes og resultatene fra simuleringen kan analyseres. I appen-
dix B er algoritmene plottet i egne grafer. Der er også konfidensintervallene til
punktene i grafen tatt med.
8.2.1 Ventetid versus ankomstrate
Ankomstraten, , beskriver gjennomsnittlig antall kunder per tidsenhet. I denne
oppgaven velges ankomstraten til å følge en negativ eksponensialfordeling, se til-
legg A. Valget av fordeling grunner i et høyt antall kundeankomster. Hver kunde
tar en liten del av systemets totale ressurser og kundene bestemmer selv når de ent-
rer køen. Det er større sannsynlighet for lave enn høye verdier for ankomstraten.
Derfor passer negativ eksponensialfordelingen til å modellere en ankomstprosess
(Eventhelix.com 2002).
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Ventetid versus 

Graf 8.1: Alle 6 algoritmene tegnet i en graf for kundenes ventetid versus an-
komstrate.
Graf 8.1 viser kundenes ventetid i kø dersom  varieres. Algoritmene starter med
middels ventetid ved middels ankomstrate. Lave verdier fører ikke til overlast av
systemet, og følgelig mindre relevant for den valgte problemstillingen.
De fleste algoritmene, bortsett fra round robin vektet (kø 1 og 2), har like ver-
dier for ventetiden ettersom  øker. Round robin vektet skiller seg ut siden den
har prioritet på køene. Algoritmen velger kø 1 30 % av tiden, og kø 2 70% av
tiden. Dersom det ikke er kunder i kø 2 velges kø 1 og omvendt. Ved lave verdier
for  vil ventetiden for round robin vektet ligge rundt samme nivå som de andre
algoritmene. Grunnen er at det ikke alltid er kunder i køen som ordinært skulle
velges. Den andre køen blir da valgt i steden for den opprinnelige. Prioriteten på
køene blir ikke lenger 30-70, men nærmere 50-50. Økning av ankomstraten gir
lengre ventetider. Round robin vektet kø 1 får en høyere ventetid enn både kø 2
og de andre algoritmene. Kø 2 får derimot den laveste ventetiden av alle.
8.2.2 Ventetid versus variasjon i antall agenter
Det totale antall agenter i systemet kan varieres på ulike måter. Alle agentene
kan betjene alle køene, eller faste agenter kan betjene enkelte køer. CASE 1 er et
eksempel på et system der alle agentene betjener alle køene. I CASE 2, kapittel 9,
er systemet konfigurert med agentgrupper som hver betjener et ulikt antall køer.
Uansett konfigurasjon vil antall agenter virke inn på kundenes ventetid i kø. Det
må være en balansegang mellom antall agenter og antall kunder som ankommer
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systemet per tidsenhet. Antall agenter i et system med en kø (et M/M/1-system)
regnes ut av en gitt ankomstrate og betjeningstid ved hjelp av formelen:
Gjennomsnittlig ventetid =

( − )
Her vil  = Ankomstraten og  = Antall ekspederinger pr tidsenhet totalt i syste-
met. Se side 38 for mer utfyllende forklaring.
Ved å ta utgangspunkt i et M/M/1-system kan en estimere antall agenter i et kø-
system med flere køer, et M/M/n system.  betegner betjeningsraten til hele syste-
met, mens  representerer betjeningsraten per agent. Et estimat for  kan beregnes
som følger:
 = betjeningsrate for agentene =
antall agenter
gjennnomsnittlig betjeningstid
Dersom en her kjenner gjennomsnittlig ventetid kan en løse uttrykket for , og
dermed finne et uttrykk for antall agenter totalt i systemet.
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Graf 8.2: Alle 6 algoritmene tegnet i en graf for kundenes ventetid versus last per
agent
Graf 8.2 viser kundenes ventetid ved variasjon i last per agent. Lasten per agent
beregnes ut i fra følgende uttrykk :
last per agent =
ankomstrate  betjeningstid
antall agenter
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Lav last oppstår når ankomstraten er lav, ved svært kort betjeningstid eller når an-
tall agenter i systemet er høyt. Ved maksimal last for en agent, vil det alltid være
kunder i systemet som skal betjenes av denne agenten.
Verdier for agentlasten ligger mellom 0 og 1, der 1 representerer maksimal last.
Grafen er plottet fra litt under middels last til maksimal last per agent. Round ro-
bin vektet algoritmen skiller seg fra de andre algoritmene. Dette har sammenheng
med prioriteten på køene, slik som beskrevet i foregående avsnitt. Ventetiden i
køene stiger ettersom lasten per agent øker. Ved høy last vil alle agentene være
opptatte til enhver tid, kundene må derfor vente. Hvis antall agenter i systemet
økes, vil agentlasten bli lavere. Hver kunde opplever da en lavere ventetid fordi
hver agent får redusert arbeidsmengde, selv om den totale arbeidsmengden ikke
endres.
8.2.3 Ventetid versus betjeningstid
Betjeningstiden indikerer lengden på gjennomsnittstiden en agent betjener en kun-
de. Betjeningstiden blir trukket ut fra en negativ eksponensialfordeling, se tillegg
A.
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Figur 8.2: Grafen representerer betjeningstid pr tidsintervall. Tidsintervallet er
delt opp i halvtimer.
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Figur 8.2 viser et eksempel på betjeningstider samlet fra et reelt Call-senter med en
agentgruppe. Gjennomsnittlig betjeningstid per kunde blir beregnet ut på grunnlag
av data fra ulike observasjoner. Gjennomsnittlig betjeningstid brukes til å generere
passende verdier for betjeningstiden under simuleringen av et Call-senter system.
Verdier for betjeningstiden kan da trekkes ut fra negativ eksponensialfordeling
rundt gjennomsnittsverdien.
Ventetid versus betjeningstid
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Graf 8.3: Alle 6 algoritmene tegnet i en graf for ventetid versus betjeningstid.
Graf 8.3 viser økning i ventetiden når betjeningstiden øker. I grafen skiller round
robin vektet algoritmen seg ut fra de andre algoritmene. De andre algoritmene føl-
ger relativt samme verdier for ventetiden når betjeningstiden varieres. Dette fordi
foholdet mellom ankomstrate, antall agenter og betjeningstid er likt, uavhengig av
hvilken av disse tre variablene en varierer.
8.3 Fordeling av ventetid ved de ulike algoritmene
Graf 8.4 og 8.5 representerer fordeling av kundenes ventetid ved middels og høy
last per agent. Algoritmene er plottet sammen i en graf for lettere kunne tolke
likheter og ulikheter. Målet er å få så lav ventetid som mulig og en høyere tett-
het av kunder nær minimal ventetid. Ved å sammenlige ventetidene kan en få en
indikasjon på hvilken algoritme som gir lavest ventetid i kø ved høy og middels
last.
8.3.1 Kundenes ventetid ved relativ høy last per agent
Maksimal last en agent kan ha er 1. I simuleringen ligger høy last på rundt 0,95.
Fordelingene i graf 8.4 forteller hvordan ventetiden blant kundene fordeler seg
ved stor agentlast.
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Fordeling av ventetid ved stor last
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Graf 8.4: Fordeling av ventetider ved høy last per agent. Grafen viser prosentan-
delen av totalt antall kunder per tidsintervall.
Round robin vektet kø 2 skiller seg klart ut fra de andre algoritmene ved stor last.
Det er høyere konsentrasjon av kunder rundt minimal ventetid enn ved de øvrige
algoritmene. Tettheten avtar ettersom ventetiden øker. Kø 2 har også lavere mak-
simal ventetid, den ligger ned mot 720 sekunder (ca 12 min). For round robin
vektet kø 1 er det kunder som risikerer å vente hele 1150 sekunder (ca 20 min).
Det skiller hele 8 minutter mellom maksimal ventetid i kø 1 og 2 ved round robin
vektet algoritmen.
Ser en bort fra round robin vektet algoritmen er det et lite skille mellom de statiske
og dynamiske algoritmetypene. De dynamiske algoritmene har litt lavere maksi-
mal ventetid enn de statiske. De dynamiske ligger rundt 800 sekunder (13 min),
mens de statiske har verdier rundt 950 sekunder (16 min).
8.3.2 Kundenes ventetid ved middels last per agent
Graf 8.5 viser fordeling av kundenes ventetid ved middels last. Lasten ligger her
på ca 0,4 per agent.
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Fordeling av ventetid ved middels last
Graf 8.5: Fordeling av ventetider ved middels last per agent. Grafen viser pro-
sentandelen av totalt antall kunder per tidsintervall. Linjene er ikke “glattet”.
Ved middels last per agent vil ventetiden fordele seg relativt likt for de aktuelle
algoritmene. Ventetidene ligger mellom 0 og 290 sekunder.
Algoritmen som skiller seg ut fra de øvrige metodene er round robin vektet. Punk-
tene som følger oppsummerer differansen:
 Round robin vektet kø 2 har høyere konsentrasjon av kunder rundt 10 se-
kunder enn de andre algoritmene.
 Kø 2 (rrv) er også den som gir lavest maksimal ventetid av de studerte me-
todene.
Kø 2 i rrv-algoritmen har høyere prioritet enn kø 1. Kundene i kø 2 vi derfor få
raskere betjening, og dette er grunnen til at rrv kø 2 skiller seg ut fra de resterende
algoritmene.
Av de øvrige algoritmene har random algoritmen høyest konsentrasjon av kun-
der med 10 sekunders ventetid, mens metoden for lengste ventetid har lavest kon-
sentrasjon i dette punktet. Ser en bort fra round robin vektet kø 2, har de andre
algoritmene nesten like maksimale ventetider. Det skiller rundt 50 sekunder fra
den laveste maksimaltiden til den høyeste.
KAPITTEL 8. CASE 1: TO KØER OG EN AGENTGRUPPE 71
8.4 Drøfting av ventetidsfordelingen
For å skille kundenes ventetider mellom de ulike algoritmene må en se på flere
faktorer. Maksimal ventetid ved høy og middels last per agent er en faktor. Andre
faktorer kan være gjennomsnittlig ventetid eller hvordan prosentandelen av antall
kunder fordeler seg utover x-aksen. I følgende avsnitt diskuteres maksimal og
gjennomsnittlig ventetid.
8.4.1 Maksimal ventetid
Tabell 8.2 viser en oppsummering av maksimalventetider ved høy og middels last
for de ulike algoritmene. Round robin vektet kø 2 kommer best ut ved relativ høy
last per agent. Dette er naturlig siden den har en prioritet på hele 70%. Round
robin vektet kø 1 har 30% prioritet og kommer derfor dårligst ut. Kø 1 har en
maksimal ventetid på 1150 sekunder noe som er hele 170 sekunder lengre enn
nest lengste maksimal ventetiden. Dersom en ikke kan velge å “ofre” en av køene,
vil round robin vektet være et dårlig valg i dette tilfellet. Har derimot en kø for
eksempel høyere ankomstrate enn en annen kø, kan en velge å la denne køen få
høyere prioritet. Round robin vektet vil da fungere fint. Valg av vekting på køene
må da tilpasses i henhold til forholdet mellom ankomstratene.
Alternativt til tabell 8.2 kan en isteden for å se på de absolutt høyeste verdie-
ne, velge en percentil. Tabell 8.3 presenterer verdiene for maksimal ventetid med
95-percentil. Det vil si at 5% av kundene har høyere ventetid enn verdien i tabell-
en.
Algoritme Høy last Middels last Prosent
Lengste kø 780 s 280 s 179 %
Lengste ventetid 800 s 260 s 208 %
Lengste akk. ventetid 820 s 270 s 204 %
Round robin 950 s 290 s 228 %
Tilfeldig utvalg 980 s 260 s 277 %
Round robin vektet kø 1 1150 s 280 s 311 %
Round robin vektet kø 2 720 s 230 s 213 %
Tabell 8.2: Oppsummering av ventetidsfordelingen ved de ulike algoritmene. Ver-
diene viser maksimal ventetid for høy og middels last. Forskjellen mellom venteti-
dene ved høy og middels last er beregnet i prosent.
Ved å bruke en percentil får man et mer robust mål for ventetidsfordelingen. Ana-
lyser med utgangspunkt i absolutte maksimalverdier fører til at enkelt-kunders
ventetid får stor innvirkning på resultatet. Dersom en kunde venter 400 sekunder,
mens de resterende kundene venter 50 sekunder, blir denne ene kunden svært syn-
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lig om en velger å analysere algoritmene etter maksimal ventetid. Tolkningen av
verdier fra fordelingene blir derfor basert på tabell 8.3.
Algoritme Høy last Middels last Prosent
Lengste kø 651 s 171 s 281 %
Lengste ventetid 678 s 181 s 275 %
Lengste akk. ventetid 664 s 166 s 300 %
Round robin 693 s 180 s 285 %
Tilfeldig utvalg 693 s 171 s 305 %
Round robin vektet kø 1 899 s 197 s 356 %
Round robin vektet kø 2 434 s 150 s 189 %
Tabell 8.3: Alternativ til tabell 8.2. Verdiene er beregnet med 95-percentil. Verdi-
ene viser maksimal ventetid for høy og middels last. Forskjellene mellom venteti-
dene ved høy og middels last er beregnet i prosent.
Ser en bort fra round robin vektet ligger algoritmene på en ventetid mellom 651
og 693 sekunder for høy last. De dynamiske algoritmene gir noe lavere ventetid
enn de statiske. Lengste kø algoritmen gir lavest ventetid men det skiller bare 10
til 20 sekunder til de andre dynamiske algoritmene. Dette er så lite at en kan anta
at disse algoritmene er likestilte.
Dersom systemet gir middels last per agent vil det også være et skille mellom
round robin vektet kø 1 og 2. Ved middels last ligger dette på 47 sekunder, noe
som er mye mer jevnt enn ved høy last. Da var det hele 465 sekunder som skilte
de to køene. Ved middels last vil køene bli tomme og prioriteten på køene jevnes
mer ut. Dersom kø 2 er tom vil kø 1 bli betjent og omvendt. Ved høy last vil ikke
køene gå tomme og algoritmen vil ha den satte prioriteten. Kø 1 vil da ha lengre
ventetid enn kø 2.
Middels last per agent gir relativt like verdier for de øvrige algoritmene. Det skil-
ler bare 15 sekunder mellom laveste og høyeste ventetid. Lengste akkumulerte
ventetid algoritmen gir lavest ventetid ved middels last per agent.
8.4.2 Gjennomsnittlig ventetid
Tabell 8.4 viser gjennomsnittlig ventetid i kø for de ulike algoritmene ved to ulike
påtrykk. Det skilles mellom høy last per agent som ligger rundt 0,95 og middels
last som har verdier under 0,4. Ønsker en å ikke se på enkelt-tilfeller er gjennom-
snittlig ventetid en bedre analysemetode enn tolking av maksimal ventetid.
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Algoritme Høy last Middels last Prosent
Lengste kø 199 s 58 s 246 %
Lengste ventetid 216 s 63 s 243 %
Lengste akk. ventetid 210 s 59 s 256%
Round robin 211 s 60 s 252 %
Tilfeldig utvalg 208 s 58 s 259 %
Round robin vektet kø 1 142 s 62 s 129 %
Round robin vektet kø 2 258 s 50 s 416 %
Tabell 8.4: Oppsummering av gjennomsnittlig ventetid ved høy og middels last
for de ulike algoritmene. Økningen fra middels til høy last er beregnet i prosent.
Tabell 8.4 viser at kø 2 til round robin vektet algoritmen har lavere ventetidsver-
dier. Ved høy last per agent har denne køen kun 143 sekunder i gjennomsnittlig
ventetid. Denne køen har også lavest gjennomsnittlig ventetid ved middels last.
Kø 1 i round robin vektet algoritmen har høyest ventetid. Den har en gjennom-
snittlig ventetid på 258 sekunder ved høy last og 63 sekunder ved middels last.
Av de øvrige algoritmene er gjennomsnittstidene til lengste kø algoritmene litt la-
vere enn snitt-tidene til lengste ventetidsalgoritmen. Round robin, lengste akkumu-
lerte ventetid og tilfeldigutvalg-algoritmen ligger rundt like gjennomsnittsverdier
ved både høy og middels last per agent. Antall agenter, ankomstrate og betjenings-
tid er likt for alle algoritmene i CASE 1. Det simuleres med to like køer og det vil
derfor medføre at algoritmene gir relativt like ventetider. I CASE 2 er det simu-
lert med ulik ankomstrate, betjeningstid og antall agenter per kø. Neste kapittel
beskriver hvordan ventetiden fordeler seg i det tilfellet.
8.5 Ledigtid for agentene
Når agentene logger seg på systemet blir de stilt i kø. Dersom kunder ankommer,
hentes agentene ut av denne køen for å betjene disse. Etter endt betjening, stilles
agenten på ny i kø dersom det ikke er kunder som skal betjenes. Tiden agent-
en oppholder seg i køen blir da agentens ledigtid. Denne tiden analyseres ved å
variere ankomstraten, betjeningstiden og antall agenter. I følgende avsnitt plottes
resultatverdier av ledigtiden for de seks ulike algoritmene i samme grafsystem. I
appendix B er ledigtiden for hver algoritme plottet med konfidensintervall.
8.5.1 Ledigtid for agenter versus ankomstrate
Graf 8.6 viser agentenes ledigtid dersom ankomstraten varieres. Som ventet gir
lave verdier for ankomstraten høy ledigtid, og høy ankomstrate gir lave ledigtid-
er. Høye verdier for ankomstraten gir hyppige kundeankomster, og agentene vil
følgelig tilbringe mindre tid i ledig-køen. Alle algoritmene har lik fordeling av
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Graf 8.6: Alle seks algoritmene tegnet i en graf for agentenes ledigtid versus
ankomstrate .
ledigtid siden ankomstraten varierer med like verdier for alle algoritmene. Betjen-
ingstiden og antall agenter holdes konstant for alle algoritmene, og dette fører til
at ledigtiden gir like verdier uavhengig av algoritmetypen.
8.5.2 Ledigtid for agentene versus last per agent
Ledigtid versus last per agent
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Graf 8.7: Alle seks algoritmene tegnet i en graf for agentenes ledigtid versus last
per agent.
I grafen 8.7 er agentenes ledigtid plottet opp mot last per agent. En naturlig ned-
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gang i ledigtiden følger av økning av lasten per agent. Dersom antall agenter i
systemet øker blir det færre kunder å betjene per agent. Grafen viser at alle algo-
ritmene følger samme linje, slik beskrevet ved foregående graf. Det er altså ingen
variasjon i agentenes ledigtid mellom de ulike algoritmene.
8.5.3 Ledigtid for agentene versus betjeningstid
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Graf 8.8: Alle seks algoritmene tegnet i en graf for ledigtid versus betjeningstid.
Graf 8.8 viser agentenes ledigtid ved variasjon i betjeningstiden. Betjeningstiden
varierer i et spekter fra 50 sekunder til 400 sekunder. I dette intervallet er det ikke
like stor nedgang i ledigtiden for agentene som ved for eksempel graf 8.7. Inter-
vallet for betjeningstiden spenner ikke over et så vidt spekter som for eksempel
resultatverdiene ved variasjon i last per agent. Dersom dette var ønskelig måtte
en simulert med lavere verdier enn 50 sekunder. Verdier lavere enn 50 sekunder
betjeningstid oppstår sjelden, siden en gjennomsnittlig betjeningstid ligger på ca
4 minutter, se figur 8.2 på side 67 for typiske betjeningstidverdier i et reelt Call-
senter.
Kapittel 9
Case 2: Tre køer og tre agentgrupper
Dette kapittelet presenterer oppsettet i CASE 2. Resultatverdiene fra simuleringen
blir fremstilt i grafer for å lettere kunne sammenlignes. Analyser og drøfting blir
utført på resultatet fra de ulike testene.
9.1 Introduksjon til CASE 2
CASE 2 består av tre agentgrupper som betjener ulike sammensetninger av køene.
 Agentgruppe 1 betjener kun kø nr 1.
 Agentgruppe 2 betjener kø nr 1 og kø nr 2.
 Agentgruppe 3 betjener alle køene, altså kø 1, 2 og 3.
Det er tatt utgangspunkt i et visst antall agenter fra hver gruppe. De ulike agent-
gruppene har forskjellig gjennomsnittlig betjeningstid. Tabell 9.1 og 9.2 viser
oppsettet for simuleringen i CASE 2. Simuleringen i dette caset består kun av
variasjon i ankomstraten. Verdiene oppgitt i tabellene er hentet fra observasjon
av et reelt Call-senter. Dette systemet var konfigurert med tre agentgrupper som
fordelte tre ulike køer mellom seg slik som beskrevet over. Systemytelsen er stu-
dert under middels til høy last. Tabell 9.1 viser betjeningstid og antall agenter per
agentgruppe.
Agentgruppe Antall Betjeningstid
1 6 stk 318 sekunder
2 6 stk 250 sekunder
3 16 stk 218 sekunder
Tabell 9.1: Antall agenter i hver agentgruppe og deres gjennomsnittlige betjen-
ingstid i CASE 2.
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Agentgruppe 1
       6 stk
Agentgruppe 2
       6 stk
Agentgruppe 3
       16 stk
3
2
1
µ = 1/218 sek
µ = 1/250 sek
µ = 1/318 sek



Figur 9.1: Figuren viser ankomstrate, antall agenter og betjeningsrate for CASE
2.
Kø nummer Ankomstrate
1 0,228 per sekund
2 0,251 per sekund
3 0,096 per sekund
Tabell 9.2: Ankomstratene i simuleringsoppsettet for CASE 2.
Kø 1 Kø 2 Kø 3
10% 30% 60%
Tabell 9.3: Prioritering på køene ved round robin vektet algoritmen.
Grunnen til at agentgruppene deler ansvarsområde, er at i et reelt Call-senter vil
det ofte være slik at ulike agenter behandler ulike henvedelser. Et eksempel på
dette vil være når en skal bestille flybilletter. Når en kunde ringer inn vil han/hun
kunne få tre valg: innenlands ruter, utenlands ruter og VIP-kunder. Hvert valg vil
føre kunden til en spesiell kø. Alle agentene er ikke ekspert i å betjene alle kun-
degruppene, og derfor deles ansvarsområdet. Det er sannsynlig at de ulike kunde-
gruppene gir hver kø ulik betjeningsrate, og den gjennomsnittlige betjeningstiden
vil også variere fra agentgruppe til agentgruppe.
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9.2 Analyse av ventetiden
9.2.1 Drøfting av variasjon i en og en ankomstrate
Ved å analysere grafene plottet ut fra endringene i ankomstrate, (lambda), for en
og en kø, kan en se ulikheter mellom statiske og dynamiske algoritmer. Både  til
kø 1 (lam_1),  til kø 2 (lam_2) og  til kø 3 (lam_3) varieres. Under følger opp-
summering av grafene og drøfting av resultatet for de ulike variantene. Grafene er
presentert i avsnitt 9.2.2 på side 81.
9.2.1.1 Variasjon av lam_1
Graf 9.1 til 9.6 (øverste plott) viser hvordan ventetiden varieres når en og en an-
komstrate økes. I den øverste grafen varieres ankomstraten til kø 1. Denne køen
betjenes av alle agentgruppene. En økning i lam_1 gir høyere ventetider for al-
le køene. Hvordan variasjonen i lam_1 påvirker de andre køene er oppsummert i
tabell 9.4.
Kø 1 Kø 2 Kø 3
Algoritme s % s % s %
Lengste kø 31 173 55 325 110 156
Lengste ventetid 48 226 45 269 42 85
Lengste akk. ventetid 37 165 49 306 64 118
Round robin 56 739 37 155 78 54
Round robin vektet 80 372 10 72 21 20
Tilfeldig utvalg 46 661 33 174 88 46
Tabell 9.4: Tabell over økning i ventetid ved variasjon av lam_1 i for ulike køene
ved de forskjellige algoritmene. Økningen er presentert i sekunder (s) og prosent
(%). Lam_1 øker fra 0,228 til 0,378 kunder per sekund. Tabellen viser at de dy-
namiske algoritmene gir lavest ventetid for kø 1, mens de statiske algoritmene gir
best resultat for kø 2 og 3.
Algoritmen lengste ventetid gir lavest ventetid totalt sett, med gjennomsnittlig øk-
ning i ventetiden på ca 45 sekunder per kø. Denne algoritmen gir en jevn fordeling
av økning i ventetiden, og lavere økning i ventetiden enn de fleste algoritmene. Al-
goritmen for lengste akkumulerte ventetid følger tett etter med en snitt tid på 50
sekunders ventetid per kø. Metoden har litt større spredning i verdiene. Resultat-
verdiene til kø 1 er lavere enn lengste ventetidsalgoritmen, mens kø 2 og 3 har
høyere ventetider enn i lengste ventetidsmetoden.
Dersom lengste kø algoritmen sammenlignes med lengste ventetidsalgoritmen,
ser en tydelig ulikheter. Ventetidsalgoritmen klarer å holde økningen av ventetid-
en nede på ca 42 sekunder for kø 3, mens i lengste kø algoritmen øker ventetiden
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med 110 sekunder. Dette er et eksempel på at det er viktig å ta hensyn til algorit-
metypen dersom en av ankomstratene øker, og de andre ankomstratene er relativt
konstante.
Når det gjelder de statiske algoritmene kunne en kanskje forventet at de kun gav
økning i ventetiden for kø 1, siden det kun er lam_1 som varieres. Grunnen til
at de andre køene også har en økning, er måten algoritmene er implementert på.
Dersom køen som blir valgt av algoritmen er tom, velges en av de andre. Det blir
derfor en økning i ventetiden i kø 2 og 3 når ankomstraten i kø 1 varieres. Dette
er fordi kø 1 sjeldnere bli tom. Dersom det alltid er kunder i kø 1 blir ikke kø 2 og
3 valgt utenom de fastlagte mønstrene.
Oppsummert kan en si at en økning i lam_1 fører til utslag i ventetiden for de
øvrige køene. Ventetiden kunne vært enda lenger, men siden agentgruppe 1 betje-
ner kø 1, og de andre agentgruppene kan ta seg mer av kø 2 og 3. Kø 3 har de
største svingningene i ventetid mellom de ulike algoritmene når lam_1 varieres.
Kundenes ventetid for kø 3 varierer mellom 21 til 110 sekunder økning. Agent-
gruppe 3 er alene om å betjene kø 3, men denne gruppen betjener også kø 1 og 2.
Når ankomstraten til kø 1, øker vil køen inneholde flere kunder enn ved lav lam_1.
Kundene i kø 3 har en lav lam_3 (0,096) og må vente siden den har et lavere antall
kunder enn kø 1. Det tar tid før lengden til kø 3 er lengre enn både kø 1 og 2. Kø
2 har lam_2 = 0,251, noe som er høyere enn kø 3. Kø 2 vil raskere få en lang kø
og kundene får lavere ventetid enn kundene i kø 3.
9.2.1.2 Variasjon av lam_2
Graf 9.1 til 9.6 (midterste plott) viser hvordan ankomstraten i kø 2 affekterer ven-
tetiden i de andre køene. Lam_2 gir lengre ventetider i alle køene. Som i fore-
gående avsnitt, er det kø 3 som får høyest økning i ventetiden. Tabell 9.4 viser
økningen i ventetiden ved variasjon av lam_2.
Kø 1 Kø 2 Kø 3
Algoritme s % s % s %
Lengste kø 56 310 36 213 133 189
Lengste ventetid 56 254 65 356 54 105
Lengste akk. ventetid 60 262 49 306 83 152
Round robin 2 21 89 370 98 60
Round robin vektet 19 91 88 617 65 63
Tilfeldig utvalg 2 31 83 436 146 76
Tabell 9.5: Tabell over økning i ventetid ved variasjon av lam_2 for de ulike køene
ved de forskjellige algoritmene. Stigningen i ventetid er presentert som sekunder
(s) og prosent (%). Lam_2 øker fra 0,251 til 0,401 kunder per sekund.
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Ved å variere lam_2 øker ventetiden i kø 2 med mellom 36 og 89 sekunder. Vente-
tidene for kø 1 øker kun med 2 sekunder for de statiske algoritmene. Dette er fordi
de statiske algoritmene ikke tar hensyn til kø-lengde. Når lam_2 øker vil antall
kunder i køen øke. Det vil være sjeldnere at kø 2 er tom, og følgelig blir ikke kø 1
og 3 valgt dersom kø 2 var den opprinnelige køen. Det vil gi et utslag i økt ventetid
for kunder i de øvrige køene. Siden kø 1 har en egen agentgruppe som betjener
den, vil ikke økningen bli så betydelig. Agentgruppe 1 klarer å holde ventetiden
nede i kø 1 ved hjelp av den fast tildelte andelen av agentgruppe 2 og agentgruppe
3. Round robin vektet gir en liten økning på ca 20 sekunder i kø 1. Dette fordi kø
1 har kun 30% prioritet blant agentgruppe 2 og 10% blant agentgruppe 3. Kø 1 får
derfor sjeldnere betjening av andre agentgrupper enn agentgruppe 1, og dette gir
en liten økning i ventetiden.
Kø 3 blir derimot berørt av variasjonen i lam_2. Agentgruppe 3 er den eneste
som betjener kø 3, men denne gruppen betjener også kø 1 og kø 2. Ved økning
i lam_2 fører det til at kø 2 sjelden er tom, og følgelig får ikke de øvrige køene
mulighet til å bli valgt ved tom kø. Antall kunder i kø 1 vil stige som resultat av
økning av lam_2. Kunder i kø 3 har fått betjening enkelte ganger dersom en kø
var tom, og alltid dersom begge køene er tomme. Når både kø 1 og 2 har kunder,
vil kø 3 kun få den betjeningen som er fastlagt i algoritmen. For eksempel 1/3
av agentgruppe 3 ved round robin algoritmen. Dette medfører at kundene i kø 3
opplever mer økning i ventetid enn kundene i kø 1 og 2.
De dynamiske algoritmene oppfører seg som ved økning av lam_1. Siden disse
algoritmene tar hensyn til situasjonen og velger lengste kø eller lengste ventetid
vil disse klare å kompansere økningen i kø 2 bedre. Ventetiden i kø 1 blir lengre
enn ved statiske algoritmer, men kø 2 og 3 får kortere ventetid. Lengden på vente-
tiden blir da litt mer rettferdig fordelt blant kundene i de forskjellige køene. Hvis
rettferdighet mellom de ulike køene vektlegges, vil dynamiske algoritmer være en
god løsning.
9.2.1.3 Variasjon av lam_3
Graf 9.1 til 9.6 (nederste plott) viser hvordan ankomstraten i kø 3 virker inn på
ventetiden på de øvrige køene. Variasjon i lam_3 resulterer i økning i ventetid-
en for kø 3, men har liten innvirkning på de øvrige køene. Hvor mye kundenes
ventetid øker er algoritme-avhengig, se tabell 9.6.
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Kø 1 Kø 2 Kø 3
Algoritme s % s % s %
Lengste kø 15 84 14 83 359 509
Lengste ventetid 14 71 15 91 360 734
Lengste akk. ventetid 14 62 13 80 352 609
Round robin 1 13 2 8 425 291
Round robin vektet 5 22 3 22 420 402
Tilfeldig utvalg 1 7 3 14 410 214
Tabell 9.6: Tabell over økning i ventetid ved variasjon av lam_3 for de ulike køene
ved de forskjellige algoritmene. Økningen i ventetid er presentert i sekunder (s)
og prosent (%). Lam_3 varierer fra 0,096 til 0,246 kunder per sekund.
Kø 1 og 2 har en liten økning av ventetid når lam_3 varieres. Økningen grunner i
at dersom kø 3 er tom, velges kø 1 og kø 2 annen hver gang. Kø 3 har forholdsvis
lav ventetid ved lav ankomstrate. Når lam_3 økes får den verdier som tilsvarer an-
komstratene i kø 1 og 2. Agentgruppe 3 må da betjene en større andel av kundene
fra kø 3. Kø 3 vil sjelden være tom og ventetiden i kø 1 og 2 øker. Agentgruppe
1 og 2 blir ikke berørt av høyere ankomstrate i kø 3. De vil fortsette å betjene kø
1 og 2 på vanlig måte. Dette er grunnen til at ikke ventetiden øker så mye i de
øvrige køene.
Statiske algoritmer gir lave ventetider for kø 1 og 2. Dette er fordi det fastlagte
mønsteret for hvordan køene skal prioriteres følges selv om ankomstraten øker.
Både kø 1 og 2 får like stor andel av agentenes betjeningstid, med unntak av at de
ikke blir valgt fordi kø 3 ikke blir tom.
De dynamiske algoritmene gir kortere ventetid for kø 3 enn de statiske algorit-
mene, med litt høyere ventetider for kø 1 og 2. Dette grunner i at de dynamiske
algoritmene tar hensyn til kø-lengde og ventetiden. Når lam_3 øker vil denne køen
få flere kunder per tidsintervall. Køen blir raskere lengre, og ventetiden vil øke.
De dynamiske algoritmene vil da prioritere kø 3 ved enhver mulighet, det vil si
når en agent fra gruppe 3 er ledig. Agentgruppe 3 vil i hovedsak kun ta seg av
kø 3, og ikke de øvrige køene. Kø 1 og 2 “mister” da agenter, og følgelig vil
ventetiden øke. Dette ville ikke skjedd dersom agentgruppene fulgte et fastlagt
utvelgelsesmønster slik som ved de statiske algoritmene.
9.2.2 Resultatgrafer fra variasjon i en av tre ankomstrater
De følgende grafene viser hvordan ventetiden til kundene i de ulike køene øker når
en og en ankomstrate varierer. Hver graf tilhører en algoritme, og siden systemet
består av tre køer er det tre plott, med tre linjer, for hver algoritme. Grafene er plot-
tet slik at effekten av varierende ankomstrate på samtlige køer vises. Foregående
avsnitt, 9.2.1, analyserer disse grafene.
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Graf 9.1: Ventetid versus ankomstrate ved lengste ventetid algoritmen. Øverste
graf representerer endring i ankomstraten i kø 1. Denne endringen får innvirkning
på ventetiden i både kø 1 og de øvrige køene. Resultatet er at ventetiden øker.
Grafen i midten viser hvordan endringen i ankomstrate for kø 2 virker inn på
ventetiden, og den nederste grafen viser endringen i ankomstraten til kø 3.
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Graf 9.2: Ventetid versus ankomstrate ved lengste kø algoritmen. Som graf 9.1
viser denne hvordan endringene i ankomstraten for en kø påvirker ventetiden for
alle køer. Ventetiden øker som følge av økt ankomstrate.
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Graf 9.3: Ventetid versus ankomstrate ved lengste akkumulerte ventetid algo-
ritmen. Denne algoritmen gir økning i ventetider dersom en ankomstrate endres.
Algoritmen følger samme mønster som de øvrige dynamiske algoritmene.
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Graf 9.4: Ventetid versus ankomstrate ved round robin vektet. Denne algorit-
men er av statisk type, og vil derfor gi et annet resultat ved økning i en og en
ankomstrate. Algoritmen setter ulike prioriteringer på køene, og ventetiden i køe-
ne arter seg annerledes enn de øvrige statiske algoritmene.
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Graf 9.5: Ventetid versus ankomstrate ved round robin. Denne algoritmen er av
statisk type, men i motsetning til graf 9.4 har denne ingen vekt på køene. Økning
av en ankomstrate gir også her økning i ventetiden.
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Graf 9.6: Ventetid versus ankomstrate ved tilfeldig utvalg. Denne algoritmen gir
relativt likt resultat som graf 9.5. Litt høyere ventetider for kø 3, noe som også
kom ut av analysen av de ulike algoritmene i forgående avsnitt.
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9.2.3 Variasjon i tre ankomstrater samtidig
Ved å variere alle ankomstene samtidig vil en få en annen måte å analysere ven-
tetiden på. Ankomstratene for hver kø adderes med en skaleringsfaktor,  slik at
ankomstraten øker. Utgangspunkt-verdiene for  som er gitt i tabell 9.2, represen-
terer  lik null. Formelen 9.1 beskriver økningen i ankomstraten.
i = (1 + )  i (9.1)
 , tas i bruk slik at ankomstratene til de ulike køene vil ha et fast forhold til
hverandre selv om raten endres.  er valgt som indeks på x-aksen i graf 9.7.
Kø 1 Kø 2 Kø 3
Algoritme s % s % s %
Lengste kø 160 893 170 1008 470 649
Lengste ventetid 195 896 200 1193 405 815
Lengste akk. ventetid 185 754 175 1043 415 749
Round robin 60 954 185 816 500 325
Round robin vektet 115 722 115 770 440 436
Tilfeldig utvalg 50 957 170 891 440 264
Tabell 9.7: Tabell over økning i ventetid i de ulike køene ved de forskjellige al-
goritmene. Både økning i sekunder(s) og prosent(%) er tatt med i tabellen. Ska-
leringsfaktoren, mbox , adderes til ankomstratene. På denne måten blir det et
fast forhold mellom ankomstratene til de ulike køene.  øker fra 0 til 0,15, der 0
representerer utgangsverdiene for ankomstratene.
I graf 9.7 presenteres resultatene fra simuleringen der de ulike køene har varier-
ende ankomstrate. Kurvene for de statiske og dynamiske algoritmene har litt ulik
form. Grunnen til dette er at algoritmene velger neste kunde på ulik måte. Stat-
isktiske variasjoner i dataene kan også ha innvirkning på denne ulikheten, se 6.3.2.
De dynamiske algoritmene (lq, lw og la) følger relativt samme mønster. Økning
av ankomstratene til alle køene i systemet har størst innvirkning på kø 3, se tabell
9.7. Kø 3 har en økning i ventetiden på 400 til 500 sekunder. Dette varierer litt
avhengig av hvilken algoritme som kjøres. Hovedgrunnen til dette er at kø 3 har
kun en agentgruppe til å betjene seg, og gruppen deles med de øvrige køene. Kø
1 og 2 har lik stigningskurve under de fleste algoritmene. Kø 1 har en økning i
ventetiden på 50 til 195 sekunder, mens ventetiden i kø 2 øker med verdier fra 155
til 200 sekunder. Grunnen til at kø 1 er helt nede på 50 og 60 sekunders økning i
statiske algoritmene er at kø 1 blir betjent av flest agenter. I de dynamiske algo-
ritmene blir ikke kø 1 favorisert på lik linje siden køenes tilstand medberegnes.
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Graf 9.7: Ventetid versus ankomstrate for alle algoritmene. Ankomstraten for
alle køene økes med en skaleringsfaktor, . Resultatet av dette blir økning i ven-
tetider for alle køene.
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Algoritmen som tar for seg lengste ventetid har det beste resultatet av de dynam-
iske algoritmene for kø 3. Algoritmen lengste kø har lavest ventetid for kø 1 og 2.
Kø 1 og 2 har lavere ventetid ved statiske algoritmer (rr, rrv og ran) enn ved
dynamiske. Dette grunner i måten algoritmene velger ut kundene fra en rekke
potensielle køer. Dynamiske algoritmer tar hensyn til systemets tilstand, og vil fo-
reta utvelgelsen annerledes enn de statiske algoritmene. Ved høy ankomstrate vil
agentgruppe 2 kunne prioritere kø 2, mens agentgruppe 3 prioriterer kø 3. Kø 3
har høyest ventetid i utgangspunktet, og vil derfor prioriteres først av agentgruppe
3. Kø 1 og 2 vil da “miste” agentgrupper ved dynamisk utvelgelse og ventetiden
vil øke. Ved statiske algoritmer vil ikke dette kunne skje. Uavhengig av ventetid
og lengste kø, velges kundene ut fra et fastlagt mønster. Dette er grunnen til at
ventetiden i kø 1 og kø 2 er ulik ved statiske og dynamiske algoritmer.
Kunder i kø 3 opplever derimot lengre ventetider enn de gjør ved de dynamiske
algoritmene. Kundene i kø 3 har kun én agentgruppe til å betjene seg, mens kund-
ene i de andre køene har to eller tre agentgrupper. Agentgruppen som betjener kø
3, betjener også både kø 1 og 2. Ved de dynamiske algoritmene vil agentgruppen
som betjener kø 3 favorisere å betjene denne fremfor å hente kunder fra kø 1 og
2. Det er derfor ventetiden for kø 3 er lavere ved dynamiske algoritmer. Statiske
algoritmer velger alltid kø ut fra sitt vante mønster selv om ankomstraten øker,
følgelig vil ventetiden også øke.
9.2.4 Fordeling av ventetiden
Ventetiden fordeler seg ulikt mellom kundene ved de forskjellige algoritmene. Ved
å sammenligne dette kan en få en indikasjon på hvilken metode som gir lavest
ventetid i det aktuelle systemet. Lav ventetid, og høy kundekonsentrasjon nær
minimal ventetid er ønskelig. I de følgende avsnittene er grafer over fordeling av
ventetiden presentert.
9.2.4.1 Lav ankomstrate
Graf 9.8 viser hvordan ventetiden fordeler seg ved de ulike algoritmene ved lav
ankomstrate. De dynamiske algoritmene (lq, lw og la) skiller seg litt ut fra de sta-
tiske (rr, rrv og ran). Ved dynamiske algoritmer har kø 1 høyest konsentrasjon av
kunder nær minimal ventetid, mens kø 3 har færrest kunder. Kø 3 har også lengre
ventetid enn kø 1 og 2. Ventetiden i kø 3 har en maksimal verdi rundt 400 sekun-
der (ca 7 min). Kø 2 følger etter med tider rundt 200-250 sekunder. Kø 1 har en
ventetid helt nede i 100-150 sekunder. Lengste kø algoritmen gir lavest ventetid
for kø 2 mens lengste ventetid algoritmen gir lavest tid til kø 1. Men det er lite
som skiller de. Ser en på alle køene som en helhet vil lengste ventetid algoritmen
være den som gir lavest ventetid totalt sett.
De statiske algoritmene gir høyest konsentrasjon av kunder nær minimum i kø
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2 (ser bort i fra rrv). Kø 1 følger tett etter og til slutt kø 3. Denne algoritmetypen
har lavere konsentrasjon av kunder nær minimum enn de dynamiske algoritmene
og ventetiden er også lengre i hver kø. Round robin vektet er også her et spesial-
tilfelle, algoritmen gir den høyeste konsentrasjonen av kunder nær minimum i kø
1. Dette henger sammen med hvordan prioriteten på køene er satt.
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Graf 9.8: Fordeling av ventetid ved lav ankomstrate. Kø 1 har flere kunder nær
minimal ventetid ved de dynamiske algoritmene. De statiske algoritmene gir litt
lengre ventetider. For alle algoritmene er det kundene i kø 3 som opplever den
lengste ventetiden. Grafene er fremstilt i ulike skalaer.
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Graf 9.9 viser hvordan ventetiden fordeler seg i hver kø. Grafen er en versjon
av graf 9.8. Her er ventetiden for hver algoritme plottet i samme graf for å lette-
re kunne sammenligne fordelingene. Oppsummert har de dynamiske algoritmene
høyest konsentrasjon av kunder nær minimumspunktet for alle køene. De statiske
algoritmene gir lengst ventetid i alle køene.
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Graf 9.9: Fordeling av ventetid ved lav ankomstrate plottet kø for kø. De dyna-
miske algoritmene gir høyere konsentrasjon av kunder nær minimal ventetid enn
de statiske metodene. De statiske algoritmene gir litt lengre ventetider. Grafene er
fremstilt i ulike skalaer.
9.2.4.2 Høy ankomstrate
Graf 9.10 viser hvordan kundenes ventetid fordeler seg ved de ulike algoritmene.
For de dynamiske algoritmene er det høyest tettheten av kunder nær minimal ven-
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tetid for kø 1. Kø 1 har også lavest ventetid av alle køene. Dette er fordi kø 1 har
flest agenter knyttet til seg, og kundene vil derfor få raskere tilgang til en agent.
Kø 2 og 3 har relativt like kurver. De har en maksimal ventetid rundt 600-650
sekunder.
De statiske algoritmene har alle lavere konsentrasjon av kunder nær minimums-
punktet. Det er liten forskjell mellom fordelingen av kundene i de ulike køene og
algoritmene. Round robin vektet skiller seg litt ut ved at kø 1 har lavest konsentra-
sjon av kunder nær minimal ventetid. Men dette henger sammen med at kø 1 har
lavere prioritet enn kø 2 og 3.
Graf 9.11 viser osså variasjon i fordelingen av ventetider. Som ved lav ankomstra-
te er det de dynamiske algoritmene som har høyest konsentrasjon av kunder nær
minimal ventetid, mens de statiske algoritmene gir lengst ventetid for alle køene.
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Graf 9.10: Fordeling av ventetid ved høy ankomstrate. Kø 1 i de dynamiske algo-
ritmene har høyere konsentrasjon av kunder med ventetider nær minimal ventetid
enn statiske metoder. Kundene i kø 3 har generelt høyere ventetid enn de øvrige
køene. Unntak er rrv algoritmen, som gir kundene i kø 1 lengst ventetid. Grafene
er fremstilt med ulike skalaer på aksene.
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Graf 9.11: Fordeling av ventetid ved høy ankomstrate plottet kø for kø. Ventetiden
er generelt lenger for de statiske algoritmene enn de dynamiske. De dynamiske
metodene gir en høyere konsentrasjon av kunder rundt minimal ventetid. Grafene
er fremstilt med ulike skalaer på aksene.
9.3 Analyse av ledigtiden
Ledigtiden i CASE 2 varierer fra agentgruppe til agentgruppe. Den er også av-
hengig av hvilken algoritmetype som brukes. Ledigtiden til hver agentgruppe er
plottet i grafer, og drøftes i de følgende avsnittene.
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9.3.1 Variasjon i en av tre ankomstrater
Ved å variere ankomstraten til en kø, mens de andre ankomstratene holdes kons-
tante, kan en analysere hvilken innvirkning dette vil ha på ledigtiden til agent-
gruppene. Under følger grafer der en og en ankomstrate varieres og effekten ana-
lyseres.
Graf 9.12 til 9.17 viser ledigtiden til agentene som en effekt av at en og en an-
komstrate varieres. Alle algoritmene gir tilnærmet lik nedgang i ledigtiden for
agentgruppe 1 og 2 når ankomstraten til enten kø 1 eller kø 2 økes. Når antall
kunder per tidsenhet øker får agentene flere kunder å betjene. Ankomstraten til
kø 3 har svært liten innvirkning på ledigtiden til agentgruppe 1 og 2. Grunnen til
dette er at agentgruppe 1 og 2 ikke betjener kø 3.
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Graf 9.12: Ledigtid versus ankomstrate ved lengste kø algoritmen. Ettersom an-
komstraten øker går ledigtiden ned. Denne reduksjonen skjer ved økning av lam_1
og lam_2. Variajon av lam_3 har lavest nedgang i ventetiden.
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Agentgruppe 3 har lavest nedgang i ventetiden. Ved dynamiske algoritmer vil kun-
dene i hovedsak velges fra kø 3 ved høy ankomstrate i denne køen. Agentgruppe 3
vil fortsatt betjene like mange kunder, men overtallet av disse vil komme fra kø 3.
Ved statiske algoritmer vil ikke denne prioriteringen finne sted, da kundene velges
fra fastsatte køer. Ventetidene vil derimot øke ved variasjon av ankomstraten, se
avsnitt 9.2.1 på side 78.
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Graf 9.13: Ledigtid versus ankomstrate ved lengste ventetid algoritmen. Den-
ne algoritmen er også av dynamisk type, og grafen har derfor lik form som den
foregående. Lam_3 fører også her til liten variasjon i ledigtiden til agentene.
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Graf 9.14: Ledigtid versus ankomstrate ved lengste akkumulerte ventetid. Dette
er den siste algoritmen av dynamisk type. Grafen har samme form som de fore-
gående algoritmene. Ledigtiden reduseres for agentgruppe 1 og 2 ved å variere
lam_1 og lam_2. Ledigtiden til agentgruppe 3 holdes forholdsvis konstant. Varia-
sjon av lam_3 gir svært lite utslag på ledigtiden.
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Graf 9.15: Ledigtid versus ankomstrate ved round robin algoritmen Denne al-
goritmen er av statisk type, og følgelig er grafen litt annerledes enn for de dyna-
miske algoritmene. Variasjon i lam_1 og lam_2 gir høyere reduksjon i ledigtiden
for agentgruppe 1 og 2 enn de dynamiske metodene. Økning av lam_3 gir liten re-
duksjon i ledigtiden for alle agentgruppene. Dette er i samsvar med de dynamiske
algoritmene.
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Graf 9.16: Ledigtid versus ankomstrate ved round robin vektet. Denne algorit-
men har prioriteringer på køene. Dette gir lite utslag på ledigtiden til de ulike
agentgruppene. Grafen har tilnærmet lik form som round robin grafen. Dette vis-
er at selv om ventetiden øker ved ulike prioriteringer på køene, har ikke dette noe
stor innvirkning på ledigtiden til agentene.
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Graf 9.17: Ledigtid versus ankomstrate ved tilfeldig utvalg. Dette er den siste
statiske algoritmen som testes. Den har lik form som de foregående statiske algo-
ritmetyper. Variasjon av lam_1 og lam_2 gir endring i ledigtiden, mens variasjon
av lam_3 gir liten reduksjon i ledigtiden for alle agentgruppene.
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9.3.2 Variasjon i ankomstraten til alle køene
For å variere ankomstraten i alle køene brukes en skaleringsfaktor, , se formel
9.1. På denne måten blir forholdet mellom ankomstratene i de ulike køene kons-
tant. Graf 9.18 viser ledigtid til agentene når ankomstraten øker.
I grafen har alle algoritmene relativt lik ledigtid for lave verdier av . Agentgrup-
pe 1 har høyest ledigtid av samtlige agentgrupper. Dette er fordi denne gruppen
kun betjener kø 1, og det er ikke alltid det er kunder i denne køen. Agentgruppe 2
og 3 betjener også kunder fra kø 1, noe som er med på å øke ledigtiden til agent-
gruppe 1. Agentgruppe 2 betjener kø 1 og 2, og har derfor litt lavere ledigtid enn
agentgruppe 1. Agentgruppe 3 har lavest ledigtid. Denne gruppen betjener alle kø-
ene og vil derfor ha mulighet til å betjene enhver kunde som ankommer systemet.
Dette fører til at agentgruppe 3 har minimalt med ledigtid.
Dersom ledigkøen hadde blitt implementert på en litt annen måte, kunne ledig-
tiden vært endret. En kunne hatt en mer ordnet utvelgelse av neste agent ved velge
en agentgruppe etter et fastlagt mønster. Da kunne for eksempel alltid agentgrup-
pe 1 velges dersom kø 1 skulle betjenes. Om det ikke var noen ledige agenter i
denne gruppen kan agenter fra gruppe 2 eller gruppe 3 velges. På denne måten vil
agentgruppe 1 ha mer å gjøre, og agentgruppe 3 ha litt mer ledigtid.
Ser en på ledigtiden ved høy ankomstrate blir bildet litt annerledes. Grafene viser
at ledigtidene for agentgruppe 1 og 2 reduseres ned mot ledigtidene for agentgrup-
pe 3. Agentgruppe 3 har liten endring i ledigtiden ved høy og lav ankomstrate.
Dette fordi disse agentene alltid har kunder å betjene, og kan derfor ikke få så
mye reduksjon i ledigtiden.
Agentgruppe 1 får hele 75% nedgang i ledigtiden når ankomstraten øker til det
maksimale. Agentgruppe 2 får en endring på ca 30%. Grunnen til dette er at når
ankomstraten øker blir det flere kunder å betjene, ledigtiden vil da gå ned for al-
le agentene. De dynamiske algoritmene vil tilpasse seg belastningen i systemet.
Agentgruppe 1 vil få en større andel av kundene i kø 1, siden agentgruppe 2 og
3 også har andre køer å velge kunder fra. Dette fører også til at ledigtiden for
agentgruppe 1 og 2 reduseres.
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Graf 9.18: Ledigtid versus ankomstrate ved de ulike algoritmene. Ved å variere
alle ankomstratene til køene med en skaleringsfaktor, , vil ledigtiden reduseres
mer enn når ankomstraten økes per kø. Alle algoritmene gir en sterk reduksjon i
ledigtiden for agentgruppe 1 og agentgruppe 2. Agentgruppe 3 har svært lav le-
digtid for alle algoritmene. Dette er delvis forårsaket av implementasjonen. Der-
som agentene står i ledigkø, hentes første agent som kan betjene køen ut. Dersom
en hadde satt vektet prioritering på agentvalget, kunne agentgruppe 3 fått mer
ledigtid. De andre agentgruppene ville da ha redusert sin ledigtid. Lav ledigtid
grunner også i at agentgruppe 3 kan betjene alle køene.
Kapittel 10
Sammenligning av de ulike
algoritmene
10.1 Sammenligning av de dynamiske algoritmene
Det er enkelte ulikheter mellom de dynamiske algoritmene fordi metodene har
forskjellige utvelgelseskriterier for å velge neste kunde ut fra en rekke potensielle
køer. I denne rapporten er systemytelse under høy last mest studert. I de neste
avsnittene følger diskusjon av positive og negative sider for de ulike algoritmene
ved relativ høy last i systemet.
10.1.1 Kriterier for en god algoritme
Ulike systemer favoriserer forskjellige kriterier for en god algoritme. En god al-
goritme kan f.eks være rettferdig i henhold til valg av kunder etter ankomstrek-
kefølge, lite kompleks og gi lav ventetid til kunder i kø. Dette er noen av kriteriene
som er lagt vekt på i denne rapporten. I tillegg skal algoritmen gi lave ledigtider
til agentenen. Andre systemer kan favorisere algoritmer som er komplekse og u-
rettferdige. Dette kan for eksempel være tilfellet der køenes ankomstrate er ulike.
CASE 2 viser dette med round robin vektet algoritmen.
10.1.2 Analyse av lengste kø algoritmen
Lengste kø algoritmen tar utgangspunkt i lengden på de ulike køene. Selv om
en kø er lang, trenger ikke det bety at første kunde i denne køen har ventet mye
lengre enn førstemann i den korteste køen. Algoritmen tar ikke direkte hensyn til
hvilken kunde som faktisk har den lengste ventetiden. Det kan hende at den første
kunden i den korte køen faktisk kom før første kunde i den lengste køen. Dersom
en velger å ta hensyn til hvilken kø som er lengst, vil de ulike køene kunne bli
ulikt betjent dersom kundene ankommer køene med forskjellig rate. Køene med
raskest ankomstrate, vil bli lengre og følgelig bli behandlet før en kø med lav an-
komstrate. Køene med lav ankomstrate vil da kunne ha mulighet for å bli utsultet.
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En utsultning vil ha den betydningen at kunden har stått så lenge i kø at han legger
på røret. Det er en situasjon som er lite ønskelig.
Eksempel på at kunder i køer med lav ankomstrate må vente lengre enn kunder i
køer med høy ankomstrate observeres i CASE 2 simuleringen. Her varieres en og
en , og effekten av dette analyseres. Dersom en for eksempel varierer lam_2 vil
ventetiden i kø 2 øke mindre enn ventetiden i kø 1 og 3. Både kø 1 og 3 har lavere
ankomstrate enn kø 2. Kø 3 har høyest økning av ventetiden, men den køen har
også lavest ankomstrate.
Om systemet består av køer med relativ lik ankomstrate, vil derimot algoritmen
fungere bra. Utsultning vil ikke oppstå, og kunden vil oppleve relativt like vente-
tider. Det er dette som er tilfellet i CASE 1 simuleringen.
En mulighet for å hindre at utsultning oppstår ved ulik ankomstrate i køene, er
å tilføye ekstra parametere slik at denne algoritmen kan fungere bra for alle køer
og deres anropsrater. Dette ble beskrevet i avsnitt 5.4.2.4.
10.1.3 Analyse av lengste ventetid algoritmen
Siden målet med systemet er å minimalisere kundenes ventetid på en agent, vil
denne algoritmen fungere bra. Den velger hele tiden ut den kunden som har ventet
lengst og betjener denne. Hvilken kø kunden plasseres i har derfor liten betydning
dersom alle agenter kan betjene alle køer. Hvis ankomstraten til en kø øker, øk-
er ventetidene i de øvrige køene også. Det oppstår ingen favorisering av køene.
Det kan likevel hende at alle agentene er opptatte over lengre tid, slik at kundene
opplever lang ventetid. Dette kan skje dersom det er for få agenter til å betjene
alle køene ,eller betjeningtiden øker. Kundene er sikret å bli behandlet i samme
ordning som de ankom systemet. De må vente på tur, og alle som blir betjent har
lengre ventetid enn de som fortsatt venter.
Et unntak her kan være dersom agentene betjener ulike køer. I CASE 2 betje-
ner agentgruppe 1 kun kø 1. Dersom andre kunder i kø 2 eller kø 3 har ventet
lengre enn første kunde i kø 1, blir dette ikke tatt hensyn til. Kunden i kø 1 vel-
ges. Lengste ventetidsalgoritmen er derfor rettferdig ovenfor de køene den ledige
agenten betjener. Men andre køer utenfor denne agentens rekkevidde kan bli for-
sømt. Selv om de har ventet lengre enn kundene i agentens køer, blir disse ikke
betjent først.
Det negative med denne algoritmen er at det kanskje ikke alltid lønner seg å betje-
ne den kunden som har ventet lengst. Dersom alle kundene har ventet en kort tid,
kan det hende at det ville vært gunstig å ekspedere en kunde fra for eksempel den
lengste køen. Den lengste køen vil til slutt legge grunnlaget for den lengste ven-
tetiden. Dette fordi kunden som er sist i denne køen kan måtte vente i lang tid før
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en agent er ledig. Dette avhenger også av betjeningstiden. Dersom alle køene har
omtrent like mange kunder og lik betjeningstid, vil ikke dette få noen betydning.
10.1.4 Analyse av akkumulert ventetid algoritmen
Akkumulert ventetid algoritmen tar hensyn til den totale ventetiden til alle kunder
i hele køen. Enkelt-kunder kan derfor ha mulighet til å få lavere ventetid enn de
hadde fått dersom det ble tatt hensyn til hver kunde for seg. Dersom køen er lang,
vil den akkumulerte ventetiden være høy selv om hver kunde ikke har ventet len-
ge. Dette kan resultere i kortere ventetid for enkelte av kundene i køen.
Et problem som kan oppstå er at korte køer med lang ventetid per kunde blir
oversett til fordel for lange køer med kort ventetid per kunde. Dette fører også til
favorisering av den lengste køen. Om en derimot har:
 like lange køer med relativt lik ventetid for hver kunde i kø: algoritmen
fungere tilfredstillende.
 ulik kø-lengde med like ventetider per kunde: den lengste køen favoriseres.
Kundene i den lengste køen vil få lavest ventetid.
 ulik kø-lengde og forskjellig ventetid per kunde: Algoritmen vil fungere
tilfredstillende.
10.2 Sammenligning av de statiske algoritmene
De statiske algoritmene velger ut kunder i et fastlagt mønster uavhengig av antall
kunder og ventetider. Hvordan disse algoritmene varierer i forhold til hverandre
drøftes i følgende avsnitt.
10.2.1 Analyse av round robin algoritmen
Denne algoritmen velger køene etter tur. Dette kan være rettferdig dersom an-
komstraten og antall agenter per kø er likt. Dette er tilfellet i CASE 1. Resultatene
viser at round robin avviker lite fra de dynamiske algoritmene i dette tilfellet.
I CASE 2 har køene ulik ankomstrate, betjeningstid og antall agenter. Dette kan
føre til forskjellig ventetid i enkelte køer ved bruk av round robin algoritmen. Hvis
for eksempel ankomstraten øker i kø 1 vil kundene ankomme denne køen hyppig-
ere enn de andre. Siden det kommer flere kunder inn enn ved de andre køene, men
raten ut av køen er lik, vil ventetiden i kø 1 øke. I slike tilfeller vil round robin gi
et relativt dårlig resultat.
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10.2.2 Analyse av round robin vektet algoritmen
Round robin vektet har prioritet på køene. Dersom en har lik ankomstrate, betjen-
ingstid og antall agenter vil denne algoritmen favorisere en kø fremfor en annen.
Køen som har høyest prioritet vil da få lavest ventetid. Tar en utgangspunkt i CA-
SE 1, der det ble simulert med to køer, viser resultatet at ved lave verdier av for
eksempel ankomstraten vil ventetiden være relativt lik i kø 1 og kø 2. Men der-
som ankomstraten øker vil køen med lavest prioritet oppleve en drastisk økning i
ventetiden mens den andre køen får kun en liten økning.
Dersom systemet derimot består av køer med ulik ankomstrate, betjeningstid eller
antall agenter, kan en designe det slik at fordelen med prioriteter kommer frem.
Køen som har høyest ankomstrate eller betjeningstid kan for eksempel få høye-
re prioritet enn andre køer. På denne måten kan ventetiden utjevnes. Endres for
eksempel ankomstraten stokastisk og en ikke vet hvilken kø som har høyest an-
komstrate til enhver tid, vil det være vanskelig å vite hvilken kø som skal ha
høyest og lavest prioritet. Det er da bedre å designe systemet med en dynamisk
utvelgelsesalgoritme som tar hensyn til systemtilstanden.
10.2.3 Analyse av tilfeldig utvalg algoritmen
I denne algoritmen velges kundene tilfeldig. Det er ingen ordning for hvilken kø
som velges neste gang og systemtilstanden blir ikke vurdert. Køer med flere agen-
ter tilknyttet seg vil ha høyere valg-hyppighet enn køer med få agenter, og disse vil
derfor bli favorisert. Siden det ikke tas hensyn til systemtilstanden reguleres ikke
ventetiden ettersom flere kunder ankommer eller antall agenter reduseres. Dersom
tilstanden til systemet varieres tilsier resultatet at en dynamisk algoritmetype gir
lavere ventetid.
10.3 Statiske algoritmer versus dynamiske algorit-
mer
Round robin vektet algoritmen skiller seg ut fra de øvrige algoritmene i CASE 1.
Algoritmen er av statisk type, og ble implementert med ulik prioritet på køene. Kø
2 fikk høyere prioritet enn kø 1. For eksempel kan kø 2 velges 70% av totaltiden
mens kø 1 velges 30%. Ved høye verdier for ankomstraten fikk kø 2 mye lavere
ventetider enn kø 1. Sammenlignet med de andre algoritmene lå ventetiden i kø 2
lavere enn alle de andre ventetidene. Kø 1 hadde ventetider høyere enn de andre
algoritmene.
Ser en bort fra round robin vektet algoritmen, spiller valg av algoritme type for
dette tilfellet liten rolle for ventetiden til kundene. Dersom en vil ha prioritet på
køene, er round robin vektet et godt valg. Ventetiden til kundene vil påvirkes av
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valget. I tilfeller der det er ulikheter i antall agenter, betjeningstid eller ankomstra-
te kan det være en fordel å velge en prioritetsalgoritme. Dersom det for eksempel
er høyere ankomstrate til en kø, kan en prioritere denne fremfor en kø med lavere
ankomstrate.
I CASE 2 ble det simulert med flere agentgrupper og ulik ankomstrate og be-
tjeningstid. Resultatverdiene ved de dynamiske og statiske algoritmene ble mer
forskjellige i dette tilfelle enn ved CASE 1. Ankomstraten ble variert, mens be-
tjeningstiden og antall agenter for de tre køene ble holdt konstante. To mulige
måter å variere ankomstraten på ble testet. En mulighet var å variere de tre køenes
ankomstrate samtidig. Dette ble gjort ved hjelp av en skaleringsfaktor, . Slik fikk
ankomstratene et fast forhold til hverandre. Den andre testen som ble utført var
å endre ankomstraten til en og en kø. For eksempel varieres ankomstraten til kø
1 mens de andre køene hadde konstant ankomstrate. I de følgende avsnittene vil
resultatet av variasjon i ankomstrate i CASE 2 bli drøftet.
Alle ankomstratene varieres
Ved å variere alle ankomstratene samtidig øker ventetidene i alle køene. Høyest
ventetid får kø 3, som kun har en agentgruppe til å betjene seg. For de dynamis-
ke algoritmene øker ventetiden mer enn for de statiske algoritmene. Dette gjelder
særlig for kø 1 og 2. Mens round robin og tilfeldig utvalg algoritmen har en ven-
tetidsøkning på kun 50-60 sekunder, har de dynamiske algoritmene en økning fra
160-195 sekunder. Grunnen til den lave ventetiden ved disse statiske algoritmene,
er at kø 1 har totalt flere agenter som betjener kundene enn kø 2 og 3. Det er der-
for økt sannsynlighet for at valget av køen som skal betjenes faller på kø 1. Dette
grunner i at de statiske algoritmene ikke tar hensyn til kø-lengde eller ventetid. Kø
2 har to agentgrupper, en mindre enn kø 1, og det kan føre til høyere ventetid.
Round robin vektet skiller seg som vanlig ut fra de øvrige statiske algoritmene.
Den har lav prioritet på kø 1, og får derfor noe høyere økning i ventetid enn de
øvrige statiske algoritmene. Kø 2 får hele 70% prioritet av agentgruppe 2 og 30%
av agentgruppe 3. Grunnen til dette er at ventetidsøkningen for kø 2 ligger litt
under økningen for de andre algoritmene.
Resultatene viser at round robin algoritmen og tilfeldig utvalg algoritmen gir la-
vest ventetid for kø 1 og kø 2. Skal en derimot ta hensyn til ventetiden i kø 3,
må kø 1 og kø 2 ha en større ventetidsøkning. Da må en dynamisk algoritmetype
velges, og den som gir lavest økning er lengste akkumulerte ventetidsalgoritmen.
Den gir 10 sekunder høyere ventetid enn lengste ventetidsalgoritmen for kø 3,
men ligger under for kø 1 og 2.
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En og en ankomstrate varieres
Ved å variere ankomstraten, , til en og en kø så en tydelig ulikheter mellom
algoritmenes tilpasning til variasjon i . Statiske og dynamiske algoritmer gav
ulike resultater for de forskjellige køene.
Dersom dynamiske algoritmer brukes som utvelgelsesmekanisme, vil kø x opple-
ve mindre økning i ventetid dersom lam_x øker. Dette er fordi køen etterhvert kan
få høyest ankomstrate og følgelig vil antall kunder i køen øke. De fleste dynam-
iske algoritmene vil favorisere kundene i den aktuelle køen. Unntaket er lengste
ventetid algoritmen, som ser på kundens faktiske ventetid. Her blir ventetiden mer
jevnt fordelt blant kundene i de ulike køene. Den som har ventet lengst blir først
betjent, uavhengig av antall kunder i køen. De statiske algoritmene gir et annet
resultat med hensyn til ventetiden i kø x. Ved å øke lam_x, øker også ventetiden
i denne køen. Dette er fordi disse algoritmene ikke tar hensyn til endringer i kø-
lengde eller ventetid. Statiske algoritmer er derfor lite skalerbare i dette tilfellet.
Når ankomstraten øker, øker ikke bare ventetiden for kø x, men kundene i de
øvrige køene opplever også en endring i ventetiden. Hvor lenge kundene må ven-
te i kø x, er avhengig av algoritmetypen. Økningen i ventetiden ved dynamiske
algoritmer grunner i at algoritmene favoriserer køen der ankomstraten øker. Den
aktuelle køen vil oftest være lengst, og følgelig også oftest ha lengst akkumulert
ventetid. To av de dynamiske algoritmene vil nedprioritere de andre køene for å
kompansere for økningen i kø x. Et unntak er lengste ventetid algoritmen. Siden
kunden med lengst ventetid alltid blir valgt før de andre kundene, vil alle køene
få relativt like ventetider. Et tilfelle som kan oppstå under simulering med dyna-
miske algoritmer er at to køer har like verdier for kø-lengde eller ventetid. Køene
velges da i en round robin rekkefølge. Siden simuleringen går over lang tid, vil
ikke like køer ha noen betydning for ventetiden i de ulike køene.
I de statiske algoritmene kan kø x være tom for lave verdier av ankomstraten.
Dersom den opprinnelige valgte køen er tom, velges en annen kø. Når lam_x øk-
er, vil hyppigheten av kunder som ankommer den aktuelle køen øke. Dette virker
inn på ventetiden til kundene i de andre køene ved at de ikke får muligheten til å
betjenes siden kø x sjeldnere blir tom. De statiske algoritmene velger køer etter et
fastlagt mønster. Dersom en kø er tom, brytes dette mønsteret og en annen enn den
opprinnelige utvalgte køen velges. Når kundene ankommer hyppigere, reduseres
denne fordelen for de andre køene. Ventetiden øker på grunn av tomme køer, men
den er lavere enn økningen ved dynamiske algoritmer.
Oppsummert vil de dynamiske algoritmene faktisk gi høyere økning i ventetid
for de øvrige køene enn de statiske algoritmene når en og en ankomstrate varieres.
Køen som har økning i ankomstraten, vil få lavere ventetid ved dynamisk utvel-
gelse. Ser en på alle køene under ett ville en foretrukket en dynamisk algoritme
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type, og da helst lengste ventetid algoritmen som utvelgelsesmetode.
10.4 Agentenes ledigtid
Hvor mye tid hver agent tilbringer uten å betjene kunder ble også simulert. Ved å
se på ledigtiden, kan en analysere hvilken agentgruppe som har høyest og lavest
ledigtid. Dette kan gi en indikasjon på hvordan algoritmene virker og om de er
rettferdige på tvers av agentgruppene.
I CASE 1 har alle agentene relativt lik ledigtid. Når ankomstraten eller betjen-
ingstiden økte, ble ledigtiden redusert. Dersom antall agenter totalt i systemet
øker, øker også ledigtiden. Grunnen til at det ikke er noen ulikheter mellom de
spesifikke algoritmene, er at ankomstrate, betjeningstid og antall agenter er like
for alle algoritmene.
Ved CASE 2 var det derimot et skille mellom ledigtiden til de ulike agentgrup-
pene. Ledigtiden til agentenene varierte lite på tvers av algoritmene også i dette
tilfellet. Det var altså ikke noe stort skille mellom dynamiske og statiske algorit-
mer. Agentenes ledigtid minsker ved høyere ankomstrate. Når alle ankomstratene
varierte samtidig hadde agentgruppe 1 størst nedgang i ledigtiden med hele 70%,
mens agentgruppe 2 opplevde en nedgang på ca 30%. Agentgruppe 3 hadde svært
liten endring ved økt ankomstrate.
I det andre tilfellet av CASE 2 ble en og en ankomstrate variert, mens de andre ble
holdt konstant. Ved å variere lam_1 og lam_2 sank ledigtiden for agentgruppe 1
og 2. Når lam_3 varierte fikk dette ingen innvirkning på ledigtiden til agentgruppe
1 og 2 siden disse ikke betjente kø 3. Algoritme valg på grunnlag av ledigtiden
til agentene, er derfor lite hensiktsmessig ved de algoritmene som ble tatt i bruk i
denne rapporten. Hvis mer komplekse utvelgelsesalgoritmer hadde blitt tatt i bruk,
kunne dette hatt innvirkning på ledigtiden til agentene. Eksempel på dette er at en
ikke velger første ledige agent som kan ekspedere køen når en ny kunde ankomm-
er systemet. Dersom en for eksempel alltid hadde valgt agenter fra agentgruppe 1
til å betjene kø 1 i CASE 2, kunne ledigtiden reduseres for agentgruppe 1 og økes
for agentgruppe 2 og 3. Dersom ingen agenter fra agentgruppe 1 var ledige kunne
en eventuelt valgt agenter fra gruppe 2 eller 3.
Kapittel 11
Konklusjon og videre arbeid
Rapportens konklusjon vil bli beskrevet i dette kappitelet. Først følger en generell
oppsummering, så vil det bli drøftet om rapportens problemstilling er løst.
11.1 Generell oppsummering
Hovedproblemstillingen i denne hovedfagsrapporten er ytelse og skalerbarhet i
distribuerte systemer. Det har blitt analysert hvordan dette kan realiseres i et Call-
senter system. Ulike algoritmer er simulert med to forskjellige systemoppsett. Re-
sultatverdiene fra simuleringen er ledigtid for agentene og kundenes ventetid.
Simuleringsresultatet ble fremstilt i grafer og tabeller for å lettere kunne drøftes og
analyseres. Algoritmene skilte seg lite fra hverandre i CASE 1, mens CASE 2 gav
en bedre indikasjon på hvilken algoritmetype en bør velge ved ulike Call-senter
konfigurasjoner. I situasjoner der ankomstrate, betjeningstid og antall agenter per
kø er relativt likt, er ikke algoritmevalget av stor betydning. Tar en utgangspunkt i
ventetiden, var den eneste algoritme som skilte seg ut round robin vektet. Algorit-
men fikk lavere ventetid for kø 2 enn de øvrige metodene, og den hadde også en
større tetthet av kundeanrop nær minimal ventetid. Grunnen til dette er at Round
robin vektet er en statisk algoritme som har prioritering på hvilke køer som skal
velges.
Alle algoritmene hadde like ledigtider for agentene i CASE 1. Det betyr at en ikke
trenger å tenke på valg av algoritme dersom en skal redusere eller øke agentenes
ledigtid. Det er mer hensiktsmessig å få en reduksjon i ankomstraten, betjenings-
tiden eller øke antall agenter i systemet for å øke ledigtiden.
I CASE 2 var ventetidene avhengige av algoritmevalget, og ble gjort to ulike tester
med denne systemkonfigurasjonen:
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 Variere alle ankomstratene samtidig.
 Variere en og en ankomstrate.
I tilfellet der alle ankomstratene varierte samtidig, økte ventetiden i samtlige køer.
Ventetiden i kø 1 og 2 var lavest ved round robin og tilfeldig utvalg algoritmen.
Kundene i kø 3 opplever lavest ventetid dersom en av de dynamiske algoritmene
velges. De dynamiske algoritmene jevner ut ventetid i køene mer enn de statiske.
Det ble også simulert ved å variere en og en ankomstrate. Dette forgikk ved at en
kø fikk økning i ankomstraten, mens de andre ankomstratene ble holdt konstante.
For de dynamiske algoritmene økte ventetiden minst i køen der ankomstraten ble
høyere. Køene fikk høyere ventetid enn før. Dette fordi køen med økt ankomstrate
ble både lenger, og fikk høyere akkumulert ventetid enn de andre. Metoden som
tar for seg lengste ventetid favoriserte ikke køen med høy ankomstrate på samme
måte som de andre algoritmene. Denne algoritmen ser på ventetiden til hvert til-
felle, og får dermed en gjennomsnittlig reduksjon av totalventetid i systemet.
Agentenes ledigtid i CASE 2 var i enkelte tilfeller avhengig av algoritmetype. I
det tilfellet der en og en ankomstrate ble variert gav variasjon av lam_1 og lam_2
utslag i redusert ledigtid for agentgruppe 1 og 2. De dynamiske algoritmene gav
litt høyere reduksjon i ledigtiden enn de statiske algoritmene. Agentgruppe 3 had-
de alltid lav ledigtid, noe som grunnet delvis i måten systemet ble implementert
på og at denne agentgruppen betjente alle køene. Variasjon i lam_3 førte til liten
endring i agentgruppenes ledigtid, både for de statiske og de dynamiske algoritm-
ene.
Ved å variere ankomstraten til alle køene samtidig ble ledigtiden til agentene re-
dusert ved samtlige algoritmer. Agentgruppe 1 og 2 fikk den største variasjonen,
og de statiske algoritmene gav en litt mindre reduksjon i ledigtiden enn de dyna-
miske. Også i dette tilfellet var endringene i ledigtiden i agentgruppe 3 minimale.
I CASE 2 kunne en se ulikheter mellom dynamiske og statiske algoritmer. De
statiske algoritmene gav en aning høyere ledigtid enn de dynamiske. Dette grun-
ner i at disse ikke tar hensyn til systemlasten til enhver tid, men følger et fastsatt
mønster. Dette øker ventetiden mer enn hos de dynamiske algoritmene, men le-
digtiden hos agentene er høyere. De statiske algoritmene gir derfor en dårligere
utnyttelse av systemet enn de dynamiske algoritmene og av fordelingen av ledig-
tid mellom agentgruppene.
Til slutt ble en sammenligning av statiske og dynamiske algoritmer foretatt. Algo-
ritmenes positive og negative sider ble også drøftet. De statiske algoritmene gav
økning i ventetid for den køen hvor ankomstraten økte. De øvrige køene fikk en
liten økning i ventetiden fordi den aktuelle køen ikke lenger ble så ofte tom. Men
denne var betydelig mindre enn ved de dynamiske algoritmene. Generelt kan en
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si at dynamiske algoritmer er mer skalerbare enn de statiske.
En faktor som en må ta hensyn til i en reel implementasjon av algoritemen, er
tiden det tar å kjøre en algoritme. Dette er ikke drøftet i denne oppgaven, da kjør-
ing av en algoritme i simulatoren tok null tid. Grunnen til dette er at simuleringen
skulle være uavhengig av prosessor kraft. En statisk algoritme vil nok ha lavere
kjøringstid enn en dynamisk algoritme. Dette er fordi en statisk algoritme ikke
behøver å analysere system tilstanden før kjøring.
En kan ut fra dette konkludere med at valg av algoritme må ta hensyn til system-
konfigurasjonen. Dersom systemet består av køer med lik ankomstrate, likt antall
agenter og agenter med lik betjeningstid har algoritmevalget mindre betydning.
Om derimot systemet har varierende ankomstrate, vil de dynamiske algoritmene
foretrekkes. En må også tenke på om det er viktig at alle kundene har lik ventetid,
eller om en kundegruppe skal favoriseres fremfor en annen. Betjeningstiden og
antall agenter i systemet må tilpasses ankomstraten. Dette er en utfordring som
krever at en bør simulere ulike tilfeller, siden hvert system er unikt.
11.2 Er problemstillingene besvart?
Hovedproblemstillingen tar for seg hvordan ytelse og skalerbarhet kan oppnås i et
Call-senter. En har sett på ulike algoritmer der variable som ankomstrate, betjen-
ingstid og antall agenter har blitt variert. Ved å sammenligne resultatet fra disse
algoritmene kan en fastslå hvilken som egner seg best i ulike Call-senter konfigu-
rasjoner.
Delproblemstillingene tok for seg hvilken algoritme som hadde lengst ventetid
og hvilken algoritme som gav høyest ledigtid hos agentene. Noen algoritmer fikk
lav ventetid i visse køer på bekostning av andre. Dette gjaldt særlig de statiske
algoritmene siden de ikke tok hensyn til økningen av for eksempel ankomstraten.
De dynamiske algoritmene ser på systemtilstanden og vil derfor prøve å utjevne
ventetidene. Ved simulering med disse algoritmene, fikk kundene mer like vente-
tider uavhengig av hvilken kø de var plassert i. Algoritmene med lavest ventetid
og ledigtid gir best ytelse i systemet.
Algoritemene som er implementert kan i høyeste grad realiseres i et reelt Call-
senter-system. De er enkel å implmentere, og de velger ut fra gode kriterier. Eks-
empel på dette er lengste ventetids-algoritmen. Valg av algoritme er avhengig av
systemkonfigurasjonen, og om systemet skal behandle kundene rettferig.
Ledigtiden var med på å vise at statiske algoritmer var mindre skalerbare enn de
dynamiske. Dette grunner i at de statiske algoritmene gav generelt høyere vente-
tider, men også mindre reduksjon i ledigtiden. Utnyttelsen av systemet ble derfor
ikke like effektivt som ved dynamiske algoritmer. De dynamiske algoritmene blir
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et opplagt valg dersom skalerbarhet skal tas hensyn til. Ved statiske algoritmer
går alt etter et fastlagt mønster uten å ta hensyn til eventuelt økning i belastnin-
gen. Tåler en lang ventetid i noen køer og kort i andre, kan en statisk algoritme
vurderes. Men skal systemet fungere for alle køer er det dynamiske algoritmer
som bør velges.
I forbindelse med analyse av ledigtiden, ble det funnet ut at utvelgelsen av ledig-
køen ikke forgikk på den mest ideelle måten. Agentgruppe 3 fikk svært lav ledigtid
i forhold til de øvrige gruppene. Hadde ledigtiden vært implementert litt annerle-
des, med prioriteringer på agentgruppene, kunne dette vært unngått. Trass i dette,
er problemstillingen besvart. Rapporten viser forslag til effektive algoritmer til
gitte Call-senter-konfigurasjoner, der det er lagt vekt på ytelse og skalerbarhet.
Når det gjelder overbelastningsstyring av systemet, vil en ikke kunne endre mye
på ankomstraten. Kundene bestemmer selv når de ankommer. Betjeningstiden kan
konfigureres noe, ved at agentene får bedre opplæring og blir mer erfarene. Antall
agenter totalt i systemet kan enkelt reguleres. Simuleringsresultatene kan brukes
som utgangspunkt for slike reguleringer. Når ventetiden øker kan en sette inn flere
agenter i systemet basert på simuleringsresultatet. Systemet vil da være skalerbart,
og ventetiden øker ikke som et resultat av økt ankomstrate.
11.3 Forslag til videre arbeid
Hvis denne oppgaven skal brukes som utgangspunkt for videre arbeid er det flere
retninger en kan gå. Dette kapittelet presenterer noen av disse retningene. Omfan-
get av de ulike punktene varierer.
Andre konfigurasjoner
I rapporten er det valgt ut noen konfigurasjoner for simulering av et kø-system.
Det er simulert med likt og ulikt antall agenter per kø. Ankomstraten og betjen-
ingstider har også variert mellom køer og agentgrupper. Andre case kunne ha vært
valgt. En kunne for eksempel sett på et større system som bestod av mange flere
køer. Valget av betjeningsrate, ankomstrate og antall agenter kunne vært anner-
ledes. Her er det mange konfigurasjonstyper en kunne ha simulert. CASE 1 og
CASE 2 er kun et utvalg.
Andre algoritmer
Seks ulike algoritmer ble implementert og analysert. Det ble lagt vekt på stat-
iske og dynamiske algoritmetyper. En kunne valgt andre algoritmer, siden det er
mange utvelgelsesmetoder. Det kunne vært interessant å komme opp med en ny
utvelgelsesalgoritme. Denne kunne for eksempel kombinere de beste egenskape-
ne fra de veletablerte metodene. I avsnitt 5.4.2.4 ble dette omtalt på et overflatisk
nivå.
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Distribuert miljø
Simuleringsprogrammet kunne vært bygd opp i et mer distribuert miljø, der agen-
tene befant seg på ulike lokasjoner. Kundekøene kunne også distribueres. Et slikt
miljø ville fremmet samarbeid på tvers av bedrifter og lokasjoner innenfor en
bedrift. Ulike avdelinger kunne hatt forskjellige åpningstider, og systemet ville
kanskje blitt mer effektivt.
Gjentatte anrop
Gjentatte anrop eller opphør under ventetid i kø analyseres ikke. Noen kunder
som er plassert i kø vil før eller siden legge på røret og følgelig forlate system-
et. Ordningen i køen vil da kunne endres dynamisk. Den tilbudte lasten ville økt
dersom kundene ringer igjen. Hvordan dette påvirker et Call-senter system kunne
vært interessant å analysere.
Avhengigheter mellom agenter
Avhengigheter mellom agenter inkluderes ikke i oppgaven. Analyser av kunder
som blir satt over til andre agenter for betjening kunne også vært spennende å ana-
lysere. Har dette innvirkning på effektiviteten i systemet? Øker kundenes ventetid?
Dette er noen av problemstillingene som kunne vært gitt under en slik situasjon.
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Tillegg A
Negativ eksponensialfordeling
Negativ eksponensialfordeling brukes i denne oppgaven til å trekke verdier for an-
komstraten og for betjeningstiden. Uniform-fordeling brukes til å generere negativ
eksponensialfordeling. En uniformfordeling i et intervall mellom for eksempel 0
og 1 vil returnere alle tall i dette intervallet med like stor sannsynlighet.
Anta at vi har en funksjon f(x) der x er en statistisk fordelt variabel mellom 0
og 1 ( limx−>1F (x) = 0 og limx−>1F (x) = 1). Dersom en skal trekke et tall x
ut fra en uniformfordeling er det like stor sannsynlighet for å trekke hvilket som
helst tall mellom 0 og 1. Den uniformfordelingen som brukes i denne rapporten er
java.lang.Math.random() som ligger i en pakke i Java biblioteket (Sun.com 2002).
Denne metoden initieres med frøet som sendes til Kernel ved oppstart (se 6.3.1),
og metoden returnerer en double mellom 0.0 og 1.0. Denne verdien brukes så vi-
dere til å genere et tall, t ut fra negativ eksponensialfordeling.
Formelen for negativ eksponensialfordeling :
f(t) =
1

ln(1− x)
x = Verdier trukket ved hjelp av en uniformfordeling mellom [0,1].
 = Gjennomsnittlig betjeningstid for kundene eller gjennomsnittlig tidsrom mel-
lom hver kundeankomst.
Den negative eksponensialfordelingen brukes for å generere tiden mellom hver
kunde’s ankomst og lengden på betjeningstiden. Det er større sannsynlighet for
at betjeningstiden er lav enn at den har høye verdier. Det samme gjelder for tids-
rommet mellom kundeankomstene. Hver kunde opptar en liten del av den totale
systemtiden og kundene bestemmer selv når de ankommer systemet og når betjen-
ingstiden er over. Valget av denne fordelingstypen vil gjenspeile seg i resultatene.
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Tillegg B
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Figur B.1: Ventetid versus ankomstrate for de ulike algoritmene.
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Figur B.2: Ventetid versus last pr agent ved de ulike algoritmene.
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Figur B.3: Ventetid for kunder i kø versus betjeningstid ved de ulike algoritmene.
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Figur B.4: Ledigtid versus last pr agenter ved de ulike algoritmene.
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Figur B.5: Ledigtid versus ankomstrate for de ulike algoritmene.
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Figur B.6: Ledigtid for agentene versus betjeningstid ved de ulike algoritmene.
Tillegg C
Tre eksempler av CASE 1
CASE 1 ble simulert med en systemkonfigurasjon med to køer og en agentgruppe.
Grafene i dette appendix’et er simulert med lik konfigurasjon som CASE 1 men
antall agenter, betjeningstid og ankomstrate er ulikt. Disse grafene ble brukt som
støtte for resultatene i CASE 1.
C.1 Eksempel 1
Antall agenter Ankomstrate Betjeningstid
10 stk 0.023 per sekund 318 sekunder
Tabell C.1: Grafene for eksempel 1 er basert på disse verdiene som gjennom-
snittsverdier.
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Figur C.1: Ventetid versus betjening for de ulike algoritmene.
Ventetid versus ankomstrate
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Figur C.2: Ventetid versus ankomstrate for de ulike algoritmene.
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Figur C.3: Ventetid versus last pr agent for de ulike algoritmene.
C.2 Eksempel 2
Antall agenter Ankomstrate Betjeningstid
10 stk 0.0361 per sekund 274 sekunder
Tabell C.2: Grafene for eksempel 2 er basert på disse verdiene som gjennom-
snittsverdier.
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Figur C.4: Ventetid versus betjening for de ulike algoritmene.
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Figur C.5: Ventetid versus ankomstrate for de ulike algoritmene.
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Ventetid versus last pr agent
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Figur C.6: Ventetid versus last pr agent for de ulike algoritmene.
C.3 Eksempel 3
Antall agenter Ankomstrate Betjeningstid
20 stk 0.076 per sekund 218 sekunder
Tabell C.3: Grafene for eksempel 3 er basert på disse verdiene som gjennom-
snittsverdier.
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Figur C.7: Ventetid versus betjening for de ulike algoritmene.
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Figur C.8: Ventetid versus ankomstrate for de ulike algoritmene.
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Ventetid versus last pr agent
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Figur C.9: Ventetid versus last pr agent for de ulike algoritmene.
