The classic "writing on dirty paper" capacity result establishes that full state pre-cancellation can be attained in Gelfand-Pinsker problem with additive state and additive white Gaussian noise. This result holds under the assumption that both the transmitter and the receiver have perfect knowledge of the channel. We are interested in characterizing capacity under the more realistic assumption that only partial channel knowledge is available at the transmitter. To this end we study the "dirty paper channel with slow fading dirt", a variation of the dirty paper channel in which the state sequence is multiplied by a slow fading value known only at the receiver. For this model we establish two approximate characterizations of capacity, one for the case in which fading takes only two values and one for the case in which fading takes M possible values but these values are greatly spaced apart. For both results, a naive strategy in which the encoder pre-codes against different fading realizations in different time slots is sufficient to approach capacity.
I. INTRODUCTION
In the Gelfand-Pinsker (GP) problem [1] , the output of a point-to-point channel is obtained as a random function of the channel input and a state sequence which is provided non-causally to the encoder but is unknown at the decoder. The "writing on dirty paper" capacity result by Costa [2] establishes that the presence of the state sequence does not reduce the capacity of the additive white Gaussian version of the GP problem, regardless of the distribution or power of this state sequence. Although very promising, this result is not easily translated into practical communication strategies since it heavily relies on the perfect channel knowledge at both the transmitter and the receiver. In modern communication systems, receiver channel knowledge is acquired through various channel estimation strategies and is successively made available at the transmitter via feedback. In wireless environments channel conditions vary continuously through time and obtaining a reliable channel estimate at the transmitter can be very costly. For this reason, we wish to investigate the optimal transmission strategies for the GP problem in the presence of partial transmitter channel knowledge.
The capacity result of [1] holds for channels with partial transmitter channel knowledge and fast fading, that is, GP models in which the fading value changes at each channel use. Unfortunately, capacity is obtained as the solution of a non-convex maximization problem which cannot be easily solved explicitly or simulated numerically. For this reason, authors have derived alternative characterizations of capacity for Gaussian versions of the GP problem. One such channel is the "writing on dirty paper with resizing" channel [3] in which both the input and the state are multiplied by a fading value known only at the receiver. The case in which fading affects only the state is referred to as "dirty paper channel with fading dirt" 1 and is considered in [4] and [5] : the authors in [4] focus on the case of phase fading and derive outer and inner bounds in this scenario while, in [5] , optimal achievable rates are derived for the case in which only Gaussian signaling is employed.
The slow fading case, that is the case in which fading is constant during the entire transmission block-length, has also been studied in the literature. The authors of [6] focus on lattice strategies which attempt to compensate for the lack fading knowledge at the transmitter while [7] considers a random coding approach and derives an achievable region for this channel and its strong converse.
Fundamental outer bounding techniques for both the slow fading and the fast fading case are drawn from the "carbon copying onto dirty paper" [8] model. This is a variation of Costa's setup in which the channel output is affected by one state sequences randomly selected among multiple possible candidates, all known at the transmitter. The authors of [8] also briefly consider the case in which state realizations are arbitrarily correlated, in which case the channel reduces to the dirty paper channel with slow fading dirt.
In the following, we focus on the "dirty paper channel with slow fading dirt", that is the dirty paper channel with fading dirt in which fading is constant for the entire block-length. We consider two scenarios: when fading takes two possible values and when it takes M possible values. For the case in which fading takes two values we obtain a characterization of capacity to within a small additive gap. For the case of M possible realizations, we characterize capacity in a regime where the fading realization are exponentially spaced apart. The remarkable feature of both these results is that capacity can be approached solely using the naive strategy in which a fraction of the time is used to pre-code against each possible fading-times-state realization.
The remainder of the paper is organized as follows: in Sec. II we introduce the channel model. Sec. III presents the related results available in the literature. In Sec. IV we study the case of two possible fading realizations while, in Sec. V, we focus on the case of M realizations. Finally, Sec. VI concludes the paper.
Only sketches of proofs appear in this manuscript: full proofs can be found in an extended version available online [9] .
II. CHANNEL MODEL
The Dirty Paper Channel with Slow Fading Dirt (DPC-SFD), also depicted in Fig. 1 , is defined by the input/output relationship
The channel input X N is subject to an average second moment constraint
The value A is referred to as fading: this value is chosen before transmission from the set A = {a 1 . . . a M }, 0 ≤ a 1 < a 2 . . . < a M , and made available at the decoder but not at the encoder.
A (2 NR , N, P e ) code for the DPC-SFD is defined by an encoding function X N (W, S N ), a decoding function W (A,Y N ) and an error probability
.
A rate R is achievable if, for any ε > 0, there exists a code
We consider the compound channel capacity of the DPC-SFD, as originally proposed by Shannon [10] : in this approach, the capacity of the channel model in (1) is equivalent to the capacity of the compound channel in Fig. 2 for which
Finally, we note that the channel definition in (1) includes a more general set of channels. Remark II.1. Generalized channel model. Any channel model in which the input output relationship is described as
i ] ≤ NP is statistically equivalent to a model in the form of (1). 
III. RELATED RESULTS
Dirty paper channel with fast fading dirt: when the fading values A in (1) change at each channel use, that is when the channel output is obtained as
for some iid sequence A N drawn from the distribution p A , the channel is termed "dirty paper channel with fast fading dirt" [5] .
Theorem III.1. Capacity of the dirty paper channel with fast fading dirt [1] . The capacity of the channel in (4) is obtained as
The maximization over P U,X|S in (5) is non-convex maximization and cannot be easily evaluated, either explicitly or numerically.
Carbon copying onto dirty paper: when the state sequence is different in each channel realization, we obtain the carbon copying paper model in [8] , that is when
for a ≥ 0, j ∈ [1 . . . M] and where S N j is an iid Gaussian sequences with zero mean and unitary variance for each j. In [8] inner and outer bound to the capacity region are derived but capacity has yet not been determined. The next outer bound is relevant in deriving an outer bound for the DPC-SFD.
Theorem III.2. Outer bound for the 2 user case [8, Th. 5] . The capacity C of the 2 user carbon copying onto dirty paper channel is upper bounded as
The original version of [8, Th. 5] considers correlated state sequences and is presented here for the uncorrelated case for simplicity. When the correlation among the state sequences is one, this model reduces to that of (1) with a 1 = a 2 : we will later improve on the outer bound of [8, Th. 5] for this case and show capacity to within an additive gap.
Vanishing fading: the capacity of the DPC-SFD is unknown in general but it must reduce to the capacity of the classical DPC channel when the fading realizations all approach the same value. In this limit, Costa pre-coding must be optimal: the next lemma describes how the performance of Costa precoding increases as the distance between fading realizations decreases. 
and it can be attained to within the gap G by Costa pre-coding, for
Lem. III.3 provides a tight characterization of capacity when a M ≈ c(a 1 + a 1 / √ P) for some small constant c.
IV. CHANNEL WITH TWO FADING REALIZATIONS
In this section we derive an outer bound inspired by a bounding technique in [8, Th. 5] and an inner bound similar to that of [8, Th. 4] and then determined the gap between these two bounds. In the derivation of the outer bound we improve upon existing results by using the observation that capacity is decreasing in the variance of the fading-times-state sequence. This improvement is key in determining an approximate characterization of capacity that cannot be otherwise obtained with the bounding techniques in [8] . Remark IV.1. Capacity decreases as fading increases. The capacity of the channel
is decreasing in γ ≥ 0.
With this result, we can establish a tighter outer bound than the one in [8, Th. 5] . 
for which
Proof: The first step of the outer bound is similar to the bounding in [8, Th. 5] while the second passage makes use of the observation in Rem. II.1 and Rem. IV.1.
Drawing from the results available for the classical GP problem, an effective transmission strategy is the following. The channel input is divided in two codewords: one codeword is pre-coded against a realization of the state while the other codeword treats the state as noise. For the codeword which precodes against the state, two transmission slots are considered: in the first slot the transmitter pre-codes against the sequence a 1 S i while, in the other slot, it pre-codes against the sequence a 2 S i . The next theorem determines the achievable rate of this strategy.
Theorem IV.3. Inner bound for two fading values. The capacity C of the DPC-SFD with A = {a 1 , a 2 } is lower bounded as
Proof: This inner bound is substantially the same as [8, Th. 4] but is evaluated here for the channel in which the fading realizations have correlation one.
Consider the transmission scheme in which the channel input, X N , is comprised of two codewords: (i) X N SN (N as in "State as Noise") which treats the state as noise and (ii) X N P (P as in "Pre-coded against the state") which is pre-coded against the sequence S ′ = [a 1 S N/2 a 2 S N N/2+1 ]. The codewords are Gaussian distributed: X N SN has power αP while X N P has power αP. Decoding is as follows: once the codeword X N SN has been decoded, it is removed from the channel output and, successively, the codeword X N P is decoded. For the first N/2 transmission, the codeword is pre-coded against the fadingtimes-state sequence experienced if the fading realization is a 1 while, for the remaining N/2 transmissions, for the fadingtimes-state experienced if the fading value is a 2 . This strategy achieves the rate in (12): the optimization over α yields the rate in (13).
We next establish a gap between inner and outer bound which does not depend on the fading values a 1 and a 2 .
Theorem IV.4. Approximate capacity for two fading values. The capacity C of the DPC-SFD with A = {a 1 , a 2 } can be attained to within a gap of G defined as
Proof: The expression in (14) is obtained by comparing the expression in (13) and the expression in (11) for different intervals of a 1 and a 2 .
The result in Th. IV.4 is interesting mainly for two reasons: firstly, only time-sharing and Costa pre-coding with Gaussian signaling are sufficient to approach capacity. In general, a number of transmission strategies can be conceived to cope with the partial transmitter channel knowledge which are more involved than that of Th. IV.3. Although more complex strategies are most likely necessary to achieve the exact capacity, it is perhaps surprising that the naive strategy of Th. IV.3 is sufficient in approach capacity so closely. Secondly, we notice that when a 2 2 ≥ P + 1 the capacity of the channel is approximatively half of the capacity of the channel without fading, since in this regime time-sharing among the possible fading realizations approaches capacity. As the number of possible fading values increases, it likely the capacity expression will be much harder to characterize than the case with only two possible fading values. On the other hand we expect that, when the distance between fading realization is large, time-sharing is still close to optimal. This is indeed the aim of the next section as we next determine a regime in which time-sharing is optimal and in which the capacity of the channel scales as M −1 times the capacity of the channel without fading.
V. CHANNEL WITH M FADING REALIZATIONS
We now present a novel outer bound which makes it possible to determine the approximate capacity in a subset of the parameter regimes. We term this regime the "strong fading" regime. Definition 1. "Strong fading" regime. A DPC-SFD with A = {a 1 . . . a M } is said to be in the "strong fading" regime if a 2 1 = 0, a 2 j ≥ (P + 1)
From the definition in Def. 1 we have that the fading coefficients for j ≥ 2 grow approximatively exponentially, as in a geometric series.
Theorem V.1. Outer bound for M fading values in the "strong fading" regime. The capacity C of the DPC-SFD with A = {a 1 . . . a M } in the "strong fading" regime is upper bounded as
Proof:
The key in deriving this novel outer bound is the careful choice of side information provided at each receiver in the compound channel. Using Fano's inequality we have
) .
For each term I(Y N j ;W ) we provide the side information V N j defined as
With this side information we write
For the positive entropy terms have
where, in the last passage, we have used the maximal ratio combining principle with
and the definition of strong fading in (15). For the negative entropy terms we let
and establish a recursion of the form
Each term H(V N j |W,V N j−1 ) for j ≥ 3 can be bounded as
where we have again used the maximal ratio combining
When condition (15) holds, we have therefore have
The only remaining term is H(
A simple inner bound can be obtained by having the encoder pre-codes against the term a j S i , j ∈ [1 . . . M] for a portion 1/M of the time. Proof: As in the proof of Th. IV.3, consider the codeword X N P pre-coded against the sequence
We now derive the gap between inner and outer bounds. 
Proof: The gap is obtained by considering the difference between the inner bound expressions (19) and the outer bound expression in (16).
The result in Th. V.3 establishes a regime in which the best coding option is to pre-code against the fading-times-state realization for a portion M of the time. In other words, the encoder does not exploit the correlation between the received signals Y j in the compound setting of (2). An intuitive explanation of this pessimistic result is as follows: in the "strong fading" regime, the portion of the state sequence which is received at the noise level at receiver j is received at the signal level at receiver j + 1. As an example, consider the case in which a j = (P + 1) j for j > 1 and a 1 = 0.The value a j S i experienced at receiver j > 1 can be rewritten as a j S i = S jP + S jN where S jP ∼ N (0, (P + 1) j − 1) and S jN ∼ N (0, 1) (N for Noise level). At receiver j + 1 we have a j+1 S i = a j+1 a j (S jP + S jN ) ≈ (P + 1)S jP + (P + 1)S jN . (22) The component S jN is received at the noise level at receiver j but is received at the power lever P at receiver j + 1. In other words, the portion of the state S i which collides with the signal X i at receiver j + 1 is observed at the noise level at receiver j. This implies a "renewal" of how the state sequence collides with the signal X i at each receiver: this renewal makes it impossible for the receiver to pre-code across multiple realization of the fading gain.
We can use the result of Th. V.3 to bound the performance of a general DPC-SFD by picking the largest number of fading realizations with satisfy the strong fading condition in (15). 
where K is the largest number of realization a j in A which satisfy the condition in (15).
Proof: Consider A and choose the largest subset of elements B ⊂ A for which (15)is satisfied. Using Fano's inequality then write
and apply the outer bound in Th. V.1 for the channel output in B.
VI. CONCLUSIONS
In this paper the capacity of the dirty paper channel with slow fading and partial transmitter side information is studied. We consider two possible scenarios: the case in which the fading gain takes two possible values and the case in which fading gain takes M possible values. For the case in which fading takes two values, we characterize capacity to within a constant additive gap for all channel parameters. When the power of the fading-times-state is larger than the power of the channel input, our result shows that capacity is halved with respect to the channel without fading. For the case with M possible fading values, we show that there exists a regime in which capacity is a factor M smaller with respect to the case with no fading. In this regime the fading realizations are exponentially spaced apart and the best transmission strategy is to code against each possible fading-times-state sequence for a fraction of the time.
