Abstract. In this paper, we consider the following elliptic Toda system associated to a general simple Lie algebra with multiple singular sources
Introduction
In this paper, we shall consider the following singular Toda system with multiple singular sources
where a i,j is the Cartan matrix associated to a simple Lie algebra, β i,l ∈ [0, 1), p 1 , · · · , p m are distinct points in R 2 and δ ℓ denotes the Dirac measure at p ℓ , ℓ = 1, · · · , m.
When the Lie algebra is A 1 = sl 2 , (1.1) becomes the Liouville equation
2)
The Toda system (1.1) and the Liouville equation (1.2) arise in many physical and geometric problem. On geometric side, Liouville equation is related to the Nirenberg problem of finding a conformal metric with prescribed Gaussian curvature if {p 1 , · · · , p m } = ∅, and the existence of the same curvature metric of problem (1.2) with conical singularities at {p 1 , · · · , p m }. When the Lie algebra is A n , the Toda system (1.1) is closely related to holomorphic curves in projective spaces [4] and the Plücker formulas [8] , while the periodic Toda systems are related to harmonic maps [9] . In physics, the Toda system is a well-known integrable system and closely related to the W-algebra in conformal field theory, see [1, 7] and references therein. Liouville equation and Toda system also played an important role in Chern-Simons gauges theory. For example, A n (n=2) Toda system governs the limit equations as physical parameters tend to 0 and is used to explain the physics of high temperature, we refer the readers to [5, 31, 32] for more background on it.
For the Liouville equation (1.2), Chen and Li [3] classified all solutions when there is no singular source provided the total integration of e 2u on R 2 is finite. Under the same integrability condition, Prajapat and Tarantello [25] completed the classification with one singular point. The question of conformal metrics with multiple conical singularities has been widely studied using various viewpoints. When m = 2, equation (1.2) is equivalent to a Mean Field equation on S 2 with three singularities, which can be chosen as 0, 1 and ∞ by Möbius transformation, Eremenko's [6] work gives the necessary and sufficient condition for the existence of a conformal metric of constant Gaussian curvature by studying the monodromy of the corresponding second order hypergeometric equation. For equation (1.2) with general m ≥ 3, Troyanov [27] proved that there exists a solution provided γ ℓ , ℓ = 1, 2, · · · , m satisfies the following condition
Later on, Luo-Tian [19] proved that if the condition 0 < γ ℓ < 1 is satisfied for 1 ≤ ℓ ≤ m, then (1.3) is necessary and sufficient, and the solution is unique. Precisely, we state it as the following theorem It is interesting to get a counterpart result of Theorem A for the Toda system of general simple Lie algebra. When the Lie algebra is sl 3 , the first two authors of this paper and Lin [10] deduce an existence result of (1.1) provided
While the authors also show that an equivalent condition of (1.5) for A 2 Toda system is not sufficient for the existence of solutions to (1.2) satisfying the behavior (1.4). In this paper, we shall study the same problem for general Toda system. Precisely, we shall consider the existence and non-existence of solutions (w 1 , · · · , w n )
as |x| → +∞,
for i = 1, · · · , n and ℓ = 1, · · · , m and h i,m+1 is bounded outside a compact set. We set
We see that w i solves (1.1) if and only if u i solves
(1.8)
The condition (1.7) in terms of u i is
where
Our first result of this paper is on the existence of solutions to (1.8):
where (a i,j ) n×n is the inverse matrix of (a i,j ) n×n . Then given any m distinct points {p ℓ } m ℓ=1 ⊂ R 2 there exists a continuous solution (u 1 , · · · , u n ) to (1.8) satisfying (1.9) with β i as in (1.10).
We notice that when n = 2 and (a i,j ) is Cartan matrix for A 2 , then (1.11) is equivalent to the condition (1.6). Next, we shall show that the equivalent condition proposed by Luo-Tian for single Liouville equation could not work for general Toda systems, namely a condition of the following form can not guarantee the existence of solutions to (1.
(1.12)
The second result of this paper is the following Let us close the introduction by mentioning the idea used in the proof of Theorem 1.2. Our main tools are the induction method and Pohozaev identity. Based on the previous result, we already find points such that (1.8) has no solution when the coefficient matrix is A 2 and β i,ℓ satisfies (1.12) . This is the starting point of our approach. By assuming the non-existence result of a low rank Toda system, we obtain that the non-existence result also holds for a higher rank (with rank plus one) by choosing suitable points. The crucial thing of our argument is to exclude a blow-up phenomena for the higher rank Toda system, where the Pohozaev identity plays an important role. The blow-up phenomena for a general Toda system is very complicated, one of the fundamental issue concerning (1.8) is the computation of the local mass at the blow-up point. Until now, we can only compute it for A n , B n , C n and G 2 , see [17] . This paper is organized as follows. We study the existence result (Theorem 1.1) and non-existence result (Theorem 1.2) in sections 2 and 3 respectively. In the last section, we present all the necessary lemmas and facts, including the Cartan matrix of all the simple Lie algebra and their inverse matrices.
Proof of Theorem 1.1
In this section we shall prove Theorem 1.1. We notice that if u 1 , · · · , u n is a continuous solution to (1.8)-(1.9) with β i,ℓ < 1 for all i = 1, · · · , n and ℓ = 1, · · · , m, then
and u i has the following representation formula
for some c i ∈ R. Moreover, using the asymptotic behavior (1.9), we have
Then Theorem 1.1 is equivalent to the existence of solutions (u 1 , · · · , u n ) to (1.8) satisfying (2.1) andβ i verifies
As the paper [10] , we shall use a fixed point argument to prove the existence. To set up our argument, we introduce the following functional space
where v = (v 1 , . . . , v n ), and C 0 (R 2 ) denotes the space of continuous functions vanishing at infinity. We fix u 0 ∈ C ∞ (R 2 ) such that
we set c i,v to be the unique number such that
whereβ i is defined in (2.1). Now we define
where we have set
3) can be written as
Using the fact thatK
one can prove thatv
To find a fixed point of the map T , it suffices to show that deg(I − T , X, 0) = 0. We shall use a homotopy type argument to prove the latter fact. In our homotopy type argument, we need the result below.
Proposition 2.1. There exists a constant C > 0 such that
Proof. We assume by contradiction that the result is false, then there exists
Then we have
For |x| ≥ 1 the above equation can be written as
Next we claim that max
Indeed if (2.4) is not true, we can use the Green representation (2.3) together with max i sup ψ k i (x) ≤ C to obtain that v X ≤ C, a contradiction. Thus (2.4) holds. Without loss of generality we may assume that
1 Even though the equation satisfied by ψ k i for 2 ≤ i ≤ n − 1 looks slightly different form the one ψ k 1 , the proof is same.
We consider the following two cases. Case 1. |x k | is uniformly bounded. We notice that ψ k i , i = 1, · · · , n satisfies the following equation
By Lemma 4.3, we have
Using (2.5) and the fact 1 2π
we have for some i ∈ {1, . . . , m}
This contradicts to (2.2). Thus {|x k |} is unbounded.
and we extend them continuously at the origin. Thenψ
repeating the arguments of Case 1, we get
Contradiction arises again. Therefore there is no blow up for {ψ k i }, and we finish the proof.
Proof of Theorem 1.1. By Proposition 2.1, we get that
From which we derive the existence of solution to (1.8) -(1.10).
Proof of Theorem 1.2
In this section we shall prove Theorem 1.2. We provide the details for A n only, and state the differences for other cases at the end of this section. Before the proof, we make the following preparation. For n ≥ 2 we consider the following tuple of positive numbers:
satisfies the assumption D , where the assumption D is:
Let us point out that the set B is not empty, we can choose
Then it is easy to see that the above {b i } 4n+1 i=1 satisfies the assumption D provided ε < 1 400n 2 . From (d1) and (d4), we see that
and
We shall show a non-existence result to the Toda system (1.8) with m = 3n + 1 and β i,ℓ satisfying the following: Then using (d1) and (d2), we get
While from (d1) and (d3), it is not difficult to see that
Hence β i,ℓ satisfies (1.12). Now let us state the main result of this section:
Proposition 3.1. Let n ≥ 2 and β i,ℓ be as in (3.3) with {b 1 , · · · , b 4n+1 } satisfying the assumption D, then there exists points {p ℓ } 3n+1 ℓ=1 such that equation (1.8) (with the corresponding Lie algebra matrix A n ) has no solution satisfying the asymptotic condition (1.9).
Proof. We shall apply the induction method to prove the conclusion. When n = 2, the problem becomes
where Suppose the result holds for n 0 with 2 ≤ n 0 , and let p 1 , · · · , p 3n0+1 be the points such that the following equation has no solution
Now let us find points {p i } 3n0+4 i=3n0+2 so that the conclusion holds for
. Let p 3n0+2 be a fixed point (different from p 1 , · · · , p 3n0+1 ). We claim that for |p 3n0+3 |, |p 3n0+4 | large and p 3n0+3 = p 3n0+4 there exists no solution to (1.8) with n = n 0 + 1 having the asymptotic behavior
We shall prove the claim by contradiction. Suppose there is a sequence of solutions {u
of (1.8)-(1.9) (n is replaced by n 0 + 1) with
Equivalently, we have u
where K i (x) = K i (x), i = 1, · · · , n 0 , and
. Notice that K i , i = 1, · · · , n 0 is independent of k and is integrable due to (3.2). We see that
We shall divide our proof into the following steps:
Step 1. We prove that
We setû
we see thatû
where c i,j is the inverse matrix of a i,j of rank n 0 + 1. Using Lemma 4.1, we have
Combined with (d4), it is easy to check that Step 2. Set
We shall show that
For any p ∈ S, we set
It is well known that u k i satisfies the integral equation
For any p ∈ S, let r 0 > 0 be such that B r0 (p) ∩ S = {p}, then from the above integral representation, one can show that
Therefore, in a neighborhood of each blow-up point, we see that u k i satisfies the bounded oscillation property, and it implies that σ 1 (p), · · · , σ n0+1 (p) satisfies the pohozaev identity (see Lemma 4.3)
Using (3.8), we conclude that for at least one index i of {1, · · · , n 0 + 1}, σ i (p) ≥ µ i (p). As a consequence,β
(3.9) For p ∈ R 2 \ {p 1 }, we shall show (3.9) is impossible. Using (3.2) and (3.6), we have
This implies (3.9) never holds if p ∈ R 2 \ {p 1 }. If p = p 1 , then we can apply Lemma 4.2 to conclude that u k i , i = 2, · · · , n 0 + 1 are uniformly bounded above in a neighborhood of p 1 , otherwise, we would get
which contradicts to (d4). Then we get
(3.10)
In fact, as β 1,4 = b 4 = b 5 = b 9 = β 2 , β 1 = b 5 , we havē
where we used c i,j = min{i,j}(n0+2−max{i,j}) n0+2
, see Lemma 4.1. Using (d1) and (3.1), we haveβ
Therefore, the strict inequality of (3.10) holds, i.e.,
Then we can apply the arguments of [2, Theorem 3] to get that concentration property holds for u
we must have that the Cardinality of S 1 is at least 2, thanks to the Step 1. However, we have already shown that S \ {p 1 } = ∅. Thus contradiction arises again, and S = ∅.
Step 3. u
, one of the following holds: passing to a subsequence if necessary,
Now we assume by contradiction that (i) happens. Then we get that the limit functions (ū 1 , · · · ,ū n0+1 ) satisfy the system ∈ L 1 (R 2 ) we have 12) and this is impossible due to (d2)-(d4) in assumption D. Therefore, (ii) holds, and we get that it reduces to the equation (3.4). However, (3.4) has no solution and contradiction arises. Thus, the conclusion holds also for n 0 + 1 and we finish the whole proof.
Proof of Theorem 1.2 for A n . This is a direct consequence of Proposition 3.1.
Proof of Theorem 1.2 for other Lie algebras. For E 6 , E 7 , E 8 , B n , C n , and D n with n ≥ 3, , we can derive the counterpart non-existence results from A 5 , A 6 , A 7 , A n−1 through almost the same argument of Proposition 3.1. Indeed, we use D n , n ≥ 4 (D n only make sense for n ≥ 3 and D 3 = A 3 ) as an example to explain it. Let β i,ℓ be as in (3.3) with {b 1 , · · · , b 4n+1 } satisfying the assumption D. Using Proposition 3.1, we can find points {p ℓ } 3n−2 ℓ=1 such that equation (1.8) has no solution satisfying the asymptotic behavior (1.9). Then we prove the non-existence result by contradiction. Following the Step 1 of the proof of Proposition 3.1, we define the same sequence of solutions of (1.8) with n 0 + 1 replaced by n and A n0+1 by D n , and reach the same conclusion (3.5) for first n − 1 components. In Step 2, we prove that the blow-up phenomena can not happen. To show that the blow-up point p / ∈ R 2 \ {p 1 }, the only thing we used is the Pohozaev identity and there exists at least one index i ∈ {1, · · · , n} such that σ i (p) ≥ µ i (p). Using Lemma 4.3, we see that it holds for general simple Lie algebra matrix. To show p = p 1 , we only use (3.11) and it is easy to check that it holds also for the other cases by (4.1) and (4.2). In Step 3, we used (3.12) when we exclude the case that the limit function u n can not be bounded uniformly. While for D n case, we get
Using (d2)-(d4) in the assumption D, we can show that the above inequality is still not true and the case thatū n is uniformly bounded can also be excluded. For C 2 (B 2 is equivalent to C 2 ) and G 2 , we need to use a different tuple of numbers. Let us fix b 1 , · · · , b 7 ∈ (0, 1) satisfies the following assumption:
.
We set
Then we can follow the arguments of [10, Lemma 3.1 and Lemma 3.2] to find points {p ℓ } 7 ℓ=1 such that (1.8) has no solution verifying the asymptotic behavior (1.9). For F 4 we can use the non-existence result of A 2 to find points 13) has no solution. By lettingû 3 = u 3 + 1 2 log 2, we can make (3.13) to a new system with a symmetric coefficient matrix. In this case, we can derive the corresponding Pohozaev identity of (3.13) from [16, Proposition 3 
where σ i (p) is defined in the same spirit of (3.7). We can easily see that there exists at least one index i ∈ {1, 2, 3} such that σ i (p) ≥ µ i (p). Then we follow the proof of Proposition 3.1 to deduce the non-existence result of (3.13) for suitable points {p ℓ } 10 ℓ=1 . Based on the non-existence result of (3.13), we fix the points {p ℓ } 10 ℓ=1 . Next, we repeat the argument of Proposition 3.1 to derive the non-existence result of F 4 Toda system by choosing appropriate points {p ℓ } 13 ℓ=11 .
Some useful results
In this section, we shall present several useful facts which are used in previous section. The first one is on the matrices of the general simple Lie algebras:
We shall derive an estimate on each entry of the inverse matrix of above matrices. For A n , B n , C n and D n type matrices, we get their inverse matrices as follows, see [24, section 4] or [30] . 
The following lemma is a generalization of Brezis-Merle [2] type result, we refer the readers to [10, Lemma 5.1] for a proof. 
where δ > 0, α ∈ [0, 1), and g k is a family of non-negative functions such that g
k } is locally uniformly bounded from above in B 1 .
The last result of this section is about the Pohozaev typde identity for singular Toda system. See [14, 16, 17] for related results. µ i σ i + 2µ n σ n ,
µ i σ i , n = 6, 7, 8, In particular, for each type Toda system, if (σ 1 , · · · , σ n ) = (0, · · · , 0), then there exists at least one index i ∈ {1, · · · , n} such that
Proof. Since A n , D n , E 6 , E 7 , and E 8 are symmetric matrix, we get the corresponding Pohozaev identity from [16 We see that the coefficient matrix of (4.4) is symmetric. By applying [16, Proposition 3.1], we get the related Pohozaev identity.
We shall prove (4.3) for A n only, the other cases can be proved similarly. The Pohozaev identity for A n can be written as
This shows that (4.3) holds for at least one index i ∈ {1, . . . , n}.
