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Abstract
It is known that in the zeta function regularization and in the Fujikawa
method chiral anomaly is defined through a coefficient in the heat kernel
expansion for the Dirac operator. In this paper we apply the heat kernel
methods to calculate boundary contributions to the chiral anomaly for
local (bag) boundary conditions. As a by-product some new results on the
heat trace asymptotics are also obtained.
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1 Introduction
Chiral anomaly, which was discovered more than 30 years ago [1], still plays an
important role in particle physics. On smooth manifolds without boundaries
many successful approaches to the anomalies exist1. Modern developments in
theoretical physics require anomaly calculations on branes and domain walls (see,
e.g., [6]). Taking into account also more traditional applications as the bag model
of hadrons [7], we see that understanding the chiral anomaly in the presence of
boundaries or singularities is an important task.
∗email: maraval@mail.ru, root@VM1485.spb.edu
†Also at V. A. Fock Insitute of Physics, St.Petersburg University, Russia; email:
Dmitri.Vassilevich@itp.uni-leipzig.de
1The reader may consult, for example, ref. [2] or the original papers [3, 4, 5].
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In the case of non-trivial background fields, and especially in the presence
of boundaries or singularities, the heat kernel technique seems to be the most
adequate one for analysing the one-loop effects (see [8] for a recent review). The
heat kernel approach to the anomalies is essentially equivalent to the Fujikawa
approach [4] and to the calculations based on the finite-mode regularization [9],
but it can be more easily extended to complicated geometries.
In the present paper we consider an euclidean version of the bag boundary
conditions [7] (see also [10]). Although these are the most simple and physically
most natural boundary conditions, chiral anomaly for these conditions has not
been calculated so far2. This can be explained by the fact that the calculation is
indeed rather involved. We use the zeta function regularization and our approach
to the anomaly follows closely the paper [11]. Mathematical foundations for
analysing spectral geometry of the Dirac operator with local boundary conditions
were developed in [12]. A simple overview of spectral properties of Dirac operator
on manifolds with boundary can be found in [13].
To calculate the anomaly we employ the following strategy. First we relate the
anomaly to a heat kernel coefficient for the square of the Dirac operator. Then
we generalise the problem and consider the heat kernel for an arbitrary operator
of the Laplace type with mixed boundary conditions and with a matrix valued
smearing function. This generalisation allows us to use the heavy machinery of the
heat kernel expansion for such operators. In particular, important information
follows from two simple examples of boundary value problems in one and two
dimensions. In this way we are able to calculate first five heat kernel coefficients.
Chiral anomaly is then obtained simply by substituting explicit expressions for
the connection, the potential, and other quantities in terms of the background
vector and axial vector fields.
In the next section we remind some basic formulae regarding the zeta function
regularization, chiral anomaly, and local (bag) boundary conditions. Sec. 3 is
devoted to the relationship between Dirac and Laplace operators. The heat
kernel coefficients are calculated in sec. 4, which is the main technical part of this
paper. In sec. 5 we return to the Dirac operator and finally calculate boundary
contributions to chiral anomaly in two and four dimensions. Our results and
their possible extensions are discussed in sec. 6. Appendix A contains the heat
kernel coefficients for mixed boundary conditions with a scalar smearing function.
Appendix B gives details of the particular case calculations used in sec. 4.
2There exist calculations of global chiral anomaly (i.e. for a position-independent chiral
transformation parameter) for some other types of boundary operators, and also calculation of
the scale anomaly for bag boundary conditions. Literature on these topics is rather large, so
that for uniformity we quote nobody here. A literature survey can be found in [8].
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2 Boundary conditions and chiral anomaly
Let us consider an n-dimensional Riemannian manifold M with boundary ∂M .
Dirac γ-matrices satisfy the Clifford commutation relation
{γµ, γν} = −2gµν . (1)
The γ-matrices defined in this way are anti-hermitian, γµ† = −γµ. We also
need the chirality matrix which will be denoted γ5 independently of the dimension
of M . As usual, γ5γµ = −γµγ5 and γ5† = γ5. We assume that n is even. We fix
the sign of γ5 by choosing
γ5 =
in(n+1)/2
n!
ǫµν...ργµγν . . . γρ . (2)
Consider the Dirac operator
D̂ = γµ
(
∂µ + Vµ + iAµγ5 − 1
8
[γρ, γσ]σ
[ρσ]
µ
)
(3)
in external vector Vµ and axial vector Aµ fields. We suppose that Vµ and Aµ are
anti-hermitian matrices in the space of some representation of the gauge group.
σ
[ρσ]
µ is the spin-connection3.
The Dirac operator transforms covariantly under infinitesimal local gauge
transformations:
δλAµ = [Aµ, λ]
δλVµ = ∂µλ+ [Vµ, λ]
D̂ → D̂ + [D̂, λ] (4)
and under infinitesimal local chiral transformations:
δ˜ϕAµ = ∂µϕ+ [Vµ, ϕ],
δ˜ϕVµ = −[Aµ, ϕ],
D̂ → D̂ + i{D̂, γ5ϕ} . (5)
The parameters λ and ϕ are anti-hermitian matrices.
We adopt the zeta-function regularization4 and write the effective action for
the Dirac fermions as
W = − ln det D̂ = −1
2
ln det D̂2 =
1
2
ζ ′(0) +
1
2
ln(µ2)ζ(0) , (6)
3The spin-connection must be included even on a flat manifold if the coordinates are not
Cartesian.
4Our approach to the effective action for fermions is close to that in the papers [11, 14].
We refer to these works for a more detailed derivation of chiral anomaly (with somewhat more
accurate treatment of the zero mode problem).
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where
ζ(s) = Tr(D̂−2s) , (7)
prime denotes differentiation with respect to s, and Tr is the functional trace.
It is easy to show that the effective action (6) is gauge invariant, δλW = 0,
and that the variation of W under an infinitesimal chiral transformation reads
A := δ˜ϕW = −2iTr(γ5ϕD̂−2s)|s=0 . (8)
Let us define an integrated heat kernel for a second order elliptic partial
differential operator L by the equation:
K(Q,L, t) := Tr (Q exp(−tL)) , (9)
where Q(x) is a matrix valued function. For the boundary conditions we consider
in this paper (see eq. (23) below) there exists an asymptotic expansion [19] as
t→ 0:
K(Q,L, t) ≃
∞∑
k=0
ak(Q,L)t
(k−n)/2 . (10)
The heat kernel is related to the zeta function by the Mellin transformation:
Tr(γ5ϕD̂−2s) = Γ(s)−1
∫ ∞
0
dt ts−1K(γ5ϕ, D̂2, t) . (11)
In particular5,
A = −2ian(γ5ϕ, D̂2) . (12)
The same expression for the anomaly follows also from the Fujikawa approach
[4].
We shall need some basic notions from differential geometry. Let Rµνρσ be
the Riemann tensor, and let Rµν = R
σ
µνσ be the Ricci tensor. With our sign
convention the scalar curvature R = Rµµ is +2 on the unit sphere S
2. Curvature
does not play any important role in our calculations. However, we shall see below
that curved space offers no complications in our approach compared to the flat
case.
If the manifold M has a boundary, boundary conditions should be imposed
on the spinor field ψ. We need several basic definitions regarding differential
geometry of manifolds with boundary. Let {ej}, j = 1, . . . , n be a local orthonor-
mal frame for the tangent space to the manifold and let on the boundary en be
an inward pointing normal vector. Then {ea}, a = 1, . . . , n− 1 can be identified
with a local orthonormal frame for the tangent space to the boundary. The frame
{ej} will be used to transform curved (world) indices µ, ν, . . . , σ to “flat” indices
and back. For example, for a vector vµ this transformation reads: vj = e
µ
j vµ,
5A rather formal way to derive this equation consists in integration of the asymptotic ex-
pansion (10).
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va = e
µ
avµ, vn = e
µ
nvµ. In Euclidean space there is no distinction between flat
upper and lower indices.
The extrinsic curvature is defined by the equation
Lab = Γ
n
ab , (13)
where Γ is the Christoffel symbol. For example, on the unit sphere Sn−1 which
bounds the unit ball in Rn the extrinsic curvature is Lab = δab.
We impose local6 boundary conditions:
Π−ψ|∂M = 0, Π− = 1
2
(1− γ5γn) , (14)
which are nothing else than a Euclidean version of the MIT bag boundary con-
ditions [7]. For these boundary conditions Π†− = Π−, and the normal component
of the fermion current ψ†γnψ vanishes on the boundary.
An important comment on chiral transformations of the boundary conditions
(14) is in order. Finite version of the infinitesimal transformation (5) reads:
D̂ → D̂ϕ = eiϕγ5D̂eiϕγ5 . (15)
This relation yields the following transformation law for the boundary projector:
Π− → Π[ϕ]− = e−iϕγ5Π−eiϕγ5 =
1
2
(
1− γ5γne2iϕγ5
)
, (16)
so that the boundary condition
Π
[ϕ]
− ψ|∂M = 0 (17)
remains consistent with (14) and (15). Eq. (17) represents an Euclidean version
[16] of chiral bag boundary conditions [17]. The boundary conditions (17) are
considerably more complicated than (14). Even such fundamental property of
(17) as the strong ellipticity (which ensures, for example, existence of only simple
poles of the zeta function) has been established only recently [18]. Fortunately, as
we stay at the level of linear perturbations, the condition (14) is enough for our
purposes. However, already the Wess-Zumino consistency conditions [3] which
imply two consequent chiral transformations require a more general setting of the
chiral bag (17).
3 Dirac and Laplace operators
To calculate the anomaly (12) it is convenient to consider a more general problem
of calculation of the coefficients ak(Q,L) (see eq. (10)) for general matrix valued
6Locality means that the projector Π− acts at each point of the boundary independently.
An example of non-local boundary conditions can be found in [15].
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function Q and general operator L of Laplace type. Any operator of Laplace type
can be expanded locally as
L = −(gµν∂µ∂ν + aσ∂σ + b), (18)
where a and b are some matrix valued functions. One can always introduce a
connection ωµ and another matrix valued function E so that L takes the form:
L = −(gµν∇µ∇ν + E) (19)
Here ∇µ is a sum of covariant Riemannian derivative with respect to metric gµν
and connection ωµ. One can, of course, express E and ω in terms of a
µ, b and
gµν :
ωµ =
1
2
gµν(a
ν + gρσΓνρσ), (20)
E = b− gµν(∂νωµ + ωµων − ωρΓρµν) (21)
For the future use we introduce also the field strength for ω:
Ωµν = ∂µων − ∂νωµ + [ωµ, ων] . (22)
The connection ωµ will be also used to construct covariant derivatives. It will
be convenient to work with flat indices (denoted by Latin letters) which we have
introduced in the previous section. The subscript ; i . . . jk will be used to denote
repeated covariant derivatives with the connection ω and the Christoffel connec-
tion on M . The subscript : a . . . bc will denote repeated covariant derivatives
containing ω and the Christoffel connection on the boundary. Difference between
these two covariant derivatives is measured by the extrinsic curvature (13). For
example, E;ab = E:ab − LabE;n.
Let us now turn to boundary conditions. We assume given two complemen-
tary projectors Π±, Π− + Π+ = I and define mixed boundary conditions by the
relations
Π−ψ|∂M = 0 , (∇n + S)Π+ψ|∂M = 0 , (23)
where S is a matrix valued function on the boundary. In other words, the compo-
nents Π−ψ satisfy Dirichlet boundary conditions, and Π+ψ satisfy Robin (modi-
fied Neumann) ones.
It is convenient to define
χ = Π+ −Π− . (24)
Now we have to calculate the geometric quantities introduced above for generic
L in the particular case L = D̂2. After lengthy but straightforward calculation
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one obtains from (3), (20) – (22) (see also [22] for the abelian case):
ωµ = Vµ − i
2
[γµ, γν]A
νγ5 − 1
8
[γρ, γσ]σ
[ρ,σ]
µ , (25)
E = −1
2
γµγνVµν + (n− 3)γµγνAµAν − AµAµ − 1
4
R + iDµA
µγ5, (26)
Ωµν = iγ
κ(DµAκ)γνγ5 − iγκ(DνAκ)γµγ5 + iAµνγ5 − [Aµ, Aν ] + Vµν
+
1
4
γκγτRκτµν − [Aµ, Aκ]γκγν + [Aν , Aκ]γκγµ −
−γκAκγµγτAτγν + γκAκγνγτAτγµ (27)
with the notations Vµν = ∂µVν − ∂νVµ + [Vµ, Vν ], Aµν = DµAν −DνAµ, DµAν =
∂µAν − ΓρµνAρ + [Vµ, Aν ]. Note, that the gauge covariant derivative Dµ differs
from ∇µ defined above.
Since D̂ is a first order differential operator it was enough to fix the boundary
conditions (14) on a half of the components. To proceed with a second order
operator L = D̂2 we need boundary conditions on the remaining components as
well. They are defined by the consistency condition:
Π−D̂ψ|∂M = 0 , (28)
which is equivalent to the second (Robin) boundary condition in (23) with
S = −1
2
Π+Laa . (29)
4 Asymptotic expansion of the heat kernel
4.1 General strategy
In this section we study the short t asymptotics (10) for an arbitrary operator L
of Laplace type. Two particular cases of the expansion (10) are known. The heat
kernel coefficients ak, k = 0, 1, 2, 3, 4, 5 for a scalar Q = fI (where f is a function
and I is the unit operator) are presented in Appendix A. The case of arbitrary
Q but pure Dirichlet or Neumann boundary conditions (i.e. when either Π+ or
Π− is zero) was studied in [23]. Here we need a combination of these two cases.
Namely, we are interested in mixed boundary conditions and a matrix valued Q.
According to the general theory [19] the coefficients ak(Q,L) are locally com-
putable. This means that each ak(Q,L) can be represented as a sum of volume
and boundary integrals of local invariants constructed from Q, Ω, E, the curva-
ture tensor, and their derivatives. Boundary invariants may also include S, Lab
and χ. Total mass dimension of such invariants should be k for the volume terms
and k − 1 for the boundary ones.
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The following property of the heat kernel coefficients [19] will be useful in the
calculations. Let us define a shifted operator
Lǫ = L− ǫQ . (30)
Then
d
dǫ
∣∣∣∣
ǫ=0
Tr(exp(−tLǫ)) = tTr(Q exp(−tL)) . (31)
By expanding both sides of this equation in a power series of t one obtains:
d
dǫ
∣∣∣∣
ǫ=0
ak+2(1, Lǫ) = ak(Q,L) . (32)
All geometric quantities (metric, effective connection, boundary conditions, etc.)
corresponding to Lǫ are the same as for the unperturbed operator L except for
the potential E which receives a shift,
Eǫ = E + ǫQ. (33)
Therefore, variation of the heat kernel coefficients w.r.t. ǫ is equivalent to the
variation of E. Equation (32) together with the heat kernel coefficients for scalar
smearing function presented in Appendix A allow to calculate the coefficients
ak(Q,L) for k = 0, 1, 2, 3:
a0(Q,L) = (4π)
−n/2
∫
M
dnx
√
g tr (Q). (34)
a1(Q,L) =
1
4
(4π)−(n−1)/2
∫
∂M
dn−1x
√
h tr (χQ). (35)
a2(Q,L) =
1
6
(4π)−n/2
{∫
M
dnx
√
g tr (6QE +QR)
+
∫
∂M
dn−1x
√
h tr (2QLaa + 12QS + 3χQ;n)
}
. (36)
a3(Q,L) =
1
384
(4π)−(n−1)/2
∫
∂M
dn−1x
√
htr
{
Q(−24E + 24χEχ
+48χE + 48Eχ− 12χ:aχ:a + 12χ:aa − 6χ:aχ:aχ+ 16χR
+8χRanan + 192S
2 + 96LaaS + (3 + 10χ)LaaLbb
+(6− 4χ)LabLab) +Q;n(96S + 192S2) + 24χQ;nn
}
. (37)
Since the boundary terms in a6(1, L) are not known, we have to adopt a
different strategy to calculate a4(Q,L). The volume part of a4(Q,L) is already
known [24], so that we have to define the boundary contributions only. First we
have to write down all possible local boundary invariants of dimension 3 with
arbitrary coefficients. Boundary invariants are traces over “internal” indices of
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local polynomials constructed from R, E, χ, Ω, L, S and Q and from their
derivatives. All a, b, c, . . . indices must be contracted in pairs. Note, that the
normal index n must not be contracted. This reflects specific symmetry of the
spectral problem in the presence of a boundary which selects direction of the
normal. Next, we have to use various properties of the heat kernel expansion
to define these constants. In the particular case Q = If we should restore the
known result (64). Of course, for a matrix valued Q there are considerably more
different invariants than in the scalar case since one has to take into account
non-commutativity of Q with E, χ, Ω etc. Therefore, for example, the invariants
tr (QE) and tr (QχEχ) are different although they coincide in the limit Q = If .
To restrict the number of invariants (and the computational complexity) from
now on we consider the case
S = 0, Lab = 0 (38)
only.
Since the Riemann tensor does not have internal (spinorial or gauge) indices,
it commutes with Q and χ. Therefore, the particular case Q = If allows to
restore all curvature dependent boundary terms in a4:
a4(Q,L)[boundary] =
1
360
(4π)−n/2
∫
∂M
dn−1x
√
htr (Q(12R;n + 30χR;n)
+30Q;nχR +O(R
0)
)
. (39)
To control the invariants containing E and Ω we use the property [20, 19]
that the constants appearing in front of all invariants depend on the dimension
of the manifold only through an overall factor (4π)−n/2. This property makes
it possible to use low dimensional particular case calculations to define the heat
kernel coefficients in arbitrary dimension.
4.2 Particular case calculations
To define the terms in a4 which depend on χ, E and Ω it is enough to consider
the case of the simplest geometry M = R+ × Rn−1 with flat metric. It is im-
portant that the mass dimension of the boundary integrand in a4(Q,L) is three.
Therefore, terms containing both E and Ω cannot appear. For this reason, E and
Ω terms can be considered separately. As well, Ωab cannot enter the invariants
since there is no rank two antisymmetric tensor of dimension one. Consequently,
we may restrict ourselves to the case
ωn = 0 . (40)
To simplify the calculations we also impose
χ = const. (41)
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Then χ:a will be represented by a commutator [ωa, χ], and Ωan = −∂nωa. These
two invariants are independent on the boundary.
We shall need a bi-local heat kernel K(x, z; t) which is defined as a solution
of the heat equation
(∂t + L)K(x, z; t) = 0 (42)
with the initial condition
K(x, z; 0) = δ(x, z) . (43)
Because of the restrictions (38) and (40) the boundary conditions simplify to
Π−K(x, z; t)|∂M = 0 , ∂nΠ+K(x, z; t)|∂M = 0. , (44)
This bi-local kernel is related to the “localised” one (cf. (9)) by the equation:
K(Q,L, t) =
∫
M
dnx
√
gtr (Q(x)K(x, x; t)) . (45)
We stress, that K(x, x; t) is a distribution.
The fundamental solution of “free” heat conduction equation
(∂t − ∂2x)K0(x, z; t) = 0 (46)
on M = Rn is well known:
K0(x
a, xn, ya, yn; t) = (4πt)−n/2exp
(
−
∑n−1
a=1(x
a − ya)2 + (xn − yn)2
4t
)
. (47)
From this kernel one can construct a solution of (46) on M = R+ × Rn−1 which
satisfies the conditions (44) at xn = 0:
Kχ(x, z; t) = K0(x
a, xn, za, zn; t) + χK0(x
a, xn, za,−zn; t). (48)
The operators which we consider in this section can be represented in the
following form:
L = −∂2 − P, (49)
where P is a first or zeroth order differential operator.
It is easy to show that the kernel K(x, z; t) defined by the equation
K(x, z; t) = Kχ(x, z; t) +
∫ t
0
dτ
∫
M
dyKχ(x, y; t− τ)P (y)K(y, z; τ) (50)
satisfies both the full heat equation (42) and the boundary conditions (44).
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The equation (50) admits a solution7 in terms of power series in P :
K(x, z; t) = Kχ(x, z; t)
+
∞∑
p=1
∫ t
0
dτp
∫ τp
0
dτp−1 . . .
∫ τ2
0
dτ1
∫
M
dyp . . .
∫
M
dy1
×Kχ(x, yp; t− τp)P (yp)Kχ(yp, yp−1; τp − τp−1) . . . P (y1)Kχ(y1, z; τ1)(51)
A remarkable feature of (51) is that only a finite number of terms contribute to
each ak(Q,L) for fixed k. This equation will be used to calculate the heat kernel
expansion for two particular choices of L (see below).
We start with a one-dimensional example
L1 = −∂2x − E(x), (52)
so that P1(y) = E(y). E is an arbitrary matrix valued function on M = R+.
Details of the calculation can be found in Appendix B. To the first order in E
we have:
K(Q,L1, t) =
t
1
2
(4π)
1
2
∫ ∞
0
dx tr
(
QE +
t
6
QE µ;µ
)
+
t
(4π)0
trQ
(
− 1
16
(E − χEχ) + 1
8
(χE + Eχ)
)
x=0
+
t
3
2
(4π)
1
2
tr
[
Q
( 1
12
(E;n + χE;nχ) +
1
4
(χE;n + E;nχ)
)
+Q;n
(
− 1
12
(E − χEχ) + 1
4
(χE + Eχ)
)]
x=0
+O(t2) . (53)
The first and the second lines of (53) can serve as a consistency check of our
calculations (cf. (36), (37)). The rest of (53) defines uniquely all terms in the
boundary part of a4(Q,L) containing E subject to the restrictions (38). Indeed,
no other invariants of dimension 3 can appear. For example, tr (QE:a) is not
allowed since it contains a non-contracted tangential index. χ;n cannot appear
since χ is defined on the boundary only and, hence, may be differentiated only
tangentially.
In order to define the term in a4(Q,L) containing Ω and/or tangential deriva-
tives χ we consider a two dimensional exampleM = R×R+ and L2 = −(∂µ+ωµ)2.
In addition to (40) we also suppose ∂aωa = 0. Clearly, this condition does not
exclude any relevant invariant. Then P2(y) = 2ωa(y
n)∂a + ω
2
a(y
n). This time
7On manifolds without boundary a similar expansion served as a starting point for the
covariant perturbation theory of ref. [25]. On manifolds with boundary similar perturbation
series were used [26] to evaluate dependence of the heat kernel on the boundary conditions.
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we need the first and second order terms in the expansion (51). All necessary
technical tools can be found again in Appendix B. The result reads:
K(Q,L2, t) =
t
1
2
(4π)
1
2
∫
∂M
dx trQ
(
− 1
32
χ:aχ:a +
1
32
χ:aa − 1
64
χ:aχ:aχ
)
+
t
4π
∫
M
d2x trQ
1
12
ΩµνΩ
µν
+
t
4π
∫
∂M
dx tr
{
Q
( 1
20
χχ:aΩan +
1
30
χ:aΩanχ +
1
20
Ωanχχ:a
− 1
30
χΩanχ:a +
1
60
[χΩanχ, χ:a] +
3
20
[χ:a,Ωan] +
1
12
[χ,Ωan:a]
)
+ Q;n
(
− 1
20
χ:aχ:a +
1
12
χ:aa − 1
60
χ:aχ:aχ
)}
+O(t
3
2 ) . (54)
Next we collect individual contributions contained in (39), (53) and (54) to
obtain:
a4(Q,L) =
1
360
(4π)−n/2
{∫
M
dnx
√
g tr
{
Q(60E;µ
µ + 60RE + 180E2
+30ΩµνΩ
µν + 12R;µ
µ + 5R2 − 2RµνRµν + 2RµνρσRµνρσ)
}
+
∫
∂M
dn−1x
√
h tr
{
Q{30E;n + 30χE;nχ + 90χE;n + 90E;nχ
+18χχ:aΩan + 12χ:aΩanχ+ 18Ωanχχ:a − 12χΩanχ:a
+6[χΩanχ, χ:a] + 54[χ:a,Ωan] + 30[χ,Ωan:a] + 12R;n + 30χR;n}+
+Q;n(−30E + 30χEχ+ 90χE + 90Eχ−
−18χ:aχ:a + 30χ:aa − 6χ:aχ:aχ+ 30χR) + 30χQ;µµn
}}
. (55)
Let us remind that we have imposed a restriction (38) on boundary conditions
and on the extrinsic curvature of the boundary.
5 Calculation of the anomaly
5.1 Dimension two
The remaining part of the calculation is rather simple. One has to substitute
(36) with (25) - (27), (29) and (14) in (8). The result reads:
A = −1
π
∫
M
d2x
√
g tr
(
ϕ
(1
2
ǫµν(Vµν + [Aµ, Aν ])−DµAµ
))
. (56)
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Surprisingly, there is no “genuine” boundary contribution here, and this is our
main result in two dimensions. For constant ϕ it is consistent with an earlier
calculation [14]. The volume term is very well known (see, e.g. [2]). Note, that
in two dimensions axial vectors can be transformed to vectors, and, therefore,
the whole anomaly may be generated by just the first term under the integral in
(56).
5.2 Dimension four
Chiral anomaly in four dimensions is calculated the same way except for that we
have to use eq. (55). Now the anomaly contains two contributions.
A = Av +Ab . (57)
The volume part
Av = −1
180 (2π)2
∫
M
d4x
√
g trϕ
(
−120 [DµV µν , Aν ]
+60 [DµAν , V
µν ]− 60DµDµDνAν + 120 {{DµAν , Aν}, Aµ}
+60 {DµAµ, AνAν}+ 120AµDνAνAµ + 30 [[Aµ, Aν ], Aµν ]
+ǫµνρσ {−45 i V µνV ρσ + 15 i AµνAρσ − 30 i (V µνAρAσ + AµAνV ρσ)
−120 i AµV νρAσ + 60 i AµAνAρAσ} − 60 (DσAν)Rνσ + 30 (DµAµ)R
−15i
8
ǫµνρσ R
µν
ηθR
ρσηθ
)
(58)
is known8.
The boundary part
Ab = −1
180 (2π)2
∫
∂M
d3x
√
h tr
(
12 i ǫabc {Ab, ϕ}DaAc
+24{ϕ,Aa}{Aa, An} − 60 [Aa, ϕ](Vna − [An, Aa])
+60(Dnϕ)DµA
µ
)
(59)
is new. It has been derived under two restrictions (38). Note, that in the present
context, the first condition (S = 0) actually follows from the second one (Lab = 0)
due to (29). We shall analyse physical consequences of (59) in a future publica-
tion.
8The flat space part of (58) can be found e.g. in [9]. The term with R ⋆ R follows from the
local index theorem and has a very long history [27]. We are not aware of any works which
considered chiral anomaly for non-abelian axial vector field in curved space, so that the terms
(DA)R have a chance to be new. There are certain similarities between (58) and chiral anomaly
in the Riemann-Cartan space [28].
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6 Conclusions
We have calculated boundary contributions to chiral anomaly for local (bag)
boundary conditions in two and four dimensions (in four dimensions we have
supposed that the boundary is totally geodesic, Lab = 0). As a by-product
we obtained explicit expressions for several heat kernel coefficients with mixed
boundary conditions and with a matrix-valued smearing function. These heat
kernel expressions are rather universal. By choosing a bit different expressions
for Q and for the fields (25) - (27) one can easily extend our results to other
anomaly-like expression relevant for hadron physics (see, e.g., [29]) and, probably,
even to supersymmetry [30].
We have found no specific boundary contributions to the anomaly in two
dimensions. In four dimensions there are boundary terms in the anomaly, which
must have important physical consequences both in hadron physics and in the
standard model.
Our present paper is the first one which treats local chiral anomaly in the pres-
ence of boundaries in generic background vector and axial vector fields. Therefore,
our results may be improved or extended in many directions.
It is clear that in order to bring our results closer to physical applications
we have to lift the restriction Lab = 0 in four dimensions (which excludes, for
example, spherical boundaries in flat space). This is just a technical problem
which can be solved by the same methods as presented above. Another problem
is to extend our results beyond the linear order in the chiral transformation
parameter. Such an extension requires chirally transformed boundary conditions
(17). We are going to address these two problems in the near future.
Brane-world and domain wall configurations lead to interactions confined at a
singular surface. Mathematically such interactions are described at the one-loop
level by some “gluing conditions” which relate boundary values of the functions
and their normal derivatives on two sides of the singular surface. Such cases
may be treated by the same methods as presented in this paper. Moreover, a
lot of important information on the heat kernel expansion for gluing conditions
is contained in the heat kernel expansion for the boundary conditions case (see,
e.g., [31]).
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A Heat kernel expansion with mixed boundary
conditions
Here we give explicit expressions for the heat kernel coefficients ak, k = 0, 1, 2, 3, 4
for an operator of Laplace type subject to mixed boundary conditions [20] (see
also [21] for minor corrections in a4), f is a scalar function.
a0(f, L) = (4π)
−n/2
∫
M
dnx
√
g tr (f) (60)
a1(f, L) =
1
4
(4π)−(n−1)/2
∫
∂M
dn−1x
√
h tr (χf). (61)
a2(f, L) =
1
6
(4π)−n/2
{∫
M
dnx
√
g tr (6fE + fR)
+
∫
∂M
dn−1x
√
h tr (2fLaa + 3χf;n + 12fS)
}
. (62)
a3(f, L) =
1
384
(4π)−(n−1)/2
∫
∂M
dn−1x
√
h tr
{
f(96χE + 16χR
+8fχRanan + (13Π+ − 7Π−)LaaLbb + (2Π+ + 10Π−)LabLab
+96SLaa + 192S
2 − 12χ:aχ:a) + f;n((6Π+ + 30Π−)Laa
+96S) + 24χf;nn}. (63)
a4(f, L) =
1
360
(4π)−n/2
{∫
M
dnx
√
g tr {f(60E;µµ + 60RE + 180E2
+30ΩµνΩ
µν + 12R;µ
µ + 5R2 − 2RµνRµν + 2RµνρσRµνρσ)}
+
∫
∂M
dn−1x
√
h tr
{
f{(240Π+ − 120Π−)E;n
+(42Π+ − 18Π−)R;n + 24Laa:bb + 120ELaa
+20RLaa + 4RananLbb − 12RanbnLab + 4RabcbLac
+
1
21
{(280Π+ + 40Π−)LaaLbbLcc + (168Π+
−264Π−)LabLabLcc + (224Π+ + 320Π−)LabLbcLac}
+720SE + 120SR+ 144SLaaLbb + 48SLabLab
+480S2Laa + 480S
3 + 120S:aa + 60χχ:aΩan − 12χ:aχ:aLbb
−24χ:aχ:bLab − 120χ:aχ:aS}+ f;n(180χE + 30χR
+
1
7
{(84Π+ − 180Π−)LaaLbb + (84Π+ + 60Π−)LabLab}
+72SLaa + 240S
2 − 18χ:aχ:a) + f;nn(24Laa + 120S)
+30χf;µ
µn
}}
. (64)
The coefficient a5 can be found in [32]. Here we present only those terms
which enter (32) with k = 3. Namely, we put f = 1 and neglect all terms which
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do not contain E.
a5(1, L) =
1
5760
(4π)−(m−1)/2
∫
∂M
dn−1x
√
htr (360χE;nn + 1440E;nS
+720χE2 + 180χ:aaE + 240χRE − 120χRnnE + 2880ES2
+(270− 180χ)LaaE;n + 1440LaaSE + (45 + 150χ)LaaLbbE
+(90− 60χ)LabLabE − 180(E2 − χEχE)− 180χ:aχ:aE
−90χχ:aχ:aE) +O(E0). (65)
B Particular case calculation: details
Let us consider in detail calculations of the expansion (53) for the operator (52).
First we use the (51) to represent the first order terms in E of K(Q,L1; t) as
1
4π
t∫
0
dτ
∞∫
0
dx
∞∫
0
dy
1√
τ
√
t− τ tr
{
Q(x)
(
e−
(x−y)2
4τ + χe−
(x+y)2
4τ
)
× E(y)
(
e−
(x−y)2
4(t−τ) + χe−
(x+y)2
4(t−τ)
)}
(66)
Next we integrate over τ with the help of the relation∫ t
0
dτ
exp(−a2
τ
) exp(− b2
t−τ
)√
τ
√
t− τ = π · erfc
(
|a|+ |b|√
t
)
. (67)
The parameters a and b are equal either to (x− y)/2 or to (x+ y)/2. Note, that
“reflected” terms depending on (x+ y) are always multiplied by χ.
It is convenient to consider 3 different types of contributions separately.
1. Terms without χ.
In this case a = b = (x− y)/2. Let us change the variables
x = k + r
√
t, y = k for x > y
y = k + r
√
t, x = k for x < y. (68)
In both cases k, r ∈ [0,+∞[. Then we use a small t expansion:∫ +∞
0
dr erfc(r)f(r
√
t) =
f(0)√
π
+
f
′
(0)
√
t
4
+
f
′′
(0)t
6
√
π
+ . . . (69)
which is valid for any smooth function which decays sufficiently fast at
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infinity. We obtain:∫ +∞
0
dx
∫ +∞
0
dy erfc
( |x− y|√
t
)
tr
Q(x)E(y)
4
=
∫ +∞
0
dk
∫ +∞
0
dr erfc(r)tr
(
Q(k +
√
tr)E(k) +Q(k)E(k +
√
tr)
)
4
=
t
1
2
2
√
π
∫ +∞
0
dy tr
(
Q(y)E(y) +
t
6
Q(y)E ′′(y)
)
− t
16
trQ(0)E(0)
+
t
3
2
2
√
π
tr
(
1
12
Q(0)E ′(0)− 1
12
Q ′(0)E(0)
)
+O(t2) . (70)
2. Terms with two χ. In this case a = b = (x+y)/2. We change the variables:
x = r
√
t cosφ , y = r
√
t sin φ , (71)
so that r ∈ [0,∞[, φ ∈ [0, π/2]. We use (67) and then integrate over r and
φ assuming t is small . The resulting asymptotic expansion reads∫ +∞
0
dx
∫ +∞
0
dy erfc
( |x+ y|√
t
)
tr
Q(x)χE(y)χ
4
=
t
16
trQ(0)χE(0)χ
+
t
3
2
2
√
π
tr
( 1
12
Q ′(0)χE(0)χ+
1
12
Q(0)χE ′(0)χ
)
+O(t2) (72)
3. Terms with single χ. We have a = (x − y)/2, b = (x + y)/2. We use the
variables:
x = r
√
t(cosφ+ sin φ), y = r
√
t cosφ for x > y;
y = r
√
t(cosφ+ sinφ), x = r
√
t cosφ for x < y. (73)
Acting as above we obtain:∫ +∞
0
dx
∫ +∞
0
dy erfc
( |x+ y|+ |x− y|
2
√
t
)
tr
Q(x)
(
χE(y) + E(y)χ
)
4
=
t
8
trQ(0)
(
χE(0) + E(0)χ
)
+
t
3
2
2
√
π
tr
(1
4
Q(0)
(
χE ′(0) + E ′(0)χ
)
+
1
4
Q ′(0)
(
χE(0) + E(0)χ
))
+O(t2)
(74)
The sum of (70), (72) and (74) yields (53).
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Calculations of the ω terms can be carried out in a similar way. The following
integral is useful:
∫ t
0
dp
∫ p
0
dτ
exp(− a2
t−p
) exp(− b2
p−τ
) exp(− c2
τ
)√
t− p√p− τ√τ =
= −2π3/2 ·(|a|+|b|+|c|)·erfc
(
|a|+ |b|+ |c|√
t
)
+2π
√
t·exp
(
−(|a|+ |b|+ |c|)
2
t
)
(75)
References
[1] S. L. Adler, Phys. Rev. 177 (1969) 2426; J. S. Bell and R. Jackiw, Nuovo
Cim. A 60 (1969) 47.
[2] R. A. Bertlmann, Anomalies In Quantum Field Theory (Clarendon Press,
Oxford, 1996);
J. Zinn-Justin, Chiral anomalies and topology, Contributed to Autumn
School 2001: Topology and Geometry in Physics, Rot an der Rot, Germany,
24-28 Sep 2001. arXiv:hep-th/0201220.
[3] J. Wess and B. Zumino, Phys. Lett. B 37 (1971) 95.
[4] K. Fujikawa, Phys. Rev. Lett. 42 (1979) 1195.
[5] L. D. Faddeev, Phys. Lett. B 145 (1984) 81; L. D. Faddeev and
S. L. Shatashvili, Phys. Lett. B 167 (1986) 225.
[6] G. Gabadadze and M. A. Shifman, Phys. Rev. D 62 (2000) 114003
[arXiv:hep-ph/0007345];
R. Hofmann, Phys. Rev. D 64 (2001) 085001 [arXiv:hep-ph/0103279];
E. V. Gorbar, V. P. Gusynin and V. A. Miransky, Phys. Rev. D 64 (2001)
105028 [arXiv:hep-ph/0105059];
A. C. Kalloniatis and S. N. Nedelko, Phys. Rev. D 64 (2001) 114025
[arXiv:hep-ph/0108010];
W. F. Chen and R. B. Mann, Phys. Rev. D 66 (2002) 105007
[arXiv:hep-th/0201026];
S. Groot Nibbelink, H. P. Nilles and M. Olechowski, Nucl. Phys. B 640
(2002) 171 [arXiv:hep-th/0205012].
A. A. Andrianov, V. A. Andrianov, P. Giacconi and R. Soldati, Do-
main wall generation by fermion self-interaction and light particles,
arXiv:hep-ph/0305271.
18
[7] A. Chodos, R. L. Jaffe, K. Johnson, C. B. Thorn and V. F. Weisskopf, Phys.
Rev. D 9 (1974) 3471;
A. Chodos, R. L. Jaffe, K. Johnson and C. B. Thorn, Phys. Rev. D 10 (1974)
2599;
T. DeGrand, R. L. Jaffe, K. Johnson and J. E. Kiskis, Phys. Rev. D 12
(1975) 2060.
[8] D. V. Vassilevich, Heat kernel expansion: User’s manual,
arXiv:hep-th/0306138.
[9] A. A. Andrianov and L. Bonora, Nucl. Phys. B 233 (1984) 232.
[10] K. Symanzik, Nucl. Phys. B 190 (1981) 1.
[11] S. Blau, M. Visser and A. Wipf, Int. J. Mod. Phys. A 4 (1989) 1467.
[12] T. Branson and P. Gilkey, J. Funct. Anal. 108 (1992) 47; Differential Geom.
Appl. 2 (1992) 249.
[13] G. Esposito, Dirac operators and spectral geometry, Cambridge University
Press, Cambridge, 1998.
[14] A. Wipf and S. Durr, Nucl. Phys. B 443 (1995) 201 [arXiv:hep-th/9412018].
[15] M. F. Atiyah, V. K. Patodi and I. M. Singer, Math. Proc. Cambridge Phil.
Soc. 77 (1975) 43.
[16] P. Hrasko and J. Balog, Nucl. Phys. B 245 (1984) 118.
[17] A. Chodos and C. B. Thorn, Phys. Rev. D 12 (1975) 2733.
[18] C. G. Beneventano, P. B. Gilkey, K. Kirsten and E. M. Santangelo,
Strong ellipticity and spectral properties of chiral bag boundary conditions,
arXiv:hep-th/0306156.
[19] P. B. Gilkey, Invariance theory, the heat equation, and the Atiyah-Singer
index theorem, CRC Press. 1994.
[20] T. P. Branson and P. B. Gilkey, Commun. Part. Diff. Equat. 15 (1990) 245.
[21] D. V. Vassilevich, J. Math. Phys. 36 (1995) 3174 [arXiv:gr-qc/9404052].
[22] G. De Berredo-Peixoto, Mod. Phys. Lett. A 16 (2001) 2463
[arXiv:hep-th/0108223].
[23] T. P. Branson, P. B. Gilkey and D. V. Vassilevich, J. Math. Phys. 39 (1998)
1040 [Erratum-ibid. 41, 3301 (2000)] [arXiv:hep-th/9702178].
19
[24] B. S. DeWitt, Dynamical Theory of Groups and Fields, Gordon and Breach,
New York, 1965;
P. B. Gilkey, J. Diff. Geom. 10 (1975) 601.
[25] A. O. Barvinsky and G. A. Vilkovisky, Nucl. Phys. B 282 (1987) 163.
[26] M. Bordag, H. Falomir, E. M. Santangelo and D. V. Vassilevich, Phys. Rev.
D 65 (2002) 064032 [arXiv:hep-th/0111073].
[27] T. Eguchi, P. B. Gilkey and A. J. Hanson, Phys. Rept. 66 (1980) 213.
[28] Y. N. Obukhov, Phys. Lett. B 108 (1982) 308; G. Cognola and S. Zerbini,
Phys. Lett. B 195 (1987) 435; S. Yajima, Prog. Theor. Phys. 79 (1988) 535.
[29] A. A. Andrianov, V. A. Andrianov, V. Y. Novozhilov and Y. V. Novozhilov,
Phys. Lett. B 186 (1987) 401; Y. Novozhilov, A. Pronko and D. Vas-
silevich, Phys. Lett. B 343 (1995) 358 [Erratum-ibid. B 351 (1995) 601]
[arXiv:hep-ph/9411421].
[30] U. Lindstrom, N. K. Nielsen, M. Rocek and P. van Nieuwenhuizen, Phys.
Rev. D 37 (1988) 3588.
[31] M. Bordag and D. V. Vassilevich, J. Phys. A 32, 8247 (1999)
[arXiv:hep-th/9907076]; P. B. Gilkey, K. Kirsten and D. V. Vassilevich, Nucl.
Phys. B 601 (2001) 125 [arXiv:hep-th/0101105].
[32] T. P. Branson, P. B. Gilkey, K. Kirsten and D. V. Vassilevich, Nucl. Phys.
B 563 (1999) 603 [arXiv:hep-th/9906144].
20
