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EXISTENCE AND MAXIMAL Lp-REGULARITY OF SOLUTIONS FOR THE
POROUS MEDIUM EQUATION ON MANIFOLDS WITH CONICAL
SINGULARITIES
NIKOLAOS ROIDOS AND ELMAR SCHROHE
Abstract. We consider the porous medium equation on manifolds with conical singularities and
show existence, uniqueness and maximal Lp-regularity of a short time solution. In particular,
we obtain information on the short time asymptotics of the solution near the conical point.
Our method is based on bounded imaginary powers results for cone differential operators on
Mellin-Sobolev spaces and R-sectoriality perturbation techniques.
1. Introduction
The porous medium equation is the parabolic diffusion equation
u′(t) + ∆(um(t)) = f(u, t), t ∈ (0, T0],(1.1)
u(0) = u0.(1.2)
It describes the flow of a gas in a porous medium, where u is the density distribution. We assume
here that m > 0 and f = f(λ, t) is a holomorphic function of λ on a neighborhood of Ran(u0)
with values in Lipschitz functions in t on [0, T0]. The porous medium equation can be regarded
as a nonlinear version of the heat equation, which arises for m = 1. In general it can model heat
transfer, fluid flow or diffusion. While traditionally treated on domains in Rn, the porous medium
equation has also been considered on closed compact and noncompact manifolds; we refer for this
to [3], [14], [20], [32] and [33].
In this article, we study the equation on a manifold with conical singularities. The principal
application we have in mind is that of a two-dimensional surface with conical singularities, on
which we imagine the medium as a film. However, both our methods and results extend to higher
dimensions. We model the manifold with conical singularities by an (n+ 1)-dimensional compact
manifold B with boundary, n ≥ 1, endowed with a degenerate Riemannian metric g, which, in a
collar neighborhood [0, 1)× ∂B of the boundary ∂B, admits the warped product structure
g(x, y) = dx2 + x2h(y).
Here h is a (non-degenerate) Riemannian metric on ∂B, and (x, y) ∈ [0, 1)× ∂B. By ∆ we denote
the Laplacian associated with this metric. It naturally acts on scales of Mellin-Sobolev spaces
Hs,γp (B), which will be introduced in Section 3.1. At this point it suffices to say that s ∈ R gives
the local Sobolev regularity with respect to an Lp base space, 1 < p < ∞, and γ ∈ R is a weight
at the tip.
We will prove existence and maximal regularity of a short time solution to the porous medium
equation. Our main tool will be maximal regularity theory for quasilinear parabolic problems,
based on the properties of the associated linearized problem and a theorem of Cle´ment and Li. We
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start by considering the Laplacian as an unbounded operator and choosing an appropriate closed
extension. The possible domains consist of a Mellin-Sobolev space plus a finite dimensional space
of functions with specific asymptotics near the tip, the so-called asymptotics spaces; see Section 3
for details. The maximal regularity approach then allows us to examine the effect of the singularity
on the solution of the problem.
Finding a maximal regularity extension of the Laplacian is not a trivial task. Certain examples
of such extensions on Mellin-Sobolev spaces Hs,γp (B) of non-negative order (i.e. s ≥ 0) are known
explicitly from [23], [24], [26]. These will be the starting point of our analysis. We will, however,
have to go beyond the methods used in these articles: As a first result, we show that there exist
extensions ∆s of the Laplacian of maximal regularity also in Mellin-Sobolev spaces of negative
order. In fact, for each s ∈ R and suitable γ, depending on dim(B), we may choose D(∆s) =
Hs+2,γ+2p (B) ⊕ C as a domain in H
s,γ
p (B) in which the Laplacian has maximal regularity. Here C
stands for the constant functions.
The second important step, in order to apply the theorem of Cle´ment and Li, is to control
the ‘trace space’, i.e. the interpolation space specifying the admissible initial values. This is
connected to the problem of understanding the domains of the complex powers for cone differential
operators. For a conic manifold, results on the interpolation between Mellin-Sobolev spaces and
Mellin-Sobolev spaces plus asymptotics spaces were not known. We manage to obtain suitable
embeddings for these spaces in our situation.
The main difficulty then is to show maximal regularity for the linearized term of the problem,
which is a conically degenerate differential operator of second order. The idea is to first establish
uniform R-sectoriality for the operators with frozen coefficients and then to apply perturbation
arguments in order to construct R-sectorial local approximations of the resolvent. This allows us
to show the existence and R-sectoriality of the resolvent via a Neumann series expression. Our
first result is the following.
Theorem 1.1. Let λ1 be the largest nonzero eigenvalue of the boundary Laplacian ∆∂, induced by
the metric h on ∂B. Write
ε = −
dim(B)− 2
2
+
√(
dim(B)− 2
2
)2
− λ1 > 0.(1.3)
Let γ satisfy
dim(B)− 4
2
< γ < min
{
dim(B) − 4
2
+ ε,
dim(B)
2
}
,
and choose p, q so large that
dim(B)
p
+
2
q
< 1 and γ >
dim(B)− 4
2
+
4
q
.(1.4)
We consider the extension
∆s : D(∆s) = H
s+2,γ+2
p (B)⊕ C→ H
s,γ
p (B).(1.5)
Then, for any s > −1 + dim(B)p +
2
q and for any strictly positive initial value
u0 ∈ (H
s+2,γ+2
p (B) ⊕ C,H
s,γ
p (B)) 1q ,q
there exists a T > 0 such that the porous medium equation (1.1), (1.2), considered in the space
Lq(0, T ;Hs,γp (B)), has a unique solution
u ∈ Lq(0, T ;Hs+2,γ+2p (B)⊕ C) ∩W
1,q(0, T ;Hs,γp (B)).
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According to Theorem III.4.10.2 in [2] the solution then automatically belongs to
C([0, T ]; (Hs+2,γ+2p (B)⊕ C,H
s,γ
p (B)) 1q ,q).
Moreover, we have the following embedding, see Lemma 5.2: For each ε > 0
H
s+2− 2q+ε,γ+2−
2
q+ε
p (B)⊕ C →֒ (H
s+2,γ+2
p (B) ⊕ C,H
s,γ
p (B)) 1q ,q) →֒ H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕ C.
The assumptions imply that the domain in (1.5) is a subset of Cσ, where σ has to be slightly larger
than 1. There is not much point here in striving for lower regularity as the specific character of
the conical singularity would be lost.
Finally, we analyze the asymptotics of the solution near the tip of the cone as t→ 0+. To this
end, we will work with a different extension, namely
∆ : D(∆) := D(∆2s)→ D(∆s),(1.6)
for ∆s as above. The point is that we know D(∆
2
s) rather well in terms of asymptotics and
regularity. In fact, the asymptotics terms can be computed explicitly from the spectrum of the
boundary Laplacian ∆∂ . In order to treat the nonlinearity we will have to make the assumption
that the first nonzero eigenvalue of ∆∂ is < −9/4 for dim(B) = 2 and < 1−dim(B) for dim(B) ≥ 4.
This implies that the parameter ε¯ defined in Theorem 1.1 is > 3/2 for two-dimensional B and > 1
when the dimension is larger than three. We let p, q, s as before and assume that{
−1/2 < γ < min{ε− 2− 1q−1 , 0}, dim(B) = 2
dim(B)−4
2 < γ < min
{
dim(B)−4
2 + ε− 1−
1
q−1 ,
dim(B)−2
2
}
, dim(B) ≥ 4
.(1.7)
As a consequence, the first non-constant asymptotics term in D(∆2s) will be o(x) near the tip x = 0
(even o(x3/2) in the two-dimensional case). It is this fact that eventually will allow us to treat the
nonlinearity in the equation. This approach breaks down in dimension three.
We obtain the following theorem.
Theorem 1.2. Let dim(B) 6= 3 and assume that the first non-zero eigenvalue λ1 of ∆∂ satisfies
λ1 < −9/4 for dim(B) = 2 and λ1 < 1− dim(B) for dim(B) ≥ 4. Choose s, p, q as in Theorem 1.1
and γ as in Equation (1.7). Let ∆ be the closed extension of the Laplacian defined in (1.6). Then,
for each strictly positive initial value
u0 ∈ (D(∆
2
s),D(∆s)) 1q ,q,
there exists a T > 0 such that the porous medium equation (1.1), (1.2) has a unique solution
u ∈ Lq(0, T ;D(∆2s)) ∩W
1,q(0, T ;D(∆s)).
This solution automatically belongs to C([0, T ]; (D(∆2s),D(∆s)) 1q ,q: The precise description of
D(∆2s) in Section 7.1, below, then gives a clear picture of the possible asymptotics.
We will start in Section 2 by recalling basic notions and results in connection with maximal
regularity. In Section 3 we will review Mellin-Sobolev spaces, conically degenerate differential
operators and their closed extensions. The above mentioned result on the existence of bounded
imaginary powers for suitable extensions of the Laplacian on Mellin-Sobolev spaces will be estab-
lished in Section 4. Section 5 contains an embedding result for the domains of the complex powers
of the Laplacian. The subsequent section is devoted to the study of the porous medium equation
in Hs,γp (B) and the proof of Theorem 1.1. The principal result here is Theorem 6.1 on the maximal
regularity of the operators c − v∆ for c > 0 sufficiently large and v in the interpolation space
X1/q,q. Finally, in Section 7 we study the extension (1.6) in spaces with asymptotics and obtain
Theorem 1.2.
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2. Preliminary Results on Parabolic Problems
In this section let X1
d
→֒ X0 be a densely injected Banach couple.
Definition 2.1. For θ ∈ [0, π[ denote by P(θ) the class of all closed densely defined linear operators
A in X0 such that
Sθ = {z ∈ C | | arg z| ≤ θ} ∪ {0} ⊂ ρ(−A) and (1 + |z|)‖(A+ z)
−1‖ ≤ Kθ, z ∈ Sθ,
for some Kθ ≥ 1. The elements in P(θ) are called sectorial operators of angle θ.
Given A ∈ P(θ) we can define the complex powers Az for Re z < 0 by a Dunford integral;
composition with Ak, k ∈ N, then yields arbitrary complex powers, cf. Amann [2, III.4.6.5]. Of
particular interest are the purely imaginary powers.
Definition 2.2. Let A ∈ P(θ), θ ∈ [0, π[. We say that A has bounded imaginary powers if there
exists some ε > 0 and K ≥ 1 such that
Ait ∈ L(X0) and ‖A
it‖ ≤ K for all t ∈ [−ε, ε].
In this case, there exists a φ ≥ 0, the so-called power angle, such that ‖Ait‖ ≤Meφ|t| for all t ∈ R
with some M ≥ 1, and we write A ∈ BIP(φ).
The following statement is [22, Lemma 2.3]:
Lemma 2.3. Let A ∈ P(θ) for some θ > 0 and x ∈ D(Aφ) for some 0 < φ < θ. Then, for any
0 < θ′ < θ and 0 ≤ η < φ,
z 7→ zηA(A+ z)−1x is bounded in Sθ′ .
The proof actually shows slightly more, namely:
Corollary 2.4. z 7→ zηA(A+ z)−1 is a uniformly bounded family in L(D(Aφ), X0).
In UMD spaces (unconditionality of martingale differences property), the notion of the R-
sectoriality, which is a boundedness condition stronger than the standard sectoriality, characterizes
the property of maximal Lp-regularity for the linear problem.
Definition 2.5. Let θ ∈ [0, π[. An operator A ∈ P(θ) is called R-sectorial of angle θ, if for any
choice of λ1, ..., λN ∈ Sθ, x1, ..., xN ∈ X0, N ∈ N, we have∥∥ N∑
ρ=1
ǫρλρ(A+ λρ)
−1xρ
∥∥
L2(0,1;X0)
≤ C
∥∥ N∑
ρ=1
ǫρxρ
∥∥
L2(0,1;X0)
,(2.1)
for some constant C ≥ 1, called the R-bound, and the sequence {ǫρ}
∞
ρ=1 of the Rademacher func-
tions. Alternatively, we might have asked that, for some C′ ≥ 1,
∥∥ N∑
ρ=1
ǫρA(A + λρ)
−1xρ
∥∥
L2(0,1;X0)
≤ C′
∥∥ N∑
ρ=1
ǫρxρ
∥∥
L2(0,1;X0)
.(2.2)
For later use, we state the following elementary observation.
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Lemma 2.6. Let A : X1 → X0 be R-sectorial of angle θ, and let C be the R-bound. Denote
S(θ) =
{
sin(θ) , θ ∈ [pi2 , π)
1 , θ ∈ [0, pi2 )
.
Then, for any c > 0, A+ c is again R-sectorial of angle θ with R-bound ≤ C(1 + 2S(θ)).
Proof. For any λ1, ..., λN ∈ Sθ and x1, ..., xN ∈ X0, N ∈ N, we have that∥∥∥ N∑
ρ=1
ǫρλρ(A+ c+ λρ)
−1xρ
∥∥∥
L2(0,1;X0)
≤
∥∥∥ N∑
ρ=1
ǫρ(c+ λρ)(A+ c+ λρ)
−1xρ
∥∥∥
L2(0,1;X0)
+
∥∥∥ N∑
ρ=1
ǫρc(A+ c+ λρ)
−1xρ
∥∥∥
L2(0,1;X0)
≤ C
∥∥∥ N∑
ρ=1
ǫρxρ
∥∥∥
L2(0,1;X0)
+ C
∥∥∥ N∑
ρ=1
ǫρ
c
c+ λρ
xρ
∥∥∥
L2(0,1;X0)
≤ C
(
1 + 2 sup
λ∈Sθ
{ c
|c+ λ|
})∥∥∥ N∑
ρ=1
ǫρxρ
∥∥∥
L2(0,1;X0)
,
where Kahane’s contraction principle has been applied in the last step, see [17, Proposition 2.5]. 
Let A be a closed densely defined linear operator A : D(A) = X1 → X0. Assume that −A
generates a bounded analytic semigroup on X0. This is equivalent to the fact that c + A ∈ P(θ)
for some c ∈ C and some θ > π/2. Consider the abstract first order Cauchy problem{ u′(t) +Au(t) = g(t), t ∈ (0, T )
u(0) = u0
,(2.3)
in the X0-valued L
q-space Lq(0, T ;X0), where 1 < q < ∞, T > 0. We say that A has maximal
Lq-regularity, if for some q (and hence, by a result of Dore [11], for all) the unique solution of (2.3)
belongs to Lq(0, T ;X1) ∩W
1,q(0, T ;X0) ∩ C([0, T ];X 1
q ,q
) and depends continuously on the data
g ∈ Lq(0, T ;X0) and u0 in the real interpolation space X 1
q ,q
:= (X1, X0) 1
q ,q
.
If the space X0 is UMD then the following result holds.
Theorem 2.7. (Weis, [31, Theorem 4.2]) In a UMD Banach space any R-sectorial operator of
angle greater than pi2 has maximal L
q-regularity.
For an alternative approach to maximal Lq-regularity based on a Hardy-Littlewood majorant
type property of the resolvent of an operator instead of Rademacher boundedness, or for sectorial
operators admitting a special type of operator-valued bounded H∞-calculus, we refer to [22] and
[21], respectively.
Remark 2.8. In a UMD space, an operator A ∈ BIP(φ) with φ < π/2 is R-sectorial with angle
greater than π/2 by [7, Theorem 4] and hence has maximal Lq-regularity. This also is a classical
result by Dore and Venni [12].
Next, we consider the abstract quasilinear parabolic problem of the form{
u′(t) +A(u(t))u(t) = f(t, u(t)) + g(t), t ∈ (0, T0);
u(0) = u0
(2.4)
in Lq(0, T0;X0), such that D(A(u(t))) = X1, 1 < q <∞, and T0 is finite. Maximal regularity for
the solution of the linearized problem together with Lipschitz continuity will also imply existence
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and maximal regularity for the solution of the original problem, as the following well known theorem
guarantees.
Theorem 2.9. (Cle´ment and Li, [6, Theorem 2.1]) Assume that there exists an open neighborhood
U of u0 in X 1
q ,q
such that A(u0) : X1 → X0 has maximal L
q-regularity and that
(H1) A ∈ C1−(U,L(X1, X0)),
(H2) f ∈ C1−,1−([0, T0]× U,X0),
(H3) g ∈ Lq(0, T0;X0).
Then there exists a T > 0 and a unique u ∈ Lq(0, T ;X1) ∩W
1
q (0, T ;X0) ∩ C([0, T ];X 1q ,q) solving
the equation (2.4) on (0, T ).
3. Cone Differential Operators and Mellin-Sobolev Spaces
3.1. Mellin-Sobolev spaces. For s ∈ N0, H
s,γ
p (B) is the space of all functions u in H
s
p,loc(B
◦)
such that, near the boundary,
x
n+1
2 −γ(x∂x)
j∂αy (ω(x, y)u(x, y)) ∈ L
p
(
[0, 1]× ∂B,
dx
x
dy
)
, j + |α| ≤ s,(3.1)
where ω is a cut-off function (near ∂B), i.e. a smooth non-negative function ω on B with ω ≡ 1
near ∂B and ω ≡ 0 outside the collar neighborhood of the boundary.
For an arbitrary s ∈ R, define the map
Sγ : C
∞
c (R
n+1
+ )→ C
∞
c (R
n+1), v(t, y) 7→ e(γ−
n+1
2 )tv(e−t, y).
Let moreover κj : Uj ⊆ ∂B→ R
n, j = 1, . . . , N, be a covering of ∂B by coordinate charts and {ϕj}
a subordinate partition of unity.
Definition 3.1. Hs,γp (B), s, γ ∈ R, 1 < p <∞, is the space of all distributions on B
◦ such that
(3.2) ‖u‖Hs,γp (B) =
N∑
j=1
‖Sγ(1⊗ κj)∗(ωϕju)‖Hsp(R1+n) + ‖(1− ω)u)‖Hsp(B)
is defined and finite.
Here, ω is a (fixed) cut-off function and ∗ refers to the push-forward of distributions. Up to
equivalence of norms, this construction is independent of the choice of ω and the κj . See [9,
Section2.2]. Clearly, all the spaces Hs,γp (B) are UMD spaces.
We recall the following property for the Mellin-Sobolev spaces, which extends the standard
Sobolev embedding theorem.
Lemma 3.2. Let 1 ≤ p < ∞ and s > (n + 1)/p. Then ‖uv‖Hs,γp (B) ≤ c‖u‖Hs,γp (B)‖v‖Hs,(n+1)/2p (B)
for suitable c > 0. In particular, Hs,γp (B) is a Banach algebra
1, whenever s > (n + 1)/p and
γ ≥ (n+1)/2. Moreover, if s > (n+1)/p, a function u in Hs,γp (B) is continuous on B
◦, and, near
∂B,
|u(x, y)| ≤ c′xγ−(n+1)/2‖u‖Hs,γp (B)
for a constant c′ > 0.
Proof. This is Corollary 2.8 and Corollary 2.9 in [24]. 
1Up to the choice of an equivalent norm. However, we will not distinguish the norms in the sequel.
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The following is a slight improvement of Corollary 2.10 in [24]. We include the proof for the
convenience of the reader.
Corollary 3.3. Let 1 < p, q < ∞, σ ≥ 0, γ ∈ R. Then multiplication by an element m in
H
σ+n+1q ,
n+1
2
q (B) defines a bounded map on Hs,γp (B) for each s ∈ (−σ, σ).
Proof. Let v ∈ Hs,γp (B) and denote by ∼ equivalence of norms. We can assume that v is
supported near the boundary in a single coordinate neighborhood. Then
‖mv‖Hs,γp (B) ∼ ‖e
(γ−(n+1)/2)tm(e−t, y)v(e−t, y)‖Hsp(Rn+1)
≤ c1‖m(e
−t, y)‖Cσ∗ (Rn+1)‖e
(γ−(n+1)/2)tv(e−t, y)‖Hsp(Rn+1)
≤ c2‖m(e
−t, y)‖
H
σ+(n+1)/q
q (Rn+1)
‖e(γ−(n+1)/2)tv(e−t, y)‖Hsp(Rn+1)
∼ ‖m‖
H
σ+(n+1)/q,(n+1)/2
q (B)
‖v‖Hs,γp (B).
Here, the first inequality is due to the fact that multiplication by functions in the Zygmund space
Cσ∗ defines a bounded operator in H
s
p for −σ < s < σ, cf. [30, Section 13, Proposition 9.10], and the
second is a consequence of the fact that H
σ+(n+1)/q
q (Rn+1) →֒ Cσ∗ , cf. [30, Section 13, Proposition
8.5]. ✷
Theorem 3.4. For s, γ ∈ R and 1 < p <∞, the scalar product in H0,02 (B) yields an identification
of the dual space to Hs,γp (B) with H
−s,−γ
p′ (B), where p
′ is conjugate to p, i.e 1/p+ 1/p′ = 1.
Proof. Follows by Definition 3.1 and the analogous result for the standard Sobolev spaces. 
The following result is [9, Lemma 5.4].
Lemma 3.5. Let s0, s1, γ0, γ1 ∈ R, 0 ≤ θ < 1 and 1 < q <∞. Then, for arbitrary δ, ε > 0,
(Hs0,γ0p (B),H
s1,γ1
p (B))θ,q →֒
{
Hs,γ−εp (B), if q ≤ 2
Hs−δ,γ−εp (B), if q > 2
with s = (1− θ)s0 + θs1 and γ = (1− θ)γ0 + θγ1.
Conversely we have, with the same notation and a very similar proof:
Lemma 3.6. For arbitrary δ, ε > 0,
Hs+δ,γ+εp (B) →֒ (H
s0,γ0
p (B),H
s1,γ1
p (B))θ,q.
In the case of complex interpolation between Mellin-Sobolev spaces of the same weight, we have
a sharp result on the order of the resulting Mellin-Sobolev space as follows.
Lemma 3.7. Let s0, s1, γ ∈ R and 0 < θ < 1. Then,
[Hs0,γp (B),H
s1,γ
p (B)]θ = H
s,γ
p (B),
with s = (1− θ)s0 + θs1.
Proof. Recall that the statement is true for the standard Sobolev spaces in Rn (see e.g. Equation
4.(2.18) in [29]). Let ω ≡ 1 on [0, 1/2) and let (Vi, τi)i with τi : Vi ⊂ B → R
n, i = 1, . . . ,M, be
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a covering of B \ {[0, 1/3)× ∂B} by coordinate charts and {ψi} a subordinate partition of unity.
With the notation as in Definition 3.1, we have the following equivalence
u ∈ Hs,γp (B)
⇐⇒ Sγ(1 ⊗ κj)∗(ωϕju), (τi)∗(ψi(1− ω)u) ∈ H
s
p(R
n), ∀ i, j
⇐⇒ Sγ(1 ⊗ κj)∗(ωϕju), (τi)∗(ψi(1− ω)u) ∈ [H
s0,γ
p (R
n), Hs1,γp (R
n)]θ, ∀ i, j
⇐⇒ ωϕju, ψi(1− ω)u ∈ [H
s0,γ
p (B),H
s1,γ
p (B)]θ , ∀ i, j
⇐⇒ ωu, (1− ω)u ∈ [Hs0,γp (B),H
s1,γ
p (B)]θ
⇐⇒ u ∈ [Hs0,γp (B),H
s1,γ
p (B)]θ ,
where we have used the linearity of the push-forward together with Proposition 4.2.1 in [29]. 
3.2. Cone differential operators. A cone differential operator or conically degenerate operator
A of order µ is a differential operator of order µ on the interior B◦ of B which, in local coordinates
near the boundary, can be written in the form
A = x−µ
µ∑
j=0
aj(x)(−x∂x)
j with aj ∈ C
∞([0, 1),Diffµ−j(∂B)).(3.3)
The operator A is called B-elliptic (or degenerate elliptic), if the principal pseudodifferential symbol
σµψ(A) is invertible on T
∗B◦ and, moreover, in local coordinates (x, y) near the boundary and
corresponding covariables (ξ, η), the rescaled principal symbol
xµσµψ(A)(x, y, ξ/x, η) =
µ∑
j=0
σµ−jψ (aj(x))(y, η)(−iξ)
j(3.4)
is invertible up to x = 0.
Moreover, one associates to a cone differential operator its conormal symbol. This is the operator
family σM (A) : C→ L(H
s
p(∂B), H
s−µ
p (∂B) defined by
σM (A)(z) =
µ∑
j=0
aj(0)z
j.(3.5)
One is mostly interested in the points where σM (A) is not invertible. For this, the precise choice of
s and p in (3.5) is irrelevant due to the spectral invariance of differential operators in these spaces;
it is often convenient to work with s = 0 and p = 2.
The Laplacian ∆ induced by the metric g is a second order cone differential operator. Near the
boundary ∆ can be written in the form
∆ =
1
x2
(
(x∂x)
2 + (n− 1)(x∂x) + ∆∂
)
,(3.6)
where ∆∂ is the boundary Laplacian induced by h. Hence ∆ is B-elliptic. The conormal symbol
σM (∆) of ∆ is given by
σM (∆)(z) = z
2 − (n− 1)z +∆∂ .(3.7)
A conically degenerate operator A acts in a natural way on the scales of weighted Mellin-Sobolev
spaces:
A : Hs,γp (B)→ H
s−µ,γ−µ
p (B)
is bounded for all s, γ ∈ R, 1 < p <∞.
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3.3. Closed extensions. Sometimes it is necessary to consider a cone differential operator A as
an unbounded operator in a fixed space Hs,γp (B). If A is B-elliptic, then the domain of the minimal
extension, i.e. the closure of A considered as an operator on C∞c (B
◦), is
D(As,min) =
{
u ∈
⋂
ε>0
Hs+µ,γ+µ−εp (B) : x
−µ
µ∑
j=0
aj(0)(−x∂x)
ju ∈ Hs,γp (B)
}
.(3.8)
If, in addition, the conormal symbol of A is invertible for all z with Re z = (n+1)/2− γ −µ, then
D(As,min) = H
s+µ,γ+µ
p (B).
The domain of the maximal extension, defined by
D(As,max) = {u ∈ H
s,γ
p (B) : Au ∈ H
s,γ
p (B)},
satisfies
D(As,max) = D(As,min)⊕ E ,
where E is a finite-dimensional space consisting of linear combinations of functions of the form
x−ρ logk x c(y) with ρ ∈ C, k ∈ N0 and a smooth function c on the cross-section. The space E can
be chosen independent of s. This result has a long history, see e.g. [5], [19], [26], [27]; the present
version is due to Gil, Krainer and Mendoza [13].
3.4. Extensions of the Laplacian. We are interested in the values of z where σM (∆) is not
invertible. We denote by 0 = λ0 > λ1 > . . . the distinct eigenvalues of ∆∂ and by E0, E1, . . . the
corresponding eigenspaces. Moreover, we let πj ∈ L(L
2(∂B)) be the orthogonal projection onto
Ej .
The non-bijectivity points of σM (∆) are the points z = q
+
j and z = q
−
j with
(3.9) q±j =
n−1
2 ±
√(
n−1
2
)2
− λj , j ∈ N0.
Note the symmetry q+j = (n− 1)− q
−
j . It is straightforward to see that
(z2 − (n− 1)z +∆∂)
−1 =
∞∑
j=0
1
(z − q+j )(z − q
−
j )
πj .(3.10)
Hence, in case dimB 6= 2, where the q±j are all different, the inverse to σM (∆) has only simple
poles in the points q±j . For dimB = 2 the poles at q
±
j , j 6= 0, are simple, while there is a double
pole at q+0 = q
−
0 = 0.
With q±j , j 6= 0, we associate the function spaces
Eq±j
= ω x−q
±
j ⊗ Ej = {ω(x)x
−q±j e(y) : e ∈ Ej}, j ∈ N.
For j = 0 we let
(3.11) Eq±0
=
{
ω ⊗ E0 + ω log x⊗ E0, dimB = 2
ω xq
±
0 ⊗ E0, dimB 6= 2
.
For later use note that ∆ maps the spaces Eq±j
to C∞c (B
◦).
Furthermore, we introduce the sets Iγ , γ ∈ R, by
Iγ = {q
±
j : j ∈ N0} ∩ ]
n+1
2 − γ − 2,
n+1
2 − γ[.
The following is Proposition 5.1 in [26] combined with Theorem 3.6 in [13]:
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Proposition 3.8. The domain of the maximal extension of ∆ in Hs,γp (B) is
D(∆s,max) = D(∆s,min)⊕
⊕
q±j ∈Iγ
Eq±j
.
In case q±j 6=
n+1
2 − γ − 2 for all j, the minimal domain is D(∆s,min) = H
s+2,γ+2
p (B).
Corollary 3.9. The domains of the closed extensions of ∆ are the sets of the form D(∆s,min)⊕E ,
where E is any subspace of ⊕q±j ∈Iγ
Eq±j
.
Definition 3.10. Given a subspace Eq±j
of Eq±j
, we define the space E⊥
q±j
as follows:
i) If either q±j 6= 0 or dim(B) 6= 2, there exists a unique subspace Ej ⊆ Ej such that Eq±j
=
ω x−q
±
j ⊗ Ej. Then we set
E⊥
q±j
= ω x−q
∓
j ⊗ E⊥j ,
where E⊥j is the orthogonal complement of Ej in Ej with respect to the L
2(∂B)-scalar
product.
ii) For dim(B) = 2 and q±0 = 0 define E
⊥
0 = {0} if E0 = E0, E
⊥
0 = E0 if E0 = {0}, and
E⊥0 = E0 if E0 = ω ⊗ E0.
Note that E⊥
q±j
is a subspace of Eq∓j
.
We will now confine ourselves to closed extensions ∆s of ∆ in H
s,γ
p (B) with domains
D(∆s) = D(∆s,min)⊕
⊕
q±j ∈Iγ
Eq±j
⊆ Hs,γp (B)
chosen according to the following rules:
(i) If q±j ∈ Iγ ∩ I−γ , then E
⊥
q±j
= E(n−1)−q±j
.
(ii) If γ ≥ 0 and q±j ∈ Iγ \ I−γ , then Eq±j
= Eq±j
.
(iii) If γ ≤ 0 and q±j ∈ Iγ \ I−γ , then Eq±j
= {0}.
In particular, D(∆s) = D(∆s,max) if γ ≥ 1 and D(∆s) = D(∆s,min) if γ ≤ −1.
Theorem 3.11. Let s ≥ 0, θ ∈ [0, π[, and φ > 0. For |γ| < dim(B)/2 let ∆s be an extension with
domain in Hs,γp (B) chosen as above. Then c−∆s ∈ P(θ) ∩ BIP(φ) for suitably large c > 0.
Proof. For s = 0 this follows from [23, Theorem 2.9 and Remark 2.10] with Theorems 5.7 and 4.3
in [26]. For s > 0 we apply Theorem 3.3 in [24]. 
4. Bounded Imaginary Powers for the Laplacian on Negative Order
Mellin-Sobolev Spaces
Let X be a complex Banach space and X∗ its dual. The adjoint A∗ of a sectorial operator
A with bounded imaginary powers will also be sectorial on the same sector and have bounded
imaginary powers with the same power angle, provided D(A∗) is dense in X∗, see Propositions
1.3(v) and 2.6(v) in [10]. We will use this fact in order to extend Theorem 3.11 above to the case
of Mellin-Sobolev spaces of negative order.
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Theorem 4.1. For s ≥ 0, |γ| < dim(B)2 and 1 < p < ∞ consider the closed extension ∆−s of the
Laplacian with domain
D(∆−s) = D(∆−s,min)⊕
⊕
q±j ∈Iγ
Eq±j
,(4.1)
where the asymptotics spaces Eq±j
satisfy the conditions (i), (ii) and (iii) in Definition 3.10. Then,
for any θ ∈ [0, π) and φ > 0, there exists some c > 0 such that c−∆−s ∈ P(θ) ∩ BIP(φ).
Proof. We will show that (4.1) is the adjoint of a closed extension of the Laplacian on another
Mellin-Sobolev space, namely, of the extension ∆s,−γ,p′ with the domain
D(∆s,−γ,p′) = D(∆s,−γ,p′,min)⊕
⊕
q±j ∈Iγ
E⊥
q±j
,(4.2)
where 1/p+ 1/p′ = 1. Here D(∆s,−γ,p′,min) denotes the minimal domain of ∆ in H
s,−γ
p′ (B).
In fact, by Theorem 5.3 in [26], the domain of the adjoint of ∆s,−γ,p′ is
D((∆s,−γ,p′)
∗) = D(∆−s,γ,p,min)⊕
⊕
q±j ∈Iγ
(E⊥
q±j
)⊥.
This coincides with (4.1), since, by the definition of the orthogonal complements,
(E⊥
q±j
)⊥ = Eq±j
.
In view of the above stated result on the adjoints of sectorial operators with bounded imaginary
powers, it suffices to show that, given any θ ∈ [0, π) and any φ > 0, the operator c−∆s,−γ,p′ with
domain (4.2) is sectorial of angle θ and has bounded imaginary powers with angle φ, provided c
is large enough. This in turn will follow directly from Theorem 3.11, provided the asymptotics
spaces satisfy the conditions (i), (ii), and (iii) in Definition 3.10.
In order to see this we note first that q+j + q
−
j = n− 1, so that q
±
j ∈ Iγ if and only if q
∓
j ∈ I−γ .
As a consequence, we may rewrite the direct sum on the right hand side of (4.2) as the direct sum
over all q∓j ∈ I−γ . It remains to check that the asymptotics spaces have the properties in (i), (ii)
and (iii). We distinguish the three cases
• We have q∓j ∈ Iγ ∩ I−γ if and only if q
±
j ∈ Iγ ∩ I−γ . Hence the assumption E
⊥
q±j
= Eq∓j
for
∆−s shows that also E
⊥
q∓j
= Eq±j
, so that (i) holds for the extension with domain (4.2).
• If γ ≥ 0 and q∓j ∈ I−γ \Iγ , then q
±
j ∈ Iγ \I−γ . Since ∆−s satisfies condition (ii), Eq±j
= Eq±j
.
Therefore E⊥
q±j
= {0}, which says that the domain (4.2) satisfies (iii).
• Similarly, if γ ≤ 0 and q∓j ∈ I−γ \ Iγ , then q
±
j ∈ Iγ \ I−γ . As (iii) holds for ∆−s, we have
Eq±j
= {0}. Therefore E⊥
q±j
= Eq±j
, and the domain (4.2) satisfies (ii).

4.1. Application. By assumption, λ1 is the largest negative eigenvalue of the Laplacian ∆∂ in-
duced by the metric h on the boundary. We let
εn = −
n− 1
2
+
√
(
n− 1
2
)2 − λ1 = −q
−
1 > 0.(4.3)
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We choose the weight γ in the interval
n− 3
2
< γ < min
{
n− 3
2
+ εn,
n+ 1
2
}
(4.4)
and consider the closed extension ∆s of the Laplacian in the Mellin-Sobolev space H
s,γ
p (B) := X0,
1 < p <∞, s ∈ R, given by
D(∆s) = H
s+2,γ+2
p (B)⊕ C := X1.(4.5)
Note that n+12 −γ−2 =
n−3
2 −γ ∈ (−εn, 0) does not coincide with one of the q
±
j so thatH
s+2,γ+2
p (B)
is the minimal domain of ∆ in Hs,γp (B). In addition, the choice of the single asymptotics space C,
the constant functions, meets the requirement in Theorem 3.11.
We can therefore deduce from Theorem 4.1 that for any φ > 0, the operator c−∆s with domain
(4.5) and γ satisfying (4.4) has BIP(φ) provided c is sufficiently large. But more is true. Let
c /∈ R≤0. Based on the results in [25] it was shown in [24, Theorem 4.1] that c−∆s : H
s+2,γ+2
p (B)⊕C
is invertible for s ≥ 0. Since it follows from Corollaries 3.3 and 3.5 in [25] that the kernel and the
cokernel are independent of s and p, we find that it is also invertible for s < 0.
Theorem 4.2. For any c > 0, θ ∈ [0, π) and φ > 0, the operator c−∆s with domain (4.5) and γ
satisfying (4.4) belongs to P(θ) ∩ BIP(φ).
Proof. As pointed out above, we know the result already for large c. Since the resolvent exists
outside R≤0 and θ ∈ [0, π) is arbitrary, we have c−∆s ∈ P(θ). According to Lemma III.4.7.4 in
[2] we find for any φ > 0 a c′ > 0 and M ≥ 0 such that the norm of (c′ −∆s)
z in L(Hs,γp (B)) is
≤ Meφ| Im z| for −1 < Re z < 0. Denote by Γθ the positively oriented boundary of the sector Sθ.
Using the Dunford integral for the complex powers, see III.4.6.5 in [2], we see that
‖(c−∆s)
z‖ ≤ ‖(c′ −∆s)
z‖+ ‖(c−∆s)
z − (c′ −∆s)
z‖
≤ Meφ| Im z| +
|c− c′|
2π
∥∥∥ ∫
Γθ
(−λ)z(c−∆s + λ)
−1(c′ −∆s + λ)
−1dλ
∥∥∥
≤ Meφ| Im z| +M ′e(pi−θ)| Im z|,
for a suitable constant M ′. Since θ can be taken arbitrarily close to π, we have c−∆s ∈ BIP(φ)
by Lemma III.4.7.4 in [2]. 
5. Embeddings for the Domain of the Complex Powers of the Laplacian
At this point, we are able show how the interpolation between a Mellin-Sobolev space on one
hand and a direct sum of a Mellin-Sobolev space and the constant functions on the other can be
controlled. As a consequence, standard theory for sectorial operators furnishes some information
about the domain of the complex powers of the Laplacian. We first prove the following.
Lemma 5.1. Let s, γ ∈ R and p ∈ (1,∞). Suppose u ∈ Hs,γp (B) ∩ H
s+2
p,loc(B
◦) and that in local
coordinates near the boundary, x∂xu and ∂yju belong to H
s+1,γ+2
p (B). Then u ∈ D(∆s,min) + C.
Proof. From (3.6) and the assumption we conclude that ∆u ∈ Hs,γp (B). Therefore, u belongs to
the maximal domain of ∆ in Hs,γp (B), and Proposition 3.8 shows that
u ∈ D(∆s,min)⊕
⊕
q±j ∈Iγ
Eq±j
.
From the above direct sum and the assumption on ∂xu we see that only the asymptotic component
that corresponds to q±j = 0 can occur, which completes the proof. 
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We can use the above lemma to control certain interpolation spaces as follows.
Lemma 5.2. Let s ∈ R, p, q ∈ (1,∞) and θ ∈ (0, 1). Then, the following embeddings hold
Hs+2θ+ε,γ+2θ+εp (B) + C →֒ (H
s,γ
p (B),H
s+2,γ+2
p (B) + C)θ,q →֒ H
s+2θ−ε,γ+2θ−ε
p (B) + C,
for every ε > 0.
Proof. Concerning the first embedding we know from Lemma 3.6 that
Hs+2θ+ε,γ+2θ+εp (B) →֒ (H
s,γ
p (B),H
s+2,γ+2
p (B))θ,q.
By standard properties of interpolation spaces (see e.g. Proposition 4.2.1 in [29]), we also have
(Hs,γp (B),H
s+2,γ+2
p (B))θ,q →֒ (H
s,γ
p (B),H
s+2,γ+2
p (B) + C)θ,q.
Therefore,
Hs+2θ+ε,γ+2θ+εp (B) →֒ (H
s,γ
p (B),H
s+2,γ+2
p (B) + C)θ,q.
Moreover,
C →֒ (Hs,γp (B),H
s+2,γ+2
p (B) + C)θ,q.
Hence, we conclude that
Hs+2θ+ε,γ+2θ+εp (B) + C →֒ (H
s,γ
p (B),H
s+2,γ+2
p (B) + C)θ,q.
Let us show now the second embedding. For any
u ∈ (Hs,γp (B),H
s+2,γ+2
p (B) + C)θ,q,
x∂xu and ∂yju belong to
(Hs−1,γp (B),H
s+1,γ+2
p (B))θ,q →֒ H
s+2θ−1−ε,γ+2θ−ε
p (B),
for any ε > 0 by Lemma 3.5. Then Lemma 5.1 and (3.8) show the assertion. 
In this way, we gain some information about the domains of the complex powers of ∆s given in
(4.5). From [2, I.(2.9.6)], [2, I.(2.5.2)] and the previous lemma, we obtain the following.
Corollary 5.3. Let s ∈ R, γ as in (4.4), p ∈ (1,∞), 0 < Re z < 1 and c > 0. For the closed
extension ∆s given in (4.5), we then have
Hs+2Re z+ε,γ+2Re z+εp (B) ⊕ C →֒ D((c−∆s)
z) →֒ Hs+2Re z−ε,γ+2Re z−εp (B) ⊕ C for each ε > 0.
6. The Porous Medium Equation on Manifolds with Cones
We will treat the porous medium equation as a quasilinear problem. Using the multiplier
properties of the Mellin-Sobolev spaces of sufficiently large order and weight, we will apply the
maximal regularity theorem by Cle´ment and Li. We denote by (gij) = (gij)
−1 and (hij) = (hij)
−1
the inverses of the metric tensors of g and h in local coordinates. Then the following identity holds
∆(um) = mum−1∆u+m(m− 1)um−2〈∇u,∇u〉g,
where
∇u =
∑
i,j
gij
∂u
∂xi
∂
∂xj
,
and, in local coordinates (x, y) near the boundary,
〈∇u,∇v〉g =
1
x2
(
(x∂xu)(x∂xv) +
∑
i,j
hij
∂u
∂yi
∂v
∂yj
)
.
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Equations (1.1), (1.2) then take the quasilinear form
u′(t) +mum−1(t)∆u(t) = f(u, t)−m(m− 1)um−2(t)〈∇u(t),∇u(t)〉g(6.1)
u(0) = u0.(6.2)
In the following, we will show maximal Lp-regularity for the linearized term of the problem
for appropriate initial data. The proof is inspired by Theorem 5.7 in [10]. We first construct a
parametrix with the help of a suitable partition of the space and a Neumann series argument.
Then we apply R-sectoriality perturbation arguments.
Theorem 6.1. Let ∆s be chosen as in (4.5) and the weight γ as in (4.4). We assume that s ≥ 0 and
that p and q are so large that n+1p +
2
q < 1 and γ >
n−3
2 +
2
q . Then for any u ∈ X 1q ,q := (X1, X0)
1
q ,q
,
such that u ≥ α > 0 on B and sufficiently large c > 0, c− u∆s : X1 → X0 is a well defined closed
linear operator that is R-sectorial of angle θ for any θ in [0, π).
The statement extends to the case where −1 + n+1p +
2
q < s < 0 with p, q as before.
Proof. Recall that X0 = H
s,γ
p (B) and X1 = H
s+2,γ+2
p (B)⊕ C. By Lemma 5.2,
X 1
q ,q
:= (X1, X0) 1
q ,q
→֒ H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕ C(6.3)
for any ε > 0. In the sequel, we will only use this property of u.
Since s+ 2− 2q > |s|+
n+1
p and γ + 2−
2
q >
n+1
2 , Lemma 3.2
implies that u is continuous and constant on ∂B; according to Corollary 3.3, multiplication by u
induces a bounded map in Hs,γp (B). Thus, u∆s is a well defined closed linear operator in X0 with
domain X1.
For z¯ ∈ B, let u(z¯)∆s be the realization of u(z¯)∆ in X0 with domain X1. For every c
′ > 0,
c′−∆s is R-sectorial of angle θ, for each θ ∈ [0, π) by Theorem 4.2 and [7, Theorem 5]. Fix c, c
′ > 0
with c′ ≤ c/‖u‖∞. Denote by ǫρ the ρ-th Rademacher function. The R-boundedness of c
′ −∆s,
cf. (2.1), (2.2), implies that for any λ1, ..., λK ∈ {z ∈ C | | arg z| ≤ θ}, K ∈ N, and x1, ..., xK ∈ X0,∥∥∥ K∑
ρ=1
λρ(c− u(z¯)∆s + λρ)
−1ǫρxρ
∥∥∥
L2(0,1;X0)
=
∥∥∥ K∑
ρ=1
( c
u(z¯)
− c′ +
λρ
u(z¯)
−
c
u(z¯)
+ c′
)(
c′ −∆s +
c
u(z¯)
− c′ +
λρ
u(z¯)
)−1
ǫρxρ
∥∥∥
L2(0,1;X0)
≤
∥∥∥ K∑
ρ=1
( c
u(z¯)
− c′ +
λρ
u(z¯)
)(
c′ −∆s +
c
u(z¯)
− c′ +
λρ
u(z¯)
)−1
ǫρxρ
∥∥∥
L2(0,1;X0)
+
∥∥∥( c
u(z¯)
− c′
)
(c′ −∆s)
−1
K∑
ρ=1
(c′ −∆)
(
c′ −∆s +
c
u(z¯)
− c′ +
λρ
u(z¯)
)−1
ǫρxρ
∥∥∥
L2(0,1;X0)
(6.4)
≤
(
C′(c′) +
( c
u(z¯)
− c′
)
‖(c′ −∆s)
−1‖L(X0)C
′′(c′)
)∥∥∥ K∑
ρ=1
ǫρxρ
∥∥∥
L2(0,1;X0)
,
for constants C′(c′), C′′(c′) > 0 that depend only on c′. Hence, for any c > 0, c − u(z¯)∆s is
R-sectorial of angle θ and the R-bound is uniform with respect to z¯. By a well-known perturbation
result, see Theorem 1 in [18], the sum c− u(z¯)∆s − v(z)∆s is again R-sectorial of angle θ with a
slightly larger R-bound uniformly in z¯, provided the norm of v in X 1
q ,q
is sufficiently small, say
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‖v‖X 1
q
,q
≤ η. Here we use the fact that multiplication by v induces a bounded map in X0, by (6.3)
and Lemma 3.2.
In order to establish the R-sectoriality of c − u∆s assume first that s = 0. For r > 0 choose
an open cover of B, consisting of balls Bj = Br(zj), zj ∈ B
◦, j ∈ {1, ..., N}, not intersecting the
boundary, together with a collar neighborhood B0 = [0, r) × ∂B. We may assume that also the
balls B3r/2(zj) do not intersect ∂B. Let ω : R → [0, 1] be a smooth non-increasing function that
equals 1 on [0, 1/2] and 0 on [3/4,∞). Denote by d = d(z, z′) the geodesic distance between two
points z, z′ ∈ B with respect to the metric g. We define
uj(z) = ω
(
d(z, zj)
2r
)
u(z) +
(
1− ω
(
d(z, zj)
2r
))
u(zj), j = 1, . . . , N, and
u0(z) = ω
(
d(z, ∂B)
2r
)
u(z) +
(
1− ω
(
d(z, ∂B)
2r
))
u(z0)
and write
c− uj(z)∆s = c− u(zj)∆s + (u(zj)− uj(z))∆s,
where each realization is considered with the same domain X1 as ∆s. Since ‖u(zj) − uj(z)‖C(B),
and therefore the norm of u(zj)−uj(z) as a multiplier on H
0,γ
p (B), can be made arbitrarily small by
taking r small (for j = 0 recall that u is constant along the boundary), each c−uj∆s is R-sectorial
of angle θ.
Fix a partition of unity φj ∈ C
∞(B), j = 0, . . . , N , subordinate to the Bj and functions
ψj ∈ C
∞(B), supported in Bj , with ψj = 1 on suppφj .
Let f ∈ X1, g ∈ X0 and λ ∈ C. Multiplying
λf − u∆sf = g
by φj we find
λφjf − u∆s(φjf) = φjg − [u∆s, φj ]f.
Applying the resolvent of uj∆s we get
φjf = (λ− uj∆s)
−1φjg − (λ − uj∆s)
−1[u∆s, φj ]f.
In view of the choice of ψj , the above equation becomes
φjf = ψj(λ− uj∆s)
−1φjg − ψj(λ − uj∆s)
−1[u∆s, φj ]f.
Summing up we obtain
f =
N∑
j=0
ψj(λ− uj∆s)
−1φjg −
N∑
j=0
ψj(λ− uj∆s)
−1[u∆s, φj ]f.(6.5)
The commutator [u∆s, φj ] is a first order cone differential differential operator with non-smooth
coefficients. In view of (6.3) and the subsequent considerations, it maps D(∆s) to H
s+δ,γ+δ
p (B) for
suitably small δ > 0 (note that φ0 is constant near the boundary). According to Corollary 5.3, the
latter space embeds into D((c−∆s)
ν) for any ν < δ/2. We may now apply Corollary 2.4 and find
that
(λ− uj∆s)
−1[u∆s, φj ]→ 0, λ→∞,(6.6)
in L(X1). Hence, λ− u∆s will be left invertible whenever λ /∈ R≤0 is sufficiently large.
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We denote the left inverse by Sλ. Then
(λ− u∆s)Sλ = (λ − u∆s)
N∑
j=0
ψj(λ− uj∆s)
−1(φj − [u∆s, φj ]Sλ)
=
N∑
j=0
ψj(φj − [u∆s, φj ]Sλ)−
N∑
j=0
[u∆s, ψj ](λ− uj∆s)
−1(φj − [u∆s, φj ]Sλ).
Since
∑N
j=0 φj = 1 and
∑N
j=0[u∆s, φj ] = 0, we conclude that, on X0,
(λ− u∆s)Sλ = I −
N∑
j=0
[u∆s, ψj ](λ− uj∆s)
−1(φj − [u∆s, φj ]Sλ).(6.7)
We will next argue that the sum on the right hand side tends to zero in L(X0) as λ→∞. Choose
1/2 < ν′ < 1 and write
(λ− uj∆s)
−1 = (c− uj∆s)
−ν′(c− uj∆s)(λ− uj∆s)
−1(c− uj∆s)
−1+ν′ .
Then the product of the last three terms tends to zero in L(X0) as λ→∞ by Corollary 2.4. The
operator (c − ui∆s)
−ν′ maps X0 into D((c − ui∆s)
ν′) →֒ Hs+1,γ+1p (B) ⊕ C by Corollary 5.3. As
the commutator [u∆s, ψj ] is a cone differential operator of order one it maps H
s+1,γ+1
p (B) ⊕ C
continuously to X0. Hence the sum on the right hand side of (6.7) tends to zero and thus λ− u∆s
has also a right inverse for large λ /∈ R≤0. Let
R(λ) =
N∑
j=0
ψj(λ − uj∆s)
−1φj and Q(λ) =
N∑
j=0
ψj(λ− uj∆s)
−1[u∆s, φj ].
As Q(λ)→ 0 by (6.6), we conclude from (6.5) via a Neumann series argument that, for λ large,
(λ− u∆s)
−1 =
∞∑
k=0
(−1)kQk(λ)R(λ).(6.8)
Starting from (6.8) and splitting off the term for k = 0 we have
∥∥∥ K∑
ρ=1
λρ(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;X0)
(6.9)
≤
∥∥∥ K∑
ρ=1
λρ
( N∑
j=0
ψj(λρ + c− uj∆s)
−1φj
)
xρǫρ
∥∥∥
L2(0,1;X0)
+
∞∑
k=1
∥∥∥ K∑
ρ=1
λρQ
k(λρ + c)
( N∑
j=0
ψj(λρ + c− uj∆s)
−1φj
)
xρǫρ
∥∥∥
L2(0,1;X0)
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We then estimate the first term on the right hand side by
≤
∥∥∥ N∑
j=0
ψj
K∑
ρ=1
λρ(λρ + c− uj∆s)
−1φjxρǫρ
∥∥∥
L2(0,1;X0)
≤
N∑
j=0
‖ψj‖L(X0)
∥∥∥ K∑
ρ=1
λρ(λρ + c− uj∆s)
−1φjxρǫρ
∥∥∥
L2(0,1;X0)
≤ C1(N + 1)max
j
∥∥∥ K∑
ρ=1
φjxρǫρ
∥∥∥
L2(0,1;X0)
≤ C2(N + 1)
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;X0)
,(6.10)
as required. Next we focus on the summands in the second term for k = 1, 2, . . .. They are
≤
N∑
j=0
∥∥∥ K∑
ρ=1
λρQ
k(λρ + c)ψj(λρ + c− uj∆s)
−1φjxρǫρ
∥∥∥
L2(0,1;X0)
(6.11)
Expanding the product, we regroup this into a sum of k factors; the first equals
ψjλρ(λρ + c− uj∆s)
−1;(6.12)
the others are of the form
[u∆s, φj ]ψi(λρ + c− ui∆s)
−1 = [u∆s, φj ]ψi(c− ui∆s)
−1(c− ui∆s)(λρ + c− ui∆s)
−1
for suitable i, j ∈ {0, . . . , N}. Now [u∆s, φj ]ψi is a first order cone differential operator. By a
similar argument as before, the norm of [u∆s, φj ]ψi(c − ui∆s)
−1 in L(X0) will tend to zero as
c → ∞. Given ε > 0, we choose c so large that all these norms are < ε. Using successively the
R-sectoriality of c− uj∆s together with Lemma 2.6 and (2.2) we can estimate (6.11) by
≤ C3(N + 1)((N + 1)Cε)
k−1
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;X0)
with a fixed constant C. Summing over k and combining this with the estimate (6.10), we see that
(6.9) is
≤ C5
N + 1
1− (N + 1)Cε
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;X0)
,
which establishes the R-sectoriality in Sθ.
Next we will show that the resolvent of c − u∆s for s > 0 is the restriction of the resolvent of
c− u∆0 to H
s,γ
p (B). It suffices to prove that the following identities
(u∆0 − λ)
−1(u∆− λ) = I and (u∆− λ)(u∆0 − λ)
−1 = I
hold in X1 and X0 respectively. Let x ∈ D(u∆0) = H
2,γ+2
p (B)⊕ C such that u∆x ∈ H
s,γ
p (B).
By (6.3), X 1
q ,q
embeds into H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕C, for all ε > 0, which is a Banach algebra.
As shown in Lemma 6.2, below, also u−1 belongs to H
s+2− 2q−ε,γ+2−
2
q−ε
p (B)⊕C, for all ε > 0. Since
elements in that space are multipliers in Hs,γp (B), we conclude that ∆x ∈ H
s,γ
p (B). Therefore,
x ∈ D(∆s,max) ∩ (H
2,γ+2
p (B)⊕ C), and hence x ∈ H
s+2,γ+2
p (B)⊕ C.
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Let us now treat the case s ≥ 1, s ∈ N, by induction. Let y0, ..., yn be local coordinates on
the support of φi, with the understanding that, in the collar neighborhood of the boundary, we
use local coordinates x, y1, ..., yn and replace the derivative ∂y0 in the computation below by x∂x.
Denote by Mφi the multiplication operator by φi. Then
∥∥∥ K∑
ρ=1
λρ(λρ + c− u∆s+1)
−1xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
=
∥∥∥ K∑
ρ=1
λρ(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
≤
∑
|a|≤1
∥∥∥ N∑
j=0
K∑
ρ=1
∂ayMφjλρ(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
≤
∑
|a|≤1
∥∥∥ N∑
j=0
K∑
ρ=1
λρ(λρ + c− u∆s)
−1∂ayMφjxρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
+
∑
|a|≤1
∥∥∥ N∑
j=0
K∑
ρ=1
λρ[∂
a
yMφj , (λρ + c− u∆s)
−1]xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
=
∑
|a|≤1
∥∥∥ K∑
ρ=1
N∑
j=0
λρ(λρ + c− u∆s)
−1∂ayMφjxρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
+
∑
|a|≤1
∥∥∥ K∑
ρ=1
N∑
j=0
λρ(λρ + c− u∆s)
−1
×[∂ayMφj , c− u∆s](c− u∆s)
−1(c− u∆s)(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
.(6.13)
By the assumption on q and p, the coefficients of the second order cone differential operator
[∂ayMφi , c− u∆s] are multipliers in H
s,γ
p (B) (note that by the induction hypothesis now u belongs
to H
s+3− 2q−ε,
n+1
2
p (B) ⊕ C). Therefore, the operators [∂ayMφi , c − u∆s](c − u∆s)
−1 are bounded
maps in Hs,γp (B). Using the R-sectoriality of c− u∆s in H
s,γ
p (B), we obtain from (6.13)
∥∥∥ K∑
ρ=1
λρ(λρ + c− u∆s+1)
−1xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
≤ C6
∑
|a|≤1
∥∥∥ K∑
ρ=1
N∑
j=0
∂ayMφjxρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
+ C6
∑
|a|≤1
∥∥∥ K∑
ρ=1
N∑
j=0
[∂ayMφj , c− u∆s](c− u∆s)
−1
×(c− u∆s)(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
≤ C6
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
+ C6max
j,a
∥∥∥[∂ayMφj , c− u∆s](c− u∆s)−1∥∥∥
L(Hs,γp (B))
×
∥∥∥ K∑
ρ=1
(c− u∆s)(λρ + c− u∆s)
−1xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
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≤ C6
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
+ C7
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;Hs,γp (B))
≤ C8
∥∥∥ K∑
ρ=1
xρǫρ
∥∥∥
L2(0,1;Hs+1,γp (B))
,
for suitable constants C6, C7 and C8.
The case where s ∈ R, s ≥ 0, follows by interpolation, see Lemma 3.7 and [15, Theorem 3.19].
Assume finally that −1 + n+1p +
2
q < s < 0. We basically proceed as in the case s = 0.
The crucial step is to prove that the norm of u(zj) − uj(z) as a multiplier in H
s,γ
p (B) can be
made arbitrarily small by choosing the radius r of the covering small. In view of the fact that
|s| < 1− (n+1)/p, Corollary 3.3 implies that it is sufficient to show that the norm of u(zj)−uj(z)
in H
1−ε,(n+1)/2
p (B) tends to zero as r → 0 for any fixed ε > 0 (note that the constant part of
u cancels when we take the difference). In view of the fact that our assumptions on s, p and q
imply that u ∈ H
1+(n+1)/p+δ,(n+1)/2+δ
p (B) for suitably small δ > 0, this will follow form a standard
interpolation inequality, see e.g. Proposition I.2.2.1 in [2], provided we show that
‖u(zj)− uj(z)‖H0,(n+1)/2p (B)
tends to zero as r → 0;(6.14)
‖u(zj)− uj(z)‖H1,(n+1)/2p (B)
is bounded as r → 0.(6.15)
Now (6.14) is obvious. As for (6.15) write
uj(z)− u(zj) = ω
(d(z, zj)
2r
)
(u(z)− u(zj)).(6.16)
Being an element of H
1+(n+1)/p+δ,(n+1)/2+δ
p (B) for some δ > 0, u is Lipschitz continuous in the
interior of B, so that
|u(z)− u(zj)| ≤ Ld(z, zj)
for some L ≥ 0. In view of the fact that ω′
(
d
2r
)
d
2r is bounded uniformly in r, we obtain a uniform
bound on the derivatives in (6.16) on the balls in the interior. Concerning B0, we notice that, for
z = (x, y) we can take d(z, ∂B) = x in the definition of u0 and use the fact that ∂yω
(
x
2r
)
= 0,
while x∂xω
(
x
2r
)
= ω′
(
x
2r
)
x
2r is again bounded. This completes the argument. 
Lemma 6.2. Let u ∈ Hs0,γ0p (B) ⊕ C, for some s0 >
n+1
p , γ0 >
n+1
2 . If u is pointwise invertible,
then u−1 ∈ Hs0,γ0p (B) ⊕ C. As a consequence, H
s0,γ0
p (B) ⊕ C is spectrally invariant in C(B) and
therefore closed under holomorphic functional calculus.
Proof. The case, where s0 is a positive integer, is straightforward. Otherwise we choose the Bj , uj
and φj as in the proof of Theorem 6.1. We assume that r is chosen so small that
‖uj(z)− u(zj)‖sup ≤
1
2
|u(zj)|.
In an initial step, we will show that the inverses of the uj have the asserted property. We
consider first an interior ball Bj, j ≥ 1. We may assume that even B3r/2(zj) is contained in single
coordinate neighborhood for B◦. The function vj(z) = uj(z) − u(zj) is supported there, and its
push-forward under the coordinate chart belongs to Hs0p (R
n+1). To simplify the computation,
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below, suppose that u(zj) = 1. Theorems 6 and 10 in [4] show that vj(1 + vj)
−1 also belongs to
Hs0p (R
n+1). Its pullback under the coordinate map then is an element of Hs0,γ0p (B). Since
u−1j = (1 + vj)
−1 = 1− vj(1 + vj)
−1
we conclude that u−1j belongs to H
s0,γ0
p (B)⊕ C.
As for v0, we first note that it also is an element of H
s0,(n+1)/2
p (B). Using possibly a further
partition of unity, we may assume that it is supported in a single boundary chart. Denote by v∗
its push-forward under the coordinate map. According to Definition 3.1, V = S(n+1)/2v∗ is an
element of Hs0p (R
n+1). By the above theorems, the same is true for V (1 + V )−1, and we deduce
that v0(1 + v0)
−1 is an element of H
s0,(n+1)/2
p (B). Now we write
u−10 = (1 + v0)
−1 = 1− v0 + v0
(
v0(1 + v0)
−1
)
.
Lemma 3.2 then shows that the right hand side is in Hs0,γ0p (B)⊕ C.
To see that u−1 also has the asserted property, we recall that uj coincides with u on the support
of φj , so that
(6.17) 1 =
∑
φj =
∑
φju
−1
j u.
This shows the spectral invariance of Hs0,γ0p (B)⊕ C in C(B).
It is well-known that this implies the closedness under holomorphic functional calculus. We recall
the argument for the convenience of the reader. If h is a holomorphic function in a neighborhood
of Ran(−u), then
h(u) =
1
2πi
∫
Γ
h(−λ)(u + λ)−1dλ,
where Γ is a finite path around Ran(−u). Since the spectral invariance implies the continuity of
inversion, we conclude that h(u) ∈ Hs0,γ0p (B)⊕ C. 
Lemma 6.3. Under the conditions of Lemma 6.2 let U be a bounded open subset of Hs0,γ0p (B)⊕C
consisting of functions u such that Reu ≥ α > 0 for some fixed α. Then the subset {u−1 |u ∈ U}
of Hs0,γ0p (B) ⊕ C is also bounded.
Proof. If s0 is a positive integer, this is straightforward from the identity ∂y(u
−1) = u−2∂yu. For
non-integer s0 we transfer the problem to R
n+1 as in the proof of Lemma 6.2 and apply [4, Theorem
11]. 
Remark 6.4. Let ν ∈ R and θ in [0, π). Under the conditions of Theorem 6.1, the operator c−uν∆s
is a closed linear operator on X0 with domain X1 which is R-sectorial of angle θ, provided c > 0
is sufficiently large.
In fact, since u belongs to H
s+2− 2q−ε,γ+2−
2
q−ε
p (B) ⊕ C for each ε > 0, the same is true for uν
by Lemma 6.2. As pointed out in the beginning of the proof of Theorem 6.1, this is all we need to
know about u for the proof of the R-sectoriality.
Summarizing what we have found we obtain the following result for the porous medium equation.
Theorem 6.5. Let λ1 be the largest nonzero eigenvalue of the boundary Laplacian ∆∂, induced by
the metric h on ∂B. Recall that dim(B) = n+ 1, that
εn = −
n− 1
2
+
√(
n− 1
2
)2
− λ1 > 0,
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and that γ satisfies (4.4), i.e.
n− 3
2
< γ < min
{
n− 3
2
+ εn,
n+ 1
2
}
.
Next choose p, q so large that
n+ 1
p
+
2
q
< 1 and γ >
n− 3
2
+
4
q
.(6.18)
Then, for any s > −1 + n+1p +
2
q and for any strictly positive initial value
u0 ∈ (H
s+2,γ+2
p (B) ⊕ C,H
s,γ
p (B)) 1q ,q
there exists some 0 < T ≤ T0 such that the porous medium equation (1.1), (1.2) in the space
Lq(0, T ;Hs,γp (B)) has a unique solution
u ∈ Lq(0, T ;Hs+2,γ+2p (B)⊕ C) ∩W
1,q(0, T ;Hs,γp (B)).
Proof. We shall apply Cle´ment and Li’s Theorem 2.9, to the porous medium equation in the form
(6.1), (6.2), with X0 = H
s,γ
p (B) and X1 = H
s+2,γ+2
p (B)⊕ C.
For each initial value u0 ∈ X1/q,q = (X1, X0)1/q,q such that u0 > α > 0, the operator mu
m−1
0 ∆
has maximal Lp-regularity by Remark 6.4. It remains to check the conditions (H1) and (H2). By
our assumptions on s, p, q and γ, (6.3) in connection with Corollary 3.3 implies that X1/q,q embeds
into a Banach algebra of bounded multipliers on X0. So let U be a bounded open neighborhood
of u0 in X1/q,q. Since (X1, X0)1/q,q embeds into C(B), we may assume U to consist of functions
with real part ≥ α. For any u1, u2 ∈ U and real ν, we have then
uν1 − u
ν
2 = (u2 − u1)
1
2πi
∫
Γ
(−λ)ν(u1 + λ)
−1(u2 + λ)
−1dλ,(6.19)
where Γ is a fixed finite path around ∪u∈URan(−u) in {Reλ < 0}.
Concerning (H1): Equation (6.19) in connection with the embedding (6.3), Lemma 6.2, Lemma
6.3,
and the boundedness of U implies that
‖mum−11 ∆−mu
m−1
2 ∆‖L(X1,X0) ≤ ‖mu
m−1
1 −mu
m−1
2 ‖L(X0)
≤ C1‖u1 − u2‖L(X0) ≤ C2‖u1 − u2‖X 1
q
,q
,(6.20)
for suitable constants C1, C2 > 0.
Concerning (H2): Equation (6.3) shows that ∇u1 and ∇u2 belong to H
s+1−2/q−ε,γ+1−2/q−ε
p (B)
for each ε > 0. As 2/q < 1, they are elements of X0. Write
‖f(u1, t1)−m(m− 1)u
m−2
1 〈∇u1,∇u1〉g − f(u2, t2) +m(m− 1)u
m−2
2 〈∇u2,∇u2〉g‖X0
≤ ‖f(u1, t1)− f(u2, t2)‖X0 +m(m− 1)‖u
m−2
1 〈∇u1,∇u1〉g − u
m−2
2 〈∇u2,∇u2〉g‖X0
≤ ‖f(u1, t1)− f(u2, t1)‖X0 + ‖f(u2, t1)− f(u2, t2)‖X0
+m(m− 1)‖um−21 〈∇u1,∇u1〉g − u
m−2
2 〈∇u1,∇u1〉g + u
m−2
2 〈∇u1,∇u1〉g
−um−22 〈∇u2,∇u1〉g + u
m−2
2 〈∇u2,∇u1〉g − u
m−2
2 〈∇u2,∇u2〉g‖X0 ,(6.21)
with t1, t2 ∈ (0, T0). By assumption,
f(u, t) =
1
2πi
∫
Γ
f(−λ, t)(u + λ)−1dλ, u ∈ U, t ∈ [0, T0].
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Therefore,
f(u1, t)− f(u2, t) = (u2 − u1)
1
2πi
∫
Γ
f(−λ, t)(u1 + λ)
−1(u2 + λ)
−1dλ, t ∈ [0, T0],(6.22)
and
f(u, t1)− f(u, t2) =
1
2πi
∫
Γ
(
f(−λ, t1)− f(−λ, t2)
)
(u+ λ)−1dλ, u ∈ U.(6.23)
Equation (6.22), the embedding (6.3) together with Lemma 6.2, Lemma 6.3, the boundedness
of U and the fact that X1/q,q embeds into a Banach algebra of multipliers on X0 shows that the
first term on the right hand side of Equation (6.21) is bounded by c1‖u1− u2‖X1/q,q for a suitable
constant c1. The second term is bounded by c2|t1−t2| in view of (6.23) and the Lipschitz continuity
of f(−λ, t) in t.
Neglecting the factor m(m− 1) we estimate the third term by
‖um−21 − u
m−2
2 ‖L(X0)‖〈∇u1,∇u1〉g‖X0(6.24)
+‖um−22 ‖L(X0) (‖〈∇(u1 − u2),∇u1〉g‖X0 + ‖〈∇(u1 − u2),∇u2〉g‖X0) .
Let x˜ be a smooth function on B that is equal to x in [0, 1/2]×∂B and constant 1 outside [0, 1]×∂B.
Choose 0 < δ < 1 − 2/q such that γ + 1− 2/q + δ > (n+ 1)/2, cf. (1.4). Given v1, v2 ∈ X1/q,q
we find for the local partial derivatives that x˜δ∂v1 ∈ H
s+1−2/q−ε,(n+1)/2 for each ε > 0 and
x˜−δ∂v2 ∈ X0, where, in the collar neighborhood of the boundary with coordinates (x, y) we use
∂x and
1
x∂yj , j = 1, . . . , n. Hence the norm of 〈∇v1,∇v2〉g in X0 can be estimated with Corollary
3.3 by the norms of the x˜δ∂v1 as multipliers on X0 and the norms of x
−δ∂v2 in X0. Thus
‖〈∇v1,∇v2〉g‖X0 = ‖〈x˜
δ∇v1, x˜
−δ∇v2〉g‖X0 ≤ c1‖v1‖X1/q,q‖v2‖X1/q,q(6.25)
for a suitable constants c0, c1.
This enables us to estimate the first term in (6.24) with the help of Equation (6.19) and the
second and third with (6.25) by c3‖u1 − u2‖X1/q,q for a suitable constant c3 and thus completes
the argument. 
7. The Equation in Spaces with Asymptotics
In this section we will obtain more precise statements on the asymptotics of the solutions to the
porous medium equation near the tip. As before, let s ∈ R and 1 < p, q <∞ with
−1 +
n+ 1
p
+
2
q
< min{0, s}.(7.1)
For the time being, we continue to assume that γ satisfies (4.4) with γ > n−32 +
2
q and denote by
∆s : D(∆s) = H
s+2,γ+2
p (B)⊕ C→ H
s,γ
p (B)
the unbounded operator in Hs,γp (B) associated with these data.
Below, we will consider the Laplacian as an unbounded operator in Y0 = D(∆s) with domain
Y1 = D(∆
2
s). In order to obtain once more a maximally regular solution of the porous medium
equation we will have to suppose that dim(B) 6= 3, to make further assumptions on the spectrum
of ∆∂ , and to slightly change γ. We start with the following elementary result.
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Lemma 7.1. Let 0 < α ≤ u be a strictly positive function in
X 1
q
,q
:= (Hs+2,γ+2p (B) ⊕ C,H
s,γ
p (B)) 1q ,q.
We let
D(u∆s) = D(∆s) = H
s+2,γ+2
p (B) ⊕ C(7.2)
and define recursively for k ∈ N
D((u∆s)
k+1) := {v ∈ D((u∆s)
k) |u∆sv ∈ D((u∆s)
k)}.
Then, for any θ ∈ [0, π), there exists some c > 0 such that
c− u∆s : D((u∆s)
k+1)→ D((u∆s)
k)(7.3)
is R-sectorial of angle θ.
Proof. Definition (7.2) makes sense, since u is a multiplier on Hs,γp (B) by our choice of q. As
c− u∆s is sectorial on D(∆s), it is also sectorial in (7.3) for each k by Lemma V.1.2.3 in [2]. For
the R-sectoriality we proceed by induction starting with Theorem 6.1 for k = 0. Assume that
the assertion holds for some k ≥ 0. Then, for any λ1, ..., λK ∈ {z ∈ C | |argz| ≤ θ}, K ∈ N, and
x1, ..., xK ∈ D((u∆s)
k+1),∥∥∥ K∑
ρ=1
λρ(c− u∆s + λρ)
−1ǫρxρ
∥∥∥
L2(0,1;D((u∆s)
k+1))
≤ c1
∥∥∥ K∑
ρ=1
(c− u∆s)
(
λρ(c− u∆s + λρ)
−1ǫρxρ
)∥∥∥
L2(0,1;D((u∆s)
k))
= c1
∥∥∥ K∑
ρ=1
λρ(c− u∆s + λρ)
−1ǫρ(c− u∆s)xρ
∥∥∥
L2(0,1;D((u∆s)
k))
≤ c2
∥∥∥ K∑
ρ=1
ǫρ(c− u∆s)xρ
∥∥∥
L2(0,1;D((u∆s)
k))
≤ c3
∥∥∥ K∑
ρ=1
ǫρxρ
∥∥∥
L2(0,1;D((u∆s)
k+1))
,
for appropriate constants c1, c2 and c3 and c > 0. 
7.1. The domain of the bilaplacian. Associated with the extension ∆s of the Laplacian given
in (4.5) we define the bilaplacian ∆2s as the unbounded operator in H
s,γ
p (B) with domain
D(∆2s) = {u ∈ D(∆s) |∆su ∈ D(∆s)}.
According to Lemma 4.3 in [24],
D(∆2s) = H
s+4,γ+4
p (B) ⊕
⊕
ρ
E˜ρ ⊕ C.(7.4)
Here, the summation in the direct sum is over all poles of the inverse of the conormal symbol of ∆2s
such that the associated asymptotics space E˜ρ is a subset of D(∆s). In more detail: The inverse
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of the conormal symbol has been computed in [24, Section 4.2]:
σM (∆
2)(z)−1 =
∞∑
j=0
1
(z − q+j )(z − q
−
j )(z + 2− q
+
j )(z + 2− q
−
j )
πj ,
where the q±j are as before and πj is the L
2-orthogonal projection onto Ej . The poles therefore lie
in the points ρ = q±j and ρ = q
±
j − 2, j = 0, 1, . . .. The asymptotics spaces have the form
E˜ρ = {x
−ρ log(x)ω(x)e1(y) + x
−ρω(x)e0(y)}.(7.5)
Here, ω is a cutoff function and, for ρ as above, e0, e1 belong to the eigenspace of the boundary
Laplacian to the eigenvalue ρ; the log-terms only occur if ρ is a double pole.
7.2. Geometric Assumption. We will now suppose that
λ1 <
{
−9/4, n = 1
−n, n ≥ 3.
.(7.6)
This implies that the value εn introduced in Equation (4.3) is larger than 3/2 for n = 1 and larger
than 1 for n > 2.
We can then restrict the choice of the weight γ further by asking that
−
1
2
< γ < min {ε1 − 2, 0} for n = 1,(7.7)
and
n− 3
2
< γ < min
{
n− 3
2
+ εn − 1,
n− 1
2
}
for n ≥ 3.(7.8)
This has an important consequence on the asymptotics spaces arising in the domain of the
bilaplacian. Recall that a function x−ρ logk x e(y) for 0 6= e ∈ C∞(∂B) belongs to Hs,σp (B) (for any
choice of s ∈ R and 1 < p <∞) if and only if Re ρ < (n+ 1)/2− σ. In order to have E˜ρ ⊂ D(∆s)
we need to have E˜ρ ⊂ H
s+2,γ+2
p (B) and thus
Re ρ <
n+ 1
2
− γ − 2 =
n− 3
2
− γ.
On the other hand we know that the only values of ρ that can arise are those of the form q±j and
q±j − 2. This leads to the following statement.
Lemma 7.2. Let n 6= 2. With the choice of the weight γ in (7.7)/ (7.8) we have
D(∆2s) ⊆ H
s+4,n+12 +εn−ε
p (B) ⊕ C for every ε > 0.
Note that n+12 + εn > γ + 3 by the choice of γ in (7.7)/ (7.7).
Proof. In view of the specific form (7.4) of the domain, we have to show that there is no ρ with
Re ρ in the interval (−εn,
n−3
2 − γ].
Let us consider first the case n = 1, where ε1 > 3/2. By (7.7),
n−3
2 − γ < −1/2. On the other
hand, we have q±0 = 0, thus q
±
0 − 2 = −2, q
±
1 = ±ε1,
hence q+1 − 2 > −1/2. So none of the ρ lies in the critical interval.
For n ≥ 3 we have εn > 1 and
n−3
2 − γ < 0.
As for the possible asymptotics, we have q−0 = 0, so q
−
0 − 2 = −2 , q
+
0 = n − 1 and thus
q+0 − 2 = n− 3 ≥ 0, q
−
1 = −εn < −1. Again, none of the ρ lies in the critical interval. 
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Lemma 7.3. Let n 6= 2 and the weight γ be chosen as in (7.7)/ (7.8). Then
(D(∆2s),D(∆s)) 1q ,q →֒ H
s+4− 2q−ε,σ−ε
p (B) ⊕ C,
for σ = n+12 + εn −
(
n−3
2 + εn − γ
)
1
q and any ε > 0.
As γ > n−32 by (7.8), we see that σ >
n+1
2 + εn
(
1− 1q
)
> n+12 .
Proof. According to Lemma 7.2
(D(∆2s),D(∆s)) 1q ,q →֒ (H
s+4,n+12 +εn−ε
p (B) ⊕ C,H
s+2,γ+2
p (B) ⊕ C) 1q ,q.
Interpolation for direct sums, see e.g. Proposition I.2.3.3 in [2], yields the desired embedding. 
Proposition 7.4. Let n 6= 2, and γ satisfy (7.7)/ (7.8). For every u ∈ D(∆s) which is strictly
positive on B we then have D((u∆s)
2) = D(∆2s).
Proof. In view of (7.2), we have D((u∆s)
2) = {v ∈ D(∆s)|u∆sv ∈ D(∆s)}. Since u is strictly
positive, Lemma 6.2 shows that also u−1 ∈ Hs+2,γ+2p (B) ⊕ C. As this is a Banach algebra, we
conclude that u∆sv ∈ D(∆s) if and only if ∆sv ∈ D(∆s). This shows the assertion. 
7.3. Analysis of the Porous Medium Equation. For γ satisfying (7.7)/(7.8) let
Y0 = H
s+2,γ+2
p (B)⊕ C,(7.9)
equipped with the norm
‖u1 + c‖Y0 = ‖u1‖Hs+2,γ+2p (B) + |c|, u1 ∈ H
s+2,γ+2
p (B), c ∈ C.
Lemma 3.2 implies that Y0 is a Banach algebra (up to the choice of an equivalent norm). Moreover,
Y0 consists of bounded continuous functions, i.e. Y0 →֒ C(B).
In the sequel we shall use the closed extension ∆ of the Laplacian in Y0 with domain
D(∆) = Y1 := D(∆
2
s) = H
s+4,γ+4
p (B)⊕
⊕
ρ
E˜ρ ⊕ C(7.10)
as defined in (7.4). From the standard properties of operators in powers scales, see e.g. Lemma
V.1.2.3 in [2], and Theorem 4.2, we obtain the following.
Proposition 7.5. For c /∈ R≤0, θ ∈ [0, π) and φ > 0, we have c−∆ ∈ P(θ) ∩ BIP(φ).
Proposition 7.6. Let n 6= 2, and γ satisfy (7.7)/ (7.8). For each θ ∈ [0, π) and each u ∈ Y1/q,q
which is striclty positive on B, c − u∆ : Y1 → Y0 is R-sectorial of angle θ for sufficiently large
c > 0. In particular, u∆ has maximal Lq-regularity.
Proof. This is immediate from Proposition 7.4, Lemma 7.1 and the fact that Y1/q,q →֒ X1/q,q. 
The restriction on λ1 now allows us to control the action of ∇ on the interpolation spaces:
Lemma 7.7. Let n 6= 2, and γ be chosen according to (7.7)/ (7.8). Assume in addition that q is so
large that γ < ε1− 2− 1/(q− 1) for n = 1 and γ < (n− 3)/2+ εn− 1− 1/(q− 1) for n ≥ 3. Then,
in local coordinates near the boundary, the operators ∂x and
1
x∂yi , i ∈ {1, ..., n}, induce bounded
maps from Y 1
q ,q
:= (Y1, Y0) 1
q ,q
to Y0.
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Proof. According to Lemma 7.3, 1x∂yj maps Y1/q,q to H
s+3− 2q−ε,σ−1−ε
p (B) continuously for every
ε > 0, with σ defined there. Our assumption (7.1) implies that q > 2 so that s+ 3− 2/q > s+ 2.
In order to establish the assertion it suffices to check that σ − 1 > γ + 2. A short computation
shows that our assumptions guarantee precisely this. The operator ∂x can be treated in the same
way. 
We are now ready to state the main result of this section. For better legibility we repeat the
assumptions.
Theorem 7.8. Let dim(B) 6= 3 and assume that the first eigenvalue λ1 of the boundary Laplacian
satisfies condition (7.6). Let s > −1 and let the weight γ satisfy (7.7)/ (7.8). Choose 1 < p, q <∞
so large that
−1 +
n+ 1
p
+
2
q
< min{0, s} and γ <
{
ε1 − 2−
1
q−1 ; n = 1
n−3
2 + εn − 1−
1
q−1 ; n ≥ 3.
Denote by ∆ : D(∆) = Y1 → Y0 the closed extension of the Laplacian in Y0 associated with these
data, defined in (7.10).
For every strictly positive initial value u0 ∈ Y1/q,q we then find some 0 < T ≤ T0 such that the
porous medium equation (1.1), (1.2), considered in the space Lq(0, T ;Y0), has a unique solution
u ∈ Lq(0, T ;Y1) ∩W
1,q(0, T ;Y0)).
Proof. We only have to check that Cle´ment and Li’s Theorem 2.9 can be applied to (6.1), (6.2)
with the Banach couple Y0, Y1. Since Y1/q,q embeds to H
s+2,γ+2
p (B) ⊕ C, Lemma 6.2 together
with Proposition 7.6 shows that the operator mum−10 ∆ has maximal L
q-regularity for any strictly
positive u0 ∈ Y1/q,q .
Similarly as in Equation (6.20), property (H1) follows from the fact that Y1/q,q embeds into a
Banach algebra of multipliers on Y0. Compared to Theorem 6.5, the proof of (H2) even simplifies.
Since Y0 is a Banach algebra, Lemma 7.7 implies the estimate
‖〈∇v1,∇v2〉g‖Y0 ≤ C‖v1‖Y1/q,q‖v2‖Y1/q,q , v1, v2 ∈ Y1/q,q.
Estimate (6.21) (with X0 replaced by Y0) can then be continued as follows
≤ C1‖u1 − u2‖Y0 + C2|t1 − t2|+ C3‖u1 − u2‖Y1/q,q .
This completes the argument. 
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