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The gentlest ascent dynamics (GAD) (Nonlinearity, vol. 24, no. 6, p1831, 2011) is a continuous time dynamics
coupling both the position and the direction variables to efficiently locate the saddle point with a given index.
These saddle points play important roles in the activated process of the randomly perturbed dynamical
systems. For index-1 saddle points in non-gradient systems, the GAD requires two direction variables to
approximate the eigenvectors of the Jacobian matrix and its transpose, respectively, while in the gradient
systems, these two directions collapse to be the single min mode of the Hessian matrix. In this note, we
present a simplified GAD which only needs one direction variable even for non-gradient systems. This new
method not only reduces computational cost for directions by half, but also can avoid inconvenient operations
on the transpose of Jacobian matrix. We prove the same convergence property for the simplified GAD as for
the original GAD. The motivation of our simplified GAD is its formal analogy to the Hamiltonian dynamics
governing the exit dynamics when the system is perturbed by small noise. Several non-gradient examples are
presented to demonstrate our method, including the two dimensional models and the Allen-Cahn equation in
the presence of shear flow.
PACS numbers: 05.40, 05.70.Ln,82.40.Bj
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I. INTRODUCTION
Locating the saddle points has been of broad inter-
est in many areas of scientific applications, especially for
the understanding the exit process leaving from linearly
stable states when a dynamical system is randomly per-
turbed. In computational chemistry18, one of the most
important objects on the potential energy surface is the
transition state which is the saddle point with index 1,
i.e., the unstable manifold is exactly one dimensional.
Such transition states are the bottlenecks on the most
probable transition paths between different local wells
that describe the random hoppings on the potential sur-
face. The steepest descent flow that minimizes the poten-
tial energy gives arise to gradient dynamical systems. For
such gradient systems, a large amount of numerical meth-
ods have been developed to locate their saddle points,
such as the eigenvector following method1, the dimer
method10 and the gentlest ascent dynamics(GAD)5,17,
the iterative minimization algorithm7,8 and others13,21.
While most of these methods were designed for the
gradient systems, there are few of them applicable to
the non-gradient systems, which arise from many mod-
els in biology and fluid dynamics19,20. One prominent
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example11,14 is the phase filed model such as the Allen-
Cahn equation associated with a double-well potential,
but subject to the influence of shear flow. The extra
forcing from the fluid certainly makes the gradient sys-
tem become a non-gradient model. The saddle points in
such non-gradient systems are still of great importance
since they may be also relevant to the non-equilibrium
process in the randomly perturbed dynamical systems6.
Among many saddle search methods mentioned previ-
ously, only the GAD5 proposed by one of the authors in
this note is capable to address the saddle point in gen-
eral dynamical systems, by using two eigenvectors and
oblique projection. This result extends the saddle point
search method to the non-gradient systems. In this note,
we present a new form of the gentlest ascent dynamics
associated with the following non-gradient system
x˙ = b(x), (1)
where b is a smooth vector field in Rd. We are inter-
ested in the index-1 saddle point of the vector field b.
To locate the index-1 saddle point in equation (1), the
original GAD5 evolves a position variable x and two di-
rection variables v and w so that the linearly stable state
states of this new dynamics are index-1 saddle point of b.
The dynamics of v and w in the GAD needs the product
of the Jacobian matrix Db(x) and its transpose Db(x)T
with v and w, respectively. The matrix-vector multi-
plication Db(x)v = limh→0(b(x + hv) − b(x))/h can be
easily approximated by the finite difference method. But
the difficult comes from the calculation of the transposed
term Db(x)Tw, which lacks the interpretation of the di-
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2rectional derivative of b(x). In our simplified GAD below,
we shall show that it suffices to use the dynamics of one
directional variable (either v or w), without affecting the
convergence property of the original GAD.
Despite the simple form of our result, we find an inter-
esting connection between the simplified GAD and the
underlying Hamilton’s equation describing the optimal
transition path in the randomly perturbed equation:
dX = b(X)dt+
√
εdW, (2)
where W is the standard Brownian motion and ε is a
small constant. Indeed, the study of rare events in the
system (2) is the most important motivation to study
the saddle points of the vector field b. By the Freidlin-
Wentzell large deviation theory6, the most probable tran-
sition path is a minimizer of the Freidlin-Wentzell action
functional and this path, as a function of time, satis-
fies the Hamilton’s equation with the zero Hamiltonian.
The position and momentum in the Hamilton’s equation
might be thought as the counterpart of the position and
direction in the GAD. This formal analogy is indeed our
original inspiration to derive our simplified GAD.
The rest of the paper is organized as follows. In Sec-
tion II, we propose the simplified GAD for non-gradient
systems after a short review of the GAD. Then we ex-
plore the relation between the simplified GAD and the
Hamilton’s dynamics. In addition, we apply the simpli-
fied GAD to the multiscale model of non-gradient slow-
fast systems. Section III is our numerical examples. In
particular, we study the Allen-Cahn equation in the pres-
ence of shear flow and investigate how the shear rate
affects the transitions states in this system. The conclu-
sions and discussions are given in Section IV.
II. METHOD
A. Review of Gentlest Ascent Dynamics (GAD)
The GAD in5 for the flow x˙(t) = b(x) involves a po-
sition variable x and two direction variables v and w as
follows: 
x˙(t) = b(x)− 2 〈b(x), w〉〈w, v〉 v,
γv˙(t) = J(x)v − αv,
γw˙(t) = J(x)Tw − βw,
(3a)
(3b)
(3c)
where J(x) = Db(x) is the Jacobian matrix (Db)ij
.
=
∂bi
∂xj
, which is generally asymmetric. α and β are the
Lagrangian multipliers to impose certain normalization
conditions for v and w. For instance, if the normalization
condition is 〈v, v〉 ≡ 〈w, v〉 ≡ 1, then α = 〈v, J(x)v〉 and
β = 2 〈w, J(x)v〉 − α. Equation (3) is a flow in R3d.
As a special case, the GAD for a gradient system x˙(t) =
−∇V (x) only involves v:
 x˙(t) = −∇V (x) + 2
〈∇V (x), v〉
〈v, v〉 v,
γv˙(t) = −∇2V (x)v + 〈v,∇2V (x)v〉 v.
(4a)
(4b)
γ > 0 is the relaxation parameter. A large γ means a
fast relaxation for the direction variable v(t) toward to
the steady state. For a frozen x, this steady state is
the min mode of the Hessian ∇2V (x): the eigenvector
corresponding to the smallest eigenvalue of ∇2V (x).
One of the authors5 proves that the above GAD (the
general form (3) and the gradient form (4)) has the prop-
erty that its stable critical point corresponds to an index-
1 saddle point of the original dynamics, x˙ = b(x) or
x˙ = −∇V (x). Our simplified GAD has the exactly same
property, which will be given below in details.
In the GAD (3) for non-gradient systems, both J(x)v
and J(x)Tw in (3b) and (3c) must be calculated. One can
apply the finite difference scheme to compute the matrix-
vector multiplication J(x)v. But this trick could not be
applied to the term J(x)Tw. It can only be obtained by a
numerical transpose operation. The matrix-vector mul-
tiplication J(x)Tw may impose a severe computational
challenge for large scale problems.
B. Simplified GAD
Our new GAD takes one of the following two forms
(not simultaneously):{
x˙ = b(x)− 2 〈b(x), v(t)〉 v(t)/ ‖v(t)‖2 , (5a)
v˙ = J(x)v − 〈v, Jv〉 v, (5b)
or {
x˙ = b(x)− 2 〈b(x), w(t)〉w(t)/ ‖w(t)‖2 , (6a)
w˙ = JT(x)w − 〈w, JTw〉w. (6b)
So, the simplified GAD is always a flow in R2d. Ini-
tially, ‖v0‖ = 1 or ‖w0‖ = 1 so that v and w are always
unit vectors. The difference between (5) and (6) is the
matrix-vector multiplication J(x)v or J(x)Tw. As dis-
cussed above, to avoid computing J(x)Tw, one prefers
the equation (5) for the simplified GAD in practice. It
will be seen later that in theory, equation (6) may be of
more interest. For the gradient system x˙(t) = −∇V (x),
J = −H, where H = ∇2V = HT is the Hessian matrix,
the above two forms are identical and become the GAD
(4) for the gradient system.
Remark 1. A positive constant τ can be used in the
simplified GAD: v˙ → τ v˙ ( or w˙ → τw˙ as in equation
(3)) , to represent the time scale ratio between x and v (
or w). We drop this factor to ease the presentation.
The simplified GAD (5) or (6) converges to the index-1
saddle point of the original dynamics x˙ = b(x); see the
following theorem. The proof is quite similar to that for
the original GAD5.
3Theorem 1. (a) If (x∗, v∗) is a fixed point of the simpli-
fied GAD (5), and v∗ is the normalized vector, ‖v∗‖ = 1,
then v∗ is the eigenvector of J(x∗) corresponding to an
eigenvalue λ∗, i.e.,
J(x∗)v∗ = λ∗v∗,
and x∗ is a fixed point of the original dynamics system,
i.e., b(x∗) = 0;
(b) Let xs be a fixed point of the dynamical system
x˙ = b(x). If the Jacobian matrix J(xs) has n distinct real
eigenvalues λ1, λ2, · · · , λn corresponding to the n linearly
independent eigenvectors vi, i.e.,
J(xs)vi = λivi, i = 1, 2, · · · , n
and ‖vi‖ = 1,∀i. Then (xs, vi),∀i, is a fixed point of the
simplified GAD (5). Furthermore, there is one fixed point
(xs, vi′) among these n fixed points, which is linearly sta-
ble if and only if xs is an index-1 saddle point of the
original dynamical system x˙ = b(x) and the eigenvalue
λi′ corresponding to vi′ is the only positive eigenvalue of
J(xs).
Proof. (a) By the condition that (x∗, v∗) is a fixed point
of the simplified GAD (5), we have
{
b(x∗)− 2 〈b(x∗), v∗〉 v∗ = 0, (7a)
J(x∗)v∗ = 〈v∗, J(x∗)v∗〉 v∗. (7b)
Equation (7b) implies that v∗ is the eigenvector of J(x∗)
corresponding to the eigenvalue λ∗
.
= 〈v∗, J(x∗)v∗〉 .
Making inner product with v∗ on both sides of (7a),
we can get
〈b(x∗), v∗〉 − 2 〈b(x∗), v∗〉 〈v∗, v∗〉 = 0.
Since ‖v∗‖ = 1, we have 〈b(x∗), v∗〉 = 0. Thus b(x∗) = 0
by (7a).
(b) Since xs is a fixed point of the system x˙ = b(x), we
have b(xs) = 0, thus
b(xs)− 2 〈b(xs), vi〉 vi/ ‖vi‖2 = 0, i = 1, 2, · · · , n. (8)
Since J(xs)vi = λivi, by taking inner product with vi
on both sides and using the condition ‖vi‖ = 1, we get
λi = 〈J(xs)vi, vi〉, and
J(xs)vi − 〈J(xs)vi, vi〉 vi = 0, i = 1, 2, · · · , n. (9)
Equation (8) and (9) imply that (xs, vi) is the fixed point
of the simplified GAD (5) for all i = 1, 2, · · · , n.
Next, we write down the eigenvalues and correspond-
ing eigenvectors of the Jacobian matrix of the simplified
GAD at any fixed point (xs, vi). First, the Jacobian ma-
trix of the simplified GAD (5) has the following expres-
sion:
J˜(xs, vi) =
[
N1 := J − 2λivivTi , 0
∗, M1 := J − λi − vivTi (λi + J)
]
.
(10)
The eigenvalues of J˜ can be obtained from the eigenvalues
of its two diagonal blocks N1 and M1. It can be verified
that
N1vi = Jvi − 2λivivTi vi = −λivi,
N1vj = Jvj − 2λivivTi vj = λjvj ,
M1vi = Jvi − λivi − vivTi (λi + J)vi = −2λivi,
and
M1(vj − (vTj vi)vi) = Mvj − (vTj vi)Mvi
= (J − λi − vivTi (λi + J))vj + 2λi(vTj vi)vi
= (λj − λi)vj − vi(λi + λj)vTi vj + 2λi(vTj vi)vi
= (λj − λi)vj − vi(λj − λi)vTi vj
= (λj − λi)(vj − (vTi vj)vi).
Hence the eigenvalues of the Jacobian matrix J˜ at any
fixed points (xs, vi), i = 1, 2, · · · , n are
− 2λi,−λi, {λj : j 6= i}, {λj − λi : j 6= i}. (11)
The linear stability condition is that all the above eigen-
values of J˜ are negative. Thus one fixed point (xs, vi′) is
linearly stable if and only if λi′ > 0 and all other eigen-
values λj < 0 for j 6= i′. In this case, the fixed point xs
is an index-1 saddle point of the system x˙ = b(x).
Remark 2. Theorem 1 also holds for the simplified GAD
(6). In this case, the Jacobian matrix of the simplified
GAD (6) becomes
J˜(xs, wi) =
[
N2 := J − 2λiwiwTi , 0
∗, M2 := JT − λi − wiwTi (λi + JT)
]
(12)
with the same eigenvalues (11) as the Jacobian matrix of
the simplified GAD (5).
C. Relation with Hamilton’s equation
In this part, we discuss the Hamilton’s equation as-
sociated with the rare event study of the equation (2).
According to the Freidlin-Wentzell large deviation prin-
ciple (LDP)6, as the noise amplitude ε in equation (2)
tends to zero, the most probable transition path over the
time interval [0, T ] of the system (2) is the minimizer of
the following Freidlin-Wentzell action functional
S[φ] =
∫ T
0
L(φ, φ˙)dt, (13)
where the Lagrangian L(x, y) is defined as
L(x, y) :=
1
2
〈y − b(x), y − b(x)〉 . (14)
4〈·, ·〉 is the inner product in Rd. The HamiltonianH(x, p),
as the conjugate of the Lagrangian L(x, y), is
H(x, p) = 〈b(x), p〉+ 〈p, p〉 /2. (15)
It is well-known that the minimizer of S[φ], denoted as
x(t), satisfies the Hamilton’s equations{
x˙ = Hp = b(x) + p(t), (16a)
p˙ = −Hx = −J(x)Tp(t), (16b)
where p(t) is the (generalized) momentum. J(x) = Db(x)
is the Jacobian matrix we have used before in the GAD.
The eigenvalues of J(x) are denoted as {λi}. Equation
(16) looks superficially similar to equation (6) with two
differences: (i) the signs before J(x)T are the opposite
and (ii) the momentum p is not a unit vector as the
direction variable w. In fact, the critical point of (16)
is (x∗, p∗) where b(x∗) = 0 and p∗ = 0 by assuming
that J(x∗) is non-degenerate. Assume J(x) has the right-
eigenvectors vi and the left-eigenvectors wi:
Jvi = λivi, and J
Twi = λiwi, 1 ≤ i ≤ d,
where all eigenvalues are assumed distinctive and the left
or right eigenvectors both form a basis of Rd. We intro-
duce the normalized unit vector u to represent the direc-
tion of p. Define the scalar l
.
= ‖p‖2, then u = p/√l and
l˙ = 2 〈p, p˙〉 = −2 〈p, JTp〉 = −2l 〈u, JTu〉. So,
u˙ =
d
dt
(
p√
l
)
= −JT(x)u+ 〈u, JTu〉u. (17)
By the important zero-Hamiltonian condition H ≡ 0 (6),
we have
l = ‖p‖2 = −2 〈b, p〉 = −2
√
l 〈b, u〉 ;
that is,
l = 0, or
√
l = −2 〈b(x), u〉 .
l = 0 means p = 0, which corresponds to the original
dynamics x˙ = b(x). l is not always zero for the exit
dynamics, then
√
l = −2 〈b(x), u〉 and the equation (16a)
becomes
x˙ = b(x) +
√
lu = b(x)− 2 〈b(x), u〉u. (18)
So far, by (17) and (18), we get the momentum-
normalized version for the Hamilton’s equation (16) re-
stricted on the zero-H hypersurface:{
x˙ = b(x)− 2 〈b(x), u(t)〉u(t)/ ‖u(t)‖2 , (19a)
u˙ = −JT(x)u+ 〈u, JTu〉u. (19b)
‖u0‖ = 1 is assumed. Note that this dynamics (19) is
not exactly identical to the original Hamilton’s equation
(16) since the branch of p ≡ 0 has been discarded.
Now, the only difference between the Hamilton’s equa-
tion (19) and the simplified GAD (6) is the opposite sign
on the right hand sides of (19b) and (6b). By Remark 2,
the Jacobian matrix of (19) is
[
N2, 0
∗, −M2
]
, whose eigen-
values are −λi, 2λi, {λj , j 6= i} , {λi − λj , j 6= i} . The po-
sition dynamics in (6) and (19) have the same form of
applying the projection matrix I − 2wwT or I − 2uuT in
front of the original force b(x). The difference is which
direction they select. If x were frozen, the w dynamics in
equation (6b) picks up the least stable direction while the
Hamilton equation’s momentum direction uses the most
stable direction. Thus the GAD (6) can converge to the
saddle point of the vector field b(x) while the Hamilto-
nian dynamics (19) has no stable steady state. So one
may view the simplified GAD as a modification of the
Hamilton’s equation by flipping the sign of the (normal-
ized) momentum to stablized the saddle point. Note that
although we can introduce a factor γ for (6b) as shown
in Remark 1 to speed up the clock for the direction dy-
namics, there is no such a freedom for the Hamilton’s
equation (19b).
D. Application to multiscale model
The GAD was extended to the slow-fast stochastic sys-
tem in9 and the resulted method is called MsGAD. As a
corollary of our result, the simplified GAD here can be
applied to this multi-scale model straightforwardly. For
the backgrounds and more details, the reader can refer
to9. We here directly present the scheme based on the
above simplified GAD. The slow-fast system in consider-
ation is
X˙ε(t) = f(Xε, Y ε),
Y˙ ε(t) =
1
ε
b(Xε, Y ε) +
1√
ε
σ(Xε, Y ε)η(t),
(20a)
(20b)
where ε is a small parameter and η is the noisy perturba-
tion. Xε is the slow variable and Y ε is the fast variable.
When ε goes to zero, the effective dynamics of the slow
variable is
˙¯X = F (X¯), where F (x)
.
=
∫
f(x, y)µx(dy), (21)
where µx(dy) is the invariant measure of the fast process
with the density function denoted by ρ(x, y). F usually
does not have analytical form. The simplified multiscale
GAD for the saddle point of equation (21) is

x˙ε(t) = f(xε, yε)− 2 〈f(x
ε, yε), vε〉
〈vε, vε〉 v
ε,
y˙ε(t) =
1
ε
b(xε, yε) +
σ(xε, yε)√
ε
η(t),
v˙ε(t) = (Dxf(x
ε, yε) + C(xε, yε)) vε − αεvε,
(22a)
(22b)
(22c)
5or

x˙ε(t) = f(xε, yε)− 2 〈f(x
ε, yε), wε〉
〈wε, wε〉 w
ε,
y˙ε(t) =
1
ε
b(xε, yε) +
σ(xε, yε)√
ε
η(t),
w˙ε(t) = (Dxf(x
ε, yε) + C(xε, yε))
T
wε − βεwε,
(23a)
(23b)
(23c)
where Dxf(x, y) is the Jacobian matrix of f(x, y)
with respect to x. α = 〈v, (Dxf + C)v〉 , β =〈
w, (Dxf + C)
Tw
〉
, C(x, y) = (f(x, y)−F (x))⊗(g(x, y)−
G(x)), g(x, y) = −∇xU(x, y), U(x, y) = − log ρ(x, y) and
G(x) =
∫
g(x, y)µx(dy).
III. NUMERICAL EXAMPLES
A. A two-dimensional deterministic system
The first test is to find the saddle point of the following
two dimensional non-gradient system
x˙i = −
∑
j=1
Dijxj +
σ2
2
Γi(x), i = 1, 2, (24)
where σ2 = 10, D =
[
0.8 −0.3
−0.2 0.5
]
and Γi(x) =(
1 + (xi − 5)2
)−1
, i = 1, 2. This dynamics has two stable
fixed points m1 = (0.5931, 0.7655),m2 = (5.8770, 6.2507)
and a unique saddle point s = (1.7954, 3.3088). Figure
1 shows the simplified GAD trajectories of the x compo-
nent (solid lines) starting from m1 and m2 respectively.
B. A two-dimensional slow-fast system
Consider a slow-fast system in9,

x˙i = −
∑
j
Dijxj + y
2
i ,
y˙i = −1
ε
yi
Γi(x)
+
1√
ε
ση(t),
(25a)
(25b)
where D =
[
0.8 −0.2
−0.2 0.5
]
, which is different from the D
matrix in the first example (24). σ2 and Γi(x) are the
same as in the first example. η is the standard white
noise. We are interested in the saddle point of the effec-
tive dynamics which is the limit of (25) as ε → 0. For
this special case, it happens to have the following closed
form for the effective dynamics
˙¯Xi = −
∑
j
DijX¯j +
σ2
2
Γi(X¯). (26)
x ' = - 0.8 x + 0.3 y + 5/(1 + (x - 5)2)
y ' = 0.2 x - 0.5 y + 5/(1 + (y - 5)2)  
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Figure 1: GAD trajectories of the x component from
two locally stable fixed points (m1 and m2) to the
saddle point s. The flow indicated by the arrows
corresponds to the non-gradient system (24). The
dash-dotted curves are the stable/unstable manifolds of
the saddle point; they determine the basin boundaries
of the two stable fixed points. The blue and red curves
with arrows are the trajectories of the x component for
the simplified GAD applied to the dynamics (24) with
the initial vector v = [1, 0] and [0, 1], respectively.
Equation (26) has three stable fixed points m1 =
(0.4643, 0.6985),m2 = (2.2038, 5.9804) and m3 =
(5.7109, 6.2369) as well as two saddle points s1 =
(1.2842, 3.4484), s2 = (3.5689, 6.0735). Refer to Figure
2. To test our method, we use the heterogeneous multi-
scale method(HMM) to solve the simplified MsGAD (22)
numerically, without using any information of the ana-
lytical form in equation (26). Figure 2 shows four GAD
trajectories of the x component (black solid lines) with
different initial values.
C. Nucleation in the presence of shear flow
As the last example, we consider a more challenging
problem: the nucleation in the reaction-diffusion equa-
tion in the presence of shear. Nucleation is a very impor-
tant physical phenomenon11,12,14,16,22 and the nucleus is
usually described by the saddle point of the Ginzburg-
Landau free energy. In the case of gradient systems
purely driven by the free energy, the string method2,4
can be applied to calculate the minimum energy path.
When the shear flow field is in presence, one is faced with
a non-gradient systems and in principle, one needs the
minimum action method3 to compute the minimum ac-
tion path and the minimal action11. The saddle point can
be extracted after the whole path is computed. By our
new method, however, the saddle point in the shear flow
case can be calculated directly. The Ginzburg-Landau
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Figure 2: GAD trajectories from three stable fixed
points (m1,m2 and m3) to two different saddle points
(s1 and s2). The flow indicated by the arrows
corresponds to the effective dynamics (26). The
dash-dotted curves are the stable/unstable manifolds of
the two saddle points under the flow (26). The black
solid curves with arrows marked are the trajectories of
the simplified MsGAD by the HMM.
free energy of the order parameter φ(x, y) is
E(φ) =
∫
Ω
κ
2
|∇φ|2 + 1
4
(1− φ2)2 dxdy, (27)
where κ = 0.01, the domain Ω = [0, 1] × [0, 1]. The
periodic boundary condition is considered. We study two
cases of the shear flow as illustrated in Figure 3, then the
corresponding dynamics of the Allen-Cahn equation in
the presence of the shears are
∂tφ = −δE
δφ
+ γ sin(2piy)∂xφ, (28)
and
∂tφ = −δE
δφ
+ γ sin(2piy)∂xφ+ γ sin(2pix)∂yφ, (29)
respectively, where γ is the shear rate and the Fre´chlet
derivative δφE = −κ∆φ− φ+ φ3.
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Figure 3: Vector fields of the two types of shear flows.
We want to locate the index-1 saddle point in the dy-
namics (28) and (29) by the simplified GAD in Section
II B. Denote the right hand side in (28) or (29) by b(φ),
the simplified GAD (5) in this case is{
∂tφ = b(φ)− 2 〈b(φ), v〉 v/ ‖v‖2 , (30a)
∂tv = Db(φ)v − 〈v, (Db)v〉 v/ ‖v‖2 , (30b)
where v = v(x, t) and 〈·, ·〉, ‖·‖ is the L2 inner product
and norm in space.
Remark 3. Here the dynamics is a PDE model and
we can have the analytical expression for the Jacobian
and its transpose. We take the case in equation (28) as
an example to show Db and its adjoint (Db)T. b(φ) =
κ∆φ + φ − φ3 + γ sin(2piy)∂xφ. Db(φ)v = κ∆v + v −
3φ2v + γ sin(2piy)∂xv. Then (Db(φ))
Tw = κ∆w + w −
3φ2w−γ sin(2piy)∂xw since the adjoint of ∂x is −∂x. This
example shows that when b is a differential operator, one
may obtain the “transpose” (adjoint) of the Jacobian an-
alytically. Then the two forms of the simplified GAD (5)
and (6) are both applicable in such cases.
In the numerical test, we use the mesh point Nx =
Ny = 128 in the finite difference method for spatial dis-
cretization. The two metastable states are always φ ≡ 1
and φ ≡ −1 regardless of the shear flow. By solving
the simplified GAD (30), we get different index-1 saddle
points for various γ. We are interested in the impact of
shear flow on the profiles of the saddle point. It is noted
that the steady states for any shear preserve the symme-
try φ→ −φ and equation (29) additionally preserves the
second symmetry φ(x, y) → φ(y, x). So there are multi-
ple symmetric images for the same steady states. All of
our plots below show only one of the symmetric images.
For the first case in equation (28), the shear force ex-
ists only in the x direction. As γ increases, the sequence
of the profiles of the saddle point is shown in Figure 4.
We have the following interesting observations from this
figure: the profiles of the saddle points get more and
more stretched along the shear direction until a lamellar
phase is attained for γ large enough. In fact, the lamel-
lar phase shown in the last two subfigures (Figure 4e and
4f) is always a saddle point for any value of γ. It seems
to have a critical γ∗ between 0.05 and 0.065 such that
for γ < γ∗, there are two saddles: one is twisted and
the other is lamellar, and for γ > γ∗, it seems only one
index-1 saddle point, the lamellar phase. To determine
which saddle point has the minimal action of escape a
metastable state for a specific γ < γ∗, one needs to fur-
ther run the minimum action method as in11.
For the second shear case in equation (29), the shear
flow is no longer restricted in certain direction and is
more general. In this case, the transition states with var-
ious shear rates are shown in Figure 5. The shear “twists”
the profiles again but in different patterns. Similarly to
the first case, the saddle point is finally unchanged when
γ is sufficiently large. And eventually, the saddle point
forms an “X” shape. But for small shear rate, the “X”
shaped saddle point in Figure 5f does not exit, unlike the
lamellar phase in the previous shear case. Thus, it seems
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(a) γ = 0.005
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(b) γ = 0.02
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(c) γ = 0.035
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(d) γ = 0.05
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(e) γ = 0.065
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(f) γ = 0.08
Figure 4: Saddle points for the model (28).
to have only one index-1 saddle point at any γ, except
for the symmetric images. In summary, the shear act-
ing on the Ginzburg-Landau energy landscape induces
a variety of different patterns of the saddle points and
transition mechanisms. Our simplified GAD offers a use-
ful tool for locating these saddle points with economic
computational costs.
IV. CONCLUDING REMARKS
We present a simplified GAD for the non-gradient sys-
tem in Rd to search saddle points. It is a flow in R2d
rather than in R3d. Only one direction variable and one
position variable are required in this new GAD. So, it has
the same computational cost as the GAD for the gradi-
ent system. Although we only show the result for index-1
saddle points in this paper, it is not difficult to extend
to index-k saddle points by following the approach in the
original GAD paper5.
Our numerical tests include the Allen-Cahn equation
in a periodic box with the presence of shear flow and
we find the changes of saddle points when the system
is subject to the various shear flows. In the end, we
need to point out that although index-1 saddle points
seem important for the rare-event transitions in the non-
gradient systems, the saddle point found by the GAD
may not directly be the true transition state. To quantify
the minimal action, the minimum action method may
still be necessary to evaluate the action to the saddle
points. One may combine the MAM for the path and the
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Figure 5: Saddle points for the model (29).
GAD for the final ending point on the path to construct
a hybrid method, in a similar style to the climbing string
method15 for the gradient system.
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