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Prefacio
La interacción entre el hombre y el robot juega un papel muy importante
en cualquier sistema robótico, ya que todavía no existe un robot con capaci-
dad totalmente autónoma. Incluso si esta meta de la autonomía completa se
alcanzara, el papel humano y el de su nivel de interacción disminuirán, sin
embargo el hombre seguirá siendo siempre una parte intrínseca del sistema.
La experimentación remota puede definirse como un tipo especial de in-
teracción entre el hombre y el robot. Gracias al avance en las tecnologías de
la información y de la comunicación (TIC), esta interacción puede realizarse
desde cualquier parte del mundo. Hoy en día, se están llevando a cabo esfuer-
zos considerables dirigidos al uso de estas tecnologías (Internet) como medio
de comunicación entre el usuario y el sistema robótico remoto.
Consecuentemente, este trabajo se ha desarrollado con el objetivo de di-
señar, investigar y proporcionar las herramientas necesarias que permitan
mejorar la capacidad de gestión del entorno remoto en la ejecución de una
determinada tarea por parte del usuario.
Estructura de la memoria
Se ofrece a continuación un breve resumen de lo que se expondrá en cada
uno de los capítulos de la memoria.
Capítulo 1:Memoria del período de docencia de tercer ciclo, correspondien-
te al programa de Doctorado InterUniversitario de Automática y Robótica
del Departamento de Física, Ingeniería de Sistemas y Teoría de la Señal de
la Universidad de Alicante.
iii
Prefacio
Capítulo 2: Presentación de la motivación y los objetivos principales del
trabajo, así como una serie de conceptos previos para introducir al lector en
la temática.
Capítulo 3: Estado del arte de los laboratorios virtuales y remotos.
Capítulo 4: Cómo desarrollar un laboratorio virtual para robots industriales
mediante Easy Java Simulations (EJS).
Capítulo 5: Inserción de los laboratorios virtuales desarrollados por EJS en
entornos colaborativos.
Capítulo 6: Presentación de los distintos laboratorios virtuales y remotos
desarrollados.
Capítulo 7: Discusión y conclusiones de los resultados obtenidos, trabajos
futuros y publicaciones científicas realizadas.
Apéndice A: Manual de usuario de EJS.
Apéndice B: Índice del contenido del CD que se adjunta al documento.
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Parte I
Memoria del Período de Docencia
1

CAPÍTULO 1
Período de docencia
El Doctorado InterUniversitario en Automática y Robótica se centra en
dar respuesta al interés en la actualidad sobre esta temática. Este programa
se inicia a partir de dos doctorados previos impartidos en cada una de las
universidades propuestas (Universidad Miguel Hernández de Elche y Uni-
versidad de Alicante) con el propósito de aunar esfuerzos de un conjunto
de investigadores en la disciplina de automática. Este doctorado ofrece al-
tos contenidos científicos y tecnológicos, además de potenciar el interés de la
investigación en las industrias y empresas locales.
Entre los objetivos que se pretenden cubrir con este Programa de Docto-
rado resaltan los siguientes:
Impartir una docencia de tercer ciclo de calidad dentro de la disciplina
de Automática y la robótica.
Aunar esfuerzos y recursos tanto materiales como humanos de ambas
universidades en el campo de la automática.
Ofrecer una panorámica de las técnicas más avanzadas de automatiza-
ción industrial.
Formar a especialistas en los diversos campos que pretende abarcar este
Programa de Doctorado InterUniversitario en Automática y Robótica:
• Control de Procesos.
3
Período de docencia
• Sistema Teleoperados.
• Visión por Computador.
• Automatización.
• Redes de comunicación.
• Métodos computacionales aplicados a la industria.
Potenciar una formación integral del investigador.
Estimular la investigación dentro de la disciplina de Automática.
Todos los trabajos que han sido realizados durante el primer año de Docto-
rado serán comentados brevemente en las siguientes secciones. Pueden des-
cargarse desde la página personal del autor http://dfists.ua.es/~cajb/
Doctorado
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1.1. Análisis y Reconocimiento de Patrones
1.1. Análisis y Reconocimiento de Patrones
Profesorado: Óscar Reinoso García
Código de la asignatura: 63068
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.1.1. Descripción
El Análisis y Reconocimiento de Patrones es un área de la tecnología
conocida como Aprendizaje de Máquinas (Machine Learning) o Aprendiza-
je Automático. El principal propósito de esta ciencia es clasificar un grupo
de patrones conocido como conjunto de pruebas en dos o más clases de ca-
tegorías, lo que se consigue calculando las categorías de dicho conjunto y
comparándolas con uno de entrenamiento previo o training set. En las clases
de esta asignatura se estudió tanto la base teórica en la que se fundamenta el
Reconocimiento de Patrones, como las aplicaciones prácticas de esta materia
en el campo de la visión artificial.
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
Estructura de un sistema de reconocimiento de patrones.
Teoría de la decisión bayesiana.
Técnicas de extracción y selección de características.
Métodos de extracción supervisados y no supervisados (PCA, LDA,
ICA, NMF, RP).
Métodos de selección de características.
Introducción a los clasificadores.
Clasificadores paramétricos y no paramétricos.
Aplicaciones a la visión artificial.
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1.1.2. Objetivos
El objetivo fundamental de la asignatura es capacitar al alumno para
utilizar diferentes técnicas de reconocimiento de patrones en aplicaciones de
visión artificial sobre entornos robóticos o de automatización. Más concreta-
mente:
Adquisición de conocimientos teóricos básicos sobre análisis y recono-
cimiento de patrones.
Manejo de técnicas de extracción y selección de características y deter-
minación de su aplicabilidad según los entornos.
Estudio teórico y práctico de clasificadores.
Desarrollo de aplicaciones de visión artificial utilizando técnicas de re-
conocimiento de patrones.
1.1.3. Método de evaluación
El sistema de evaluación de esta asignatura consistió en la realización de
una serie de prácticas donde se estudió el método de extracción de caracterí-
ticas PCA (Principal Component Analisys). Este método es uno de los más
empleados en el reconocimiento de caras, que fue en lo que se fundamentó las
prácticas de la asignatura. En concreto, se estudió la fiabilidad del sistema
de reconocimiento PCA tanto en una serie de imágenes proporcionadas por
el profesor , como en unas tomadas en el laboratorio de los componentes de
la asignatura.
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1.2. Control Sensorial de Robots
1.2. Control Sensorial de Robots
Profesorado: Jorge Pomares Baeza
Código de la asignatura: 63063
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.2.1. Descripción
En general, se puede afirmar que los sistemas de control sensorial aumen-
tan la flexibilidad y autonomía de los sistemas robóticos. En aplicaciones
como las de ensamblado o soldadura, a menudo se requieren altas presta-
ciones y la necesidad de aplicar sistemas de guiado sensorial para hacer a
estos sistemas más robustos. En este curso se estudiaron los conocimientos
básicos para adquirir las habilidades necesarias requeridas en el diseño de los
sistemas sensoriales y de sus estrategias de control. Se comenzó con una vi-
sión general de los sistemas de control sensorial, para pasar posteriormente a
analizar en detalle dos casos específicos: control visual y control de fuerza. El
curso finalizó con el estudio de sistemas de control multisensorial y sistemas
de fusión sensorial para su aplicación a la robótica, ya que en muchas oca-
siones es necesario dotar al sistema robótico de distintos sistemas sensoriales
para que trabajen de forma cooperativa.
1.2.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
Describir las principales arquitecturas de control sensorial existentes.
Dar a conocer en detalle los sistemas de control visual para su aplicación
a la robótica.
Mostrar distintas técnicas de control de fuerza para su aplicación a
tareas de interacción del robot con el entorno.
Describir las principales técnicas de fusión sensorial.
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Mostrar las últimas líneas de investigación existentes dentro del campo
del control sensorial, prestando una especial atención a los sistemas de
control visual y de control de fuerza.
1.2.3. Método de evaluación
El método de evaluación de la asignatura consistió en realizar una ex-
posición en clase del contenido de un artículo científico. En concreto, se me
asignó el artículo “Review of Vision-Based Control of Robot Manipulators”
de Koichi Hashimoto, donde se exponía una descripción y comparativa so-
bre las distintas arquitecturas de control visual. Fundamentalmente entre las
basadas en posición (Position based) y las basadas en imagen (Image based).
A continuación se muestra una imagen de ambas arquitecturas:
Figura 1.1: Visual Servo Image Based
Figura 1.2: Visual Servo Position Based
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1.3. Robótica Cooperativa
Profesorado: Óscar Reinoso García
Código de la asignatura: 63066
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.3.1. Descripción
Los robots cooperativos pueden jugar una baza extremadamente impor-
tante en el desarrollo de tareas que por su dificultad o por sus características
fueran más complicadas de realizar que por un único robot móvil. De esta
forma, esta asignatura mostró las bases de los problemas fundamentales que
se presentan en la realización de tareas por parte de un conjunto de entidades
autónomas (robots móviles).
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
Robots cooperativos:
• Introducción.
• Objetivos.
• Posibilidades de empleo.
Movimientos en robótica móvil: cinemática de los robots móviles.
Seguimiento y mantenimientos de formaciones:
• Seguimiento del líder.
• Mantenimiento grupal.
• Control basado en comportamientos.
• Campos de potencial
Box-Pushing
• Transporte cooperativo.
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• Arquitecturas de control.
• Manipulación cooperativa.
Localización cooperativa:
• Sistemas de visión.
• Sistemas sonar.
• Fusión sensorial.
1.3.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
Estudiar los diferentes modos de comportamiento de un conjunto de
entidades autónomas.
Evaluar diferentes alternativas para el desarrollo de tareas mediante
robots cooperativos.
Estudiar las investigaciones actuales en el campo de la robótica coope-
rativa.
Reconocer los problemas inherentes a la robótica cooperativa.
Plantear diversos esquemas de reconstrucción de entornos mediante
agentes autónomos de forma cooperativa.
Presentar ejemplos de desarrollo de robots móviles en tareas coopera-
tivas.
1.3.3. Método de evaluación
Para la evaluación de los conocimientos adquiridos en esta asignatura, se
propuso al profesor responsable el desarrollo de un trabajo de investigación en
el laboratorio. Este trabajo consistió en la aplicación del filtro de partículas
a la localización en robótica móvil. Inicialmente, se programaron en Matlab
diversos algoritmos de localización para probar su eficacia de un modo Off-
line. Los datos de entrada del algoritmo fueron las posiciones de una serie
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de marcas visuales que recogió un robot Pionner P3-AT1 en una trayectoria
guiada por el entorno. Posteriormente, se trasladó el código Matlab a una
clase en C++ para introducirse en el sistema operativo del robot móvil y
probarse en modo On-Line.
Este trabajo supuso la nota final de tres asignaturas del Doctorado: Ro-
bótica Cooperativa, Robótica Inteligente y Visión 3D. Esto fue debido a la
dificultad y magnitud del trabajo desarrollado.
1Mobile Robots:http://www.activrobots.com/ROBOTS/
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1.4. Robótica Inteligente
Profesorado: Ramón Ñeco García
Código de la asignatura: 63071
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.4.1. Descripción
En esta asignatura se trataron los principios de la aplicación de la Inte-
ligencia Artificial a la Robótica y cómo programar un robot inteligente para
aplicaciones industriales en las que es necesario procesamiento sensorial, na-
vegación, planificación y razonamiento aproximado.
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
Introducción a la IA y Robótica.
El paradigma jerárquico. Arquitecturas de representación.
El paradigma reactivo. Fundamentos y diseño.
Paradigma híbrido.
Planificación y localización en Robótica Móvil.
Interfaces avanzados: procesamiento del lenguaje natural.
Técnicas de Control Inteligente en Robótica.
1.4.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
Estudiar los fundamentos teórico/prácticos de la Inteligencia Artificial
para Robótica.
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Estudiar los aspectos de aplicación en ingeniería de la IA en los tres
paradigmas: jerárquico, reactivo y activo/reactivo.
Técnicas multiagente, navegación y planificación de caminos para ro-
bots móviles.
Estudio de técnicas de integración sensorial en Robótica.
Estudiar la investigación y desarrollo de aplicaciones en el entorno in-
dustrial.
1.4.3. Método de evaluación
Tal y como se comentó anteriormente, para la evaluación de la asignatura
se desarrolló un trabajo conjunto sobre la aplicación del filtro de partículas
a la localización en robótica móvil (ver 1.3.3). Este trabajo supuso la no-
ta final de tres asignaturas del Doctorado: Robótica Cooperativa, Robótica
Inteligente y Visión 3D.
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1.5. Robótica Paralela
Profesorado: José María Sabater Navarro
Código de la asignatura: 63070
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.5.1. Descripción
Un robot paralelo es un mecanismo de cadena cinemática cerrada en
el cual el efector final se une a la base por al menos dos cadenas cinemá-
ticas independientes. En los últimos años, tanto los robots paralelos como
sus aplicaciones han cobrado un renovado interés dentro de campos como la
medicina, máquinas herramienta, manipulación de objetos, industria del en-
tretenimiento. Prueba de ello es que la gran mayoría de fabricantes de robots
están continuamente introduciendo en el mercado nuevos modelos de robots
basados en arquitecturas paralelas. La asignatura realizó una introducción a
este tipo de robots y mostró a los alumnos las herramientas para trabajar
con ellos.
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
Los orígenes de los robots paralelos.
Configuraciones básicas de los robots paralelos. Robots planares. Ro-
bots espaciales.
Análisis cinemático y diferencial.
Análisis dinámico.
Programación de robots paralelos.
Aplicaciones de los robots paralelos.
1.5.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
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Introducir al alumno en el conocimiento de la robótica paralela.
Proveer al alumno de las herramientas necesarias para el trabajo con
robots paralelos.
Capacitar al alumno para el análisis y diseño de nuevas arquitecturas
robóticas basadas en mecanismos paralelos.
1.5.3. Método de evaluación
El trabajo de esta asignatura consistió en realizar el análisis de la sen-
sibilidad de un robot paralelo esférico 3RRR2 mediante una herramienta
matemática desarrollada en Matlab. La particularidad que poseía este robot,
que lo diferenciaba del resto de robots 3RRR, es que su centro de rotación
no se encontraba en el centro del robot (Figura 1.3). Basándose en un pará-
metro que define la habilidad del robot (dexterity), se calculó el valor de las
variables que optimizan el espacio de trabajo (workspace) del 3RRR.
Figura 1.3: Robot paralelo 3RRR
23RRR: Tres articulaciones rotacionales donde la primera es la activa (motor) y el
resto son pasivas
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1.6. Visión por Computador: Color
Profesorado: Fernando Torres Medina
Código de la asignatura: 63059
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.6.1. Descripción
La asignatura trató sobre el estudio de los espacios de color y sus formas
de representación más adecuadas para el procesamiento digital de imágenes
(RGB, HSV, etc,. . . ).
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
Espacios de color fundamentales
Espacio de color intuitivos.
Procesamiento vectorial de imágenes digitales.
Aplicaciones del procesamiento de color.
1.6.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
Dar a conocer los fundamentos del procesamiento vectorial.
Dar a conocer los espacios de color existentes en la actualidad.
Dar a conocer las aplicaciones y métodos de procesamiento de imágenes
digitales en color.
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1.6.3. Método de evaluación
El método de evaluación de la asignatura consistió en realizar una expo-
sición en clase del contenido de un artículo científico. En concreto, me fue
asignado el artículo “Development of a dermatological workstation: Prelimi-
nary results on lesion segmentation in CIELAB color space” de Y.Vander
Haeghen, J.M. Naeyaert and I.Lemahieu, que explicaba el desarrollo de un
algoritmo de segmentación automático en el espacio de color CIELab3 para
la evaluación sistemática de lesiones de piel. Dado la simplicidad del algo-
ritmo, se desarrolló en Matlab y se probó su eficacia en la presentación del
artículo. A continuación vemos una imagen original de una lesión de piel y la
segmentada después de haberle aplicado el código desarrollado del algoritmo.
(a) Melanoma (b) Piel afectada
Figura 1.4: Imágenes original y segmentada
3CIELab: Standar CIE basado en luminosidad (L), señal de color magenta-verde (a) y
amarillo-cyán (b)
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1.7. Visión por Computador 3D
Profesorado: Óscar Reinoso García
Código de la asignatura: 63067
Tipo: Fundamental
Créditos: 3
Calificación obtenida: Sobresaliente (10)
1.7.1. Descripción
La visión artificial constituye uno de los campos de investigación que posee
en la actualidad un espectro más amplio de posibles aplicaciones industria-
les, y que en un futuro adquirirá todavía una mayor relevancia. Muestra de
ello son tanto los esfuerzos que dedican al tema los principales centros de
investigación del mundo entero como el interés que demanda la industria en
estas aplicaciones. La mayor parte de las realizaciones prácticas existentes,
trabajan sobre imágenes bidimensionales, bien por manejar objetos planos,
o bien por considerar que la información del objeto a analizar está suficien-
temente condensada en una o varias proyecciones. Esto supone una fuerte
restricción en la gama de productos a analizar y en sus resultados. En la ac-
tualidad, el desarrollo de nuevas técnicas de procesamiento de imágenes, así
como la espectacular evolución de los equipos informáticos, permite incluir
la tercera dimensión como un objetivo adicional, permitiendo una adecuada
adquisición y un correcto tratamiento de la información tridimensional de los
objetos.
Esta asignatura de Doctorado presentó una amplia panorámica de las
técnicas específicas de Visión Tridimensional. En ella se recogieron tanto
las estrategias de adquisición de la información tridimensional, las técnicas
clásicas de procesamiento tridimensional, las aplicaciones industriales exis-
tentes así como las novedosas líneas de investigación sobre el tema en las que
trabajan las principales universidades del mundo. Un aspecto especialmente
importante que se explicó en la asignatura, fue la relación entre la Visión 3D
y la Robótica Industrial, pues para dotar a un robot de un adecuado sistema
sensorial es imprescindible que este sistema posea la posibilidad de tratar
información visual tridimensional.
Los principales contenidos que se impartieron en la asignatura fueron los
siguientes:
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Estrategias de adquisición de la información tridimensional. Métodos
activos y métodos pasivos.
Modelado del proceso de adquisición de imágenes. Calibración.
Par estereoscópico de cámaras. Geometría epipolar.
Par estereoscópico de cámaras. Determinación de la correspondencia
entre imágenes.
Extensión a más de dos vistas.
Calibración de un sistema de visión motorizado.
Empleo de la luz estructurada en la reconstrucción tridimensional de
la escena.
Procesamiento tridimensional de escenas.
Modelado y representación de objetos.
Reconocimiento tridimensional de objetos.
Control visual de un robot. Seguimiento de objetos.
Líneas de investigación desarrolladas en los principales centros. Apli-
caciones.
1.7.2. Objetivos
Los objetivos fundamentales de la asignatura son los siguientes:
Describir las estrategias de adquisición de imágenes con información
tridimensional.
Mostrar las técnicas clásicas de procesamiento tridimensional.
Presentar las aplicaciones industriales existentes.
Exponer las novedosas líneas de investigación sobre el tema de la visión
tridimensional que se están desarrollando en los principales centros de
investigación.
Integrar la información visual en el sistema multisensorial de un sistema
robotizado.
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1.7.3. Método de evaluación
Tal y como se comentó anteriormente, para la evaluación de la asignatura
se desarrolló un trabajo conjunto sobre la aplicación del filtro de partículas
a la localización en robótica móvil (ver 1.3.3). Este trabajo supuso la no-
ta final de tres asignaturas del Doctorado: Robótica Cooperativa, Robótica
Inteligente y Visión 3D.
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21

CAPÍTULO 2
Introducción
2.1. Preámbulo
Actualmente, son muchos los docentes de enseñanzas superiores y res-
ponsables de la formación del personal de la empresa que, conscientes de
la importancia que tiene potenciar el aprendizaje y el adiestramiento (Lear-
ning and Training) de los contenidos técnicos, demandan nuevas formas de
acceso a los recursos que brindan los laboratorios de experimentación. Tra-
dicionalmente, la educación y el aprendizaje han sido de carácter presencial,
sin embargo debido a diversos factores económicos, espaciales y temporales,
hoy en día dicho método no está ofreciendo una calidad suficiente a todos
sus demandantes.
Con la llegada de las tecnologías telemáticas y de Internet, aparece una
nueva era de conectividad entre máquinas que proporciona innovadoras for-
mas de adquirir, analizar y presentar la información. Este hecho ha abierto
un mar de nuevas posibilidades para la formación a distancia, incluidas bajo
el término e-Learning. Éste se define como “actividad que utiliza de mane-
ra integrada recursos informáticos de comunicación para la formación de un
ambiente y una metodología de enseñanza-aprendizaje, que tendrá como me-
dio de transmisión el uso de las redes de comunicación electrónicas públicas
(Internet), o redes privadas” [Foix y Zavando, 2002].
Todos estos nuevos recursos han motivado a los ingenieros a diseñar nue-
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vos sistemas de enseñanza y aprendizaje interactivos denominados Labora-
torios Virtuales. Desde un punto de vista general, podemos definirlos como
“espacios electrónicos de trabajo concebidos para la colaboración y la ex-
perimentación a distancia con objeto de investigar o aprender mediante el
uso de las tecnologías de la información y de la comunicación” [UNESCO,
2000]. Su aparición ha supuesto una mayor satisfacción tanto en las necesi-
dades académicas como en las de formación, además de romper la barrera
interpuesta por los factores económicos, espaciales y temporales, para pro-
porcionar una calidad adecuada. Los laboratorios virtuales no pretenden ni
suplantar ni competir con los “laboratorios tradicionales”. De hecho, cons-
tituyen una posible extensión de los mismos, abriendo nuevas perspectivas
que, dentro de un laboratorio físico, no se podrían explorar completamente
a un costo asequible.
El concepto de Laboratorio Virtual no ha sido el único que ha emergido
con esta vorágine de cambios y surgimiento de nuevas tecnologías. Hay que
nombrar también al término Laboratorio Remoto, que al igual que el labora-
torio virtual, es un espacio electrónico para la experimentación a distancia
desde el que se accede a un sistema físico real para su manipulación directa.
Durante el período de investigación del segundo año de Doctorado, se han
desarrollado diversos laboratorios virtuales y remotos, accesibles a través de
Internet, haciendo uso del software libre Easy Java Simulations. Después de la
experimentación llevada a cabo durante un tiempo, y habiendo estudiado sus
herramientas, se propuso al autor la incorporación de diversas aportaciones
al software que serán presentadas en posteriores capítulos.
2.2. Motivación y objetivos
Internet proporciona una infraestructura global de comunicación que ha-
bilita la implementación fácil de sistemas distribuidos. Aunque esta red man-
tiene un medio de comunicación barato y disponible, existen todavía muchos
problemas por resolver antes de desarrollar aplicaciones verdaderamente fia-
bles. Estos problemas incluyen el ancho de banda limitado y el retraso de
la transmisión que varía arbitrariamente e influye en el rendimiento de los
sistemas basados en Internet.
Tal y como se comentó anteriormente, la experimentación remota tiene la
ventaja de proporcionar la posibilidad de compartir un experimento o varios
24
2.2. Motivación y objetivos
entre diversos operadores localizados en lugares distintos. De esta manera, es
posible compartir fácilmente experimentos reales entre distintos laboratorios
y, por lo tanto, reducir los costes. Los laboratorios remotos se consideran como
entornos innovadores que pueden usarse para facilitar la experimentación
remota.
Por otro lado, centrándonos más en el marco de este trabajo, actualmente
la Robótica Industrial posee una gran importancia dentro del sector indus-
trial. Más concretamente, nuestro país se encuentra en el 7o lugar en el mundo
y el 4o en Europa por número de robots instalados [Balaguer y otros, 2007].
Esta situación está acorde o incluso por encima de la situación económica de
España y demuestra la importancia de la Robótica en la economía española.
Este hecho nos lleva a la conclusión que nuestras empresas deben apostar
por los robots para poder competir en productividad y calidad con los nue-
vos competidores emergentes del tercer mundo que, actualmente lo único que
ofrecen es mano de obra barata. La Robotización y la Automatización, el co-
nocimiento de tecnologías, y la formación de Ingenieros en Automática son
la clave de la supervivencia de muchas de nuestras empresas.
Dada la importancia que la Robótica Industrial representa no sólo en
nuestro país, sino también en el mundo, es necesario proporcionar a los es-
tudiantes y a los empleados una adecuada formación técnica en este campo.
Para ello, se debe recurrir a las facilidades que nos proporcionan los labora-
torios virtuales y remotos para satisfacer a todos los demandantes con una
calidad suficientemente alta. Por lo tanto, este trabajo se centra en el estudio
y diseño de herramientas para mejorar la experimentación remota On-Line
de Robótica Industrial. Más concretamente, y extrapolando los objetivos al
trabajo de una futura tesis, se pretende:
Estudiar las ventajas y los inconvenientes de utilizar Internet como
medio de comunicación en los sistemas de interacción remota con robots
industriales.
Estudiar las estrategias de control que se pueden aplicar para desarro-
llar sistemas de interacción remota basados en Internet.
Desarrollar arquitecturas software para construir un laboratorio remoto
completo en el campo de la robótica industrial.
Mejorar la interacción colaborativa On-Line en este tipo de arquitec-
turas.
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Mejorar la interacción y comunicación hombre-robot para llevarlas a
un nivel alto.
Incluir no sólo herramientas para el aprendizaje y la docencia, sino
también para la investigación.
2.3. Conceptos previos
2.3.1. Teleoperación y Telerrobótica
Desde tiempos remotos, el hombre ha venido utilizando distintas herra-
mientas para poder aumentar el alcance y la calidad de su capacidad de
manipulación [Nuño y Basañez, 2002]. Un artefacto tan sencillo como las
pinzas de un herrero, permitía manipular y transportar de un lugar a otro
piezas candentes o peligrosas para el ser humano. La necesidad de empleo
de estas herramientas ha desembocado en lo que hoy se conoce como Siste-
mas de Teleoperación Maestro-Esclavo, donde un manipulador denominado
esclavo reproduce fielmente los movimientos de un dispositivo o manipulador
maestro, el cual es controlado manualmente por un operador humano.
Las investigaciones en torno a la teleoperación nacieron en los laborato-
rios de la industria nuclear, debido al alto riesgo que presentaba estar en
contacto directo con los elementos radioactivos. En 1947 comenzaron las pri-
meras investigaciones, lideradas por Raymond Goertz, del Argonne National
Laboratory en Estados Unidos, encaminadas al desarrollo de algún tipo de
manipulador de fácil manejo a distancia mediante el uso por parte del opera-
dor de otro manipulador equivalente. El primer fruto se obtuvo en 1948 con
el desarrollo del primer manipulador teleoperado mecánico [Goertz, 1954],
antecesor de toda la familia de sistemas maestro-esclavo de telemanipulación
existentes actualmente (Figura 2.1) . El mecanismo de este sistema permitía
que la pinza situada en el extremo del manipulador esclavo reprodujera de
forma fiel los movimientos hechos por la mano del operador al extremo del
manipulador maestro. Posteriormente, en 1954, Goertz creó el primer sistema
teleoperado eléctrico-mecánico de uso industrial.
En los años sesenta la teleoperación se vio impulsada por la creación de
manipuladores para batiscafos y otros vehículos submarinos (Figura 2.2). El
batiscafo Trieste (1963) fue el primero equipado con un telemanipulador,
que estaba controlado desde un teclado disponible en el exterior. En 1966 la
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Figura 2.1: Primer manipulador mecánico teleoperado
Marina de EE.UU. utilizó el CURV (Cable-controlled Underwater Recovery
Vehicle) para recuperar objetos perdidos del fondo marino. En torno al año
1970, el desarrollo de la carrera espacial contribuyó enormemente al desarrollo
de los sistemas de teleoperación, y en especial, a los sistemas de comunicación
a larga distancia tales como el Surveyor y la sonda Vicking.
Desde el origen de estos sistemas de teleoperación hasta nuestros días,
ha existido un gran avance en esta área científica. La influencia de la Ro-
bótica, el Control Automático y las Telecomunicaciones ha sido clave para
el desarrollo de estos sistemas. Actualmente existen multitud de aplicaciones
donde se utilizan los dispositivos de teleoperación, tales como aplicaciones
espaciales [Mahtani y otros, 2003], en la industria nuclear [Sabater y otros,
2006], aplicaciones militares [Alcazar y otros, 2003], médicas [Barnes y otros,
2003] e industriales [Brady y Tzyh-Jong, 2000].
En los sistemas de teleoperación de robots la intervención del operador
humano muchas veces es imprescindible, especialmente en entornos no estruc-
turados y dinámicos. Esto es lo que técnicamente se conoce como The user
in the loop (el operador se encuentra dentro del lazo de control del sistema).
La intervención del operador puede producirse de muchas formas diferentes,
desde la teleoperación directa de los actuadores de las articulaciones, hasta
la simple especificación de movimientos, o incluso de tareas, que se realizan
de manera automática en el entorno remoto. Al conjunto de tecnologías que
comprenden la monitorización y programación a distancia de un robot en
un nivel de abstracción mayor que la simple manipulación, se le denomina
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(a) (b)
Figura 2.2: Batiscafo Trieste y Vehículo CURV
Telerrobótica. Se hablará entonces de la teleoperación de un robot, que se
denominará telerrobot o robot teleoperado. En este caso, el usuario manda al
telerrobot una serie de objetivos (tareas de alto nivel) y éste realiza las tra-
yectorias pertinentes para lograr dichos objetivos. Por ejemplo, que el usuario
le mande la orden al robot remoto de “Coge el cubo”. Éste se encargará de
calcular las trayectorias necesarias y los puntos de agarre para lograr la tarea.
A este tipo de control se le denomina semi-automático o supervisado ya que
no sólo el usuario es el que utiliza su “inteligencia” para realizar la tarea, sino
también el robot.
Para finalizar este punto, se van a definir una serie de términos relacio-
nados con la Teleoperación y con la Telerrobótica, con lo que se pretende
proporcionar al lector un conocimiento suficiente para afrontar la lectura de
este documento. Esta nomenclatura ha ido surgiendo durante la evolución
de los sistemas teleoperados para definir nuevos avances en las tecnologías
intrínsecas a la teleoperación:
Telepresencia: situación o circunstancia que se da cuando un indivi-
duo tiene la sensación de encontrarse físicamente en el lugar remoto.
La telepresencia se consigue realimentando coherentemente al operador
suficiente cantidad de información sobre el entorno remoto.
Realidad virtual: situación o circunstancia que se da cuando un in-
dividuo tiene la sensación de encontrarse en un lugar distinto de donde
físicamente está gracias a la información generada exclusivamente por
un computador. El entorno que se genera, y en el que el operador se
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encuentra inmerso se denomina entorno virtual, y la situación de estar
en él, se conoce como presencia virtual (ver sección 2.3.4).
Realidad aumentada: situación o circunstancia que percibe un ope-
rador cuando la información sensorial realimentada de un entorno es
modificada previamente por un computador con el objetivo de añadirle
nueva información creada artificialmente, y que no es accesible direc-
tamente de la realidad por los sentidos del operador, aunque éste se
encontrase en la zona remota.
Realimentación táctil: realimentación de la sensación de contacto
aplicada a la piel captada por los receptores dispuestos en su superficie
que poseen un gran ancho de banda (50-350 Hz) y permiten detectar el
primer contacto con el entorno, conocer la geometría de la superficie,
su rugosidad y su temperatura.
Realimentación cinestésica o de fuerzas: realimentación de la sen-
sación de una resistencia al avance o un peso que hace referencia a la
excitación de los sensores colocados en los músculos y tendones, uni-
dos a huesos y articulaciones, y que transmiten a la espina dorsal y
al cerebro las tensiones y las fuerzas que se producen durante el mo-
vimiento (inerciales o de contacto). Se trata de receptores con poco
ancho de banda y que proporcionan información sobre la fuerza total
de contacto, así como el peso y deformación de un objeto.
Realimentación háptica: realimentación de la sensación de contacto,
ya sea de tipo táctil o de fuerzas. Hapteshai es un término griego clásico
que significa tocar.
Control Bilateral: tipo de control donde existe realimentación de
esfuerzos al operador. La forma más habitual de realizarla es mediante
la realimentación cinestésica en la que el sistema convierte la fuerza de
contacto del esclavo en una fuerza aplicada sobre la mano del operador
[Aracil, 2002].
Control Coordinado: en este tipo de control el operador controla los
actuadores existiendo un lazo de control en el lugar remoto. De esta
manera, no existe autonomía en el efector final, ya que los lazos de
control en el esclavo son usados cuando el operador no puede controlar
directamente el esclavo debido a los retardos de la comunicación.
Control Supervisado: este tipo de control ya se comentó con ante-
rioridad. Aquí, el operador monitorea y da comandos de alto nivel para
29
Introducción
que el manipulador los ejecute de una manera automática. Este tipo de
control son los más usados y estudiados en la actualidad, y en los que
basamos el estudio de este trabajo.
2.3.2. On-Line Robots
En todo sistema de teleoperación maestro-esclavo existe una barrera física
que separa al humano del robot teleoperado. Esta barrera no es más que el
canal de comunicación por el que fluyen las señales entre el usuario maestro
y el robot esclavo, tal y como vemos en la siguiente imagen:
Figura 2.3: Componentes Sistema de Teleoperación
Todos los sistemas de teleoperación suelen constar de los siguientes com-
ponentes básicos:
Interfaz de control: dispositivo de interacción que el operador usa
para mandar comandos al robot (maestro). Actualmente existen dife-
rentes dispositivos de interacción con los que el usuario puede inter-
actuar remotamente con el robot, tales como: un ordenador, joysticks,
mediante comunicación hablada y dispositivos de interfaz háptica.
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El robot: robot industrial junto con su control articular que realiza
las acciones ordenadas por el operador en el lugar remoto.
Canal de comunicación: medio a través del que se transmiten las
señales de control del operador al sistema robótico y posteriormente se
proporciona realimentación al operador desde el entorno del robot.
Interfaces de realimentación: herramientas para proporcionar re-
alimentación al usuario. La realimentación más frecuente es la visual
mediante la transmisión de vídeo. Este tipo de transmisión exige dis-
ponibilidad de un ancho de banda alto, por lo que pueden utilizarse los
modelos gráficos y los modelos de realidad virtual como una alternativa
para proporcionar la realimentación visual. Otro tipo es la realimenta-
ción audio, que aunque es más prescindible, en determinadas aplicacio-
nes ayuda al operador a integrarse en el ambiente de trabajo. También
las ayudas kinestéticas, como la realimentación háptica, pueden usarse
para proporcionar una realimentación física adicionalmente a los otros
tipos de realimentación. Utilizando la realimentación háptica, el usuario
puede tener sensación táctil que expresa la secuencia de sus comandos
directamente en la interfaz de control.
Los sistemas telerrobóticos que tienen como canal de comunicación la red
pública Internet, son denominados mediante el término anglosajón On-Line
Robots. Desde un punto de vista general, podemos definirlos como “dispo-
sitivos robóticos remotos disponibles en cualquier momento y en cualquier
lugar, para proporcionar al usuario adecuados conocimientos en el campo de
la robótica” [Goldberg y Siegwart, 2002]. Actualmente, en muchos proyec-
tos de investigación se está utilizando Internet como medio de comunicación
para el desarrollo de aplicaciones telerrobóticas. El uso de este canal de co-
municación, supone una serie de ventajas y desventajas que mostramos a
continuación:
Ventajas.
• Conexión. Internet proporciona una de las maneras más baratas
para interconectar dos o más ordenadores distantes entre sí, los
cuales pueden a su vez estar conectados a un dispositivo robótico.
• Acceso. Actualmente, gran parte de la población mundial puede
conectarse a Internet (desde sus casas o trabajos). De esta manera,
cualquier persona, desde cualquier lugar y en cualquier momen-
to, puede acceder a un ordenador donde se encuentra conectado
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un dispositivo robótico. Tal y como dice la expresión anglosajona
“Get what you need anytime, anywhere”, Internet proporciona una
alternativa adecuada para el desarrollo de entornos de aprendizaje
a distancia.
• Mantenimiento. Gracias a la capacidad de comunicación e inter-
conexión que Internet proporciona, reparar un error en cualquier
estación remota no implica un gran problema. Por ejemplo, si he-
mos detectado un fallo en la programación de la interfaz de un
sistema telerrobótico, podemos conectarnos al Web Server, editar
el código y reparar el error.
• Programación. Dada la importancia que ha adquirido Internet co-
mo medio de comunicación, varias compañías informáticas han
creado diversos lenguajes de programación para el desarrollo de
aplicaciones remotas. Tal es el caso de Sun Microsystems, que
ha desarrollado el lenguaje de programación Java. Este lenguaje
proporciona una extensa API que puede ser utilizada para tareas
como: diseño de interfaces de usuario, gráficos 3D, acceso remoto,
etc.
Desventajas. Aunque Internet es un medio de comunicación barato
y disponible, existen todavía muchos problemas por resolver antes de
desarrollar aplicaciones verdaderamente fiables.
• Retraso de la transmisión. El retraso de la transmisión depende
de varios factores tales como la distancia entre los equipos y la
carga de trabajo de la red. Esto hace variar el ancho de banda
arbitrariamente e influye en el rendimiento de los sistemas de in-
teracción remota basados en Internet. Este retraso temporal es
muy impredecible e inevitable, y diferente de los sistemas de te-
leoperación tradicionales donde se usa un medio de comunicación
dedicado y, por lo tanto, se garantiza el valor del retraso. Este re-
traso en la transmisión afecta de manera intrínseca a la fiabilidad
del funcionamiento remoto.
• Restricciones de seguridad. En algunas aplicaciones telerrobóticas
es necesario restringir el acceso a ciertas personas (usuarios auto-
rizados) para evitar posibles daños en la estación remota. En estas
situaciones Internet obliga a introducir medidas de seguridad, ta-
les como un password para poder usar el sistema robótico.
Tal y como se ha mostrado a los largo de este punto, Internet proporciona
una alternativa adecuada para el desarrollo de laboratorios telerrobóticos
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remotos orientados a la docencia y adiestramiento de robótica industrial. Y
aunque Internet proporcione un medio de comunicación barato, disponible,
y fiable, actualmente no puede emplearse para sistemas en tiempo real.
2.3.3. Laboratorios Virtuales y Remotos
Nadie se podría haber imaginado que un conjunto de ordenadores unidos
mediante cables, cambiarían la vida de millones de personas en el mundo y
que gracias a ello no existirían las distancias. Internet facilita la interconexión
de personas, empresas e instituciones de cualquier lugar del mundo y permite
un rápido acceso a la información más reciente, tales como los avances reali-
zados por los investigadores más destacados de cualquier campo académico
o profesional.
Sin embargo, es dentro del campo educativo donde Internet debe tener
gran importancia, puesto que no todas las instituciones de educación supe-
rior cuentan con recursos humanos ni materiales suficientes para afrontar de
manera eficiente la formación de nuevos ingenieros e investigadores. El uso
de la red de redes con fines educativos permite abrir nuevas dimensiones y
posibilidades en los procesos de enseñanza y aprendizaje, ya que oferta una
gran cantidad de información interconectada para que el usuario la manipule.
Actualmente, Internet se ha convertido en el catalizador del campo peda-
gógico en muchos tipos de instituciones educativas, tales como la formación
a distancia, la Universidad, la investigación, etc,. . . . Este hecho es debido a
que Internet no sólo es un simple distribuidor de información, ya que me-
diante esta red es posible acceder a infraestructuras virtuales y remotas que
la dotan de un valor añadido que sirve de complemento a las metodologías
de enseñanza tradicionales. Dichas infraestructuras son denominadas Labo-
ratorios Virtuales y Remotos, que fueron definidos en el preámbulo de este
capítulo.
Los laboratorios virtuales y remotos pueden ser una posible solución a
los problemas que existen en los laboratorios experimentales universitarios.
Como ya se comentó con anterioridad, en el laboratorio tradicional los re-
cursos en cuanto a personas, espacios y horarios son restringidos, debido a
su masificación y a problemas presupuestarios. A continuación, se muestran
las ventajas e inconvenientes tanto de los laboratorios virtuales como de los
remotos dentro del ámbito docente.
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El Laboratorio Virtual: ventajas e inconvenientes
Un laboratorio virtual es un espacio electrónico de trabajo que pretende
aproximar el ambiente de un laboratorio tradicional. Suelen ser simulaciones
interactivas de fenómenos y modelos físicos mediante objetos dinámicos (ap-
plets Java, javascripts,. . . ), imágenes, animaciones o aplicaciones que operan
localmente con un recurso limitado.
Ventajas.
• Acerca y facilita a un mayor número de alumnos la realización
de experiencias, aunque alumno y laboratorio no coincidan en el
espacio. El estudiante accede a los equipos del laboratorio a tra-
vés de un navegador, pudiendo experimentar sin riesgo alguno.
Se flexibiliza el horario de prácticas y evita la saturación por el
solapamiento con otras asignaturas.
• Reducen el coste del montaje y mantenimiento de los laboratorios
tradicionales, siendo una alternativa barata y eficiente, donde el
estudiante simula los fenómenos a estudiar como si los observase
en la realidad.
• Es una herramienta de auto-aprendizaje, donde el alumno altera
las variables de entrada, configura nuevos experimentos, aprende
el manejo de instrumentos, personaliza el experimento, etc. La
simulación en el laboratorio virtual, permite obtener una visión
más intuitiva de aquellos fenómenos que en su realización manual
no aportan suficiente claridad gráfica.
• Los estudiantes aprenden mediante prueba y error, sin miedo a
sufrir o provocar un accidente, ya que pueden repetirlas sin límite
y sin temor a dañar alguna herramienta o equipo. Pueden asistir al
laboratorio cuando ellos quieran, y elegir las áreas del laboratorio
más significativas para realizar prácticas sobre su trabajo.
• A través de las facilidades que nos proporcionan los objetos diná-
micos (applets Java), el docente puede preparar diversas activida-
des de aprendizaje para los alumnos.
Inconvenientes.
• El laboratorio virtual no puede sustituir la experiencia práctica
altamente enriquecedora del laboratorio tradicional. Ha de ser una
herramienta complementaria para formar a la persona y obtener
un mayor rendimiento.
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• En el laboratorio virtual se corre el riesgo de que el alumno se
comporte como un mero espectador. Es importante que las activi-
dades en el laboratorio virtual, vengan acompañadas de un guión
que explique el concepto a estudiar, así como las ecuaciones del
modelo utilizado. Es necesario que el estudiante realice una activi-
dad ordenada y progresiva, para poder alcanzar objetivos básicos
concretos.
• El alumno no utiliza elementos reales en el laboratorio virtual, lo
que provoca una pérdida parcial de la visión de la realidad.
Figura 2.4: Ejemplo de laboratorio virtual
El Laboratorio Remoto: ventajas e inconvenientes
La creciente complejidad de las actividades prácticas de laboratorio y
el desarrollo de las TIC, han hecho que los laboratorios virtuales evolucio-
nen, transformándose en laboratorios remotos. Éstos son sistemas basados en
instrumentación real de laboratorio, que permite al estudiante realizar acti-
vidades prácticas de forma local o remota, transfiriendo la información entre
el proceso y el estudiante de manera uni o bidireccional. El alumno utiliza y
controla los recursos disponibles en el laboratorio, a través de estaciones de
trabajo de una red local (Intranet) o bien a través de Internet [Antsaklis y
otros, 1999].
La diferencia entre el laboratorio remoto y el laboratorio virtual, reside en
el tipo de computación subyacente y tratamiento del material: el laboratorio
remoto se basa en instrumentos reales, mientras que en el laboratorio virtual
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sólo existen procesos de computación basados en simulaciones. Los labora-
torios remotos presentan ventajas adicionales a los laboratorios virtuales, ya
que el alumno entra en contacto con equipamiento real, en lugar de entrar
en contacto con programas simulados.
Ventajas.
• Permite aprovechar los recursos tanto humanos como materiales
de los laboratorios tradicionales.
• Se podría pensar que el alumno pierde la perspectiva real me-
diante estos sistemas. Sin embargo esto es erróneo, ya que, por
un lado, los instrumentos virtuales diseñados son idénticos a los
reales y, por otro, las respuestas de los sistemas son las de sistemas
reales y no utiliza la simulación más que para la comparación y
visualización de los resultados.
• El laboratorio remoto amplia la oferta horaria del alumno en su
formación. Ofrecen un refresco instantáneo a los usuarios, previo
a la realización de alguna tarea concreta. Los límites espaciales y
temporales no son restrictivos para el trabajo de laboratorio. Es
posible llevar a cabo experimentos de forma estructurada, en la
que los estudiantes desarrollan habilidades de resolución de pro-
blemas, observación, interpretación y análisis de los resultados, de
forma similar a la que los investigadores realizan. Aunque para
ello es necesario una buena planificación del calendario de uso del
laboratorio.
• El alumno no necesita disponer del software de simulación. Puede
descargarlo en cualquier momento de las versiones actualizadas
que se encuentran en el centro servidor.
Inconvenientes.
• La experimentación en tiempo real de muchos sistemas exige pe-
ríodos de muestreo relativamente pequeños, requiriendo el uso de
recursos que por lo general, resultan costosos, además de la necesi-
dad de disponer de sistemas operativos de tiempo real. Al conectar
sistemas reales de laboratorio a Internet, es necesario implementar
los protocolos de comunicación correspondientes y procesadores
potentes, encareciendo el sistema.
• Todas las actuaciones sobre los sistemas deben poder realizarse
utilizando entradas y salidas digitales o analógicas. Tanto el hard-
ware como el software han de ser suficientemente robustos para
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que no fallen en ningún momento mientras el alumno los está uti-
lizando. Además, es necesario mantener la comunicación, tarea
complicada al entrar en juego el PC servidor del laboratorio.
• Mientras que los laboratorio virtuales están bastante extendidos
en Internet, ésto no ocurre todavía con los laboratorios remotos.
Son escasos los ejemplos de aprendizaje remoto con experimentos
en tiempo real que realmente están disponibles como sesiones no
experimentales.
Figura 2.5: Laboratorio remoto Titere Project [Sebastian y otros, 2003]
Para concluir este punto se describirá de forma breve el concepto de la-
boratorio distribuido, que se define como la reunión de varios laboratorios re-
motos en un mismo entorno de trabajo en el que un grupo de investigadores o
alumnos, pueden compartir resultados e ideas. Como ejemplo de laboratorio
distribuido podemos citar al IECAT (Innovative Educational Concepts for
Autonomous and Teleoperated Systems), red de laboratorios remotos en el
campo de la mecatrónica aplicada a la robótica y las tecnologías aeroespa-
ciales.1
2.3.4. Realidad Virtual
Ya realizamos una breve definición de este concepto en el punto 2.3.1, pero
dada su importancia, es conveniente describirlo con mayor detalle. Así, po-
demos definir la realidad virtual como una técnica avanzada de interface, que
permite al usuario la inmersión, navegación e interacción en un ambiente sin-
tético tridimensional mediante canales multisensoriales [Miner y Stansfield,
1IECAT Project: http://ars-sun4.ars.fh-weingarten.de/iecat/iecat.html
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1994]. Cuanto más reales son los modelos virtuales del entorno generados por
el ordenador, mayor realidad adquiere el mundo virtual. Estos sistemas per-
miten al operador interactuar con simulaciones de sistemas reales de forma
natural (a nivel hablado o mediante gestos). De esta manera, el operador
puede ser entrenado y estar más preparado para el uso del sistema real.
Una de las formas más comunes de realidad virtual es aquella en la que el
usuario se sumerge en un entorno gráfico a través de un visor estereoscópico
que sigue la posición de su cabeza. A medida que el operador cambia la
vista, los gráficos son actualizados para obtener el efecto de inmersión. Este
tipo de interacción humano-máquina es una de las más intuitivas que existe
actualmente (Figura 2.6).
Dentro del campo de la Robótica Industrial, la realidad virtual es utilizada
para entrenar a los operadores, eliminando a los robots reales del bucle de
control. Esto les permite ensayar antes de que el robot real esté disponible
y adquirir experiencia y preparación en la realización de tareas con el robot
físico. Podemos ver distintas aplicaciones de realidad virtual en Teleoperación
y Telerrobótica en las siguientes referencias: [Cassinis y Rojas, 1993] y [Kuan
y young Young, 2003].
Figura 2.6: Realidad Virtual
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CAPÍTULO 3
Estado del arte
Debido a que el campo de la teleoperación y de la interacción remota
se encuentra actualmente en multitud de áreas de investigación (control au-
tomático, visión artificial, robótica móvil, etc.) vamos a centrar este punto
en el estado del arte de los sistemas de robots industriales teleoperados a
través de Internet (On-Line Robots, ver 2.3.2) mediante control supervisado
(también conocido como Telerrobótica Web). Para ello, realizaremos un bre-
ve recorrido a lo largo de la historia de los “laboratorios web” remotos que
interaccionan con sistemas robóticos industriales. Además, describiremos bre-
vemente el estado actual de los laboratorios virtuales de robótica industrial
más significativos.
El capítulo se divide en tres apartados. En el primero, Antecedentes
Históricos, se nombra a los sistemas telerrobóticos que significaron el origen
de la familia de estos dispositivos. Posteriormente, en Sistemas Actuales,
se describe los laboratorios virtuales y remotos más relevantes en los últimos
años. Y finalmente, en Conclusiones, se comentarán las características más
importantes en la que se han basado estos sistemas a lo largo de la historia.
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3.1. Antecedentes Históricos
Desde que Goertz introdujera el primer dispositivo teleoperado Maestro-
Esclavo [Goertz, 1954] hasta hace aproximadamente una década, los disposi-
tivos telerróboticos se han estado utilizando fundamentalmente en aplicacio-
nes nucleares, submarinas, espaciales e industriales. Además, su uso estaba
restringido a personal especializado en este tipo de dispositivos con amplios
conocimientos en el área de la teleoperación. Sin embargo, gracias a la inno-
vación más importante del último cuarto del siglo XX, Internet, fue posible
plantear nuevas aplicaciones para estos dispositivos remotos, tales como la
docencia, el adiestramiento y el entretenimiento [Taylor y Dalton, 2000].
La aparición de Internet proporcionó un canal de comunicación amplio,
accesible y de bajo coste, cuyos principales inconvenientes fueron su ancho de
banda variable y los retardos dependientes del estado de la red. Basándose
en estas características, surgen unos nuevos dispositivos telerrobóticos tele-
operados vía web bajo el término On-Line Robots (ver 2.3.2). Su principal
característica fue que, a pesar de los problemas asociados al retraso temporal
y a la estabilidad del sistema, ofrecían una interfaz intuitiva, apta y mane-
jable para usuarios no especializados en robots, además de estar accesibles
las 24 horas del día. Estos laboratorios remotos pusieron al alcance de los
usuarios el acceso a robots físicos, que hasta el momento, solo habían estado
al alcance de unos pocos (la mayoría investigadores) debido al alto coste del
equipamiento.
A continuación explicaremos brevemente las características principales de
los laboratorios remotos más significativos en la historia de la robótica.
3.1.1. Mercury Project
The Mercury Project [Goldberg y otros, 2000b] fue el primer sistema
telerrobótico accesible a través de la web que permitía a cualquier usuario de
Internet alterar un entorno lejano. Este proyecto nació de las manos de Ken
Goldgerg y su equipo en el laboratorio de robótica de la Universidad del Sur
de California en Agosto de 1994. El dispositivo constaba de un robot Scara
IBM SR5427 con 4 grados de libertad, que llevaba montada una cámara
digital CCD y una pistola de aire. Los usuarios conectados debían localizar
los objetos enterrados en una caja de arena con ayuda del robot (Figura 3.1).
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Figura 3.1: Interfaz de usuario del Mercury Project
La arquitectura del sistema se basa en peticiones HTTP que escriben los
datos enviados por el usuario en una serie de páginas dinámicas del servidor
Web. Éste se comunica con el servidor del robot mediante TCP sockets, que
se encarga de mandar los datos a través del puerto serie al controlador del
robot (Figura 3.2).
Figura 3.2: Arquitectura del sistema del Mercury Project
Este primer dispositivo telerrobótico tuvo mucho éxito y llegaron a co-
nectarse más de dos millones y medio de personas en un año.
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3.1.2. Telegarden
Hacia el final de 1995, en el mismo lugar y basándose en la misma ar-
quitectura que el Mercury Project, se desarrolló el Telegarden1 : sistema
telerrobótico accesible vía web que permitía a los usuarios plantar, regar y
supervisar el progreso de los árboles usando los movimientos de una robot
industrial Adept-1 [Goldberg y otros, 2001]. Aquí vemos una imagen de la
interfaz de usuario y el robot en el jardín remoto.
Figura 3.3: Telegarden
3.1.3. Investigaciones de Brady y Tarn
En 1997, Kevin Brady y Tzyh-Jong Tarn investigaron los problemas en la
teleoperación de un robot provocados por el retardo intrínseco en la comuni-
cación a través de Internet. Fueron los pioneros en incorporar un modelo de
dicho retardo de la comunicación en el sistema telerrobótico [Brady y Tzyh-
Jong, 1998]. Los resultados fueron mostrados en la Conferencia Internacional
sobre Robótica y Automatización en Alburqueque, donde Brady fue capaz de
controlar mediante un joystick los movimientos de un robot Puma localizado
en un laboratorio de California. Este experimento abrió la puerta a nuevas
posibilidades en el aprendizaje a distancia, oportunidades de investigación y
experimentación a través de Internet.
3.1.4. UWA Telerrobot
Este telerrobot fue creado hacia finales del siglo XX en la Universidad del
Oeste de Australia (University of Wesrtern of Australia, UWA). Constaba de
1Telegarden Project: http://www.telegarden.org
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un brazo ABB IRB 1400 y permitía a los usuarios conectados mover objetos
de madera de un lugar a otro sobre un tablero [Taylor y Dalton, 2000]. Este
dispositivo fue uno de los primeros en incorporar el lenguaje Java en la
interfaz de usuario, proporcionando la posibilidad de simular los comandos
antes de enviarlos al robot real (modo Off-Line).
Figura 3.4: Interfaz de usuario y telerrobot UWA
La arquitectura del sistema se basaba en el lanzamiento de comandos
CGI (Common Gateway Interface) que se realizaban cuando el usuario re-
llenaba un formulario HTML. Esta petición CGI era la que se comunicaba
con el servidor del robot y con el de la cámara para poder interactuar con el
laboratorio remoto.
Figura 3.5: Arquitectura del sistema del UWA Robot
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3.1.5. Otros laboratorios web
Es importante nombrar a otros laboratorios web que, aunque en menor
medida que los explicados anteriormente, también marcaron un sesgo en la
historia de la telerrobótica.
Puma Paint: el proyecto PumaPaint2 permitió a cualquier usuario di-
bujar pinturas mediante el uso de un manipulador PUMA ubicado en
la universidad Roger Williams [Stein, 2000].
Figura 3.6: Interfaz de usuario y robot PUMA del proyecto PumaPaint
Digimuse Project: laboratorio web que desarrolló Ernst Wenck para
observar desde distintos ángulos una escultura situada en un museo a
través de una cámara montaba sobre un robot controlado desde Internet
[Goldberg y otros, 1998]. Digimuse fue parte del proyecto “Interactive
Art Museum”, que pretendía el desarrollo de un museo virtual.
Figura 3.7: Proyecto Digimuse
2Puma Paint Web Page: http://pumapaint.rwu.edu
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Ouija 20003 : este proyecto también surgió del grupo de Ken Goldgerg
poco después del Telegarden [Goldberg y otros, 2000a]. El sistema te-
lerrobótico emulaba el tablero de una ouija controlada por un robot.
El usuario conectado marcaba una letra del tablero y el robot llevaba
el cursor hacia esa letra.
RoboToy4 : laboratorio web remoto de un pequeño brazo robótico en
el que se podían coger y mover objetos, y ver lo que ocurría mediante
un stream de vídeo.
Figura 3.8: Robotoy
Finalmente comentar que podemos encontrar más referencias a On-Line Ro-
bots en la página web http://ford.ieor.berkeley.edu/ir.
3.2. Sistemas Actuales
En los últimos años, las aplicaciones robóticas basadas en Web [Dalton y
Taylor, 2000] han crecido de tal manera, que la mayoría de los laboratorios
importantes tienen aplicaciones para acceder a sus robots desde Internet.
Además, gracias al avance de la tecnología en esta área, tales como la realidad
virtual y la aumentada, se ha podido mejorar la interacción hombre-máquina
y la fiabilidad de estos dispositivos web.
3.2.1. Laboratorios Virtuales
Cosimir. Simulador de aplicaciones con robots industriales desarro-
llado por FESTO. Mediante este software es posible configurar cé-
3Ouija Web Page: http://ouija.berkeley.edu
4Robotoy Web Page: http://robotoy.elec.uow.edu.au/
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lulas de trabajo robotizadas, programarlas y simularlas. Actualmen-
te es uno de los simuladores más completos, existiendo una versión
educacional para la docencia y otra profesional para la empresa. Di-
rección web: www.festo-didactic.com/int-es/learning-systems/
software-e-learning/cosimir/.
Figura 3.9: Intefaz de Cosimir
Easy-Rob 3D. Software de simulación de robots industriales diseña-
do especialmente para aplicaciones industriales, aunque también ha si-
do empleado para docencia. La tecnología que usa para los gráficos
es OpenGL y la interfaz está realizada en MFC (Microsoft Fundation
Classes). Dirección web: http://www.easy-rob.de/.
Figura 3.10: Intefaz de Easy-Robot
eM-Workplace PC. Software empleado en el diseño, simulación, opti-
mización, análisis y programación off-line de múltiples robots y pro-
cesos de automatización. Proporciona una plataforma apta para op-
timizar y calcular los tiempos de ciclo de procesos industriales. Di-
rección web: http://www.ugs.com/products/tecnomatix/assembly_
planning/em_workplace_pc.shtml
Famous Robotic. Software para la simulación de procesos industriales
de alta precisión (pintado, mecanizado,. . . ). Es posible introducirle el
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Figura 3.11: Intefaz de eM-Workplace PC
archivo CAD o DXF de la trayectoria del robot para simularla. Los grá-
ficos están basados en una tecnología OpenGL. Incluye también varios
módulos para el diseño y programación off-line de procesos industria-
les. Dirección web: http://www.famos-robotic.de/engl/index.htm.
Figura 3.12: Imágenes del software Famous Robotic
Internet Robotics. Simulaciones desarrolladas en Java 3D para el con-
trol de diferentes tipos de robots: PUMA 560, CRS A465 y Nomadic
XR400. Dirección web: http://www.keldysh.ru/pages/i-robotics/
home.html.
Kuka.Sim Pro. Software de simulación para robots tipo KUKA. Posee
muchas opciones para el modelado, simulación, comunicación y progra-
mación off-line de los robots. Dirección web: http://www.kuka.com/
en/.
PC-Roset. Software desarrollado por Kawasaki para la simulación y
programación off-line de robots de esta marca. Posee tres versiones
dependiendo del tipo de tarea a simular: Material Handling (Agarre de
objetos), Arc Welding (Operaciones de soldado) y Painting (Pintado).
Roboguide. Roboguide es una familia de simuladores off-line desarro-
llada por FANUC. Posee tres módulos: Roboguide HandlingPRO, Ro-
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Figura 3.13: Imágenes del software Kuka Sim Pro
boguide PalletPRO y Roboguide WeldPRO que permiten simular y
diseñar celdas robóticas para procesos industriales que impliquen el
agarre, paletizado y soldado de objetos. Dirección web: http://www.
fanucrobotics.com.
RobotStudio. Software que proporciona herramientas para la simula-
ción de procesos industriales utilizando robots ABB. Sus principales
características son: importación de archivos CAD, edición de progra-
mas, detección de la colisión y planificación de trayectorias. Dirección
web: http://www.abb.com.
Figura 3.14: Imágenes del software RobotStudio
RoboWave. Simulador de robots y procesos industriales. Las principales
características de este software son: diseño 3D del espacio de trabajo, si-
mulación 3D de diversos dispositivos robóticos y programación off-line.
Dirección web: http://www.erxa.it/prodotti.php?id=111&lang=EN
Virtual Robot Simulator. Esta aplicación permite la programación off-
line, la simulación y la monitorización de sistemas multi-robot mediante
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Figura 3.15: Imágenes del software RoboWave
una interfaz de usuario gráfico basado en OpenGL. La arquitectura
software, puede ser fácilmente ampliada con componentes y aplicaciones
externas que el usuario puede realizar. Este software se ha utilizado en
diversos proyectos de investigación y desarrollo, como por ejemplo, para
el prototipado rápido mediante troquelado robotizado de piezas para el
sector del automóvil. Dirección web: http://robotica.isa.upv.es/
virtualrobot/.
Figura 3.16: Interfaz gráfica de Virtual Robot Simulator
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3.2.2. Laboratorios Remotos
VISIT
Este dispositivo robótico utiliza modelos predictivos en la comunicación
entre la interfaz de usuario y el sistema remoto [Kosuge y otros, 2002]. El
usuario conectado es capaz de realizar una tarea de simplemente con el movi-
miento del ratón. La arquitectura del sistema se encuentra implementada por
cinco módulos: procesado de la imagen, comunicación, la interfaz de usua-
rio, el módulo ITEM (Interactive Task Execution Modules) encargado de las
tareas del telerobot y el módulo de control de movimiento. Aquí vemos una
imagen de su interfaz de usuario:
Figura 3.17: Interfaz de usuario de VISIT
ARITI
El sistema ARITI 5 (Augmented Reality Interface for Telerobotic Appli-
cations via Internet) contiene un robot esclavo de 4 grados de libertad cuyos
actuadores son motores paso a paso. Se utiliza una tarjeta de adquisición de
5ARITI Project: http://lsc.cemif.univ-evry.fr/Projets/ARITI/index.html
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vídeo Matrox Meteor conectada a una cámara blanco y negro para obtener
imágenes en tiempo real. El servidor de vídeo está escrito en C y el servidor
de control en C y ASM (Assembler).
Figura 3.18: Arquitectura del sistema de ARITI
ARITI presenta una interfaz de usuario, escrita en Java, basada en reali-
dad aumentada para permitir a los usuarios conectados controlar el robot
remotamente desde cualquier navegador web.
Figura 3.19: Interfaz de usuario de ARITI
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Robolab
Este laboratorio remoto desarrollado en la Universidad de Alicante per-
mite teleoperar un brazo robótico Scorbot ER-IX y un Mitsubishi PA-10 a
través de Internet con la ayuda de modelos de realidad virtual [Candelas y
otros, 2005]. Un usuario puede acceder a todas las funciones del laboratorio
virtual a través de una página Web con un applet Java. Para la simulación
gráfica se emplea Java3D, consiguiendo que toda la interfaz de usuario esté
contenida en el mismo applet cliente.
Figura 3.20: Interfaz de usuario de Robolab
Este sistema incorpora la simulación del robot (modo Off-Line). De esta
manera, el usuario puede determinar si la ejecución de una serie de comandos
es válida y no crea problemas en el robot. Después de realizar una simulación
y obtener una lista de comandos válidos, el usuario puede ejecutar la opción
de teleoperación (modo On-Line), solicitando al servidor Web que se ejecuten
los movimientos de la lista en el robot real. Además, es posible incorporar
nuevos modelos de robots en el sistema.
Posee dos opciones de realimentación: la primera mediante un flujo de
vídeo comprimido que genera el servidor de vídeo y la segunda, una realimen-
tación en la simulación local cliente de los valores reales de las articulaciones
recibidos desde el controlador del robot.
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Figura 3.21: Arquitectura del sistema de Robolab
UJI Robot
Este sistema telerrobótico es capaz de controlar los movimientos de un
robot vía web mediante comandos de muy alto nivel (“Coge el cubo”) [Marin
y otros, 2005]. También incorpora un módulo de síntesis y reconocimiento
de voz y de reconocimiento de objetos para aumentar la sensación de tele-
presencia del usuario en el laboratorio remoto. Es uno de los sistemas más
innovadores que incorpora varias tecnologías telerrobóticas.
Figura 3.22: Interfaz de usuario del UJI Robot
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La arquitectura del sistema está basada en la comunicación vía Java RMI
(Remote Method Invocation) desde el cliente a un servidor central (Server
Manager) que se encarga de comunicarse con el servidor adecuado en el
laboratorio remoto según la petición realizada por el cliente.
Figura 3.23: Arquitectura del sistema UJI Robot
Otros laboratorios remotos
En este apartado se nombran a otros laboratorios remotos que quizás son
menos conocidos pero no por ello menos importantes que los descritos ante-
riormente. Están expuestos por orden cronológico de publicación y nombre
del autor.
Cassinis, 2002. Dispositivo telerrobótico que combina la telepresencia
y la realidad virtual [Cassinis y Terceros, 2002]. El sistema se compone
de un entorno remoto donde se encuentra el robot con un par estéreo de
cámaras CCD montado y el entorno local virtual (emulando el entorno
remoto) donde el operador posee unas lentes LEEP (Large Espanse
Extra Perspective) para la telepresencia. Aquí, un tracker o rastreador
tipo 3Space-Iso Track, se encarga de obtener la posición y orientación
de la cabeza del operador. Estos valores son transformados a valores
articulares y mandados al entorno remoto para que el robot actualice
su posición y orientación. Mediante el par estéreo, el operador local
posee la realimentación visual remota.
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García, 2002. Teleoperación a través de Internet de un robot industrial
BOSCH tipo Scara [García y otros, 2002]. El robot se encuentra locali-
zado en San Juan (Argentina) y se teleopera desde Madrid mediante un
manipulador cartesiano tipo CYBERNET. La teleoperación se realiza
bajo la implementación de una estrategia de compensación del retardo
de comunicación, para lo cual se dispone de un simulador del entorno
remoto. Los protocolos usados en el dispositivo son: TCP/IP para la
conexión y NTP para la sincronización de los relojes del sistema en
cada extremo.
Guzmán, 2002. Herramienta software basada en la arquitectura cliente-
servidor para la programación y ejecución remota de programas escritos
en ACL (Advanced Control Language), permitiendo a los usuarios rea-
lizar sus propias aplicaciones en este lenguaje, compilarlas y probarlas
en un robot remoto real [Guzmán y otros, 2002]. La arquitectura es la
típica de un sistema cliente-servidor. La aplicación Cliente aporta los
mecanismos necesarios para la realización de las diversas operaciones
que el usuario puede realizar. Se basa en un navegador cualquiera que
permite conectarse a un centro web desde donde se aportan una serie
de páginas HTML, un applet Java y dos controles ActiveX (para la
visualización de la realimentación del vídeo). El Servidor se encarga de
recibir las peticiones enviadas por el cliente y en su caso interactuar
con la célula robotizada. La comunicación entre Cliente/Servidor ha
sido realizada haciendo uso de sockets TCP/IP.
Figura 3.24: Página web del Cliente de Guzmán
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Monferrer, 2002. Teleoperación de un robot submarino de 6 gdl [Mon-
ferrer y Bonyuet, 2002]. La interfaz cliente posee un entorno de realidad
virtual con modelos 3D del dispositivo telerrobótico que es actualizado
constantemente con los datos de posición que le manda el robot sub-
marino. También posee una serie de controles Active X que se encargan
de la realimentación visual de una cámara de alta resolución montada
sobre el robot remoto.
Pedreño, 2002. En este trabajo se presenta un módulo de teleoperación
basado en tecnologías IP y en una arquitectura cliente-servidor, dise-
ñado para poder actuar remotamente a través de Internet sobre robots
de diferentes características y desde cualquier terminal conectado a la
red [Pedreño y otros, 2002]. Dicho módulo ha sido probado e imple-
mentado en diferentes plataformas robóticas tanto en el Laboratorio
NEUROCOR (Murcia, España) a través de una Intranet, como en el
ARTS Laboratory (Pisa, Italia), a través de Internet. Ambas platafor-
mas están constituidas por un sistema brazo-mano robot con sensores
artificiales de tacto (información sensorial) y sensores internos de posi-
cionamiento (información propioceptiva).
Alencastre, 2003. Entorno multiusuario creado por una interfaz reali-
zada en Java con la que es posible teleoperar a diferentes plataformas
robóticas (robots móviles e industriales) desde cualquier ordenador co-
nectado a Internet y con la máquina virtual de Java instalada [Alencas-
tre y otros, 2003]. También posee un servidor de vídeo con 2 cámaras
para la realimentación visual.
Cosma, 2003. Laboratorio virtual y remoto utilizado en la docencia de
robótica en Verona (Italia) con la posibilidad de teleoperar un robot
industrial PUMA 560 y un robot móvil Nomad200 [Cosma y otros,
2003]. Plataforma basada en tecnología IP e interfaz desarrollada en
Java.
Safaric, 2005. Herramienta de teleoperación a través de Internet de
un robot industrial de 5 gdl, cuya interfaz virtual está construida con
tecnología Java y VRML [Safaric y otros, 2005]. La plataforma remota
que está basada en Matlab/Simulink y la librería Real-Time Workshop
(RTW), se encarga de realizar el control del dispositivo robótico. El
usuario cliente introduce la trayectoria a ejecutar por el robot remoto
y la herramienta comprueba si existe algún tipo de colisión entre el
robot y el entorno.
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Song, 2005. 6 Laboratorio web remoto de un robot Stäubli PUMA
562 [Guangming y Aiguo, 2005]. El cliente está basado en un applet
Java incluída en un página HTML cuya interfaz está realizada con
Java Swing. En el laboratorio remoto, un servidor web escucha las
peticiones del cliente, y utiliza la tecnología Java RMI (Remote Method
Invocation) para que el usuario pueda visualizar los datos(posición,
pares,. . . ) del robot real en el applet. Para poder obtener los datos de
la cámara y de los sensores del robot(acesso a sus dll’s) se ha utilizado
Java JNI (Java Native Interface).
Doulgeri, 2006. Desarrollo de un sistema telerrobótico Web para la
planificación y control de un Puma 761 [Doulgeri y Matiakis, 2006].
El laboratorio remoto está formado por el robot y un par de cámaras
fijas pan/tilt. La arquitectura del sistema consta de un servidor cuya
comunicación con el cliente se basa en los siguientes tres puntos:
• Protocolos de alto nivel (HTTP) para el inicio y cambio de carac-
terísticas en el sistema remoto.
• Protocolo RTP (Real-time Transport Protocol) para la realimen-
tación visual de las cámaras remotas al cliente.
• Protocolo UDP (User Datagram Protocol) para los comandos de
control del cliente, tales como posición y velocidad.
Figura 3.25: Interfaz Cliente Doulgeri
6Web Page: http://robot.seu.edu.cn/websensor/
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Tzafestas, 2006. Laboratorio virtual y remoto para la teleoperación
a través de Internet de un robot Scara AdeptOne-MV [Tzafestas y
otros, 2006]. La comunicación cliente-servidor está basada en el proto-
colo TCP/IP y la realimentación visual en el protocolo RTP. El applet
cliente posee una representación virtual realizada en Java 3D del la-
boratorio remoto y el servidor es el encargado de enviar por el puerto
serie los comandos recibidos desde el applet cliente.
Figura 3.26: Interfaz Cliente Tzafetas
Para finalizar esta sección, es importante nombrar a dos puntos de informa-
ción que pueden servir para conocer las nuevas realizaciones en este cam-
po: NASA Space Telerobotics Program, accesible desde la dirección http:
//ranier.hq.nasa.gov/telerobotics_page/realrobots.html, que se en-
carga de recoger los laboratorios web remotos más importantes de la ac-
tualidad, y a German Aerospace Center, accesible desde la web http://
www.robotic.dlr.de/Joerg.Vogel/, donde su principal miembro Jörg Vo-
gel presenta una extensa biblioteca de aplicaciones relacionadas con simula-
ciones robóticas y control remoto.
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Para finalizar el presente capítulo, se va a describir de forma breve los
métodos más empleados para la construcción de sistemas de control super-
visado.
Como se ha visto durante el desarrollo de este capítulo, las aplicaciones
telerrobóticas (programación y monitorización remota) se basan en disponer
de entornos software que modelan y visualizan escenarios 3D, además de ser
ejecutables de forma remota. Para ello, la mayoría de dichos sistemas utilizan
la combinación de VRML (Virtual Reality Modeling Language) y Java para
el desarrollo de sus entornos de programación remota de robots industriales.
VRML se utiliza para la representación gráfica y Java para la implementación
de los procesos de cálculo, gestión de la interfaz (Java Swing o AWT7), la
comunicación a través de la web y en ocasiones, también para los gráficos
(Java 3D).
En el caso de la interfaz remota, las aplicaciones se presentan en for-
ma de applet, programas Java que se pueden ejecutar desde un navegador
cliente. De esta manera, las herramientas se pueden ejecutar desde cualquier
computador conectado a Internet. Para la realimentación visual de la imagen
de cámaras situadas en el lugar remoto, suele emplearse controles Active X,
componentes software que pueden implementarse en páginas web, permitien-
do a los usuarios interactuar con animación, audio y vídeo sin necesidad de
abrir programas separados.
El cliente siempre accede mediante el applet al servidor web del lugar
remoto. La comunicación entre ambos suele realizarse de dos maneras:
Mediante TCP sockets. Suele emplearse cuando en el servidor web se
está ejecutando un programa en Java que establece el socket de comu-
nicación con el cliente.
Usando el protocolo HTTP. Se emplea para escribir texto en páginas
dinámicas que actúan según el mensaje recibido del cliente.
Como se ha comprobado en el apartado donde se expone el estado del arte,
generalmente se suelen emplear ambos métodos. Las principales diferencias
entre ambos son que los TCP Sockets son más rápidos que el protocolo HTTP,
7Librerías de Java para la creación de interfaces
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sin embargo, pueden darse problemas en la comunicación por la existencia
de Firewalls, lo que no suele ocurrir con el protocolo HTTP.
Una vez que ha llegado la señal de comunicación al servidor web, normal-
mente éste accede a los servidores de los dispositivos remotos (controlador del
robot, cámaras,etc,. . . ) mediante TCP sockets, comunicando a cada uno de
ellos las órdenes recibidas desde la interfaz cliente. También suele emplear-
se JRMI (Java Remote Method Invocation), librería de Java que permite
ejecutar remotamente objetos desarrollados en Java.
Normalmente, las API de control de los dispositivos hardware suelen ser
librerías dinámicas bajo lenguaje C (.dll). Para acceder a ellas desde una
aplicación o programa desarrollado en Java, se emplea JNI (Java Native In-
terface), librería que permite al usuario crear una interfaz entre las funciones
de control del hardware y la aplicación Java.
Finalmente, como se ha podido comprobar, el lenguaje Java posee gran
relevancia para el desarrollo de las aplicaciones telerrobóticas. Además, su
extensa API facilita la programación de sistemas remotos y las tareas de
comunicación.
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CAPÍTULO 4
Desarrollo de un laboratorio virtual robótico
con EJS
4.1. Introducción
En este capítulo se va a explicar cómo desarrollar un laboratorio virtual
robótico mediante el software Easy Java Simulations (EJS). Tal y como se
comenta en el apéndice A, EJS es un software libre desarrollado en Java con
el fin de simplificar la tarea de la creación de un laboratorio virtual. Desde
un punto de vista técnico, esta herramienta facilita la realización tanto de la
interfaz gráfica (vista) como de la descripción científica del fenómeno que se
desea simular (modelo).
Actualmente EJS se utiliza para la creación de todo tipo de simulacio-
nes de fenómenos físicos, tales como movimiento de partículas, sólido rígido,
transferencia de calor, sistemas de control, etc, . . . pero en el campo de la
robótica industrial no se han desarrollado muchas simulaciones, y las exis-
tentes son muy simples y con robots de pocos grados de libertad. Así, el
objetivo de este punto es describir de qué manera realizar una simulación de
un robot industrial mediante las herramientas que proporciona EJS, desde la
construcción de los sistemas Denavit - Hartenberg a partir de su tabla, hasta
la dinámica.
Y llegado a este punto, seguramente el lector se preguntará: ¿por qué uti-
61
Desarrollo de un laboratorio virtual robótico con EJS
lizar EJS y no otras herramientas de simulación?. Esta pregunta también se
planteó el primer día que se comenzó a trabajar en este proyecto, al descono-
cerse el funcionamiento de dicha herramienta. La elección quedó justificada
tras conseguir, después de sólo unas semanas trabajando con EJS, una apli-
cación que simulaba completamente el movimiento de un robot de 6gdl. Este
programa implementa la cinemática directa, la inversa y un planificador de
trayectorias. Este hecho puso de manifiesto las ventajas que EJS proporciona
para la creación de las simulaciones interactivas:
EJS simplifica enormemente la creación de la interfaz y la simulación
gráfica del modelo mediante las clases de visualización de 2D y 3D que
posee.
EJS proporciona varios controles Java Swing para construir la interfaz
de usuario fácilmente, sin tener que programarlos.
EJS incorpora la posibilidad de incluir código Java de cualquier clase
de su API o de una creada por el usuario. De esta forma, al estar todo
(herramienta y simulación) basado en Java, la tarea de la creación de
un laboratorio virtual o remoto se encuentra simplificada gracias el
poder de Java en temas relacionados con la comunicación a través de
Internet.
EJS nos permite resolver numéricamente de manera cómoda complejos
sistemas de ecuaciones diferenciales ordinarias mediante el editor de
ecuaciones diferenciales que posee.
EJS permite la comunicación conMatlab, una potente herramienta para
poder desarrollar el modelo del sistema.
Antes de iniciar el siguiente punto, es necesario comentar que como EJS
está en continuo cambio y van surgiendo versiones nuevas en cortos períodos
de tiempo, el contenido de este apartado va a ser explicado tanto en la ver-
sión que existe actualmente en la página web del autor 1 (version antigua),
como en una más actual obtenida en un curso sobre EJS recientemente reali-
zado en la Universidad de Alicante. Además, se mostrarán partes del código
desarrollado tanto en Matlab como en Java para la implementación de las
distintas opciones de la simulación, haciendo siempre referencia a su archivo
correspondiente del CD.
1EJS web page: http://fem.um.es
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Concepto Teórico.
El problema cinemático directo consiste en determinar cuál es la posición
y orientación del extremo final del robot, con respecto a un sistema de coorde-
nadas que se toma como referencia, conocidos los valores de las articulaciones
y los parámetros geométricos de los elementos del robot.
x = fx (q1, q2, q3, . . . , qn)
y = fy (q1, q2, q3, . . . , qn)
z = fz (q1, q2, q3, . . . , qn)
α = fα (q1, q2, q3, . . . , qn)
β = fβ (q1, q2, q3, . . . , qn)
γ = fγ (q1, q2, q3, . . . , qn)
En general, un robot de n grados de libertad está formado por n eslabones
unidos por n articulaciones, de forma que cada par articulación - eslabón
constituye un grado de libertad. A cada eslabón se le puede asociar un sistema
de referencia solidario a él y, utilizando las transformaciones homogéneas, es
posible representar las rotaciones y traslaciones relativas entre los distintos
eslabones que componen el robot. La matriz de transformación homogénea
que representa la posición y orientación relativa entre los distintos sistemas
asociados a dos eslabones consecutivos del robot se denomina i−1Ai. Del
mismo modo, la matriz 0Ak, resultante del producto de las matrices i−1Ai
con i desde 1 hasta k, es la que representa de forma total o parcial la cadena
cinemática que forma el robot con respecto al sistema de referencia inercial
asociado a la base. Cuando se consideran todos los grados de libertad, a
la matriz 0An se le denomina T , matriz de transformación que relaciona la
posición y orientación del extremo final del robot respecto del sistema fijo
situado en la base del mismo. Así, dado un robot de 6gdl, se tiene que la
posición y orientación del eslabón final vendrá dado por la matriz T :
T =0 A6 =
0 A1 ·1 A2 ·2 A3 ·3 A4 ·4 A5 ·5 A6
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Para describir la relación que existe entre dos sistemas de referencia aso-
ciados a eslabones, se utiliza la representación Denavit - Hartenberg (D-H).
Denavit y Hartenberg propusieron en 1955 un método matricial que permite
establecer de manera sistemática un sistema de coordenadas {Si} ligado a
cada eslabón i de una cadena articulada [Denavit y Hartenberg, 1995]. Ade-
más, la representación D-H permite pasar de un sistema de coordenadas a
otro mediante 4 transformaciones básicas que dependen exclusivamente de
las características geométricas del eslabón.
Estas transformaciones básicas consisten en una sucesión de rotaciones y
traslaciones que permiten relacionar el sistema de referencia del elemento i
con el sistema del elemento i − 1. Las transformaciones en cuestión son las
siguientes:
1. Rotación alrededor del eje zi−1 un ángulo θi.
2. Traslación a lo largo de zi−1 una distancia di.
3. Traslación a lo largo de xi una distancia ai.
4. Rotación alrededor del eje xi un ángulo αi.
Teniendo ya los valores de θi, di, ai, αi, que son los denominados paráme-
tros D-H del eslabón i, la matriz de transformación que relaciona los sistemas
de referencia {Si−1} y {Si} es la siguiente:
i−1Ai = T (z, θi) · T (0, 0, di) · T (ai, 0, 0) · T (x, αi)
Desarrollando esta expresión en términos de los parámetros D-H, nos
queda:
i−1Ai =

cos θi − cosαi · sin θi sinαi · sin θi ai · cos θi
sin θi cosαi · cos θi − sinαi · cos θi ai · sin θi
0 sinαi cosαi di
0 0 0 1

Desarrollo con EJS.
El primer paso para implementar la cinemática directa en EJS, es la
construcción en la interfaz gráfica de los sistemas D-H. Estos sistemas de re-
ferencia llevarán asociados los valores de rotación y traslación de las matrices
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de transformación homogénea 0Ak. Por tanto, será necesario programar un
algoritmo que proporcione los valores de dichas matrices 0A1, 0A2. . . , 0An a
partir de la tabla de los parámetros D-H.
La programación de la cinemática directa puede realizarse de dos maneras:
1. Mediante código Matlab (archivos .m). Como se comentó en la intro-
ducción de este punto, EJS posee la propiedad de comunicarse con
Matlab [Sanchez y otros, 2005]. La ventaja de utilizar este software
es su gran capacidad de cálculo matricial. El inconveniente, es el uso
de otro programa, a parte de EJS, para realizar el laboratorio virtual.
La función principal de este algoritmo es la que proporciona la ma-
triz i−1Ai a partir de los parámetros D-H. Aquí se muestra su código
(archivo denavit.m):
function dh=denavit(teta, d, a, alfa)
dh=[cos(teta) -cos(alfa)*sin(teta) sin(alfa)*sin(teta) a*cos(teta);
sin(teta) cos(alfa)*cos(teta) -sin(alfa)*cos(teta) a*sin(teta);
0 sin(alfa) cos(alfa) d;
0 0 0 1];
Ya teniendo el valor de i−1Ai entre sistemas de referencia consecutivos,
para hallar 0A1. . . 0An es necesario posmultiplicar las matrices. Aquí se
muestra la función de la cinemática directa de un brazo robot industrial
de 6gdl (archivo cindir6.m) tipo PA-10:
% Parámetros D-H
teta = q;
d = [l1 0 0 l4 0 l6];
a = [0 a2 0 0 0 0];
alfa = [-pi/2 0 pi/2 -pi/2 pi/2 0];
% Matrices de transformación homogénea entre sistemas de coordenadas consecutivos
A01 = denavit(teta(1)+pi/2, d(1), a(1), alfa(1));
A12 = denavit(teta(2)-pi/2, d(2), a(2), alfa(2));
A23 = denavit(teta(3)+pi, d(3), a(3), alfa(3));
A34 = denavit(teta(4), d(4), a(4), alfa(4));
A45 = denavit(teta(5), d(5), a(5), alfa(5));
A56 = denavit(teta(6), d(6), a(6), alfa(6));
% Matrices de transformación entre eslabones
A02 = A01*A12;
A03 = A02*A23;
A04 = A03*A34;
A05 = A04*A45;
A06 = A05*A56;
2. Mediante código Java. Estas funciones pueden ser directamente pro-
gramadas en el entorno que proporciona EJS en lo que se denomina
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“Panel Propio” (ver A.3). La biblioteca matemática que trae por de-
fecto el JDK (Java Development Kit)es muy limitada para emplearla
en el cálculo matricial. Por tanto, es necesario utilizar otra biblioteca
que viene con el paquete de Java 3D2 denominada vectmath.jar. Aquí
se muestra el código Java de la cinemática directa de un robot de 5gdl
tipo Scorbot-ER IX3:
public void directCinematic () {
//Tomamos los valores articulares de la interfaz
q1 = q1d*Math.PI/180;
q2 = q2d*Math.PI/180;
q3 = q3d*Math.PI/180;
q4 = q4d*Math.PI/180;
q5 = q5d*Math.PI/180;
//Creamos la tabla de denavit
DHq[0] = q1;
DHq[1] = q2-Math.PI/2;
DHq[2] = q3+12.4*Math.PI/180;
DHq[3] = q4-18.0*Math.PI/180;
DHq[4] = q5-2.0*Math.PI/180;
//Función denavit. Introduce los valores en un vector At[9]
denavit(DHq[0],DHd[0],DHa[0],DHalpha[0]);
//Introducimos la traslacion inicial p0x,p0y,p0z
At[3] = At[3]+p0x;
At[7] = At[7]+p0y;
At[11] = At[11]+p0z;
//Creamos la matriz A01 a partir de At
Matrix4d A01 = new Matrix4d(At);
//Matrices entre eslabones consecutivos
denavit(DHq[1],DHd[1],DHa[1],DHalpha[1]);
Matrix4d A12 = new Matrix4d(At);
denavit(DHq[2],DHd[2],DHa[2],DHalpha[2]);
Matrix4d A23 = new Matrix4d(At);
denavit(DHq[3],DHd[3],DHa[3],DHalpha[3]);
Matrix4d A34 = new Matrix4d(At);
denavit(DHq[4],DHd[4],DHa[4],DHalpha[4]);
Matrix4d A45 = new Matrix4d(At);
//Matrices de transformación respecto al S.Invercial
Matrix4d A02 = new Matrix4d();
A02.mul(A01,A12);
Matrix4d A03 = new Matrix4d();
A03.mul(A02,A23);
Matrix4d A04 = new Matrix4d();
A04.mul(A03,A34);
Matrix4d A05 = new Matrix4d();
A05.mul(A04,A45);
}
2http://java3d.dev.java.net
3http://www.sti-sl.es/scorboter9.htm
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La función denavit(double q,double d, double a, double alfa) que se
observa en el código realiza lo mismo que la que se explicó en el apartado
anterior, así que no se mostrará.
Habiendo desarrollado ya el algoritmo de la cinemática directa, se pasa a
la construcción de los sistemas de referencia en la interfaz. La representación
de los sistemas D-H se realiza con un elemento denominado “conjunto de
vectores”. Para ello, es necesario asociar las propiedades gráficas del elemento
en sí (posición y tamaño), con los valores de rotación y traslación de las
matrices de transformación que nos proporciona el algoritmo anterior (Figura
4.1).
Figura 4.1: Asociación de valores
Como se observa en la figura, se asocia a las propiedades de posición de
un sistema de referencia SK , los valores del vector posición ~p de la matriz
0AK . Y a las propiedades de tamaño (X, Y, Z), los valores por filas de la
matriz de rotación Rk = [Xk;Yk;Zk]. Realizando este procedimiento para
cada uno de los sistemas de referencia D-H del supuesto robot, se consigue
una representación gráfica simple de la dimensión y posición de la estructura
robótica. Para conseguir movimiento en la estructura, deben crearse unos
controles de deslizamiento (sliders) que tengan como variables asociadas los
valores articulares del robot (q1 . . . qn), y cada vez que su valor sea cambiado,
llamar al algoritmo de la cinemática directa mostrado anteriormente. Este
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algoritmo calculará las matrices de rotación 0A1. . . , 0An que refrescarán la
posición y orientación de los sistemas D-H.
Dado que existen dos posibilidades para la programación de la cinemática
directa, Matlab y Java, es conveniente explicar cómo es la llamada a cada
una de ellas, ya que se realiza de forma distinta. En el caso de Matlab, se
deben escribir las variables articulares y geométricas en el worksapce, ejecutar
el archivo .m donde se encuentre el algoritmo y recoger los valores de las
matrices de transformación que se han escrito en el workspace. Para realizar
esta acción, es necesario utilizar la interfaz de comunicación que existe entre
Matlab y EJS, que se basa en una serie de funciones que escriben y leen del
workspace. Aquí se muestra el código comentado para ejecutar la cinemática
directa de un robot de 6gdl:
//Escribimos los valores articulares en el workspace
_external.setValue("q1",q1r);
_external.setValue("q2",q2r);
_external.setValue("q3",q3r);
_external.setValue("q4",q4r);
_external.setValue("q5",q5r);
_external.setValue("q6",q6r);
//Escribimos el valor de las variables geométricas al workspacce
_external.setValue("l1",l1);
_external.setValue("a2",a2);
_external.setValue("l4",l4);
_external.setValue("l6",l6);
// Llamada al archivo cindir6.m de Matlab
% BEGIN CODE:
cindir6;
% END CODE
//Leemos el resultado del algoritmo de workspace
//Valores para el sistema de referencia A1
X1 = _external.getDoubleArray("X1");
Y1 = _external.getDoubleArray("Y1");
Z1 = _external.getDoubleArray("Z1");
p1x = _external.getDouble("p1x");
p1y = _external.getDouble("p1y");
p1z = _external.getDouble("p1z");
En el caso de ser programado el algoritmo en Java dentro del entorno de
EJS, tan sólo se debe llamar a la función que calcule la cinemática directa. El
resultado que se obtiene para ambas formas de programación es idéntica: un
movimiento articular de una estructura formada por sistemas de referencia
D-H (Figura 4.2)
Para conseguir el aspecto gráfico del dispositivo robótico es necesario
asociar a los sistemas de referencia D-H, sólidos (cilindros, cubos,. . . ) que
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Figura 4.2: Cinemática Directa de un robot de 6gdl
proporciona EJS. Actualmente, existen dos posibilidades:
1. Utilizando el panel Simple 3D (versión inicial de EJS). Los objetos que
este panel puede cargar son cilindros, esferas, conos y cajas. Su funcio-
namiento es bastante sencillo y no da ningún tipo de problema con el
código que genera. Sin embargo sólo es posible asociar movimiento de
rotación a cilindros y conos, además de que su representación gráfica
es muy simple.
2. Utilizando el panel Display 3D (versión moderna de EJS). Este panel
carga objetos de la API de Java 3D, consiguiendo un aspecto más real
en la vista de la simulación. Además, es posible asociar movimientos
de rotación a todos los objetos. El principal inconveniente de utilizar
este panel es que da problemas en la generación del código, resultando
errores en la ejecución de la aplicación y en ocasiones, fallando en la
representación de la vista (no se ven los objetos en la interfaz). Esto
se debe a que la biblioteca 3D incorporada en esta versión de EJS no
está completamente depurada.
Con la primera opción, tanto los eslabones como las articulaciones del
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Figura 4.3: Simulación del movimiento de un cilindro en Simple 3D
robot serán cilindros. Para simular su movimiento, basta con asociar a sus
ejes (característica del objeto), la matriz de transformación del eslabón que
representa. Esta acción, orientará y moverá el cilindro según el sistema de
referencia D-H asociado. Además, si se desea que el cilindro simule el movi-
miento de rotación cuando se cambia el valor articular, se debe multiplicar
la submatriz de rotación Rk de su transformación asociada 0Ak, por otra
rotación sobre su eje principal (Figura 4.3).
En el caso de utilizar el panel Display 3D, es necesario realizar una trans-
formación de matrices de rotación Rk, que es lo que nos proporciona nuestro
algoritmo de denavit, a par de rotación Rot(θ,~k), ya que es el tipo de dato
que aceptan los objetos Java 3D (Figura 4.4). Para realizarlo, se puede pro-
gramar una función en Matlab (archivo transSRtoQ.m) o en Java para poder
dar movimiento a los objetos de este panel. A continuación el código en Java
de dicha función:
public double[] transSRtoPar (double[] SRc) {
double [] par = new double[4];
double kx1,ky1,kz1,norm, çtemp;
boolean add;
temp = 0.5*Math.sqrt(SRc[0]+SRc[4]+SRc[8]+1);
double kx = SRc[7] - SRc[5];
double ky = SRc[2] - SRc[6];
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double kz = SRc[3] - SRc[1];
if ( (SRc[0]>=SRc[4]) & (SRc[0]>=SRc[8]) )
{
kx1 = SRc[0] - SRc[4] - SRc[8] + 1;
ky1 = SRc[3] + SRc[1];
kz1 = SRc[6] + SRc[2];
add = (kx>=0);
}
else if( (SRc[4] >= SRc[8]) )
{
kx1 = SRc[3] + SRc[1];
ky1 = SRc[4] - SRc[0] - SRc[8] + 1;
kz1 = SRc[7] + SRc[5];
add = (ky>=0);
}
else
{
kx1 = SRc[6] + SRc[2];
ky1 = SRc[7] + SRc[5];
kz1 = SRc[8] - SRc[0] - SRc[4] + 1;
add = (kz>=0);
}
if (add)
{
kx = kx + kx1;
ky = ky + ky1;
kz = kz + kz1;
}
else
{
kx = kx - kx1;
ky = ky - ky1;
kz = kz - kz1;
}
norm = Math.sqrt(kx*kx + ky*ky + kz*kz);
if (norm == 0)
{
par[0] = 1;
par[1] = 0;
par[2] = 0;
par[3] = 1;
}
else
{
par[1] = (1/norm)*kx;
par[2] = (1/norm)*ky;
par[3] = (1/norm)*kz;
}
par[0] = 2*Math.acos(temp);
return par;
}
En las imágenes mostradas (Figuras 4.3 y 4.4) se observa la diferencia
entre los tipos de gráficos que generan los dos paneles. Puede verse con más
detalle en el capítulo 6 (Resultados Obtenidos), donde se muestran dos apli-
caciones, una realizada con el panel Simple 3D (sección 6.1) y otra con el
panel Display 3D (sección 6.2).
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Figura 4.4: Simulación del movimiento de un objeto en Display 3D
Como conclusión de este punto, se puede decir que la simulación del mo-
vimiento de un robot en EJS se basa en la implementación del modelo cine-
mático directo. De esta manera, es posible mover el robot mediante controles
articulares dando valores a cada una de las articulaciones del robot (q1 . . . qn).
En el siguiente punto, se explicará la implementación del modelo cinemáti-
co inverso, cuya finalidad se basa en dar movimiento a un robot mediante
valores de la posición y orientación del punto final (X, Y, Z,X◦, Y ◦, Z◦).
4.3. Cinemática Inversa
Concepto Teórico.
El problema cinemático inverso consiste en encontrar los valores que de-
ben adoptar las coordenadas articulares del robot q = [q1, q2, . . . , qn] para
que su extremo se posicione y oriente según una determinada localización
espacial. Al contrario que el problema cinemático directo, el cálculo de la
cinemática inversa no es sencilla ya que consiste en la resolución de una serie
de ecuaciones fuertemente dependiente de la configuración del robot, además
de existir diferentes n− uplas q = [q1, q2, . . . , qn] que resuelven el problema.
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En la actualidad existen procedimientos genéricos susceptibles de ser pro-
gramados [Goldenberg y otros, 1985] para la resolución de la cinemática in-
versa y obtener la n−upla de valores articulares que posicionen y orienten el
extremo final. Sin embargo, el principal inconveniente de estos procedimien-
tos es que son métodos numéricos iterativos, que no siempre garantizan tener
la solución en el momento adecuado. De esta manera, a la hora de resolver el
problema cinemático inverso es mucho más adecuado encontrar una solución
cerrada. Es decir, encontrar una relación matemática explícita de la forma:
qk = fk(x, y, z, α, β, γ)
k = 1 . . . n
Para poder conseguir esta relación suele ser habitual emplear métodos
geométricos, que consisten en la utilización de las relaciones trigonométricas
y la resolución de los triángulos formados por los elementos y articulaciones
del robot. La mayoría de los robots suelen tener cadenas cinemáticas relativa-
mente sencillas, y los tres primeros gdl, que posicionan al robot en el espacio,
suelen tener una estructura planar. Esta condición facilita la resolución de
la n − upla. Además, los tres últimos grados de libertad suelen usarse para
la orientación de la herramienta, lo cual permite la resolución desacoplada
(desacoplo cinemático [Pieper y Roth, 1969]) de la posición del extremo del
robot y de la orientación de la herramienta.
Como alternativa para resolver el mismo problema se puede recurrir a ma-
nipular directamente las ecuaciones correspondientes al problema cinemático
directo. Es decir, a partir de la relación entre la matriz de transformación y
las ecuaciones en función de las coordenadas articulares q = [q1, q2, . . . , qn], es
posible despejar las n variables articulares qi en función de las componentes
de los vectores n, o, a y p:
[
n o a p
0 0 0 1
]
= [tij(qi . . . qn)]
Desarrollo con EJS.
El método más conveniente para el desarrollo de la cinemática inversa en
EJS es el geométrico. Por tanto, se tendrá que desarrollar el algoritmo en
Matlab o Java, e implementarlo de la misma manera que se ha realizado con
la cinemática directa. Dicho algoritmo se ejecutará cada vez que el usuario
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Figura 4.5: Cinemática Inversa
cambie el valor de los controles que dan una posición y orientación al punto
final del robot (Figura 4.5).
A la hora de programar la cinemática inversa mediante métodos geomé-
tricos, es necesario tener en cuenta las distintas configuraciones del robot:
codo arriba o codo abajo para el posicionamiento en el espacio (3 primeros
gdl) y muñeca arriba o muñeca abajo para la orientación (3 últimos gdl). El
archivo CinInv6.m, contenido en el CD, muestra un ejemplo de programación
en código Matlab del modelo cinemático inverso de un robot de 6gdl. Como
ejemplo de programación en Java, mostramos a continuación la resolución de
la cinemática inversa de un robot de 3gdl, con dos articulaciones rotacionales
y una traslacional (RRP):
public void cinematicaInversa (px,py,pz)
{
//Calculamos q1. Rotacional
q1=Math.atan2(py,px);
//Calculamos q2. Rotacional
q2=Math.atan2(Math.sqrt(px*px+py*py),pz-l1);
//Calculamos q3. Traslacional
q3= Math.cos(q2)*(pz-l1)+Math.sin(q2)*Math.sqrt(px*px+py*py)-l3;
//Pasamos a grados el valor de las variables rotacionales
q1d = q1*180/Math.PI;
q2d = q2*180/Math.PI;
//Llamamos a la cinemática directa que mueve el robot con los nuevos valores q1,q2,q3
cinematicaDirecta ();
}
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4.4. Planificador de trayectorias
Concepto Teórico.
El control cinemático o la planificación de trayectorias consiste en descri-
bir el movimiento deseado del manipulador como una secuencia de puntos en
el espacio. El control cinemático interpola el camino deseado mediante una
clase de funciones polinomiales y genera una secuencia de puntos a lo largo
del tiempo.
En el problema de la planificación de trayectorias es necesario tener en
consideración las prestaciones reales de los actuadores, de tal manera que el
movimiento de un robot sea suave y coordinado. Para obtener un planificador
que funcione correctamente, es necesario (Figura 4.6):
1. Estudiar las necesidades de movimiento especificadas por el usuario,
evitando colisiones con el entorno. Posteriormente, obtener una expre-
sión analítica en coordenadas cartesianas de la trayectoria deseada en
función del tiempo (libre de colisiones).
2. Muestrear la trayectoria anterior en una serie de puntos especificado por
sus componentes cartesianas de posición y de orientación (x, y, z, α, β, γ).
3. Pasar cada uno de esos puntos a coordenadas articulares del robot,
utilizando para ello la cinemática inversa (ver sección 4.3).
4. Realizar la interpolación entre los puntos de las coordenadas articulares
y obtener para cada articulación una expresión del tipo qi(t) para cada
segmento de control.
Para asegurar la suavidad en las trayectorias articulares, es conveniente aña-
dir restricciones en la interpolación de velocidad y aceleración de paso por
los puntos, además de las necesarias condiciones de posición-tiempo.
Existen varios tipos de interpoladores para unir la sucesión de puntos en
el espacio articular. Entre los existentes, cabe destacar:
1. Interpoladores lineales. Este interpolador consiste en mantener constan-
te la velocidad de movimiento entre cada dos valores sucesivos (qi−1, qi)
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Figura 4.6: Esquema del planificador de trayectorias
de la articulación. La trayectoria entre dos puntos sería:
q(t) =
(qi − qi−1)
T
· dt+ qi−i = Vq · dt+ qi−i
Esta trayectoria asegura la continuidad de la posición, sin embargo
origina saltos bruscos en la velocidad Vq de la articulación, provocando
aceleraciones de salto infinito. Aunque en la práctica este interpolador
no es posible, en el siguiente punto se explicará cómo implementarlo en
la simulación.
2. Interpoladores cúbicos o splines. Este tipo de interpoladores aseguran
que la trayectoria que une los puntos por los que tiene que pasar la ar-
ticulación presente continuidad en velocidad. La trayectoria está cons-
tituida por un polinomio de grado 3 entre cada pareja de puntos adya-
centes:
q(t) = a+ b · (t− ti−1) + c · (t− ti−1)2 + d · (t− ti−1)3
De este modo, al tener cuatro parámetros disponibles (a, b, c, d) es po-
sible imponer cuatro condiciones de contorno, dos de posición y dos
de velocidad, asegurando de este modo la continuidad en velocidad.
Si se desea asegurar la continuidad en aceleración, se debe plantear
polinomios de mayor grado.
3. Interpoladores a tramos. Este tipo de interpolador proporciona una al-
ternativa para los de tipo cúbico, ya que en ellos la velocidad de la
articulación durante el recorrido está variando continuamente, exigien-
do un control continuo de la misma. Este interpolador consiste en des-
componer en tres tramos consecutivos la trayectoria de une dos puntos
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Figura 4.7: Interpolador a tramos
(qi−1, qi). Un tramo de aceleración, uno central donde la velocidad se
mantiene constante y otro de deceleración (Figura 4.7). Este interpola-
dor suele componerse por un polinomio de segundo grado en los tramos
de inicial y final (aceleración y deceleración constantes), y un polinomio
de primer grado en el central (velocidad constante y aceleración nula).
Desarrollo con EJS.
En este apartado se va a explicar cómo implementar distintos interpola-
dores de trayectorias articulares en la simulación de un laboratorio virtual
robótico mediante EJS. Al igual que la cinemática directa e inversa, hay dos
posibilidades para el desarrollo de los interpoladores:
1. Mediante Matlab. En este caso, EJS tan sólo se ocuparía de recoger
los valores de qi, vi y ai provenientes del script donde se encuentra
desarrollado el interpolador (archivo .m, y de actualizar la vista de la
simulación.
2. Mediante las herramientas de EJS. En esta opción, será necesario utili-
zar el panel evolución de EJS (ver apéndice A.3). Dentro de este panel
se incluye un editor de EDOs (Ecuaciones Diferenciales Ordinarias)
y una página para el desarrollo de algoritmos en Java, todo para la
definición de la evolución de las variables del sistema.
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A continuación se muestra la explicación del desarrollo de distintos interpo-
ladores, indicándose el método empleado para su implementación.
Interpolador Lineal (Panel Evolución).
Este tipo de interpolador es el más sencillo de implementar. Dentro del
mismo, hay que distinguir entre dos variantes:
1. Trayectoria síncrona. Todas las articulaciones invierten el mismo tiem-
po en su movimiento, acabando todas ellas simultáneamente. De este
modo, todas las articulaciones se coordinan comenzando y acabando su
movimiento a la vez, adaptando su velocidad al tiempo de la trayecto-
ria.
2. Trayectoria asíncrona. Las articulaciones comienzan simultáneamente
su movimiento, pero cada una de ellas con una velocidad específica
dependiendo del tiempo a emplear en su trayectoria. De este manera,
cada una de las articulaciones acabará su movimiento en un instante
diferente.
Para el desarrollo de la trayectoria síncrona, tan sólo es necesario calcular el
valor de la velocidad que tiene que emplear cada articulación para realizar la
trayectoria en el tiempo determinado (mismo para todas) e incrementar su
valor en el panel evolución según dicha velocidad en un diferencial de tiempo
(qi = qi + Vsyn ∗ dt).
En el caso de la trayectoria asíncrona, hay que calcular la velocidad espe-
cífica de cada articulación según su tiempo de ejecución. Aquí se observa el
código de dicho cálculo para un robot de 5gdl, el cual se debe implementar
en una función dentro del panel “Propio” de EJS.
//Punto Inicial de la trayectoria
qInit[0] = q1d;qInit[1] = q2d;qInit[2] = q3d;qInit[3] = q4d;qInit[4] = q5d;
//Punto Final de la trayectoria
qFin[0] = q1vfd;qFin[1] = q2vfd;qFin[2] = q3vfd;qFin[3] = q4vfd;qFin[4] = q5vfd;
//Tiempo de cada trayectoria
timePath[0] = t1; timePath[1] = t2; timePath[2] = t3; timePath[3] = t4; timePath[4] = t5;
//Calculo de las velocidades articulares
for (int i =0;i<5;i++)
{
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//Ponemos una condicion para que no se produzcan valores NaN
if(timePath[i]==0) velSync[i] = 0;
else velSync[i] = (qFin[i] - qInit[i])/(timePath[i]*0.001);//grados/segundo
}
Con las velocidades calculadas, tan sólo hay que actualizar el valor de las
variables articulares en el panel evolución según dichas velocidades. El código
que mostramos a continuación realiza lo comentado:
//Contador de las iteraciones del panel evolución
inc=inc+1;
//Actualización de las variables según su velocidad
q1d = q1d+velSync[0]*dt1;
q2d = q2d+velSync[1]*dt2;
q3d = q3d+velSync[2]*dt3;
q4d = q4d+velSync[3]*dt4;
q5d = q5d+velSync[4]*dt5;
//Pasamos a radianes los valores articulares
q1 = q1d*Math.PI/180;
q2 = q2d*Math.PI/180;
q3 = q3d*Math.PI/180;
q4 = q4d*Math.PI/180;
q5 = q5d*Math.PI/180;
//Actualizamos el vector DHq (este vector lo utiliza directCinematic() para mover el robot)
DHq[0] = q1;
DHq[1] = q2-Math.PI/2;
DHq[2] = q3+12.4*Math.PI/180;
DHq[3] = q4-18.0*Math.PI/180;
DHq[4] = q5-2.0*Math.PI/180;
//Incrementamos la variable tiempo
time = time+dt;
//Llamamos a la cinemática directa para mover el robot
directCinematic();
//Para detener a las articulaciones en su valor qfinal
if(inc==(int)(IPS*timePath[0]/1000)) dt1=0;
if(inc==(int)(IPS*timePath[1]/1000)) dt2=0;
if(inc==(int)(IPS*timePath[2]/1000)) dt3=0;
if(inc==(int)(IPS*timePath[3]/1000)) dt4=0;
if(inc==(int)(IPS*timePath[4]/1000)) dt5=0;
Con respecto al código anterior, es necesario comentar que la evolución
de qi hay que detenerla en el momento en el que ha llegado a su punto
qfinal. Para esta acción, se ha utilizado un contador de las iteraciones del
panel evolución, que se compara con el valor de tiempo de cada articulación
haciendo uso de las IPS (Imágenes Por Segundo) de la simulación. Por esta
razón se ha empleado una variable distinta en el diferencial de tiempo para
cada articulación (dt1, dt2, dt3, dt4, dt5).
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Figura 4.8: Trayectoria asíncrona y síncrona
En la Figura 4.8, se muestra un gráfico obtenido de la simulación del
interpolador donde puede verse la diferencia entre la trayectoria síncrona y
la asíncrona.
Interpolador 4-3-4 (Matlab).
El interpolador 4-3-4 es un interpolador a tramos que divide la trayec-
toria articular en tres segmentos: la aceleración del motor (fase 1), periodo
de velocidad máxima (fase 2) y frenado del motor (fase 3). Los polinomios
correspondientes a cada uno de los tramos de esta trayectoria son los que se
observa a continuación:
h1(t) = a14 · t4 + a13 · t3 + a12 · t2 + a11 · t+ a10
h2(t) = a23 · t3 + a22 · t2 + a21 · t+ a20
h3(t) = a34 · t4 + a33 · t3 + a32 · t2 + a31 · t+ a30
El desarrollo y resolución de estos polinomios se puede encontrar en [Fu y
otros, 2002]. Además en el CD está desarrollado el planificador en código
Matlab (archivo planificador.m) de manera que pueda ser implementado en
una simulación de EJS. Parte de este código se ha extraído de [Saltarén y
otros, 2000].
Los parámetros de entrada a este planificador son las velocidades máxi-
mas de cada articulación y los tiempos de aceleración y deceleración. Aquí
se muestra el código con el que desde EJS se obtienen los valores de las
posiciones, velocidades y aceleraciones necesarias en la planificación de la
trayectoria a partir del punto inicial y final.
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//Escribimos en el workspace de Matlab la posición inicial de la trayectoria
_external.setValue("q1pi",q1pir);
_external.setValue("q2pi",q2pir);
_external.setValue("q3pi",q3pir);
_external.setValue("q4pi",q4pir);
_external.setValue("q5pi",q5pir);
_external.setValue("q6pi",q6pir);
//Escribimos en el workspace de Matlab la posición final de la trayectoria
_external.setValue("q1pf",q1pfr);
_external.setValue("q2pf",q2pfr);
_external.setValue("q3pf",q3pfr);
_external.setValue("q4pf",q4pfr);
_external.setValue("q5pf",q5pfr);
_external.setValue("q6pf",q6pfr);
//Escribimos en el workspace de Matlab los valores de velocidad máxima
_external.setValue("vq1max",vq1max);
_external.setValue("vq2max",vq2max);
_external.setValue("vq3max",vq3max);
_external.setValue("vq4max",vq4max);
_external.setValue("vq5max",vq5max);
_external.setValue("vq6max",vq6max);
//Escribimos en el workspace de Matlab los valores de tiempo de acel. y frenado
_external.setValue("tacel",tacel);
_external.setValue("tfren",tfren);
//Llamamos al planificador de Matlab
% BEGIN CODE:
planificador;
% END CODE
//Leemos del workspace los valores articulares
pos_plan1 = _external.getDoubleArray("pos_plan1");
pos_plan2 = _external.getDoubleArray("pos_plan2");
pos_plan3 = _external.getDoubleArray("pos_plan3");
pos_plan4 = _external.getDoubleArray("pos_plan4");
pos_plan5 = _external.getDoubleArray("pos_plan5");
pos_plan6 = _external.getDoubleArray("pos_plan6");
//Leemos del workspace las velocidades articulares
vel_plan1 = _external.getDoubleArray("vel_plan1");
vel_plan2 = _external.getDoubleArray("vel_plan2");
vel_plan3 = _external.getDoubleArray("vel_plan3");
vel_plan4 = _external.getDoubleArray("vel_plan4");
vel_plan5 = _external.getDoubleArray("vel_plan5");
vel_plan6 = _external.getDoubleArray("vel_plan6");
//Leemos del workspace las aceleraciones articulares
ace_plan1 = _external.getDoubleArray("ace_plan1");
ace_plan2 = _external.getDoubleArray("ace_plan2");
ace_plan3 = _external.getDoubleArray("ace_plan3");
ace_plan4 = _external.getDoubleArray("ace_plan4");
ace_plan5 = _external.getDoubleArray("ace_plan5");
ace_plan6 = _external.getDoubleArray("ace_plan6");
81
Desarrollo de un laboratorio virtual robótico con EJS
Interpolador splin quíntico (Panel Evolución).
El splin quíntico es un interpolador de quinto grado que garantiza la con-
tinuidad de las aceleraciones y permite interponer las velocidades articulares
como condiciones de contorno [Barrientos y otros, 1997]. Para su implementa-
ción en EJS, se va a hacer uso del editor de ecuaciones diferenciales ordinales
(Panel ODEs, ver Apéndice A).
Como se observa en la ecuación siguiente, el interpolador posee 6 paráme-
tros. Por lo tanto, para hallar el valor de las incógnitas es necesario interponer
6 condiciones de contorno, 3 para el instante inicial, 3 para el instante final.
q(t) = a5 · (t− t0)5+a4 · (t− t0)4+a3 · (t− t0)3+a2 · (t− t0)2+a1 · (t− t0)+a0
A continuación, se expone la resolución de los parámetros, necesarios para la
implementación del interpolador en EJS. Se ha supuesto que t0 = 0 para el
instante inicial.
Condición 1. Para t = 0, q = qi.
q(t) = a5 · t5 + a4 · t4 + a3 · t3 + a2 · t2 + a1 · t+ a0
qi = a0
a0 = qi
Condición 2. Para t = 0, V = Vi.
dq
dt
= V = 5a5 · t4 + 4a4 · t3 + 3a3 · t2 + 2a2 · t+ a1
Vi = a1
a1 = Vi
Condición 3. Para t = 0, A = 0.
dV
dt
= A = 20a5 · t3 + 12a4 · t2 + 6a3 · t+ 2a2
A = 2a2
a2 = 0
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Condición 4. Para t = tf (tiempo f inal), q = qf (valor articular f inal).
q(t) = a5 · t5 + a4 · t4 + a3 · t3 + a2 · t2 + a1 · t+ a0 (4.1)
qf = a5 · t5f + a4 · t4f + a3 · t3f + a2 · t2f + a1 · tf + a0 (4.2)
qf = a5 · t5f + a4 · t4f + a3 · t3f + Vi · tf + qi (4.3)
Condición 5. Para t = tf , V = Vf .
V = 5a5 · t4 + 4a4 · t3 + 3a3 · t2 + 2a2 · t+ a1 (4.4)
Vf = 5a5 · t4f + 4a4 · t3f + 3a3 · t2f + 2a2 · tf + a1 (4.5)
Vf = 5a5 · t4f + 4a4 · t3f + 3a3 · t2f + Vi (4.6)
Condición 6. Para t = tf , A = 0.
A = 20a5 · t3 + 12a4 · t2 + 6a3 · t+ 2a2 (4.7)
0 = 20a5 · t3f + 12a4 · t2f + 6a3 · tf + 2a2 (4.8)
0 = 20a5 · t3f + 12a4 · t2f + 6a3 · tf (4.9)
Con las condiciones de contorno del instante inicial, se ha podido hallar el
valor de a0, a1 y a2. Con respecto al instante final (ecuaciones 4.1-4.9), ha
resultado un sistema de tres ecuaciones (4.3, 4.6, 4.9) con las tres incógnitas
a3, a4 y a5. Resolviendo el sistema matricial: t5f t4f t3f5t4f 4t3f 3t2f
20t3f 12t
2
f 6tf
 ·
 a5a4
a3
 =
 qf − Vi · tf − qiVf − Vi
0

el valor resultante de a3, a4 y a5 es:
 a5a4
a3
 =
 t5f t4f t3f5t4f 4t3f 3t2f
20t3f 12t
2
f 6tf
−1 ·
 qf − Vi · tf − qiVf − Vi
0

a5 =
−6 · qi − 3 · Vi · tf + 6 · qf − 3 · Vf · tf
t5f
a4 =
15 · qi + 8 · Vi · tf − 15 · qf + 7 · Vf · tf
t4f
a3 =
−10 · qi − 6 · Vi · tf + 10 · qf − 4 · Vf · tf
t3f
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Teniendo ya el valor de los parámetros del interpolador, se dispone para su
implementación en EJS. Para ello, será necesario utilizar el editor de EDOs
para definir las ecuaciones cinemáticas que relacionan la posición, velocidad
y aceleración:
dq
dt
= V (rad/s)
dV
dt
= A (rad/s2)
Aquí se observa un ejemplo de cómo quedaría el Panel de EDOs de las ecua-
ciones cinemáticas anteriores para un robot de 3gdl (Figura 4.9):
Figura 4.9: Panel de EDOs
La ventaja de utilizar el Panel de EDOs es que tan sólo es necesario
calcular el valor de la aceleración articular para cada iteración. EJS se encarga
de hallar el valor de la velocidad y posición articular a través de la resolución
de las ecuaciones diferenciales. De este modo, con el valor de los parámetros
a3, a4 y a5 resueltos para unas condiciones de contorno determinadas, se
calcula la aceleración cada diferencial de tiempo y se consigue en la simulación
el movimiento según un interpolador quíntico. Aquí se muestra el código del
cálculo de las aceleraciones para un robot de 3gdl en el panel evolución a
partir de a3, a4, a5 previamente calculados:
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A1Plan = 20*a5[0]*Math.pow(t,3) + 12*a4[0]*Math.pow(t,2) + 6*a3[0]*t;
A2Plan = 20*a5[1]*Math.pow(t,3) + 12*a4[1]*Math.pow(t,2) + 6*a3[1]*t;
A3Plan = 20*a5[2]*Math.pow(t,3) + 12*a4[2]*Math.pow(t,2) + 6*a3[2]*t;
A continuación se muestra las gráficas de la posición, velocidad y acele-
ración con respecto al tiempo del interpolador, donde se puede observar la
suavidad y continuidad del movimiento:
Figura 4.10: Evolución temporal del splin quíntico
Interpolador a tramos (Panel Evolución).
Tal y como se ha comentado en la introducción teórica de este punto, el
interpolador a tramos consiste en descomponer la trayectoria articular en tres
fragmentos consecutivos: aceleración, velocidad constante y deceleración. Al
igual que el caso anterior, se ha empleado el Panel de EDOs y de evolución
para su implementación en EJS.
Las ecuaciones diferenciales son las mismas que para el splin quíntico (Fi-
gura 4.9). La diferencia es que la aceleración cambia según el tramo donde se
encuentre la trayectoria. Por lo tanto, durante la simulación del movimiento
será necesario distinguir entre el tiempo de aceleración, de deceleración y de
velocidad constante.
Previamente al inicio de la trayectoria, es necesario calcular la velocidad
de sincronización de cada uno de los ejes. De esta manera, todas las articu-
laciones acabarán simultáneamente invirtiendo el mismo tiempo en su movi-
miento. A continuación se muestra el código Java que realiza dicho cálculo
a partir de los puntos inicial y final de trayectoria (qiP lan, qfP lan) y de las
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velocidades máximas de cada eje (V q1maxT , V q2maxT , V q3maxT ) para un
robot de 3gdl:
//Tomamos los valores iniciales de trayectoria
qiPlan[0] = Math.PI*q1d/180;
qiPlan[1] = Math.PI*q2d/180;
qiPlan[2] = Math.PI*q3d/180;
//Tomamos los valores finales de la trayectoria
qfPlan[0] = Math.PI*q1fd/180;
qfPlan[1] = Math.PI*q2fd/180;
qfPlan[2] = Math.PI*q3fd/180;
//Calculamos el tiempo de la trayectoria a partir de las velocidades máximas
taproxT[0] = Math.abs(qfPlan[0]-qiPlan[0])/Vq1maxT;
taproxT[1] = Math.abs(qfPlan[1]-qiPlan[1])/Vq2maxT;
tmaximoT = Math.max(taproxT[0], taproxT[1]);
taproxT[2] = Math.abs(qfPlan[2]-qiPlan[2])/Vq3maxT;
tmaximoT = Math.max(tmaximoT, taproxT[2]);
//Velocidades de sincronización de cada articulación
VsincroT[0] = (qfPlan[0]-qiPlan[0])/tmaximoT;
VsincroT[1] = (qfPlan[1]-qiPlan[1])/tmaximoT;
VsincroT[2] = (qfPlan[2]-qiPlan[2])/tmaximoT;
Teniendo ya el valor de la velocidad de sincronización para cada eje,
se asociará una aceleración en cada uno de los tramos dependiendo de la
velocidad inicial y final de la trayectoria (V iP lan, V fP lan), y del tiempo
de aceleración y deceleración (taT , tdT ). Aquí se muestra el código del panel
evolución para un robot de 3gdl que distingue los tramos de la trayectoria y
asocia un valor de aceleración distinto para cada uno de ellos.
//Tramo de aceleración
if(t<=taT){
A1Plan = (VsincroT[0]-ViPlan[0])/taT;
A2Plan = (VsincroT[1]-ViPlan[1])/taT;
A3Plan = (VsincroT[2]-ViPlan[2])/taT;
}
//Tramo de velocidad constante
if(taT<t && t<(tmaximoT-tdT)){
A1Plan = 0;
A2Plan = 0;
A3Plan = 0;
}
//Tramo de deceleración
if(t>=(tmaximoT-tdT)){
A1Plan = (VfPlan[0]-VsincroT[0])/tdT;
A2Plan = (VfPlan[1]-VsincroT[1])/tdT;
A3Plan = (VfPlan[2]-VsincroT[2])/tdT;
}
86
4.5. Dinámica Inversa
Finalmente, se muestra el resultado de la evolución temporal de la posi-
ción, velocidad y aceleración (Figura 4.11).
Figura 4.11: Evolución temporal del interpolador a tramos
4.5. Dinámica Inversa
Concepto Teórico.
La dinámica del robot relaciona el movimiento del robot y las fuerzas
implicadas en el mismo. El modelo dinámico establece relaciones matemáticas
entre las coordenadas articulares (o las coordenadas del extremo del robot),
sus derivadas (velocidad y aceleración), las fuerzas y los pares aplicados en las
articulaciones (o en el extremo) y los parámetros del robot (masas e inercias).
El modelo dinámico inverso expresa las fuerzas y pares que intervienen
en función de la evolución de las coordenadas articulares y sus derivadas.
Existen varias formulaciones para modelar la dinámica inversa del robot ma-
nipulador. Entre ellas está la formulación Lagrange-Euler, que presenta un
modelo simple y elegante, dando como resultado una serie de ecuaciones dife-
renciales no lineales de 2o orden acopladas útiles para el estudio de estrategias
de control en el espacio de estados de las variables articulares del robot. Sin
embargo, este método no se presenta eficaz para aplicaciones en tiempo real
dado el elevado tiempo de computación que requieren sus operaciones matri-
ciales. El método de Newton-Euler desarrollado por Luh [Fu y otros, 2002],
permite obtener un conjunto de ecuaciones recursivas hacia delante de velo-
cidad y aceleración lineal y angular, referidas a cada sistema de referencia
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articular. Las velocidades y aceleraciones de cada elemento se propagan ha-
cia delante desde el sistema de referencia de la base hasta el efector final.
Las ecuaciones recursivas hacia atrás calculan los pares y fuerzas necesarios
para cada articulación desde la mano (incluyendo en ella efectos de fuerzas
externas), hasta el sistema de referencia de la base.
El algoritmo Newton-Euler se basa en operaciones vectoriales, siendo más
eficiente en comparación con las operaciones matriciales asociadas a la for-
mulación Lagrangiana. Además, el orden de complejidad computacional de
la formulación recursiva Newton-Euler es O(n), mucho menos que el orden
de O(n4) de la formulación Lagrangiana.
El algoritmo computacional Newton-Euler, que se encuentra más detalla-
do en las referencias [Barrientos y otros, 1997] y [Saltarén y otros, 2000], se
desarrolla en los siguientes pasos:
1. Asigna a cada eslabón un sistema de referencia D-H.
2. Obtiene las matrices de rotación i−1Ri y sus inversas iRi−1 = (i−1Ri)−1.
Dado que son matrices ortonormales, su inversa es la traspuesta iRi−1 =
(i−1Ri)T .
3. Establece las condiciones iniciales sobre el sistema de la base {S0}.
0 ~w0 = [0, 0, 0]
T V elocidad angular
0 ~˙w0 = [0, 0, 0]
T Aceleracio´n angular
0~v0 = [0, 0, 0]
T V elocidad lineal
0~˙v0 = [gx, gy, gz]
T Aceleracio´n lineal
~z0 = [0, 0, 1]
T V ector director ~z
i~pi = [ai, di sin qi, di cos qi] V ector entre sistemasD −H
i~si =
−ipi
2
V ector del centro demasas del sistema {Si}
iIi = [Ixx; Iyy; Izz] Matriz de Inercias
Para el extremo del robot se conocerá la fuerza y par ejercidos externa-
mente n+1fn+1 y n+1nn+1 (normalmente este dato proviene de un sensor
de fuerzas en el extremo). Teniendo ya los datos iniciales, comienza el
algoritmo recursivo hacia delante.
Para i = 1 . . . n el algoritmo realiza los pasos del 4 al 7:
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4. Obtiene la velocidad angular del sistema {Si}:
i ~wi =
{
i−1Ri (i−1 ~wi−1 + ~z0q˙i) i rotacional
i−1Ri i−1 ~wi−1 i traslacional
5. Obtiene la aceleración angular del sistema {Si}:
i ~˙wi =
{
i−1Ri
(
i−1 ~˙wi−1 + ~z0q¨i
)
+i−1 ~wi−1 × ~z0q˙i i rotacional
i−1Ri i−1 ~˙wi−1 i traslacional
6. Obtiene la aceleración lineal del sistema {Si}:
i~˙vi =

i ~˙wi ×i ~pi +i ~wi × (i ~wi ×i ~pi) +i Ri−1 i−1~˙vi−1 i rotacional
iRi−1
(
~z0q¨i +
i−1 ~˙vi−1
)
+i ~˙wi ×i ~pi + 2i ~wi ×i Ri−1 ~z0q˙i+
+i ~wi × (i ~wi ×i ~pi) i traslacional
7. Obtiene la aceleración lineal del centro de gravedad del eslabón i:
i~ai =
i ~˙wi ×i ~si +i ~wi ×
(
i ~wi ×i ~si
)
+i ~˙vi
Llegado este punto, se comienza el algoritmo recursivo hacia detrás. Para
i = n . . . 1 el algoritmo realiza los pasos del 8 al 10:
8. Obtiene la fuerza ejercida sobre el eslabón i:
i ~fi =
{
fexterna i = n+ 1
iRi+1
i+1 ~fi+1 +mi
i~ai i = n . . . 1
9. Obtiene el par ejercido sobre el eslabón i:
i~ni =
i Ri+1
[
i+1~ni +
(
i+1Ri
i~pi
)×i+1 ~fi+1]+(i~pi +i ~si)×mi i~ai+iIi i ~˙wi+i ~wi×(iIi i ~˙wi)
10. Obtiene la fuerza o par aplicado a la articulación i:
i~τi =
{
i~ni
T iRi−1~z0 i rotacional
i ~fi
T iRi−1~z0 i traslacional
Donde τ es el par efectivo, es decir el par motor menos los pares de
rozamiento o perturbación.
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Desarrollo con EJS.
Dada la simplicidad del algoritmo y que las operaciones no conllevan
muchos cálculos matriciales, la implementación del algoritmo en EJS puede
realizarse tanto en Matlab (mediante archivos .m) como en Java (utilizando
la librería vectmath.jar). Aquí se mostrará parte del código para su desarrollo
en Matlab para un robot de 6gdl (archivo dinamica6.m).
Los parámetros de entrada al algoritmo son las posiciones, velocidades y
aceleraciones articulares que provienen del planificador. También es necesario
calcular el valor de las masas, las inercias de los eslabones y las matrices de
rotación i−1Ri entre sistemas D-H. Para el cálculo de las masas y de las
inercias, se puede suponer que los eslabones son cilindros macizos de un
determinado material. El cálculo de las inercias debe realizarse con respecto
a los ejes de su sistema D-H. Aquí se ve un ejemplo:
Figura 4.12: Propiedades geométricas del eslabón
Si se supone una densidad de σ para el material del eslabón, el cálculo de
la masa y de la matriz de inercias con respecto al sistema D-H de la Figura
90
4.5. Dinámica Inversa
4.12 es el siguiente:
me = σpir
2
ehe
Ixx =
[
1
4
mer
2
e +
1
12
meh
2
e
]
+
(
he
2
)2
me
Iyy =
1
2
mer
2
e
Izz = Ixx
El valor de los vectores entre sistemas D-H, de la posición del centro de
gravedad y de las matrices de rotación i−1Ri, pueden obtenerse fácilmente de
los valores que proporciona la cinemática directa (archivo cindir6.m) que se
llama cuando se mueve el robot (ver sección 4.2). Aquí se muestra el código
en Matlab con el que se construyen dichos valores para un robot de 6gdl:
% Matrices de Rotación entre sistemas de referencia D-H
% Los valores de Aij provienen del resultado de cindir6.m
r01 = A01(1:3,1:3); r10 = r01’;
r12 = A12(1:3,1:3); r21 = r12’;
r23 = A23(1:3,1:3); r32 = r23’;
r34 = A34(1:3,1:3); r43 = r34’;
r45 = A45(1:3,1:3); r54 = r45’;
r56 = A56(1:3,1:3); r65 = r56’;
% Operaciones para calcular los vectores
r02 = A02(1:3,1:3); r20=r02’;
r03 = A03(1:3,1:3); r30=r03’;
r04 = A04(1:3,1:3); r40=r04’;
r05 = A05(1:3,1:3); r50=r05’;
r06 = A06(1:3,1:3); r60=r06’;
% Cálculo de los vectores entre sistemas D-H.
% Los valores de pix, piy, piz (i=1...n) provienen del resultado de cindir6.m
r10p1 = r10*[p1x p1y p1z]’;
r20p2 = r20*[p2x-p1x p2y-p1y p2z-p1z]’;
r30p3 = [0 0 0]’; %todo ceros pq se encuentra sobre el mismo sistema 2
r40p4 = r40*[p4x-p3x p4y-p3y p4z-p3z]’;
r50p5 = [0 0 0]’; %todo ceros pq se encuentra sobre el mismo sistema 4
r60p6 = r60*[p6x-p5x p6y-p5y p6z-p5z]’;
% Cálculo de las posiciones de los centros de masas
r10s1 = r10p1*(-0.5);
r20s2 = r20p2*(-0.5);
r30s3 = r30p3*(-0.5);
r40s4 = r40p4*(-0.5);
r50s5 = r50p5*(-0.5);
r60s6 = r60p6*(-0.5);
Teniendo ya el valor de las masas, inercias, matrices de rotación y vectores
entres sistemas D-H, se comienza el algoritmo recursivo, calculando primero
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las velocidades y aceleraciones, y posteriormente las fuerzas y los pares. Dado
que son muchas operaciones, no se exponen en este documento y se remite
al lector al archivo dinamica6.m contenido en el CD, donde parte del código
se ha extraído de [Saltarén y otros, 2000] y de [Corke, 1996].
4.6. Conclusiones
En el contenido de este capítulo se ha explicado cómo desarrollar un labo-
ratorio virtual robótico mediante EJS. Se ha comprobado que, a pesar de la
complejidad presente en el modelo matemático de un robot, no resulta com-
plicado realizarlo mediante este software. EJS proporciona las herramientas
necesarias para modelar cualquier tipo de sistema físico, desde los más sim-
ples hasta los más complejos. Además, una gran ventaja que se ha podido
observar en este capítulo ha sido la capacidad de programación de EJS, ya
que está basado en Java y todo la API de este lenguaje puede ser utilizada.
Se ha descrito cómo modelar la cinemática directa e inversa, la planifica-
ción de trayectorias de distintos interpoladores y la dinámica inversa de un
robot. La cinemática es la que proporciona el movimiento del robot en la vista
de la simulación, que puede realizarse dando valores articulares (cinemática
directa) o mediante valores al extremo del robot (cinemática inversa). Se ha
implementado distintos interpoladores en el espacio articular para describir el
movimiento del robot. A través de ellos, es posible visualizar la evolución tem-
poral de las posiciones, velocidades y aceleraciones articulares. Finalmente,
la dinámica inversa proporciona el par necesario en las articulaciones durante
la ejecución de una tarea.
Como conclusión, comentar que este capítulo representa sólo un primer
paso para el desarrollo de laboratorios virtuales de disposotivos robóticos
mediante EJS. Y aunque sea sólo una base para la creación de este tipo de
aplicaciones, se ha presentado algún aspecto como el modelado de la dinámi-
ca, que actualmente se encuentra en desarrollo, que es un tema muy novedoso
en los simuladores robóticos de distribución libre.
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Entornos Colaborativos
5.1. Introducción
La irrupción de las Tecnologías de la Información y la Comunicación
(TIC) en nuestra sociedad ha sido espectacular, y desde el mundo educativo,
no podemos ser ajenos a ello. Prueba fehaciente de este hecho ha sido la
aparición de nuevas formas de enseñanza y aprendizaje, tales como los la-
boratorios virtuales. Este innovador objeto de aprendizaje (Learning Object)
ya ha sido evaluado exitosamente por varios investigadores en la enseñanza
virtual universitaria [Torres y otros, 2006].
Tal y como se comentó con anterioridad (Capítulo 2), el laboratorio vir-
tual se considera como una herramienta de auto-aprendizaje que permite al
alumno comprender mejor los conceptos y tener una visión más intuitiva de
los fenómenos. Sin embargo, la mayoría de los laboratorios virtuales son di-
señados para ser usados de forma individual (laboratorio virtual monolítico),
y no permiten el trabajo en grupo ni la colaboración entre los estudiantes y
el profesor.
En los últimos años, se han realizado investigaciones para determinar el
impacto de los laboratorios virtuales en la docencia universitaria [Candelas y
otros, 2003b]. Una de las principales conclusiones de dichos estudios ha sido
que el estudiante valora muy positivamente la docencia virtual, además de
que los laboratorios virtuales le ayudan a comprender mejor los conceptos. Sin
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embargo, consideran los laboratorios virtuales como un apoyo a la enseñanza,
no como una alternativa, ya que según las investigaciones, el alumno prefiere
asistir al laboratorio real, compartir sus problemas con los demás y tener el
apoyo de un profesor.
Durante los últimos años, se han desarrollado muchos entornos web de
aprendizaje donde se ha incluido la colaboración y la comunicación. Actual-
mente, podemos distinguir dos tipos de entornos colaborativos: los on-line o
síncronos y los off-line o asíncronos. Con respecto a los síncronos, son los
entornos que más se aproximan a la enseñanza tradicional, ya que permiten
a los estudiantes compartir experiencias en tiempo real durante la clase vir-
tual. En cuanto a los asíncronos, los integrantes de la clase no tienen porque
estar conectados al mismo tiempo al sistema, aportando gran flexibilidad en
el horario.
La mayoría de los entornos colaborativos on-line existentes en la actuali-
dad, utilizan herramientas clásicas para la comunicación entre los integrantes
de la clase tales como chats, video streams, pizarras compartidas [Kreutz y
otros, 2000] e incluso paneles de dibujo interactivos [Snow y otros, 2005]. Sin
embargo, dichas herramientas limitan el aprendizaje a la hora de explicar
conceptos de carácter técnico, que podrían ser observados más fácilmente a
través de las simulaciones de un laboratorio virtual. Aun así, el principal pro-
blema que existe actualmente es que hay muy pocos entornos colaborativos
de carácter síncrono.
Entre uno de los entornos asíncronos más importantes, está eMersion
[Gillet y otros, 2005]. Este sistema permite el acceso individual a laboratorios
virtuales y remotos a través de la web. Además, dentro de este entorno se
ha integrado eJournal [Fakas y otros, 2005], espacio electrónico donde los
usuarios pueden compartir documentos y resultados de experimentos.
A día de hoy, existen entornos síncronos donde se ha intentado combinar
laboratorios virtuales y herramientas clásicas de comunicación [Abler y Wells,
2005]. Sin embargo, han resultado ser entornos complejos y la necesidad de
utilizar software costoso para implementar los laboratorios virtuales, como
por ejemplo Matlab Web Server 1.
Considerando lo expuesto, se ha desarrollado un prototipo de un sistema
de comunicación síncrono a través del protocolo TCP/IP entre simulaciones
Java desarrolladas con EJS, con el fin de ser integradas dentro de entornos
colaborativos on-line y realizar la enseñanza en tiempo real a través de In-
1Matlab Web Site: http://www.mathworks.com/
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ternet. Dicho sistema de sincronización se ha incluido como una opción más
del software EJS en una versión experimental, de forma que se aplica a las
simulaciones compiladas con esta versión.
Este capítulo se ha divido en tres secciones. En el primero, se comen-
tan las herramientas más destacadas en la actualidad para la creación de
entornos web colaborativos. Posteriormente, se explica el sistema de comu-
nicación desarrollado entre las simulaciones interactivas EJS. Y finalmente,
se expondrán algunas conclusiones de los resultados obtenidos.
5.2. Sistemas de gestión de contenidos
El aprendizaje colaborativo vía web busca propiciar espacios electrónicos
de trabajo en los que se dé el desarrollo de habilidades individuales y grupales
a partir de la discusión entre los estudiantes y el profesor a la hora de explo-
rar nuevos conceptos. Los sistemas de gestión de contenidos (CMS, Content
Management System) o Groupware [Baumgartner, 2004] facilitan la creación
de dichos espacios de trabajo para ayudar al aprendizaje colaborativo virtual.
Los CMS son herramientas poderosas que permiten compartir toda clase
de conocimiento relativo a un grupo de personas y facilitan el movimiento y
control de la información que se manipula constantemente. Los módulos que
integran para ello son, principalmente:
Calendario y planificación.
Videoconferencia.
Sistemas de reunión electrónica.
Pizarra electrónica y conferencia de datos.
Conversación (chat).
Correo electrónico.
Conferencia y grupos de noticias.
Con la ayuda de estas herramientas citadas y los laboratorios virtuales
se podrán crear entornos colaborativos on-line, donde un grupo de alumnos
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coordinados por un profesor, comparta experiencias y experimentos. Por esta
razón, se pensó en crear el sistema de comunicación síncrono entre las simu-
laciones y de este modo, poder realizar la enseñanza en tiempo real a través
de Internet.
Se ha dividido los CMS en dos tipos: los de uso genérico, softwares para
la creación y personalización de entornos colaborativos, y los específicos,
entornos colaborativos propios desarrollados en universidades.
5.2.1. CMS de uso genérico
Entre los CMS de uso genérico más destacados podremos nombrar a los
siguientes:
BSCW (Basic Support for Cooperative Work). BSCW2 es una apli-
cación en la que se pueden almacenar documentos u otros objetos que
deseen compartir los miembros de un grupo de trabajo. Esta herramien-
ta proporciona todos los recursos básicos necesarios para experiencias
de trabajo cooperativo que se apoyen en las posibilidades de Internet,
intranet y extranet, de forma sincrónica y asíncrona. Permite, por tan-
to, crear espacios de trabajo compartido capacitados para almacenar,
gestionar, editar y compartir documentos.
MOODLE. Es un entorno off-line de muy reciente creación desarrolla-
do por Martin Dougiamas. Moodle3 es el acrónimo de Modular Object-
Oriented Dynamic Learning Environment (Entorno de Aprendizaje Di-
námico Orientado a Objetos y Modular). Se trata de un software para
la creación de cursos y sitios Web basados en Internet. Posee muchas
herramientas que gestionan desde la administración de los usuarios y
cursos hasta módulos de foro, consulta, cuestionarios y tareas.
Sinergia4. Entorno virtual gratuito desarrollado por Gregorio Jiménez
para el aprendizaje colaborativo on-line donde el usuario accede como
estudiante o profesor, configurando su cuenta como tal y con la posibili-
dad de utilizar diversas herramientas tales como: pizarras colaborativos,
foros, cuentas, correo, etc,. . .
2BSCW web page: http://bscw.fit.fraunhofer.de/
3Moodle web page: http://moodle.org/
4Sinergia web page: http://www.synergeia.info/
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5.2.2. Campus Virtual de la UA
Existen aplicaciones específicas de determinadas organizaciones, especial-
mente webs o intranets de universidades, que también incluyen funciones
de trabajo o docencia en grupo. Cabe destacar el Campus Virtual de la
Universidad de Alicante. Es un entorno web para la gestión académica y ad-
ministrativa de los profesores, alumnos y personal de administración de la
Universidad de Alicante. Mediante esta herramienta el profesor puede ob-
tener listas de alumnos, visualizar sus fichas, preparar horarios, contestar a
tutorías, proponer y moderar debates, realizar docencia presencial, gestio-
nar su currículum, ver sus nóminas, etc,. . . . El alumno puede acceder a sus
asignaturas, ver sus calificaciones, realizar consultas a profesores, asistir a
una clase virtual, etc,. . . . Además esta aplicación web incluye capacidades
de trabajo en grupo off-line, como muestra la Figura 5.1.
Figura 5.1: Campus Virtual de la Universidad de Alicante
5.3. Descripción del sistema de comunicación
5.3.1. Conceptos previos
Antes de comenzar con la descripción del sistema de comunicación, es
necesario que el lector conozca algunos conceptos de las simulaciones inter-
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activas de EJS. Aunque ya existe un manual del software como un apéndice
del documento, para que el lector no tenga que leerlo completamente se re-
dactan aquí unas breves líneas.
Las simulaciones EJS constan de dos partes bien diferenciadas: el modelo
y la vista. El modelo está constituido por las variables de la simulación,
su valor inicial y por las ecuaciones matemáticas que rigen la evolución del
sistema. La vista es la interfaz de usuario donde se muestra la representación
gráfica de los diferentes estados del sistema. Ambas partes se encuentran
interconectadas. Cualquier cambio en el estado del modelo es visualizado en
la vista, y si el usuario interacciona con ella (controles de la interfaz), es
capaz de modificar el valor de una variable del modelo.
Durante la ejecución de la simulación, EJS crea las variables, las inicia-
liza y ejecuta las ecuaciones del modelo cada cierto diferencial de tiempo
para alcanzar un nuevo estado. Esta última fase es conocida como paso de
simulación o step. Posteriormente, EJS actualiza la vista para visualizar el
nuevo estado alcanzado y vuelve a ejecutar las ecuaciones para continuar la
evolución del sistema.
Unas de las propiedades más interesantes que posee EJS es la interacti-
vidad de sus simulaciones [Dormido y otros, 2005]. Cada vez que el usuario
pulsa un control o interacciona con algún objeto de la vista, se producen
eventos que la simulación se ocupa de captar y gestionar. El usuario es el
encargado de darle funcionalidad a estos eventos. Para esta tarea, EJS pro-
porciona una serie de métodos predefinidos entre los que hay que destacar
los siguientes:
play(). Ejecuta la simulación. Es decir, da steps cada diferencial de
tiempo.
pause(). Detiene la evolución de la simulación.
reset(). Detiene la simulación y la lleva a su estado inicial.
update(). Actualiza las variables del modelo.
Existen muchos más métodos predefinidos, sin embargo los nombrados son
los más importantes para la gestión de la simulación. Si el lector desea leer
más información, puede ver el manual contenido en la memoria (Apéndice
A) o dirigirse a [Esquembre, 2004].
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5.3.2. Comunicación entre las simulaciones
Este punto describe cuáles son los roles de cada uno de los componentes
de la clase virtual: profesor y alumno. También se comenta su funcionalidad y
las posibilidades de cada uno. Finalmente, se explica el porqué del protocolo
de comunicación utilizado y la arquitectura del sistema.
Componentes y funcionalidad del sistema
Como se ha comentado anteriormente, la clase virtual se compone de
la simulación del profesor (maestro) y de las simulaciones de los alumnos
(esclavos).
El maestro es el encargado de gestionar la sesión y la evolución de la
simulación. Con respecto a la sesión, el maestro posee una lista de los alumnos
conectados (Figura 5.2), a los que en cualquier momento puede desconectar.
Referente a la simulación, es el único que puede interactuar sobre ella en
un primer momento y comunicar a los alumnos conectados el estado de la
misma.
Figura 5.2: Lista de alumnos conectados
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Para el comienzo de la sesión, el maestro debe activar el modo colabora-
tivo (estado de escucha). A partir de este instante, los alumnos que deseen
podrán conectarse al maestro, con la consecuente deshabilitación de todos
los controles de su simulación para no poder interactuar con ella (Figura
5.3). Todos los alumnos conectados en la misma sesión, visualizarán en su
simulación lo que el profesor realice sobre la suya.
Otra funcionalidad importante es la asignación de la tiza (ver punto
5.3.3). Con ella el maestro da a la simulación de un alumno el permiso de
llevar el control sobre todas las demás. Tan sólo son permisos para la simu-
lación, ya que la gestión de la sesión siempre queda en manos del maestro.
Figura 5.3: Componentes del sistema
Protocolo de comunicación
El sistema de comunicación (Figura 5.4) entre las simulaciones está basa-
do en TCP sockets (Figura 5.4). Durante el diseño del sistema, se planteó la
posibilidad de utilizar protocolos de más alto nivel, como por ejemplo HTTP.
Esta opción permitía evitar posibles problemas con los firewalls. Sin embargo,
se desechó fundamentalmente por dos razones:
1. Por la necesidad de tener instalado en el maestro un software para dar
servicios como servidor de Internet (IIS, Apache, etc,..).
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2. Por el procedimiento de petición-respuesta del protocolo en sí, que com-
plicaba la sincronización entre las simulaciones.
Mediante el protocolo TCP/IP estos problemas son evitados, y si además
realizamos la comunicación por el puerto 80, también conseguimos evitar los
posibles problemas con los firewalls, que era la principal ventaja de HTTP.
El principal problema en el uso de este protocolo para la comunicación
entre las simulaciones, es en el caso en que los alumnos se encuentren en
redes con conexiones WAN deficientes. Esta dificultad aumenta el retardo en
la conexión y consecuentemente ralentiza la ejecución de la simulación. En
cualquier caso, siempre se mantienen sincronizadas.
Figura 5.4: Sistema de comunicación
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Arquitectura del sistema
Dado que la funcionalidad de la simulación del profesor y la del alumno
son distintas, es necesario diferenciar sus arquitecturas.
Para iniciar el sistema de comunicación, el maestro debe activar el modo
colaborativo. A partir de este momento un SocketServer Java abre un puerto
determinado y comienza la escucha de peticiones de los alumnos (Figura 5.5).
Este proceso de escucha es el responsable de la conexión y desconexión de
las simulaciones de los alumnos.
Por cada petición aceptada, se crea un elemento más en un vector de
conexiones (sockets esclavos), además de actualizar la lista de alumnos. Dicho
elemento, contiene información referente a la procedencia del alumno (IP y
puerto) conectado a la clase virtual. El objeto repetidor es el encargado de
enviar los datos del estado actual de la simulación a todos los elementos de
dicho vector. Cada cambio o evento en la simulación maestra es comunicado
al repetidor, que se encarga de ponerlo en la red y hacerlo llegar a los clientes
IP.
Figura 5.5: Arquitectura del Maestro
Además, para poder conocer el estado de cada una de las simulaciones de
los alumnos, se establece un lector por cada conexión aceptada. Dicho objeto
se encarga de comunicar al maestro si el esclavo ha realizado correctamente el
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paso de simulación que le envió el repetidor. Una vez que se han recibido todas
las confirmaciones de los esclavos, el maestro puede continuar con la evolución
del sistema. Así, se consigue la sincronización deseada en las simulaciones.
En el caso de existir un esclavo con la tiza asignada, el maestro actúa
como si fuera un alumno, además de comunicarle al resto las órdenes que
recibe de dicha simulación.
La arquitectura del esclavo es mucho más sencilla que la del maestro
(Figura 5.6). Una vez establecido el canal de comunicación (socket), sólo
existe un intercambio de datos profesor-alumno. Un proceso receptor se ocupa
de recibir las órdenes del maestro para controlar y actualizar la simulación.
Y un remitente de datos, comunica al lector correspondiente del maestro (ver
Figura 5.5), el estado de la simulación.
Figura 5.6: Arquitectura del Esclavo
Si el esclavo tiene la tiza asignada, sus controles se habilitan para que el
alumno pueda interactuar sobre ella y comportarse como si fuera el maestro
de la clase virtual.
5.3.3. Sincronización on-line
El sistema de comunicación y sincronización de las simulaciones se ha in-
cluido como una opción más del software EJS en una versión experimental,
de forma que se aplica a las simulaciones compiladas con esta versión. Desde
una simulación EJS que se encuentre en un ordenador con conexión a Inter-
net, es posible ponerla a la escucha de peticiones de alumnos o conectarse a
una simulación maestra para recibir una clase virtual.
Dado que se está trabajando con simulaciones idénticas, el modelo del
sistema es el mismo para todos los componentes de la sesión, facilitando la
tarea de actualización de variables y refresco de la vista.
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Por el socket de comunicación establecido entre el profesor y el alumno,
se envía objetos Java que normalmente contienen Strings. Aquí, es necesario
distinguir entre dos tipos de mensajes:
1. Los correspondientes al paso de simulación.
2. Los correspondientes a eventos como: pause(), reset(), update(), etc,. . .
Paso de simulación
Tal y como se comentó anteriormente, el paso de simulación o step es la
resolución del modelo del sistema en un diferencial de tiempo. Por tanto, para
sincronizar las simulaciones, es necesario que todas se encuentren en el mismo
step. Para ello, cuando el maestro comienza la ejecución de la simulación y
da el primer paso de simulación, envía a través del repetidor la orden “step”
para el resto de simulaciones. En este momento, para la ejecución y se pone
en espera hasta que todas las simulaciones de los alumnos hayan realizado
el step. De esta manera se consigue la sincronización, propiedad necesaria
para el correcto desarrollo de una clase de aprendizaje colaborativo on-line.
Además, en el maestro se define un tiempo de espera de las confirmaciones
de step de sus clientes, y si un cliente no contesta se le ignora. De este modo
se evita que un cliente pare la simulación.
Eventos
En el caso de los eventos, el sistema de comunicación es más sencillo.
Gracias a que EJS capta y gestiona los eventos, tan sólo tenemos que decirle
que envíe el mensaje cuando ese evento tenga lugar. Aquí, no es necesario
esperar a que los clientes verifiquen que han ejecutado la orden.
Asignación de la tiza
Como se ha comentando en este artículo, el sistema de comunicación
puede dar el permiso a un alumno de controlar el estado de la simulación.
El maestro sólo puede asignar la tiza a uno de los alumnos conectados.
En el momento de la asignación, se desconectan los controles de la simulación
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maestra y se activan los de la simulación esclava que posee la tiza para poder
controlarla.
Para la sincronización, no es necesario que la simulación con la tiza tenga
la lista de alumnos, ya que todas las acciones que realice son comunicadas
al maestro, que se encarga de retransmitirlas al resto de clientes conectados.
En el caso del step, el esclavo que posee la tiza se espera a que el maestro le
indique que todos los alumnos han dado el paso de simulación.
5.3.4. Conclusiones
La combinación de los laboratorios virtuales y los entornos colaborativos
on-line es hoy en día la unas de las mejores alternativas para la educación
a distancia. Los laboratorios virtuales son herramientas de auto-aprendizaje
que ayudan a comprender mejor los conceptos a los alumnos. Y los entor-
nos colaborativos on-line permiten compartir ideas y experiencias entre el
profesor y los alumnos en tiempo real.
Muchos entornos colaborativos existentes en la actualidad incluyen labo-
ratorios virtuales y remotos. Sin embargo, muy pocos de ellos son de carácter
síncrono. Motivados por esta carencia, se ha desarrollado un primer prototipo
de un sistema de comunicación on-line, usando TCP Sockets, entre simula-
ciones interactivas desarrolladas con EJS.
El sistema se ha incluido como una opción más del software EJS, con la
ventaja de que cualquier simulación creada con esta herramienta y usada en
un ordenador conectado a Internet, sirve para realizar una clase virtual. La
sincronización de las simulaciones permite al profesor enseñar en tiempo real
a todos los alumnos conectados.
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CAPÍTULO 6
Resultados Obtenidos
En este capítulo se expondrán los distintos laboratorios virtuales y remo-
tos desarrollados, así como las aportaciones realizadas a EJS, como resultado
durante el periodo de investigación. Es importante comentar que parte de las
aplicaciones que se van a describir se han presentado en congresos nacionales
e internacionales (ver sección 7.3).
6.1. Laboratorios Virtuales
Laboratorio virtual de un robot de 6gdl tipo PA-10.
Para el primer laboratorio virtual desarrollado se utilizó la versión antigua
de EJS y se usó la conexión con Matlab [Sanchez y otros, 2005]. Por lo tanto,
el modelo del robot se definió mediante una serie de archivos en códigoMatlab
(archivos .m). EJS se utilizó para el desarrollo de la interfaz (vista del robot
y controles), declarar las variables y conectarlas con las variables de salida del
modelo robótico. Cada cambio en la interfaz de usuario se envía al workspace
de Matlab y es leído por el modelo. De igual modo, las salidas del modelo se
escriben en el workspace que EJS se encarga de leer para actualizar la vista
de la aplicación. Como vemos en la Figura 6.1, el intercambio de datos entre
EJS y Matlab se realiza a través del workspace.
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Figura 6.1: Conexión entre EJS y Matlab
La vista principal del laboratorio virtual se muestra en la Figura 6.5. La
parte superior contiene una representación 3D del espacio de trabajo donde
se visualiza el robot de 6gdl. Los diálogos que observamos se utilizan para
mover el robot. En la parte inferior se visualiza el valor de cada una de
las articulaciones, de la posición (X, Y, Z) y orientación [n, s, a] del punto
final. Las distintas opciones que implementa el laboratorio virtual son las
siguientes:
Cinemática directa e inversa. Tal y como se comentó en la sección
4.2, el movimiento del robot se basa en la implementación del modelo
cinemático directo e inverso del mismo. De este modo, es posible mo-
ver el robot dando valores a cada una de sus articulaciones (controles
q1 . . . q6) o especificando la posición (controles X, Y, Z) y orientación
(controles X◦, Y ◦, Z◦) del punto final. Con respecto a la orientación,
los valores de (X◦, Y ◦, Z◦) corresponden a los ángulos Yaw, Pitch, Roll
[Barrientos y otros, 1997].
Parámetros geométricos. En la aplicación desarrollada es posible cam-
biar el valor de los parámetros geométricos del robot. La simulación se
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actualiza dinámicamente mientras el usuario cambia dichos parámetros
(Figura 6.2).
Figura 6.2: Parámetros Geométricos
Planificador de trayectorias. La aplicación implementa un planificador
de trayectorias en el espacio articular. En concreto, la trayectoria poli-
nómica 4-3-4 (sección 4.4). Como vemos en la Figura 6.3, la aplicación
grafica la trayectoria 3D en el espacio de trabajo y la evolución tempo-
ral de las posiciones, velocidades y aceleraciones.
Figura 6.3: Planificador de trayectorias 4-3-4
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Configuración del entorno de trabajo. Es posible introducir objetos pre-
diseñados en el entorno (Figura 6.4), tales como cubos, conos, esfe-
ras,. . . Esta opción de la aplicación se encuentra todavía en desarrollo,
ya que se pretende la introducción de tales objetos no sólo para con-
figurar el entorno de trabajo, si no también para poder manipularlos
mediante el robot.
Figura 6.4: Diálogo para insertar objetos en el entorno
6.2. Laboratorio Remoto
Nuestro grupo de investigación desarrolló un sistema de teleoperación
denominado Robolab [Candelas y otros, 2003a]. Dicho sistema es capaz de te-
leoperar robots industriales a través de Internet localizados en un laboratorio
físico. Aprovechando la arquitectura de este sistema, se ha desarrollado un
laboratorio remoto mediante EJS capaz de controlar remotamente un robot
tipo Scorbot-ER IX.
El sistema de teleoperación desarrollado puede utilizarse desde cualquier
ordenador que posea conexión a Internet. La aplicación puede ser ejecutada
como un programa stand-alone o como un applet desde un explorador. Puede
accederse a una versión reciente de la aplicación en forma de applet a tra-
vés de la dirección web http://www.aurova.ua.es/robolab/index.html.
Además, la interfaz proporciona un entorno virtual muy real con el que el
usuario puede simular y practicar trayectorias antes de teleoperar el robot.
A continuación se exponen más detalles del laboratorio remoto desarrollado.
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Figura 6.5: Interfaz de usuario del laboratorio virtual
Arquitectura del sistema
Los diferentes elementos que componen el sistema se muestran en la Fi-
gura 6.6. Como se puede observar, existen dos partes bien diferenciadas: el
usuario conectado a Internet con la aplicación EJS y el laboratorio remoto
con todos sus elementos hardware.
Para ejecutar la aplicación, el usuario tan sólo necesita poseer acceso a In-
ternet, un explorador web, y tener instalado la JVM (Java Virtual Machine)
1.6 y Java 3D Runtime 1.4 o mayor.
Los componentes principales del laboratorio remoto son el robot Scorbot
y su controlador RS-232. Respecto al resto de elementos hardware, el servidor
principal es el que actúa como servidor web del laboratorio remoto. Se encarga
de controlar el acceso de los usuarios y de contener el applet de teleoperación
al que accede el cliente. El servidor de teleoperación se encarga de validar
las órdenes de posición que envía el usuario desde la aplicación, traducirlas a
lenguaje ACL (Advanced Control Language), lenguaje de programación del
robot, y remitirlas al controlador para ser ejecutadas. El servidor de vídeo es
un AXIS 24001 que permite a los usuarios tener realimentación visual durante
1AXIS Web Site: http://www.axis.com/
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Figura 6.6: Arquitectura del sistema
el proceso de teleoperación. Finalmente, existe un Firewall en la entrada de
red del laboratorio que aumenta su seguridad.
Interfaz de usuario
Para el desarrollo de la aplicación se ha empleado una versión más ac-
tual de EJS que la utilizada con el laboratorio virtual descrito en la sección
anterior. Mediante esta versión, se consiguen unos gráficos más reales y con
mejor apariencia, tal y como se observa en la Figura 6.7 donde se muestra la
interfaz de usuario.
La distribución de las distintas partes en la interfaz es muy similar a
la del laboratorio virtual explicado en la sección anterior: en el centro, la
representación 3D del robot junto con su espacio de trabajo; en la parte
inferior, los campos numéricos con el valor de cada una de las articulares y
del punto final; y a la derecha, controles que implementan funciones como
zoom, mostrar/ocultar los sistemas D-H, etc, . . . . Además, las opciones que
incorpora son prácticamente las mismas: cinemática directa e inversa y el
planificador. La única diferencia es que el tipo de planificador no es el mismo:
aquí es de tipo lineal (ver sección 4.4). Los tipos de trayectorias que puede
simular el usuario con el interpolador lineal son dos: síncronas y asíncronas.
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Figura 6.7: Interfaz de usuario del laboratorio remoto
Cada vez que el usuario ejecute una trayectoria, puede guardarla en una
lista para su posterior ejecución. Si existe más de una trayectoria en la lista,
ya sean síncronas o asíncronas, el usuario puede ejecutarlas secuencialmente
(Figura 6.8). La simulación también pinta la trayectoria 3D realizada por el
extremo del robot y grafica la evolución de los valores articulares con respecto
al tiempo.
Figura 6.8: Lista de trayectorias de la interfaz
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Teleoperación.
Después de que el usuario haya realizado una trayectoria en la simulación,
puede teleoperar el robot localizado en un laboratorio remoto desde la misma
interfaz. Para ello, es necesario que el usuario esté registrado en una base de
datos que se encuentra en el servidor principal.
La comunicación entre la aplicación EJS y el servidor principal del labo-
ratorio remoto es mediante el protocolo HTTP. El usuario envía a través de
una URL los datos de acceso (usuario y contraseña) y los valores articulares
de la trayectoria. Una vez que los datos llegan al servidor, un módulo de
ASP (Active Server Pages) comprueba la identidad del usuario en una base
de datos y si se encuentra registrado, envía la trayectoria articular al servidor
de teleoperación para ser ejecutada por el robot remoto.
El servidor de teleoperación es una programa en Java que se comunica
mediante TCP sockets con el servidor principal. El intercambio de datos en-
tre ambos consta de las trayectorias a ejecutar (servidor principal→ servidor
teleoperación) y de la realimentación de los valores articulares durante la eje-
cución de la trayectoria (servidor teleoperación → servidor principal). Antes
de ejecutar una trayectoria en el robot físico, el servidor de teleoperación
comprueba en una simulación local que dicha trayectoria es correcta. Esta
acción se realiza para garantizar el uso correcto del robot físico y de esta
manera, no dañar los elementos del laboratorio.
Figura 6.9: Comunicación Cliente EJS-Robot Teleoperado
Opciones de realimentación.
Para visualizar el movimiento real del robot desde la interfaz cliente, la
aplicación dispone de dos opciones de realimentación. La primera es mediante
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un flujo de vídeo comprimido que genera el servidor AXIS 2400 y se trans-
mite a la aplicación EJS para ser mostrada de forma on-line. La segunda
consiste en una actualización de la simulación con información recibida des-
de el controlador del robot de los valores articulares reales (Figura 6.10). De
esta manera, el usuario observa una representación gráfica del estado real del
robot empleando menos ancho de banda que en el caso del vídeo.
Figura 6.10: Opciones de realimentación (simulación-vídeo)
6.3. Aportaciones a EJS
Tal y como se comentó en la sección 5.3, se ha incorporado a una versión
experimental de EJS un sistema de comunicación síncrona a través de In-
ternet entre simulaciones creadas con este software. El sistema es un primer
prototipo, cuyos resultados experimentales que se muestran a continuación,
han sido satisfactorios.
En primer lugar, se probó el sistema de comunicación ejecutando las simu-
laciones sobre el mismo ordenador. Como vemos en la Figura 6.11, se puede
observar la sincronización entre tres simulaciones de un tiro parabólico. La
simulación más a la izquierda es la maestra (controles activos), mientras que
las otras dos son las esclavas (controles desactivados). El campo numérico
que se encuentra marcado es el tiempo de simulación, que como podemos
observar es el mismo en todas.
Posteriormente, el sistema de comunicación se probó en una red local,
con un número de tres ordenadores con simulaciones esclavas conectadas a un
ordenador maestro. La sincronización resultó ser más rápida que realizándola
sobre un mismo ordenador, ya que en este último caso, la sobrecarga de todos
115
Resultados Obtenidos
Figura 6.11: Simulaciones sincronizadas
los procesos de las simulaciones ejecutándose sobre la misma CPU ralentizaba
la comunicación.
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CAPÍTULO 7
Discusión y Conclusiones
Este trabajo se ha centrado fundamentalmente en el desarrollo de labo-
ratorios virtuales y remotos en el campo de la robótica industrial. Las apli-
caciones desarrolladas proporcionan entornos innovadores para la simulación
y teleoperación de robots industriales. Están principalmente orientadas a la
enseñanza y práctica de robótica, permitiendo al usuario aprender mediante
el uso de dichos entornos virtuales y remotos.
Para el desarrollo de las aplicaciones se ha empleado EJS, software de
distribución libre para la creación de simulaciones interactivas en Java. Dicho
programa ha proporcionado las herramientas necesarias para la creación de
las interfaces de usuario y de los entornos virtuales, para el desarrollo del
modelo matemático del sistema a simular, y para la programación de las
tareas de teleoperación.
Tal y como se ha comentado durante el desarrollo de este documento, la
combinación de los laboratorios virtuales y los entornos colaborativos on-line
es hoy en día una de las mejores alternativas para la educación a distancia.
De este modo, y acogiéndonos a uno de los objetivos del trabajo (“Mejorar la
interacción colaborativa on-line de este tipo de arquitecturas”) se ha comen-
zado a desarrollar un sistema de comunicación síncrono entre simulaciones
interactivas a través de TCP Sockets (capítulo 5). Además, se pretende in-
cluir este sistema como una opción más del software EJS y de este modo,
cualquier simulación que se cree con esta herramienta desde un ordenador
conectado a Internet, pueda realizar una clase virtual.
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7.1. Análisis de los resultados
Realizando una síntesis de este breve período de investigación, se pue-
de deducir que el software escogido para el desarrollo de las aplicaciones
presentadas ha sido el correcto. EJS ha permitido la creación de laborato-
rios virtuales y remotos de dispositivos robóticos en muy poco tiempo y sin
necesidad de ser un experto programador en Java. Sus herramientas han pro-
porcionado la capacidad suficiente para desarrollar entornos virtuales 3D con
un gran realismo, además de poder implementar funciones de programación
remota. Sus simulaciones pueden ejecutarse como applets desde cualquier ex-
plorador web, y además, pueden ser integradas con otras simulaciones EJS
en entornos como eMersion.
Los laboratorios virtuales y remotos desarrollados se están utilizando co-
mo plataformas de aprendizaje a distancia de robótica industrial. Son aplica-
ciones que incorporan una interfaz muy sencilla apta para cualquier usuario,
con simulaciones gráficas de dispositivos robóticos muy reales y con la po-
sibilidad de experimentar con una gran variedad de conceptos de robótica
(cinemática directa, inversa, planficación de trayectorias, dinámica, etc,. . . ).
Asimismo, resultan novedosas entre la gran lista de aplicaciones desarrolladas
con EJS. Además, presentan una posible solución a los problemas existen-
tes en los laboratorios experimentales universitarios (sección 2.1), ya que su
empleo permite al alumno ser adiestrado de una forma efectiva y económica
[Candelas y Moreno, 2005].
Con respecto a las resultados obtenidos del primer prototipo del sistema
de comunicación entre simulaciones, se puede afirmar que han sido satisfac-
torios. Se ha conseguido una sincronización en tiempo real a través de la red
de la evolución de una simulación Java. De esta manera, es posible realizar
una clase virtual donde un grupo de alumnos, coordinados por un profesor,
pueda experimentar con la misma simulación de forma on-line.
7.2. Trabajos Futuros
Actualmente existen diferentes líneas para la continuación del presente
trabajo. Se han dividido en dos grandes grupos: las relacionadas en la me-
jora de los laboratorios virtuales y remotos, y las relacionadas con nuevas
aportaciones al software EJS.
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Con respecto a las primeras, se pretende desarrollar las siguientes ideas:
Implementar la planificación de trayectorias en el espacio cartesiano.
Para ello será necesario modelar el jacobiano del dispositivo robótico
y de este modo, el movimiento del robot en la simulación podrá ser
comandado por velocidades en el extremo del robot.
Incluir la manipulación de los objetos insertados en la vista de la simu-
lación. Así, el robot podrá realizar operaciones de agarre y traslado de
objetos (pick & place).
Implementar el modelo dinámico completo. Dada la complejidad de este
trabajo, se recurrirá a la comunicación que posee EJS con softwares
orientados al modelado de sistemas, tales como Modelica [Elmqvist y
otros, 1999] o Matlab.
Creación de herramientas para facilitar la programación de tareas de
alto nivel del dispositivo robótico tanto en la simulación local como
en la teleoperación. Un ejemplo de este tipo de herramientas puede
ser el desarrollo de un módulo para el envío de órdenes por medio de
comandos de voz.
Desarrollo de un modelo de cámara para insertarlo en la vista de la
aplicación. De este modo, se podrá simular la imagen de una cámara
situada en el entorno virtual. Esta aportación podrá ser utilizada para
realizar control visual en la simulación, programando el algoritmo de
control a partir de las características obtenidas de la cámara virtual
modelada. La trayectoria conseguida se enviaría al robot real a través
de Internet.
Creación de interfaces para el uso de dispositivos tales como joysticks u
otros dispositivos de interacción háptica de bajo coste principalmente,
para controlar la simulación y el robot remoto.
Inclusión de objetos virtuales en el entorno remoto mediante realidad
aumentada. De este modo, si el usuario introduce un objeto en la simu-
lación, podrá ser visualizado superpuesto virtualmente en el laboratorio
remoto.
Reconocimiento 3D. Desarrollo de un módulo de reconocimiento de
objetos 3D en el laboratorio remoto real y su inclusión como modelos
virtuales en el entorno de la simulación.
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Creación de una toolbox de robótica en Java mediante la librería vect-
math.jar para que no sea necesario utilizar Matlab y de este modo,
facilitar la tarea de programación en la realización de simulaciones de
robots.
Creación de cursos HTML para el aprendizaje de robótica donde las
simulaciones puedan descargarse en forma de applets.
Referente a las nuevas aportaciones al software EJS, se pretende:
Mejorar el sistema de comunicación síncrono entre las simulaciones, ya
que uno de los inconvenientes que presenta es que el alumno conectado
a una clase virtual necesita poseer el archivo de la simulación y las
librerías para su ejecución. Por tanto, se pretende que el sistema de
comunicación genere una URL con un applet que contenga la simulación
sincronizada. De este modo, el alumno se conectará a esta dirección web
sin necesidad de poseer en su PC la simulación ni las librerías para su
ejecución.
Desarrollar una nueva interfaz gráfica para EJS. Tal y como se ha co-
mentado en la memoria, actualmente EJS sólo permite utilizar dos
tipos de paneles. El Simple 3D, cuyos objetos provienen de una librería
gráfica incorporada en EJS y el Display 3D, que carga objetos de la
API de Java 3D. La primera biblioteca funciona correctamente, pero
los gráficos que genera son muy simples y con escasa calidad gráfica.
Respecto al panel Display 3D, su calidad es mayor, sin embargo suele
dar muchos problemas en la generación del código y provocando erro-
res de ejecución. Además, para ambos paneles sólo es posible introducir
objetos prediseñados, tales como cubos, cilindros, conos y esferas. Por
lo tanto, se pretende la creación de un nuevo panel que pueda cargar
objetos VRML. Los gráficos en dicho formato poseen una mayor ca-
lidad gráfica que los existentes en EJS. Además, mediante esta nueva
aportación se podrá cargar objetos de cualquier forma y dimensión,
siempre y cuando su formato sea VRML.
Incluir una librería en EJS de dispositivos para el modelado de entornos
robotizados en la vista de la simulación. Es decir, al igual que existen
elementos como partículas, vectores, cilindros, etc,. . . se pretende crear
una librería de objetos para construir celdas de trabajo para los robots,
como por ejemplo cámaras, sensores, herramientas de manipulación
para el robot,etc,. . . .
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7.3. Publicaciones
Como resultado de este periodo de investigación (Octubre 2006-Junio
2007), se han obtenido las siguientes publicaciones:
Congresos Internacionales
“Flexible virtual and remote laboratory for teaching Robotics”
Francisco A.Candelas, Fernando Torres, Carlos A.Jara
IV International Conference on Multimedia and Information &
Communication Technologies in Education
m-ICTE 2006
Este artículo trata sobre el laboratorio virtual y remoto Robolab. También
se comentan brevemente los nuevos laboratorios virtuales desarrollados con
EJS.
“Practical Training of Robotics Concepts Using Interactive Tools”
Carlos A.Jara, Francisco A.Candelas, Fernando Torres
IFAC International Workshop on Intelligent Assembly and Disassembly
IAD’07
Este artículo describe en su totalidad el laboratorio virtual visto en la sección
6.1 y lo enfoca como una posible futura herramienta para la simulación de
operaciones de ensamblado y desensamblado.
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Congresos nacionales
“Comunicación síncrona de simulaciones interactivas desarrolladas
con Easy Java Simulations”
Carlos A.Jara, Francisco A.Candelas, Fernando Torres
II Congreso Nacional de Informática
V Jornadas de Enseñanza a través de Internet/Web de la Ingeniería de
Sistemas y Automática
EIWISA’2007
Este artículo describe el sistema de comunicación síncrono entre simulaciones
EJS visto en el capítulo 5. Como ya se comentó, este sistema es sólo un primer
prototipo, por lo que se pretende mejorar e incluirlo definitivamente en EJS.
“Herramientas interactivas para la enseñanza de robótica”
Carlos A.Jara, Francisco A.Candelas, Fernando Torres
II Congreso Nacional de Informática
V Jornadas de Enseñanza a través de Internet/Web de la Ingeniería de
Sistemas y Automática
EIWISA’2007
Este artículo expone las herramientas desarrolladas con EJS realizadas du-
rante el período de investigación. Describe tanto el laboratorio virtual visto
en la sección 6.1, como el remoto de la sección 6.2.
Revistas (en proceso de revisión)
“Virtual and Remote Laboratory for Robotics e-Learning”
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Carlos A.Jara, Francisco A.Candelas, Fernando Torres
IEEE Transactions on Industrial Electronics
e-Learning and Remote Laboratories within Engineering Education
Este artículo trata sobre el laboratorio remoto descrito en la sección 6.2.
Además de lo visto en esta sección, se incluyeron una serie de resultados
experimentales sobre los retrasos en la transmisión del sistema a través del
protocolo HTTP y sobre la similitud entre las trayectorias reales del robot y
las simuladas por la aplicación.
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APÉNDICE A
Manual de usuario de Easy Java Simulations
A.1. ¿Qué es Easy Java Simulations?
Easy Java Simulations (EJS) es un entorno de simulación que ha sido
diseñado y desarrollado por el profesor Francisco Esquembre1 .Este entorno
se ha ideado para el desarrollo de aplicaciones docentes, permitiendo a pro-
fesores y alumnos crear de forma sencilla sus propios laboratorios virtuales,
sin que para ello requieran de conocimientos avanzados de programación.
El entorno de simulación de EJS, así como su documentación y algunos
casos de estudio, puede ser descargado gratuitamente de la página web de
EJS: http://fem.um.es/Ejs. Este pequeño manual ha sido extraído de la
información que nos proporciona dicha dirección web.
A.2. Paradigma Modelo-Vista-Control
La metodología para la creación de laboratorios virtuales de EJS está
basada en una simplificación del paradigma “modelo-vista-control” (M-V-C).
Este paradigma establece que el laboratorio virtual se compone de las tres
partes siguientes:
1Profesor Dr. Francisco Esquembre, Dpto. de Matemáticas, Universidad de Murcia
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1. El modelo: describe los fenómenos bajo estudio. Está compuesto por
un conjunto de variables y por las relaciones entre estas variables.
2. El control: define las acciones que el usuario puede realizar sobre la
simulación.
3. La vista: representación gráfica de los aspectos más relevantes del fe-
nómeno simulado.
Estas tres partes están interrelacionadas entre sí:
El modelo afecta a la vista, ya que debe mostrarse al usuario cuál es la
evolución del valor de las variables del modelo.
El control afecta al modelo, ya que las acciones ejercidas por el usuario
pueden modificar el valor de las variables del modelo.
La vista afecta al modelo y al control, ya que la interfaz gráfica puede
contener elementos que permitan al usuario modificar el valor de las
variables o realizar ciertas acciones.
Simplificación del paradigma M-V-C realizada por EJS
EJS se basa en una simplificación del paradigma M-V-C, suprimiendo
la parte del control como tal, e integrando sus funciones tanto en la vista
como en el modelo. Esta simplificación se basa en el hecho de que el usuario
puede usar la interfaz gráfica del laboratorio virtual (es decir, la vista) para
interaccionar con la simulación, empleando para ello el ratón, el teclado,
etc. Así pues, en un laboratorio virtual programado usando EJS, el usuario
interacciona con el modelo a través de la vista. Por tanto, al programar
el modelo es preciso especificar de qué forma las acciones realizadas por el
usuario durante la simulación sobre los componentes gráficos o los controles
de la vista afectan al valor de las variables del modelo. Las propiedades de los
elementos gráficos de la vista pueden asociarse con las variables del modelo,
dando lugar a un flujo de información bidireccional entre la vista y el modelo.
Cualquier cambio en el valor de una variable del modelo es automáticamente
representado en la vista. Recíprocamente, cualquier interacción del usuario
con la vista de laboratorio virtual, modifica el valor de la correspondiente
variable del modelo.
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Figura A.1: Paradigma simplificado de EJS
Además del modelo y la vista, EJS permite incluir en el laboratorio vir-
tual páginas HTML que realicen las funciones de documentación, informando
acerca de la finalidad del laboratorio, sus instrucciones de uso, recomenda-
ciones pedagógicas, etc. Este conjunto de páginas recibe el nombre de Intro-
ducción.
Resumiendo lo anterior, la definición de un laboratorio virtual mediante
EJS se estructura en las siguientes tres partes:
Introducción: páginas html que incluyen los contenidos educativos re-
lacionados con el laboratorio virtual.
Modelo: modelo dinámico cuya simulación interactiva es la base del
laboratorio virtual.
Vista: interfaz entre el usuario y el modelo. La vista del laboratorio
virtual tiene dos funciones. Por una parte, proporciona una represen-
tación visual del comportamiento dinámico del modelo. Por otra parte,
proporciona los mecanismos para que el usuario pueda interaccionar
con el modelo durante la simulación.
En la Figura A.2 se muestra la interfaz de usuario de EJS. Se trata de la
pantalla que aparece al arrancar EJS. Como puede verse, en la parte superior
hay tres botones: Introducción, Modelo y Vista. Mediante estos botones pue-
de seleccionarse el panel para la definición de las páginas de la introducción,
el panel para la definición del modelo o el panel para la definición de la vista.
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Figura A.2: Interfaz de usuario de EJS
A.3. Definición del modelo
Para definir un modelo interactivo en EJS, es preciso proporcionar la
información siguiente:
Declarar las variables que intervienen en el modelo.
Describir los algoritmos necesarios para calcular el valor de las variables:
en el instante inicial de la simulación, en función del tiempo y cuando
el usuario realiza sobre la vista del laboratorio virtual alguna acción
interactiva.
EJS proporciona un procedimiento sencillo para introducir esta información.
En concreto, la definición del modelo en EJS se compone de las partes si-
guientes:
La inicialización de las variables realizada al declararlas. A tal fin, la
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expresión cuyo valor debe asignarse a la variable debe escribirse en
la columna Valor del panel Variables, en la fila correspondiente a la
declaración de la variable.
Los algoritmos para la inicialización de las variables, que se definen en
el panel Inicialización.
Los algoritmos escritos en el panel Evolución.
Los algoritmos escritos en el panel Ligaduras.
Los métodos definidos en el panel Propio, que pueden ser invocados
desde cualquier punto de la descripción del modelo o de la vista. Se
emplean típicamente para describir las acciones interactivas del usuario.
En la siguiente imagen podemos ver el entorno de EJS con sus respectivos
paneles para la definición del modelo.
Figura A.3: Definición del modelo en EJS
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Conceptos de modelado de sistemas
Los modelos matemáticos están compuestos por ecuaciones, que describen
la relación entre las magnitudes relevantes del sistema. Estas magnitudes
reciben el nombre de variables. El punto de partida para la simulación del
modelo consiste en clasificar sus variables de acuerdo al criterio siguiente:
Parámetros. Son aquellas variables cuyo valor permanece constante du-
rante la simulación.
Variables de estado. Son las variables que están derivadas respecto al
tiempo.
Variables algebraicas. Son las restantes variables del modelo. Es decir,
aquellas que no aparecen derivadas en el modelo y que no son constan-
tes.
En la Figura A.4 se muestra un algoritmo para la simulación de modelos de
tiempo continuo. Puede comprobarse que la clasificación de las variables del
modelo en parámetros, variables de estado y variables algebraicas constituye
la base para la simulación del modelo:
Al comenzar la simulación, se asignan valores a los parámetros. Estos
valores permanecen constantes durante toda la simulación.
Las variables de estado son calculadas mediante la integración numérica
de sus derivadas. Por ejemplo, la función de paso del método explícito
de Euler para la ecuación diferencial ordinaria
dx
dt
= f(x, t)
es la siguiente:
xi+1 = xi + f(xi, ti) ·∆t
donde xi y xi+1 representan el valor de la variable de estado x en los
instantes ti y ti +∆t respectivamente, y f(xi, ti) representa el valor de
la derivada de x (es decir, dx
dt
) en el instante ti.
El valor de las variables algebraicas y de las derivadas de las variables de
estado (variables desconocidas del modelo) se calculan, en cada instante
de tiempo, a partir de valor de las variables de estado en ese instante
y del valor de los parámetros.
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Figura A.4: Algoritmo de simulación
La condición de terminación de la simulación depende del estudio en concreto
que vaya a realizarse sobre el modelo. Puede ser, por ejemplo, que se alcance
determinado valor de la variable tiempo, o que una determinada variable
satisfaga cierta condición.
El valor del tamaño del paso de integración (∆t) debe escogerse alcanzan-
do un compromiso entre precisión y carga computacional. Cuanto menor sea
el valor de ∆t, menor es el error que se comete en el cálculo de las variables
del modelo, pero mayor es el tiempo de ejecución de la simulación.
Para realizar el cálculo de las variables algebraicas y las derivadas, es pre-
ciso despejar de cada ecuación la variable a calcular y ordenar las ecuaciones,
de modo que sea posible resolverlas en secuencia. Para plantear el algoritmo
de la simulación de un modelo, es preciso realizar las tareas siguientes:
Decidir qué variable debe calcularse de cada ecuación y cómo deben
ordenarse las ecuaciones del modelo, de modo que puedan ser resueltas
en secuencia. A esta decisión se la denomina asignación de la causalidad
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computacional.
Una vez se ha decidido qué variable debe evaluarse de cada ecuación,
debe manipularse simbólicamente la ecuación a fin de despejar dicha
variable.
Descripción algorítmica del modelo
El modelo se describe en EJS mediante fragmentos de código en lenguaje
Java, los cuales deben ser escritos en los diferentes paneles que proporciona
EJS para la descripción del modelo: Inicialización, Evolución, Ligaduras y
Propio. Esto implica que el modelo matemático debe ser manipulado por el
usuario, previamente a escribirlo en los paneles de EJS, con el fin de formu-
larlo como una secuencia ordenada de asignaciones. Para ello, es conveniente
asignarle una causalidad computacional al modelo.
El algoritmo de simulación de EJS
Para poder entender cómo estructurar la definición del modelo en los dife-
rentes paneles, es preciso previamente comprender el algoritmo de simulación
de EJS. En este contexto, se entiende por algoritmo de simulación de EJS el
orden en el que EJS ejecuta los diferentes paneles y las diferentes ventanas
dentro de cada panel. El orden es el siguiente:
1. EJS ejecuta los diferentes paneles que componen la descripción del
modelo en el orden mostrado en la Figura A.5.
2. Si un determinado panel consta de varias páginas, éstas se ejecutan
siguiendo el orden relativo en que están dispuestas, empezando por la
que está situada más a la izquierda y terminando con la que está más
a la derecha.
3. EJS ejecuta los algoritmos de una página siguiendo el orden en que
están escritos, comenzando por la parte superior de la página y finali-
zando por su parte inferior, de forma completamente análoga a como
si se tratara de la ejecución de un fragmento de código de un programa
escrito en Java.
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Figura A.5: Algoritmo de simulación de EJS
En la Figura A.5 se muestra el algoritmo de simulación de EJS, es decir,
la secuencia de tareas que realiza EJS para ejecutar cualquier laboratorio
virtual. Éstas son las siguientes:
1. EJS crea las variables y les asigna sus correspondientes valores de ini-
cialización. Para ello, primero realiza las asignaciones descritas en el
panel Variables y a continuación ejecuta los algoritmos descritos en el
panel Inicialización.
2. EJS ejecuta los algoritmos contenidos en el panel Ligaduras.
3. EJS crea la vista de la simulación y la muestra en pantalla, estable-
ciendo las asociaciones entre las propiedades de los elementos gráficos
y las variables del modelo, así como la forma en la que debe reaccionar
ante las acciones del usuario sobre el modelo. En este punto, el modelo
se encuentra en su estado inicial, y la vista refleja los valores de las
variables en este estado.
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4. EJS examina si el usuario ha interaccionado con la vista. Pueden darse
dos situaciones:
a) Si el usuario interacciona con la vista, EJS ejecuta los algorit-
mos asociados a dicha interacción y, a continuación, ejecuta los
algoritmos del panel Ligaduras.
b) Si el usuario no interacciona con la vista, se ejecutan los algoritmos
del panel Evolución y seguidamente los del panel Ligaduras.
5. EJS representa en la vista del laboratorio el nuevo estado del modelo
que acaba de evaluarse en el paso anterior.
6. EJS salta al Paso 4.
Ejemplo. Vamos a realizar el algoritmo de simulación de EJS del circuito
eléctrico mostrado en la Figura A.6, compuesto por un generador de tensión,
dos resistencias y un condensador (Circuito RC). El modelo de este circuito
consta de las ecuaciones siguientes:
u = u0 · sin(w · t)
iR1 = iR2 + iC
u− uC = R1 · iR1
C · duc
dt
= iC
uC = iR2 ·R2
Figura A.6: Circuito RC
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La variable uC aparece derivada, con lo que es una variable de estado del
sistema. Con el fin de realizar la asignación de la causalidad computacional,
se sustituye en el modelo duc
dt
por la variable auxiliar deruc. Realizando esta
sustitución, se obtiene el modelo siguiente:
u = u0 · sin(w · t)
iR1 = iR2 + iC
u− uC = R1 · iR1
C · deruC = iC
uC = iR2 ·R2
Y asignándole una causalidad computacional (decidir en qué orden deben
evaluarse las ecuaciones y qué incógnita debe evaluarse de cada ecuación) a
fin de calcular las incógnitas u, iR1, iR2, iC , deruC , obtenemos el siguiente
modelo ordenado y resuelto:
[u] = u0 · sin(w · t)
[iR2] =
uC
R2
[iR1] =
u− uC
R1
[iC ] = iR1 − iR2
[deruC ] =
iC
C
d [uC ]
dt
= deruC
EJS proporciona al usuario métodos de integración para el cálculo de las
variables de estado. Para ello, es preciso:
Expresar la derivada de cada una de las variables de estado en función
únicamente de variables de estado, parámetros y la variable tiempo.
Puesto que se ha asignado la causalidad computacional del modelo,
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las manipulaciones necesarias para ello se pueden realizar de manera
sencilla. En este ejemplo:
duC
dt
= deruC =
iC
C
=
iR1 − iR2
C
=
u−uC
R1
− uC
R2
C
=
u0·sin(w·t)−uC
R1
− uC
R2
C
Finalmente, la expresión para calcular uC es:
d [uC ]
dt
=
u0·sin(w·t)−uC
R1
− uC
R2
C
Deben escribirse las expresiones calculadas anteriormente para la deri-
vada de las variables de estado en una página EDO (Ecuación Diferen-
cial Ordinaria), dentro del panel Evolución. En este ejemplo, habrá que
escribir la ecuación anterior en una página EDO del panel Evolución.
El algoritmo de la simulación se muestra en la Figura A.7 . Se puede observar
que:
Las asignaciones que permiten calcular las variables algebraicas y las
derivadas de las variables de estado, se incluyen en el panel Ligaduras.
Es preciso asignar la causalidad computacional a las ecuaciones del
modelo para saber cómo deben ordenarse dentro del panel Ligaduras y
qué variable debe despejarse de cada ecuación.
El cálculo de las variables de estado, mediante integración de sus deri-
vadas, debe incluirse en el panel Evolución. Si se desea emplear uno de
los métodos de integración de EJS, debe emplearse una página EDO y
expresar la derivada de cada variable de estado en función únicamente
de variables de estado, parámetros y la variable tiempo.
Cuando se emplea una página EDO, EJS gestiona automáticamente el
incremento de la variable tiempo a lo largo de la simulación.
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Figura A.7: Algoritmo de simulación de EJS del modelo del circuito RC
Declaración e inicialización de las variables
Es preciso declarar y asignar valor inicial a los siguientes tipos de variables
del modelo:
La variable tiempo, que típicamente se inicializará al valor cero.
Las constantes y parámetros.
Las variables de estado.
Es preciso declarar, pero no inicializar, los siguientes tipos de variables:
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Las variables algebraicas.
Las derivadas de las variables de estado (variables auxiliares que se han
introducido al analizar la causalidad computacional del modelo).
La inicialización de las variables se realiza en dos paneles: Variables e Inicia-
lización (vea la Figura A.5):
En primer lugar, EJS ejecuta las asignaciones que el usuario haya es-
crito en el panel Variables. Aquí, el usuario puede declarar variables del
tipo boolean, int, double, String y Object con su respectiva dimensión
y su valor inicial.
A continuación, EJS ejecuta los algoritmos que el usuario haya definido
en el panel Inicialización. En este panel el usuario puede introducir
código Java para realizar el cálculo del valor inicial de las variables.
Descripción de la evolución
En la Figura A.8 muestra el panel Evolución. Observe que el panel se
encuentra dividido en las tres partes siguientes:
En la parte superior derecha, hay un subpanel con el letrero Pulse para
crear una página. Pulsando se crea una página en la cual el usuario
puede escribir los algoritmos que desee, por ejemplo, puede programar
sus propios métodos de integración para calcular las variables de estado.
En la parte inferior derecha, hay un subpanel con el letrero Pulse para
crear una página de EDO. Esta página es un asistente para la definición
de ecuaciones diferenciales ordinarias. EJS genera automáticamente el
código para integrar numéricamente las EDO definidas en esta página.
EJS soporta cuatro métodos de integración, entre los cuales el usuario
puede escoger:
• Euler.
• Punto medio (Euler-Richardson).
• Runge-Kutta (4o orden).
• Runge-Kutta-Fehlberg (4o-5o orden).
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Figura A.8: Panel de Evolución de EJS
El código que genera EJS para una página EDO realiza las dos tareas
siguientes:
1. Calcula el valor de las variables de estado, aplicando para ello el
algoritmo correspondiente al método de integración que ha selec-
cionado el usuario. Si el valor actual de la variable tiempo es t, y
el tamaño del paso de integración es ∆t, este valor calculado de
las variables de estado es el valor de las mismas en el instante de
tiempo t+∆t.
2. Incrementa el valor de la variable tiempo en ∆t.
Puesto que el código generado por EJS para una página EDO incre-
menta el valor de la variable tiempo, en un laboratorio virtual no puede
haber más de una página de EDO. Igualmente, si el laboratorio no tie-
ne ninguna página EDO, el usuario debe gestionar por sí mismo el
incremento de la variable tiempo.
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En la parte izquierda, hay un subpanel que contiene el letrero Imágenes
por segundo (IPS), debajo del cual hay un indicador que el usuario pue-
de desplazar verticalmente arrastrándolo con el ratón. Con ello puede
regular la velocidad de ejecución de la simulación. En concreto, deter-
mina el número de pasos en el tiempo que avanzará la simulación en un
segundo de tiempo real. Cuanto mayor sea el número de imágenes por
segundo, mayor será la velocidad con que se visualizará la evolución del
sistema. En la parte inferior se encuentra el botón Arranque. Cuando
está activado, la simulación comienza tan pronto como es ejecutado
el laboratorio virtual. Si está desactivado la simulación no comenzará
cuando se ejecute el laboratorio virtual. La utilidad de ello es permitir
que el usuario realice ciertas tareas antes de que comience la simula-
ción (por ejemplo, cambiar el valor de ciertas variables). En este caso,
es preciso definir un botón de arranque (en la vista del laboratorio vir-
tual) que el usuario deberá pulsar para que se inicie la simulación. Este
botón de arranque deberá tener asociada como acción una llamada al
método play(). Se trata de un método predefinido de EJS que hace que
comience la ejecución de la simulación.
Descripción de las ligaduras
En general, en el panel Ligaduras se escriben los algoritmos para el cálculo
de las variables algebraicas del modelo. Como puede verse en la Figura A.5,
las ecuaciones de ligadura son aquellas que describen el comportamiento del
modelo, no sólo durante su evolución en el tiempo, sino también en el caso
de que el usuario realice cualquier cambio interactivo en el valor de alguna
variable. Esta es una de las diferencias conceptuales entre las ecuaciones de
evolución y las ecuaciones de ligadura.
Métodos propios del usuario
El usuario puede definir, en el panel Propio, todos aquellos métodos en
lenguaje Java que precise para la definición del modelo o de la vista. Típica-
mente, los métodos se emplean para definir acciones sobre el modelo que son
activadas desde la vista (por ejemplo, cuando el usuario pulsa un botón).
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Figura A.9: Panel de Vista de EJS
A.4. Definición de la vista
La vista del laboratorio virtual es la interfaz entre el usuario y el modelo
(ver Figura A.9). Mediante la manipulación de los controles de la vista, el
usuario puede:
Controlar la ejecución de la simulación, por ejemplo, deteniéndola o
reiniciándola.
Cambiar el valor de los parámetros, de las variables de entrada y de las
variables de estado del modelo.
La definición de la vista de un laboratorio virtual se realiza en el panel
Vista. Este panel se subdivide en dos paneles: el panel Árbol de elementos y
el panel Elementos para la vista. El panel Elementos para la vista se divide
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en tres áreas, donde se encuentran los iconos de todas las clases que se pueden
usar para componer la vista. Estas tres áreas se denominan Swing, Dibujos
y Otros. A su vez, Swing se divide en Contenedores (elementos que pueden
encapsular otros elementos), Interfaz (botones, campos numéricos, campos
de texto, . . . ) y Menú (elementos para crear menús). Dibujos se subdivide
en Básicos (partículas, vectores,. . . ) Cuerpos (cubos, esferas, . . . ) y Cam-
pos (vectoriales, gaussianos,. . . ). Y Otros se subdivide en Control (bombas,
tuberías,. . . ) y 3D (elementos Java 3D).
El panel Árbol de elementos muestra la composición de la vista del labo-
ratorio virtual. La vista está compuesta por elementos gráficos organizados
formando una estructura en árbol.
Hay dos tipos de elementos que se pueden añadir a la vista: contenedor
y control. El contenedor (elemento padre) se encarga de encapsular a los
controles que tenga asociados (controles hijos) y el control es un elemento
que se añade al contenedor. Para poder crear una interfaz, el primer paso
es añadir un contenedor tipo Ventana al árbol de elementos. Ya teniendo el
contenedor principal en la vista, el usuario puede añadir los contenedores y
controles que crea oportuno.
Dado que sería muy extenso explicar todos los controles del panel de
vista, al final de este capítulo se expondrá un ejemplo de la cómo realizar
una simulación (modelo y vista) con EJS. Aquí se podrá ver cómo se utilizan
algunos controles que se han nombrado en este apartado.
A.5. Ejecución y distribución del laboratorio
virtual
Una vez que el usuario ha definido el modelo, la vista y la introducción del
laboratorio virtual, EJS genera automáticamente el código Java del progra-
ma, lo compila, empaqueta los ficheros resultantes en un fichero comprimido,
y genera páginas HTML que contienen la introducción y la simulación como
un applet. Entonces, existen tres posibles formas de ejecutar el laboratorio
virtual:
Como un applet, abriendo con un navegador web (Internet Explorer,
Netscape, etc.) el documento HTML generado por EJS para el labora-
torio. Esta opción permite publicar el laboratorio virtual en Internet.
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Una vez han sido generadas por EJS, se puede editar las páginas HTML
del laboratorio virtual y añadirles otros contenidos. Deberá usar para
ello un editor de páginas web. Es importante tener en cuenta que, por
motivos de seguridad, los applets de Java no pueden escribir datos en
el disco (pero si pueden leer datos del disco o de Internet). Por ello, si
ha programado la simulación de modo que escriba datos en el disco, no
podrá ejecutarla como un applet, sino que deberá usar cualquiera de
las dos formas de ejecución siguientes.
Ejecución desde el entorno EJS.
Ejecución como una aplicación Java independiente.
A.6. Ejemplo de aplicación
Tiro parabólico
En este apartado vamos a simular el movimiento de un proyectil en el
plano XY, lanzado con cierta velocidad inicial y sujeto a la aceleración de la
gravedad.
Ecuaciones del movimiento
La trayectoria del proyectil se describe mediante la composición de dos
movimientos independientes: un movimiento uniforme en la dirección X, con
velocidad constante vx y un movimiento uniformemente acelerado en la di-
rección Y, con velocidad inicial vy(0) y aceleración constante (debida a la
gravedad) −g, con g = 9,8m/s2. Los valores iniciales de la velocidad depen-
den de la celeridad del lanzamiento c y del ángulo α de éste respecto de la
horizontal de la siguiente forma:
vx = c · cos(α)
vy(0) = c · sin(α)
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La posición de la pelota en función del tiempo en la dirección X viene
dada por la fórmula:
x(t) = x(0) + vx · t
mientras que la posición y la velocidad en el eje Y varían de según las si-
guientes fórmulas:
y(t) = y(0) + vy(0) · t− 1
2
· g · t2
vy(t) = vy(0)− g · t
Por tanto, comparando los valores de estas variables en un instante t y en
el instante posterior t + dt, donde dt es el intervalo de tiempo que transcu-
rre en cada paso de la evolución de la simulación, obtenemos las siguientes
ecuaciones de movimiento:
x(t+ dt) = x(t) + vx · dt (A.1)
y(t+ dt) = y(t) + vy · dt− 1
2
· g · dt2 (A.2)
vy(t+ dt) = vt(t)− g · dt (A.3)
Variables
Las variables que caracterizan el fenómeno son la aceleración de la grave-
dad, la celeridad del lanzamiento y su ángulo. Añadiendo a éstas las variables
cinemáticas del proceso, nos queda la siguiente tabla:
Figura A.10: Variables del modelo
La variable connect se utiliza para desactivar momentáneamente la traza
que dibuja la trayectoria del proyectil al cambiar el ángulo de inclinación.
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Inicialización
Para inicializar correctamente las variables creamos una página de inicia-
lización. En esta página, se iniciarán de nuevo los valores de x e y para poder
reiniciar el sistema al cambiar el ángulo sin pasar por la tabla de variables
(que pondría el valor del ángulo a 20 grados otra vez). Además, transfor-
mamos el valor de angle a radianes para poderlo utilizar en las ecuaciones.
Figura A.11: Página de inicialización
Evolución
Las ecuaciones de evolución consisten simplemente en la implementación
de las ecuaciones A.1, A.2 y A.3. Añadiremos la condición de parado de la
simulación y de refresco de la traza (variable connect).
Figura A.12: Página de evolución
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Vista
En primer lugar realizaremos la construcción de la ventana principal y el
panel con los controles. Para ello, añadimos un objeto del tipo Frame al árbol
de elementos. Posteriormente añadimos un Panel con distribución hbox para
añadir los botones y los campos numéricos.
Figura A.13: Configuración de la vista
Los campos numéricos a insertar son: Angle, Speed y Time cuyas variables
asociadas son angle, speed y t. Para los dos primeros campos, es necesario
añadirles la acción initialize() y el formato del campo, tal y como vemos
en la siguiente imagen.
Figura A.14: Configuración del campo numérico
A los botones Play, Pause, Step y Reset se les añade las operaciones
predefinidas de play(), pause(), step() y reset() para controlar la
simulación.
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Posteriormente, para la visualización del tiro parabólico, añadimos un
panel de dibujo. Aquí, se inserta una partícula que emula al proyectil y una
traza para dibujar la trayectoria. Tanto a la partícula como a la traza, se les
asocia las variables x e y.
Figura A.15: Configuración de partícula
Ejecutando la simulación
Después de haber completado la simulación (modelo y vista), ésta ya se
puede ejecutar. Para ponerla en marcha, hay que pulsar el botón de Play. La
pelota seguirá una trayectoria parabólica de acuerdo con las ecuaciones de
evolución y se parará cuando alcance el suelo (Figura A.16).
Figura A.16: Simulación
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Manual de usuario de Easy Java Simulations
Para lanzar la pelota con un ángulo distinto, tan sólo es necesario escribir
un nuevo ángulo en el campo numérico y pulsar “Intro”. Esta acción llamará
automáticamente al método initialize(), que se encarga de ejecutar el
código que escribimos en la página de inicialización sin pasar por la tabla
de variables. Si se desea inicializar la simulación completamente, se tendrá
que pulsar a Reset, que llama a la función reset() que pasa por la tabla
de variables y la página de evolución previa una limpieza de pantalla. Aquí
vemos la una imagen que muestra la simulación.
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APÉNDICE B
Contenido del CD
1. Easy Java Simulations. Versión de EJS que se ha utilizado para el desa-
rrollo de la mayoría de las simulaciones mostradas en este documento.
2. Java. Versión 1.6 del JDK (Java Development Kit) y 1.4 de Java 3D.
3. Entornos colaborativos. Clases Java desarrolladas para el sistema de
comunicación síncrono.
4. Memoria del documento. Archivo .pdf del documento de la memoria.
5. Simulaciones. En esta carpeta se encuentran las simulaciones desarro-
lladas durante el periodo de investigación. Si se desean ejecutar, tan
sólo es necesario hacer doble click sobre el .jar de la simulación, previa
instalación del JDK y Java 3D.
6. Archivos Matlab. Archivos .m que se han utilizado para el desarrollo
de las aplicaciones que comunican EJS con Matlab.
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