Abstract. In this paper we investigate the impact of missing replay protection as well as missing integrity protection concerning a local attacker in AN.ON. AN.ON is a low latency anonymity network mostly used to anonymize web traffic. We demonstrate that both protection mechanisms are important by presenting two attacks that become feasible as soon as the mechanisms are missing. We mount both attacks on the AN.ON network which neither implements replay protection nor integrity protection yet.
Introduction
Anonymity networks like Tor [1] and AN.ON [2] aim to provide anonymity for their users, i.e., to hide the relation between a sender and a receiver of a message. Both networks are low-latency anonymity networks and can be used, for example, for anonymous web browsing. The low-latency requirement demands to find the right trade-off between protection and performance. Consequently, it is necessary to use only protection mechanisms that are strictly necessary concerning the attacker model. The attacker model used in Tor and AN.ON describes a local active adversary who controls a small fraction of the network.
Interestingly, Tor and AN.ON do not implement the same protection mechanisms, i.e., AN.ON neither has integrity protection nor replay protection. This raises the question about the possible risks that are introduced in AN.ON 3 by omitting the two protection mechanisms facing a local attacker.
We answer this question by presenting two different attacks. The first attack, which is referred to as redirection attack, exploits the lack of integrity protection and checks against a list of thousands of web sites, which web sites have been visited by a user. The result is normally a small list of web sites. The second attack, which is referred to as replay attack, exploits the lack of replay protection and is capable of confirming, given a small set of possible web sites that a user has visited a web site.
The paper is structured in the following way. In Section 2 we describe AN.ON's concept and the basic idea of its protocol. The attacker model and the assumptions for our attacks are introduced in Section 3. In Section 4, we present the redirection attack. The replay attack is described in Section 5. Section 6 presents related works, and in Section 7 we draw our conclusion.
2 Description of AN.ON AN.ON uses the cascade principle to route the users' traffic through the AN.ON network. The cascade principle describes the selection process of the route: a user can only choose from a set of predefined routes, so-called cascades. Once a user is connected to a cascade, all his messages are sent through the cascade via the same sequence of mixes. A cascade of length two is depicted in Figure 1 . In addition to the routing over different nodes, messages are encrypted several times. With each mix a message passes, one layer of encryption is removed until eventually the last mix removes the final layer of encryption and reads the address of the receiver to which the message is eventually forwarded. In order to use AN.ON, a user/sender needs to connect to one of AN.ON's cascades. The connection is established by exchanging three messages. The first message contains a signed descriptor that is sent by the mix to the user. The descriptor includes, among others, the public encryption keys of the mixes in the cascade. The second message sent by the user to the mix, contains two encrypted symmetric keys. The two keys are used to encrypt the connection between the user and the first mix. Finally the mix sends a confirmation to the user. The confirmation is a signed hash value of the keys.
When this is done, the user can request channels. A channel represents the (anonymous) end-to-end connection between the user and the receiver. A user can open a channel with a channel-open packet. It includes two session keys K s , K r for each mix in the cascade. The keys are encrypted with the corresponding public encryption key of the mix. In addition, the channel open packet includes the address of the end point, i.e., the receiver, of the channel which is encrypted for the last mix.
Once a channel is opened, namely the symmetric keys are exchanged and a TCP connection between the last mix and the receiver is established, a user can exchange data with the other end point of a channel. Thereby the data is sent as payload in a mix packet. A mix packet is a fixed sized data structure that is used to exchange data in the cascade. The payload of a mix packet has the size of 992 bytes and it is usually encrypted in layers. AN.ON uses the advanced encryption standard (AES) in output feedback (OFB) mode as encryption scheme. By using the OFB mode, a keystream is generated that is independent of the plaintext. In order to encrypt/decrypt data, the generated keystream is simply xored with the plaintext/ciphertext.
The encrypted payload of a regular mix packet, e.g., received by a user, can be described in the following way. Let P = p 1 , . . . , p 992 be the fully decrypted payload of a mix packet and let C = c 1 , . . . , c 992 be the fully encrypted payload. Let k ri j be the j-th byte of the keystream of mix i for the packet which is generated with key K ri , then we can describe the encryption of a mix packet received by a user in a cascade of length n with the equation 1.
As pointed out in [3] , AN.ON's protocol is vulnerable to replays. Currently, a replay can only be prevented if the mix stores all the keys that were used together with the mix's public encryption key. However, this is not done. The integrity of a mix packet is not protected by integrity protection mechanisms. Therefore an attacker can arbitrarily modify the encrypted packets. A more detailed description of AN.ON can be found in [3] [4] [5] .
Attacker Model and Assumptions
For our attack we assume a local attacker who only controls the connection between the user and the first mix. Alternatively, the attacker can control the first mix in a cascade only. The attacker can add, delete, replay, and modify messages passing on the connection, but he cannot break cryptographic primitives. For both attacks, we assume that the anonymized traffic is HTTP traffic.
In addition to the above assumptions, we presume that the attacker has following capabilities:
Redirection attack: the attacker controls a web server. Replay attack: the attacker has a small list of web sites that are likely to be a destination of a user's request, e.g., the one that is produced by the redirection attack.
Attack 1: Redirection Attack
The objective of this attack is to find some of the servers that the user has once visited. The attack is divided into two stages. In the first stage, the attacker tries to redirect a user to a web server that is under his control. Thereby, the attacker can greatly extend his influence. This also increases the number of possible attacks. In the second stage, the attacker tries to extract information on previously visited servers. Here we use a cascading style sheets (CSS) based history recovery attack like the one presented in [6] .
Redirecting the User
For our attack we utilize HTTP, which is likely to be the tunneled protocol in AN.ON. The HTTP follows the client-server paradigm. It consists of requests issued by a client and responses sent by a server. The current version is HTTP 1.1 and it is described by the RFC 2616 [7] . A typical request as well as a typical response is given in Figure 2 . Figure 2 (a) depicts a request and the response is shown in Figure 2 (b).
1 GET / HTTP/ 1 . 1 The first line of an HTTP request is called the HTTP request line and it consists of three different parts, namely the method, the request URI and the protocol version. The following lines consist of key-value pairs. Thereby the key is separated by a colon from the value. The status line is the first line of an HTTP-response. It consists of three parts: the protocol version, the status code, and a status message. The following lines consist of response headers. A response header has a key and a value separated by a colon. The order of the headers is arbitrary.
For now we assume that the order of the HTTP response headers is fixed and the headers have the same order as in the example in Figure 2 (b). Thus the date header is the first header in a response.
Normally, a web server replies with the status code HTTP/1.1 200 OK or HTTP/1.0 200 OK. We can use this knowledge to selectively modify the response.
As mentioned previously, AN.ON's designers chose AES in OFB to perform per hop symmetric encryption. Due to the missing integrity protection on any of the relevant layers in AN.ON, even an external attacker can arbitrary modify the packets passing an observed link.
The fact that the packets are encrypted various times does not complicate the attack, since each layer of encryption basically xors another keystream to the message. The different keystreams can be aggregated to a single keystream 4 . Therefore we can consider for our attack AN.ON's various layers of encryption simply as one layer of encryption. The ciphertext is created by XORing the plaintext bitwise with the keystream and therefore an attacker can selectively modify single bits/bytes in an encrypted packet without modifying the remaining bytes of the eventually decrypted plaintext. For example, an attacker knows the ith byte of the plaintext, i.e., p i , and he wants to change the ciphertext c i such that c i decrypts to p i . He can achieve this by replacing
The attacker can use this to redirect a user to a different server.
In this stage of the attack, the objective of an attacker is to redirect a user to his own web server. He can do so by exploiting the features of HTTP. In HTTP a status code 302 indicates a temporarily moved resource. If the browser receives such a code, it automatically redirects the user to a new resource that is given in a location header. Therefore, an attacker has to do two things. Firstly, he has to change the status code from 200 to 302. Secondly, he has to inject a location header in the HTTP response that points to his server.
For now, we assume that the first two lines of the response are as in the example in Figure 2 (b). In order to change the status code from 200 to 302, an attacker needs to change two bytes in the ciphertext. He needs to xor the ciphertext byte 5 c 10 with 2 ⊕ 3, i.e., c 10 = c 10 ⊕ 2 ⊕ 3. In addition, he needs to change the ciphertext byte c 12 by XORing 0 ⊕ 2 to this byte. The injection of the location header, which points to the attacker's server, can be done by replacing the date header. The date header is according to our assumption the next header in the response. This header has a fixed length and most parts of it are known, e.g., the year, the day, the month and most likely also the hour. Thus the attacker can exchange the date header by a location header. These two small changes are sufficient to redirect a user to the server of an attacker.
Up until now we assumed that the response is as the one given in Figure 2 (b). In order to evaluate if this assumption is reasonable, we collected the HTTP responses of various websites. To this end, we queried the 2000 most popular websites according to Alexa 6 . The HTTP response headers with its sequence number as well as the status line were stored for each website. The hostname, which is given in the Alexa database, was transformed to a URL. For example, the hostname example.org was transformed to http://www.example.org.
In 767 cases, our request resulted in a response 7 like the one shown in Figure  3 status message is an arbitrary text including an empty text. Consequently, an attacker can use up to 25 bytes for the location header. Hereby 17 bytes are used for "Location: http://" and one byte is used for a trailing "/" to separate the domain from the path. Therefore 7 bytes remain for the domain name including the top level domain. For example, the domain abcd.xy is a suitable domain for the attack. If the header is guessed correctly, the modification should lead to a response presented in Figure 4 . The remaining part of the date header can be handled by the web server as long as a "/" separates the domain from the path.
HTTP/1.1 \r\n Location: http://abcd.xy/xx:xx:xx GMT\r\n 
History Recovery
In this part we describe how an attacker can recover the browser history of a user. To do this, the attacker can exploit a well-known feature in CSS, namely the ability to display visited links differently than non-visited links. An attack based on this feature is described in [6] . In the paper the authors show the feasibility of the attack and they estimate that at least 76% of the Internet users are vulnerable to this kind of attack.
One possibility to mount the attack is to embed a list of links to potential websites in the served HTML document. Additionally, the attacker instructs the browser to load a unique picture as background picture for each link with help of cascading style sheets. An example of such a document is given in Figure 5 .
Normally, a browser parses the document and applies the style that is most specific for each element. For the example in Figure 5 , the browser would apply the style with ID #site1, if the site site1.example.org has been visited earlier.
In case a user has not visited a site earlier, it applies the default style. Subsequently, the browser would issue a request to retrieve the background picture for each of the links that have been visited at least once. The URL for the referenced picture is unique due to the GET-parameter of the URL. Thus the attacker can log the sites that a user has visited earlier, since only the pictures of the visited sites are requested. The presented attack is feasible with the version 3.6.10 of Firefox. However, it should be noted that the browser vendors proposed and have partially implemented countermeasures for this kind of attack [8] .
1 <s t y l e type=" t e x t / c s s 
From Theory to Practice
In order to mount the attack on the real AN.ON network, we intercepted and modified the first packet containing an HTTP response that was received by a patched Java AN.ON Proxy (JAP). JAP is AN.ON's client software. The packet was selected by counting the total number of received packets. Thus it was not necessary to read the message. We modified the data prior to all other operations. Therefore, we simulated an external attacker. Even though we modified the JAP to intercept and modify the packets, it does not limit the generalizability. It is also possible to modify the packets directly on the transport layer, but it was found more convenient to patch the client to modify and intercept the packets than modifying the TCP packets on the fly.
We used the patched JAP to redirect the request by modifying the encrypted packet as described in Section 4.1 and tested the attack with various sites, e.g., http://www.youtube.com. We opened the JAP and requested the YouTube site. As expected we were redirected to our own server. This shows that the attack is feasible and capable of redirecting a user to a different web server that is chosen by an attacker. With the user redirected to our own server, we mounted the previously described CSS history attack. We recovered parts of the history.
Evaluation
We demonstrate with our proof-of-concept that the attack can be mounted in the AN.ON network. In this part, we estimate the success rate of the attack.
In [6] , the authors concluded that the attack succeeded at least for 76 % of the clients. There are various reasons why the attack can fail. First of all, the attack fails if a user has not visited the websites that are tested by an attacker. Another reason is that some users disable the history of the browser, or have deleted it recently.
The authors in [6] have not investigated users of anonymity networks and therefore their rate cannot be used directly for the computation of the success rate. There are at least two reasons for this. Firstly, AN.ON's users are recommended to use a modified Firefox version, the so-called JonDoFox. The modified version disables, among others, the history of the browser such that the history attack fails. Therefore the number of users of the JonDoFox heavily influences the actual success rate of the attack. Secondly, users of anonymity networks might be more privacy aware and are therefore more likely to deactivate the history, or at least delete the history more frequently. While the effect of the latter is hard to estimate, we can take the first factor into consideration. According to the status page of the AN.ON network 8 , only 14.1% of AN.ON's users are using the JonDoFox and 4.94% using "other" browsers that are not further specified. The remaining 80.96% represent well-known browsers like Firefox. For our estimation, we assume that the history attack is equally likely to work with every browser except the category "others" and "JonDoFox" with a probability of 76%. This is the success rate given in [6] . For the other two categories, we assume that the history attack always fails. Thus the probability of success is 0. Let B be the event that the attack succeeds and let P (A 1 ) to P (A 3 ) be the following probabilities: P (A 1 ) = P ("The user uses a well-known browser") = 0.8096 P (A 2 ) = P ("The user uses JonDoFox") = 0.141 P (A 3 ) = P ("The user uses another browser") = 0.0494 According to our assumption, we can express the following probabilities:
By applying the law of total probability, we can compute P(B):
In Section 4.1, our analysis showed that in 38.35 % of the cases the redirect of user would be possible due to a correctly assumed header. Let C be the event of a successful redirect, then P (C) = 0.38 describes the corresponding probability.
In order to successfully mount the two stages of the attack, the redirect has to work as well as the history attack. Thus P (B ∩C) is the success rate of the whole attack. Since it seems unlikely that the success of a redirect is (significantly) influenced by the success of a history attack and vice versa, we assume that both events are stochastically independent, namely P (B ∩ C) = P (B) · P (C). Therefore the success rate of the proposed attack for a randomly chosen user in the AN.ON network for the given scenario, i.e., the attacker modifies the first HTTP response of an HTML document, is roughly 0.24.
In this section, the objective of the attacker is to confirm the relation between a user and his communication partner. We focus on confirming an HTTP connection to a web server. In order to mount the attack, an attacker records messages that are sent by the user to the cascade, i.e., the first mix in the cascade. Afterwards, he replays continuously the recorded messages into the cascade. The replayed messages are processed normally by the mixes in the cascade. Eventually they are sent to the web server that replies to the requests. The responses of the web server travel back along the cascade. The attacker measures the time that it takes to get the responses to the replayed messages. At the same time as the attacker replays the packets, he introduces an alternating artificial load pattern at the web server, e.g., by performing various search queries, or establishing various TLS connections to the web server. Our hypothesis is that the introduced pattern should influence the response times to replayed requests such that the attacker by observing the response times can detect the pattern. Therewith he can confirm a relationship between the user and the web server. The idea of the attack is sketched in Figure 6 . In our setup, the attacker introduces the artificial load by establishing various TLS connections in parallel to an anticipated web server. We assume that the web server has at least one port available that accepts a TLS connection, e.g., HTTPs, or SMTPs. However, there are many different possibilities to introduce reasonable load on a web server that do not even require the establishment of a TLS connection. The only requirement is that the request is costly for web server. Examples of such requests include, but are not limited to: search requests, dynamic page generation, or cryptographic operations.
Methodology
The proof-of-concept involves three different parties: a measuring node, a disquieter, and a web server. The task of the measuring node is to replay the previously recorded messages into the cascade and to measure the response times to the replayed requests. Additionally, the measuring node controls the disquieter. The task of the disquieter is to introduce the load pattern at a suspected web server by establishing in parallel various TLS connections. The web server is the actual receiver of a replayed request and is attacked by the disquieter. Figure 7 depicts our experimental setup. As shown in the figure, the disquieter and the measuring node are located in the same network. Both share the same network resources. However, the network is unlikely to be a bottleneck in our experiments and it is unlikely to influence the results significantly. The equipment of the used computers is given in Table 1 . We configured two different web servers in a typical LAMP configuration. LAMP stands for Linux, Apache, MySQL and PHP. On both web servers, we installed a popular blog application, i.e., Wordpress 3.0.1. The first server was installed in Amazon's Elastic Compute Cloud (EC2). The other web server is located in a data center in Germany. All machines were solely used for our experiments. Despite the lack of users, both web servers should represent a typical web server setup. Since our attack can be interpreted by others as denial of service attack (attacking the availability of a third party's system is against the law, e.g., in Germany), we only performed the attack on our systems. We distinguish between two types of measurements. A measurement of type 0 represents the situation in which the disquieter idles. The other situation is referred to as measurement of type 1. Here the disquieter builds up TLS connections to the anticipated web server. We alternated the two types every 30 samples. After 30 samples the measuring node instructed the disquieter to toggle the load. In total, we collected 300 samples for each type of measurement. The samples were collected in serial with a delay of 500 ms between each measurement of a sample.
We mounted the attack on several cascades with varying properties, namely Speedpartner-ULD, Dresden and Koelsch-Rousseau-SecureInternet1, for each of the two web servers. The Dresden cascade is the most popular and most frequently used cascade. It does not limit the number of users. The Speedpartner-ULD cascade allows at maximum 1200 users to be connected. Contrary to the first two cascades, the cascade Koelsch-Rousseau-SecureInternet1 is a premium cascade. Here the user has to pay for the relayed traffic. Due to the involved payment protocol used on a premium cascade, a replay is not possible without controlling the first mix. Hence we modified the experiment slightly. Instead of replaying the messages into the cascade, we issued regular requests to our server with a modified version of the JAP.
The packets for the replay were generated with the JAP. To this end, we started the JAP, connected to the cascade, issued a single HTTP request via the JAP to the web server and closed the JAP. All packets sent during the period were recorded and later on replayed into the cascade.
To replay packets, we established a TCP connection to the first mix, waited for the descriptor sent by a mix, and afterwards we replayed the first packet containing the encrypted keys. As soon as the mix had sent the third message, which is the confirmation, the time measurement starts and the remaining previously sent packets were replayed into the cascade. The time measurement stopped as soon as the same number of packets has been received as previously recorded.
In order to test if the two types of measurements are distinguishable, we used the Kolmogorov-Smirnov (KS) test due to its few requirements concerning the sample distribution: the only requirement is that the samples are independently identically distributed (iid). The KS test can be used to decide if two sets of samples stem from the same underlying probability distribution. The test is done by calculating the maximum distance between the empirical cumulative distribution functions. For our statistical analysis, we used the program R.
Measurement Results
We mounted the attack first on the not so heavily used Speedpartner cascade. The cascade limits the number of users on the cascade to 1200. Additionally, the bandwidth available to each user is also limited. Therefore less noise is expected. This can ease the recognition of the introduced pattern. The cascade consists of two mixes. Both are located in Germany. The first mix is located in Dusseldorf and the other one in Karlsruhe. Here the introduced pattern has a slightly increased probability for having higher response times. However, this result is expected as the dedicated server is by far more powerful than the EC2 instance. The numeric values of the test are given in Table 2 . In both cases, the KS test results in a p-value below 0.05. The value 0.05 is our rejection level for the null hypothesis, namely F (type0) = F (type1). Therefore, we reject in both cases the null hypothesis. For an attacker this would mean that there is a difference between the measurement of type 0 and type 1. Since the replays are sent to the same destination and the only variable changed by the attacker is the load on the anticipated server, it is likely that the replayed packets are sent to the tested web server.
The results for the other cascades are summarized in Table 2 . Most notable is the case in which the Dresden cascade was tested together with the dedicated server as anticipated server. Although the packets were relayed to the dedicated server, it was not possible to distinguish the samples with the used methodology. The difference between the measurement of type 0 and type 1 was probably overshadowed by the noise introduced by roughly 2500 users that were using the cascade during our measurements. In all the other cases, we were able to distinguish the two types of measurements.
Due to possible legal consequences, we did not attack productive systems. However, to test for false positive, we used some productive systems, namely google.com, wikipedia.org and facebook.com. We used the servers as destinations for the replayed packets while attacking one of our own servers, i.e., the EC2 instance and the dedicated server respectively. The results are given in Table 2 . The absence of false positives indicates that the performance of a normally used web server is constant enough to mount the attack. In total, we observed only a single false negative and not a single false positive. The false negative is probably caused by the load of the Dresden cascade. We assume that the load was to high to detect the introduced delay. Worth to mention is that the attack is limited. There are several cases in which the attack is likely to fail, e.g., when load balancing techniques are used. However, the attack demonstrates the risk introduced by omitting replay protection. Moreover, it is likely that the possibility of replays can help to improve other attacks, e.g. web site fingerprinting attacks [9] . This also stresses the need of replay protection even against a local attacker.
Related Works
There have been various timings attacks proposed during the last years. A recent example is the attack of Evans et al. [10] which is an improved attack of [11] . Here the authors identify the user selected path through the Tor network.
In [12] , Hopper et al. present a timing attack that allows colluding web servers to decide whether two connections from the Tor network originates from the same user. In a second attack, the authors exploit the timing information to narrow down the location of a user of the Tor network.
Another timing attack was presented in [13] . Here the authors introduce a traffic burst on a network router and check if this influences the data flow of a circuit. By identifying the routers influencing the circuit, it is possible to track the full path of a circuit. While their approach works well in the controlled setting, it was harder to detect the traffic fluctuations in the real Tor network.
An implementation specific attack against Tor was proposed in [14] . Here the authors delayed cells in a way such that it is possible to influence the number of cells in an IP packet. They used this to embed a hidden signal at the exit node of a circuit and showed that an attacker at the entry node can recover this hidden signal. Thus an attacker controlling the first and exit node can deanonymize a user with help of this technique.
In [15] , the authors describe how a local attacker can deanonymize a user with a replay attack/tagging attack in Tor. Here an attacker needs to observe the exit as well as the entry node of the Tor network. The attack exploits that replays are only detected at the end points of a circuit. An attacker who controls the entry and the exit node can replay a packet at the first node. Eventually the replayed packet will be discovered at the exit node. Thereby an attacker can map the entry node and the exit node to the same circuit.
Another method to confirm that an entry node and an exit node participate in the same circuit was proposed in [16] . In the paper, the authors link the entry node and the exit node of a circuit with each other by correlating the CREATE CELLS with help of their dispatch and arrival times at the corresponding nodes.
In [3] , the authors inspected the cryptographic protocols used in AN.ON. Based on the flaws found in the cryptographic protocols, they proposed some attacks exploiting them.
An overview of general attacks against low-latency anonymity networks is given in [17, 18] 
Conclusion
In this paper we exploit the lack of replay protection and integrity protection in AN.ON to mount two different attacks. Our attacks demonstrate that the lack of these protection mechanisms introduces a high risk. Thereby we only assumed a local attacker who controls the connection between the user and the first mix. Although the first attack is not capable of deanonymizing a user, e.g., the attack does not identify the web site that an attacked user intends to visit with AN.ON, it introduces a risk. It is easy-to-mount and has a good chance of success in disclosing some web sites a user has once visited. The latter can be important for follow-up attacks like the presented replay attack. This replay attack requires more resources than the redirect attack and is also more difficult to mount. However, if the attacker manage to delay the responses of the correct anticipated web server, the attack is capable of deanonymizing the user. In combination, the attacks introduce a risk that is unacceptable for a low-latency anonymity network.
Currently, the AN.ON team is working to integrate both protection mechanisms, e.g., an integrity protection mechanism is currently in the testing phase.
