A semi-automatic image-based framework for modeling of street buildings is proposed in this paper. Two types of image sources are used, one is a sequence of ground-level spherical panoramic images captured by panoramic video recorder, and the other is an aerial image of the desired area obtained from Google Map. The advantages of our approach are first that the camera trajectory recovery result is more accurate and stable due to that the spherical panoramic images are used if compared to multiview planar images. Second, since each face texture of a building is extracted from a single panoramic image, there is no need to deal with color blending problem while textures overlapped.
INTRODUCTION
Three-dimensional (3D) models of street scenes are needed in many applications such as virtual fly/drivethrough, augmented reality, urban planning, and for documentation purpose. Inventing a fully or semiautomatic method for a fast building model reconstruction has lately become a vivid research topic in many fields such as computer graphics and vision. Due to the recent explosion of digital photography, various image-based modeling approaches have drawn a great deal of attention from many researches.
A detailed building reconstruction is not needed in some applications such as virtual touring or path guiding. One specific example would be the GPS-based car navigation system, which mainly uses aerial simplified street map incorporated with speech to guide drivers to their destinations. Some advanced navigation systems also support simple 3D models without textures to illustrate the situations when multiple roads vertically overlap. However, in many practical situations, drivers might still feel that it is quite difficult to link the aerial 2D map or textureless road models with the visual impression of the environment. Thus, supplying realistic street views of the route can be very useful, and this could be achieved by a set of simple texture-mapped 3D building models. Aerial images and ground-level images are two major types of image sources used by many existing image-based urban 3D modeling approaches. City Figure 1 : Examples of the reconstructed building models, which are textured with building elevation images automatically extracted from the panoramic images to provide the realistic impression. models can be constructed solely from aerial images if the heights of the buildings can be obtained from airborne laser scanners or calculated from stereo image views (Gruen, 1997; Haala and Brenner, 1998; Maas, 2001; Vestri and Devernay, 2001 ). However, the resultant city model usually lacks a realistic impression at ground level since the aerial image can only provide very limited texture information for buildings' side views. Hence, there have been a number of approaches to automated texture mapping of 3D models using the available ground-level images (Fruh and Zakhor, 2004; Hu et al., 2006; Liu et al., 2006; Stamos and Allen, 2002) . The automated pose recovery algorithm for multiview images was considered time-consuming and the textures generated from different views usually causes a visible seam due to lighting condition and image resolution variations. Wang et al. (Wang et al., 2007) proposed to use cylindrical panoramic images for texture mapping propose. In their method, a rough location of each panoramic image was assumed provided and the registration between the panoramic image and aerial image was done through a voting process. Since only sparse panoramic images were used, some building might be lack of texture or there exist some visible seams while textures overlapped.
Panoramic images have become widely accessible due to the rapid development on hardware and camera technologies, and they have many advantages in supporting the 3D reconstruction tasks due to their wide field-of-view. We aim to develop a framework which takes a set of dense spherical panoramic images and an orthogonal aerial image of that area, and is able to output the texture maps and height information of the selected buildings through a fully automatic process. The reconstructed building models are textured with building elevation images extracted from the panoramic images to provide the realistic impression as shown in Fig. 1 . The proposed approach would be useful for applications that require largescaled and simple yet realistic 3D street/city models.
RECONSTRUCTION FRAMEWORK
The framework takes two types of image sources as input. One is a dense set of ground-leveled panoramic images and the other is an nearly-orthogonal aerial image of that area. The 360×360-degree panoramic images were captured by Point Grey Ladybug3 mounted on the top of a car, which captured five "regular" planner images looking horizontally outwards and one looking upward, each with frame rate of 15 images per second. Six images are then stitched together using the multi-perspective plane sweep approach of (Kang et al., 2004) . This allows to produce a set of spherical panoramic images of resolu- Some reasonable assumptions about the input data of our approach is described as follows: The projection model of each source panoramic image can be modeled by the spherical projection with respect to a point (i.e., a projection center) representing the location of the camera in 3D space where the image was captured. An imaging coordinate system is defined for each image originated at its corresponding projection center. Moreover, the panoramic images were acquired along a smooth and continuous path. The GPS position information associated with some panoramic image acquisition locations is given as the car was equipped with the GPS device. The information is used for initialization and bundle adjustment purposes. Furthermore, the buildings' footprints on the orthogonal aerial image are given (i.e., by preprocessing the aerial map same as method proposed in (Wang et al., 2007) ) or manually specified. The outlines of building footprints are used to construct the 3D models of the buildings and also help identifying the buildings' front view regions in the panoramic images.
The framework of our approach is depicted in Fig. 3 . First, feature detection algorithm is applied to each of the source panoramic images, and then feature point matching search is performed between each pair of successive images. The matching results enable us to recover the essential matrix describing the spatial relationship between two imaging coordinate systems. The relative orientation, represented by a rotation matrix, and position, represented by a unit vector, of two successive panoramic images can be derived from the essential matrix. Camera trajectory can be recovered through point cloud reconstruction of the scene and bundle adjustment based on the available GPS information. The camera path can be refined through the process of registering it to the aerial image. After each panoramic image's position with respect to the aerial image's coordinate system is established, the building rooftop edges on the panoramic images can be identified through a matching process supported by the information of building footprint outlines on the aerial image. The height of building can be calculated based on the detected building rooftop edge and the location of the panoramic image. Finally, the building texture can be extracted form the panoramic image, and it must go through warping and rectification processes before can be used for texture mapping. The reminding sections report techniques used in the framework followed by some 3D modeling results and conclusions.
CAMERA TRAJECTORY RECOVERY
The first half of the framework deals with the camera trajectory recovery task, which can be considered as a preparation step so that the registration of two types of input images can take place. Currently, registering the recovered camera trajectory to the aerial image is done manually by specifying two end point locations of the path on the map. Consequently, an image's coordinates representing a position on the aerial image associated with each source panoramic image could be derived. In order to recover the relative image capturing positions and orientations of the source panoramas, we first estimated the spatial relationship between each adjacent pair of panoramic images, and then integrated those pairwise results. The spatial relationship in terms of a rotation matrix and a translation vector, referred to as the external camera parameters, can be derived from the essential matrix describing the epipolar constraint between the image correspondences in two panoramas.
The image point correspondences can be established by Scale-invariant Feature Transform (SIFT) detection plus SIFT-based matching. A single threshold D SIFT was used to determine if a match was acceptable in the SIFT-based matching algorithm. The smaller the value, the more image correspondences were identified, and the higher possibility that the result would include false matches. The eight-point algorithm was employed to estimate the essential matrix. A two-pass approach was proposed to obtain the final essential matrix. First, an initial essential matrix was derived according to a smaller set of image corresponding points, which was the matching result associated to a relatively large threshold value D SIFT . Those sparse corresponding points were believed to be more accurate but less descriptive. Next, a smaller threshold value was assigned to obtain a larger set of point matches. The initial essential matrix was then used to serve as a constraint to filter out the incorrect matches. In other words, the matching outliers were filtered by epipolar constraint. The remaining point matches were then used to compute the final essential matrix.
The derived essential matrix was used to solve for the external camera parameters R and T, which stand for the rotation matrix and the translation vector, respectively. Pairwise external camera parameters were first determined and then integrated one by one to obtain the global camera motion and thus the camera's moving trajectory. During the integration process, the scene points based on the already processed panoramic image were reconstructed with respect to the 3D world coordinate system, which are used as the references to estimate the next camera location. An example illustrating an intermediate result of the reconstructed scene point cloud is given in Fig. 4 . The major drawback of such method is that the camera parameter estimation error would propagate through the integration process. One way to correct such drift is by a path closing strategy, which however does not always work well. Moreover, identifying two or more panoramic images captured at the same street intersection but at different locations and times is a very
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difficult problem. In order to deliver an efficient and relatively more accurate solution to this problem, we have chosen to incorporate GPS information. Since the accuracy of GPS system varies from 1 to 5 meters, it is sensible to correct the trajectory drift every 50 meters based on the GPS reading. The final camera's moving trajectory was determined by a series of bundle adjustments on the recovered camera locations.
GENERATION OF BUILDING TEXTURE MAPS
The second half of the framework deals with the generation of building texture maps from the source panoramic images. A building can be identified through the processes of image edge detection and line matching with the supportive information of the provided building footprint boundaries on the aerial image. The usage of texture maps not only can enhance the visualization of the 3D models but also offer the height information of the buildings, which is needed in the building modeling process. For each building shown in the aerial image, we are mainly interested to extract the front elevation portion of the building from the panoramic image. Due to that a dense set of panoramic images were acquired, the same building will appear on numbers of successive panoramic images. Thus, it is essential to look for a source panoramic image which contains a largest projection region of the desired building. This panoramic image, denoted by P i , can be obtained by the following:
where Dist function returns the distance between two coordinate locations on the plane (i.e., the aerial image space), (x j , y j ) represents the location of the j-th panoramic images, (x s , y s ) and (x e , y e ) represent the starting and ending points of the given building footprint edge, respectively, and N denotes the total number of candidate panoramic images. The building footprint line segment on the aerial image was projected to the panoramic image. Let u s and u e denote the projections of the starting and ending points of the footprint edge, respectively. In order to identify the image portion that contains the front elevation view of the desired building, we first reduced our searching space by defining a horizontal range [u l , u r ], where u l < u r and u l , u r ∈ {1, 2, . . . ,W }.
We have u l = min(u s , u e ) − |u s − u e |/4 u r = max(u s , u e ) + |u s − u e |/4, where W is the width of the panoramic image (in pixels). We use H to denote the image height. We could further reduce the searching space by defining a vertical range [v t , v b ], where u t < u b and u t , u b ∈ {1, 2, . . . , H}. These two boundary values can be obtained by the elevation of the camera location, denoted as h, the shortest distance between the camera and the building, denoted as d, and the maximum possible height of the building, denoted as b. We have
The image region bounded by top-left corner (u l , v t ) and bottom-right corner (u r , v b ) is denoted by I R . We applied Canny edge detection to region I R and back-project the resultant binary image to a planar surface, denoted as I P . Then, Hough transform was employed to detect straight lines. We have posed constraints that the length of the straight line must be greater than half of the width of region I R and the angle between the straight line and a horizontal axis should be less than 45 • . The set of detected straight lines potentially contains the desired building rooftop edge. Let S denote the number of resultant straight lines.
The building footprint boundary on the aerial image, the one facing the camera, was projected to the panoramic image by various b values within reasonable building height range B, and as well as at the same time back-projected onto I P . A similarity test was then performed to calculate the number of overlapped pixels between each of the back-projected building footprint boundaries and the set of detected straight lines. The desired building rooftop edge, denoted as l m , can be estimated by the followings:
where l n indicates the detected straight line indexed as n, f b indicates the back-projected building footprint boundary with height value equals to b, and function Row returns the average image row of f b in I P . The obtained value of r indicates the height of the building. The building elevation view image was generated by first back-project the color panoramic image region I R to a planar surface, denoted as I Q . The resolution of color image I Q is identical to the resolution of binary image I P . In general, the resultant texture image I Q is not in rectangular shape. Rectangular image textures of building elevation views are preferred for texture mapping task. Therefore, image I Q needed to be rectified by the perspective transformation provided in OpenCV before it was used for texture mapping.
EXPERIMENTAL RESULTS
The program was mainly written in MATLAB and partially in C++. The experiments were performed on Windows XP (Service Pack 3) operating system running on a Intel(R) Core(TM) i7 CPU 920 2.67 GHz with 3G of RAM. A Point Grey Ladybug3 digital video camera was mounted on top of a car and used to capture the input panoramic images. The car was moving at an average speed of 45 kilometers per hour on the street and the camera captured 15 panoramic images per second. This way, adjacent panoramic images were captured at locations approximately one meter apart. The car was also equipped with a GPS system.
The input panoramic image resolution was equal to 2048(width) × 1024 (height) pixels. An example of the captured spherical image is shown in Fig. 2(right) , which has been transformed to a planar rectangular image. The aerial image of that area was obtained from Google Map as shown in Fig. 5 , where the red line segment indicates the provided building footprint boundary and the red dot on the street indicants the corresponding camera location where Fig. 2(right) was captured.
We recorded thousands of panoramic images this way on different streets, however, for image exper- iments there is no sufficiently accurate ground truth data available for evaluation. As described in the previous sections, we aim to reconstruct a rough 3D street model for which accuracy was not our major concern. Some reconstruction examples based on our approach are shown in Fig. 1 .
A building texture generation example is given in Fig. 6 . The original panoramic image is shown on the top. The red rectangle indicates the region I R that contains the desired building texture, which is backprojected to a planar surface I P to perform straight line detection. Figure 6 (left) illustrates the Canny edge detection result of I P in binary image format. Hough line detection algorithm has been performed to obtain a set of nearly horizontally-oriented straight lines. The binary image has been faded to emphasize the detected straight lines (blue thin lines). Red thick lines indicate the potential building roof. Finally, the top-most thick black line has been identified to be the building rooftop edge. Part of the top region of the back-projected color panoramic image was cropped according to this identified building rooftop edge, and the result is shown in Fig. 6(middle) . The perspective transformation has been performed to obtain a rectangular building texture illustrated on the right of Fig. 6 . Another building texture generation example is shown in Fig. 7 and the corresponding reconstruction result is shown in Fig. 1(left) . To evaluate the performance of the proposed camera trajectory recovery approach, we have also conducted some synthetic experiments. A 12 × 20 units (note: the unit is as used in the software) virtual street model was built by Maya and all the buildings were texture mapped with real images. A virtual camera was implemented to capture the panoramic images in the virtual world. For the experiment illustrated in Fig. 8 , 50 panoramic images were generated at the locations indicated by green dots. The estimated camera path is represented by a set of blue circles. The average drifts of the resulting camera path to the actual path is equal to 0.324 units.
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CONCLUSIONS
An street 3D modeling framework was proposed, which takes two types of images as input sources, namely a set of spherical panoramic images captured along a continuous path and an orthogonal aerial image of that area. The relative orientations and positions of all the panoramic images can be recovered through a fully automatic process with the help of sparse GPS data. The footprints of major buildings to be reconstructed in the aerial image are assumed given. The developed program is able to automatically estimate the height information and generate a rectangular front view texture image of each building for large-scaled 3D city modeling.
