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CHAPTER 1

INTRODUCTION

Data science includes how to gather data, how to design experiments in data
gathering, and how to analyze the collected data to find interesting patterns and to
extract knowledge from data [106]. Well designed experiments are powerful tools to
find answers in many areas such as drug discovery [147], car crash tests [45] or a failure
control of synchronous sequential machine on a given sequence [60]. They allow us to
compare different cases and make inferences by minimizing any bias for the problem.
Basically, the main goal of any experiment is to reduce uncertainty while decision
making in a problem of interest [35]. In statistics, the problem of selecting samples to
obtain valid and objective conclusions is called experimental design [56], which aims
to maximize the information obtained throughout the process.

1.1

Significance of Successful Design of Experiments

Today, experimental design is widely used in many areas such as genomics
[35], medicine [110], [147], computer science [149], [24], [19]. For example, in machine
learning, active learning refers selecting the most informative samples for the training
stage and improving the classifiers [30], [5], [56], [127], [159], [113]. Cohn et al. have

1

Definition of objective

Data collection

Experimental design

Verification

Analyzing the results

Figure 1.1: Experimental Design Process.

proposed a methodology that utilizes statistical design models to train the artificial
neural networks [30]. SVMActive is a method to select samples of a train model [35].
It tries to select samples which are the closest to the boundary to construct a model.
Another example could be selecting attendees of a survey or a clinical trial, where
attendees could be selected randomly or biased based on the objective of the survey.
The experimental design process consists of five main steps [95], [126] as depicted in Figure 1.1: 1) definition of the objective, 2) experimental design, 3) data
collection, 4) analyzing the data, and 5) verification. Experimental design and analysis are vital steps in this process since incorrect design and analysis obstruct detecting
factor effects 1 or cause incorrect inferences for the selected problem domain. Moreover, appropriate design and analysis methods help us obtain valid and objective
results.
Different experimental design methods are necessary since each data set has
its own properties such as distribution, scale, dimension, type, etc. In the literature,
there are many experimental design methods for different problem domains, and it is
important to select a suitable experimental design method for a specific problem to
1

In the experimental design, a factor is a major independent variable, and a factor effect is an
outcome that is a consistent difference between levels of a factor.

2

maximize the information obtained and to reduce time and cost [95], [126]. Once the
design method is selected and the data is collected, analysis of the data is required.
This is a challenging task if computational tools or methods are not used. For example, manually analyzing the features of MRI images of cancer patients is not a
trivial task for the doctors. Determining the factor effects (i.e., temperature, rennet,
milk type, etc.) in the cheese making process requires significant manual labor. In
addition, manual analysis generally involves a considerable number of human errors
within the dataset, which makes it difficult to get accurate results. In this step, data
mining, machine learning, image processing, and visualization tools or methods can
be used to accelerate the analysis process to increase the accuracy and to reduce the
workload of the experimenters.
Experimentation is generally an evolutionary process until the objectives are
met. This also means that the prior experimental data is generally available for
the next set of experiments. However, most of the common experimental design approaches such as random design, factorial design, etc. do not utilize results from the
previous experiments. In other words, once the data is collected, the later experiments
are designed without including preliminary results, or significant effort is required to
include this information in the design. Even though there are a number of techniques
that utilize prior information, these methods usually suffer from limited and skewed
prior data. This is a significant challenge for the researchers since traditional machine
learning methods favor the majority of data samples. Moreover, these rare samples
may be considered to be noise or outliers, which is a critical mistake in some research
areas. For instance, designing a vaccine for a disease is a challenging task, and one
3

successful outcome is enough to finalize the process. Since it is a rare (or even undiscovered) case, it is almost impossible to find a condition using traditional classifiers.
Therefore, more flexible and robust techniques are required. In such cases, it is critical to find the relation between the factors that reduce the symptoms of the disease,
and generate similar but unique samples to find the solution. In addition, once the
solution samples are determined, it is important to prioritize the results to be tested
if the resources are limited or costly. After the samples are tested in the wet-lab,
and the data is collected, proper analysis methods and visualization techniques are
required to maximize the information obtained and analyze the data efficiently.

1.2

Our Approach

In order to address these problems, in this dissertation, we propose a data analytics framework called “Associative Data Analytics (ADA).” ADA is developed to
design experiments and analyze the results in an efficient way. It proposes solutions
to following subproblems of the data analytics domain: 1) experimental design, 2)
ranking and evaluation of the experiment samples, 3) data collection, 4) analysis of
results, and 5) visualization. Figure 1.2 shows an overview of these stages that are
briefly described below.

Experimental Design. In this stage, a novel experimental design method called
Associative Experimental Design (AED) [41], [42] is proposed. AED explores possible interactions between the features of existing data samples in a large solution
space. It generates new experiments by analyzing the factors of existing experiments
4

5
Visualization

Associative Data
Analytics

4
Analysis of the Results

3
Data Collection

2
Ranking and Evaluation of
Experiments to be Tested

1
Associative Experimental
Design

Figure 1.2: Associative Data Analytics Framework.

based on the common factors, their success rates and frequency.

Ranking and Evaluation of Experiments to be Tested. Experimental design
methods usually generate a high number of experiments, and it may be difficult to
conduct all. Therefore, in the case of limited resources, it is beneficial to prioritize
these experiment conditions based on their likelihood of success. For this purpose, in
this research, we use a distance metric to rank the AED results that are most likely
to yield successful outcomes. Efficiency of the ranking approach is another concern in
the experimental design process. In order to measure the effectiveness of the ranking

5

method, we propose a new metric called “Bin-Recall.”

Analysis of Results. Once the experiments are carried out and data is collected, an
evaluation of each experiment result is required. This process can also be called “scoring,” which is generally done by professional data analysts or automated systems. In
this stage, some data mining, machine learning methods, and data processing approaches can be used for the analysis depending on the type of collected data. In
this dissertation, we propose “super-thresholding” to analyze the object regions for
the collected experiment images. Super-thresholding utilizes a supervised classifier to
decide an appropriate thresholding method for a specific image.

Visualization. Another important step of the experimental design process is visualization of the results in order to analyze overall experiments. This step is critical
if it is necessary for the samples to be monitored periodically. Therefore, we implemented a visualization tool Visual-X2, which 1) presents the sample outcomes in a
visually recognizable way, 2) allows a user to update previously assigned scores, and
3) displays multiple scans of a sample.

1.3

Evaluation of the ADA on Protein Crystallization Problem

In this dissertation, the protein crystallization problem is selected to evaluate
ADA; but our framework can be applied to other problem domains as well. The
protein crystallization domain has some challenges in terms of successful experimen-

6
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well
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plate

Protein Crystallization Process

Figure 1.3: Associative Data Analytics Application to Protein Crystallization Problem Domain.

tation and analysis of the results. We briefly state the problem domain and issues as
follows.
Protein crystallization (P C) is the process of growing a crystal in a solution
in a wet-lab to visualize a protein at the atomic level. It is critical to understand the
functionality and the structure of a particular protein [91]. This process begins with
setting up experiments in a wet-lab, which is called protein crystallization screening,
then continues using spatio-temporal analysis with the help of a microscopic system,
and ends with optimizations as summarized in Figure 1.32 .
2

Images from, http://www.ixpressgenes.com/
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The goal of protein crystallization screening is the determination of the main
factors of importance for crystallizing the protein under investigation. Since each
protein has a unique primary structure, it is quite challenging to determine the parameters of the experiment that can yield a crystal for a protein [59], [90]. One of
the major issues in determining these factors is that screening is often expanded to
many hundreds or thousands of conditions to maximize the combinatorial chemical
space coverage for maximizing the chances of a successful (crystalline) outcome. The
cost in time and materials renders an exhaustive trial of all possible combinations of
conditions practically impossible. Today, commercial screens are generally used to
cover larger chemical spaces to increase the efficiency of the experimental process.
Despite the promising results for many proteins, the commercial screens are not able
to crystallize some difficult proteins. For these cases, it is quite important to analyze
the existing results in order to design new experiments to reduce the time and the
cost to grow successful crystals. However, this task is challenging due to the following
reasons provided below.
Issues about the screening data
1. The commercial P C screen kits have a limited number of solutions; therefore,
only limited data is collected for each iteration.
2. Success rate of P C is quite low for some crystals, and it is difficult to determine
the factor effects that yield crystals (i.e., success rate 2% [134]).
3. The P C data is skewed, and there are few samples that can be used to test the
effects of some factors (i.e., 1% of the data contains heavy metals).
8

4. The data does not show any known distribution such as normal, exponential,
linear, etc. Therefore, the data and the error cannot be modeled using common
models.
5. Due to dealing with nominal data, lack of reliable distance measures makes
clustering of the successful samples difficult.
6. There are many factors that can affect the process, but most of these effects are
unknown. There may be no correlation between the factors.
7. Limited availability of the protein and the chemicals increase the cost of data
collection.
8. Existence of a large solution space obstructs the selection of the factors (i.e.,
hundreds or thousands of conditions may need to be generated).
9. P C is a temporal process, and spatio-temporal analysis should be incorporated
into the process.
Issues about protein crystal images

1. No single thresholding technique works for all images in our protein crystallization image dataset.
2. Since images are collected from different phases of protein crystal growth, crystals may have varying sizes, shapes, and intensities.
3. The sizes and the number of crystals may vary.
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4. Images may be captured under different illuminations.
5. Since crystals may have 3D shapes or they may appear at different depths from
the camera, some crystals may be blurred or out of focus.

Once the protein crystallization experiments are set up in a wet-lab, the process
requires spatio-temporal analysis since new crystals grow or the number of crystals
increases over time [134]. In order to accelerate analysis of the results, the images
of protein solutions are acquired with the help of a microscopic system (please see
Figure 1.3). Detection of well-shaped crystals is critical since they provide important
information about the structure that can be used to determine the usability of crystals
for further analysis (such as classification and spatio-temporal analysis). Posterior
analysis of the images may help determine the phase of a protein image in these
systems. Thus, the protein crystallization domain is a convenient application area to
test our method.

1.4

Overview of the Contributions

ADA proposes individual solutions to different stages of the data analytics.
We evaluated the performance of ADA on the protein crystallization problem. Our
results show that ADA yielded successful results and made a significant impact on
this domain.
The significant contributions of the ADA framework can be summarized as
follows:
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• AED generated new conditions for difficult crystallizers, which had not shown
any results exhibiting needles (or better) in the commercial screens,
• AED achieved these results using very limited and skewed screen data, which
are very challenging conditions for designing experiments,
• AED results (conditions) were ranked based on their likelihood to yield a successful outcome,
• The Bin − Recall metric performed an effective evaluation of the ranked samples,
• The super − thresholding method generated reliable binarization of protein
images by improving the accuracy by 10% compared to the best thresholding
method in our experiments, and
• The V isual − X2 visualization tool is used to display the results for a final
visual assessment of the conclusions.

1.5

Dissertation Organization

This dissertation is organized as follows. In Chapter 2, we provide background
information related to the protein crystallization problem. We explain the related
work of ADA in Chapter 3. Then, we describe the Associative Experimental Design
(AED) method in Chapter 4. In Chapter 5, we explain how AED can be applied
to the protein crystallization domain and then provide our experimental results. We
describe how to measure the effectiveness of ranking methods using the Bin − Recall
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metric in Chapter 6. The super-thresholding method and its application to the protein
crystallization domain are explained in Chapter 7 and Chapter 8, respectively. In
Chapter 9, we introduce the V isual − X2 tool to visualize protein crystallization
experiments. Finally, the conclusions and future work are provided in the last chapter.
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CHAPTER 2

BACKGROUND on PROTEIN CRYSTALLIZATION

In this dissertation, since we tested associative data analytics on protein crystallization domain, some background information on the protein crystallization might
be helpful to understand the problem domain and the motivation behind our method.
In this chapter, we briefly provide the information about the protein crystallization
experiments, phase diagrams, and scoring of the protein crystallization outcomes.

2.1

Protein Crystallization Experiments

Protein crystallization is the process of growing a crystal in a cocktail (solution
or screen) in a wet-lab to enable visualization of a protein at the atomic level. This
cocktail consists of crystallization agents such as buffers, precipitants, salts, other
additives (i.e., {30% Polyethylene glycol 4000 (P EG4000), HEPES sodium ( pH =
7.5 ), 1.6M sodium chloride} could be a typical cocktail where P EG4000, HEPES,
sodium chloride are used as precipitant, buffer, and salt, respectively.). In the protein
crystallization cocktails, the buffers are used to maintain the pH of the environment,
and the other agents are generally used to alter the solubility of the protein. Once
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Figure 2.1: Setting up protein crystallization experiments.

the cocktail is prepared, the plates are prepared as shown in Figure 2.11 . The induced
protein-protein intermolecular interactions in the cocktail lead to a phase change for
the protein, and eventually may yield a crystal. In order to keep track of the changes,
the plates are monitored periodically with the help of a microscopic system.
In the following section, we explain how proteins change their phase based on
the agents in the environment.

2.2

Phase Diagram

Normally, a protein is going to dissolve in a liquid up to a solubility limit.
This dissolution process is a function of the protein and the solution conditions.
The solubility is an equilibrium concentration defined in the presence of the solid
(crystalline) phase. If the concentration of a solution is below the solubility limit,
then that solution is said to be undersaturated; if it is exactly on the solubility
limit, then it is called saturated. When the solution reaches the solubility limit, it is
1

Plate image, from http://www.wellplate.com/well-plate-format/
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possible to increase or decrease its solubility by changing some physical factors such
as pH, temperature, etc. If the concentration of the solution is above the solubility
limit, then the solution will be supersaturated. This is the only region where a
protein crystal can be grown. However, a supersaturated solution is not enough for
crystallization to proceed by itself. A specific amount of activation energy and an
ordered sequence of inter-molecular interactions are required for initiating protein
crystal nucleation, and that eventually yields a protein crystal [13], [119].
A phase diagram illustrates the behavior of a protein with respect to the
solution components and the conditions. It is very important to locate the solubility
curve based on these parameters as proteins can grow only in supersaturated solutions
[13], [155]. Thus, the phase diagram is a very useful representation to set experiment
parameters properly for X-ray diffraction studies [17]. A visual representation of a
phase diagram is shown in Figure 2.2.
The two main zones of the phase diagram are the undersaturated and supersaturated regions. The supersaturated region has three subdivisions shown in Figure 2.2.
In the labile zone, a crystal nuclei can form and grow if the proper conditions are provided. Once the nucleation starts, protein crystals grow using the nutrients of the
solution leading to a reduction in the protein concentration of the solution. The
solution goes to the metastable zone as the protein concentration decreases. In the
metastable region, if there are nuclei that have already formed, the crystals may continue to grow until the concentration equals the solubility limit. This also means that
new nuclei cannot form in that region [13]. If the supersaturation is too high, amor-
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Figure 2.2: Phase Diagram.

phous precipitates can also appear in the precipitation zone rather than formation of
crystals, which is not a desirable result for the crystallization process [13].

2.3

Scoring of Protein Crystallization Outcomes

In the protein crystallization, scoring is a method of evaluating the outcomes
of the crystallization experiments with integer scores in the range of [l, h], where l and
h represent the lowest and highest scores, respectively. An outcome with the highest
score is desired by crystallographers as crystals with these scores are sufficiently large
for use in X-ray diffraction analysis. In the literature, there are a variety of different
scoring schemes for the protein crystallization experiments. A scoring scheme for use
in analysis should show a linear scaling of the score with the desirability of the out-
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come indicated. Sigdel et al. summarize some of the different scoring (or classification
categories) methods in [133]. Since Hampton scoring [1] provides additional crystal
subcategories with respect to other scoring scales, a revised version of Hampton scoring is used as shown in Table 2.1 for optimization and our associative experimental
design analysis. This revised scoring scale is put forth as better representing a progression in outcome desirability with higher numerical values [22]. Clear solutions
(score = 2) can as well be solutions in the metastable region of the phase diagram
where the crystals simply have not nucleated, as well as being undersaturated protein. Distinguishing between a heavy and light precipitate is a judgment call, where
consistency is more important than that it meets an (as yet undefined) absolute criteria. The bright spots outcome (score = 4) represents high intensity spots observed
in the plates under fluorescent imaging which have no corresponding structure when
viewed under white light imaging. As intensity is proportional to structure [114], [92]
these can be considered as cryptic or non-obvious, leads. Non faceted structures include items commonly referred to as dendrites, spheroids, and urchins. We provided
some sample fluorescently labeled microscopic images for each score described above
in Figure 2.3.

Table 2.1: List of Hampton and revised scores.
Hampton Scoring

Revised

Outcome

Hampton Scoring

Revised

Outcome

1
2
3
4

0
2
3
1
4

heavy amorphous precipitate
clear solution
phase change (oiling out)
precipitate (light)
bright spots or granular precipitate

5
6
7
8
9

5
6
7
8
9

spheroids, dendrites, urchins
1D needles
2D plates
3D crystals small, < 200µm
3D crystals large, > 200µm
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Figure 2.3: Sample microscopic images of the protein crystallization outcomes. a)
heavy amorphous precipitate, b) clear solution, c) phase change, d) light precipitate,
e) bright spots or granular precipitate, f) spheroids, dendrites, urchins, g) needles, h)
2D plates, i) small 3D crystals, and j) large 3D crystals.
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CHAPTER 3

RELATED WORK

Significant research has been performed in the field of design and analysis
of experiments. This chapter explains the related work about experimental design,
image thresholding, and visualization approaches in the protein crystallization area.

3.1

Experimental Design

Today, experimental design is intensively used in many different problem domains such as biology [15], [53], chemistry [93], genomics [35], medicine [110], machine
learning [159], [149], software engineering, [24], [81], etc. In the literature, the existing
experimental techniques can be categorized into two groups based on the utilization
of the information from previous experiments [95].
The first group of methods do not use the existing experimental results, which
means the methods generate the experiments based on user defined factors and their
levels. Many common experimental design methods such as randomized design, full
factorial design, incomplete factorial design, block design, and Bayesian design can
be categorized under the first group. In the randomized design [70], the factors of
a treatment are arbitrarily assigned. This method is useful when the experimenter
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wants to maintain the distribution of the population eliminating any potential bias
[95], [78]. However, this approach may not be appropriate, if the experiment requires
temporal analysis of treatments (i.e., the treatments change for each iteration). In
addition, if the resources are limited, randomly selected samples may not represent the
population; therefore, the randomized design generally requires large sample groups
and bigger budgets. Full Factorial Design is an exhaustive approach to test all possible
cases of a problem [73]. It allows accurate detection of main factor effects, but it is
not feasible if the resources are limited or costly. In such cases, incomplete factorial
design would be better option since it selects fewer experiments systematically in a
large solution space. In this approach, permutations of parameters can be assigned
randomly, and the first order interactions can be separated mathematically. Detailed
coverage of the other common experimental design methods is provided in [95], [78].

3.1.1

Regression Analysis and Issues
Experimentation is generally an evolutionary process, and the results from

previous experiments are generally available for the next set of experiments. Ignoring
this information is a limitation of the first group of approaches. To include the
information from the previous experiments to the next experiments, data mining
methods such as regression, classifiers, association analysis, etc. can be used for the
experimental design domain. In the experimental design, one way of investigating and
modeling the relationship between variables is regression [37], [80]. In order to obtain
an adequate model in regression, there are some assumptions that need to be checked:
1) the relationship between the responses and the regressors should be linear, 2) the
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error term should have normal distribution with N (µ, σ 2 ) (i.e., Anderson Darling test
[8]), and 3) the error terms should be uncorrelated (i.e., Durbin-Watson test [125])
[96]. These are strong assumptions to make, and it is difficult to fit data into a linear,
polynomial, exponential model. Moreover, once the data is fit into a regression model,
it is desired to obtain R2 ≥ 80%, where R2 is a statistical measure of how close the
data is to the fitted regression line. This is challenging if the data cannot be modeled
with regression. For a complex problem domain such as protein crystallization where
most of the factor interactions are unknown, making the assumptions mentioned
above and fitting the data into a regression line is not possible. However, we have
tested regression on our protein crystallization data set, and we obtained R2 = 59%,
which is insufficient for a reliable model.

3.1.2

Classifiers and Issues
Classifiers are another way to model data to determine the factor effects. For

example, DeLucas et al. used artificial neural networks to design experiments for the
protein crystallization experiments [76], [36]. In that study, a balanced preliminary
experimental data is tested in the wet-lab, and then it is used to train the artificial neural networks. However, commercially obtained screens, which do not have a
balanced distribution and do not provide enough samples for a specific factor, are
commonly being used in most protein crystallization experiments. In [36], it is recommended to test all possible combinations of the screens using the model generated
with the training data to obtain successful candidates. Moreover, as we mentioned
in the Introduction, the success rate of the protein crystallization experiments is 2%
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[134], which means the data is significantly skewed. In that case, a reliable model
may not be obtained, or the classifiers may overfit the data. In addition, if the data
is highly skewed, then the classifier will be biased towards to the majority of the
samples. In our experiments, we trained different classifiers (i.e., artificial neural networks, Bayesian belief networks, Bayesian classifier, decision trees, etc.) to build a
model, but our models could not converge into a reliable model due to limited and
skewed data. In addition, we have also generated 253 rules using association rule
mining with 5% and 10% thresholds for support and confidence, respectively. However, we could not obtain any useful rules that have high support and confidence for
the protein crystallization data.

3.1.3

General Challenges
Although data mining methods are useful to design experiments, it is a chal-

lenging task since different data shows different properties such as distribution, scale,
dimension, type, etc. There are several critical factors that make designing and analyzing experiments challenging: 1) limited data size, 2) low success rate, 3) cost of
the data collection, and 4) large solution space. Traditional data mining and machine learning methods may not be effective in this domain since they concentrate on
large scale data sets to generate models or extract rules. Underlying reasons of these
challenges are provided below:

• If the available data is not sufficient (also known as cold-start problem [124],
[131], [20]), parameters of classification/regression are not able to converge to a
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reliable solution, or the classifiers may overfit the data. Thus, a reliable model
may not be obtained.
• If the data is highly skewed and there are few samples yielding successful outcomes in the dataset, the mining of frequent patterns or association analysis
do not work. The support of these samples will be low even if they have high
confidence (discriminative pattern problem [50]). In addition, the classifiers are
not able to learn from these samples since they are rare, and the model will be
biased towards to the majority of the samples [63].
• Experimental data generally contains nominal features, which make it difficult
to measure distance between the samples in a reliable way. For example, it is
hard to measure the distance between professions (e.g., secretary, technician, or
engineer) accurately. Thus, clustering methods do not work well on those types
of data.
• Solution space is very large; therefore, brute-force methods are not practical in
terms of cost and time.

3.1.4

Ranking and Evaluation of Ranking
In experimental design domain, another problem is giving priority to the sam-

ples/treatments to be tried. Because, in the case of limited resources, experimenters
want to know which samples need to be tested first. For example, in software engineering, regression testing is an expensive activity of validating a software by detecting
new errors in previously tested code [62]. Srivastava et al. propose a test prioritiza23

tion system, Echelon, to rank the tests and to reduce the cost of the testing [139].
There are also other approaches proposed in the same area to select and to prioritize
the test cases [157], [118], [81], [98], [16], [47].
Once the samples are selected and prioritized, the measurement of effectiveness
of the selection (query) could be another concern. A measure is needed to evaluate
how good the selected samples are in the population or in the solution space. For
example, in the regression tests, if 100 test cases are selected among 1000 tests using
two different approaches, the accuracy of the selection methods should be measured to
make an objective evaluation. There are some metrics available in the literature [151],
[104] particularly for information retrieval system such as average precision (AP )
[158], mean reciprocal rank (M RR) [27], R-Precision, precision-at-depth (P @d), etc.
These evaluation metrics are generally designed for binary relevance or top-k retrieval
[94].
Average precision is one of the common metrics in information retrieval systems that assume the existence of finding many relevant samples in each query. In
addition, it is significantly influenced by the samples retrieved at large ranks. Average
precision (AP ) can be calculated as follows:

n

AP =

1X
P (k)
n 1

(3.1)

where P (k) is the precision at the k th position in n number of samples. Precision is
usually computed the rank of relevant samples. The mean average precision (M AP )
is calculated based on taking the mean of the AP of multiple queries.
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The reciprocal rank (RR) is another common measure that is too sensitive
to the position of the first relevant samples. Basically, RR is the rank of the first
relevant sample and is calculated as follows:

RR =

1
ranki

(3.2)

where ranki is the position of the first relevant sample in the n number of samples.
The main advantage of RR is that it does not need the information of all relevant
samples in the data set. The mean reciprocal rank is another metric which is appropriate for the existence of few relevant samples in the query, and it is greatly sensitive
to the rank of the relevant samples. Mean reciprocal rank is calculated as follows:

n

M RR =

1 X 1
|Q| i=1 ranki

(3.3)

where ranki is the position of the first relevant sample in the n number of samples
for the ith query and Q is the number of queries. These types of ranking methods are
generally sensitive to the rank or the position of the samples in the lists [104], [94].
There are also several other measures that are not so sensitive to the positions
of the relevant samples in the result query such as precision-at-depth (P @d) and RPrecision [94]. The P @d measures the precision at depth d where depth means the
number of consecutive samples in a part of the results query, and can be calculated
using the following equation:
d

P @d =

1X
ri
d i=1
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(3.4)

where R = [r1 , r2 , ..., rn ] is the knowledge vector of all samples ranked with respect
to the method in the data set. The samples have binary values. In the P @d, it is
important to select proper d value for the problem domain. In addition, if the number
of relevant samples at depth d is less than n, the P @d cannot generate a normalized
value in the range of [0, 1]. To overcome this limitation, R-Precision can be used
where d is selected as the maximum number of relevant samples at depth d. A good
coverage of the other evaluation metrics can be found in [94].
Available metrics for ranking are generally either too sensitive to the rank of
the samples or designed assumption of binary relevance in the data set [104], [94]. In
some applications such as recommender systems, the rank of the recommended item
is important for marketing [148]. However, in some of the problem domains such as
biological/chemical experiments or active learning, the order is not as significant as
in recommender systems [148] or in web search [151]. When 100 samples are selected
from the overall dataset or solution space, the most critical thing is the existence of
the successful samples in the selected subset. Their order does not matter as long as
they appear in the selected subset. In addition, in the design of the experiments, the
relevance of the samples may not be represented as binary values. Thus, we developed
a metric called Bin − Recall to address these issues. The details and the application
of the metric will be provided in Chapter 6.

3.2

Experimental Design in Protein Crystallization

The parameters for protein crystallization experiments are usually set by two
main techniques [141], [22]: incomplete factorial experiments (IF E) [25], [6] or sparse
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matrix sampling (SM S) [74], [46]. Systematic grid screening (GS) of crystallization
conditions is a complete factorial screen over a defined range. The incomplete factorial approach aims to determine the important factors of the experiments and to
significantly reduce the number of experiments compared to full factorial design experiments [25]. The IF E is a beneficial tool especially when there are not enough
resources, such as available protein, to carry out those many experiments or experimentation is practically discouraged to set up many experiments [87]. The IF E
method generates balanced experiments with respect to the important factors of the
experiments. The sparse matrix sampling (SM S) method [74] utilizes a wider range
of major reagents conditions (i.e., pH values, type of precipitants, type of salts, etc.)
in experiments. In SM S, type of salts, pH, and type of precipitants and their values are selected based on past experience to have resulted in protein crystallization.
The reagents appear based on their frequency in the sparse matrix [46]. The sparse
matrix approach was first put forth by Jancarik and Kim (1991), and their original
screen plus a wide range of variations has been commercialized [138]. Grid screening of crystallization conditions is an early method that methodically varies a set of
solution components over a range of conditions. This typically requires some insight
into those parameters likely to produce crystals and is more often carried out as part
of the end game process following the successful determination of lead conditions by
sparse matrix methods. In GS, the experts generally focus on a small chemical space
and generate finer samples for a small set of reagents, making this impractical for
covering extensive chemical space. On the other hand, in IF E, balanced crystallization screening experiments are generated using selected reagents, which allow analysis
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of a broad chemical space. One of the drawbacks of IF E is that the occurrence of
each reagent for a factor is equal in the experiments; however, in the real world, some
reagents might be more favorable for the crystallization trials compared to others [91].
SM S tries to overcome the limitations of IF E by increasing the occurrence of the
reagents that are more favorable for the experiments based on existing results. The
frequency of each chemical used in SM S is generally calculated based on accumulated
experimental results.
Although these methods are commonly being used commercially in protein
crystallization domain, they are not sufficient to crystallize for some difficult proteins
such as nucleoside kinase [41]. In addition, robust cocktails are needed as well as
successful cocktails in order to obtain large crystals for X-Ray diffraction, which
means the experiments should be repeatable. In that case, it is important to analyze
existing data and generate better cocktails that yield robust and successful outcomes.
Thus, in this dissertation, we propose the Associative Experimental Design method
in order to to address these issues.

3.3

Image Thresholding

There has been significant research on image thresholding and segmentation
techniques. The thresholding techniques can be roughly categorized as global thresholding and local thresholding. In the global thresholding, a single threshold is used
for all pixels in the image. In the local thresholding, the threshold value may change
based on the local spatial properties around a pixel.
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3.3.1

Global vs. Local Thresholding
Global thresholding generally depends on maximizing variances [107], [160]

or entropy [34], [77], [75] between the classes and minimizing the error within the
classes. In addition, it does not use spatial information in an image [105]. Generally,
the global thresholding techniques benefit from the histogram peaks of the intensities
of the image. If there are two distinctive peaks in the histogram of the intensities,
finding the optimal threshold value turns out to be straightforward. However, there
are some cases where we cannot obtain two separate peaks in the histogram. In such
cases, thresholding by iterative partitioning might be a good solution [129], [130].
Unlike the global thresholding, the local thresholding methods use spatial features of a neighborhood in an image [103], [122], [26], [117], [29]. Although the local
thresholding techniques seem more generic and superior to global thresholding, tuning parameters, partitioning the image, and the time complexity are some issues to be
considered [117]. First, parameters of non-automated local thresholding techniques
are required to be set by the user for images taken under different conditions. A second issue about local thresholding is that it may classify background pixel as object
pixel for poorly illuminated images, even though there is no object in the sub-image.
For example, Niblack et al. calculate the threshold value of each pixel using the mean
and standard deviation of its own rectangular neighborhood [103]. One of the disadvantages of this method is that tuning the size of a neighborhood is not automated.
Since small window size amplifies the noise and inappropriate window size yields an

29

incorrect binarization image, it is important to set a proper window size for an image
[117].
One of the common research areas where the local thresholding is widely used
is document binarization [123], [122], [142], [69]. It is possible to get improper results
when we employ document binarization techniques on medical or biological images,
since there could be some assumptions about background color (e.g., white background) in documents. However, this process could be used in different domains after
some pre-processing.

3.3.2

Segmentation vs. Thresholding
Image segmentation methods may also provide promising results for different

data sets [108], [132], [52], [83]. However, these methods generally take more time
compared to thresholding methods. In this dissertation, we have also studied one of
the popular image segmentation methods called Pylon [83], which uses a segmentation tree based on pPb edge detector proposed by Arbelaez et al. [9]. The major
problem about Pylon is that generation of the segmentation tree takes significant
time, which is not applicable to real-time systems. For a 320 × 240 image, generating
the segmentation tree takes around 70 seconds, and the Pylon takes around 6 seconds
on a 2.5Ghz Quad Core 128 GB RAM server. Figure 3.1 shows the results of Pylon on
a protein image, and the last column shows the results for our super-thresholding. As
can be seen in Figure 3.1 d), the Pylon has merged two separate crystal objects into
a single object, and it has classified small crystal regions around the large crystals
as background regions, which could be very critical for crystallographers. Since this
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method does not fit well for real-time systems, we do not include this method in our
experiments.

3.3.3

Thresholding Method that Works for All: Possible?
There are also many other recent studies about image binarization and segmen-

tation methods proposed in the literature, and some of them are shown in Table 3.1.
As can be seen in the table, many methods proposed in the literature are still being
compared to the existing methods, and there is work on trying to improve the accuracy or performance of the existing approaches. Each method has its weakness. We
believe that exploiting the powerful features of all these methods may yield better
results rather than developing new methods or improving existing ones. Therefore,
in this dissertation, we built a new generic framework to combine different kinds of
binarization techniques using a supervised classifier. The details of our approach will
be provided in Chapter 7.

3.4

Visualization

Designing a complete real-world visualization system involves many complicated decisions such as user interface design, performance, or input/output constraints
[146]. Visualizing information in a way that helps users analyze the data effectively is
an important design decision in many visualization systems. In the design phase, the
way the human vision system works plays a critical role. The use of colors helps make
distinction in the human vision system. These issues should be considered in visualization of the experiments’ results to analyze the overall experiment as well. In the
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Compared Methods

Image segmentation with maximum entropy based on
particle swarm optimization (PSO)[161]
Maximum entropy based honey bee The hybrid cooperative-comprehensive learning
mating optimization
based PSO algorithm [88]
thresholding [66] (2009)
The Fast Otsu’s method [85]
Kapur’s 1D entropic method [77]
Abutaleb’s 2D approach [7]
Sahoo’s 2D methods [120]
Entropic image
Xiao’s GLSC proposition [153],[154]
thresholding [152] (2014)
Yimit’s 2D-D algorithm [156]
Otsu [107]
Otsu [107]
Statistical image
Hou’smethod [67]
thresholding [84] (2009)
KAPUR [77]
Minimum error thresholding [79]
Edge based Binarization [162] (2010)
Adaptive thresholding of Mean-shift [57]
Otsu [107]
Otsu [107]
Image binarization using
Niblcak[103]
iterative partitioning [130] (2012)
Bernsen [18]
Sauvola [122]
Thresholding Based on Maximum
The neighborhood valley emphasis Otsu [49]
Mutual Information [51] (2014)
Thresholding using Hierarchical Cluster Analysis [10]

Proposed Method
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Real-world images
Synthetic images

Real-world images

Video text images

Real-world images
Laser Images

Real-world images

Real-world images

Domain

Table 3.1: Comparison of some of recent existing thresholding methods.

Figure 3.1: Sample output of Pylon on a protein image: a) original image, b)
segmentation tree (Arbelaez et al.) [9], c) user seeds (brushes), d) Pylon result, e)
super-thresholding apriori approach, and f) super-thresholding aposteriori approach

analysis, the visualization step is critical if the samples are needed to be monitored
periodically. In addition, if there is a relation between the samples spatially close
to each other, displaying all results in a single interface would help the experimenter
for further evaluation. In this study, we also evaluate the visualization tools used in
protein crystallization experiments.

3.4.1

Visualization for Protein Crystallization Experiments
Protein crystallization generally begins with setting up the screening experi-

ments in a wet lab, and continues with keeping track of the evolution of the crystals
in a plate [86]. By the help of recent robotic systems, images for thousands of drops
can be collected in a very short time; however, a significant amount of time is still
necessary to analyze and evaluate the outcomes for further optimizations. Several
visualization tools have been developed to reduce this workload of the experts. There
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are two main goals of these tools: 1) scoring (evaluation) of the drops and 2) analyzing the chemical space based on the outcome. In general, the tools in use today
address one of these goals.
MacroScope by the research group in the Hauptman-Woodward Institute [86],
[138] has been designed to visualize and score the crystallization experiments. The
drops are shown as thumbnail of images that are arranged based on the relation
between the screen contents, not the physical locations on the actual plate. MacroScope also allows users to score the crystallization trials, for which multiple scores
can be assigned to generate a better classification model [138]. However, MacroScope
does not analyze multiple scans for a single image. If a crystal appears in one scan,
and then it disappears, the crystallographers cannot catch it using MacroScope. Unlike MacroScope, AutoSherlock (from the same research group) has been developed
to improve data interpretation and to optimize the experiments by representing the
scores graphically in the chemical space [97]. It generates an experiment report including statistics of chemicals. This program is dedicated to chemical space analysis;
therefore, it lacks scoring and visualization features.
CrysPage is another visualization program that filters thumbnail images based
on selected chemicals [48]. The user can highlight particular drops in the interface
via an interactive panel. The major drawback of this program is the deficiency of
updating an existing score for a particular drop.
CrystalTrak is a software package that is used in CSIRO Division of Molecular
and Health Technologies [101]. Unlike MacroScope or CrysPage, CrystalTrak displays
the drop images with respect to their physical positions in the plate [31]. The program
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uses color frames to indicate the scores of the drops, which allows rapid analysis.
However, this program does not have a feature to visualize multiple scan images of
the same drop.
Finally, Rock Maker is another software package that provides both screen
analysis and visualization/scoring features in a single software package [54]. The
program also allows analysts to set new experiments using either preloaded commercial screens or the parameters provided by the user. Although Rock Maker provides
many major features as a single package to its users, it does not have any features
for spatio-temporal analysis.
All known tools available to visualize the protein experimental results have
their own weaknesses. In summary, the following features are most desirable to have
in a visualization tool: 1) adapting for different size of inputs (environment), 2)
updating the scores (labels) by an expert, 3) temporal analysis of multiple scan of
a sample, and 4) supporting spatial analysis of images. Thus, in this dissertation,
we introduce our visualization tool called “Visual-X2” to support the analysis of the
protein crystallization experiments in these aspects for the “Crystal-X2” platform
[133].
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CHAPTER 4

ASSOCIATIVE EXPERIMENTAL DESIGN

The first stage of associative data analytics is “Associative Experimental Design” (AED) as we mentioned in the Introduction. In this chapter, we describe the
AED method and how it can be applied to a problem domain. Basically, associative
experimental design is a data analysis method, which explores possible interactions
between the features of existing data samples in a large solution space. It generates
new experiments by interchanging the factors of the existing experiments based on
common factors, their success rate and frequency. AED can be used when the experts
are searching new samples or information in a large space by utilizing small amounts
of information. The contributions of AED can be briefly summarized as follows:

1. AED is an efficient technique to design new experiments using highly skewed
limited preliminary experimental data,
2. AED helps identify the importance of the factors of an experiment, which allows
data scientists to prioritize the results based on a ranking metric, and
3. AED can generate successful results from partially successful results.
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4.1

Method

AED generates a new set of experiment samples by analyzing the outcomes
of previous experiments. Let D = {(Ii , Oi ) | (I1 , O1 ) , (I2 , O2 ), ..., (In , On )} be a data
set containing the pairs of the ordered item sets Ii and their outcomes Oi for the ith
sample. Ii is a set of factor-value pairs < f actor, value >:

Ii = {< fj , vj > | < f1 , v1 >, < f2 , v2 >, ..., < fk , vk >}

and Ii 6=

(4.1)

where the factor fj has a nominal value and the vj represents the weight of the fj . Ii
has k number of factors, and the outcome of Ii is defined in the range of [0, h] such
that
0 ≤ Oi ≤ h.

(4.2)

Before applying AED to a data set, the data needs to be pre-processed to
remove noise and inconsistent data. Let τ be a threshold value to represent the
successful outcomes in the domain to narrow the search area in the solution space.
The data is filtered using the τ value. Please note that rather than using a single
threshold, a set of values based on the problem domain can be used to filter the data.
Using the threshold or a range of values helps AED focus on fewer samples that
yield successful outcomes in the data set. Then, the AED tries to find m number
of common factors between each pair in the successful results. Please note that the
higher m value includes more factors that are most likely to yield successful outcomes

37

in the candidate samples. Once the common factors are found between two item
sets, the candidate samples are generated based on the combination of other factors.
These operations are done for all pairs in the filtered set. The pseudo-code of these
operations is shown in Algorithm 1. Algorithm 2 finds the indices of the common
factors between two ordered item sets (i.e., arrays). In this algorithm, we basically
iterate two ordered item lists, and if the corresponding items (factors) are the same,
then we store the index of the item. At the end, we return the list of indices for the
same factors. Once we find common item indices, the candidate samples are generated
based on Algorithm 3. In Algorithm 3, we generate all different combination of the
candidates using the factors of I1 and I2 . Please note that this function is called by
the AED function if and only if I1 and I2 have at least m common factors. This
means that Algorithm 3 returns the candidate list with a size of 2k−ηcf where k and
ηcf represent the number of factors and the number of common factors between two
item sets, respectively.
Once the candidate samples are generated, the weights (vj ) are assigned based
on the weights used in the input set for a specific factor (fj ). For each factor, unique
weights (vj ) are calculated from the data set, and the candidate samples are generated using the combination of the weights. In our algorithms, we adopt the following
notation. Variables are denoted by non-bold italic letters. Functions are denoted by
non-italic letters.

Sample Case. Consider a set of samples I (where |I| = 7) having binary outcomes
(i.e., success and failure) as shown in Figure 4.1. When full factorial design is applied,
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Algorithm 1: Associative Experimental Design
input : A finite set D containing pairs of the ordered item sets Ii and
their outcomes Oi , m minimum number of common factors, τ
minimum threshold for outcomes
output: cList candidate list of item sets
Function AED( D, m, τ )
cList ← ;
// initialization of the candidate set
cf List ← ;
// initialization of the common factor list
foreach Ii ∈ D and Ij ∈ D and Ii 6= Ij and Oi ≥ τ and Oj ≥ τ do
cf List ← GetListOfCommonFactors(Ii , Ij ) ; // assigning the
common factor indexes into cf List
if Length(cfList) ≥ m then
cList.Add(GetListOfCandidates(Ii , Ij , cf List)) ;
// generating the candidate samples and storing
them into cList
cList.Remove(Ii ) ;
// remove Ii from cList
cList.Remove(Ij ) ;
// remove Ij from cList
return C;
Algorithm 2: Finding List of Common Factors
input : I1 and I2 ordered finite item sets
output: cf List list of common items’ indexes between I1 and I2
Function GetListOfCommonFactors(I1 , I2 )
cf List ← ;
// initialization of the common item index
list
for i ← 1 to Length(I1 .F ) do
if I1 .F [i]==I2 .F [i] then
cf List.Add(i );
return cf List;

// add index to the list

2 × 3 × 3 × 2 × 2 × 3 − 7 = 119 samples should be generated considering all levels
of each factor. On the other hand, at the first step of AED application, the samples
that have successful outcomes are filtered, then the candidate samples are generated
based on the selected m value. In this example the m value is selected as 4, which
means the AED generates candidate samples based on the pairs that have at least
4 common factors. In the example, only I3 and I4 have at least 4 common factors.
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Algorithm 3: Finding Candidates List of Two Samples
input : I1 and I2 ordered finite item sets, cf List list of common items’
indexes between two sets
output: cList list of candidates of two item sets
Function GetListOfCandidates(I1 , I2 , cf List)
cList ← ;
// initialization of the candidates list
Length(I1 .F )−Length(cf List)
for i ← 1 to 2
do
index ← 0 ;
// initialization of the index
for j ← 1 to Length (I1 .F ) do
if cf List.Contains (j) then
cList[i].F [j] = I1 .F [j];
candidate

// assigning j th factor of ith

index + +;
// increment of the index
j−index
j−index−1
else if i mod 2
≤2
− 1 then
cList[i].F [j] = I1 .F [j];
else
cList[i].F [j] = I2 .F [j];
return cList;

Therefore, the candidate samples will be generated using the combination of factors
of the item sets I3 and I4 . For I3 and I4 , Algorithm 3 will generate 26−4 = 4 samples
and two of the input samples will be removed in Algorithm 1. Thus, AED will return
two samples for this scenario.

Selection of Parameters. Selection of the parameters m and τ in the AED affects the
outcomes of the algorithm. τ should allow the AED to filter the successful samples in
the selected problem domain. In addition, m should be selected such that the AED
can generate a reasonable number of samples to be tried. Thus, in this dissertation,
we recommend to select the m value as k − 2 where k is the total number of factors in
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Samples

Outcomes

𝐼1 = 𝑡1 , 𝑣1 , 𝑤1 , 𝑥1 , 𝑦1 , 𝑧1

Failure

𝐼2 = 𝑡1 , 𝑣1 , 𝑤2 , 𝑥2 , 𝑦1 , 𝑧1

Success

𝐼3 = 𝑡2 , 𝑣1 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧1

Success

𝐼4 = 𝑡1 , 𝑣2 , 𝑤1 , 𝑥1 , 𝑦2 , 𝑧2

Success

𝐼5 = 𝑡1 , 𝑣1 , 𝑤1 , 𝑥1 , 𝑦1 , 𝑧1

Failure

𝐼6 = 𝑡2 , 𝑣3 , 𝑤3 , 𝑥2 , 𝑦2 , 𝑧1

Failure

𝐼7 = 𝑡2 , 𝑣2 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧3

Success

Sample Scenario for AED

Item sets 𝐼3 and 𝐼7 have 4
common factors. AED generates
2 samples based on 𝐼3 and 𝐼7
that have the common factors:
𝑡2 , 𝑤2 , 𝑥1 and 𝑦2 .

Filtering successful
samples

Samples

Outcomes

𝐼2 = 𝑡1 , 𝑣1 , 𝑤2 , 𝑥2 , 𝑦1 , 𝑧1

Success

𝑰𝟑 = 𝑡2 , 𝑣1 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧1

Success

𝐼4 = 𝑡1 , 𝑣2 , 𝑤1 , 𝑥1 , 𝑦2 , 𝑧2

Success

𝐶1 = 𝑡2 , 𝑣2 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧1

𝑰𝟕 = 𝑡2 , 𝑣2 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧3

Success

𝐶2 = 𝑡2 , 𝑣1 , 𝑤2 , 𝑥1 , 𝑦2 , 𝑧3

Candidates

Figure 4.1: Sample Scenario for AED application.

a sample. If it does not generate a satisfactory number of samples, m can be reduced.

Time Complexity. The time complexity of our algorithm is O(n2 2k−m ) where n, k, and
m represent the number of samples, number of factors, and number of common factors,
respectively. Since the number of factors (k) and common factors (m) are constant for
a problem domain, in the experiments, 2k−m can be considered as constant. Therefore,
the complexity of the AED becomes O(n2 ). However, note that low m value will
generate a larger number of samples for an experiment, and this also increases the
cost required for experiments.
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4.2

Discussion

The AED is an efficient approach to design experiments in cases of limited
data and resources. However, in order to obtain successful results using the AED,
the data has to have partially successful samples since the AED generates candidates
around the successful samples in the solution space.
In the application of AED, one question might be how a number of samples
can be reduced to the desired value. As we mentioned in the previous section, prioritization can be used to rank the samples based on a metric. One way to rank samples
could be averaging the mean score of each factor, or some user defined weights can be
assigned to the factors. One of the applications of AED and prioritizing the samples,
will be explained in the following chapter.
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CHAPTER 5

PROTEIN CRYSTALLIZATION SCREENING using ASSOCIATIVE
EXPERIMENTAL DESIGN

Protein crystallization (P C) is the process of growing a crystal in a solution in
a wet-lab to visualize a protein at the atomic level. This solution generally consists of
several chemicals. In this process, it is important to determine the factors that yield
a successful outcome. In this chapter, we demonstrate application of the associative
experimental design (AED) to protein crystallization experiments. After the data
is collected in the wet-lab, the AED is applied to the preliminary data. After that
stage, some elimination and optimization are applied to the AED results. Then,
the results are prioritized and tested in the wet-lab. The summary of the stages is
shown in Figure 5.1. In the application, AED is supported with the elimination of
prohibited combination and evaluation in this domain. In the protein crystallization
problem domain, our goal is to obtain large crystals. Large crystals are desired in
X-Ray diffraction procedure to analyze their actual 3D structure. In our experiments,
using the AED, we have successfully obtained robust conditions that yield crystals,
even for those proteins difficult to crystallize.
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Figure 5.1: Associative Experimental Design Application to Protein Crystallization
Problem Domain.

5.1

Introduction

Crystallization is usually the bottleneck process in the determination of the
three dimensional structure of a protein. One of the major difficulties in the macromolecular crystallization is setting up the cocktails that yield a single large crystal
for X-ray data collection [82], [74]. The problem is the number of parameters that
need to be tested. Physical, chemical and biochemical factors such as type of precipitants, type of salts, concentrations, the pH value of the buffer, the temperature of
the environment, and genetic modifications of the protein influence the crystallization
process. Since each protein has a unique primary structure, it is quite challenging to
determine the parameters of the experiment that can yield a crystal for a particular
protein [59], [90]. The cost in time and materials renders exhaustive trial of all possible combinations of conditions practically impossible. As a result, determination of
the crystallization conditions is conducted using the screening experiments.
Once the results of the experiments are obtained, a set of optimization methods
can be applied [87]. These studies in macromolecular crystallization try to generate
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new cocktails or optimize available cocktails, which are expected to yield crystals. The
optimization steps in the literature generally involve changing the pH, concentrations
of precipitants and salts. Basically, the traditional optimization techniques do not
consider combinations of new reagents. In this dissertation, we applied the associative
experimental design [41], [42] for the protein crystallization experiments. By analyzing the outcome of preliminary experiments, the AED generates candidate cocktails
identifying screening factors that are most likely to lead to higher scoring outcomes,
crystals. Thus, the AED is not just an optimization method for the crystallization
conditions, since it could generate novel conditions which lead to crystals.
The AED method is not for initial screening operations, but for determining
new conditions based upon the analysis of the initial screens. Basically, the AED
analyzes other possible interactions between the reagents to determine new crystallization conditions. The output of the AED is optimized by eliminating prohibited
combinations and prioritizing the reagents based upon their performance in the input screens. After identifying initial AED screens, the solution combinations known
to produce a precipitate or give false positive seed crystals are eliminated. These
combinations are identified either from the literature (e.g., [116], [12], [11]) or by
empirical observation based on the lab experiments. The rest of the AED screens
are prioritized based on the association of participating reagents with better scoring
outcomes. Thus, the AED is different from grid screening (GS), incomplete factorial
design (IF E), or sparse matrix sampling (SM S), which are currently in use. For
example, in the GS, the analysts generally focus on a small chemical space and generate finer samples for a small set of reagents, making this impractical for covering
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extensive chemical space. On the other hand, in the IF E, balanced crystallization
screening experiments are generated using the selected reagents, which allows analysis
of a broad chemical space. One of the drawbacks of the IF E is that the occurrence
of each reagent for a factor should be equal in the experiments; however, in the real
world, some reagents might be more favorable for the crystallization trials compared
to others [91]. The SM S tries to overcome the limitations of the IF E by increasing the occurrence of the reagents that are more favorable for the experiments based
on existing experiment results. The frequency of each chemical used in the SM S
is generally calculated based on accumulated experimental results. Since the AED
analyzes possible interactions between reagents to determine new crystallization conditions based on existing SM S results, it is different from the methods currently in
use.
In this study, we tested the AED method in a wet-lab, in which ranking analysis is performed based on the crystals’ distance from the conditions used as input
for the AED. After observing results in the wet-lab, we confirmed that the AED
generates novel crystalline conditions that did not appear in any of the commercial
screens. In our preliminary study, the AED method generated new cocktails (count
provided in parentheses) leading to crystals for three proteins as follows: Nucleoside
diphosphate kinase (4), HAD superfamily hydrolase (2), Nucleoside kinase (1). After
getting promising results, we have tested our optimization method on six different
proteins. The AED method with optimization yielded 4, 7, 20, 6, 2, and 2 crystalline conditions for holo Human Transferrin, Archaeal exosome protein, Nucleoside

46

diphosphate kinase, Nucleoside kinase, HAD superfamily hydrolase, and Stapylococcus aureus inorganic pyrophosphatase, respectively.

5.2

Motivation for Associative Experimental Design

Three different proteins were used with a single 96 condition screen to initially
test our approach. For the preliminary testing we ignored crystal cocktails that have
more than one type of salt or precipitant. This data consists of nine different salt
concentration values, twenty three different type of salts, nine different buffers, twenty
six different precipitant concentration values, thirty eight different precipitants, and
three different protein concentration values. The concentrations and the pH values
are continuous data and the other features are nominal data. Since the type of
buffer is generally correlated with the pH value, it is not considered. Full factorial
design for this single protein would require setting approximately 5,521,932 different
experiments based on this dataset without considering the continuity of some of the
variables, which is not feasible.

5.3

Adapting Associative Experimental Design for Protein Crystallization

The associative experimental design generates a new set of experiment conditions by analyzing the scores of screening experiments already carried out in the lab.
The plate results are scored over the range 0 to 9, as listed in Table 2.1. Thus, it
means outcome ranges in [0, 9]. Since we use trace fluorescent labeling (T F L) [55], a
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score of 4 is assigned to outcomes giving “bright spot” lead conditions. For the AED
let

D = {(Ci , Hi ) | (C1 , H1 ) , (C2 , H2 ), ..., (Cn , Hn )}

(5.1)

be our dataset containing the pairs that include features of the conditions Ci and
their scores Hi for the ith solution in the dataset. For simplicity, we did not include
the conditions that have more than one type of salt or precipitant. The AED uses
the three main components of the remaining conditions: type of precipitant, the type
of salt and the pH value of the solution, while separating their concentrations. This
means the total number of factors for the protein crystallization problem is 3. Let

Ci = {Si [sci ] , pHi , Pi [pci ]}

(5.2)

be the set of reagents for ith crystal cocktail, where i is 1 ≤ i ≤ n, n is the number
of samples in our dataset, Si [sci ] represents the type of salt with the concentration
of sci , pHi value represents the pH of ith solution, and Pi [pci ] represents the type
of precipitant with the concentration of pci . Let R be a subset of D that contains
the crystal cocktail pairs with a score greater than or equal to lowH and less than or
equal to highH :

R = {(Ci , Hi ) | (Ci , Hi ) ∈ D, lowH ≤ Hi ≤ highH , 1 ≤ i ≤ n}
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(5.3)

In our preliminary experiments, we set the low score to 4 (lowH = 4) and the
high score to 7 (highH = 7). This means τ is selected as 4 in this domain. Therefore,
the samples that have a score of 8 or 9 are excluded to generate unbiased conditions
for this domain. However, there is no harm in including these scores as well. Similarly,
for simplicity the samples with scores from 1 to 3 have not been included to the result
set.
The AED analysis consists of two major phases. In the first phase, we process
the data to reduce its size as we stated before. Let

Rc = {Ci | (Ci , Hi ) ∈ R}

(5.4)

denote the set of conditions of R, SCi = {sc1 , sc2 , ..., sck } represents the unique
concentration values of the ith salt, and P Ci = {pc1 , pc2 , ..., pck } represents the unique
concentration values of the ith precipitant. Then, we compare all Ci and Cj condition
pairs in RC where i 6= j. If Ci and Cj have a common component (i.e., m = 1 where
m is the number of common factors between two item sets in Algorithm 1), then we
generate the candidate conditions set Z based on these two sets. For example, assume
that Ci = {Si [SCi ] , pHi , Pi [P Ci ]} and Cj = {Sj [SCj ] , pHj , Pj [P Cj ]} where Si = Sj
(i.e., the type of salt is common in Ci and Cj ). We generate two new conditions Z
by swapping the other components among each other. Therefore,

Z = {{Si [SCi ] , pHj , Pi [PCi ]} , {Si [SCi ] , pHi , Pj [PCj ]}}
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(5.5)

is the set of candidate crystal cocktails for the pair Ci and Cj . In a similar way,
the candidate cocktails can be generated where the pH value or precipitant is common between the pairs as well. After generating the candidate combinations using
these components, we remove the conditions that are replicated or are already in the
screening data (i.e., have known outcomes). In the second phase of our method, we
assign the unique values of concentrations, generating SCi and P Ci , and the unique
type of buffers that were used in the preliminary data to generate finalized crystal
cocktails. Finally, we merge generated results from two phases of the method. Then,
if the number of candidate conditions is more than the desired number of cocktails or
there are some bad combinations which are proved empirically, we apply an optimization method to generate a set of conditions. Our optimization method is described
in detail in the following section. Examples of bad combinations are those known to
result in a phase separation or where the two reagents react to form the salt crystals.
In order to increase robustness, after we get the preliminary results from the
AED, we have generated the family of the conditions from the cocktails having score
7, 8, or 9 for some of the proteins. Basically, the cocktails in a family consist of the
same type of buffer, precipitant and salt with different concentrations. According to
our results, we could get multiple crystals for a single family. In other words, the
number of crystals in a family shows the robustness, the stability, and the reproducibility of that family. In Section 5.5.3, we provide brief information about these
families of conditions.
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5.3.1

Sample Scenario
Figure 5.2 shows the scores from four experiments using a commercial screen.

The figure shows a partial graph of scores for the common pH value of 6.5. These
conditions generated four scores: 1, 1, 4, and 4. Clearly none of the conditions
lead to a good crystallization outcome for these conditions. Our AED method determines the common reagent between solutions that could lead crystallization conditions. In this example, there are only two promising conditions (with score 4):
[Zn(O2 CCH3 )2 , P EG 8K, pH = 6.5] and [(N H4 )2 SO4 , P EG M M E 5K, pH = 6.5].
The AED draws a rectangle where these conditions (with score 4) are the two
corners of this rectangle (Figure 5.2), and the other corners represent the candidate conditions. This scenario has two possible candidate conditions. One of them
([(N H4 )2 SO4 , P EG 8K, pH = 6.5]) already appeared in the commercial screen and
yielded a low score. After conducting the experiment for the other condition ([Zn(O2 CCH3 )2 ,
P EG M M E 5K, pH = 6.5]), we were able to get a score of 7 after optimizations.
The experiments have not been conducted for others in the figure since they were not
on the corners of conditions with promising scores.

5.4

Optimization of AED Cocktails

In the AED analysis, the number of candidate cocktails depends on the number of cocktails that have scores from 4 to 7 in the input data. When the AED
generates more cocktails than the desired number (e.g., the number of wells in a
plate) of cocktails, one may try the most promising candidate cocktails that need to
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Figure 5.2: Visual example for AED.

Figure 5.3: Visual example for AED.

be set. For example, if AED generates 150 candidate cocktails, the user may want to
know which 96 cocktails should be tried for a 96-well plate. To resolve this problem,
we employed an optimization process to eliminate the cocktails having poor combinations of reagents and to prioritize the remaining conditions based on a metric. In
this section, we will briefly explain the optimization method on the AED cocktails.

52

5.4.1

Elimination of Prohibited Combinations
The output from the AED analysis usually results in more solution combi-

nations than were present in the initial screen(s). The AED analysis indicates all
of the possible unique combinations, and these are reduced to the final solutions by
two processes. First it removes “prohibited” combinations of reagents, such as known
mixtures, either from the literature (e.g., [12], [11]) or by empirical observation, to
produce a precipitate, to produce a phase separation (e.g., high concentrations of
PEG and a salt), those known to produce a precipitate, such as mixtures of divalent
cations with particular anions such as phosphate or sulfate, or those that would tend
to remove one or more of the components as unique entities in the solution, such as
mixing divalent cations with diacid chelators such as EDTA or citrate. Additional unfavorable pairings are added to this list as they are empirically determined. Also, the
output does not (yet) take into account the feasibility of attaining the final solutions
on the basis of the available stock solution used for formulation. Thus, for example,
stock trisodium citrate is 1.6M. A solution calling for 0.1 M buffer, 1.6M citrate, and
possibly a third component cannot be made using the available stock. Redundant
outputs are also removed, such as 0.1M citrate buffer with citrate as precipitants 1
and 2.

5.4.2

Prioritization of Reagents
The second step of the optimization is a simple prioritization of the reagents

for their association with better scoring outcomes. In this stage, the list of the
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reagents and scores is sorted with respect to the class of reagent being analyzed
(buffer, precipitant, salt, etc.). For a candidate cocktail C that consists of precipitant
p, buffer b, and salt s as reagents, the ratio of the average of the scores for the
component of interest versus all other scores is determined for the ranking. Let δp , δs ,
and δb represent the scores of the cocktails having the precipitant p, the salt s, and
the buffer b for a given screen file, respectively. Let ∆ represent all scores of the input
file. Then, the significance ratio, ρ(δr ) for each class of reagent: the precipitant, the
salt, and the buffer, is computed as

µ(δp )
µ(δb )
, µ(δs ) , and µ(∆−δ
,
µ(∆−δp ) µ(∆−δs )
b)

respectively. Those

with significance ratio greater than 1 (ρ(δr ) > 1) perform better than the average
while those with significance ratio less than 1 (ρ(δr ) < 1) perform worse. After
identifying the components with the highest significance ratios for each category,
those components appearing with high significance ratios are tried in the wet lab.
Once the composition of the 96 conditions for the AED optimization screen
has been determined, a pipetting table is generated to produce a block of 96 solutions
of 1 mL volume, using the desired final concentrations for each reagent and the
stock solution concentrations. In some cases, the stock reagent concentrations are
not sufficiently high to produce the desired final solutions, typically indicated by a
negative value for the calculated distilled water addition to bring the solution to the
final volume. In such cases, either the concentration of one of the precipitants is
reduced or an alternative set of solutions is used.
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5.4.3

Ranking of Prioritized Conditions
In screen designing, it is important to know whether a resultant cocktail is close

to another cocktail in the input screen data to make a judgment about its outcome
or priority. Chemical distance is a useful tool to evaluate the relationship between
cocktails [99]. In this study, we applied a ranking method to the prioritized cocktails
generated by the AED based on “how close” they are to the crystal cocktails in the
preliminary data. For example, in Figure 5.4, assume that the green points indicate
the crystal cocktails with scores 4, 5, 6, 7, or 8, and red points indicate the AED
results. The candidates close to the green points may have a higher chance to yield
a good crystal compared to the other candidates.

Figure 5.4: Selecting the candidate cocktails.

55

For analyzing crystallization likelihood, we first calculate the distance from
the AED cocktails (red points) to all crystal cocktails (green points) in the input
data. At this point, we did not exclude any specific score from the input list, because
even if the AED generates candidate cocktails using crystal conditions having score
4 to 7, it is still able to generate some cocktails that are close to 3D crystals in the
chemical space. To calculate the distance between two cocktails, we used the cocktail
distance coefficient (CDcoef f ) [23] given in Eq. (5.6):

CDcoef f =

|E(pHi ) − E(pHj )|
1
((
)ω1 + BC(Fi , Fj )ω2 )
sum(ω)
14

(5.6)

where ω = ω1 , ω2 , ωi ≥ 0 and sum(ω) > 0. E(pHi ) is the estimation of the pH in the
cocktail, and BC(Fi , Fj ) is the Bray-Curtis dissimilarity measure[21] of fingerprints
of the chemicals as in shown Eq. (5.7) and Eq. (5.8):

BC(Fi , Fj ) =

X

|Fik − Fjk |

X

|Fik + Fjk |

(5.7)

k

k

and,

Fk =

n
X

fik [ci ]

(5.8)

i=1

where fik is the frequency count of descriptor k from the extended-connectivity fingerprints of component i, and ci is the molar concentrations of the ith component
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of the chemical. The detailed information about the calculation of the CDcoef f is
provided in [23] and available at the website2 .
Once the distances are calculated, for each AED cocktail, the minimum distances to each crystal class and also to all crystal classes in the preliminary data are
taken. In this way, we obtain a matrix of distances to each crystal in the preliminary
data. By using the minimum distance to any crystal, the lists are sorted in ascending
order. This analysis is performed on the prioritized candidate cocktails.
One difficulty that we came across during the computation of distances is lack
of formal standards of naming chemicals for the commercial cocktails [100]. Since
CDcoef f needs the molecular weight, molecular structure information of chemicals,
etc., it uses a small database to calculate distances. The major problem of the
computation is that the naming convention of the commercial cocktails does not
match with the naming convention of the database. For that reason, we went through
the screen files, and manually edited the chemicals based on their chemical designation
provided with the program. Newman et al. have pointed out the problems of the
lack of standards in this area [100].

5.4.4

Optimizing Concentration Values
The (current) goal of the optimization screen is to test the leading combina-

tions over several concentrations. Thus, for the precipitant X in the buffer Y , with
the additive Z, the concentration of the buffer Y and the additive Z are kept constant
(typically at 0.1 and 0.2 M respectively) while the concentration of the precipitant
2

https://github.com/ubccr/cockatoo/
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X is varied. Concentrations of the X are varied over three solutions, starting at the
highest concentration indicated from either the AED analysis or by reference to the
original screen compositions, and reducing by typically 20-25% for each of the next
two solutions. Thus, a 96 condition screen results in thirty two unique combinations
of X, Y , and Z at three different concentrations of X.
A rapid reduction in the AED analysis listing can be carried out using the
methods given. Output conditions are listed in order of their calculated priority
scores, highest to lowest. Those with the highest priority scores are the mixtures
containing the components judged most likely to result in crystals, while those with
the lowest are the least likely. The final screen conditions are arrived at by going
through the AED analysis and working down the priority listing. The AED analysis
on its own gives new and unique combinations not present in the original screens,
while the prioritization process gives the reagents associated with the highest scores.
Optimization screens based solely on prioritization lead to a “cookie cutter” approach
to optimization screen generation, where the same mixtures of precipitants are used
with different buffers. Thus use of both approaches together is necessary for the
most comprehensive optimization screen. Regardless, the initial screen conditions are
constantly referred to when generating the AED optimization screen, primarily as a
guide to reagent concentrations.
Three commercial screens were chosen to have a diverse array of precipitants
with some overlap as defined by the C6 webtool [99]. The measured diversities are:
HRHT to JCSG+ = 0.527, HRHT to M CSG−3 = 0.489, JCSG+ to M CSG−3 =
0.367. Some repetition of conditions is present, and these are used as internal controls
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for scoring and reproducibility. The fourth, Screen4a, was devised by examination of
the components of the three commercial screens. A number of components were only
present once or twice, and Screen4a was devised to increase the overall occurrence
of these low frequency components, so that conclusions about their efficacy are not
based upon a single result.

5.5

Experiments

Our experiments are conducted in two stages. They are preliminary experiments and expanded analysis. For the preliminary experiments, three proteins are
employed in our experiments: nucleoside diphosphate kinase, HAD superfamily hydrolase, and nucleoside kinase. In our expanded analysis, in addition to these three
proteins, we used three more proteins: Staphylococcus aureus inorganic pyrophosphatase, human holo transferrin, archaeal exosome. In this section, we provide the
AED and optimization results, respectively.

5.5.1

Tools, Materials and Methods
We have developed a C# application that uses .Net Framework 4.0 on Vi-

sual Studio 2012 platform. Basically, the users input a Microsoft Excel sheet that
contains the screen information and the scores for each trial. Then, the program generates an output Excel sheet that contains ranked candidate cocktails for the future
experiments.
Proteins were originally subjected to the crystallization screening using a
single 96 condition screen as previously reported [114]. Subsequent efforts have
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used four 96 conditions screens; Hampton Research High Throughput (HRHT , cat.
#HR2 − 130 [2]), Molecular Dynamics JCSG+ screen (cat. #M D1 − 40 [4]), Microlytics M CSG − 3 Screen (cat. #M CSG − 3 [3]), and a 96 condition screen under
development in-house identified as Screen4a. All proteins were trace fluorescently labeled with the dye 5-(and 6)-carboxyrhodamine 6G (Molecular Probes cat.#C −6157)
prior to screening [55], [114]. Crystallization screening plates were set up using 96 well
plates having 3 drop positions per well (Corning CrystalEX, cat. #3553), with the
protein: precipitant ratios (v/v) for the drops being 1:1, 2:2, and 4:1. Plates were imaged using the in-house developed Crystal X2 imager [133] (iXpressGenes/Molecular
Dimensions), with the first set of images immediately after set up, on days 1, 2, 4,
and thence on a weekly basis for the next 6 weeks. The plates were scored by visual
observation then adjusted by reference to the fluorescent images [114]. Thus, the
primary function of the fluorescent images was to remove non-protein objects from
the data, the discovery of crystals that were missed by visual examination, and the
assignment of scores of 4.

Table 5.1: Parameters of the proteins
Protein
Tt82
Tt106
Tt189

pI

MW

% -Helix

% -Sheet

% Coil

4.85
5.71
5.8

27,900
22,500
19,600

34
31.9
24.1

5.8
7.7
6.5

24.5
18.8
25.9
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5.5.2

Proteins for Preliminary Experiments
The proteins were chosen to have a range of scoring outcomes based upon a

single crystallization screen. The three proteins employed in collecting preliminary
data are: T t189, annotated as a nucleoside diphosphate kinase; T t82, annotated as
a HAD superfamily hydrolase, and T t106, annotated as a nucleoside kinase. These
proteins were chosen as being facile, moderately difficult, and difficult crystallizers,
respectively. Secondary structure predictions were made using NetSurfP [111]. The
protein molecular weights and the pI’s were calculated using the ExPASY server
[58]. A cutoff prediction of 0.8 was used to estimate the percent of the secondary
structural features for each protein. The protein parameters are given in Table 5.1.
In the case of T t106, no crystals were obtained in the initial screening experiments,
which involved 6 replicate plates [114].

5.5.3

Results for Preliminary Data
Optimization screens were devised based upon the AED analysis of the scored

screening results, the 96 condition AED screens were then prepared and set up.
For these preliminary data sets, the AED optimization screen conditions covered a
broader range, with both precipitants 1 and 2 being varied over a range of conditions.
Each grouping represents a family of screen conditions around a common theme, consisting of the same buffer and precipitants 1 and 2. Results analysis, as shown in
Table 5.3, counts the “families” where crystals were found, not the individual conditions. The results for Tt189 are shown in Figure 5.6, with each family of conditions
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outlined in red. For all three proteins, the AED derived conditions were judged to be
novel relative to the starting screen. When compared to all commercially available
screens 7 of the 8 conditions were found to be novel, i.e., not occurring elsewhere.
For the protein Tt106, the AED optimization screen only resulted in crystals after a
second optimization round using additives with the AED-derived conditions.
Success and Novelty of AED Screens. The crystallization screen components
that were determined to have the greatest positive effect were determined by the AED
software, and a 96 condition optimization screen generated using those components
for each protein. Optimization was in 96 well sitting drop plates, with the protein
being T F L’d to facilitate results analysis. The successful conditions were identified
and scored. Those conditions giving 2D and 3D crystals were then used to search the
C6 database [99] for similar conditions across all commercially available screens as a
determination of their uniqueness. Some sample images are provided in Figure 5.5.
As the optimization screens had different concentration ratios for the same precipitant
pairs, each ratio where a hit was obtained was searched and the lowest C6 score was
used.
Table 5.2 shows the score distribution of preliminary data versus AED results. According to the table, the AED generated more crystals than the preliminary
data. Although the AED results generated more crystals, not all cocktails are novel
compared to all commercial cocktails. Table 5.3 shows the number of novel conditions generated by the AED. The numerical values in the first two columns after the
protein name refer to the number of conditions with that score in the original screening experiment (numerator) versus those with that score in the optimization screen
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Figure 5.5: Sample protein images (a-b) Tt82, (c-e) Tt189.

Table 5.2: Data Distribution
Tt189

Tt82

Tt106

Score

AED

HSHT

AED

HSHT

AED

HSHT

0
1
2
3
4
5
6
7
8

0.00%
3.13%
40.63%
6.25%
3.13%
23.96%
1.04%
12.50%
9.38%

0.00%
68.75%
0.00%
8.33%
12.50%
5.21%
0.00%
0.00%
5.21%

10.42%
65.63%
13.54%
5.21%
0.00%
2.08%
2.08%
0.00%
1.04%

31.25%
47.92%
6.25%
0.00%
4.17%
6.25%
0.00%
4.17%
0.00%

0.00%
30.21%
32.29%
4.17%
0.00%
12.50%
0.00%
10.42%
10.42%

18.75%
44.79%
21.88%
0.00%
10.42%
3.13%
1.04%
0.00%
0.00%

(denominator). The third column lists the number of optimization conditions that
are new compared to the original screen, while the last column lists those that are
novel compared to all available screens. All found conditions were judged to be new
compared to the original screen on the basis of our cutoff score criteria. For T t189,
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Figure 5.6: Results for the preliminary data AED screen of protein Tt189. The filled
black circles represent conditions where 3D crystals were obtained, while the open
circles are those where 2D plate crystals were obtained. Each family of conditions is
outlined in red.

one optimization condition was identical to an existing commercial screen condition,
but had no identity with any of the original input screen conditions.

Table 5.3: Summary of Experiments
Protein
Annotated
Function

HSHT
Screen 2
Score = 7

Optimize
Screen
Score = 8, 9

Novel
Cond. vs
HSHT
Screen*

Novel
Cond. vs
All
Screens*

T t189
(Nucleoside
0/2
5/3
5
diphosphate kinase)
T t82 (HAD superfamily
1/1
0/1
2
hydrolase)
T t106 (Nucleoside ki0/0
0/1
1
nase)
* Using C6 tool for scores of 7, 8, & 9 threshold value

4
2
1
of 0.3

The preliminary data indicated that scored results from commercially available screens can be analyzed, and the components that may contribute to the crys64

Figure 5.7: AED optimization screen for protein Tt189, the screen in this case is
generated using the combined results from 4 different 96 condition crystallization
screens. The individual families of conditions are outlined in red. Only those conditions resulting in 3D crystals are shown.

tallization of the macromolecule can be derived. Not surprisingly, a number of novel
conditions were found for the facile crystallizer (T t189). However, conditions were
also found for both the moderate and difficult crystallizers, one of which had not
shown any results of needles or better in the original screens (T t106). For all three
proteins, crystallization conditions were obtained that were novel combinations of the
identified factors.

5.5.4

Expanded screen analysis
The proteins employed are a protein from the archaeal exosome complex RrP42

plus the three described above from the hyperthermophilic archaeon Thermococcus
thioreducens [112], an inorganic pyrophosphatase from Staphylococcus aureus, and
human holo transferrin (hTFN, Sigma, cat.# T-4132).
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The proteins were subjected to the expanded screen tests and the results obtained are given in Table 5.4. In this case, only outcomes giving faceted 3D crystals
are used for an endpoint. For these proteins, the AED optimization screen conditions
were in groups of 3, and each condition giving a crystal was counted.

Table 5.4: Optimization results.
# of Crystals
4X screens /
AED conditions (family’s)

Protein
holo Human Transferrin
RrP42 (archaeal exosome protein)
Tt189 (nucleoside diphosphate kinase)
Tt106 (nucleoside kinase)
Tt82 (HAD superfamily hydrolase)
Stapylococcus aureus inorganic pyrophosphatase

1 /5 (4)
4 /15 (7)
10 / 33 (20)
1 /9 (6)
8/ 3 (2)
0 / 2 (2)

Protein Tt189, from the preliminary results, was repeated. The results (Figure 5.7) indicate that of the thirty two families of conditions optimized twenty of
them resulted in 3D crystals (63%) compared to the three out of seven (43%) from
the preliminary data. The results shown in Figure 5.7 also indicate where the more
“robust” crystallization conditions are to be found, that is, those where all three
concentrations of precipitant 1 resulted in crystals.
For Staphylococcus aureus IPPase (SaIP P ), two crystals were obtained in
the four screens or the AED optimized screen. However, the AED screen did result
in a number of conditions that had a score of 5, non-faceted crystals. The analysis
indicated that low MW polyethylene glycols, divalent cations, and basic pH’s were
the lead factors for obtaining crystals. The AED derived screen results confirmed the
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high pH and low MW polyethylene glycols, and further indicated that Ca++, but not
Mn++ or Mg++, was the best divalent cation. Every well containing Ca++ resulted
in spheroids or rough non-faceted crystals, while none of those containing Mn++ or
Mg++ had any. While these are not suitable for diffraction analysis, they can be
used as a source of seed crystals [33]. The optimization conditions were subsequently
tested using crystallization by capillary counter diffusion [102], which resulted in the
two hits obtained.
For three of the four proteins, more crystallization conditions were determined
by the AED screen than were found using the 4 “set” screens. In two of these cases,
more families of conditions were determined.

5.6

Discussion

In this dissertation, for the wet lab experiments, the trace fluorescent labeling
was employed to assist the crystal finding and results interpretation process [115],
[114]. The previous TFL experiments on a range of proteins showed no effect on the
protein crystallization process or the X-ray diffraction results [114], [55]. The method
is used to identify crystals and likely crystallization conditions. If there is any concern,
then once these have been found, subsequent crystals for diffraction analysis can be
grown using protein which has not been labeled. As only the protein was fluorescently
labeled, this enables rapid discrimination between protein and non-protein crystals
in the drops. The central paradigm in trace fluorescent labeling is that the local
fluorescence intensity is proportional to the concentration of the fluorescing species.
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As crystals are the most densely packed form of protein, they will fluoresce with the
greatest intensity.

5.7

Impact of Associative Experimental Design on Protein Crystallization

There are reasons beyond simply obtaining a crystal for using a method such
as the AED analysis:
• Finding more robust conditions. Crystal nucleation is a stochastic process,
and it is not uncommon to set up the same condition multiple times with varying
outcomes [99], [114]. The AED analysis approach not only helps to find new
crystallization conditions, but also, as implemented herein, finds more “robust”
crystallization conditions, i.e., those that are less sensitive to the concentration
of one or more of the components present. This is shown in Figure 5.7, where for
each family, there are three different concentrations of precipitant #1. Those
conditions that are more sensitive are identified by only one outcome having 3D
crystals in a family, and those that are less sensitive have crystals in all three
concentrations of precipitant #1.
• Improving existing conditions. The existing found crystallization conditions may not be readily repeatable, or may not give crystals diffracting to
a sufficient resolution. The AED analysis can reveal an expanded range of
conditions, some or many of which may resolve these problems.
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• Possible new space groups (to facilitate binding analysis). Binding
studies where potential ligands are soaked into a crystal to determine their
location upon diffraction analysis require that the binding sites be available,
not occluded by crystallographic contacts. Space groups obtained in initial
screening experiments may not be suitable for these studies, prompting a search
for new packing arrangements.
• Improved diffraction resolution. Having well formed crystals does not automatically translate to good diffraction resolution. However, having crystals
where previously one had none, such as with the protein Tt106, does markedly
improve one’s chances of obtaining a structure. Thus, a primary reason for the
AED analysis is to find crystallization conditions where there previously were
none. Additionally, crystal nucleation is a stochastic process. From Figure 5.6
and Figure 5.7, we see there are families having many crystallization conditions,
and families only having one or none. It is intuitively apparent that those with
many conditions are more robust, less sensitive to component concentrations,
and more likely to result in crystals than those with few conditions. This is
important when carrying out additional screening trials and optimizations for
improved diffraction resolution as well as for studies such as substrate binding
or drug development.
• Improved crystal size (for neutron diffraction). Although not shown in
the data presented, the AED optimization results yielded a range of crystal
sizes. Neutron diffraction requires crystals ≈ 1mm3 in size. Conditions that
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favor larger crystals can be determined from these results and are likely a more
favorable starting point for growth of large volume crystals.
As shown by comparing Figure 5.6 and Figure 5.7, using more screens in
the initial search gives a larger search space for the AED analysis. Commercially
available screens have a finite number of precipitants present. Increasing the number
of screens results in exposure to an expanded range of conditions, although some are
only present in one or two of the conditions. For this reason we formulated Screen4a,
to increase the occurrence of these occasional precipitants to complement the other
three screens.
Not all proteins yielded crystals upon the AED optimization screening. In
the case of Tt106, the crystals were obtained from the AED identified conditions
after additional optimization using crystallization additives. In the case of SaIPP,
the AED analysis indicates those conditions which would be most likely to result in
crystals, and as such is the starting point for subsequent screening experiments. The
AED analysis results in screen conditions that are formulations of the components
most likely to yield crystals for that protein.

5.8

Summary

According to our experimental results shown in Table 5.3 and Table 5.4, the
AED analysis generated successful conditions that yielded crystals of the selected
proteins for X-Ray diffraction. A fair amount of these conditions were judged to be
novel compared to the original screen on the basis of our cutoff score criteria as shown
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in Table 5.3. Please note that Table 5.3 shows only the novel conditions found in the
output of the AED analysis. In addition, the AED generated the novel condition for
a difficult crystallizer, T t106, which had not shown any results of needles or better
in the original screens. This is an important achievement since the input screen does
not have any crystal conditions. The conclusions of our experiments are summarized
as follows:
• The AED method generated novel cocktails (count provided in parentheses)
leading to crystals for three proteins as follows: Nucleoside diphosphate kinase
(4), HAD superfamily hydrolase (2), Nucleoside kinase (1).
• The AED method with optimization yielded 4, 3, and 20 crystalline conditions for holo Human Transferrin, archaeal exosome protein, and Nucleoside
diphosphate kinase, respectively.
• The AED analysis approach not only helps to find new crystallization conditions, but also, as implemented herein, finds more “robust” crystallization
conditions.
• The existing found crystallization conditions may not be readily repeatable, or
may not give crystals diffracting to a sufficient resolution. The AED analysis
can reveal an expanded range of conditions, some or many of which may resolve
these problems.
• The results show that the AED improved the size of the crystals for X-Ray
diffraction.
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CHAPTER 6

BIN − RECALL: EVALUATION OF RANKED RESULTS

Ranking the samples is an important feature once the experiments are generated. To evaluate accuracy of the ranked results objectively, a measure is needed. In
this chapter, we explain another stage of associative data analytics, the evaluation of
the ranking results. In this chapter, we propose a novel metric called “Bin − Recall”
to evaluate the effectiveness of the ranking method.

6.1

Introduction

In order to evaluate the reliability of our ranking results, we compared our
results with the real outcomes of the experiments. For this purpose, we developed a
new metric called “Bin −Recall” to evaluate the performance of the ranking method.
The traditional ranking methods are sensitive to irrelevant samples appearing before
relevant samples. This is desired in typical information retrieval applications such as
web search, document search, recommender systems, etc. For example, in the web
search, the users generally click the top results in the first page. For the protein
crystallization problem, if all relevant cocktails are included in a well-plate, it is not
critical to have the cocktails, which do not lead to crystals. We partition the list of
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cocktails into bins and analyze the number of relevant (crystalline) screens in each
bin. Ideally, the good candidate samples should appear in bins that correspond to
the top of the ranked list. Since we use the bins and check how many of the relevant
cocktails are included in a bin, we name our metric as Bin − Recall. Hence, the
Bin − Recall measures “how close” the samples that yield successful outcome are
at the top of the ranked list. It generates a normalized value, which is close to 1
(or 100%) when the ranked results are similar to the best case, and it is 0 when the
results are far from the best case.

6.2

Bin − Recall
The Bin − Recall is computed based on the formulation given in Eq. (6.1):

P|B|
Rbin =

Pn
PScmax
n−i
i=1 Si δb binSize
i=Scmin ωi ni,j ) −
j=1 δj (
c ω(Si )
Pn
Pn
n−i
i
i=1 Si δb binSize
c ω(Si ) − i=1 Si δb binSize
c ω(Si )

(6.1)

where |B| is the number of bins, δj is the weight of the bin j, ωi is the weight of the
score i, and ni,j is the number of score i in bin j. S is the list of ordered scores, where
cmin is the minimum score and cmax is the maximum score. The score is related to
the relevance of a sample. The denominator of the expression is used to normalize the
measure dividing by the best scenario (i.e., all successful outcomes appear in the top
bin) minus the worst scenario (i.e., all successful outcomes appear in the lower bins).
The numerator computes the value based on the distribution of the scores to the bins
and subtracts the worst case. The Bin − Recall measure allows to give high weights
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(ωi ) to samples having high scores. Similarly, bins can also be assigned weights (δj )
based on where all successful outcomes should appear.
Sample Case. To illustrate the evaluation process, an example is provided in Figure 6.1. In the figure, the actual distribution of the scores is provided on the left,
when we split data 50% into Bin #1 and 50% into Bin #2, the best possible partitioning will be in the second column of the figure. We evaluate this set of samples with
the scores with respect to two sample cases given in the figure using the Bin − Recall.
As we mentioned before, the Bin−Recall evaluates the ranked results considering the
appearance of the successful samples in the highest group (Bin #1). When we have
two different rankings such as Case 1 and Case 2, the Bin − Recall helps us compare
those rankings. We may assign some weights for the bins and scores as shown in the
figure, which can be determined by the researchers based on their priorities. In this
example, we give the highest weight to the “Score 8” among scores and to Bin #1
among bins, which means the appearance of score 8 in the first 50% of the data has
the highest priority. Based on these weights, the computation of Bin − Recall for
Case 1 is:
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and Bin − Recall for Case 2 is:
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According to the Bin − Recall results for Case 1 and Case 2, we can conclude
that Case 1 provides a better ranking than Case 2 using given weights.
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Figure 6.1: Sample case for Bin − Recall.

Bin − Recall vs. Average Precision. As we mentioned in the related work, the available metrics for evaluation ranked are very sensitive to the position of the samples. To
illustrate the difference between one of these methods and the Bin − Recall, we calculated the average precision (AP ) [158], which is one of the common metric used in
information retrieval systems for two sample cases (i.e., Case A and Case B) shown in
Figure 6.2. In the example, there are two bins for each case, and each bin has 5 binary
samples where “1” indicates the relevant samples and “0” indicates the irrelevant samples. According to our AP calculations, APcaseA = 0.830 and APcaseB = 0.478, which
means case A is a better rank than case B. However, according to the Bin − Recall,
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Figure 6.2: Average Precision example.

case B is better than case A, since the Bin − RecallcaseB is equal to 1.0. In this
context, case B should be better than case A since all relevant samples appeared in
the top bin for case B. In our problem domain, AP fails due to the sensitivity of the
positions of the relevant samples, and the methods such as AP , mean reciprocal rank,
etc. are not appropriate for the problem domains if a metric is required to tolerate
this sensitivity.
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6.3

Evaluation of AED Screens using Bin-Recall
We applied the Bin − Recall to our preliminary results. After we rank the

cocktails, for each ranking scheme, we divided the results into three equal groups
(|B| = 3 in Eq. (6.1)) starting from the best cocktail, and partitioned the data into
bins using the crystal scores to evaluate the performance of ranking. Table 6.1 shows
the partitioning into bins for the different methods of ranking of Tt189, Tt82 and
Tt106.
According to the table, Bin #1 shows the bin of the best 33.3% of the data,
Bin #2 shows the second best 33.3%, and so on. In order to compare the different
ranking schemes, we calculated the Bin − Recall metric of each ranking. While we
are calculating the metric, we used the actual scores as the weights of the scores (ωi in
Eq. (6.1)). For example, the weight of score 6 is 6. We used 3, 2, and 1 as weights (δj
in Eq. (6.1)) of Bin #1, Bin #2, and Bin #3, respectively, to give more importance
to the bin appearing at the top. That means Bin #1 should have the most promising
cocktails.
We calculated the Bin − Recall using 3-bin (33.3%, 33.3%, and 33.3%) and
2-bin partitioning (66.6%, and 33.3%). Table 6.2 shows the Bin − Recall results for
each protein. In the table, the first and second columns show the Bin − Recall metric
for 3-Bin and 2-Bin partitioning, respectively.
According to the Table 6.2, the ranking based on minimum distance to class
4 or 5 may also give good results as much as the ranking based on the minimum
distance to all crystal classes. However, the ranking based on the minimum distance

78

Table 6.1: 3-Bin partition of the proteins based on different ranking schemes.

Min distance
to score 4

Protein Tt189

Min distance
to score 5

Min distance
to score 8

Min distance
to all crystals

Min distance
to score 4

Min distance
to score 5
Protein Tt82
Min distance
to score 7

Min distance
to all crystals

Min distance
to score 4

Protein Tt106

Min distance
to score 5

Min distance
to all crystals
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Score

Bin 1

Bin 2

Bin 3

5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8
5
6
7
8

9
1
4
2
6
0
2
6
7
1
0
2
10
1
2
4
0
1
0
1
1
0
0
0
0
0
0
0
0
1
0
1
4
0
3
6
5
0
4
5
4
0
3
6

6
0
5
2
10
1
4
2
10
0
4
5
7
0
4
3
2
1
0
0
1
2
0
0
2
1
0
0
2
1
0
0
6
0
6
2
4
0
4
4
6
0
6
2

8
0
3
5
7
0
6
1
6
0
8
2
6
0
6
2
0
0
0
0
0
0
0
1
0
1
0
1
0
0
0
0
2
0
1
2
3
0
2
1
2
0
1
2

Table 6.2: Bin − Recall Results of 3-Bin and 2-Bin Partition

Protein:
Protein
Tt189

Protein
Tt82
Protein
Tt106

Method
Min dis to score
Min dis to score
Min dis to score
Min dis to all
Min dis to score
Min dis to score
Min dis to score
Min dis to all
Min dis to score
Min dis to score
Min dis to all

3 Bins
(33.3%, 33.3%, 33.3%)

2 Bins
(66.6%, 33.3%)

48.58%
73.24%
66.45%
74.15%
73.33%
45.00%
26.67%
73.33%
63.33%
41.19%
63.33%

52.36%
84.66%
81.59%
84.12%
100.00%
73.33%
53.33%
100.00%
84.29%
82.38%
84.29%

4
5
8
4
5
7
4
5

to all crystal classes is more consistent than the other rankings. When we consider the
ranking scheme with 3 Bins, we can reach 74.15%, 73.33%, and 63.33% Bin − Recall
for Tt189, Tt82 and Tt106, respectively. When we consider 2-Bin, we get 84.12%,
100.00%, and 84.29% Bin − Recall for each protein. Please note that the first 66.6%
of the cocktails for Tt82 contains all the conditions that yield crystals.

6.4

Discussion

Ranking the samples is important for the experts. Once the samples are
ranked, it is important to evaluate accuracy of the ranked results. Bin − Recall
measures “how close” the samples that yield successful outcome are at the top of the
ranked list. It generates a normalized value, which is close to 1 (or 100%) when the
ranking results are similar to the best case, and it is 0 when the results are far from the
best case. In the Bin − Recall, determination of the weight of the bins and the scores
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depend on the expert priorities for analysis. The Bin − Recall is not as sensitive to
the position of the successful samples as the typical top-k ranking methods [104] as
long as the successful samples appear in the top bin. Ideally, the goal is to obtain all
successful samples in the top bin and the Bin − Recall value of 100%.
In our experiments, we applied the Bin − Recall to the protein crystallization
domain, and the results show that top 66.6% of cocktails in the prioritized screens can
cover all crystalline outcomes of prioritized screens in some experiments. Bin−Recall
metric can be used evaluation of ranked results for protein crystallization results.
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CHAPTER 7

SUPER-THRESHOLDING: SUPERVISED THRESHOLDING OF
IMAGES

Analyzing the results of the experiments is another important stage in associative data analytics (ADA). The experimental results could be collected in a variety
of ways, and the results could be numerical, time series, visual data, and so forth.
Analysis of these results may provide important information if they are processed
properly. In this research, we focus on analyzing the microscopic images collected for
a set of experiments. In this chapter, we explain how we analyze the object regions
in the collected microscopic images under the ADA framework.

7.1

Introduction

Binarization techniques are usually constructed based on some assumptions
which may or may not be suitable for every image on a data set. Almost every
thresholding technique fails under some specific circumstances, and usually there is a
better alternative to that technique in the literature [128]. It is observed that some
techniques may generate better results for some images while others do a better job
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for others. Our main goal was to exploit the powerful features of different binarization
methods and use them whenever they perform well.
One of the widely used region-based segmentation approaches is image thresholding [61]. In the image thresholding, an image is converted into a black-and-white
image, and is commonly used in many real time systems such as surveillance systems,
medical images, and biological images. It reduces the computational load of the systems, since a pixel can be represented with one bit in binary images. In addition, it is
fast, easy to implement, and generates acceptable results for many applications [61].
However, there is not an optimal solution that works for all cases, and choosing an
invalid threshold value may yield incorrect binary image leading to incorrect segmentation. There are a great deal of thresholding techniques proposed in the literature
for different domains and types of images. Sezgin et al. [128] provide a detailed
comparison of the thresholding techniques.
It is desirable that the thresholding method is sound and complete. In this
context, soundness indicates that the output of the method for a sample image should
be acceptable and good, while completeness indicates that the method should generate
acceptable results for all images in the domain. A method that has lower precision
on some images but generates acceptable results for all images may be preferred to a
method that generates precise results for the majority but fails even for a few images
in the data set. Therefore, we should not only check the accuracy of thresholding, but
we should also consider whether the method is complete or generates a lesser number
of improper thresholded images.
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7.1.1

Challenges of Supervised Learning for Thresholding
In order to use supervised learning in thresholding, it is important to determine

the type of information to be labeled. For instance, a pixel of an image can be labeled
as a foreground or a background pixel. The pixel information is fed into a classifier,
and then a model is built to decide whether a pixel is a foreground or a background
pixel. In that case, one challenge could be determining the neighborhood size of
a pixel to extract some spatial information. Su et al. [143] proposed a classifier
based document binarization technique that iteratively classifies uncertain pixels into
foreground or background pixels based on the pre-selected foreground and background
sets. The final binarization results are affected by the selection of intermediate results
[144]. Similarly, Badekas et al. [14] proposed to use the Kohonen self-organizing map
neural network to classify pixels in the document images. This method requires some
prior knowledge about the participating binarization techniques.
Another important information that can be fed into a classifier is the threshold
value of an image. In this case, the best threshold value, which minimizes the error
between the object and the background regions, is calculated. Then a model is built
using the image features and the threshold value. But, in this approach, finding a
global threshold value that generates a proper binary image is challenging due to
noise and illumination problems in images. Hu et al. used supervision techniques to
estimate the frequency range of a background portion within the region of interest to
find an optimal threshold value [71], [72].
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In this study, we propose a new approach for supervised thresholding. In
our approach, the best thresholding method is selected as a label for an image. The
features of the image are fed into a classifier for binarization. We have also considered
merging/fusing results (images) of multiple thresholding techniques. However, this
approach did not work, since the majority of techniques usually fail while only one
method works well enough for a specific image. The feature extraction is an important
issue to be considered in our approach since while the features can be extracted from
the original image only, they can be extracted using both the original and binary
images.

7.1.2

Our Approach
In this dissertation, we explore whether thresholding can benefit from super-

vised learning algorithms. We propose a supervised thresholding methodology that
selects the best thresholding technique for a particular image using a classifier. Since
our method uses supervised learning, we call our method as “super-thresholding” [40].
As we mentioned earlier, supervised learning can be performed in different ways in
the image thresholding domain. Different approaches learn different information to
binarize images such as pixels, threshold values, or thresholding methods. To learn
the thresholding methods, the information to be extracted is a critical issue. While
the thresholding methods can be learned from the features of the original images, they
can also be learned using the output of the methods. Thus, super-thresholding has
two different feature extraction approaches to select the thresholding method: apriori
and aposteriori. In the apriori feature extraction approach, the features are extracted
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from the original images only. In the aposteriori feature extraction approach, we
first apply different thresholding methods to the original images. Then, we map the
thresholded image to the original image to extract some features from foreground,
background and borders of the regions. Once the features are ready, we train the
classifier by these features to select the best thresholding method. Our technique
tries to select the most informative and reliable thresholding method for each image.
This approach provides a generic framework for a set of thresholding techniques that
are suitable for the domain.
The contributions of our work can be briefly listed as follows:
1. We propose both the apriori and the aposteriori feature extraction approach of
the super-thresholding, and
2. We show that the super-thresholding can be used for developing sound (generates an acceptable result for an image) and complete (generates acceptable
results for all images) thresholding frameworks.
In the following section, we describe how the super-thresholding framework
can be built for a specific problem domain in detail.

7.2

Building the Training Set

Since super-thresholding uses supervised classifiers before image binarization,
we should generate a training set for building a model. After running available thresholding techniques, the labeling can be done manually with the assistance of domain
experts for all images in the data set. For instance, if one image is binarized more
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accurately with the Otsu’s method [107] we labeled that image as “1;” if the best
method is R − Howe [69], we labeled the image as “2.” If the best method is Kapur
[77], we labeled the image as “3.” Such a training set is satisfactory to build the
model. In addition, we have manually identified the correct regions of foreground
to generate the actual ground-truth binarized images. We use these ground-truth
images to quantify how effective the thresholding algorithms are. Since the groundtruth images are available, the labels of images are generated automatically using the
correctness measurement provided in Section 7.4.
Our method does not require ground-truth thresholded images. It rather requires the name (or label) of the method that generates the best result for each image
in the training set. This releases the burden of generating the training set significantly
as the expert only needs to look at the results of the thresholding methods and choose
the best one among them for a specific image.

7.3

The Framework of Super-thresholding

Once the images were labeled, we examined the features of the images and
analyzed if there is a relationship between some features of the image and the thresholding techniques. After trying some basic features such as mean, standard deviation
of intensity, autocorrelation of the images, we noticed that some of these features
can be informative to establish the relations between the images and thresholding
techniques.
The presence of a relation between image features and thresholding methods
encouraged us to automate the detection of this relation. Supervised classification is
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an effective way to detect this relation. Since the classification process is sensitive to
different factors such as data type or distribution, a variety of classifiers can be tested
with their properties. For example, Bayesian is a probability based classifier, random
forest is an ensemble classifier, decision tree is a rule based classifier, and artificial
neural networks is a powerful classifier particularly for non-linearly distributed data
[145]. Thus, the best one among them can be chosen based on the problem domain.
Super-thresholding can binarize fast compared to complex segmentation methods. Figure 7.1 provides a general overview of super-thresholding. As shown in the
figure, the super-thresholding consists of four main stages: preprocessing stage, training stage, testing stage, and binarization stage. In the pre-processing stage, the data
set is labeled by an expert. Later, the data set is divided into training and test sets.
In the training stage, a classifier model is built using the features extracted from
images. Feature extraction is done by two approaches called “apriori” and “aposteriori.” Either of these approaches can be used in the feature extraction stage based
on the preference. The classification model is based on the features coming from the
preferred approach. Table 8.1 presents the features used in this dissertation for both
approaches.

7.3.1

Apriori Approach
In the apriori approach, the features are extracted from original images only.

Any type of feature extracted such as the mean intensity, or standard deviation from
the original image can be included in this approach. This approach is relatively fast
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Figure 7.1: The framework of super-thresholding.

for the feature extraction, since no information is extracted based on the output
binary images.

7.3.2

Aposteriori Approach
The aposteriori approach requires running all thresholding methods to extract

the features. When all thresholded images are generated, they are mapped to the
original images. Then foreground, background, inner and outer pixels of the object
regions are detected (see Figure 7.2). Later, a set of statistical features are extracted
from these regions to feed classifiers. This approach is less efficient than the apri89

ori approach due to the necessity of using all binary images for feature extraction;
however, it can easily be parallelized, since each thresholding method can be run
independently.
Extracting features such as mean, or standard deviation from the foreground
and the background regions only are not enough, since they may not be a good
indicator of whether the binary image is proper or not. For example, a significant
change between the foreground mean and the background mean is not necessarily an
indication of a proper segmentation. Similarly, foreground or background regions may
have patterns and the distribution of pixels may not yield low standard deviation for
foreground and background regions. The main idea behind the aposteriori approach is
that the inner and the outer boundary regions can be used as an indicator whether the
output image is accurate or not. Normally, we expect a significant intensity change
between the inside and the outside of the objects, and in general, the binarization
defects appear around the border of the object regions due to noise and illumination
problems. If there is blurriness around the border of an object, the thresholding
methods may fail. One of the effective ways to determine the binary values of these
pixels is to analyze how much these pixels are different from foreground or background
pixels. Therefore, we both dilate and erode image using 5 × 5 structuring element to
obtain information around the boundary pixels of the foreground as in Eq. (7.1) and
(7.2):
Fout = I Bin ⊕ S =

[
s∈S
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I Bins

(7.1)

Fin = I Bin

S=

\

I Bin−s

(7.2)

s∈S

where I Bin is the input binary image, S is the structuring element, and I Bins and
I Bin−s are the translations of I Bin by s. Figure 7.2f) shows the total region that
we focus around boundary.
Once we extract features from the data set using either the apriori or the
aposteriori approach, we are able to generate a classifier model in the training stage.
To evaluate the correctness of binary images, we compared the results with groundtruth binary images generated by our research group.
Super-thresholding offers a generic solution to any image binarization problem.
It provides a framework that does not depend on a specific binarization technique.
It can easily be modified for a new domain by changing the chosen binarization
techniques and re-training the system. Different sets of features can also be included
in the system if they are more informative in that domain. All these characteristics
make super-thresholding a flexible and practical framework for image binarization.
Alternatively, the binary image results could be combined or fused using a
weighted sum for the final decision. However, in our experiments we noticed that this
idea did not yield satisfactory binary images, since in many cases, only one method
provides the correct result while all other methods fail (see Figure 7.3). Moreover,
the way of assigning weights to each method is not obvious and it may cause a biased
decision towards the higher weighted method even though it may fail.
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Figure 7.2: Aposteriori feature extraction: a) original image, b) foreground image, c)
outer pixels, d) inner pixels, e) thresholded image, and f) inner and outer boundaries
of foreground (b)

7.4

Correctness Measurement

It is usually a subjective task to evaluate the results of the binarization process.
Since a simple visual comparison of each binary image would not provide objective
and dependable results, in this study we decided to generate reference (ground-truth)
binary images of all images in our data set. We have manually extracted the object
regions using an image editing software [140] that has the capability of auto selection
of the objects on the image. Once the rough object region is selected by the software,
domain experts manually edit the borders for fine level corrections.
Once the reference images are ready, it is possible to calculate the correctness
of any binary image by comparing with the reference image. We take an output
binary image (generated by a binarization method) and the corresponding reference
binary image, then measure the similarity between two images using “weighted sum”
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Figure 7.3: Results of thresholding methods for protein crystallization image data
set: (a-c) original images; (d-f) g97, (g-i) g100, (j-l) R − Howe, (m-o) ground truth
images.

93

of the images. Suppose the pixels of instances (foreground) are represented by “1,”
and the background area is represented by “0” in a binary image. When we multiply
reference binary image by 2 and sum with the output binary image, we have the
sum image, which can represent all the pixels on the image as correctly classified or
misclassified. The following equation shows this idea:

IS = 2 × IR + IO

(7.3)

where IS , IR , and IO are the sum image, the reference binary image, and the output
binary image, respectively. The sum image includes 4 regions. We can easily refer to
these regions as True Positive (T P ), False Positive (F P ), True Negative (T N ), and
False Negative (F N ). If the value of pixel pij on the sum image is “3,” it is a T P
where both output and reference images have foreground pixel. If the pixel value is
“2,” it is a F N . Similarly, if the pixel value is “1,” it is a F P . Finally, if the pixel
value is “0,” it is a T N . Figure 7.4 presents a sample sum image and its 4 regions.
We use T P , T N , F N , and T N to measure the correctness of an output binary
image. In the literature, there are several measures that offer correctness measures
from different perspectives. It is often a significant factor to select a proper measure
that is more relevant to the characteristics of the problem. For example, the classical
accuracy measure may not be a proper measure for the protein crystallization trial
image data set. Because in a typical binary image, there are usually very few numbers
of the foreground pixels compared to the background pixels. In other words, T N
pixels can easily suppress the accuracy even if there are no T P pixels. To avoid

94

Figure 7.4: Sum image.

bias towards a specific measurement method, we tried four well-known measures:
Accuracy (ACC), F-Score (F 1) [121], Matthews’s correlation coefficient (M CC) [89],
and Jaccard similarity (JACC) [28]. Using a variety of correctness measures, we
intend to provide reliable results.

7.5

Soundness and Completeness

Another important issue about the binarization is evaluation of the soundness
of the output image and the completeness of the method. It is very likely to generate
improper binary images due to illumination or reflection problems for a problem
domain. For some cases, the binary images may have minor problems, which are
acceptable for some domains unless it affects the performance of the system that will
use these results. However, it is possible to have complete black or white images for
some of the binarization methods if the image has a blurred or very bright large sized
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object. This causes the system to miss those objects in the analysis, which is not
acceptable. We also evaluate our method in this aspect.
Let D = {Ii |I1 , I2 , ..., In } be a data set containing n images, and O = {Bi |B1 , B2
, ..., Bn } be a data set containing the corresponding binary images of Ii . Soundness
Si of a binary image Bi can be computed as follows:

Si =




1


0

M (Bi ) ≥ τ

if

(7.4)
otherwise

where M represents a measure such as Jaccard similarity, F-Score, etc., and τ represents the threshold value for the selected measure, which indicates whether an output
image is acceptable or not for a selected problem domain. Please note that both
the measure type and the threshold value can be selected by the user based on the
problem domain. Based on this information, the completeness of a method C ∈ [0, 1]
can be calculated as follows:

n

1X
Si
C=
n 1

(7.5)

where Si is the soundness of a binary image Bi and n is the number of images in a
data set.

7.6

Summary

In general, it is difficult to find a single method that has a completeness measure of 1.0. The super-thresholding is a new generic framework to combine different
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kinds of thresholding techniques using a supervised classifier. We believe that the
power of the super-thresholding comes from utilizing multiple thresholding techniques
to generate the final binary image. A classifier model is constructed using some features of the images that are labeled by the experts. The label (or class) of an image
corresponds to a binarization method which is proper for the image. We select a
binarization method for a given test image using the same classifier, and we apply
the selected method to the image to generate a final binary image. There is no doubt
that the success of super-thresholding depends on the success of the thresholding
techniques which are selected for the problem domain. Its success also depends on
performance of the classifier. However, the super-thresholding is a powerful way to
increase the completeness of the binarization stage in an automated system.
Running time may be important in some applications, and the running time
performances of the apriori and the aposteriori feature extractions in the superthresholding could be compared. Since the apriori approach only uses the original
images, it is computationally less expensive than the aposteriori approach. However,
the aposteriori approach can be easily parallelized since each thresholded image can
be generated independently.
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CHAPTER 8

APPLICATION OF SUPER-THRESHOLDING FOR PROTEIN
CRYSTAL IMAGES

As we mentioned before, it is difficult to find a method that has a completeness 1.0 for many data sets. Protein crystallization is one of the areas that most of
binarization methods fail due to the focusing or reflection problems since a protein
crystal is grown as an arbitrary depth in a liquid solution [133], [136]. In this study,
we tested the super-thresholding on the protein crystallization trial images in order
to obtain a binary image set that has completeness ratio of 1.0. According to our
results, super-thresholding outperformed the other single binarization methods, and
it generated a binary image set having completeness ratio of 1.0. In this chapter, we
explain how we apply super-thresholding for the protein crystallization trial image
data set. Then, we provide the numerical results and a detailed discussion about the
experiments.

8.1

Introduction

Protein crystallization is a critical approach to understand the functionality
and the structure of a particular protein [91]. It is very important to detect well-
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shaped crystals in images (see Section 8.4) since they provide important information
about the structure.
Since the shapes of crystals are important for determining the usability of
crystals for further analysis, proper segmentation is critical. Moreover, image segmentation and thresholding may help determine the phase of a protein image in
automated systems. We studied thresholding techniques that have been proposed
primarily in the last decade for the protein crystallization imagery. Usually, the crystal images are expected to have distinguishable features such as high intensity, sharp
clear edges, and proper geometric shapes. However, in some cases, these features
may not be dominant due to focusing or reflection problems even if there is a protein
crystal in the image [136]. Therefore, a single type of thresholding technique may not
provide an informative binary image for classifying images. Moreover, binary images
may lose some important information or it may keep some unnecessary information
leading to incorrect classification. For example, incorrect thresholding method may
not detect a blurred crystal in an image. In [133], three thresholding techniques
(Otsu’s threshold, 90th percentile green intensity threshold, and maximum green intensity threshold) were used together to classify the protein crystallization images so
as not to lose any informative feature. All these binary images were used regardless
of whether they were proper or not. However, when we include features of these three
binary images, we may also include unnecessary features that may yield incorrect
classification for some of the samples.
We have also tried each thresholding technique one at a time and noticed
that there is at least one thresholding technique that works for a sample image in
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general. However, there is no single consistent technique that works for all images.
In summary, the protein crystallization image set is a challenging problem domain
for thresholding due to the following reasons:
1. No single thresholding technique works for all images in our protein crystallization image data set,
2. Since images are collected from different phases of the protein crystal growth,
the crystals may have varying sizes, shapes, and intensities,
3. The sizes and the number of crystals may vary,
4. Images may be captured under different illuminations, and
5. Since the crystals may have 3D shapes and may appear at different depths from
the camera, some crystals may be blurred or out of focus.
Super-thresholding is a good solution if there are several binarization techniques, where none of them can produce accurate results for all images. For a specific
image in the data set, there exists at least one binarization method that generates acceptable binary image. Thus, the protein image binarization problem is a convenient
application area for our method. In this problem, there are thresholding methods
that generate good results for some images but not for all.
This research uses the protein crystallization image data set provided by iXpressGenes, Inc. Protein images are categorized into three main groups (noncrystals,
likely-leads, and crystals [133]). Each group has its own specific characteristics that
need to be considered independently. In this dissertation, we focus on only images
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containing “crystals” and propose a solution to select the best thresholding technique
for each crystal image.

8.2

Feature Sets

In [38], we used only three thresholding techniques and one classifier (Decision
Tree) using only one statistical feature. We extend the number of techniques and
features to see whether new methods and features can improve the accuracy of the
results. We generate four different feature sets (F S) to test the performance of the
apriori approach and one feature set for the aposteriori approach.
Table 8.1 shows brief descriptions and formulas of the features where IGray ,
IGreen , F , B, Fin , and Fout represent gray level image, green channel of original image,
foreground image, background image, inner boundary image, and outer boundary image, respectively. i, j, and k represent indices of the corresponding set or image. In
addition, G represents the set of connected graphs of the canny edge image, and li
represents the length of the ith line in the set of lines, L, extracted from the edge
image. In the beginning, we extracted seventeen histogram features [64] and twelve
edge features [135] in our data set. These features were tested and they generated
satisfactory results in our earlier studies ([135], [133]). However, to reduce the number
of features, we applied two feature selection methods in the apriori approach experiments. We used random forest feature selection in the first three feature sets. The
first feature set (F S1 ) contains a subset of histogram and edge features. It has one
edge feature, four texture features and one histogram feature. For F S2 and F S3 , we
selected five of the histogram features and 6 of the edge features, respectively. In F S4 ,
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Table 8.1: Definitions of features for apriori and aposteriori approach.
Feature Description
Name

Formulas

H(X)[2] Measures of vertical (given formula) and horizontal auto-correlation
of gray level co-occurrence matrix

H(X) = −

P

p(xi )logp(xi )

sP
F S1

σ (IGray ) Standard deviation of the gray level image

σ (IGray ) =

rk [2]

Measure of horizontal and vertical auto-correlation of gray level
co-occurrence matrix
Sum of all edge lengths in the canny edge image

rk =

Measure of horizontal auto-correlation of gray level co-occurrence
matrix

rk =

P

L̂

|IGray | − 1

(i,j) (IGray (i,j)−µ(IGray ))(IGray (i−k,j)−µ(IGray ))
P
2
(i,j) (IGray (i,j)−µ(IGray ))

i∈L li

(i,j) (IGray (i,j)−µ(IGray ))(IGray (i−k,j)−µ(IGray ))
P
2
(i,j) (IGray (i,j)−µ(IGray ))

P
µ (IGray ) Average intensity level of the grayscale image

µ (IGray ) =

σ (IGray ) Standard deviation of the gray level image

σ (IGray ) =
P

(i,j)∈IGray

IGray (i, j)

|IGray |

F S2
sP

k
H(X)

|G|
G̃

Measure of peakedness of the histogram of the gray level intensity
of the image
Measure of horizontal spatial disorder or spatial randomness of gray
level co-occurrence matrix

k=

Number of connected edges (lines) in the edge image
Number of graphs with perpendicular edges in the canny edge image

|G|

(IGray (i, j) − µ (IGray ))2

P

L̂ =

P

rk

(i,j)∈IGray

(i,j)∈IGray

(i,j)∈IGray

(IGray (i, j) − µ (IGray ))2

|IGray | − 1
(IGray (i, j) − µ (IGray ))4

(|IGray | − 1) (σ (IGray ))4
P
H(X) = − p(xi )logp(xi )

G̃ =

P

⊥ (Gk ) where ⊥ (Gk ) =


1 ∃li ∈ Lk and ∃lj ∈ Lk and
70 ≤ α (li , lj ) ≤ 90

0
otherwise

P

F S3

µ (L)

Average length of all edges in the canny edge image

L̂
¯
Ḡ

Sum of all edge lengths in the canny edge image
Sum of all edge lengths in the graphs with no perpendicular edges

li
µ (L) = i∈L
P |L|
L̂ = i∈L li
¯=P
Ḡ
i∈Lk li where ⊥ Gk = 0

max(L) Length of the longest edge in the canny edge image

max1≤i≤|L| (li )

H(X)[2] Measures of vertical (given formula) and horizontal autocorrelation
of gray level co-occurrence matrix

H(X) = −
P

F S4

k

P

p(xi )logp(xi )

(i,j)∈IGray

(IGray (i, j) − µ (IGray ))4

k=

lo

Measure of peakedness of the histogram of the gray level intensity
of the image
1 if ηp > 0, 0 otherwise

ηc

Number of graphs whose edges form a cycle

ηc = |Gi | , where Gi is cyclic graph

ηhc

Number of Harris corners

[65]

(|IGray | − 1) (σ (IGray ))4

lo = ∃li ∈ Lk and ∃lj ∈ Lk and 70 ≤ α (li , lj ) ≤ 90

For each binary image, following features are extracted:
P
µ (F )

Mean intensity of foreground region

(i,j)∈F

µ (F ) =

sP
σ (F )

Standard deviation of foreground region

σ (F ) =

µ (B)

Mean intensity of background region

µ (B) =

P
F S5

(i,j)∈B

sP
σ (B)

Standard deviation of background region

σ (B) =

µ (Fin )

Mean intensity of inner pixels of the foreground region

µ (Fin ) =

IGreen (i, j)

|F |
2
(i,j)∈F (IGreen (i, j) − µ (F ))
|F | − 1
IGreen (i, j)
|B|
(IGreen (i, j) − µ (B))2

(i,j)∈B

P

|B| − 1
(i, j)

(i,j)∈F in IGreen

|Fin |
(i,j)∈F out IGreen

P
µ (Fout ) Mean intensity of inner pixels of the foreground region
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µ (Fout ) =

|Fout |

(i, j)

we selected six of twenty nine combined features using minimal-redundancy-maximalrelevance criterion (mRM R) feature selection method [109]. Finally, we extracted six
statistical features for each binary image in F S5 using the aposteriori approach.

8.3

Tools and Methods
In our experiments, three different thresholding methods (g97; g100; R −

Howe) and four classifiers (Bayesian classifier (BY S), decision tree (ID3), random
forest (RF ), and artificial neural networks (AN N )) were evaluated to binarize the
protein crystal images [44]. We ran our experiments using MATLAB 2014b on a
16GB 3.4GHz Quad-Core CPU (excluding pylon [83] experiments). For random forest
classifier, we used the source code1 that is published by Jaiantilal et al. We set the
number of trees for random forest classifier as 500. The square root of the total
number of features was selected as the number of candidate features at one node of
a decision tree [32]. In addition, we use MATLAB built-in artificial neural network
toolbox with two layers. The hidden layer has n − 1 nodes where n is number of
features in the data set. The super-thresholding technique is compared with some
other thresholding methods (g97; g100 [133]; R − Howe [69]; Chuang [29], 2011; Silva
[137], 2011; and Otsu’s method [107]).

8.4

Protein Crystallization Images

In this dissertation, we focused on binarization of the crystal images, which
may contain three types of the crystal objects: 2D plates, small 3D crystals, and large
1

https://code.google.com/p/randomforest-matlab/
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3D crystals. We believe explaining protein images would help the reader understand
the problem domain. However, note that the phase information (or category) of the
images is not used in our system in any way.

8.4.1

2D Plates
2D plate images have quadrangular shapes, and they may have any size in

the images. If the objects are out of focus, this makes binarization of these images
challenging. For some specific cases, it is hard to detect or observe edges of those
objects due to noise, poor illumination, and focusing problems. Figure 8.1 (a-c) shows
some sample images for this category.

Figure 8.1: (a-c) 2D plates, (d-f) small 3D, (g-i) large 3D crystal samples.
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8.4.2

Small 3D Crystals
The images in this category generally contain many small objects that are

distributed throughout the image. The binarization issue about this category is that
since there are many small objects in the image, it is possible to miss some of the
out-of-focus objects if a chosen threshold value is not appropriate for them. Edge
sensitive thresholding methods also fail, because it is hard to detect edges of those
objects due to the small size. Figure 8.1 (d-f) shows some sample images for this
category.

8.4.3

Large 3D Crystals
The images in this category contain large 3D crystals. A high intense back-

ground may be observed in these images due to light reflection, which causes most
binarization methods to fail. These bright background regions can be incorrectly
classified as object regions in the binary images. This situation may yield improper
binary images for this category. Figure 8.1 (g-i) shows some sample images for this
category.

8.5

Image Binarization Methods Evaluated for Protein Crystallization
Trial Image Dataset

In this section, we give brief explanations of the three thresholding methods
that are used in the super-thresholding for the protein crystallization trial image
data set. Although we tested more than three methods in our preliminary exper-

105

iments, other methods (i.e., thresholding using component tree (Silva, 2011) [137],
image segmentation using double local thresholding (Chuang, 2011) [29], edge sensitive thresholding [117], thresholding based on iterative partitioning [130], Otsu’s
thresholding [107], and Pylon [83]) neither generate proper binary images for the protein images nor improve the super-thresholding accuracy. Therefore, these methods
were not included in our experiments for the super-thresholding method.

8.5.1

97th Percentile Green Intensity Threshold (g97)
When the green light is used as the excitation source for fluorescence based ac-

quisition, the intensity of the green pixel component is observed to be higher than the
red and blue components in the crystal regions [133]. 97th percentile green intensity
threshold utilizes this feature for image binarization. First, the threshold intensity
(τg97 ) is computed as the 97th percentile intensity of the green component in all pixels.
This means that the pixels in the image with the green component intensity below
this intensity constitute around 97% of the pixels. Also, a minimum gray level intensity condition (tmin = 40) is applied. All pixels with gray level intensity greater than
tmin and having green pixel component greater than (g97) constitute the foreground
region while the rest constitute the background region [133]. Figure 8.2 (d-f) shows
some of the result binary images for this method for the original images in Figure 8.2
(a-c).
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Figure 8.2: Binarization results of different techniques: (a-c) original images,(d-f)
g97, (g-i) g100, and (j-l) R − Howe.

8.5.2

Maximum Green Intensity Threshold (g100)
Maximum green intensity threshold is similar to the 97th percentile green in-

tensity threshold described earlier. In this method, the maximum intensity of the
green component (τg100 ) is used as the threshold intensity for green component. All
pixels with gray level intensity greater than tmin and having green pixel component
equal to (τg100 ) constitute the foreground region. The main reason that both g97 and
g100 generate proper binary images for this domain is that the images are captured
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under green light. Figure 8.2 (g-i) shows some of the resultant binary images for this
method.

8.5.3

Document Binarization using Laplacian Energy (R − Howe)
This is an automated document binarization method using Laplacian energy

[68], [69]. This technique tries to minimize the global energy function which depends
on the Laplacian of the image as well as edge discontinuities information using Canny
edge operator. Since this technique was proposed for document binarization, it is hard
to get proper results without any pre- and post-processings on the image. Before we
apply this method to our data set, we negate our samples, since our images have black
background. When we binarize our negative image, we observe a frame effect at the
border of the image. We removed those artifacts from binary images. Interestingly,
this method produced proper binary images for 56% of our images. Figure 8.2 (j-l)
shows some of the resulting binary images for this method. Since we reverse (or
negate) the image and apply preprocessing, we will refer this adapted method as
(R − Howe) in the rest of the dissertation.

8.6

Protein Crystal Dataset
Our data set consists of 170 protein crystal images of size 320 × 240, and all

images have been captured by using Crystal X2 of iXpressGenes, Inc. We labeled
the data set with 3 different thresholding techniques such that 29% of them were
labeled as g100, 15% of them were labeled as g97, and 56% of them were labeled as
R−Howe. In addition, as mentioned in the introduction, none of these methods has a
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completeness ratio of 1.0. As the completeness of the methods can be calculated with
the formula provided in the previous section, it can also be calculated visually. For
our data set, 0.65 Jaccard coefficient as the soundness threshold (i.e., J(Bi ) ≥ 0.65
where Bi is the binary image of ith image in the data set as in Eq. 7.4), is consistent
with our visual assessment for the evaluation of soundness and completeness of the
method. Our calculations show that the completeness ratio of R − Howe’s method,
g97, and g100 are calculated as 0.83, 0.40, and 0.70, respectively. To evaluate the
size of the training set, we train our model with 25%, 50%, and 75% of the data,
respectively. The remainder is reserved for testing.

8.7

Experimental Results

In [39], we had a relatively small data set, and only three thresholding methods
(g90, g100, and Otsu) were available. When we extend the data set and supply
more thresholding methods to the system, we obtained the best results using three
methods (g97; g100; R − Howe), and we removed the methods that do not contribute
to the overall performance. We generated five different feature sets to evaluate the
performances of apriori and aposteriori approaches on super-thresholding. The first
four feature sets (i.e., F S1 , F S2 , F S3, and F S4 ) in Table 8.1 were used to test the
apriori approach. F S5 was used to evaluate the aposteriori approach. Visual results
for 3 sample images are given in Figure 8.3, which clearly shows the superiority of
super-thresholding over other methods.
To evaluate the performance of the methods, we performed a comprehensive
experimental setup. We tested super-thresholding for three different training set
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sizes, four correctness measures, and five feature sets. For each case, we repeated our
experiments five times to avoid biased results. Table 8.3 shows the mean values of different correctness measures. According to the table, the super-thresholding gives the
best results using Bayesian classifier on feature set F S5 (posteriori approach) regardless of the training set size. Our super-thresholding achieved ACC=0.99, F 1=0.86,
M CC=0.87, and JACC=0.77 on average (highlighted bold in the table). These results are also the best results in overall experiments. Although the results of different
training set sizes seem to be very similar, they cannot be directly compared, since
the varying test set sizes also affect the results. Thus, it is more reasonable to look
at the improvement over the best thresholding method for each training set size.
The improvements over the best method (R − Howe) are 86.2% − 81.0% = 5.2%,
86.2% − 78.6% = 7.6%, and 85.5% − 75.1% = 10.4% using the F 1 measure for training sizes of 25%, 50%, and 75%, respectively. Nonetheless, the experiments show that
25% training set size could achieve very satisfactory results.
According to the results, the aposteriori approach gives higher accuracy than
the apriori approach. The apriori approach yields best results using F S1 set. The
F 1 measures using Bayesian and random forest classifiers for F S1 are calculated as
0.811 and 0.805, respectively. Considering the feature extraction efficiency of the
apriori approach, these results are also significant for real time systems. Employing only histogram (F S2 ) or edge (F S3 ) features does not improve the performance
significantly. Similarly, F S4 , which is generated from both histogram and edge features using mRMR, did not improve performance as well. However, F S4 provides
very close to or slightly higher than the R − Howe method. In order to compare
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super-thresholding with “DT-Binarize” [39], we repeated the experiments for three
different training sizes. The results also show that super-thresholding following the
aposteriori approach outperforms the DT-Binarize around 5-6% in terms of F 1 measure. These results show that including new features, thresholding methods, and
classifiers improve the binarization accuracy.
Classficiation Accuracy. Considering only the classification accuracy might be
misleading in our problem. In Table 8.2, we provide a sample confusion matrix of
the best experiment discussed above (Bayesian classifier on F S5 using 75% training
data). According to this table, the classification accuracy of the experiment is 83.3%.
However, the classification accuracy is not a major indicator of this problem since
the actual labels of images are considered based on only the highest F 1 measure. For
example, for an image I, assume that F 1 measures are F 1g97 =0.865, F 1g100 =0.678,
and F 1R−Howe =0.854. Based on this information, the actual class label of the image
I will be g97. However, if the system selects the R − Howe method for that image,
it is also acceptable in terms of thresholding. Thus, this table may not be a proper
performance indicator. Giving higher weight to a thresholding method may not improve the accuracy, since there are cases where only one method generated the correct
binarized image.
Soundness and Completeness. Another important issue about the binarization of the protein crystal images is soundness and completeness. It is very likely
to generate improper binary images due to illumination or reflection problems. For
some cases, binary images may have minor problems, which are acceptable for this
problem domain unless it affects the performance of the system that will use these
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Table 8.2: Sample confusion matrix of the experiment using F S5 and Bayesian
classifier.
Actual
G100 G97 R − Howe
G100
Predicted G97
R − Howe

9
1
2

1
6
1

2
0
20

results. However, it is possible to have complete black or white images for some
of the binarization methods if the image has a blurred or a very bright large sized
object. This causes the system to miss those crystals in the analysis, which is not
acceptable. We also evaluate the binarization methods in this aspect. According to
our results, super-thresholding gave the best accuracy, and it also did not generate
any unacceptable results for our data set with the Bayesian classifier on feature set
F S5 and the Bayesian classifier on feature set F S1 as long as the problematic images
(mentioned in Section 8.6), in which all thresholding methods failed were not in the
test set. Super-thresholding usually generated the best results in our experiments using the Bayesian classifier. Moreover, super-thresholding for these sets has generated
unacceptable binary images for only 4% of the data set (when problematic images
are included in the test set), while R − Howe’s method generated improper binary
images for 21% of the data set. As we stated before, generating proper binary images
is as important as the overall accuracy.
Upper Bound Analysis of Performance. The performance of classification to
select the best technique depends on the success of the binarization methods that are
selected for the problem domain. This means that there is a practical limit in the
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Figure 8.3: Results of super-thresholding: (a-c) original images; (d-f) g97, (g-i) g100,
(j-l) R−Howe, (m-o) super-thresholding apriori, (p-r) super-thresholding aposteriori,
and (s-u) ground truth images.
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Table 8.3: Correctness measure results of the experiments for each feature set and
classifier
Training Size
g100
g97
Otsu
R − Howe
Silva, 2011
Chuang, 2011
Dinc et al. [39]
BY S, F S1
ID3, F S1
RF, F S1
AN N, F S1
BY S, F S2
ID3, F S2
RF, F S2
AN N, F S2
BY S, F S3
ID3, F S3
RF, F S3
AN N, F S3
BY S, F S4
ID3, F S4
RF, F S4
AN N, F S4
BY S, F S5
ID3, F S5
RF, F S4
AN N, F S5
Max-Limit

25%
ACC
0.980
0.981
0.899
0.985
0.973
0.968
0.975
0.985
0.984
0.985
0.981
0.985
0.985
0.985
0.981
0.985
0.982
0.984
0.982
0.985
0.984
0.985
0.981
0.992
0.987
0.988
0.981
0.993

F1
M CC
0.718 0.741
0.771 0.789
0.634 0.663
0.810 0.815
0.630 0.660
0.697 0.717
0.818 0.828
0.825 0.832
0.824 0.833
0.829 0.836
0.766 0.786
0.824 0.830
0.820 0.827
0.833 0.839
0.781 0.797
0.802 0.812
0.786 0.797
0.799 0.808
0.741 0.761
0.811 0.818
0.808 0.815
0.815 0.821
0.750 0.768
0.862 0.867
0.833 0.841
0.845 0.850
0.768 0.786
0.888 0.890

50%
JACC
0.615
0.661
0.550
0.725
0.495
0.564
0.725
0.735
0.732
0.739
0.662
0.736
0.727
0.744
0.679
0.712
0.695
0.711
0.638
0.723
0.717
0.729
0.650
0.774
0.744
0.758
0.664
0.809

ACC
F1
0.977 0.700
0.979 0.761
0.900 0.634
0.984 0.786
0.973 0.620
0.968 0.690
0.980 0.811
0.985 0.832
0.984 0.815
0.984 0.823
0.978 0.726
0.985 0.833
0.982 0.793
0.984 0.823
0.979 0.757
0.983 0.796
0.981 0.766
0.982 0.770
0.978 0.714
0.984 0.803
0.987 0.800
0.984 0.800
0.978 0.729
0.992 0.862
0.989 0.840
0.985 0.842
0.977 0.772
0.993 0.884

M CC
0.726
0.781
0.663
0.792
0.652
0.710
0.821
0.838
0.823
0.829
0.749
0.838
0.801
0.829
0.774
0.805
0.778
0.780
0.737
0.808
0.808
0.806
0.748
0.866
0.845
0.847
0.790
0.886

75%
JACC
0.599
0.652
0.551
0.701
0.486
0.559
0.720
0.740
0.725
0.733
0.625
0.743
0.704
0.736
0.659
0.708
0.674
0.682
0.612
0.718
0.711
0.714
0.630
0.774
0.751
0.756
0.671
0.804

ACC
F1
0.971 0.663
0.972 0.727
0.880 0.589
0.985 0.751
0.971 0.596
0.969 0.669
0.973 0.790
0.986 0.811
0.985 0.798
0.986 0.805
0.972 0.706
0.986 0.812
0.983 0.762
0.985 0.774
0.972 0.709
0.984 0.768
0.983 0.737
0.984 0.736
0.972 0.688
0.985 0.765
0.984 0.767
0.985 0.750
0.975 0.688
0.991 0.855
0.985 0.807
0.986 0.824
0.973 0.743
0.992 0.870

M CC
0.691
0.752
0.623
0.756
0.629
0.691
0.801
0.817
0.806
0.811
0.730
0.817
0.769
0.778
0.732
0.778
0.747
0.746
0.713
0.770
0.775
0.757
0.708
0.859
0.812
0.828
0.765
0.873

JACC
0.563
0.614
0.508
0.671
0.465
0.534
0.701
0.720
0.709
0.718
0.606
0.723
0.677
0.691
0.609
0.677
0.650
0.652
0.588
0.684
0.678
0.669
0.595
0.765
0.721
0.740
0.639
0.786

performance of super-thresholding. In other words, if none of the selected methods
are able to generate a proper binary image for a specific image, neither does superthresholding produce an accurate binary image. Figure 8.3 shows sample cases where
each method fails. We computed the upper boundary by selecting the best three
thresholding methods for each image and compared with our results. In Table 8.3,
the last row shows the upper bound for each correctness measure. The correctness measurements of the upper boundary are calculated using the best binarization
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method for all images. Results of super-thresholding are within 97.3% (0.765 ÷ 0.786)
of the upper boundary for the Bayesian classifier using 75% of training data with
respect to the Jaccard coefficient.
Time Analysis. We also evaluated the run-time performance of the superthresholding on a 3.40GHz Intel i7 Quad Core 16GB RAM system using 320x240
images. In the Table 8.4, we provided the timings of feature extraction, classification,
and binarization for an image in milliseconds. According to the table, the feature
sets having more edge features take more time than the others (i.e., F S3 consists of
only edge features). Once the classifier model is built, an image can be binarized in
133 milliseconds using BY S on F S2 (the apriori approach), and in 385 milliseconds
using BY S on F S5 (the aposteriori approach), and these timings are feasible for our
system.

8.8

Discussion on Results of Experiments

Comparison of Performance Measures. In this problem domain, accuracy
(ACC) measure is not a distinctive measure since the number of true negatives is
significantly more than the number of true positives. Thus, we consider the F 1,
the M CC, and the JACC measures more significant than accuracy to measure correctness, because our focus is on the crystal regions of the images. Among these
coefficients, the Jaccard coefficient has a simple and easily interpretable value. It is
equivalent to the ratio of common areas to the union of regions in both images (input
and ground truth). For example, 0.5 as Jaccard coefficient indicates that the common
(or overlapping) regions are half of the union of regions with respect to the ground115

Table 8.4: Timings of feature extraction, classification, and binarization methods1 .
Category

Binarization

Training

Testing

Feature Extraction

Method

Time per image (milliseconds)

g100
g97
Otsu
R − Howe
Silva, 2011
Chuang, 2011
BY S
ID3
RF
AN N
BY S
ID3
RF
AN N
F S1
F S2
F S3
F S4
F S5

110.500
108.900
12.400
130.000
25.000
83.000
25.67
11.313
100.3488
2596.005
0.097
0.006
0.051
0.005
48.800
3.190
399.900
443.800
35.700

1

The total running time of an experiment is calculated by adding the times of
feature extraction, testing, and binarization stages. For example, in the apriori
approach, if the selected method is R − Howe using BY S on F S2 , the total time
of binarization for an image will be 130 + 0.097 + 3.190 = 133.287 milliseconds.
However, in the aposteriori approach, the total time of the binarization will be
110.5 + 108.9 + 130 + 0.097 + 35.7 = 385.197 milliseconds using BY S on F S5 .
The training timings are calculated using 75% of the data set as training. Please
note that in the aposteriori approach we extract features using the output of all
thresholding methods.

truth. The method g100 has an average Jaccard coefficient around 0.563. This is
actually a low value; however, we still cannot discard it as it gave the best result in
29% of our experiments.
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Performance of Thresholding Methods. In terms of thresholding methods,
we would like to have a proper thresholding method for each image. That is the
major criteria for selecting thresholding methods. If we compare the g97 and the
g100 methods, the g100 works better when the foreground is separated from the
background. In protein crystallization images, we expect the protein crystal regions to
have the highest intensity. Whenever the protein crystal regions have higher intensity
than other regions, the g100 works well. Large 3D crystals are usually distinguishable
in terms of intensity and have higher intensity than other regions. The g100 works best
for images containing large 3D crystals. Since crystals float in a solution, the depth
of crystals from the microscope may differ. Only crystals at the depth-of-field appear
in focus. Other crystals may be blurred and may have lesser intensity than crystals
in focus. In those cases, the g100 may not provide good binarization. Whenever
the foreground intensity is not high, the sizes of crystals are smaller. If crystals
appear at different depths, the g97 method is more likely to perform better than
the g100 method. The R-Howe’s method has three components: minimizing global
energy for labeling pixels, use of Laplacian to distinguish ink from the background,
and use of edge detection to handle discontinuities. The edges are critical factors
in separation of crystals. The straight boundaries of crystal regions are one of the
important indicators for a crystal. For regions with clear boundaries, the R − Howe
generally provides better results. If the intensity is lower or the image is blurred, the
g97 may be preferred. The advantage of the g100 is that it can easily remove the
background since any pixel with low intensity is considered background.
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Performance of Classifiers. The Bayesian classifier works slightly better than
decision tree and random forest classifiers. The artificial neural networks performed
the worst among them. The biggest challenge for building the decision model is
when the thresholding methods performed almost the same for some images. While
labeling we choose the best one (with the highest F 1 measure) even though it may
be slightly better than the second best one. Artificial neural networks could not learn
this difference as others could and made mistakes on similar models. The Bayesian
classifier is resilient to noise and less affected by thresholding methods having similar
performance for an image. The decision tree is also affected by similar performing
thresholding methods. Random forest performs slightly better than the decision tree
but its performance is lower than Bayesian classifier for the aposteriori approach.
Random forest may overfit the training data, and hence its performance may be
lower for the test data.
Performance of Feature Sets. The feature sets for F S1 , F S2 , F S3 , and F S4
are used for the apriori approach. F S3 contains mostly edge related features and
performed worst among these feature sets. Relying only on edge related features is
not satisfactory for this domain. F S1 and F S2 , containing texture-related features,
perform similarly due to the similarity between feature sets. F S2 slightly outperforms
F S1 . Note that F S2 has histogram related features and does not have edge related
features. The difference between F S1 and F S2 has a positive impact on the accuracy
for F S2 . F S4 was generated using mRM R feature selection method. Although F S4
performs better than F S3 , it does not perform as well as F S1 and F S2 . It appears that
features based on intensity statistics are important for accuracy. The feature set for
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the aposteriori approach performs best among all feature sets. Although F S5 relies
on intensity features, it performed better than any other feature set. Comparison
of pixels in the foreground and background as well as the comparison pixels at the
boundaries of regions are better features for analyzing the performance of thresholding
methods.

8.9

Evaluation of Super-thresholding

In this dissertation, we include three different thresholding techniques for our
classifiers. Also, we compared our method with seven different thresholding techniques (provided in the first 7 rows of Table 8.3) in order to evaluate the performance
of super-thresholding using the protein crystallization trial image data set. Knowing the performance of individual thresholding techniques is helpful to understand
how much improvement can be made with the supervised approaches. We concluded
several results at the end of this study:

1. Single thresholding techniques may not be enough for some of the data sets that
have poorly illuminated, noisy, and unfocused images.
2. Using the aposteriori approach, super-thresholding provided the best performance using the Bayesian classifier on F S5 with F 1=0.86, M CC=0.87, and
JACC=0.77 on the average for our data set. These results are very close to the
upper boundary.
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3. Super-thresholding can be considered the best in terms of soundness and completeness since it generated more proper binary images for the protein crystal
images than any other method.
4. In the aposteriori approach, analyzing the inner and outer boundary pixels
with the object and the background regions together is a powerful way to train
classifiers for the selection of the proper binarization method.
5. Super-thresholding improved accuracy around 10% and 6%, compared to the
best single thresholding method for the Bayesian classifier using F S5 and F S1
with 75% of training data, respectively.
6. The R − Howe’s thresholding technique, which is proposed for document binarization, shows the best performance among the other thresholding techniques.
However, it generated improper binary images for 21% of the data set on the
average.
7. The success of super-thresholding depends on the success of the thresholding
techniques which are selected for the problem domain, and its success also
depends on the performance of the classifier.
8. Super-thresholding did not produce satisfactory results using artificial neural
network classifier.
9. Using only edge or histogram features did not improve the accuracy.
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10. Since super-thresholding produces a single binary image using only a few simple
features of the images for the apriori approach, it is feasible for many real-time
classification systems.
11. The aposteriori feature extraction approach of the super-thresholding can be
easily parallelized, since each thresholded image can be generated independently.

We evaluated the performance of our approach with four different accuracy
measures to have reliable results. For most cases, our method outperformed other
single thresholding methods. Moreover, super-thresholding reaches 97.3% (0.765 ÷
0.786) of the upper boundary with respect to the Jaccard coefficient.
It is difficult to generalize or verify soundness and completeness based on the
algorithmic approaches involved in developing thresholding methods. Expert opinion is usually needed to determine the correctness (or soundness) of a thresholding
method. When thresholding techniques are used in automatic analysis systems, incorrect thresholding may lead to improper decision making. Therefore, completeness
is a critical factor in our domain. Another issue is the choice of the best thresholding
method. When building the training set, a number of methods generated good results
for a specific image. In those cases, we again selected the best one using ground-truth
images although the second-best proved as good as the first. This significant similarity between methods for some images make the training difficult. We believe that
this is the reason why we have not reached the optimal model.
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CHAPTER 9

VISUAL-X2: A VISUALIZATION PROGRAM OF
CRYSTALLIZATION TRIAL IMAGES FOR CRYSTAL X2
PLATFORM

Another important step of the associative data analytics (ADA) is visualization of the results to analyze overall experiment. Designing a complete real-world
visualization system involves many complicated decisions such as user interface design, performance, input/output constraints, etc. [146] Visualizing information in a
way that helps users analyze the data effectively is an important design decision in
many visualization systems. In the design phase, the way human vision system works
plays critical role. For example, the use of colors helps make better recognition in
human vision system. This means that selecting a proper type of graphical representation of the information helps for a rapid recognition of the patterns and detection
of changes. These issues should be considered under the visualization of the experimental results stage to support overall analysis of experiments. The visualization
step is critical if the samples need to be monitored periodically. In addition, if there
is spatial correlation between the samples, displaying all results in a single interface
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would help the experimenter analyze results for further evaluation. In summary, the
following are desired features in a visualization tool:

• Adapting for different sizes of inputs (environment),
• Updating scores (labels) by an expert,
• Supporting temporal analysis of multiple scan of a sample, and
• Supporting spatial analysis of images.

In this chapter, we introduce our visualization tool called “Visual-X2” to support the
analysis of the ADA process for the protein crystallization experiments.

9.1

Visualization of Protein Crystallization Experiments

Protein crystallization generally begins with setting up the screening experiments in a wet lab, and continues with keeping track of the evolution of the crystals
in a plate [86]. By the help of recent robotic systems, thousands of drops can be
collected in a very short time; however, significant amount of time is still necessary
to analyze and evaluate the outcomes for further optimizations. Several visualization
tools have been developed to reduce this workload. There are two main goals of these
tools: 1) scoring (evaluation) of the drops and 2) analyzing the chemical space based
on the outcome. In general, the tools in use today address one of these goals.
In this study, we developed a program called Visual-X2 to visualize and analyze the crystallization experiment results [43]. The Visual-X2 also provides an interface to display the individual drop images, but it employs symbolic representations
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for each score in the well plate rather than using thumbnail images. We preferred
using symbols instead of original drop images at the plate-view level, because the
human vision system is more responsive to objects with different colors and shapes.
It recognizes the information significantly fast compared to a set of similar images
[150]. In addition, Visual-X2 has the capability of displaying multiple images of a
particular drop scanned at different times. This is an important feature because a
researcher can do temporal analysis of the protein crystallization experiments. The
Visual-X2 has been implemented to collaborate with Crystal X2 platform [133]. The
protein images visualized in the Visual-X2 are captured and scored by “Crystal X2.”

9.2

Implementation Details

The Visual-X2 is a Windows Form Presentation (WFP) application implemented in C# programming language using Microsoft Visual Studio 2012 development environment. As a part of the Crystal X2 software package, the Visual-X2 is
connected to a Microsoft SQL database that is created via the Crystal X2. The experiments are created and scored in the Crystal X2, and finally stored in the database.
Later, the Visual-X2 can be used to visualize, score, and evaluate the results by a
user friendly interface.
In the Crystal X2, the experiment name, date, plate type and layout information, screen information, scores, image paths, and some other hardware configurations
are stored in the database for each experiment. In the Visual-X2, all this information
is retrieved from the database and particular visualization is created based on the
available information. That is, the Visual-X2 is not limited to display 1536 or 96 well
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plates. Every plate type can be displayed if the layout information (i.e., grid or tube
shape) is provided. The original protein image size is 2560 × 1920 pixels and they
are represented by 40 × 40 pixels symbolic images at the plate-view level.

9.3

Features and Capabilities

In the Visual-X2, we intended to provide all common features of the available
tools and add extra features that were missing and necessary in our experiments.

Plate visualization. Scores of all drops in an experiment are displayed in a single
window using special symbols as in the actual plate layout. Figure 9.1 shows a sample
view where each symbol has a meaning based on Hampton scoring [1]. As can be seen
in Figure 9.2, the legend at the bottom of the window shows what they refer. Here,
symbols with different shape and colors are preferred to provide rapid recognition of
the outcomes. In addition, the user can also zoom into a part of the visualization for
larger plates. When a user navigates the cursor over the plate, the chemicals in that
cocktail is displayed below the plate image.

Scoring. Although automated scoring systems are commonly used in high throughput protein crystallization, still there is need for manual scoring to update or provide
new scoring since existing systems may not be reliable enough. Therefore, a manual
scoring feature is included into the Visual-X2 as shown in Figure 9.3. When the
user clicks on a drop in the main window (Figure 9.1), the original protein image is
displayed for score update.
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Multiple Scan Analysis. The Visual-X2 also allows users to evaluate multiple
scans of the same drop. This is an important feature since protein crystallization is a
continuous process that needs to be monitored periodically. The growth or formation
of crystals may only be observed in time series images. We have also developed
“CrystPro” [134] for spatio-temporal analysis of crystal growth. It is beneficial to
show all scans of the drop together for proper analysis of crystal growth.

Figure 9.1: Main visualization window of Visual-X2.

In the trace-fluorescence labeling crystallography, various dyes may be attached to the protein, which have different reflective properties under different lights.
To exploit this property, the Crystal X2 can capture the images under three different lights (green, red, and white). These images are displayed in the Visual-X2 as
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Figure 9.2: The symbols used in the main window.

well. Figure 9.3 shows multiple scans of a drop captured at different times and under
different lights.

Figure 9.3: Scoring window of Visual-X2.

Sequential view of original images. The Visual-X2 also provides a sequential list
of protein drops sorted by the scores. As shown in the Figure 9.4, an entry of the
list includes original protein image and screen information. The user can select the
particular scan to display in high resolution as shown in Figure 9.5.
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Figure 9.4: Sequential view of the proteins sorted by scores.

9.4

Summary

Protein crystallization research may generate thousands of images, and information is collected everyday. Every image may require attention so as not to miss
a grown crystal, since it is a rare incident. Therefore, there is a significant need for
visualization and analysis tools to accelerate the evaluation process. To serve this
purpose, we present our visualization and analyzing tool, Visual-X2, which presents
the crystallization outcome in a visually recognizable way. The proposed system allows users to update previously assigned scores, can display multiple scans of a drop
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Figure 9.5: The high resolution image of a drop.

under different conditions, and finally shows the images and screen information in a
sequential list.
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CHAPTER 10

CONCLUSIONS and FUTURE WORK

In this dissertation, we propose a data analytics framework called “Associative
Data Analytics (ADA).” ADA is developed to design experiments and analyze the
results in an efficient way. It proposes solutions to the following sub-problems of
the data analytic domain: 1) designing experiments using the new method called
Associative Experimental Design (AED), 2) ranking the experimental samples, and
evaluation of this ranking using our novel approach, the Bin − Recall metric, 3)
data collection, 4) analyzing the object regions using our novel approach, superthresholding, and 5) visualization of the experiment results using the V isual − X2
tool. We tested the ADA on the protein crystallization analysis, and we received
promising results in this domain. We have the following conclusions and observations
for the different stages of the ADA.
1) Associative Experimental Design (AED):
• The AED is an effective way to design experiments that explores possible interactions between the features of limited data samples in a large solution space.
• The AED is able to generate samples that yield successful outcomes using a
few successful samples as seed.
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• To apply the AED analysis, the preliminary experimental results should have
some successful samples.

2) Bin − Recall:

• Many available experimental design approaches generate more than the desired
number of samples, and a measure is required to prioritize the results to be
tested.
• The Bin − Recall measures “how close” the samples that yield a successful
outcome are to the top of the ranked list. It generates a normalized value,
which is close to 1 (or 100%) when the ranking results are similar to the best
case, and it is 0 when the results are far from the best case.
• The Bin − Recall is not as sensitive to the position of the successful samples
as the typical top-k ranking methods [104] as long as the successful samples
appear in the top bin.

3) Super-thresholding:

• Super-thresholding is a new approach that utilizes a supervised classifier to
decide an appropriate thresholding method for a specific image.
• The success of super-thresholding depends on the success of the thresholding
techniques, which are selected for the problem domain. Its success also depends
on the performance of the classifier.
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• Since the apriori approach only uses the original images, it is computationally
less expensive than the aposteriori approach.
• The aposteriori approach can be easily parallelized since each thresholded image
can be generated independently.
• In our experiments, super-thresholding outperforms the best single thresholding method by about 10% using the aposteriori approach. It gives the best
performance for the protein crystallization dataset.

4) Visualization:
• Visual-X2 is a visualization and analyzing tool, which presents the outcomes
in a visually recognizable way. It allows a user to update previously assigned
scores, can display multiple scans of a sample under different conditions, and
shows the images and its information on a sequential list.
• A visualization tool is a necessity in the data analytics process in order to
perform spatio-temporal analysis.

5) Impact on protein crystallization:
• The AED method generated novel cocktails (count provided in parentheses)
leading to crystals for three proteins as follows: Nucleoside diphosphate kinase
(4), HAD superfamily hydrolase (2), Nucleoside kinase (1).
• The AED analysis approach not only helps find new crystallization conditions,
but also, as implemented herein, finds more “robust” crystallization conditions.
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• The existing crystallization conditions that are found may not be readily repeatable, nor provide crystals diffracting to a sufficient resolution. The AED
analysis can reveal an expanded range of conditions, some or many of which
may resolve these problems.
• The results show that the AED improved the size of the crystals for X-Ray
diffraction.
• The AED method with optimization yielded 4, 3, and 20 crystalline conditions for holo Human Transferrin, the archaeal exosome protein, and Nucleoside
diphosphate kinase, respectively.

10.1

Future Work

Extension of AED. In the current version of AED, the values of the factors and their
weights are considered to be atomic values. This means current AED does not analyze multiple values of the same factor. For example, for the protein crystallization
problem domain, a cocktail may have multiple salts or precipitants to be analyzed.
Rather than considering atomic values for a factor, a set of values can be evaluated.
The current version of AED does not support this analysis, and this could potentially
be added in the future.

Customizable framework for super-thresholding. In future work, we plan to build a
customizable framework so that users can select the binarization methods that are
appropriate for their problem domain, and apply super-thresholding to their own data
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set. For the aposteriori feature extraction in super-thresholding, additional features
can be extracted by comparing the output binary images and the original images.
In future work, these features can be used to build a more advanced model that can
be used to build a classifier. Improvement in accuracy can be compared to current
experiments.

Improving the performance of the AED. The time complexity of the AED method
is O(n2 ) for the protein crystallization domain, and in the future, some possible optimization (e.g., an indexed structure for the item sets for quick access to the factors.)
can be done to improve the run-time performance of AED. Therefore, the AED can
be applied to large data sets efficiently.

Improving interface for visualization. In the future, the user interface of the V isual −
X2 could be improved to accelerate the analysis of the experimental results. For
example, in the V isual − X2, the plate-view interface may support displaying the
original drop images as well as a symbolic representation of the outcomes. In addition, we plan to add more features to the V isual − X2 such as providing statistics
using screen and score information. Based on these statistics, optimizations may be
recommended for future experiments.

Evaluation on other domains. We plan to apply AED and the Bin−Recall metric to
other domains such as recommender systems and evaluate their performances. Similarly, super-thresholding can be tested in other problem domains such as document
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binarization.

Protein crystallization analysis using AED. The results and practical considerations
indicate several promising avenues for future development. In AED for protein crystallization, a near term goal is the separation of anion and cation effectiveness in salts.
If analysis indicates that iodide is a more effective anion than chloride, and potassium
is a more effective cation than sodium, then potassium iodide may be inferred to be
a more effective solution component even if it does not occur in any of the screens
employed. To carry this logic further, one could prepare the buffers with potassium
or iodide as the counter ions.

Another direction to be explored is to feed AED screen results back through
a second round of analysis. Using this approach could be further improved by using
more permutations, increasing the first round number of families of conditions to
48, or even just 96, to keep the first round of AED optimization screening broad.
We are currently using only 32 conditions for the optimization screen. Use of three
different levels of precipitant #1 provides a limited amount of more systematic grid
screening data during the first round AED optimization trial. Reduction in the
number of variations set up for a given AED analysis output condition would result
in an expansion of the lead components that are explored at the expense of this
limited grid screen data. Would the first round optimization screen be better using
two variations for a total of 48 sets, possibly four conditions with both precipitants
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#1 and #2 being varied, or would a straight use of only AED output parameter for
96 new conditions?
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