Summary. In the course of his work on the analysis of genetic regulatory networks represented by signed directed graphs, R. Thomas has proposed that the occurrence of a positive regulatory circuit is a necessary condition for the occurrence of multiple stable states, whereas a negative circuit is necessary to generate stable oscillations. Here, we enunciate and demonstrate one theorem establishing these rules in a multilevel discrete framework.
Introduction
This paper aims to establish formal relationships between the structure of discrete concurrent systems, in particular related to genetic regulatory networks, with notable dynamical properties. In the course of his work on the analysis of genetic regulatory networks, usually represented by signed directed graphs (regulatory graphs), R. Thomas has proposed two general rules stating that the occurrence of a positive regulatory circuit in the regulatory graph is a necessary condition for the occurrence of multiple stable states, whereas a negative circuit is necessary to generate stable oscillations [12] . Originally, Thomas was using a discrete (logical) approach as most experimental data available are qualitative, and non-linear regulatory effects ubiquitous. Although induced from discrete modeling applications, these rules were initially demonstrated in a continuous context (see [10] and references therein). In the present paper, we enunciate and demonstrate two theorems establishing these rules in a multilevel discrete framework. Our approach leans on previous demonstrations of similar conjectures in the simpler Boolean case and involves the definition of Boolean projections of the multilevel dynamics. 2Élisabeth Remy, Paul Ruet, and Denis Thieffry 1.2 Structure and dynamics of genetic regulatory graphs
Regulatory graphs and parameterisations
Let n ∈ N. A regulatory graph G = ({1, . . . , n}, E, σ) is a simple directed graph with vertex set {1, . . . , n} and edge set E, together with a map σ providing each edge with a sign, +1 or −1. Intuitively, in the case of genetic networks, the vertices of this graph represent genes, whereas edges represent regulatory interactions between genes. For each i ∈ {1, . . . , n}, E i denotes the set of edges with source i.
Given a regulatory graph G = ({1, . . . , n}, E, σ), a parameterisation of G is a triple (m, ℓ, K) where:
• m = (m 1 , . . . , m n ) is an n-tuple of (non-zero) positive integers; for each gene i, m i represents the maximal expression level of i; • ℓ : E → N is a disjoint union of surjective maps ℓ 1 , . . . , ℓ n with ℓ i :
The function ℓ associates to each edge e the threshold above which the interaction is operating, in the sense that it has some effect on the dynamics defined below. A regulatory graph G and a parameterisation (m, ℓ, K) of G are coherent when:
• G has a positive edge e from i to j if, and only if, there exist s ∈ {1, . . . ,
• G has a negative edge e from i to j if, and only if, there exist s ∈ {1, . . . , m i } and X a subset of F not containing (i, s) such that
In both cases, ℓ(e) s. If I ⊆ {1, . . . , n}, an I-circuit is a circuit (e 1 , . . . , e k ) whose sources are in I. The sign of a circuit is the product of the signs of its edges.
Dynamics
Given m = (m 1 , . . . , m n ) an n-tuple of positive integers, a state of the system consisting in the n genes {1, . . . , n} is an element of the phase space S m = n i=1 {0, . . . , m i }. In the case of genetic networks, x = (x 1 , . . . , x n ) ∈ S m denotes the expression levels of the genes.
Given a parameterisation (m, ℓ, K) of a regulatory graph G, we need to specify the rules to compute the dynamics of the system, i.e., the allowed transitions between states. Given a state x ∈ S m and i ∈ {1, . . . , n}, the operating input set X(x, i) of i at x is the set of pairs (j, ℓ(e)) where e is a (unique) edge from j to i such that x j ℓ(e). x, i) ). Under an asynchronous updating assumption, we obtain a directed graph, called the state transition graph, with an edge from x to x ′ when there exists i such that f i (x) = x i and
Consequently, in this asynchronous dynamics, the expression level of at most one gene is updated at each step. Other dynamics can be considered, including the (deterministic) synchronous dynamics where all the expression levels x i are simultaneously updated towards f i (x) in one step. However the synchronous dynamics are less realistic, and our theorems do not hold in this context (see [6] ). Here, we therefore consider only the case of the asynchronous dynamics.
We are particularly interested in the delineation of asymptotic attractors. A stable state is an x ∈ S m such that f (x) = x. For x ∈ S m and I ⊆ {1, . . . , n}, let x[I] be the subset of S m consisting in those y such that
A cycle is a sequence of states (x 1 , . . . , x r ) such that for each i = 1, . . . , r, the dynamics contains an edge from x i to x i+1 . Indices are taken here modulo r, i.e., r + 1 = 1. A cycle (x 1 , . . . , x r ) is completely described by one of its vertices, say x 1 , and its strategy, which is the map ϕ : {1, . . . , r} → {1, . . . , n} such that for each i, (
. . , x r ) with strategy ϕ is said to be a trap cycle when, once in the cycle, one cannot escape any more, i.e., for all i = 1, . . . , r and j = ϕ(i),
The Boolean case
In the Boolean case, it is natural to associate a regulatory graph to each x in the phase space S m , which reduces to {0, 1} n : for x ∈ {0, 1} n , x i = 1 when gene i is expressed, 0 otherwise. For β ∈ {0, 1}, we define β by 0 = 1 and 1 = 0. For x ∈ {0, 1} n and I ⊆ {1, . . . , n}, x I ∈ {0, 1} n is defined by (x I ) i = x i for i ∈ I and (x I ) i = x i for i ∈ I. When I = {i} is a singleton, x {i} is denoted by x i .
A cycle (x 1 , . . . , x r ) with strategy ϕ is such that
To f : {0, 1} n → {0, 1} n and x ∈ {0, 1} n , we associate a regulatory graph G(f )(x) with an edge from j to i when
with positive sign when x j = f i (x), and negative sign otherwise. Note that the adjacency matrix of G(f )(x) (forgetting the signs) corresponds to the discrete Jacobian matrix of f at x, as defined in [9] . The second condition states that the edge is positive when the values x j and f i (x) either both increase or both decrease. If G is a regulatory graph and I ⊆ {1, . . . , n}, the restriction of G to I is the regulatory graph obtained from G by removing any vertex not in I and any edge whose source or target is not in I.
In this Boolean context, Thomas' rules can be reformulated as follows:
1. If f has at least two stable states, then there is an x ∈ {0, 1} n such that G(f )(x) has a positive circuit. More precisely, if f has two stable states a and b, and if I is such that b = a I , then there is an x ∈ {0, 1} n such that G(f )(x) has a positive I-circuit. 1'. More generally, if f has at least two stable subspaces, then there is an x ∈ {0, 1} n such that G(f )(x) has a positive circuit. 2. If f has a trap cycle (x 1 , . . . , x r ) with strategy ϕ,
has a negative I-circuit with I = {ϕ (1), . . . , ϕ(r)}.
These theorems have already been proved in [6, 7] .
The multilevel case
In this context, Thomas' rules can be restated as follows:
Theorem 2. Let (m, ℓ, K) be a coherent parameterisation of a regulatory graph G.
1. If the associated dynamics has at least two stable states, then G has a positive circuit. More precisely, if it has two stable states a and b and if I is such that b i = a i for any i ∈ I, then G has a positive I-circuit. 1'. More generally, if the dynamics has at least two stable subspaces, then G has a positive circuit. 2. If the dynamics has a trap cycle (x 1 , . . . , x r ) with strategy ϕ, then G has a negative I-circuit with I = {ϕ(1), . . . , ϕ(r)}.
To prove this theorem, we first define two types of Boolean projections of the multilevel dynamics, i.e., maps from S m to {0, 1}
n . The graphs obtained from the projected Boolean dynamics as in Section 1.3 are subgraphs of the multilevel regulatory graph G, but for self-regulations: one type of projection is used to infer positive self-regulations, whereas the other one negative selfregulations. Definition 1. Given m = (m 1 , . . . , m n ) an n-tuple of (non-zero) positive integers and s
Definition 2. Given a coherent parameterisation (m, ℓ, K) of a regulatory graph G and s ∈ n i=1 {1, . . . , m i }, define the positive (resp. negative) projected Boolean dynamics f
Lemma 1. Let (m, ℓ, K) be a coherent parameterisation of G, and G + (resp. G − ) be the regulatory subgraph obtained from G by removing negative (resp. positive) loops. Then G + ⊇ x∈Sm s∈
Proof -Call G ′ the right side of the inclusion involving f + . Let us prove that
has a positive (resp. negative) edge e from i to j; then (f
First consider the case where i = j.
• Assume (f
On the other hand, there exists y such that π s (y) = z i and π s (f (y)) j = (z i ) j . By letting y ′ be such that y ′ h = y h for any h = i and y , j) ). As a consequence, X(y ′ , j) and X(y, j) differ only by a pair (i, t) for some t, y ′ i < t y i . Hence G contains an edge from i to j. The sign of the edge e in G ′ is positive when z i = 0 and negative otherwise. When z i = 0, we have f j (y ′ ) < f j (y) and X(y, j) = X(y ′ , j) ∪ {(i, t)}, therefore the edge in G is positive as well.
• The case where (f 
We start by fixing a y such that π s (f (y)) i = z i , and then proceed exactely as in the case where i = j.
The inclusion involving f − and G − is proved by using the same argument by considering negative self-loops, i.e., (f 
Application to the bacteriophage λ
The bacteriophage lambda is a virus infecting E. coli bacteria. Upon infection, it can integrate the bacterial genome to be duplicated with it through normal cell divisions (lysogenic state). Alternatively, it can divert bacterial resources to rapidly multiply and finally provoke the lysis of the host, leading to the release of a hundred of infectious bacteriophage (lytic cycle). The decision between lysis and lysogeny is controlled by a complex regulatory network, involving six viral regulatory genes, as well as several bacterial products (mainly proteases). The main interactions between these regulatory products are schematize in Figure 1 .1 (see [5] for a nice synthesis of available experimental data). Focusing on the core of the regulatory network (box in Figure  1.1) , involving the viral regulatory products CI, Cro, CII and N, [11] have proposed a multilevel logical model for Lambda lysis/lysogeny decision (see [1] for a stochastic model of the same system). To illustrate our Boolean projection approach, we will lean on this previously published model and use the same parameter values. In our formalism, these logical parameter values translate into the following non zero parameter set:
According to the regulatory graph of Figure 1 , this model associates a ternary variable with CI and a quaternary variable with Cro, but Boolean variables with CII and N, as each of them acts only on one single node of the network. For this logical network, threshold and parameter configuration, the asynchronous dynamics encompasses two attractors:
• a stable node (2, 0, 0, 0), with only the CI product expressed, a situation corresponding to the lysogenic pathway; • a strap cycle between the states (0, 2, 0, 0) and (0, 3, 0, 0). We have to consider two possible projections according to CI multilevel scale, and three possible projections according to Cro scale, which amounts to six different combinations. For sake of space, we will consider only two projections here (see Figure 1. 2), which allow to recover the two circuits at the origin of the multistationary and oscillatory properties of the network. By applying the results of Section 1.3, the first projection at state (0, 0, 0, 0) induces the negative self-regulation of Cro, whereas the second projection, still at state (0, 0, 0, 0), induces the positive cross-inhibitory circuit between CI and Cro. The consideration of all relevant projections leads to specific subgraphs of the regulatory graph of Figure 1 .1, not shown here. Moreover, the union of these subgraphs recovers the original regulatory graph, excepting the positive self-regulation of CI. However, this discrepancy can be easily understood by looking at the logical parameter values selected for CI node. Indeed, it is easy to verify that the interaction of CI on itself does not introduce any differential effect, whatever the regulatory context. Consequently, this interaction does not contribute significantly to the dynamics of the system and cannot be recovered by our projection method. This interaction might still play a role on more subtle dynamical effects, e.g., difference in transition time delays, which we do not consider here.
Conclusion and prospects
The theorems presented here have been proved in the framework of simple regulatory graphs. It is likely that they could be extended to multi-edge regulatory graphs.
This approach also provides interesting hints for a solution of the inverse problem, namely the problem of the induction of the regulatory graph on the basis of kinetic expression data. Indeed, using reasonably good discrete time series, it should be possible to induce local regulatory graphs, whose union should match (part of) that of the underlying regulatory network (see, e.g., [4] ).
Finally, still in the context of the discrete formalism defined here, we are presently working on the delineation of sufficient conditions connecting the presence of specific regulatory circuits with specific dynamical properties, building on the notion of feedback circuit functionality proposed in [13] . Tentatively, this will lead to the definition of specific constraints on the logical parameter values associated with the elements involved in the generation of specific multistationary or oscillatory behaviour, in conjunction with the delineation of the feedback circuits at the basis of these properties.
