Because weather radar data are commonly employed in automated weather applications, 5 it is necessary to censor non-meteorological contaminants such as bioscatter, instrument probabilities are averaged within each cluster and the cluster either retained or censored 17 depending on whether this average probability is greater than or less than 0.5. The QC 18 algorithm was evaluated on a set of independent cases and found to perform well, with a
Introduction

23
Weather radar data are routinely employed for precipitation estimation (Fulton et al. 24 These thresholds were selected by maximizing the univariate Heidke Skill Score (HSS; Heidke 95 (1926)) over the training dataset (See Figure 2 and Section 3). In Figure 2 , the probability 96 of detection (PoD) refers to the probability of detecting good data so that a PoD of 1 and 97 a False Alarm Rate (FAR) of 1 implies that no echoes are censored. Because reflectivity
98
1 The fixed set of elevations scanned by a radar is termed a volume scan. Conventionally, in the US, a volume scan is defined as starting with the lowest elevation scan and consisting of the tilts scanned until the lowest elevation scan is repeated in 4-6 minutes. However, defining a volume scan as starting at the lowest tilt is arbitrary and so, a virtual volume was defined by Lynn and Lakshmanan (2002) as the set of latest scans available at every elevation. Defining the virtual volume choronologically makes it possible to have a complete volume at the end of every tilt scanned by the radar and therefore enables near-realtime processing of radar data even by algorithms that require a volume scan of radar data. to Z ≥ 3.
100
Because the simple classifier is comprised only of criteria on the values at the range gate 101 itself (without any dependence on virtual volumes or even the complete tilt and without 102 difficult-to-implement operations such as clustering), it may be useful in situations where 103 the full QC method of this paper is not able to be applied. In particular, it should be noted 104 that the simple classifier is better than a purely RhoHV-based filter in terms of its HSS. One 105 reason that it is better can be inferred from a case of non-uniform beam filling (Ryzhkov 106 2007) shown in Figure 3 . In such areas, the reflectivity and Zdr criteria both hold -it is 107 only the RhoHV field that is impacted by non-uniform beam filling.
108
The robustness of the thresholds used in the simple classifier can be gauged using boot- Score. By repeating this process 100 times, we were able to non-parametrically estimate the 114 95% confidence bounds of the four thresholds used in the simple classifier. The confidence 115 intervals for Zdr, RhoHV and the number of criteria are zero-width and centered around 116 2.3, 0.9 and 2 respectively. The 95% confidence interval for the reflectivity value is centered 117 around 3 dBZ but also includes 2.5 dBZ. It is clear, therefore, that all four thresholds are 118 quite robust. RhoHV may be unavailable. To avoid presenting the neural network with missing data, such 124 5 range gates are preclassified as meteorological if their reflectivity value is above -14 dBZ.
125
One set of features used as input to the neural network consists of local variance estimates.
126
Because the local variance estimates will be poor at the edges of echoes, such gates are 127 preclassified as "do not care" and assigned a pixelwise probability of precipitation of 0.5.
128
Because of the postprocessing, these pixels will take on the characteristics of the inside of 129 the echoes.
130
Other pixels are preclassified based on the graphs in Figure 4 (these graphs differ from 131 those of Figure 2 in that the range of values on the X-axis is larger) so as to reduce the amount 132 of data on which the neural network needs to be trained. The thresholds for preclassification 133 were chosen so as to retain more than 99.9% of the meteorological echoes while removing 134 as much of the non-meteorological echoes as possible. Thus, pixels with RhoHV less than 135 0.6 or |Zdr| greater than 6 were preclassified as non-meteorological and the probability of 136 precipitation at those range gates was set to zero. Pixels with reflectivity values below 137 -14 dBZ were also assumed to be non-meteorological. network is used to classify the pixel as either meteorological or non-meteorological.
142
The first set of features corresponds to the values of the radar moments at the given range ii. The maximum height at which the Z value is greater than -14 dBZ. iii. The Z value (in dBZ) at 3 km in height from tilts greater than 1 degree 150 iv. The difference in Z value between the lowest tilt and next higher tilt whose elevation 151 is more than 1 degree. Thus, in a VCP where the elevation angles are 0.5, 0.9 and 1.45 152 degrees, the difference will be between the 0.5 and 1.45 degree tilts.
153
Because a mechanically rotating radar senses different tilts at different times, any 3D feature 154 will be subject to misalignment of features as they move between the times that they are 155 sensed at different tilts. We do not explicitly account for this error (by, for example, moving 
159
The third set of features consist of the local variance, computed in a 5x5 neighborhood 2 In other words, the space of input feature vectors was tranched (or sliced) into four divisions. Given an input vector, it is possible to determine which tranche it belongs to: feature vectors without valid velocity belong to the first tranch while feature vectors with Z less than 10 dBZ belong to the second, those with Z between 10 and 20 dBZ belong to the third and those above 20 dBZ belong to the fourth. When training, the neural network corresponding to each tranche is trained only on those feature vectors that it would have (see Figure 5 ).
172
Tranching based on the Z values was carried out because of limitations of our neural 173 network training software (it could not handle more patterns than the maximum 32-byte 174 signed integer) and so as to allow each tranche to "specialize" in removing a particular 175 variety of non-meteorological echo. Thus, the Z < 10 tranche would be focused mainly on 176 insects, the 10 <= Z < 20 tranche on birds and Z > 20 mostly on widespread bioscatter 177 and AP (while retaining good data such as non-uniform beam filling).
178
The set of computed features at a range gate is presented to one of the four neural net-179 works depending on the velocity and reflectivity values at that range gate. The architecture
180
of the neural network employed in this study is such that the probability that a range gate 181 has meteorological echo, hereafter termed the "pixelwise probability" is computed from the 182 features, x i s, using:
where S is the sigmoid or logistic function S(x) = 1/(1 + e −x ) and tanh is the hyperbolic the average probability of precipitation is greater than or less than 0.5.
201
The tilt is first smoothed and speckle-filtered using a 2.5 km × 2.5 km median filter (i.e., clutter (high reflectivity) is mixed in with precipitation (relatively lower reflectivity), the 215 two areas will belong to two different categories and enable the higher reflectivity pixels 216 to be censored. Similarly, when bioscatter (low reflectivity) is mixed in with precipitation 217 9 (relatively higher reflectivity), the two areas will belong to two different categories, but this 218 time enabling the lower reflectivity regions to be censored.
219
In bimodal clustering, a histogram of reflectivity values within N gates of the radar is 220 created and the method of Otsu (1979) 
224
The radar reflectivity field close to the radar is assumed to have two distinct categories 225 near the radar if the two centroids are separated well in both reflectivity value and range.
226
This rule is expressed using fuzzy logic:
where f Z d and f r d are piecewise linear fuzzy membership functions that are zero at differences 229 of 5 dBZ and 5 km and one at differences of 15 dBZ and 15 km respectively (See Figure 6 ).
230
If it is determined that the radar reflectivity field has two distinct categories (i.e., if 231 f bimodal > 0.5), range gates are then assigned to one of the two categories by evaluating a 232 fuzzy membership function at each range gate within the range N of the radar:
where p is the pixelwise probability of precipitation and f Z and f r are piecewise linear fuzzy 235 membership functions that are zero at Z 1 and range 1 and one at Z 2 and range 2 respectively.
236
All pixels beyond a range of N are assigned to the second category. On the other hand, if it 237 is determined that the radar reflectivity field does not have two distinct categories near the 238 radar, then all the pixels are assigned to a single category.
239
Once pixels have been categorized, region growing (Lakshmanan 2012) is carried out to 240 cluster the image into regions of reflectivity. The process is illustrated on two sample cases 241 in Figure 7 . The pixelwise probabilities are averaged within each cluster (a weighted average 242 is computed, with the weight given by the dBZ value at the range gate). This average 243 probability is used to determine whether or not to retain all the echoes within the cluster.
244
Postprocessing by averaging the probability of precipitation within a cluster helps to correct 245 for the occasional misclassification of range gates by the neural network.
246
It is interesting to note that, on the training dataset, postprocessing the output of the 247 neural network by incorporating continuity constraints serves to both stabilize and to de- 
Machine Learning
255
The neural networks for the four tranches were trained on data that was hand-truthed.
256
Cases were identified, taking care to include both "good" (rain, snow, etc.) data and "bad"
257
(birds, insects, AP, artifacts, etc.) data. To avoid the problem of partial virtual volumes, 258 two consecutive volume scans were obtained for each data case and training was carried out 259 on the second volume scan's data. The cases chosen for training are shown in Table 1 .
260
A meteorologist examined echoes on radar in the second volume scan of each data case 261 and identified those that did not correspond to precipitation (See Figure 9) . Radar data 262 and other observations such as rain gages were employed to determine whether a radar 263 echo was to be retained or was to be censored. From the areas of bad data marked by patterns is in the millions, minor classification errors by humans can be ignored.
269
The efficiency of preclassification and of the simple classifier can be quantified by compar-270 ing the performance of those rules (such as RhoHV > 0.9) against the human classification.
271
Graphs such as those in Figures 2 and 4 were created by varying the thresholds and com-272 puting the probability of detection, false alarm rate and Heidke Skill Score of the rule as 273 applied to the training dataset and employing the human classification as truth.
274
Range gates that are not preclassified are to be classified by the neural network. Conse-275 quently, the input features and the truth value (the "pattern") were presented to a backprop-276 agation neural network, with one pattern for each range gate. The patterns were sampled so 277 that the data presented to the neural network had equal numbers of meteorological and non-278 meteorological patterns. In the training dataset, there were more meteorological patterns
279
(1s) than non-meteorological patterns (0s). Therefore, not all the 1s were used; instead, the 280 1s used were randomly selected so that there were equal numbers of 0s and 1s. This random dataset. However, a formal feature importance study is yet to be carried out.
305
The performance of the trained neural network and postprocessing on a few selected 306 cases of the training dataset is shown in Figure 10 . Of course, the performance of the QC 307 algorithm should be assessed only on independent cases and this will be done in Section 4. 
Results
309
The algorithm was applied to a set of independent cases and its skill scores computed. A 310 list of the cases is shown in Table 2 and a few of the cases depicted in Figure 11 . It should be 311 noted that these cases are truly independent -no attempt was made to match the diversity 312 or frequency of cases in the training dataset. Thus, for example, the independent dataset 313 includes hurricane cases but the training dataset did not.
314
The performance of the QC method of this paper was evaluated quantitatively on the the transitional months of spring and fall which were not part of this evaluation dataset.
328
The QC method of this paper does not use surface temperature as one of its inputs and so, 329 this is not a concern. 
339
The computational efficiency of the QC algorithm introduced in this paper is data depen-340 dent (for example, gates that do not meet the preclassifier criteria are processed cheaply, and 341 postprocessing via region growing would be cheap on tilts with little or no data). Therefore,
342
"worst case" peformance was measured on a volume scan containing significant meteorologi-volume scan. Since the fastest WSR-88D volume scans are 4 minutes apart, this algorithm is 346 capable of processing the data in real-time. Further, since 118.5 of those seconds were spent 347 on input and output, the actual performance on real-time infrastructure where the data are 348 already available will be better.
349
The results shown in Figure 12 demonstrate that the QC technique of this paper performs 350 well on the independent dataset with 95% of good data and about 20% of bad data retained 351 at a threshold of 0.5. On the independent dataset, the postprocessed output is more skilled 352 than the pixelwise neural network (see Figure 12e ). Both these methods outperform the 353 simple classifier suggested in Section 2 a (see Figure 12d ) and the simple classifier in turn 354 outperforms univariate thresholds on Zdr or RhoHV (see Figure 12b ,c).
355
The QC method introduced in this paper consists of creating a pattern vector at each processing steps are shown in ellipses. 26 Fig. 1 . The QC algorithm of this paper. Data are shown in rectangular boxes and processing steps are shown in ellipses. Fig. 2 . In the simple classifier, the three best univariate predictors are used to classify range gates if the virtual volume is incomplete, such as after a volume coverage pattern (VCP) change. The fourth graph shows that classifying a pixel as being precipitation if any two of these conditions is met is better than requiring all or only one of these factors to be true. In each graph, the three curves depict the Probability of Detection (PoD), False Alarm Rate (FAR) and Heidke Skill Score (HSS). The threshold at which the HSS is maximized and the maximum HSS itself are also shown. 
