PD control is widely used in industrial robotic manipulators because of its simple structure and acceptable performance. In this paper, the PD-based control schemes for the trajectory tracking of the robotic manipulators are addressed. The fixed gain PD control, the nonlinear gain PD (NPD) control, the adaptive PD learning control (PD-LC), and the adaptive NPD learning control (NPD-LC) are applied for the trajectory tracking of both serial and parallel robotic manipulators. The PD-LC and NPD-LC controllers can be used to improve the tracking performance for the repeatable tracking tasks in an iterative mode. The PD-LC and NPD-LC consists of a PD/NPD control as the basic feedback control and an additional feedforward control term directly inherited from the previous iteration of the same control task. A comparative study of four PD-based controllers is conducted to understand how different control schemes will affect the trajectory tracking performance, and the results are shown in this paper. Case studies are presented to demonstrate the validity of the PD-LC and NPD-LC algorithms.
INTRODUCTION
In robotics and the precision machining, high position accuracy and low tracking errors (position and velocity errors) are very important performance indices. On one hand, the increasing pressure for higher productivity requires the extreme improvement of the dynamic behavior of the control system used in the robotic manipulators, so many advanced control methods were proposed in literatures and some achieved good performance. Achievements were obtained in developing adaptive control and robust control approaches that ensure the globally asymptotical convergence of the tracking errors. However, since these approaches are all based on centralized control structures that require rather tedious computation, their practical applications are not very promising. On the other hand, the majority of the industrial robots are still controlled by the decentralized (independent joint) PD law in favor of its simple computation and low-cost set-up. This is because the PD controllers, despite their simple structures, assure acceptable performances for a wide range of industrial plants. Furthermore, their usages are well known among industrial operators. Hence, the PD controllers provide a cost-effective mean in industrial environments.
Although previous studies proved that the PD controller could assure the global stability for the robotic manipulators [1] [2] [3] , there are some problems associated with the fixed-gain PD control method. First, it is not easy to find suitable control gains. Second, the increase of the control gains may cause the saturation of the joint actuators or/and excite high frequency modes, which is harmful to the actuators.
In order to improve the tracking performance, some other PD-based controllers were proposed. One refinement for the PD control is the NPD control [4] [5] [6] where the control gains are adjusted on-line as functions of the tracking errors so that better tracking performance can be achieved.
For the repeatable tracking control tasks, two new control approaches, i.e., the adaptive PD learning control (PD-LC) [7] and the adaptive NPD learning control (NPD-LC) [8] , can be used to further improve the tracking performance. The PD-LC and NPD-LC controllers integrate two main control strategies: PD or NPD control as the basic feedback control part and a learning control based on the previous iteration of the control task as a feedforward control part. Therefore, the PD-LC or NPD-LC is a combination of the feedback control and Dynamics of the serial robotic manipulator There are many papers describing the dynamic model of a serial robotic manipulator [9] , but few deals with the general case of such kind of system, i.e., the mass centers of the links are not on-line but off-line. In the following, we will exploit the dynamic model of such general robotic manipulator.
Using the Lagrange's equations of motion, we can derive the dynamic equations for a 2 DOF serial robotic manipulator shown in Figure 1 as [9] : End-effector P Figure 1 . The scheme of a general 2 DOF serial robotic manipulator
Where [ ] Gravity torque, respectively. These items can be derived as follows.
(1) The determination of the inertia matrix First, the velocities of the links can be expressed as: 
where 122
Then, one obtains: 
[ ]
It is known that the inertia matrix is in the following form: 
(3) Gravity torque
The gravity of the system can be derived as follows:
Therefore, the gravity torque can be expressed as: 
Dynamics of the parallel robotic manipulator A 2 DOF parallel robotic manipulator with general mass distribution is depicted as in Figure 2 . This robotic manipulator can be viewed as two serial robotic manipulators combined together with some kind of constraint, i.e., two end-effectors of these serial robotic manipulators reach the same position. Because of the existence of the constraint, the dynamics is more complex compared with that of the serial counterpart.
To derive the dynamic model of a two DOF parallel manipulator shown in Fig. 1 , the method used in reference [5] is employed here with effort to make the expression more general. The parallel manipulator can be viewed as composing of a free system with certain constraints. The free system is two serial manipulators, each of which contains two links, and the constraints are two independent scleronomic holonomic constraint equations as follows (for convenience, we assume 0
where:
is the vector of the generalized coordinates of the free system. Referring to the derivation in literature [10, 11] , the dynamic model of the parallel manipulator is given as follows:
represents the centrifugal and Coriolis terms of the free system, and ) (q G ′ ′ is the gravity vector of the free system. All these items can be determined by using the Lagrangian method as follows:
With: and:
to Eq.(20) and taking the time derivative, i.e., (21) with respect to time.
Using Eq. (14), for any given angular positions and velocities of the two input links 1 L and 2 L , we can obtain the angular positions and velocities of the other two links 3 L and 4 L as follows. 
Where:
PD-BASED CONTROL DESIGN
In this section, Four PD-based controllers will be designed and some features about these control laws are explained.
PD controller To control a nonlinear system, one of the practical methods is to design a linear controller based on the linearization of the system about an operating point. An example of applying this method is a PD control law for a robotic manipulator. In its simplest form, a PD control law can be expressed as: NPD controller Previous studies have shown that the NPD control can provide increased damping, reduced rise time for step or rapid inputs, improved tracking accuracy, friction compensation, and disturbance rejection [4] [5] . It should be noted that many previous studies on NPD control were applied to the point-set control of linear systems. There are only few papers describing the NPD control for trajectory tracking of nonlinear systems such as robotic manipulators [6] .
A NPD control law may be any control structure of the following form:
where ( ) t T is the driving torque vector generated by the controller; ( )
K ⋅ are the time-varying diagonal proportional and derivative gain matrices.
The NPD control enables the controller to adjust its response by changing the gains. When the error between the desired and actual values of the controlled variables is large, the gain amplifies the error substantially to generate a large corrective action to rapidly drive the system to its goal. As the error diminishes, the gain is automatically reduced to avoid excessive oscillations and large overshoots in the response.
The nonlinear gain function for the NPD control in Eq. (26) is not unique. In our study, the functions of the nonlinear gains are selected as follows:
For simplicity, K t are become constant, and the NPD control became a fixed gain PD control. Therefore, it means that the PD control is only a special case of the NPD control.
PD-LC algorithm Although many sophisticated control algorithms have been developed, there is few to be found use outside of research laboratories. The main reason is that of imprecise dynamic models. The goal of control is to obtain the tracking performance as good as possible. Therefore, a question arises, i.e., how to incorporate the dynamic information of the system into the control algorithm? Is it possible to learn knowledge of the system through a simple control algorithm? The developed PD-LC can partially answer and solve this question.
Iterative learning control (ILC) [12] [13] [14] [15] [16] is any control scheme that improves the performance of the system being controlled as the actions are repeated, and does so without the necessity of a parametric model of the system. The advantage of such control can be seen if the system is difficult to model parametrically, or the system structure is unknown. Motivated by the iterative learning control and the computing torque control (CTC), a novel PD-oriented control method called the Adaptive PD learning control (PD-LC) is proposed. The main idea of the PD-LC is to answer the questions of how to incorporate the information of system dynamics into a PDbased control law. This leads to the formulation of a PD-based control law as follows:
where f is the feedforward vector and also is a function of dynamics of the controlled system.
In order to incorporate our idea (i.e., incorporating system dynamics into a PD-based control law), either p K , d K or f should be related to the dynamics. It is easy to see here that the NPD control method can be viewed as incorporating plant dynamics with the changes of gains p K and d K . Motivated by the CTC and the ILC, in the following, a scheme that makes f incorporating plant dynamics is proposed. The scheme can be generally expressed by the following equation:
where j means the jth generation, 1, 2, , j m = … .
Comparing Eq. (29) with Eq. (28) implies:
, which is the torque profile of the actuators for the previous generation.
The scheme will start with 1 j = , in this case, (0) T is set to zero, which means at the first generation, the control method is just the fixed-gain PD method. The next generation will be the combination of the PD control as the feedback and the torque coming from the first generation as the feedforward. The scheme will end when the improvement of system performance is not significant, which can numerically be controlled by a prescribed small positive number, say ε . The verification of the PD-LC is given in section 4 based on simulations.
From Eq. (29), one can see that the PD-LC is nothing else but a PD control plus an iteratively updated term as a feedforward control to cope with the dynamics of the robotic manipulator. It should be noticed that although the PD-LC law is similar with the CTC control law in expression, there are many differences between these two control laws. First, the CTC control law depends on the accuracy of the dynamic model, but the PD-LC law does not need the dynamic model. Second, the implementation is different from each other. The CTC control law needs many calculations and is very difficult to apply for real-time controlling a complex system while the PD-LC law just needs record the torque of the previous generation and can be applied in real-time control application.
PD-LC has several important features. First of all, its decoupled structure allows ease of implementation. Also, it can insure good trajectory tracking performance without requiring any specific knowledge about the system dynamics. Another feature is its computational efficiency comparing with the CTC control and some other iterative learning control.
NPD-LC algorithm
In [7] , an adaptive PD learning control method was developed to improve the tracking performance. Following the same line of thinking, the NPD-LC method is proposed.
In the NPD-LC method, the controlled torque of the second iteration is a combination of the current NPD control (feedback) with the torque produced in the first iteration (feedforward) for the same tracking task at the same initial conditions. This procedure will continue until a satisfactory tracking performance is obtained. Therefore, the NPD-LC law can be expressed by:
or in a more general form:
The NPD-LC method is an on-line learning control, while ILC is an off-line learning control. Hence, the NPD-LC method is expected to have a faster convergent speed.
Furthermore, the NPD-LC algorithm is adaptive. This is due to the property of nonlinear control. The feedback part in the control law, Equation (30), enables the controller to adjust its response by changing the gains in accordance with the errors. When the error between the desired and actual values of the controlled variables is large, the control gain is increased, amplifying the error substantially to generate a large corrective action to rapidly drive the system to its goal. As the error diminishes, the gain is automatically reduced to avoid excessive oscillations and large overshoots in the response.
The NPD-LC method is also a learning process because it repeats the processes of the same tracking task as humans learn a desired motion pattern through training. In the proposed control law, the purpose of the learning is to memorize the torque profiles generated by the previous iteration, which includes some information about the dynamics of the system. The main difference between the ILC method and the NPD-LC method is that the ILC method does not use the information of the system dynamics in the current iteration, while the NPD-LC method does and further inherits the information from the NPD control. Therefore, NPD-LC can make the system more quickly follow the desired trajectory.
COMPARATIVE STUDY OF DIFFERENT PD-BASED CONTROLLERS
A comparative study of four PD-based controllers is conducted for two types of robotic manipulators to understand how different control schemes will affect the trajectory tracking performance.
Serial robotic manipulator case In this example, the physical parameters of the robotic manipulator are listed in Table 1 . It is also assumed that the end effector is required to move from point A (0.1, 0.4) to point C (0.4, 0.2) through point B (0.3, 0.3), and the time durations are 0.5 and 0.3 seconds, respectively. From the inverse kinematics, one can find the three angular positions corresponding to the two actuators. The trajectory can be planned over these points using the trajectory planning method to obtain smooth jerk [11] . 
For the purpose of comparison, the control gains of these four controllers are selected as follows:
PD control: {200,100} It should be noted that the control gains of the PD-LC/NPD-LC is only one fifth of that of the PD/NPD control gains. Fig. 3 illustrates the tracking position errors while Fig. 4 shows the tracking velocity errors using these four control laws. Fig. 5 depicts the torque differences between the PD control and the NPD-LC, the PD control and the PD-LC, and PD control and the NPD control. It shows that the required torques for the NPD-LC, the PD-LC, and the NPD control are almost the same, but the control performance is quite different as shown before.
To demonstrate the effectiveness of the PD-LC and NPD-LC laws with the increase of the iteration processes, the tracking performances from one generation to the next iteration are drawn in Fig. 6 . It clearly shows the improvement of the tracking performance as the increase of the iteration. Only after three iterations, the tracking errors significantly decrease. Parallel robotic manipulator case To compare the tracking performance of the three PD-based controllers and vilify the effectiveness of the PD-LC law, the simulation studies are also carried out on a 2 DOF parallel robot. Table 2 lists the physical parameters of the robotic manipulator that is forcing balanced [17] . 
In this example, the robot is required to pass through four points at the specific time that are listed in Table 3 . For this case, the control gains of these four controllers are selected as follows:
PD control:
, max 4 K = , and min 3 K = ; PD-LC:
{25,50}
, and the iteration number is 2.
NPD-LC:
, max 4 K = , min 3 K = , and the iteration number is 2. It is noted that, both in the learning process and the iteration processes, the control gains of the PD-LC and NPD-LC are only one quarter of that of the PD and NPD control, respectively. Fig. 7 shows the tracking performance results. It can be seen, to the parallel robotic manipulator that has a complex dynamic model, that the PD-LC and NPD-LC methods are promising control methods compared with the PD and NPD control methods in terms of the selection of control gains, the high trajectory tracking performance. From Fig. 7 , it is very difficult to see the difference of tracking performance between the PD-LC and the NPD-LC as the tracking errors were too smaller than those using the PD and NPD control.
To see the tracking performance improvement using the PD-LC and the NPD-LC, Table 4 lists the tracking errors from iteration to iteration using the PD-LC, and Table 5 using the NPD-LC. These two tables clearly show that as the increase of the iteration number, the tracking errors for both the positions and the velocities are significantly decreased. Also, it shows that the NPD-LC has a faster convergence speed than the PD-LC. The effectiveness of the PD-LC and NPD-LC can be explained as follows: before the PD-LC and NPD-LC were used, e.g., the initial trajectory, there was no information about the system dynamics in the control law, so the system can be viewed as a black box. After the first control sampling, the PD-LC and NPD-LC got some dynamic information about the system from the previous PD or NPD control, and then the system becomes a gray box. With the increase of the iterations for the repeated trajectories, more and more information of the dynamics is attained and added to the control algorithm. Therefore, the PD-LC and NPD-LC can obtain more accurate trajectory tracking performance than other no iterative PDbased control.
The PD-LC and NPD-LC incorporates the dynamic information of the system in an easy way while having the simplicity of the PD/NPD control. The PD-LC and NPD-LC approaches learn the dynamics of the system through the repeated iterations for pre-specified trajectories. This is the same mechanism used for other learning control scheme. The difference between the PD-LC and NPD-LC and some other learning control is that the PD-LC and NPD-LC does not need the information of the dynamic model while some learning control methods need such information. Also the PD-LC and NPD-LC are rather simpler than other learning based control schemes.
CONCLUSIONS
In this paper, the PD-based control schemes for the trajectory tracking of the robotic manipulators are addressed. The fixed g ain PD control, the nonlinear PD control, the adaptive PD learning control, and the adaptive NPD learning control are applied for the trajectory tracking of both serial and parallel robotic manipulators. The PD-LC and NPD-LC are nothing else but a PD or NPD control as feedback plus an iteratively updated term as a feedforward control to cope with the dynamics of the robotic manipulator Simulation study demonstrates that the effectiveness of the PD-LC and the NPD-LC for the repeatable tracking tasks of the robotic manipulators. From this study, it can be seen that the PD-LC method and the NPD-LC method can be used for the trajectory tracking control of robotic manipulators and the improvement of the tracking performance, and the NPD-LC is the best among these four controls because of its adaptive and learning ability.
