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Abstract
The present work identiﬁes the qualitative hydro-elastic contributions to fatigue damage on large volume monopiles intended for
use in the oﬀshore wind energy industry. Although aerodynamic eﬀects cannot be neglected in a complete dynamic analysis of the
structure, the scope of this work is limited to wave loads and soil eﬀects on a turbine in simpliﬁed operational conditions. As the
rotors are scaled up to improve eﬃciency and reduce the overall costs in wind farms, the foundation and support structure dimen-
sions are increased. As a result, the ﬂuid-structure interaction becomes important for wave-lengths comparable to the characteristic
size of the structure. The importance of including diﬀraction eﬀects is present in the results. Also, the contributions from ringing
type response in a fatigue-limit sea-state is investigated by applying the third order Faltinsen, Newman, Vinje (FNV) formulation.
Hydrodynamic loading is applied as particle velocities in a spatial time variant grid for ﬁrst and second order wave theories in long
crested irregular waves. Additionally, the second order diﬀraction forces are calculated using an internationally recognized panel
code for second order sum-frequency diﬀraction forces.
c© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of SINTEF Energi AS.
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1. Introduction
Monopile foundations for oﬀshore wind turbines are presently the most cost-eﬀective solution due to its simple
construction. In 2014, 91% of the installed substructure types were monopiles [1]. Even for increasing water depths
of more than 30 meters, the monopile foundation has shown to be the preferred choice. Furthermore, over the last 10
years, the average wind turbine capacity has increased signiﬁcantly. As a result of an evolving industry, extra large
monopiles are under development for future oﬀshore wind farms.
With increasing dimensions and higher natural periods due to large rotors and drive-trains, the methods to repro-
duce environmental loads need to be re-evaluated. Leaving out the wind loads have several consequences strongly
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depending on the turbine, environmental conditions and water depth. The wind is in general expected to contribute
to fatigue damage compared to wave-only simulations if the aerodynamic damping is accounted for in both cases.
For a mis-aligned or idling case, the wave-induced fatigue damage may be dominating due to the low damping. An
analysis of wind/wave contributions can be found in [2], where the wave contribution with interaction eﬀects on a
jacket foundation may pose up to 35% of long-term fatigue damage. On a large monopile, wave loads are expected to
be even more prominent, but more research is needed on this topic.
In the present paper, several well-known methods for estimating hydrodynamic loads and their eﬀect upon fatigue
damage are compared when used in the analysis of a large-diameter monopile (D=9m). The model used is comparable
to the DTU 10MW reference wind turbine [3], with regards to mass of nacelle (446tons) and rotor (228tons). For
nonlinear time-domain simulations, the space frame analysis program USFOS [4] has been used. Although USFOS
supports ﬁrst order wave loads, all wave kinematics are pre-generated in a MATLAB program, veriﬁed in [5], and
applied in a spatial grid of velocities and accelerations. The kinematics are converted to loads by USFOS with the
Morison equation. Also, second order forces are calculated from the quadratic transfer function (QTF) obtained with
the SESAM software HydroD and Wadam [6] and later applied as local forces during simulation. This procedure is
similar to what is presented in [7], but on a deep water TLP wind turbine. In this paper, a location at Dogger Bank
with 30m depth is considered.
2. Simulation model
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Fig. 1. Main dimensions of monopile with tower in (a) and normalized
modeshapes in (b).
For the purely hydro-elastic analysis performed in
this study, the monopile with the tower is modeled as
a cantilever beam. The rotor and nacelle masses are
both lumped onto the top of the tower as only con-
stant aerodynamic forces and damping are accounted
for. Still, it is important to get correct mode shapes
and periods for the time-domain analysis. Therefore,
also the soil is modeled with care to reﬂect the soil
layers from the speciﬁc area. Geotechnical consid-
erations are done using API standards for sand and
stiﬀ clay, and further implemented as equivalent non-
linear springs on the pile. Fig. 1 shows the main di-
mensions of the model whose pile is hammered down
42 meters into the soil, and the modal shapes for the
two largest eigenvalues.
The ﬁrst tower bending mode has an eigenperiod
of 4.1 seconds, while the second eigenperiod is 1.0
seconds. Damping is modeled as a Rayleigh struc-
tural damping of 1% at the ﬁrst and second eigen-
period, giving Rayleigh parameters of 0.0256 and
0.0025, respectively. For higher damping ratios, the parameters are increased linearly. In addition, the dissipation
of energy due to soil damping is modeled as a hysteresis damping equal to a energy loss of about 4% [8] per each os-
cillatory cycle in a decay test. An equivalent Rayleigh damping of 3% satisﬁes this contribution for the present model,
including a small compensation for missing aerodynamic damping. Later, variation of damping will be introduced in
the analyses to compare responses for lightly damped operational conditions, such as mis-aligned wind and waves.
3. First order wave kinematics
3.1. Finite water depth
The Airy theory wave potential for ﬁnite water depth in (1) is used for calculating ﬁrst order irregular wave kine-
matics. The dispersion relation is given by (3) and the surface elevation, particle velocity and accelerations can be
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found with (2), (4) and (5), respectively [9]. For z > 0, i.e. above the mean water line, the kinematics are stretched
according to Section 6.
Φ1,n(x, z, t) = 
{
gζa,n
ωn
cosh(kn(z + h))
cosh(knh)
e−iφn(x,t)
}
(1)
ζ1(x, t) = 
⎧⎪⎪⎨⎪⎪⎩
N∑
n=1
ζa,ne−iφn(x,t)
⎫⎪⎪⎬⎪⎪⎭ (2)
ω2n = kng tanh(knh) (3)
u1(x, z, t) =
N∑
n=1
∂Φ1,n(x, z, t)
∂x
(4)
a1(x, z, t) =
N∑
n=1
∂2Φ1,n(x, z, t)
∂x∂t
(5)
Here, elevation and kinematics are obtained by summation over N wave components with frequency ωn and amplitude
ζa,n. The phase, φ for each wave is given by (6) for propagation along the positive x-axis, where  is a random phase
angle, uniformly distributed between 0 and 2π.
φn(x, t) = ωnt − knx +  (6)
The summations in the equations above are evaluated using a Fast Fourier Transform (FFT) algorithm in MATLAB.
See e.g. [10] for details of implementation. How the random wave amplitudes are obtained is described in Section
7.3.2.
3.2. Linear diﬀraction theory
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Fig. 2. Equivalent diﬀracted wave acceleration relative to incident wave
acceleration, as a function of diameter and wave number
When the monopile diameter is in the same order
of magnitude as the wave length, diﬀraction forces
should be accounted for, more speciﬁc, when πD >
0.5λ, as given in [11] for ﬁrst order wave theory.
The analytical solution for the scattering of a wave
around a circular cylinder is known as the MacCamy
and Fuchs correction and can be found in e.g. [12].
Here, the formulation is applied as a correction of the
acceleration components equivalent to the magnitude
of the inertia coeﬃcient, CM . With CM constantly
equal to 2, the acceleration is modiﬁed according to
the function seen in Fig. 2, which is similar to the
built-in correction in USFOS. The ﬁtted function is
used to avoid table look-ups and continuous evalua-
tion of Bessel functions. A similar function is ﬁtted to the phase lag present at diﬀraction [12]. A signiﬁcant reduction
in the equivalent diﬀracted acceleration is seen for short waves and large diameters. Note that a homogenous ver-
tical column is assumed since the solution is not valid for conical shapes. The movement of the cylinder is also
neglected when the kinematics are calculated and forces are applied, this is expected to be a good approximation as
the horizontal displacements are very small at the mean surface (< 0.1m).
3.3. Panel code pressure and acceleration
The panel code has been used to verify the linear diﬀraction theory results. Linear panel pressures are found for
the complete model, consisting of over 3000 panels. These are integrated in the frequency domain and the resulting
non-dimensional horizontal pressure is found throughout the depth with (7), where An · nx,n is the eﬀective area in
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x-direction for panel n and pn(zi, ωm) is the linear non-dimensional complex pressure evaluated by the panel code at
z = zi and ω = ωm.
p¯x(zi, ω j) =
∑N
n=1 pn(zi, ω j) · An,i · nx,n,i∑N
n=1 An,i · nx,n,i
(7)
Further, the pressure is linearly interpolated from p¯x(zi, ω j) to p˜x(z, ωm) for the targeted values of z and ωm. Transfor-
mation to time-domain and re-dimensionalizing is done with (8).
px(z, t) = 
⎧⎪⎪⎨⎪⎪⎩
M∑
m=1
ρ · g · p˜x(z, ωm) · ζa,m · e−iφm
⎫⎪⎪⎬⎪⎪⎭ (8)
Finally, equivalent accelerations are found according to (9) for CM = 2, which are to be used in the Morison equation
(16).
ax(z, t) =
px(z, t)
ρπ
2
4 D
(9)
4. Second order wave kinematics
4.1. Finite water depth
For second order incident wave kinematics, the formulation presented in [13] is used for sum-frequency wave
components. Diﬀerence-frequency terms are neglected in this study due to a structural system with high eigenfre-
quencies. The term H+mn in (10) is the sum-frequency transfer function dependent on wave components and vertical
coordinate. Particle velocity and acceleration can be found by diﬀerentiation of the potential, while the sum-frequency
wave elevation is found according to (11).
Φ2(x, z, t) = 
⎧⎪⎪⎨⎪⎪⎩
N∑
n=1
M∑
m=1
ζa,nζa,mH+mn(z)e
−iφ+mn(x,t)
⎫⎪⎪⎬⎪⎪⎭ (10)
ζ2(x, t) = 
⎧⎪⎪⎨⎪⎪⎩
N∑
n=1
N∑
m=1
ζa,nζa,mV+mne
−iφ+mn(x,t)
⎫⎪⎪⎬⎪⎪⎭ (11)
Here, H+mn and V
+
mn can be found in [13], and φ
+
mn(x, t) = φn(x, t)+φm(x, t). The double summations are evaluated using
a two-dimensional FFT algorithm in MATLAB, which is very eﬃcient, but memory demanding for long realizations.
Hence, simulations in this study are limited to 30 minutes with a time-step of 0.1 seconds. The complete second order
horizontal particle velocity can be modeled up to the free surface elevation by the use of a Taylor expansion [14]. The
procedure can be found in e.g. [11]. The horizontal velocity can then be found as:
u(z) =
⎧⎪⎪⎨⎪⎪⎩
u1(z) + u2(z) for z ≤ 0
u1(0) + z
∂u1(z)
∂z |z=0 + u2(0) for z > 0
(12)
where u1 and u2 are the linear and second order sum-frequency contributions. Similar stretching is performed on the
acceleration term. However, this method does not provide a consistent order in the integrated force or moment, see
Section 6 for further discussion.
4.2. Panel code QTF
For second order diﬀraction forces, analytical solutions are available and presented in e.g. [15]. This solution is
not implemented in the present work, as the Wadam panel code in HydroD is used instead. A QTF for the total second
order force is evaluated in the current frequency range with a 60×60 frequency resolution. For such analysis, HydroD
requires a circular second order surface model. In shallow water, the radius of the surface mesh is suggested to be at
least equal to the water depth [16]. Here, a radius twice the depth and an element size of maximum 1.0m are used,
which is also consistent with [17]. The resulting QTF for total second order pitch force on the monopile is shown in
Fig. 3 (a) along with the corresponding phase in Fig. 3 (b).
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(a) (b)
Fig. 3. Example pitch force QTF (a), phase (b) for monopile
Fig. 4. Complete second order non-dimenpressure QTF from panel
code
The total second order horizontal force are lumped
to the mean surface using (13), where subscript denotes
the degree-of-freedom. The force/moment is found us-
ing (14), where Θ is the phase found in Fig. 3 (b) and
D is the diameter. A 2D FFT is necessary for fast eval-
uation of the double summation.
F(2)|z=0 = F(2)1 |z=0 + F(2)5 |z=0/h (13)
F(2)i |z=0
ρgD2i/7
= 
⎧⎪⎪⎨⎪⎪⎩
N∑
n=1
M∑
m=1
ζanζamQTFe−i(φ
+
mn+Θmn)
⎫⎪⎪⎬⎪⎪⎭ (14)
Further, the load is applied as a nodeload at the mean
surface in USFOS during simulation. The validity and
accuracy of this assumption can be discussed. How-
ever, by investigation of some simple load cases in Fig.
5, it is easily seen from the moment diagrams in Fig. 6
that converting the moment to a point load is more cor-
rect, especially for short waves concentrating the load
at the top of the cylinder. To obtain even more reliable
results and include the correct pressure distribution, which is penetrating deeper than e2kz, the complete second order
panel pressures should be taken directly from Wadam and applied in the kinematics grid. This is illustrated in Fig. 4,
but it is computationally demanding. A conclusion is made that applying the second order panel code force as a point
load is regarded as suﬃciently accurate in this case. For the dominating linear panel code pressures, it would be fairly
overconservative to apply the pressure as a point force, due to the interaction with the eigenmodes in Fig. 1 (b).
5. Third order ringing force
To model the high order ringing response, which is known to occur in steep waves, the third order FNV long-wave
formulation is applied. Some of the observed criteria for ringing loads to occur include [18]: low Keulegan-Carpenter
(KC) number (<5), low D/λ ratio (< 0.2) and large enough eigenperiod to have signiﬁcant dynamic responses. It is
expected that the monopile in question will experience ringing loads under certain wave conditions. The third order
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Fig. 6. Moment distributions for cases in Fig. 5 with k=0.08. Very stiﬀ
soil springs are assumed.
horizontal force is presented in [19] and [20] and reproduced in (15). Diﬀerentiation is given by subscripts.
FFNV(3)x = ρπa
2
[
ζ1
(
ζ1utz + 2wwx + uux − 2gutwt
)
−
(
ut
g
)
(u2 + w2) +
β
g
u2ut
] ∣∣∣∣∣
z=0
(15)
It can be shown that β → 4, when h/D → ∞. However, by using the formulations found in [19], it is seen that β
converges very quickly, and that using β = 4 is a good approximation. This solution is based on a derivation assuming
deep water which is not the case for large sea-states in the present study. It is therefore expected that the dominating
last term in (15) will lead to some still unquantiﬁed underprediction of the third order force.
Implementation and evaluation of the original third order FNV formulation above is very eﬃcient as it is only
based on the ﬁrst order potential. The resultant horizontal force from (15) is applied as a nodal force at the mean
waterline during simulation. The direct implementation does introduce some unwanted diﬀerence-frequency terms,
and an alternative would be to use the bandwidth-limited FNV formulation by Johannessen in [21]. For this study, the
original formulation is used due to its simplicity and extremely eﬃcient evaluation.
6. Overview of wave kinematics
Fig. 7. Wave kinematics stretching for ﬁrst and second order incident
wave potential.
Wave kinematics are evaluated according to the
order of the corresponding integrated horizontal
force. For velocity potential and wave elevation up
to second order, the contributions are illustrated in
Fig. 7 and described in Table 1. For evaluation of the
order O(Fx), the relations kζa = O() and kD = O(δ)
are used. In other words, both the wave amplitude
and structural diameter are assumed small compared
to the wave length. Further, it is reasonable to as-
sume that the amplitude and diameter are of the same
order, so that  ≈ δ. The resulting orders are compa-
rable to those in [19] and [22]. Note also that ﬁeld G
also contains a ﬁfth order term due to linear stretch-
ing which is neglected in Table 1.
Here, the force due to wave elevation is only in-
cluded in second or higher order terms, to be consis-
tent with forces from the panel code and the order of
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Table 1. Horizontal inertia force characteristics
Fig. 7 Fx/(0.5πρD2) O(Fx) Fx ∝ Frequency Comment
A
∫ 0
−h u1,t(z)dz δ
2 ζa 1ω Morison inertia force
B
∫ 0
−h u2,t(z)dz 
2δ2 ζ2a 2ω Second order force from second order potential
C
∫ max(0,ζ1)
0 u1,t(0)dz 
2δ2 ζ2a 2ω Second order due to ﬁrst order potential with Airy stretching
D
∫ max(0,ζ1)
0 zu1,tzdz 
3δ2 ζ3a 1ω + 3ω Third order force due to linear extrapolation of ﬁrst order kinematics
E
∫ max(0,ζ1)
0 u2,t(0)dz 
3δ2 ζ3a 1ω + 3ω Third order force due to vertical extrapolation of second order kinematics
F
∫ max(0,ζ1+ζ2)
max(0,ζ1)
u1,t(0)dz 3δ2 ζ3a 1ω + 3ω Third order force from Airy stretching to second order surface
G
∫ max(0,ζ1+ζ2)
max(0,ζ1)
zu1,tz(0)dz 4δ2 ζ4a 4ω Fourth order force from linear stretching to second order surface
H
∫ max(0,ζ1+ζ2)
max(0,ζ1)
u2,t(0)dz 4δ2 ζ4a 4ω Fourth order force due to stretching of second order kinematics
integrated horizontal force. The ﬁrst order wave elevation term corresponding to ﬁeld C in Fig. 7 has shown to be of
large signiﬁcance for drag-dominated, small diameter structures [23], as the maximum velocity is found at the wave
crest. In contrast, the maximum force occurs with a phase of approximately π/2 [rad] before the wave crest for an
inertia dominated cylinder. This makes the higher order forces less dominating for the baseline moment for a small
diameter structure. In fact, for the regular wave in Fig. 7, the acceleration will be zero at the crest on a slender
structure, but phase lag due to diﬀraction will shift the acceleration peak closer to the wave crest [5].
By investigating Fig. 7 and taking into account the stretching technique given in (12), the expressions for horizontal
forces are found in column two in Table 1. Term A corresponds to the ﬁrst order Morison inertia force without the
inclusion of wave elevation. Term D corresponds to the ﬁrst term in the third order FNV solution given in (15), but
only for ζ1(t) ≥ 0. This is illustrated in Fig. 8. As a consequence, the third order force from stretching will act
slightly above the mean surface, which can be of signiﬁcance for steep waves. Some inconsistency arises with the
present kinematics scheme, namely a varying order of the horizontal force, dependent on ζ1(t). Term F is the third
order force dependent on the second order elevation. This corresponds to the 4th, 5th and 6th term in (15), but with
diﬀerent deﬁnition and perturbation for ζ2. The remaining terms in the third order FNV solution are due to linear and
non-linear diﬀraction potentials.
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Fig. 8. Third order forcing terms with linear surface elevation
7. Dynamic simulations
7.1. Hydrodynamic models
The wave elevation and kinematics are calculated using a MATLAB script utilizing the FFT, see [10] for details.
Due to some limitations in matrix size, half hour simulations are carried out as opposed to the recommended one
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hour. However, for a qualitative comparison study, this is of no signiﬁcant importance. To reduce the impact of single,
highly non-linear surface realizations, results are presented as the average ﬁndings for three 30 minute simulations for
each sea-state.
The diﬀerent notations and descriptions for the hydrodynamic load models used in the analyses are shown in Table
2. Combinations of these will be superimposed in time-domain. For the models O1, O1D, O2, O3 and O1P the load
transfer is performed with the Morison equation given in (16). Due to the large diameter, the drag loads are small, but
the particle velocities are still present in the kinematics grid as they will inﬂuence the load with large amplitude waves.
For low KC numbers and large surface piercing cylinders, it is recommended to use CM=2 and CD=1 [24]. These
coeﬃcients are the theoretical values for large-diameter cylinders [25], although CM is wave number dependent. This
is, as mentioned, taken care of in the particle acceleration. Variation of CD should be performed if the drag force is
signiﬁcant, but kept constant in this study. Note that the incident particle velocity with corresponding order is used
when evaluating the drag loads for all load models, except the O2P and FNV3 load cases, which only contain inertia
forces.
dFx(t, z) =
ρπ2D2
4
CMut(t, z)dz +
ρD
2
CDu(t, z)|u(t, z)|dz (16)
Table 2. Hydrodynamic load models
Notation Fields in Fig. 7 Description
O1 A First order incident wave potential
O1D A First order incident wave potential w/diﬀraction
O2 B+C Second order incident wave potential and stretched ﬁrst order potential
O3 D+E+F+G+H Third and fourth order force from stretched ﬁrst and second order potential
O1P A First order diﬀraction pressure from panel code modeled as acceleration
O2P B+C Total second order diﬀraction force from panel code
FNV3 N/A Third order FNV ringing force based on ﬁrst order incident potential
7.2. Wave kinematics grid
The wave kinematics acting on the structural elements are found by interpolating in a time variant grid containing
particle velocities and accelerations. Since long crested waves are assumed, and the kinematics are evaluated at the
vertical centerline of the monopile, only variation of the vertical component is needed. Fig. 9 shows an example
distribution of gridpoints in the z-direction, which are chosen to be distributed with a cumulative function increasing
logarithmically. This is to ensure suﬃcient amount of datapoints between the most probable extreme wave crest E[ζm]
and the lowest trough. Note that these values are both time and sea-state dependent. For all simulations, 40 points in
the vertical direction is used, which has shown to give accurate results.
NZ
0 10 20 30 40
z
[m
]
-30
-20
-10
0
10
Gridpoint
E[ζm]
-E[ζm]
Mean surface
Fig. 9. Vertical distribution of gridpoints for sea-state no. 5
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7.3. Environmental conditions
7.3.1. Sea-states
The sea-states are chosen to reﬂect a wide range of FLS conditions at Dogger Bank. In Table 3 all sea-states except
number 6, are based on metocean data with the corresponding annual probability of occurrence. As seen from the
KC number estimated from maximum linear particle velocity and average wave period, all conditions are expected
to have dominating contributions from inertia forces, while sea-states 1-3 will also be in the wave diﬀraction regime
[11]. Sea-state no. 6 is an additional contribution to see if an even larger TP has any eﬀects upon the third order FNV
excitation.
Table 3. Chosen sea-states for Dogger Bank conditions. (*Additional sea-state)
No. HS [m] TP [s] fHS ,TP [-] KCmax[-] kD/2 [-]
1 1.46 4.72 0.1002 0.5 1.28
2 2.95 6.18 0.0314 1.0 0.75
3 4.79 7.50 0.0092 1.7 0.50
4 6.54 8.76 0.0016 2.3 0.37
5 8.13 9.88 0.0002 3.0 0.29
6* 8.13 13.00 0.0000 3.5 0.17
7.3.2. Wave Spectrum
For all simulations, a JONSWAP spectrum with peak parameter equal 3.3 is used. Also, the spectrum is appro-
priately truncated to avoid calculation of the QTF where there are no signiﬁcant contributions from wave heights.
Truncation of the spectrum is very important to avoid ill behaved higher order contributions to the kinematics, as dis-
cussed in [26]. It is found that a cut-oﬀ frequency recommended in [11] and the following restrictions to the frequency
space are applicable while maintaining statistical properties for the current sea-states:
ωcut = min
⎛⎜⎜⎜⎜⎝2.5,
√
2g
HS
⎞⎟⎟⎟⎟⎠ (17)
S ′(ω) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
S (ω) for 0.3 ≤ ω ≤ ωcut
0 for ωcut < ω
0 for ω < 0.3
(18)
The Rayleigh distributed random wave amplitudes are calculated according to (19), where f −1R (u¯, σ) is the inverse
Rayleigh distribution with a scale parameter σ = S ′(ω)Δω, and u¯ ∼ U(0, 1). This way, the statistical properties of the
surface elevation, and thus kinematics, are completely retained [27]. A consequence is larger variance between the
seeds, which is taken into account when the results are presented.
ζa = f −1R (u¯, S
′(ω)Δω) (19)
7.3.3. Wind
As mentioned in the introduction, a constant thrust model has been used. This means that the baseline moment
from the aerodynamic thrust will approximately equal the mean moment, which is disregarded in fatigue damage
estimations.
7.4. Fatigue damage calculation
Fatigue damage is calculated using S-N curves obtained from [28] for a structure in seawater with cathodic pro-
tection, and the material parameters obtained are given in Table 4 for a bi-linear curve. The fatigue damage is then
obtained with a rainﬂow counting (RFC) method, which is regarded at the most correct. The Palmgren-Miner rule for
 Jan-Tore H. Horn et al. /  Energy Procedia  94 ( 2016 )  102 – 114 111
accumulated damage is given in (20), where S j is the rainﬂow ﬁltered stress range for S-N curve j [29] and n j is the
rainﬂow counted number of cycles.
DRFC =
∑
j
n j
N j
=
∑
j
n jK−1j S
mj
j (20)
Table 4. Parameters for S-N curves.
m1 4.0
m2 5.0
log K1 11.764
log K2 15.606
Fatigue limit [MPa] 52.63
The stress is found from the overturning moment at the seabed level with for waves propagating in the x-direction,
giving only a moment about the y-axis.
8. Results
All results presented below are from an average of three 30 minute long simulations for each sea-state and load
model. Only small variances between the seeds are observed.
8.1. Baseline moment
The results for the moment at the seabed are shown in Fig. 10, where the maximum moment for each analysis is
given as a fraction of the maximum moment obtained with an irregular ﬁrst order incident wave. As expected, the
moments for the small sea-states (1-3) are signiﬁcantly inﬂuenced by the MacCamy and Fuchs correction on the ﬁrst
order particle acceleration terms. For the larger sea-states, it is seen that the second order contributions are signiﬁcant
as they are correlated with the wave height and steepness. The integration up to the incident second order surface
elevation has indeed a large inﬂuence on the moment. Also, the third order FNV load shows contributions, but smaller
than what is obtained with including O3.
When comparing the results in Fig. 10 with a lightly damped structure, there are signiﬁcant increases in the
maximum moment as seen in Fig. 11. If some uncertainty is assumed, there are very small relative diﬀerences
between the load models when damping level is reduced. By lightly damped, it is meant that the structural damping
of the structure is reduced from 3% to 1% of critical damping. This results in an unrealistically low damping, but it is
only for illustrational purposes.
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Fig. 10. Maximum base moment normalized with respect to load
model O1.
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Fig. 11. Increase in maximum base moment for lightly damped (LD)
system.
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Fig. 12. Fatigue damage normalized with respect to load model O1.
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Fig. 13. Increase in fatigue damage for lightly damped (LD) system.
8.2. Fatigue damage
For fatigue damage, the variation in results are even larger. By Fig. 12, it is clear that a second order incident
wave will contribute to an extremely high fatigue damage for the sea-states with HS > 6[m]. These sea-states are not
expected to be in the diﬀraction regime, although some eﬀects are present on the O1D and O1P (ﬁrst order diﬀraction)
load case. Again, it is clear that in the sea-states 1-3, diﬀraction must be accounted for and higher order contributions
are rather small.
The high fatigue damage for the higher order load cases is ampliﬁed with the utilized bi-linear S-N curves. It is
observed that these load cases are sensitive to the choice of the material constant m1 and is the component giving
stress ranges above the fatigue limit stress. The panel-code-computed second order contributions are smaller than the
undisturbed wave force (O2), but is still doubling the fatigue damage in the analyses in Fig. 12 for sea-states 4-6 when
compared to O1D and O1P. For a lightly damped structure, results are shown in Fig. 13. Damping is without doubt
a very important factor for total fatigue damage. Investigating the ﬁgure more closely reveals that the higher order
forces are the most sensitive to low damping, as expected.
For a more realistic impression of the total fatigue damage contributions, it is necessary to include the probability
of occurrence for each environmental state. The results after this correction is shown in Fig. 14, where the domination
of the large sea-states are reduced. Now, signiﬁcant contributions from higher order forces are prominent for sea-state
3-5.
Further, an analysis excluding the viscous forces have been carried out and is presented in Fig. 15. Due to
the correlation between particle velocity and surface elevation, a reduction in fatigue damage proportional to the
signiﬁcant wave height is observed. The eﬀect is largest when second order surface elevation is included in the
kinematics stretching. Some reduction is also seen in the cases with no wave elevation (O1, O1D and O1P) where the
KC number is largest.
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Fig. 14. Fatigue damage normalized with respect to load model O1 and
multiplied with probability of occurrence.
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Fig. 15. Relative fatigue damage without contribution from drag force.
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9. Conclusion
Interesting results are obtained for the fatigue damage estimation on an extra large monopile with regard to appli-
cable wave load theories. As expected, the MacCamy and Fuchs correction is an essential contribution in the wave
diﬀraction regime and compares well to the ﬁrst order pressure from the panel code. In contrast, the second order
undisturbed wave forces are predicting a large damage compared to the second order force from the Wadam model.
These results are consistent with [22], where the second order FNV also overpredicts the forces. The quadratic FNV
formulation is based on the same long-wave assumption as the second order model used in this paper, which also
shows overprediction trends. It is observed that the large third/fourth order moment and fatigue contribution is due to
an incident wave elevation inﬂuenced by the sum-frequency components. Therefore, it might be over-conservative to
stretch all higher order kinematics to the undisturbed second order surface. This will have to be further veriﬁed with
experiments.
The third order FNV force has previously shown to agree well with the third order terms in experiments [30], and
does seem to reasonably increase the moment and fatigue damage for ringing exposed sea-states in these results. As
for the relative importance of higher order loads in an operational condition with reduced damping, it is found that
the fatigue damage contributions will be signiﬁcant for sea-states with approximately HS > D/2. It is also seen that
even for KC< 3, the higher order drag forces may contribute to 20-30% of the estimated fatigue damage if the second
order wave elevation is modeled.
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