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NONSYMMETRIC ALGEBRAIC MULTIGRID BASED
ON LOCAL APPROXIMATE IDEAL RESTRICTION (`AIR)∗
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Abstract. Algebraic multigrid (AMG) solvers and preconditioners are some of the fastest numerical methods to solve
linear systems, particularly in a parallel environment, scaling to hundreds of thousands of cores. Most AMG methods and
theory assume a symmetric positive definite operator. This paper presents a new variation on classical AMG for nonsymmetric
matrices (denoted `AIR), based on a local approximation to the ideal restriction operator, coupled with F-relaxation. A new
block decomposition of the AMG error-propagation operator is used for a spectral analysis of convergence, and the efficacy of
the algorithm is demonstrated on systems arising from the discrete form of the advection-diffusion-reaction equation. `AIR is
shown to be a robust solver for various discretizations of the advection-diffusion-reaction equation, including time-dependent
and steady-state, from purely advective to purely diffusive. Convergence is robust for discretizations on unstructured meshes
and using higher-order finite elements, and is particularly effective on upwind discontinuous Galerkin discretizations. Although
the implementation used here is not parallel, each part of the algorithm is highly parallelizable, avoiding common multigrid
adjustments for strong advection such as line-relaxation and K- or W-cycles that can be effective in serial, but suffer from high
communication costs in parallel, limiting their scalability.
1. Introduction and motivation. Algebraic multigrid (AMG) is an iterative solver for large sparse
linear systems [36]. For the symmetric positive definite (SPD) case, often resulting from the discretization of
elliptic partial differential equations (PDEs), convergence of AMG is well-motivated [18,19,31,36,42,55] and
AMG is among the fastest numerical solvers available. Furthermore, AMG scales in parallel to hundreds of
thousands of cores [2], making it a key component of many high-performance simulation codes.
A variety of AMG methods have been proposed to generalize the AMG framework to nonsymmetric
matrices. Perhaps the original idea, and still a common approach, is to treat a nonsymmetric matrix as if
it were symmetric, where restriction, R, is given by the transpose of interpolation, P : R := PT [48]. In
some circumstances, this is an effective choice, but when and why this is effective is a question that relies
largely on experience. Such an approach is the extent of published research on classical AMG pointwise
interpolation formulae [36,48] for nonsymmetric problems.
In contrast, a number of works suggest that restriction should be built based on AT , or the column-
space of A, and interpolation should be based on A, or the row-space of A (for example, [10, 49]). For
classical pointwise interpolation formulae, this is not immediately applicable because they are based on an
appropriate strength-of-connection measure and splitting of nodes into C-points and F-points (CF-splitting).
Using a different pointwise interpolation formula for P and R based on A and AT would theoretically
require an independent CF-splitting for each, introducing additional difficulties such as non-square coarse-
grid operators. Of course, one could assume a fixed CF-splitting and use formulae for P and R based on A and
AT , respectively, but simple tests indicate that this is not effective for nonsymmetric problems. Aggregation-
based AMG is more applicable to using information from A and AT , leading to several variations in classical
smoothed aggregation (SA) for nonsymmetric problems [10, 21, 49]. There have also been recent solvers
developed that use a mix of CF-splitting and aggregation-concepts and are applicable to nonsymmetric
problems, typically using some form of constrained minimization on P and R to approximate the so-called
“ideal” operators [29,34,45,57]. Although some results on this front have been encouraging, a robust AMG
solver for nonsymmetric linear systems remains an open problem.
Part of the reason that nonsymmetric solvers are less robust than their SPD counterparts is that little is
known about convergence theory of AMG in the nonsymmetric setting, thus limiting theoretical motivation
to develop new methods. Strong theoretical results on convergence of iterative methods for non-SPD matrices
are difficult to establish and few and far between in the literature. Multigrid traditionally measures conver-
gence in the matrix-induced energy norm, ‖x‖2A = 〈Ax,x〉, which is not a valid norm in the non-SPD setting.
A generalization of the energy norm to a
√
A∗A-norm was introduced in [10], and two-grid convergence for
an aggregation-based solver proved under the (strong) assumption of stability of the non-orthogonal coarse-
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grid correction. Further analysis of the stability assumption and more practical conditions for two-level
and multilevel convergence are ongoing work [35]. In any case, the
√
A∗A-norm suggests that R be based
on left singular vectors and P based on right singular vectors, but the norm and corresponding orthogonal
coarse-grid correction are intractable to compute. An asymptotic bound on error propagation can be found
by considering the spectral radius of error propagation [29, 33, 40], but asymptotic bounds are not always
indicative of practical performance, and even spectral analyses can be difficult because many tools of linear
algebra are not applicable; for example, the eigenvectors do not necessarily form a basis for the space and so
error cannot be expanded in terms of eigenvectors. Recently it was suggested that the field of values is more
indicative of practical performance [43], a result that needs further consideration in the practical setting.
In [33], multilevel error-propagation was shown to be nilpotent in the case of block triangular matrices, but
such structure makes up only a specific class of nonsymmetric problems. More generally, [29] proposed a
relatively self-contained framework for nonsymmetric matrices with positive real part, (A+AT ) > 0, showing
two-grid convergence of classical-style AMG (that is, interpolating and restricting C-points by value) in a
spectral sense as well as in an appropriately derived (albeit difficult to compute) norm. The resulting theory
was based on approximating the action of ideal interpolation and ideal restriction on vectors, with accuracy
of approximation for a given vector based on the so-called form absolute value [29]. However, because the
form absolute value is infeasible to compute, the practical solver motivated in [29] reduced to a generalization
of constrained energy-minimization in the nonsymmetric setting, similar to [34,45,57].
In terms of solver development, a good model problem to study AMG for nonsymmetric systems is the
advection-diffusion-reaction equation, which comes up in fluid flow and particle transport equations, among
others. Let κ be the diffusion coefficient, β a measure of the size of advection, and h the mesh spacing.
Then Rh :=
βh
κ , often called the grid Reynold’s number, is a measure of the numerical balance between
advection and diffusion. For Rh > 1, the problem is advection-dominated. Under appropriate boundary
conditions, the limit of the weak form as κ → 0 is the purely hyperbolic steady-state transport equation,
which is well-discretized by upwinding, resulting in a triangular or block-triangular matrix. Conversely,
for Rh < 1, the resulting discretization is diffusion dominated, converging to an operator that numerically
looks like a diffusion discretization as κ grows (i.e., the advection component is arbitrarily small and the
matrix is effectively SPD). AMG (and many other iterative methods) are designed for elliptic, diffusion-like
problems, and in many cases achieve excellent convergence rates for the diffusion-dominated case. Recently,
a reduction-based AMG method was developed that is highly effective on the hyperbolic limit [33], but
deteriorates when significant diffusion is introduced. The goal of this work is to bridge this gap and develop
an AMG solver that is robust across the spectrum of diffusivity and, in particular, well-suited for a high-
performance parallel implementation. Note that a scalar model problem is chosen here intentionally to
isolate the effects of nonsymmetry. Linear systems with block structure resulting from a system of PDEs
can be difficult for AMG, often requiring individual attention that is outside the scope of this work (for
example, [13]).
There have been many efforts at developing robust iterative methods specifically for advection-diffusion-
type problems. Geometric multigrid (GMG) methods for problems with advection are often based on the
concept of semi-coarsening or line-relaxation in the direction of advection [46, 50, 60, 61]; however, such
approaches have several drawbacks, including requiring a priori knowledge of the underlying problem and
discretization, as well as limitations with respect to unstructured meshes and parallelism. Overall, robust
convergence was obtained in [61] for a range of advection and diffusion, but the method employed a line
Gauss-Seidel smoother in the x- and y-direction. In the parallel setting, each line relaxation has an O(logP )
communication cost, for P processors, and also requires knowledge of the problem geometry [38]. Several
efforts have been made to develop AMG algorithms that are robust for advection-dominated problems
[3,21,24,41,58]. Generally strong convergence was obtained in [3] and [41]; however, the results in each were
based on multigrid K- or W-cycles, which come with a substantially higher communication cost in parallel
than a normal V-cycle, thus limiting their parallel efficiency. Analysis has also been done in the scope of
Krylov methods, for example, [26, 51], and other algebraic solvers such as [5] and [25]. However, a solver
that is robust across the spectrum of diffusivity and, in particular, scalable and parallelizable, has proven
difficult to achieve.
Here, we derive a new way to look at the roles of interpolation and restriction operators in AMG, focusing
on the importance of approximating the so-called “ideal restriction” operator. Ideal restriction was also the
motivation behind the nAIR algorithm developed in [33] for upwind discretizations of hyperbolic PDEs, as
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well as a number of works using an approximate block LDU decomposition [12, 32, 37, 39, 57]. nAIR, in
particular, proved to be a highly effective solver on strictly advective equations such as the steady-state
transport equation, but the method was specifically developed for matrices with a block-triangular or near
block-triangular structure. In this paper, we generalize the approach of [33] to approximating ideal restriction
for arbitrary matrices. Numerical tests on discretizations of advection-diffusion, from strictly advective to
strictly diffusive, are then used to examine how classical AMG interpolation methods fit into the framework
of a local approximate ideal restriction (`AIR). Together, new analytical and numerical results lead to the
development of a solver, `AIR, that is robust for advection-diffusion-reaction equations discretized on an
unstructured mesh, with moving flow, and any ratio of advection to diffusion. In the limiting case of a
diffusion problem, the new solver is competitive with classical AMG methods; in the hyperbolic limit of no
diffusion, the new solver is almost equivalent to that presented in [33]. Moreover, each component of `AIR
is highly parallelizable, and strong convergence does not require sequential algorithms such as Gauss-Seidel
line-relaxation or high-communication acceleration methods such as K- or W-cycles.
Section 2 formally introduces AMG and its key components, followed by a discussion of the ideal inter-
polation and restriction operators and a new block analysis of the AMG error-propagation operator. This
new look at error propagation helps explain the role of restriction in AMG and how it is coupled with in-
terpolation and the splitting of degrees-of-freedom (DOFs) into “coarse points” (C-points) and “fine points”
(F-points). A general approach to building restriction operators in AMG is then introduced in Section 3.
Numerical results in Section 4 demonstrate that `AIR is a robust solver for scalar advection-diffusion-type
equations, and that a classical AMG framework (with an appropriate restriction operator) can be extended
to nonsymmetric problems. In particular, for advection-dominated problems, `AIR outperforms nonsym-
metric smoothed aggregation methods, which are generally the most robust AMG solvers for nonsymmetric
problems. An overview of results and future directions are presented in Section 5. `AIR is implemented in
the PyAMG library [4] and its parallel implementation in hypre [20] is ongoing work.
2. Transfer operators and nonsymmetric algebraic multigrid.
2.1. Algebraic multigrid. Algebraic multigrid is a multilevel iterative solver based on two processes:
relaxation and coarse-grid correction. Relaxation is typically chosen as some simple iterative method such
as Jacobi or Gauss-Seidel, and is expected to eliminate error associated with large singular values of the
matrix. For differential operators, such singular values are often geometrically high frequency modes, on
which classical methods such as Jacobi tend to be effective. To complement relaxation, coarse-grid correction
consists of a subspace correction designed to attenuate error associated with small eigenvalues of the matrix.
If the so-called coarse-grid operator is too large to explicitly invert, AMG is applied recursively. Together,
relaxation and coarse-grid correction are applied iteratively until a desired residual tolerance is achieved.
Given a linear system Ax = b, the first step in building the solver or “hierarchy” is to partition the
“points” or degrees-of-freedom (DOFs) into C-points and F-points, where C-points represent DOFs on the
coarse grid. Then, A can be symbolically ordered in block form:
A =
(
Aff Afc
Acf Acc
)
,(1)
where F-points are ordered first, followed by C-points. Let A ∈ Rn×n, nc be the number of C-points, and
nf the number of F-points. Next, interpolation and restriction operators are defined, P : Rnc 7→ Rn and
R : Rn 7→ Rnc , respectively, that map between the current space and the coarse space. Here, we assume
that C-points are interpolated and restricted by injection in the classical AMG sense [36,48]; that is, P and
R take the following block form:
P =
(
W
I
)
, R =
(
Z I
)
,(2)
where the identity block makes up C-point rows of P and C-point columns of R. Finally, the coarse-grid
operator is defined as K := RAP , and the two-level coarse-grid correction is given as
x(i+1) = x(i) + P (RAP )−1R(b−Ax(i)).
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Let x be the exact solution to Ax = b and x(i) some approximation. Two measures of convergence
used in iterative methods are the error, e(i) := x − x(i), and residual, r(i) := b − Ax(i) = Ae(i). Although
eliminating error is typically the true goal of an iterative method, for nonsingular A, e = 0 if and only if
r = 0. Since r is measurable in practice and e is not, it is worth considering both. Error-propagation and
residual-propagation of coarse-grid correction take on the following operator forms:
e(i+1) = Ee(i) := (I − P (RAP )−1RA)e(i),(3)
r(i+1) = Re(i) := (I −AP (RAP )−1R)r(i).(4)
Note that these operators are similar: E = A−1RA. In the case of a symmetric matrix, A, and Galerkin
coarse grid, R := PT , then E = RT . In general, for symmetric A, the roles of restriction and interpolation
are more-or-less interchangeable. Suppose A is symmetric and P0 and R0 are effective transfer operators at
reducing the error in the `2-norm: 1 ≈ ‖I −P (RAP )−1RA‖ = ‖I −ART (PTART )−1PT ‖. Then, R1 := PT0
and P1 := R
T
0 are effective transfer operators in reducing the residual. A similar result based on symmetry
holds for the spectral radius. Although convergence is not necessarily measured in the `2- or spectral-sense,
this is indicative that the same principles can be effective for building R and P for symmetric matrices. For
nonsymmetric matrices, the relation between restriction and interpolation is less clear. In particular, for a
nonsymmetric problem, if an AMG solver based on P0 and R0 effectively reduces the error, then an AMG
solver based on P1 := R
T
0 and R1 := P
T
0 will effectively reduce the residual with respect to A
T . However,
this does not indicate that a solver based on P1 and R1 will be effective when applied to A.
This work focuses on so-called ideal interpolation and ideal restriction operators. When considered
in a reduction setting [23, 30, 33, 47], each of these operators is tightly coupled with an exact solve or
effective relaxation on F-points. The idea behind F-relaxation is to improve the solution at F-points, and
then distribute this accuracy to C-points via coarse-grid correction (ideal interpolation), or get an accurate
coarse-grid correction at C-points and distribute this accuracy to F-points via F-relaxation (ideal restriction).
Here we consider some F-relaxation scheme where ∆ is an approximation to A−1ff . Assuming F-points have
been chosen such that Aff is well-conditioned, then F-relaxation should be effective at reducing F-point
residuals and/or errors. Residual propagation and error propagation for F-relaxation are given respectively
by
e(i+1) =
(
I −∆Aff −∆Afc
0 I
)(
e
(i)
f
e
(i)
c
)
,(5)
r(i+1) =
(
I −Aff∆ 0
−Acf∆ I
)(
r
(i)
f
r
(i)
c
)
.(6)
For symmetric A, residual and error propagation are adjoints of each other. For nonsymmetric matrices, we
can note that in relaxing only on Aff , error propagation and residual propagation are similar in the F-F
block: I − ∆Aff = ∆(I − Aff∆)∆−1. However, the connection between error and residual reduction in
general is less clear when considering C-points and F-points, as in (5) and (6). Residual reduction is based
on the column scaling of A and error reduction on the row-scaling. For numerical results presented in Section
4, ∆ corresponds to 1–2 iterations of Jacobi F-relaxation.
2.2. Ideal interpolation and residual reduction. Suppose that the error after relaxation is in the
range of interpolation, that is, e(i) = Pvc for some coarse-grid vector vc. Then coarse-grid correction yields
e(i+1) = e(i) − P (RAP )−1RA(Pvc) = e(i) − Pvc = 0.
Obviously, it is advantageous for relaxation to put error in the range of interpolation or, conversely, for
interpolation to accurately represent relaxed error. This is the motivation for the interpolation definition
used in classical AMG [36, 48]. A basic assumption in AMG is that C-points and F-points are chosen such
that F-point relaxation can efficiently reduce the residual at F-points, that is, Aff is well-conditioned, which
is also the basis of compatible relaxation [8, 27]. Returning to the error, let ec and ef be the current error
restricted to C-points and F-points, respectively, and r = b−Ax the current residual. Since Aff is assumed
to be well-conditioned, at convergence of F-relaxation we have rf = 0, which implies
Affef +Afcec = 0 =⇒ ef = −A−1ffAfcec.
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This is the basis for so-called ideal interpolation,
Pideal =
(
−A−1ffAfc
I
)
,(7)
which exactly represents the error after exact F-point relaxation.
Noting that ideal interpolation is based on an assumption of zero residuals at F-points, consider the
effect of ideal interpolation on residual propagation of coarse-grid correction (4):
r
(i+1)
f = r
(i)
f − (AffW +Afc)(RAP )−1(Zr(i)f + r(i)c ),
r(i+1)c = r
(i)
c − (AcfW +Acc)(RAP )−1(Zr(i)f + r(i)c ).
For P = Pideal, W := −A−1ffAfc, and RAP = Acc−AcfA−1ffAfc, independent of Z [33]. Then, (4) reduces to
r(i+1) =
(
r
(i)
f
−Zr(i)f
)
.(8)
That is, ideal interpolation (i) eliminates the contribution of coarse-grid correction to the F-point residual,
and (ii) eliminates the contribution of the previous C-point residual to the updated residual. This is consistent
with the notion of preceding coarse-grid correction based on ideal interpolation with an exact F-point solve:
we use F-relaxation to make rf small (or zero for an exact solve) and follow with coarse-grid correction that
does not change rf , but updates rc with the new rf .
Looking at (8) suggests that Z = 0 is a good choice for restriction when coupled with Pideal, as the
residual at C-points is then eliminated with coarse-grid correction. In fact, if Z = 0, RAP = AcfW + Acc
and (4) results in an `2-orthogonal coarse-grid correction, meaning that Z = 0 is optimal in an `2-sense.
Arguably the fundamental difficulty with nonsymmetric AMG is that coarse-grid correction is typically a
non-orthogonal projection. Because non-orthogonal projections have norm larger than one, this means that
coarse-grid correction can actually increase the error or residual, which can lead to divergent algorithms,
particularly if this norm is h-dependent. In this sense, Z = 0 seems an appealing choice. However, from
a practical perspective, Z = 0 is often not the best choice because ideal interpolation (and, thus, an `2-
orthogonal coarse-grid correction) is typically not obtained in practice.
Let h denote the width of a mesh element. The following lemma proves that, if P 6= Pideal and Z = 0,
an increasingly accurate approximation must be made to ideal interpolation to bound ‖R‖ as h→ 0, which
is not scalable.
Lemma 1. Let P and R take the block form in (2), where Z = 0 and W = −∆Afc is some approximation
to Pideal (7). Define Π˜ = AΠA
−1, corresponding to residual propagation of coarse-grid correction. Then,
‖Π˜‖2 = 1 + σ1,
where σ1 is the minimum singular value of (I −Aff∆)AfcK−1.
Proof. Define the minimal canonical angle, θmin, between subspaces X ,Y, as
cos
(
θ
[X ,Y]
min
)
= sup
x∈X ,
y∈Y
|〈x,y〉|
‖x‖‖y‖ ,(9)
where θ
[X ,Y]
min = θ
[X⊥,Y⊥]
min [16, 53]. Then, note that
‖Π˜‖2 = ‖Π˜∗‖2 = csc2
(
θ
[R(Π˜∗),ker(Π˜∗)]
min
)
= 1 + cot2
(
θ
[R(Π˜∗),ker(Π˜∗)]
min
)
,(10)
where cot2
(
θ
[R(Π˜∗),ker(Π˜∗)]
min
)
accounts for the non-orthogonal part of Π˜ [53]. Expanding residual propagation
of coarse-grid correction yields
Π˜ = AΠA−1 = AP (RAP )−1R =
(
0 (I −Aff∆)AfcK−1
0 I
)
.
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Note thatR(Π˜∗) = (0,vTc )T , for all vc and ker(Π˜∗) is given by block vectors with the form xc = −K−∗A∗fc(I−
Aff∆)
∗xf . Plugging in to (9) yields
cos
(
θ
[R(Π˜∗),ker(Π˜∗)]
min
)
= sup
vc 6=0,
xf 6=0
∣∣∣〈vc,K−∗A∗fc(I −Aff∆)∗xf〉∣∣∣
‖vc‖
√
‖xf‖2 + ‖K−∗A∗fc(I −Aff∆)∗xf‖2
= sup
xf 6=0
‖K−∗A∗fc(I −Aff∆)∗xf‖√
‖xf‖2 + ‖K−∗A∗fc(I −Aff∆)∗xf‖2
,
cos2
(
θ
[R(Π),ker(Π)]
min
)
= sup
xf 6=0
‖K−∗A∗fc(I −Aff∆)∗xf‖2
‖xf‖2 + ‖K−∗A∗fc(I −Aff∆)∗xf‖2
= sup
k
σk
1 + σk
,
where {σk}nfk=1 are the singular values of K−∗A∗fc(I − Aff∆)∗ and, equivalently, (I − Aff∆)AfcK−1, in
decreasing order. Then, θ
[R(Π˜∗),ker(Π˜∗)]
min = arccos
(√
σ1
1+σ1
)
, where σ1 is the largest singular value of (I −
Aff∆)AfcK−1. Plugging in, cot
(
θ
[R(Π˜∗),ker(Π˜∗)]
min
)
=
√
σ1, and ‖Π‖2 = 1 + σ1.
Because the largest singular value of K−1 is expected to scale like 1h for advection and 1h2 for diffusion,
this indicates that for Z = 0, an increasingly accurate approximation of Rideal must be made to guarantee
that the coarse-grid correction Π˜, remains bounded as h→ 0.
A theoretical understanding of ideal interpolation in two-grid convergence for SPD matrices and exactly
how it is ideal can be found in [18], along with a more recent generalization to a class of ideal interpolation
operators in [59]. In general, ideal interpolation may result in a dense W , and is impractical to form.
However, the goal in much of AMG literature (aside from choosing a good C/F splitting) is to build a sparse
approximation to Pideal. For F-relaxation to converge quickly, Aff needs to be well-conditioned, in which
case a sparse approximation to A−1ff is possible [9].
2.3. Ideal restriction and error reduction. The focus in AMG (and most multigrid methods) has
long been the accuracy of interpolation. The above seems to suggest that the choice of restriction is less
important than interpolation. For symmetric matrices, there are good reasons to take R = PT : the coarse-
grid matrix remains symmetric and, moreover, coarse-grid correction is then an orthogonal projection in
the A-norm, which is typically what AMG convergence is measured in. In this setting, interpolation really
is the determining factor in AMG convergence. For nonsymmetric problems, A no longer defines a valid
norm, and the loss of orthogonality in coarse-grid correction is difficult to avoid. In this case, the choice
R = PT is somewhat arbitrary, although it can be effective for some problems [48]. However, other choices
are possible; for example, see [29, 33, 34, 45, 49, 57]. Here, we consider the fact that, as with interpolation,
there is, in a sense, an “ideal” restriction operator. Recall that ideal interpolation was based on the residual;
ideal restriction is instead based on the error.
One role of restriction can be seen as attenuating the effect of error components not in the range of
interpolation. Let P be interpolation, as in (2). Then, any error vector, e, can be decomposed into two
components: one that is interpolated from the error at C-points, and the remainder:
e =
(
ef
ec
)
=
(
Wec
ec
)
+
(
δef
0
)
,
where δef is the “contamination” of F-point error, which is not in the range of interpolation. If δef = 0,
then the F-point error is in the range of interpolation, and coarse-grid correction is exact (see Section 2.2).
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Here, we focus on the effect of restriction on error-propagation of coarse-grid correction (3):
e(i+1) =
(
e
(i)
f
e
(i)
c
)
− P (RAP )−1RA
[(
We
(i)
c
e
(i)
c
)
+
(
δe
(i)
f
0
)]
=
(
e
(i)
f
e
(i)
c
)
− P (RAP )−1RA
[
Pe(i)c +
(
δe
(i)
f
0
)]
=
(
e
(i)
f −We(i)c
0
)
− P (RAP )−1RA
(
δe
(i)
f
0
)
(11)
=
[
I − P (RAP )−1RA](δe(i)f
0
)
.
Looking at (11), it would be desirable to choose operators such that the second term is zero for all δef .
In that case, the solution after coarse-grid correction would have a correction at F-points defined by W ,
e
(i+1)
f = e
(i)
f −We(i)c , and the solution at C-points would be exact. Coupling this with a convergent F-
relaxation scheme gives a convergent two-grid method. Setting the latter term in (11) equal to zero for
all δef can also be seen as eliminating the contribution of δef to the coarse-grid right-hand side, which is
equivalent to setting RA
(
δef
0
)
= 0 for all δef . Expanding RA, we have
0 =
(
Z I
)(Aff Afc
Acf Acc
)(
δef
0
)
= (ZAff +Acf )δef ,(12)
which is satisfied by Z = −AcfA−1ff . This leads to the ideal restriction operator,
Rideal =
(
−AcfA−1ff I
)
.(13)
In fact, Rideal is the unique operator that gives an exact correction at C-points, independent of the inter-
polation operator [33]. Similar to the case of ideal interpolation, letting W := 0 gives an `2-orthogonal
coarse-grid correction. In practice, however, Rideal cannot be obtained exactly, and an analagous result as
Lemma 1 indicates that W must be chosen to compensate for this imprecision for a scalable algorithm.
Nevertheless, in the context of error reduction, the accurate correction at C-points obtained with R ≈ Rideal
is generally best followed by F-relaxation to distribute the new accuracy at C-points to F-points.
2.4. Block-Analysis of AMG. Let ∆ be some approximation to A−1ff defining our F-relaxation
scheme, and W and Z some interpolation and restriction operators over F-points, respectively. Denote
K := RAP . Then error propagation of a two-level scheme with post F-relaxation takes the form
E =
(
I −∆Aff −∆Afc
0 I
)
︸ ︷︷ ︸
F−relaxation
(
I −WK−1(ZAff +Acf ) −WK−1(ZAfc +Acc)
−K−1(ZAff +Acf ) I −K−1(ZAfc +Acc)
)
︸ ︷︷ ︸
Coarse−grid correction
=
(
I −∆Aff − ŴK−1(ZAff +Acf ) −∆Aff − ŴK−1(ZAfc +Acc)
−K−1(ZAff +Acf ) I −K−1(ZAfc +Acc)
)
,
where Ŵ := (I −∆Aff )W −∆Afc and K := RAP = ZAffW +ZAfc +AcfW +Acc. We refer to Ŵ as the
effective interpolation, because a little bit of algebra shows that we can expand error-propagation to take
the form of an approximate LDU preconditioner for A:
E = I −M−1A
=
(
I 0
0 I
)
−
(
I Ŵ
0 I
)(
∆ 0
0 K−1
)(
I 0
Z I
)
A.
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Here, the LDU preconditioner, M , can be collapsed:
M =
(
I 0
−Z I
)(
∆−1 0
0 K
)(
I −Ŵ
0 I
)
=
(
∆−1 Afc + (Aff −∆−1)W
−Z∆−1 (Z∆−1 +Acf )W +Acc
)
.
In looking at convergence of preconditioners, it is useful to let A = M + N and notice that I −M−1A =
−M−1N . Here, N reduces to the following outer product:
N =
(
Aff −∆−1 −(Aff −∆−1)W
Z∆−1 +Acf −(Acf + Z∆−1)W
)
=
(
Aff −∆−1
Z∆−1 +Acf
)(
I −W
)
.
Then,
(I −M−1A) = −
(
I Ŵ
0 I
)(
∆ 0
0 K−1
) (
I 0
Z I
)(
Aff −∆−1
Z∆−1 +Acf
)(
I −W
)
=
(
I −∆Aff − ŴK−1(ZAff +Acf )
−K−1(ZAff +Acf )
)(
I −W
)
.
Denoting H := I − ∆Aff − ŴK−1(ZAff + Acf ) and J := −K−1(ZAff + Acf ), then the null space and
range of I −M−1A are given respectively by
N (I −M−1A) =
(
W
I
)
ζ ∀ ζ ∈ Rnc ,
R(I −M−1A) =
(
H
J
)
η ∀ η ∈ Rnf .
Note that the null space is just the range of interpolation because we have assumed an exact coarse-grid
solve. Eigenvectors of I−M−1A with nonzero eigenvalues must then take the form
(
H
J
)
η for some η ∈ Rnf .
Then the eigenvalue problem (I −M−1A)v = λv takes the form(
H
J
)(
I −W
)
v = λv,(
H
J
)(
I −W
)(H
J
)
η = λ
(
H
J
)
η,(
H
J
)
(H −WJ)η =
(
H
J
)
λη.
Thus, eigenvalues of I −M−1A corresponding to the range are given by eigenvalues of
G : = H −WJ
= I −∆Aff − ŴK−1(ZAff +Acf ) +WK−1(ZAff +Acf )
= I −∆Aff − (Ŵ −W )K−1(ZAff +Acf )
= (I −∆Aff ) + ∆(AffW +Afc)K−1(ZAff +Acf ).(14)
AMG BASED ON LOCAL APPROXIMATE IDEAL RESTRICTION 9
Terms (AffW +Afc) and (ZAff +Acf ) represent how close to ideal our given interpolation and restriction
operators are. If ETG is the two-grid error-propagation operator, then if W or Z are ideal, ρ(ETG) =
1−∆Aff . On the other hand, for an exact solve on F-points (∆ := A−1ff ) and general W and Z,
ρ(ETG) = ρ
(
(W +A−1ffAfc)K−1(ZAff +Acf )
)
.(15)
An exact solve on F-points coupled with ideal interpolation or ideal restriction results in ρ(ETG) = 0.
Looking at (14), the first term corresponds to F-relaxation and the second to coarse-grid correction. For
SPD matrices, it is natural to make the coarse-grid correction term small when relaxation error is large,
and vice versa. A similar result holds in the nonsymmetric setting. In [33], an expanded analysis develops
sufficient conditions on R, P , and ∆ to bound ‖G‖ < 1. In particular, P must satisfy a classical multigrid
approximation property, with the strength of the approximation property (in terms of how accurately low-
energy modes are interpolated) governed by how accurately R approximates Rideal and ∆ approximates A
−1
ff .
Less accurate approximations to ideal restriction and A−1ff require that P satisfy a stronger approximation
property, while more accurate approximations make the requirement on P weaker.
In the case of block-triangular matrices resulting from the discretization of advection, sparse and highly
accurate approximations to A−1ff and Rideal can often be formed [33]. Here, a local approximation to the
ideal restriction operator (`AIR) is developed, which provides an accurate approximation to the action of
Rideal, even in the case of diffusive-like matrices. However, for diffusion-dominated problems, we cannot
rely on as accurate of approximations to Rideal as in the purely advective case. Fortunately, building
interpolation operators to capture low-energy modes in the case of diffusive-like problems (and thereby satisfy
approximation properties) is a well-studied topic. Building on the analysis here and in [33], classical multigrid
interpolation formulae are coupled with the newly developed `AIR algorithm for a robust nonsymmetric
solver.
3. Local approximate ideal restriction (`AIR).
3.1. Local approximate ideal restriction. As shown in Section 2.3, ideal restriction can be moti-
vated through eliminating the contribution of error at F-points to the coarse-grid right-hand side. Thus,
to build R, we try to do this “locally” for each C-point (corresponding to a given row of R). For each ith
C-point, a restriction neighborhood Ri (consisting of some “nearby” F-points) is chosen, and the idea is to
choose restriction weights zik for each k ∈ Ri so that the effect of perturbing error at any j ∈ Ri on the
residual at i is zero. Note that a unit change in error at point j changes the residual at point i by aij and
the residual at each point k in Ri by akj . Requiring that restriction weights be defined so that the total
effect of these changes on the residual at point i is zero gives the following equation:
aij +
∑
k∈Ri
zikakj = 0.(16)
Solving (16) for all j ∈ Ri determines the ith row of Z, where R = (Z, I), and is equivalent to setting
(RA)ik = 0 for all k such that (i, k) ∈ Ri. This is simply setting RA equal to zero within a pre-determined
F-point sparsity pattern for R. Note that this can also be seen as directly approximating the action of Rideal
on F-points, where RidealA = (0, SA), for Schur complement SA. In either case, denoting indices of the
sparsity pattern for the ith row of R as Ri = {`1, ..., `Si}, where Si = |Ri| is the size of the sparsity pattern,
the resulting linear system takes the form
a`0`0 a`1`0 ... a`Si`0
a`0`1 a`1`1 ... a`Si`1
...
. . .
...
a`0`Si a`1`Si ... a`Si`Si


zi`0
zi`1
...
zi`Si
 = −

ai`0
ai`1
...
ai`Si
 .(17)
For matrices with a k × k block structure, an equivalent system to (17) can be formed based on block
connections, where a`i,`j is a k×k block in the matrix A and zi,`j a k×k block in R. Such a block structure
may arise from a discretized set of k equations with k unknowns, or in certain discontinuous discretizations,
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such as discontinuous Galerkin, where degrees-of-freedom for an individual finite element correspond to a
non-overlapping block in the matrix. Solving (17) for k right-hand sides determines all elements for R in
block form. If Aff is diagonally dominant, which should be the case given an appropriate CF-splitting, then
(17) is nonsingular and has a unique solution.1 We refer to the proposed method for building R as local
approximate ideal restriction (`AIR).
Consistent with many AMG methods, the neighborhood of F-points for a given C-point is chosen as
some set of “strong” connections, typically of graph distance one or two. One unique aspect of `AIR is
that considering a larger set of strong connections always leads to a more accurate approximation of Rideal.
However, for many problems, considering larger distance neighborhoods can lead to intractable complexity
due to coarse-grid operator fill in, as well as the O(`3) cost of solving dense linear systems of size `×` for each
row. For discretizations with significant diffusion, the number of neighbors of distance k scales roughly like
O(2dkd), for dimension d, leading to a rapid increase in setup cost and operator complexity. On coarser levels
in the hierarchy with increased matrix connectivity, the local system sizes can reach into the hundreds for
k = 2, which can be computationally expensive when solving for every row. It is worth noting that for upwind
discretizations of pure advection, the number of neighbors of distance k only increases like O(k). Because
of this, distance-three or -four restriction neighborhoods may be tractable for advective problems, which
was considered in [33]. However, even on strictly advective problems, the additional operator complexity of
using long-distance neighborhoods for restriction was not justified by improved convergence [33], and solving
the larger dense linear systems here resulting from long-distance neighborhoods also adds significant setup
cost. For these reasons, we limit numerical results to consider distance-one and -two neighborhoods for
restriction.
Remark 2 (Row scaling). In some cases, the row scaling of a matrix can cause problems for classical
AMG interpolation formulae, leading to negative diagonal entries in the coarse-grid operator. Although
such discretizations are not commonplace, it is worth pointing out that `AIR is insensitive to row scaling.
Suppose that the fine-grid matrix is scaled by some diagonal matrix, D: A˜ := DA. Then let R˜ and Z˜ denote
the corresponding local approximate ideal restriction operator and its F-block, respectively. Weights z˜ik are
given by solving
a˜ij +
∑
k∈Ri
z˜ika˜kj = diaij +
∑
k∈Ri
z˜ikdkakj = 0,
for all (i, k) ∈ Ri, i = 0, ..., nc − 1. This is satisfied by z˜ik := dizikd−1k , where zik are the weights for
A satisfying (16) and (17). It follows that Z˜ := DcZD
−1
f and R˜ := DcRD
−1. The resulting coarse-grid
operator is then defined as
R˜A˜P = DcRD
−1DAP = DcRAP,
which is simply maintaining the fine-grid row scaling in the coarse-grid operator. In fact, looking at the
error-propagation operator,
I − P (R˜A˜P )−1R˜A˜ = I − P (DcRAP )−1DcRA
= I − P (RAP )−1RA,
we see that error propagation of two-grid coarse-grid correction is independent of row-scaling. The same
idea can be applied in a recursive manner for a full multilevel hierarchy. This is a subtle feature of `AIR
that makes it robust for a wide class of problems and discretizations.
3.2. Comparison with Neumann series. In [33], ideal restriction was approximated in the context
of an AMG algorithm targeting triangular or block-triangular matrices. For ease of notation, assume that
1There have been situations on coarse levels in the hierarchy where a local linear system is singular, and (17) is formulated
as a least-squares problem to pick the minimal norm solution. Such systems are rare and the cause has been difficult to isolate.
For example, singular or nearly singular local systems may arise from a nearly singular coarse-grid matrix, which is due to a
poor coarsening on the finer level, as opposed to the local choice of neighborhood for R. Understanding when such systems
arise and appropriate modifications to handle them, particularly in the nearly singular case, is ongoing work.
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A is lower triangular with unit diagonal. Then Aff = I −Lff , for strictly lower triangular matrix Lff , and
A−1ff can be written as a finite Neumann expansion:
A−1ff =
df+1∑
i=0
Liff ,
where df is the diameter of the graph of Aff . Ideal restriction in [33] is then approximated using a kth order
Neumann approximation for some k  nf : R =
(
−Acf
∑k
i=0 L
i
ff I
)
. The error in a truncated Neumann
expansion of degree k is given by
I −Aff
k∑
i=0
Lff = I −
(
k∑
i=0
Lff
)
Aff = L
k+1
ff .
In a graph-theoretic sense, (Lk+1ff )ij is the sum of all weighted walks of length k + 1 from node i to node
j, where a weight is given by the product of the edges in the walk. As discussed in [33], this provides an
intuitive understanding of why a Neumann expansion is a good choice for triangular matrices. Consider an
upwind discretization of advection in three dimensions. Then:
1. Each node i only has neighbors upstream in the direction of the flow.
2. Because information only flows one direction, if there is a path of length k from i to j, there is
unlikely to be a path of, say, length k + 2. That is, as k increases, the number of walks of length k
is unlikely to increase significantly because there are no cycles in the graph.
3. Because off-diagonal elements of differential operators are typically less than one, as k increases, we
expect the weight of walks to decrease quickly.
When diffusion is introduced, points (1) and (2) no longer hold. Neighbors can now be found by reaching
out in every direction, and because information is flowing in every direction, the number of walks of length
k is increasing roughly exponentially with k. This leads to a relatively dense matrix with large elements,
and explains why a truncated Neumann approximation is a poor approximate inverse for general matrices.
For matrices with triangular structure, the kth order Neumann approximation is exact for nodes with a
maximum distance ≤ k from the diagonal. Equivalently, this eliminates the contribution of these nodes to the
coarse-grid right-hand side. Here, we recognize eliminating the contribution of F-point error to the coarse-
grid right-hand side as an important function of the restriction operator, and generalize the approximation
developed in [33]. `AIR as introduced here eliminates the contribution of all F-point error within distance
k (not only maximum distance k) to the coarse-grid right-hand side. For some triangular matrices, these
two approaches are equivalent, and, for discretizations of advection, they are typically equivalent or similar.
However, in general, the two approaches are quite different.
To demonstrate the effectiveness of `AIR over the Neumann approximation, consider two model prob-
lems: (i) the steady-state transport equation considered in [33], and (ii) a streamline upwind Petrov-Galerkin
(SUPG) discretization of an advection-dominated recirculating flow. Steady-state transport is constructed
to be triangular in some ordering, while recirculating flow has small symmetric diffusion components, and
advection is not triangular due to the recirculating velocity field. Table 1 gives a relative measure of how well
we approximate the ideal operator using distance-one and -two Neumann and `AIR for each problem. As
expected, for the transport equation, `AIR and Neumann perform identically. However, in the recirculating
case, Neumann is hardly a more accurate approximation to ideal restriction than just letting Z = 0, while
`AIR retains a similar accuracy of approximation to the triangular case.
Although `AIR is a generalization of the Neumann approximation, the latter is an important contribution
conceptually, as it provides insight into how nAIR is able to achieve strong convergence factors on difficult
problems and high-order finite elements [33]. In the triangular setting, it is relatively well understood how
good convergence is obtained with nAIR [33]. Notwithstanding the block analysis in Section 2.4, a good
understanding of when and why `AIR performs well, in general, is a focus of current research.
3.3. Filtering and lumping. A simple but effective technique for complexity reduction used in [33]
involves eliminating relatively small entries from each row in the matrix, on every level in the hierarchy. For
the steady-state transport equation considered there, it was found that entries could be eliminated rather
greedily without causing a significant degradation in convergence; for example, for all test problems, entries
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Problem Neumann1 Neumann2 `AIR1 `AIR2
‖Z+AcfA−1ff ‖F
‖AcfA−1ff ‖F
Transport 0.46 0.11 0.46 0.11
Recirculating 0.99 0.99 0.46 0.17
Table 1: Relative Frobenius error in approximating the F-block of ideal restriction using distance-one and
-two Neumann and `AIR approximations, for steady-state transport and a recirculating flow. Each problem
has approximately 6000 DOFs, and classical AMG coarsening is used to form a CF-splitting.
were eliminated in row i that were smaller than 0.001 · maxj |aij |. It is known that such an approach is
typically not effective on diffusive matrices, prompting research into more advanced techniques for reducing
the number of matrix nonzeros [6, 17, 54]. Here, we use a technique similar to the elimination used in [33],
but instead of actually eliminating entries, we add them to the diagonal in order to preserve the row sum.
The concept of collapsing entries to the diagonal is one of the original ideas of AMG [7, 48], and proves to
be a more robust technique than simple elimination when diffusion is introduced.
As an example, elimination and lumping are used on the discontinuous Galerkin (DG) discretization of
advection-diffusion-reaction considered in Section 4.2. Table 2 shows the average convergence factor (CF)
and so-called work-unit-per-digit-of-accuracy, denoted WPD, for various complexity reduction strategies.
The WPD is introduced in detail with numerical results in Section 4; for now, consider it as a linear measure
of time to solution, that is, dropping from 20 WPD to 10 is a 2× reduction in solve time.
None Lumping Elimination
κ/θD 0 0.001 0.01 0.1 0.001 0.01 0.1
WPD CF WPD CF WPD CF WPD CF WPD CF WPD CF WPD CF
10−10 12.2 0.37 9.5 0.38 9.1 0.38 11.3 0.49 9.6 0.38 9.1 0.38 12.7 0.53
10−7 12.1 0.37 9.3 0.37 8.5 0.36 11.8 0.51 9.7 0.38 8.8 0.37 13.2 0.55
10−4 20.1 0.51 17.7 0.51 18.0 0.56 114.7 0.93 17.9 0.52 27.3 0.68 267.9 0.97
10−1 38.0 0.56 32.8 0.57 42.1 0.71 DNC 94.6 0.82 223.7 0.94 DNC
10 45.0 0.61 38.4 0.62 48.9 0.74 DNC 105.7 0.84 179.6 0.92 DNC
Table 2: Results for various complexity-reduction techniques applied to a DG discretization of advection-
diffusion-reaction with diffusion coefficient κ and elimination/lumping tolerance θD. For all cases tested,
lumping entries in row i smaller than 0.001 ·maxj |aij | to the diagonal results in convergence factors approx-
imately equal to those achieved without lumping/elimination, while decreasing the WPD by 10−25%. DNC
denotes that the iterations did not converge.
A lumping tolerance of 0.001 has proven to be an effective choice for all problems we have tested. Solver
complexity is typically reduced 10–50%, and convergence factors increase a small amount or none. For all
`AIR results presented, all matrices in the hierarchy are lumped with tolerance 0.001. Although this is not
a fundamental part of the solver, it provides a nice reduction in complexity.
4. Numerical results. The model problem considered is the advection-diffusion-reaction equation,
−∇ · κ∇u+ β(x, y) · ∇u+ σu = f in Ω,(18)
defined over a convex domain, Ω, with Lipschitz continuous boundary, Γ. This allows us to focus on a broad
class of PDEs and the effects of nonsymmetry on the solver. Specifically, two cases of (18) are considered.
Section 4.1 considers a divergence-free recirculating flow with Dirichlet boundary conditions, discretized
using an SUPG method. This problem comes up fairly often, and is a good initial test; however, in the
hyperbolic limit of no diffusion, the recirculating flow problem is not well-posed in that limit. In this sense,
the recirculating flow can be thought of as a diffusion problem with added advection. In order to consider
the hyperbolic limit (and most nonsymmetric case), Section 4.2 then considers an upwind discontinuous
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Galerkin (DGu) discretization of an advection-diffusion-reaction equation with Dirichlet inflow boundaries,
Neumann outflow boundaries, and a velocity field β with no closed curves or stationary points [1, 52]. In
the hyperbolic limit of no diffusion, this problem reduces to the steady-state transport equation, and can be
thought of as steady-state transport with added diffusion. Further details on the discretization and results
can be found in Section 4.1. Discretizations are generated using the Dolfin finite element package [28].
All results presented here use AMG V-cycles as a preconditioner for GMRES. Coarsening is done using
a classical AMG CF-splitting, with no second pass [48]. A second pass is not used because it is not well
suited for parallel environments (for example, it is not used in Hypre [22]), and an algorithm amenable to
parallelization is one of the important features of `AIR. The lack of a second pass in coarsening to adjust
C-points and F-points is accounted for through modified interpolation routines [15] that are used here.
Strong connections for coarsening and the interpolation and restriction neighborhoods are determined using
a classical strength of connection (SOC) based on a hard minimum:
Ni =
{
j | i 6= j,−aij ≥ θmax
k 6=i
|aik|
}
,
for some tolerance θ, where Ni is the neighborhood of strong connections to node i. For degree-two neigh-
borhoods in `AIR, we only consider F-F-C connections, not F-C-C connections. This is consistent with the
goal of approximating AcfA
−1
ff in Rideal, which does not contain F-C-C connections. For coarsening, we use
θC = 0.4. It is interesting to note that tests indicate `AIR and classical interpolation methods perform well
with similar values of θ. Thus, strong connections for degree-one interpolation and restriction use θ1 = 0.1,
and strong connections for degree-two interpolation and restriction use θ2 = 0.2. The larger θ for degree-two
operators is meant to limit fill-in of the sparsity pattern.
All results based on `AIR use one iteration of F-F-C Jacobi relaxation following coarse-grid correction,
corresponding to two iterations of F-relaxation followed by one iteration of C-relaxation. In [33] and in
theory, only F-relaxation is discussed. In fact, for almost all problems, F-relaxation is sufficient and adding
one iteration of C-relaxation does not improve convergence. However, for a few cases, typically either higher-
order finite elements and/or diffusion-dominated problems, one iteration of C-relaxation is necessary for good
convergence. Thus, in order to demonstrate the method as robust with minimal parameter tuning, we use
F-F-C relaxation for all results. Classical AMG does not perform well with just F-relaxation, requiring
a global relaxation scheme for optimal results. To ensure the algorithms are similar from a comparative
perspective, classical AMG methods are run with one pre- and post-relaxation sweep of weighted Jacobi.
In results shown below, the methods used to build restriction and interpolation are denoted as a pair
(Rbuild, Pbuild), respectively. `AIR1 refers to degree-one `AIR and `AIR2 to degree-two `AIR, and likewise for
AMG1 and AMG2, specifically referring to modified classical interpolation (Eq. (4.4) in [15]) and Extended+i
interpolation (Eqs. (4.10–4.11) in [14]), respectively. One-point interpolation introduced in [33], where each
F-point is interpolated by value from its strongest C neighbor, is denoted 1P, and letting R := PT for a
Galerkin coarse grid is denoted PT . All problems are solved to a 10−12 relative residual tolerance with zero
right-hand side and random initial guess. The approximate spatial mesh size is denoted h.
Finally, we introduce the work-unit-per-digit-of-accuray (WPD) as an objective measure of the efficiency
of an AMG solver. One work unit (WU) measures the cost in floating-point operations (FLOPs) to perform
a sparse matrix-vector multiply with the original matrix. Other operations in the AMG solve are then
measured with respect to this metric, and the cycle-complexity (CC) is defined as the total number of WUs
to perform a single AMG cycle, including relaxation, computing the residual, restricting to the coarse grid,
and interpolating a correction. The relative efficiency of an AMG solver is then based on the cost of a
single iteration and the convergence factor ρ. One such measure is the total number of WUs to decrease the
residual by one order of magnitude, that is, the work-unit-per-digit-of-accuracy, which is given as
χwpd := − CC
log10 ρ
.
This measure is used to compare the performance of different solvers discussed here. Note that this does not
include FLOPs required in the setup phase. Although the setup phase can be a useful measure at times,
here it is a poor reflection of performance with respect to changes in problem size, or moving to a parallel
environment. In particular, `AIR requires a small dense solve to build each row of R, with size given by
the local size of the restriction neighborhood (see (17)), and cost which scales cubicly with size. However,
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this system does not increase with problem size, and is also strictly local and, thus, well suited for a parallel
environment. A parallel implementation in the hypre [20] library and a parallel performance model are
ongoing work, but outside the scope of this paper.
4.1. SUPG and Recirculating flow. One of the most popular discretizations for flow-problems
is a stabilized upwind discretization, in particular, the streamline upwind Petrov-Galerkin (SUPG) finite
element discretization, where artificial numerical diffusion is added in the direction of the velocity field for
stabilization purposes [11]. Our first test problem is a two-dimensional recirculating flow discretized with
an SUPG discretization on a random, triangular, unstructured mesh. The continuous problem on domain Ω
with boundary Γ, diffusion coefficient κ, and velocity field β is given as
−∇ · κ∇u+ β · ∇u = f in Ω,
u = 0 on Γ0
u = 1 on Γ1,
where Ω = (0, 1)× (0, 1), Γ1 = {(x, y) | x = 1, y ∈ [0, 1] or y = 1, x ∈ [0, 1]}, and Γ0 ∪ Γ1 = Γ. The velocity
field is a divergence-free recirculating flow given by
β(x, y) =
(
x(1− x)(2y − 1),−(2x− 1)(1− y)y
)
.
The solution for varying levels of diffusion, κ, is shown in Figure 1.
(a) κ = 10−4 (b) κ = h = 0.005 (c) κ = 1
Fig. 1: Solution of SUPG discretization of recirculating flow with varying diffusion coefficients, κ ∈
{10−4, h, 1}, representing the advection-dominated, equal advection and diffusion, and diffusion-dominated
cases, respectively.
Here, results of `AIR and classical AMG applied to the recirculating flow are presented. In this case,
as κ → 0, the problem is not well-posed and, in particular, the matrix becomes singular. Because of this,
results are not expected to be good for κ ≈ 0. As an example, Table 3 shows the approximate condition
number of the matrices A and Aff for κ ∈ [10−10, 1] and h = 170 . A pure diffusion discretization should
have an approximate condition number of 1h2 , while a pure advection discretization should have a condition
number of approximately 1h . For κ = 1, the conditioning of the SUPG discretization is close to the expected
1
h2 , but as κ→ 0, cond(A)→∞ as opposed to 1h , indicating a singular matrix.
`AIR performs well for reasonable values of κ. For linear finite elements (Figure 2), `AIR slightly out-
performs AMG for all κ in terms of WPD and, moreover, is able to effectively solve the problem for diffusion
coefficients 1–2 orders of magnitude smaller than AMG, corresponding to matrix condition numbers likely
two orders of magnitude larger (Table 3). Although results demonstrate `AIR as a robust solver and an
improvement over existing methods, we are not able to explore the highly nonsymmetric setting for which
`AIR is designed because the problem is not well-posed. This leads us to consider a time-dependent recir-
culating flow, where the linear system associated with pure advection is well posed (Section 4.1.1), followed
by a different variation of steady-state advection-diffusion-reaction that is well-posed in the hyperbolic limit
(Section 4.2).
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κ 10−10 10−7 10−5 0.001 0.01 0.1 1
cond(A) 7.1 · 109 4.5 · 109 1.23 · 108 1.23 · 106 123,300 12,332 2,279
cond(Aff ) 197,562 194,147 73,183 2,962 331 36 6.7
Table 3: Condition number of A and Aff as a function of diffusion coefficient κ for degree-one finite elements
on an unstructured mesh, with h ≈ 170 and 6300 DOFs (computed using NumPy [56]).
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(a) Degree-one finite element,
degree-one interpolation/restriction
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(b) Degree-one finite element,
degree-two interpolation/restriction
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(c) Degree-two finite elements
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(d) Degree-three finite elements
Fig. 2: WPD for `AIR and classical AMG applied to an SUPG discretization of a recirculating flow on
an unstructured mesh, using degree 1–3 finite elements. Spatial resolution is given by h = 11250 ,
1
625 ,
1
400 ,
respectively, leading to ≈ 2 · 106 DOFs for each problem. Classical AMG (R := PT ) results are shown in a
dotted line, and variations in `AIR in solid lines. As a reference, the typical convergence factor for χwpd of
20–25 WUs is ρ ≈ 0.5.
4.1.1. Time-dependent recirculating flow. So far, the steady-state advection-diffusion equation
has been considered which, in the case of a recirculating flow, is not well-posed for the purely advective case.
However, an alternative approach is to consider the time-dependent advection-diffusion equation:
ut −∇ · κ∇u+ β · ∇u = f in Ω,(19)
with spatial boundary conditions as before and some initial condition, u = u0 at time t = 0. As an example,
consider using a first-order implicit backward Euler discretization in time and SUPG in space. Let S denote
the discrete matrix associated with an SUPG spatial discretization of (19) and u(i) denote the solution at
the ith time step with step size δt. Each time step then consists of solving the linear system
(I + δtS)u(i+1) = u(i) + δtf.(20)
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Table 4 shows the average convergence factor of `AIR as applied to (20) for various parameter choices.
Here, `AIR proves to be an effective solver for implicit time-stepping of a recirculating flow, even with large
time steps, pure advection, and higher-order finite elements. In practice, considerations must be taken for
an appropriate combination of spatial and temporal discretization (e.g., CFL condition, h vs. δt, etc.);
nevertheless, results indicate that `AIR is a fast and robust solver for discretizations using implicit time-
stepping. Note that, for example, δt = dx
2 in the advective case is a trivial system to solve because the
linear system is diagonally dominant like 1/dx, but such results are included for completeness. Interestingly
with `AIR, time-stepping in the advection-dominated regime is actually faster in all cases than the diffusion-
dominated regime, likely due to the conditioning of an advective matrix scaling like 1/dx and diffusive like
1/dx2.
Degree-one elements Degree-two elements
κ 0 1 0 1
δt dx2 dx
√
dx dx2 dx
√
dx dx2 dx
√
dx dx2 dx
√
dx
CF 10−8 0.01 0.29 0.1 0.38 0.49 10−8 0.01 0.27 0.14 0.36 0.45
WPD 0.75 3.0 12.5 5.8 13.1 17.4 0.74 3.3 11.0 6.2 11.6 14.8
Table 4: Convergence factor (CF) and WPD of `AIR applied to (20) with various choices of time step,
diffusion coefficient, and initial guess, for dx = 11000 and about 1.25 · 106 DOFs.
(a) κ = 0 (b) κ = h = 0.005 (c) κ = 1
Fig. 3: Solution of DGu discretization of the specified advection-diffusion-reaction equation for varying
diffusion coefficients, κ ∈ {0, h, 1}, representing the purely advective, equal advection and diffusion, and
diffusion-dominated cases, respectively.
4.2. Upwind-DG and advection-diffusion-reaction. The second case of advection-diffusion-reaction
to be considered is a more general flow problem, written in conservative form [1, 52]. Let Γ = ∂Ω be the
boundary of our domain, with inflow boundary Γin = {x ∈ Γ | β(x) · n(x) < 0} and outflow boundary
Γout = {x ∈ Γ | β(x) · n(x) ≥ 0}. Then, consider
∇ · σ(u) + γu = f in Ω
u = gD on Γin
−κ∇u · n = gN on Γout,
where σ := −κ∇u+βu is the physical flux. Additional assumptions that β(x) has no closed curves and that
|β(x)| 6= 0 for all x ∈ Ω are made to ensure that the hyperbolic limit of steady-state transport for κ = 0
is well-posed. In the spirit of steady-state transport, γ represents the total cross section and is taken to be
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piecewise constant over the domain, varying by multiple orders of magnitude, and representing the thickness
of the background material. Specifically, let the domain be Ω = (0, 1)× (0, 1), with ΓD = Γ− being the south
and west boundaries and ΓN = Γ
+ the north and east boundaries. Then, let gN (x, y) = 0, gD(x, y) = 1, and
γ(x, y) =
104 x, y ∈ (0.25, 0.75)10−4 otherwise , β(x, y) =
(
y2, cos(pix/2)2
)
.
Such choices correspond to a curved velocity field, facing straight north at y = 0 and straight east at x = 1,
with a total cross section that is thick (γ  1) in a block in the center of the domain and thin (γ  1)
outside of this block. An upwind discontinuous Galerkin (DGu) formulation is used to discretize (Eq. 3.4
in [1]) on an unstructured mesh, and the solution for varying levels of diffusion is shown in Figure 3.
Here, the highly nonsymmetric (block triangular) hyperbolic limit, in which classical AMG proves unable
to converge, is considered. In order to compare with other solvers specifically developed for such problems,
`AIR is compared with a nonsymmetric smoothed aggregation (NSA) algorithm [49]. Although NSA is able
to solve most problems that are addressed here, in terms of convergence factor and WPD, `AIR proves
to be superior. Note that geometric multigrid (GMG), when applicable, is often faster than all algebraic
approaches. However, here we are working on unstructured meshes and without line relaxation, which makes
comparisons with GMG difficult.
4.2.1. DG block structure. One of the unique features of a DG discretization is the inherent block
structure associated with it, where each element comprises a set or block of DOFs in the matrix. In [33], the
resulting linear system was scaled by the block-diagonal inverse, Ax = b 7→ D−1B Ax = D−1B b, where DB is the
block-diagonal of A, in order to maintain a lower-triangular structure for the Neumann series approximation
to A−1ff . In adding diffusion (that is, symmetric components to the matrix) and using generalized `AIR
that does not depend on a triangular structure to the matrix, it is not obvious that scaling by the block-
diagonal inverse, or generally utilizing the block structure, is important. However, using the block structure
significantly improves convergence of `AIR for all advection-dominated problems. One possible explanation
is the effect of block-diagonal scaling on the condition number of the matrix:2
For advection-dominated problems with large discontinuities in γ, scaling by the block-diagonal inverse
maps a near-singular matrix to one conditioned about as we would expect for a pure advection problem ( 1h ).
Such improvement of conditioning of the linear system is good for iterative solvers in general. However, the
importance to `AIR is specifically that if D−1B A is well-conditioned, then we should be able to pick F-points
such that the resulting submatrix of F-F connections is also well-conditioned. Then (i) we should be able to
form a good approximation to −AcfA−1ff in ideal restriction, and (ii) F-relaxation should converge well. The
effect of scaling by D−1B on relaxation can be seen in Table 6, which shows the average convergence factor
of Jacobi relaxation on the larger matrices, A and D−1B A, and the F-F submatrices, Aff and (D
−1
B A)ff . In
the advection-dominated case, Jacobi relaxation does not converge on the submatrix Aff , and diverges as
applied to A. After scaling by D−1B , the pure advection case achieves convergence factors of ≈ 0.1 on the
F-F block.
κ 0 10−6 10−4 0.001 0.01 0.1 1 10 100
cond(A) 1164172 1074536 187700 92619 37836 7422 1132 413 684
cond(D−1B A) 86.7 86.7 85.2 77.9 125 228 296 359 619
Table 5: Condition number of A and D−1B A as a function of diffusion coefficient κ for degree-one finite
elements on an unstructured mesh, with h ≈ 125 and 3030 DOFs (computed using NumPy [56]).
Tables 5 and 6 indicate that the DG block-structure can be an important feature for a solver to consider,
particularly for advection-dominated problems. However, block-matrix structure can be handled in a number
of ways. Three natural approaches are (i) treating the matrix as is, without considering block structure, (ii)
2Due to the significant difference in conditioning of A and D−1B A, a detailed analysis connecting the finite element theory
and linear algebra in this regard is likely in order, but outside the scope of this paper.
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κ 0 10−8 10−7 10−6 10−5 10−4 0.001 0.01 0.1 1 10 100
CF(A) 1.58 1.58 1.58 1.57 1.54 1.28 0.99 0.97 0.94 0.94 0.94 0.93
CF(D−1B A) 0.95 0.95 0.95 0.95 0.94 0.91 0.89 0.88 0.89 0.89 0.88 0.88
CF(Aff ) 1.00 1.00 1.00 1.00 0.98 0.94 0.83 0.65 0.67 0.70 0.71 0.73
CF((D−1B A)ff ) 0.12 0.33 0.38 0.47 0.47 0.51 0.52 0.49 0.54 0.50 0.50 0.50
Table 6: Average convergence factor of 50 iterations of Jacobi relaxation on A, Aff , D
−1
B A, and (D
−1
B A)ff .
Degree-one finite elements are used on an unstructured mesh, with h = 1500 , approximately 2 · 106 DOFs,
and κ ∈ [0, 100].
scaling the system by the block-diagonal inverse, and (iii) treating the entire AMG hierarchy nodally, that
is, computing the SOC, CF-splitting, and transfer operators by block. One benefit of `AIR is, similar to
smoothed aggregation (SA) multigrid methods, there is a natural approach to handling block structure by
coarsening by block and building R by block. This is in contrast to classical AMG methods, which typically
struggle with matrices of block structure. If the block structure is not accounted for, no combinations of
`AIR and AMG converge in the advection-dominated case, which is the focus of this paper. For advection-
dominated problems, treating the system nodally leads to similar convergence factors to those obtained on
the block-diagonally scaled matrix, with slightly higher setup wall-clock times because a block neighborhood
in `AIR is larger than a scalar neighborhood and, thus, the dense linear systems larger. However, scaling by
the block inverse is detrimental to convergence in the diffusion-dominated case, particularly for high-order
finite elements, likely because it is mapping a near-symmetric matrix to be highly nonsymmetric. For that
reason, the remainder of this section uses block `AIR as the most effective general solver. Because block
classical AMG interpolation methods are not well developed, one-point interpolation is used, which naturally
extends to the block setting.
Remark 3. With careful tuning of parameters, scalar, classical AMG methods do converge on most prob-
lems that are strongly diffusion dominated, κ 1/h. However, such results were found to be very sensitive
to parameter tuning, particularly for increased finite-element order and problem dimension, and typically did
not outperform NSA or `AIR. Classical AMG was unable to converge for all advection-dominated problems
tested, except for linear finite elements in two dimensions, with κ ≈ 1/h, where convergence factors were
still worse than `AIR or NSA.
4.2.2. `AIR and convergence as a function of κ. Figure 4 shows WPD of block-`AIR and NSA-
with-block-diagonal-scaling applied to the linear systems corresponding to κ ∈ [10−10, 100]. `AIR performs
well in all advection-dominated cases, including high-order elements and two and three dimensions, and is
3−8× faster than NSA in terms of WPD for parameters tested here.3 In all cases, performance of block NSA
proved to be worse than NSA, and results are not included. It is also interesting to note that applying scalar
`AIR to the block-diagonally scaled system performs as well or better in highly advection-dominated cases.
However, as diffusion is introduced, even for κ > 10−5, convergence of scalar `AIR degrades substantially
with high-order elements and three dimensions.
Note that, using a block solver or not, diffusion-dominated problems in 3d appear to be difficult for `AIR
and SA. That high-order and high-dimensionality DG discretizations of elliptic problems can be difficult for
solvers and AMG is well known. This has prompted research into specific modifications for an effective
DG solver; in particular, the SA approach developed for high-order DG discretizations of elliptic problems
in [44] may outperform `AIR and SA as studied here for the 3d diffusion-dominated case. However, in [44],
W-cycles were necessary for scalable convergence, again indicating the difficulty of such discretizations.
Interestingly, it seems that DG discretizations of advection-dominated problems can now be solved faster
than diffusion-dominated problems, contrary to traditional thought on fast solvers and classes of PDEs.
3Moderate optimization of parameters has been done for both solvers; it is possible results could be improved in either case,
in particular if focused on a specific problem
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5. Overview and conclusions. Although nonsymmetric linear systems arise often in the study of
numerical PDEs, they tend to lack fast and robust solvers. AMG is often the solver of choice for SPD matrices
in high-performance codes and, here, we present a new variation of AMG based on a local approximation to
the ideal restriction operator. The resulting method, `AIR, proves to be a fast and robust solver for scalar
advection-diffusion-reaction equations. For diffusion-dominated problems, `AIR is competitive with classical
AMG techniques and, using an SUPG discretization, is able to solve a steady-state recirculating flow problem
with high-order finite elements and an unstructured mesh. In the advection-dominated case, the steady-state
recirculating flow is not well-posed; however, `AIR proves to be a robust solver for implicit time-stepping
applied to a recirculating flow as well as an upwind DG discretization of advection-diffusion-reaction. For
the advection-diffusion-reaction problem discretized by DG, `AIR is able to solve high-order discretizations,
from strictly advective to diffusion dominated, on unstructured grids, and with moderate complexity (see
Figure 4a). `AIR also consistently outperforms a nonsymmetric smoothed aggregation algorithm, the current
state-of-the-art for highly nonsymmetric problems, in the advection-dominated regime.
A block analysis of AMG in Section 2 provided theoretical motivation for `AIR. A more recent, compan-
ion paper [33] extends this analysis, developing a complete convergence framework for `AIR, with sufficient
conditions for the `2-convergence of error and residual. Building on the convergence framework in [33] and
encouraging results shown here, a future research direction of interest is extending `AIR to systems of PDEs.
Systems of PDEs remain something of an open question for AMG in general; `AIR provides a robust method
for solving scalar advection-dominated problems that classical AMG struggles with, and this could be of great
use for solving systems with strong advection. A few notable systems of interest include the Euler equations,
shallow-water equations, and Navier Stokes.
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(a) Two dimensions, `AIR
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(b) Two dimensions, NSA
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(c) Three dimensions, `AIR
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(d) Three dimensions, NSA
Fig. 4: WPD for `AIR and classical AMG applied to a DGu discretization of advection-diffusion-reaction
on an unstructured mesh and degree 1–3 finite elements. The spatial resolution for high-order finite element
matrices was chosen so that all matrices have approximately the same number of degrees of freedom as the
linear element matrix, that is, h = 1500 ,
1
350 ,
1
275 , respectively, leading to ≈ 2 · 106 DOFs for each problem.
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