Abstract. Lattice reduction is a geometric generalization of the problem of computing greatest common divisors. Most of the interesting algorithmic problems related to lattice reduction are NP-hard as the lattice dimension increases. This article deals with the low-dimensional case. We study a greedy lattice basis reduction algorithm for the Euclidean norm, which is arguably the most natural lattice basis reduction algorithm because it is a straightforward generalization of an old two-dimensional algorithm of Lagrange, usually known as Gauss' algorithm, and which is very similar to Euclid's gcd algorithm. Our results are twofold. From a mathematical point of view, we show that up to dimension four, the output of the greedy algorithm is optimal: The output basis reaches all the successive minima of the lattice. However, as soon as the lattice dimension is strictly higher than four, the output basis may be arbitrarily bad as it may not even reach the first minimum. More importantly, from a computational point of view, we show that up to dimension four, the bit-complexity of the greedy algorithm is quadratic without fast integer arithmetic, just like Euclid's gcd algorithm. This was already proved by Semaev up to dimension three using rather technical means, but it was previously unknown whether or not the algorithm was still polynomial in dimension four. We propose two different analyzes: a global approach based on the geometry of the current basis when the length decrease stalls, and a local approach showing directly that a significant length decrease must occur every O(1) consecutive steps. Our analyzes simplify Semaev's analysis in dimensions two and three, and unify the cases of dimensions two to four. Although the global approach is much simpler, we also present the local approach because it gives further information on the behavior of the algorithm.
Introduction
A lattice is a discrete subgroup of R n . Any lattice L has a lattice basis, namely, a set {b 1 , . . . , b d } of linearly independent vectors such that the lattice is the set of all integer linear combinations of the b i 's:
A lattice basis is usually not unique, but all the bases have the same number of elements, called the dimension or rank of the lattice. In dimension higher than one, there are infinitely many bases, but some are more interesting than others: They are called reduced. Roughly speaking, a reduced basis is a basis made of reasonably short vectors that are almost orthogonal. Finding good reduced bases has proved invaluable in many fields of computer science and mathematics, particularly in cryptology (see, for instance, the survey Nguyen and Stern [2001] ); and the computational complexity of lattice problems has attracted considerable attention in the past few years (see, for instance, the book Micciancio and Goldwasser [2002] ), following Ajtai's discovery [1996] of a connection between the worst-case and average-case complexities of certain lattice problems. Lattice reduction can be viewed as a geometric generalization of gcd computations.
There exist many different notions of reduction, such as those of Hermite [1850] , Minkowski [1896] , Hermite-Korkine-Zolotarev (HKZ) [Hermite 1905; Korkine and Zolotarev 1873] , Venkov [Ryskov 1972 ], Lenstra-Lenstra-Lovász (LLL) [Lenstra et al. 1982] , etc. Among these, the most intuitive one is perhaps Minkowski's, and up to dimension four it is arguably optimal compared to all other known reductions because it reaches all the so-called successive minima of a lattice. However, finding a Minkowski-reduced basis or a HKZ-reduced basis is NPhard under randomized reductions as the dimension increases, because such bases contain a shortest lattice vector and the shortest vector problem is NP-hard under randomized reductions [Ajtai 1998 ]. In order to better understand lattice reduction, it is tempting to study the low-dimensional case. Improvements in low-dimensional lattice reduction may lead to significant runtime improvements in high-dimensional lattice reduction, as the best lattice reduction algorithms known in theory [Gama and Nguyen 2008; Schnorr 1987] and in practice [Schnorr and Euchner 1994; Schnorr and Hörner 1995] for high-dimensional lattices are based on a repeated use of low-dimensional HKZ-reduction.
Lagrange's algorithm [1773] computes in quadratic time (without fast integer arithmetic [Schönhage and Strassen 1971] ) a Minkowski-reduced basis of any twodimensional lattice. This algorithm, which is a natural generalization of Euclid's gcd algorithm, was also described later by Gauss [1801] , and is often erroneously called Gauss' algorithm. It was extended to dimension three by Vallée [1986] and Semaev [2001] : Semaev's algorithm is quadratic without fast integer arithmetic, whereas Vallée's has cubic complexity. More generally, Helfrich [1985] showed by means of the LLL algorithm [Lenstra et al. 1982] how to compute in cubic time a Minkowskireduced basis of any lattice of fixed (arbitrary) dimension, but the hidden complexity constant grows very fast with the dimension. Finally, Eisenbrand and Rote [2001] described a lattice basis reduction algorithm with a quasilinear time complexity in any fixed dimension, but it is based on exhaustive enumerations and the complexity seems to blow up very quickly when the dimension increases. Moreover, they use fast integer arithmetic [Schönhage and Strassen 1971] .
In this article, we generalize Lagrange's algorithm to arbitrary dimension. Although the obtained greedy algorithm is arguably the simplest lattice basis reduction algorithm known, its analysis becomes remarkably more and more complex as the dimension increases. Semaev [2001] was the first to prove that the algorithm was still polynomial time in dimension three, but the polynomial-time complexity and the output quality remained open for higher dimension (see Semaev [2001, Remark 5] ). We show that up to dimension four, the greedy algorithm computes a Minkowski-reduced basis in quadratic time without fast arithmetic (which gives hope for a quasilinear-time algorithm using fast arithmetic). This immediately implies that a shortest vector and a HKZ-reduced basis can be computed in quadratic time up to dimension four. Independently of the runtime improvement, we hope our analysis may help to design new lattice reduction algorithms.
We propose two different approaches, both based on geometric properties of lowdimensional lattices, which generalize two different analyzes of Lagrange's algorithm. The global approach generalizes up to dimension four the two-dimensional analysis of Vallée [1991] , and that of Akhavi [2000] where it was used to bound the number of loop iterations of the so-called optimal LLL algorithm in any dimension. Our generalization is different from this one. Roughly speaking, the global approach considers the following question: What does happen when the algorithm stops working well, that is, when it no longer shortens much the longest basis vector? The local approach considers a dual question: Can we bound directly the number of consecutive steps necessary to significantly shorten the basis vectors? In dimension two, this method is very close to the argument given by Semaev [2001] , which is itself very different from previous analyzes of Lagrange's algorithm [Kaib and Schnorr 1996; Lagarias 1980; Vallée 1991] . In dimension three, Semaev's analysis [2001] is based on a rather exhaustive analysis of all the possible behaviors of the algorithm, which involves quite a few computations and makes it difficult to extend to higher dimension. We replace the main technical arguments by geometrical considerations on two-dimensional lattices. This makes it possible to extend the analysis to dimension four, by carefully studying geometrical properties of three-dimensional lattices, although a few additional technical difficulties appear.
The global approach provides a quicker proof of the main result, but less insight on the local behavior of the algorithm, that is, how the algorithm makes progress in successive loop iterations. The local approach relies on more subtle geometrical properties of low-dimensional lattices, including the shapes of their Voronoï cells.
Roadmap of the Article. In Section 2, we recall useful facts about lattices. In Section 3, we recall Lagrange's algorithm and give two different complexity analyzes. In Section 4 we describe its natural greedy generalization. Section 5 provides an efficient low-dimensional closest vector algorithm which is the core of the greedy algorithm. In Section 6, we give our global approach to bound the number of loop iterations of the algorithm, and in Section 7 we prove the claimed quadratic complexity bound. In Section 8 we give an alternative proof for the bound of the number of loop iterations, the so-called local approach. In dimension below four, the quadratic complexity bound can also be derived from Sections 8 and 7 independently of Section 6. In Section 9, we prove geometrical results on low-dimensional lattices that are useful to prove the so-called Gap lemma, an essential ingredient of the local approach of Section 8. Finally, in Section 10, we explain the difficulties arising in dimension 5. The structure of the proof of the complexity bound is given in Figure 1 .
Preliminary Remark. The present article is an extended and improved version of the conference paper [Nguyen and Stehlé 2004] . Interestingly, the cancellation technique of Section 7 has been slightly modified to give a precise analysis of a provable floating-point LLL algorithm, in Nguyen and Stehlé [2005] , leading to the first LLL algorithm with quadratic complexity. In the conference version [Nguyen and Stehlé 2004] , we claimed that all variants of the LLL algorithm were at least cubic in any fixed dimension: This is no longer true since Nguyen and Stehlé [2005] , which was motivated by the present low-dimensional work.
Notation. Let · and ·, · denote, respectively, the Euclidean norm and inner product of R n ; variables in bold are vectors; whenever the notation [b 1 , . . . , b d ] ≤ is used, we have b 1 ≤ · · · ≤ b d and in such a case, we say that the b i 's are ordered. Besides, the complexity model we use is the RAM model and the computational cost is measured in elementary operations on bits. In any complexity statement, we assume that the underlying lattice L is integral (L ⊆ Z n ). If x ∈ R, then x denotes a nearest integer to x. For any n ∈ N, S n denotes the group of the permutations of [[1, n] ].
Preliminaries
We assume the reader is familiar with geometry of numbers (see Cassels [1971] , Martinet [2002] , and Siegel [1989] ). 
is the radius of the smallest closed ball centered at the origin containing at least i linearly independent lattice vectors. The most famous lattice problem is the Shortest Vector Problem (SVP): Given a basis of a lattice L, find a lattice vector whose norm is exactly λ 1 (L). There always exist linearly independent lattice vectors v i 's such that v i = λ i (L) for all i. Amazingly, as soon as d ≥ 4 such vectors do not necessarily form a lattice basis, and when d ≥ 5 there may not even exist a lattice basis reaching all the minima. 
With the preceding statement, one might think that to ensure that a given basis is Minkowski-reduced, there are infinitely many conditions to be checked. Fortunately, a classical result states that in any fixed dimension, it is sufficient to check a finite subset of them. This result is described as the second finiteness theorem in Siegel [1989] . Several sufficient sets of conditions are possible. We call Minkowski conditions such a subset with minimal cardinality. Minkowski conditions have been obtained by Tammela [1973] up to dimension 6. As a consequence, in low dimension, one can check very quickly if a basis is Minkowski-reduced by checking these conditions. Minkowski-reduced A basis of a d-dimensional lattice that reaches the d minima must be Minkowskireduced, but a Minkowski-reduced basis may not reach all the minima, except the first four ones (see van der Waerden [1956] 
Therefore, a Minkowski-reduced basis is optimal in a natural sense up to dimension four. A related classical result (see, van der Waerden [1956] ) states that the orthogonality defect of a Minkowski-reduced basis can be upper-bounded by a constant that only depends on the lattice dimension.
Hermite reduction. Hermite [1905] 
In particular a Hermitereduced basis is always Minkowski-reduced. The converse is true as long as d ≤ 6 (see Ryskov [1972] [Hermite 1905; Korkine and Zolotarev 1873] seems to be stronger than Minkowski's: All the elements of a HKZ-reduced basis are known to be very close to the successive minima (see Lagarias et al. [1990] Voronoï vector (respectively, strict Voronoï vector) . In his Ph.D. thesis, Tammela [1973] listed the possible strict Voronoï coords up to dimension 6. We will notice later that the set of possible Voronoï coords is strictly larger than the set of possible strict Voronoï coords. THEOREM 2.3.1 ([TAMMELA 1973; STOGRIN 1977] In some parts of the article, we will deal with Voronoï coordinates with respect to other types of reduced bases: The kind of reduction considered will be clear from the context. The covering radius ρ(L) of a lattice L is half of the diameter of the Voronoï cell. The Closest Vector Problem (CVP) is a nonhomogeneous version of the SVP: Given a basis of a lattice and an arbitrary vector x of R n , find a lattice vector v minimizing the distance v−x . In other words, if y denotes the orthogonal projection of the vector x onto the linear span of L, the goal is to find v ∈ L such that y − v belongs to the Voronoï cell of L.
We have seen that if [b 1 , . . . , b d ] ≤ is Minkowski-reduced, then the Voronoï coordinates are confined. There is a result due to Delone and Sandakova (see Delone and Sandakova [1961] and Stogrin [1977] ) claiming a stronger statement: If the basis is reduced, then the (real) coordinates towards the basis vectors of any point of the Voronoï cell are bounded. This result holds in any dimension and for different types of basis reductions, but the following is sufficient for our needs. . Write u = xb 1 + yb 2 + zb 3 . Then |x| < 3/2, |y| ≤ 4/3 and |z| ≤ 1.
Two Classical Analyses of Lagrange's Algorithm
Lagrange's algorithm (described in Figure 2 ) can be seen as a two-dimensional generalization of the centered Euclidean algorithm. At step 2 of each loop iteration, the vector u is shorter than the vector v, and one would like to shorten v while preserving the fact that [u, v] is a lattice basis. This can be achieved by subtracting from v a multiple xu of u because such a transformation is unimodular. The optimal choice (to make the norm of the vector v decrease as much as possible for this loop iteration) is when xu is the closest vector to v, in the one-dimensional lattice spanned by u. This gives rise to x := u,v u 2 . In other words, we size-reduce the basis [u, v] . The values u, v and u 2 are extracted from G(u, v), which is updated efficiently at step 5 of each loop iteration. Indeed, at the beginning of the loop iteration, the Gram matrix is In dimension two, the main difficulty is to prove that the total number of loop iterations is O(1 + log v − log λ 1 (L)), where v is the initial second basis vector. We will first show this with the global approach, then with the local approach. Finally, we will deduce the quadratic bit-complexity.
Low-Dimensional Lattice Basis Reduction Revisited
3.1. THE GLOBAL ANALYSIS OF LAGRANGE'S ALGORITHM. The global analysis of Lagrange's algorithm can be found in Vallée [1991] and Akhavi [2000] , where a weaker version of Theorem 3.0.3 was proved with a cubic (and not quadratic) bit-complexity. In this approach, we split the loop iterations of the algorithm into two phases: a first phase with O(1 + log v − log λ 1 (L)) loop iterations, and a second phase with O(1) loop iterations.
To do so, let η such that 0 < η < 1. We define the first phase as all the first consecutive loop iterations such that r (defined at step 2) is at least 1 + η shorter than the current v. Thus, the product of the lengths of the basis vectors decreases at least by a factor 1 + η at each loop iteration. Since this product is always ≥ λ 1 (L) 2 , it follows that the number of loop iterations of the first phase is
It remains to prove that the second phase has O(1) loop iterations, independently of the lattice. After the first phase, either the algorithm terminates in which case we are done, or during the last loop iteration of the first phase, the triple (u, v, r) satisfies the following inequalities right after step 2.
We show that the basis [u, v] ≤ has bounded orthogonality defect. Let v
where 1/(1 + η) 2 − 1/4 > 0 since 0 < η < 1. It follows that [u, v] ≤ has bounded orthogonality defect, namely
This implies that the second phase has O(1) loop iterations, where the constant is independent of the lattice. Indeed, because the algorithm is greedy, each new vector "r i " created during each step 2 of the second phase cannot be longer than u. But the number of lattice vectors w ∈ L such that w ≤ u is O(1). To see this, write
So the integer w 2 has only O(1) possible values: Note that if η is chosen sufficiently small, we can even ensure δ ⊥ (u, v) 2 < 2 and therefore |w 2 | ≤ 1. And for each value of w 2 , the number of possibilities for the integer w 1 is at most two.
3.2. THE LOCAL ANALYSIS OF LAGRANGE'S ALGORITHM. We provide another proof of the classical result that Lagrange's algorithm has quadratic complexity. Compared to other proofs, our local method closely resembles the recent one of Semaev [2001] , itself relatively different from Akhavi and Moreira dos Santos [2004] , Kaib and Schnorr [1996] , Lagarias [1980] , and Vallée [1991] . The analysis is not optimal (as opposed to Vallée [1991] ) but its basic strategy can be extended up to dimension four. This strategy gives more information on the behavior of the algorithm. Consider the value of x at step 2.
-If x = 0, this must be the last iteration of the loop.
-If |x| = 1, there are two cases.
- 
, which is greater than 3 v − xu 2 provided that this is not the last loop iteration.
This shows that the product of the norms of the basis vectors decreases by a multiplicative factor of at least √ 3 at each loop iteration except possibly the first and last ones. Thus, the number τ of loop iterations is upper-bounded by O(1 + log v − log λ 1 (L)). 
If we denote by u i and v i the values of u and v at the ith iteration, then v i+1 = u i and we obtain that the bit-complexity of Lagrange's algorithm is bounded by
where τ = O(1 + log v − log λ 1 ) is the total number of loop iterations. This completes the proof of Theorem 3.0.3.
A Greedy Generalization of Lagrange's Algorithm
In the previous section, we viewed Lagrange's algorithm as a greedy algorithm based on the one-dimensional CVP. It suggests a natural generalization to arbitrary dimension that we call the greedy reduction algorithm. We study properties of the bases output by the greedy algorithm by defining a new type of reduction and comparing it to Minkowski's reduction.
4.1. THE GREEDY REDUCTION ALGORITHM. Lagrange's algorithm suggests the general greedy algorithm described in Figure 3 [Kannan 1983 ] could be used but they do not seem to suffice to prove a quadratic bit complexity of the greedy algorithm. We will describe in Section 5 a tailored closest vector algorithm that allows us to prove this complexity bound. And this closest vector algorithm will also efficiently update the Gram matrix, as required by step 6: A naive update of the Gram matrix would not be enough to ensure a quadratic bit-complexity. Notice that for d = 2, the greedy algorithm is exactly Lagrange's algorithm. From a geometrical point of view, the goal of steps 5 and 6 is to make sure that the orthogonal projection of the
An easy proof by induction on d shows that the algorithm terminates. Indeed, the new vector b d of step 6 is strictly shorter than b d−1 if the loop does not end at step 7. Thus the product of the norms of the b i 's decreases strictly at each iteration of the loop that is not the last one. But for all B, the number of lattice vectors of norm less than B is finite, which completes the proof.
Although the description of the greedy algorithm is fairly simple, analyzing its complexity seems difficult. Even the two-dimensional case of Lagrange's algorithm is not trivial. 4.2. AN ITERATIVE DESCRIPTION OF THE GREEDY ALGORITHM. We will also use an iterative version of the greedy algorithm, described in Figure 4 , and which performs exactly the same operations as the recursive version. With this alternative description, the resemblance with the usual LLL algorithm is clearer: The closest vector of step 2 is replaced in the LLL algorithm by an approximate closest vector and the length condition of step 4 is replaced by the so-called Lovász condition. We will use this iterative description in the bit-complexity analysis, namely in Section 7, while Sections 6 and 8 will focus on the recursive description to show that the number of loop iterations of the iterative algorithm is at most linear in the bit-size of the input.
The main result of the article is the following. 
where the O() constant is independent of the lattice. Moreover, in dimension five, the output basis may not be Minkowski-reduced. 4.3. GREEDY REDUCTION. Here we study some properties of the bases output by the greedy algorithm. As previously mentioned, it is not clear why Lagrange's algorithm outputs a Minkowski-reduced basis. But it is obvious that the output basis
This suggests the following definition.
In other words, we have the following recursive definition: A one-dimensional basis is always greedy-reduced, and an ordered basis PROOF. The first statement follows directly from the definitions of the Minkowski and greedy reductions. The second one is obvious if one considers Theorem 2.2.2: Up to dimension four the conditions involve only zeros and ones. It now remains to give a counterexample in dimension five. We consider the lattice spanned by the columns of the matrix
where ε ∈ (0, −2 + 4
). The upper bound on ε implies that
The given basis is not Minkowski-reduced because it does not reach the first four minima of the lattice: As a consequence, the greedy algorithm outputs a Minkowski-reduced basis up to dimension four, thus reaching all the successive minima of the lattice. Furthermore, beyond dimension four, the greedy algorithm outputs a greedy-reduced basis that may not be Minkowski-reduced. The following lemma shows that greedy-reduced bases may considerably differ from Minkowski-reduced bases beyond dimension four. 
PROOF. Consider the greedy-reduced basis spanned by the columns of the matrix ⎡
is a lattice vector of length 2ε. Moreover, the vector b 1 is of length 2, which proves the first fact. Finally, we have vol L = 16ε and the product of the b i 's is larger than 16, which proves the second statement of the lemma.
Such properties do not hold for Minkowski-reduced bases. The first phenomenon shows that greedy-reduced bases may be arbitrarily far from the first minimum while the second one shows that a greedy-reduced basis may be far from being orthogonal.
The Closest Vector Problem in Low Dimensions
We now explain how steps 5 of the recursive greedy algorithm and 2 of the iterative variant can be implemented efficiently up to d = 5.
Step 5 
The index α appearing in the statement of the theorem requires an explanation. Consider the iterative version of the greedy algorithm. The index k can increase and decrease rather arbitrarily. For a given loop iteration, the index α tells us which vectors have not changed since the last loop iteration for which the index k had the same value. Intuitively, the reason why we can make the index α appear in the statement of the theorem is that we are working in the orthogonal complement of the vectors b 1 , . . . , b α−1 . The use of the index α is crucial. If we were using the weaker bound O(log t ·[1+log t −log b 1 ]), we would not be able to prove the quadratic bit-complexity of the greedy algorithm. Rather, we would obtain a cubic complexity bound. This index α is also crucial for the quadratic bit-complexity of the floating-point LLL described in Nguyen and Stehlé [2005] .
Intuitively, the algorithm works as follows: An approximation of the coordinates (with respect to the b i 's) of the closest vector is computed using linear algebra and the approximation is then corrected by a suitable exhaustive search.
PROOF. Let h be the orthogonal projection of the vector t onto the linear span of b 1 , . . . , b d−1 . We do not compute h but introduce it to simplify the description of the algorithm. There exist y 1 , . . . ,
However, for any C > 0, the coordinates (with respect to any basis of orthogonality defect ≤ C) of any point inside the Voronoï cell can be bounded independently from the lattice (see Stogrin [1977] ). It follows that if we know an approximation of the y i 's with sufficient precision, then c can be derived from a O(1) exhaustive search, since the coordinates y i − x i of h − c are bounded (the orthogonality defect of the Minkowski- 
The matrix H is exactly G, where the ith row has been divided by b i 2 . We have
. .
We use the latter formula to compute the y i 's with an absolute error ≤ 1/2, within the expected time. Let r = max i log
Notice that r = O(1 + log t − log b α ), which can be obtained by bounding b i , t depending on whether i ≥ α:
Minkowski-reduced and therefore pairwise Lagrange-reduced), and that det(H ) =
2 is lower bounded by some universal constant (because the orthogonality defect of the Minkowski- 
. It follows that one can compute the entries of the matrix H −1 with an absolute precision of (r ) bits, within O(r 2 ) binary operations, for example, by computing (r )-bit long approximations to both the determinant and the comatrix of H (though not efficient, it can be done with Leibniz formula). One eventually derives the y i 's with an absolute error ≤ 1/2, by a matrix-vector multiplication involving (r )-bit long approximations to rational numbers.
From Eq.
(1) and the previous discussion on the quantities 
Because of the length upper bound on the x j 's, this computation can be performed within the expected time. The same holds for the diagonal entry, by using the equality
It can be proved that this result remains valid when replacing Minkowski reduction by any kind of basis reduction that ensures a bounded orthogonality defect, for example, LLL-reduction. Besides, notice that Theorem 2.3.2 can be used to make Theorem 5.0.4 more practical: The bounds given in Theorem 2.3.2 help in decreasing drastically the cost of the exhaustive search following the linear algebra step.
The Global Approach
In this section we describe the global approach to prove that there is a linear number of loop iterations during the execution of the iterative version of the greedy algorithm (as described in Figure 4 ). The goal of this global approach is to prove Theorem 6.0.5. The proof of this last theorem can be replaced by another one that we describe in Sections 8 and 9. We call this alternative proof the local approach. In both cases, the complexity analysis of the greedy algorithm finishes with Section 7. This last section makes use of the local and global approaches only through Theorem 6.0.5.
In the present section, we describe a global analysis proving that the number of loop iterations of the iterative greedy algorithm is at most linear in log b d , as long as d ≤ 4. More precisely, we show that the next theorem holds. 
To obtain this result, we show that in any dimension d ≤ 4, there are at most N = O(1) consecutive loop iterations of the recursive algorithm described in Figure 3 without a significant length decrease, that is, without a decrease of the product of the lengths of the basis vectors by a factor higher than K for some constant K > 1. This fact implies that there cannot be more than N d = O(1) consecutive loop iterations of the iterative algorithm without a decrease of the product of the lengths of the basis vectors by a factor higher than K . This immediately implies Theorem 6.0.5. More precisely, we prove the following. Our proof of Theorem 6.0.6 is as follows. We first define two different phases in the execution of the recursive d-dimensional greedy algorithm. In the first phase, when a vector is shortened, its length decreases by at least a factor of 1 + η for some η > 0 to be fixed later. All these steps are good steps since they make the product of the lengths of the basis vectors decrease significantly. In the second phase, the lengths of the vectors are not decreasing much, but we will show that once we enter this phase, the basis is nearly orthogonal and there remain very few loop iterations. 6.1. TWO PHASES IN THE RECURSIVE GREEDY ALGORITHM. We divide the successive loop iterations of the recursive greedy algorithm into two phases: the η-phase and the remaining phase. The execution of the algorithm starts with the η-phase. The loop iterations are in the η-phase as long as the new vector b d of step 6 is at least (1 + η) times shorter than the previous b d . Once there is no more a large length decrease, all the remaining loop iterations are in the remaining phase. More precisely, the η-phase is exactly made of the loop iterations of the η-greedy algorithm of Figure 5 , which simulates the beginning of the execution of the greedy algorithm. The remaining phase corresponds to the execution of the recursive greedy algorithm of Figure 3 given as input the output basis of the η-greedy algorithm.
It is clear that all loop iterations in the η-phase are good loop iterations: The product of the lengths of the basis vectors decreases by a factor higher than 1 + η. Moreover, if d ≤ 4, when the execution of the algorithm enters the remaining phase, the basis has a bounded orthogonality defect. 
Notice that if k ≤ 4, then 
which gives the result. ≥ C, since the numerator is constant (it is the determinant of the lattice) and the denominator decreases, then all the bases appearing in the execution of the greedy algorithm satisfy this condition. Any vector b i appearing during the execution of the algorithm satisfies i , we obtain that
THE GREEDY ALGORITHM WITH
This gives that for any choice of (x i+1 , . . . , 
Quadratic Bit-Complexity
In this section we use Theorems 5.0.4 and 6.0.5 of the two previous sections to prove the quadratic bit complexity claimed in Theorem 4.2.1. To do this, we generalize the cancellation phenomenon used in the analysis of Lagrange's algorithm in Section 3. 
. Let t be a loop iteration. Let ϕ(t) = max(t < t, k(t ) ≥ k(t)) if it exists and 1 otherwise, and α(t)
= min k(t ), t ∈ [[ϕ(t), t − 1]] − 1 if k(t) ≥ k(t − 1) and α(t) = k(t) − 1 otherwise.
The cost of the tth loop iteration of the iterative greedy algorithm is bounded by
O log b d · 1 + log b (t) k(t) − log b (t) α(t) .
PROOF. Between loop iterations ϕ(t) and
For each of these subsums, we keep k − 1 positive terms and k − 1 negative terms, and make the others vanish in a progressive cancellation. The crucial point to do this is the following. LEMMA 7.0.3. Let k ∈ [ [2, d] ] and t 1 < t 2 < · · · < t k be loop iterations of the iterative greedy algorithm such that for any j < k, we have k(t j ) = k. Then there exists j < k with b
Here j is well defined because the set of indices i is nonempty (it contains 1). Since
. Because for a given index the lengths of the vectors are always decreasing, we have
By definition of T k the vectors b 1 , . . . , b k−1 do not change between loop iterations t k−1 and T k . Therefore
If j = k − 1, we have the result. Otherwise there exists a first loop iteration
If j = k −2 we have the result, otherwise we go on constructing such loop iterations T i 's to obtain the result.
We can now finish the complexity analysis. Let k ∈ [ [2, d] 
where λ 1 is the first minimum of the lattice we are reducing. Lemma 7.0.3 helps bounding the right-hand side of the aforesaid bound. First, we apply it with t 1 , . . . , t k . Thus there exists j < k such that b
The indices "i = k" in the positive sum and "i = j" in the negative sum cancel out. Then we apply Lemma 7.0.3 to t k+1 and the k − 1 first t i 's that remain in the negative sum. It is easy to see that t k+1 is larger than any of them, so that we can have another "positive-negative" pair that cancels out. We perform this operation τ k − k + 1 times, to obtain
The fact that k τ k = τ = O (1 + log b d − log λ 1 ) completes the proof of Theorem 4.2.1.
The Local Approach
This section and the following one give another proof for Theorem 6.0.6. They give a more precise understanding of the behavior of the algorithm but may be skipped since they are not necessary to prove the main results of the article.
In this section we give an alternative proof of Theorem 6.0.6 for d ≤ 4, that generalizes the local analysis of Lagrange's algorithm. The result is of the same flavor, but involves a more subtle analysis of the behavior of successive loop iterations. We will obtain that, except for a few initial initial and final iterations, the product of the lengths of the basis vectors decreases by at least a factor K > 1 every d loop iterations.
THEOREM 8.0.4. Let d ≤ 4. There exist three constants K > 1, I, F such that in any d consecutive loop iterations of the d-dimensional recursive greedy algorithm of Figure 3, some of the iterations are in the I initial loop iterations or in the F final loop iterations, or the product of the lengths of the current basis vectors decreases by at least a factor K .
This result clearly implies Theorem 6.0.6. The global approach has the advantage of providing a quicker proof of Theorem 6.0.6 than the local approach. However, it provides less insight on the behavior of the algorithm. The local approach explains why the algorithm actually makes progress in successive loop iterations, not only globally.
A UNIFIED GEOMETRIC ANALYSIS UP TO DIMENSION FOUR.
The local analysis of Lagrange's algorithm (Section 3) was based on the fact that if |x| ≥ 2, the vector xu is far from the Voronoï cell of the lattice spanned by u. The analysis of the number of loop iterations of the greedy algorithm in dimensions three and four relies on a similar phenomenon in dimensions two and three. However, the situation is more complex, as the following basic remarks hint.
-For d = 2, we considered the value of x, but if d ≥ 3, there will be several coefficients x i instead of a single one, and it is not clear which one will be useful in the analysis. 
. We are to prove that there exists a universal constant K > 1 such that for any execution of the d-dimensional greedy algorithm with d ≤ 4, in any d consecutive iterations of the loop (except eventually the first ones and the last ones), the product of the lengths of the current basis vectors decreases by some factor higher than K .
This will automatically ensure that the number of loop iterations is at most proportional to log a
− log λ 1 . We deal with the first difficulty mentioned before: Which one will be the useful coefficient? The trick is to consider the value of x (i+1) π i , namely, the coefficient of a i+1) , and to use the greedy properties of the algorithm. This coefficient corresponds to the vector that has been created at the previous loop iteration. Since this vector has been created so that it cannot be shortened by adding to it a combination of the others, there are only two possibilities at the current iteration: Either the new vector is longer than a (i+1) π i , in which case p i increases (this cannot happen during more than d successive iterations), or it is shorter and we must have |x π i | = 1.
LEMMA 8.1.1. Among d consecutive iterations of the loop of the greedy algorithm of Figure 3, there is at least one iteration of index i + 1 such that p i+1 ≤ p i . Moreover, for such a loop iteration, we have |x
(i+1) π i | ≥ 2
, or this is the last loop iteration.
PROOF. The first statement is obvious. Consider one such loop iteration i + 1. Suppose we have a small |x
. We claim that the (i + 1)-th iteration must be the last one. Since the ith loop iteration was not terminal, we have a
greedy-reduced because of step 4 of the ith loop iteration. These two facts imply that c (i+1) must be zero (or at least it does not make the length of a (i) d decrease if there are several closest lattice vectors), and the (i + 1)-th loop iteration is the last one.
In other words, we have a
d at the ith loop iteration implies that p i+1 ≥ 1 + p i , which completes the proof of the claim.
We will see that in dimension three, any such loop iteration i + 1 implies that at least one of the basis vectors significantly decreases in the (i + 1)-th loop iteration, or had significantly decreased in the ith loop iteration. This is only "almost" true in dimension four: Fortunately, we will be able to isolate the bad cases and to show that To capture the property that a set of vectors is almost greedy-reduced, we introduce the so-called ε-greedy-reduction, which is defined as follows. With this definition, a greedy-reduced basis is ε-greedy-reduced for any ε ≥ 0. In the definition of ε-greedy-reduction, we did not assume that the b i 's were nonzero nor linearly independent. This is because the Gap lemma is essentially based on compactness properties: The set of ε-greedy-reduced d-tuples needs being closed (from a topological point of view), while a limit of bases may not be a basis.
We can now give the precise statements of the two cases described just before. Lemma 8.1.3 corresponds to case 1, and Lemma 8.1.4 to case 2. , . . . , a
PROOF. The statement is obvious for d = 2 since a single vector is always ε-greedy-reduced. Suppose that d = 3 and that [a
2 . Along with this, we must have
2 ] ≤ would be Minkowski-reduced), which implies that the vector a
3 cannot be shortened by adding to it multiples of a
2 /2. These two inequalities give
The facts that a (i+1) 1 ). Then | a
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2 . Moreover, we must have
cannot be shortened by adding to it multiples of the vector a
, which gives that | a
We suppose now that the ordered vectors [a
] ≤ are ε-greedy-reduced and that the orthogonal projection of the vector a
). We distinguish two subcases: π i = 1 and π i = 2. Suppose first that π i = 2. In this case [a
] ≤ is Minkowski-reduced and the possible Voronoï coordinates of L[a
] are the pairs (x 1 , x 2 ) ∈ {−1, 0, 1} 2 (see Lemma 9.1.2). Thus a vector u has its orthogonal projection onto the span of [a
) if and only if
This implies that there exists a pair (x 1 , x 2 ) ∈ {−1, 0, 1} 2 such that
In the case when π i = 1, we can suppose that a
4 . We will see in Section 9.2 (Lemma 9.2.5) that for a small enough ε > 0, the possible Voronoï coords of such an ε-greedy-reduced basis are the same as for a Minkowski-reduced basis. Therefore, as in the previous subcase, there exists a pair (x 1 , x 2 ) ∈ {−1, 0, 1} 2 such that | a
2 . We now consider the two subcases simultaneously. Suppose first that x 2 = 0, then necessarily |x 1 | = 1. As in the case d = 3, the fact that the vector a (i+1) 1 cannot be shortened by adding to it multiples of the vector a
gives the result (this is obvious if π i = 1 and, if π i = 2, the basis [a Minkowski-reduced) . The case x 1 = 0 can be dealt with in the same way. Therefore, it remains to consider the case |x 1 | = |x 2 | = 1. Without loss of generality we suppose x 1 = x 2 = 1. We have
Since the vector a (i+1) π i cannot be shortened by adding to it integer linear combinations of the two other vectors, we have a 
Since the basis [a
] ≤ is ε-greedy-reduced, we also have
from which we get (1 + ε(1 − ε)) · b 
Then, if |x k | ≥ 2 and if we are not in the 211-case, we have
where the 211-case is: d = 4, |x k | = 2 and the other |x j |'s are both equal to 1. This last lemma is a direct consequence of the Pythagorean theorem and the Gap lemma: In Eq. (3) that follows shortly, set u as the orthogonal projection of b
onto the span of a 1 , . . . , a d−1 and notice that b
. This result is crucial to our analysis, and Section 9 is devoted to prove it. Figure 7 illustrates the Gap lemma: When a vector from the outer nonhashed area is mapped to a vector within the inner nonhashed area, its length decreases significantly. 
This completes the overall description of the proof of Theorem 4.2.1. Indeed, choose three constants ε, D > 0, and C > 1 such that we can apply Lemmata 8.1.3 and 8.1.4. We prove that Eq. (2) 
-We are in the 211-case, namely, d = 4 with |x π i | = 2 and the other |x j |'s are all equal to 1. Then we refer to Section 8.2. -Otherwise we apply Lemma 8.1.4, which gives the expected result via the (i +1)-th loop iteration.
CONCLUDING IN DIMENSION FOUR.
In the previous subsections, we showed that there is at most a linear number of loop iterations in the iterative greedy algorithm in dimensions two and three, but we noticed that a new difficulty arose in dimension four: The Gap lemma is useless in the so-called 211-case. This is because there are three-dimensional Minkowski- 
Therefore, a vector in the translated Voronoï cell centered in b 1 + b 2 + 2b 3 can avoid being significantly shortened when translated inside the Voronoï cell centered in 0.
The Gap lemma cannot tackle this problem. However, we notice that (1, 1, 2) is rarely a Voronoï coordinate (with respect to a Minkowski-reduced basis), and when it is the case it cannot be a strict Voronoï coord: It can be proved easily that if (1, 1, 2) is a Voronoï coord, then b 1 + b 2 = b 1 + b 2 + 2b 3 , which tells us that b 1 + b 2 + 2b 3 is not the only vector in its coset of L/2L reaching the length minimum. It turns out that the lattice spanned by the columns of M is essentially the only one for which (1, 1, 2) (modulo any change of sign and permutation of coordinates) can be a Voronoï coord. More precisely, if (1, 1, 2) (modulo any change of sign and permutation of coordinates) is a Voronoï coord for a lattice basis, then the basis matrix can be written as rU M where r is any nonzero real number and U is any orthogonal matrix. Since a basis can be arbitrarily close to one of them without actually being one of them, we need to consider a small compact set of normalized bases around the annoying ones. More precisely, this compact set consists in all ε-greedy-reduced bases [b 1 , b 2 , b 3 ] ≤ such that there exists a permutation σ ∈ S 3 with
for some sufficiently small ε > 0, where M ∞ is the maximum of the absolute values of the matrix M and |M| is the matrix made of the absolute values of the entries of M. Now, consider we are in the 211-case at some loop iteration i + 1. We distinguish three cases.
-The basis [a
] ≤ is outside the compact. In this case, a variant of the Gap lemma (Lemma 9.3.4) proved in Section 9 is valid and can be used to show that the vector b
is significantly shorter than the vector a
] ≤ is inside the compact but the orthogonal projection of the vector a
onto the linear span of [a
] ≤ is far from the Voronoï cell Vor(a
). In this case, we can use Lemma 9.3.4 to show that the vector b
is significantly shorter than the vector a (i+1) 4 .
-Otherwise the geometry of the basis [a
] ≤ is very precisely known and we can show that there remain O(1) loop iterations.
More precisely, by using Lemma 9.3.4, we show the next lemma.
LEMMA 8.2.1. There exist two constants K , ε > 0 such that the following holds. Consider an execution of the four-dimensional greedy algorithm, and a loop iteration i + 1 for which:
] ≤ is ε-greedy-reduced and 
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To prove this result, we restrict more and more the possible geometry of the basis [a
Notice that this critical geometry corresponds to the root lattice D 4 . This last case is considered in Lemma 8.2.2.
PROOF. The proof essentially relies on Lemma 9.3.4. We choose ε, C > 0 according to Lemma 9.3.4. The constant K will depend on C and ε. We first show that, without loss of generality, we can suppose that the basis vectors have similar lengths, that is (
. We know that |x π i | = 2 and the two other |x i |'s are 1. By hypothesis, we have a
. If π i = 1, we are done. If π i = 2, then we apply Lemma 9.3.4 2), and if π i = 3 we apply Lemma 9.3.4 1), in both cases along with the Pythagorean theorem. So far, we have proved that one of the following holds.
(1) a
The remainder of the proof is the same for any of the possible configurations of (x 1 , x 2 , x 3 ), thus, for the sake of simplicity, we suppose now that (x 1 , x 2 , x 3 ) = (2, 1, 1). The following step of the proof is to show that we can suppose that the Gram matrix of [a
This directly follows from Lemma 9.3.4 and the Pythagorean theorem, which give that at least one of the following holds.
for j ∈ {2, 3}.
It remains to consider the scalar products a
for k ∈ {1, 2, 3}. Recall that the orthogonal projection of the vector b
). Without loss of generality we can suppose that a
, since otherwise have the result for K = 1 1−ε . By expanding b 4 2 , we get
, 2a
where we used our knowledge of the Gram matrix of [a
This last equation gives that in order to end the proof, it is sufficient to prove that the scalar products a
are small. Let j ∈ {2, 3}. By hypothesis, for any x ∈ Z, we have a
. In particular, by choosing x = 0 and x = 2 and expanding the norms and using the knowledge of the Gram matrix of the ordered basis [a
] ≤ , one can obtain an explicit positive integer k such that | a
This completes the proof of the lemma.
At this point of the analysis of the 211-case, we have shown that we can suppose that the shape of the basis [a
] ≤ is very specific: Its Gram matrix is very close to A. We treat this last case by applying the following lemma, which roughly says that if the Gram matrix of a basis is sufficiently close to some invertible matrix, then the number of short vectors generated by the basis remains bounded. Since the greedy algorithm always creates smaller bases for the lexicographic order based on the lengths, if the Gram matrix of the current basis is close to the matrix A, then it remains O(1) loop iterations. 
The Geometry of Low-Dimensional Lattices
In this section, we give some results about Voronoï cells in dimensions two and three, which are crucial to the complexity analysis of the greedy algorithm described in Section 4. More precisely, the analysis is based on the Gap lemma (given in Section 9.3), which is derived from the study of Voronoï cells in the case of ε-greedy-reduced vectors (see Section 9.2), itself derived from the study of Voronoï cells for Minkowski-reduced bases (in Section 9.1).
9.1. VORONOÏ CELLS IN THE CASE OF MINKOWSKI-REDUCED BASES. We start by giving some simple bounds on the diameter of the Voronoï cell and on the Gram-Schmidt orthogonalization of a Minkowski-reduced basis.
PROOF. The first part of the lemma is very classical and several different proofs can be found in the literature. For example, we can use the inequalities ρ(L)
where the first one derives from Babai's nearest plane algorithm [Babai 1986] .
Suppose now The proof relies on a detailed study of the quantity ( is clearly sufficient to show that for any x 1 , x 2 ≥ 0, and for any ε 1 , ε 2 ∈ {0, 1}, if 
Since x 1 , x 2 ≥ 0, we have that (2x 2 + ε 2 ) 2 − ε From these facts, we obtain
This last expression is strictly positive as long as (x 1 , x 2 ) = (0, 0). Indeed:
-if ε 1 = 0 and ε 2 = 1, the factor is 2 x
1 − x 1 ) , -the case ε 1 = 1 and ε 2 = 0 is symmetric, -if ε 1 = ε 2 = 1, the factor is 2 (
. We generalize this analysis to the three-dimensional case. The underlying ideas of the proof are the same, but the increase of the number of variables makes the analysis more tedious. PROOF. We generalize the proof of Lemma 9.1.2. We show that for any integers x 1 , x 2 , x 3 and any ε 1 , ε 2 , ε 3 ∈ {0, 1}, if (2x 1 + ε 1 , 2x 2 + ε 2 , 2x 3 + ε 3 ) is not in the desired list of Voronoï coords, then
By replacing the vector b i by −b i , we see that without loss of generality the proof can be restricted to the case x 1 , x 2 , x 3 ≥ 0. Moreover, because we already considered the two-dimensional case in Lemma 9.1.2, we can suppose that for any i ∈ {1, 2, 3}, we have (x i , ε i ) = (0, 0). From Lemma 9.1.1, we know that since the basis
As a consequence, if 2x 3 + ε 3 ≥ 5, then
and the triangular inequality gives that
This gives the result when 2x 3 + ε 3 ≥ 5. The same argument holds for (x 3 , ε 3 ) = (2, 0), and for (x 3 , ε 3 ) ∈ {(1, 1), (1, 0)} with ε 1 · ε 2 = 0. Therefore, it remains to consider the three cases (x 3 , ε 3 ) = (1, 1) with ε 1 = ε 2 = 1, (x 3 , ε 3 ) = (1, 0) with ε 1 = ε 2 = 1, and (x 3 , ε 3 ) = (0, 1).
Case 1. Suppose that (x 3 , ε 3 ) = (1, 1) and ε 1 = ε 2 = 1. Since the ordered
If x 2 = 0, it suffices to lower-bound
, which is always greater than b 3 2 and therefore strictly positive. Suppose now that x 2 ≥ 1. Then 4x 2 2 − 2x 2 − 2 ≥ 0 and we obtain
It is clear that this last expression is strictly positive for any x 1 , x 2 ≥ 0 except when x 1 = x 2 = 1. In this last situation, we use the fact that 3
Case 2. Suppose now that (x 3 , ε 3 ) = (1, 0) and ε 1 = ε 2 = 1. Similarly, we have
If x 2 = 0, it suffices to lower-bound 2x
, which is strictly positive if x 1 ≥ 1. If x 1 = 0, then we have one of the possible Voronoï coords. Suppose now that x 2 ≥ 1. In that case 4x 2 2 − 2 ≥ 0, which ensures that
If x 1 ≥ 2 or x 2 ≥ 2 or x 1 = x 2 , this is strictly positive. Therefore it remains to consider the case x 1 = x 2 = 1. We have
Since the basis
, which gives the expected result.
Case 3. Suppose now that (x 3 , ε 3 ) = (0, 1). Similarly, we have the inequalities
If x 2 = 0, it suffices to lower-bound 4x 2 1 + (4ε 1 − 2 − 2ε 2 )x 1 . It is strictly positive as soon as x 1 ≥ 1 except in the case (x 1 , ε 1 , ε 2 ) = (1, 0, 1), which corresponds to one of the possible Voronoï coords. If x 1 = 0, we only have possible Voronoï coords. Suppose now that x 2 ≥ 1. In that case 4x 2 2 + (4ε 2 − 2)x 2 ≥ 0 and
For (ε 1 , ε 2 ) = (0, 0), we get 2 (
, which is strictly positive as soon as x 1 = x 2 or x 1 ≥ 2 or x 2 ≥ 2. The only remaining case that does not provide a possible Voronoï coord is x 1 = x 2 = 1. Notice that Finally, if (ε 1 , ε 2 ) = (1, 1), we obtain 2 (
, which is strictly positive unless x 1 = x 2 = 0 (one of the possible Voronoï coords). This completes the proof of the lemma.
The possible Voronoï coord (2, 1, 1) creates difficulties when analyzing the greedy algorithm in dimension four because it contains a two, which cannot be handled with the greedy argument used for the ones. We tackle this problem as follows: We show that when (2, 1, 1) happens to be a Voronoï coord, the lattice has a very specific shape, for which the behavior of the algorithm is well understood. ≤ is also reduced and we can apply the result of the first situation. This last argument also holds in the third situation. 9.2. VORONOÏ CELLS IN THE CASE OF ε-GREEDY-REDUCED VECTORS. We extend the results of the previous subsection to the case of ε-greedy-reduced vectors. The idea is that if we compactify the set of Minkowski-reduced bases and slightly enlarge it, the possible Voronoï coords remain the same. Unfortunately, by doing so, some of the vectors we consider may be zero and this creates an infinity of possible Voronoï coords: For example, if
To tackle this problem, we restrict to vectors b i with "similar" lengths. More precisely, we use the so-called Topological lemma: If we can guarantee that the possible Voronoï coords of the enlargement of the initial compact set of bases are bounded, then for a sufficiently small enlargement, the possible Voronoï coords remain the same. We first give rather simple results on ε-greedy-reduced vectors and their Gram-Schmidt orthogonalization, then we introduce the Topological lemma (Lemma 9.2.3), from which we finally derive the relaxed versions of Lemmata 9.1.2, 9.1.3, and 9.1.4. 
, where b 2 is the orthogonal projection of the vector b 2 onto the span of b 1 . As a consequence, we can write b 2 = (1 + ε) · u with u ∈ Vor(b 1 ). By expanding the inequalities u ± b 1 2 ≥ u 2 , we obtain that | u, 
. Therefore, because of Lemma 9.1.1 and because the vectors are ordered,
Besides, from the Pythagorean theorem, we have
The Topological lemma is the key argument when extending the results on possible Voronoï coords from Minkowski-reduced bases to ε-greedy-reduced vectors. When applying it, X 0 will correspond to the x i 's, K 0 to the b i 's that are ε-greedy-reduced, X to the possible Voronoï coordinates, K to a compact subset of the Minkowski-reduced bases, and f to the continuous function of real variables 
PROOF. First, all the notations of the result make sense: X 0 ∩ Z n is finite so the minimum of f (a, ·) over it does exist and M a is finite. Since X ⊂ X 0 ∩ Z n , X is finite. Finally, since K is compact, the notation dist(·, K ) makes sense too.
For each x ∈ X 0 we define K x = {a ∈ K 0 , x ∈ M a }. The set K x is compact. Indeed, it is obviously bounded, and if (a k ) is a sequence of elements of K x that converges towards an a ∈ K 0 , we show that a ∈ K x . For all x ∈ X 0 ∩ Z n and for all k, we have f (a k , x) ≤ f (a k , x ). By continuity, this holds for a too, which proves that x ∈ M a . Now we fix an x ∈ X 0 ∩ Z n \ X . Since K x and K are both compact and x / ∈ X (which implies
In order to apply the Topological lemma, we need to map the relaxed bases into a compact set. For any ε ≥ 0 and any α ∈ [0, 1], we define
The following lemma is the relaxed version of Lemma 9.1.2. It can also be viewed as a reciprocal to Lemma 9.2.1. PROOF. Recall that there is a set of possible Voronoï coords for each nonzero element of (Z/2Z) 2 : We look at the minima of the cosets of L/2L. Since there is a finite number of such cosets (three in dimension two), we treat them separately. Let (a 1 , a 2 ) ∈ {0, 1} 2 . We are looking for the pairs (k 1 , k 2 ) ∈ Z 2 that minimize the quantity (a 1 + 2k 1 )
We first prove that the minimum over (k 1 , k 2 ) can be taken over a finite domain.
which gives the result for k * 2 . By applying the triangular inequality, we get the result for k * 1 . |a 1 + 2k * 1 |α ≤ (a 1 + 2k * 1 ) · b 1 ≤ 2 + (a 2 + 2k * 2 ) · b 2 ≤ 2 + |a 2 + 2k * 2 | From this we deduce that (k * 1 , k * 2 ) ∈ Z 2 can be bounded independently of (b 1 , b 2 ). From Lemma 9.2.4, we know that K 2 (ε, α) is compact and therefore we can apply the Topological lemma. This gives the expected result.
We now relax Lemma 9.1.3 in the same manner. To do this, we proceed exactly like in the previous proof. PROOF. We consider each nonzero coset of L/2L separately (there are seven of them in dimension three). Let (a 1 , a 2 , a 3 ) ∈ {0, 1} 3 . We are looking for the triples (k 1 , k 2 , k 3 ) ∈ Z 3 minimizing the quantity (a 1 + 2k 1 ) · b 1 + (a 2 + 2k 2 ) · b 2 + (a 3 + 2k 3 ) · b 3 , where [b 1 , b 2 , b 3 ] ≤ are ε-greedy-reduced. In order to apply Lemma 9.2.4, from which the result can be deduced easily, it is sufficient to prove that the minimum over (k 1 , k 2 , k 3 ) can be taken over a finite domain. The following result generalizes lemma 9.1.4 about the possible Voronoï coord (1, 1, 2). As opposed to the two previous results, there is no need using the Topological lemma in this case, because only a finite number of (x 1 , x 2 , x 3 )'s is considered. The proof is a straightforward modification of the proof of Lemma 9.1.4.
PROOF. Without loss of generality, we suppose that for any i, we have s i = 1. The proofs of the other cases are very similar. We only prove the statement in the case of the first situation.
We PROOF. Since the proofs in the two-and three-dimensional cases are the same, we only consider K 2 (ε, α). It is sufficient to show that K 2 (ε, α) is closed and bounded. The fact it is bounded is obvious since b 1 ≤ b 2 = 1 and u ≤ b 1 + b 2 ≤ 2. We suppose now that K 2 (ε, α) is not closed and we look for a contradiction. Let (b 2 + u (n) > u (n) . In that case, we have
2 ), which is impossible. The next result is the two-dimensional version of the Gap lemma. (1) |x 2 | ≥ 2, (2) is satisfied, valid anymore. Nevertheless, it seems possible to determine precisely the bad cases: Roughly speaking, these are the bases that resemble the one given in Lemma 4.3.3. It could then be shown that if we are not in this situation then Lemma 6.1.1 is correct, and that we can use Lemma 6.2.1 (it remains valid in dimension five). If we are in the bad situation, the geometry of the current basis could be made precise, and it should be possible to show that two loop iterations after the end of the η-phase, there is some significant length decrease.
The local analysis in dimensions two, three, and four essentially relies on the fact that if one of the x j 's found at step 5 of the recursive version of the greedy algorithm has absolute value higher than 2, then b
is significantly shorter than a (i) d . This fact is derived from the so-called Gap lemma. In dimension four, this was only partly true, but the exception (the 211-case) occurred in very few cases and could be dealt with by considering the very specific shape of the lattices for which it could go wrong. Things worsen in dimension five. Indeed, for Minkowski-reduced bases, (1, 1, 1, 2) and (1, 1, 2, 2) (modulo any change of sign and permutation of coordinates) are possible Voronoï coords. Here is an example of a lattice for which (1, 1, 2, 2) is a Voronoï coord. Thus it might be possible to work around the difficulty coming from (1, 1, 2, 2) like in the 211-case. However, the case (1, 1, 1, 2) would still remain, and this possible Voronoï coordinate can be strict.
