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Reliable Mode Tracking for Gradient-Based Optimization with
Dynamic Stability Constraints
Taylor McDonnell∗ and Andrew Ning†
Brigham Young University, Provo, UT, 84602, USA

I. Introduction
Dynamic stability is an important concept in many disciplines. For example, in aerostructural systems, one of
the key dynamic instabilities which must be considered is flutter, which is the dynamic instability associated with the
interaction of aerodynamic, elastic, and inertial forces. If left unchecked, flutter can lead to the catastrophic failure of
various structures such as aircraft and wind turbines. One approach to prevent flutter during design operation is to stiffen
a structure by adding structural material. This approach, however, is often ill-advised, since increases in structural mass
often lead to corresponding decreases in mission performance. A better approach is to use multidisciplinary design
optimization (MDO) with flutter constraints to optimize aerodynamic, stiffness, and inertial properties concurrently,
while avoiding flutter [1]. MDO with flutter constraints allows the creation of designs that are aeroelastically tailored to
be both dynamically stable and highly efficient [2–4]. MDO without flutter constraints can lead to highly efficient, but
ultimately infeasible designs[5, 6].
The flutter speed is the lowest velocity at which flutter occurs. Equivalently, it is the lowest velocity at which an
aeroelastic mode becomes unstable. The aeroelastic mode which defines the flutter speed is called the critical aeroelastic
mode. In order to construct 𝐶 1 continuous flutter constraints for use with gradient-based optimization, the flutter
speed cannot be directly constrained. This is because the identity of the critical aeroelastic mode may switch from
design iteration to design iteration. This phenomenon is known as mode-switching and causes a 𝐶 0 discontinuity if
the new mode is a hump mode, and a 𝐶 1 discontinuity otherwise[7]. Note that we define a hump mode as an unstable
mode which becomes stable again at a higher velocity. Mode-switching can be partially prevented through the use
of frequency-separation constraints[8, 9], however this approach imposes artificial constraints which can needlessly
decrease the performance of the optimized design. It also does not prevent hump modes. A better approach for
constructing flutter constraints (and for constraining dynamic instabilities in general) is to constrain the stability of each
mode individually. Typically this is done by constraining the real part of the eigenvalue associated with each mode to
lie below a preset bounding curve[10–13]. Assuming mode order is preserved across design iterations, this approach
mitigates the continuity issues, but introduces a large number of constraints. To reduce the number of constraints, these
constraints are often aggregated using a constraint aggregation function[14–16].
Even when the stability of each mode found during a dynamic stability analysis is constrained individually, 𝐶 0
discontinuities are still possible if mode order is not preserved across design iterations. These discontinuities result from
the misassociation of modes with constraint functions from design iteration to design iteration. One common approach to
deal with these discontinuities is to use a smooth constraint aggregation function, such as the Kreisselmeier-Steinhauser
(KS) function[17], to eliminate all dependencies on mode order from the dynamic stability constraint formulation. This
approach reliably eliminates all discontinuities introduced by mode order, but requires that all modes from a frequency
domain analysis are constrained identically. While this restriction may be acceptable for many design optimizations,
there are scenarios in which mode-specific constraints may be desirable or necessary. For example, when rigid body and
aeroelastic modes are considered as part of the same stability analysis, constraining the stability of rigid body modes to
the same extent as aeroelastic modes may result in an over-constrained design. A mode-specific flutter constraint may
also be desired to increase the stability margin on certain modes deemed particularly critical or to constrain a mode’s
shape. In these cases, while constraint aggregation may still be used to reduce the total number of constraints, it cannot
be used to eliminate discontinuities due to mode switching. Instead, a reliable mode tracking method must be used to
accurately correlate modes across design iterations.
Existing mode tracking methods do not, however, provide a method by which to guarantee correct mode associations.
Mode tracking methods which track modes based on their frequency and damping[18, 19] may fail to accurately track
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modes when different modes have similar freqency and damping characteristics. Existing mode tracking methods which
track modes based on their shapes (as represented by their eigenvectors) [20–23] may fail when subjected to large
parameter perturbations. A more reliable mode tracking method is therefore necessary for scenarios in which obtaining
correct mode associations is critical. In order to improve upon the reliability of existing mode tracking methods, in
this paper we develop a shape based mode tracking method which is able to track modes with an arbitrarily high level
of confidence. This mode tracking method is developed by modifying C-CORC, as presented by Eldred et al. [21] to
incorporate an adaptive step size. Key to this mode tracking method implementation is the establishment of an error
measure which is based upon the concept of "corruption index", which defines the accuracy of a given mode correlation.
By reducing velocity or design variable step sizes based on this error measure, the resulting mode tracking method can
effectively guarantee that accurate mode correlations are found. This accuracy then allows this mode tracking method to
be applied in scenarios where obtaining correct mode associations is critical.

II. Methods
This section is divided into two parts. First, we introduce C-CORC, as presented by Eldred et al. [21]. Then we
show how C-CORC may be modified to incorporate an adaptive step size.
A. The Complex Cross-Orthogonality Check Method
The key idea behind C-CORC is to use the biorthogonality of the left and right eigenvectors to recorrelate modes
after a parameter perturbation. Given the solutions to the left and right general eigenproblems (𝝓 𝐻 𝐴 = 𝜆𝝓 𝐻 𝐵 and
𝐴𝝍 = 𝜆𝐵𝝍) at steps 𝑖 and 𝑖 + 1 in an iterative process, we can construct the correlation matrix
𝐶 = Φ𝑖𝐻 𝐵𝑖+1 Ψ𝑖+1

(1)

where Φ and Ψ are matrices of left and right eigenvectors, respectively. For standard eigenproblems 𝐵 = 𝐼 and the
correlation matrix reduces to
𝐶 = Φ𝑖𝐻 Ψ𝑖+1
(2)
Due to the biorthogonality of the left and right eigenvectors, the correlation matrix will be diagonal if the parameters
used to define 𝐴 and 𝐵 are identical at steps 𝑖 and 𝑖 + 1 (assuming the order of the modes is the same at steps 𝑖 and
𝑖 + 1). If we instead apply a small perturbation to the parameters at step 𝑖 to obtain the parameters at step 𝑖 + 1, the
correlation matrix will be diagonally dominant in magnitude, assuming mode-switching has not occurred between steps
𝑖 and 𝑖 + 1. If the correlation matrix is not diagonally dominant in magnitude, mode-switching has occurred and the
modes corresponding to each of the columns in Ψ𝑖+1 should be rearranged to create a diagonally dominant matrix (if
possible) in order to avoid mode-switching.
In practice, sufficiently large step sizes may yield correlation matrices that cannot be reordered to be diagonally
dominant. In this case, the correlation matrix may still be used to find mode correlations on a row by row or column by
column basis. To determine correlations row by row, the largest magnitude in each row of the correlation matrix may be
assumed to correspond to the best correlated mode from step 𝑖 + 1 for each mode at step 𝑖. To determine correlations
column by column, the largest magnitude in each column of the correlation matrix corresponds to the best correlated
mode from step 𝑖 for each mode at step 𝑖 + 1. While in principle the row by row or column by column approach to
establishing mode correlations is similar, the results from each may differ. Additionally, for either approach, the best
correlated mode from a given iteration may be shared among multiple modes from another iteration. These approaches
may therefore fail to yield a one-to-one relationship between previous and current modes, and therefore fail to track
some modes in future iterations. To remedy this issue, and ensure that multiple tracked modes don’t coalesce into a
single tracked mode, the next best mode correlation should be used if the best correlated mode is already assigned to
another mode.
The assurance with which correlations are made may be determined by computing the "corruption index" for each
mode correlation. If a mode is assigned its best mode correlation, then the corruption index for the mode may be defined
as the second largest magnitude in the associated column of the correlation matrix divided by the first largest magnitude
(i.e. the magnitude of the "runner-up" correlation matrix entry divided by the magnitude of the selected correlation
matrix entry). If a mode is not assigned its best mode correlation, then the corruption index is the magnitude of the
correlation matrix entry corresponding to the best mode correlation divided by the magnitude of the correlation matrix
entry corresponding to the selected mode correlation. If each mode is assigned its best mode correlation, the maximum
corruption index is 1. If a mode is not assigned its best mode correlation, then the resulting corruption index will be
2

greater than 1. Due to the biorthogonality of the left and right eigenvectors, corruption indices will approach 0 as the
magnitude of the parameter perturbation is reduced. While correlation matrices may be constructed using only right
eigenvectors, corruption indices when using only right eigenvectors will not generally approach 0. A greater range of
corruption index values is therefore possible when both left and right eigenvectors are computed and used to construct
the correlation matrix.
For computational efficiency, for many systems it is advisable to only compute a subset of eigenvalues and
eigenvectors. In this case, while the eigenvector matrices Φ and Ψ will be non-square, the correlation matrix will still
be square, assuming the same number of eigenvalues and eigenvectors are computed at steps 𝑖 and 𝑖 + 1. The only
requirement when using a subset of the eigenvalues and eigenvectors for a given problem is that the eigenvalues and
eigenvectors of interest are computed at steps 𝑖 and 𝑖 + 1 so that proper mode correlations can be established. To satisfy
this requirement, often more eigenvalues and eigenvectors must be computed than one is actually interested in, in order
to ensure that the eigenvalues and eigenvectors of interest are included in the computed subset of eigenvalues and
eigenvectors.
B. The Adaptive Complex Cross-Orthogonality Check Method
The process for incorporating an adaptive step size into C-CORC is straightforward. First a step size is proposed.
This step size may be arbitrarily large or small. Then the system’s parameters are perturbed based on this step size and
proposed mode correlations are established using C-CORC. The corruption index associated with each mode correlation
is then computed. If the corruption index associated with any mode association is too high, then the step size is reduced
and the process is repeated until corruption indices are reduced below a predetermined value. Typically, a maximum
corruption index of 0.5 is sufficient to ensure that mode correlations are generated accurately, though smaller values
may also be used. Since the corruption indices associated with each mode correlation approaches zero as the step size
is reduced, using a small maximum corruption index tolerance will essentially guarantee that mode correlations are
correct, but at a high computational cost.
Special consideration must be taken for situations in which multiple correct mode associations exist. Such situations
occur, for example, at the point during a parameter sweep where two real eigenvalues transition into a complex conjugate
pair of eigenvalues (or vice versa). In these cases, modes will still be tracked correctly, but the corruption index will
approach one rather than zero as the step size is reduced. This behavior will cause the adaptive step size procedure to
choose smaller and smaller step sizes until computational resources are exhausted or the iteration procedure is manually
terminated. To prevent this scenario, the two correlation matrix entries used to compute the corruption index must not
correspond to equally valid mode correlations. To enforce this condition, we define the number of equally valid mode
correlations for a given mode correlation as the maximum number of correlation matrix entries which are approximately
equal in value (within a tolerance of 1.5 × 10−8 ) in the corresponding row or column of the correlation matrix. We
then exclude the 𝑁 best mode correlations from being used as the "runner-up" mode correlation when computing the
corruption index, where 𝑁 is the number of equally valid mode correlations.
Since line searches with backtracking are an essential part of many gradient-based optimizers[24], this mode tracking
method may be easily implemented with many existing gradient-based optimizers. For example, for the optimizer
SNOPT, one may trigger backtracking by passing a flag indicating that constraint functions are undefined. For the
MATLAB® constrained optimization function fmincon, one may trigger backtracking by returning one or more NaNs
from the corresponding constraint functions when mode-correlations fail.

III. Results
To illustrate this procedure, we consider the aeroelasticity of a rigid, spring-restrained, two-dimensional airfoil
section, with plunging degree of freedom ℎ and pitching degree of freedom 𝜃, as depicted in fig. 1. The equations of
motion for this model are
"
#" # "
#" # " #
𝑚 𝑆 𝜃 ℎ¥
𝑘ℎ 0 ℎ
−L
+
=
(3)
¥
𝑆𝜃 𝐼𝜃 𝜃
0 𝑘𝜃 𝜃
M
where 𝑘 ℎ is the linear spring constant, 𝑘 𝜃 is the torsional spring constant, 𝑚 is the mass per unit span, 𝑆 𝜃 is the structural
imbalance, 𝐼 𝜃 is the mass moment of inertia, L is the lift per unit span, and M is the moment per unit span. The
structural imbalance 𝑆 𝜃 is defined as the 𝑥-displacement of the center of mass from the reference location multiplied by
the mass per unit span. All properties and loads for this model are defined at the reference location, which is located 𝑎𝑏
aft of the semichord, as shown in fig. 1. Following Hang et al. [23], we use an unsteady aerodynamics model based on
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Two degree of freedom typical section model with leading edge (l.e.), trailing edge (t.e.), and elastic axis

Wagner’s function to model the lift and moment acting on the airfoil section.
For our analysis, we compute and track the eigenvalues of this system as the reduced velocity is increased from 0 to
2 with a default velocity increment of 0.2, which resets every time a proposed velocity increment is accepted. We use
the non-dimensional parameters
𝑎 = −1/5
𝑒 = −1/10
𝜔ℎ
𝐼𝜃
𝜎=
𝑟2 =
(4)
𝜔𝜃
𝑚𝑏 2
𝑚
𝑈∞
𝜇=
𝑉∞ =
𝑏𝜔 𝜃
𝜌∞ 𝜋𝑏 2
where 𝑒 is the 𝑥-displacement of the center of mass from the reference location normalized by 𝑏, 𝑉∞ is the reduced
velocity, and 𝜔 ℎ and 𝜔 𝜃 are the uncoupled natural frequencies of the typical section model, defined as
r
r
𝑘ℎ
𝑘𝜃
𝜔ℎ =
𝜔𝜃 =
(5)
𝑚
𝐼𝜃
The resulting normalized frequency and damping, without any eigenvalue sorting applied, is plotted in fig. 2. The
damping and frequency of each mode are the real and imaginary parts of the corresponding eigenvalue, respectively.
With damping defined in this manner, a mode is unstable when its damping is positive. The flutter velocity is the
smallest velocity that has at least one unstable mode. Some mode switching may be observed due to the inherently
arbitrary ordering of the eigenvalues.
If we use (non-adaptive) C-CORC to track modes as velocity is increased, occurrences of mode switching are greatly
reduced, as shown in fig. 3. A false mode association, however, appears to be present for the velocity increment from
1.2 to 1.4, since the damping of multiple modes appear to drastically change their trajectories over the corresponding
velocity increment. With a sufficiently small velocity increment, all occurrences of mode switching may be eliminated,
so we can test whether this mode association is correct or not by using a smaller step size.
The corruption index associated with each mode association in fig. 3 is shown in fig. 4. Note that in order to ensure
that multiple tracked modes don’t coalesce into a single tracked mode when mode tracking is applied, we assigned each
mode their best unassigned mode correlation rather than assigning modes to their best mode correlation. The corruption
index greater than one during this interval therefore indicates that two modes shared the best same mode correlation for
the velocity increment from 1.2 to 1.4. Regardless, the high corruption index for the velocity increment from 1.2 to 1.4
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indicates that a false mode association likely occurred during that velocity increment, which agrees with our assessment
based on our inspection of fig. 3.
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Figure 5 shows the result of applying adaptive C-CORC, as presented in this paper, with a corruption index tolerance
of 0.5 and simple backtracking logic that halves the step size if the corruption index tolerance is exceeded. As may
be observed, the suspected occurrence of mode switching has been eliminated. Additionally, the smoothly varying
frequency and damping seen in the frequency and damping plots suggest that no additional cases of mode switching
are present. As a byproduct of this mode tracking method, additional refinement has been added to the analysis at the
reduced velocities for which mode switching is likely to occur, which for this case is near the frequency crossing and the
transition from complex to real eigenvalues. In other words, our mode tracking method was able to recognize when step
sizes were too large and adjust accordingly.
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The corruption index associated with each mode association in fig. 5 is shown in fig. 6. The corruption indices for
all velocity increments remain below the tolerance of 0.5, indicating that the mode associations are likely correct. The
low corruption indices shown in fig. 6 also confirm that the proposed mode tracking method is able to reduce corruption
indices to an arbitrarily low level.
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IV. Conclusions
This paper presented a shape-based mode tracking method which uses an adaptive step size in order to generate
mode correlations with an arbitrarily high degree of confidence. This mode tracking method was based on the complex
cross-orthogonality check method (C-CORC) presented by Eldred et al.[21], but uses an adaptive, rather than fixed, step
size based on the estimated accuracy of the mode correlations. Since the mode tracking method presented in this paper
is able to prescribe an arbitrarily small maximum corruption index tolerance, it is able to generate mode correlations
with an arbitrarily high degree of confidence, a feat which, to the best of the authors’ knowledge, no other mode tracking
method has achieved. When tested on the aeroelastic analysis of a linear two-dimensional aeroelastic system, this mode
tracking method was shown to eliminate all occurrences of mode switching. It was also capable of identifying and
tracking rapidly changing modes, even when initially proposed step sizes were too large. The insensitivity of the new
mode tracking to the initial step size allows it to be accurate even in contexts in which the sensitivity of the aeroelastic
modes to a step size change is unknown, which makes it useful when applied to track modes during parameter sweeps
and across optimization design iterations. Additionally, by maintaining a high degree of confidence in calculated mode
correlations, this mode tracking method is able to be used in scenarios where obtaining correct mode associations
is critical, such as when constructing mode-specific dynamic stability constraints for gradient-based optimization
frameworks.
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