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Uncertainty Estimation by Convolution
Using Spatial Statistics
Luis Miguel Sanchez-Brea and Eusebio Bernabeu
Abstract—Kriging has proven to be a useful tool in image pro-
cessing since it behaves, under regular sampling, as a convolution.
Convolution kernels obtained with kriging allow noise filtering and
include the effects of the random fluctuations of the experimental
data and the resolution of the measuring devices. The uncertainty
at each location of the image can also be determined using kriging.
However, this procedure is slow since, currently, only matrix
methods are available. In this work, we compare the way kriging
performs the uncertainty estimation with the standard statistical
technique for magnitudes without spatial dependence. As a result,
we propose a much faster technique, based on the variogram, to
determine the uncertainty using a convolutional procedure. We
check the validity of this approach by applying it to one-dimen-
sional images obtained in diffractometry and two-dimensional
images obtained by shadow moire.
Index Terms—2-INTR interpolation and spatial transforma-
tions, 2-LFLT linear filtering and enhancement, 2-NOIS noise
modeling, 3-OPTI optical imaging.
I. INTRODUCTION
IMAGES captured with charge-coupled device (CCD) cam-eras are sampled, so that an interpolation is required to re-
construct the continuous image from the discrete data. In most
cases photosensors are placed at fixed intervals and then inter-
polation can be easily performed using convolution kernels. A
milestone for the interpolation of regularly sampled signals is
the Whittakers-Kotel’nikov-Shannon method (WKS) [1], being
still a subject of research [2]–[5]. As in any other measure-
ment process, images acquired with a CCD camera present noise
[6]–[8], and the sinc kernel does not work properly. Convolution
kernels that allow noise filtering have been proposed [9]–[12],
but most of these interpolation methods do not calculate the un-
certainty of the estimation. This can be a problem when the
image is used for metrological purposes, since its knowledge
is required to determine the uncertainty of the parameters mea-
sured from the image.
The standard technique for determining the uncertainty of a
quantity is to perform a number of measurements under
the same conditions . The most accurate
estimation of is the arithmetic mean ( ), and the uncertainty
of the estimation is given by [13], [14]
(1)
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where is the experimental variance and is the resolution
of the measuring device, that is, the smallest increment in the
value of the measurand that results in a detectable increment in
the output [15]. In image processing, this procedure means that
several images should be acquired in order to reduce noise and
compute the uncertainty.
Convolution kernels use a different approach since the noise
within one single image is filtered using a convolution with the
kernel. Let be the value of the data at each pixel of the image.
Pixels are uniformly placed at (being the dimen-
sion) with a sampling distance at each dimension
and . The interpolated value at a given lo-
cation is obtained using
(2)
where stands for convolution, is the convolution kernel,
and , being the Dirac- function.
This equation can be written as
(3)
where , , showing that the value of at
is estimated using the observations placed at .
The estimation of a quantity at locations different to those
where data are acquired should only be performed when the
spatial correlation is considered [14]. When spatial correlation
is not taken into account, estimations at different locations are
independent processes and the values at should not be used
to estimate the value of the image at . Kriging is a technique
that explicitly considers the spatial correlation to estimate a
quantity with spatial dependence along with its uncertainty
[16]–[18]. It is a family of best linear unbiased estimators in the
minimal squared sense. It is widely used in geostatistics and
other experimental sciences such as geology, mining, biology,
medicine, etc., where few data, placed irregularly, and with
strong random fluctuations are available. Kriging has also been
applied to image processing [19]–[21]. It has been shown that
it leads to better results than adaptive Wiener filter [22].
To perform the interpolation, kriging considers the spatial
correlation of the quantity by means of the variogram, which
is defined as [17]
(4)
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where and are the experimental data values at and ,
respectively, the sum is over
and is the number of distinct elements of . For
simplicity, we assume that the spatial correlation is isotropic so
that the spatial correlation only depends on the distance between
locations.
In its most general form, kriging equations usually involve the
inversion of large matrices, which can be quite time consuming
[23]. When the locations of the measuring devices are uniformly
located, as in the case of standard CCD cameras, kriging equa-
tions simplify and the interpolation can be obtained as a convo-
lution [21], [24]. However, the uncertainty estimation still needs
to be solved by the conventional matrix approach.
In Section II, we compare kriging with the standard statis-
tical technique for determining the uncertainty given by (1).
Since kriging considers the spatial correlation, the uncertainty
decreases not only at the locations where observations are
acquired, but also at their surroundings. Considering this, we
propose a technique to compute the uncertainty of magni-
tudes with spatial dependence. The equation is similar to (1).
However, the number of measurements is replaced by a
function, , that we have called the equivalent number
of observations. function can be interpreted as the
number of measurements that should be acquired at a given lo-
cation, without considering the spatial correlation, to decrease
the uncertainty as kriging does. We propose that
is obtained as a convolution between a function assigned to
each observation, that is related to the spatial correlation of
the measured magnitude, and a function that represents the
location of the observations. This procedure for uncertainty
estimation is much faster than the standard kriging technique.
In Section III, we perform some numerical simulations in order
to analyze if the proposed technique produces similar results to
those obtained with kriging. Finally, in Section IV, we apply
this techique to one-dimensional (1-D) and two-dimensional
(2-D) experimental images obtained with CCD cameras.
II. UNCERTAINTY AS A CONVOLUTION
The uncertainty estimated by kriging at the location where
data are measured is not coincident, in its standard form
[16]–[18], with that obtained using (1). For this reason, a mod-
ification of the kriging equations has been recently proposed
in order to make both approaches compatible [24]. Using this
modification of the kriging equations, we will analyze how
kriging calculates the uncertainty for a case where the vari-
ogram is known, and only one observation is acquired ( )
at . In this case, the uncertainty can be easily computed [24],
leading to
(5)
where means that the uncertainty has been obtained with
standard kriging, is the variance, and is the resolution of
the measuring devices as defined in (1). In [25], it is shown that
and then the uncertainty at is
, which agrees with the uncertainty estimated using
Fig. 1. (a) DM functions for B = 1, A = 5, and several values of s
(0:05; 0:15; . . . ; 0:75). For large values of s, the DM function widens. (b) DM
functions for s = 0:2, A = 5, and several values of B (0:5;1:5; . . . ; 4:5). For
large values of B, the DM function widens.
(1). Also, when data are obtained at the same location ,
the uncertainty estimated by using kriging is
(6)
which is also coincident at with (1). Comparing both ap-
proaches, we propose that the uncertainty estimated with kriging
should be written as
(7)
where is a function that we shall call the equivalent
number of observations. This equation can be inverted to cal-
culate the value of from the uncertainty estimated by
kriging
(8)
is positive since is greater than . We can interpret
as the number of observations that should be performed
at a given location, without considering the spatial dependence,
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Fig. 2. Simulation of a sinusoidal function f (x) = sin(2x) with a random fluctuation of s = 0:02 arb: u, and a resolution of the measuring devices of
I = 0:1 arb: u. The sampling frequency is v = 4 arb: u . (a)  (x) function used for kriging estimation. (b) DM(x) function. (c) N (x) calculated using
kriging, (8) -dashed-, and as a convolution, (11) -solid-. Its value is approximately 1 at the location of the measuring devices, and it decreases strongly at the
interstitials. (d) Uncertainty  (x) computed with standard kriging – dashed –, as a convolution using (12) -solid-, and jZ(x)  sin(2x)j -thin-. The estimated
uncertainty is approximately
p
s + I at the location where data are placed and it is quite larger for locations between observations.
to decrease the uncertainty as kriging does. When only one ob-
servation is acquired at , from (5) and (8), becomes
(9)
where we have considered that . We will refer
to this function as the distributed measurement (DM). Since
, DM can be written exclusively in terms of the vari-
ogram function
(10)
presents a maximum at , , and it de-
creases when increasing , provided that the spatial correlation
decreases with the distance.
When observations are uniformly placed, we assume that
can be obtained from DM as a linear process in such a
way that can be obtained as the sum of individual DM
functions assigned to each observation and centered at the
location where they are obtained
(11)
where is a function that characterizes
the locations of the measuring devices. As a result, the uncer-
tainty at each spatial location can be obtained via
(12)
where means that the uncertainty has been obtained as a con-
volution. This equation is a great simplification to the uncer-
tainty estimation since, once the variogram is known, the uncer-
tainty can be obtained as a convolution without having to calcu-
late any inverse of a matrix. As a result, the time for computing
the uncertainty using (12) is much shorter than following the
standard approach [16], [17].
A. Properties of DM
As (9) and (12) show, the variogram is of major importance
for determining the uncertainty of the interpolation when
kriging method is applied. Normally, the experimental vari-
ogram obtained with (4) is not directly used, but it is fitted to a
parametric function [17], [18]. Not all functions are valid, but
the variogram must fit some mathematical properties [16], [17].
The way kriging performs the interpolation and the uncer-
tainty estimation is quite sensitive to the functional shape of
the variogram [18]. For example, when the variogram near the
3134 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 15, NO. 10, OCTOBER 2006
Fig. 3. Same case as Fig. 2, but now the sampling frequency is much larger
(v = 100 arb: u: , s = 0:4 arb: u:, I = 0:05 arb u:). (a) N (x) func-
tion. (b) Uncertainty  (x) computed with standard kriging – dashed –, as a
convolution using (12) -solid-, and jZ(x)  sin(2x)j -thin-. Now, the esti-
mated uncertainty  (x) is approximately constant.
origin presents a parabolic behaviour, the interpolated spatial
quantity is differentiable (as is normally required). When the
variogram is linear at the origin, the interpolated spatial quan-
tity is continuous, but it is no longer differentiable. As an ex-
ample, we will analyze the properties of DM for the case of the
Gaussian variogram, since this is one of the most common cases
(13)
where is the standard deviation of the noise as shown in [25],
is related to the maximum variability of the measured mag-
nitude, and is the correlation length. To fit the experimental
variogram to this parametric function, we have assumed that the
spatial correlation is a local phenomenon. Then, we have not
used the data of the experimental variogram from the first max-
imum on. They have been rejected in the fitting since it would
indicate an increase of the correlation with the distance, such as
in periodic signals.
Now, we will analyze how behaves in terms of the dif-
ferent parameters involved. Introducing (13) into (9), we obtain
(14)
which does not depend on the resolution of the measuring device
. In Fig. 1, we show for several values of and .
does not vanish at infinity. Instead,
. This means that
the measured quantity does not increase arbitrarily when
. Since DM does not vanish at infinity, it is not




where is the polylogarithm function. It
is clear that is directly proportional to the correlation length
. This proportionality has also been found in other parametric
variograms.
The uncertainty computed with (12) strongly depends on
the ratio between the correlation length and the sampling
distance . When , the functions associated
with each pixel overlap and then the uncertainty decreases
at all locations. As a limiting case, when is infinite, then
, and
(16)
being the total number of observations. In this case, the loca-
tion of the observations is irrelevant and the uncertainty is equal
to that obtained when all observations are acquired at the same
place.
On the other hand, when , only presents
large values at the neighborhoods of the observations, while it
is approximately 0 at the rest of locations. As a limiting case,
when the correlation length vanishes ( ), we get
(17)
and the uncertainty of the estimation is
elsewhere
(18)
This means that observations are isolated. They make the un-
certainty decrease only at the locations where they are acquired.
At other locations the uncertainty is much greater (although not
infinite, since the maximum variability of the magnitude is
finite).
When the proposed theoretical variogram in (13) does not fit
the experimental variogram, then the functional dependence of
DM will be different to that of (14).
III. NUMERICAL SIMULATIONS
In order to check that (12) is a valid approach for calculating
the uncertainty of magnitudes with spatial dependence, we have
simulated a 1-D band limited signal with a sinusoidal spatial
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Fig. 4. (a) Far-field diffraction pattern for a steel wire with a diameter of 400 m. (b) Experimental variogram – circles- and fit to Gaussian variogram, (13).
(c) and (d) Zoom of Fig. 4(a) showing low and high diffraction orders, respectively. In these two figures, the estimation with kriging -solid- and the error bands,
Z(')   ('), -dashed- are also shown, as well as the width of the diffraction minima.
dependence, , to which we have added two
random processes
(19)
where is a zero-mean additive Gaussian probability distribu-
tion with standard deviation representing the random fluctu-
ations of the measured quantity and is an additive uniform
probability distribution between representing the reso-
lution of the measuring devices [14]. The reason for
this choice is that any band limited function can be described as
a combination of sine functions. We have also tried with other
functions, leading to equivalent results.
In a first example, we have simulated a case where
, (arb. u stands for ”arbitrary units” ),
, and a sampling frequency . We
have not performed an infinite sampling, but data are placed
inside . We have calculated the variogram and, in
Fig. 2(a) and (b), we have plotted the functions and
obtained for this case. In Fig. 2(c), we have plotted
the function using (8) and (11). At the location of the
measuring devices is approximately 1 and it decreases
strongly at the interstitials. As a consequence, the uncertainty
is approximately at the location where data are
placed and it is quite larger for locations between observation
[Fig. 2(d)].
On the other hand, when the sampling frequency increases,
( , , ). The situ-
ation is quite different. In such a case, is approximately
constant and much greater than 1 [Fig. 3(a)]. As a consequence,
the uncertainty is much smaller than [Fig. 3(b)]. At
the borders, the uncertainty increases due to finite sampling.
In both situations, the uncertainty estimated using (12) is
quite similar to that obtained with kriging [24].
IV. APPLICATION TO IMAGE PROCESSING
In this section, we show two examples where the proposed
technique for uncertainty estimation is applied to 1-D and 2-D
images obtained with CCD cameras.
A. One-Dimensional Images: Diffractometry
Optical diffractometry is the most common technique for de-
termining the dimensional parameters of small objects, such
as spheres, slits, cylinders, and other simple objects [26]. This
technique consists of illuminating the object with a monochro-
matic collimated light beam (normally a laser or a laser diode).
The size of the object is determined from the far-field diffraction
minima [27], [28]. As an example, the far-field diffraction pat-
tern of a steel metallic wire with a nominal diameter of 400 m
is shown in Fig. 4(a). This diffraction pattern is not smooth
due to experimental imperfections, such as small defects in the
cylinder surface, different detectability of photosensors, elec-
tronic noise, etc. The uncertainty estimation at the location of
the diffraction minima is required to determine the uncertainty
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Fig. 5. (a) Two-dimensional image obtained with a CCD camera consisting of the fringe pattern of a 350m defect obtained with the shadow moire technique. It can
be observed that the image presents noise. (b) N (x; y) function when a subsampling is performed. Here, only pixels (i = 15; 30; 45; . . ., j = 15;30;45; . . .)
have been considered for the computation. (c) Uncertainty estimation  obtained using N (x; y). In this case, the uncertainty fluctuations are much larger.
of the dimensional parameters and also to experimentally vali-
date the theoretical models used [20].
To determine the uncertainty by using the proposed tech-
nique, we have computed the variogram using 400 points fit-
ting the increasing part of the variogram to a Gaussian vari-
ogram, (13), which is shown in Fig. 4(b). The fitting parame-
ters obtained are (g.l. stands for :gray levels”),
, . Using these parameters,
we have calculated , as shown in [24], and . With
them, we have computed the filtered version of the diffraction
pattern and the error bands. Fig. 4(c) and (d) shows two zones of
such estimation along with the uncertainty estimation obtained
with (12) and the experimental data. Due to the different con-
trast of the peaks, the widths of the diffraction minima vary. For
the lower diffraction orders the contrast of the fringes is large,
and the width of the minima is around 1.5 pixels. However,
for high diffraction orders, the coefficient decreases, and
the width of the minima is around 5 pixels. As a consequence,
low-order diffraction minima are preferred for determining the
dimensional parameters of the measured object.
B. Two-Dimensional Images: Shadow Moire
The proposed technique for uncertainty estimation based on
convolution can also be applied to 2-D images since convolu-
tion can be performed using the fast Fourier transform. As an
example, we have used a 2-D image of a fringe pattern that cor-
responds to a 350- m defect on a metallic plate using a shadow
moire technique [Fig. 5(a)] [29]. This sample has been used in
[24] for computing using the kriging technique. The
variogram at the origin is and therefore the
standard deviation is , the camera res-
olution being . Uncertainty estimation using conven-
tional kriging equations can be very time consuming since, for
this case, the number of pixels was 512 512 so that kriging
requires to compute the inverses of 262144 262 144 matrices.
As a consequence, only 1-D profiles were obtained. With the
technique proposed in (12), the uncertainty using the
function can be easily evaluated for the whole image. The result
is that is approximately constant except at
the edges, where it decreases. As a consequence, the uncertainty
is approximately constant, . This result is
lower than that computed in [24] ( ) since, in that
case, only 1-D profiles were used, neglecting the contribution to
of the rest of the neighbouring pixels.
When the sampling distance is much larger than the corre-
lation length of the variogram, is not constant, and
the estimation of the uncertainty depends on the position. As an
example, a subsampling of Fig. 5(a) is performed using only 1
of every 15 pixels. Then, is not constant presenting
significant values only at the locations of the maintained pixels
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[Fig. 5(b)]. At the rest of locations, decreases consider-
ably, and the error in the estimations increases [Fig. 5(c)].
V. CONCLUSIONS
The kriging technique can be applied to perform the inter-
polation of images obtained with CCD cameras. In addition,
the uncertainty of the estimation can also be determined with
kriging, which is important when the image is used for metro-
logical purposes. However, the uncertainty estimation needs to
be solved by the conventional matrix approach. In this work,
we have compared kriging with the standard statistical tech-
nique for determining the uncertainty and we have proposed a
new procedure for estimating the uncertainty of images which
reduces the computing time considerably. Uncertainty is com-
puted using an equation similar to the standard technique of un-
certainty estimation. However, the number of measurements
is replaced by a function that we have called equivalent number
of observations . The function is obtained as
a convolution between a function assigned to each observation,
that exclusively depends on the variogram, and a function that
represents the location of the observations. The proposed tech-
nique for uncertainty estimation has been applied to numerical
simulations and to 1-D and 2-D images obtained with CCD
cameras. The results are in agreement with those obtained with
kriging.
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