Let (J t , ξ t : t ≥ 0) be a Lamperti-Kiu MAP, that is, a Markov Additive Process with statespace {+, −} × R. We first study the finiteness of the functionals A ∞ := ∞ 0 e ξt dt and B ∞ := ∞ 0 J t e ξt dt and then consider the moments and tail asymptotics under Cramer's condition. In the strong sub-exponential case we look at and determine sub-exponential tails of log(A ∞ ) under some further assumptions.
Introduction and Preliminaries
where P z,y is the law of (J, ξ) started at (z, y) and E z,y is the corresponding expectation. A detailed account of MAP is given in [2, Chapter XI] whilst a more general definition is given in [1, Section 3, pp 10, Definition 1]. Following [5] we will refer to the process Y t := J t exp(ξ t ), t ≥ 0 as a Lamperti-Kiu process.
There is a well known construction of a Lamperti-Kiu process given in [5, pp 2502 , Theorem 6(i)]. Let ξ ± be two Lévy processes, ζ ± be two exponentially distributed random variables with rates q ± and U ± be two random variables taking values in R. Then let (ξ ±,k ) k∈N , (ζ ±,k ) k∈N and (U ±,k ) k∈N be independent sequences of i.i.d. copies of ξ ± , ζ ± and U ± , respectively. Then under P σ,x , that is assuming Y 0 = σe x , for each k ∈ N let ξ k = ξ γ,k , ζ k = ζ γ,k and U k = U γ,k where γ = σ(−1) k . Finally, there exists an exponentially distributed random variable ζ of rate q independent of the rest of the system. Then for t ≥ 0 and x ∈ R * set {T n ≤ t} , and σ t := t − T Nt .
Then (Y t , t ≥ 0) is a Lamperti-Kiu process. Conversely, any Lamperti-Kiu process has such a decomposition which we will refer to as the Lamperti-Kiu decomposition.
We study the standard and signed exponential functionals of (Y t , t ≥ 0) defined, respectively, by
Recall that a perpetuity is a security where a stream of cashflows is paid indefinitely, such as consols issued by the Bank of England. Under the MAP model, we suppose that the cashflows are paid continuously at a rate c t := exp(ξ t + rt) at time t ≥ 0 where r is the rate of interest. Each element of E corresponds to a market state (for example in the case |E| = 2 then its states may refer to a Bear and Bull market) where the state at time t ≥ 0 is given by J t . The value of the perpetuity is given by A ∞ .
We are also motivated by the connection to the hitting time of zero by an associated self-similar Markov process (ssMp) which was shown in [5] . Consider the Lamperti-Kiu MAP ((J t , ξ t ), t ≥ 0) from (1.1) and define the time transformation τ (t) := inf u ≥ 0 : u 0 exp (αξ s ) ds ≥ t then for x ∈ R * and all t < |x| α ∞ 0 exp (αξ s ) ds the process X (x) t := J τ (t|x| −α ) x exp(ξ τ (t|x| −α ) ) is a self-similar Markov process of index α taking values in R * and started at x. That is, X is a càdlàg Markov process such that for all c > 0 and x ∈ R * it satisfies the relation cX
, t ≥ 0 . Moreover, any self-similar Markov process taking values in R * of index α can be constructed in this way. The first hitting time of zero by X (x) is ∞ 0 exp(αξ s )ds and is A ∞ when α = 1. Many papers are devoted to the study of the Lamperti transform of self-similar Markov processes. For example see [4] , [5] , [15] , [18] and [19] .
The application of MAP's and their exponential functionals to multi-type self-similar fragmentation processes and trees is considered in [25] . Important properties including the finiteness and integer moments of the exponential functional of non-increasing MAP's are considered in [25, Section 1] . Here we find the conditions for finiteness of all MAP's with statespace {+, −} × R.
Following [20] , here we focus on the study of the moments and tails of A ∞ and B ∞ . The right tails of a distribution determine which positive moments exist and whether it is a member of the classes of heavy-tailed, long-tailed or subexponential random variables. For random variables in these classes there is a large existing literature, such as [9] . The implications of heavy tails in finance is a much studied topic ( [11] , [22] , [23] ) since empirical data often shows realised market returns to be heavy tailed ( [6] , [12] ).
In the case of a Lévy process, which is a MAP with constant J, several results on the moments and tails of the exponential functional, including random affine equations, are given in the survey [27] . The case of a MAP is studied in [16] where, under a Cramér type condition with a Cramér number θ ∈ (0, 1), moments of order s ∈ (0, 1 + θ) are shown to exist and satisfy a recurrence relation. A similar result is shown in [25] for the case where the additive component is not increasing. Here we show that for a Lamperti-Kiu MAP both A ∞ and B ∞ satisfy a random affine equation from which, under a Cramér condition, we can determine the right tails. These results require sufficient exponential moments of the MAP. When these don't exist we need to take a different approach to studying the tails of A ∞ . In the case of a Lévy process these tails have been studied in, for example, [20] , [21] and [24] . We apply the approach of [20] to MAP to obtain results for the right tail of A ∞ when the components of the Lamperti-Kiu decomposition of the MAP have strong subexponential tails. This paper is organised as follows. Section 2 gives necessary and sufficient conditions for the standard and signed exponential functionals A ∞ and B ∞ to be finite. Section 3 considers the random affine equation approach to studying the moments and tails of A ∞ and B ∞ under Cramer's condition when Y T 2 doesn't have a lattice distribution. Section 4 considers the tails of A ∞ when these conditions fail due to the components of the Lamperti-Kiu decomposition being strong subexponential.
Finiteness of A ∞ and B ∞
Let us keep the mathematical setting of the introduction where (Y t , t ≥ 0) is the Lamperti-Kiu process defined in (1.2) associated with the Lamperti-Kiu MAP ((J t , ξ t ), t ≥ 0) given, for a fixed t ≥ 0, by ξ t := log |Y t | and J t := sgn(Y t ).
If possible define K ∈ R ∪ {−∞, +∞} by
where we allow K to take the values +∞ and −∞ but if both E[ξ + T 2 ] = ∞ and E[ξ − T 2 ] = ∞ we say that K is undefined.
A Lamperti-Kiu process Y will be called degenerate if Y is such that lim sup t→∞ |ξ t | < ∞. This can be shown to be equivalent to the cases either that Y is killed or ξ ± t ≡ 0 for all t ≥ 0,
When K is defined and Y has an infinite lifetime, similarly to the law of large numbers for Lévy processes [17, pp 202 , it is known that almost surely: if K < 0 then lim t→∞ t −1 ξ t = K < 0 and lim t→∞ ξ t = −∞; if K = 0 and Y is non-degenerate then lim t→∞ t −1 ξ t = 0, lim inf t→∞ ξ t = −∞ and lim sup t→∞ ξ t = ∞; if K > 0 then lim t→∞ t −1 ξ t = K > 0 and lim t→∞ ξ t = +∞.
To consider the case where K is undefined, we need to study a result which is analogous to [8, pp 372, Theorem 2] for MAP. To this end, define
Then the long term behaviour of (ξ t , t ≥ 0) is described by the following Lemma.
Lemma 2.1
Suppose K is undefined. Then at least one of I + and I − equals infinity and almost surely:
Proof
Consider the sequence {ξ T 2n } n∈N as the random walk
and notice that
Define a sequence (τ n ) n∈N of times and (x n ) n∈N of values such that for each n ∈ N we have
Since lim sup t→∞ t −1 ξ t > −R there is an increasing sequence of times (s n ) n∈N such that s −1 n ξ sn > −R for each n ∈ N and lim n→∞ s n = ∞. Then we may take a subsequence (s ′ n ) n∈N such that there is at most one element of the sequence (s ′ n ) n∈N in each interval [T m , T m+1 ] and J s ′ n is constant.
Let (τ kn ) n∈N be a subsequence of (τ n∈N ) such that k n > N and s ′ n ∈ [T kn , T kn+1 ] for each n ∈ N. Then for each n ∈ N we have
However, for each n ∈ N, by the Lamperti-Kiu decomposition {ξ T kn +t − ξ T kn : t < T kn+1 − T kn } is a Lévy Process and so, by splitting at the last time of the maximum [3, pp 160, Chapter VI, Theorem 5], x kn − ξ T kn+1 is independent of x kn and has the same distribution as x 0 − ξ T 1 hence its distribution doesn't depend on R. This contradicts that it only has support on (R, ∞).
By applying a similar argument to −ξ t we can conclude I − < ∞ and K undefined implies
The following Theorem shows the convergence and finiteness of A ∞ and B ∞ is fully characterised by K when it is defined and by the finiteness of I + when K is undefined. 
Before proving Theorem 2.1 we will show the following preliminary Lemma.
Lemma 2.2
If lim sup n→∞ ξ T 2n = ∞ a.s. then both A ∞ and B ∞ diverge.
Proof
If lim sup n→∞ ξ T 2n = ∞ a.s. there exists a strictly increasing sequence {τ n } n∈N ⊂ N such that exp ξ T 2τn ≥ 1 for all n ∈ N a.s.. First considering A ∞ and using the Markov property for the second inequality we have J t exp(ξ t )dt which implies convergence to zero of the subsequnece
then again using the Markov property B ∞ converges to zero only if
as n → ∞. This is impossible since it is an i.i.d. sequence which doesn't converge to zero in distribution.
Proof of Theorem 2.1
We will consider the cases that K is defined and undefined separately.
a.s. and by absolute convergence it is then immediate that B ∞ also converges a.s..
Next we consider the case that either K > 0 or K = 0 and Y is non-degenerate. Then by [13, pp 167, Chapter 9, Proposition 9.14] lim sup n→∞ T 2n = ∞ a.s. and so the result follows from Lemma 2.2. If K = 0 and Y is degenerate, then, since Y is unkilled,
hence for all t ≥ 0, e ξt ≥ min 0, exp U J 0 =: V > 0 and so A ∞ = ∞ a.s.. Also, B ∞ can be written as the sum
2 Now suppose K is undefined. From [8, pp 372, Theorem 2] we know that if I + = ∞ then lim sup n→∞ ξ T 2n = ∞ a.s. hence using Lemma 2.2 both A ∞ and B ∞ diverge.
If I + < ∞ then since K is undefined, as a consequence of [8] , I − = ∞ and so by Lemma 2.1 we have lim sup t→∞ t −1 ξ t = −∞. Then by the argument of the first case both A ∞ and B ∞ converge.
Moments and tail asymptotics of A ∞ and B ∞
For z ∈ C suppose the Laplace exponents ψ ± (z) := log E[exp(zξ ± 1 )] and Laplace transforms G ± (z) := E[exp(zU ± )] exist and are finite. Then the matrix exponent of Y is defined to be
Then let λ(z) denote the eigen value of F (z) with largest real part. Using Perron-Frobenius theory it is shown in [16, pp 8, Proposition 3.2] that such an eigen value is guaranteed to be simple, real and continuous as a function of z. From [16, Section 3, pp 10, Proposition 3.4] we also know that λ(z) is convex. Then, provided F exists in a neighbourhood of zero, from [2, pp 313, Corollary 2.9] it is known that
It can be shown that the integrals A ∞ and B ∞ are the solutions of random affine equations. We will assume q + , q − > 0 so that T 2 < ∞ and note that T 2 is independent of Y 0 . Then, similarly to the result in [4, Section 4.3] , by the Markov Additive property
whereB ∞ and is an identical but independently distributed copy of B ∞ and is independent of
Notice that Y T 2 > 0 a.s. and is independent of J 0 because of its symmetry in the components of the decomposition of Y . Similarly,
The following results are the generalisation of [4, pp 201, Corollary 5] to Lamperti-Kiu processes using the implicit renewal theorems given in [ 
Proposition 3.1
Suppose Y is a Lamperti-Kiu process with K < 0 and there is a κ > 0 such that F (κ) exists and
Proof
The result is an immediate consequence of [10] and [14] provided the following equations hold:
We now prove that under the conditions of the proposition each of these equations hold.
To show equation (3.2) we expand log |Y T 2 | to get
2) follows from the assumption K < 0.
and so, by the assumption 0 is an eigen value of F (κ),
Let µ(z) be the other eigen value of F (z). Then for all real z ∈ (0, κ), by assumption,
. By independence and using (3.7) we get
Equation (3.4) is a consequence of equation (3.3). By continuity, we can pick ǫ > 0 such that
Using independence and the inequality (
From the results on exponentially killed Lévy processes in [4] and since ψ ± (κ) − q ± < 0, 
Subexponential tails of A ∞
When not all of the conditions of Proposition 3.1 hold a different approach to the investigation of the tails and moments of A ∞ is required. In this section we consider the case that these conditions fail to hold because some of the components of the Lamperti-Kiu decomposition are strong subexponential. We establish the tail asymptotics of the distribution of A ∞ in a generalisation of the corresponding result for a Lévy process considered in [20, pp 166, Section 4] .
We will use [9] as a reference to the background theory of subexponential distributions and random variables. Let S denote the set of subexponential random variables and S * denote the set of strong subexponential random variables. For any two functions f, g :
For a random variable X define its integrated tail by
and also define the related function
If F X is a subexponential distribution then we write X ∈ S I and from [9, Chapter 3, pp 55, Theorem 3.27] S * ⊂ S I . For ease of notation, we also define F (x) := F ξ T 2 (x) and, for each
Let the set of components of the Lamperti-Kiu decomposition be given by L := {ξ
Throughout this section we will consider MAP's which satisfy the following assumption:
By the closure properties of S [9, pp 52, Chapter 3, Corollary 3.16] it follows from Assumption (II) that ξ T 2 is also strong sub-exponential with tails and integrated tails respectively given, as x → ∞, by
and
The main result of this section, which extends [20, Section 4, pp 166] to Lamperti-Kiu processes, is the following. 
Furthermore, A ∞ is long tailed and log(A ∞ ) is subexponential.
Following the proof of the analogous results for Lévy processes [20, Section 4, pp 166] we will break the proof of Theorem 4.1 into a number of Lemmas over the remainder of this section.
For ǫ ∈ (0, −K) and sufficiently large A ∈ R define a sequence of stopping times by σ 0 := 0 and for each n ∈ N σ n := inf t > σ n−1 :
with the convention inf(∅) = ∞ and setting σ n = ∞ if σ n−1 = ∞. Then also define N := max{n ∈ N 0 | σ n < ∞} and η n := P(σ n < ∞ | σ n−1 < ∞).
Lemma 4.1
Under Assumption (I), there exists A * > 0 such that N is a.s. finite whenever A > A * .
then, since σ n−1 is a stopping time, using the Markov additive property and summing over the
By the strong law of large numbers,
and hence there a.s. exists T > 0 such that if t > T thenξ t < 0. From this we can conclude sup t≥0ξt = max 0 , sup t∈[0,T ]ξt < ∞ since the supremum of a càdlàg process over a compact interval is bounded.
This implies there exists an A * > 0 such that for all A > A * we have P sup t≥0ξt > A < 1. From this we conclude N < ∞ a.s. since
Let (K n ) n∈N 0 be the sequence of random variables, taking values in {+, −, ∞}, such that for each n ∈ N, if σ n < ∞ then K n = J σn otherwise K n = ∞.
Lemma 4.2
Under Assumption (I), the sequence (K n ) n∈N 0 is a discrete time homogeneous Markov chain with ∞ being an absorbing state.
Proof
By definition of σ n , if K n−1 = ∞ then K n = ∞ hence ∞ is an absorbing state.
If K n−1 = ∞ then by the Markov additive property, since σ n−1 is a stopping time, {ξ σ n−1 +t − ξ σ n−1 | t ≥ 0} is independent of F σ n−1 given K n−1 . Hence we can define
which is a function of {ξ t+σ n−1 − ξ σ n−1 : t ≥ 0}. Thus the event {K n = ∞} = {∆σ n = ∞} is independent of F σ n−1 given K n−1 and has the same law as the event {K 1 = ∞} given K 0 .
Moreover, if ∆σ n < ∞ then K n = J σn = J σ n−1 +∆σn , hence K n is a function of ξ σ n−1 +t − ξ σ n−1 , J σ n−1 +t : t ≥ 0 and so by the Markov additive property is independent of F σ n−1 given K n−1 and has the same distribution as K 1 given K 0 . Hence the sequence (K n ) n∈N is a time homogeneous Markov chain.
Let η denote of the probability transition matrix of (K n ) n∈N .
From the proof of Lemma 4.1 we know that sup t≥0ξt < ∞ a.s. whereξ t := ξ t − (K + ǫ)t. Thus
and since η α,β are non-negative this implies lim A→∞ η α,β = 0. 
Then it is easily seen that
Since ∞ is an absorbing state of the Markov Chain (K n ) n∈N , for each n ∈ N,
then summing up over n ∈ N we have
and by symmetry
Solving this system gives
from which the result of the Lemma is immediate. The asymptotic results then follow from Lemma 4.3.
To adapt [20, pp 11, Lemma 4.2] to the Lamperti-Kiu case we need to show the integrated tail is asymptotically equivalent to an infinite series. In the next Lemma we show this for a general long-tailed random variable.
Lemma 4.5
Suppose K + ǫ < 0 and X is a long tailed random variable, independent of (T 2n ) n∈N , with integrated tail G X , then as x → ∞, where the last expression is a σ(T 2n )-measurable random variable. Hence shifting the domain of integration gives
Then taking expectations and noting that the left hand side isn't random, that T 2(n+1) −T 2n L = T 2 and that T 2(n+1) − T 2n is independent of T 2n gives
whereT 2 is an independent and identically distributed copy of T 2 . This can be written in the integral form
Let δ > 0 then, since X is long-tailed, for all s > 0 there exists R(s) > 0 such that whenever z > R(s) and y ∈ [0, −s(K + ǫ)],
and since −v(K + ǫ) ≥ 0 for v ≥ 0 we have for all x > R(s) and u ∈ [0, s]
To show the lower bound we use this inequality within the last two integrals of (4.4) to obtain, for x > R(s),
then evaluating the inner integral and noticing that it is constant with respect to u gives, for x > R(s), 
Then since l > 0 and δ > 0 are arbitary and T 2 is integrable we can take l sufficently large to obtain E[T 2 ;
If this is substituted into the expression for G X for x > R(l) we have
For the upper bound, since −(K + ǫ)u > 0 for u > 0,
which substituted into the expression for G X gives, for all x > 0,
Combining the upper and lower bounds gives equation (4.3).
The next Lemma is a slight variation of the argument of [26, Lemma 1] to independent exponentially distributed times.
Lemma 4.6
Let X be a Lévy process killed at an independent and exponentially distributed time τ and suppose 0 < u 0 < u. Then
Independent increments of X and the memory-less property of τ gives
whereX andτ are independent and identically distributed copies of X and τ respectively. Then (4.5) can be obtained from the inequality
Lemma 4.7
Under Assumption (I), suppose m, n ∈ N with m < n then, conditionally on K m−1 , K m , K n−1 and K n , the increments ξ σm − ξ σ m−1 and ξ σn − ξ σ n−1 are independent. If α, β ∈ {+, −}, then conditioned on the event {K n−1 = K m−1 = α; K n = K m = β} the increments ξ σm − ξ σ m−1 and ξ σn − ξ σ n−1 are equal in distribution and independent. Furthermore, for any l ∈ N such that m = l and any bounded continuous function f :
Proof First suppose m < l then
then using the tower property and that (K k ) k∈N is a Markov chain we have
and so substituting this into the previous equation gives
Now suppose m > l and through a direct application of the Markov Additive property we have
then in the previous equation
For each n ∈ N let Z n := ξ σn − ξ σ n−1 and we are now in a position to consider its asymptotic behaviour conditionally on K n−1 and K n under assumptions A and B. Recall that for α ∈ {+, −}, 
Proof Suppose x > A, let u 0 ∈ (0, x − A) and fix α, β ∈ {+, −}. For ease of notation let σ := σ 1 . Then, since P(Z n > x | K n−1 = α, K n = β) = P α (ξ σ > x | σ < ∞, J σ 1 = β), we have
To bound the elements of the sum first consider the strict inequality T m < σ < T m+1 for some m ∈ N, then
then using the Lamperti-Kiu decomposition followed by Lemma 4.6 we have
whereξ (β) andζ β are independent copies of the Lévy process ξ (β) and the exponential random variable ζ β , respectively.
In the case that σ = T m ,
If α = β there must be an even number of changes of J before σ so there exists n ∈ N such that σ ∈ [T 2n , T 2n+1 ), hence combining the two results above gives,
If α = β there are an odd number of changes in J before time σ. However, T 2n+1 ≥ T 2n so the inequalities can be weakened to give the same result as the α = β case.
For ease of notation define
ζ β is long tailed we can use Lemma 4.5 to obtain the asymptotic approximation
.
as x → ∞. We will consider separately the cases where both of the identities hold, exactly one holds or neither hold.
In the case where both ξ (β) ζ β and U −β are subexponential (and hence are long-tailed) for all δ > 0, there exists an R > 0 such that for all x > R
where the second inequality holds since H β (u 0 ) < 1. Since δ was arbitrary, taking the lim sup as x → ∞ yields lim sup
In the case where exactly one of ξ (β) ζ β and U −β is subexponential by Assumption (II) it asymptotically dominates the other as x → ∞. Suppose it is ξ (β) ζ β that is subexponential and note that the following argument is symmetric in ξ (β) ζ β and U −β . For all δ > 0 there existsδ > 0 such that δ(1 +δ) < δ/2 and an R > 0 such that for all x > R and n ∈ N
and so, since δ > 0 was arbitrary, we may take the lim sup as δ → 0 to obtain lim sup
Finally we consider the case that neither is subexponential. Then by Assumption (I) the tails ofξ 
then using the results of the previous two cases, for suitably large R > 0,
and so as x → ∞, since δ > 0 was arbitary
Since all the components of the Lamperti-Kiu decomposition are finite we have, for sufficently large x, G (·) (x) = F (·) (x). Hence, in the first two cases,
Since we are taking x → ∞ we may also take u 0 → ∞ and use that H(u 0 ) → 1 to obtain the result lim sup
Define the constant C := log e A |K + ǫ| and by taking A sufficiently large we can ensure e C > 2. Then we have the following upper bound for log(A ∞ ) which corresponds to the result in the Lévy case given by [20, pp 11, Lemma 4.1] . (ξ σn − ξ σ n−1 ) + where we have made use of the fact e (ξσ n −ξσ n−1 ) + ≥ 1 to use the log inequality.
Lemma 4.10
Suppose Z is a random variable with tail P(Z ≥ x) which is bounded above by some function F (x) such that 1 − F (x) is a true distribution function. Then there exists a random variable X defined on a σ-algebra containing σ(Z) such that Z ≤ X and P(X ≥ x) = F (x).
Proof
Let P (x) := P(Z ≥ x) and V ∼ Unif(0, 1) be independent of Z. We will use the notation P (x + ) := lim y↓x P (y) which exists for all x ≥ 0 since P is non-increasing and bounded below. Define the random function U :
hence U is also non-increasing.
Furthermore, suppose U (x 1 ) = U (x 2 ) for some x 1 < x 2 . Then
where the last inequality is because P is non-increasing and so P (x + 1 ) = P (x 2 ). Then if P (x + 1 ) = P (x 1 ) we have P (x 2 ) = P (x 1 ) otherwise if P (x 1 ) = P (x + 1 ) then a.s.
which is a contradiction. Hence if x 1 < x 2 and U (x 1 ) = U (x 2 ) then P (x + 1 ) = P (x 1 ) = P (x 2 ) a.s. and so P(x 1 ≤ Z < x 2 ) = 0.
From this we can now conclude that for all x 
Hence P(U ≤ q) = q for all q ∈ [0, 1] and so U is Uniformly distributed. Using [7, pp 7, Proposition 3.1] the random variable defined by X :
and, since F is decreasing,
Lemma 4.11
Under assumptions A and B, A ∞ has tails which satisfy
. For each Z + i given (K n ) n∈N 0 we have a tail estimate from Lemma 4.8 which, used in conjunction with Lemma 4.10, gives the existence of random variables X i (k) for each k ∈ ∪ n∈N {+, −} n with k 0 = σ such that:
1. each X i (k) is a function of Z i and a random variable independent of the rest of the system;
3. X i (k) has tails given by min 1,
Then summing up over the sample paths of (K n ) n∈N 0 we have the upper bound
X i (k) > x; N = n; (K 0 , · · · , K n ) = k .
For ease of notation letη = max α,β∈{+,−} η α,β and η = min α,β∈{+,−} η α,β and also let d ∈ (0, (1 − 2η)/2η).
For each α, β ∈ {+, −} n ∈ N and k ∈ {+, −} n+1 such that k 0 = σ let N α,β (k) := n i=0 ½ {k i−1 =α,k i =β} and notice that this is deterministic since k is. Then by Lemma 4.7, given the event {N = n; (K 0 , . . . , 
In the case β / ∈ B, by Assumption (II), for any b ∈ B
where for each i ∈ N the random variable W i depends only on X i (k) and has the distribution of X 1 ((α, b) ). We can now use Corollaries [9, pp 52, Chapter 3, Corollary 3.16 and 3.18] to sum the Y α,β and obtain the bound
Using the bound on the distribution of N from equation ( 
Moreover, by [9, pp 52, Chapter 3, Corollary 3.16], for all n ≤ M and k ∈ {+, −} n+1 with k 0 = σ there exists R n,k > 0 such that for all x > R n,k P σ n i=1 X i (k) > x N = n; (K 0 , · · · , K n ) = k
where for any two cumulative distribution functions G, H we write (1−G) * (1−H) = 1−(G * H).
Then, since Pσ ½ {k i / ∈B} X i (k)) > x = o F β (x) for any β ∈ B, by [9, pp 52, Chapter 3, Corollary 3.18] we have P σ n i=1 X i (k) > x N = n; (K 0 , · · · , K n ) = k ≤ (1 + δ 1 )
Since there are finitely many such pairs (n, k) with n ≤ M we can take R = max n≤M R n,k so that for all x > R X i (k) > x; N = n; (K 0 , · · · , K n ) = k
where the last inequality holds for sufficiently large x as a consequence of Assumptions A and B.
Hence for all x > R
and so from the definition of lim sup lim sup
however since F is long tailed lim x→∞ F (x − C)/F (x) = 1 and therefore lim sup
. However, ξ T 2n is a sum of the random variables ξ T 2m − ξ T 2(m−1) which are i.i.d. copies of ξ T 2 .
Since by Assumption (I) the integrated tail, F , of ξ T 2 is long-tailed we can apply Veraverbeke's theorem [28, pp 2, Theorem 1(i)] to conclude that lim inf
