Here we present an approach to problems of diffraction that has its roots in a number of well-established theories such as the geometric theory of diffraction, the method of parabolic equations, the theory of Wiener functional integration, and the theory of stochastic processes. We start our analysis of the Helmholtz equation following closely the scheme of the ray method, but instead of approximating the resulting second-order auxiliary equation by a firstorder equation, we study the original auxiliary equation and obtain its exact solution as the mathematical expectation of some functional in the space of Brownian trajectories with the Wiener probabilistic measure. The obtained solution appears to be a direct improvement over the ray method approximation to the exact solution of the Helmholtz equation, and it is shown to admit efficient numerical evaluation.
Introduction
The 'ray method' known also as 'ray optics' delivers a powerful tool for analysis of a broad spectrum of problems related to wave propagation phenomena. Simple estimates provided by this approach have clear physical meanings and are accurate enough for many applications. This method, however, has some drawbacks because of its approximate nature: it fails to describe wave fields near caustics; it fails to describe diffraction on non-smooth bodies; and the accuracy of the ray method is not sufficient for some applications. The combination of the advantages and disadvantages of the ray method has resulted in much effort being focused on its improvements.
Asymptotics of wave fields near caustics are difficult for analysis but, nevertheless, there exist well-developed techniques for their study. The accuracy of the ray method in many cases may be improved by adding higher-order terms to asymptotes provided by the method. The general scheme of the ray method can be extended to problems of diffraction by the introduction of so-called diffraction coefficients. These improvements make it possible to solve many important particular problems but they do not eliminate the principal drawbacks of the ray methods: computation of the diffraction coefficients relies on case studies of canonical structures by specific techniques that cannot be extended to more realistic configurations; inclusion of high-order terms in the ray series often improves results only in domains where sufficient accuracy is provided by the principal term.
In general, the theory of wave propagation still suffers from the lack of a unified technique that may be employed for accurate quantitative and numerical analysis of wave fields in different realistic situations, which may include non-homogeneous and anisotropic media, irregular scatterers, waveguiding layers, wave traps, and many other specific features that arise in application.
Here we present an approach to problems of wave propagation that has its roots in a number of well-established theories such as the ray method, the method of parabolic equations, the theory of Wiener functional integration, and the theory of stochastic processes. We start our analysis of the Helmholtz equation following closely the scheme of the ray method, but instead of approximating the resulting second-order auxilary equation by a first-order equation, we study the original auxilary equation and obtain its exact solution as the mathematical expectation of some functional in the space of Brownian trajectories with the Wiener probabilistic measure. The obtained solution appears to be a direct improvement over the ray method approximation to the exact solution of the Helmholtz equation, and it is shown to admit efficient numerical evaluation.
In section 1 we briefly discuss the probabilistic approach to boundary-value problems for elliptic positive-definite partial differential equations. Material presented in the first part of this section is rather standard for the specialists with a probabilistic background but it is included to make the paper more accessible for the readers whose interests are focused on problems of wave propagation. In the last part of this section we consider a particular problem which is especially important as preparation for consideration of the Helmholtz equation modelling wave propagation phenomena.
In section 2 the probabilistic approach is applied to the Helmholtz equation. First, this equation is reduced to the complete transport equation with complex coefficients defined through the eikonal which may always be computed by the canonical Hamilton-Jacobi technique. Then the complete transport equation is treated by the random walk method and the obtained probabilistic solution is converted to a form that may be considered a direct improvement of the well-known ray method approximation to the exact solution of the Helmholtz equation.
In both sections the obtained analytical results are validated by numerical examples selected solely to illustrate that the probabilistic solution provides a competitive approach to problems of wave propagation. It is expected that the demonstrations provide convincing evidence that the random walk method will be applicable to more complex problems for which other methods fail. We shall address such problems in later papers.
Probabilistic solutions of elliptic equations

Preliminaries
Let G ⊂ R N be a domain with the boundary ∂G and let g(x) be a function defined on ∂G. Then one can consider the Dirichlet problem for the Laplace operator
It is well known that if g(x) and G meet some rather general conditions then the Dirichlet problem (1.1) has a unique solution in a reasonable class of functions. It is less well known that the solution of (1.1) can always be represented by an explicit formula:
which involves some notions widely used in the theory of stochastic processes: (i) the symbol ξ x t denotes the position at time t of the Brownian trajectory that started at t = 0 a continuous random walk in R N from the point x ∈ G ⊂ R N ; (ii) the symbol τ denotes the 'exit time' of the Brownian trajectory ξ x t , which means that the trajectory ξ x τ touches the boundary ∂G first at the moment τ ≡ inf{t : ξ x t ∈ G}; (iii) the symbol E x denotes the mathematical expectation in the space of all possible Brownian trajectories ξ x t originating at the point x.
Although the probabilistic solution (1.2) is not as simple as a closed-form analytic expression involving only elementary functions, this is nevertheless an explicit solution that has been used both for analysis (1 to 4) and for direct numerical simulation (5) .
The close relationship between Brownian motion and the Laplace operator was noticed long ago, as early as in the 1920s. Philips and Wiener (6) and Courant et al. (7) considered random walks on plane nets, introduced 'exit times' from closed domains, and actually obtained the solution (1.2) of (1.1) as the limit of the corresponding discrete problem when the net's mesh passes to zero. In the 1930s these ideas were further developed by Petrovsky (8) and Khinchine (9) who considered more general random walks and more general differential operators. Later, in the 1940s to the 1960s, applications of probabilistic methods to partial differential equations and vice versa were studied in the publications (1, 10 to 22) and many others.
Probabilistic solutions of the type (1.2) and (1.8) below retain the attractive advantages of explicit formulae, such as minimal additional requirements on the problem's data and versatility of numerical implementations that, for example, make it possible to apply (1.2) to domains with highly irregular boundaries (5) . Besides that, the probabilistic solution (1.2) of the Dirichlet problem (1.1) has some specific advantages such as: (i) implementations of (1.2) require very simple algorithms with minimal use of computer memory; (ii) the efficiency of (1.2) does not depend on the dimension N ; (iii) formulae (1.2) are perfect for parallel computing on independent processors.
The probabilistic approach to boundary-value problems for partial differential equations is extendible in many directions. It may be applied to elliptic systems of equations, to nonlinear equations, to nonlinear reaction-diffusion systems of equations, etc. It also looks attractive to apply the probabilistic approach to static problems of solid mechanics, which are described by elliptic systems of partial differential equations. The advantages of such an approach might include simpler and less resource consuming algorithms for problems that are currently studied by conventional methods; besides that, the probabilistic approach might be adapted to handle such features as nonhomogeneous and anisotropic media, phase transformations, and diffusion or chemical reactions.
Finally, as we shall see below, the probabilistic approach may be adopted for analysis of wave propagation phenomena described by the Helmholtz equation.
The Wiener measure and functional integration
To discuss further the solutions of partial differential equations in the form (1.2), we must first recall the meaning of the Wiener integration in functional spaces.
Let P a be a space of continuous N -dimensional vector functions ξ(t) of a real argument t ∈ [t 0 , t * ] such that ξ(t 0 ) = a. One might say that P a is a space of paths originating from a fixed point ξ = a ∈ R N and continuing on the time interval
Let F( ξ(t)) be a functional on P a that assigns some numerical value to each path ξ(t) ∈ P a . To define the Wiener integral of the functional F( ξ(t)) over the space P a we first subdivide the interval [t 0 , t * ] by equally distributed points t 0 < t 1 < · · · < t n = t * , with t k − t k−1 = t, and then approximate the path ξ(t) by a piecewise line connecting points ξ(t 0 ) = a, ξ 1 = ξ(t 1 ), . . . , ξ n = ξ(t * ) whose total number increases to infinity as t → 0. Then, the Wiener integral over the space P a may be defined as the limit 
The probabilistic meaning of the last formula becomes clear if we consider a discrete random walk of a particle which is located at the point ξ = ξ 0 at the moment t = t 0 , then appears at ξ = ξ 1 at the moment t = t 1 , etc. Let us assume that the displacements ξ k = ξ k+1 − ξ k are independent random vectors distributed according to the Gaussian law
where
is the probability that a particle located at ξ = ξ k−1 at the moment t = t k−1 appears at the next moment t = t k in the parallelepiped between ξ k and ξ k + d ξ k . Then, the product
may be regarded as the probability that the particle passes through a narrow pipe along the path ξ 0 → ξ 1 → ξ 2 → · · · → ξ n , and, consequently, the product
obtains the meaning of the probabilistic density of this path in the space P a , whose total measure is normalized to unity, as one can verify by straightforward integration. So, for every path in P a there is an assigned weight, and the Wiener integral (1.3) may be considered as a weighted sum of values of the functional F( ξ(t)) computed along all paths from P a , where the contribution of each particular path is proportional to the density assigned to that path.
Since a wide range of rigorous discussions of the Wiener integration in functional spaces is now available (3, 23 to 26) we will not discuss this topic in more detail here, and restrict ourselves to remark that the Wiener integral can be approximated by the simple statistical algorithm outlined below.
Consider a homogeneous N -dimensional Cartesian lattice with uniform coordinate increments x in all directions. Let a particle move on this lattice making independent jumps along Cartesian axes to any of 2N neighbouring nodes, one jump at a time. Then, if the time interval between two consecutive jumps is t = N ( x) 2 the trajectory of the particle is known (27) to converge as x → 0 to a Brownian motion. Let ξ m k , k = 1, 2, . . . , K m , be a series of independent discrete random walks with the index m enumerating the walk as a whole and with the index k referring to individual steps in each particular walk. Then, as
of the statistical sum to the Wiener integral (1.3), which may also be considered as the mathematical expectation of the functional F( ξ(t)) computed over the paths launched from a.
Other elliptic equations
The Dirichlet problem (1.1) with the Laplace operator is just the simplest elliptic boundary-value problem that admits explicit solutions of the type (1.2). Consider, for example, an N -dimensional Dirichlet problem
where C mn and D mn are the elements of the matrices C and D related to each other as
It is known (1, 3) that if the parameters of the problem (1.6), (1.7), satisfy some mild conditions, then its solution may be explicitly defined as the mathematical expectation
where ξ x t is a random motion governed by the stochastic differential equation 9) and stopped at the exit time τ when ξ x t touches the boundary ∂G. In the literature (3) one can find a comprehensive discussion of conditions which guarantee the validity of (1.8), and we do not go into detail here.
One particular class of differential operators that admits an explicit probabilistic interpretation is especially important for us as preparation for consideration of the Helmholtz equation.
Let A(x) be an N -dimensional vector field and let us consider the boundary-value problem
where k is a constant. Applying (1.8) and (1.9) we obtain the solution of (1.10) in the form
where the random motion ξ x t is determined by the stochastic differential equation
and, therefore, this motion may be interpreted as a superposition
of the Brownian motion w t with the deterministic drift ζ x kt along the vector field A.
Solution (1.11) can be easily estimated by a statistical sum similar to (1.5). Let ξ m n be a series of discrete random walks in R N with the indices m and n referring respectively to the walks and to the individual steps in a selected walk. Let these walks be launched from the observation point ξ m 0 = x and thereafter defined by the recursive formula 14) where w n is a random jump in an arbitrary direction of a distance w n related to the time increment t as mentioned above. Finally, let K m be the first index n = 0, 1, . . . , when the node ξ m n of the m-trajectory is located outside the domain G ⊂ R N . Then, the solution (1.11) admits a statistically convergent approximation
where ξ m K m denotes the intersection of the piecewise trajectory ξ m n , n = 0, 1, . . . , M, with the boundary ∂G of the domain G.
It should be mentioned that in the literature (28, 29) one may find more efficient methods of numerical evaluation of the probabilistic solution (1.11).
Another advantage of the probabilistic formula (1.11) is that it has an alternative form that provides a clear way to derive conclusions about the solution φ(x) of (1.10), for instance, about the asymptotic behavior of φ(x) for k 1. Solution (1.11) is already so simple that only the evaluation of the integral 16) may simplify it further, and indeed, this integral can be evaluated with use of some facts from the theories of ordinary differential equations and stochastic processes. Let B be some (N − 1)-dimensional surface non-tangent to the vector field A, and let ξ 0 (t; β) be a solution of the initial-value problem
may be considered as new coordinates of the point ξ 0 (t; β) and one may introduce the function 17) where V ( ξ) is the Jacobi matrix of the transformation (t, β) −→ ξ 0 (t; β). Function J ( ξ) from (1.17) is widely known in the ray theory as the 'geometrical divergence' of the vector field A (30, 31). The Liouville formula from the theory of differential equations (31, 32) establishes the relationship
between the divergence of A and the derivative of ln[J ( ξ)] along A. From the chain rule of the stochastic calculus (33) it follows that if ξ x t is a random motion satisfying (1.12), then
Therefore, taking into account (1.18), the integral (1.16) may be re-arranged as follows:
where ξ x t is a random walk of the type (1.13) launched from the point ξ x 0 = x and stopped at the exit point ξ x τ from the domain G. Finally, substituting the last formula into (1.11) we obtain the solution of the boundary-value problem (1.10) in the form
given in terms of a geometric characteristic J (x) of the vector field A and of the trajectories ξ x t of composite random walks described by (1.12), (1.13).
It should be noticed that although our solution (1.20) of the boundary-value problem (1.10) does not directly depend on the parameter k of the problem, this parameter, nevertheless, heavily affects formula (1.20) through the structure of the trajectories ξ x t and of the exit time τ . Consider, for example, the case when k 1. Then the speed of the drift ζ x kt along the vector field A is much higher than the average speed of the Brownian motion w t . Therefore, the trajectory ξ x t follows closely along the integral line ζ x kt determined by the differential equation
, with the initial condition ζ x 0 = x. Let the path ζ x kt hit the boundary ∂G at the point x τ . Then, assuming that the domain G and the vector field A are regular enough and that the parameter k 1 is large enough, we can approximate (1.20) by the formula
This approximation may also be straightforwardly obtained as an exact solution of the equation 22) which is well known in the ray method, and it is usually referred to as a 'transport equation' because it describes the transport of a quantity φ 0 along the vector field A. One of the most serious drawbacks of the ray method is that ( The results presented correspond to the boundary radius 2π R = π/15 ≈ 0·2. The mathematical expectations from (1.20) were estimated by statistical sums of the type (1.15) where averaging included 2000 independent discrete Brownian walks with Cartesian increments x = y ≈ 0·07. The computations were very stable and despite the use of a rather rough discretization and the simplest algorithms, the relative error was maintained below the low four per cent level over the entire trial interval from r ≈ 0·1 to r = 8.
Probabilistic approach for the Helmholtz equation
Consider the boundary-value problem 1) for the N -dimensional Helmholtz equation with a wave number κ ≡ k (x) subdivided for future convenience into two multiplicative components: a variable parameter (x) and a constant k which is often considered to be large. A typical problem of wave radiation consists of finding the solution of (2.1) that is defined in an exterior domain G ⊂ R N and satisfies some additional conditions at infinity, most commonly the Sommerfeld radiation condition. In problems of wave propagation the boundary values g = ψ 0 | ∂G are usually not introduced as arbitrary functions from certain functional classes, but are defined as boundary values determined by a pre-defined incident wave ψ 0 which has to be distinguished from the unknown wave field ψ, because ψ 0 either contains incoming waves that violate the radiation condition, or it satisfies a non-homogeneous Helmholtz equation
Although (2.1) is an elliptic boundary-value problem similar to (1.6) its solution may not be straightforwardly expressed in terms of probabilistic formulae like (1.8) because the inequality 2 > 0 leads to divergent integration in (1.8). There is, however, a less straightforward way to obtain probabilistic solutions of (2.1).
Liouville representation and the eikonal equation
Let us seek a solution of (2.1) in the Liouville product form
that has been used since the early 1800s as an anzatz for exact and approximate solutions of differential equations. Then, the Helmholtz equation from (2.1) may be split into two equations,
3) is a well-known eikonal equation from ray optics (30, 31) and a particular case of the Hamilton-Jacobi equation of classical mechanics (34) . These equations have been exhaustively studied in the literature and we may restrict ourselves to a brief remark that there is a canonical procedure which makes it always possible to determine the eikonal either on a physical space or on a multi-sheeted Lagrangian manifold constructed similarly to Riemann manifolds in the theory of analytic functions. When the eikonal equation (2.3) is solved, (2.4) may be considered as a second-order partial differential equation for φ subject to the boundary condition 
and assume that φ(z) is an analytic function of a complex N -dimensional argument z = x + i y. Then, φ( z) can be treated as a complex-valued function φ( x, y) of two real vectors x and y satisfying Cauchy-Riemann conditions
where symbols ∇ x and ∇ y denote partial gradients computed with respect to x and y. From (2.8) we derive the identities 10) which result in the representation of (2.7) in the form
Substituting for the pairs x, y and Re( A), Im( A), in terms of the pairs x * , y * and Re( A * ), Im( A * ), computed according to the following 'rotational' rules:
we, first, convert equation (2.11) to the form 13) and, applying the identity ∇ 2
φ following from (2.9), (2.12), we arrive at the equation
Equation (2.14) matches the structure of the equation (1.7), with 2N real variables and, therefore, its solution can be obtained as the mathematical expectation of the type (1.8) averaging 2N -dimensional random walks of the type (1.9) with the matrix D determined by the second-order component of the equation (2.14), as defined by (1.7). An elementary analysis shows that such random motion may be defined in the complex space
and where ξ x t is a path in C N , w t is the standard Brownian motion in the real space R N , and ζ x t is a deterministic motion in C N .
The next step is to augment equation (2.14) with some Dirichlet boundary conditions in order to formulate a boundary-value problem that may be considered, in an appropriate sense, as an extension of the problem (2.4), (2.5).
Let G c and ∂G c be a domain and its boundary in a complex space C N satisfying Since the problem (2.14), (2.17) has the structure of the Dirichlet problem (1.6) in a 2N -dimensional domain G c ∈ R 2N its solution may be obtained from formula (1.8) which, in the particular case under consideration, can be conveniently arranged in the form
which is identical to (1.11) except that here the paths ξ x t are defined by (2.15) and run across the complex space C N identified with R 2N . The exit point ξ x τ is defined as the first point of ∂G c touched by the path ξ x t and, correspondingly, the exit time τ may be defined as the the first instant when the projection Re( ξ x t ) of the path ξ x t touches the boundary ∂G. Then, reiterating the reasoning underlying (1.16) to (1.20) we convert solution (2.18) to an alternative form: 19) involving the geometric divergence J of the vector field ∇ S. It is worth noting that formulae (2.18), (2.19) remain valid if the paths ξ x t are governed by the
slightly generalizing (2.15) by the presence of an arbitrary function α(z) of the complex space argument. To justify (2.20) it suffices to multiply (2.7) by e i α and to re-apply, with obvious modifications, all the reasoning embodied in (2.8) to (2.14). In particular, it may be convenient to introduce α(z) by the formula
which guarantees that the differentials of the Brownian and of the drift components of the path ξ x t belong to the same N -dimensional subspace exp{i( Solution (2.19) may be used both for the numerical simulation based on the statistical estimate (1.15) and for the asymptotic analysis of the wave field φ as k 1. If the observation point is not located on the caustics then the high frequency asymptote of (2.19) as k 1 has the form 22) where x τ denotes the point of intersection of the boundary ∂G with the ray passing the observation point and following along the field A = ∇ S. This formula combined with (2.2) represents exactly the ray method approximation of the solution of the Helmholtz equation. For points on a caustic an adequate estimate of (2.19) should take into account the exponential factor exp{i τ 0 ∇ 2 (ln J ) dt}, in (2.19). If J (x) → 0 then the last integral rapidly oscillates near the point x and the averaging over all paths (2.15) compensates in (2.19) for the vanishing of the denominator. Moreover, computations of the wave field at the caustic may be based directly on the solution (2.18) which has no vanishing denominators.
As for the direct numerical simulation based on the probabilistic solution (2.19) it is clear that if k 1 then the exit time τ will be small and the averaging in (2.19) will actually include only a few sample paths ξ x t concentrated in a narrow pipe along the classical ray ξ x 0 (t) defined by the ordinary differential equation
, with the initial condition ξ x 0 = x. As the wave number k becomes smaller the exit time τ grows and a noticeable contribution to (2.19) is made by random paths ξ x t localized in a wider area around the classical ray. When k → 0, all Brownian walks w t will make comparable contributions to the average (2.19), as is typical for the probabilistic computation of harmonic functions. Therefore, one may expect that applications of probabilistic methods to problems of wave propagation might be rather efficient: as efficient as a deterministic ray method at the higher limit k 1, and not less efficient than in applications of probabilistic methods for computation of harmonic functions.
Numerical examples
To validate the above solutions of the Helmholtz equation we conduct numerical experiments similar to those considered in section 1.4. Thus we consider the Dirichlet problem 0 (R), but it may also be solved by the probabilistic formula (2.19). Therefore, by comparing the two solutions of (2.23) we have a way to evaluate the efficiency of the probabilistic formula (2. 19) . The results presented correspond to the radius 2π R = λ/30, where λ = 2π is the wavelength. The mathematical expectations from (2.19) were estimated by statistical sums of the type (1.15) where the averaging included 2000 independent discrete Brownian walks with Cartesian increments x = y ≈ 0·07. Computations employing the same algorithm with the same parameters as were used in the examples discussed in section 1.4 were stable and the relative error was below two per cent which was practically unchanged over the entire trial interval from r = 0·05 to r ≈ 8 of wavelengths.
Next we consider a classical Sommerfeld problem of diffraction in a wedge, which consists of finding the solution of the Helmholtz equation ∇ 2 ψ + k 2 ψ = 0, defined in a wedge |θ | α with the Dirichlet boundary conditions ψ(r, ±α) = 0 imposed on its faces. The excitation is generated by an incident plane wave ψ i (r, θ) = e −ikr cos(θ−θ 0 ) , |θ 0 | < α, arriving from infinity along the ray θ = θ 0 , and except for this incident wave there should be no other waves arriving from infinity. The last condition can be formalized as a requirement that the solution ψ(r, θ) admits the decomposition 26) with integration along the standard -like contour C passing from 27) with the eikonal S(r, θ) = r , and with the factor φ d (r, θ) satisfying in the wedge |θ | < α the complete transport equations (2.23) with the boundary conditions
(2.28) Since the field φ d (r, ±α) is defined as the solution of the boundary-value problem of the type (2.5), it can be computed by a probabilistic formula (2.19). Then assembling formulae (2.24) to (2.27) we obtain the solution of the Sommerfeld problem of diffraction computed by the random walk method. On the other hand, the exact solution of this problem can be represented by the Sommerfeld integral (2.25) with the amplitude (ω) defined as
So, the problem of diffraction in a wedge provides another opportunity to compare solutions obtained by the random walk method with the exact solution computed by conventional quadratures. Figure 3 shows the results of the numerical simulation of the total wave field ψ(2πr, θ) generated in a wedge by an incident plane wave. This field is computed twice: by direct numerical integration in (2.25), (2.29), and by formulae (2.24) to (2.27) with the function φ d (r, θ) computed by a probabilistic formula (2.19) as a solution of the boundary-value problem (2.23), (2.28).
The results presented correspond to the wedge |θ | < 135 • with the incident wave arriving along the direction θ 0 = 90 • . Solid lines display the wave field along the ray θ = 30 • , which is exposed to the incident, reflected and diffracted waves. Dashed lines correspond to the ray θ = −30 • , which is exposed to the incident and diffracted waves. Dot-dashed lines correspond to the ray θ = −120 • exposed only to the diffracted waves. Computations using random walks with the same parameters as in the previous examples were stable and the relative difference between the diffracted fields computed by the different methods was below the three per cent level on the entire wavelength interval of computation (0·05, 8).
Discussion and conclusion
Random walk methods have been used for decades for modelling the diffusion processes described by parabolic differential equations and for modelling the equilibrium states described by elliptic positive-definite equations. The advantages of random walk methods include, but are not limited to: (i) they have versatility and minimal requirements of the problem's data; (ii) implementation of these methods may employ simple and scalable algorithms with minimal use of computer memory; (iii) these methods are perfect for parallel computing on virtually any number of independent processors. Nevertheless, the practical impact of random walk methods to the analysis of diffusion processes and equilibrium states has been limited because of the availability of effective conventional methods such as techniques based on finite elements or finite difference approximations.
Here we apply the random walk method to problems of wave propagation. The nature of wave propagation phenomena degrades the efficiency of finite element and finite difference techniques, but makes it possible to use simple and physically meaningful asymptotic methods such as the ray method or the geometrical theory of diffraction. The ray method approximately describes wave propagation as the transport of some quantities along the rays, which agrees with physical intuition, but fails to provide an adequate description of many specific effects of wave propagation. This drawback of the ray method is formally a result of the replacement of the complete second-order transport equation arising from the exact theory by a simple first-order transport equation.
We start our analysis of the Helmholtz equation following closely the scheme of the ray method, but instead of approximating the resulting second-order auxiliary equation by a first-order equation, we study the original auxiliary equation and obtain its exact solution as the mathematical expectation of a specified functional in the space of Brownian trajectories with the Wiener probabilistic measure. Then, with use of the stochastic calculus we transform the obtained solution to a form which appears as a direct improvement of the ray method's approximation to the exact solution of the Helmholtz equation.
The results presented here suggest that the synthesis of the ray method and of the probabilistic methods in partial differential equations might provide exact descriptions of the wave fields available both for numerical evaluation and for asymptotic analysis. Here this synthetic method was applied to a Dirichlet boundary-value problem for a scalar Helmholtz equation, but close examination of the techniques employed makes it clear that the method can be extended far beyond this particular problem. Therefore, this paper should be considered as the first step to be followed by applications of the outlined method to more general problems, such as problems involving several Helmholtz equations, problems of diffraction by bodies of different shapes and with different boundary conditions, computations of Green functions for different domains, and many other problems arising from engineering applications.
