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ITERATED LOGARITHM LAW FOR SIZES OF CLUSTERS IN
ARRATIA FLOW
A. A. DOROGOVTSEV, A. V. GNEDIN, AND M. B. VOVCHANSKII
Abstract. The asymptotics of sizes of clusters for the Arratia flow is considered,
the Arratia flow being a system of coalescing Wiener processes starting from the
real axis and independent before they meet. A cluster at time t is defined as a set
of particles that have glued together not later than at t. The results obtained are
remarked to hold for any Arratia flow with a Lipschitz drift.
In the paper, we study internal properties of the Arratia flow. The Arratia flow has
been introduced in [1] and is an instance of Harris flows [5, 6]. Informally speaking, it is
a system of coalescing Wiener processes such that each pair of them has coordinates that
are independent before a collision appears and then merge together. As is known [5], all
particles within the flow glue into a finite number of clusters for any nonzero moment of
time. We ask about the behavior of such a cluster, namely, one that contains a particle
starting from 0, when time is small.
The next definition may be found in [5, 6].
Definition 1. A family of mappings {y(u, ·) | u ∈ R}, with y(u) ≡ {y(u, t)|t ∈ R+}, is
called the Arratia flow if
1) for any u, y(u) is a Wiener process; y(u, 0) = u;
2) for u1 ≤ u2, y(u1) ≤ y(u2);
3) the joint characteristic of the martingale parts of y(u1) and y(u2) equals∫ t
0
1{y(u1,s)=y(u2,s)}ds.
Consider At = {u | y(0, t) = y(u, t)}.We say that At is a cluster formed by all particles
that have glued with the particle from 0 till the moment t. Despite the supremum of At
is questioned to belong to At, the size of a cluster can be defined as
(1) ν(t) = λ{u | y(0, t) = y(u, t)},
where λ is the Lebesgue measure on the line. In fact, it is shown in [9] that any Arratia
flow has a version such that a mapping u → {y(u, t) | t ∈ [0; 1]} is right continuous in
C([0; 1]). This version being chosen, it implies At is well defined, at least for t ≤ 1. For
the sake of clearance, we suppose hereinafter that such version of the flow is chosen.
The distribution of ν(t) may be written down in terms of collision times, whose nota-
tion will be used in the sequel. On this way, for f, g ∈ C(R+), define collision time
τ [f, g] = inf{t | f(t) = g(t)},
the infimum over the empty set being defined as infinity. Also define
θ(y) = inf{s |W (s) = y},
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where W is a standard Wiener process started from 0. Then, with the monotonicity
property of an Arratia flow, it directly implies that
(2) P{ν(t) ≥ r} = P{∀u ∈ (0; r] : τ [y(0), y(u)] ≤ t} = P{τ [y(0), y(r)] ≤ t} =
= P
{
θ
(
r√
2
)
≤ t
}
,
since the difference y(u)−y(0)√
2
is a Wiener process until the collision happens.
In [3], the asymptotics of sizes of clusters as t grows to ∞ were obtained in the more
general case of Harris flows. More precisely, consider a Harris flow [5] with an infinitesimal
covariance function ψ. Here, ψ is supposed to be non-negative definite, continuous on the
real line, and satisfying the Lipschitz condition outside each interval (−c; c), c > 0, and
its spectral distribution is not of a pure jump type; ψ(0) = 1. Define ν(t) as the size of
the cluster containing a particle that starts from 0 in the same way as it has been done
for an Arratia flow. The following theorem is taken from [3].
Theorem 1. Consider a Harris flow {X(u, t) | u ∈ R, t ∈ R+}. Then, for each y > 0,
limt→∞ P{ ν(t)√t < y} exists and equals P{infs∈[0;2]Wy(s) > 0}, where Wy is a standard
Wiener process starting from y.
It shows that when time goes to infinity, the asymptotic behaviour of a cluster inside
any Harris flow is the same as that in the case of an Arratia flow. Another set of results
concerning the divergence of particles from the start points may be found in [4].
The main result of the paper is the following.
Theorem 2. Let y be an Arratia flow, and let ν be defined via (1). Then a.s.
lim supt→0+
ν(t)√
2t ln ln t−1
≥ 1,
lim supt→0+
ν(t)
2
√
t ln ln t−1
≤ 1.
Proof. First, we prove the estimate from above. Define a function ϕ : t 7→ 2
√
t ln ln t−1.
Fix ε > 0. For n ∈ N, put tn = αn, α ∈ (0; 1), and define An =
{
ν(tn)
ϕ(tn)
≥ 1 + ε
}
. For
any α starting from some n0, the variables (1 + ε)ϕ(tn) are well defined. We restrict
ourselves in what follows to only n such that un = (1 + ε)ϕ(tn) exists. Then, by (2),
P(An) = P{τ [y(un), y(0)] ≤ tn} = P
{
θ(
un√
2
) ≤ tn
}
.
Thus,
∑
n≥1
P(An) =
∑
n≥1
√
2
π
∫ +∞
un√
2tn
e−
v2
2 dv ≤ 2√
π
∑
n≥1
√
tn
un
e−
u2n
4tn =
=
1√
π(1 + ε)
∑
n≥1
1√
ln ln t−1n
e−(1+ε)
2 ln ln t−1n =
1√
π(1 + ε)
·
·
∑
n≥1
1√
ln(n lnα−1)
e−(1+ε)
2 ln(n lnα−1) < +∞.
Therefore, by the Borel-Cantelli lemma,
(3) P{starting from some number n ν(tn)
ϕ(tn)
< 1 + ε} = 1.
For t ∈ [tn+1; tn],
(4)
ν(t)
ϕ(t)
≤ ν(tn)
ϕ(tn+1)
=
ν(tn)
ϕ(tn)
· ϕ(tn)
ϕ(tn+1)
=
ν(tn)
ϕ(tn)
·
√
ln(n lnα−1)
α ln((n+ 1) lnα−1)
<
ν(tn)
ϕ(tn)
· α− 12 .
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Equations (3) and (4) yield
P{sup limt→0+
ν(t)
2
√
t ln ln t−1
≤ (1 + ε)α− 12 } = 1.
Since ε ≥ 0, and α ∈ (0; 1) are arbitrary, we obtain
P{sup limt→0+
ν(t)
2
√
t ln ln t−1
≤ 1} = 1.
In order to prove the first estimate in the statement of the theorem, we need the follow-
ing two-step procedure of construction of a countable family of one-particle motions for
the Arratia flow. Let (wn)n≥0 be a sequence of independent standard Wiener processes,
wk(0) = 0, k ≥ 0. Consider an arbitrary sequence (un)n≥1 : un ց 0, n → ∞, u0 ≡ 0.
Put y˜(u1, t) = w1(t) + u1, t ∈ [0; 1]. Further, proceed recursively as follows. Suppose
y˜(u1), . . . , y˜(un−1) have already been built and define, for t ∈ [0; 1],
(5) y˜(un, t) = (un + wn(t)) · 1{t<τ [un+wn,y˜(un−1)]} + y˜(un−1, t) · 1{t≥τ [un+wn,y˜(un−1)]}.
Finally, we define{
˜˜y(un, t) = y˜(un, t) · 1{t<τ [y˜(un),w0]} + w0(t) · 1{t≥τ [y˜(un),w0]}, t ∈ [0; 1], n ∈ N,
˜˜y(0, t) = w0(t), t ∈ [0; 1].
It follows from the definition of the Arratia flow that the sequence (˜˜y(un))n≥0 has the
same distribution as that of (y(un))n≥0, since these two processes in C([0; 1])∞ have the
same finite-dimensional distributions. We will say (˜˜y(un))n≥0 is derived from (wn)n≥0.
Fix ε > 0. Put ψ : t 7→
√
2t ln ln t−1. Consider some α ∈ (0; 1), whose choice will be
specified later, and put tn = α
n, n ≥ n0, where n0 is such that, for all n ≥ n0, it is
possible to define un = (1 − ε)ψ(tn); in the sequel, only such n are considered. Let
(wn)n≥n0 be a sequence of independent standard Wiener processes that start from 0
and are independent of y. Let (˜˜y)n≥n0 be derived from (wn)n≥0 in compliance with the
procedure described above.
Define, for n ≥ n0,
Bn =
{
ν(tn)
ψ(tn)
≥ 1− ε
}
= {τ [y(un), y(0)] ≤ tn},
Cn = {τ [un + wn, w0] ≤ tn} ,
B˜n =
{
τ [˜˜y(un), ˜˜y(0)] ≤ tn
}
.
Since the sequences (˜˜y(un))n≥n0 and (y(un))n≥n0 coincide in distribution, we have
P
(
lim sup
n→∞
B˜n
)
= P
(
lim sup
n→∞
Bn
)
.
We claim that
Cn\B˜n ⊂ {τ [y˜(un−1), y˜(un)] ≤ tn} , n ≥ n0 + 1,
where y˜(un−1) is defined via (5). Indeed,
Cn\B˜n = {τ [un + wn, w0] ≤ tn, τ [˜˜y(un), ˜˜y(0)] > tn} =
= {τ [un + wn, w0] ≤ tn, τ [˜˜y(un), w0] > tn} =
= {τ [un + wn, w0] ≤ tn, τ [˜˜y(un), w0] > tn, τ [y˜(un−1), y˜(un)] ≤ tn}.
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Thus, if
(6)
∑
n≥n0+1
P {τ [y˜(un−1), y˜(un)] ≤ tn} =
∑
n≥n0+1
P {τ [y˜(un−1), un + wn] ≤ tn} =
=
∑
n≥n0+1
P {τ [un−1 + wn−1, un + wn] ≤ tn} < +∞,
then P (lim supn→∞ Cn) = 1 implies P (lim supn→∞Bn) = 1.
We now verify whether (6) holds. On this way, note that
P {τ [un−1 + wn−1, un + wn] ≤ tn} = P
{
θ(
un−1 − un√
2
) ≤ tn
}
,
so
∑
n≥n0+1
P {τ [y˜(un−1), y(un)] ≤ tn} =
∑
n≥n0+1
√
2
π
∫ +∞
un−1−un√
2tn
e−
v2
2 dv ≤
≤ 2√
π
∑
n≥n0+1
√
tn
un−1 − un e
− (un−1−un)
2
4tn .
Here,
un−1 − un = (1− ε)
√
2 lnnα
n
2
(√
αn−1 ln lnα−(n−1)
αn lnn
−
√
ln lnα−n
lnn
)
=
= (1− ε)
√
2 lnnα
n
2
(√
1
α
√
ln((n− 1) lnα−1)
lnn
−
√
ln(n lnα−1)
lnn
)
.
As
lim
n→∞
(√
1
α
√
ln((n− 1) lnα−1)
lnn
−
√
ln(n lnα−1)
lnn
)
=
1√
α
− 1,
the series in (6) converges if the following series converges:
∑
n≥n0+1
1√
lnn
exp
{
−
(1− ε)2 lnn
(√
1
α
√
ln((n−1) lnα−1)
lnn −
√
ln(n lnα−1)
lnn
)2
2
}
,
which holds whenever α is such that
(7)
(1− ε)2
2
(
1√
α
− 1
)2
> 1.
So, it is left to prove
P
(
lim sup
n→∞
Cn
)
= 1
or, equivalently,
P
(
lim inf
n→∞
C−n
)
= 0,
where the sign − denotes the complement. The latter holds if
(8) lim
n→∞ limN→+∞
P
(
N⋂
k=n
C−k
)
= 0
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Thus, we have to prove (8). For the rest of the proof, the number n is fixed. Here,
N⋂
k=n
C−k =
N⋂
k=n
{τ [uk + wk, w0] > tk} =
{
max
t∈[0;tk]
(w0(t)− wk(t)) < uk, k = n,N
}
=
=
{
sup
t∈Tn,N
X
n,N
t < 1
}
,
where
{
X
n,N
t | t ∈ T n,N
}
is a centered Gaussian process:

T n,N =
N⋃
k=n
T
n,N
k , T
n,N
n = [0; tn], T
n,N
k = [k − 1; k − 1 + tk], k = n+ 1, N,
X
n,N
t =1{t∈Tn,Nn } ·
w0(t)− wn(t)
un
+
+
N∑
k=n+1
1{t∈Tn,N
k
} ·
w0(t− (k − 1))− wk(t− (k − 1))
uk
.
Note that the sets T n,Nk , k = n,N are disjoint, since tn < 1, n ≥ n0.
Denote supt∈Tn,N X
n,N
t by ξ
n,N . Obviously, ξn,N <∞ a.s.. Further,
(9) σn,N = sup
t∈Tn,N
Var(Xn,Nt ) = max
k=n,N
Var(w0(tk)− wn(tk))
u2k
= max
k=n,N
2tk
u2k
=
= max
k=n,N
1
(1− ǫ)2 ln ln t−1k
=
1
(1− ǫ)2 (lnn+ ln lnα−1) ,
so σn,N ≡ σn does not depend on N.
On the set T n,N , consider a pseudometric ρXn,N induced by the process X
n,N :
ρXn,N (t, s) =
√
Var(Xn,Nt −Xn,Ns ).
Estimating the metrical capacity [7, 8] Mn,N(δ) of the set T n,N from below, we claim
that for all sufficiently large N there exists δ = δn,N such that
(10) Mn,N(δn,N ) ≥ N − n.
For that, denote sup
t∈Tn,N
k
t by sk, k = n,N, and check that δ
n,N can be chosen in
such a way that a set {sk | k = n,N} is a δn,N−distinguishable subset of T n,N . Indeed,
if j < k,
(ρXn,N (sj , sk))
2
= Var
(
w0(sk)− wk(sk)
uk
− w0(sj)− wj(sj)
uj
)
=
= Var
(
w0(sk)
uk
− w0(sj)
uj
)
+Var
(
wk(sk)
uk
)
+Var
(
wj(sj)
uj
)
=
=
1
u2ku
2
j
Var
(
uj(w0(sk)− w0(sj)) + (uj − uk)w0(sj)
)
+
sk
u2k
+
sj
u2j
=
=
1
u2ku
2
j
(
u2j(sk − sj) + (uk − uj)2sj
)
+
sk
u2k
+
sj
u2j
>
sk
u2k
+
sj
u2j
.
Thus, it is sufficient to choose δn,N such that
(
δn,N
)2 ≤ min
k,j=n,N,k>j
(
sk
u2k
+
sj
u2j
)
=
=
1
2(1− ε)2 mink,j=n,N,k>j
(
1
ln lnα−k
+
1
ln lnα−j
)
.
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δn,N = 11−ε
√
1
lnN+ln lnα−1 satisfies this condition, and, for such δ
n,N and for all s, t ∈
{sk | k = n,N}, s 6= t,
δn,N ≤ ρXn,N (s, t).
This proves (10).
A direct application of the Sudakov inequality [7] yields
(11) Eξn,N ≥
(
1− 1√
2Mn,N(δn,N )
)
· δn,N
√
lnMn,N (δn,N ),
the estimate holding for N − n ≥ 24 [7].
The concentration inequality for the Gaussian measure [8][Equation 1.23] gives that,
for any r > 0,
(12) P
{
ξn,N ≤ Eξn,N − r} ≤ e− r22σn,N ,
where σn,N = σn does not depend on N by (9).
Now fix some r ≥ 0 and β ∈ (0; 1) such that
1− β
1− ε = 1 + r.
Then, as
1√
2Mn,N(δn,N )
≤ 1√
2(N − n) ,
and
δn,N
√
lnMn,N(δn,N ) ≥ 1
1− ε
√
ln(N − n)
lnN + ln lnα−1
,
there exists N0 such that, for all N ≥ N0, by(11),
Eξn,N >
1− β
1 − ε = 1 + r.
It follows that
1 < Eξn,N − r.
Recalling
N⋂
k=n
C−k =
{
ξn,N < 1
}
,
we have, by (12),
P
(
N⋂
k=n
C−k
)
= P
{
ξn,N < 1
} ≤ P {ξn,N < Eξn,N − r} ≤ e− r22σn .
Thus, as σn → 0, n→∞,
lim
n→∞
lim
N→+∞
P
(
N⋂
k=n
C−k
)
= 0.
This finishes the proof.
Remark 1. In [2], the Arratia flow with a drift is defined as a system of coalescing
particles, each of which performs a drifted Brownian motion; the rule of coalescing is the
same: independence before the meeting and merging after. It is proved that if the drift
satisfies the Lipschitz condition on the real axis and is bounded, a flow exists, and its
distribution in the specified space is absolute continuous with respect to the distribution
of the Arratia flow with a zero drift (actually, the result can be extended to the case of
an unbounded Lipschitz drift with some additional calculations). As an application of
this analogue of the Girsanov theorem, we obtain that the statement of Theorem 2 holds
for any Arratia flow with a Lipschitz drift.
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