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MIXING TIME OF METROPOLIS CHAIN BASED ON RANDOM
TRANSPOSITION WALK CONVERGING TO MULTIVARIATE
EWENS DISTRIBUTION1
By Yunjiang Jiang
Stanford University
We prove sharp rates of convergence to the Ewens equilibrium
distribution for a family of Metropolis algorithms based on the ran-
dom transposition shuffle on the symmetric group, with starting point
at the identity. The proofs rely heavily on the theory of symmetric
Jack polynomials, developed initially by Jack [Proc. Roy. Soc. Edin-
burgh Sect. A 69 (1970/1971) 1–18], Macdonald [Symmetric Functions
and Hall Polynomials (1995) New York] and Stanley [Adv. Math. 77
(1989) 76–115]. This completes the analysis started by Diaconis and
Hanlon in [Contemp. Math. 138 (1992) 99–117]. In the end we also
explore other integrable Markov chains that can be obtained from
symmetric function theory.
1. Introduction. There is a well-known bijection between the set of par-
titions of n and the conjugacy classes of the symmetric group Sn. The par-
tition that a permutation σ ∈ Sn corresponds to is simply given by its cycle
structure. In fact this connection is the basis for the classical representation
theory of Sn (see, e.g., [9]): the set of irreducible representations of Sn is
indexed by the set Pn of partitions of n. Since Sn is finite, it can also be
endowed with a probability space structure. The most natural measure on
Sn is thus the uniform measure, with each permutation getting a weight of
1/n!. Sampling from this uniform measure is important for many statisti-
cal applications [5], such as testing independence of n i.i.d. uniform random
variables on an ordered set. Its intimate connection with card shuffling mod-
els has also generated a wonderful array of mathematics, most notably the
determination of their mixing times; see, for instance, [2, 7] and [19].
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One of the most natural generalizations of the uniform measure on Sn is
a 1-parameter family of so-called multivariate Ewens distributions, named
after Warren Ewens, who derived the partition function of this probability
measure. It is defined by giving each permutation σ a weight of αℓ(σ), α >
0, where ℓ(σ) is the number of cycles in σ; hence it can be viewed as an
exponentially tilted family based on the uniform measure. The distribution
was first applied to population genetics, in which it describes the distribution
of frequencies of alleles in a sample of genes ([13], Chapter 41).
Many important properties of the uniform measure on Sn continues to
hold for the multivariate Ewens distribution [1]. For instance, the two perfect
sampling schemes of the uniform measure, Feller coupling and the Chinese
restaurant process, both generalize to the Ewens case. In this article, we
describe a much more subtle property of the uniform measure that has
been successfully generalized to the α deformed setting. In a nutshell, the
characters of the symmetric group Sn form a basis in the Fourier space of
class functions on Sn under the uniform measure [5]. When the underlying
measure is α-deformed from the uniform, one can only make sense of Fourier
transforms of a particular type of class functions, namely the ones supported
on transpositions and the identity class. In that case, the basis in the Fourier
space becomes the matrix coefficients of the transition from Jack symmetric
polynomials basis to the power sum symmetric polynomials basis. These
generalize the characters of Sn, which happen to be the transition coefficients
from Schur polynomial basis to the power-sum polynomial basis.
This Fourier analytic property was first obtained by Stanley in [20]. Later
Hanlon [11] applied it to the study of the Metropolis Markov chain based on
random transposition walk on Sn that converges to the multivariate Ewens
distribution. Diaconis and Hanlon [21] further initiated the investigation of
total variation mixing time of this chain.
In light of the sharp result in [7] for the uniform case (α= 1), it is natural
to wonder what’s the exact mixing time for the Diaconis–Hanlon Metropolis
walk (α 6= 1). In this paper, we prove a pair of matching upper and lower
bound for the mixing time that applies to all α > 0, which together imply
the cut-off phenomenon. Previously Diaconis and Hanlon [21] outlined a
proof of the upper bound in the case α > 1 and conjectured that it was
tight.
In the Appendices, we include some preliminary attempts to generalize the
walk studied here in various directions. These were motivated by questions
of Diaconis on whether other nontrivial Markov chains can be constructed
from symmetric function theory. First we look at the action of the Sekiguchi–
Debiard operator on other classical bases of symmetric polynomials. We also
consider higher order operators, as given by the operator valued generating
MIXING TIME OF EWENS METROPOLIS RANDOM TRANSPOSITION WALK 3
function in [17], page 317. These turn out to give new local move Markov
chains converging to MED(θ), albeit without simple group theoretic inter-
pretations. Finally we look at Laplace–Beltrami operators associated with
other root systems. Recall the Schur–Weyl duality between the simple Lie
groups SU(n) and the finite groups Sn. This leads to an interpretation of
the Sekiguchi–Debiard operator (as well as their quantized version given by
Macdonald [17]) as associated with root system of type An. The appropri-
ate generalizations were first discovered by Heckman and Opdam [12] in the
context of Hamiltonian systems of particles on a circle, and later extended
to the Macdonald case in [18]; see also [15] and references therein for a
5-parameter generalization.
Jack polynomials, which form the backbone of the argument presented
here, turn out to be special cases of Macdonald polynomials of type An.
Diaconis and Ram [6] interpreted them as eigenfunctions of an auxilliary
variable algorithm on the space of partitions, which can be viewed as a
quantized version of the local walk studied here.
2. Metropolis walk starting at the identity class. The multivariate Ewens
distribution with parameter α is defined on Sn with P (σ) proportional to
αℓ(σ) where ℓ(σ) is the number of cycles of σ. The normalization constant
zn(α) = α(n) := α(α+ 1) · · · (α+ n− 1).
Consider now the random transposition walk on Sn, defined by picking
a pair of numbers i 6= j at random, and multiplying the current state in Sn
by the transposition (ij). In this form, the walk is periodic and does not
converge. But if we make it lazy, then it converges to the uniform measure
on Sn. By metropolizing the nonlazy walk to the multivariate Ewens distri-
bution with parameter α, we create a new Markov chain that converges to
MED(α); see [21] for details on the Metropolis algorithm. The walk behaves
differently for α > 1 and α < 1. And as long as α 6= 1, it converges, because
it always has positive holding probability.
Warning. The α parameter here will be the reciprocal of θ below.
If we start the Metropolis walk described in the introduction from the
identity element, then we can view it as a walk either on the symmetric
group or on the set of partitions. It is the latter interpretation that allows
for sharp analysis with other starting points.
Theorem 2.1. For θ ∈ (0,∞)\{1}, let Pθ be the discrete time Metropo-
lis chain based on random transposition walk starting from id, converging to
the multivariate Ewens distribution π with parameter θ−1 (so identity has
the largest mass when θ < 1). Explicitly, let λ(π) be the cycle structure of
the permutation π, λt be the transposition of λ as a Ferrers diagram and
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denote n(λ) =
∑n
i=1
(λti
2
)
. Then the transition rule is given by
Pθ(π,σ) =


1− 1∧ θ+
n(λ(π)t)(n
2
) (1∧ θ− 1∧ θ−1),
if σ = π,
1(
n
2
)(1 ∧ θ), if σ = π(i, j) and ℓ(σ) = ℓ(π)− 1,
1(
n
2
)(1∧ θ−1), if σ = π(i, j) and ℓ(σ) = ℓ(π) + 1,
0, otherwise.
Here 1≤ i < j ≤ n. The chain Pθ has a total variation cut-off at t=
1
2(
1
θ ∨
1)n logn. This means
lim
c→∞
lim sup
n→∞
‖P
t(c)
id − π‖TV = 0,
lim
c→−∞
lim inf
n
‖P
t(c)
id − π‖TV = 1
for t(c) := 12(
1
θ ∨ 1)n(logn+ c).
Remark 1. (1) Notice the chain has no intrinsic holding: when θ = 1 it
corresponds to the completely industrious random transposition walk with
probability 1
(n2)
to go to a neighboring permutation. If one inserts a holding
of 1/n, that is, P 7→ 1nI+(1−
1
n)P , then the asymptotic cut-off profile stays
the same and has no removable discontinuity at θ = 1.
(2) The Metropolis chain defined above can be projected to conjugacy
classes of Sn, namely partitions, provided we start at the identity element.
The transition matrix takes the following form:
Pθ(λ,µ) =


1− 1∧ θ+
n(λt)(n
2
) (1∧ θ− 1∧ θ−1),
if µ= λ,
λiλj(n
2
) (1∧ θ), if µk = λi + λj,
λk(n
2
)(1∧ θ−1), if µi + µj = λk and µi 6= µj,
λk
2
(
n
2
)(1∧ θ−1), if µi + µj = λk and µi = µj,
0, otherwise.
Here 1 ≤ i < j ≤ ℓ(µ) and 1 ≤ k ≤ ℓ(λ). Furthermore in the second line,
µ \ µk = λ \ {λi, λj}. In other words, µ is obtained from λ by joining λi
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and λj into a single part µk. Similarly, for the third and fourth lines of the
formula above, µ\{µi, µj}= λ\λk, that is, µ is obtained by breaking a part
λk in λ into two parts, µi and µj .
(3) The first order phase transition at θ = 1 for the cut-off value is not
surprising, because the Metropolis chain has different forms for θ < 1 and
for θ > 1.
(4) θ denotes the inverse of the Ewens sampling parameter the chain Pθ
converges to. This choice of convention is justified by the fact that the left
eigenfunctions of the chain Pθ are the transition coefficients from the Jack
polynomials with parameter θ to the power sum polynomials, as derived
in [11].
(5) It will be interesting to see what happens when the θ value in the
transition probability is allowed to be state dependent, but satisfying some
uniform bound c < θ(λ)< c−1 for c independent of n. My conjecture is that
it will always take at least 12n logn steps to converge to its stationarity
distribution, which is no longer in the Ewens family.
The next four sections will be devoted to the proof of Theorem 2.1.
3. Preliminaries on L2 mixing time.
Lemma 3.1. Given a reversible ergodic Markov chain P on a finite state
space X, let fj be the right eigenfunctions, normalized so that∑
x
fj(x)
2π(x) = 1,
with corresponding eigenvalues βj . Then gj(x) := fj(x)π(x) are left eigen-
functions of P , with the same eigenvalues, satisfying∑
x
gj(x)
2 1
π(x)
= 1.
Furthermore,
1
π(x)
=
∑
j
f2j (x),(1)
π(x) =
∑
j
g2j (x).(2)
Proof. By reversibility, we have π(x)P (x, y) = π(y)P (y,x). Therefore,
βjfj(x) =
∑
y
P (x, y)fj(y) =
∑
y
π(x)
π(x)
P (x, y)fj(y)
=
∑
y
π(y)
π(x)
P (y,x)fj(y).
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Now multiplying both sides by π(x), we get
βjπ(x)fj(x) =
∑
y
π(y)fj(y)P (y,x).
This proves the first part.
The last two identities are nothing but a restatement of the fact that the
matrix Π(x, y) := π(x)P (x, y)/π(y) is doubly stochastic; that is, each row
and column sums to 1. Here is a formal proof. Since {fj} forms a basis, we
can decompose the function z 7→ 1x(z) in it,
1x(z) =
∑
j
cjfj,
where the coefficients cj are given by
cj = 〈fj,1x〉L2(π) =
∑
z
1x(z)fj(z)π(z) = fj(x)π(x).
The first equality follows immediately. The second is similar. 
Lemma 3.2. Under the same notation as the previous lemma, one can
bound the total variation distance to stationarity at time k starting at state
x by
4‖P kx − π‖
2
TV ≤
∥∥∥∥ P kxπ(x) − 1
∥∥∥∥
2
L2(π)
(3)
=
1
π2(x)
∑
j
β2kj g
2
j (x)− 1.(4)
Proof. The first inequality (3) follows directly from the Cauchy–Schwarz
inequality. To prove the second formula (4), first write∥∥∥∥P kxπ − 1
∥∥∥∥
2
2
=
∑
y
π(y)
[(
P kx (y)
π(y)
)2
− 1
]
=
∑
y
(P kx (y))
2
π(y)
− π(y).
Using reversibility again [in the extended form π(x)P k(x, y) = π(y)P k(y,x)],
we can write
(P kx (y))
2
π(y)
=
P kx (y)P
k
y (x)
π(x)
.
Thus summing over y ∈X , we get∥∥∥∥P kxπ − 1
∥∥∥∥
2
2
=
P 2k(x,x)
π(x)
− 1.
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Next write the function y 7→ P 2kx (y) as the result of a row vector multiplied
by a matrix,
P 2kx (y) =
∑
z
1x(z)P
2k(z, y).
By the previous lemma, we have
1x(y) =
∑
j
cjgj(y),(5)
where cj =
∑
z
1
π(z)1x(z)gj(z) =
gj(x)
π(x) .
Finally evaluating at y = x in (5), we obtain
P 2k(x,x)
π(x)
=
∑
j
gj(x)
2
π(x)2
β2kj .

4. Results from symmetric function theory. First we recall from Han-
lon [11] that the eigenvalues for the chain Pθ projected onto conjugacy classes
of Sn, with θ > 1, are given by
βλ =
n(λt)− θ−1n(λ)(n
2
) .(6)
For an independent proof with pointers to literature, see the proof of The-
orem 4.2.
Next we derive the eigenvalues of the chain Pθ, for θ ∈ (0,1). Notice this
is not the same chain as that studied in [11]. Here the identity element gets
the biggest mass, whereas in [11], identity has the smallest mass [Ewens
sampling with parameter ∈ (0,1)]. But the same result of Macdonald can
be used here to derive eigenvalues. Indeed, consider the following matrix Tθ
defined by
Tθ(π,σ) =


(θ − 1)n(π)
θ
(
n
2
) , if σ = π,
1(n
2
) , if σ = π(i, j) and ℓ(σ) = ℓ(π)− 1,
1
θ
(n
2
) , if σ = π(i, j) and ℓ(σ) = ℓ(π) + 1,
0, otherwise,
where n(π) =
∑
i
(πti
2
)
and {πi} is the partition structure of π. This quantity
gives the number of ways to break a part in the partition structure of π into
two parts, using multiplication by a transposition.
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Hanlon considered the case θ ≥ 1 (his α is our θ), here we extend to
θ ∈ (0,1), which is no longer a Markov matrix because the diagonal entries
are no longer nonnegative. Nevertheless The rows still sum to 1. Then his
Theorem 3.5 continues to hold because the proof never uses θ ≥ 1. Likewise,
Theorem 3.9 holds for θ < 1. To get Pθ, we simply need to rescale Tθ by θ and
add a constant multiple cI of identity matrix. c can be obtained by looking
at the top eigenvalue. By Theorems 3.5 and 3.9 of [11], θTθ has eigenvalues
θn(λt)−n(λ)
(n2)
. Thus we need to add 1− θ in order for β(n) to equal 1.
Combining the two cases, we have the following formula for eigenvalues
of Pθ:
βλ(θ) = 1− θ ∧ 1 +
θn(λt)− n(λ)
(θ ∨ 1)
(n
2
) .(7)
Denote r(λ) = n(λ
t)−n(λ)
(n2)
. The following lemma collects a bunch of esti-
mates about βλ:
Lemma 4.1. Let  be the natural partial order on the set of partitions
defined as follows: given two partitions represented by Ferrers diagrams λ
and λ′, say λ λ′ if λ can be obtained by successive up and right moves of
blocks of λ′.
(1) n(λt) is monotone, and n(λ) is anti-monotone in the above partial
order; that is, for λ λ′,
n(λt)> n(λ′t), n(λ)<n(λ′).
(2) βλ is monotone with respect to the natural partial order on λ. Thus
β(n) ≥ βλ for all λ ⊢ n, βλ ≤ β(λ1,n−λ1) and βλ ≥ β(λ1,1n−λ1).
(3) Furthermore, for λ1 ≥
n
2 ,
βλ ≤ 1− (θ ∧ 1)
2λ1(n− λ1)
n(n− 1)
,(8)
and in general
βλ ≤ 1− (θ ∧ 1)
(
1−
λ1 − 1
n− 1
)
.(9)
In particular, if βλ(θ)≥ 0, the above two inequalities hold with |βλ|.
(4) Finally, if βλ(θ)< 0, then βλt(θ)> 0 and |βλ| ≤ βλt .
Proof. (1) It suffices to check the first assertion for λ and λ′ that differ
by one block, that is, λi = λ
′
i +1, λj = λ
′
j − 1, i < j. Then
n(λt)− n(λ′t) = 12 [λi(λi − 1) + λj(λj − 1)− λ
′
i(λ
′
i − 1)− λ
′
j(λ
′
j − 1)]
= λ′i − λj ≥ 0,
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using the fact λi ≥ λj and λ
′
i ≥ λ
′
j by definition of Ferrers diagram. The
antimonotonicity of n(λ) follows by taking transpose.
(2) This follows directly from the previous assertion and formula (7) for
βλ in terms of n(λ) and n(λ
t).
(3) Equation (8) follows from λ  (λ1, n − λ1) and monotonicity, after
throwing away the term − n(λ)
(θ∨1)(n2)
.
For (9), we again throw away the term −n(λ)
(n2)
in βλ to obtain
βλ ≤ 1− θ ∧ 1 +
θn(λt)
(θ ∨ 1)
(
n
2
) = 1− (θ ∧ 1)(1− n(λt)(n
2
) )
= 1− (θ ∧ 1)
(
1−
∑
j λj(λj − 1)
n(n− 1)
)
≤ 1− (θ ∧ 1)
(
1−
(λ1 − 1)
∑
j λj
n(n− 1)
)
= 1− (θ ∧ 1)
(
1−
λ1 − 1
n− 1
)
.
(4) Here we consider θ ≥ 1 and θ < 1 separately. When θ ≥ 1,
βλ =
1
θ
(
n
2
)(θn(λt)− n(λ)).
If βλ ≤ 0, then θn(λ
t)− n(λ)≤ 0. Since θ ≥ 1, n(λ)≥ n(λt). So
θn(λ)− n(λt)≥ n(λ)− θn(λt)≥ 0,
which implies βλt ≥ |βλ| ≥ 0.
Next let θ < 1. Then we can write
βλ = 1− θ+ θ
n(λt)(n
2
) − n(λ)(n
2
) = [1− n(λ)(n
2
) ]− θ[1− n(λt)(n
2
) ].
If βλ ≤ 0, then since θ < 1,
1−
n(λt)(
n
2
) ≥ 1− n(λ)(n
2
) .
Switching λ and λt we again get
βλt ≥ |βλ| ≥ 0. 
We also need some definitions and results from Diaconis and Hanlon [21]:
Definition 1. We collect some notation to be used in the main proof
below, some of which will be repeated; they are, for the most part, taken
from [21]:
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(1) Given a partition λ ⊢ n, and a position s= (i, j) in its Ferrers diagram
(i.e., j ≤ λi), define
h∗(s) = h∗λ(s) := (a+ 1)θ+ ℓ,
h∗(s) = h
λ
∗ (s) := aθ+ (ℓ+1),
where a = λi − j denotes the number of positions in the same row and
strictly to the right of s (the arm length), and ℓ= λtj− i denotes the number
of positions in the same column and strictly below s (the leg length).
(2) Define the generalization of hooklength product,
jλ = jλ(θ) :=
∏
s∈λ
h∗(s)h
∗(s).
When θ = 1, this becomes the product of the hooklengths of all the blocks
in the diagram of λ.
(3) Define cλ,ρ = cλ,ρ(θ) to be the change of basis coefficients from Jack
symmetric polynomials Jλ(θ) (not to be confused with jλ above) to power
sum polynomials, that is,
Jλ(θ) =
∑
ρ⊢n
cλ,ρ(θ)pρ.(10)
See [20] for extensive development of properties of Jack polynomials. When
θ = 1, Jλ(1) =Hλsλ, where Hλ = jλ(1) is the hooklength product, and sλ is
the Schur polynomial indexed by λ.
(4) Denote by π = πθ the Ewens sampling measure with parameter θ
−1;
recall πθ(σ) = θ
−ℓ(σ)/zn(θ
−1), where zn(θ
−1) =
∏n
i=1(θ
−1 + i − 1) is the
Ewens sampling formula. Also let Π =Πn,θ := πθ(1
n)−1 =
∏n
i=1(1+θ(i−1)).
Note that when θ = 1, jλ(1) is exactly the square of the product of hook
lengths of all positions in λ, which is well known to be ( n!dimπλ )
2 by the hook-
length formula. By Wedderburn’s structure theorem (see [8], Chapter 18,
Theorem 10), we also have
n! =
∑
λ
dimπ2λ,
therefore
∑
λ
1
jλ(1)
= 1n! .
Theorem 4.2. The left eigenfunctions of the Metropolis chain Pθ de-
fined on partitions, normalized in L2(Pn,1/πθ), are given by
gλ(ρ) =
cλ,ρ
(jλΠ/(θnn!))1/2
(11)
with corresponding eigenvalues stated in (7).
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Proof. We synthesize the arguments found in [11], Definition 3.8 to
Definition 3.12 and [21], Theorem 1. The result from [17], Chapter VI, Sec-
tion 4, shows that the Macdonald polynomials are simultaneous eigenfunc-
tions of the Macdonald operators Drq,t, r = 0, . . . , n. Specializing to the limit
q = tθ, t→ 1 and after some affine linear transformation, the same results
hold for Jack polynomials and the associated Sekiguchi–Debiard operators
(37), Dθ(X). The X
2 coefficient of this operator valued generating function
turns out to be the following Laplace–Beltrami-type operator (our notation
differs slightly from [17], page 320): let f be a homogeneous polynomial of
degree N in n variables, then
D2θf =
(
−
θ2
2
Un − θVn + cn
)
f,
where Un =
∑n
i=1(xi∂i)
2 − xi∂i =
∑n
i=1 x
2
i ∂
2
i , Vn =
1
2
∑
i 6=j
x2i ∂i−x
2
j∂j
xi−xj
, and
cn = θ
2
(
N
2
)
+ θN
(
n
2
)
+ 14
(
n
3
)
(3n− 1); see (40) for a proof.
After an affine transform, we arrive at the following cleaner operator:
L2θ :=
1(
N
2
)(1
2
Un +
1
θ
(Vn − (n− 1)N)
)
,(12)
which readily admits a Markov chain interpretation, when acting on power
sum polynomials. Combining (39), (38) and (40), we have
L2θpλ =
pλ(
N
2
)
(∑
s<t
λsλt
pλs+λt
pλspλt
+ (1− θ−1)n(λ′) + θ−1
∑
s
λs
2
λs−1∑
r=1
prpλs−r
pλs
)
.
Observe that for θ > 1, the first and third terms above correspond to joining
two cycles into one and splitting a cycle into two cycles, respectively, whereas
the middle term gives the holding probability at λ. In other words, the prob-
ability of going from λ to µ in one step under the Jack–Metropolis walk is
given by the pµ coefficient of L
2
θpλ. This translates to L
2
θpλ =
∑
µ⊢N Tθ(λ,µ)pµ.
Next we show that L2θJλ = βλJλ, with β given by (6) (i.e., when θ > 1);
the general case follows by an appropriate affine transform. In [17], page
317, it is shown that for the Macdonald operator-valued generating function
Dn(X; q, t), eigenvalues are given by βλ(X; q, t) =
∏n
i=1(1 +Xt
n−iqλi). Now
using Example 3(c) on page 320, one can derive the eigenvalues forDn(X;α),
by considering the limiting operator limt→1(t− 1)
−nY nDn(Y
−1; q, t) where
Y = (t − 1)X − 1. Extracting the Xn−2 term gives βλ, which is stated in
Example 3(b) of page 327 as α
(
N
2
)
eλ(α) (α is the same as θ in our notation),
since αn = α
(N
2
)
L2α.
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Finally we prove the formula for the left eigenfunctions. Define the inner
product 〈·, ·〉θ by 〈pλ, pµ〉θ = δλµzλθ
ℓ(λ). In [20] (see also Lemma 3.11 of
[11]), it is shown that 〈Jλ, Jλ〉θ = jλ(θ) as defined before. Here recall the
normalization of Jλ is fixed by requiring that in the monomial symmetric
function basis, its m1N coefficient be 1. Therefore expressing Jλ in terms of
pµ’s, we have ∑
ρ⊢N
c2λ,ρzρθ
ℓ(ρ) = jλ.
On the other hand, the normalization constant for the MED(θ−1) distri-
bution is zn(θ
−1) = θ−1(θ−1 + 1) · · · (θ−1 + n − 1) = Πθ−n, hence πθ(ρ) =
θ−ℓ(ρ) n!zρ zn(θ)
−1, and with gλ(ρ) given in (11) we have
∑
ρ⊢N
gλ(ρ)
2πθ(ρ)
−1 =
∑
ρ
c2λ,ρ
jλΠ/(θnn!)
Πθℓ(ρ)−n
zρ
n!
=
∑
ρ
c2λ,ρθ
ℓ(ρ)zρ
jλ
= 1,
by the previous equation. This shows gλ are indeed left eigenfunctions by
Lemma 3.1. 
Corollary 4.3. The right eigenfunctions of Pθ are proportional to
fλ(ρ) = gλ(ρ)θ
ℓ(ρ)zρ.
Proof. Since πθ(ρ) ∝ θ
−ℓ(ρ) n!
zρ
, this follows from Lemma 3.1 and the
previous theorem. 
Lemma 4.4. For any λ ⊢ n,
cλ,1n = 1.
Proof. This follows from the following formula in [20]:
Jλ(1
n; θ) =
∏
(i,j)∈λ
(n− (i− 1) + θ(j − 1)),
true for all n ∈N, by reading coefficients of powers of n; See [21], Section 4,
Theorem 1. 
Lemma 4.5. jλ admits the following inductive bound on the parts of λ:
jλ ≥ λ1!
2θ2λ1−1λθ
−1−1
1 e
−π2/12θ2j(λ2,...,λn).
Note that the constant e−π
2/12θ2 is not important.
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Proof of Lemma 4.5. From the definition, we have
jλ ≥
[
λ1∏
i=1
(iθ)
λ1−1∏
i=1
(iθ+ 1)
]
j(λ2,...,λn)
=
[
λ1∏
i=1
(iθ)
λ1−1∏
i=1
(iθ)(1 + (iθ)−1)
]
j(λ2,...,λn)
(13)
≥ λ1!θ
λ1(λ1 − 1)!θ
λ1−1 exp
(
1
θ
logλ1 −
1
θ2
π2
12
)
j(λ2,...,λn)
= λ1!θ
λ1(λ1 − 1)!θ
λ1−1λ
1/θ
1 exp
(
−
1
θ2
π2
12
)
j(λ2,...,λn),
where we used the fact that 1+x≥ ex−x
2/2 for x≥ 0, applied to x= (iθ)−1,
and the zeta sum, ∑
i
1
2i2
≤
π2
12
.

5. Mixing time upper bound. By Theorem 4.2, under the same notation
there, four times the total variation distance of P k1n from π can be bounded
by
‖P kx − π‖
2
2 ≤
1
π2(x)
∑
λ
β2kλ g
2
λ(1
n)− 1,
where we use the sloppy (but standard) notation ‖P kx − π‖2 to mean ‖
P kx
π −
1‖L2(π).
For λ= (n), corresponding to the trivial representation on Sn, and start-
ing point x= (1n), the summand exactly cancels −1: β(n) = 1, j(n) =Πθ
nn!
and c(n),1n = 1 (by Lemma 4.4), whereas π(1
n) = Π−1, so
1
π(1n)2
β2k(n)g
2
(n)(1
n) = 1.
Thus using the explicit formula for gλ, we immediately have
‖P kx − π‖
2
2 = θ
nn!Πn
∑
λ⊢n,λ6=(n)
β2kλ
jλ
.(14)
We now break the sum according to the sign of βλ,∑
λ⊢n,λ6=(n)
β2kλ
jλ
=
∗∑
βλ≥0
β2kλ
jλ
+
∑
βλ<0
β2kλ
jλ
,(15)
14 Y. JIANG
where
∑∗ denotes summation skipping the top eigenvalue indexed by λ=
(n). Next we can rewrite the first summand on the right according to the
size of λ1, and obtain the following bound:
θnn!Πn
∗∑
βλ≥0
β2kλ
jλ
=
1∑
s=n−1
∑
λ : λ1=s,βλ≥0
θnn!Πn
β2kλ
jλ
(16)
≤
1∑
s=n−1
max{β2kλ :βλ ≥ 0, λ1 = s}
∑
λ : λ1=s
θnn!Πn
jλ
.
Splitting Π=Πn,θ into two subproducts, and using Lemma 4.5, we have
Πn!θn
jλ
≤
(Πn/(Πn−λ1))(n!/((n− λ1)!))θ
λ1
θ2λ1−1λ1!2λ
θ−1−1
1 e
−π2/12θ2
Πn−λ1(n− λ1)!θ
n−λ1
j(λ2,...,λn)
,
where the second quotient factor happens to be 1
π(1n−λ1 )2
g2(λ2,...,λn)(1
n−λ1);
see Theorem 4.2 and Lemma 4.4. Also denote the first factor by qn,λ1 .
By (2), the definition of Πn−s := π(1
n−s)−1 (see Definition 1), and the
fact Πn = θ
n(n − 1)!eθ
−1
∑n
i=2 1/(i−1), we can bound the summand of the
right-hand side of (16) for a fixed s as∑
λ : λ1=s
Πnn!θ
n
jλ
≤ qn,s
∑
µ⊢n−s
1
π(1n−s)2
g2µ(1
n−s) = qn,s
1
π(1n−s)
≤
(
n
s
)θ−1−1
θn−s+1
(
n!
s!
)2 eπ2/12θ2
(n− s)!
.
We will now reduce the L2 bound (14) to bounding the following quantity:
bn,+ :=
1∑
s=n−1
β2ks,+
(
n
s
)θ−1−1
θn−s+1
(
n!
s!
)2 eπ2/12θ2
(n− s)!
,(17)
where βs,+ := max{βλ :βλ ≥ 0, λ1 = s}.
For the second summand of (15), we obtain
∑
βλ<0
β2kλ
jλ
≤
1∑
s=n−1
max{β2kλ :βλ < 0, λ
t
1 = s}
∑
λ : λt1=s
θnn!Πn
jλ
(18)
+ β2k1n
θnn!Πn
j1n
.
Using the explicit formula (7) for βλ, we get
β1n = 1− (θ ∧ 1)− (θ
−1 ∧ 1) ∈ (−1,1),
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for θ 6= 1. On the other hand,
Πnn!θ
n/j1n =
n−1∏
i=1
(1 + iθ)n!θn
/ n∏
i=1
(iθ)(1 + (i− 1)θ) = 1,
since j1n =
∏n
i=1(iθ)(1 + (i− 1)θ) by definition. Thus
β
Ω(n)
1n Πnn!θ
n/j1n = o(1),
which has negligible contribution in (14).
For the remaining terms in (18), first observe that
jλt ≥
λ1∏
i=1
i
λ1−1∏
i=1
(i+ θ)j(λ2,...,λn)t .
Hence when θ < 1,
jλt ≥
λ1∏
i=1
(iθ)
λ1−1∏
i=1
(iθ +1)j(λ2,...,λn)t
and using the bound |βλ| ≤ βλt , for βλ < 0, we get
∑
βλ<0
β2kλ
jλ
≤
∗∑
βλ≥0
β2kλ
jλ
+ o(1).
If θ > 1, the jλt is comparable to jλ within an exponential factor
jλt ≥ jλθ
2n.
Furthermore by the explicit formula of βλ, we have
−βλ(θ) =−
(
n(λt)(n
2
) − θ−1n(λ)(n
2
) )≤ θ−1n(λ)(n
2
) − n(λt)(n
2
)
≤ θ−1
(
n(λ)− n(λt)(n
2
) )≤−θ−1βλ(1).
So since k := 12(θ∧1)n(c + logn) = Θ(n logn), θ
−2kθ2n = o(1). Thus we can
still compare the negative βλ sum to the positive one,∑
βλ<0
β2kλ
jλ
≤ bn,++ o(1).
It remains to bound 2bn,+. First note that the factor 2 in front is imma-
terial, since for λ 6= (n),
βcnλ < β
cn
(n−1,1) ≤ e
−Ωθ(c),
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thanks to the monotonicity of βλ’s. So by increasing c in k =
1
2(θ∧1)n(c+
logn), we can decrease bn,+ by a factor of 2. The factor cθ = e
π2/2θ2 can
be ignored similarly. We can also get rid of the factor (ns )
θ−1−1 in (17) as
follows.
For s ≥ n/2, (ns )
θ−1−1 = Oθ(1), so again increasing c annihilates it. For
s < n/2, recall the second bound on βλ (9), which implies that for λ1 < n/2,
βλ is bounded away from 1 uniformly in n. Now in the definition of bn,+, βλ
is assumed to be nonnegative (alternatively, β1n is bounded uniformly away
from −1), hence raising βλ to the power Ω(n) easily cancels any power of
n, that is,
nθ
−1−1βcnλ = o(1).
So together, by increasing c, we can reduce the problem to bounding the
following quantity:
Bn,+ :=
1∑
s=n−1
θn−s+1
(n− s)!
(
n!
s!
)2
β2ks,+.
The only estimates we rely on now are (8) and (9) from Lemma 4.1; the
idea will be similar to [7]; see also [5]. First note that it suffices to show
θn−s+1
(n− s)!
(
n!
s!
)2
β2ks,+ =O(1),(19)
uniformly for all s ∈ [1, n− 1] and c sufficiently large. Indeed using (9), we
have
βs,+ ≤ e
−x−x2/2 ≤ e−x
for x= (θ ∧ 1)n−sn . Therefore
O(1)
1∑
s=n−1
β
(cn)/(2(1∧θ))
s,+ ≤O(1)
n∑
t=1
e−tc = oc(1),
by geometric summation; in fact, using (8) we can get a better bound, but
that’s not necessary.
Next recall (8) as well as the estimates (no Stirling formula needed)
n!
s!
≤ e
∫ n
s
logxdx+logn−log s = en logn−s logs−(n−s)+logn−logs,
(n− s)!≥ e
∫ n−s
1
logxdx = e(n−s) log(n−s)−(n−s−1).
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Taking logarithm, and letting s = αn, we can bound the left-hand side of
(19) by
log
[
θn−s+1
(n− s)!
(
n!
s!
)2
β2ks,+
]
≤ (1− 2α)(1−α)n logn− (1−α)n log(1− α)(20)
− 2αn logα− 2 logα+ (C1(θ)− 2cα)(1− α)n+C2(θ),
where C1(θ),C2(θ) are constants that depend only on θ.
For α≥ α0 ∈ (1/2,1), the right-hand side of (20) can be further simplified
to
(1−α)n[(1− 2α) logn− log(1− α) +C ′1(θ)− c] +C
′
2(θ).
Since (1 − α)n ≥ 1, and we can choose c as large as we want, it suffices
to show the expression inside the square brackets above is O(1). But when
α= 1− 1/n or 1/2, this is clearly true. Furthermore, the derivative
d
dα
[(1− 2α) logn− log(1− α)] =−2 logn+
1
1−α
is monotone increasing, showing that the function α 7→ (1 − 2α) logn −
log(1 − α) is convex, and its value for any α ∈ [1/2,1 − 1/n] is bounded
above by the values at the boundary points.
Next let α <α0. Using the second bound for βλ, (9), we have
βλ ≤ e
−(θ∧1)(1−(s/n)).
Then the logarithm of the left-hand side of (19) is bounded by
(1− α)n logn+ (1−α)(log θ− log(1−α) + 1)n− 2αn logα
+2 logα− (1− α)n logn− (1−α)cn(21)
≤ (1−α)(C(θ)− c)n+2(1− αn) logα.
Clearly (1− αn) logα=O(n) for α ∈ [ 1n , α0]. So for sufficiently large c, the
right-hand side above goes to −∞. Together this shows (19) is true for all
s ∈ [ 1n ,1−
1
n ], and concludes the upper bound for the mixing time.
6. Mixing time lower bound. We rely heavily on results from [20]. Again
we collect some notation needed in the analysis below:
Definition 2. For λ,ρ ⊢ n, let:
• Hλ be the product of all hook-lengths of the Ferrers diagram for λ;
• zρ :=
∏n
i=1 i
mimi! and mi =mi(ρ) is the number of parts in ρ of length i;
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• χλ(ρ) be the character of Sn indexed by λ evaluated at an element of
conjugacy class ρ; alternatively, they can be defined by the system
pρ =
∑
λ
χλ(ρ)sλ,
where sρ are the Schur polynomials.
Warning. Note the Schur polynomials are not direct specializations of the
Jack polynomials; they differ by a factor
sλ =H
−1
λ Jλ(1).(22)
Thus the matrix χλ(ρ) is the inverse of H
−1
λ cλ,ρ(1).
Lemma 6.1 ([17], Chapter I, equation (7.5); see also [20], equation (50)).
The relation between cλ,ρ(1) and χλ(ρ) is given by
cλ,ρ(1) =Hλz
−1
ρ χλ(ρ).
Corollary 6.2. The inverse matrix to χλ(ρ) is given by χλ(ρ)z
−1
ρ , that
is,
sλ =
∑
ρ
χλ(ρ)z
−1
ρ pρ.
Proof. By relation (22) and the lemma above, we have
sλ =H
−1
λ Jλ(1)
=H−1λ
∑
ρ
Hλz
−1
ρ χλ(ρ)pρ.
Comparing the coefficients with (10) in Definition 1 yields the result. 
As in the θ = 1 case studied by Diaconis and Shahshahani, the strategy
will be to use a certain eigenfunction f of the chain as test function and
compare the probabilities of the event {f < η} for some η ∈R under the sta-
tionary distribution and the distribution at time slightly before the mixing
time, which in our case is k(c) := 12(θ∧1)n(logn− c).
In the case where θ = 1, ρ 7→ χ(n−1,1)(ρ) =m1(ρ)− 1 is the desired eigen-
function. So it is natural to guess that a suitable affine transformation of
the fixed-point (aka 1-cycle) counting function ρ 7→ m1(ρ) is the desired
eigenfunction.
Lemma 6.1 shows that the following normalized version of cλ,ρ is the right
analogue of characters of the symmetric group
dλ,ρ(θ) := cλ,ρ(θ)zρθ
−(n−ℓ(ρ))H−1λ .(23)
Thus our candidate test function will be dλ(ρ) = dλ,ρ.
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It is straightforward to compute P∞(dλ < η) where P∞ denotes the sta-
tionary measure; the number of cycles are asymptotically independent and
Poisson distributed. To estimate Pk(dλ < η), one uses the second moment
method. The first moment of d(n−1,1) is easily computed since it is propor-
tional to the right eigenfunctions of the chain Pθ; see Corollary 4.3. For
second moments, we need to decompose d2(n−1,1) as linear combinations of
other dλ’s. This is accomplished by first expressing d(n−1,1) and other dλ’s
in terms of powers of mi’s, the number of i-cycles (not to be confused with
monomial symmetric functions), then deducing the relationship by solving
the appropriate system of linear equations. The analysis below will be an
elaboration of this strategy.
First we need:
Proposition 6.3 ([20], Proposition 7.5). Let dλ,ρ = dλ,ρ(θ) be defined
as above. Then
θk+1(k+ n)d(n,1k),ρ(θ)
=
k∑
j=0
(−1)k−j(j + (n+ k− j)θ)
∑
ν⊢j
[∏
i
(
mi(ρ)
mi(ν)
)]
(−1)j−ℓ(ν)θℓ(ν).
Note that the partitions in the proposition above is for n+ k, rather than
n.
From this, we easily obtain
d(n−1,1),ρ(θ) =−
1
θ
+
1+ (n− 1)θ
θn
m1(ρ)(24)
and
d(n−2,12),ρ(θ) =
1
θ2
−
(
1 + (n− 1)θ
nθ2
+
2+ (n− 2)θ
2θn
)
m1(ρ)
(25)
+
2 + (n− 2)θ
2θn
m1(ρ)
2 −
2 + (n− 2)θ
θ2n
m2(ρ).
Note in particular,
χ(n−1,1)(ρ) =m1(ρ)− 1,(26)
χ(n−2,12)(ρ) = 1−
3
2m1(ρ) +
1
2m1(ρ)
2 −m2(ρ),(27)
as expected.
Using the Schur–Weyl relation
χ2n−1,1 = χn + χn−1,1 + χn−2,2 + χn−2,12 ,
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and we also obtain
χ(n−2,2) =
1
2m
2
1 −
3
2m1 +m2.
To get J(n−2,2), we need the conjecture right after Proposition 7.2 as well
as Corollary 3.5 from [20]. The conjecture has been proved in [14]. Notice
the parameter α is the same as our parameter θ.
Proposition 6.4 ([20], Proposition 7.2). The Jack polynomials corre-
sponding to the partition (2i,1j) have the following expansion in terms of
the monomial symmetric basis mλ:
J(2i,1j) =
i∑
r=0
(i)r(θ + i+ j)r(2(i− r) + j)!m(2r ,12(i−r)+j),
where (i)r := i(i− 1) · · · (i− r+1).
Proposition 6.5 ([14], Theorem 1.1). In terms of Schur polynomial
basis, we have
J(2i,1j) =
i∑
r=0
(i)r(θ + i+ j)r(i− r− θ)i−r(i+ j − r)!s(2r ,12(i−r)+j).
The next result relates Jack polynomials corresponding to conjugate par-
titions, when expressed in terms of the power sum basis.
Proposition 6.6 ([20], Corollary 3.5). Let Jλ =
∑
µ cλµ(θ)pµ, then
Jλt =
∑
µ
(−θ)n−ℓ(µ)cλµ
(
1
θ
)
pµ.
We also recall from Corollary 6.2 that sλ =
∑
ρχλ(ρ)z
−1
ρ pρ, where χλ(ρ)
is the character of λ evaluated at ρ.
Combining the previous results, we easily get
Jn−2,2(θ)
=
∑
ρ
(−θ)n−ℓ(ρ)
[(
2−
1
θ
)(
1−
1
θ
)
(n− 2)χ1
n
ρ
+ 2
(
n− 2 +
1
θ
)(
1−
1
θ
)
(n− 3)!χ21,1n−2(ρ)
+ 2
(
n− 2 +
1
θ
)(
n− 3 +
1
θ
)
(n− 4)!χ22,1n−4(ρ)
]
z−1ρ pρ,
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where χλ(ρ) is the irreducible character λ evaluated at ρ. Therefore we can
read off the coefficients
c(n−2,2),ρ(θ)
=
(−θ)n−ℓ(ρ)
zρ
((
2−
1
θ
)(
1−
1
θ
)
(n− 2)!χ1n(ρ)
(28)
+ 2
(
n− 2 +
1
θ
)(
1−
1
θ
)
(n− 3)!χ21,1n−2(ρ)
+ 2
(
n− 2 +
1
θ
)(
n− 3 +
1
θ
)
(n− 4)!χ22,1n−4(ρ)
)
,
and using the relation χλt(ρ) = χλ(ρ) sgn(ρ), as well as the formula for χn,
χn−1,1, χn−2,2 and χn−2,12 derived above, we also get
d(n−2,2),ρ(θ) =m1
n− 2 + (1/θ)
(n− 1)(n− 2)
[
(n− 3)
(
1−
1
θ
)
−
3
2
(
n− 3 +
1
θ
)]
+m21
(n− 2 + (1/θ))(n− 3 + (1/θ))
2(n− 1)(n− 2)
(29)
+m2
(n− 2 + (1/θ))(n− 3 + (1/θ))
(n− 1)(n− 2)
.
Using i= 0 and j = n, one gets
J(n)(θ) =
∑
ρ
θn−ℓ(ρ)n!z−1ρ pρ.
Hence
c(n),ρ(θ) = θ
n−ℓ(ρ)n!z−1ρ ,(30)
and
d(n),ρ(θ) = 1.(31)
To mimic the case of θ = 1, we need to express d(n−1,1),ρ(θ)
2 in terms of
the other dλ’s. First using (24), we get
d(n−1,1),ρ(θ)
2 =
1
θ2
+
(
1
θn
+
n− 1
n
)2
m21 −
2
θ
(
1
θn
+
n− 1
n
)
m1.
Using m1,m
2
1,m2 and 1 as a basis, we can write
d(n−1,1),ρ(θ)
2 = u+vd(n−1,1),ρ(θ)+wd(n−2,12),ρ(θ)+xd(n−2,2),ρ(θ)
2,(32)
for some indeterminates u, v,w,x.
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Comparing coefficients of the mki ’s, we get the following four equations:
u−
v
θ
+
w
θ2
=
1
θ2
,(33)
v
(
1
θn
+
n− 1
n
)
−w
(
1 + (n− 1)θ
nθ2
+
2+ (n− 2)θ
2θn
)
+ x
n− 2 + (1/θ)
(n− 1)(n− 2)
[
(n− 3)
(
1−
1
θ
)
−
3
2
(
n− 3 +
1
θ
)]
(34)
=−
2
θ
(
1
θn
+
n− 1
n
)
,
w
2 + (n− 2)θ
2θn
+ x
(n− 2 + (1/θ))(n− 3 + (1/θ))
2(n− 1)(n− 2)
=
(
1
θn
+
n− 1
n
)2
,(35)
−w
2 + (n− 2)θ
θ2n
+ x
(n− 2 + (1/θ))(n− 3 + (1/θ))
(n− 1)(n− 2)
= 0.(36)
Solving, we get
u=
(n2 − 4n+ 3)θ3 + (n− 1)θ2 + (n− 1)2θ+ n− 3
θ2(θ +1)(θ(n− 3) + 1)n
=
1
θ2(θ+1)
+
1
θ+1
+O
(
1
n
)
,
v =
(n3 − 6n2 +11n− 6)θ3 +2(2n2 − 7n+ 4)θ2 + (3n+ 2)θ− 4
θn((n2 − 5n+6)θ2 + (3n− 8)θ +2)
= 1+O
(
1
n
)
,
w =
2(1 + θ(n− 1))2
(1 + θ)(2 + θ(n− 2))n
=
2θ
1 + θ
+O
(
1
n
)
,
x=
2(1 + θ(n− 1))2(n− 1)(n− 2)
(1 + θ)n2(1 + θ(2n− 5) + θ2(n− 2)(n− 3))
=
2
1+ θ
+O
(
1
n
)
.
Notice x+w= 2+O( 1n).
Also by (24), (25), (29) and (31), we get
dn,1n = 1,
d(n−1,1),1n = n− 1,
d(n−2,12),1n =
(n− 1)(n− 2)
2
,
d(n−2,2),1n =
n(n− 3)
2
,
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which are independent of θ because of the normalization chosen for Jack
polynomials.
Finally we recall cλ(θ) are eigenfunctions of Pθ , hence so are dλ(θ), with
eigenvalue βλ. We list the relevant eigenvalues here:
β(n) = 1,
β(n−1,1) = 1− (θ ∧ 1) +
θ
(n−1
2
)
− 1
(θ ∨ 1)
(
n
2
) = 1− (1 ∧ θ) 2
n
+O
(
1
n2
)
,
β(n−2,12) = 1− (θ ∧ 1) +
θ
(
n−2
2
)
− 3
(θ ∨ 1)
(n
2
) = 1− (θ ∧ 1) 4
n
+O
(
1
n2
)
,
β(n−2,2) = 1− (θ ∧ 1) +
θ
(n−2
2
)
− 2
(θ ∨ 1)
(
n
2
) = 1− (θ ∧ 1) 4
n
+O
(
1
n2
)
.
Notice
lim
n→∞
(1− β(n−1,1))
1− β(n−2,12)
= lim
n→∞
(1− β(n−1,1))
1− β(n−2,2)
= 2.
Now we are fully equipped to prove the lower bound. First observe
L∞(d(n−1,1)(θ)) ≺ Poi(θ
−1) + 1, which comes from Feller coupling. Here
d(n−1,1) stands for the random variable d(n−1,1),ρ where ρ has Ewens sam-
pling distribution with parameter θ−1, as indicated by the subscript ∞.
Therefore,
lim
η→∞
P∞(d(n−1,1)(θ)≤ η) = 1.
Furthermore,
Pk(d(n−1,1)(θ)≤ η)≤
vark(d(n−1,1))
(η− Ek(d(n−1,1)))2
.
Let k = 12(θ
−1 ∨ 1)n(logn− c) for any c > 0.
Since dλ are eigenfunctions, we can compute the mean and variance at
time k,
Ekd(n−1,1) = (n− 1)
(
1− (θ ∧ 1)
2
n
)k
+O(1) = ec +O(1),
vark d(n−1,1) = Ekd
2
(n−1,1) − (Ekd(n−1,1))
2
= u+ (n− 1)ve−(θ∧1)((2k)/n)(1+O(1/n))
+
(
(n− 1)(n− 2)
2
w+
n(n− 3)
2
x
)
e−(θ∧1)((4k)/n)(1+O(1/n))
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− (n− 1)2e−(θ∧1)((4k)/n)(1+O(1/n))
≤
1
1 + θ
+
1
θ2(1 + θ)
+ (n− 1)e−(θ∧1)((2k)/n) +O
(
1
n
)
≤O(ec).
Therefore if we let η = 12e
c, then
lim
c→∞
lim inf
n
Pk(c)[d(n−1,1) < η]≤ lim
c→∞
lim inf
n
O(1)
ec
((1/2)ec +O(1))2
= 0.
Thus
lim
c→∞
lim
n→∞
‖δ1nP
k(c) − π‖TV
≥ lim
c→∞
lim inf
n
∣∣∣∣Pk(c)
[
d(n−1,1) <
1
2
ec
]
− P∞
[
d(n−1,1) <
1
2
ec
]∣∣∣∣= 1.
Remark 2. Wilson’s method gives a suboptimal lower bound, once we
know the “geometric” information that d(n−1,1),ρ =−
1
θ +
1+(n−1)θ
θn m1(ρ): let
X1 be the random variable distributed as δxP . We have
R := sup
x∈Sn
E(d(n−1,1),X1 − d(n−1,1),x)
2 ≤ 1,
log
1
β(n−1,1)
= (θ ∧ 1)
2
n
+O
(
1
n2
)
and d(n−1,1),1n = n− 1. Hence by Wilson [16],
tmix(ε)≥
1
2 log(1/β(n−1,1))
[
log
[(1− β(n−1,1))d2(n−1,1),1n
2R
]
+ log
1− ε
ε
]
≥
n
4(1 ∧ θ)
logn+ log ε−1 +O(1).
This misses a factor of 2 from the lower bound obtained by second mo-
ment method. The discrepancy is possibly due to the nonlocal nature of the
random transposition walk.
APPENDIX A: SEKIGUCHI–DEBIARD OPERATOR OVER OTHER
BASES
Having seen the probabilistic interpretation of the second order differ-
ential operator (12) expressed in the power sum symmetric basis pλ, it is
natural to consider the following:
Question 1. Are there other bases of the symmetric polynomials Λn
over which L2θ has natural probabilistic interpretation?
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Here we examine the remaining four fundamental bases: monomial, ele-
mentary and complete. The action of L2θ on the monomial basis mλ is well
known to be strictly upper triangular ([17], page 317), when the rows and
columns of the Markov matrix are arranged in a total order compatible with
the natural partial order on the set of partitions Pn of n: µ< λ if µ1+ · · ·+
µr ≤ λ1+ · · ·+ λr for all r. In particular, if L
2
θ does define a Markov matrix
(meaning the entries are nonnegative), it has a single absorbing state at (1n).
Next consider the action of L2θ on eλ, the elementary symmetric polynomi-
als. This has been studied in detail in [3]. Here we give a quick development
avoiding lengthy computations. The action of U is easy to describe. For any
simple elementary polynomial er , the operators xi∂i and (xi∂i)
2 simply col-
lect all the terms in er that contains the factor xi. So after summing over
i ∈ [n], this results in a constant multiple of the identity. Thus to get a non-
trivial action, one must consider a composite er1,r2 := er1er2 . In this case,
one can show that for r1 ≤ r2,
U(er1,r2) = 3(1 + r1)er1,r2 −
r1−1∑
j=0
2(r1 + r2 − 2j)er1+r2−j,j.
Thus U is strictly lower triangular with respect to the partial order . It
turns out that the action of V on the eλ is diagonal: first of all V satisfies a
product rule on eλ =
∏ℓ(λ)
j=1 eλj ; by pairing up j 6= k, one also sees that V er
consists of monomials with no repeated factors, hence by symmetry must be
a multiple of er. Thus the following linear combination yields a legitimate
Markov matrix:
Me(c1, c2) := c1I + c2
(
θ
2
U + V
)
.
Notice that we need to add the multiple of I to make sure that the diagonal
entries of Me are nonnegative. Also observe that the Jack parameter θ needs
to be nonpositive for the off-diagonal entries to be nonnegative. It is clear
from the description of U and V that this Markov chain is absorbing at (n),
because the next step either stays in the current state or goes to a state
corresponding to a partition bigger than that of the current state.
Next we look at the complete symmetric polynomials hλ. First consider
the action of 〈X,∇〉 on hr, one of the generators. Since hr = s(r) is a degree
r homogeneous polynomial, the action of 〈X,D〉=
∑n
i=1 xi∂i is simply mul-
tiplication by r; that is, any homogeneous polynomials are eigenfunctions
〈X,D〉. However, the operator (〈X,D〉)2 acts nontrivially on hr ,
n∑
i=1
(xi∂i)
2h4 =−2h14 +10h2,1,1 − 8h22 − 12h3,1 +28h4.
For partitions of more than one part, the computation gets unwieldy, and I
have not tried to express U(hr1hr2) and V (hr1hr2) in terms of hλ explicitly
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because of the following numerical observation: for λ= (3,2,1), we have
Uhλ = 2h2,14 − 8h22,12 − 2h3,13 +14h3,2,1 +6h32 +6h4,12 + 8h4,2 +10h5,1,
V hλ =−h2,14 + 4h22,12 + h3,13 +32h3,2,1.
The only linear combination of the above two expressions that yields nonneg-
ative coefficients is 12U+V , which corresponds to θ = 1. But in that case, the
Markov chain is again absorbing at (6). So we arrive at the following result:
Proposition A.1. The operator L2θ gives a Markov matrix under the
complete symmetric polynomial basis hλ for all n if and only if θ = 1. In
this case, the Markov chain never goes toward partitions of fewer or equal
parts, hence is absorbing at (n).
Proof. When θ = 1, hλ are dual to eλ with respect to the Jacobi–
Trudy identity. Hence the walk defined by D21 on hλ can be obtained from
the upper-triangular walk on eλ under the map λ 7→ λ
t; in particular the
walk is absorbing at (r). For θ 6= 1, the numerical example above suffices to
show the associated walk is not positive. 
For θ 6= 1, the resulting signed Markov matrix seems to have nontrivial
left eigenvector corresponding to the eigenvalue 1. I have not checked if this
corresponds to some nice stationary distribution on Pn; presumably it will
define a signed measure.
APPENDIX B: HIGHER ORDER SEKIGUCHI–DEBIARD
OPERATORS
Throughout this section N will denote the number of underlying variables
in the symmetric functions, and n will denote the weight of partitions, consis-
tent with previous sections. It is possible to study higher order differential
operators on ΛN from the Sekiguchi–Debiard operator-valued generating
function (see [17], page 328),
Dθ(X) := aδ(x)
−1
∑
w∈SN
ε(w)xwδ
N∏
j=1
(X + (wδ)j + θxj∂j)
(37)
=
N∑
k=0
DkθX
N−k.
Since the seminal work of Diaconis and Ram [6] interpreting D2θ above as
the generator of an auxilliary variable Markov chain, it has been tempting
to consider the following:
Question 2. Does any of the higher order Dkθ ’s admit natural proba-
bilistic interpretation?
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Below we give complete analysis of D3θ , and show that the answer is not
nearly as nice as for D2θ . To begin, it suffices to understand the following
two-parameter family of operators:
D(λ,µ;h) = aδ(x)
−1
∑
w∈SN
ε(w)
ℓ∏
i=1
(
N∑
j=1
(wδ)λij (xj∂j)
µi
)
N∑
j=1
(xj∂j)
h
= aδ(x)
−1
∑
j1,...,jℓ
ℓ∏
i=1
(xji∂ji)
λiaδ(x)(xji∂ji)
µi
N∑
j=1
(xj∂j)
h,
where λ,µ are positive integer compositions and ℓ= ℓ(µ) = ℓ(λ). Indeed, it
is easy to see that [denoting by (j1, . . . , jk) all distinct indices]
Dkθ = aδ(x)
−1
∑
w∈SN
∑
(j1,...,jk)
k∑
u=0
θu
u!(k − u)!
k−u∏
i=1
(wδ)ji
k∏
i=k−u+1
(xji∂ji),
which can be expressed as a linear combination of D(λ,µ,h)’s with |λ| +
|µ|+ h = k and h 6= 1; the factors of the form
∑N
j=1(wδ)
k
j or
∑N
j=1(xj∂j)
k
all evaluate to constant by symmetry, and the operator
∑N
j=1(xj∂j) acts on
pλ by constant multiplication.
For k = 3, we thus have three operators to consider: D((1), (2); 0), D((2),
(1); 0) and D(∅,∅; 3). We compute the action of each on pλ below. We need
the following three computations:
• aδ(x)
−1xi∂iaδ(x) =
∑
j 6=i
xi
xi− xj
;
• (xi∂i)
2pλ = xi∂i
ℓ(λ)∑
s=1
pλ
pλs
(xi∂i)pλs
=
ℓ(λ)∑
s=1
pλ
pλs
(xi∂i)
2pλs +
∑
t6=s
pλ
pλspλt
[(xi∂i)pλs ][(xi∂i)pλt ]
=
ℓ(λ)∑
s=1
λ2sx
λs
i
pλ
pλs
+
∑
s 6=t
λsλtx
λs+λt
i
pλ
pλspλt
;
•
N∑
i=1
∑
j 6=i
xr+1i
xi − xj
=
1
2
∑
i 6=j
xr+1i − x
r+1
j
xi − xj
=
1
2
∑
i 6=j
r∑
u=0
xui x
r−u
j
=
1
2
∑
r1+r2=r :
ri≥1
pr1pr2 +
2N − r− 1
2
pr.
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From this we have
D((1), (2); 0)pλ
= aδ(x)
−1
N∑
i=1
[xi∂iaδ(x)](xi∂i)
2pλ
= pλ
(
ℓ(λ)∑
s=1
λ2s
2
[
(2N − λs − 1) +
λs−1∑
u=1
pupλs−u
pλs
]
+
∑
s 6=t
λsλt
2
[
(2N − λs − λt − 1)
pλs+λt
pλspλt
+
λs+λt−1∑
u=1
pupλs+λt−u
pλspλt
])
.
It is worth pointing out that the sum
∑λs+λt−1
u=1
pupλs+λt−u
pλspλt
contains a con-
stant term (when u ∈ {λs, λt}).
Next we consider D((2), (1); 0). Again we collect some computations be-
low:
• xi∂ipλ =
ℓ(λ)∑
s=1
λsx
λs
i
pλ
pλs
.
• aδ(x)
−1(xi∂i)
2aδ(x)
= (xi∂i)
2 log aδ(x) + x
2
i (∂i log aδ(x))
2
=
∑
j 6=i
−xixj
(xi − xj)2
+
∑
j 6=i
∑
k 6=i,j
x2i
(xi − xj)(xi − xk)
+
∑
j 6=i
x2i
(xi − xj)2
=
∑
j 6=i
xi
xi − xj
+
∑
j 6=k :
j,k 6=i
x2i
(xi − xj)(xi − xk)
.
•
N∑
i=1
∑
j 6=k :
j,k 6=i
xr+2i
(xi − xj)(xi − xk)
=
∑
T⊂[N ] :
|T |=3
∑
i∈T
∑
j 6=k :
j,k∈T\{i}
xr+2i
(xi − xj)(xi − xk)
= 2
∑
T⊂[N ] :
|T |=3
sr(T ) = 2
∑
T⊂[N ] :
|T |=3
∑
λ⊢r
mλ(T )
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= 2
∑
T⊂[N ] :
|T |=3
∑
λ⊢r :
ℓ(λ)≤3
mλ(T )
= 2
[(
N − 3
0
) ∑
λ⊢r :
ℓ(λ)=3
mλ +
(
N − 2
1
) ∑
λ⊢r :
ℓ(λ)=2
mλ +
(
N − 1
2
) ∑
λ⊢r :
ℓ(λ)=1
mλ
]
,
where sλ(T ) denotes the Schur polynomial over the variables indexed by
T , and similarly for mλ.
•
∑
λ⊢r :
ℓ(λ)=2
mλ =
∑
λ⊢r :
ℓ(λ)=2
∑
i 6=j
xλ1i x
λ2
j I(λ1 6= λ2) +
1
2
xλ1i x
λ2
j I(λ1 = λ2)
=
1
2
∑
r1+r2=r :
ri≥1
(pr1pr2 − pr) =
1
2
∑
r1+r2=r :
ri≥1
pr1pr2 −
r− 1
2
pr.
•
∑
λ⊢r :
ℓ(λ)=3
mλ =
1
6
[ ∑
r1+r2+r3=r :
ri≥1
pr1pr2pr3
− 3
∑
r1+r2=r :
ri≥1
(r1 − 1)pr1pr2 + (r− 1)(r− 2)pr
]
=
1
6
∑
r1+r2+r3=r :
ri≥1
pr1pr2pr3 −
r− 2
4
∑
r1+r2=r :
ri≥1
pr1pr2
+
(r− 1)(r− 2)
6
pr.
Putting everything together we have
D((2), (1); 0)pλ
= pλ
ℓ(λ)∑
s=1
λs
[(
N −
1 + λs
2
) ∑
r1+r2=λs :
r1,r2≥1
pr1pr2 +
1
3
∑
r1+r2+r3=λs :
ri≥1
pr1pr2pr3
+
(
(N − 1)(N − λs) +
(2λs − 3)(λs − 1)
6
)
pλs
]
.
Finally we compute the action of D(∅,∅; 3),
D(∅,∅; 3)pλ =
N∑
i=1
(xi∂i)
2
ℓ(λ)∑
s=1
λsx
λs
i
pλ
pλs
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=
N∑
i=1
(xi∂i)
[
ℓ(λ)∑
s=1
[
λ2sx
λs
i
pλ
pλs
+
∑
t6=s
λsλtx
λs+λt
i
pλ
pλspλt
]]
=
N∑
i=1
ℓ(λ)∑
s=1
[
λ3sx
λs
i
pλ
pλs
+
∑
t6=s
[
λsλt(λs + λt)x
λs+λt
i
pλ
pλspλt
+
∑
u 6=s,t
λsλtλux
λs+λt+λu
i
pλ
pλspλtpλu
]
+
∑
t6=s
λ2sλtx
λs+λt
i
pλ
pλspλt
]
= pλ
[
ℓ(λ)∑
s=1
λ3s + 3
∑
t6=s
λ2sλt
pλs+λt
pλspλt
+
∑
(s,t,u)
λsλtλu
pλs+λt+λu
pλspλtpλu
]
,
where
∑
(s,t,u) denotes summation over all distinct triples.
Next we compute the operators D((1), (1); 0) and D(∅,∅; 2).
D((1), (1); 0)pλ = aδ(x)
−1
∑
w∈SN
ε(w)xwδ
N∑
i=1
(wδ)i(xi∂i)pλ
(38)
= pλ
ℓ(λ)∑
s=1
λs
(
1
2
∑
r1+r2=λs
ri≥1
pr1pr2
pλs
+
2N − λs − 1
2
)
and
D(∅,∅; 2)pλ = aδ(x)
−1
∑
w∈SN
ε(w)xwδ
N∑
i=1
(xi∂i)
2pλ
(39)
= pλ
(ℓ(λ)∑
s=1
λ2s +
∑
s 6=t
λsλt
pλs+λt
pλspλt
)
.
We can now compute the action of D2θ on power sum polynomials; see [17],
Example VI.3.3(e).
D2θpλ = aλ(x)
−1
∑
w∈SN
ε(w)xwδ
∑
i 6=j
(
1
2
(wδ)i(wδ)j + θ(wδ)i(xj∂j)
+
θ2
2
(xi∂i)(xj∂j)
)
pλ
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= aδ(x)
−1
∑
w
ε(w)xwδ
(
1
2
[(∑
i
(wδ)i
)2
−
∑
i
(wδ)2i
]
+ θ
[(∑
i
(wδ)i
)(∑
i
xi∂i
)
−
∑
i
(wδ)i(xi∂i)
]
+
θ2
2
[(∑
i
xi∂i
)2
−
∑
i
(xi∂i)
2
])
(40)
=
1
2
[(
N(N − 1)
2
)2
−
(N − 1)N(2N − 1)
6
]
+ θ
[
N(N − 1)n
2
−D((1), (1); 0)
]
+
θ2
2
[n2 −D(∅,∅; 2)]pλ
=
(
1
2
[
θ2n2 + θnN(N − 1) +
N(N − 1)(N − 2)(3N − 1)
12
]
− θD((1), (1); 0)−
θ2
2
D(∅,∅; 2)
)
pλ.
Similarly we can compute D3θ using the inclusion-exclusion principle,
D3θpλ = aδ(x)
−1
×
∑
w
ε(w)xwδ
∑
(i,j,k)
[
1
6
(wδ)i(wδ)j(wδ)k +
θ
3
(wδ)i(wδ)jxk∂k
+
θ2
3
(wδ)i(xj∂j)(xk∂k) +
θ3
6
(xi∂i)(xj∂j)(xk∂k)
]
=
(
cN (3, θ) +
θ3
6
[2D(∅,∅; 3)− 3nD(∅,∅; 2)]
+
θ2
3
[
2D((1), (2); 0)− 2nD((1), (1); 0)−
(
N
2
)
D(∅,∅; 2)
]
+
2θ
3
[
D((2), (1); 0)−
(
N
2
)
D((1), (1); 0)
])
pλ,
where cN (3, θ) =
1
6 [
(
N
2
)3
− 34
(
N
2
)(
2N
3
)
+ 2
(
N
2
)2
] + θ2 [
(
N
2
)2
n − 14
(
2N
3
)
n] +
θ2
3
(N
2
)
n2 + θ
3n3
6 . Unfortunately I cannot extract any natural interpretation
of Markov chains from the right-hand side. This is not so surprising since
the composite walk P kθ for k ≥ 2 does not correspond to some affine transfor-
mation of the Metropolization of P k1 with respect to the measure MED(θ).
Nonetheless this gives a new Markov chain that converges to the multi-
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variate Ewens distribution with parameter θ−1, since the operators Drθ are
simultaneously diagonalized and the left eigenfunction corresponding to the
eigenvalue 1 is simply the stationary distribution.
I also computed a numerical example using the symmetric reduction func-
tion in mathematica and the SF package in maple. We take the power sum
polynomial pλ with λ= (3,1
2):
D2θp3p
2
1 =−3θp2p
3
1 + (33θ +35 + 7θ
2)p3p
2
1 − 6θ
2p4p1 − p2p3θ
2,
D3θp3p
2
1 = (2/3)θp
5
1 + (−4θ
2− 8θ)p2p
3
1
+ (22θ2 + (73/6)θ3 +50 + (307/3)θ)p3p
2
1 +4θ
2p1p
2
2
+ (4θ3 − 20θ2)p4p1+ (−(4/3)θ
3 − 2θ2)p3p2 + 6θ
3p5,
D2θ ◦D
2
θp3p
2
1 = 3θ
2p51 + (−21θ− 4θ
3− 19θ2)p2p
3
1
+ (505θ3 +1225 + 2310θ +4θ4 + 1579θ2)p3p
2
1+ 24θ
3p1p
2
2
+ (−41θ3 − 6θ4− 42θ2)p4p1
+ (−6θ3 − θ4 − 7θ2)p3p2+ 30p
4
θ.
This example shows that D2θ , D
3
θ , D
2
θ ◦D
2
θ and id are independent operators
on ΛN . Notice also that D
3
θpλ has positivity issues: the partitions of Cayley
distance 2 from the starting partition λ are always positive, whereas the ones
that differ from λ by one transposition might become negative. So in order
to make D3θ into a Markov matrix, one needs to add a sufficiently negative
multiple of D2θ . We have not tried to compute the optimal multiple here
since we are unable to glean any nice pattern from the numerical example
above; in particular, the coefficients cannot be made into simple powers of
θ. Observe that D2θ ◦D
2
θpλ also has positivity problem, but it is much easier
to fix, since one can simply add a multiple of the identity to D2θ as in the
case treated by [21].
APPENDIX C: COMPOSITIONS OF D2θ FOR DIFFERENT θ VALUES
In general the eigenvalues and eigenfunctions of a Markov chain can be
highly intractable, due to the need to solve for high degree polynomials.
For instance, the Metropolis chain based on 3-cycle shuffle on Pn already
requires taking square roots for n= 4:
M
(3)
4 (θ) =


0 0 0 1 0
0 1/8 3/4 0 1/8
0 1 0 0 0
θ2 0 0 1− θ2 0
0 θ2 0 0 1− θ2

 .
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The eigenvalues are
{1,1,−θ2, 116 (1− 8θ
2 −
√
193− 208θ2 +64θ4),
1
16 (1− 8θ
2 +
√
193− 208θ2 +64θ4)}.
The following result was discovered in numerical experiments:
Proposition C.1. For any Laurent polynomial p in m variables,
p(D2θ1 , . . . ,D
2
θm
) gives rise to a Markov chain on the set of partitions Pn,
with eigenvalues, and left and right eigenvectors given by rational functions
of θ1, . . . , θm. In particular, the stationary distribution is given by rational
functions of θi’s also.
Proof. When expressed in the monomial symmetric basis, D2θ is unipo-
tent (upper triangular with 1’s on the diagonal), with respect to any total
ordering on Pn compatible with the natural partial ordering , whereby
λ µ if λ1 + · · ·+ λr ≤ µ1 + · · ·+ µr for all r; see [17], page 317, equation
(3.7). Thus fixing this total-ordering, any Laurent polynomial of Dθi ’s is
clearly still unipotent. The eigenvalues are simply the diagonal entries, and
the eigenvectors can be computed using simple row reduction, which also
results in rational components. 
The above result is clearly also true for Dkθ in general and even Mac-
donald operators. Thus in principle, one can compute the L2 mixing time
of Markov chain of the form D2θ1D
2
θ2
, whose stationary distribution can be
quite complicated: for n= 3, the stationary probabilities are{
θ2(θ1(3− 4θ2) + θ
2
1(−1 + θ2) + θ2)
8 + θ2 + θ
2
1(−1 + θ2)θ2 − θ1(−1 + 9θ2 + θ
2
2)
,
3(−(−3 + θ2)θ2 + θ1(1− 4θ2 + θ
2
2))
8 + θ2+ θ21(−1 + θ2)θ2 − θ1(−1 + 9θ2 + θ
2
2)
,
−2θ1 +2(−2 + θ2)
2
8 + θ2 + θ
2
1(−1 + θ2)θ2 − θ1(−1 + 9θ2 + θ
2
2)
}
.
APPENDIX D: EXTENSIONS TO OTHER ROOT SYSTEMS
The appropriate generalization of the Laplace–Beltrami operator to root
systems other than AN is given by the Heckman–Opdam operator (see [12]
and [3]),
LN (κ,R) = ∆+ κVN :=
N∑
i=1
∂2ti +
∑
α∈R+
κα coth(α/2)∂α,
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where R denotes an arbitrary root system, R+ a designated set of positive
roots and κα is called a multiplication function, invariant under the action of
the Weyl group on R+. For more on root systems and Weyl groups, consult
the first 3 chapters of [10] as well as Chapters 19 and 20 of [4].
Fascinated by the success of the AN root system, Diaconis raised the
following:
Question 3. Are there other root systems beside those of type AN whose
associated Heckman–Opdam operators give rise to nontrivial Markov chains
with algebraically tractible spectral decomposition?
We study root system DN in detail here; BN and CN are similar. These
come from the irreducible decomposition of the adjoint representation of the
maximal torus in the compact Lie groups SO(2N,R). The positive roots can
be chosen as the set {xix
−1
j , xixj : 1≤ i < j ≤N} on the maximal torus; in
the associated Cartan subalgebra (the Lie subalgebra corresponding to the
maximal torus), they become {ti−tj, ti+tj : 1≤ i < j ≤N}. The appropriate
analogue of the power sum polynomials appears to be the following power
sum symmetric Laurent polynomials:
pa =
N∑
i=1
cosh(ati) =
N∑
i=1
[xai + x
−a
i ]/2,
where xi = e
ti . And as in the case of AN , pλ =
∏ℓ(λ)
i=1 pλi . By direct compu-
tation we have
∆pλ = pλ
{ℓ(λ)∑
i=1
λ2i +
∑
1≤i<j≤ℓ(λ)
λiλj
[
pλi+λj
pλipλj
−
pλi−λj
pλipλj
]}
,
∑
θ∈R+
coth(θ/2)∂αpa = 2a
∑
i 6=j
a−1∑
ℓ=0
cosh(ℓti) cosh((a− ℓ)tj)
= (2an− a2 − a)pa + 2a
a−1∑
ℓ=1
pℓpa−ℓ− a
a−1∑
ℓ=1
pa−2ℓ,
a−1∑
ℓ=1
pa−2ℓ =


2
(a−1)/2∑
ℓ=1
pa−2ℓ, if a is odd,
N +2
(a−2)/2∑
ℓ=1
pa−2ℓ, if a is even
= 2
⌊a/2⌋∑
ℓ=1
pa−2ℓ,
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if we define p0 :=N/2.
Therefore for n= |λ|=
∑
i λi,∑
α∈R+
coth(α/2)∂αpλ
=
(
(2N − 1)n−
ℓ(λ)∑
i=1
λ2i
)
pλ +
ℓ(λ)∑
i=1
pλ
pλi
2λi
[
λi−1∑
ℓ=1
pℓpλi−ℓ −
⌊λi/2⌋∑
ℓ=1
pλi−2ℓ
]
.
Restricting to partitions of the top grading, n, clearly the transition coef-
ficients are affine transformation of those in the AN case, and hence nothing
new is obtained this way. There are several pathological features regard-
ing the action of LN (D,κ) :=∆+
∑
α∈R+
κα coth(α/2)∂α on the power sum
analogues of symmetric Laurent polynomials (see the toy example below):
(1) there are no easy ways to make the entries all positive;
(2) the row sums are not the same.
Thus it remains difficult to interpret the full transition matrix as a Markov
kernel. For root system DN , there is only one Weyl orbit, hence κα ≡ κ.
The Heckman–Opdam functions have rational transition coefficients to this
power sum Laurent basis, as illustrated by the following numerical example
(Pk denotes the set of partitions of k):
Mκ(N)|P3∪P1
:=


9+ κ(−12+ 6N) 12κ 0 −6κ
2 5 + κ(−8+ 6N) 4κ −2− 2κN
0 3 3 + κ(−6+ 6N) −3
0 0 0 1 + κ(−2+ 2N)

 ,
where the columns and rows are indexed by (3), (21), (13), (1). The eigenval-
ues are very clean,
3 + 6κ(−2 +N), 9 + 6κ(−1 +N),
5 + κ(−8 + 6N), 1 + 2κ(−1 +N).
The left eigenvectors are rational functions of κ, which we display as rows
of the following matrix:


−5+ θ+ 2N
3(−1+N)
−
−5+ θ+ 2N
−1 +N
2(−5+ θ+ 2N)
3(−1+N)
1
0 0 0 1
−
2θ(−1+ 2θ+N)
3(1 + 2θ+N)
−2(−1+ 2θ+N)
1 + 2θ+N
−
4(−1+ 2θ+N)
3θ(1 + 2θ+N)
1
θ(−3 + 2θ+2N)
θ+2θ2 − 2N +2θN
−
2(−1+ θ)(−3 + 2θ+ 2N)
θ+ 2θ2 − 2N + 2θN
12− 8θ− 8N
θ+2θ2 − 2N +2θN
1


.
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Here θ = κ−1 corresponds to the parameter in the AN case.
We have also tried to adjust the diagonal entries to make the row sum
equal to 1; the resulting matrix however does not have rational eigenvalues
in the entries.
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