Abstract. Let (u(t, x), v(t, x)) and (u(t, x), v(t, x)) be two nonnegative classical solutions of {ut = Am + v" , p > 0 v, = Av + uq , q > 0 in some strip ST = (0, T) x R , where 0 < T < oo , and suppose that
Introduction
In this article we shall concern ourselves with the following initial-value problem: where u0(x) and i>0(x) are nonnegative, continuous, and bounded real functions. Equations (1.1) represent a simple example of a reaction-diffusion system, and they can be viewed as a model to describe heat propagation in a two-component combustible mixture. System (1.1) has been analyzed by several authors in the case of bounded and unbounded domains (cf. [7] , [8] , [5] , [4] , [3] , etc.). In particular, it has been shown in [3] that problem (1.1), (1.2) always has a classical solution in some strip ST = [0, T) x R with 0 < T < oo. By this we shall mean a pair of nonnegative functions, often denoted in the abridged way (u(t), v(t)), such that they belong to C2'x (ST), satisfy (1.1) and (1.2), and remain bounded in any closed strip Sx = [0, t] x R with 0 < t < T. A number of properties of solutions of (1.1), (1.2) were derived in [3] . In particular (cf. whereas global continuation and blow-up are both possible if p > 1 + j? (cf., for instance, [8] , [2] , [9] ). Indeed, every solution is global if 0 < p < 1. Notice that (1.3) coincides with (1.5) when p = q , in which case (1.1), (1.2) reduce to the Cauchy problem for (1.4) if u0 = v0 . As recalled in [3] , local existence for problem (1.1), (1.2) is rather standard, as can be seen by, say, fixed-point arguments. Uniqueness, however, is not a priori clear except in the straightforward case p > 1 and q > 1, and was left open in that paper. For instance, one readily checks that, if 0 < pq < 1 , functions 
Proof. We just sketch, for completeness, the case where uQ ^ 0 and q > 1 .
Solutions of (1.1), (1.2) satisfy
We may assume without loss of generality that u0 > 0 in some ball centered at the origin. Then there exists R > 0 such that v = inf{u0(Ç) : |t| < R} > 0 and, by (2.2a) and (2.3),
whence (2.1a) with a = ^ and c = v(47it)~N' Ly\<R(-^-)dy . On the other hand, using (2.2b) and Jensen's inequality,
From this (2.1b) follows, with perhaps a different choice of c and a.
We now specialize to the case 0 < pq < 1.
Lemma 2. Let (u(t, x), v(t, x)) be a nontrivial solution of (1.1) with 0 < pq < 1. Then
where cx, c2, a, and ß are given in (1.6).
Proof. Assume first that uQ(x) > cexp(-a\x\ ) for some c > 0 and a > 0. Suppose, for definiteness, that 0 < p, q < 1. Since 
Notice that Taking into account (2.8)-(2.11), we let j -> oo in (2.7) to obtain (2.5a) under our current assumptions. Estimate (2.5b) can be obtained in an analogous way. The case where p or q are larger than or equal to 1 is similarly dealt with.
As to the general case, we take e > 0 but otherwise arbitrary, and set ue(t) s u(t + e). One then has ii,(i) = S(t)u£(0) + f S(t -s)vp(s) ds, Jo where, by Lemma 1, u£(0) > cexp(-a\x\ ) for some c and a. Therefore ue(t) > cxta , and accordingly u(t) = u(e + (t-e)) >cx(t-s)a, whence the result, since e > 0 is arbitrary. As a next step, we show Lemma 3. Assume that 0 < pq < 1, and suppose that (u0, v0) #(0,0). Then there exists at most one solution of (I A), (1.2).
Proof. Suppose first that 0 < p < 1 and 0 < q < 1 . We shall argue by contradiction, thus assuming that for some (u0, v0) # (0,0) there exist two different solutions (u(t), v(t)) and (U(t), v(t)) defined in some strip ST. It then follows from (2.2), (2.5), and the mean value theorem that ( 
2.12)(k(0 -ïï(0)+< / S(t-s)(v"(s)-vp(s))+ds Jo < p4-x f S(t -s)(v(s) -v(s))+s{p-i]{q+mi-pq) ds. Jo
In a similar way, we get (
2.13) (v(t)-v(t))+<qcq-x [' S(t -s)(u(s) -ü(s))+s{q-l){p+mi-pq) ds. Jo
From (2.12) and (2.13), it follows that, setting \\f(t, OH^ = supx€R* \f(t, .)\, (2.14)
IK«-«")*«!!«, <pqcq~^2-1 l^s(q+l)(p-mx-pq)^ t^^-'^-^IKu-^WILrft)= pq(\-pq)-2(p+\)(q+\)
x^>+.)(P-»/U-P«) U\^^-^-^¡Ku-u)4x)\\dr) ds.
We next show that the integrand above is indeed locally integrable. To this end, we first notice that, since p and q are less than one, (2.15)
This implies that the right-hand side in (2.14) is convergent. Moreover, substituting (2.16) in (2.14) yields (2.17) ||(« -S)+(0IU < Pq(P + iy^x-pq»tiP+mi-pq).
We may now use (2.17) to obtain a new bound for \\(u -«)+(i)||00 via (2.14). Iterating this procedure k times, we obtain (2.18) \\(u-ü)+(»\\oo < (pq)k(P + l)-{1/il-pq))t{p+mi-pq).
Now letting k -» oo , it follows that u = ü~, whence v = v . It remains to consider yet the situation where one of the exponents p, q is larger than or equal to one. Assume for instance that q > 1, and set f(s) -sp , g(v) = S(s)vQ + f0sS(s -T)vq(t)dT. Using (2.2) as well as the mean value theorem for (f°g), it follows that for some w -du + (1 -6)ü with 6 = 6(r) and 0 < 6 < 1,
On the other hand, by the Holder inequality, Í S(s -t)w" x(T)(u-ü)(t)dx and (U(t), v(t)) are solutions o/(l.l), (1.2) in some strip ST, it follows that u(t) =Ti(t) and v(t) = v(t) in ST.
Proof. The result is rather classical if p > 1 and q > 1. Assume for instance that 0 < p < 1 < q . As in the proof of Lemma 3, we set f(s) = 5P , g(v)(s) = S(s)v0 + fs S(s -x)vq(x)dx and use the Mean Value Theorem to get (2.19). We now set Clearly X S(s -x)wq (x)(u-u)(x)dx <F(t) f S(s-x)wq l(x)dx Jo P-l/9
ds. 
IK« -«XOIL < pqF(t) f S(t -s) I f S(s -x)wq(x)
Jo \\Jo As pq > 1, one is thus led to (2.25) F(t)<KtF(t) for/small enough, for some constant K depending on p, q, T and the bounds on u and ïï in RArx[0, /]. Since (2.25) implies F(t) = 0 for / small enough, the result follows by a suitable iteration of the previous argument. The case 0 < q < 1 < p is similar.
