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FIXED POINTS OF STURMIAN MORPHISMS AND THEIR DERIVATED WORDS
KAREL KLOUDA, KATEŘINA MEDKOVÁ, EDITA PELANTOVÁ, AND ŠTĚPÁN STAROSTA
Abstract. Any infinite uniformly recurrent word u can be written as concatenation of a finite number
of return words to a chosen prefix w of u. Ordering of the return words to w in this concatenation is
coded by derivated word du(w). In 1998, Durand proved that a fixed point u of a primitive morphism
has only finitely many derivated words du(w) and each derivated word du(w) is fixed by a primitive
morphism as well. In our article we focus on Sturmian words fixed by a primitive morphism. We provide
an algorithm which to a given Sturmian morphism ψ lists the morphisms fixing the derivated words of
the Sturmian word u = ψ(u). We provide a sharp upper bound on length of the list.
Keywords: Derivated word, Return word, Sturmian morphism, Sturmian word
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1. Introduction
Sturmian words are probably the most studied object in combinatorics on words. They are aperiodic
words over a binary alphabet having the least factor complexity possible. Many properties, characteri-
zations and generalizations are known, see for instance [5, 4, 2].
One of their characterizations is in terms of return words to their factors. Let u = u0u1u2 · · · be a
binary infinite word with ui ∈ {0, 1}. Let w = uiui+1 · · ·ui+n−1 be its factor. The integer i is called
an occurrence of the factor w. A return word to a factor w is a word uiui+1 · · ·uj−1 with i and j being
two consecutive occurrences of w such that i < j. In [22], Vuillon showed that an infinite word u is
Sturmian if and only if each nonempty factor w has exactly two distinct return words. A straightforward
consequence of this characterization is that if w is a prefix of u, we may write
u = rs0rs1rs2rs3 · · ·
with si ∈ {0, 1} and r0 and r1 being the two return words to w. The coding of these return words,
the word du(w) = s0s1s2 · · · is called the derivated word of u with respect to w, introduced in [10]. A
simple corollary of the characterization by return words and a result of [10] is that the derivated word
du(w) is also a Sturmian word (see Theorem 1). This simple corollary follows also from other results.
For instance, it follows from [1], where the authors investigate the derivated word of a standard Sturmian
word and give its precise description. It also follows from the investigation of a more general setting in [7],
which may in fact be used to describe derivated words of any episturmian word — generalized Sturmian
words [12].
By the main result of [10], if u is a fixed point of a primitive morphism, the set of all derivated words
of u is finite (the result also follows from [13]). In this case, again by [10], a derivated word itself is a
fixed point of a primitive morphism.
In this article we study derivated words of fixed points of primitive Sturmian morphisms. By the results
of [18], any primitive Sturmian morphism may be decomposed using elementary Sturmian morphisms —
generators of the Sturmian monoid. In Theorems 14 and 18, we describe the relation between the set of
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derivated words of a Sturmian sequence u and the set of derivated words of ϕ(u), where ϕ is a generator
of the Sturmian monoid.
The main result of our article is an exact description of the morphisms fixing the derivated words du(w)
of u, where u is fixed by a Sturmian morphism ψ and w is its prefix. For this purpose, we introduce
an operation ∆ acting on the set of Sturmian morphisms with unique fixed point, see Definition 22.
Iterating this operation we create the desired list of the morphisms as stated in Theorem 25. The
Sturmian morphisms with two fixed points are treated separately, see Proposition 29.
We continue our study by counting the number of derivated words, in particular by counting the
distinct elements in the sequence
(
∆k(ψ)
)
k≥1
. This number depends on the decomposition of ψ into the
generators of the special Sturmian monoid, see below in Section 2.3.
Using this decomposition, Propositions 36 and 37 provide the exact number of derivated words for two
specific classes of Sturmian morphisms.
For a general Sturmian morphism ψ, Corollary 35 gives a sharp upper bound on their number. The
upper bound depends on the number of the elementary morphisms in the decomposition of ψ. In the last
section, we give some comments and state open questions.
2. Preliminaries
An alphabet A is a finite set of symbols called letters. A finite word of length n over A is a string
u = u0u1 · · ·un−1, where ui ∈ A for all i = 0, 1, . . . , n− 1. The length of u is denoted by |u| = n. By |u|a
we denote the number of copies of the letter a used in u, i.e. |u|a = #{i ∈ N : i < n, ui = a}. The set
of all finite words over A together with the operation of concatenation forms a monoid A∗. Its neutral
element is the empty word ε and A+ = A∗ \ {ε}. On this monoid we work with two operations which
preserve the length of words. The mirror image or reversal of a word u = u0u1 · · ·un−1 ∈ A∗ is the word
u = un−1un−2 · · ·u1u0. The cyclic shift of u is the word
(1) cyc(u) = u1u2 · · ·un−1u0.
An infinite word over A is a sequence u = u0u1u2 · · · = (ui)i∈N ∈ A
N with ui ∈ A for all i ∈ N =
{0, 1, 2, . . .}. Bold letters are systematically used to denote infinite words throughout this article.
A finite word p ∈ A∗ is a prefix of u = u0u1 · · ·un−1 if p = u0u1u2 · · ·uk−1 for some k ≤ n, the word
ukuk+1 · · ·un−1 is denoted p−1u. Similarly, p ∈ A∗ is a prefix of u = u0u1u2 · · · if p = u0u1u2 · · ·uk−1
for some integer k. We usually abbreviate u0u1u2 · · ·uk−1 = u[0,k).
A finite word w is a factor of u = u0u1u2 · · · if there exists an index i such that w is a prefix of
the infinite word uiui+1ui+2 · · · . The index i is called an occurrence of w in u. If each factor of u has
infinitely many occurrences in u, the word u is recurrent.
The language L(u) of an infinite word u is the set of all its factors. The mapping Cu : N 7→ N defined
by Cu(n) = #{w ∈ L(u) : |w| = n} is called the factor complexity of the word u.
An infinite word u is eventually periodic if u = wvvvvv · · · for some v, w ∈ A∗. If w is the shortest
such word possible, we say that |w| is the preperiod of u; if v is the shortest possible, we say that |v| is
the period of u. If u is not eventually periodic, it is aperiodic. A factor w of u is a right special factor
if there exist at least two letters a, b ∈ A such that wa,wb belong to the language L(u). A left special
factor is defined analogously.
An infinite word u is eventually periodic if and only if L(u) contains only finitely many right special
factors. Equivalently, u is eventually periodic if and only if its factor complexity Cu is bounded. On the
other hand, the factor complexity of any aperiodic word satisfies Cu(n) ≥ n+ 1 for every n ∈ N.
An infinite word u with Cu(n) = n+1 for each n ∈ N is called Sturmian. A Sturmian word is standard
(or characteristic) if each of its prefixes is a left special factor.
2.1. Derivated words. Consider a prefix w of an infinite recurrent word u. Let i < j be two consecutive
occurrences of w in u. The string uiui+1 · · ·uj−1 is a return word to w in u. The set of all return
words to w in u is denoted by Ru(w). Let us suppose that the set of return words to w is finite, i.e.
Ru(w) = {r0, r1, . . . , rk−1}. The word u can be written as unique concatenation of the return words
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u = rs0rs1rs2 · · · . The derivated word of u with respect to the prefix w is the infinite word
du(w) = s0s1s2 · · ·
over the alphabet of cardinality #Ru(w) = k. In his original definition, Durand [10] fixed the alphabet
of the derivated word to the set {0, 1, . . . , k − 1}. Moreover, Durand’s definition requires that for i < j
the first occurrence of ri in u is less than the first occurrence of rj in u. In particular, a derivated word
always starts with the letter 0. In the article [1], where derivated words of standard Sturmian words
are studied, the authors required that the starting letters of the original word and its derivated word
coincide. For our purposes, we do not need to fix the alphabet of derivated words: two derivated words
which differ only by a permutation of letters are identified one with another.
In the sequel, we work only with infinite words which are uniformly recurrent, i.e. each prefix w of u
occurs in u infinitely many times and the set Ru(w) is finite. Our aim is to describe the set
Der(u) = {du(w) : w is a prefix of u}.
Clearly, if a prefix w is not right special, then there exists a unique letter x such that wx ∈ L(u). Thus
the occurrences of w and wx coincide, Ru(w) = Ru(wx) and du(w) = du(wx). If u is not eventually
periodic, then w is a prefix of a right special prefix of u. Therefore for an aperiodic uniformly recurrent
word u we have
Der(u) = {du(w) : w is a right special prefix of u}.
2.2. Sturmian words. Any Sturmian word u can be identified with an upper or lower mechanical
word. A mechanical word is described by two parameters: slope and intercept. The slope is an irrational
number γ ∈ (0, 1) and the intercept is a real number ρ ∈ [0, 1). To define the lower mechanical word
s(γ, ρ) = (sn(γ, ρ))n∈N we put I0 = [0, 1− γ). The n
th letter of s(γ, ρ) is as follows:
sn(γ, ρ) =
{
0 if the number γn+ ρ mod 1 belongs to I0,
1 otherwise.
The definition of the upper mechanical word s′(γ, ρ) = (s′n(γ, ρ))n∈N is analogous, it just uses the interval
I0 = (0, 1 − γ]. Let us stress that sn(γ, ρ) 6= s′n(γ, ρ) for at most two neighbouring indices n and n+ 1.
All upper and lower mechanical words with irrational slope are Sturmian and any Sturmian word equals
to a lower or to an upper mechanical word. Let us stress that one-sided Sturmian words with irrational
slope are always uniformly recurrent. The language of a Sturmian word depends only on γ. The number
γ is in fact the density of the letter 1, i.e., γ = lim
n→∞
1
n
# {i ∈ N : i < n, si(γ, ρ) = 1}. Consequently, 1− γ
is the density of the letter 0.
For any irrational γ ∈ (0, 1) there exists a unique mechanical word c(γ) with slope γ such that both
0c(γ) and 1c(γ) are Sturmian. The word c(γ) is a standard Sturmian word and c(γ) = s(γ, γ) = s′(γ, γ).
Many further properties of Sturmian words can be found in [16, 5].
For our study of derivated words, the following result of Vuillon from [22] is important: a word u is
Sturmian if and only if any prefix of u has exactly two return words. By combining this result with [10],
we obtain an essential observation about derivated words of Sturmian words, which also follows from [1].
Theorem 1. If u is a Sturmian word and w is a prefix of u, then its derivated word du(w) is Sturmian
as well.
Proof. Set v = du(w). Let p be a prefix of v. Due to Proposition 2.6 in [10], there exists a prefix q of u
such that dv(p) = du(q). By Vuillon’s characterization of Sturmian words, the word du(q) is binary. It
means that any prefix p of v has two return words in v and so v is Sturmian. 
Remark 2 (Historical). The Sturmaian words (sequences) were originally defined by Hedlund and Morse
in [19]. Their definition is more general as they consider also biinfinite words and (in terms of our
definition above) rational slopes. Hence their Sturmian words may not be recurrent. For details on the
history of definition of Sturmian words see [11], especially the historical remark at page 146. Interestingly
enough, the term derivated sequence is also used in [19], however, its definition differs from our one (as
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taken from [10]): Using again our terminology, their derivated word is a derivated word with respect to a
one-letter word in a biinfinite Sturmian word.
2.3. Sturmian morphisms. A morphism over A∗ is a mapping ψ : A∗ 7→ A∗ such that ψ(vw) =
ψ(v)ψ(w) for all v, w ∈ A∗. The domain of the morphism ψ can be naturally extended to AN by
ψ(u0u1u2 · · · ) = ψ(u0)ψ(u1)ψ(u2) · · · .
A morphism ψ is primitive if there exists a positive integer k such that the letter a occurs in the word
ψk(b) for each pair of letters a, b ∈ A. A fixed point of a morphism ψ is an infinite word u such that
ψ(u) = u.
A morphism ψ is a Sturmian morphism if ψ(u) is a Sturmian word for any Sturmian word u. The set
of Sturmian morphisms together with composition forms the so-called Sturmian monoid usually denoted
St. We work with these four elementary Sturmian morphisms:
ϕa :
{
0→ 0
1→ 10
ϕb :
{
0→ 0
1→ 01
ϕα :
{
0→ 01
1→ 1
ϕβ :
{
0→ 10
1→ 1
and with the monoid M generated by them, i.e. M = 〈ϕa, ϕb, ϕα, ϕβ〉. The monoid M is also called
special Sturmian monoid. For a nonempty word u = u0 · · ·un−1 over the alphabet {a, b, α, β} we put
ϕu = ϕu0 ◦ ϕu1 ◦ · · · ◦ ϕun−1 .
The monoid M is not free. It is easy to show that for any k ∈ N we have
ϕαakβ = ϕβbkα and ϕaαkb = ϕbβka.
We can equivalently say that the following rewriting rules hold on the set of words from {a, b, α, β}∗:
(2) αakβ = βbkα and aαkb = bβka for any k ∈ N .
In [21], the author reveals a presentation of the Sturmian monoid which includes the special Sturmian
monoid M = 〈ϕa, ϕb, ϕα, ϕβ〉. A presentation of the special Sturmian monoid follows from this result. It
is also given explicitly in [15]:
Theorem 3. Let w, v ∈ {a, b, α, β}∗. The morphism ϕw is equal to ϕv if and only if the word v can be
obtained from w by applying the rewriting rules (2).
Note that the presentation of a generalization of the Sturmian monoid, the so-called episturmian
monoid, is also known, see [20]. The next lemma summarizes several simple and well-known properties
of Sturmian morphisms we exploit in the sequel.
Lemma 4. Let w ∈ {a, b, α, β}+.
(i) The morphism ϕw is primitive if and only if w contains at least one Greek letter α or β and at
least one Latin letter a or b.
(ii) If ϕw is primitive, then each of its fixed points is aperiodic and uniformly recurrent.
(iii) If ϕw is primitive, then it has two fixed points if and only if w belongs to {a, α}
∗.
For w ∈ {a, b, α, β}∗ the rules (2) preserve positions in w occupied by Latin letters {a, b} and positions
occupied by Greek letters {α, β}. We define that a < b and α < β which allows the following definition.
Definition 5. Let w ∈ {a, b, α, β}∗. The lexicographically greatest word in {a, b, α, β}∗ which can be
obtained from w by application of rewriting rules (2) is denoted N(w). If ψ = ϕw, then the word N(w)
is the normalized name of the morphism ψ and it is also denoted by N(ψ) = N(w).
The next lemma is a direct consequence of Theorem 3.
Lemma 6. Let w ∈ {a, b, α, β}∗. We have w = N(w) if and only if w does not contain αakβ or aαkb as
a factor for any k ∈ N. In particular, if w ∈ {a, b, α, β}∗ \ {a, α}∗, the normalized name N(w) has prefix
either aiβ or αib for some i ∈ N.
Example 7. Since ψ = ϕaϕbϕαϕb = ϕbϕaϕαϕb = ϕbϕbϕβϕa, the normalized name of ψ is N(ψ) = bbβa.
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The morphism E : 0→ 1, 1→ 0 which exchanges letters in words over {0, 1} cannot change the factor
complexity of an infinite word. Thus, E is clearly a Sturmian morphism. But E does not belong to the
monoid M = 〈ϕa, ϕb, ϕα, ϕβ〉. In fact, E is the only missing morphism. More precisely, any Sturmian
morphism ψ either belongs to M or ψ = η ◦ E, where η ∈ M (see [18]). To generate the whole monoid
of Sturmian morphisms St, one needs only three morphisms, say E, ϕa and ϕb (see [16]). We have
(3) ϕα = EϕaE and ϕβ = EϕbE.
Our aim is to study derivated words of fixed points of Sturmian morphisms. If u is a fixed point of ψ,
it is also a fixed point of ψ2. Due to (3), the square ψ2 always belongs to M. To illustrate why this is
true, assume, e.g., that ψ ∈ St = 〈E,ϕa, ϕb〉 equals ψ = ϕaEϕbϕa. Using (3) and the fact that E2 is the
identity morphism, we have
ψ = ϕaEϕbEEϕaEE = ϕaϕβϕαE
and hence
ψ2 = ϕaϕβϕαEϕaϕβϕαE = ϕaϕβϕαEϕaEEϕβEEϕαE = ϕaϕβϕαϕαϕbϕa ∈ M.
Therefore we may restrict ourselves to fixed points of morphisms from the special Sturmian monoid M.
Note that this would not be true if we consider only the morphisms from 〈ϕa, ϕb〉, see also Lemma 4.
Example 8. The Fibonacci word is the fixed point of the morphism τ : 0→ 01, 1→ 0. The morphism τ
is Sturmian, but τ /∈ M. We see that τ = ϕb ◦ E and by the relations (3) we have τ2 = ϕbϕβ.
Remark 9. Two infinite words u and E(u) over the alphabet {0, 1} coincide up to a permutation of the
letters 0 and 1. If a word u is a fixed point of a morphism ϕw, then E(u) is a fixed point of the morphism
E ◦ ϕw ◦ E = ϕv for some v. By (3), the word v is obtained from w by exchange of letters a ↔ α and
b↔ β. Therefore we introduce the following morphism F : {a, b, α, β}∗ 7→ {a, b, α, β}∗ by
(4) F (a) = α, F (α) = a, F (b) = β, F (β) = b.
This notation enables us to formulate two useful facts on composition of E with morphisms from M.
Namely,
(5) E ◦ ϕw ◦ E = ϕF (w) and (ϕw ◦ E)
2 = ϕwF (w) .
Later on we will need the following statement on the morphism F . First we recall two classical results
on word equations:
Lemma 10 ([17]). Let y ∈ A∗ and x, z ∈ A+. Then xy = yz if and only if there are u, v ∈ A∗ and ℓ ∈ N
such that x = uv, z = vu and y = (uv)ℓu.
Lemma 11 ([17]). Let x, y ∈ A+. The following three conditions are equivalent:
(i) xy = yx;
(ii) There exist integers i, j > 0 such that xi = yj;
(iii) There exist z ∈ A+ and integers p, q > 0 such that x = zp and y = zq.
With these two lemmas we prove the following result on word equations involving the morphism F .
Note that this result is within the general setting considered in [9], however we give an explicit solution
of cases that we need later.
Lemma 12. Let z and p be nonempty words from {a, b, α, β}+.
(i) If zp = F (p)F (z), then there is x ∈ {a, b, α, β}+ such that
z = x
(
F (x)x
)i
and p =
(
F (x)x
)j
F (x) for some i, j ∈ N.
(ii) If zp = pF (z), then there is x ∈ {a, b, α, β}+ such that
z =
(
F (x)x
)i
and p =
(
F (x)x
)j
F (x) for some i, j ∈ N.
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Proof. We prove Item (i) by induction on |zp| ≥ 2. If |z| = |p|, then z = F (p) and the statement is true
for x = z and i = j = 0.
Assume |z| > |p| (the case of |z| < |p| is analogous). There must be a nonempty word q such that
z = F (p)q and this yields qp = F (z) = pF (q). By Lemma 10 there are words u and v and ℓ ∈ N
such that q = uv, p = (uv)ℓu and F (q) = vu. This implies that vu = F (u)F (v) and we can apply the
induction hypothesis as |uv| < |pz|. Therefore, there are x and s, r ∈ N such that v = x
(
F (x)x
)s
and
u =
(
F (x)x
)t
F (x). Putting this altogether we obtain
q = uv =
(
F (x)x
)t
F (x)x
(
F (x)x
)s
=
(
F (x)x
)t+s+1
,
p = (uv)ℓu =
(
F (x)x
)j
F (x), with j = ℓ(t+ s+ 1) + t
z = F (p)q = x
(
F (x)x
)i
, with i = ℓ(t+ s+ 1) + 2t+ s+ 1.
To prove Item (ii), we apply Lemma 10 on zp = pF (z). We have z = uv, F (z) = vu and p = (uv)ℓu
for some words u and v and ℓ ∈ N. It follows that vu = F (u)F (v) and so, by Item (i), there is x such
that v = x
(
F (x)x
)i
and u =
(
F (x)x
)j
F (x) for some i, j ∈ N. Using all these equations we finish the
proof by stating that
z = uv =
(
F (x)x
)j
F (x)x
(
F (x)x
)i
=
(
F (x)x
)j+i+1
and p = (uv)ℓu =
(
F (x)x
)ℓ(j+i+1)+j
F (x). 
3. Derivated words of Sturmian preimages
In this section we study relations between derivated words of a Sturmian word and derivated words of
its preimage under one of the morphisms ϕa, ϕb, ϕα and ϕβ . We prove that the set of all derivated words
of these two infinite words coincide up to at most one derivated word, see Theorems 14 and 18. This will
be crucial fact for proving the main results of this paper. Because of (3), the roles of ϕa and ϕα and,
analogously, the roles of ϕb and ϕβ are symmetric. Therefore we can restrict the statements and proofs
in this section to the morphisms ϕa and ϕb with no loss of generality. Again we use results from [16], in
particular this slightly modified Proposition 2.3.2:
Proposition 13 ([16]). Let x be an infinite word.
(i) If ϕb(x) is Sturmian, then x is Sturmian.
(ii) If ϕa(x) is Sturmian and x starts with the letter 1, then x is Sturmian.
Theorem 14. Let u and u′ be Sturmian words such that u = ϕb(u
′). Then the sets of their derivated
words satisfy
Der(u) = Der(u′) ∪ {u′} .
The proof of the previous theorem is split into two parts: In Proposition 16, Item (i) says {u′} ⊂ Der(u)
and Item (ii) says Der(u) ⊂ Der(u′) ∪ {u′}. Proposition 17 says Der(u′) ⊂ Der(u). Proofs of these
propositions use the following simple property of the injective morphism ϕb.
Lemma 15. Let u = ϕb(u
′) be a Sturmian word. If p0 ∈ L(u) and 0 is a prefix of p, then there exists a
unique factor p′ ∈ L(u′) such that p0 = ϕb(p
′)0.
Proposition 16. Let u and u′ be Sturmian words such that u = ϕb(u
′) and let w be a prefix of u.
(i) If |w| = 1, then du(w) = u
′ (up to a permutation of letters).
(ii) If |w| > 1, then there exists a prefix w′ of u′ such that |w′| < |w| and du(w) = du′(w
′) (up to a
permutation of letters). Moreover, if w is right special, w′ is right special as well.
Proof. Since ϕb(0) = 0 and ϕb(1) = 01, the word u = ϕb(u′) has a prefix 0 and the letter 1 is in u
separated by blocks 0k with k ≥ 1. Therefore, the two return words in u to the word w = 0 are r0 = 0
and r1 = 01. We may write u = rs0rs1rs2 · · · , where rsj ∈ {r0, r1} and thus du(w) = s0s1s2 · · · . Since
r0 = ϕb(0) and r1 = ϕb(1), we obtain also ϕb(u′) = u = ϕb(s0)ϕb(s1)ϕb(s2) · · · = ϕb(s0s1s2 · · · ). The
statement in (i) now follows from injectivity of ϕb.
Now suppose that the prefix w of u is of length > 1. As explained earlier, it suffices to consider right
special prefixes. Since the letter 1 is always followed by 0, each right special factor must end in 0. So
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the first and the last letter of w is 0, hence by Lemma 15 there is a unique prefix w′ of u′ such that
ϕb(w
′)0 = w. Let r0 and r1 be the two return words to w and let u = rs0rs1rs2 · · · . Since the first letter
of both r0 and r1 is 0, there are uniquely given r′0 and r
′
1 such that r0 = ϕb(r
′
0) and r1 = ϕb(r
′
1) and
u
′ = r′s0r
′
s1
r′s2 · · · .
Clearly w′ is a prefix of r′sj r
′
sj+1
r′sj+2 · · · for all j ∈ N and so the number |r
′
s0
r′s1 · · · r
′
sk
| is an occurrence
of w′ in u′ for all k ∈ N. Let i > 0 be an occurrence of w′ in u′. It follows that ϕb
(
u
′
[0,i)
)
w is a prefix
of u and |ϕb
(
u
′
[0,i)
)
| is an occurrence of w in u. There must be j ∈ N such that ϕb
(
u
′
[0,i)
)
= rs0rs1 · · · rsj
and hence, by injectivity of ϕb, u′[0,i) = r
′
s0
r′s1 · · · r
′
sj
and i = |r′s0r
′
s1
· · · r′sj |.
We have proved that the numbers 0 and |r′s0r
′
s1
· · · r′sj |, j = 0, 1, . . ., are all occurrences of w
′ in u′. It
follows that r′0 and r
′
1 are the two return words to w
′ in u′ and
du′(w
′) = s0s1s2 · · · = du(w).
Since w = ϕb(w′)0 is a right special factor, we must have that both ϕb(w′)00 and ϕb(w′)01 are factors
of u. It follows that both w′0 and w′1 are factors of u′ and w′ is right special. 
Proposition 17. Let u and u′ be Sturmian words such that u = ϕb(u
′) and let w′ be a nonempty right
special prefix of u′. Then du′(w
′) = du(w), where w = ϕb(w
′)0.
Proof. Let r′0 and r
′
1 be the two return words to w
′ in u′ and du′(w′) = s0s1s2 · · · . Put w = ϕb(w′)0,
r0 = ϕb(r
′
0) and r1 = ϕb(r
′
1). We obtain
u = ϕb(u
′) = ϕb(r
′
s0
r′s1r
′
s2
· · · ) = rs0rs1rs2 · · ·
Clearly, w is prefix of rskrsk+1rsk+2 · · · for all k ∈ N and |rs0rs1 · · · rsj | is an occurrence of w in u for all
j ∈ N.
Assume now i > 0 is an occurrence of w in u. This means that u[0,i)w is a prefix of u and hence, by
Lemma 15 (note that w begins with 0), there must be p′ a prefix of u′ such that ϕb(p′) = u[0,i) and p′w′
is a prefix of u′. Since |p′| is an occurrence of w′ in u′, there is j ∈ N such that p′ = r′s0r
′
s1
· · · r′sj . It
follows that
u[0,i) = ϕb(r
′
s0
r′s1 · · · r
′
sj
) = rs0rs1 · · · rsj
and i = |rs0rs1 · · · rsj |.
So, again as in the previous proof, we have shown that the numbers 0 and |rs0rs1 · · · rsj |, j = 0, 1, . . .,
are all occurrences of w in u. It follows that r0 and r1 are the two return words to w in u and
du(w) = s0s1s2 · · · = du′(w
′). 
Theorem 18. Let u and u′ be Sturmian words such that u starts with the letter 1 and u = ϕa(u
′). Then
u
′ starts with 1 and the sets of their derivated words coincide, i.e.,
Der(u) = Der(u′) .
In particular, for any prefix w of u there exists a prefix w′ of u′ such that |w′| ≤ |w| and du(w) = du′(w
′)
(up to a permutation of letters). Moreover, if w is right special, w′ is right special as well.
Proof. The morphisms ϕa and ϕb are conjugate, that is, 0ϕa(x) = ϕb(x)0 for each word x. This means
that for any prefix u′0u
′
1u
′
2 · · ·u
′
k of u
′ we have 0ϕa(u′0u
′
1u
′
2 · · ·u
′
k) = ϕb(u
′
0u
′
1u
′
2 · · ·u
′
k)0. As this holds
true for each k, we obtain 0u = 0ϕa(u′) = ϕb(u′).
Denote v = v0v1v2 · · · = 0u0u1u2 · · · . We have vi = ui−1 for each i ≥ 1. Let w be a nonempty prefix
of u and (in) be the increasing sequence of its occurrences in u. Note that w starts with the letter 1.
This letter is in u surrounded by 0’s. Thus the sequence (in) is also the sequence of occurrences of 0w in
v and thus dv(0w) = du(w). It follows that
Der(u) = {dv(v) : v is a prefix of v and |v| > 1} .
We finish the proof by applying Theorem 14 and Proposition 16 to the word v = ϕb(u′). 
The only case which is not treated by Theorems 14 and 18, namely the case when u = ϕa(u′) and u
begins with 0, can be translated into one of the previous cases.
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Lemma 19. Let u be a Sturmian word such that u starts with the letter 0 and u = ϕa(u
′) for some word
u
′. Then there exists a Sturmian word v such that u′ = 0v and u = ϕb(v).
Proof. Since u starts with 0, the form of ϕa implies that u′ = 0v for some Sturmian word v. As
0ϕa(x) = ϕb(x)0 for each word x, we have
u = ϕa(u
′) = ϕa(0v) = 0ϕa(v) = ϕb(v). 
To sum up the results of this section, let us assume we have a sequence of Sturmian words u0,u1,u2, . . .
such that u = u0 and for every i ∈ N one of the following is true:
(i) ui = ϕb(ui+1) or ui = ϕβ(ui+1),
(ii) ui begins with 1 and ui = ϕa(ui+1),
(iii) ui begins with 0 and ui = ϕα(ui+1).
If (i) holds for ui, then by Theorem 14
Der(ui) = Der(ui+1) ∪ {ui+1},
moreover, ui+1 is the derivated word of the first letter of ui. This first letter is also the shortest right
special prefix. If (ii) or (iii) holds for ui, then by Theorem 18
Der(ui) = Der(ui+1).
The crucial assumption, namely the existence of the above described sequence (uk)k≥0, is guaranteed by
the well-known fact on the desubstitution of Sturmian words (see, e.g., [14] and [19] and also Lemma 19).
Here we formulate this fact as the following theorem:
Theorem 20 ([14], [19]). An infinite binary word u is Sturmian if and only if there exists an infinite
word w = w0w1w2 · · · over the alphabet {a, b, α, β} and an infinite sequence (ui)i≥0, such that u = u0
and ui = ϕwi(ui+1) for all i ∈ N.
In the following section we work only with the sequence (ui)i≥0 corresponding to a fixed point u of
a Sturmian morphism ψ. The next lemma provides us a simple technical tool for a description of the
elements ui as fixed points of some Sturmian morphisms.
Lemma 21. Let ξ and η be Sturmian morphisms and u =
(
ξ ◦ η
)
(u). If u = ξ(u′) for some u′, then u′
is the fixed point of the morphism η ◦ ξ, i.e. u′ =
(
η ◦ ξ
)
(u′).
Proof. For any Sturmian morphism ξ, the equation ξ(x) = ξ(y) implies that x = y. We deduce that
ξ(u′) = u =
(
ξ ◦ η
)
(u) =
(
ξ ◦ η
)(
ξ(u′)
)
=
(
ξ ◦ η ◦ ξ
)
(u′) ,
and so u′ =
(
η ◦ ξ
)
(u′). 
4. Derivated words of fixed points of Sturmian morphisms
Let u be an fixed point of a primitive Sturmian morphism (note that if the morphism is primitive,
all its fixed points are aperiodic). It is known due to Durand [10] that the set Der(u) is finite (as the
morphism is primitive). Put
Der(u) = {x1,x2, . . . ,xℓ}.
Our main result is an algorithm that returns a list of Sturmian morphisms ψ1, ψ2, . . . , ψℓ such that xi is
a fixed point of ψi (up to a permutation of letters) for all i such that 1 ≤ i ≤ ℓ.
As we have noticed before, we can restrict ourselves to the morphisms belonging to the monoid M =
〈ϕa, ϕb, ϕα, ϕβ〉. Let us recall (see Lemma 4) that a morphism from 〈ϕa, ϕb〉 or from 〈ϕα, ϕβ〉 is not
primitive and has no aperiodic fixed point. Thus we consider only morphisms ϕw whose normalized
name w contains at least one Latin and one Greek letter.
We will treat two cases separately. The first one is the case when the morphism ϕw has only one
fixed point. Lemma 4 says that in such a case w /∈ {a, α}∗. In the second case, when w ∈ {a, α}∗, the
morphism ϕw has two fixed points.
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4.1. Morphisms with unique fixed point. Let ψ ∈ 〈ϕa, ϕb, ϕα, ϕβ〉 and N(ψ) = w ∈ {a, b, α, β}∗ \
{a, α}∗ be the normalized name of the morphism ψ. By Lemma 6 the word w has a prefix akβ or αkb
for some k ∈ N. This property enables us to define a transformation on the set of morphisms from
M\〈ϕa, ϕα〉. As we will demonstrate later, this transformation is in fact the desired algorithm returning
the morphisms ψ1, ψ2, . . . , ψℓ mentioned above.
Definition 22. Let w ∈ {a, b, α, β}∗ \ {a, α}∗ be the normalized name of a morphism ψ, i.e., ψ = ϕw.
We put
∆(w) =
{
N(w′akβ) if w = akβw′,
N(w′αkb) if w = αkbw′
and, moreover, ∆(ψ) = ϕ∆(w).
Example 23. Consider the morphism ψ = ϕw, where w = βαaaα, and apply repeatedly the transforma-
tion ∆ on ψ.
ψ = ϕβαaaα and N(ψ) = w = βαaaα
∆(ψ) = ϕαaaαβ and N
(
∆(ψ)
)
= βbbαα
∆2(ψ) = ϕbbααβ and N
(
∆2(ψ)
)
= bbβαα
∆3(ψ) = ϕbβααb and N
(
∆3(ψ)
)
= bβααb
∆4(ψ) = ϕβααbb and N
(
∆4(ψ)
)
= βααbb
∆5(ψ) = ϕααbbβ and N
(
∆5(ψ)
)
= ααbbβ
∆6(ψ) = ∆3(ψ)
In what follows we prove that the five fixed points of morphisms ∆(ψ),∆2(ψ),∆3(ψ),∆4(ψ),∆5(ψ) are
exactly the five derivated words of the fixed point of ψ.
Lemma 24. Let u be a fixed point of a morphism ψ and N(ψ) = w ∈ {a, b, α, β}∗ be the normalized
name of the morphism ψ. If one of the following condition is satisfied
(i) u starts with 0 and w starts with a,
(ii) u starts with 1 and w starts with α,
then w ∈ {a, α}∗.
Proof. We consider only the case (i), the case (ii) is analogous. Let us assume w /∈ {a, α}∗. According to
Lemma 6, the word w has a prefix akβ, for some k ≥ 1. Consequently, the morphism ψ equals ϕka ◦ϕβ ◦ η
for some morphism η. Any morphism of this form maps 0 to 1w1 and 1 to 1w2 for some words w1 and
w2. Therefore, the fixed point starts with the letter 1, which is a contradiction. 
The following theorem along with Definition 22 provide the algorithm which to a given Sturmian
morphism ψ lists the morphisms fixing the derivated words of the Sturmian word u = ψ(u).
Theorem 25. Let ψ ∈ 〈ϕa, ϕb, ϕα, ϕβ〉 be a primitive morphism and N(ψ) = w ∈ {a, b, α, β}
∗ \ {a, α}∗
be its normalized name. Denote u the fixed point of ψ. Then x is (up to a permutation of letters) a
derivated word of u with respect to one of its prefixes if and only if x is the fixed point of the morphism
∆j(ψ) for some j ≥ 1.
Proof. Denote xj the fixed point of ∆j(ψ), j = 1, 2, . . . and assume that v is a right special prefix of
u. We will prove that if |v| = 1, then du(v) = x1, and if |v| > 1, then there is a right special prefix
v′ of x1 such that |v′| < |v| and du(v) = dx1(v
′). We can repeat this proof for the prefix v′ of x1 and
eventually prove that du(v) = xj for some j and that for any j there is a right special prefix v of u so
that du(v) = xj .
Without loss of generality we assume that the normalized name of ψ is w = akβz. This means that
∆(ψ) = ϕz ◦ ϕakβ .
First we assume |v| = 1. If k > 0, then the first letter of u is 1 which is not a right special factor. This
implies that k = 0. Hence we have that u = ϕβ(u′), where u′ = ϕz(u). By Item (i) of Proposition 16 we
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obtain du(v) = u′. Lemma 21 says the word u′ is fixed by the morphism ϕz ◦ ϕβ = ∆(ψ), which implies
u
′ = x1.
Now assume |v| > 1. If k = 0, then by Item (ii) of Proposition 16 there is a right special prefix v′ of
u
′ = ϕz(u) such that |v′| < |v| and du(v) = du′(v′). Again by Lemma 21 we obtain u′ = x1.
Let k > 0. For i = 0, 1, . . . , k we define u(i) = ϕak−iβz(u). By Lemma 24, the words u(i) all start with
the letter 1. Obviously, u(0) = u and u(i) = ϕa
(
u
(i+1)
)
for i = 0, 1, . . . , k − 1. By Theorem 18, there are
factors v(i) with i = 0, 1, . . . , k such that v(i) is a right special prefix of u(i),
|v| = |v(0)| ≥ |v(1)| ≥ |v(2)| ≥ · · · ≥ |v(k)|
and
du(v) = du(1)(v
(1)) = d
u
(2)(v(2)) · · · = d
u
(k)(v(k)) .
Define u′ = ϕz(u). Then u(k) = ϕβz(u) = ϕβ(u′) and by Item (ii) of Proposition 16 there is a right
special prefix v′ of u′ = ϕz(u) such that |v′| < |v(k)| and du(k)(v(k)) = du′(v′). According to Lemma 21,
the word u′ is fixed by the morphism ϕz ◦ ϕakβ = ∆(ψ). Thus, we have again proved that there is a
prefix v′ of u′ = x1 such that |v′| < |v| and du(v) = du′(v′). 
Remark 26. In Example 23 we considered the morphism ψ = ϕw, where w = βαaaα. We have found
only five different morphisms ∆i(ψ) for i = 1, . . . , 5. The sixth morphism ∆6(ψ) already coincides with
∆3(ψ). As it follows from the proofs of Theorems 14 and 25, the fixed points of ∆3(ψ), ∆4(ψ) and ∆5(ψ)
represent the derivated words of u to infinitely many prefixes of u. Whereas the fixed point of ∆(ψ) or
∆2(ψ) is a derivated word of u to only one prefix of u.
Example 27. As explained in Example 8, to find the derivated words of the Fibonacci word we consider
the morphism ψ = τ2 = ϕbϕβ . We have ∆(ψ) = ϕβϕb and ∆
2(ψ) = ψ. But these two morphisms
are equal up to a permutation of letters, as EψE = ∆(ψ). This means that all derivated words of the
Fibonacci word are the same and coincide with the Fibonacci word itself.
4.2. Morphisms with two fixed points. Let us now consider a Sturmian morphism ψ which has two
fixed points. Let us denote u(0) and u(1) the fixed points of ψ starting with 0 and 1, respectively. Clearly,
ψ(0) starts with 0 and ψ(1) with 1. Since the morphism ψ has to belong to the monoid 〈ϕa, ϕα〉, the
transformation ∆ cannot be applied on it. However, we will show that there is a morphism from 〈ϕa, ϕβ〉
(or 〈ϕb, ϕα〉) with a unique fixed point v such that the set of derivated words of u(0) (or u(1)) equals to
{v} ∪ Der(v). And since v is a fixed point of some morphism from 〈ϕa, ϕb, ϕβ , ϕα〉 \ 〈ϕa, ϕα〉, the set
Der(v) can be described using Theorem 25.
Here we give results only for the case when the normalized name w ∈ {a, α}∗ of the morphism begins
with a. The case when the first letter is α is completely analogous. It suffices to exchange a ↔ b and
α↔ β in the statements and proofs.
Lemma 28. Let w ∈ {a, α}∗ be the normalized name of a morphism starting with the letter a. Then the
normalized name N(wb) has a prefix b and a suffix a, the word v = b−1N(wb) belongs to {a, β}∗, and
|v|β = |w|α.
Proof. First, we consider the special case when w = akαℓ, with k ≥ 1 and ℓ ≥ 0. By the relation (2),
N(wb) = bak−1βℓa and the statement is true.
Let w ∈ {a, α}∗ be arbitrary. It can be decomposed to several blocks of the form akαℓ with k ≥ 1,
ℓ ≥ 0. Now the proof can be easily finished by induction on the number of these blocks. 
Proposition 29. Let w ∈ {a, α}∗ be the normalized name of a primitive morphism ψ and let a be its
first letter.
(i) Let u be the fixed point of ψ starting with 0. Denote v = b−1N(wb) ∈ {a, β}∗. Then Der(u) =
{v} ∪Der(v), where v is the unique fixed point of the morphism ϕv .
(ii) Let u be the fixed point of ψ starting with 1. Put v = cyc(w) (see(1)). Then Der(u) = Der(v),
where v is the fixed point of the morphism ϕv.
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Proof. Let us start with proving (i). Let v be the infinite word given by Lemma 19. Then
ϕb(v) = u = ψ(u) = ϕw(u) =
(
ϕw ◦ ϕb
)
(v) = ϕwb(v) = ϕN(wb)(v) .
By definition of v we have N(wb) = bv and thus
ϕb(v) = ϕbv(v) = ϕb
(
ϕv(v)
)
.
This implies that v = ϕv(v) . Since v /∈ {a, α}∗, the morphism ϕv has a unique fixed point, namely the
word v. By Theorem 14, Der(u) = {v} ∪Der(v) as stated in (i).
Statement (ii) is a direct consequence of Theorem 18 and Lemma 21. 
5. Bounds on the number of derivated words
In this section we study the relation between the normalized name w of a primitive morphism ψ = ϕw
and the number of distinct return words to its fixed point. We restrict ourselves to the case when
w /∈ {a, α}∗, as the case w ∈ {a, α}∗ is treated in the next section.
Theorem 25 says that the number of derivated words of u cannot exceed the upper bound:
number of distinct words in the sequence
(
∆k(w)
)
k≥1
.
Since the words ∆k(w) ∈ {a, b, α, β}∗ are all of the same length and ∆k+1(w) is completely determined
by ∆k(w), the sequence
(
∆k(w)
)
k≥1
is eventually periodic.
The number of distinct elements in
(
∆k(w)
)
k≥1
is only an upper bound on the number of derivated
words of u. As we have already mentioned in Remark 9, fixed points of morphisms corresponding to
the names v and F (v) coincide up to exchange of letters 0 and 1 and hence define the same derivated
word. On the other hand, if v and v′ are normalized names with |v| = |v′| and fixed points of ϕv and ϕv′
coincide (up to exchange of letters), then either v′ = v or v′ = F (v).
First we look at two examples that illustrate some special cases of the general Proposition 32 on the
period and preperiod of the sequence
(
∆k(w)
)
k≥1
.
Example 30. Consider a word w of length n in the form w = bn−2βa. The sequence of
(
∆k(w)
)
k≥1
is
eventually periodic. Its preperiod equals n− 2 and is given by the words bn−kβbk−2a, for k = 3, 4, . . . , n.
The period equals n− 1 and is given by the words bn−kaβbk−2, for k = 2, 3, . . . , n.
Let us stress that for any v ∈ {a, b, α, β}∗ the equation v′ = F (v) implies |v|a = |v
′|α and |v|b = |v
′|β.
Since all words ∆k(w) we listed above contain one letter a and no letter α, we can conclude that the
morphism ϕw has 2n− 3 distinct derivated words.
Example 31. Consider a normalized name w in which the letter b is missing and w contains all the
three remaining letters. Necessarily w has the form
βℓ1ak1βℓ2ak2 · · ·βℓsaksαj ,
where s ≥ 1, ℓi ≥ 1 for all i = 2, . . . , s and ki ≥ 1 for all i = 1, 2, . . . , s − 1 and j ≥ 1. It is easy to see
that the normalized names of words obtained by repeated application of the mapping ∆ are
∆ℓ1(w) = ak1βℓ2ak2 · · ·βℓsaksβℓ1αj and ∆ℓ1+1(w) = βℓ2−1ak2 · · ·βℓsaksβℓ1+1αj−1bk1α
We see that the (ℓ1 + 1)
st iteration already contains all four letters.
Proposition 32. Let w ∈ {a, b, α, β}∗\{a, α}∗ be the normalized name of a primitive Sturmian morphism
ψ = ϕw. Then the sequence
(
∆k(w)
)
k≥1
is eventually periodic and:
(i) If it is purely periodic, then its period is at most |w|, otherwise, its period is at most |w| − 1.
(ii) If both b and β occur in w, then the preperiod is at most |w| − 2, otherwise the preperiod is at
most 2|w| − 3.
Proof. By Lemma 6, the word w (and all the elements of the sequence
(
∆k(w)
)
k≥1
) has the form w =
aiβw′ or w = αibw′ for some i ≥ 0. In this proof we distinguish three cases such that exactly one of them
is valid for all ∆k(w), k = 1, 2, . . . The first two cases correspond to the “periodic” part of the sequence(
∆k(w)
)
k≥1
.
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Case 1: If w has a suffix β or b, then the word ∆(w) equals to w′aiβ or w′αib and thus has again a
suffix β or b. Indeed, since N(w) = w, the words αajβ and aαjb are not factors of w and so they are
not even factors of w′. As the last letter of w′ is b or β, neither αajβ nor aαjb is a factor of w′aiβ and
hence ∆(w) = N(w′aiβ) = w′aiβ. This means that for any k the word ∆k(w) is just a cyclic shift of w
(see(1)). Therefore,
(
∆k(w)
)
k≥1
is purely periodic and its period is given by the number of letters β and
b in w which is clearly at most |w|. Moreover, the word w belongs to the sequence
(
∆k(w)
)
k≥1
and the
fixed point u of ψ itself is a derivated word of u.
Without loss of generality we assume that w = aiβw′; the case of w = αibw′ can be treated in the
same way, it suffices to exchange letters a ↔ b and α ↔ β. Denote p the longest suffix of w such that
p ∈ {a, α}∗. It remains to consider only the case of nonempty p.
Case 2: If p = aj for some j ≥ 1, then w′ has a suffix baj or βaj . No rewriting rule from (2) can be
applied to w′aiβ, hence, ∆(w) = w′aiβ has a suffix β. So, we can apply the reasoning from Case 1 on
the word ∆(w) and hence the sequence
(
∆k(w)
)
k≥1
is purely periodic. As w contains at least one letter
a as a suffix, the period is shorter than |w| and w itself does not occur in
(
∆k(w)
)
k≥1
.
Case 3: Now assume that the letter α occurs in p. We split this case into three subcases and show
that if one of these subcases is valid for a word ∆k(w), then this word belongs to the “preperiodic” part
of
(
∆k(w)
)
k≥1
. These three subcases (for word w) read:
(i) w begins with the letter a, i.e., i ≥ 1;
(ii) w has a prefix β and p has a factor αa;
(iii) w has a prefix β and p = ajαs for j ≥ 0 and s ≥ 1.
(i) Since we assume that α occurs in p, a suffix of p has a form αat for some t ≥ 0. It follows that
w′aiβ, has a suffix αat+iβ. After applying the rewriting rules (2) to w′aiβ we obtain the normalized
name ∆(w) which has a suffix bα.
(ii) A suffix of w can be expressed in the form αarαsat, where r ≥ 1 and s, t ≥ 0. Therefore w′β has
a suffix αarαsatβ. After normalization we get that ∆(w) has a suffix in the form of bαℓ for some ℓ ≥ 1.
(iii) As w = βw′ has a suffix βajαs or bajαs, the word N(w′β) has a suffix βαs.
All the three discussed subcases share the following property: The longest suffix p′ ∈ {a, α}∗ of the
normalized name v = ∆(w) is of the form p′ = αm, for some m ≥ 1. It means that Case 3 (ii) is not
applicable in the second iteration of ∆.
By Lemma 6, the word v has a prefix anβ or αnb, n ≥ 0.
If the prefix of v is of the form αnb, then the word ∆(v) = ∆2(w) belongs to Case 2. This means that
v is the last member of the preperiodic part.
If the prefix of v is of the form anβ, then we must apply either Case 3 (i) or 3 (iii) which means that
α is again a suffix of the word obtained in the next iteration of ∆.
Let us give a bound on the number of times that we have to use Case 3 (i) or 3 (iii) before we reach
Case 2.
If w contains both β and b, then the number of times of using Case 3 (i) or 3 (iii) is at most the
number of letters β occurring in w before the first occurrence of b. Thus there are at most |w| − 2 such
letters since w contains β, b and α.
If w does not contain b, then w must contain besides the letters β and α also the letter a; otherwise the
morphism ϕw would be not primitive (see Lemma 4). The word w has a form described in Example 31
and thus ∆ℓ1+1(w) contains both letter b and β (for the meaning of ℓ1 see Example 31). For this word
we can apply the reasoning from the previous paragraph, meaning that after ℓ1+1 iterations we need at
most |w| − 2 further iterations before reaching the periodic part of
(
∆k(w)
)
k≥1
. Since ℓ1 ≤ |w| − 2, we
get that the preperiod is at most 2|w| − 3. 
Example 30 illustrates that in the case that w contains the letters b and β the upper bounds on
preperiod and period provided by the previous proposition are attained. The following example proves
that the bound from Proposition 32 for w which does not contain both letters b and β is attained as well.
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Example 33. Let us consider the normalized name w = βn−2aα. It is easy to evaluate iterations of the
operator ∆:
∆n−2(w) = aβn−2α
∆n−1(w) = βn−2bα
∆2n−3(w) = bβn−2α
∆2n−2(w) = βn−2αb — the first member of the periodic part of
(
∆k(w)
)
k≥1
∆3n−4(w) = αbβn−2 — the last member of the periodic part of
(
∆k(w)
)
k≥1
∆3n−3(w) = ∆2n−2(w).
In Example 27 we showed that for the Fibonacci word the derivated words to all prefixes coincide.
There are infinitely many words with this property:
Example 34. Consider w = an−1β and the morphism ψ = ϕw. Then ∆(ψ) = ψ and thus the fixed point
u of ψ is the derivated word to any prefix of u.
Combining Proposition 32 and the last two examples we can give an upper and lower bound on the
number of distinct derivated words.
Corollary 35. Let w ∈ {a, b, α, β}∗ \ {a, α}∗ be normalized name of a primitive Sturmian morphism
ψ = ϕw and u be a fixed point of ψ. Then
(6) 1 ≤ #Der(u) ≤ 3|w| − 4 .
Moreover, for any length n ≥ 2 there exist normalized names w′, w′′ ∈ {a, b, α, β}∗ \ {a, α}∗ of length n
such that
(i) ϕw′ and ϕw′′ are not powers of other Sturmian morphisms,
(ii) for the fixed points u′ and u′′ of the morphism ϕw′ and ϕw′′ , the lower resp. the upper bound in
(6) is attained.
6. Standard Sturmian morphisms and their reversals
In this section we provide precise numbers of distinct derivated words for these three types of mor-
phisms:
(1) ψ is a standard morphism from M, i.e. ψ ∈ 〈ϕb, ϕβ〉,
(2) ψ is a standard morphism from M◦ E, i.e. ψ ∈ 〈ϕb, ϕβ〉 ◦ E,
(3) ψ is a morphism from 〈ϕa, ϕα〉.
First we explain the title of this section and the fact that the fourth type of Sturmian morphism, namely
a Sturmian morphism from 〈ϕa, ϕα〉 ◦ E, is not considered at all.
A standard Sturmian morphism is a morphism fixing some standard Sturmian word. A reversal
morphism ψ to a morphism ψ is defined by ψ(0) = ψ(0) and ψ(1) = ψ(1). Since ϕa = ϕb and ϕα = ϕβ ,
any morphism in 〈ϕa, ϕα〉 is just a reversal of a morphism in 〈ϕb, ϕβ〉.
Due to the form of the morphisms ϕa and ϕα, any morphism η ∈ 〈ϕa, ϕα〉 satisfies that the letter 0 is
a prefix of η(0) and the letter 1 is a prefix of η(1). As any morphism ξ ∈ 〈ϕa, ϕα〉 ◦ E can be written in
the form ξ(0) = η(1) and ξ(1) = η(0) for some η ∈ 〈ϕa, ϕα〉, the morphism ξ cannot have any fixed point.
The normalized name w of a standard morphism from M is composed of the letters b and β only.
Thus ∆(w) = cyc(w) (see (1)).
To describe all standard morphisms we have to take into account also the morphisms of the form
ψ = ϕw ◦ E. In this case ψ2 ∈ 〈ϕb, ϕβ〉, in particular ψ2 = ϕwF (w). To describe the derivated words of
fixed points of these standard morphisms, we need the notation
cycF(w1w2w3 · · ·wn) = w2w3 · · ·wnF (w1) .
Proposition 36. Let u be a fixed point of a standard Sturmian morphism ψ which is not a power of any
other Sturmian morphism.
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(i) If ψ = ϕw, then u has |w| distinct derivated words, each of them (up to a permutation of letters)
is fixed by one of the morphisms
ϕv0 , ϕv1 , ϕv2 , . . . , ϕv|w|−1 , where vk = cyc
k(w) for k = 0, 1, . . . , |w| − 1.
(ii) If ψ = ϕw ◦ E, then u has |w| distinct derivated words, each of them (up to a permutation of
letters) is fixed by one of the morphisms
ϕv0 ◦ E,ϕv1 ◦ E,ϕv2 ◦ E, . . . , ϕv|w|−1 ◦ E, where vk = cyc
k
F (w) for k = 0, 1, . . . , |w| − 1.
Proof. (i) Since ψ = ϕw is a standard morphism, its normalized name w belongs to {b, β}∗ and ∆(w) =
cyc(w). By Theorem 25, all derivated words of u are fixed by one of the morphisms listed in (i). We
only need to show that fixed points of the listed morphisms differ. More precisely, we need to show that
vs 6= vt and vs 6= F (vt) for all 0 ≤ t < s ≤ |w| − 1. Here the assumption that ψ is not a power of any
other Sturmian morphism is crucial.
Let us recall simple facts about powers of morphisms: For any ℓ = 1, 2, . . . and u ∈ {b, β}+ we have
(ϕu)
ℓ = ϕuℓ , (ϕu ◦ E)
2ℓ = ϕ(uF (u))ℓ and (ϕu ◦ E)
2ℓ+1 = ϕ(uF (u))ℓu ◦ E.
If ψ = ϕw is not a power of any Sturmian morphism, we have
(7) w 6= uℓ and w 6=
(
uF (u)
)k
for any u ∈ {b, β}+ and any ℓ, k ∈ N, ℓ ≥ 2, k ≥ 1.
Lemma 11 implies that equation cycs(w) = cyct(w) has no solution if w 6= uℓ and 0 ≤ t < s ≤ |w| − 1.
Therefore all the normalized names v0, v1, . . . , v|w|−1 are distinct.
Now assume that vs = cycs(w) = F
(
cyct(w)
)
= F (vt), where 0 ≤ t < s ≤ |w| − 1.
Let z and p be the words such that cycs(w) = zp, where |z| = s − t. We have zp = F (p)F (z)
and by Lemma 12 there is x such that cycs(w) = zp = x(F (x)x)i(F (x)x)jF (x) = (xF (x))i+j+1 for
some non-negative integers i, j. This implies that there is a factor y of xF (x) such that |y| = |x| and
w = (yF (y))i+j+1 which is a contradiction with (7).
(ii) If we apply Theorem 25 to the morphism
(
ϕw ◦E
)2
= ϕwF (w), we obtain the list of 2|w| normalized
names cycs(wF (w)), with s = 0, 1, . . . , 2|w| − 1. As cyc|w|+i(wF (w)) = cyci(F (w)w), all the derivated
words are given by the fixed points of morphisms
ϕv0F (v0), ϕv1F (v1), ϕv2F (v3), . . . , ϕv|w|−1F (v|w|−1)
that are just squares of morphisms listed in Item (ii) of the proposition. To finish the proof, we need
to show that the fixed points of the listed morphisms do not coincide nor coincide after exchange of the
letters 0↔ 1. In other words we need to show vsF (vs) 6= vtF (vt) and vsF (vs) 6= F (vt)vt.
Assume the contrary. Then vs = vt or vs = F (vt) for some t < s. If we put k = s − t, then
vs = cyc
k
F (vt). Let vt = zp, where |z| = k, then vs = pF (z). Since the morphism ψ = ϕw ◦ E is not a
power of other morphism we know that
(8) w 6=
(
uF (u)
)ℓ
u for any u ∈ {b, β}+ and any ℓ ∈ N, ℓ ≥ 1.
Two cases vs = vt and vs = F (vt) will be discussed separately.
• If vs = vt, then zp = pF (z) and Lemma 12 says there is x so that vt = zp = (F (x)x)i+jF (x),
which contradicts (8).
• If vs = F (vt), then zp = F (p)z and by Lemma 12 there is x so that vt = zp = (F (x)x)i+jF (x)
which is again a contradiction with (8). 
Proposition 37. Let w ∈ {α, a}∗ be the normalized name of a primitive morphism ψ such that the letter
a is a prefix of w. Moreover, assume that ψ is not a power of any other Sturmian morphism.
(i) The fixed point of ψ starting with 0 has exactly 1 + |w|α distinct derivated words.
(ii) The fixed point of ψ starting with 1 has exactly 1 + |w|a distinct derivated words.
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Proof. We prove only Item (i), the proof of (ii) is analogous. Let u denote the fixed point starting with
0.
Proposition 29 says that we have to count elements in the set {v} ∪ Der(v), where v is a fixed point
of ϕv with the normalized name v = b−1N(wb). By Lemma 28, the word v ∈ {a, β}∗. This property
of v implies that ∆k(v) is equal to some cyclic shift cycj(v) having a suffix β. There are |v|β cyclic
shifts of v with this property and hence this number is an upper bound for the period of the sequence(
∆k(v)
)
k≥1
. By Lemma 28, the normalized name v has a suffix a and thus the word v itself does not
appear in
(
∆k(v)
)
k≥1
. We can conclude that u has at most 1 + |w|α derivated words.
For each k the iteration ∆k(v) belongs to {a, β}∗ and consequently F
(
∆i(v)
)
belongs to {a, b}∗.
Therefore, ∆j(v) 6= F
(
∆i(v)
)
for any pair of positive integers i, j.
As ψ is not a power of any other morphism, we can use the same technique as in the proof of Propo-
sition 36 to show that cyci(v) 6= cycj(v) for i, j = 1, . . . , |v|, i 6= j. This means that the period of the
sequence
(
∆k(v)
)
k≥1
is indeed equal to |w|α and its preperiod is zero. 
7. Comments and conclusions
1. In [1], the authors studied derivated words only for standard Sturmian words c(γ).
However, they did not restrict their study to words fixed by a primitive morphism.
Let us show an alternative proof of their result.
The proof is a direct corollary of our Theorem 14 and the following result of [5]:
Lemma 38 ([5, Lemma 2.2.18]). For any irrational γ ∈ (0, 1) we have
ϕb(c(γ)) = c
(
γ
1 + γ
)
.
As we have already mentioned, the authors of [1] required that any derivated word du(v) to a prefix
v of a Sturmian word u starts with the same letter as the word u.
By interchanging letters 0 ↔ 1 in a characteristic word c(γ), we obtain the characteristic word
c(1 − γ). If γ < 12 , then the continued fraction of γ is of the form [0, c1 + 1, c2, c3, . . .] with c1 > 0
and the continued fraction of 1 − γ equals [0, 1, c1, c2, c3, . . .]. Clearly, Der(c(γ)) and Der(c(1 − γ))
coincide up to a permutation of letters. Without loss of generality we state the next theorem for the
slope γ < 12 only.
Theorem 39 ([1]). Let c(γ) be a standard Sturmian word and γ = [0, c1 + 1, c2, c3, . . .] with c1 > 0.
Then
Der(c(γ)) = {c(δ) : δ = [0, ck + 1− i, ck+1, ck+2, . . .] with 0 ≤ i ≤ ck − 1 and (k, i) 6= (1, 0)} .
Proof. Let δ = [0, d1 + 1, d2, d3, . . .] with d1 > 0. Set δ′ = δ1−δ . It is easy to see that δ
′ =
[0, d1, d2, d3, . . .]. Since δ′ ∈ (0, 1) and δ = δ
′
1+δ′ , Lemma 38 implies that c(δ) = ϕb(c(δ
′)). Ap-
plying Theorem 14 we obtain that Der(c(δ)) = {c(δ′)}∪Der(c(δ′)). We have transformed the original
task to the task to determine the set of derivated words of the standard sequence c(δ′). If δ′ < 12 , i.e.,
d1 > 1, we repeat this procedure with δ′. If d1 = 1, i.e., δ′ > 12 , we use the fact that Der(c(δ)) and
Der(c(1 − δ)) coincide, and replace δ′ by 1− δ′ and repeat the procedure with its continued fraction
[0, d2 + 1, d3, d4, . . .].
In the terms of corresponding continued fractions, one step of the described procedure can be
represented as
[0, d1 + 1, d2, d3, . . .] 7→
{
[0, d1, d2, d3, . . .] if d1 > 1,
[0, d2 + 1, d3, d4, . . .] if d1 = 1.
We conclude that the set Der(c(γ)) is in the form given in the theorem. 
2. In case that u is a fixed point of a standard Sturmian morphisms, we have determined the exact
number of distinct derivated words of u, see Proposition 36. Let us mention that this result can be
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inferred from [1]. We also have provided the exact number of derivated words when u is a fixed point
of a Sturmian morphisms which has two fixed points, see Proposition 37.
For fixed points of other Sturmian morphisms we only gave an upper bound on the number of their
distinct derivated words, see Corollary 35. To give an exact number, one needs to describe when the
normalized name w ∈ {a, b, α, β}∗ corresponds to some power of a Sturmian morphism. Clearly, w
may be a normalized name of a power of a Sturmian morphism without w being a power of some
other word from {a, b, α, β}∗. For example, if v = αbaαα = N(v), then the normalized name of v3 is
the primitive word N(v3) = αbbβββbaβββaaαα.
3. The key tool we used to determine the set Der(u) is provided by Theorems 14 and 18. We believe that
an analogue of these theorems can be found also for Arnoux–Rauzy words over multiliteral alphabet.
For definition and properties of these words see [4, 12].
In [8], the authors described a new class of ternary sequences with complexity 2n + 1. These
sequences are constructed from infinite products of two morphisms. The structure of their bispecial
factors suggests that due to result of [3], any derivated word of such a word is over a ternary alphabet.
Probably, even for these words an analogue of Theorems 14 and 18 can be proved. Other candidates
for generalization of Theorems 14 and 18 seem to be the infinite words whose language forms tree sets
as defined in [6].
Acknowledgements
K.M., E.P. and Š.S. acknowledge financial support by the Czech Science Foundation grant GAČR
13-03538S. K. M. also acknowledges financial support by the Czech Technical University in Prague grant
SGS17/193/OHK4/3T/14.
References
[1] I. M. Araújo and V. Bruyère, Words derivated from Sturmian words, Theoret. Comput. Sci., 340 (2005), pp. 204–
219.
[2] L. Balková, E. Pelantová, and Š. Starosta, Sturmian jungle (or garden?) on multiliteral alphabets, RAIRO-
Theor. Inf. Appl., 44 (2010), pp. 443–470.
[3] L. Balková, E. Pelantová, and W. Steiner, Sequences with constant number of return words, Monatsh. Math.,
155 (2008), pp. 251–263.
[4] J. Berstel, Sturmian and Episturmian words, in Algebraic Informatics, S. Bozapalidis and G. Rahonis, eds., vol. 4728
of Lecture Notes in Computer Science, Springer Berlin Heidelberg, pp. 23–47.
[5] J. Berstel and P. Séébold, Sturmian words, in Algebraic Combinatorics on Words, M. Lothaire, ed., Cambridge
University Press, 2002, pp. 45–110.
[6] V. Berthé, C. De Felice, F. Dolce, J. Leroy, D. Perrin, C. Reutenauer, and G. Rindone, Acyclic, connected
and tree sets, Monatsh. Math., 176 (2015), pp. 521–550.
[7] M. Bucci and A. De Luca, On a family of morphic images of Arnoux-Rauzy words, in LATA ’09: Proceedings of the
3rd International Conference on Language and Automata Theory and Applications, Springer-Verlag, 2009, pp. 259–266.
[8] J. Cassaigne, S. Labbé, and J. Leroy, A set of sequences of complexity 2n + 1, in Combinatorics on Words.
WORDS 2017., S. Brlek, F. Dolce, C. Reutenauer, and É. Vandomme, eds., vol. 10432 of Lecture Notes in Computer
Science, Springer Cham, 2017, pp. 144–156.
[9] J. D. Day, P. Fleischmann, F. Manea, and D. Nowotka, Equations enforcing repetitions under permutations,
in Combinatorics on Words: 11th International Conference, WORDS 2017, Montréal, QC, Canada, September 11-15,
2017, Proceedings, S. Brlek, F. Dolce, C. Reutenauer, and É. Vandomme, eds., Springer International Publishing,
Cham, 2017, pp. 72–84.
[10] F. Durand, A characterization of substitutive sequences using return words, Discrete Math., 179 (1998), pp. 89–101.
[11] N. P. Fogg, Substitutions in Arithmetics, Dynamics and Combinatorics, vol. 1794 of Lecture notes in mathematics,
Springer, 1st ed., 2002.
[12] A. Glen and J. Justin, Episturmian words: a survey, Theor. Inf. Appl., 43 (2009), pp. 403–442.
[13] C. Holton and L. Q. Zamboni, Descendants of primitive substitutions, Theoret. Comput. Syst., 32 (1999), pp. 133–
157.
[14] J. Justin and G. Pirillo, Episturmian words and episturmian morphisms, Theoret. Comput. Sci., 276 (2002),
pp. 281–313.
[15] C. Kassel and C. Reutenauer, Sturmian morphisms,the braid group B4, Christoffel words and bases of F2, Annali
di Matematica Pura ed Applicata, 186 (2007), pp. 317–339.
FIXED POINTS OF STURMIAN MORPHISMS AND THEIR DERIVATED WORDS 17
[16] M. Lothaire, Combinatorics on Words, vol. 17 of Encyclopaedia of Mathematics and its Applications, Addison-Wesley,
Reading, Mass., 1983. Reprinted in the Cambridge Mathematical Library, Cambridge University Press, Cambridge UK,
1997.
[17] R. C. Lyndon and M. P. Schützenberger, The equation am = bncp in free group., Michigan Math. J., 9 (1962),
pp. 289–298.
[18] F. Mignosi and P. Séébold, Morphismes sturmiens et règles de Rauzy, J. Théor. Nombres Bordeaux, 5 (1993),
pp. 221–233.
[19] M. Morse and G. A. Hedlund, Symbolic dynamics II - Sturmian trajectories, Amer. J. Math., 62 (1940), pp. 1–42.
[20] G. Richomme, Conjugacy and episturmian morphisms, Theoret. Comput. Sci., 302 (2003), pp. 1–34.
[21] P. Séébold, Fibonacci morphisms and Sturmian words, Theoret. Comput. Sci., 88 (1991), pp. 365–384.
[22] L. Vuillon, A characterization of Sturmian words by return words, Eur. J. Combin., 22 (2001), pp. 263–275.
