The implementation of a number of individual small distributed energy resources forms the new generation of power systems -the microgrid. For an isolated operating condition of microgrids, the classical stabilizing approaches for control of large power systems are no longer applicable, as the characteristics of microgrids differ significantly from conventional power systems. Therefore, a new control approach must be investigated in order to robustly stabilize microgrids during disturbances, which are caused by load changes and the intermittent nature of alternative energy sources. In the present paper, the stability of inverter-based microgrids is considered. A decentralized state-feedback control approach for inverter-based microgrids with a linear matrix inequality (LMI) stability condition is proposed. Controller gains for inverters are designed by solving the LMI optimization problem. The resulting controller stabilizes the system, guaranteeing zero steady-state frequency deviations. The control approach is then validated via an academical example.
INTRODUCTION
The widespread implementation of renewable energy sources, e.g. wind, solar energy, biogas, etc., leads to an increasing amount of distributed energy resources (DERs), i.e. windturbines, photovoltaics, fuel cells, etc., which are connected to the transmission network at the low-voltage (LV) level next to the consumption point. Most of DERs are natively direct current (DC) or unregulated alternative current (AC) resources, while conventional power networks are normalized AC systems. Thus, DERs are interfaced to the transmission network through power electronic devices called inverters. In order to take control over those small generation units, the concept of microgrids was introduced [1, 2] . A microgrid characterized by a combination of DERs with inverter interfaces is called an inverter-based microgrid and its generation units are voltage source inverters. A microgrid can operate in connected mode with a transmission network and execute power exchange with it. In this case, the transmission network is dominant and the microgrid is considered as a single load or a single generation unit. Moreover, a microgrid can separate itself and start operating in isolated mode when there are detected faults in the transmission network [1] .
As reported in a number of publications, there appear many technical problems associated to stability and performance in the sense of voltage and frequency in inverter-based microgrids while operating in isolated mode [1, 3, 4] . Usually, most of generation units in microgrids have low inertias due to their small sizes and capacities. Besides, due to the intermittent nature of renewable energy sources, i.e. inconsistent sunshine or wind, some generation units are possibly unavailable during operation. Therefore, it is a control challenge to maintain operation of microgrids with acceptable A microgrid can contain a large number of generation units, which must be controlled by decentralized controllers for the system to be largely independent on the communication [1] . Therefore, the decentralized stabilizing controllers of inverters based on the local measurement must guarantee the stability of the system on a global scale. Decentralized controllers must allow inverters to work in a plug-and-play and peer-to-peer manner, which means that all inverters are equally treated and each inverter can smoothly connect and disconnect from the system without harming its stability and operation [1, 3, 4] . Moreover, another important issue associated to the operation of a microgrid is the power sharing, that is, all the generation units in the system should share any increase in load by predefined power sharing ratios. This control task should be performed as well by inverter decentralized controllers.
An important decentralized control approach applied to microgrids is the droop control 1 , which is widely implemented in large power systems with synchronous generators (SGs). However, as reported in literature [4, 6, 7, 8] , the droop control experiences many drawbacks when it is applied to inverterbased microgrids. The main reason is that the characteristics of microgrids differ significantly from the characteristics of large power systems. For instance, microgrids operate at LV levels, where ratios between connecting line resistances and reactances (known as R/X ratios) are considerable, making the assumption of the droop control on purely inductive connecting lines between generation units no longer accurate. Moreover, while working with inverters, i.e. power electronic devices, there is no inherent physical relation between network frequency and power balance as in power systems with SGs. Consequently, the droop control results in poor transient performance as well as lack of robustness in inverter-based microgrids [6, 7] .
As the connecting lines between generation units in LV microgrids are no longer purely inductive, a coupling between the f /P and V /Q droop control loops exists, which is reported as the main drawback of the droop control to stabilize microgrids and achieve desired power sharing [9, 10, 4] . Regarding this issue, line resistances are included in the droop-based control approaches proposed in [?, 4, 11, 8, 12] . Alternative droop control methods [4, ?] have been developed in order to include the couplings between f /P and V /Q in the controller design by adding V /P and f /Q control loops to the classical droop control. The active and reactive power are then modified by both frequency and voltage droops. A technique called virtual output impedance was proposed in [13, 8, 11 ] to reduce virtually the ratio R/X of connecting lines by adding a new output control loop, thereby improving the stability margin and power sharing ratio in microgrids. These methods perform better power sharing and reduce partially the coupling between active and reactive power control loops in particular cases of microgrids. However, no analytical solution is given to guarantee the stability of inverter-based microgrids.
Regarding the stability drawback of the droop-based control approaches, several alternative control strategies were proposed. In [14, 15, 16 ] the instability of microgrids was reported due to the low-inertia nature of DERs, in contrast to SGs with rotating masses. Dealing with this matter, the concepts of virtual SG and synchronverter to combine inverter technology with properties of SGs were introduced. Thus far, those techniques are still not mature and need to be further studied. Other alternatives, such as the master/slave approach proposed in [17] or the communication-based control method presented in [18] , can improve the stability margin of microgrids. However, these methods do not satisfy the desirable communicationless decentralized control, and therefore, may be not realistic for microgrid applications.
The above discussion has just briefly reviewed some research activities in the microgrid control field. To the best of our knowledge, neither the droop-based nor the alternative control approaches can actually give analytical solutions to guarantee the stability and performance of microgrids. Hence, those control issues are still an open research field.
As the stability of inverter-based microgrids is claimed to be difficult to achieve, consequently a thorough stability analysis needs to be investigated, which is the main object of the present paper. It is worth mentioning that we separate the stability and the power sharing issues, considering power sharing as a performance criterion of inverters, which can be included only when the system stability is guaranteed. Some comments on the power sharing are also given in the paper. However, a detailed discussion on this topic can be found in our previous works [6, 7] .
The main contributions of the paper are twofold. First, a model of inverter-based microgrids and a decentralized control approach with an LMI stability condition are proposed. It will be shown that the control approach guarantees the system stability and zero steady-state frequency deviations. Opposed to the droop-based controls, the authors do not intend to decouple the power control loops of a single inverter, but rather implement all possible local measurements to assure the system stability. Thus, output power of inverters are modified by drooping phase angles and voltage magnitudes. Second, as microgrids are highly coupled systems [4] , resulting in low stability margin and poor performance, the LMI stability condition is extended to target a quasi-block diagonal dominant closed-loop microgrid. This results in reduced influences of the interconnection between inverters on the overall system stability and performance. Consequently, the stability margin of the system is increased.
The paper is organized as follows. Section 2 introduces a model of an inverter-based microgrid. In section 3, a stabilizing decentralized control approach for inverter-based microgrids is proposed. Then, an LMI stability condition is presented to complete the control approach. Section 4 discusses the quasi-block diagonal dominance of closed-loop microgrids. An academical example is given in section 5 to support the proposed control approach. Finally, conclusions and future research directions are given in section 6.
MODELING OF INVERTER-BASED MICROGRIDS
In a microgrid, inverters and loads are connected to each other in an arbitrary manner. It is assumed constant impedance loads, then the system can be presented equivalently by using the standard Kron reduction technique to eliminate passive nodes [19] . Each inverter represents one active node of the reduced network. A Kron-reduced structure of an inverter-based microgrid with n inverters is shown in Fig. 1 , which is the considered case throughout the paper. It is well known that the control system for inverters obtains a three-level structure [5] . The control of the inverter flux vector forms the innermost control level, which controls directly the inverter switching. The middle level controls the frequency and magnitude of the inverter output voltage, providing set points for the innermost control loop. The set points for the middle control level are obtained from the outermost loop -the power control loop. The switching frequency of inverters is in the range about [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , which is much faster than rated frequencies of power systems, e.g., 50 [Hz] . Moreover, the inverter output power is required to drive the power control loop proposed later. The output power is measured through a low-pass filter, which makes the bandwidth of the power control loop much smaller than the bandwidth of the voltage control loop. Hence, dynamics of the innermost and the middle control loops are much faster than dynamics of the power control loop, which is strongly influenced by the low-pass filter.
Based on the facts above, for the stability analysis of inverter-based microgrids the following assumptions are made. An ideal voltage source on the DC-side of each inverter is assumed. All inverters are equally treated as voltage sources inverters with controllable output voltages V i and phase angles δ i . Moreover, the case of ideal voltage source inverters is assumed, i.e. only the power control loop of inverters is explicitly considered, while dynamics of lower control levels are assumed to be exceedingly fast and can be neglected. This is a relatively safe assumption for stability analysis of microgrids at the power control level, which causes most stability problems [20] . The lower level control loops are assumed to perfectly and rapidly track their references [3] .
Based on the above assumptions of the considered microgrid, the active power P i and reactive power Q i exchanged at each node i of the system are expressed by the following standard power flow equations [19] 
where δ i , δ j are phase angles, V i , V j voltage magnitudes, |Y ij | and φ ij the absolute value and the angle of an admittance Y ij between node i and node j.
All phase angles are expressed with respect to a common rotating reference frame with a stationary angular velocity ω nom , which is equal to the system rated frequency. The active and reactive power are then measured through a low-pass filter as follows
whereP i andQ i are the measured active and reactive power, τ i is the time constant of the filter, and s is the Laplace variable.
In order to investigate the stability of a microgrid around an equilibrium point, the state-space model of the system with the state variable x(t) and control input u(t) are defined as follows
where the nominal equilibrium point of each inverter i is
As seen in (1) that P i , Q i can be modified by varying the phase angles and the voltage magnitudes.
However, by taking the idea of the droop control, the frequencyδ i is controlled instead of direct modification of the phase angle δ i . Moreover, it will be shown that inverter frequencies always converge to a common rated value. Thus, the selected system variables refer to an angle droop control and a voltage droop control.
Remark 1: The system stability with respect to the variables (3) and the nominal equilibrium point (4) indicates the nominal system stability. However, the equilibrium point of a power system is often not completely known beforehand and changes during operation, depending on the system topology and load conditions. This results in new equilibrium points, and invalidates the variables (3). Regarding this matter, along with a linear time-invariant (LTI) system model, load uncertainties will be considered in our future work. The authors will also extend the controller design in oder to guarantee robustly the system stability despite load uncertainties. In this paper, a linear system model of a nonlinear microgrid is investigated, assuming a level of robustness of the microgrid around the interested equilibrium point (4).
The state-space model of an inverter i is presented by the following ordinary differential equations
where ω i is the inverter output frequency, P i and Q i are given in (1). Then, from linearizing equations (1) around the interested operating point (4), an LTI state-space model of the system derives as
and each inverter i is related to one subsystem with the following state-space model
where A ∈ R 3n×3n , B ∈ R 3n×2n , C = I 3n×3n and
Inverters are interconnected through their state variables and control inputs, which are specified by the matrices A ij and B ij . Whereas, A ii and B ii are system matrices of each inverter.
Remark 2: Due to the fact that matrix A possesses zero eigenvalues, the matrix [A − λI, B] does not have full-row rank with all λ ∈ C, where λ is the eigenvalue of A. The system (6) is therefore not controllable. However, [A − λI, B] has full-row rank for all λ with Re(λ) ≥ 0. Hence, the system is stabilizable, and a state-feedback controller K exists, so that the system is stable (i.e. A + BK is stable) [21] .
Problem 1: Design local state-feedback controllers K i : u i (t) = K i x i (t), i = 1, . . . , n for each subsystem (7) to stabilize the overall interconnected system (6), and the controller of the overall system is restricted to be block-diagonal as follows
In order to analyze the quasi-block diagonal dominance of the closed-loop system in section 4, the diagonal A d , B d and off-diagonal parts A H , B H of the matrices A, B are defined as: 
STATE-FEEDBACK STABILIZING CONTROLLER DESIGN
In this section, the authors propose a decentralized controller design based on the LMI technique, which guarantees stability of the system (9) . The control loop of a single inverter is shown in In the proposed system model, the deviation of the phase angle from its reference (δ i − δ i 0 ) is defined as a state of an inverter i. Hence, if the controller K stabilizes the microgrid, the variations of δ i (t), i = 1, . . . , n will be stabilized so that ∆δ i = const., which infers the zero steady-state deviation of the inverter output frequency as ∆ω i =δ i = 0. The presented control approach has an advantage over the droop control since it does not need any additional secondary control for frequency restoration. It is consistent with the nature of microgrids with power electronic interfaces, where there is no inherent relation between network frequency and the power balance in the system. Instead, according to the power flow equations (1) the power balance is obtained by drooping phase angles and magnitudes of voltages with respect to their nominal values.
Regarding the power sharing issue, it will be validated via simulation that in order to ensure stability of the system, all the inverters must generate power to supply the load demand. As a consequence, there is power exchange between system nodes, namely, the power sharing. As discussed in our previous works [6, 7] , by adjusting the controller gains without causing system instability, more power exchanges can be achieved. However, no claim on power sharing performance could be made. To the best of our knowledge, none of the proposed control methods gives an analytical solution to ensure a desired power sharing in microgrids, especially in the case of reactive power sharing. Theorem 1. Consider the closed-loop system (9). Let P ∈ R 3n×3n be a symmetric positive definite matrix and P = diag(P 11 , . . . , P nn ), where n is the number of inverters in the system. Define
then the block-diagonal controller K = YX −1 ∈ R 2n×3n guarantees the stability of the system (9), if the following LMI is feasible
Proof. The proof of theorem 1 uses Lyapunov's stability theorem and is inspired by [25] . Let the selected Lyapunov function associated to the closed-loop system (9) be given in the form V(x) = x T P x, with a symmetric positive definite matrix P . Then, with (9) , the derivative of the Lyapunov function V(x) is obtained as followṡ
The product of a matrix and its transpose is a positive semidefinite matrix. Then
Substituting (13) to (12) , yields the following upper constraint forV(x)
Forcing the above upper bound ofV(x) to be negative semidefinite, a sufficient condition for stability of the system (9) is achieved. Using the Schur complement [26] , the inequality (14) is equivalent to the following matrix inequality
The non-strictness of the matrix inequality above stems from the zero eigenvalues of matrix A.
The matrix inequality (15) cannot be solved directly by the available LMI tools because of the product of variables in (A T cl P + P A cl ). However, by taking the standard change of variables as in (10), the inequality (15) can be turned into an LMI, which can be solved by LMI tools [26] . From pre-and post-multiplying (15) by a symmetric congruence transformation diag(X, I, I, I, I), the LMI (11) with variables X > 0, Y derives. Note that the standard variable transformation (10) does not introduce conservatism [26] .
The structure constraints of the variables X and Y in (10) are introduced in order to derive a block-diagonal controller K for the overall system. Each inverter is then stabilized by a decentralized controller K i . This note also completes the proof. 2
Remark 3: It is clear that the decentralized control approach is generally more conservative than the centralized control, where no structure constraint on the LMI variables is needed. The feasibility of the LMI (11) depends on the inevitable interconnection between inverters, whereas the LMI achieves the highest feasibility chance in the case of no or a slight interconnection. In addition, the conservatism of the theorem 1 arises also from the inequality (14) , where instead of forcingV(x) to be negative semidefinite, the negative semidefiniteness of its upper bound is considered.
QUASI-BLOCK DIAGONAL DOMINANCE
As stated above, the inverters interact with each other via their control inputs and state variables, which are characterized by the off-diagonal parts A H and B H of the system matrices A and B.
The interconnection arises from the power exchanges between system nodes. More power exchanged implies a better power sharing performance. However, power sharing must be conducted within the stability margin of microgrids. From the control point of view, the interconnection can be seen as a disturbance on the inverters, and has a potential to alter the stability of the overall system. Therefore, there is a trade-off relation between stability and power sharing. A more robust system results in a worse power sharing performance.
From the stability perspective, it is desirable to decouple the inverters, i.e. restrict the power exchanges between inverters. Besides, as decentralized control for inverters is required, a less-coupled microgrid will allow local controllers to perform better control on inverters. Later, in a less-coupled microgrid, the influence of each inverter on the stability of the overall system is reduced. It is relevant to the plug-and-play structure of microgrids. That is, if some generation units are plugged in or lost during operation, the system stability is not significantly affected. Hence, in this section it will show that by solving a modified version of the LMI (11) with an additional 0 < γ 1 in the diagonal elements, the resulting controller will increase the blockdiagonal dominant degree of the closed-loop system (9), which in turn decreases the influence of the interconnection between inverters on the system stability. The block-diagonal dominance of a transfer matrix is defined in the following.
Definition 1: [27] Let us consider an m × m complex matrix Q, which is decomposed as Q = Q d + Q H , where
Q i and Q ij , for i = 1, . . . , n, are, respectively, m i × m i and m i × m j submatrices of Q d and Q H , and m = m 1 + · · · + m n . Note that the diagonal blocks of Q are Q i + Q ii , where Q ii may be zero or nonzero matrix and is introduced to reflect any uncertainty in the diagonal blocks of Q. Then, a matrix Q is said to be quasi-block diagonal dominant if there exists a matrix norm . such is
In order to investigate the quasi-block diagonal dominance of the closed-loop system (9), the Laplace transform of the open-loop system (6) with a reference input R(s) is taken as follows
An equivalent representation of the closed-loop system (9) in the Laplace transform is
where Π ∈ R 5n×5n ,X ∈ R 5n×1 ,Ã ∈ R 5n×5n ,B ∈ R 5n×2n ,H ∈ R 5n×5n ,C ∈ R 3n×5n as
It is noteworthy that the descriptor system representation above is explicitly used to achieve a sufficient condition for the quasi-block diagonal dominance of the closed-loop system. The controller design is executed for the usual system representation (9) . From L = (sΠ −Ã) −1 then, the transfer function matrix of the closed-loop system (19) from R(s) to Y (s) derives as follows
If LH ∞ < γ 1, then (I − LH) −1 ∼ = I + LH [21] . The following is then derived
It will show that LH ∞ < γ 1 is also the condition to increase the quasi-block diagonal dominance of the closed-loop system. Moreover,CLBK is the transfer function of the closed-loop block-diagonal part of the overall system as
Then,CLHLBK is the off-diagonal part of the closed-loop systemG cl (s) resulting iñ
B H contains off-diagonal matrices B ij , i = j, i, j = 1, . . . , n, given in (7). It is seen that B H characterizes the interconnection between inverters through voltages. Stemming from the local behavior of inverter output voltages, B H is in fact relatively small compared with B d . Furthermore, it will be shown that the controller K with smaller gains results in a more quasi-block diagonal dominant closed-loop system. Accordingly, the product of a block diagonal matrix K with an offdiagonal matrix B H results in a relatively small B H K, which makes the second right hand term of the expression above relatively small compared to the first term. Thus, the following approximation of (23) is adopted (see [28] for more mathematical details of this approximation) 3 
Then, a sufficient condition for the closed-loop system (9) to be quasi-block diagonal dominant with respect to the definition 1 is obtained as follows
Moreover, LH ∞ is originally given by
Hence, LH ∞ is equal to the H ∞ norm of the transfer function matrix of the system (A cl ,B,Ĉ, 0). By applying the Bounded Real Lemma [26] to the system (A cl ,B,Ĉ, 0), the matrix A cl is stable and the H ∞ norm of its transfer function matrix is less than γ 1, which is equivalent to LH ∞ < γ 1, if and only if there exists a positive definite matrix P , so that the following matrix inequality is feasible
Remark 4: With γ ∈ (0, 1], the matrix inequality (28) serves as a sufficient condition for the matrix inequality (15) . Hence, a solution of (28) also guarantees the stability of the closed-loop system (9) . By using the variable transformation (10), the inequality (28) is turned into the following modified version of the LMI (11) with an additional γ in the diagonal elements
By solving the LMI (29) with a small enough γ > 0, the derived controller guarantees the stability of the system (9) and its quasi-block diagonal dominant degree of γ.
Remark 5:
It is now clear that the descriptor system form (19) is introduced in order to formulate the convex LMI optimization problem (29) , whose feasible results satisfy two control targets: stability and quasi-block diagonal dominance. Although the transfer function matrix of the closed-loop system can be achieved from (18) 
BK, the matrix B is a full matrix, which makes the formulation of a convex LMI problem not trivial and straightforward to achieve as in the case ofG cl (s). Even if B H K is neglected, the LMI condition for G cl (s) to be quasi-block diagonal dominant is absolutely different from the LMI (11), which does not guarantee the stability of the closed-loop system.
AN ACADEMICAL EXAMPLE
In this section, an academical example is provided to show the effectiveness of the proposed control approach. Consider the system shown in Fig. 3 , which consists of two inverters and loads. Parameters of the test system are provided in table 1. Simulation is conducted in Simulink/Matlab. A sequence of discrete events separated by five seconds intervals is included in the simulation according to the following scenario: initially, Z 11 and Z 21 are connected to the system, then Z 12 and Z 22 are successively added in the written order; finally the reference changes (by applying P i 0 :=P i 0 + ∆P i ,Q i 0 :=Q i 0 + ∆Q i to the control loop in Fig. 2 ) are included into the simulation.
The equilibrium active and reactive power are calculated by solving the power flow equations (1), using the admittance matrix Y of the system at nominal operating frequency.
In the controller design procedure, the system variables are converted into per unit values for computational simplicity by eliminating units and expressing system quantities as dimensionless ratios [29] . The LMI problems are solved by using Yalmip toolbox [30] and SeDuMi solver [31] in Matlab. From solving the LMI problem (29) , the following controllers with their actual values are derived
The controllers K 1 and K 2 return a highly quasi-block diagonal dominant degree 4 of the closedloop system, γ = 0.0028. By solving the LMI (29) with a larger γ, the controller gains become larger, e.g., with γ = 0.7, |max(K[i, j])| = −9.54. [3, 5, 22] . The simulation results are displayed in Fig. 4 . The transfer processes in Fig. 4 show that the system is stabilized robustly after perturbations by the controllers. As stated earlier, one of the benefits of our proposed control scheme is that frequency deviations always converge towards zero, whereas voltages and phase angles vary around their nominal values to adjust the output power. It can be seen that after perturbations the new equilibrium points differ from the (initial) nominal equilibrium point. When a load is connected, it is supplied by both inverters. Thus, there is a sort of power sharing, though the power portions injected by the inverters are not the same, even when the controller gains of both inverters are much alike.
Concerning the voltage performance, variations of voltage magnitudes are acceptable. However, magnitude variations of voltages can be large if load changes are large. The purpose of the power reference changes at t = 30 [s] and t = 40[s] is to reduce the power mismatches between the generated power and the references. It is seen that the deviations of V 1 and V 2 are reduced.
CONCLUSION
The system stability is defined as the most important control target of inverter-based microgrids. A power control loop for inverters and a LMI condition to guarantee the stability of an overall microgrid and zero steady-state frequency deviations based only on local measurements are proposed. Then, the LMI optimization problem is extended to decouple the closed-loop microgrid. This results in some advantages, such as the improvement of the stability margin and the decreasing influence of the interconnection on the system stability. The system stability and the performance of frequencies and voltages with respect to small load changes are guaranteed as illustrated by a simulation.
Although there are power exchanges between system nodes, the power sharing performance is not guaranteed. In the next step of our research, the authors will consider the apparent disadvantage of decoupled microgrids, namely, the low power sharing performance. Although the voltage perfor- mance is guaranteed with respect to small load changes, it is expected that with larger load changes, magnitude variations of voltages will also become larger. This can cause functionality problems to connected loads of a microgrid. Thus, based on the work done so far, the authors will investigate a condition to robustly guarantee not only the system stability but also the voltage performance of inverter-based microgrids.
