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Abstract
Outlier detection is a fundamental task in data mining and has many applications including detecting
errors in databases. While there has been extensive prior work on methods for outlier detection, modern
datasets often have sizes that are beyond the ability of commonly used methods to process the data
within a reasonable time. To overcome this issue, outlier detection methods can be trained over samples
of the full-sized dataset. However, it is not clear how a model trained on a sample compares with one
trained on the entire dataset. In this paper, we introduce the notion of resilience to sampling for outlier
detection methods. Orthogonal to traditional performance metrics such as precision/recall, resilience
represents the extent to which the outliers detected by a method applied to samples from a sampling
scheme matches those when applied to the whole dataset. We propose a novel approach for estimating
the resilience to sampling of both individual outlier methods and their ensembles. We performed an
extensive experimental study on synthetic and real-world datasets where we study seven diverse and
representative outlier detection methods, compare results obtained from samples versus those obtained
from the whole datasets and evaluate the accuracy of our resilience estimates. We observed that the
methods are not equally resilient to a given sampling scheme and it is often the case that careful joint
selection of both the sampling scheme and the outlier detection method is necessary. It is our hope that
the paper initiates research on designing outlier detection algorithms that are resilient to sampling.
1 Introduction
Poor data quality is an important and challenging problem in data analysis. Outliers, which are data points
that deviate from expected behavior are one of the four major categories of data quality errors (the others
being duplicates, rule violations, and pattern violations). outlier detection is a fundamental data analysis
task with widespread applicability in a number of critical domains such as cybersecurity, fraud detection,
etc. Not surprisingly, there has been extensive prior work (see Section 6 for summary) on identifying outliers
under a wide variety of scenarios. However, many of these approaches do not scale well to large datasets
that are now common.
Parametric methods assume an underlying data distribution (e.g. Gaussian mixture) M , estimate the pa-
rameters from the dataset and identify a given point t as an outlier if P (t|M) is smaller than a given thresh-
old. Estimating these parameters on the entire dataset can be computationally expensive. Non-parametric
methods using distance-based techniques often do not require distributional assumptions, and a data point is
categorized as an outlier if it lies far away from other data points. Such approaches have scalability issues
since they might require computation of all pairwise distances. Adaptations such as indexes, approximations
and pruning for distance computations only partially address scalability issues.
This problem cannot be solved by choosing the most scalable algorithm. The particular algorithm might
not have the best detection rate or it might not be the most suitable for the problem at hand. Furthermore,
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Figure 1: Generated data (×) and a 10% random sample (•). We applied 3σ (left) and boxplot (right)
methods. The two methods have different behaviors in terms of resilience: boxplot results are not preserved
when sampling, while the 3σ limits for the original dataset (solid lines) and for the sample (dashed lines)
are very similar.
in outlier ensembles that combine multiple detection methods, even one non-scalable constituent algorithm
affects the entire ensemble.
Is Sampling the Silver Bullet? A seemingly viable solution is to build models for outlier detection over
samples of the entire dataset. While sampling reduces the amount of computations required for parameter
estimation and pairwise distance calculations, it is not the panacea to our problems. This is because the
results of detection methods on samples and on the entire dataset may not agree.
We illustrate this with an empirical example. We generated a bivariate distribution of 1,500 data points
with mean (−1, 1) and variance (1.015, 1.035), plotted (×) in Figure 1 (left), and extracted a 10% random
sample (•). We used two univariate outlier detection methods on both sample and entire dataset.
The first univariate method, dubbed 3σ, identifies all observations outside the interval between mean µ
and ±3σ as outliers. The second method uses the boxplot inner (Q1− 1.5× IQR) and outer (Q3 + 1.5×
IQR) fences, Q1 and Q3 being the first and third quartiles of the data and IQR = Q3−Q1. Points beyond
the inner and outer fences are deemed outliers. Figure 1 shows that the 3σ approach performs similarly
with both sample and dataset while the boxplot method does not. Informally, this is because the sample
mean and variance are better estimates of the population mean and variance than sample quartiles are of the
population counterparts. We also found similar divergent behavior with two multivariate detection methods,
χ2 and LOF (not shown).
Outline of Technical Contributions: In this paper, we conduct a systematic study of how sampling
impacts outlier detection algorithms. The paper has four contributions.
(1) Formalization of Resilience: The examples above show that while some outlier detection methods
generalize well from samples to the entire dataset, others do not. We introduce and formalize the notion of
resilience to sampling of outlier detection methods. Informally, resilience represents the extent to which the
number and identification of detected outliers by a method applied to the whole dataset are preserved if it
is actually applied to a sample. We emphasize that this property is orthogonal to traditional performance
metrics such as specificity and sensitivity. We believe that understanding the notion of resilience is of
paramount importance for practitioners. In many real-world scenarios, building outlier detection models
over entire datasets is simply infeasible. Instead they are often built over samples where it is preferable to
choose highly resilient methods over ones with lower resilience.
(2) Estimation of Resilience: If the ground truth is available, estimating the resilience of an outlier detection
method is straightforward. For the more realistic case of no ground truth, we propose a novel method to
estimate the resilience. This involves using multiple samples from the entire dataset to build outlier models
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Notations
D the whole dataset
S the dataset sample of D
N the number of records of D
V the number of variables of D
M the number of outlier detection methods
xij the value of attribute j for record i
Om the set of outliers detected by methodm onD
OSm the set of outliers detected by method m on
sample S
Om[S] the subset of outliers detected by method m
on the whole dataset filtered to contain only
the sampled records
Table 1: Notations
and perform differential analysis.
(3) Resilience and Outlier Ensembles: If an algorithm is resilient to sampling, then an effective model
can be built over the sample instead of the entire dataset. Such efficiency gains allows the use of more
sophisticated models such as ensembles: a set of resilient detection algorithms can be combined effectively
as outlier ensembles. Since detection methods capture different characteristics of the data, outlier ensembles
can leverage the combined judgment of the different methods to produce a consensus. While the weights
of an ensemble model is easily determined in traditional classification, outlier ensembling without ground
truth is not straightforward. Is it possible to infer the “ground truth” using some mild assumptions and the
output of individual outlier detection methods? We investigate how the key ideas of resilience can be used
to build outlier ensembles and adapt the classical Dawid-Skeene’s EM-based approach to obtain a weighted
majority.
(4) Extensive and Comprehensive Experiments: We conducted an extensive study of resilience for seven
diverse and representative outlier detection methods under two sampling schemes (uniform, block) and a
subset-based partitioning approach over real-world and synthetic datasets. Our main finding is that the
methods are not equally resilient to a given sampling scheme and hence it is important to understand the
impact of the joint selection of sampling scheme and outlier detection method.
2 Notation and data model
Let the dataset D be an N × V matrix with N records and V variables, with each row Di ∼ f1 + γf2,
a mixture of two distributions, the regular distribution f1 and the outlier distribution f2, independently for
i = 1, . . . N . The parameter γ is the probability of any data point being an outlier, or equivalently, the
proportion of outliers. The value of attribute j for record i, noted xij has an associated detection result
vector oij with M elements corresponding to the detection results of M detection methods. If method m
identifies xij as an outlier, then oij(m) ≡ oijm = 1. We note Om the set of outliers detected by method m
with size |Om|.
A sample S has size |S|, consisting of |S| rows of D and, in the context of massive datasets, usually we
have |S|  N , so the sample can be loaded into the computer’s memory. OS is the set of outliers detected
from sample S and O[S] the subset of outliers detected from the whole dataset that are part of the sample
S. Table 1 summarizes our notation. We are interested in comparing OSm and Om[S] for each method m.
We use αm for the probability that method m detects a true outlier in the whole dataset, also known as
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its sensitivity, recall or true positive rate (TPR): αm =
[
TP
TP+FN
]
m
with TP being the proportion of true
positives and FN, the proportion of false negatives. When applied to a sample S, this probability is denoted
αSm. We use βm to denote the specificity, the probability that method m correctly identifies negatives in the
full dataset (and βSm in the sample S), i.e. βm =
[
TN
FP+TN
]
m
with TN the proportion of true negatives and
FP the proportion of false positives.
3 Resilience formalization
A method is said to be resilient to a sampling strategy if, when applied to the samples, it detects the same
outliers as the ones the method would have detected if it was applied to the original whole dataset. We
consider resilience as an orthogonal notion to the traditional quality metrics of precision and recall.
Precision and recall are defined in an absolute sense with respect to the ground truth. If the ground
truth is not available, precision and recall cannot be computed. On the other hand, resilience is defined in a
relative sense as to what would have obtained if the method was applied to the whole dataset.
Notice that it is not necessary to have ground truth to estimate resilience, suggesting that the precision
and recall of a method could have an orthogonal impact on its resilience. Hence, a method can have good
recall and precision but low resilience to a given sampling scheme, e.g. if the model built over the sample is
a poor approximation of the one built over the entire dataset resulting in divergence of the outliers detected.
Conversely, a method can be resilient but have low precision and recall. This might occur if the data charac-
teristic used by the method is not discriminative of the full outlier distribution, but is well captured well in
the sample.
Resilience measures similarity of performance of an outlier detection method applied to samples to that
applied to the whole dataset. A straightforward method to capture this property is to redefine the notion of
precision and recall such that “ground truth” corresponds to whether a data point is categorized as an outlier
by the method trained over the entire dataset. While the redefined metrics can be used directly, it is more
meaningful to express this property as a single metric. The concept of F1-measure combines precision and
recall as their harmonic mean and we define the resilience as the harmonic mean of the redefined precision
and recall metrics.
Definition 1. Resilience to sampling. Given a method m and a sample DS of the full-sized dataset D, the
resilience, denoted ρm(DS) is defined as
ρm(DS) =
2|OS ∩O[S]|
|OS |+ |O[S]| (1)
=
2|OS ∩O[S]|
2|OS ∩O[S]|+ |OS \O[S]|+ |O[S] \OS | .
Figure 2 illustrates the relationships between resilience and precision/recall when the method is applied
to the full dataset and also when applied to samples, Resilience is a combination of two sets of metrics,
on TP , FP , and FN from both the whole dataset and the samples. Similarly, the sensitivity (or recall)
and specificity (or true negative rate) of a method can be computed either from the sample or the whole
dataset, when ground truth is available and the resulting sets of detected outliers can be quite different. The
resilience definition precisely quantifies the extent to which a method’s results (good or bad) are preserved
through sampling.
When there is no ground truth, we express the expected values of the quantities in Eq. (1) in terms of the
sensitivity and specificity. Here we omit the index of the method m for notation simplicity. The expected
number of records that are detected in both the whole dataset and the sample is
E(|OS ∩O[S]|) = |S| [γααS + (1− γ)(1− β)(1− βS)] , (2)
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Figure 2: Relationships between precision, recall, and resilience
where the terms within the square brackets on the right-hand side refer respectively to records correctly
detected as outliers both in the whole dataset and in the sample, and to records incorrectly detected as
outliers both in the whole dataset and in the sample. They involve the sensitivities α and αS of the method
when applied to the whole dataset and to the sample respectively, as well as the corresponding specificities
β and βS . Similarly, we have
E(|OS ∩O[S]|) = |S| [(1− γ)ββS + γ(1− α)(1− αS)] . (3)
The terms on the right-hand side refer to records corrected or incorrectly detected as inliers both in the whole
dataset and in the sample. Lastly, we have
E(|OS ∩O[S]|) = |S| [γ(1− α)αS + (1− γ)β(1− βS)] ,
E(|OS ∩O[S]|) = |S| [γα(1− αS) + (1− γ)(1− β)βS] . (4)
If detection results from the whole dataset are available, the resilience can be trivially computed by
comparing with the sample detections. In the more realistic scenario where this is not available, the resilience
has to be estimated using only the sample detections. In Section 4, we present a procedure to estimate the
resilience when the whole dataset detection is unavailable, focusing on estimating the resilience of outlier
ensembles. We estimate the sensitivities and specificities, then use them in Eqs. (2), (3), and (4), to finally
estimate the resilience with Eq. (1).
4 Resilience for outlier ensembles
The ability to build resilient models over small samples provides a number of advantages. The computational
benefits accrued by running on a small sample for model building enables a user to invoke multiple outlier
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detection algorithms simultaneously. The information gained can be richer than invoking a single outlier
detection algorithm over the entire data. Different outlier detection algorithms are often customized for
different characteristics of datasets and outliers. Hence, it is plausible that by incorporating the results of
multiple algorithms, one can achieve better outlier detection performance. In this section, we make two
contributions. First, we propose a mechanism to “ensemble” multiple detection algorithms where each is
invoked on a single sample. Second, we extend the notion of resilience for an outlier ensemble.
Ensemble analysis of outlier detection has received increasing attention from the research community. A
common technique in building classifier ensembles is to combine the predictions of multiple classifiers using
a weighted majority (or sum) rule. Classifiers that are more accurate are often provided with higher weights.
However, adapting such a technique to outlier ensembles is much trickier since outlier detection is often an
unsupervised learning problem with no ground truth. If we know the consensus of the outlier ensembles (say
through weighted majority), we can easily compute the weight of an individual outlier detection algorithm
based on its accuracy. However, to know the consensus of the outlier ensembles, we need the weight
of each algorithm! This conundrum is not specific to outlier ensembles and has been observed in other
fields. This chicken and egg issue is typically solved through iterative techniques such as EM (Expectation
Maximization) that jointly estimate both the error rates and ground truth.
Two Coin Model for Outlier Ensembles. We use the Dawid-Skene model [8] to obtain ground truth
using noisy labels from individual outlier detection algorithms. In Section 2 we described the performance of
an outlier detection algorithm in terms of its sensitivity and specificity relative to an unknown ground truth.
We use a simple generative process by which each outlier detection algorithm determines if a data point is
an outlier or an inlier. Consider a data point x with true label y. Suppose the outlier detection method mj
produces output yj (assumed to be boolean, outlier or inlier, for simplicity) through the following stochastic
process: If y = 1, mj flips a coin with bias αj (representing its sensitivity). If y = 0, mj flips a coin with
bias βj (its specificity). In both cases, mj returns y if the tossed coin returns heads and the alternate label if
the coin returns tails. This generative model is very simple and only depends on y. However, we note that
there are extensions of [8] that can take into account other relevant factors including the observation x.
Jointly Learning Sensitivity, Specificity and Ground Truth. To specify the algorithm, we first in-
troduce the following notations. Let po and pi be the probability that a data point is an outlier and inlier
respectively. Ideally, po = γ, the outlier prevalence rate defined in Section 2. However, since the ground
truth is unavailable, this value has to be estimated. Each method has an associated confusion matrix, the
probability that it outputs a particular label (say b) when the true label is a, denoted pimab, where a and b can
take values o and i (for outliers and inliers respectively). Thus, pimio and pi
m
oi are the probabilities that method
m mistakes an inlier for an outlier and vice-versa while pioo and piii are the probabilities that it will identify
the outlier/inlier correctly. Let Tij be an indicator variable equal to 1 if j is the true label for data point i and
0 otherwise, while oijm be an indicator equal to 1 if method m assigned label j to data point i.
We use an EM-like approach that iteratively performs the following: (1) Estimate the outlier ground
truth from different detectors taking into account their sensitivity and specificity; (2) Estimate the sensitivity
and specificity of the detectors by comparing their results to the inferred ground truth. Since the ground
truth is unavailable, we treat it as a latent variable. Note that pimab can be computed as the fraction of data
points for which method m produces class label b when the truth is a, to the total number of data points
where a is the true label. The prior probabilities pa can be computed as the fraction of the dataset that is
assigned the label a after ensembling. See Algorithm 1 below and [8] for additional details.
pimab =
∑|S|
i=1 Tia × oibm∑|S|
i=1 Tia
with a, b ∈ {outlier, inlier} (5)
pj =
∑|S|
i=1 Tij
|S| where j ∈ {outlier, inlier} (6)
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p(Tij = 1|S) ∝
M∏
k=1
∏
∀l∈{outlier,inlier}
pikjl × pj (7)
Algorithm 1 Outlier Ensembling Algorithm
1: Initialize error rates pima,b for each method m ∈ [1,m] and a, b ∈ {outlier, inlier} (say to 0.5)
2: Initialize prior probabilities pi = po = 0.5
3: while estimated ground truth labels does not change between iterations do
4: Estimate label Li for each record Di using Eq. (7)
5: Estimate error rates pima,b for each method m using Li and oiam through Eq. (5)
6: Estimate class prior probabilities using Li and the oiam through Eq. (6)
7: end while
8: return error rates pima,b for each method and estimated labels Li for each record
Our proposed approach sidesteps a number of issues of prior outlier ensemble approaches such as outlier
score normalization. By measuring the algorithm’s error rates (through sensitivity and specificity), we can
correct its bias and recover the ground truth with higher quality. For example, detection algorithms that are
conservative by rating more inliers as outliers can be easily identified and their bias corrected.
Resilience for Outlier Ensembles. Given an outlier ensemble EO and a sample S, we can readily ex-
tend the notion of resilience to ensembles. Our definition is orthogonal to the specific ensembling approach,
so that it applies to outlier ensembles other than our EM-based algorithm for ensembling (see Section 6
for other ensembling approaches). Intuitively, we treat the ensemble as a complex black-box outlier detec-
tion algorithm and reuse the prior definition of resilience. Specifically, resilience for an outlier ensemble
represents the extent to which the identification of outliers detected by the ensemble is preserved between
component models that were trained on the entire dataset versus single sample respectively. Specifically,
if the detection results from the whole dataset are available, we can use Eq. (1) to compute the resilience
by comparing outlier detection results for whole dataset versus the sample. Without this information, we
instead estimate the sensitivity and specificity of the outlier ensemble using Equations (2), (3), and (4) and
then plug them into Equation (1).
5 Experiments and discussion
5.1 Experimental Setting
Datasets. We set up extensive experiments with eight real-world datasets and their variants from UCI1,
ODDS2, and [5]3. Their characteristics are shown in Table 2 and Figure 3 shows the synthetic data. The
eight real datasets are diverse in terms of number of attributes, outlier injection rate, etc and often used in
outlier detection research. We also used variants of the real datasets with and without ground truth (GT )
outlier labels. The variants have different degrees of preprocessing which may have an impact on outlier
detection performance. Synthetic datasets with 1,000, 5,000, and 10,000 records were generated from an
independent bivariate normal with mean (0, 0) and standard deviations 1 and 2. Outliers were randomly
inserted from two outlier distributions. One is an independent bivariate normal distribution with mean (4, 0)
and equal standard deviations 0.25 (Fig. 3, green), and the other has an additional independent bivariate
normal component with mean (0, 6) and the same standard deviation (maroon). These are injected at three
different rates (1%, 5%, and 10%). We averaged results over 100 replications.
1https://archive.ics.uci.edu/ml/datasets.html
2http://odds.cs.stonybrook.edu/
3http://www.dbs.ifi.lmu.de/research/outlier-evaluation/
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Figure 3: Synthetic independent bivariate normal data (black) with outliers injected at rates 1%, 5%, and
10% from the N((4, 0); .25) (green) and N((0, 6); .25) (maroon).
Outlier detection methods. We considered seven well-known outlier detection methods, classified into
four categories:
(1) Statistical methods: 3σ where observations outside the mean and ±3 standard deviation are considered
outliers; Boxplot with inner (Q1 − 1.5 × IQR) and outer (Q3 + 1.5 × IQR) fences [19], and Chi-Square
(χ2) defined in [9];
(2) Deviation-based methods: MAD using the median absolute deviation as defined in [6];
(3) Distance-based methods: Mahalanobis distance which estimates how far each observation is from the
center (centroid in multivariate space) [14], and K-Means [10];
(4) Density-based methods: LOF defined in [4].
We use 10% of the data size as the threshold for the number of outliers to be detected by Mahalanobis, LOF
and K-Means.
Sampling. We study three types of sampling schemes: (1) Random sampling with 100 random samples
with real-world sample sizes shown in Table 2 and for synthetic data, 1%, 5%, and 10% of the data size; (2)
Block sampling with 100 block samples and six parameter pairs of block number and size (see Table 2); (3)
Partitioning where each dataset is divided into 5, 10, and 20 subsets.
Parameters: We vary psize, the sample size percentage of the whole dataset size, and parameter settings
of each sampling scheme. For the synthetic dataset, we vary the distributions and the rate of true outliers to
understand how the resilience changes with an increasing number of true outliers.
5.2 Summary of Experimental Results:
In Section 5.3, we show that resilience to sampling is complementary to traditional metrics such as precision
and recall. For example, some methods have high precision and/or recall when trained on the entire dataset
but have poor performance when trained over a sample.
In Section 5.4, we note that resilience to sampling varies with method, dataset, sampling scheme and
sample size. Most methods are not resilient to sampling thereby opening a promising research area of
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Figure 4: Resilience wrt random sampling and quality metrics for real-world datasets with available Ground
Truth
designing resilient algorithms.
In Section 5.5, we show how sampling strategy and sample size affect resilience. Random sampling
is often preferable to block sampling or partitioning. As expected, increasing sample size often improved
resilience. Most algorithms are not resilient for small samples. Section 5.6 shows that our resilience esti-
mator is accurate and has low variance even for small samples. Section 5.7 shows that our two-coin idea
for outlier ensemble using crowdsourcing is promising and provides good resilience estimates for ensemble
performance.
5.3 Resilience is complementary to quality metrics
We used the real-world datasets with available ground truth and computed classical performance metrics
(F1-measure, precision and recall) as well as resilience calculated with Eq. (1) for different sample sizes.
We find that outlier methods with relatively low F1-measure, precision and recall can have high resilience
(e.g. univariate methods in Spam dataset) and vice-versa (e.g., CHISQ in Waveform and Spam datasets)
(Fig. 4). Increasing the prevalence of outliers and data size logically increases the quality metrics but not
necessarily the resilience (e.g., resilience decreased from Spam 02 to Spam 40). This suggests a need for
better understanding of resilience and its estimation when ground truth is unavailable.
5.4 Resilience of Outlier Methods
Here, we consider only the real-world datasets without ground truth and computed the resilience estimates
for each method using 100 samples from each sampling strategy.
Figure 5 shows the results for the Waveform and Isolet5 datasets, and Figure 6 for the other datasets.
We find that resilience to sampling varies greatly depending on sample size and data and outlier distribu-
tions. In the figures, resilience estimates are represented as the distance from the center of the plot. Each
axis represents a particular sampling strategy and sample size; a colored line in the plot shows the trend of
the resilience estimate when both the sampling scheme and sample size change. The area defined by each
colored line represents the resilience estimate of a method relative to the dataset and sampling scheme: the
smaller the area, the less resilient. Focusing on the Waveform and Isolet5 datasets, MAD has the highest re-
silience estimaates for all sampling strategies. LOF and MAHA had the lowest resilience for Waveform and
Isolet5 respectively. Particularly for Isolet5, statistical and univariate methods such as MAD and 3σ seem
to be more resilient to random and block sampling. The resilience of BoxPlot, distance- and density-based
multivariate methods seem to be affected by the data characteristics: Isolet5 has wide skewness (asym-
metry) and kurtosis (shape) ranges of ([-2.22;31.05],[1.44;1220.16]). This affected MAHA which is less
resilient than LOF in Isolet5. On the other hand, in Waveform which is more symmetric and flat, with ([-
0.24;0.28],[1.49;3.11]) for (skewness, kurtosis) ranges, MAHA is more resilient than LOF. For each dataset,
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Figure 5: Resilience estimates for Waveform and Isolet5 datasets. Univariate statistical methods consistently
have higher resilience compared to multivariate methods. LOF and MAHA are least resilient for Waveform
and Isolet5 respectively).
the ranking of the methods by resilience is generally preserved across sampling strategies. The resilience
estimates tend to slightly increase with sample size for all sampling schemes but at different rates. This
suggests that the sampling scheme and sample size may have different impacts on a method’s resilience.
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Figure 6: Resilience estimates of outlier detection methods wrt sampling schemes and sample sizes for six
real-world datasets.
5.5 Impact of sample scheme and sample size
Random sampling. From Fig. 7, we find that mean resilience estimates increase with sample size. While all
methods have relatively low resilience estimates, the 3σ method has the highest, consistently across datasets,
sampling stratgegies and sample size percentage. χ2 and MAD have similarly high resilience estimates but
are more dataset-dependent. LOF has the lowest estimates and is very dataset-dependent, with the greatest
variability. This may be because LOF relies on local density properties which are lost in the sampling
process.
Block sampling. LOF resilience estimates are again data dependent and impacted by block number and
sample size, with no apparent trend (not shown). 3σ still attains the highest resilience (except for Iris) and is
stable across datasets, block number and sample size. The resilience estimates for MAHA, χ22, MAD and
BoxPlot are more variable and data dependent.
Partitioning. We used 5, 10 and 20 subsets, correspondingly reducing the size of each subset. The trend in
Fig. 8 is reversed and is more apparent for the multivariate methods (LOF and MAHA) for which intrinsic
properties such as distance and density are not preserved in the samples: their resilience estimates decrease
when the size of the subsets decreases; the resilience ranges of 3σ, χ2, MAD, and BoxPlot are again compact
and decreases slightly when the number of subsets decreases (and their sizes increase).
The key observation is that statistical methods tend to be more resilient than multivariate density- and
distance-based methods to random and block sampling. Furthermore, 3σ has the highest resilience estimates
and is not much affected by the data characteristics. Partitioning and block sampling work better for BoxPlot
than random sampling. Block sampling with LOF should be avoided mainly due to the loss of the local
density properties in the samples.
5.6 Accuracy of Resilience Estimates
Accuracy wrt true outlier distribution and prevalence. We controlled the rate of true outliers injected
in the synthetic datasets and, for each method, computed the resilience and checked its accuracy. Fig. 9
shows resilience estimates for the two outlier distributions (same color scheme as Fig. 3) and three outlier
rates (increasing line width) for the case of partitioning. Five subsets were used. The MAHA resilience
seems to be high for all our settings of outlier distribution and prevalence rates. Using subsets for detection
did not seem to affect this. To a lesser extent, this is also true for the MAD and BoxPlot methods as well,
12
Figure 7: Impact of random sampling and sample sizes (as percentage of the whole dataset size) on the
resilience estimates of the methods applied to the real-world datasets.
Figure 8: Impact of partitioning and partition sizes (as percentage of the whole dataset size) on the resilience
estimates of the methods applied to the real-world datasets.
although there is some difference between the two outlier distributions. Their high resilience could be due
to the symmetry and shape of the synthetic data distribution that are somehow preserved in the samples.
This confirms our previous findings from real-world datasets. Both LOF and the χ2 methods seem to have
lower detection power in our study, and exhibit noticeable low resilience when using outlier detection from
subsets (in particular LOF for Distribution 1). This is mainly due to the fact that LOF is a density-based
outlier detection method and the density property is somehow lost in the samples. Both the LOF and 3σ
methods show large variation in resilience depending on the outlier prevalence rate, decreasing as the rate
increases. With increasing full dataset size, LOF resilience significantly decreases in opposition with the
other methods. This suggests a direction for future work to include density-based sampling such as that
in [17] to fairly test the resilience of LOF. More importantly, it shows that a joint choice of outlier detection
method with appropriate sampling scheme is crucial.
Accuracy wrt to the number of samples. Tables III and IV show mean square errors (MSE) of re-
silience estimates for 3σ and BoxPlot using synthetic and real-world datasets. The low MSEs demonstrate
that our model for computing resilience estimates is robust and has very good accuracy. Increasing the
13
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Figure 9: Mean and standard deviation of resilience estimates for each method computed from five subsets
(1/5 of the full dataset size) over 100 simulations for two outlier distributions and three rates of outlier
injection.
number of samples does not necessarily increase the accuracy of the estimates. Increasing the number of
samples did not necessarily increase the accuracy of the estimates.
Outlier Outlier Data 10 samples 20 samples
distribution rate size 3σ Boxplot 3σ Boxplot
1 0.05 1000 1.2e-02 1.1e-03 1.8e-02 3.8e-03
10,000 3.8e-04 3.5e-05 7.1e-04 6.9e-05
0.1 1000 2.8e-02 1.6e-03 2.0e-02 5.2e-03
10,000 2.1e-03 2.1e-05 5.0e-03 3.5e-05
2 0.05 1000 5.7e-03 1.8e-03 1.0e-02 5.9e-03
10,000 1.4e-04 8.7e-05 2.8e-04 1.4e-04
0.1 1000 1.1e-02 9.1e-04 1.8e-02 2.8e-03
10,000 4.0e-04 4.9e-05 6.5e-04 7.9e-05
Table 3: MSE of resilience estimates for 3σ and Boxplot over multiple synthetic subset samples.
5.7 Evaluation of EM-Based Ensembling
With the synthetic data, we evaluate our EM-based ensembling approach on two aspects: (a) its resilience
compared to the component methods and (b) its accuracy at estimating the sensitivity and specificity. We
varied data sizes (1,000, 5,000 and 10,000), outlier prevalence rate (1%, 5%, and 10%) and considered two
sampling schemes: (a) random sampling with sampling fraction of 1%, 5%, and 10% and (b) partitioning
with the data split into 5 and 10 equi-sized subsets. For each scenario, we used 100 different samples and
averaged the results. While we only show the results for two representative distributions from Fig. 3, the
results were similar for the others.
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5 samples 10 samples 20 samples
3σ Boxplot 3σ Boxplot 3σ Boxplot
arrhythmia 1.3e-04 3.2e-05 1.9e-04 9.9e-05 3.7e-04 2.4e-04
australian 6.0e-03 1.0e-03 6.8e-03 1.7e-03 9.1e-03 3.3e-03
diabetes 4.0e-04 9.3e-04 7.3e-04 1.9e-03 1.9e-03 5.8e-03
ionosphere 1.2e-02 7.7e-04 2.5e-02 1.9e-03 3.6e-02 4.8e-03
iris 6.4e-02 1.9e-02 NA 7.7e-03 NA 1.7e-02
isolet5 4.0e-05 8.4e-06 5.5e-05 1.0e-05 8.1e-05 2.2e-05
spam 2.0e-05 1.1e-07 2.3e-05 2.0e-07 5.1e-05 6.1e-07
waveform 3.5e-04 2.9e-04 5.6e-04 4.0e-04 9.5e-04 1.1e-03
Table 4: MSE of resilience estimates for 3σ and Boxplot over multiple real-world subset samples.
l
l
l
0.02 0.04 0.06 0.08 0.10
0.
5
0.
6
0.
7
0.
8
0.
9
1.
0
Sample Percentage
R
es
ilie
nc
e
Outlier dist 1, rate 0.01
Outlier dist 1, rate 0.05
Outlier dist 1, rate 0.10
Outlier dist 2, rate 0.01
Outlier dist 2, rate 0.05
Outlier dist 2, rate 0.10
l
l
l
l
l
l
Figure 10: Outlier Ensemble resilience for Random Sampling
Resilience of Outlier Ensembles: Fig. 10 for random sampling and Fig. 9 (bottom right) for partition-
ing show high resilience compared to its component algorithms. As expected, increasing the sample size
increases the resilience, an increase that quickly plateaus. This shows that it is feasible to build resilient out-
lier ensembles using only a fraction of the data size. We also evaluated how the composition of the outlier
ensembles affects the resilience by randomly choosing different subsets of outlier detection methods. We
find that regardless of the mix of resilient and less resilient methods, the outlier ensemble retains its high
resilience providing the best of both worlds in terms of both accuracy and resilience.
Accuracy of Resilience Estimation: Tables 5 and 6 show the RMSE of sensitivity and specificity
estimates of the EM-based ensemble for random and subset sampling under different outlier distributions.
The key observation is that the RMSE is very small for all settings suggesting that the EM-based algorithm
can estimate the ground truth accurately from the ensembles.
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6 Related work
The outlier detection literature is vast and this section is not exhaustive. A comprehensive survey can be
found in [7] and [1] and a recent comparative study in [5]. Prior research can be broadly categorized into
three types. The parametric approach builds statistical models based on some assumptions about the dataset.
While conceptually simple, they suffer from shortcomings such as simplifying assumptions about data dis-
tributions, less emphasis on interpretability and poor scalability. An alternate approach involves distance-
based techniques that do not make any prior assumption on data distribution. However, this approach has
scalability issues as it might require computation of distances between all pairs of points. There has been
slew of techniques to scale distance-based methods including indices (e.g. [16]), pruning (e.g. [3]) and ap-
proximations. See [11] for a summary of such techniques. Yet another approach is based on “local” outliers
that considers the distances (or densities) of observations in its neighborhood. LOF [4] and LOCI [15] are
canonical examples of this approach. However, there is few prior work on sampling for speeding up out-
lier detection. Most are focused on distance-based outlier detection techniques. [12] showed that a biased
sample where the sampling probability is proportional to the density of the dataset often works well for
diverse data mining tasks such as outlier detection and clustering. [20] proposed a sampling technique that
efficiently approximated the distance to the k-th nearest neighbor. [18] evaluated a number of distance-based
outlier detection algorithms and found that sampling-based approaches outperformed many state-of-the art
algorithms in both efficiency and effectiveness.
Outlier ensembles is an emerging research topic with a number of challenging issues. One the earliest
work [13] adapted the idea of (feature) bagging to outliers by repeatedly sampling different sets of dimen-
sions of the data for outlier detection. Some theoretical foundation for outlier ensembles is provided in [21]
and [2]. [22] introduced the idea of subsampling to include diversity in the outlier ensembles and found that
running an outlier ensemble on subsamples is more efficient than other sophisticated methods to obtain di-
verse ensembles. It has been found that outlier detection on subsamples is even more efficient than running
a single outlier detector on the entire dataset. [2] and [22] also proposed interesting techniques for model
and score aggregation for outlier detection. However, none of the previous work characterized, quantified
or estimated the resilience of outlier detection methods to a particular sampling technique.
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