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A equação de Schrôdinger não linear ( com campo magnêtico ).
Instabilidade de estados estacioniírios com simetria cilíndrica.
Resumo:
Neste trabalho, são estabelecidas propriedades de instabilidade de soluções da
conhecida equação de Schrodinger para o movimento de partículas quânticas sem
spin, na presença de um campo magnético uniforme.
Provamos que existe instabilidade pelo fluxo da equação de evolução sob deter-
minadas condições.
Provamos ainda, eü€ as trajectórias usadas para demorstrar instabilidade são
globais e uniformemente limitadas.
Nonlinear Schrôdinger equation (with magnetic field). Instability of
stationary states with cilindrical sirnetry.
Abstract:
This work is concerned with instability properties of solutions of the well known
Schrodinger equation in the presence of a uniform magnetic field.
We prove that exist instability by the flow of the evolution equation in some
conditions.




O trabalho que aqui apresento agora, é o resultado de parte dos ensinamentos
que desde há 8 anos a esta parte adquiri neste "percr.-trso" que fiz pelo Alentejo.
Em Setembro de 1996, quando cheguei u Érrotu para me matricular no 1' ano da
Iicenciatura, estava longe de pensar que que os caminhos a percorrer iriam passar
por aqui.
Após dois anos de experiências no ensino Secundário, tive a oportunidade de
entrar num outro mundo de desafios. A vontade de estudar um pouco mais, aliada
à necessidade de mais saber, encaminhou-me até esta " estação" . Sei agora que é
um ponto de partida e não de chegada!
Desde a primeira hora, e ao longo de várias cadeiras da licenciatura fui aluno do
Professor José Ribeiro. Assim que terminei a parte curricular do mestrado, logo o
procurei para me orientar.
O trabalho que desenvolvi sob a sua orientação foi bastante enriquecedor, nã,o só
pelos conteúdos, mas também pelo contacto com o seu Saber CientÍfico.





ao Professor José Ribeiro pelo trabalho desenvolvido, por tudo o que me deu a
conhecer e pelos horizontes que me abriu.
Quero agradecer também a todos quantos directa ou indirectamente contribuíram
para este trabalho. nomeadamente colegas do Nilestrado, e colegas das escolas por
onde passei.
A terminar? culnpe-me deixar também um agradecimento especial à minha famÍlia,
à qual dedico este trabalho.
Em IR3, notamos as coordenadas cilindricas de um ponto por (p,ç,2). IJm campo
magnético uniforme a,o logo do eixo dos zz definido por B - be,,b Ç R\ {0}, fica
definido através de um potencial vector solenoid al A
CapÍtulo 1
Apresentação do problema
B - rot A, d,iu A- 0, A - f;,P",
Associamos a (1.1) a equação de evolução não }inear
id"1u : -Leu - afuf-t u
e o problema náo linear elíptico
LnQ* r,.,Õ + o lol'-' Õ - 0.
Em tal campo magnético, a equação de evolução de uma partícula quântica sem
spin é descrita por:




2 ctpÍrrtro t. Apn-EsErrruçÃo Do zRIBLEMA
Pela estrutura do termo não linear, procurar soluções de (1.2) do tipo
u(t, r) - e-i't ú(r)
ê equivalente a resolver (1.3). Às soluções deste tipo chama-se estados esta-
cionários de (1.2) .
it[este trabalho, trataremos de propriedades de instabi,li,dade, nomeadamente da
instabilidade de estados estacionários com simetria cilíndrica, Q(p, z).
O problema de Cauchy relativo a (1.2) está resolvido em [2] * a existência de
solução e caracterização do problema variacional associada a (1.3) (particularmente
no caso de soluções simétricas), estão tratadas em [a]. Adaptando o argumento
variational em [3], para p < l+ * u estabilidade de estados estacionários foi provada
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em [2].
Na ausência de campo magnético, a instabilidade de estados estacionários de
acção mÍnima (ground states) foi provada, para p > t+* d.e duas formas diferentes:
ó
Em [1] com base num argumento de explosão em tempo finito.
Em [7], considerando a acção do ground state em função de a, e discutindo a
convexidade de tal funçáo.
Ambos os métodos não são aplicáveis no caso de campo magnético.
A tentativa de aplicação do formalismo Grillaki,s-Shatah-Strauss (GSS) na res-
olução do presente problema, foi o ponto de partida para o estudo que aqui se
encontra apresentado. O formalismo não ê directamente aplicável, serão necessários
alguns contornos.
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É possÍvel fazer-se uma generali zaçá,o ao caso k + 0.
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t t I tr*f\, (u,w)n\:" I r,r+veu.Yew).
[Os integrais apresentados são sobre IR3 (salvo indicação contrríria). Utilisaremot ( , )
para indicar o produto escalar em L2).
Seja I{1 o espaço dual de H|o. Tomando L2 para pi,uot, temos H'" L f' & ru/ .
Defimos em L2 o operador L por
D(L): {u € Hi : Lnu € L'} , Lr: Leu
Seja H) : O(L),dotado da norma do gráfico. Temos então Hi & Hh.Etemos:
Yau.VAw Yu€ H1,*€ HtA (2.1)
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(Lar,w) - R
6 cl,pÍrur,o z. twrnoouçÃo
(2.1) ê facilmente demonstrável, e deste facto se deduz qtrc L é um operador
simétrico m-acretivo e Le * 1 é uma isometria de H) em Hjt. Este facto conduz-
nos a definir, ern H|Lo operador Z po,
D(L): HtA , Zr: LAa.
(2.1) generaliza-se a
r_(Leu,u):R I Veu.Vew Vu,w e H'A.
J
[( , ) será usado para indicar a dualidad" (HÃ', nil] " deduzimos que o operador
Zc ri-ot.ico e m-acretivo.
Por último, apliquemos o teorema de Hille.Yosida aos operadores ,iL, -iL,iL, -iL
e resolva-se o problema de Cauchy da equação (1.1) :
Dado u(0) : us € H), existe um único u e C(JR., U';JnC'(R,ÉI;1) tal que
z(0) : us e 'id,tu : -LAu em C(]R., UÃ'). Tal solução z verifica as seguintes leis de
conservação:
I to ^"ç1f : I lY auol', vú € IR, (2.2)
lrrl' , vt € 1R.; (2 3)
aIém disto, se us € H'?A, então u € C(R , H'^) ) C'(R ,L')
idlu- -Lau ê um sistema Hamiltoniano.
1
lYt l'Definimos em Hh a Energia Cinética-Magnética por tr(r)
2
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Tlata-se de um funcional C*, ê â sua derivada emu é Lau.Escrevemos agora
(1.1) como d.u: iE'(u) e o carácter Hamiltoniano ê agora evidente, uma vez que a
multiplicação por i ê um operador anti-simétrico.
Este facto esclarece a lei de conservação (2.2): se a trajectória estivesse em
C'(R, Hi)- o que não acontece parâ qualquer us- deveríamos ter:
- Lei de conservação (2.3).
Seja .[ um operador arrti-simétrico em Hf, e em L2,limitado em H). Considere-
se ("(d))66p o grupo de isometrias uniformemente contÍnuo em Hra gerado por L.
Suponhamos -E invariarrte por este grupo;
EQ@)u): E(u) Yu e H),0 e IR' (2.4)
e defina-se em HLao funcional Q@) : f,{-nru,u) a que chamamos Carga. T}ata-se
de um funcional C*, ê a sua derivada em u é -i,Lu. O Cálculo da derivada de 2.4
em á : 0 conduz a (E'(u),Lu) :0 para todo tr, e a carga é conservada a,o longo de
uma trajectória Cl(R.,1{) :
drQ@): (Q'(u),d,1u) : (-i,Lu,i,E'(u)) : g.
Para chegar à lei de conservaçã,o (2.3), basta identificar L com a multiplicação
por i : A conservação da norma .L2 advêm da invariância por u -- eiqu.
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- Equação de evolução não linear.
Pretendemos que se mantenham a conservação da energia e da carga. Temos de
manter o carácter Hamiltoniano e a invariância por (7(d))r.o.
Definimos um funcional Ct, Energia Potencial W', que verifica
wQ@)u):w(u), YueH|o,áeR (2.5)
e definimos em 1{ a energia (global) ou Hamiltoniano por
H(u): E(u) +W(u).
Desta forma, a equação de evolução não linear pode escrever-se d,1u: i,H'(u).
Neste trabalho as não linearidades estudadas são do tipo:
w(,): #, f wy*, ,
onde o é um parâmetro real, e p é um expoente admissível.
Para determinar o intervalo em que deve estar p, o ponto de partida é a seguinte
desigualdade; lVl,lll < lVeti,l q.p.t.p, para qualquer tl-t e 2(Rt,C). Assim, se o €
H) , entáo lul e Hr u lllrlllo, S llrllsl . Usando este facto e injecções de Sobolev,
Hh 4 La para q € 12,6), donde Ls ,\ Hjt para q € l3,Z]. Seguidamente,
aplicando técnicas da teoria da medida, prova-se que, para p € [1,5] , W ê w
funcional C' (C', se p > 2), a sua derivada em u ê alule-t u.
Desta forma a equação não linear (1.2) transforma-se em
'idau: -Leu - afulr-t u.
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Não linearidades gerais.
Resolver o problema de Cauchy para nãelinearidades gerais não é um problema
trivial. A resolução baseia-se em algumas estimativas da equação Iinear não ho-
mogénea obtidas por técnicas de interpoiação. Uma explicação mais aprofundada
pode ser encontrada em [5]. Aqui indicaremos apenas o resultado adaptado a não
linearidades do tipo indicado.
Teorema L suponhanxosp € [1,5) . Dadous€. H), eri,steumúnico 7. e (0,oo] e
um único u Ç C(1O,T-),H'o) n C1([0, T.),HÃ') tal que u(O) : us,d,1u: -Leu -
afuy-ru enLC(([0,7.),HÃ')) e llu(t)llrr' ---+oo quandot*T*, seT* <a. Para
tal u existe conseruação da energi,a e da carga.
O Teorema continua, discutindo o caso us e H) e a dependênia de T*, u €rrl ?.ús
Para o presente trabalho, esta versão mais curta serve os objectivos.
Dado que.FI é invariante por (?(á))0.n, procurar soluções da equação de evolução
do tipo u(t,r) : T(-wt)A(r), onde u., € IR e Q e H), conduz-nos à equação
estacionária:
(2.6)
Tais soluções são chamadas estados estacionários.
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Para a resolução da equação (2.6) consideramos dois probiemas variacionais em
H'o,
Primei,ro: Tenta-se encontar um ponto minimizante do funcional quadrático
E(u) + aQ@) que satisfaz a condição [ fuf*' : F, tf,e (0, oo) . Se tal ponto existe,
J
designêmolo por tu, verificará. Lau * ww: À(p -f L)lwle-|w em Hjt, sendo À
real. Em seguida, usando as diferentes homogenidades de E(u) + aQ(u) e lr lo*' ,
esperamos determinar À como função de p e, fazendo variar p, encontrar o valor
de À conveniente. Outros detalhes poderão encontar-se em [4], em particular como
determinar os valores de cu para os quais uma sucessão minimizante é limitada,
e como ultrapassar a falta de compacidade na injecção Hi 4 U*', aplicando o
método de concentração-compacidade. O resultado é o seguinte:
Teorema 2 SuponhanTos p € (1, 5),, € (- lbl, *), d e (-*, 0) . Então, para
tod,o 1t € (0, oo) , E(r) + wQ@) tem um míni,mo na superfíci,e [ fuY*' : 1-t,. Ma,is,"Jrr r
eriste p,, d,'igamos trt*, tal que cada ponto de mínimo correspondente uerifi,ca Law I
ww * afu1n*t ro :0 em H;l.
Em segundo lugar, tenta-se encontar o mÍnimo de H(u) sujeito à condição lul' -
l-1, p Ç (0, *) . Se tal ponto existe, digamos tr, verificará" Lau*al*lo-' u : À2u., em
Hlr para algum À real. Neste caso, nã,o podemos argumentar por homogenidade
para ajustar À, e o rnultiplicador de Lagrange permanece indeterminado. Novamente
referimos [4] para um estudo mais pormenorizado, e apresentamos o resultado:
Teorema 3 suponharnos p € (1, 1 + á), e € (--, 0) . Entã,o para qualquer pr, e
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(0, *) , eriste o mínimo de H (r) na superfície ttZ/-,,ttttlrl' - tt. Cada ponto de mínr,mo
w sat'isfaz Lnw * uw * alrlo-'u - 0 em HÃ', para, a real.
- Estados estacionários com propriedades de simetria particulares.
Para um inteiro k definimos um subespaço fechado de /{ por
H'e,N: {u e H),r(p,g,z)eikv depende exclusivamente de (p,r)}.
Notemos que o espaço agora definido é invariante por (T(á))a.u e é invariante
pelo fluxo da equação de evolução. Consequência: procurar soluções da equação de
evolução do tipo u(t,r):T(-wt)ó(r), onde ar € 1R., @ e H),r, conduz-nos a
LnQ *r,,,Q * o lÕ[-t Õ : 0, em Hj),, (2.7)
onde I/o,lu é o espaço dual de H'o,r.
Para resolver a equaçáo (2.7) usarnos os mesmos argumentos da secção anterior,
substituindo H\ por I{,u. Novamente remetemos para [4] uma explicação mais
completa e indicamos os resultados:
Teorema 4 Sejak e Z fiio. Defina-seu)k: Mi,n{-lbl,kb} e suponhamosp e
(1, 5), w Ç. (ap,-), * € (--, 0) . Então, para qualquer p, e (0, m), eriste míni,mo
de E(u) + wQ@) na super!íc'ie d,efini,d,a por I Wf*' - tt ern H),,u. [Im ponto d,e' J '!,
míni,mo pode ser escolhi,do de tal modo que, mult'ipli,cado por eikç seja uma funçã,o
nõ,o negati,ua. Mai,s ai,nda, eriste p,, di,gamos p,i, tal que cada ponto de míni,mo
correspond,ente w uerifica Law * uw * afuln-t w :0 em Hj,tr.
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Teorema 6 Seja k e Z fi,ro, e suponhamos p € (t, t + â)," € (-oo, 0) . Entã,o,
para qualquer p" Ç (0, *) , eriste o míni,mo de H(u) sobre a superfíci,e defini,da
o* .flrlo*t 
: P ern H'o,r. []m ponto d,e mín'imo pod,e ser escolhid,o d,e tal mod,o
que, multi,pli,cado por eike j seja uma funçã,o nã,o negati,ua. Cada míni,mo uerifica
Ltw * ww I olrl'-'w :0 em Hnto para algum real a.
A não-negatividade e o intervalo eventualmente mais amplo para w no Teorema
/r são consequências dos seguintes factos:
i,) u € f{,0 sse 'u depende apenas de (p,,2), u e f11(1R.3 ,C), pu e ,L2(iR3, C);
i,i,) para k + 0, u e H),r sse u(p, g, z) : u"(p, z)e-ike,u* e fí1(1R3, C),
pu* € ,'(R', C) , P-tr,)* € 
''(R', 
C)t
i,ii,) se a e H),r, então u e I11(1R3, C) u pu e .L2(lR', C)'
i'u) sobre H'o,r, ,E decompõe-se em
Energia Cinética(I() e Energia Magnêtica(M)
K(u):l I v,r M@):f I p'wt'-T I ,t'
Note"se que esta decomposição da energia poderá náo f.azer sentido para qualquer
função em H): a inclusão H) c 111 continua um problema em aberto.
Com'u Ç Htr,ô e (0,oo), chamamos B('u,ô) à bota em H\ centrada em u com
raio ó. Definimos, para cada Y contido em H) não vazio, e paxa cada ô e (0, m) ,
a ô-vizinhança de Y em 1{ por: V (Y,6):,U B(u,6).
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Y é estável pelo fluxo da equação de evolução sse, para cada V (Y,ô), existe
v (Y,e)cv (Y,ô) tal que todas as trajectórias com valor inicial em v (Y,e) são
globais e mantêm-se em V (Y,á) para qualquer ú positivo.
Seja u solução periódica da equação de evolução e designemos (2 a sua órbita
fechada: g : {u(t):ú€ [0,*)]. Estabilidade orbital de u significa usualmente
estabilidade de O pelo fluxo.
Fixemos agora um ponto de mínimo dado pelo Teorema 2 (com p: P*) ou pelo
Teorema 3, seja O, e associemos à solução peródica T(-wt)A(z) a órbita fechada (2 :
{T(-wt)O: ú e [0, oo)] . Espera-se que a estabilidade orbital de Õ seja discutida em
termos da estabilidade de (? pelo fluxo. No entanto, é necessária alguma adaptação
do conceito usual de estabilidade orbital, devido as propriedades de simetria de 11.
Para y € R3, consideremos : U (y) : L2 > u "+ s-iA(v)'ôu(i - gr), função composta
por uma translação em A e pela correspondente transformação linear de Gauge.
(t/(g))r.m. é uma representação unitária e contínua do grupo de Lie (R', +) em Hlo
e .L2, que deixa H inuarante.
Defi.nimos
Ct : {7(á)U@)a : 0 € IR,E € R3},
õ : {, e H'A: u é a solução do problema de minimização resolvido por iD} .
Devido à invariância, temos Ct c CI. Presumimos naturalmente que a estabilidade
orbital de O tem de ser pensada em termos de estabilidade de õ pelo fluxo. De facto
pode ser provado (ver [2] e as respectivas referências, particularmente [3] ) que, para
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um ponto de mínimo O dado pelo Teorema 3, õ é estável pelo fluxo. Note*se que
tal teorema naõ implica qlue O seja instável pelo fluxo; mas, em casos similares
(ausência de campo magnético), podem encontra-se exemplos que mostram que a
0-estabilidade não pode ser reforçada em (2-estabilidade (ver [3])
O que acabamos de referir acerca da estabilidade para estados estacionários
gerais, pode também ser dito, mutati,s mutandi,s, para estados estacioniírios simétri-
cos. Em Htr,u, as translações devem restringir-se a translações ao longo do eixo dos
zz; isto faz com que não haja lugar a tansformações de Gauge, pois A é invari-
ante para tais translações. Assim, definimos um grupo a um parâmetro fortemente
contínuo (I/(ç))r.* de isometrias de H|,r u tr2 pondo
V(ç) : L2)u--u(i-Çe,).
Para um ponto mÍnimo Õ fixo pelo Teorema 4, (com p : p*) ou alternativamente
pelo Teorema 5, definimos
» : {T@)Y(ç)Õ : 0 € IR,ç € IR},
í: {u e H'e*: u é solução do problema de minimizaçáa resolvido por O} .
Então, pode provar-se (ver [2]) que, para um ponto de mÍnimo dado pelo Teorema
5,í C estável pelo fluxo da equação (restrita u H'eà. Notemos que esta estabilidade
refere-se a perturbações em H'n,,,, y(t, á), V(Í, e) são entendidas como vizinhanças
deÉem H\,r
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Uma questão que continua em aberto é saber se esses estados estacioniírios k-
simétricos são estáveis para perturbações em geral.
Apresentamos agora o resultado principal deste trabalho.
Seja Y um conjunto não vazio em H'o, 
" 
us Ç Y. Definimos o tempo de saÍda
por
T*: Sup{t e [0, T.) : u(r) € Y, para r e [0, ú]] ,
onde 7*, u são dados pelo Teorema 1.
Se substituirmos na definição anterior Hta por H'o,r, obviamente o conceito é o
mesmo
Teorema 6 Referi,mo-nos ao Teorema f , supondo u €. (0, *) ,p €. lpun",5) , onde
4 4,fr0-8
puns :, * ; + ff . Com F 
: pX, tome-se um ponto de mín'imo Q nã,o
negati,uo. Então, E é i,nstáuel pelo frrmo, e para mostrar a i'nstabi'lidade, podemos
escolher trajectórias globai,s e uni,formemente li,mitadas : eri,ste y(», ô) em H)p e
un'La sucessão (us,i)i emV(D,õ) tal que:
uo,j ---+ Q em Hra, quando j -» x;
T. (uo,i) - oo, Y i;
lip su?ll"i(ú) lloh,o- llollrl,oJ Ú>O
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onde ui é a trajectríria com ualor in'icial uo,j
Duas notas acerca deste teorema:
Pri,me'ira, o teorema trata da instabilidade de ! relativamente a perturbações
ern H\,o,logo relativamente a perturbações gerais.
Segunda,,;" gf ll"i(t)llnl,o : llollrl,.- que é mais do que limitação uniforme -
implica um comportamento curioso da sucessão (ui) i , para j suficientemente grande
ui n'áo pode abandonar y(», ô) por um ponto arbitrário da sua fronteira. De uma
forma mais informal poder-se-á dizer: pontos que " estejam afastados da origem"
estão proibidos, apenas os pontos " prórimos da origem" são permitidos.
Em [6], a estabilidade/instabilidade de estados estacionários foi estudada num
quadro abstracto. Para demostrar o resultado principal deste trabalho acima apre-
sentado, em tal quadro abstracto seria necessiíria uma função C1 de um intervalo
não vazio 1 de IR em H),r , I ) u) ---+ Õ, € H\,0, tal que Õ, seja um ponto
crítico não trivial da acção (com frequência angular a, S,) e ^9j (iD,,) satisfaça certas
condições espectrais, nomeadamente o seu núcleo seja gerado por iÕr. Entáo, a O-
estabilidade pode ser discutida em termos da convexidade da função real de variável
real .I ) a ---+,S"(tD") e iR.
No caso de nã,o hauer ca,nxpo magnéti,co, " scali,ng " e " d'ilati,on" cortd:uzem-nos a
Õ, e dão.nos S"(iD") explicitamente. Para termos Ker ^9j((D") gerado por i(D,, somos
forçados a excluir translações [uma vez que ô1Õr, ôzÕr,ôrÕ, € Ker^9j(Õ,) quando
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trabalhamos em Ilt(R',4)] 
" 
isto liga-se com uma restrição à pri,ori a funções ra-
diais.
Caso erista can'Lpo magnéti,co, devido as diferentes homogenidades de -L, e p2
quanto a"scal'ing", ae ômudamsimultaneamente, e"scal,ing" e"d,ilati,on" rráo
dão Õ,. Por outro lado a restrição à priori a funções radiais está posta de parte, e
trabalhar em H),u conduz a i§,,,ô"Q, €. Ker ^9j(iD.,).
Assim, para demonstrar o teorema, abandonamos a discussão da estabilidade em
termos de uma função real de 0J, e procuraremos directamente um ü, tangente à
superfície de carga corstante em Õ, tal que (,S'(O){/, V) < 0.
Este trabalho encontra-se estruturado da seguinte forma:
No capÍtulo 3, a instabilidade é provada sob uma Condição Geométrica para
Instabitidade (CGI), e assumindo a existência de um Sistema Dinâmico Auxiliar
(sDA).
No Capítulo 4, o SDA é constrúdo sob uma condição geométrica para a sua
existência (CGSDA) e uma condição de regularidade(CR).
No Capítulo 5, estabelecemos a CGI e a CGSDA (com uma restrição de reg-
ularidade).
No Capítulo 6, são resolvidas as questões de regularidade.
Por ultimo, no Capítulo 7, conclui-se a demonstração.
18 CAPÍTULO 2. T\\TTR ODT]ÇÃO
Capítulo 3
Instabilidade
Referimo-nos ao Teorema f , corn arestrição p>2, fixamos p: ltí, e consider-
amos O um ponto de mínimo.
Seja a a superfÍcie de carga constante em Õ,
e seja W a superfície de energia potencial constante em O,
w- u € Hho: lul'*' : ttí
A acção é definida (em H)) por ^9(o) : n(o) + uQ(a). De acordo com a restrição
sobre p, trata-se de um funcional C2 e asua derivad a em u ê S' (u) : Ltu*a lule-t u*
wu.Emconsequência Õ é um ponto crÍtico de ,S : ^9'(O) : 0. Além disso, Õ minimiza
,S em W: ,S(O) : ty{rs(u).
Suponhamos agora que as seguintes condições são verificadas:
Condição Geométrica para Instabilidade (CGI).
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Existe ú e H).otangente a Q emÕ tal que a Hessiana da acção em (D é estri-
tamente negativa ao longo de \P :
[Os parêntesis cle dualidade (U'o.r, HÃ.'o) são representados por ( , >, quando o
contexto não permite confusão com (H], HÃ'))
Sistema Dinâmico Auxiliar (SDA)
Existe uma V(X, e) e um funcional Tí : V(E,e) -- IR tal que :
T{g (0)V (ç)r) - '11(r), Vu € (», E),V 0 , Ç € IR;
(3.1)
11 ê diferenciável e T{'(r) € H'^,*, Vt, € )/(»,e);
71' : V(E,e) ---+ H)3 é uma função C1, com derivada limitada; (3.2)
Consideremos agora o campo vectorial i,'11' :V(E,e) -- H),n Por (3.2), o prob-
lema de Cauchy correspondente é resolúvel, dando origem a um sistema dinâmico,
o SDA.
Precisando: dado us Ç V(E,e), existe um único o e (0, oo] e uma única função
g(uo,â) e C'((-o, o),Y(E,e)) tais que rp(us,0) : ro, g(uo,s): i;11'(ç(us,s)) em
C((-o,o),V(E,e)) e a distância de g(us,s) a X tende para s quando s tende para
a ou para -d, se o < oo.
2L
Notamos qre i,7{'é um campo uniformemente Lipschitziano: existe C e (0,m)
tal que lllU'(ur)-i,7t'(u1)ll < Cllur- o1ll, sendo u1 ê u2 pontos extremos de um
segmento em V(X,e). Consequência: s€ 61 e (0,e), então o(uo) à o1 para todo
us e V(E,e1) e algum o1 € (0, oo) . Fixamos, de uma vez por todas, tais e1 e o1.
Consideremos a função g : V(X,e1) x (-or, or) * V(X,e) que acabamos de
descrever. Devido a (3.2) usando mêtodos standard, podemos provar alguma regu-
laridade adicional parag:p êCt como função dos dois argumentosep ê C2 como
função do tempo. Estas propriedades serão importantes no que se irá seguir.
Duas considerações finais acerca do (SDA):
Primei,ra, SDA é um sistema Hamiltoniano, com Hamiltoniarrc 7í ; 71 ê conser-
vada ao longo de trajectórias C1( de facto C2) de SDA com valores em H\,0.
Segunda, devido a (3.1), o SDA possui as mesmas simetrias relevantes que o
sistema dinâmico original (1.2). Em particular a carga é conservada ao longo das
trajectórias (regulares) do SDA.
Consideremos agora o seguinte
Teorema 7 Referimo-nos ao Teorema f, comp)2, tt: tLí efinamos umponto
d,emíni,mo Õ. Se CGI e SDA sã,o uerificadas, entã,o existeumaV(E,6) emHÀ,* "
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un'Lo, sucessã,o (us,)i tai,s que
,JO,j - Q em H'O,*, quandO i * x;
T*(uo,j,Y(», d)) ( oo, Vj;
T" (uo,) : oo, Vr;
rir,ns.3p ll"i(t)llnà,n : llÕllr1,_ ,J t>o
onde ui é a trajectória prouen'i,ente de u6,i.
Vamos demonstrar este teorema por etapas:
Demonstração do Teorema - 1" etapa - Variaçã,o da acção ao longo das
trajectórias do SDA.
Dado us e. V(E,er), a função (-rr, or) f s -- ,S (ç (uo, s)) é C2. Após cálculos,
obtemos d"S(ç (ro, r)) : P(ç (ro, r)) , d?S(ç (ro, r)) : R(ç (ro, r)), onde P , R são
funcionais definidos em V(X,e) por
P(u) : (S'(r), i|11'(u)),
E(tr) : (5" (u)i,T{' (u) , i,7í' (u)) * (S'(u) , i,77" (u) (i,17' (u))) .
Aplica-se o Teorema de Taylor: para us € y(», e1) e s€ (-ot,o1), existe € € [0, 1]
tal que
s(p (uo,r)) : s(ro) * P(us)s ***(ç (uo,€r))r'.
,R é um funcional contínuo e rB(O) < 0. Consequência: existem e2 € (0, e1) ,o2 €
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(0, or) tais que
Vzs € B(Q,e2),Vs e (-o2,oz): S(ç(uo,r)) í,9("0) +P(zs)s. (3.3)
Note-se que usámos o facto de cp ser contÍnua como função de dois argumentos,
o que ja havia sido mencionado atas
Demonstração do Teorema - * etapa - Intersectan'Los as trajectórias do SDA
com W para obter alguma uni,form'idade no pri,me'iro membro de (3.3) .
Consideremos a função
)/(»,er) x (-ot,ot) I (uo, s) + lç (uo,t)l'*t .
tata-se de uma função C' (ç é C1 como uma funçã,o de dois argumentos) e o
seu valor em (Õ,0) C pi. Por outro lado, a derivada parcial em ordem a s em (Õ,0)
r
é (p + L)R I lÕl'-'OV; se esta quantidade fosse zero, então ü seria tangente a W
J
em Õ; neste caso, teríamos (S"(Õ)ü, \ú) > 0 (caso contrário, O nã,o minimizaria ,S
em W); ora, tal conclusão contradiz CGI. Conclusão: a derivada parcial em ordem
a s em (O,0) não é nula.
Agora, apliquemoso Teorema da Função Implíci,úa: existem€3 € (0,tr),aJ€
(0,or) tais que
Vuo € B(O, sg), l1s € (-or, os) lç (tlo,t)lo*1 - pí;
(3.4)istoé:ç(uo,s) €W
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Dado ,rrs € B(O, e3), aplicando (3.3) ao par (us, s(us)) dado por (3.a) e tendo em
conta que O minimtza.9 sobre W, vem:
Daqui e da invariância por simetria vem :
Vu6 € V(X, e3), 3s € (-o3 ,os) : S(O) < ,S(ro) + P(26)s. (3.5)
Demonstração do Teorema - 3 etapa - Usamos (3.5) para proaar que ao longo




Suponhamos us € 2 ( numa próxima etapa, demonstraremos que P ê nãa vazio).
Tomemos t e [0, T.(p,o,V(E, rr)) " 
apliquemos (3.5) ao valor em ú da trajectória u
de (1.2) proveniente de ze : existe s € (-o3, o3) tal que ^9(iD) í S(u(t); + P(z(t))s.
Uma vez que a acção é conservada ao longo da trajectória de (1.2) isto implica






Vuo e P,1n € (0,*) ,Vú € [0,7.(ro, Y(», r3)))
Demonstração do Teorerna - 4" etapa - Calculamos a uariaçã,o de'11 ao
longo das trajectórias de (1 2)
Suponha-se que as trajectórias de (1.2) são funções C1 com valores em Hlo,*.
Então, enquanto estas trajectórias permanecerem em V(X, e),temos
drT{(u(t)) : (7t' (u(t)), d" ("(t))) : (7{' (u(t)), iH' (u(t)) :
: - (H' (u(t)), iTl' (u(t) ) ) : - ( S' (" (ú) ), i77' (u(t))),
dado que a carga é constante ao longo das trajectórias (regulares) do SDA. Isto
ê:
d,Tt(u(t)) - -P ("(t)) (3.7)
Assim, P mede a variação de ,S, Í1 ao longo das trajectórias do SDA;- P mede
a variação deH aa longo das trajectórias de (1.2).
Precisamos agora de demonstrar (3.7). Tomemos t e (0, m) , t., e C1 ([0, t),V(E,e))
Vem:
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Por densidade, (3.8) continua válido para
w € C ([0, ú] , V(x, e)) n C1 ([0, t) , HÃ,'*) .
Em particular, (3.8) aplica-se à trajectória vinda de as € y(»,e), enquanto esta
permanece em V(X, e) :
l"rl("(t)) - T{ (ro) - (d,u(r),,H' ("(r)) d,r -
t" l" P(u(r))dr.
Aplicando o Teorema F\rndamental do Cálculo, concluímos que U("(à) ê Ct e
que se verifica (3.7).
Demonstração do Teorerna - 5" etapa - Proaamos que as trajectóri,as de
(1.2) ui,ndas deP saem de V(E,e3) emtempo finito.
Tome-se us € P e suponha-se que T*(uo,V(X, e3)) : oo. Sabemos da etapa
arrterior que existe 4 € (0, oo) tal que ou fi (17(u(t))) 3 -rt ou então fi (T{(u(t))) >
rl7 para t e [0,oo) . Em ambos os casos lH(u(t))l - - quando ú ---+ oo. Mas 7l é
limitado em V(8,e3). Consequência : T*(us,V(X,e3)) < oo.
Demonstração do Teorema - ff etapa - Prouamos agoro, que eristem pontos
em P arbi,trariamente próri,mos de §.
Siga-se a acção ao longo da trajectória do SDA que passa por <D :
(-or,or) ) s --,S@(a,s)) . Sabemos que d"S(p(o,r)) em s: 0 é igual a
P(o) : 0, e d!S(ç (o,r)) em.s:0 é igual a E(o) < 0.
Podemos então tomar o4 € (0, or) tal que
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(3.9)
,i) ç (O, ,) € B (O, ts) ,V, € (-on,oa)
Por (3.9 i,i,)) podemos aplicar (3.3) com p(Õ,s) , onde s € (-oa,oa), em vezde
Ug
S (p (ç(o, rr), rr)) í S (p (o, s1))+P (p (4, sr)) sz, vs1 € (-o n, o a), sz e (-o2, o2) .
Faça-se s2 : -s1 :
S (O) < S (p (A, rr)) - P (ç (A, rr))s1,Vs1 Ç (-oa,oa) (3.10)
Por (3.9 i,)) e3.L0, podemos concluir que P(p(A, t)) * 0, para s e (-o4,0)U
(0,or). Combinado com (3.9 ii)), temos p((D,r) e P,para s € (-oa,0) U (0,aa) .
Demonstração do Teorema - T etapa - Prouamos que a trajectória de (1.2)
que nasce ern g (A, r) , s sufic'ientemente perto de zero, s corn s'inal apropriado, é
global e li,mi,tada.
Recordemos que a função (-rr,or) ) , --- [lp (o, r)lo*' ê CL (é até C2),o seu
J
valor em s : 0 C tr,í ea sua derivada em s : 0 não é nula. Então, existe o5 € (0,4a)
f
tal que I lp@,r)lo*' < /-,1 se ps e (0,o5) onde P -- -l se a derivada é positiva
J
e g:1caso contrário. Fixemos um s tal que Bs e (0,45), pomos uo: g(Ô,s) e
consideremos a trajectóría u de (1.2) que nasce erl us.
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Suponhamos que f WAll'*' 
: tti, pxaalgum t e (0,2-(,ro))1 então, u(t) e W
e, pela conservação da acção e pelo facto de us e Pl terÍamos S(u(t)) < ,S(Õ); isto
ê uma contradição com a minimização de ,9 em W por tD. Assim, por continuidade,
f Wfrllo*' < ltiparaqualquer t e [0, T.(uo)).
Combinando com a conservação da Energia e da Carga, resulta
f,WAlll1r <f,ilol'ui,-+ (H(us) + Q(uo)) - (H(o) + 8(o)),vú e [0, r.(ro)) .
(3.11)
Isto mostra que z é uma trajectória global e limitada.
Demonstração do Teorema - tr etapa Conclusã,o
Tome-se Y(», d) - )/(», es)
Dado um inteiro positivo j, escolha-se um s3 tal que Bsi e (0, a5) e
ur,j €u (*,1) , (3.12)\ j)
(H(uo,i) + e@o,))- (H(o) +e(o)) s fi* I 11*;1,r,-, (3.13)
onde 26,7 : p (iD, ri) .
(ur,i)i converge para Õ. Para cada 7, a trajectória ui que passa por us,i é global
e limitada; uo,j e P, uj sai de y(», ô) em tempo finito.
Por ultimo, por (3.11) / (3.t3) :
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Um resultado análogo ao anteriormente demonstrado ê valido para estados esta-
cionários em geral. Para obter a demostraçã,o, basta substituir no texto anterior
H'o,*, p,i e» por H\, p*e O respectivamente.
Para provar que E é instável pelo fluxo, o método atriís descrito aplica-se também
a outras situações. Por exemplo, quando Q é um ponto crÍtico de ^9 que minimiza
,S, Iocalmente numa superfície f . CGI e SDA, não se alteram; modificações mínimas
sã,o necessárias na demonstração, para que a intersecção das trajectórias do SDA
com f esteja numa vizinhança apropriada de Õ em l. Relativamente à última parte
da demorstração (globalidade e limitação), esta deixa agora de ser válida - aqui
é essencial que Õ minimize ,S globalmente em W. Infelizmente, não se conhece
nenhum teorema que garanta a existência de um ponto crítico de ,S que minimize ^9
localmente em f.
Podemos também, em toda a demonstação trocar "<" por " >": o método
continua a funcionar. Tal alteração indicaria que o ponto crítico Õ maximizarra
,S em f, e CGI mudaria de concavidade para convexidade. Neste caso também
ignoramos um resultado de existência neste sentido.
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Capítulo 4
O Sistema Dinâmico Auxiliar
(ADs)
Chamamos 7'(0) ao gerador infinitesimal de (?(á))a.n e V'(0) ao gerador infinites-
imal de (I/(ç))..n, ambos grupos fortemente contÍnuos de isometrias em H'e3,
D(7'(0)) :H'o,r , T'(g)u:iu;
D(V'(0)): {u € Hte,x, 0,u e H'o,o} , V'(O)u : -0"u.
Uma vez que (7(á))r.u e (7(s))r.e são ambos grupos de isometrias fortemente
contínuos de L2, os geradores infinitesimais, no quadro L2 , sáo anti-simétricosl em
particular:
(7'(0)t,1, rr): - (rr, f'@)u2),Yu1,u2 € D(7'(0)); (4.1)
(V'(O)ur,ur) : - (ur,V'(0)u2) ,Y'ü1,'u2 € D(y'(O)). (4.2)
(4.1) e (4.2), e o facto de os grupos comutarem em L2, serão usados ao longo deste
capÍtulo.
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Seja Õ e H'o,*,Q + 0, e suponham-se que se verificam as seguintes condições:
Condição deregularidade (CR) - O e D((V'(O))'z),ú e D(V'(0)).
Condição Geométrica para a existência do SDA (CGSDA)
F;mL2, iú éortogonal a?/(0)O e a 7'(0)iD. Adicionalmente, T/(0)O e 7'(0)iD
são linearmente inrlependentes.
O resultado principal deste capítulo ê o seguinte:
Teorema 8 Seja Q e H),r, O + 0, e ú e H1,*. Se se uerificam CR e CGSDA,
entã,o eriste um SDA nunla ui,zinhança V(E,e).
Note-se que a caracterização variacional de Õ aqui é irrelevante. Para provar o
teorema agora enunciado, ê necessária uma proposição acerca da topologia de X
Proposição I Seja 71 : iR/(2rZ), (com a topolog'ia do quoc'iente), defina-se X por
X: Tr x IR. > ([0] , ç) -. T(O)V(s)Õ e E, e dotemosE com a topologi,a de L2, ou conl
a de H\o,*. Então, y é um homeomorfi,smo da superfície ci,líndrica 71 x lR sobreE.
Demonstração. Suponhamos T(01)V (çr)O : T(?2)V(sz)Õ. Como O + 0, conclú-
mos primeiramente gue Çr : ç2) e assim que [á1] : l0zl .
Assim, 1 é injectiva. Claro eue, X é contÍnua. Para provar que X-1 é contínua, é
suficiente provar a continuidade em tD. Dadas (?i)i, (s7), tais ryeT(01)V(s7)iD -- O
em L2 quando .7 ---+ oo, temos de provar que ([ái] , Çr) * ([0] ,0) em ?1 x IR. quando
j - x. Pomos ,S1 : IR u {*} (com a topologia usual); uma vez que 71 x ,S1 é
compacto, podemos ainda assumir ([0i],ç) -- ([d.] , Ç*) em 71 x ,S1 quando j - x,
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sendo 0* € IR,ç* €,S1. Se ç*: oo, então f @)V(çj)Õ -- 0 emD'quando, --+ oo, o
quecontradiz A+0.
Assim, ç* € lR. e f @)V(Ç7)Õ -+ T(O.)V(s")Õ em .L2 quando j - x.Combi-
nando com â injectividade de 1, resulta [á.] : [0] , ç- : 0. r
Note"se que a hipótese A * 0 apenas ê imposta porque f.az f.alta na proposição
anterior.
Demonstração do Teorema - l"etapa - Para u sufuc'ientemente próximo
d,e Q e (9,ç) sufr,ci,entemente prórimo de (0,0), mi,ni,mizamos a di,stô,nci,a L2 de
r(0)v$)a a o.
Considere-se a seguinte função:
F
Como Q e D ((y'(0))') (bastaria neste caso termos 0"Q,Ala e -L2), conclúmos
queFêC2eque
02F : (T(-?)v (-s)7'(o)o, u) , (4.3)
H'o,*x IR x IR ] (u,0,ç) + :ll7 (0)V(ç), - O ll'r,, € rR.
03F - (7( -0)v (-ç)V' (0)o, u) ,
03,rF - (-r?O)v (-ç) ((r'(0))'o ,u) ,
03,rF - ?re?)V (-ç)T' (0)V'(0)o ,u) ,
(4.4)
03,rF- (_rel)v (-ç) ((v'(0))'Q,u) ,
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Em particular:
}sF (o, o, o) - o,
03,rF (O, 0, 0) - (T' (0) Q,V' (0)O) ,
}'r,rF (o, o, o) : llv'(o) ell'r,
Dado que 7'(0)iD e V'(O)A sã,o linearmente independentes, temos
Aplicamos agora o Teoren'La, da Funçã,o Implíci,ta à função
H|,nxRxR.) (r,0,ç) -+ (}rF,}zF) (u,0,() €RxIR
para concluir que existem 61, Ç1: q e (0, *) ,0r e (0, zr) tais que:
v(r,0,ç) € B(ç',ur) x (-or,or) x (-çr,Çr)
Yu € B(Õ,sr),f'(0,ç) € (-0r,0r) x (-çr,çr) :
(}rF,1sF) (u,0,ç): 0
Chamemos G à função descrita em (4.6):
(4.5)
(4.6)
G: B(O,ur) r u + (0(u),ç(r)) € (-0r,0r) x (-çr,çr)
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De acordo com o Teorema da Função Implíci,ta, G é uma funçã,o Ct, e temos
explicitamente (em termos de 02 F) expressões para G \ " 
G !. Mais, de acordo com
(4.5) e (4.6), e argumentando por convexidade:
Dado u € B(Õ,61),G(r) minim\za F em (-0 r, 0 t) x (-ç1 , Ç1 ) . (4.7)ç0u( )
Demonstração do Teorema - Z"etapa - Variaçã,o de G com (T(0))a.m e
(Y(ç))..m.
Já sabemos que X-t é contínua em O
Vlr € (0,r),Çr € (0,*) ,lt e (0,*) ,Vá,ç € R. :
(4 s)
Aplicamos (4.8) a át,çr determinados na primeira etapa da demonstração, e obte-
mos um € (0r,Çr) . Em seguida, escolhemos €2 € (0, Er) n 0
E (ár,çr )
4
, onde e1 foi
determinado na primeira etapa da demonstração.
Afirmamos que, se 'u € B(Q,e2),á € IR, s € IR., f (0)V(s)u e B(iD, e2), então
1m € Z: Gt (7( 0)V(ç)r) - Gr(u) - 0 - m2r; (4 e)
(4.10)Gr(T (0)V (ç)r) - Gr(r) - ç.
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Para provar esta afirmação, começamos pela seguinte desigualdade
ll7 (G1('u) - 0)v (Gz(u) - ç) o - Õllp S 2llu - ollr, +
(4.11)
+ llr (e)v (ç), - o ll r, + o | | 7(G1 (u))v (G r(u))u - Õ | | 1,
Por hipótese, â soma dos dois primeiros termos da segundo membro de (4.11)
é inferior a 3ez. Por outro lado, por (4.7), o último termo do segundo membro é
inferior a e2. Assim, o primeiro membro de (4.11) é infeiror a e (01,ç1) . Aplicamos
agora (a.8) e concluÍmos que, para algum m e Z:
Gt(r) -e -m2r e (-0r,0r); (4.L2)
Gz(a) -ç € (-sr,<r). (4.13)
Por fim, consideremos a função
(-0r,á1) x (-sr,Çr) ) (0',ç') ---+ (ô2F,aBF) Q(e)v$)u,0',ç') e IR x IR.
Pela primeira etapa, sabemos que (G1 (T(O)V(<)u),Gz(T(0)V (ç)r)) ê o ún'ico zero
de tal função em (-d1,01) x (-sr,sr) . Desta forma, usando (4.12) e (a.13) , pilâ
justificar (4.9) e (4.10) basta provar que
A2F g(0)V (e)u, G{u) - 0 - m2r, G2(u) - ç) : 0;
&F g(0)V(s)u, G1(o) - e - m2r,Gr(r) - Ç) : 0,
que é uma consequência imediata da expressão de ô2F, )sF e da definição de G.
Demonstração do Teorema - Soetapa - Definiçã,o de 11.
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Definimos 11 em B(P, ur) por
71(r) - (-iv,T (G r(r) )V (Gr(r) )r).
Sejam u e B(Q,e2),0 e.lR, ç € lR tais rye T(0)V (ç)u e B(Q,e2).
Usando (4.9) e (4.10), obtemos 71(T(0)V(s)u) : 11(u), i,e. 7l é invariante
por (?(á))áeR € (V(ç))r.u em B(Õ,e2). Consequência: é possível estender 7l a
V(E,e2) por meio de(7(d))r.u, (I/(())<.n
Demonstração do Teorema - /o etapa Conclu,sã,o.
Tome-se € : €2. Em V(E, 6),'11 é, por construção, invariante por (?(á))áeR ê
(V(ç))r.u . A partir da definição de 71, das expressões para G \ " G '2 
(dadas pelo
Teorema da Funçãn Implícita) e de Õ, ú e D(V' (0)), (seria suficiente 0.Q,ô.Ü e
L2) dedrzimos que
71' (r) - 11 ( u)T( -G, (r) )V (- G r(r) )T' (0) o
*Yz(, ) r e G lu))V (- G r(, ) )V' (0) o
+T(-G, (.,))V (-Gr(r)X-rv),Yu € B (o, e)
onde Y e Yz são funcionais definidos em B(O,u) por
Yi@) - D il(u, Gt(r), Gz(r))(iT'(0) v,T (Gr(r))V (Gr(r))r)
* D i,z(, , Gr(r) , Gz(r)) (iV' (0) 'ú ,T (Gr(.,))V (Gr(r))r);
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Dtr: - (oB,2FaZ.,F - a2ryFaZ,2F)-' a|,rr,
Dt,z: Dzr: @l,rra3,,rr - 03pFa3,2r)-r ô|,rr,
Dz,z: - (o|,21a'zs.,F - a\,flô2s,2F)-' a|,rr.
Dado que Q e D(V'(0)), concluÍmos que 11'(u) e Htr,u para u e B(O,r).4
mesma conclusão se pode tirar para u e V(8,6).
Pela ortogonalidade na CGSDA, yr(Õ) : %(O) : 0, e daqui i,7{'(u) : E.
Por último temos de verificar se 7l' ê uma função C1 com valores em Í{,p, com
derivada limitada. Isto é consequência de e e D ((y'(0))'), de ú e D(Iz'(0)) (do
que, em particular , 0:Q,0!V e L') " de 
(4.5) no que à limitação respeita. A
demonstração é simples mas assaz trabalhosa.
Capítulo 5
Duas Condições Geomêtricas
ü: c(;o+ rY-) ,c+o
Para encontrar ü tangente a Q em Ô procedemos por "scaling" e "d'ilat'i,on":
para valores reais de,yr, 72 apropriados, a carga é constante ao longo da trajectória
(0, -) ) r ---+ TttQ (712ft) e Hi,o; se tal trajectória for regular ( por exemplo
Õ e §2), então a derivada em r: 1, conduz ao Ü desejado :
Admitimos que r.ViD € H'e', definimos ü por
* : i. * z.vÕ (b.1)
e investigamos sobe que condições temos CGI e CGSDA.
O resultado principal deste capÍtulo é :
TeoremaLO Suponho,rnospelpun",S) , , e (0,oo) . SejaÚ nã,onegati,uoponto
críti,co nã,o tri,uial da acçã,o em Hra,o. Suponhamos que Õ e D (y'(0)) , e r.V§
€ Hle,o, e definamos ú por (5.1). Entã,o, uerificam-se CGI e CGSDA.
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Note.se que a caracterização variacional do ponto crÍtico é irrelevante.
Para obtermos este resultado, precisamos de um Teorema do Vi,rial, ,i.e., urma
relação entre as Energias Cinética, Magnética e Potencial de qualquer ponto crítico.
Em Hh,o definirnos o funcional ,^f por
r/(u) : llt",t'-f I p'bt'.T(H) lwr*'
Então, temos o seguinte
Teorema 1.L Se Q é um ponto crítico da acçã,o em H),o, entã,o N(Õ) : g.
Aplicando ,S'(Õ) :0 a Õ obtemos
) f tv,r .f I p'bt' .Z llÕl'+ z, I wr.1 : o (5 2)
tata-se de uma relação trivial entre as Energi,as e a Carga.
Procuramos uma relação não trivial, em que a Carga esteja ausente.
Demonstração do Teorema 11 - Primei,ra etapa - Regularidade.
Para demonstrar o teorema, precisamos de ter alguma regularidade local, supG
mos que Õ € He"([R', C), o que será justificado, no fim desta etapa.
Dado que Õ é um ponto crítico não trivial da acção em .Ií],0, temos
-" loav *tn" f o'av * aR I *, * aR I Wf-ÕV: 0, (b.3)
para ü e 2 (1R3, C) e ú invariante por rotações em torno do eixo dos z.
Dado ú1e D(R',C) , apliquemos (5.3)primeiro uú (p,à: ! ['" *r(p,g,z)dp,' 2rJ o
e depois a esta função multiplicada pord. Consequência:
-Ao +Ço'ot a.riD t a lo[-r Õ : 0, emD' (m', c) .
Tomemos ( € 2 (R', C) . {O verifica a equação
-a ({o) +{o: (r-^{) lt{ - @ -,)€) o+
4t
(5 4)
-}V€.VO - ulOl'-'(O, €ffi D'(R', C) .
Neste trabalho, será usada a seguinte propriedade de regularidade:
Proposição \2 Para q € [1,-) , m i,nte'iro não negati,ao, seja f uma distribui,ção
temperada que uerifica (-A + 1)/ e I,7-'p(R3, C), entã,o f eW**''r1R3,C).
Em (5.4), os dois primeiros termos do segundo membro estão em L2. Se p ( 3,
o mesmo se passa para o terceiro termo. Se p > 3, usando w bootstrap baseado na
proposição anterior e em injecções de Sobolev, concluÍmos que o terceiro termo está
também em L2.
[Neste argumento { muda a cada passo, devido a lO[-t em vez de l{Qle-l em
(5.4)l Assi-, €Õ e f12(JR3,C).
Demonstração do Teorema 11- - Conclusão- Apli,camos S'(O1:g a AÜrÜz *
2vü1.Vü2,onde, ilr € O(lR3,lR.), üz € O(R3,C) e Ü1 e Ü2 sã,o invariantes por
rotações ao longo do eixo dos z. :
vÕ.v (Aürü, +zYiI/, Vv,) +
(5.5)
R
*" Í Gp2e *ao + CI lÕlo-'-) (Aü,ü, +zyü, vE) - 0
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Procuramos fazer ü2 -+ O em Hh,o
O segundo termo de (5.5) é bom, uma vez que Õ e Lff", mas o primeiro termo
precisa de alguma preparação:
R vo.Y (aü1ü2 +zvu/' vür) -
r_: n 
J vo. 
(Vzvaür * l,u,vvz + 2D2v, (viÚz)) + (5.6)
+2R YO.DzVz(Yür)
em que D2V r.VV, é amatriz Hessiana de üi (simétrica) multiplicada pelo gradiente
de üj
Seguidamente, trabalhemos o último termo de (S.6):
IJma vez que O € H\")vem:
2R (v (v!ã vo) Dze (vtr) ) Yür -
v.,.,I/2 Yoaül 2R D2e (vtr) Vür.
(5.7)
Juntando (5.5)l$.7) e fazendo ü2 + O em Hh,o obtemos:
I o* (õvav, - av,vo +2D2,ú,(v6)) +2R I o'*(võ) .vü,+








; I1o1'a'v, *' I D'ú,1vo; võ+
-+l so1'vp' vür * o (H) | wraú1 : s 
(5 8)
tiejaú1(r):r(#) ,ry,onde{ e c*((0,*) ,R), €:lsobre(0,t), {:
0 sobre (2, -) . Façamos , ---+ oo; aplicando o Teorema da Convergência Dominada,
(5.8) conduz a 4lú(Õ) :0, o que conclui a Demonstração do Teorema 11.
lDemonstração do Teorema 10 - Parle triui'al.
,{través de um cálculo simples, provamos que Ü ê tangente a Q em Õ, donde,
zü ê ortogonal a 7'(0)O. zÜ e 7'(0)Õ são ortogonais pelo facto de Q tomar apenas
valc,res reais. Para provar que ?'(0)iD e 7'(0)Õ são linearmente independentes temos
de p»rovar que são ortogonais, e mais uma vez, isto resulta do facto de Ô tomar apenas
valores reais
.Demonstração do Teorema 10 - Segunda etapa - Deduz'imos un1,a fórmula
I wfl2ü, - | tvofaür * z I o'zv,(vo) vo + | lvofÂü,+
. I In lol2 au,l * " .[lol2 ail'1
*" Ílol'*'Âür - | | wf di,u (p2vvt)+
-, I tot2a,I/1 - # | wr.'Âú, : s,
partl, (5" (O)Ü, Ü) qu, enuolua, Õ e r.VO
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A função lR. > r r--» o * rü e H'e,o é uma trajectória regular, tem velocidade ú
e aceleraçã,o nula. Logo d?S@ + rú)1,:o : (Sr(O)ü, ü).
Temos então:
^9(o + rü) :
Derivando duas vezes em r : 0, e tendo em atenção (na derivação da ultima parcela)
que @ é não negativo, obtemos:
; /tv,ol' +R I v^o vlú r *; llV^ür' r2+
+i | *, *u | -ür +i 1.2r2 + + | lo+ rvte+1
(s"(o)ü,ü) : 
Ilvül'+ T lprvr+" lü2+ uplo,-1ü2
(^s,(o)ú, *l : Í (/ r"*r' .T I p,a, +, | *, * *o /*,*,) *
* (lvÕ V(r v ol +T f o,o, v,0 + cu I o,.vo * *o ,[*,, o*) *
. (Ílv(rvo) f .I f o' @vo)'
*, l(r.vo)2 * "o 16,-1 1z.vo)'?)




Demonstração do Teorema 10 - Terce,ira etapa - Simplificaçã,o dos temnos
l'ineares em rVQ,




I)emonstração do Teorema I-0 - Quarta etapa - Si,mpli,ficaçã,o dos termos
qua(lró,t'icos em r.VO
seja Ü1 e o(lR3,R), Ú, invariante por rotações em torno do eixo do z. Temos
entã,o
Ivrravo) + T I n*"vo+ , |*,ve+ap Ioo*.vo:
: o(p _D 
lopz 
vÕ: -3o (H) | *,*,
| ,O.v*) vúr .+ lp2r vÕür*




vúl -+ | o'ov,-f I p2ur.vú1
-r" leür -, l r*.vü1 -3o l r'r.v*,
: I o(r.vú1) .vúr * | v*.o(,.ú,) -+ | o'av' - r" Ieür - 3a
dado que O é um ponto crítico da acção.
iseja üz € 2(R', R.) . IJsando integração por partes obtemos
V (r.Vúz) .Yür + Yü 2.Yür. (5.10)
Em (5.10), façamos üz + Õ em ,F{,0; aplicando a expressão resultante a (5.9)
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e, tendo em conta uma vez mais, que Q é ponto crÍtico da acção em obtemos:
I v(r Ya) vü, + + | pzryo\p1
*a | .vou/1 * *o I
- -62 | tÕür -2w |**,-r" I oPür
(5. 11)
Em (5.i1) façamosü1 -- r.VO em.F{,0; no segundo membro da expressão obtida,
apenas temos ternros lineares em r.VtD; simplificando esses termos tal como na
terceira etapa, obtemos:
I va ro)l' + I ln (r vo)2 * " l(r vo)2 * *, .16r-1 (r viD)2 :
:ry I o'*' *z' | *' * ffi | *'*''
(5.12)
Assim todos os termos quadráticos em r.VQ foram substituídos por termos lin-
eares.
vem:
Demonstração do Teorema 10 - Qui,nta etapa - Conclusã,o.
Entando em (^9"(Õ)ú, ú) com a expressão obtida para a simplificação dos termos
lineares, e também com a que se obteve com a simplificação dos termos quadráticos
(s"(o)ü, ü\ -
| | tvor. (: * ,0) Í I n*,+ (3 + lt" f *,*
-(T-HP.#) f *o*,
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Obtivemos assim uma expressão para (S'(O)Ü, Ü) em termos de Energia e Carga.
Usando (5.2) eliminamos a carga. Para eliminar a Energia potêncial, procedemos
de forma análoga usando o Teorema do Virial.
O resultado final é o seguinte:




Por fim, precisamos de uma relação entre as energias Cinética e Magnética do
tipo 7í(O) > C(a)M(iD). Voltemos ao teorema do Virial e a (5.2); a eliminação da
Energia Potencial e u > 0 conduz-nos a:
I rvof , ('* )f I o'*' (b 14)
Por (5.13), (5.14), obteremos (,S'(O)V, \ú) < 0 desde Orr" (t * i) , 
2 t a
\^'o/ - l-a'
i,e. p) pun".O que conclui a demonstração.
Os argumentos anteriormente apresentados podem generalizar-se a H\,r, k + 0.
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Capítulo 6
Regularidade
O resultado principal deste capÍtulo é o seguinte:
Teorema L3 Suponhan'rcspe 12,5) , re (0,oo) eQ pontocríti,conãonegati,uoda
acçã,o em Hlo,o. Entã,o, A,@, AZQ, r.VO, 0,(r.YA) e Htr,o.
Para a demonstração do teorema, precisamos de um resultado relativamente a
uma desigualdade diferencial, que enunciamos e demonstramos:
ProposiçãoL4 Para É e (0, a), sejau e C2(10,-) ,lR), con'Lu) 0 uerifi,cando
u,,(t) > gu(t),Vú e [0, x). Entã,o uerificam-se urna das segu,intes desi,gualdades:
"(t) 
< Ce-@,Vú e [0, a) , para ualores de C positi,uos; ou (6.1)
u(t) > C"ffi,Vú e [t1, x) , para ualores positiuos de C e de h. $.2)
Demorstramos em seguida a proposição e logo após, faremos a demonstração do





u verifica a seguinte desigualdade diferencial:
IVo prime'iro caso,




Portanto , efrr"(t) + e2{§t é não decrescente em [ú0, m) , o que
implica 6.2.
Demonstração do Teorema --Í o etapa - Regularidade local: A ê C
Voltamos a (5.4) que escrevemos da seguinte forma;
^ 
({Õ) +{o: ( a{ - Tr* - @ -,) {) o+
-?V(.YO - a,€QP, em 2'(R*, C) ,
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lembrandonos que § e Hr2,.. Então, o segundo membro está em .L6. Aplicando a
Proposi,çãolT: Q €. W2,6. Então, o segundo membro de (6.3) está em .L*. Aplique-
mos novamente a Proposi,çãolT: § e W?;Í, q arbitrariamnente grande; então, Õ ê
Cl. Agora, o segundo membro está em Wr'q,q arbitrariamente grande. Uma vez
mais, usando a Proposiçã,olT obtemos (D e Wr';!, q arbitrariamente grande; então
QêC2.
Particularmente:
-AO +lo'o* u.r(D * orDp : 0, no sentido classico. (6'4)
Demonstração do Teorerna -Z"etapa - Compor-tamento no i,nfi,ni,to: O €
G(R.,R).
sabe-se (ver [5]) q'[le H2a.-.+ tr-(1R.3, C). Suponhamos agora que Õ e H2A, e tome-
se uma sucessão etrr-D convergente para Q em H'o; usucessão também converge para
Q em ,L-; assim, O está no fecho de 2 tomado em L* - o espaço das funções que
tendem para zero no infinito, G(R3,JR). Assim, é suficiente provar que O e H)-Pot
definição, isto significa -AO +lo'O e L2.
Equivalentemente, Q e L2p. Para demonstrar este facto, primeiro consideramos
o complementar de uma vizinhança cilÍndrica do eixo dos z e usamos a simetria de
o.
Definimos Q1, conjunto aberto do plano por:








((ooo)' + (a,o)') (p, r) dpd,z S
1 I lvol'
Assim, tomando Q como função de duas variáveis, temos Õ e I/1(Q1,lR.)
Consequência:
I
IJtilisando a desigualdade de Holder:
I QzP (p, ,) pdpdz
2r






Por (6.5),(6.6) e pQ € L', obtemos finalmente
I
Q1
Tomemos agora { e C-((0,*),lR), { > 0, tal que €(p) : 1 se 0 1 p 1 L, e
( (p) : 0 se p > 2. Basta portanto provar que {iD e. L2p.
{O verifica a equação
-A ((o) + (o : (-A(o - 2v€.vo - Çore*
(6.7)
- (c,r - 1)€O - " (€ - (o) Or) - o ((O)', êr 2'(1R3,IR)
Note-se que, desde qrru p'{, € - €, sejam limitadas e € (p) - €, (p) : 0, para
0 < p < l, o primeiro termo do segundo membro está em -L2.
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Separemos (6.7) num sistema de duas equações, 'i.e. consideremos h e Íz unlvo-
camente determinadas por
Ír, Íz € gr (R', R) ;
(-A + 1) /, - -a{o - Zvl5.vo - Ç t(o+
(-A + L) fr: -a ((O)' , em 2'(R',IR)
Obviamente, €Õ : h+ Íze hÇ H', e portanto hÇ Lq, Vq € [2,m] .
Argumentando agora por bootstrap com base na Proposi,çã,o 12 e em injecções
de Sobolev, obtemos Íz e Lq,Yq e l2,oo] .Particularmente, €Q e Lzp.
Demonstração do Teorema - Soetapa - Compor-tamento do i,nfini,to: de-
crésci.mo etponenc'ial da médi,a esférica.
Designamos por S(r) a superfÍcie esférica de raio r , r e (0, oo) .





Ao Integrar (6.4) sobre ,S(r) somos conduzidos a uma equação diferencial de
segunda ordem em (Q)" :
#**,..?*(iD)':
6z
jr2 (sen2 0o), + rr(o)" + o(Õe),,
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(r(o),) ,
onde 0 é colatitude.
Assim temos
Assim,
Uma vez que Õ e Co (R', R) , dado ar e (0, r) , existe 11 € (0, oo) tal que
, - l"l lloll?l'r,«,1,n; ) or, para r ) ri. Assim:
fie»,.?#(Õ), > .,.,1(rD),, vr e [r1, oo) . (6.8)
Seja z(r) : (r(Õ),")2, para r ) 0. Então:










tendo em conta (6.8)
Aplicamos agora a Proposi,çã,o 1l: ou z(. + 11) decresce exponencialmente pa,ra
zero, oü cresce expclnencialmente para o infinito
A segunda alternativa não pode acontecer, uma vez que
co
0
u(r) < ç"-t/Tur(r-'t),Yr € [rr, oo) , para valores de C positivos;
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(o), < ç"^/=útlz',Vr € [0, -) , para valores de C positivos' (6.9)
Demonstração do Teorerna- - 4"etapa- Para 1€ [0, oo) ,r1r.VQ e L2.
O ponto de partid a é a seguinte equação:
6z
p2e2 - 2ue2 - Z.;ep+r - 2lYOl' ,2
lvol
262 prç, - ,,ez - CIO p+L + 1e*,24
Assim:
e a integração sobre S(r) conduz a :
Vamos agora multiplicar por 4trra+27 e integrar em r de rl atê ", (0 < 11 112 1







*2n (2 + 2t) (3 + 2t) ,2*2t (Õ, ) ,d,
I*2r (4 + 2i r3r+zt (Q'),, - rl+zt oao
s(,r )
I-2r (4 + zi rl+zt (Õ'),, * r2r+zt
s(,2 )
oô"o




t ':,(r, lr Vol)2 S C (r++zt + r2+r",) (O) ,dr
*2r (4 + 2irt*'^, (o'),., - rl+zt Õa,o
s('r )





onde C : C(o,p,ll0llr-,7). Façamos ?'1 ---+ 0 e apliquemos (6.9). Conclusão:
existem Cr, Cz e (0, m) tal que, para qualqu€r 12 e (0, m) :
lvol'
s('z )
Assim, isto é suficiente paxa provar a existência de uma sucessáo (rr)i decrescente





Se tal sucessão não existir, teremos, para 12 em alguma vizinhança de oo :
s('z )






Consequência: tal sucessão existe e 11 r.YO € 7z
5T
Demonstração do Teorema 5" etapa- Conclusã,o
Sabe-se (ver t2] ) que u € H'?A sse:
i) u € L';
ii) (0, * iA) u € L2, v/ € {1, 2,3} ;
iii) (0,. + iA*) (Ar * i,A1) u € L', V m,l € {1, 2',3}
Portanto, 0"u Q H\seu e H). Assim, é suficiente provar que Õ, 0"Q, t.VQ e








Lt (r.VO) € L2. (6.12)
Provemos que (6.11) é consequência de (6.12). Sabemos do passo anterior que
r.VO, iA(r.V§) e -L2. Assim, para termos (6.11), é suficiente que V (r.VO) e L2 '
Por outro lado, do pâsso anterior e de (6.12), A (z.VÕ) e L'. Então, r.VÕ e
H2.Paúicularmente, V (r.VO) e L2 e verifica-se (6.11).
Pelo que acabamos de ver, os problemas de regularidade reduzem-se a demonstrar
(6.10) e (6.12).
Para calcul ar Lnô,Q, Ln(r.VA) derivando classicamente, é preciso que Õ e C3.
Voltemos a (6.3) e lembremo-nos que O e W,3;!, q arbitrariamente grande (usemos
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7rQ: -a7rQ - a.pQP-'7rQ,( A+ Ir)
(A+Tn) (rvo) :
: -ZaQ - b'p'Q - 2aDp - ur-YQ - opQP-tr.YQ,
e todas as funções do segundo membro estão em L2.
O que anteriormente foi feito pode também generalizar-se a H,o.*, k + 0
Capítulo 7
Conclusão
Demonstraçã,o do Teoren'La 6
Aplicando o Teorenla 16:
oe D(fr'(o))') , rvo€ D(r'(o))
Pelo Teorema 10, Q e ü : |* * r.VO verificam CGI, CGSDA.
Pelo Teorema 8, existe um SDA.
Por último, apliquemos o Teorema 7.
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