Abstract-In this paper, we propose a system called R# to estimate the number of human objects using passive RFID tags but without attaching anything to human objects. The idea is based on our observation that the more human objects are present, the higher the variance in the RSS values of the tag backscattered RF signal. Thus, based on the received RF signal, the reader can estimate the number of human objects. R# includes an RFID reader and some (say 20) passive tags, which are deployed in the region that we want to monitor the number of human objects, such as the region in front of a painting. The RFID reader periodically emits RF signal to identify all tags and the tags simply respond with their IDs via C1G2 standard protocols. We implemented R# using commercial Impinj H47 passive RFID tags and Impinj reader model R420. We conducted experiments in a simulated picking aisle area of the supermarket environment. The experimental results show that R# can achieve high estimation accuracy (more than 90%).
I. INTRODUCTION
Estimating the number of human objects at a certain location is the basis for many applications such as quantifying the popularity of certain items among customers in a supermarket, correlating the items that customers visit and those that customers purchase, and finding crowded locations in a museum. Currently human object estimation uses mechanical barrier, binary sensor, imager, or pressure/vibration based technologies. The mechanical barrier based technology uses a turnstile or baffle gate to construct a one-way gate so that at any time there is only one person can pass through; thus, the number of human objects passing through the gate can be mechanically counted. The binary sensor based technology uses a breakbeam (such as the infrared, laser, and ultrasound) sensor at a one-way gate so that each time a human object passing through the gate can be detected as the beam is blocked [1] . Binary sensors and mechanical barriers are often used together and are typically deployed at the entrance and exit of a building. The key limitation of both technologies is that it requires human objects to pass through a physical gate and therefore cannot be used to count free moving human objects, such as those moving around on a floor of painting displays. The imager based technology uses cameras or thermal imagers to first capture images/videos and then uses pattern recognition techniques to identify the number of human objects in the images/videos. The key limitations of this technology are that cameras require good lighting conditions (e.g., cannot operate in the dark) and the thermal imagers are too expensive (although it can operate in the dark); furthermore, cameras and thermal images often are deployed with fixed orientation and thus limiting the human object detection to a specific region. The pressure/vibration based technology embeds pressure or vibration sensors on the floor to detect human objects [2] . The key limitations of this technology lies in the high deployment cost and the interference among multiple people.
In this paper, we propose a system called R# to estimate the number of human objects using passive Radio Frequency Identification (RFID) tags but without attaching anything to human objects. The idea is based on our observation that with different number of human objects in presence, the RF signal that the tags backscatter to the reader demonstrates different patterns; thus, based on the patterns of the received RF signal, the reader can estimate the number of human objects. R# includes an RFID reader and some (say 20) passive tags, which are deployed in the region that we want to monitor the number of human objects, such as the region in front of a painting. The RFID reader periodically emits RF signal to identify all tags and the tags simply respond with their IDs via protocols in the EPCGlobal Class-1 Generation-2 (C1G2) RFID standard [3] . The human object estimation module runs on RFID readers.
Our R# system has two key features that make it easy to deploy. First, R# does not attach any device to human objects. Second, R# uses off-the-shelf commercial RFID readers and passive tags, which have already been widely deployed at places such as supermarkets.
There are three key challenges to correlate between the number of human objects and the patterns of backscattered RF signal. First, the information that we can extract from RF signal is limited. From commodity RFID readers, other than tag IDs, we can only retrieve three types of information: Phase, Doppler shift and Radio Signal Strength (RSS). The phase value changes periodically and Doppler shift value is too noisy. They are not suitable for our human object counting purpose. Thus, we have to resort to RSS information. Second, the RSS values of the same tag at different locations vary significantly, and the RSS values of different tags at the same location also vary significantly. Third, the RF signal pattern is difficult to model and quantify.
Our R# system addresses these challenges based on our refined observation that the more human objects are present, the higher the variance in the RSS values of the tag backscattered RF signal. To correlate the number of human objects and the RSS value variances, to count a maximum of k human objects, we use machine learning techniques to build k + 1 classifiers corresponding to 0, 1, · · · , k human objects, respectively. Given a test case, we extract features and then use them to classify the case into one of the k + 1 classes. Note that for better accuracy and larger detection coverage, we use multiple (say 20) passive RFID tags. Our classifier is based on the following three features extracted from the RSS values of the multiple tags during a certain time period. The first feature is the entropy of observed RSS values. The intuition is that the more human objects are present, the more random the distribution of RSS values reported from tags is, and thus the higher the entropy of the RSS values is. The second feature, extracted using image processing techniques, is the area size of the connected white pixels dilated from the points correlated to the RSS values. The intuition is that the more human objects are present, the larger the area size of the connected white pixels after dilation is. The third feature is the mean squared error (MSE) between the deflated image and original image. The intuition is that the more human objects are present, the larger the MSE is.
We implemented R# using commercial Impinj H47 passive RFID tags and Impinj reader model R420. We conducted experiments in a simulated picking aisle area of the supermarket environment. Ten volunteers participated in the experiments as shopping customers. The experimental results show that R# can achieve high estimation accuracy. For example, with 0∼10 human objects in the monitoring area, in nearly 93% of our tests, the estimated value of R# exactly matches the real value; and in nearly 98% of our tests, the estimated value of R# deviates from the real value by at most one person.
The rest of the paper proceeds as follows. In Section II, we explain our observation and analysis on the RSS value of tags. In Section III, we present the system design of R#. In Section IV, we describe our implementation and evaluation results. In Section V, we discuss the deployment issues of R# in practice. In Section VII, we discuss related work. We conclude the paper in Section VII.
II. OBSERVATION AND ANALYSIS
In this section, we first introduce the technical background of RFID techniques. Then we report our observation and analysis on our empirical studies for estimating the number of human objects.
A. Backscatter Communication and RF Signal
Passive RFID readers utilize the backscatter communication to interact with tags. Other than tag IDs, the backscattered RF signal also contains certain features about the path along which it travels. Leveraging those features, we are able to detect the ambient change in the region that the passive RFID system is deployed. Backscattering communication in passive RFID systems requires the reader to emit Continuous Waves (CW) for interrogating tags. There are two opposite directional links in the backscattering communication. The one associated with the reader-to-tag communication is the forward link, in which the reader modulates its messages, such as the Query, ACK, or other commands, into the CW. The other one associated with the tag-to-reader communication is the reverse link. Due to the cost concern, the passive RFID tag does not have a radio transmitter. Instead, the tag modulates its information, e.g., Response and ID, into the backscattered CW waves by changing the impedance of its antennas. Indeed, the CW emitted from readers induces a current within the tag such that this tag can accumulate sufficient energy for above modulation.
The Received Signal Strength (RSS) is a measurement on the power of the tag backscattered signal. Let s represents the signal the reader receives from the tag. The power can be expressed as:
where R is a coefficient from Ohm's law. The RSS is measured in dB relative to 1 mW: RSS = 10 log(P/1mW ).
B. Observation
Our goal is to correlate the number of human objects to the features of RF signal in the region that we want to monitor (region for short in the following). However, there are two challenges in realizing this goal, sufficiency and stability. As aforementioned, the information we obtain from COTS passive readers are only the RSS, phase, Doppler Shift, and tag IDs. Compared to the fine-grained information, such as the Channel State Information (CSI) used in Wi-Fi [4] , the information reported by RFID readers is in low resolution and noisy. On the other hand, the information itself, unfortunately, is not stable from the following aspects. (1) Tag diversity. Due to the imperfection of manufacture, different tags (even from the same model) have diverse noise levels. We conduct a number of experiments in a static environment. We put 20 tags in a fixed location, and collect their RSS values for 30s. The orientation and distance from the reader to tag is also fixed. As shown in Fig. 1 caused by the tag diversity may introduce uncertainty to the correlation. (2) Location sensitivity. In practice, the RSS of tags is sensitive to their location diversity. We put a tag 3m away from the reader antenna, and vary its position among 20 locations in a line. The average RSS value reported at each location is shown in Fig. 2 . We observe that the value of RSS is highly dynamic, even between two adjacent locations.
The above challenges motivate us to consider the problem in a different way. Intuitively, ignoring the differences among individual tags or locations, we treat a group of tags as an entire detector. We then attempt to capture the overall impact of human movements on the tag backscattered signal to establish a stable correlation between the number of human objects and RF signal. We conduct a series of proof-of-concept experiments to validate this ieda. As shown in Fig. 4 , we deploy 8 passive tags in a line, with an distance 20cm in between. We invite some (say 0∼4) volunteers to walk in the region between the reader antenna and tags, and collect the RSS values of tags within a short period, e.g., 5s. The results are shown in Fig. 3 . In each subfigure, 1000 RSS values are plotted in a polar form with random directions, and the radius of each points indicates an RSS value. Note that we use the absolute value as a measurement on the collected RSS in the following text. It is obvious that: (1) when no human object moves in the region, the distribution of RSS values is centralized along a thin circle and relatively stable; (2) when the number of moving human objects grows, the RSS values become increasingly dispersive and the range of their distribution becomes wider. This result implies the potential correlation between the RSS variance and the number of human objects. To prove its feasibility, we try to analyze this phenomenon based on the multipath effect of RF signal.
C. Analysis
We validate the following hypothesis: the more human objects are present, the higher the variance in the RSS values of the tag backscattered RF signal.
With the multipath effect, the propagation of the tag backscattered signal in indoor environments is complicated. First, we consider a multipath propagation environment, the received signal at the reader antenna is the superposition of the effects of all multipath signal. This can be modeled as [5] :
where i is the number of human objects in the region at the time point t, mp is the number of distinct multipaths in the channel, H n is the multipath multiplicative distortion, x is the transmitted signal, and τ n is the corresponding path time delay. Note that each path has a complex H n , influenced by multiple factors, such as the distance between the reader and tag, the types of media that the radio signal propagates through, and the surfaces of objects scattering the signal, etc. Assume that there is no moving human object in the region. We define an random variable 0 = {R 0 (t)|t > 0}. We then assume that there are certain human objects walking around in the region, as illustrated in Fig. 4 . When one human object enters the region, he or she may introduce some variations to the RF signal in the channel. We denote the signal variation incurred by this human object as 1 = {R 1 (t)|t > 0}. The wireless channel between the reader and tags can be modeled as a linear time-varying system [5] . Based on the additivity in such systems, the RF signal can be expressed as:
Due to the independence of 0 and 1 , we can get the variance of
The equality holds iff 1 is a constant. This means that the human object either has no influence on the RF signal propagation or keeps unmoved. However, this is either impossible in practice or inconsistent with our assumption. So the variance in the RF signal is monotonically increasing when the number of human objects increases. Similarly, we can infer the variance relationship between any two random variables of RF signal as:
Given that the number of multipaths is large in the indoor experiment, the central limit theorem implies that if all of the path gains do not vary greatly in their distribution, then the resultant complex channel gain will converge to a Gaussian random variable [5] . In the wireless channel, the phase of each multipath gain is equally likely distributed at anywhere in [−π, π], which indicates that E( sum i ) = 0. According to Equation 1, the received power at the reader antenna is:
Let σ i denote the signal variance with i human objects. According to above analyses, we have
We apply the variance operation on both sides of Equation 5,
Because σ Therefore, according to our hypothesis, for ∀i, j ∈ N + , if j > i, we have the relationship between the variance of powers,
It is worth noting that RSS is an average measurement on the power of received signal. Based on above analysis, we know that when the number of human objects grows, the power of received signal varies in a larger range, resulting in an increase on the variance in the RSS values.
It indicates us that we can use the variance in the RSS values of tags to estimate the number of human objects. However, directly using the variance of RSS cannot achieve accurate estimations. We will demonstrate this in Section IV-B.
III. SYSTEM DESIGN
In this section, we first overview our system R#, then present the three features and detail the design of R#.
A. System Overview
We assume that in a supermarket with a pre-deployed passive RFID system, passive tags are attached to items. COTS readers with their antennas can successfully interrogate those passive tags in the region that we want to monitor the number of customers, e.g. corridors or picking aisles. For a given region, a reader identifies a number (say 20) of passive tags using protocols in EPC C1G2 [3] . In particular, the tags are deployed in a line, as illustrated in Figure 4 . The reader periodically collects the tag IDs and RSS values. For simplicity, we call an RSS sequence collected from such a period as an observation and each collection from a tag as a sample in the following sections.
R# works in three phases, data preprocessing, feature extraction, and estimation. In the first phase, R# preprocesses the raw RF signal data collected from the reader for later operations. In the second phase, R# extracts three features from the RSS values to establish a correlation between the number of human objects and the backscattered RF signal. Finally, R# employs machine learning techniques for human object estimation. 
B. Data Preprocessing
There are two operations in the preprocess phase, regrouping and interpolation.
Following the specification of EPC C1G2, tags are identified using a slotted ALOHA mechanism. That is, each tag randomly selects a time slot for reporting to the reader query and returning its ID. Hence the RSS values in one observation are 'timeline-based' but not grouped according to the tag ID, and hence cannot be used by the feature extraction scheme of R#. Thus, we regroup the RSS values by tag IDs in each observation.
Again due to the slotted Aloha mechanism, the slot in which a tag replies is randomly and uncontrollably distributed, leading various numbers of samples from different tags in one observation. In addition, ambient factors, such as the shadowing, interference, and tag location, also influence the backscattered signal, resulting in different sampling periods to these tags. Suppose K is the maximum number of samples collected from a tag within one observation. To avoid the unfairness in the sampling and later processes, for each tag we use a Linear Interpolation method to virtually increase the number of its samples to K.
C. Feature Extraction
In R#, our expectation on a feature of the RF signal is that it monotonously increases if enlarging the number of human objects, or vice versa. To this end, we select three features, entropy, size of dilated area (SDA), and mean squared error (MSE). We present their extraction schemes as follows.
• Entropy. Given a constant transmission power of the reader (32dBm in our implementation) and fixed location for each tag, the collected RSS values vary within a range, denoted as [R mi , R ma ]. As we analyzed in Section II, the human interference may either strengthen or offset the overlapped signal at the reader antenna. Correspondingly, the R mi and R ma may change as well.
We setup a mathematical abstraction on the RSS values in an observation. If we use a random variable to represent them, those values are actually a distribution of this variable. As shown in Fig. 5 and Fig. 6 , the distributions with different numbers of moving human objects are distinguishable. Inspired by this, we attempt to apply an information entropy based scheme to reflect the distribution of this variable, and hence yield the first entropy feature for R#. According to the information theory, the entropy is a measurement of the uncertainty for a random variable. By monitoring the entropy of different observations, we can measure the degree of their disparity or concentration [6] . To calculate the entropy of an observation, we first establish the empirical distribution for this observation. The RSS range is divided into N bins with an equalized length (BL), where N = (R ma − R mi )/BL . Let i denote the bin ID, i < N, x i denote the number of RSS values falling into the ith bin, and
x i denote the probability that x i RSS values fall into the ith bin. According to entropy theory, the discrete entropy of an observation can be calculated as:
• SDA. We extract the second feature from the collected RSS values by using a Morphological Image Processing based Scheme (MIPS). This feature is firstly discovered from the RSS data visualization. Intuitively, the higher the RSS variance, the larger the area the points could covered. To formalize this observation, we first binary-visualize an observation with the following operations.
To simplify the subsequent processes, we extend the range
Since the RSS resolution of our RFID readers is 0.5 dBm, we then normalize each RSS value x with the operation
We introduce a two-dimensional array R l×c and initialize its elements as zero. Here l is the length of the observation and c is (R ma − R mi ) * 2. We then set all elements R(k, x i ) to 1, where 1 ≤ k ≤ l, 1 ≤ i ≤ c. Note that there is only one '1' in every column of R l×c . Each element in this array represents a pixel. Let '1' denote a white pixel and '0' denote a black pixel. Then we obtain a binary image. For example, the upper half parts of Fig. 7(a), (b) , and (c) show the results of performing the binary visualization operation on the observations with 0, 2, and 4 human objects, respectively.
The core operation of MIPS is the morphological dilation, which makes a target in an image 'grown' or 'fatten'. This operation is based on two fundamental morphological operations, reflection and translation. The reflection of a set A is defined as:Â = {w|w = −a, a ∈ A}. The translation from a set A to a point z = (z 1 , z 2 ) is defined as: (A) z = {c|c = a + z, a ∈ A}. To formalize, dilating a set A by using a set B is expressed as: A B = {z|((B) z A) = Ø}, where B is the structuring element, which decides the degree of dilation. Generally, B is a set of '1's with a specific shape, such as a 'line', 'diamond', and the like. When conducting a dilation operation, B will translate on the entire image region of A, and exam which position is overlapped with its '1's. The dilation result is a set with all these overlapped positions. The lower parts of Fig. 7 (a), (b) , and (c) demonstrate the dilation results of upper original binary images. We can see that after dilation, white pixels get connected and the area of them is extended. We find that the area of white pixels can well represent the feature of observations. That is, when there are more human objects in the surveillance region, the area of white pixels becomes larger in the dilated image.
After the dilation, we find that the image has many burrs, which are probably derived from some outliers. • MSE. Based on the dilated image f (x, y), we introduce another independent feature, the Mean Squared Error (MSE). By compressing f (x, y) using Discrete Cosine Transform (DCT) followed by an de-compression, we obtain an recovered imagef (x, y). We find that the fidelity between f andf can be used for characterizing the observations. Specifically, the Mean Squared Error (MSE) represents the fidelity feature. MSE is normally used to measure the information loss. We notice that when there are more human objects moving in the area, the image of the observation will be more complicated. Correspondingly, when doing DCT compression, more information will lose. N image f (x, y) , the forward DCT T (u, v) can be expressed as:
Considering a M ×
where, 
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DCT compression is an invertible transform and can be easily recovered. A brief procedure of DCT compression is as follows: we first divide the original image into some 8×8 subimages. We then use the DCT to represent these subfigures, and discard a part of the coefficients achieved (85% in our implementation). When recovering the image, we run the reverse DCT on the intercepted coefficient matrix. Although the discarded coefficients have little visual influence on the recovered image, they still incur MSE. The incurred MSE between f (x, y) andf (x, y) is:
D. Machine Learning based Estimation
Before the design of estimation mechanism, we exam the effectiveness of three features.
We arrange 0∼10 volunteers to move arbitrarily in the region and check the trend of features with varying the number of volunteers. The result is reported in Fig. 9 (a), (b) , (c). It reveals an interesting insight. Each of the three features shows a good ability of distinguishing different numbers of human objects in some ranges, e.g., 0∼4 persons for SDA and 6∼10 persons for MSE. While the entropy feature shows an instable variance upon certain numbers of persons. Fortunately, the three features exhibit the complementarity with each other, which inspires us to jointly use them in the classifier of R#.
We adopt Naive Bayes method from WEKA as our machine learning classifier. In real implementation, it is necessary to tune the classifier parameters to optimize the estimation accuracy. To achieve this goal, we organize above experiment results into two datasets, one for training and another for test. We then perform a 10-fold cross validation on the datasets to determine the key parameter of classification. We will present the tuning procedure in Section IV.
IV. IMPLEMENTATION AND EVALUATION
In this section, we present the implementation of R# and evaluate its performance via extensive experiments.
A. Implementation
In the implementation, we employ Commercial-Off-TheShelf (COTS) Impinj readers, i.e., Impinj R420, one directional antenna, i.e., Laird A9028R30NF with a gain of 8dbi, and 20 commodity passive tags (i.e., Impinj H47 with size of 44mm × 44mm). Those tags are attached to a number of cartons arranged in a line. The space between two adjacent tags is 20cm and the distance from the reader antenna to the line of tags is 3.5m. Fig. 10 shows our experiment scenario. To avoid the influence caused by frequency hopping, we fix the communication frequency of the reader on 924.375 MHz, which is a frequency conforming to the specification in the EPC Global C1G2. We develop a software for the data collection. The software communicates with the reader through LLRP (Low Level Reader Protocol) toolkit released by the Impinj company.
B. Parameter tuning
It is crucial to tune the parameters of R# for performance optimization. We focus on three key parameters, the threshold of classifier, dilation degree, and number of bins.
First, we check the classification accuracy of R# based on a threshold-based metric, i.e., Equal Error Rate (EER). Following the principle of 10-fold cross validation, we divide the experiment result to two datasets, the training set and the testing set. The features are derived from the training set, and the testing set is used to analyze the performance of our classifier. We compute the similarity between all the training and testing data. Then we calculate False Reject Rate (FRR) and False Accept Rate (FAR) based on a predefined threshold (T ). FRR is the percentage of cases that two tests belonging to one category have a similarity above T and then are classified into two categories (two different counting numbers). FAR is the percentage of cases that two tests coming from two categories have a similarity below T and are classified into one category. EER is the error rate when FAR and FRR are equal, indicating a good balance between the two types of errors. It is a common measurement on the accuracy of classification systems. With different settings of T , we investigate the relationship between the FAR and FRR of R# and report the EER of R# in Fig. 8 . The corresponding T 0.23 is determined for the classifier to make an accept/reject decision. With this threshold, the EER of R# is 0.07, meaning the classification accuracy is around 93%. Recall that directly using the variance of RSS as a feature is also possible. Similar to above process, we use the variance of RSS values as the feature and compare the classification accuracy with that of R#. The result clearly shows that both the FAR and FRR are higher than those of R#, as shown in Fig. 8 . In particular, the EER is 0.27 if using the variance as the feature, implying a significant estimation error compared to R#. Thus, we do not recommend to directly use the variance of RSS for estimation.
Second, we pursue appropriate parameters for MIPS methods. When performing MIPS, the type and size of structuring elements have an significant impact on the SDA feature in the dilated image. In R#, the type of structuring elements is fixed, i.e., a flat disk-shaped structuring element with a radius D. Thus, we only evaluate the impact from different size of structuring elements. Since under different Ds, the dilated area of white pixels varies considerably, we normalize the area of every test into the range of [0, 1], to examine the influence of various Ds on the numerical discrimination together. Fig. 11 plots the relationship between the SDA feature and the number of human objects. For each setting of the number of human objects, we conduct 10 tests and calculate the average result. We can see that, when D = 3, the normalized SDAs keep relatively stable even if increasing the number of human objects. In this case, the estimation may fail. The reason behind is that the dilation of R# dose not amplify the RSS characteristics. The RSS value becomes dispersive when the number of human objects increases, resulting in more white pixel regions. However, due to the sparsity of RSS, these regions are still small. Some of them may be shrunk after open operations, leading to an reduction of the whole area. On the other hand, if D is too large, e.g., 60, the dilated area of white pixels will be extended so much that the SDA feature is virtually drowning in this region. From the results, we learn that only with a proper setting of D, the dilated area is able to show an analogical increasing relationship to the number of human objects. To this end, we compare different settings of D, and select the proper one as D = 15 in our implementation.
C. Evaluation on the estimation accuracy
After determining the system parameters, we use the following evaluation strategy: given a confidence interval β ∈ [0, n], some human objects within the monitoring region of unknown number k (k ≤ n), and an R#'s estimation on the number of human objects isk, we use the reliability, α = P {|k−k| ≤ β}, for evaluating the accuracy. Note that the confidence interval is an integer, representing the estimation error range of R#. An illustration on this strategy is as follows. Assume R# experiences 10 tests with 6 human objects. R# reports 6 in 8 tests, 5 in one test, and 3 in another test. Then we can conclude the reliability of R# in above tests is 80% with the confidence interval as 0, 90% with the confidence interval as 1. We conduct 600 tests with the number of human objects varying from 0 to 10 and plot the reliability of R# with different confidence intervals in Fig. 12 . The result shows that R# achieves highly accurate estimations on human objects. For example, the reliability of R# is 93% and 98%, with the confidence interval as 0 and 1, respectively.
V. DEPLOYMENT
We further evaluate R# with the purpose of enhancing practical deployments.
A. The speed of human objects
In practice, people may walk at different speeds. Therefore, it is necessary to check whether and how the moving speed of human objects affects the accuracy and robustness of R#. We repeat the experiment conducted in Section IV, but ask the volunteers to walk at 3 modes, namely the high (about 1.3 m/s), low (about 0.7 m/s) and hybrid speed modes. In the hybrid mode, the walking speed of each volunteer shifts between the high and low modes arbitrarily. We set the confidence interval as 0, which means we focus on the classification accuracy of R#. Fig. 13(a) shows the CDF of the estimation error. At the low speed mode, in 100% of tests the estimated value of R# deviates from the real value by at most 1 person, while for other two modes, in nearly 93% of tests the deviation is no larger than 2 persons. This is because in the low speed mode, sufficient samples can be obtained from the tags, due to a less shielding effect among human objects than in other two modes, which well supports the feature extraction of R#. Hence, R# is more suitable for estimating the crowd in the low speed scenario. In fact, most people are likely to walk in the low speed mode during their in-store shopping such that R# can make accurately estimations. 
B. The position of reader antennas
In the real deployment, the antenna may be placed at different positions due to the management requirements or other considerations. Hence the influence of the antenna position should be investigated. We select three patterns for positioning the reader antenna, namely the front, side, and top-view positions, as the points A, B, and C shown in Fig. 4 . Observing the result shown in Fig. 13 (b) , we find that for the front (postion A) and top-view (position C) deployments, the estimated value of R# deviates from the real value by at most 1 person. For the side deployment, the maximum estimation deviation is 2 persons, and in 80% of tests the deviation is at most 1 person. The reason is that when the reader antenna is at the side position, tags are deployed spatially asymmetrical towards the reader antenna. In this case, the tags farther away from the reader antenna are more vulnerable to the ambient interference, resulting in unbalanced sampling rates among tags. Thus, we recommend a spatially symmetrical deployment for the reader antenna like front pattern in practice.
C. The height of tags
We also evaluate R# when changing the height of tags. Fig. 13 (c) compares the deviation of estimated values of R# with the height of tags as 0.7m, 1m, and 1.5m, respectively. We see that when with the height of 0.7m, R# has the worst performance and only 60% of the estimations with their confidence interval β ≥ 1 can keep the deviation as 1 person. We notice that for most volunteers, the height of 0.7m only reaches their thighs. The shielding or reflection effect induced by volunteers has less impact on the signal propagation than that with other height settings. The result indicates that the height of 1m is an appropriate option for the real deployment of R#.
D. Detection region
The maximum number of human objects R# estimates is 10 in our experiments. This is highly correlated with the size of the detection region (13m 2 ) in this paper, which is limited by the reader transmitted power and tag sensitivity. When too many people stay in the region, the influence on the backscattered signal of tags will reach a saturation point. Hence the features of R# become indistinguishable for estimation. To improve the estimation capability of R#, we can adjust the position of reader antenna, like the choice of A position in our deployment, or make the detection region as large as possible by augmenting the transmission power of readers. The maximum number of human objects R# estimates is 10 in our experiments. This is highly correlated with the size of the detection region (13m 2 ) in this paper, which is limited by the reader transmitted power and tag sensitivity. When too many people stay in the region, the influence on the backscattered signal of tags will reach a saturation point. Hence the features of R# become indistinguishable for estimation. To improve the estimation capability of R#, there are two possible ways. First, we can adjust the position of reader antenna, like the choice of A position in our deployment, or make the detection region as large as possible by augmenting the transmission power of readers. However, doing so may be constrained in the real deployment and not allowed by the regulation institution, such as the Federal Communications Commission (FCC). In fact, merely increasing the transmission power is not proper, since it may involve the movement of human objects in adjacent regions. The second way is to increase the number of tags for collecting more detail information to extract the features of RF signal, which is helpful for differentiating the numbers of human objects. For example, one possible solution is to deploy a tag grid instead of a tag array. In our future work, we will design more efficient scheme for processing the RF signal with more tags.
VI. RELATED WORK
Traditionally, people count or estimate individuals present in the scene via mechanical barriers. Later, the binary sensor use break-beams, such as the infrared, laser, and ultrasound, to detect the number of human objects passing through a gate or specific line [1] . Deploying pressure/vibration sensors on the floor is also able to detect and count human objects, but suffering from high deployment cost [2] . In recent decades, crowd counting or estimation has been widely studied in the computer vision literature. Computer vision based techniques usually leverage the pattern recognition technique to detect the individuals in presence, based on either their shapes or motions. Z. Ma and A. B. Chan propose an integer programming method for estimating the pedestrians crossing a line of interest using video cameras [7] . They use a regression function to map the local features to a count. H. Idrees et al. leverage multiple sources of information to estimate dense crowd [8] . A. B. Chan et al. present a privacy-preserving crowd counting method by segmenting the crowd and analyzing their holistic properties [9] in the video. There are many challenges 9 when using computer vision based methods for human object estimation, such as the cross trajectories, lighting variations, shadows and so on. Dealing with other concerns, such as the deployment cost and recognition accuracy, is also non-trivial for computer vision techniques.
Besides utilizing the image or video, wireless signal is also used for crowd counting and estimation. The signal used for this purpose includes Wi-Fi [4] , backscattered RF signal [10] , Bluetooth [11] , FM [12] , and audio [13] [14] , etc. The recent efforts along this trend fall into two categories: devicebased approaches and device-free approaches. Device-based approaches [11] [13] estimate the crowd density by counting the number of devices, e.g. mobile phones or RFID tags [15] [16], carried by the individuals. On the other hand, wireless signal is susceptible to environment variations or object movements [17] [18] [19] [20] , providing a potential way to device-free crowd estimation. Nakatsuka et al. [21] towards the experimentally demonstrate the feasibility of using the RSS mean and variance to count the number of people moving between two sensor nodes. Wei et al. [4] propose to use Channel State Information (CSI) for crowd estimation using commercial 802.11n devices. Their work presents a feature named as the Percentage of nonzero Elements (PEM) from CSI information and a Grey Verhulst Model to characterize the crowd density. In [22] , Xu et al. utilize the RSS mean difference derived from the wireless links to count device-free objects in large-scale deployments.
Considering the extremely constrained capacity of passive RFID tags, it is impossible to adopt above sensing devices or techniques. To our knowledge, using the passive tag for human object estimation has been scarcely seen in the literature, although the passive tag has shown its effectiveness in localization or motion detection [23] , [24] , [25] , [26] .
VII. CONCLUSIONS In this paper, we propose R# for estimating human objects. R# is based on the observation on a phenomenon in our empirical study, more human objects incur a larger variance to the RF signal of passive tags. We extract three features to describe this phenomenon and analyze the feasibility of using them for estimating human objects. We adopt the entropy and morphological image processing along with machine learning techniques to effectively estimate the crowd density based on those features. Our experiments show that R# achieves high estimation accuracy.
