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Abstrat
We onsider the inverse spetral problem for periodi Jaobi matries in terms of the
vertial slits on the quasi-momentum domain plus the Dirihlet eigenvalues, i.e., the
Marhenko-Ostrovsky mapping. Moreover, we show that the gradients of the Dirihlet
eigenvalues and of the so-alled norming onstants are linear independent.
1 Introdution
We onsider the self-adjoint N-periodi Jaobi operator J on a Hilbert spae ℓ2 = ℓ2(Z)
given by (J y)n∈Z = anyn+1 + bnyn + an−1yn−1 for y = (yn)n∈Z ∈ ℓ2 and for the N-periodi
sequenes an = e
xn > 0, xn, bn ∈ R. Furthermore, we assume
q = (x, b) ≡ (xn, bn)n∈ZN ∈ H 2, H ≡ {b ∈ RN :
N∑
n=1
bn = 0}. (1.1)
For simpliity, we use the notation ZN = {1, 2, ..., N}, N ∈ N, throughout this paper. To
begin, we reall some well known fats (see, e.g., [vM℄). Let ϕ = ϕ(λ, q) = (ϕn(λ, q))n∈Z and
ϑ = ϑ(λ, q) = (ϑn(λ, q))n∈Z denote two fundamental solutions of the equation
an−1yn−1 + bnyn + anyn+1 = λyn, (λ, n) ∈ C× Z, (1.2)
with the initial onditions ϕ0 ≡ ϑ1 ≡ 0, ϕ1 ≡ ϑ0 ≡ 1. The Lyapunov funtion ∆(λ, q) =
1
2
(ϕN+1(λ, q) + ϑN (λ, q)) is the disriminant of the equation (1.2) and haraterizes the
spetrum σ(q) = {λ ∈ R : |∆(λ, q)| ≤ 1} of J . The spetrum of J is absolutely ontinuous
and onsists ofN bands σn = [λ
+
n−1, λ
−
n ], n ∈ ZN , separated by the gaps γn = (λ−n , λ+n ), where
λ±n = λ
±
n (q) are the roots of ∆
2(λ, q) = 1 and satisfy λ+N ≡ λ+0 < λ−1 ≤ λ+1 < ... < λ−N−1 ≤
λ+N−1 < λ
−
N . That is, if a gap γn degenerates, then the orresponding segments σn, σn+1
∗
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merge. Moreover, there is exatly one point λn = λn(q) ∈ [λ−n , λ+n ] for eah n ∈ ZN−1 suh
that
∆
′
(λn, q) = 0, ∆
′′
(λn, q) 6= 0, (−1)N−n∆(λn, q) ≥ 1. (1.3)
Here and below, (′) = ∂/∂λ.
Traditionally sine [vM℄, the inverse spetral problem for the periodi Jaobi operator
has been solved using the Neumann eigenvalues µn = µn(q), n ∈ ZN−1, given by the zeroes
of ϑN+1(λ, q) = 0. The main goal of this paper is to solve the inverse spetral problem
alternatively using the Dirihlet eigenvalues νn = νn(q), n ∈ ZN−1, given by the zeroes of
ϕN(λ, q) = 0. That is, we dene the auxiliary spetrum by the Dirihlet spetrum instead of
the Neumann spetrum. Note that µn, νn ∈ [λ−n , λ+n ], n ∈ ZN−1.
To outline the plan of this note, we reall that the inverse spetral problem onsists of
the following four parts, namely,
i) The uniqueness. Prove that the spetral data uniquely determines the potential.
ii) The reonstrution. Give an algorithm to reover the potential from the spetral data.
iii) The haraterization. Give the onditions for some data to be the spetral data of some
potential.
iv) The stability. Give the two-sided a priori estimates of the potential in terms of the
spetral data.
We onstrut a Marhenko-Ostrovsky mapping ψ : H 2 → R2N−2 for the periodi Jaobi
operator in terms of the Dirihlet eigenvalues νn by ψ = (ψn)n∈ZN−1 , ψn = (ψ1,n, ψ2,n) ∈ R2,
where
ψ1,n = log((−1)N−nϕN+1(νn)), ψ2,n = (|ψn|2 − ψ21,n)
1
2 sign(λn − νn), (1.4)
cosh |ψn| = (−1)N−n∆(λn). (1.5)
Here, ψ1,n is the so-alled norming onstant. It is easy to verify |ψn|2 − |ψ1,n|2 ≥ 0 sine
(1.4), (1.5) and the Wronskian identity ϕN+1ϑN − ϕNϑN+1 = 1 together imply
(−1)N−n∆(νn, q) = coshψ1,n(q). (1.6)
Note inidentally that the mapping ψ is an analogue of the Marhenko-Ostrovski mapping
[MO℄ for the ontinuous ase and has similar properties (see [MO℄, [Ko℄).
Firstly, we will prove the haraterization and the uniqueness showing that the mapping
{potential} → {spetral data} is a homeomorphism.
Theorem 1.1. The mapping ψ : H 2 → R2N−2 is a real analyti isomorphism between the
Hilbert spaes H
2
and R
2N−2
.
Remark. We reall some neessary denitions. Let H ,H0 be Hilbert spaes. The deriva-
tive of a map f : H → H0 at a point q ∈ H is a bounded linear map from H into H0,
whih we denote by dqf . A map f : H → H0 is a real analyti isomorphism between H
and H0 if f is bijetive and both f and f
−1
are real analyti maps of the spae.
Seondly, we will obtain the reonstrution and the stability. We use for it the geometri
interpretation of the Marhenko-Ostrovsky mapping, whih is similar to the ontinues ase
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mentioned in [MO℄ and [Ko℄. For this purpose, we introdue the onformal mapping (the
quasi-momentum) κ : Λ→ K by
cosκ(λ) = (−1)N∆(λ, q), λ ∈ Λ, and κ(it)→ ±i∞ as t→ ±∞. (1.7)
Here and below, Λ = C \ ∪N−11 γn is the domain, K = {κ : 0 6 Reκ 6 Nπ} \ ∪N−11 κ(γn) is
alled the quasi-momentum domain and Γn = (πn+ i|ψn|, πn− i|ψn|) is an exised vertial
slit.
Theorem 1.2. i) For eah ψ ∈ R2N−2, there is a unique point q ∈ H 2 and a unique
onformal mapping κ : Λ→ K suh that the following identities hold true
κ(λn(q)± i0) = πn± i|ψn(q)|, κ(νn(q)± i0) = πn± iψ1,n(q), n ∈ ZN−1. (1.8)
ii) For (ψ1,n)n∈ZN−1 , there is a standard algorithm to reover a, b.
iii) The following two-sided estimates hold true
1
4
e2max |ψn| <
1
4
(λ−N − λ+0 )2 < b2 + 2a2 < N(λ−N − λ+0 )2 < 16Ne2max |ψn|. (1.9)
A ruial argument in the proof of Theorem 1.1 is the fat that the gradients of the
Dirihlet eigenvalues and of the norming onstants are linear independent. More preisely,
we dene the sympleti form ∧ by
f ∧ g =
N∑
n=1
(f1,ng2,n − f2,ng1,n)− (f1,n−1g2,n − f2,ng1,n−1) (1.10)
for f = (f1,n, f2,n)n∈ZN , g = (g1,n, g2,n)n∈ZN ∈ C2N with f1,0 ≡ f1,N and g1,0 ≡ g1,N . Note
that below δn,m stands for the Kroneker symbol for all n,m ∈ Z. Then we show
Theorem 1.3. For all n,m ∈ ZN−1, it holds true
dqνn ∧ dqνm = 0, (1.11)
dqψ1,n ∧ dqψ1,m = 0, (1.12)
dqψ1,n ∧ dqνm = 2δn,m. (1.13)
In partiular, dqνn, dqψ1,n, n ∈ ZN−1, is a basis of H 2.
Pöshel and Trubowitz [PT℄ proved an analogue of Theorem 1.3 for the Sturm-Liouville
problem on the interval [0, 1]. We use their arguments in our proof. Note that van Moerbeke
[vM℄ proved (using another approah) that the gradients of the Neumann eigenvalues µn and
of the norming onstants are linear independent. Namely, van Moerbeke used the Jaobi
matries with removed rows and olumns. Remark that our proof also an be applied for
the ase of µn.
There are dierent approahes to the inverse spetral problem for the periodi Jaobi
operator. The investigation on this topi started in 1976 by van Moerbeke [vM℄ and by Date
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and Tanaka [DT℄. Both works obtained the reonstrution, but not the haraterization: van
Moerbeke did it using the Stieltjes inverse spetral method from [Ah℄ or [GK℄, and Date and
Tanaka did it applying the sux shifting by a onstant. The nonlinear Toda lattie turned
out an important appliation of these methods (see [To℄). The rst for us known work on
the haraterization is the paper [Pe℄ by Perkolab, where some analogue of Theorem 1.2 is
showed using [MO℄. Further, Korotyaev and Kutsenko [KoKu℄ showed Theorems 1.1 and 1.2
in terms of the Neumann eigenvalues applying approah [KaKo℄. That is, [KoKu℄ extended
the result of Marhenko and Ostrovski about the height-slit mapping for the Hill operator
(see [MO℄, [Ko1℄) to the ase of the periodi Jaobi matrix using the Neumann eigenvalues.
Lastly, the inverse problem in terms of the gap lengths was solved in [BGGK℄ based on the
approah from [GT℄ and in [Ko1℄ based on the approah from [KaKo℄.
Our note is organized as follows: Setion 2 displays some preliminary statements in terms
of νn. In Setion 3 we prove Theorem 1.3; this is tehnially the most diult part of this
note. In Setion 4, we show Theorem 1.1 using the argument from [Ko℄ and [KoKu℄, where
this theorem in terms of µn is proved. Then Theorem 1.1 together with [KoKr℄ and [KoKu℄
diretly implies Theorem 1.2.
2 Preliminaries
In this setion, we will determine the gradients (with respet to q) of the Dirihlet eigenvalues
and the norming onstants in terms of the fundamental solutions. For this purpose, we dene
the Wronskian by
{f, g}n = an(fngn+1 − fn+1gn), n ∈ Z, (2.1)
for the sequenes f = (fn)n∈Z, g = (gn)n∈Z with fn, gn ∈ C. Below, we use the notation
∂ = ∂q = (∂xk , ∂bk)k∈ZN .
Lemma 2.1. Eah from the funtions νn, ψ1,n, n ∈ ZN−1, is real analyti on H 2 and
satises
dqνn = −∂ϕN (νn(q), q)
ϕ′N(νn(q), q)
, (2.2)
dqψ1,n =
ϕ′N+1(νn(q), q)dqνn + ∂ϕN+1(νn(q), q)
ϕN+1(νn(q), q)
. (2.3)
Proof. This proof is similar to the ontinues ase [Ko℄ (see also [KoKu℄).
Lemma 2.2. Let ϕˆ = ϕ(νn(q), q), ϑˆ = ϑ(νn(q), q) for all (n, q) ∈ ZN−1 ×H 2. Then for all
k ∈ ZN , the following identities hold
dqkνn = −
(2akϕˆkϕˆk+1, ϕˆ
2
k)
aN ϕˆN+1ϕˆ
′
N
, (2.4)
dqkψ1,n = Bn,k + (ϕˆ
′
N+1ϑˆN − ϕˆ
′
N ϑˆN+1)dqνn, (2.5)
Bn,k =
1
aN
(ak(ϕˆk+1ϑˆk + ϕˆkϑˆk+1), ϕˆkϑˆk). (2.6)
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Proof. We assume k, j ∈ ZN .
i) We want to show (2.4) applying (2.2). That is, we have to determine the derivation
∂qkϕˆN . Firstly, we alulate ∂xkϕˆN using the equation (1.2) for ϕj
aj−1ϕj−1 + (bj − λ)ϕj + ajϕj+1 = 0,
and its derivation with respet to xk
aj−1∂xkϕj−1 + (bj − λ)∂xkϕj + aj∂xkϕj+1 = −ak(δj,kϕk+1 + δj,k+1ϕk + δk,Nδj,1ϕ0).
Below, χk<N stands for the harateristi funtion, i.e. χk<N = 1 for k < N and χk<N = 0
for k ≥ N (realling that N is xed). Multiplying the rst equation by ∂xkϕj and the seond
one by ϕj and taking the dierene, we sum the result over all j ∈ ZN , that is,
2akϕkϕk+1 = ak(χk<N2ϕkϕk+1 + δk,N(ϕ0ϕ1 + ϕNϕN+1))
=
N∑
j=1
aj−1(ϕj−1∂xkϕj − ϕj∂xkϕj−1) + aj(ϕj+1∂xkϕj − ϕj∂xkϕj+1)
=
N∑
j=1
{∂xkϕ, ϕ}j − {∂xkϕ, ϕ}j−1 = {∂xkϕ, ϕ}N − {∂xkϕ, ϕ}0 = {∂xkϕ, ϕ}N
sine ϕ0 = 0. Next, setting λ = νn and realling ϕˆN = 0, it gives
∂xkϕˆN =
2akϕˆkϕˆk+1
aN ϕˆN+1
. (2.7)
Seondly, we alulate ∂bkϕˆN using the equation (1.2) for ϕj
aj−1ϕj−1 + (bj − λ)ϕj + ajϕj+1 = 0,
and its derivation with respet to bk
aj−1∂bkϕj−1 + (bj − λ)∂bkϕj + aj∂bkϕj+1 = −δj,kϕk.
Multiplying the rst equation by ∂bkϕj and the seond one by ϕj and taking the dierene,
we sum the result over all j ∈ ZN , that is,
ϕ2k =
N∑
j=1
aj−1(ϕj−1∂bkϕj − ϕj∂bkϕj−1) + aj(ϕj+1∂bkϕj − ϕj∂bkϕj+1)
=
N∑
j=1
{∂bkϕ, ϕ}j − {∂bkϕ, ϕ}j−1 = {∂bkϕ, ϕ}N − {∂bkϕ, ϕ}0 = {∂bkϕ, ϕ}N
sine ϕ0 = 0. Setting λ = νn, we see that ϕˆN = 0 implies ∂bk ϕˆN =
ϕˆ2
k
aN ϕˆN+1
and by (2.7), we
get (2.4).
5
ii) In order to prove (2.5) and (2.6), we determine ∂qkϕˆN+1 and then substitute it into
the identity (2.3). Firstly, we alulate ∂xkϕˆN+1 using the equation (1.2) for ϕj
aj−1ϕj−1 + (bj − λ)ϕj + ajϕj+1 = 0,
and the derivation of the equation (1.2) for ϑj with respet to xk
aj−1∂xkϑj−1 + (bj − λ)∂xkϑj + aj∂xkϑj+1 = −ak(δj,kϑk+1 + δj,k+1ϑk + δk,Nδj,1ϑ0).
Multiplying the rst equation by ∂xkϑj and the seond one by ϕj and taking the dierene,
we sum the result over all j ∈ ZN , that is,
ak(χk<N(ϕkϑk+1 + ϕk+1ϑk) + δk,N(ϕ1ϑ0 + ϕN+1ϑN ))
=
N∑
j=1
aj−1(ϕj−1∂xkϑj − ϕj∂xkϑj−1) + aj(ϕj+1∂xkϑj − ϕj∂xkϑj+1)
=
N∑
j=1
{∂xkϑ, ϕ}j − {∂xkϑ, ϕ}j−1 = {∂xkϑ, ϕ}N − {∂xkϑ, ϕ}0 = {∂xkϑ, ϕ}N
sine ∂xkϑ0 = ∂xkϑ1 = 0. Setting λ = νn, we get
ak(ϕˆkϑˆk+1 + ϕˆk+1ϑˆk) = {∂xk ϑˆ, ϕˆ}N .
We observe that ϕˆN = 0 implies
ak(ϕˆkϑˆk+1 + ϕˆk+1ϑˆk) = aN ϕˆN+1∂xk ϑˆN = −aN ϑˆN∂xk ϕˆN+1 + aN ϑˆN+1∂xkϕˆN
sine ∂xk{ϑ, ϕ}N = 0 and hene
∂xk ϕˆN+1 = −
ak
aN
(ϑˆN (ϑˆkϕˆk+1 + ϕˆkϑˆk+1) + 2ϑˆN+1ϕˆkϕˆk+1). (2.8)
Seondly, we alulate ∂bkϕˆN+1 using the equation (1.2) for ϕj
aj−1ϕj−1 + (bj − λ)ϕj + ajϕj+1 = 0,
and the derivation of the equation (1.2) for ϑj with respet to bk
aj−1∂bkϑj−1 + (bj − λ)∂bkϑj + aj∂bkϑj+1 = −δj,kϑk.
Multiplying the rst equation by ∂bkϑj and the seond one by ϕj and taking the dierene,
we sum the result over all j ∈ ZN , that is,
ϕkϑk =
N∑
j=1
aj−1(ϕj−1∂bkϑj − ϕj∂bkϑj−1) + aj(ϕj+1∂bkϑj − ϕj∂bkϑj+1)
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=N∑
j=1
{∂bkϑ, ϕ}j − {∂bkϑ, ϕ}j−1 = {∂bkϑ, ϕ}N − {∂bkϑ, ϕ}0 = {∂bkϑ, ϕ}N
sine ∂bkϑ0 = ∂bkϑ1 = 0. We set λ = νn, then ϕˆN = 0 implies
ϕˆkϑˆk = aN ϕˆN+1∂bk ϑˆN = −aN ϑˆN∂bk ϕˆN+1 + aN ϑˆN+1∂bk ϕˆN ,
by ∂bk{ϑ, ϕ}N = 0. Therefore, ∂bk ϕˆN+1 = a−1N (ϕˆN+1ϕˆkϑˆk − ϑˆN+1ϕˆ2k) and (2.8) yield
∂qkϕˆN+1 =
1
aN
(
ϕˆN+1(ak(ϕˆk+1ϑˆk + ϕˆkϑˆk+1), ϕˆkϑˆk)− ϑˆN+1(2akϕˆkϕˆk+1, ϕˆ2k)
)
.
Substituting this expression into the identity (2.3), one obtains (2.5) and (2.6).
3 The proof of Theorem 1.3.
In this Setion, we will show that dqνn, dqψ1,n, n ∈ ZN−1, is a basis of H 2 using the
sympleti form dened in (1.10). First of all, we display some identities for the Wronskian
dened in (2.1).
Lemma 3.1. Let ϕˆ = ϕ(νn(q), q), ϑˆ = ϑ(νn(q), q) and ϕ˜ = ϕ(νm(q), q), ϑ˜ = ϑ(νm(q), q), n,m ∈
ZN−1, q ∈ H 2. Then for all k ∈ ZN , the following identities hold true
N∑
j=1
ϕˆjϕ˜j = 0, {ϕ˜, ϕˆ}k = (νn − νm)
k∑
i=1
ϕˆiϕ˜i, (3.1)
N∑
j=1
ϑˆjϑ˜j =
{ϑ˜, ϑˆ}N
(νn − νm) , {ϑ˜, ϑˆ}k = (νn − νm)
k∑
i=1
ϑˆiϑ˜i, (3.2)
N∑
j=1
ϑˆjϕ˜j =
a0(1− ϕ˜N+1ϑˆN )
(νn − νm) , {ϕ˜, ϑˆ}k = −a0 + (νn − νm)
k∑
i=1
ϑˆiϕ˜i, (3.3)
N∑
j=1
ϕˆjϑ˜j =
a0(ϑ˜N ϕˆN+1 − 1)
(νn − νm) , {ϑ˜, ϕˆ}k = a0 + (νn − νm)
k∑
i=1
ϕˆiϑ˜i, (3.4)
N∑
j=1
ϕˆ2j = a0ϕˆN+1ϕˆ
′
N . (3.5)
Proof. We assume n,m ∈ ZN−1 and j, k ∈ ZN .
i) To show (3.1), we onsider the equation (1.2) for ϕˆj and ϕ˜j respetively
aj−1ϕˆj−1 + bjϕˆj + ajϕˆj+1 = νnϕˆj,
aj−1ϕ˜j−1 + bjϕ˜j + ajϕ˜j+1 = νmϕ˜j .
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Multiplying the rst equation by ϕ˜j and the seond one by ϕˆj and taking the dierene, we
get
aj−1(ϕ˜jϕˆj−1 − ϕ˜j−1ϕˆj) + aj(ϕ˜jϕˆj+1 − ϕ˜j+1ϕˆj) = (νn − νm)ϕˆjϕ˜j
or equivalently, by the denition (2.1) of the Wronskian,
{ϕ˜, ϕˆ}j − {ϕ˜, ϕˆ}j−1 = (νn − νm)ϕˆjϕ˜j. (3.6)
Summing (3.6) over all j ∈ ZN and using ϕ˜0 = ϕˆ0 = ϕ˜N = ϕˆN = 0, we get the rst identity
in (3.1)
(νn − νm)
N∑
j=1
ϕˆjϕ˜j = {ϕ˜, ϕˆ}N − {ϕ˜, ϕˆ}0 = 0.
Next, we show the seond identity in (3.1) by indution on k. For k = 1, the identity holds
aording to (3.6) sine {ϕ˜, ϕˆ}0 = 0. Assuming that the identity holds for k − 1, we will
verify it for k : By (3.6) and the indution hypothesis, it follows
{ϕ˜, ϕˆ}k
(νn − νm) =
{ϕ˜, ϕˆ}k−1
(νn − νm) + ϕˆkϕ˜k =
k−1∑
i=1
ϕˆiϕ˜i + ϕˆkϕ˜k =
k∑
i=1
ϕˆiϕ˜i.
This establishes the seond identity in (3.1).
ii) The proof of (3.2) is similar to that of (3.1) sine {ϑ˜, ϑˆ}0 = 0.
iii) To show (3.3), we onsider again the equation (1.2) for ϑˆj and ϕ˜j respetively
aj−1ϑˆj−1 + bjϑˆj + ajϑˆj+1 = νnϑˆj ,
aj−1ϕ˜j−1 + bjϕ˜j + ajϕ˜j+1 = νmϕ˜j .
Multiplying the rst equation by ϕ˜j and the seond one by ϑˆj and taking the dierene, we
get
aj−1(ϕ˜jϑˆj−1 − ϕ˜j−1ϑˆj) + aj(ϕ˜jϑˆj+1 − ϕ˜j+1ϑˆj) = (νn − νm)ϑˆjϕ˜j
or equivalently
{ϕ˜, ϑˆ}j − {ϕ˜, ϑˆ}j−1 = (νn − νm)ϑˆjϕ˜j . (3.7)
Next, summing (3.7) over all j ∈ ZN and using {ϕ˜, ϑˆ}0 = −a0, a0 = aN , ϕˆN = 0, the rst
statement in (3.2) follows
(νn − νm)
N∑
j=1
ϑˆjϕ˜j = {ϕ˜, ϑˆ}N − {ϕ˜, ϑˆ}0 = a0(1− ϕ˜N+1ϑˆN ).
We prove the seond identity (3.2) by indution on k. For k = 1, it holds aording to (3.7),
sine {ϕ˜, ϑˆ}0 = −a0 and ϕ˜1ϑˆ1 = 0. Supposing the identity is truth for k − 1, prove it for k.
(3.7) and the indution hypothesis together imply
{ϕ˜, ϑˆ}k = {ϕ˜, ϑˆ}k−1 + (νn − νm)ϑˆkϕ˜k = (νn − νm)
k−1∑
i=1
ϑˆiϕ˜i + (νn − νm)ϑˆkϕ˜k − a0 =
8
= (νn − νm)
k∑
i=1
ϑˆiϕ˜i − a0.
So the seond identity in (3.2) follows.
iv) The proof of (3.4) is similar to that of (3.3), sine we have {ϑ˜, ϕˆ}0 = a0 and {ϑ˜, ϕˆ}N =
aN ϑ˜N ϕˆN+1 = a0ϑ˜N ϕˆN+1.
v) To verify (3.5), we use the equation (1.2) for ϕj(λ) and its gradient with respet to λ
aj−1ϕj−1(λ) + (bj − λ)ϕj(λ) + ajϕj+1(λ) = 0,
aj−1ϕ
′
j−1(λ) + (bj − λ)ϕ
′
j(λ) + ajϕ
′
j+1(λ) = ϕj(λ).
Multiplying the rst equation by ϕ
′
j(λ) and the seond one by ϕj(λ) and taking the dierene,
we get
aj−1(ϕ
′
j(λ)ϕj−1(λ)− ϕ
′
j−1(λ)ϕj(λ)) + aj(ϕ
′
j(λ)ϕj+1(λ)− ϕ
′
j+1(λ)ϕj(λ)) = ϕ
2
j(λ)
or equivalently
{ϕ′(λ), ϕ(λ)}j − {ϕ′(λ), ϕ(λ)}j−1 = ϕ2j(λ). (3.8)
Next, summing (3.8) over all j ∈ ZN and using ϕ1 ≡ ϕ′1 ≡ 0, we obtain
N∑
j=1
ϕ2j (λ) = {ϕ
′
(λ), ϕ(λ)}N − {ϕ′(λ), ϕ(λ)}0 = {ϕ′(λ), ϕ(λ)}N .
Setting λ = νn and realling ϕˆN = 0, it beomes
∑N
j=1 ϕˆ
2
j = {ϕˆ′, ϕˆ}N = aN ϕˆN ϕˆ′N .
Now we will apply the denition (1.10) of the sympleti form: For n ∈ ZN−1, we onsider
dqνn = (dqkνn)k∈ZN given in (2.4) and Bn = (Bn,k)k∈ZN dened in (2.6). We observe that
dq0νn ≡ dqNνn and Bn,0 ≡ Bn,N for all n ∈ ZN−1 sine q0 = qN . So we an dene a sympleti
form for dqνn and Bn.
Theorem 3.2. For all n,m ∈ ZN−1, the following identities hold
dqνn ∧ dqνm = 0, (3.9)
Bn ∧Bm = 0, (3.10)
Bn ∧ dqνm = −2δn,m. (3.11)
Proof. We assume n,m ∈ ZN−1. Furthermore, we use the following abbreviations ϕˆ =
ϕ(νn(q), q), ϑˆ = ϑ(νn(q), q) and ϕ˜ = ϕ(νm(q), q), ϑ˜ = ϑ(νm(q), q) for all q ∈ H 2.
i) To verify the identity (3.9), let n 6= m sine the ase n = m is obvious. Applying the
denition (1.10) of the sympleti form and introduing C = 2(a2N ϕˆN+1ϕˆ
′
N ϕ˜N+1ϕ˜
′
N)
−1, we
have
dqνn ∧ dqνm = C
N∑
k=1
(
ak(ϕˆkϕˆk+1ϕ˜
2
k − ϕˆ2kϕ˜kϕ˜k+1)− ak−1(ϕˆk−1ϕˆkϕ˜2k − ϕˆ2kϕ˜k−1ϕ˜k)
)
.
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Using the denition (2.1) of the Wronskian, this equals
dqνn ∧ dqνm = C
N∑
k=1
ϕˆkϕ˜k({ϕ˜, ϕˆ}k + {ϕ˜, ϕˆ}k−1).
By (3.1), it follows
dqνn ∧ dqνm
C(νn − νm) =
N∑
k=1
ϕˆkϕ˜k(
k−1∑
i=1
ϕˆiϕ˜i +
k∑
i=1
ϕˆiϕ˜i) =
N∑
k=1
ϕˆkϕ˜k
k−1∑
i=1
ϕˆiϕ˜i +
N∑
k=1
ϕˆkϕ˜k
k∑
i=1
ϕˆiϕ˜i.
Below, we need the following simple identities
N∑
k=1
zk
k∑
i=1
wi =
N∑
k=1
wk
N∑
i=k
zi,
N∑
k=2
zk
k−1∑
i=1
wi =
N−1∑
k=1
wk
N∑
i=k+1
zi (3.12)
for all z = (zk)k∈ZN , w = (wk)k∈ZN ∈ CN . Then we an use (3.12) and (3.5) to obtain
dqνn ∧ dqνm
C(νn − νm) =
N∑
k=1
ϕˆkϕ˜k
k−1∑
i=1
ϕˆiϕ˜i +
N∑
k=1
ϕˆkϕ˜k
N∑
i=k
ϕˆiϕ˜i =
N∑
k=1
ϕˆkϕ˜k
N∑
i=1
ϕˆiϕ˜i = 0,
whih vanishes by the sum identity in (3.1).
ii) We verify the identity (3.10) in the same manner like (3.9). Again, we onsider n 6= m,
sine the ase n = m is obvious, and get
Bn ∧ Bm = 1
a2N
N∑
k=1
ak
(
(ϕˆk+1ϑˆk + ϕˆkϑˆk+1)ϕ˜kϑ˜k − ϕˆkϑˆk(ϕ˜k+1ϑ˜k + ϕ˜kϑ˜k+1)
)
−ak−1
(
(ϕˆkϑˆk−1 + ϕˆk−1ϑˆk)ϕ˜kϑ˜k − ϕˆkϑˆk(ϕ˜kϑ˜k−1 + ϕ˜k−1ϑ˜k)
)
=
1
a2N
N∑
k=1
ak
(
ϕ˜kϕ˜k(ϑˆk+1ϑ˜k − ϑˆkϑ˜k+1) + ϑˆkϑ˜k(ϕˆk+1ϕ˜k − ϕˆkϕ˜k+1)
)
+ak−1
(
ϑˆkϑ˜k(ϕˆkϕ˜k−1 − ϕˆk−1ϕ˜k) + ϕˆkϕ˜k(ϑˆkϑ˜k−1 − ϑˆk−1ϑ˜k)
)
=
1
a2N
(
N∑
k=1
ϑˆkϑ˜k({ϕ˜, ϕˆ}k + {ϕ˜, ϕˆ}k−1) +
N∑
n=1
ϕˆkϕ˜k({ϑ˜, ϑˆ}k + {ϑ˜, ϑˆ}k−1)).
Using rstly representations of the Wronskian in (3.1) and (3.2) and applying 3.12, we obtain
a2N(Bn ∧ Bm)
(νn − νm) =
N∑
k=1
ϑˆkϑ˜k(
k−1∑
i=1
ϕˆiϕ˜i +
k∑
i=1
ϕˆiϕ˜i) +
N∑
k=1
ϕˆkϕ˜k(
k−1∑
i=1
ϑˆiϑ˜i +
k∑
i=1
ϑˆiϑ˜i)
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=N∑
k=1
ϑˆkϑ˜k
N∑
i=1
ϕˆiϕ˜i +
N∑
k=1
ϕˆkϕ˜k
k−1∑
i=1
ϑˆiϑ˜i = 0,
whih vanishes by the sum identity in (3.1).
iii) The proof of the identity (3.11) is similar. We have
Bn ∧ dqνm = (a2N ϕ˜N+1ϕ˜
′
N)
−1
N∑
k=1
ak((ϑˆkϕˆk+1 + ϑˆk+1ϕˆk)ϕ˜
2
k − 2ϕˆkϑˆkϕ˜kϕ˜k+1)
−ak−1((ϑˆk−1ϕˆk + ϑˆkϕˆk−1)ϕ˜2k − 2ϕˆkϑˆkϕ˜k−1ϕ˜k).
If n = m, then {ϑˆ, ϕˆ}k = aN , k ∈ Z, and (3.5) imply
Bn ∧ dqνn = (a2N ϕˆN+1ϕˆ
′
N )
−1
N∑
k=1
ak−1(ϑˆk−1ϕˆk − ϑˆkϕˆk−1)ϕ2k + ak(ϑˆkϕˆk+1 − ϑˆk+1ϕˆk)ϕˆ2k
= 2(a2N ϕˆN+1ϕˆ
′
N)
−1
N∑
k=1
aN ϕˆ
2
k = 2.
If n 6= m, then for C = (a2N ϕ˜N+1ϕ˜′N )−1, we get
Bn ∧ dqνm = C
N∑
k=1
ak(ϕˆkϕ˜k(ϕ˜kϑˆk+1 − ϕ˜k+1ϑˆk) + ϑˆkϕ˜k(ϕ˜kϕˆk+1 − ϕ˜k+1ϕˆk))
+ak−1(ϕˆkϕ˜k(ϕ˜k−1ϑˆk − ϕ˜kϑˆk−1) + ϑˆkϕ˜k(ϕ˜k−1ϕˆk − ϕ˜kϕˆk−1))
= C
( N∑
k=1
ϕˆkϕ˜k({ϕ˜, ϑˆ}k−1 + {ϕ˜, ϑˆ}k) +
N∑
k=1
ϑˆkϕ˜k({ϕ˜, ϕˆ}k−1 + {ϕ˜, ϕˆ}k)
)
.
Using rstly the representations of the Wronskians in (3.1) and (3.4) and −2a0
∑N
k=1 ϕˆkϕ˜k =
0 due to (3.1), this gives by (3.12)
Bn ∧ dqνm = (νn − νm)C
( N∑
k=1
ϕˆkϕ˜k(
k−1∑
i=1
ϑˆiϕ˜i +
k∑
i=1
ϑˆiϕ˜i) +
N∑
k=1
ϑˆkϕ˜k(
k−1∑
i=1
ϕˆiϕ˜i +
k∑
i=1
ϕˆiϕ˜i)
)
= (νn − νm)C
( N∑
k=1
ϕˆkϕ˜k
N∑
i=1
ϑˆiϕ˜i +
N∑
k=1
ϕˆkϕ˜k
N∑
i=1
ϑˆiϕ˜i
)
= 0,
whih vanishes by the sum identity in (3.1).
The last Theorem allows us to prove the main result of this Setion:
Proof of Theorem 1.3. Firstly, Theorem 3.2 implies the required equations: (1.11) is the
statement (3.9). Next, (1.12) follows by
dqψ1,n ∧ dqψ1,m = (Bn + (ϕˆ′N+1ϑˆN − ϕˆ
′
N ϑˆN+1)dqνn) ∧ (Bm + (ϕ˜
′
N+1ϑ˜N − ϕ˜
′
N ϑ˜N+1)dqνm)
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= (ϕˆ
′
N+1ϑˆN − ϕˆ
′
N ϑˆN+1)(2δn,m − 2δn,m) = 0.
Applying (3.9) and (3.11), we obtain
dqψ1,n ∧ dqνm = (Bn + (ϕˆ′N+1ϑˆN − ϕˆ
′
N ϑˆN+1)dqνn) ∧ dqνm = Bn ∧ dqνm = 2δn,m.
Seondly, the identities (1.11)(1.13) yield that dqνn, dqψ1,n, n ∈ ZN−1, is a basis of H 2.
4 The Proof of Theorems 1.1 and 1.2
In order to prove Theorem 1.1, we need the following lemma:
Lemma 4.1. Eah from the funtions λn, ξn ≡ |ψn|2, ψn, n ∈ ZN−1, is real analyti on
H 2 and satises
dqλn = −∂∆
′
(λn(q), q)
∆′′(λn(q), q)
, (4.1)
dqξn = (−1)N−n ∂∆(λn(q), q)
2(d cosh
√
ξn/dξn)
, (4.2)
(−1)N−n(sinhψ1,n)dqψ1,n = ∂∆(νn(q), q) + ∆′(νn(q), q)dqνn. (4.3)
Moreover, there exists a real analyti positive funtion βn on H
2
suh that for all q ∈ H 2,
ψ2,n(q) = βn(q)(λn(q)− νn(q)). (4.4)
Proof. This proof is similar to the ontinues ase [Ko℄ (see also [KoKu℄).
Proof of Theorem 1.1. Although we use the approah from the papers [KaKo℄ and [Ko℄,
we give the aurate proof for the sake of the reader. We need the following theorem from
the nonlinear funtional analysis; it is a modiation [KoKu℄ of a "basi theorem" of the
diret method in [KaKo℄.
Theorem 4.2. Let H , and H0 be Hilbert spaes equipped with norms ‖ · ‖ and ‖ · ‖0 re-
spetively. Let f0 : H → H0 be a real analyti isomorphism between H and H0. If a map
f : H → H0 satises following onditions:
i) f is a loal real analyti isomorphism,
ii) f − f0 is a ompat map, i.e., it maps a weakly onvergent sequene in H into a
onvergent sequene in H0,
iii) We have ‖f(x)‖0 →∞ as ‖x‖ → ∞ and it holds f−1(0) = 0.
Then f is a real analyti isomorphism between H and H0.
We will hek the onditions of Theorem 4.2 for the Marhenko-Ostrovsky mapping ψ using
lemma 4.1:
i) Let us verify the rst ondition applying the Inverse Funtion Theorem. By Lemma
4.1, ψ(·) is real analyti on H 2. It remains to show that dqψ is invertible. We will prove it
by ontradition. Let a vetor v ∈ H 2 be the solution of the equation
(dqψ)v = 0 ⇔ {〈dqψ1,n, v〉 = 0, 〈dqψ2,n, v〉 = 0, n ∈ ZN−1}
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for some q ∈ H 2. Here, 〈q, q˜〉 =∑Nn=1(ana˜n + bnb˜n) denotes the inner produt in R2N . The
funtion ξn = ψ
2
1,n + ψ
2
2,n is analyti and the denition of v implies 〈dqξn, v〉 = 0, n ∈ ZN−1.
Dene the polynomial f(λ) ≡ 〈(∂∆)(λ, q), v〉, λ ∈ C, of degree N − 1 with respet to λ.
Then (4.2) implies
f(λn) = (−1)N−nd cosh
√
ξn
dξn
〈dqξn, v〉 = 0
for all n ∈ ZN−1. Therefore, f ≡ 0. For xed q ∈ H 2 there are three ases:
1) Let ψ2,n = 0. The dierentiation of the equation (4.4) implies dsψ2,n = βn(s)(dsλn(s) −
dsνn(s)), if ψ2,n(s) = 0 for some s ∈ H 2. Using the denition of v and (4.1) and f = 0, we
obtain 〈dqλn, v〉 = 0 and hereby 〈dqνn, v〉 = 0 for all n ∈ ZN−1.
2) Let ψ1,n 6= 0, ψ2,n 6= 0. Then (1.4) and (1.5) yield λn 6= νn. Moreover, we may apply (4.3)
and f = 0 to get
0 = (−1)N−n sinhψ1,n〈dqψ1,n, v〉 = ∆′(νn, q)〈dqνn, v〉,
that is, 〈dqνn, v〉 = 0 sine ∆′(νn, q) 6= 0.
3) Let ψ1,n = 0 6= ψ2,n. By (4.3), we have ∂∆(νn, q) = −∆′(νn, q)dqνn. The equation (1.6)
implies ϑN (νn, q) = ϕN+1(νn, q) = (−1)N−n, whih gives λn 6= νn, that is, ∆′(νn(q), q) 6= 0.
I.e. 〈dqνn, v〉 = 0 sine f ≡ 0. The vetors {dqψ1,n, dqνn}n∈ZN−1 are a basis of H 2 aording
to Theorem 1.3, then v = 0 holds and the operator dqψ is invertible.
ii) The seond ondition, namely, the ompatness follows sine H and H0 are nitely
dimensional.
iii) The third ondition follows from [KoKu℄, p. 6-7, where the analog statement in terms
of µn is proved, sine the norm of ψ for µn and νn is the same. In partiular, the stability
(1.9) is essential.
Now we see that all the onditions of Theorem 4.2 are fullled, then ψ is a real analyti
isomorphism between H
2
and R
2N−2.
Proof of Theorem 1.2. i) By Theorem 1.1, for eah ψ ∈ R2N−2 there exists exatly one
point q ∈ H 2 suh that (1.4)-(1.6) hold. Next, for any point q ∈ H 2 there is exatly one
onformal mapping κ : Λ → K with the properties (1.7) (see [KoKr℄), whih together with
(1.4)-(1.6) gives (1.8).
ii) The funtion κ : Λ → K satises the equations κ(σn) = [π(n − 1), πn], n ∈ ZN and
κ(γn) = Γn, n ∈ ZN−1. That is, if we know (|ψn|)N−11 , then we get Λ. Moreover, (1.8) gives
all νn, n ∈ ZN−1.
iii) The laim (1.9) is proved in terms of µn in [KoKu℄, p. 2, based on [KoKr℄. This proof
holds for the ase of νn sine |ψn| is independent of νn or µn aording to its denition in
(1.5).
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