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Abstract
In this thesis theoretical models for describing ultrafast dynamics and
High Harmonic Generation (HHG) in bulk periodic systems are devel-
oped. HHG in bulk solid state systems has been achieved by several
groups over the last few years [1, 2, 3, 4, 5, 6], since the first experimen-
tal results of Ghimire et al. [1]. In this thesis a review of recent results is
presented, with attention paid to the development of theoretical models
for the HHG process in periodic solids. A closed form expression for a
Landau-Dykhne type sub-cycle transition rate between bands of nearest-
neighbour tight-binding structures is derived. This rate is used to con-
struct a semi-classical model for HHG in solids. The sub-cycle nature
of the transition rate is shown to lead to destructive interference of cur-
rents in the conduction band. The time dependent Scho¨dinger equation
is employed in the accelerated Bloch basis to study the effect of multi-
ple bands on the HHG process. For mid-IR fields transitions between
bands can be sufficiently strong that transitions between the conduction
bands suppress the Bragg reflection process. It is shown that such tran-
sitions can form an effective nearly parabolic conduction band, and lead
to a large reduction in harmonic intensity compared to single conduction
band models. The prediction of destructive interference of current in the
conduction band of periodic solids is studied in ZnO, using a non-local
empirical pseudopotential band structure and matrix elements, in the
density matrix formalism, with the inclusion of dephasing effects. It is
shown that the quantum destructive interference is present in the den-
sity matrix calculation, closely matching semi-classical predictions. The
effect of multiple bands of the structure, and variation in the dephasing
timescale of the system is also considered.
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Overview
Electron motion in molecular systems occurs on the dimensions of nanometers spatially, and
attoseconds temporally. In the Bohr model of the hydrogen atom, electrons orbit the nucleus
with a period of 150 as at a radius of 0.5A˚ . To measure electron dynamics in such systems
a technique to measure them on similar time and length scales is required. High harmonic
generation (HHG) has been shown to be a physical process capable of achieving such a resolution
(see e.g. [7] and references therein).
Recently, HHG has been achieved in bulk solid media for the first time [1]. This has led to further
experiments measuring HHG in bulk periodic media, including spectroscopic measurements of
properties of the media [2, 6, 5, 4]. The experimental techniques extensively developed over
the last few decades for HHG in gas phase systems are now expected to provide many exciting
opportunities for measurement of ultrafast dynamics in crystals.
Over the last few years there have been many theoretical studies of HHG in periodic media,
to try to gain understanding of the physical processes at work in such systems. In this thesis
the problem of HHG from solids is studied by extending the methods of strong field physics
developed for studying ionisation and HHG in atomic/molecular systems to periodic solids. The
thesis is laid out in the following way:
Chapter 1: Strong Field Physics of Atomic and Molecular Systems
In this chapter I will give an overview of the physical processes at work in atomic and molecular
systems under interaction with intense laser fields. This chapter aims to set the scene for later
chapters, focussing on mathematical treatment of ionisation and HHG in atoms, providing tools
that will be used later in the thesis to study similar effects in periodic solids.
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Chapter 2: Review of HHG in Bulk Media
This chapter contains a discussion of the main physical processes expected to be responsible
for HHG in periodic structures, and describes the theoretical methods used for modelling these
processes. A discussion of experimental and theoretical developments over the last few years is
presented.
Chapter 3: Role of Subcycle Transition Dynamics in HHG in Periodic Structures
Here, I develop an analytical treatment of sub-cycle transitions in periodic solids. In particular
I apply the method to transitions between valence and conduction bands of nearest neighbour
tight-binding band structures. This work was published [8] about a year after the first ex-
perimental demonstration of HHG from crystals [1]. I develop a closed analytic form of the
exponential dependence of this transition rate for continuous laser fields. The analytically de-
rived rate is used to develop a model for HHG in periodic media, based on harmonic generation
due to electron motion in the conduction band. This model is shown to predict a quantum de-
structive interference effect of currents in the conduction band, this effect limits the HHG process.
Chapter 4: Effect of Multiple Bands on High Harmonic Emission from Dielectrics
In this chapter a theoretical model of HHG, using the time dependent Scho¨dinger equation, is
used to study numerically how the presence of multiple bands affects the generation of harmonics
in periodic media. In particular, it is shown that transitions between the conduction bands can
dominate the Bragg reflection process in mid-IR fields. One consequence of this dominance is
that, under certain conditions, electrons move on an effective nearly parabolic potential, i.e. a
single effective conduction band is formed.
Chapter 5: Ultrafast Destructive Interference of Current in Realistic Dielectric Me-
dia
Using a non-local empirical pseudopotential model for the band structure and matrix elements
in ZnO, and a density matrix formalism for dynamical calculation, the HHG process in ZnO is
studied. Particular attention is paid to the predictions of our semi-classical model presented in
chapter 3, and how they are manifested in the quantum results. The effect of multiple bands
within this realistic model of ZnO is also considered, and how this affects the semi-classical
predictions.
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Chapter 6: Conclusions
A short conclusion to the work presented in this thesis and the current state of the study of
HHG in periodic media is given.
Chapter 1
Strong Field Physics of Atomic
and Molecular Systems
This chapter provides a brief introduction to strong field physics, which is an essential element for
describing high harmonic generation (HHG). Specifically, we focus on the dynamics of electrons
in atomic and molecular systems in the presence of strong laser fields with particular attention
paid to ionisation and HHG.
1.1 Towards Strong Field Physics
1.1.1 Low-order Harmonic Generation and the Advent of Non-Linear
Optics
Within a year of the development of the laser [9], second harmonic generation was achieved [10],
soon followed by the production of higher order harmonics. In these cases the generation of
harmonics is perturbative in nature.
Let us briefly consider the standard nonlinear optical description, relevant for the perturbative
regime. The production of low order harmonics is typically achieved in crystal media, such as
BBO. The generation of the harmonics is due to the polarisation response of the media. For low
intensity fields, the interaction of lasers with media can generally be understood in terms of a
linear polarisation response. That is, the polarisation of the medium (P ) responds to an electric
14
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field (F ) as follows:
P (t) = ε0χ
(1)(ω)F (t) , (1.1)
where the electric susceptibility χ(1)(ω) ∈ C is a property of the medium. Note that the sus-
ceptibility is, in general, a tensor due to differing response in different directions in the medium
(such as a crystal).
However, as one increases the strength of the laser field, linear response is no longer an apt
description, and one must include into the polarisation response the higher order terms in powers
of the electric field:
P (t) = ε0
(
χ(1)(ω)F (t) + χ(2)(ω)F 2(t) + χ(3)(ω)F 3(t) + . . .
)
. (1.2)
All these higher orders of the electric susceptibility are, once again, tensors (of increasing rank),
determined by the properties of the medium. In general, the magnitude of χ(n)F n falls very
fast with increasing n. Indeed, the field strength F should be measured in units of a typical
inter-atomic field; for moderate laser intensities, much below 1012 − 1013 W/cm2, it remains
a small parameter. This is why it wasn’t until the advent of the laser and the high strengths
of the coherent fields they provide, that the nonlinear polarisation response was found to be
a significant contribution to the full response. Indeed, such effects are not only fundamentally
important, but can lead to efficient generation of second, third, and higher harmonics of the field
as well as many other effects (see e.g. [11]).
Since, by Maxwell’s equations, the field in the medium should obey:
∇
2F − (1 + χ
(1)(ω))
c2
∂2F
∂t2
=
1
ε0c2
∂2P
∂t2
(1.3)
frequencies present in the polarisation will generate new electromagnetic fields at the correspond-
ing frequencies, as the fundamental field propagates through the medium. In this way, harmonics
of the incident field are generated. However, generating useful signal in harmonics beyond the
fundamental requires that the strength of the driving field should become comparable to the
atomic field that binds the electrons. Only then will the motion of the bound electron become
sufficiently anharmonic, providing the necessary nonlinear polarisation response.
The second essential aspect of harmonic generation is macroscopic. It is not sufficient to induce
nonlinear polarisation. It is also necessary that the emission generated by different atoms in the
medium is locked in phase and adds constructively – this is the subject of macroscopic phase
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matching. For more details on this and on non-linear optics in general see e.g. [11].
1.1.2 Harmonic Generation by Moderate Fields
The generation of harmonics of the incident field is not limited to crystals or other solid state
materials, it is also possible in gases. For low order harmonics, one can understand their gener-
ation in the same manner as in solid state systems, except that the perturbative expansion and
the explicit expressions for susceptibilities now come from multiphoton transitions in atoms or
molecules of the gas.
A particle description of the generation process is useful here. A valence electron can absorb
n photons from a field oscillating at frequency ω, then fall back to it’s initial state, emitting a
photon of energy nω. In this way a polarisation field oscillating at nω can be generated. As long
as the process is phase-matched, the expected intensity of the field generated at nω is related to
the probability of an electron to absorb n photons and return to its initial state. The emitted
light adds coherently from the atomic sources, the intensity scales as the square of the atomic
number density.
For moderately intense laser fields the probability to absorb n photons can be understood by
treating the effect of the electric field as a perturbation to the atomic/molecular system. Clearly
the applied field should not be strong enough to dramatically change the form of the potential
well felt by a valence electron in the system under study. For atomic systems this generally
means laser intensities much weaker than ∼ 1013Wcm−2. In this regime, then, let us see how
the strength of the nth harmonic order is expected to depend upon the field strength. The use
of perturbation theory to describe multiphoton transitions was pioneered by Go¨ppert-Mayer as
early as 1931 [12], well before the advent of the laser; she treated the two-photon problem in
particular. Here, we treat the field as a perturbation in the length-gauge in order to derive the
multiphoton ionisation rate as in [13], the Hamiltonian is:
Hˆ = Hˆ0 + λVˆ (t) (1.4)
where Hˆ0 is the Hamiltonian of the field free system, and λ is small. Note that from here on
atomic units are used. Then we can express the wavefunction as:
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Ψ(t) =
∑
k
ck(t)e
−iEkt |φk〉 , (1.5)
where |φk〉 are eigenstates of Hˆ0 with eigen-energy Ek. To use the perturbation theory, we can
write the amplitudes in a power series: ck(t) =
∑
j λ
jc
(j)
k (t). Setting Vˆ (t) = −F0eiωLtdˆ, where
dˆ is the dipole operator, the time-dependent perturbation theory yields:
i
∂c
(j)
n
∂t
= −F0
∑
k
c
(j−1)
k 〈φn|dˆ|φk〉 e−i∆Ek,nt (1.6)
where ∆Ek,n = Ek − En − ωL. We note that 〈φn|dˆ|φk〉 = dnk is a single photon transition, and
that the summation appearing in (1.6) is nested since c
(j−1)
k itself is defined in terms of single
photon couplings to c
(j−2)
k , etc. Note the index j effectively tells us that j photon interactions
occurred to generate this amplitude, this will be clearer still shortly. If we assume that we can
treat the c
(m)
k terms as slowly varying, then for instance c
(j−1)
k can be written:
c
(j−1)
k = −F0
∑
k2
c
(j−2)
k2
dkk2e
−i∆Ek2,kt
∆Ek2,k
(1.7)
Then we can write the rate of amplitude change for the jth order amplitude, for the energy level
n, as:
i
∂c
(j)
n
∂t
= (−F0)j
∑
kj−1,kj−2,...,k1
dnkj−1dkj−1kj−2 ...dk2k1
∆Ekj−1,n∆Ekj−2,kj−1 ...∆Ek1k2
e−i(Ek1−En−jω)t . (1.8)
This equation describes multiphoton (MP) transition rate for a j photon process, with the rate
of population change scaling with the field intensity (I) to the power j:
Γ
(j)
MPI(t) ∝ Ij (1.9)
We therefore expect that the intensity of a generated nth high harmonic should fall with har-
monic order as In. The same power scaling is found for any n-photon process, such as n-photon
ionisation (1.9), and its is observed in experiments for moderate fields, see e.g. [14].
In 1971 Agostini et al. observed [15], for the first time, a breakdown of the scaling of ionisation
rate with the intensity raised to the power of the number of photons absorbed. In particular, in
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this and follow-up experiments a signal corresponding to the absorption of n0+s photons, where
n0 was the minimum number of photons required for ionisation, was observed. This is now known
as ‘Above Threshold Ionisation’. With increasing intensity, ionisation pathways associated with
higher number of absorbed photons became comparable and even more favourable than the
standard pathway associated with the minimum number of photons required for ionisation.
The opening of these channels and their eventual dominance over the lowest-order n0 -photon
pathway signified the breakdown of the perturbation theory. In these fields the characteristic
energy associated with laser-driven electron oscillations becomes non-negligible compared to the
photon energy. The kinetic, cycle-averaged, energy of a classical electron freely oscillating in a
laser field with a vector potential A(t) = −F0/ω sin(ωt) is:
E = 〈v2(t)〉 /2 (1.10)
= 〈p+A2(t)〉 /2 (1.11)
= 〈p2〉 /2 + 〈A2(t)〉 /2 (1.12)
= Edrift + F
2
0 /4ω
2 (1.13)
= Edrift + Up (1.14)
Here p is the electron canonical (or drift) momentum, which is a constant of motion in the laser
field, and Up is the ‘ponderomotive energy’ due to the oscillation in this field. Since the electron
must possess the ponderomotive energy this effectively increases the ionisation potential of the
system to Ip + Up. If the field is sufficiently strong, so that ω < Up, then the electron must
absorb more photons than would be required to overcome Ip alone. In this case, the shift of the
ionisation potential suppresses ionisation via photon numbers n < (Ip + Up)/ω – this is known
as ‘channel closing’.
The breakdown of the perturbation theory affects not only ionisation but also harmonic genera-
tion, enabling and eventually favouring the emission of higher energy photons. In 1987 McPher-
son et al. [16] observed the production of harmonics up to the 17th order in Ne, interacting with
a 248 nm pulse with peak intensity on the order of 1015-1016 Wcm−2. It was found that, for the
low harmonic orders, their intensity fell exponentially with increasing order, as expected from
the perturbation theory. However, the rate at which the intensity dropped became less severe
1.2. Ionisation 19
for the higher orders, leading to a ‘plateau’ in the intensity of the generated harmonics. Clearly,
this finding signified the breakdown of the standard, perturbative theoretical description. In
particular, the field-free potential of the system in the experimental conditions of McPherson et
al. was modified by the field to such an extent that it could no longer be treated as a perturba-
tion, Up ∼ Ip. The laser field was strong enough to induce (if not saturate) ionisation, implying
that the liberated electrons could have played a role in the process.
We can see that to understand non-perturbative high harmonic generation, we need to under-
stand ionisation of quantum systems in strong oscillating fields. That is, we need to tackle what
is known as ‘strong field physics’. This is the topic of the remainder of this chapter. We will look
at ionisation in strong fields, the associated electron dynamics, and in particular at the process
of HHG.
1.2 Ionisation
There are many methods for describing ionisation in atomic media. Here we will present those
most related to the results appearing in Chapter 3, and those most pertinent to the Lewenstein
et al. model of HHG, which is discussed in detail in §1.3.3.
To study laser-induced ionisation, we need to look at the probability that an electron escapes
a bound state of a system under the action of the laser electric field. Let us take a look at the
problem in general terms to see how we can tackle it.
We have already seen that electrons can escape the bound state of an atomic system via the
absorption of multiple photons of the laser field. However, this isn’t the only way that one can
look at ionisation. Let us now look at how this process can happen when the field is strong
enough that the field is no longer a weak perturbation, and the perturbation theory starts to
break down.
Take the simple case of a Coulomb potential in 1D: V0(x) = −1/|x|. If we apply a static electric
field of strength F to our system, then the potential becomes (in the dipole approximation)
V (x) = V0(x) − Fx (I have assumed that the field itself is in the negative x direction, and took
into account that the electron is negatively charged). In the case of strong fields it is clear that
the potential due to the field dominates the atomic potential apart from the vicinity of the origin
x ≃ 0. That is, a barrier is set up, so that the wavefunction of the bound electron can escape
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Figure 1.1: The field free Coulomb potential (black) is distorted by the potential due to the laser
field (black, dashed). The resulting potential (red) forms an approximately triangular barrier
through which tunnelling of a bound state can occur, denoted by the arrow in the figure.
through it, see Fig.1.1 for a diagram. This process is known as tunnelling.
The transmission rate for an electron tunnelling through a 1D potential barrier can be calculated
in the quasi-classical approximation (WKB approximation) (see e.g. Landau and Lifshitz [17]):
Γ = e−2|
∫ b
a
p(x)dx| . (1.15)
Here p(x) =
√
2(E − V (x)), and a and b are the beginning and end points respectively of the
barrier. Let us consider a bound state of energy E = −Ip so that Ip is the (positive) ionisation
potential. If we neglect the binding potential away from the origin, we can treat the problem
as tunnelling through a triangular barrier formed by the field; in this case a = 0 and b = Ip/F .
Then the tunnelling rate becomes:
Γ = e
−
2(2Ip)
3/2
3F . (1.16)
This is the characteristic exponent in the tunnelling rate for electrons escaping a state bound
in a generic potential with the binding energy Ip, for a strong static field F . We can see that
this rate is exponentially dependent on how strong the applied field is and how deeply bound
the state is. Note that the time dependence of the part of the wavefunction tunnelling through
a barrier can be shown, in the WKB approximation (see e.g. [18]), via its survival probability:
| 〈Ψ(x, t)|Ψ(x, 0)〉 |2 ∝ e−Γt . (1.17)
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It is precisely this Γ that we denote the tunnelling rate in (1.16).
Let us now consider how long such a process of escaping under a triangular barrier would have
taken if we could treat the motion in the classically forbidden region as if it was classically allowed.
Considering a tightly bound state, soon after entering the potential barrier the wavefunction is
already decaying as ∼ e−
√
2Ipx (by e.g. WKB approximation). This as a wave with imaginary
momentum (speed in atomic units) of −i√2Ip. Considering a classical particle beginning with
velocity −i√2Ip and moving under a triangular potential, then the speed of the particle at the
time τ that it escapes is [19]:
v(τ) =
∫ τ
Fdt = −i
√
2Ip + Fτ (1.18)
When the electron tunnelling through the barrier emerges a the exit, v(τ) = 0. Using this
condition and rearranging for the ‘tunnelling time’ τ yields:
τ = i
√
2Ip/F . (1.19)
The results here begin to look a little ‘odd’. That is, the electron starts with imaginary mo-
mentum and travels through an imaginary amount of time. That should, however, not be too
unexpected. We are trying to consider, quasi-classically, the motion of an electron through a
classically forbidden region: this requires parameters to take on imaginary values. Since the
velocity in the classically forbidden region is imaginary, and the distance that has to be covered
is real-valued, the associated time should be imaginary.
What happens if we don’t want to look at a static field but at an oscillatory one such as that
caused by a laser field: F (t) = F0 cos(ωt)? Can we use the equation derived above (1.16)?
If the time it takes for an electron to tunnel under the barrier is very short compared to the
characteristic time-scale (period) of the laser field, then we should expect that (1.16) forms a
good approximation (up to the triangular barrier approximation already made). The relevant
parameter, clearly, is:
γ = ω|τ | = ω
√
2Ip
F0
. (1.20)
The quantity γ is known as the ‘Keldysh’ parameter [20]. If γ ≪ 1 then tunnelling occurs on a
time scale very short compared to the laser cycle. This means that during tunnelling the electric
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field isn’t changing very much, and the tunnelling rate for static fields could be expected to hold
at any given moment in the field.
Keldysh came to the form of his eponymous parameter via a fully quantum mechanical approach
to ionisation that will be covered in the following section. It is worth noting in advance that
the interpretation for the case of strong fields that was provided here is matched by the more
complicated theories that follow within the strong field limit.
1.2.1 Keldysh-Faisal-Reiss Ionisation
The seminal work of Keldysh [20] showed how, by making the approximation that the final state
of the electron can be described assuming that the interaction with the field dominates that
with the core to such an extent that the latter can be neglected (now typically referred to as
the Strong Field Approximation, SFA), one could calculate the photo-electron spectrum and the
cycle-averaged ionisation rate. Keldysh calculated this rate in the length gauge, Reiss and Faisal
[21, 22] later independently showed that under the same approximation the transition rate could
be calculated in different gauges, such as e.g. the velocity gauge. Importantly, while the general
result in the SFA for an arbitrary initial state is gauge-dependent, the dominating exponential
dependence is the same in all gauges.
Let us consider how to calculate the scattering (S) matrix elements for a general quantum system,
following the didactic description given in the first part of [23], and then focus on the action of
laser fields on bound atomic systems. The evolution of a wavefunction with initial state |ψ(ti)〉
at time ti obeying the TDSE with the Hamiltonian Hˆ(t) can be equally well described in terms
of a propagator:
|ψ(t)〉 = Uˆ(t, ti) |ψ(ti)〉 = Tˆ e−i
∫ t
ti
Hˆ(t′)dt′ |ψ(ti)〉 . (1.21)
Where Tˆ is the time ordering propagator. It is both instructive and useful to consider the case
of a Hamiltonian that can be split into two components at both the initial time ti and final
time tf , where one of the components is an unperturbed system. That is, Hˆ(t) = Hˆi(t) + Vˆi(t)
and Hˆ(t) = Hˆf (t) + Vˆf (t) , with Hˆi/f (t) being the unperturbed systems, and note that the way
the Hamiltonian is split can in general be different at the initial and final times. Splitting the
Hamiltonian like this allows us to make use of the eigenstates of the unperturbed systems at the
initial and final times, which are hopefully easily found. Let us denote states that diagonalize
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(i∂/∂t− ˆHi/f (t)) as |φi/f (t)〉. The φi(t) therefore obey:
i
∂ |φi(t)〉
∂t
= Hˆi(t) |φi(t)〉 =
(
Hˆ(t)− Vˆi(t)
)
|φi(t)〉 (1.22)
Using this splitting of the Hamiltonian, and making use of the Dyson equation for the time
evolution operator (see e.g. [24]):
Uˆ(t, ti) |ψ(ti)〉 = Uˆ0(t, ti) |ψ(ti)〉 − i
∫ t
ti
dt′Uˆ(t, ti)Vˆi(t′)Uˆ0(t′, ti) |ψ(ti)〉 (1.23)
where Uˆ0 denotes time evolution in the absence of interaction, reveals that the following is a
solution of (1.21):
|ψ(t)〉 = |φi(t)〉 − i
∫ t
ti
dt′Tˆ e−i
∫
t
t′
Hˆ(τ)dτ Vˆi(t
′) |φi(t′)〉 (1.24)
Thus, we have an expression for the wavefunction in terms of the |φi〉’s that we (hopefully)
can describe without too much difficulty. Let us now look at how we can use this form of the
wavefunction to look at the amplitude for transitions from a bound state into continuum states,
that is: ionisation.
The S-matrix elements between times ti and tf are defined as:
Sfi ≡ 〈φf (tf )|Uˆ(tf , ti)|φi(ti)〉 (1.25)
The interpretation being that the matrix elements tell us how similar the initial and final states
are, i.e. how much of the wavefunction remained as it would have had it undergone no interaction.
We are interested, however, in the transition matrix elements: how much of the wavefunction
leaves our bound state to the continuum. The transmission (in this case, transition) matrix
elements are written as Tfi = (S − 1)fi and represent how much the wavefunction changes
compared to the case when there was no interaction. Using the expression for |ψ(t)〉 the S-
matrix elements are written:
Sfi = 〈φf (tf )|ψ(tf )〉 (1.26)
= 〈φf (tf )|φi(tf )〉 − i
∫ tf
ti
dt′ 〈φf (tf )| Tˆ e−i
∫ tf
t′
Hˆ(τ)dτ Vˆi(t
′) |φi(t′)〉 . (1.27)
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The first term represents how the system would evolve in the absence of the interaction, and
the second term therefore represents how much the wavefunction has changed as a result of the
interaction, this is the transition amplitude Tfi:
Tfi = −i
∫ tf
ti
dt′ 〈φf (tf )| Tˆ e−i
∫ tf
t′
Hˆ(τ)dτ Vˆi(t
′) |φi(t′)〉 . (1.28)
We can therefore calculate the matrix elements from a given initial state into a given final state
of the system. There is a difficulty however – the appearance of Tˆ e−i
∫ tf
t′
Hˆ(τ)dτ , which is a rather
complicated operator. This is where the insight of Keldysh comes to the fore. Keldysh proposed
that one could investigate the transmission matrix elements from the atomic core into the states
described by the free motion of the electron in the laser field, ignoring the effect of the core. This
is now generally known as the Strong Field Approximation (SFA). We thus change Hˆ appearing
in (1.28) by the Hamiltonian without the effect of the core: Hˆfree
Hˆfree =
−∇2
2
− F (t)dˆ (1.29)
where dˆ = −erˆ = −rˆ is the dipole operator.
The eigenstates of such a Hamiltonian are plane wave states with their momentum shifted by
the vector potential of the laser field. In particular the propagator of Hˆfree, which we denote
Uˆ (V) as it is the ‘Volkov’ propagator, propagates plane wave states with kinematic momentum
k (〈r|k〉 = eikr) in the following way [25]:
〈k| Uˆ (V)(tf , t′) = e−i
∫ tf
t′
dτ(k−A(tf)+A(τ))2/2 〈k −A(tf ) +A(t′)| (1.30)
We can now use this approximation to rewrite (1.28) under the SFA for the transition from an
ionic state |g〉 with energy −Ip (|φi(t′)〉 = eiIp(t′−ti) |g〉), into a plane wave with the kinematic
momentum k, with the interaction Vˆi(t
′) = F (t′)rˆ:
T k,SFAfi = −i
∫ tf
ti
dt′e−i
∫ tf
t′
dτ [Ip+(k−A(tf )+A(τ))2/2]F (t′) 〈k −A(tf ) +A(t′)|rˆ|g〉 e−iIp(tf−ti) .
(1.31)
Note that one can rewrite this amplitude in terms of the conserved canonical momentum of the
outgoing electron p = k −A(tf ):
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T p,SFAfi = −i
∫ tf
ti
dt′e−i
∫ tf
t′
dτ [Ip+(p+A(τ))
2/2]F (t′)d(p +A(t′)) , (1.32)
where we have written 〈p+A(t′)|rˆ|g〉 = d(p + A(t′)) for the bound-continuum dipole, and
removed the constant phase. T p,SFAfi (1.32) is the Keldysh amplitude for ionisation, into a plane-
wave state of canonical momentum p.
1.2.2 Landau-Dykhne Transitions
Landau-Dykhne transitions [26] form a way of calculating the rate of transfer between quasi-
static states of a slowly-varying Hamiltonian, that is, under the adiabatic approximation. It
presents a simple way for the calculation of transition rates to exponential accuracy.
Consider a Hamiltonian Hˆ that varies analytically in time, slowly such that its time derivative
is small compared to the energy gap between states of interest, so that we can consider the
quasistatic states of the problem. These are the states that solve the stationary Schro¨dinger
equation at a parametrically set time t:
Hˆ(t) |ψn(t)〉 = En(t) |ψn(t)〉 . (1.33)
Let us use these states as a basis to expand the full solution of the TDSE onto:
|ψ(t)〉 =
∑
n
an(t)e
−i ∫ t En(t′)dt′ |ψn(t)〉 (1.34)
noting that the |ψn〉 form an orthonormal set at any time t: 〈ψn(t)|ψm(t)〉 = δn,m. Putting the
ansatz (1.34) into the TDSE yields the following equations for the amplitudes an(t):
a˙n(t) +
∑
m
am(t)e
i
∫ t ωn,m(t′)dt′ 〈ψn(t)| ˙ψm(t)〉 = 0 (1.35)
Where ωn,m(t
′) = En(t′) − Em(t′). Let us also denote cn,m(t) = 〈ψn(t)| ˙ψm(t)〉, noting that
cm,n(t) = −c∗n,m(t), as can be seen by taking the derivative of the orthonormality condition.
Let us consider transitions in a two state system, in the limit where the lower state is only very
slightly depleted: a˙1(t) ≃ 0, a1(t) ≃ 1. Then the equation governing the population of the upper
state can be written:
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a˙2(t) = c
∗
1,2(t)e
−i ∫ t ω1,2(t′)dt′ . (1.36)
The solution for a2(+∞) is:
a2(∞) =
∫ ∞
c∗1,2(t
′)e−i
∫
t′ ω1,2(t
′′)dt′′dt′ (1.37)
The main contributions to the integral will be from the points of stationary phase, that is where
∂/∂t′[−i ∫ t′ ω1,2(t′′)dt′′] = 0. Note that this stationary phase method is a particular case of the
saddle point method, namely for purely imaginary exponents. Continuing with the derivation,
the solution to this condition for t′, which we label ti, satisfies:
En(ti) = Em(ti) . (1.38)
So the transition probability is dominated by interaction at the crossing of levels. But note that
the levels do not have to cross on the real time axis. In fact, their coupling implies that on the
real time axis we will have an avoided crossing. However, we can extend the time axis into the
complex plane, and find complex solutions: ti = t0 + iτ .
The effect of the exponential on the ionisation rate is generally varying much faster than the pre-
exponential factor, and in the Landau-Dykhne scheme one typically ignores these pre-exponential
factors, altough they can be found and included in some cases. Using the stationary phase solu-
tion, ti, and maintaining only exponential accuracy we can use (1.37) to calculate the probability
of transition:
P1,2 = e
−2Im{∫ ti ω1,2(t′′)dt′′} (1.39)
Let us now consider the particular example of the Landau-Dykhne transition from a bound
atomic state of energy −Ip to a Volkov state with canonical momentum p and energy (p +
A(t))2/2. Then one obtains:
P1,2 = e
−2Im{∫ ti Ip+(p+A(t′′))2/2dt′′} (1.40)
where 2Ip+(p+A(ti))
2 = 0 defines the ‘ionisation time’ ti. One can see the similarity of (1.37)
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with the Keldysh ionisation amplitude (1.32) clearly. In fact one can analyse the integral of
the Keldysh amplitude (1.32) using the saddle point method since the integrand is a rapidly
oscillating function, the amplitude is then proportional to the integrand evaluated at the saddle
point time. The saddle point time is the same found in the Landau-Dykhne scheme, namely
solutions of 2Ip + (p + A(ti))
2 = 0. Thus, taking the saddle point of the Keldysh transition
amplitude retrieves the same probability for transition. The Landau-Dykhne ionisation rate
into the Volkov states therefore retrieves the Keldysh rate with exponential accuracy. Taking
the stationary phase of the Keldysh amplitude in this way provides a method for calculation of
the sub-cycle ionisation rate: that is the ionisation rate at any moment in the field. The use of
such rates is important for the modelling of HHG.
1.2.3 Non-Adiabatic and Sub-Cycle Ionisation
Let us look more closely at the Landau-Dykhne transition into the Volkov states, and how this
method can be used to evaluate ionisation rates at any moment in the laser field. Further to
this we will look at how we can use the method to attribute physical meaning to various aspects
of the resulting equations. This section presents ideas described in further detail in [19], and is
very closely related to the results of chapter 3.
The time of ionisation can, as described in the last section, be defined by the stationary phase
of the semiclassical action S(t, t′,p) =
∫ t
t′
dt′′Ip + (p+A(t′′))2/2:
∂S(t, t′,p)
∂t′
∣∣
t′=ti
= 0 . (1.41)
Leading to the following condition for the ionisation time ti: 2Ip+(p+A(ti))
2 = 0. We see that
at the ionisation time ti electrons are ‘born’ with an imaginary kinematic momentum of i
√
2Ip,
that is they are states with the bound-state Coulombic tail as described at the beginning of §1.2.
For a continuous linearly polarised laser field, with vector potential A(t) = −(F0/ω) sin(ωt)xˆ,
and only treating ionisation in the polarisation direction of the laser field, the condition for ti
(1.41) can be written:
sin(ωti) = ωp/F0 − iω
√
2Ip/F0 = ωp/F0 − iγ . (1.42)
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Where γ =
√
Ip/2Up is the Keldysh parameter. As discussed at the beginning of §1.2 it describes
the relative time-scale of tunnelling compared to that of the field. We have already seen that
electrons are ‘born’ into states of imaginary kinematic momentum, and now we see that electrons
are ‘born’ at imaginary time ti. We can simplify (1.42) by using the conservation of the canonical
momentum to write p = k(t)−A(t), where we are only looking in the direction of the polarisation
of the field. This allows us to look at how the birth time ti varies as a function of time t on the
real axis. To this end, we make the approximation that electrons are most likely to be born into
plane wave states with no kinematic momentum, k(t) = 0, since these are of the lowest energy
and the tunnelling is exponentially damped for increasing energy gap. In this approximation,
p = F0 sin(ωt)/ω and (1.42) becomes:
sin(ωti) = sin(ωt)− iγ . (1.43)
Clearly the solutions for ti are complex as we expected, writing ti = t0 + iτ gives the solutions
to (1.43) as:
sin(ωt0) =
√√√√( α˜2 + 1
2
)
−
√(
α˜2 + 1
2
)2
− α2 (1.44)
sinh(ωτ) =
√√√√( α˜2 − 1
2
)
+
√(
α˜2 − 1
2
)2
+ γ2 (1.45)
where α = sin(ωt) and α˜2 = α2 + γ2, equivalent to the form used in Chapter 3 and [8]. The
signs on the square roots are chosen such that t0 is close to t, and the transition occurs almost
entirely over imaginary time. In fact in the limiting case γ = 0, i.e. for infinitely low frequency
fields, t0(t) = t so that transitions from a bound state into plane waves of zero instantaneous
velocity are instantaneous. Interestingly, measurements have recently been performed to try
to directly measure the real time over which an electron tunnels through the barrier, using
the ‘attoclock’ technique [27, 28] (see also [29] and references therein). However, Torlina et al.
have shown in a series of calculations that the observable (angular offset in photoelectron/ion
momentum) in these ‘attoclock’ measurements can be attributed to the attractive force of the
core and multi-electron effects rather than a tunnelling delay [30].
Let us now look specifically at the case γ ≪ 1, which is the strong field limit where the time
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taken to tunnel under the barrier is effectively an instantaneous moment in the field.
Strong field/low frequency limit
In the limit γ ≪ 1 equations (1.44) can be shown to give the approximate solutions:
sin(ωt0) ≃ sin(ωt) =⇒ t0 ≃ t (1.46)
sinh(ωτ) ≃ γ/| cos(ωt)| =⇒ ωτ ≃ γ/| cos(ωt)| =
√
2Ipω/|F (t)| = γ(t) (1.47)
Let us now consider the transition rate, in the Keldysh/SFA scheme to exponential accuracy,
using this form of the ionisation time. We will focus on a single cycle of the laser field, one
can then treat pulsed fields as a series of separate half cycles of different strengths provided the
pulses are not too short. The transition rate is:
Γ(t) = e−2Im{
∫ ti
−2pi/ω
[Ip+(p+A(t
′′))2/2]dt′′} = e−2Im{
∫ ti
−2pi/ω
[Ip+(−A(t)+A(t′′))2/2]dt′′} (1.48)
where k(t) = 0 is set and the lower limit of the integral is the start of the laser field half-cycle.
In the strong field case this a reasonable assumption. Since t0(t) ≃ t in the strong field limit,
let us solve the integral in (1.48) along the contour of two straight lines: one along the real axis
from −2π/ω → t followed by t → iτ in the imaginary direction – see Fig.1.2 for representation
of the contour. As we are only interested in the imaginary part of the integral, we only need
to consider the contour from t → t + iτ . To this end we can change the integration variable:
t′′ = t+ iζ, so dt′′ = idζ.
Re(t')
Im(t')
-2/ t0≈t
τ
Figure 1.2: The chosen contour for the case of strong fields, where γ ≪ 1.
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Im
{∫ ti
−2π/ω
Ip + (−A(t) +A(t′′))2/2dt′′
}
≃ Re
{∫ τ
0
Ip + (−A(t) +A(t+ iζ))2/2dζ
}
(1.49)
This becomes:
Ipτ +
1
ω2
Re
{∫ τ
0
(F0 sin(ωt)[1− cosh(ωζ)]− iF0 cos(ωt) sinh(ωζ))2/2dζ
}
, (1.50)
and since we are in the limit τ ≪ 1 we can approximate that [1 − cosh(ωζ)] ≃ 0 across the
integral, and similarly approximate sinh(ωζ) ≃ ωζ. Then (1.50) becomes:
Ipτ − F 20 cos2(ωt)τ3/6 (1.51)
...
= τ
[
Ip − 1
6
cos2(ωt)F 20
(
γ(t)
ω
)2]
(1.52)
= 2Ipτ/3 (1.53)
Here we used γ(t)2 = Ip/2|Up(t)|. Using this result the ionisation rate becomes:
Γ(t) = e−4Ipτ/3 = e−2(2Ip)
3/2/3|F (t)| (1.54)
This is exactly the transition rate for an electron moving through a static triangular barrier
at any moment in time t (c.f. (1.16)). Thus, this method retrieves the expected exponential
dependence in the case of low frequency field where the barrier is approximately static. Note
that one can fix the prefactor at this point to match the triangular, or other, barrier under
study. Note that the time dependence of the exponential decay rate (c.f. (1.17)) modifies the
mono-exponential form.
Now let us look at how this theory behaves in the opposite limit of weak/high frequency fields.
Weak Field/High frequency Limit
In the limit γ ≫ 1 equations (1.44) become:
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t0 ≃ 0 (1.55)
sinh(ωτ) ≃ γ =⇒ ωτ ≃ ln(2γ) (1.56)
The contour for the integral appearing in (1.48) is therefore chosen to be: −2π/ω → 0 followed
by 0→ iτ , see Fig.1.3. The exponent then becomes:
Re(t')
Im(t')
-2π/ω
τ
0
Figure 1.3: The chosen contour for the case of weak fields, where γ ≫ 1.
Ipτ +
F 20
2ω2
Re
∫ τ
0
[sin2(ωt)− sinh2(ωζ)]dζ (1.57)
The term containing the integral appearing in (1.57) is small compared to the Ipτ term, it can
be neglected. Then the ionisation rate becomes:
Γ(t) = e−2Ipτ = e−2N ln(2γ) = (2γ)−2N ∝ F−2N0 (1.58)
where N = Ip/ω is the number of photons required for multiphoton ionisation from the bound
state with energy −Ip. Thus, in the weak field/high frequency limit the SFA give exponential
dependence of the ionisation rate that matches the expected multiphoton ionisation process.
The take home message here is that the SFA ionisation doesn’t only apply to the case where
γ ≪ 1. In fact, as one begins to increase γ beyond the strong field regime into the region γ ∼ 1,
the theory includes both tunnelling and multiphoton ionisation together in a non-separable
manner. This was called non-adiabatic tunnelling in [19]. The limiting cases of weak/strong
field ionisation can be seen in Fig.1.4 where the tunnelling and MPI pathways are shown. An
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example of how one can envisage the intermediate case of γ ∼ 1 is shown in Fig.1.5 where
electrons tunnel under the barrier but are also heated by the absorption of photons [19].
One can use a similar methodology to that of this section to calculate the transition rate between
bands of a periodic solid, this is the topic of chapter 3.
position
e
n
e
rg
y MPI Pathway
Tunnelling Pathway
Figure 1.4: The two liniting cases of ionisation scheme are shown. For γ ≫ 1 ionisation occurs via
MPI, for γ ≪ 1 ionisation is dominated by tunnelling under the barrier.
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Figure 1.5: In the regime where γ ∼ 1 Keldysh-type ionisation includes both MPI and tunnelling
pathways in unison, one can think of the electron undergoing tunnelling whilst being ‘heated’ by photons
whilst moving through the barrier.
1.3 High Harmonic Generation
We have seen how strong fields are able to ionise electrons from bound states of atoms via
tunnelling rather than MPI. We have also discussed how atoms exposed to strong fields generate
high harmonics of the laser field that do not decay as quickly as the perturbation theory would
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suggest, and indeed exhibit an extended plateau of harmonic emission. This suggests that
the process of tunnelling triggers HHG. How does it happen? In this section we will consider
various aspects of the behaviour of electrons upon tunnelling and how this leads to theoretical
descriptions of the HHG process.
1.3.1 Harmonic Generation due to Ionisation Current
Once an electron tunnels from the bound state of the system it arrives into a laser-driven
continuum state, which for strong fields can be reasonably approximated as the Volkov state
(c.f. SFA). That is, the electron moves back and forth in the laser field, with acceleration
proportional to the driving laser field. Since the electron oscillates back and forth with the
frequency of the laser field, we might expect no harmonic emission beyond the fundamental.
However, the number of electrons undergoing these oscillations varies in step-wise manner. This
is due to the fact that the continuum electrons appear in short temporal bursts around the
peaks of the laser field where ionisation is most strongly favoured. Once one includes these
sharp features in the temporal response, higher harmonics should be expected. Indeed, in 1990
F. Brunel [31] considered harmonic emission due to such a process. He suggested treating these
free electrons in a plasma-like manner, so that the total current could be written:
J = −n(t)vf (t) . (1.59)
Where n(t) is the time dependent electron density and vf is the average collective velocity
(which is treated as a vector quantity here as it is equivalent to momentum in atomic units) of
all currently free electrons:
vf (t) =
1
N(t)
N(t)∑
α=1
vα(t) . (1.60)
Here α denotes individual electrons, and similarly vα their speed. N(t) is the number of electrons
currently free within a small volume ∆V , so that n(t) = N(t)/∆V . Using this form for vf , the
current at time t and some later time t+ δt can be written:
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J(t) =
−1
∆V
N(t)∑
α=1
vα(t) (1.61)
J(t+ δt) =
−1
∆V
N(t)∑
α=1
vα(t+ δt) +
−1
∆V
N(t+δt)∑
α=N(t)+1
vα(t+ δt) (1.62)
The second term in (1.62) represents electrons that arrive in the continuum between t and δt.
Electrons that are just arriving into the continuum are expected to enter the continuum with
negligible velocity. For this reason one can neglect the second term in (1.62). Then by finite
difference one can see:
dJ
dt
=
−1
∆V
N(t)∑
α=1
dvα(t)
dt
(1.63)
and since the electrons are freely oscillating in the field,
dvα(t)
dt
= −F (t). It follows that:
dJ
dt
= n(t)F (t) . (1.64)
Brunel goes on to show that one can use this form of
dJ
dt
to propagate Maxwell’s equations to
investigate the harmonic response of this process. Let us content ourselves here with a slightly
less sophisticated approach, to investigate the general shape of the harmonic emission. The far
field emission of light due to an accelerating charge has a field proportional to the acceleration
of the charge. In our case of the collective motion, the acceleration is
dJ
dt
. The far-field emission
therefore has the following spectral power distribution:
I˜(ω) ∝
∣∣∣∣F
{
dJ
dt
}∣∣∣∣
2
, (1.65)
where F denotes the Fourier transform.
We can thus investigate the general shape of the harmonic spectra without needing to propagate
the Maxwell equations. We can now choose how to express n(t) appearing in (1.64). The number
of free electrons can be described by the number of of electrons that have undergone ionisation
in the time up to now:
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n(t) =
∫ t
Γ(t′)dt′ . (1.66)
Let us investigate a simple form for the ionisation rate, Γ: the strong field limit of the Keldysh
ionisation, ignoring the prefactor since we are concerned with the general shape of the emission
and the exponential dominates the time dependence:
Γ(t) = e−2(2Ip)
3/2/(3|F (t)|) . (1.67)
Using this form we can easily investigate the harmonic emission due to this ‘Brunel current’.
Fig.1.6 shows an electric field and associated ionisation rate for a field of intensity 3x1014W/cm2
with wavelength 800 nm and with a FWHM of intensity of 30 fs acting upon an atom with
Ip =14 eV, typical experimental parameters. This field and Ip lead to the intensity profile
of harmonic emission taking the form of that displayed in Fig.1.7. We see that the harmonic
emission falls exponentially after the fundamental harmonic. This is consistent with the initial
part of the experimentally observed HHG spectrum, but fails to represent the plateau in the
overall spectrum, which starts after the initial exponential fall. This suggests that this Brunel
mechanism for the generation of high harmonics of the laser field may be important in the lower
part of the spectrum but is not the dominant one for the whole process, at least in atomic
systems. The reader may wonder, then, why this mechanism has been considered at length. The
answer is that in solid state systems, the harmonic emission due to the collective motion of the
free (conduction-band) electrons is expected to be of greater importance.
1.3.2 Wavepacket in Free Space Interacting with a Laser Field
We have seen that harmonic generation due to the highly non-linear variation of free electrons
oscillating in the field alone cannot describe the plateau-like structure of the harmonic emission.
To gain a quantitative picture of what happens to the portion of the wavefunction that tunnels,
let us consider a Gaussian wavepacket being ionised from the atom and appearing in the free
space in which our oscillating field is dominant. The subsequent motion of this wavepacket can
be found by solving the TDSE:
i
∂Ψ
∂t
=
(pˆ+A(t))
2
2
Ψ (1.68)
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Figure 1.6: The form of the intensity of the field and ionisation rate Γ used for the caluclation of
‘Brunel harmonics’. The field is of intensity 3x1014W/cm2 with wavelength 800 nm and with a FWHM
of intensity of 30 fs acting upon an atom with Ip =14 eV, typical experimental parameters. Both the
intensity and the ionisation rate have been normalised so that they have a maximum vlaue of 1, for easy
comparison.
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Figure 1.7: The spectral intensity generated in the far-field due to the ‘Brunel current’ initiated by a
field of intensity 3x1014W/cm2 with wavelength 800 nm and with a FWHM of intensity of 30 fs acting
upon an atom with Ip =14 eV (krypton).
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Here A(t) is the vector potential of the laser field, and we are working within the dipole ap-
proximation. For simplicity, consider a linearly polarised field. We start with the Gaussian
wavefuntion in the momentum space, in the form examined in [19]:
Ψ(v, t = 0) = e
−
−v2τ
2
−iv·xe
(1.69)
Here τ = sinh−1(
√
Ip/2Up)/ω is the imaginary part of the tunnelling time, and xe = Ip/F is
the tunnel exit point. In order to solve the TDSE, let us move into the Kramers-Henneberger
frame. That is, we write a new wavefunction, ΨKH, in terms of the original one, Ψ, by applying
the following two phase factors:
ΨKH = e
∫
tA(t′)dt′∇ei
∫
t A2(t′)/2dt′Ψ (1.70)
In this frame the TDSE becomes:
i
∂ΨKH
∂t
=
pˆ2
2
ΨKH (1.71)
which is easily solved for our Gaussian wavepacket of plane-wave states, which are the eigenstates
of the Hamiltonian for the Kramers-Henneberger frame. Then, in spatial co-ordinates, in the
Kramers-Henneberger frame that oscillates with the electron, the solution is:
ΨKH(x, t) =
(
1
τ + it
)3/2
e
−
(x− xe)2
2(τ + it) (1.72)
We can now apply the transformation back into the lab-frame. We have to apply the inverse
of the two operators appearing in (1.70) to ΨKH. The operator with the gradient operator
appearing in the exponent is nothing more than a translation operator and the other is simply
a phase factor, whence it follows that:
Ψ(x, t) = e−i
∫ t
A2(t′)/2dt′ΨKH
(
x−
∫ t
A(t′)dt′, t
)
. (1.73)
Here we can explicitly see that the Kramers-Hennberger frame is one that oscillates with the
field. Applying this transformation we find that the wavefunction of the ionised wavepacket is
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of the form:
Ψ = e−i
∫
t A2(t′)/2dt′
(
1
τ + it
)3/2
e
(
x− xe −
∫ t
A(t′)dt′
)2
(τ − it)
2(τ2 + t2) . (1.74)
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Figure 1.8: The magnitude of a wavepacket born into a laser field of 2.13x1014 Wcm−2 at 800 nm
(Up = 12.7eV ) 0.4rad after the laser field maxima for an atom with Ip = 14eV. The wavepacket takes
initial form (1.69). The wavefuntion is only shown for the spatial axis of the laser field with other spatial
co-ordinates set to zero. One can see that the field pulls the wavefunction from the atomic site and that
it returns at a later time, and that the wavepacket spreads.
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Figure 1.9: The real part of a wavepacket born into a laser field of 2.13x1014 Wcm−2 at 800 nm (Up =
12.7eV ) 0.4rad after the laser field maxima for an atom with Ip = 14eV. The wavepacket takes initial
form (1.69). The wavefuntion is only shown along the polarisation axis of the laser field with other
spatial coordinates set to zero. One can see that the wavefunction represents a wave-like continuum
state that oscillates back towards the atomic core.
We see that we have a wavepacket centered at xe, which is driven by the laser field and that
spreads in time. Moreover, this wavepacket develops a wave-like property due to the spatially
varying phase. This phase reflects the momentum of the wavepacket.
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In Fig.1.8 the form of the wavepacket driven by a field polarised along the x-axis is shown as
a function of time, setting y = z = 0. We can see that the wavepacket moves away from the
atom and then, later in the laser field, returns. This motion is very similar to what is expected
classically (c.f the dashed line in Fig.1.8), however there is also the presence of wavepacket
spreading and the wave-like form of the wavepacket that cannot be predicted in a classical way.
The wavelike form of the wavepacket is shown in Fig.1.9.
Thus, the ionised wavepacket can return to the atomic site. Radiative recombination with the
parent ion will lead to emission of light, with the photon energy determined by the energy of the
returning electron. In the following section, a quantum mechanical treatment that encompasses
the ionisation process together with the subsequent motion of the electron wavepacket is used
to investigate this process, which results in HHG.
1.3.3 The Lewenstein Model: HHG in the SFA
Just like for ionisation, we consider solving the TDSE for an electron escaping a bound state
under the action of a laser field. However, we are no longer satisfied with the ionisation yield
and will consider the dynamics of the system after ionisation. In principle, one could solve the
TDSE for the full system:
|Ψ(t)〉 = e−i
∫
t Hˆ(t′)dt′ |Ψ(0)〉 , (1.75)
however, this does not give sufficient insight into underlying physics. The alternative is to
develop an approximate analytical treatment. Such schemes were implemented by W. Becker et
al. [32, 33] and independently by M. Lewenstein et al. [34], using the strong field approximation.
Here we follow the latter paper. The approximations made, and their consequences on solving
the problem, are listed below:
• The ionised part of the wavefunction spends most of its time far from the core. This means
that the ionised part of the wavefunction is in the free space under the action of the electric
field, and so can be described as a superposition of the Volkov plane-wave states.
• Only one ground state is considered within the core. (Typically for molecules one would
use the Highest Occupied Molecular Orbital, HOMO.)
• Depletion of the ground state is neglected.
Under these approximations, an obvious ansatz for the wavefunction is the one containing a
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superposition of the ground state and the free electron states:
|Ψ(t)〉 = eiIpt
[
a(t) |g〉+
∫
b(k, t) |k〉 dk
]
, (1.76)
where |g〉 is the wavefunction of the ground state which has energy −Ip, and |k〉 are plane wave
states, i.e. 〈r|k〉 = eik.r. The form of the TDSE we apply the ansatz to is:
i
∂ |Ψ(t)〉
∂t
=
[
−∇2/2 + Vˆcore(r) + VˆL(rˆ, t)
]
|Ψ(t)〉 , (1.77)
where Vˆcore(r) only acts on core states, and VˆL(rˆ, t) = −F (t)dˆ is due to the interaction with
the laser field (F (t)). Here we have used the dipole approximation, i.e that the field is spatially
homogeneous. We are working in the length gauge.
Applying the ansatz (1.76) to (1.77) the left hand side becomes:
i
∂ |Ψ(t)〉
∂t
= −Ip
[
a(t) |g〉+
∫
b(k, t) |k〉 dk
]
eiIpt + ieiIpt
[
a˙(t) |g〉+
∫
∂b(k, t)
∂t
|k〉dk
]
, (1.78)
the right hand side becomes, for the core state:
[
−∇2/2 + Vˆcore(r) + VˆL(rˆ, t)
]
eiIpta(t) |g〉 = −a(t)eiIpt
[
Ip + F (t)dˆ
]
|g〉 , (1.79)
and for the continuum states:
[
−∇2/2− F (t)dˆ
]
eiIpt
∫
b(k, t) |k〉 dk = eiIpt
[∫
(k2/2)b(k, t) |k〉dk − F (t)
∫
b(k, t)dˆ |k〉dk
]
.
(1.80)
Piecing the left and right hand sides back together, and making the approximation of negligible
depletion of the ground state so that a(t) = 1∀t (a˙(t) = 0), we arrive at the following equation
governing the expansion coefficients of the continuum states:
i
∫
∂b(k, t)
∂t
|k〉 dk =
∫
(Ip + k
2/2)b(k, t) |k〉dk − F (t)
∫
b(k, t)dˆ |k〉 dk − F (t)dˆ |g〉 (1.81)
pre-multiplying by 〈q|, and using the identities: 〈q|k〉 = δ(k − q) and 〈q|rˆ|k〉 = −iδ(k − q)∇q,
we can rewrite (1.81) as
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∂b(q, t)
∂t
+ F (t)∇qb(q, t) + i
(
Ip + q
2/2
)
b(q, t) = iF (t)d(q) (1.82)
where d(q) = 〈q|dˆ|g〉 is the dipole matrix element between the ground state and the continuum
state. We can convert the partial differential equation of (1.82) into an ordinary differential
equation (ODE) by using the method of characteristics. Introducing parametric variable s and
defining t and q as functions of this variable such that their derivatives with respect to s are
given by:
dt
ds
= 1 =⇒ t = s (1.83)
dq
ds
= F (t(s)) =⇒ q =
∫ t
t′
F (τ)dτ = q0 −A(t) +A(t′) (1.84)
allows us to write (1.82) as an ODE in s:
db
ds
+ i(Ip + q(s))
2/2)b(s) = iF (t(s))d(q(s)) . (1.85)
By means of an integrating factor and using the definitions above for t(s) and q(s) we arrive at
an expression for the coefficients b(q, t):
b(q, t) = i
∫ t
F (t′)d(q −A(t) +A(t′))e−i
∫
t
t′
[Ip+(q−A(t)+A(τ))2/2]dτdt′ . (1.86)
Now that we have all the information about the wavefunction under the approximations we have
chosen to make, we are in a position to calculate the dipole: D(t) = −〈Ψ(t)|rˆ|Ψ(t)〉. We are
interested in the dipole because the experimentally measured harmonic signal is determined by
the polarisation electric field generated by the dipole. If we ignore the propagation effects, the
far field is given simply by the Fourier transform of the second time differential of the dipole:
I˜(ω) =
∣∣∣F{D¨(t)}∣∣∣2 = ∣∣ω2F{D(t)}∣∣2 (1.87)
Using our ansatz to calculate the dipole, and assuming that our ground state has no permanent
dipole and that the dipole between continuum states is negligible compared to the dipole between
the continuum states and the ground state we find:
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D(t) =
∫
b(q, t)d∗(q)dq + c.c. (1.88)
Substituting in our expression for b(q, t) (1.86), and introducing the canonical momentum p =
q −A(t):
D(t) = i
∫ t
dt′
∫
dp d∗(p+A(t))e−iS(p,t
′,t)d(p+A(t′))F (t′) + c.c. , (1.89)
where S(p, t,′ , t) =
∫ t
t′
[Ip + (p +A(τ))
2/2]dt′ is the semi-classical action. We can begin to see
the underlying physics of the full quantum system under the strong field approximation. The
integrand of the dipole is made of the following three main parts:
1. Birth: d(p + A(t′))F (t′) - At a time t′ an electron is ionised into a continuum state of
canonical momentum p.
2. Continuum motion: e−iS(p,t
′,t) - The ionised part of the wavefunction is accelerated by the
laser field and picks up a quantum phase due to its energy over its trajectory.
3. Recombination: d∗(p +A(t)) - At time t the ionised part of the wavefunction returns to
the core.
We can in fact gain more physical insight by making further approximations, which make the
calculation easier too. Namely, in the Lewenstein method, because the semi-classical action has
fast oscillations in p, we can apply the saddle point method to the integral over p. The saddle
points are located at:
∇pS(p, t
′, t)|p=pst = 0 =⇒
∫ t
t′
[pst +A(τ)]dτ = 0 (1.90)
So the saddle point momentum, i.e the momentum that gives the largest contribution to the
integral, is the momentum that leads to the electron returning to where it was ionised from.
Rearranging for the saddle points:
pst = − 1
t− t′
∫ t
t′
A(τ)dτ (1.91)
and applying the saddle point method over the p integrals, leads to the following expression for
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the time dependent dipole:
D(t) = ieiφ
∫ t
dp
(
2π
ε− i(t− t′)
)3/2
d∗(pst+A(t))e−iS(pst,t
′,t)d(pst+A(t
′))F (t′)+c.c. . (1.92)
Here φ is the sum of the phases picked up on each of the saddle point integrals, in each case it is
±π/4, so that the integration contour goes between the ‘valleys’ of the saddle point. The factor
(2π/(ε− i(t− t′)))3/2 is picked up by the saddle point integration due to the integration of the
Gaussian formed by e−iS as the phase is Taylor expanded about the saddle point, ε being an
infinitesimal real number. The physical meaning of this factor is that of wavepacket spreading.
Earlier we saw (§1.3.2) that an electron in a free space under the action of a laser field spreads
out, and the prefactor was of the same dependence on time spent in the continuum (τ): ∝ τ−3/2.
The saddle points over momentum showed that the main contribution to the dipole comes from
electrons returning to the core. Moreover, if one takes the saddle over t′, the ionisation time ti
is found as in §1.2.
One can consider the Fourier transform of D(t) to look at the harmonic spectrum. Then there
is another saddle over the time t. Taken together, all these saddle point equations define the
saddle points in p, t and t′. These saddle points form trajectories (orbits) starting at ti and
returning to the core at t with the energy determined by the Fourier transform frequency Ω; this
method is known as the method of quantum orbits [35, 36] (note that Lewenstein et al. used a
similar method for calculation of rescattering effects in ATI [37]).
1.3.4 The Three-Step Model
Corkum, Kulander et al. and Schafer et al. independently presented a classical description of the
motion of liberated electrons in the laser field to describe the high harmonic generation process
[38, 39, 40].
Consider an electron born into an oscillatory electric field. Let us make the following assump-
tions:
• The electron is born at time ti very close to the atomic site relative to the distance that it
will travel in the field, so that we can set x(ti) = 0.
• The electron is born with no initial velocity x˙(ti) = 0.
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Figure 1.10: Classical trajectories of electrons born into a laser field of 2.13x1014 Wcm−2 at 800 nm
(Up = 12.7eV ). The energy the trajectories have upon return is indicated by the colour of the lines, see
the colour scale.
• The electron is far enough from the core throughout most of its trajectory, so that we can
ignore the potential of the atom (the SFA).
• When the electron returns to the atomic site it recombines with the atom releasing its
energy as a photon.
These assumptions can be seen to be reasonable by considering the saddle points of the dipole
in the more complete quantum-mechanical Lewenstein model, although note that this classical
model pre-dates that of Lewenstein et al.
Under these assumptions, in 1D for a linearly polarised field, the position of the electron follows:
x¨(t) = −F (t) = −F0 cos(ωt) , (1.93)
with the initial conditions x˙(ti) = 0 and x(ti) = 0. Thus:
x(t) =
F0
ω
sin(ωti)(t− ti) + F0
ω2
(cos(ωt)− cos(ωti)) (1.94)
The return time, tr, can then be defined as x(tr) = 0 where we take the first solution after ti.
One can find the solutions tr by solving this condition numerically. Once one has found the
return time for a given birth time, the kinetic energy of the electron upon return to the core is
given simply by:
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Figure 1.11: Classical time-energy mapping of electrons born into a laser field of 2.13x1014 Wcm−2 at
800 nm (Up = 12.7eV ). Each marker indicates the returning kinetic energy of electrons that underwent
trajectories of a given excursion time. The colours of the markers indicates the birth time in the field,
see the color scale.
EKE(tr) =
x˙2(tr)
2
=
F 20
2ω2
[sin(ωtr)− sin(ωti)]2 (1.95)
The trajectories of electrons in a laser field, for typical experimental parameters, are shown in
Fig.1.10. The colours of the lines indicate the kinetic energy those electrons have upon return.
One can see that the energy of the returning electrons is strongly dependent on the birth time.
In fact, by plotting the kinetic energy as a function of the excursion time, τ = tr − ti, we
see that there is a mapping of the returning energy to the time the electron has spent away
from the atomic site. Such a plot can be seen in Fig.1.11, where the colour of the markers
indicates the birth time of the electron. One can see that there is an excursion time that gives
a maximal returning energy. Let us denote the excursion time for the maximal return energy
as τm, EKE(τ = τm) ≃ 3.2Up, leading to the maximal photon energy emission of Ip + 3.2Up.
Above this maximal energy, classically one expects no harmonic emission. Thus, this energy is
known as the ‘cutoff’ energy. The cutoff energy therefore scales linearly with the laser intensity,
or equivalently quadratically with the field strength.
One often splits the trajectories into two categories:
• SHORT trajectories: those trajectories with excursion time shorter than τm
• LONG trajectories: those trajectories with excursion time longer than τm
Let us now consider what we can learn from this understanding of these two types of trajectories,
and the mapping between excursion time and energy.
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1.3.5 Using the Time-Energy Mapping of HHG
Spectroscopy
That a mapping exists from electron energy to the electron excursion time provides the oppor-
tunity for using HHG as a spectroscopic tool to measure atomic processes on the time-scale from
sub-femtoseconds to femtoseconds. This idea, originally proposed by M. Lein [41] and first illus-
trated experimentally by S. Baker et al. [42], is based on the fact that if an atomic or molecular
process is triggered by ionisation, then the ionisation step can be considered as a pump, while
the recombination step can be considered as a probe. Each harmonic that is measured should
correspond to a different pump-probe delay, because for each harmonic the continuum electron
has spent different amounts of time away from the atom. Thus, each harmonic forms something
like a frame of a movie. The time resolution being set by the difference in electron excursion
time from one harmonic to the next, typically on the order of ∼ 100as.
However, one can also immediately see the problem: each harmonic energy corresponds to at
least two possible excursion times, a long and a short trajectory, within one laser cycle after
the ionisation (birth), i.e. at least two pump-probe delays could be super-imposed. However,
there is an effect in a macroscopic system that allows experimentalists to overcome this problem.
In the macroscopic response different trajectories have different phase matching properties, and
separate in the far field: moving the focus of the laser field relative to the thin (compared to
the focus) generating medium, one can control relative contributions of long/short trajectories
[43, 44, 45]. This allows the individual classes of trajectories to be studied independently, and
in fact their interference can also be studied [46]. The short trajectories are less divergent
[47, 36] and are therefore often chosen as the class of trajectories to be used for spectroscopic
measurements. It is worth noting that the longest timescale over which one can observe processes
in atomic systems using the short trajectories is limited by the excursion time of the harmonics
near the cut-off. We can therefore increase this timescale by using fields of longer wavelength,
however there is a penalty for this: harmonic efficiency falls as ∼ λ−5–λ−6 in the single atom
response [48, 49] and a similar scaling has been found experimentally [50]. If one wants to
generate harmonic content at longer wavelengths, for reasons other than spectroscopy of the
single atom response, properly phase-matching the emission can overcome the unfavourable
wavelength scaling [51].
If one wishes to perform spectroscopy in molecules it is perhaps clear that it is beneficial to
perform experiments on aligned samples of molecules. Indeed early studies, both theoretical [52]
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and experimental [53], showed that HHG emission could be enhanced by molecular orientation.
The method used for orientation in early studies was that of adiabatic alignment. Around the
time that M. Lein proposed the study of nuclear motion on the sub-fs timescale [41], impulsive
alignment of molecules [54, 55] that perturbs the system under study more weakly than adia-
batic alignment was used in HHG for the first time [56, 57, 58]. Looking forward to harmonic
generation in crystal media, which is to form the rest of this thesis, it is worth noting that the
need for such alignment schemes is removed in solid state experiments where one can simply
rotate the sample. Indeed, one can ask if the sorts of experiments that one can perform in gas
phase systems can also be applied to solid state ones.
For instance, using the HHG process in aligned systems has allowed for the measurement of the
orbitals which electrons are ionised from and recombine to [59, 60]. Perhaps it could be possible
to measure the form of the Bloch states in periodic systems using similar techniques? Similar
experiments are, in fact, already under way – if not for measuring the states but the energetic
band structure of solids [4] (discussed further in § 2.3).
Of course, first one needs to understand the generation process in such media. Is it the same
as in gaseous systems? The development of theoretical understanding of HHG in crystal media
over the last few years is discussed in the following chapter.
Attosecond Pulse Generation
The selection of the short trajectories does not lead only to the possibility for spectroscopic
measurement, but also to the production of ultrafast pulse trains. The short trajectories lead
to emission of harmonic content in temporally confined bursts [45]. As seen in Fig.1.11 these
bursts are chirped: higher energy photons occur later in the pulses. If one can limit the harmonic
generation to occur exclusively in a single half cycle of the field, then an isolated ultrafast pulse
will be formed rather than a train. This can be achieved by adjusting the ellipticity of the
driving pulse throughout it’s duration, such that it is only linear around the central half-cycle
of the field, this is known as polarisation gating and was proposed in [61]. In this case harmonic
generation in the strongly elliptically polarised half-cycles is very weak due to the returning
electron wavepacket ‘missing’ the atom due to the field driving it along a curved path. This
scheme was experimentally realised for the production of isolated pulses of ∼ 100 as duration
in 2006 [62], with the intrinsic chirp compensated for with aluminium foil as was performed in
[63]. For a review of recent advances see [64].
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The ability to produce pulses of light of ∼100 as duration allows for the study of electron dynam-
ics in atoms and molecules on the attosecond timescale, by for instance using these pulses in a
pump-probe scheme with near infra-red fields, for further discussion of attosecond measurements
in molecules see e.g [64, 65]. We note that attosecond pump-probe experiments have also been
performed from solid surfaces [66], and in bulk solids [67].
The increased density of electrons in crystals compared to in gas jets, may provide a possibility
for the creation of attosecond pulses of light with increased intensity compared to those generated
from the gas phase. Again, however, this is dependent upon the harmonic generation mechanism
in solids.
1.4 Conclusions
The treatment of atoms in strong laser fields has been considered, with particular attention
paid to the process of ionisation and HHG. The strong field approximation has been seen to be
a useful tool for the elucidation of the complicated quantum mechanics of ionisation [20], and
HHG [34]. Moreover, we have seen how a simple classical model (the three-step model) is able
to describe the main features of the HHG process and provide physical insight to the problem.
This sets the scene for the remainder of this thesis. Recent experiments have shown that HHG
is possible in periodic crystals [1], can similar theoretical models described here for the HHG
process in gas phase systems be applied to solid state ones? The use of HHG for spectroscopy
of the generating media, and also for the production of isolated attosecond pulses has also been
discussed. Again, can similar methodologies be applied in solid state systems? Such questions
provide exciting research directions for the strong field community, in the next chapter we will
discuss recent work in this field.
Chapter 2
Review of HHG in Bulk Media
We have seen in the previous chapter that the process of HHG has provided a method for
measuring properties of atomic and molecular systems on the length- and time-scales that those
systems evolve. The generation of high harmonics in systems not in the gas phase has also
been developed over recent years. Examples include HHG in plasma plumes (see e.g. [68] and
references therein) and in liquid droplets (see e.g. [69] and references therein). The rest of this
thesis will concentrate on the process of HHG in periodic solid media, recently demonstrated for
the first time by Ghimire et al. [1].
The high electron density in solids provides the possibility for high conversion efficiencies for
HHG. Hohenleutner et al. recently demonstrated power conversion efficiency of 7% across the
harmonic spectrum (45-675 THz) generated in a 220µm thick GaSe crystal driven by a 9µm
(33THz) laser pulse at 0.72V/A˚[6].
The ability to study HHG in solids, using the tools that have been developed for ultrafast
studies in gaseous systems, opens up a range of potential scientific opportunities. It has already
been shown to provide a means for spectroscopic measurement of properties of the crystal and
quantum interference effects [6, 4]. The general idea of being able to extend the sub-femtosecond
temporal and angstrom-scale spatial resolution offered by HHG spectroscopy from the gas to the
condensed phase (see e.g [70]) makes this a very exciting research direction.
The study of ultrafast processes in solids may also reveal physical processes useful for techno-
logical applications. For instance, the ability to control ultrafast currents in SiO2 nanofilms in a
metal-dielectric-metal structure as demonstrated by Schiffrin et al. [71] may provide means for
ultrafast current switching, moreover similar experiments of Paasch-Colberg et al. [72] demon-
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strated that measuring the current in such structures provides a device for the measurement of
carrier-envelope phase of the driving laser pulse. Recently Mashiko et al. [73] have measured at-
tosecond timescale dipole oscillations in GaN exposed to ultrafast fields, indicating conductivity
switching on this timescale, demonstrating potential for the creation of petahertz optical drives.
The ability to produce non-perturbative high harmonics in crystals raises the fundamental ques-
tion of whether one can treat the interaction of intense fields with crystals via ‘Strong Field’
methods, as have been successfully used for atomic and molecular systems. The first step in
addressing the strong field problem in atomic/molecular systems was to treat the problem of
ionisation, describing the transition across the energy gap between the initial state and the con-
tinuum, and visualizing this transition as tunnelling under the barrier. Keldysh provided the
seminal work in understanding this [20], and indeed in that very paper he has also considered
the problem of transitions between the energy bands of a crystal.
In the strong field approximation as applied to atomic systems, one assumes electrons are born
into plane-wave states (i.e. they are unaffected by the core). In crystals the field-free one-electron
eigenstates of the system are Bloch states that have a form very similar to plane-wave states.
Indeed, a Bloch state with crystal momentum k takes the form:
〈r|ψk〉 = uk(r)eikr (2.1)
where uk(r) has the periodicity of the crystal. By using these states as initial and final states
for transitions between valence and conduction band, the analytic form for the transition has
been derived by Keldysh [20] in a form that is very similar to atomic ionisation in the SFA.
Further to this, one can equally well apply the concept of non-adiabatic transitions using the
Landau-Dykhne formalism to obtain sub-cycle transition rates. The framework and associated
results are presented in chapter 3 and in [8].
For HHG in gas phase systems, after considering ionisation, the next step was to consider the
motion of the electrons once they are freed from the atomic core. In atomic experiments, under
the usual experimental conditions, it is reasonable to assume that the liberated electron will
be at a large distance from other atomic sites (as well as from its own) and therefore would
behave as a (nearly) free electron in the laser field. This is the basis for the Lewenstein [34],
Becker [32, 33], and three-step models [38, 39, 40]. But can we treat the motion of electrons
that undergo transitions into conduction band states of solids in a similar way, to allow the
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development of simplified theoretical methods compared to full quantum calculations? And how
important would the ‘Brunel’ type of current and associated harmonics discussed in § 1.3.1 be
in solids?
Let us consider the classical motion of an electron freed from a particular location within the
crystal, as if that electron were free. Under the experimental conditions employed by Ghimire
et al., electrons would undergo excursions over multiple units cells. This leads one to question
whether we can treat the motion of an electron in a conduction band as moving freely through
the crystal. Of course, when we talk about an electron in a periodic crystal, we are really talking
about delocalised states: we promote electrons into Bloch states. As was the case in atomic
systems, promotion is preferentially selected into states with momentum close to zero, as this is
where the energy gap is smallest (typically). This is explained in more detail in chapter 3.
Another important question that should be addressed is whether a single active electron approx-
imation, that has been shown to work so well in atomic systems, is valid in such crystal systems.
As mentioned, an electron freed from an atomic site within a crystal moving classically would
move through several unit cells, passing many ionic sites and in a sea of delocalised electrons.
Can we still ignore the interaction of the freed electron with the other electrons in the system,
and with the ionic cores?
In addition to these Coulombic interactions, there are also interactions with phonons in the crys-
tal and with impurities. Again, we can ask over what timescale we expect these interactions to
take place. The inclusion of dephasing to single electron calculations to model the effect of these
scattering processes in a phenomenological way has been shown to be very important to obtain
harmonic spectra that match the form of the harmonic spectra observed in experiments [74].
The phenomenologically introduced dephasing times required for agreement with experiment
have been shown to be on the order of just a few femtoseconds (see e.g. [74, 3, 6]), suggesting
that scattering, at least as far as HHG is concerned, takes place on an ultrafast timescale for
strongly driven crystals. Modelling of scattering processes beyond phenomenological dephasing
and population relaxation has not yet been performed for ultrafast interactions in crystal media;
neither has the macroscopic aspect of the HHG response been adequately studied.
Let us discuss the first experimental results demonstrating non-perturbative high harmonic gen-
eration in bulk crystal media as published by Ghimire et al. [1]. By using a Mid-IR laser at a
wavelength 3.25µm with field strengths up to 0.6V/A˚ focussed into ZnO (Wurtzite) they were
able to investigate how the generated spectrum varied under variation of multiple parameters.
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Perhaps the most interesting result of their work was that the cut-off harmonic order was found
to scale linearly with the respect to the field strength, rather than with the intensity as in the
case of atomic systems. This was a first hint that perhaps one should reconsider the physical
mechanism behind the high harmonic generation in crystal media.
Ghimire et al. also showed that the sensitivity to ellipticity of the harmonic generation in
crystals is much weaker: one must make the field almost fully circularly polarised to turn off
the generation process. This was understood by Ghimire et al. as evidence that ionisation and
recombination are not limited to the same site in crystals. The stark difference in the response of
the spectrum to changes of the laser field compared with the results in atomic systems spurred
Ghimire et al. to propose that current of electrons moving in the conduction band of ZnO
(following transition from the valence band) were responsible for the generation of the harmonic
content. This current due to the electron motion within the bands is referred to as ‘intraband
current’, in contrast to the ‘interband current’ which is due to transitions between the bands.
The difference between HHG from intra- and inter-band currents is equivalent to the difference
between the ‘Brunel’ (§ 1.3.1) and the recombination (§ 1.3.3) HHG in gas phase systems.
Let us now consider how the simple model of intraband current proposed by Ghimire et al.
leads to harmonic generation. We will then move on to discuss quantum treatments of the prob-
lem within the single active electron approximation and the effect of dephasing to approximate
many-body effects.
2.1 Understanding Semiclassical Intraband Current
One can model the crystal under consideration as formed of two bands, with each being repre-
sented by a nearest-neighbour tight-binding band shape:
εCB(k) = Eg +∆CB (1− cos(kd)) (2.2)
εVB(k) = −∆VB (1− cos(kd)) (2.3)
where k is the crystal momentum, Eg is the gap between the bands, d is the lattice constant,
and 2∆CB is the energetic width of the conduction band (CB) and similarly for the valence band
(VB).
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Figure 2.1: A simple tight-binding band approximation for ZnO, with the valence band in blue and
conduction band in red. In the lower pane the velocity at any point on the Brillouin zone is shown for
each of the bands with the same colouring.
In order to study harmonic generation due to the motion of electrons within the bands we
consider the velocity an electron has at different positions within the band. The group velocity
is given by the derivative of the band with respect to the crystal momentum, vg(k) = ∂ε/∂k, so
that the velocity profiles of our nearest neighbour bands (2.2) are:
vCBg (k) = d∆CB sin(kd) (2.4)
vVBg (k) = −d∆VB sin(kd) . (2.5)
The bands and velocity profiles are shown in Fig.2.1, with the conduction band in red and the
valence band in blue.
With knowledge of the velocity profiles of the structure, we need to consider the effect of the
laser field. According to the acceleration theorem (see e.g. [75]) the crystal momentum is shifted
by the vector potential of the laser field, A(t):
k(t) = k0 +A(t) (2.6)
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where k0 is the crystal momentum before the laser field is turned on. This approximation is called
‘ballistic transport’, and it is valid as long as scattering processes such as the electron-electron
and electron-phonon scattering are neglected.
Before the laser field interacts with the crystal, the VB is filled with electrons across the whole
Brillouin zone (BZ), and the CB is completely unfilled. The laser field can, however, promote
electrons up from the VB to the CB. The assumption made by Ghimire et al. [1, 76] is that
electrons predominantly arrive at the centre of the BZ (k = 0) and at the peaks of the laser
field, and they consider electron motion only due to the electrons that appear at this discrete
position in the BZ at the discrete time of the maximal field during each laser half-cycle. This
approximation is reasonable: transitions are exponentially damped by increasing energy gap
between the states and with decreasing field strength. However, as we shall see later, ignoring
the distribution of arrival times of electrons into the CB prevents one from seeing quantum
interference effects that can arise. For now, let us consider how the current behaves in the
simple model of Ghimire et al.
Let us describe our laser field as a simple continuous wave:
E(t) = E0 cos(ωt) (2.7)
A(t) =
−E0
ω
sin(ωt) . (2.8)
Considering electrons promoted to the middle of the CB at the peak of the laser field at t = 0,
then k0 = 0 in (2.6). Substituting our time dependent crystal momentum into the conduction
band velocity profile (2.4) gives:
vCBg (t) = −d∆CB sin
(
dE0
ω
sin(ωt)
)
. (2.9)
Let us concentrate on just this motion, ignoring the contribution from electrons arriving in later
half-cycles of the field. We see that, due to the laser field, the electron moves back and forth in
the BZ in a sinusoidal motion with amplitude:
µ = dE0/ω . (2.10)
If µ is greater than π the electron goes over the edge of the BZ. Due to periodicity of the crystal
structure, this is equivalent to the electron appearing on the opposite side of the BZ - see Fig.2.2.
This process is known as a ‘Bragg reflection’. Note that the velocity of the electron changes sign
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as it undergoes this reflection, since the gradient of the band changes sign (again, see Fig.2.2).
Therefore, if the field is strong, the electron motion can have multiple changes of sign during a
single cycle of the laser field, giving rise to high harmonic content in the current.
Undergoing Bragg reflections due to the oscillations of the laser field is often referred to as ‘Bloch
oscillations’. Clearly, larger values of µ lead to higher non-linearity in the electrons motion. We
can increase the value of µ by turning up either the field strength or the wavelength. We are
limited by how far we can increase the field strength by the breakdown of crystal samples,
similar to how we are intensity-limited by ionisation of atoms or molecules in the case of gas-
phase HHG. For example, Ghimire et al. found that for field strengths above 0.6V/A˚ their crystal
samples were damaged irreparably [1]. We can, however, increase the wavelength. Indeed, recent
experimental capabilities now allow generation of intense laser fields towards the THz regime
[6, 3, 77].
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Figure 2.2: When electrons are pushed over the edge of the BZ by the laser field this is equivilent to
them ’reflecting’ to the other side of the BZ - a so-called ‘Bragg reflection’. The green arrow indicates
the motion we consider when working in this reduced-zone band structure picture, rather than in the
extended-zone scheme (red arrow).
In Fig.2.3 we see a profile of the electron velocity and position as a function of time, and
with the field’s profile for comparison. Lines indicate the moments of Bragg reflection, where
d ∗ A(t) = ±π, vg = 0, and the direction of motion is reversed. Note that the position of the
electron in this model moves over several unit cells during the oscillations caused by the field.
The fact that the electron velocity contains high harmonics of the field is clear from the figure.
One can also expand the expression for the current (2.9) into harmonic components using a
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Figure 2.3: Dynamics in nearest neighbour ZnO band structure, as shown in Fig.2.1 for the experimental
conditions of Ghimire et al.: 0.6V/A˚, 3.25µm. This leads to µ = 4.39, which is greater than pi, therefore
one can see Bragg reflections occuring when dA = pi. These times at which Bragg reflections occur are
shown by the vertical lines.
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Jacobi-Anger expansion:
vCBg (t) = −2d∆CB
∞∑
n=1
J2n−1(µ) sin((2n− 1)ωt) , (2.11)
where J are Bessel functions of the first kind. We see that, due to the symmetry of the laser
field and the crystal structure, only odd harmonics are present in the velocity. The generated
harmonic spectrum is related to the current, which in this simple case is the same as the velocity
(in atomic units). In fact, since the current (j) is the time-derivative of the dipole caused by
the oscillating electrons, the Fourier transform of ∂j/∂t gives ω2D(ω), where D(ω) is the dipole
response. Therefore, taking the square of the Fourier transform of ∂j/∂t gives a quantity which
is proportional to the power of the emitted field due to the oscillating electrons (in the far-field).
Thus, to obtain the harmonic spectrum from the theory, one computes:
I(ω) =
∣∣∣∣F
{
∂j
∂t
}∣∣∣∣
2
, (2.12)
so that in the Ghimire model the intensities of the odd harmonics are given by:
I(Nω) = |∆CBdNωJN(µ)|2 . (2.13)
Here N is an odd integer, since only odd harmonics of the driving field are generated.
However, this model predicts that the harmonic intensity falls much more quickly than was
observed by Ghimire et al. Reconciling the model with the observations, they have suggested
that including higher order terms in the band structure due to non-nearest neighbour interactions
would explain the extended spectrum measured [76].
Let us write the band structure including a sum over many higher-order terms:
εCB(k) = Eg +∆CB −∆CB
M∑
m=1
am cos(mkd) (2.14)
where
∑
(−1)m−1am = 1. Then it is simple to show that
∂j/∂t = −2∆CBdω
M∑
m=1
mam
∞∑
n=1
J2n−1(mµ)(2n− 1) cos((2n− 1)ωt) (2.15)
I(Nω) =
∣∣∣∣∣∆CBdNω
M∑
m=1
mamJN (mµ)
∣∣∣∣∣
2
(2.16)
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Despite higher order terms in the band structure having much smaller am values, the harmonic
emission due to these components can be much stronger than those due to the nearest neighbour
coupling, due to the behaviour of JN (mµ). Indeed, Fig.2.4 shows the behaviour of JN (mµ) as a
function of the harmonic order (N) for various band components (m). We can see that JN (mµ)
is many orders of magnitude greater for larger m and note that this can outweigh the am
components being smaller.
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Figure 2.4: Plot of log(|JN (mµ)|) as a function of harmonic order for a range of m values denoted by
their colour as shown in the colour bar. µ =4.39, comparable to the experiments of Ghimire et al. It
is easy to see that the presence of higher order terms in the band structure expansion can lead to an
extended harmonic spectrum.
This effect was also discussed by Mu¨cke [78] shortly after the results of Ghimire et al. Mu¨cke
considered the motion of a Gaussian wavepacket distribution moving in the conduction band
under the Boltzmann equation, which is effectively the same as the wavepacket moving under
the acceleration theorem. Using this methodology, and with the slight complication of two-colour
pulses, Mu¨cke also showed that steeper gradients in the CB lead to extended harmonic cut-off.
Further to this, recent experimental work of Luu et al. has shown that the simple intraband
current model, with higher order expansion terms of the band included, is able to accurately
predict the generated harmonic spectra in experiments [3].
In fact, Luu et al. have modified the model by launching a Gaussian wavepacket centered on the
centre of their CB at the peak of the field and then let it be driven by the field following the vg as
above. This promotion of a wavepacket to the conduction band mimics the quantum tunnelling
process of electrons from the VB to the CB. That such a simple model is able to describe the
physical mechanism is both useful and surprising, considering the many other physical processes
that can occur within the solid.
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One should note that neither Luu et al. nor Mu¨cke explicitly state the parameters used for the
wavepacket, and only consider electrons from a given half-cycle of the field. Consequently, they
cannot observe effects due to interference of electrons arriving into the CB at different times. In
fact, there exists a method for the calculation of the shape of the wavepacket arriving in the CB
[8], it should have a width in both crystal momentum space and temporally around the peaks
of the laser field. This method for calculating the width of the wavepacket tunnelling into the
CB is the topic of Chapter 3, where in particular we consider the opposite case to Luu et al.:
studying the temporal width of the wavepacket arriving only at the bottom of the CB. Further
to this I also show how the HHG process occurs in nearest-neighbour band structures with such
a temporal transition rate, and how interference effects due to the tunnelling can affect the high
harmonic emission.
From here on we refer to the simple model above, transitions followed by motion in a single
conduction band, as a semi-classical model. How does this method of including tunnelling to
the CB, followed by the ballistic electron motion according to the shape of the bands, compare
to fully quantum treatment of the generating system?
Let us list essential approximations made in the above model:
• Harmonic emission due to electron-hole recombination is neglected
• The effect of many bands is neglected (This is quite hard to include analytically due to the
multiple Landau-Zener type transitions between bands. Further to this, the probability for
these transitions is not trivial to derive analytically, since they are not true Landau-Zener
transitions)
• The interplay of electron-hole recombination and the current, due to electron motion within
bands, is neglected.
We have seen however that, in spite of such approximations, simple semi-classical models are
able to reproduce, at least in certain cases, experimental findings [3]. The rest of this chapter will
focus on the work performed in this field by both theorists and experimentalists in an attempt
to discover what the main physical mechanisms of the HHG process in crystals is, including a
critical discussion of the current competing viewpoints.
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2.2 Beyond Semiclassical Models
Theoretical descriptions of HHG from crystals have been developed in many flavours. We have
already seen how semi-classical models can be developed. Let us now turn to quantum mechanical
descriptions. Popular methods include:
• time dependent Schro¨dinger equation [79, 80, 81]
• density matrix [74, 5, 82, 83, 84, 85]
• time dependent density functional theory [86, 87, 88]
• analytical methods [89].
• Semiconductor Optical Bloch Equations [2, 6]
Let us now investigate how these methods address the missing elements of the simple semi-
classical model, and the advantages of the different methods.
2.2.1 Solving the Time Dependent Schro¨dinger Equation
The time dependent Schro¨dinger equation (TDSE) can be used to describe the interaction of the
laser field with a crystal for a one-electron system. It is worth noting here that the band structure
of a solid is fundamentally a one-electron concept, and that such a one-electron description was
expected to present a reasonable description of the full interaction. However, recent work [74, 2]
has shown that dephasing due to many-body effects is very important in order to produce
harmonic spectra from theoretical calculations that have harmonic peaks with the sharpness
seen in experiments. Nevertheless let us begin by looking at how methods for solving the TDSE
for laser-crystal interaction have been developed, and what they were able to teach us about the
process of HHG, before returning to the issue of dephasing.
In general the one-electron TDSE takes the form:
Hˆ(t) |Ψ〉 = i ∂
∂t
|Ψ〉 (2.17)
Hˆ(t) =
[
(pˆ+A(r, t))2
2
+ U(r)
]
(2.18)
where |Ψ〉 is the one-electron wavefunction, and U(r) defines the periodic potential of the crystal.
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One can make use of the periodicity of the potential when solving the system, perhaps the most
obvious method being to expand the wavefunction in a basis of Bloch states. These states are
the field-free one-electron eigenstates:
[
pˆ2
2
+ U(r)
]
|φnk〉 = εnk |φnk〉 (2.19)
〈r|φnk〉 = unk(r)eikr . (2.20)
Here |φnk〉 are the Bloch states, n and k label the band and crystal momentum respectively, εnk
are the energies of the Bloch states. These energies define the band structure. The functions
unk(r) have the same periodicity as the potential U(r).
Note that recovery of the Bloch states and energy bands can be more easily performed by
switching to the reciprocal space of the crystal, i.e by transforming the potential of the crystal
into this space.
One must also consider how to treat the laser field, appearing in the TDSE as the vector potential.
Note that in (2.18) we have chosen to express the field in the Coulomb gauge rather than in the
length gauge. In the latter case there would be a F (t)r term in the Hamiltonian, which would
break the spatial periodicity of the problem. In general, the vector potential depends on both
time and position. However, including the dependence on the position would also disturb the
spatial periodicity. The dipole approximation is often employed to simplify the problem, i.e. the
vector potential is assumed to be spatially homogeneous.
One can split the Hamiltonian into the field free part and interaction parts:
Hˆ = Hˆ0 + Hˆint (2.21)
Hˆ0 =
pˆ2
2
+ U(r) (2.22)
Hˆint = pˆA(t) +A
2(t)/2 . (2.23)
In (2.23) the A2 term only leads to a phase evolution of the total wavefunction so it can in
general be ignored, in the dipole approximation and for the microscopic response. This gauge
transformation converts the Coulomb gauge into the familiar velocity gauge. Note, however, that
theA2 term should be recovered if macroscopic propagation of the emitted light is contemplated,
since the A2 term in the phase is inhomogeneous across the laser focus.
Plaja et al. [90] studied the process of HHG from periodic media using the TDSE in the velocity
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gauge as early as 1992, not long after the first HHG experiments in gases and long before the
experimental realisation of HHG from crystals. They used a pseudo-potential method (this sort
of method is discussed in more detail in chapter 5) to define their band structure so that it
accurately represented silicon. The methodology used was similar to today’s schemes, perhaps
the biggest difference is that resonance conditions were studied whereas recent experiments and
calculations are being performed far from resonance. Another article pre-dating 2011, from
Bachau et al. [91], solved the TDSE in the velocity gauge, using a Kronig-Penny band structure.
Bachau et al. showed how population can move between different bands of the solid, and that
perturbative models were not valid in their regime (∼ 1012Wcm−2), in particular they looked
at resonant multi-photon couplings between the bands. Faisal and Kaminski [92] also looked at
the TDSE in the velocity gauge for Kronig-Penny band structures in 1997. They developed an
analytical model involving Floquet-Bloch states, utilising the periodicity of both the crystal and
the laser field.
TDSE in the Bloch Basis
Moving forward to TDSE studies of HHG in crystals in the regime characteristic for current
experiments, we should note the work of Korbman et al. [80]. This work studied the HHG
process for simple band structures, in particular studying the presence of quantum beats in the
response of the crystal. Here, I will describe their methodology in some detail, as it is similar to
that used in Chapter 4.
They describe their periodic potential in real space within the unit cell, take the Fourier transform
to shift the problem into reciprocal space, and expand the Bloch states onto the same plane-wave
basis:
U(r) =
N∑
j=1
Uje
iKjr (2.24)
〈r|φnk〉 = unk(r)eikr =

 N∑
j=1
Cnk,je
iKjr

 eikr (2.25)
where j label the plane-waves of momentum Kj , and N is the number of plane-waves used in the
basis. The function unk(r) is the periodic part part of the Bloch state. Using these expressions
in the stationary Schro¨dinger equation (2.19) leads to a simple eigenvalue problem for the band
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structure (εnk) and Bloch states (C
n
k,j).
N∑
j=1
(
(k +Kj)
2
2
δi,j + Ui−j
)
Cnk,j = ε
n
kC
n
k,i (2.26)
The Bloch states are orthogonal when there is no band degeneracy. One can set orthonormality
by considering:
〈φnk|φmk′〉 =
∫
all space
(unk(r))
∗umk′(r)e
i(k′−k)rd3r (2.27)
=
∑
R
ei(k
′−k)R
∫
Ω
(unk(r))
∗umk′(r)e
i(k′−k)rd3r (2.28)
= δk′,k
∫
Ω
(unk(r))
∗umk′(r)e
i(k′−k)rd3r (2.29)
Here the sum over R represents the sum over all units cells, and Ω indicates the volume of a
single unit cell. We have used the periodicity of the Bloch envelopes: unk(r) = u
n
k(r+R). Using
the plane wave expansion of the periodic parts of the Bloch states, the integral in (2.29) becomes:
∫
Ω
(unk(r))
∗umk (r)d
3r =
∑
j,j′
(
Cnk,j
)∗ (
Cmk,j′
) ∫
Ω
e−i(Kj−Kj′ )rd3r (2.30)
=
∑
j
(
Cnk,j
)∗ (
Cmk,j
)
(2.31)
Orthogonality of the sum is ensured by the Hermiticity of the matrix in (2.26). As for orthonor-
mality, one can achieve it by scaling the C’s such that:
∑
j
(
Cnk,j
)∗ (
Cnk,j
)
= 1 (2.32)
One can now write down a wavefunction at a given crystal momentum formed by a superposition
of the Bloch states from different bands:
ψk(t) =
∑
n
αnk(t) |φnk〉 , (2.33)
inserting this expression into the TDSE in the velocity gauge yields:
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i
∂αnk(t)
∂t
= εnkα
n
k(t) +A(t)
∑
m
P
n,m
k α
m
k (t) (2.34)
Where P n,mk are momentum matrix elements defined as:
P
n,m
k = 〈φnk|pˆ|φmk 〉 =
N∑
j=1
(k +Kj)(C
n
k,j)
∗Cnk,j (2.35)
Korbman et al. [80] note that the momentum elements are zero between states of different
crystal momentum, which has the consequence that (2.34) can be solved separately for each k.
The initial conditions used by Korbman et al. are the same used throughout the other chapters
of this thesis, that the VBs are filled at the beginning of the simulation whilst the CBs are
empty. Note that if there are several VBs used in such a model one must solve (2.34) for the
full BZ once for each VB, in each case with only one of the VB filled.
Now that the formalism for obtaining the wavefunction throughout the laser pulse has been
developed, the form of the current needs to be found in order to investigate the HHG process.
This can be found by taking the expectation of the kinetic momentum for the states at each
crystal momentum and integrating over the BZ:
j(t) =
∑
v
∫
BZ
jk,vdk (2.36)
jk,v(t) = −〈ψk,v|pˆ+A(t)|ψk,v〉 = −Re
(∑
n,m
(αnk,v)
∗αmk,vP
n,m
k
)
−A(t) (2.37)
where v indicates the initial VB that was filled. The generated harmonic spectrum can then be
calculated as I(ω) = |F {∂j/∂t} |2.
Note the summation appearing in (2.37) over two band indices. This summation can be split
into two parts: one with the two band indices identical, and one with them being different.
The terms having n = m represent current coming from the movement of electrons within the
band n. This is the so-called ‘intraband’ current: it is the same current that has been used
in the semi-classical models. The other part of the current, when n 6= m, represents current
due to population transfer and coherence between the bands: this is the ‘interband’ current.
These intra- and inter-band processes are schematically shown in Fig.2.5. The current, using
this splitting, can then be written as:
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Figure 2.5: The difference between intra- and interband processes. Intraband current is due to
the motion of electrons within a band, the non-linearity of the motion gives rise to harmonic
generation. Interband current is due to polarisation between the bands, that is creation and
recombination of electron-hole pairs.
jk(t) = j
intra
k (t) + j
intra
k (t)−A(t) (2.38)
jintrak (t) = −Re
(∑
n
∣∣αnk,v∣∣2P n,nk
)
(2.39)
jinterk (t) = −Re

 ∑
n,m,n6=m
(αnk,v)
∗αmk,vP
n,m
k

 (2.40)
The intraband momentum matrix elements Pn,nk are equivalent to ∇kεnk (see e.g. [93]), matching
the group velocity of the semiclassical model. Note, however, that the inter- and intra-band parts
of the current, although they can be formally split in this way, are coupled and do not evolve
independently.
The interband current that appears due to transitions between the bands can be viewed in a way
similar to that of the three-step model we discussed in chapter 1. Electrons can be promoted
from one band to another, travel along that band, and at some later time recombine with the
hole left in the original band. In fact, this picture of electrons travelling along the band and
later recombining is easier to visualise using the accelerated Bloch basis, this basis is discussed
in the next section. The intraband current can also be compared to gas-phase HHG, noting that
the motion of electrons ionised into the CB is similar to the ‘Brunel’ emission process.
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TDSE in the Accelerated Bloch Basis
Another way in which one can solve the TDSE is to use the basis of accelerated Bloch states,
rather than using the velocity gauge and the field-free states as was described above. The
accelerated Bloch states are the quasistatic states of the system, that is, they solve the stationary
Schro¨dinger equation at a parametrically set time t:
[
[pˆ+A(t)]
2
2
+ U(r)
]
φ′i(r, t) = εi(t)φ
′
i(r, t) . (2.41)
Here the index i is labelling both the band and crystal momenta of the state. Using these states
as a basis for solving the TDSE was considered in some detail by Kieger and Iafrate [94], they
explained why this basis forms an attractive choice. We will describe their utilization of this
basis for the TDSE here, and use it in chapter 4 to study HHG.
Firstly, as we have already discussed the length gauge prevents us from using periodic boundary
conditions, whereas in this basis at any time t the Hamiltonian maintains it’s spatial periodicity
(in the dipole approximation). Secondly, these states are the Bloch states that move in the BZ
with the field. Let us see why this is the case.
Indeed, writing the quasistatic states as
φ′i(r, t) = e
−iA(t)rφi(r, t) (2.42)
reveals that the φi(r, t) are eigenstates of the field free system, Bloch states. Let us now convert
the index i into indices over both the bands n, and quasimomentum k, since the solutions to
Eq.2.19 are parametrised by both:
φi = φ
n
k(r) (2.43)
εi = ε
n
k . (2.44)
Note that the explicit time-dependence of φi can be dropped. Next note that periodic boundary
conditions allow one to investigate the form that the crystal momentum must take. Since for
any lattice constant R we require φ′i(r +R, t) = φ
′
i(r, t), this implies (using (2.43) and (2.42))
that:
k −A(t) =
∑
x
mxbx/Nx = constant (2.45)
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Here x labels three the three reciprocal lattice vectors, bx, Nx is the number of cells in that
dimension and mx takes values between ±Nx/2. That k −A(t) remains constant implies that
we can write:
k = k(t) = k0 +A(t) (2.46)
This is equivalent to the acceleration theorem. Next, note that since Bloch states themselves are
time independent, time-dependence only comes via the crystal momentum (2.46). In particular,
in terms of Bloch states (2.42) can be written:
φ′i(r, t) = e
−iA(t)r 〈r|φnk(t)〉 , (2.47)
by expansion of the Bloch states and periodic potential onto plane waves, as in (2.24) one can
write out the accelerated Bloch states in terms of the Bloch states,
φ′i(r, t) = e
−iA(t)runk(t)(r)e
i(k0+A(t))r (2.48)
= unk(t)(r)e
ik0r (2.49)
=

Nmax∑
j=1
Cnk0+A(t),je
iKjr

 eik0r . (2.50)
We see that the ‘momentum’ of the plane wave is constant in time (with value k0 in the exponent)
and only the periodic part changes in time. Now we choose to write the index i for the accelerated
Bloch states in terms of their band index n and their ‘momentum’ k0:
φ′i(r, t) = φ
n ′
k0
(r, t) = unk(t)(r)e
ik0r (2.51)
One should note here that the use of these accelerated Bloch states was also proposed by Houston
in 1940 [95], although he worked in the length gauge. These states are used to expand the full
wavefunction:
|Ψ〉 =
∫
BZ
d3k0 |ψk0〉 (2.52)
|ψk0〉 =
∑
n
ank0(t)e
−iA(t)r |φnk(t)〉 (2.53)
To solve for the time dependence of the amplitudes, ank0(t), let us substitute (2.53) into the
TDSE. This yields (recalling the time dependence of accelerated Bloch states (2.49)) for the left
68 2. Review of HHG in Bulk Media
hand side:
eiA(t)r 〈φnk′+A(t)|iψ˙k0〉 = i
∑
m
a˙mk0 〈φnk′+A(t)|φnk0+A(t)〉+ · · · (2.54)
+i
∑
m
amk0(t)
∫
all space
eiA(t)r 〈φnk′+A(t)|r〉
∂um
k0+A(t)
∂t
eik0rd3r
= ia˙nk0 + i
∑
m
amk0
∑
R
ei(k0−k
′)R
∫
Ω
(unk′+A(t)(r))
∗ ∂u
m
k0+A(t)
(r)
∂t
ei(k0−k
′)rd3r
= ia˙nk0 + i
∑
m
amk0
∫
Ω
(unk0+A(t)(r))
∗ ∂u
m
k0+A(t)
(r)
∂t
d3r (2.55)
and for the right hand side:
eiA(t)r 〈φnk′+A(t)|Hˆ |ψk0〉 = ank0εnk(t) (2.56)
Note that we can treat
∂um
k(t)
∂t
using the chain rule:
∂um
k(t)
∂t
=
∂k(t)
∂t
·∇kumk
∣∣∣∣
k(t)
= −F (t) ·∇kumk
∣∣∣∣
k(t)
(2.57)
Now, we adjust ank0 by a phase:
αnk(t) = a
n
k0
ei
∫ t εn
k(t′)
dt′ (2.58)
The adjusted amplitudes, α, then obey:
α˙nk0 = −iF (t)
∑
m
ξ
n,m
k(t)e
i
∫
t∆εn,m
k(t′)
dt′
αmk0(t) , (2.59)
where ξn,m
k(t) are matrix elements known as ‘crystal co-ordinate matrix elements’ that are similar
to dipole matrix elements:
ξ
n,m
k(t) = 〈unk(t)|i∇k|umk(t)〉 , (2.60)
though they are not equivalent to dipole matrix elements (see e.g. [96] for discussion of this). In
terms of the expansion coefficients C, these matrix elements can be computed as:
ξ
n,m
k(t) = i
∑
j
(
Cnk(t),j
)∗ (
∇kC
m
k(t),j
)
. (2.61)
As was the case in the Bloch basis, the dynamics can be solved independently for each crystal
momentum, allowing for parallelism in computation of the dynamics.
In the accelerated Bloch basis, the expression for the current can be written (following the same
2.2. Beyond Semiclassical Models 69
procedure as in (2.40) so that v labels the initially occupied valence band):
j(t) =
∑
v
∫
BZ
jk,vdk (2.62)
jk,v(t) = 〈ψk,v|pˆ+A(t)|ψk,v〉 (2.63)
=
∑
n,m
(αnk,v)
∗αmk,ve
i
∫
∆εn,m
k(t′)
dt′
[(
〈φnk(t)| eiA(t)r
)
pˆ
(
|φmk(t)〉 e−iA(t)r
)
+A(t)δn,m
]
(2.64)
=
∑
n,m
(αnk,v)
∗αmk,ve
i
∫
∆εn,m
k(t′)
dt′
P
n,m
k(t) (2.65)
Here ∆εn,m
k(t) = ε
n
k(t) − εmk(t). As in the case of the Bloch basis, we see that the current is formed
of a sum over two band indices, and we can again identify intra- and inter-band components of
the current.
A Comparison of Bloch and Accelerated Bloch Bases
Consider driving a wavepacket in the valence band, where the applied field is weak so that
the transition probability is small. The accelerated Bloch basis is the quasistatic basis of the
problem, and so the population moves in the VB following the vector potential, and the energy
of this state rises and falls as it undergoes this motion.
However, the Bloch basis is the field-free basis, so in this case the wavepacket cannot gain energy
from moving in the band with the field, and so transitions have to be made to higher bands to
describe electron acceleration and energy exchange with the field. This means that one will
often require a smaller number of bands for convergence when working in the accelerated Bloch
basis. When we are considering non-physical observables such as the intraband current (which
depends on band populations) it is perhaps best to consider it in the basis with the least number
of transitions such as those described above. Moreover, sometimes we wish to restrict the number
of bands in a calculation, e.g. generating a band structure to model the most important bands
of the real solid, with other bands neglected. We will consider how the intraband current varies
in the two bases for such cases below.
To illustrate the application of the two bases, consider solving the dynamical problem for a
wavefunction in a system with only a single band. Moreover, let us start the wavefunction
localised in the centre of the BZ, as a delta function. For the band structure, we shall consider
the nearest neighbour band structure, so that the band takes the form of (2.2). The momentum
matrix element in this band takes the form of the derivative of the band, so they match the form
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(2.4), explicitly:
Pk = d∆CB sin(kd) (2.66)
where the band indices are dropped as there is only one band.
The initial condition in both bases ((2.34) and (2.59)) is:
αk0(t = −∞) = δ(k0) . (2.67)
Note that this problem is exactly analogous to the one considered in the semiclassical model of
Ghimire et al.: electrons start in the bottom of the CB and are driven by a laser field.
Since the TDSE equations can be solved independently for each k0, the only α to take non-zero
values at all times is that at k0 = 0. The dynamics are then solved trivially. Since P0 = 0, this
means α0 in the Bloch basis evolves purely with a phase due to it’s energy which can be set to
zero. Similarly, for the accelerated Bloch basis ξk elements from a band to itself are 0, meaning
that α0(t) = 1∀t. The current in each of these bases then becomes:
jBloch = |α0(t)|2P0 −A(t) = −A(t) (2.68)
jAccelerated Bloch = |α0(t)|2Pk(t) = PA(t) = d∆CB sin(A(t)d) (2.69)
Since we have only one band in this scenario, we do not have a complete basis set. Thus, it is not
that surprising that the currents in the two bases are not equal. We also note that when working
in the accelerated Bloch basis, the current for this simple problem follows exactly the expected
current from the simple semiclassical model (2.9). Wu et al. noted the similarity of the current
in the accelerated Bloch case and the semiclassical case for a single band, indeed they had the
initial condition of electrons starting only at the centre of the BZ [81]. In contrast, in the Bloch
basis the electron is unable to move through the BZ, so in order to get an increase in energy
equivalent to moving along the BZ some portion of the wavefunction would be transferred to a
higher band if such option was available. However, in calculations one may want to restrict the
basis set to a smaller number of bands, e.g. due to some physical reasons indicating that some
bands should be unimportant. This suggests that the accelerated basis is a preferred choice,
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with faster convergence. It is better suited to the case where one wishes to restrict the number
of bands, since it gives a current that most accurately represents expected result.
2.2.2 Studies using the TDSE
In chapter 4 a study of HHG in periodic structures using the accelerated Bloch basis is presented
with particular attention paid to the effect of extra CBs on the process. Since the accelerated
Bloch basis gives intraband current similar to that of the semiclassical picture for a reduced basis
set (number of bands), we were able to compare the HHG in single and many CB cases. The
presence of extra CBs provides the option for Landau-Zener type tunnelling between the CBs.
When electrons driven along a band reach the BZ edge, they can undergo a Bragg reflection (stay
in the same band) or undergo a transition into the next CB. We will discuss in chapter 4 how
for typical experimental parameters the strength of these transitions can dominate the Bragg
reflection process. This leads to electrons moving on an effective single potential, which for
the system discussed in that chapter 4 is essentially parabolic. As a result, we observe a large
reduction in the spectral intensity of the high harmonic content generated.
Note that Tamaya et al. [97] have recently published an article that considers Landau-Zener
type transitions and the process of semi-metallisation in periodic structures interacting with
strong laser pulses, and the effect on HHG. Tamaya et al. don’t solve the TDSE, but rather
build a Hamiltonian in the second quantisation and solve for the expectation values of quantities
that represent the polarisation and populations. This methodology, and resulting equations,
are similar to the semiconductor optical Bloch equations described below, but note that the
acceleration theorem is not applied. Catoire and Bachau [98] also considered diabatic transitions
between bands, solving the TDSE (in the length gauge) for a Kronig-Penney band structure
showing that adjusting the field strength turns on transitions once electrons are able to reach
the edge of the BZ where the bands are closely coupled.
Wu et al. [81] have shown that the presence of many bands can lead to the formation of a
second plateau in the harmonic spectrum. They use an initial condition of only a very narrow
population in the VB, rather than a filled VB (which would be the natural choice). They say
that this condition is used so that their simulations starts in a state which is spatially delocalised
across the entire crystal, and in order that transitions to the CB are limited to this narrow region.
These two initial conditions are visually compared in Fig.2.6.
They argue that a filled valence band only makes sense in a multi-electron picture. However, the
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(a) initial condition: central VB population
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(b) initial condition: filled VB
Figure 2.6: A comparison of the initial conditions used in different studies. Filled circles represent
Bloch states being occupied at that crystal momentum, whereas empty circles are unoccupied
states. In 2.8a we see the condition used by Wu et al. and Bachau et al.. In 2.8b we see the
condition used in thesis and generally throughout other literature.
semiconductor optical Bloch equations (SCOBEs, covered in § 2.2.3) are built from a many-body
perspective, but in the case where scattering is neglected they take the same form as the density
matrix equations in the accelerated Bloch basis. Hence, since the SCOBEs are a many-body
theory – requiring the initial condition that valence bands are filled – it is not clear that one
should not use the same initial state for the TDSE. Note that Catoire and Bachau [98] also use
this initial condition but without the justification that Wu et al. make.
Mcdonald et al. [83] have provided an explanation for the appearance of the second plateau
via saddle-point analysis of the interband current. Note that the effect persists in their mod-
elling where they have the initial condition that the valence band is filled (in the density matrix
method, as described in § 2.2.3). Their proposed model for the generation of the second plateau
is that Bloch oscillations can lead to a ‘cascaded nonlinearity’ in the interband part of the cur-
rent, leading to the formation of weaker extra plateaus.
Using their model for the TDSE in the Bloch basis, Korbman et al. [80] solved the equations
in 1D, for a unit cell yielding a band structure with a band gap similar to that of SiO2. Their
calculations showed that current due to quantum beats, induced by intense laser field, persists
after the field is turned off. It is easy to see that such currents persists. Consider the current
after the field is turned off. The amplitudes, αnk, only pick up a phase variation: α
n
k(t) =
αnk(toff)e
−i(t−toff)εnk . Thus, the current after the pulse is:
jk(t) = −Re

 ∑
n,m,n6=m
(αnk,v(toff))
∗αmk,v(toff)P
n,m
k e
i(t−toff)(εnk−εmk )

 (2.70)
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This ‘never-ending’ current has clear analogues in atomic and molecular ensembles – it describes
coherent polarisation associated with real population transfer during the laser pulse. Such polari-
sation, of course, decays due to dephasing and population relaxation (the so-called ‘free induction
decay’). How long should we expect such currents, induced by intense laser field, to survive in
real solid state systems, where the dephasing mechanisms such as scattering from phonons and
impurities as well as Coulomb scattering are far more prominent than in the gas phase? This
will be the focus of the next section.
2.2.3 The Importance and Treatment of Dephasing Mechanisms
So far we have treated the problem of HHG in crystals using the single active electron approxi-
mation. That is, we have ignored the interaction between the electron under consideration and
its environment: other electrons, ions, phonons, impurities of the system. It is worth noting
that the concept of the band structure is itself a fundamentally single electron concept, the
approximation being made is that all electrons feel the same mean-field potential. In principle,
one should solve the many-body problem for all the electrons and ions within the crystal, but
this is clearly intractable for the large number of particles we need to consider.
The problem is simplified by moving to the second quantisation formalism, used by Lindberg
and Koch [99] to derive the Semiconductor Optical Bloch Equations (SCOBEs). The SCOBEs
can be used to calculate the time dependence of electron populations within the bands of the
medium, and polarisation between the bands. Furthermore, these time-dependencies can be
split into coherent and scattering contributions. So far, the treatment of HHG in crystals using
the SCOBEs has yet to utilise these scattering terms by directly using the formalism developed.
Instead, all current treatments include phenomenological relaxation, both phase relaxation (de-
phasing) and populaton relaxation. That is, exponential damping of the polarisation between
the bands with a characteristic time is introduced to mimic the effects of various scattering pro-
cesses, postulating that as the electrons undergo interactions with their environment, the phase
coherence is lost on the scale of this dephasing time.
If the dephasing timescale is of the same order as the pulse length, then we might expect that
it will not dramatically affect the generation process during the pulse but will kill the persistent
emission after the pulse has ended. This would be a typical situation in the gas phase, where even
at atmospheric density the dephasing time scale is in the picosecond range, while the current
pulses used for HHG are in the femtosecond regime. But what if the timescale is on the order of
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a laser cycle? This is, in fact, the current assumption in the theoretical calculations for HHG in
solids. This will surely affect both the intra- and inter-band components of the current during
the generation process.
Such questions are just beginning to be addressed. Over the last few years, ultrafast dephasing
has been shown to be of great importance for modelling HHG in periodic media [74]. The
discussion of how one can best model such dephasing effects is currently at the forefront of the
fields activity. Let us now mention the various methods used to treat dephasing.
Removal of Quantum Beat Current
The TDSE is unable to explicitly include dephasing, what if we wish to artificially include
dephasing effects without using the density matrix approach? Since performing calculations in
the TDSE is computationally easier than via the density matrix equations, this approach could
be advantageous for large-scale calculations, e.g. in 2D and 3D. Then we must develop ways to
remove the parts of the current that represent physical effects we expect to be most strongly
damped by the dephasing mechanisms.
The ‘quantum-beat’ current (2.70) described by Korbman et al. [80] and outlined above is
exactly the type of the current that we might expect to be heavily suppressed by dephasing.
With this in mind, in chapter 4 we present a method for solving the TDSE similar to that
above, but then we define a method for splitting the current into a quantum beat part and a
‘transient’ part. This allows us to focus on the part of the current which we expect to be most
likely to survive dephasing in real systems, and damp the quantum beat part. In chapter 5 we
use phenomenological dephasing.
Density Matrix Equations
In contrast to the TDSE, the density matrix approach is naturally suited for explicitly including
dephasing mechanisms. It allows one to simulate the dynamics of populations and coherences,
rather than that of the probability amplitudes. For instance, in the accelerated Bloch basis,
rather than solving for the amplitudes ank0(t) in (2.53), one can solve for density matrix elements
ρn,mk0 (t):
ρn,mk0 (t) =
(
ank0(t)
)∗
amk0(t) . (2.71)
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When n = m, these elements represent populations of accelerated Bloch states in band n at
crystal momentum k(t) = k0 + A(t). When n 6= m, the corresponding elements represent
coherences between bands n and m at k(t). Therefore, phase and population relaxation can
easily be added to the equations describing the dynamics of coherences and populations. This
is precisely the methodology we employ in chapter 5.
Vampa et al. have used the density matrix method extensively [74, 5, 82, 83]. It is interesting to
note that they derive the density matrix equations in the length gauge. They then use properties
of dipole matrix elements and their relationship to crystal co-ordinate matrix elements to arrive
at the same equations as one finds in the accelerated Bloch basis, in the velocity gauge, see
supplementary material of [74]. Of course, the primary problem of the length gauge is that the
dipole matrix elements require integration over all space for states of infinite spatial extent. To
navigate this problem, they use the result provided by Blount [93, 96], he showed that in the
basis of Bloch states one can re-write these dipoles as:
〈φnk′ |rˆ|φmk 〉∞ = −i∇k 〈φnk′ |φmk 〉∞ + δ(k − k′) 〈unk′ |i∇k|umk 〉Ω . (2.72)
The subscripts on the matrix elements/inner products indicate whether the integral is performed
over all space (subscript: ∞) or a single unit cell (subscript: Ω). In (2.72) u denotes the periodic
part of the Bloch function. Notice that the matrix elements of i∇k are the crystal co-ordinate
matrix elements (2.60). Using this relationship, and explicitly including the time dependence of
the crystal momentum, k˙ = −F (t), leads to the accelerated Bloch basis TDSE.
Taking the time derivative of the density matrix elements as given in (2.71), using (2.59) and
recalling αn
k(t) = a
n
k0
ei
∫
t εn
k(t′)
dt′ gives:
ρ˙n,mk0 = iF (t)
∑
n′
[
ξ
n′,n
k0
ρn
′,m
k0
(t)− ξm,n′k0 ρ
n,n′
k0
(t)
]
+ i∆εn,mk0 ρ
n,m
k0
(t)− (1− δn,m)ρ
n,m
k0
(t)
T2
. (2.73)
Here T2 is the phenomenological dephasing time, which damps coherences between the bands.
The current can then be calculated by the standard way for the density matrix (and indeed
SCOBE) method. Again, we have two components, intra- and inter-band currents. The intra-
band current is obtained in the same way as in the TDSE (2.65): the number of electrons in
different states, and the speed with which they move, is taken into consideration:
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jintrak0 (t) =
∑
n
P
n,n
k(t)ρ
n,n
k0
(t) (2.74)
The interband component is calculated by considering the polarisation due to the coherences
between the bands:
jinterk0 (t) =
∂Πk0(t)
∂t
; Πk0(t) =
∑
n,m
ξ
n,m
k(t)ρ
n,m
k0
(t) (2.75)
The total current is then:
j(t) =
∫
BZ
jk0(t)dk0 (2.76)
jk0(t) = j
intra
k0
(t) + jinterk0 (t) (2.77)
Semiconductor Optical Bloch Equations
An alternative to using the density matrix method to solve the problem is to use the ‘semicon-
ductor optical Bloch equations’ (SCOBEs) developed by Lindberg and Koch [99].
This method is developed in second quantisation, treating the many-body problem and then
restricting the analysis to ‘single-particle’ quantities, i.e. the dynamics of expectation values
of observables containing two creation/annihilation operators. In particular, the dynamics of
populations and coherences are solved for. This means that the equations effectively solve for
the same quantities as the density matrix equations solve for. Indeed, the density matrix method,
in the basis of accelerated Bloch states, is equivalent to the SCOBEs when one only considers
coherent part of the motion, i.e when one ignores scattering contributions.
In the original SCOBE [99] development the time dependence of the polarisation and population
components were split into coherent and scattering contributions. The acceleration theorem,
i.e. that the crystal momentum evolves as k(t) = k0 +A(t), was included by parametrising the
crystal momentum in this way, so that gradient in k of the populations/coherences appeared
in the equations and the time dependence of the crystal momentum was removed from the
populations/coherences. In terms of the density matrix elements, the SCOBEs read:
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ρ˙n,mk0 = iF (t)
∑
n′
[
ξ
n′,n
k0
ρn
′,m
k0
(t)− ξm,n′k0 ρ
n,n′
k0
(t)
]
+ i∆εn,mk0 ρ
n,m
k0
(t)− . . .
− (1− δn,m)ρ
n,m
k0
(t)
T2
+ F (t)∇kρn,mk0 (t) , (2.78)
so that ρn,m
k0+A(t)
(t) in the SCOBE method (without scattering terms) is equivalent to ρn,mk0 (t) in
the method described in the previous section (2.73) and used in chapter 5. In recent work on
the problem of HHG, the scattering terms have not been applied beyond substituting them with
a phenomenological dephasing time that approximates the true scattering dynamics. However,
one should note that the possibility to explicitly include the many-body scattering effects in this
way may be of great importance for further development of our understanding of the physical
processes at work in crystal media under ultrafast intense laser excitation.
The Effect of Dephasing on the Relative Strengths of Inter- and Intra-band Current
Vampa et al. [74] showed that, for the HHG spectrum calculated in ZnO via the density ma-
trix approach to yield a reasonably faithful representation of the experimental measurements,
one has to introduce very fast dephasing times, below 6 femtoseconds. They have studied the
relative weights of the inter- and intra-band components of the spectrum as a function of the
dephasing time, and showed that the interband component dominated the intraband component
for wavelengths up to 5µm in ZnO for dephasing times above ∼ 2.7 fs. Higher harmonic orders
become less dominated by the interband component more slowly than the lower orders, with
increasing the driving wavelength.
Fig.2.7 shows HHG spectra calculated via the density matrix approach, using a two-band model
of ZnO, for a variety of dephasing times. The methodology is described in detail in chapter 5.
In particular in Fig.2.7 we used pulses of 4.5µm wavelength at 0.4V/A˚ of 9 cycle duration,
with dephasing times of 1 and 3 fs. One can see that short dephasing times are required in order
to obtain sharp harmonic peaks, as seen in experiments. Increasing the dephasing time means
that coherence between VB and CB survives longer after transition occurred, this increases the
probability for later recombination.
As the dephasing time is made shorter, the interband component of the current, associated
with electron-hole recombination, is heavily suppressed. In the limit of immediate dephasing,
only the intraband current will survive (although the laser-driven VB to CB transition will also
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Figure 2.7: Calculations for two-band model of ZnO exposed to pulses of 4.5µm wavelength at
0.4V/A˚ of 9 cycle duration, with dephasing times of 1 (black) and 3 fs (red). Longer dephasing
times allow grater probability for later recombination, the spectra increases in intensity and
harmonics become less sharp.
suffer from dephasing). The fact that strong dephasing appears to be necessary to model the
HHG process suggests that, in contrast to atomic HHG, the Brunel-type intraband component
of the harmonic emission may play important role in solids, especially with increasing the driver
wavelength.
Indeed, we can look again at our two-band ZnO model to see how increasing the wavelength
affects the spectrum. In Fig.2.8 we how calculations for ZnO exposed to pulses of 4.5 and 8.5µm
wavelength at 0.4V/A˚ of 9 cycle duration, with 1 fs dephasing. We see how increasing the
wavelength heavily supresses the sharpness of harmonic peaks in the interband emission (despite
the short dephasing), but not in the intraband emission. So, at long wavelengths, despite short
dephasing times the interband spectrum shows poorly defined harmonic peaks. This is in part
due to electrons being able to undergo a much further excursion within the BZ within the same
dephasing period. This is similar to including more long trajectories in the atomic case – one will
see noisier harmonic spectra. We note that at these long wavelengths ‘clean’ harmonic spectra
are observed in GaSe [2]. This is perhaps a suggestion that either the dephasing occurs on an
extremely short timescale, phase-matching must be included, or one should consider just the
intraband spectrum.
The relative role of inter-band and intra-band contributions to HHG in solids is addressed in
the paper ‘Linking high harmonics from gases and solids’ [5] by Vampa et al.. They drive
ZnO with a two-colour pulse and compare the dependence of the harmonic yield on the relative
phase between the two colors with the theoretical predictions for the two HHG mechanisms.
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Figure 2.8: The intraband (a) and interband (b) spectrum in two-band ZnO for wavelengths
4.5µm (black) and 8.5µm (red). The pulse had a 9 cycle duration, at 0.4V/A˚. Increasing the
wavelength makes the interband spectrum more noisy due to increase in number of trajectories.
In contrast electrons are driven faster around the BZ and so the intraband spectrum becomes
more intense for higher harmonics.
Specifically, they drive ZnO with a pulse consisting of strong component at the fundamental
frequency corresponding to a wavelength of 3.76 µm and a weak second harmonic (approximately
a factor of 10−5 weaker in intensity). The weak second harmonic field breaks the temporal
symmetry of the pulse and even harmonics are generated. The strength of the even harmonic
orders varies as a function of the temporal delay between the fundamental pulse and it’s second
harmonic (the relative phase between the two colors). For each harmonic, they experimentally
measure the phase which maximises its emission. Next, they measure the dependence of the
maximising phase on the harmonic number. Finally, they compare this experimental result
to the results found when modelling the problem using the intra- and inter-band parts of the
current.
In their experimental regime, they have found that for the harmonic frequencies above the
maximal band gap, the inter-band component was not only the dominant component in their
modelling, but also was better able to fit their experimental data. They therefore argue that in
such a situation one can use the recollission-like picture of the HHG process, yielding a physical
picture very similar to that used in gaseous HHG.
We note that in the work [5] Vampa et al. did not quote the dephasing time used in their
simulations. Other works from these authors typically use dephasing times of only a few fs.
Indeed, in their recent publication that provides a method for band structure reconstruction [4]
(described further in the following section) they use a dephasing time of only 1.3 fs and also use
exclusively the interband component in their modelling.
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The finding of Vampa et al. that the interband component of the emission is in direct contrast to
the findings of Luu et al. [3], Schubert et al. [2] and Hohenleutner et al. [6], whose experimental
results and theoretical modelling suggest that the intraband component is dominant. In these
cases, dephasing times in the range of 1 fs were required to match the experimental results,
thereby heavily reducing the interband component. Luu et al. even found that semiclassical
models of the intraband current performed better than the SCOBEs with dephasing [3].
One should note that these experiments were performed in different parameter regimes, and
that this has a profound effect on the emission. Most notably, the experiments are performed in
different media. Luu et al. used SiO2, Schubert et al. [2] and Hohenleutner et al. [6] used GaSe,
and Vampa et al. used ZnO [4]. The band structures and material properties are therefore very
different, restricting the ability for direct comparison. Furthermore, the laser parameters vary
greatly too, with wavelengths ranging from 840nm to 9µm, and pulse lengths ranging from a
few fs to hundreds of fs.
One might expect that when the parameter µ = dF0/ω (2.10) is large, the cut-off extension of
the intraband emission due to strong Bloch oscillations might lead to its dominance for a broad
range of harmonics, especially when this coincides with short dephasing times relative to the
period of the driving field. This seems to be the case in the experiments of Schubert et al. and
Hohenleutner et al., where µ takes values up to ∼ 4π. Furthermore, the short dephasing times
required to match their experimental findings quickly damp the interband emission, enhancing
the role of the intraband component.
The experiments of Luu et al. however do not have such a large µ parameter, where µ ≃ 0.7π,
reducing the contributions of the Bloch oscillation. However, the cut-off is extended by the
steepness of the bands, associated with couplings beyond the nearest neighbour. The finding of
Luu et al. that semiclassical models perform best suggests that even in the case that µ < π, at
least in their parameter regime, the intraband current may indeed dominate.
The treatment of dephasing mechanisms is clearly of great importance for understanding the
nature of the harmonic emission from solid media. Simply using a phenomenological dephasing
time, rather than including scattering via a model dependent on the properties of the media
and the laser field, it is difficult to understand the key physics underlying HHG in crystals.
Currently, one has to assess the dominant mechanism of the process on a case-by-case basis,
and moreover effectively ‘fit’ a dephasing time that best suits the situation of interest. With the
current understanding of how to model such processes it is not possible to prescribe a dominant
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mechanism scheme to any particular experiment a priori.
2.3 Recent Experimental Developments and Theoretical
Models that Utilise Dephasing
2.3.1 Spectroscopic Band Structure Measurement
Vampa et al. [4] have recently proposed and demonstrated a method for the optical reconstruc-
tion of the band structure using HHG in crystals, by using two-colour fields. Their methodology
is to measure the harmonic spectra generated in ZnO by a mid-IR two-colour pulse, comparing
to calculations performed via the SCOBEs. This way they are able to determine the band struc-
ture of ZnO. In particular the two-colour field used had a component at 3.66µm and its second
harmonic at a weaker intensity (by a factor 10−5), similarly to their prior experiment [5].
Following the results of their earlier work [5] they find that the interband component of the
current is dominant, and only consider this component in their calculations of the spectra. This
raises the question of whether this method is applicable to situations in which the intraband
current is dominant.
The second harmonic breaks the temporal symmetry of the pulse, the relative strength of the
even harmonic components varies as a function of the temporal delay between the fundamental
and second-harmonic fields. By measuring the harmonic spectrum for a variety of delays, one
retrieves the optimal phase delay Φosc for the generation of even harmonics, as a function of the
harmonic order. This variation of Φosc can also be calculated using the SCOBEs and considering
the interband emission. Different functions Φosc(2N) were calculated for many different band
structures of the form:
ε(k) = εg +A [1− cos(kd)] +B [1− cos(2kd)] , (2.79)
with A,B varied. By fitting the resulting variation in Φosc(2N) to a target variation (either the
experiment or a ‘target’ band that has been calculated separately), a band structure with A,B
that best matches the target can be found. Since the band expansion only has the first two
harmonics in kd the band fitting doesn’t work as well away from the centre of the BZ.
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2.3.2 ‘Real-Time’ Observation of Quantum Interference in HHG
Recent experiments of Hohenleutner et al. have shown that using the cross-correlation frequency
resolved optical gating (XFROG) method on the field generated in GaSe (gallium selenide)
crystals allows one to measure the harmonic generation in ‘real-time’ [6]. This work builds on
the work of the same authors [2] where they showed that HHG from GaSe was possible with
THz drivers, generating phase-locked and CEP controllable harmonic spectra.
The XFROG scheme provides a way to measure a light field using sum or difference frequency
generation between itself and a well-characterised reference pulse. One delays the reference pulse
with respect to the field of interest, and measures the spectrum of the sum or difference frequency
components. One can then algorithmically find the amplitude and phase of the field of interest
[100]. In particular, the intensity of the spectrum measured for the sum frequency process is
measured as
I(ω, τ) =
∣∣∣∣
∫ +∞
−∞
EHHG(t)Eref (t− τ)eiωtdt
∣∣∣∣
2
, (2.80)
as the spectrometer response is slow compared to the field and averages over the pulse. In (2.80)
EHHG is the HHG field, i.e the pulse of interest, and Eref (t− τ) is the reference field delayed by
a time τ with respect to the HHG field. This is effectively a wavelet transform of the generated
HHG signal, recording the emitted harmonic spectrum at different moments in the field.
In principle, accurate measurement of the wavelet transform allows for complete reconstruction
of the field, even including the features that are shorter than the wavelet duration. In practice,
to measure the features of the pulse of interest with high fidelity, one should typically use a
reference pulse that is shorter or of similar length to those features.
Usually in atomic HHG experiments one works with wavelengths in the region of 1µm, while in
the case of HHG in solids the characteristic wavelength has moved towards the Mid-IR, ∼ 3µm,
and beyond. The practical problem with using the XFROG method for shorter wavelength
drivers is, then, finding a reference pulse that is suitably short and well characterised. Hohen-
leutner et al. have overcome this problem by performing HHG experiments at much longer
wavelengths (∼ 9µm) and using the reference field in the well-characterised near-IR region.
In their experiments, Hohenleutner et al. generate a 9µm driving field of approximately 5
cycle duration by using difference frequency generation between the outputs from two optical
parametric amplifier systems at 1.1 and 1.8 µm. This driving field therefore has a period of 30 fs,
meaning that pulses that can be created at 840 nm with FWHM of 8 fs can be used as a gate
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in the XFROG scheme, as they are suitably short compared to features of the generated field.
By performing this XFROG measurement along with electro-optical sampling (to find the form
of the driving field), a relative error in the timing of their XFROG method is quoted as 1.5 fs.
The use of such a long wavelength driver has other benefits: longer wavelength gives a larger
Bloch frequency meaning electrons undergo larger excursions in the BZ of the crystal. In the case
of GaSe, the lattice constant is 3.75A˚ (see e.g. [101]) and the effective spacing is 5.65A˚ along
the Γ-K direction. This leads to the parameter µ being very large: for a field strength of
0.31 V/A˚ such as those used in the experiment, one finds that µ ≈ 13 ≈ 4π.
Using this measurement technique Hohenleutner et al. were able to show that the harmonics are
only generated in GaSe in every other half cycle of the laser field. This effect was understood to
be due to quantum interference of different excitation pathways between the VB and CB of the
medium, and was investigated using the SCOBEs. They modelled GaSe using a 5 band model,
however they found that three bands were sufficient to qualitatively represent the observed
quantum interference effect and understand the process.
We first point out that the GaSe crystal does not have inversion symmetry. Thus, in a model
with 2VB and 1CB, transition from the upper VB to the CB can be taken directly, or indirectly
via a transition to the lower VB. Suppose that the direct transition has odd parity, whereas
the indirect transition has even parity. The rate of population transfer into the CB can be
approximated (to the lowest order) to be the square of the sum of the polarisations of the direct
and indirect pathways:
pVB1,CBk = p
VB1,CB
k |direct + pVB1,CBk |indirect ∝ dVB1,CBE(t) + dVB1,VB2dVB2,CBE2(t) . (2.81)
If the properties of the material and the field are chosen correctly pVB1,CBk can be made zero at
the negative polarity half-cycles of the field. That is, the peak field strength should be chosen:
Epeak =
dVB1,CB
dVB1,VB2dVB2,CB
(2.82)
The experiments of Hohenleutner et al. fell in this region of the parameter space.
If there are no transitions in the negative polarity half-cycles of the field, then we may expect
a decrease in the interband current in these regions due to decreased population transfer. This
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breaking of the symmetry of the system, where not all half cycles show the same response, leads
to the production of even harmonic content.
However, this simple explanation of the experimental results is incomplete and does, in fact, raise
important questions. For example, the population that was already promoted to the CB during
the previous half-cycles of the driving field, should still move in the field and undergo Bragg
reflections and generate harmonics of the field. This, however, is not seen in the experiment,
where HHG is heavily suppressed every second half-cycle. Since no emission was observed in
the negative polarity half-cycles despite our expectation that the population already in the CB
should generate the harmonic content, one might conclude that this implies that the interband
current dominates the intraband current.
However, the presence of dephasing mechanisms (SCOBEs with dephasing time of 1.1 fs was
required to match experimental findings) shows that the interband current should be strongly
suppressed and the intraband component has to be important. How could one reconcile these
contrasting expectations? Why does the intraband current also have heavily diminished har-
monic content in the negative polarity half-cycles?
The suggested answer lies in the population relaxation of carriers in the conduction band. Ho-
henleutner et al. found that relaxation times of 7 fs were required to match the experimental
findings. Recalling that the length of the driving cycle is about 30 femtoseconds, we see that
from one half cycle to the next the CB population is almost depleted. Since no new population
is able to arrive in the CB in the negative polarity half-cycles, no new intraband current is able
to be set up, and no harmonics are generated. Under such conditions, each half-cycle of the field
approximately has it’s own generation process, which is independent of the previous half-cycles.
We note that such elimination of the so-called super-long trajectories, which contribute to the
harmonic emission over several cycles of the driving field, is also seen in the gas phase HHG
experiments. There, however, it is clearly related to the macroscopic aspect of the HHG response,
where the contribution from the super-long (as well as long) trajectories is suppressed by phase
matching. It is unclear at this point whether the extremely short dephasing and relaxation times
used in the current modelling of HHG in solids are not surrogates for the (unaccounted for) role
of phase matching effects.
These results of Hohneleutner et al. show the great importance of including more than a single
VB and CB in the theoretical models of HHG in crystal media, since the quantum interference
effect cannot be explained without these bands. One should also note that the since the band
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structure for different media (and indeed along different directions in the BZ for the same media)
can be drastically different, the number of bands required to be able to describe the physical
effects should be expected to vary in different media.
2.4 Summary
Over recent years, the generation of non-perturbative high harmonics of laser radiation within
crystal media has been experimentally achieved [1, 2, 5, 4, 6]. The variation in the harmonic
spectra as one changes the properties of the driving laser have been shown to differ from the
variation of spectra generated in gaseous media [1]. Notably, the high-harmonic cutoff has been
found to scale linearly with the driving field as opposed to quadratically in gaseous systems, and
the intensity of the harmonic emission from crystals is less sensitive to ellipticity of the laser
field [1].
These differences suggests that a different set of methods and a more intricate physical picture
than those we are used to in the case of gaseous HHG, will be required for detailed modelling
and complete understanding of HHG from crystal media. In particular, the relative role and
importance of electron-hole recombination and the Brunel-like HHGmechanisms may be different
from those in gases, depending on the laser parameters and the band structure of the system.
Theoretical methods are currently under development. We note that this field is very much in
its infancy, and there are still very many challenges ahead.
The experimental results of Ghimire et al. have led them to suggest a method for harmonic
generation due to Bloch oscillations of electrons within the CB of the crystal, rather than from
the recombination process that is dominant in the case of gaseous HHG [1]. A similar conclusion
has been made in recent experiments performed by Luu et al. [3].
However, the experiments of Vampa et al. [5, 4] tell a very different story. The interband
current, associated with recombination of electron-hole pairs, has been shown to be dominant.
Theoretical calculations including this contribution match the experimental results, and the
assumption of negligble intraband contribution can be used to reconstruct the band structure
from the experimental measurements.
In certain regimes, it seems we may be able to approximate the current driving the HHG process
as being due to the intraband or interband current alone. In this case one can build simple
analytical models to calculate the HHG spectra, and also get understanding of physical processes
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at play in these specific conditions, where one type of current dominates.
For intraband models, one can include the time dependence of the transitions between the bands
and the subsequent motion in the CB [8], or the motion of a wavepacket that starts at the bottom
of the CB [3, 78]. Interband models are similar to the Lewenstein model of HHG. Vampa et al.
have considered this type of model [82].
However, it is not yet clear in what situations such approximations can be applied. In general,
these two components of the current are strongly coupled. The timescale of dephasing within the
system, due to the many-body effects, has a dramatic effect on the extent of coupling between
these two types of current, and also on the shape of the harmonic spectra.
Vampa et al. showed that phenomenological dephasing timescales required to describe experi-
mental data have to be very short, on the order of just a few fs [74]. Only in this case does the
harmonic spectra show ‘clean’ harmonic peaks as observed in experiments. 1
The strong presence of many-body effects limits the effectiveness of using the TDSE for modelling
the harmonic response of these media. One can use the density matrix formalism in order to
include phenomenological dephasing. The density matrix equations for the time evolution of
accelerated Bloch states is equivalent to the coherent part of the SCOBEs. The SCOBEs can be
used to include dephasing that is based on a physical model for the scattering process (such as
Coulombic or phonon scattering), however scattering effects have only been modelled in these
systems via phenomenological dephasing times so far.
The experimental development of using long wavelength drivers and the XFROG scheme to
measure the ‘real-time’ HHG signal opens up a new and exciting methodology for the discovery
of interesting physical effects manifested in the time dependent harmonic response. In chapter 5
the HHG process in ZnO, using parameters for the laser pulse similar to those in the experiments
of Hohenleutner et al., is studied in it’s ‘real-time’ response. Via these calculations quantum
interference predicted using the semi-classical model developed in chapter 3 (the following chap-
ter) are shown to be strongly manifested in the time-frequency response of the HHG emission
in ZnO.
1Note that in gases the single-atom HHG response is also often very ‘messy’ due to interferences of multiple
trajectories contributing to the same harmonic, even for relatively long pulses. ‘Clean’ spectra are obtained in
the single-atom response when contributions of multiple returns are eliminated artificially, while in experiments
they are eliminated by the macroscopic phase matching. Phase matching effects are not included in the current
calculations of HHG in solids.
Chapter 3
Role of Subcycle Transition
Dynamics in HHG in Periodic
Structures
This chapter is largely reprinted from the author’s published work [8]. Reprinted excerpt with
permission from P. G. Hawkins, M. Y. Ivanov, Phys. Rev. A 87, 063842 (2013). Copyright 2013
by the American Physical Society.
3.1 Introduction
In Chapter 2 we have seen how a simple classical model of the motion of electrons in the
conduction band of a solid can be used to give a reasonable model of the HHG emission. However,
we also know that, in the case of atomic HHG, the sub-cycle dependence of electron transitions
into continuum states is of great importance (c.f. short and long trajectories). Therefore,
we expect that the sub-cycle nature of transitions between valence and conduction bands in a
solid should also have an effect on the high harmonic emission process. The discussion of this
dependence is presented below.
Transitions between bands of states of periodic solids were considered by Keldysh in the second
half of his seminal paper on ionisation [20]. Keldysh found that in the low frequency limit
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the transition rate took a form very similar to that of the tunnelling rate in atoms. Later,
Gruzdev extended the work of Keldysh to cosine band structures [102] to obtain a (time-averaged)
transition rate and pointing out that the band structure plays an important role in determining
this rate.
Below we show that in typical experimental conditions of [1] the transition dynamics are sensitive
to large values of quasimomentum, away from the minima of the conduction band. The sensitivity
arises not due to electron acceleration after transition to the conduction band, but during the
transition itself. Small changes in the band structure due to interactions beyond the nearest
neighbour approximation can be exponentially enhanced, see § 3.3.
Given that transitions across the band gap are similar to non-adiabatic tunnelling, we describe
them using a strong field approach, similar to that of [19]. It allows us to describe the sub-cycle
transition dynamics of electrons in periodic solids. We note here that transitions across the band
gap have a nature which exhibits both tunnelling and multiphoton features. Thus, below we
shall refer to them simply as transitions.
In § 3.2 we present the method by which the transition rate is calculated for a band structure
typical of the tight binding approximation. In § 3.2.1 the strong field/low frequency limit of the
transition rate is discussed and a closed-form analytic approximation to the transition rate is
derived. A model of HHG in periodic solids that incorporates the sub-cycle transition dynamics is
described in § 3.4. This semi-classical model of HHG incorporating sub-cycle transition dynamics
is shown to predict, under certain parameters, the cancellation of current in the conduction band
due to quantum interference set-up by the sub-cycle nature of the transitions.
3.2 Sub-Cycle Transition Dynamics Across the Band Gap
Consider the dispersion band in a bulk solid with nearest neighbour interactions, which can be
approximated as:
E(q) = Eg + ε(q) , (3.1)
ε(q) = ∆ [1− cos(qd)] (3.2)
Here 2∆ is the width of the band, d is the lattice constant and q is the quasimomentum. This
sort of band structure may be obtained, for example, from the tight binding approximation.
This particular form has been chosen in line with the band structure used by Ghimire et al. [76]
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to model HHG in ZnO. The parameter ∆ can be adjusted to incorporate a tight-binding valence
band, thereby giving a general description of the band structure.
In our analytical calculations below we use ∆ for the conduction band, which is equivalent to
assuming infinite effective mass in the valence band. Longer range terms within (3.2) (containing
cosines of multiples of qd) may be important, as has been noted in [76].
In the Lewenstein et al. paper [34] the amplitudes of continuum states excited by an electric
field from a ground state have been calculated. The same approach is used here. The equations
governing the amplitudes to create Bloch states (see the polarisation in the SCOBEs (2.78) for
two bands in the coherent limit) are very similar to those for the amplitudes of creating an
electron-hole pair with quasimomentum q at time t in the Lewenstein model [34], where the
amplitude is denoted by bq(t) and is the solution of the equation:
b˙q(t) = −i
(
q2
2
+ Ip
)
bq(t) + id(q)F (t) + E(t)
∂bq(t)
∂q
(3.3)
Here F denotes the electric field, Ip is the ionisation potential, and d(q) is the DTME for
quasimomentum q. This equation is derived under the approximation that the ground state is
only weakly depleted. If we make similar approximation for the case of a two-band periodic solid,
assuming that the valence band is only weakly depleted, the amplitude to create an electron-hole
pair is:
b˙q(t) = −i (ε(q) + Eg) bq(t) + iξ(q)E(t) + F (t)∂bq(t)
∂q
(3.4)
The form of 3.3 is equivalent to the equation governing the amplitudes of Bloch states (rather
than plane waves) in the case where the dipole d(q) is replaced by the crystal co-ordinate matrix
elements between the periodic parts of the Bloch states, the energy gap that needs to be overcome
is changed appropriately (Eg vs. Ip) and the dispersion of the states the electrons move to (q
2/2
vs. ε(q)). This shows that one can calculate a sub-cycle transition rate between two bands of a
solid in much the same way as between a ground state of an atom and plane wave states. The
solution to (3.4) can be written as:
bq(t) = −i
∫ t
0
dt′F (t′)dx (q −A(t) +A(t′)) e−i
∫
t
t′
dt′′[∆[1−cos(d(q−A(t)+A(t′′)))]+Eg] (3.5)
where A denotes the vector potential associated with F , and q is the instantaneous quasimo-
mentum, associated with the canonical momentum, p, as q(t) = p+A(t). In terms of p, Eq.(3.5)
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can be re-written as
cp(t) = −i
∫ t
0
dt′F (t′)dx (p+A(t′)) e−i
∫ t
t′
dt′′[∆[1−cos(d(p+A(t′′)))]+Eg] , (3.6)
where cp(t) is the amplitude to have canonical momentum p at time t.
The population of electrons in the conduction band is given[19] by:
W (t) =
∫
|bq(t)|2dq (3.7)
In order to calculate the rate of appearance of electrons in the conduction band, Eq.(3.7) is used
in conjunction with many of the ideas used in the calculation of ionisation rates for atoms in
[19].
From (3.5) it is easily seen that b(t) ∝ ∫ e−iSq(t), where Sq(t) is given by:
Sq(t) =
∫ t
t′
dt′′ [∆ [1− cos (d (q −A(t) +A(t′′)))] + Eg] (3.8)
We evaluate bq(t) at the saddle point, where the derivative of Sq(t) is zero. Taking the saddle
point equation gives us an equation for the times of ionisation, t′, for any pair of q and t:
∆ [1− cos (d(q −A(t) +A(t′))] + Eg = 0 (3.9)
In terms of p (3.9) is:
∆ [1− cos (d(p+A(t′)))] + Eg = 0 (3.10)
Equation (3.9) can be rearranged into the form:
d (q −A(t) +A(t′)) = i cosh−1
(
1 +
Eg
∆
)
(3.11)
If we set Eg = 0 (similar to setting Ip to 0 in the atomic case) we see that (3.11) recovers
the classical picture describing an electron being excited at t′ and reaching momentum q by
time t. This suggests that, since we are dealing with transitions to states near the minima
of the conduction band, we can set the momentum just after the transition q to zero. This
approximation is equivalent to parametrizing p as p = −A(t) with t acquiring the meaning of
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the ‘birth time’ for classical two-step models of ionisation. This is a reasonable approximation
near the peaks of the field, but not near the zeros, where the real part of the complex ionisation
time associated with the momentum p starts to deviate significantly from the classical prediction,
see e.g. [103]. However, the contribution of these points to carrier injection in the conduction
band is relatively small. In any case, if we are interested in sub-cycle dynamics we can use an
approximation similar to that used for the case of atoms: for low frequency fields the transition
rate is dominated by low initial momenta.
It can also be seen from (3.11) that t′ must be complex. Taking these points into account we
arrive at:
sin(ωt)− sin(ωt′) = −i
[
dF0
ω
]−1
cosh−1
(
1 +
Eg
∆
)
(3.12)
Here we have neglected the change in the envelope of the laser pulse during a cycle, for the
purpose of extracting an analytic solution.
Equation (3.12) is of the form:
sin(ωt′) = α+ iβ (3.13)
Here α and β are defined by:
α = sin(ωt) (3.14)
β =
1
µ
cosh−1
(
1 +
Eg
∆
)
, (3.15)
and we have denoted µ = dF0/ω. This is an important parameter that is equivalent to the
Bloch frequency of the band divided by the field’s frequency. If it is greater than π, then Bragg
reflections will occur at the edges of the Brillouin zone. In strong MIR fields µ ≫ 1 and hence
β ≪ 1.
Continuing with the derivation, since t′ is complex let us write it as:
t′ = t0 + iτ , (3.16)
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then the solution to (3.13) is:
sin(ωt0) =
√√√√( α˜2 + 1
2
)
−
√(
α˜2 + 1
2
)2
− α2 (3.17)
sinh(ωτ) =
√√√√( α˜2 − 1
2
)
+
√(
α˜2 − 1
2
)2
+ β2 (3.18)
where α˜2 = α2+β2. Note that the signs of the square roots are chosen such that t0 is close to t,
meaning that we are focusing on the transition which has just occured, similar to the approach
used for atomic ionisation [19].
We also note that α is related to the canonical momentum, p, by the relation p = F0α/ω. This
relates the real and imaginary parts of the transition time to the final quasi-momentum p.
We are interested in the rate of electrons appearing in the conduction band at any moment t,
and with q = 0. Noting the similarities with the case of atomic ionisation [19], one finds:
Γ(t) ∼ e−2Im(S0(t)) (3.19)
Here S0 = Re(S0) − iIm(S0) denotes the semi-classical action (3.8) for electrons appearing
with q = 0. This is precisely the case that we have considered above. Finding the saddle
point ionisation time (3.17,3.18) and substituting into (3.8) we obtain the transition rate. This
calculation is done analytically in the low frequency limit in section 3.2.1.
While the above transition rate has only exponential accuracy, it is already sufficient for calcu-
lating the high harmonic spectrum and especially assessing the role of the transition dynamics
on the sub-cycle time-scale. Indeed, the pre-exponential term has a weak effect on the sub-cycle
dynamics: affecting the overall transition rate but not the sub-cycle structure. Importantly, it
allows us to assess the role of interference of electron currents due to transitions at different
phases of the driving laser field.
Note, however, that if needed one can also use the standard recipe, originally proposed by
Keldysh [20] to obtain the pre-exponential factor in Eq.(3.19). For instance, this would be
important for quantitative calculation of the current induced by a femtosecond pulse, as in Refs.
[71, 80]. The Keldysh recipe is to take the limit of a small frequency, normalizing the transition
rate at the maximum of the field to the static tunnelling rate. In the case of atoms and molecules,
this procedure leads to quantitative results for both small and large values of the Keldysh
3.2. Sub-Cycle Transition Dynamics Across the Band Gap 93
parameter. It introduces two pre-exponential factors, described in detail in [104]. The first
concerns the field-strength dependence ∝ F−2/
√
2Eg
0 . The second deals with the wavefunction
geometry in the unit cell. Normalization can also be done with respect to the more elaborate
approach developed by M. Stockman and co-workers [71, 105], which is itself calibrated against
experiments [71, 105]
The calculation of the saddle point transition times was performed for the case of a continuous
field, but can also be calculated numerically for the case of very short pulses where the envelope
changes during the half-cycle.
One can also express the rate in terms of the final momentum after the end of the pulse, to do
so the action is written as:
S0(p) =
∫ t
t′(p)
dt′′ [∆ [1− cos (d (p+A(t′′)))] + Eg] (3.20)
It follows that the rate is given by:
Γ(p) ∼ e−2Im(S0(p)) (3.21)
3.2.1 Strong Field/Low Frequency Limit
Now we consider the parameter µ, which is equivalent to the ratio of the Bloch frequency to
the driving laser frequency, ωb/ω. If this parameter is greater than π then Bragg reflections will
occur at the band edge. We find this parameter to be important throughout the rest of this
analysis, and we consider the case when this parameter is large, µ ≫ 1, i.e for strong or low
frequency fields.
The imaginary part of the semiclassical action results from integration over imaginary time only.
The integration variable is written t′′ = t0+ iξ. The approximation t0 ≈ t is made,which is valid
near the peaks for the field where most transitions occur. Then, S is given by:
S0(t) = −i
∫ τ
0
dξ[∆[1 − cos(µh(t, ξ))] + Eg] , (3.22)
here h(t, ξ) is:
h(t, ξ) = sin(ωt)[1− cosh(ωξ)]− i cos(ωt) sinh(ωξ) (3.23)
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Over the integration, in the low frequency limit, cosh(ωξ) remains close to 1 so that we may
write:
S0(t) = −i(Eg +∆)τ + i∆
∫ τ
0
dξ cosh [µ cos(ωt) sinh(ωξ)] (3.24)
Writing y = sinh(ωξ), and defining
a(t) = µ cos(ωt) , (3.25)
then (3.24) becomes:
S0(t) = −i(Eg +∆)τ + i∆
ω
∫ sinh(ωτ)
0
dy
cosh(a(t)y)√
1 + y2
. (3.26)
In the low frequency limit y2 < 1 over the integral and so the binomial expansion, (1+y2)−1/2 ≈
1− y2/2, is used to arrive at:
S0(t) = −i
[
(Eg +∆)τ − ∆
ω
f(a(t), τ(t))
]
(3.27)
Here the function f is given by:
f(a, τ) =
sinh(a sinh(ωτ))
a
− sinh
2(ωτ) sinh(a sinh(ωτ))
2a
+
sinh(ωτ) cosh(a sinh(ωτ))
a2
− sinh(a sinh(ωτ))
a3
(3.28)
The rate Γ(t) of particles entering the conduction band at time t, given in Eq.(3.19), can then
be written out with S0 given by (3.27), and with f approximated as in Eq.(3.28).
As discussed in section 3.2 one can also express t0 and τ as a function of the canonical momentum
p. This is useful because, as ωt approaches ±π/2, i.e. the edge of the ionisation burst, the
approximation t0 ≈ t no longer holds. At these times one has to use a(t0(p)) rather than a(t)
(3.25) with the corresponding change in Γ(t)→ Γ(t0(p)).
A comparison of the full calculation of Γ and the approximation given above is given in figure 3.1.
One can see that the shape of the fully calculated rate agrees closely with the approximation. A
Gaussian fit is also plotted, it does not fit as well toward the minima of the field. The parameters
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Figure 3.1: This plot presents a comparison of the transition rate calculated using (3.24) (blue-solid),
the approximation of the rate using (3.27) (green-dashed), and a Gaussian approximation (red dot-
dashed). The parameters used are those expected for a ZnO experiment. The material properties are
Eg = 0.125au(3.4eV), ∆ = 0.092au(2.5eV), d = 5.29au(0.28nm) which can be seen from [106, 76]. The
light is characterised by ω = 0.014au(λ = 3.25µm), µ = 5 in line with the work of [1]. (Reprinted figure
with permission from P. G. Hawkins, M. Y. Ivanov, Phys. Rev. A 87, 063842 (2013). Copyright 2013
by the American Physical Society.)
used in the calculation are those expected for a ZnO experiment such as [76] and are given in
the caption.
3.3 Role of the Band Structure
The parameter written here as β is found to be equivalent to the Keldysh parameter in the case
of solids, which he arrives at in the second half of his seminal 1965 paper [20]. In that case a
different band structure was used, that is of the form
E(q) = Eg
[
1 +
∆
Eg
(qd)2
]1/2
, (3.29)
corresponding to
ε(q) = Eg
[
1 +
∆
Eg
(qd)2
]1/2
− Eg (3.30)
This expression for ε(q) should be compared with (3.2). For small q (qd ≪ 1) the two bands
are identical , ε(q) ≈ ∆/2(qd)2. Analysis of the saddle point condition considered above, for the
case of the band structure (3.30), gives the following:
sin(ωt)− sin(ωt′) = i 1
µ
√
Eg
∆
(3.31)
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Comparison of (3.31) with (3.12) shows that the β parameter (3.15) for the case of Keldysh’s
band structure is given by:
βKeldysh =
1
µ
√
Eg
∆
, (3.32)
If one considers how the parameters are labelled in this approach compared to his, it is easily
verified that βKeldysh is equivalent to the Keldysh parameter for solids arrived at in [20] (noting
that ∆ = 1/md2 with m being the reduced mass of the electron-hole pair).
The band structure used by Keldysh is an approximation to the band structure around the
minima of the band, the region the electron tunnels to. However, during the electron motion
along the imaginary tunnelling time axis, both the action and thereby the transition rate are
sensitive to the shape of the band structure away from the minima of the band.
Consider the expression given for the action in (3.22). The argument of the cosine in (3.22) is
µh(t, ξ) (3.23). It tells us where the electron is in the conduction band. The maximal value of
µh(t, ξ) is at ξ = τ and is given by:
µ sinh
(
1
µ
cosh−1
(
1 +
Eg
∆
))
≈ cosh−1
(
1 +
Eg
∆
)
(3.33)
For typical experimental conditions (given in the caption of figure 3.1) this value is 1.52, thus
the shape of the band structure away from the minima is of importance.
If one were to include interactions beyond nearest neighbour terms in the band structure, with
a conduction band dispersion (with a,b being constants)
ε(q) = ∆ [1− a cos(qd)− b cos(3qd)] , (3.34)
then neither the band structure used by Keldysh nor the nearest neighbour approximation will
provide a close fit to the full expression. However, the ability to write a closed form expression
for the transition rate makes a nearest neighbour model an attractive one.
A plot comparing numerical simulations of the transition rate for nearest neighbour, Keldysh
and full band structures is shown in figure 3.2. The ionisation times were calculated numerically
for the full band structure as the solution for the nearest neighbour band structure cannot be
used as an approximation, since small changes can strongly affect the rate.
From figure 3.2 it is clear that the inclusion of terms beyond the nearest neighbour approximation
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can have a dramatic effect on the rate. The inclusion of a cos(3qd) term in band structure stops
the band shape matching the nearest neighbour model in the low qd range. If one alters the
width of the band to be ∆˜ = ∆/(a+ 9b) then the band’s shapes match for low qd. In the case
of this scaling any differences in the rate are only due to the structure of the band away from
the minima. The rate for this band structure with modified band width is also plotted in figure
3.2, the rate is then closer to matching the nearest neighbour model but is still quite different.
Even though the nearest neighbour model and that of Keldysh have a similar magnitude, the
shape differs. Looking ahead, the calculation of harmonic spectra from solids involves Fourier
transforms of the transition rate. Small changes in the shape of the rate could have a large
impact on the high energy part of the harmonic spectrum.
3.4 High Harmonic Generation
Electrons that are promoted into the conduction band will move in this band, driven by the
same field that caused the transition. The quasimomentum of an electron is given by q˙ = −F (t),
with the initial condition that the electron appeared in the conduction band at a time ta with
q(ta) = 0. The quasimomentum in a continuous electric field is given by:
q(t) = −µ
d
(sin(ωt)− sin(ωta)) (3.35)
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Figure 3.2: This plot presents a comparison of the transition rate calculated for different band struc-
tures. Nearest neighbour model (3.2) (blue, solid), including a 3qd term (a=0.95,b=0.05 in (3.34))
(green, dashed), the 3qd model with ∆ modified so the bands shape matches the other bands in the low
qd range (purple, dashed), and the band structure used by Keldysh (red, dot-dashed). The parameters
used are those expected for a ZnO experiment, listed in the caption of figure 3.1. (Reprinted figure with
permission from P. G. Hawkins, M. Y. Ivanov, Phys. Rev. A 87, 063842 (2013). Copyright 2013 by the
American Physical Society.)
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The group velocity of electrons, given by ∂ε/∂q, with this quasimomentum in a nearest neighbour
band structure is:
vg(t, ta) = −∆d sin [µ sin(ωt)− µ sin(ωta)] (3.36)
The motion of electrons with the group velocity given above leads to an electron current in the
conduction band. From Maxwell’s equations it is seen that a current j(t) leads to the creation of
an electric field, with the emission intensity proportional to |ΩJ(Ω)|2, see e.g. [107]. Here J(Ω)
is the Fourier transform of the current, and we note that ΩJ(Ω) is simply the Fourier transform
of ∂j/∂t. Calculation of ∂j/∂t and its Fourier transform allow a description of the HHG process.
The current can be written as
j(t) = −
∫ t
Γ(ta)vg(t, ta)dta . (3.37)
In this expression, all electrons previously promoted to the conduction band contribute to the
current. In order to calculate the intensity of harmonics emitted due to this current, we take
the time differential (using the Leibniz integral rule):
∂j/∂t =
∫ t
Γ(ta)
∂vg(t, ta)
∂t
dta (3.38)
noting that higher order terms from the Leibniz integral rule fall out because vg(t, t) = 0.
Inserting (3.36) into (3.38) yields
∂j/∂t = −∆dωµ cos(ωt)
3∑
i=1
Gi,n(t) (3.39)
where, for the case of a continuous electric field in which N half cycles have already occurred,
the functions Gi(t) are
G1(t) = NC(t)
∫ π/2ω
−π/2ω
Γ(ta)C(ta)dta (3.40)
G2(t) = C(t)
∫ t
−π/2ω
Γ(ta)C(ta)dta (3.41)
G3(t) = S(t)
∫ t
−π/2ω
Γ(ta)S(ta)dta (3.42)
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where
C(t) = cos(µ sin(ωt)) (3.43)
S(t) = sin(µ sin(ωt)) (3.44)
Here G1 describes the contribution from the electrons promoted to the conduction band during
the previous N half-cycles. The functions G2,3 describe the contributions from the electrons
promoted to the conduction band during the half-cycle under consideration. Compared to high
harmonic emission in atomic or molecular gases, the first term can be associated with the ‘very
long’ trajectories, which usually do not make substantial contribution to atomic HHG. Here,
however, the situation may seem different: one may naturally expect that the contributions
to the current in the conduction band due to the previous half-cycles (3.40) of the field will
dominate over the sub-cycle terms (3.41,3.42), particularly if many half-cycles have occurred. It
is then tempting to treat the transitions as occurring only at the peaks of the field. Then the
integral in (3.40) simply becomes equal to the number of electrons appearing in each half-cycle.
Under these approximations ∂j/∂t becomes
∂j/∂t = −∆dωµ cos(ωt)N(t)C(t) (3.45)
and is analogous to [76], with N(t) the number of previous half-cycles.
However, we find that this initial expectation and the associated approximation are not, in fact,
accurate. Physically, in the strong-field limit, the sub-cycle dynamics of the transitions leads to
Bragg reflections at different phases of the field and possible cancellation of currents originating
from different phases of the inter-band transitions. This physical picture is discussed in more
detail in the following subsection.
Mathematically, one can use the Jacobi-Anger expansion of the trigonometric function appearing
in (3.40). Then one finds that the integral is a weighted sum of many Fourier transforms of the
transition rate. As a result, the contribution due to previous half-cycles is highly dependent on
the temporal shape of the transition rate.
This point is illustrated in figure 3.3, where the integral in Eq.(3.40), denoted I(E0, λ), is shown
as a function of the laser parameters, for the example of the nearest neighbour band structure.
One can drastically alter the value of I(F0, λ) by tuning the field strength F0 and the driving
laser wavelength λ.
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Figure 3.3: Plot of I(E0, λ). All other param-
eters are those expected for a ZnO experiment,
as listed in the caption of figure 3.1. The cir-
cular markers lie on the line where I(E0, λ) is
zero, so that contributions to ∂j/∂t from pre-
vious half cycles do not affect the harmonic
spectrum. (Reprinted figure with permission
from P. G. Hawkins, M. Y. Ivanov, Phys. Rev.
A 87, 063842 (2013). Copyright 2013 by the
American Physical Society.)
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Figure 3.4: Plot of ∂j/∂t for the Ghimire
model (red) and our model (black), the laser
parameters are λ = 4.1µm and E0 = 0.6V/A˚
which corresponds with a point on the line in
figure 3.3. All other parameters are those ex-
pected for a ZnO experiment, as listed in the
caption of figure 3.1. The different tempo-
ral structures show the importance of the sub-
cycle dynamics on the generated electron cur-
rents.(Reprinted figure with permission from P.
G. Hawkins, M. Y. Ivanov, Phys. Rev. A 87,
063842 (2013). Copyright 2013 by the Ameri-
can Physical Society.)
In particular, one can suppress the effect of previous half-cycle contributions by selecting the
appropriate laser field strength/wavelength combination (marked with dots in Fig.3.3). In this
case, only the sub-cycle effects will be present in the spectrum, very much in contrast with the
model of (3.45). This statement is illustrated in figure 3.4, which shows the time-dependence of
∂j/∂t for the laser parameters chosen along the lines marked with circles in figure 3.3. We see
that the signal does not grow from one laser cycle to the next, as opposed to the model where the
current is proportional to the total number of the electrons promoted to the conduction band.
3.4.1 Destructive Interference of Electron Currents
A physical understanding of how currents created during previous half cycles do not persist at
later times is easily obtained. Considering the shape of the integrand in I(F0, λ), we see that it
has maximum at sin(ωta) = 0,p = 0 and minima at sin(ωta) = ±π/µ,p = ±π/d. Here we have
used the relationship p = (F0/ω) sin(ωta) between the transition times ta and the associated
canonical momenta p. Maxima/minima beyond these are small enough, for the values of µ
achievable, to be neglected in this simple analysis.
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Thus, there are three prominent instants in time that maximally affect the rate of change of
current. Let us assume that transitions occur only at these three times. The value of the group
velocity for these three transitions sheds some light on what it means physically for the integral
to go to zero. The group velocities at a later time, t, due to these three transitions are:
vg(t, p = −(π/d)) ∼ N1∆d sin(µ sin(ωt)) (3.46)
vg(t, p = 0)) ∼ −N2∆d sin(µ sin(ωt)) (3.47)
vg(t, p = (π/d)) ∼ N3∆d sin(µ sin(ωt)) (3.48)
Here N1,N2 and N3 relate to the number of electrons that undergo these transitions. Due to
the symmetry of the transition rate N1 = N3. If 2N1 = N2, then electron bunches that make
transitions at these times will cause currents that cancel one another out after the half-cycle.
This condition can be satisfied by changing the shape of Γ, i.e by altering the laser field strength
and wavelength, as in figure 3.3. A diagram of the simplified three burst model is shown in figure
3.5. Note that the last burst appears at the bottom of the conduction band when the first burst
returns there, from then on they move together, out of phase with the middle burst.
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Figure 3.5: A simplified picture of transition dynamics during a half cycle of the laser field. Three bursts
of transition occur, if the number of electrons in the first and third bursts sum to the the number of
electrons in the second burst then currents due to these electrons will interfere destructively.(Reprinted
figure with permission from P. G. Hawkins, M. Y. Ivanov, Phys. Rev. A 87, 063842 (2013). Copyright
2013 by the American Physical Society.)
3.5 Conclusions
Recent experiments [1] have shown that it is possible to generate non-perturbative high har-
monics in bulk periodic solids. In order to describe the process of high harmonic emission by an
intraband current model, one should consider the sub-cycle transition dynamics of electrons in
102 3. Role of Subcycle Transition Dynamics in HHG in Periodic Structures
the periodic structure.
We have shown that in the low frequency limit an analytic approximation for the transition rate
may be used to describe these dynamics, and that it is sensitive not only to the shape of the
band structure near the bottom of the Brillouin zone, but also relatively far away from it. Terms
of higher order than the nearest neighbour interactions in the band structure affect the rate, and
thus they may be important for subsequent dynamics [1].
The incorporation of the sub-cycle transition rate derived in this paper with an intraband current
model of HHG from periodic bulk media has been developed. We have shown that the harmonic
spectrum is sensitive to the shape of the sub-cycle structure of the transition rate. The choice of
certain laser parameters gives rise to an effect that removes contributions to ∂j/∂t from previous
half cycles. This cancellation of electron currents is described by a simple three burst model.
We will consider how the cancellation effect predicted in this chapter manifests in full quantum
treatments in chapter 5. First, however, we will look at how treating the quantum problem in
the TDSE with multiple bands, rather than a single CB as used here, alters the picture of Bragg
reflections.
Chapter 4
Effect of Multiple Bands on High
Harmonic Emission from
Dielectrics
The results of this chapter are largely reprinted from the author’s published work [79] (which
was a collaborative research project between Vladislav Yakovlev, Misha Ivanov and myself).
Reprinted excerpt with permission from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys.
Rev. A 91, 013405 (2015). Copyright 2015 by the American Physical Society.
4.1 Introduction
In simple semiclassical models, where j(t) ∝ v(t) ∝ dε/dk, and v(t) is the electron group
velocity, analysis of the harmonic spectrum should yield information about the band structure
(dε/dk). This picture predicts that, when the driving mid-IR laser is sufficiently strong to rapidly
accelerate electrons to the edge of the Brillouin zone (BZ), Bragg reflections (Bloch oscillations)
within the single band would generate most of the high harmonics.
However, if electrons quickly move past the gap between adjacent CBs, they may also undergo
an interband transition. In this case, the harmonic signal also comes from coherences between
all participating bands, including the VB [107, 2]. Additionally, it is also important to account
for the temporal structure of all interband transitions, including the VB to CB transition, see
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e.g. [8]. Theoretical analysis of HHG in bulk solids, published just prior to the results of this
chapter, by Vampa et al. [74] and Higuchi et al. [108] accounted for the temporal structure
of interband excitations, but as two-band models were used in both cases, transitions between
conduction bands were not considered. The results presented below show impact of transitions
between different CBs on the harmonic spectrum. Interestingly, we show that in this regime the
HHG spectra from periodic solids can give insight into the effective band structure established
by a strong driving mid-infrared laser field.
4.1.1 Theoretical Method
We solve the time-dependent Schro¨dinger equation (TDSE) for an electron in a periodic potential:
HˆΨ(r, t) =
[
[p+A(t)]2
2
+ U(r)
]
Ψ = i
∂Ψ
∂t
, (4.1)
where A(t) is the vector potential of the electric field F (t) = −A′(t), and U(r) is the periodic
potential of the crystal. We use the accelerated Bloch basis as described in § 2.2.1, that is, we
write an anstaz for Ψ(r, t) starting from an initial crystal momentum k0 as
|Ψk0(t)〉 =
∑
n
αnk0(t)e
−i ∫ t ǫn
k(t′)
dt′e−iA(t)r |φnk(t)〉 , (4.2)
where |φnk(t)〉 and ǫnk(t) are the Bloch states and associated energies of the field-free system, with
the time dependence of the crystal momentum being k(t) = k0 +A(t). The index n labels the
band of the state and k0 parametrises the drift momentum. Note that e
−iA(t)r |φn
k(t)〉 are known
as both the accelerated Bloch states and also as Houston states, see e.g. [94].
We use the so-called periodic gauge [109]: |φnk+G〉 = |φnk〉, where G is a vector of the reciprocal
lattice. That is, whenever k(t) lies outside of the first BZ, the periodicity of wave functions with
respect to the crystal momentum is assumed.
Our main focus is the possible modification of the band structure in strong fields. Thus, we
study the single particle response. Substituting the ansatz (4.2) into Eq. (4.1) yields the set of
coupled differential equations for αnk0(t):
α˙nk0(t) = −iF (t)
∑
n′
ξ
n,n′
k(t)α
n′
k0
(t)e
i
∫
t∆εn,n
′
k(t′)
dt′
(4.3)
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Here, ∆εn,n
′
k(t) = ε
n
k(t) − εn
′
k(t), and ξ
n,n′
k(t) is given by
ξ
n,n′
k(t) = i 〈νnk(t)|∇k|νn
′
k(t)〉 , (4.4)
where ν is the lattice-periodic part of the Bloch state: 〈r|φnk〉 = νnk (r)exp(ikr).
After finding Ψk0(t), we obtain the contributions to the current at a particular k0: jk0 =
〈Ψk0 |pˆ+A(t)|Ψk0〉, which is then integrated over the BZ to obtain the full current averaged
over the unit cell:
j(t) =
∫
BZ
jk0(t)d
3k0, (4.5)
jk0(t) =
∑
n,n′
a
n,n′
k0
(t) exp
(
i
∫ t
∆εn,n
′
k(t′)dt
′
)
, (4.6)
a
n,n′
k0
(t) =
(
αnk0(t)
)∗
αn
′
k0
(t)pn,n
′
k(t) . (4.7)
Here pn,n
′
k(t) are the momentum matrix elements between Bloch states: 〈φnk(t)|pˆ|φn
′
k(t)〉.
Three distinct physical effects contributing to the generation of high-frequency components can
be identified in the electric current.
First, the group velocity, which is equal to the mean momentum pn,n
k(t), changes its sign as an
electron crosses a boundary of the BZ remaining in the same band, in which case it experiences
a Bragg reflection. This causes a rapid change of the intraband current, which is the part or
Eq. (4.6) with n = n′:
j
(IB)
k0
(t) =
∑
n
∣∣αnk0(t)∣∣2 pn,nk(t). (4.8)
Such Bragg reflections are often quoted as the main mechanism responsible for the observed
HHG [76, 2, 108].
Second, the coherent superposition of any two states with an allowed dipole transition results
in quantum beats. This is the interband current, its contribution was analysed in [74]. It is
the second key contribution to the HHG spectrum, and it is often argued to be the dominant
contribution in experiments, see e.g. [74]. In the same paper it was pointed out that dephasing
strongly suppresses the quantum-beat signal, which would be dominant otherwise.
Finally, transitions between conduction bands that occur in the regions where gaps are small
can also lead to a very rapid change in the terms associated with interband coherences (n 6= n′),
provided that pn,n0
k˜
6= pn′,n0
k˜
, where n0 is the index of the electron’s initial (valence) band, and k˜
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is a crystal momentum where the gap between bands n and n′ is minimal. This last contributions
has not yet been studied.
To obtain an explicit expression for the part of jk0(t) that arises as an immediate effect of the
external field, we differentiate Eq. (4.6) with time:
d
dt
jk0(t) =
d
dt
j
(tr)
k0
(t) +
d
dt
j
(QB)
k0
(t), (4.9)
d
dt
j
(tr)
k0
(t) =
∑
n,n′
e
i
∫ t∆εn,n′
k(t′)
dt′ d
dt
a
n,n′
k0
(t), (4.10)
d
dt
j
(QB)
k0
(t) = i
∑
n,n′
∆εn,n
′
k(t) e
i
∫
t∆εn,n
′
k(t′)
dt′
a
n,n′
k0
(t). (4.11)
In our model, which at this point does not explicitly account for dephasing, the quantum-beat
current j
(QB)
k0
(t) gradually grows as the concentration of charge carriers increases, and it persists
after the laser pulse. In contrast, the derivative of the transient current j
(tr)
k0
(t) becomes zero as
soon as the external field disappears, and it is affected by any rapid change of matrix elements
or probability amplitudes that may occur at an avoided crossing between bands.
In the following, we will focus on j
(tr)
k0
(t), assuming that the contribution from j
(QB)
k0
(t) to suf-
ficiently high frequencies is suppressed by dephasing phenomena. This division of the current
density into two different parts is different from the division in the interband and intraband
currents in [2, 74], while the intraband current is fully included in j
(tr)
k0
(t). The proposed sepa-
ration of the currents has the drawback that neither j
(tr)
k0
(t) nor j
(QB)
k0
(t) alone account for the
linear polarisation response, but, as we show below, it is very useful to analyse and visualise the
high-frequency harmonic response.
4.2 Results
To simplify our simulations and the subsequent analysis, we solve the TDSE problem in one spa-
tial dimension. We obtain the energies and matrix elements by solving the stationary Schro¨dinger
equation for a periodic lattice potential U(x) that, within the central unit cell, has the form:
U(x) = −U0(1 + tanh(x+ x0))(1 + tanh(−x+ x0)). (4.12)
This potential allows us to reproduce the key parameter of a real solid: the band gap. We chose
our parameters to model aluminium nitride by assuming a lattice spacing of a = 8.15 au and
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Figure 4.1: The upper valence band and first three conduction bands used in the simulations.
Electrons reaching the Bragg plane can stay in the same band, reflecting, shown here as the
circle remaining black. Alternatively they can undergo a transition to the next CB, white circle.
(Reprinted figure with permission from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys. Rev.
A 91, 013405 (2015). Copyright 2015 by the American Physical Society.)
setting U0 = 0.78, x0 = 0.565; this yields a VB-CB band gap of 5.85 eV. The gaps between the
conduction bands are smaller, with the first CB gap being 1.09 eV. The highest VB and first
three CBs are shown in Fig. 4.1, plotted as a function of k/kmax with kmax = π/a.
We consider laser pulses at λL = 1800 nm (ωL = 2πc/λL = 1.05 fs
−1), with a field strength of
0.75VA˚−1, and a full width half maximum (FWHM) of 30fs. The envelope used for the vector
potential is of the form: cos4(πt/2τ), where τ = (π/4)(τFWHM/ cos
−1(2−0.125)).
To highlight the importance of multiple conduction bands, as well as the interplay of Bragg
reflections and transitions between conduction bands, in Fig. 4.2 we show the intraband current.
For a single CB, the intraband current shows strong Bragg reflections and Bloch oscillations,
Fig. 4.2(a). However, as soon as multiple bands are included, these effects disappear and the
intraband current is dominated by the fundamental frequency, Fig. 4.2(b). Clearly, for such
fields a simulation with a single CB is inadequate, we used 8 CBs as this is the requirement for
convergence.
The dominance of the fundamental frequency implies that electrons are moving on a single
effective parabolic potential, reflecting dramatic modification of the band structure due to the
dominance of the interband transitions over Bragg reflections.
This effect is easily visualised by plotting |αnk0(t)|2 for conduction bands in the extended zone
scheme, as can be seen in Fig. 4.3. As electrons pass by BZ edges, the most probable path
changes from Bragg reflection early in the pulse into transition into the higher CBs as the IR
intensity grows.
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Figure 4.2: Plot (a) shows the intraband current with only 1 CB, in this case interband tran-
sition to higher CBs cannot happen and so Bragg reflections are forced to happen, explaining
the appearance of higher harmonic content. Plot (b) shows the intraband current for 8 CBs.
(Reprinted figure with permission from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys. Rev.
A 91, 013405 (2015). Copyright 2015 by the American Physical Society.)
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Figure 4.3: The time dependent conduction band population is plotted on a logarithmic scale in
the extended zone scheme, so that the nth CB occupies crystal momenta n− 1 < |k|/kmax < n.
The high transition probability between CBs is easily seen. (Reprinted figure with permission
from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys. Rev. A 91, 013405 (2015). Copyright
2015 by the American Physical Society.)
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Figure 4.4: The harmonic spectrum generated by the transient current is plotted for the single
and many CB cases. The variation of the spectra with field strength is shown in the inset plot
for the single CB case. (Reprinted figure with permission from P. G. Hawkins, M. Y. Ivanov,
V.S.Yakovlev, Phys. Rev. A 91, 013405 (2015). Copyright 2015 by the American Physical
Society.)
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Figure 4.5: Time-frequency analysis, as described in the text, of the transient current for the
single (a) and many(b) CB cases is plotted. One can immediately see that the emission for the
single CB case is occurring in bursts that are more defined than in the many band CB case.
(Reprinted figure with permission from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys. Rev.
A 91, 013405 (2015). Copyright 2015 by the American Physical Society.)
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Figure 4.6: The strength of the harmonic emission given by the transient current, when multiplied
with a Gaussian window centred around 30eV and FWHM of 5eV, is plotted as a function of
the time dependent crystal momentum and time for the single (a) and many (b) CB cases. For
the single band case we see the emission is occuring at the Bragg planes: |k| = kmax. For the
many-band case a lot of the emission is at k = 0, particularly at larger times. (Reprinted figure
with permission from P. G. Hawkins, M. Y. Ivanov, V.S.Yakovlev, Phys. Rev. A 91, 013405
(2015). Copyright 2015 by the American Physical Society.)
We now focus on the transient current (4.10). In Fig. 4.4 the spectrum of the transient current
is shown for the many and single CB cases. The harmonic content is much more defined for the
single CB case. Inset in Fig. 4.4 is the field dependence of the spectra for the single CB case, in
a similar style of plotting to that used in [108]. The cutoff scaling is seen to be linear with field
strength as in experiments [1, 2]. Note that for the multiple CB case with the band structure
used here, transitions saturate quickly leading to a breakdown of the cutoff scaling.
To understand the time dependence of the harmonic emission we employ time-frequency analysis
of the transient current obtained via the Morlet wavelet transform:
W (Ω, τ) =
∫
dt j(tr)(t)eiΩte
−

Ω(t− τ)√
2σΩc


2
, (4.13)
where σ is selected to yield 14% of a cycle width at Ωc = 15ωL. The width of the time–domain
window then decreases with increasing Ω, improving the resolution.
The result is plotted in Fig. 4.5. For the single CB case, emission is half-cycle periodic, with
bursts around the peaks of the electric field. This is particularly true for photon energies above
the maximal bandgap between the upper VB and lower CB. Indeed, this is when the electrons
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experience highest acceleration past the BZ edge, thus generating the highest harmonic content
when Bragg reflected in the single-CB model. However, when multiple CBs are included, the
bursts of emission is not so well defined temporally. We also see that the most intense harmonic
emission occurs after the centre of the pulse in both cases. This is because the concentration of
charge carriers continues to grow after the peak of the pulse, which compensates for the decrease
of the field.
To see where in the band structure, and at what times during the field cycle harmonic emission
occurs, we develop another technique. The harmonic spectrum generated by electrons with
initial crystal momentum k0 is given by the Fourier transform of j
(tr)
k0
(t). We take the product
of a Gaussian window with the harmonic spectrum for a given k0 to select a spectral region of
interest:
J
(tr)
k0
(ω;ω0, σ) = F
[
j
(tr)
k0
(t)
]
exp
(
− (ω − ω0)
2
2σ2
)
. (4.14)
This allows us to investigate the temporal profile of emission in this spectral region: for a given
k0, the envelope of harmonic bursts is thus given by E(t,k0;ω0, σ) = F−1
[
J trk0
]
. Since every k0
is related to k(t), it also allows us to map the harmonic emission in the spectral region to the
time at which it occurs, and the crystal momentum at that time.
In Fig. 4.6 this analysis is applied to compare the nature of the harmonic emission in the single
and many CB cases. It allows us to clearly see that for the single CB case the harmonic emission is
dominated by electrons reflected at Bragg planes. For the many CB case the process is modified,
we still see that there is some emission around the Bragg plane from electrons reflecting at and
crossing it. At later times there is emission for electrons with crystal momentum of k = 0,
this acts to prolong the time over which emission occurs compared to the single CB case. We
attribute the prolonged emission at k = 0 to be due to electrons crossing between the second and
third CBs, where the gap is small (see Fig. 4.1) so that transition probability, even at reduced
field, is still large.
4.2.1 Cut-Off Scaling for HHG in ZnO
Ghimire et al. found that the high harmonic cut-off frequency for generation in ZnO scaled
linearly with the field strength. In order to investigate this effect within our TDSE model
we employ a pseudopotential to mimic features of the band structure expected for ZnO, and
investigate the cut-off of the intraband current.
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Figure 4.7: Spectra from the intraband part of the current for different field strengths.
The pseudopotential selected was of the form of Eq.(4.12) with a = 0.189 and b = 0.2. The
lattice spacing was 2.8 A˚, and the gap was 3.4 eV.
In order to see distinct harmonics in a ZnO-like potential the model required lower field strengths
than those of the experiment of Ghimire et al. As discussed, the reason for the poor contrast in
the harmonic spectrum is due to a lack of dephasing in the model, as Vampa et al. [74] showed.
Here I show results for fields from 0.05V/A˚- 0.13V/A˚, with 9 cycles and at a central wavelength
of 3250nm. Note that the field discussed here is the field in the medium in the region where the
harmonics are generated, so after reflection at the front edge of the crystal and absorption we
would expect the field required for simulations to be lower than that in an experiment.
The spectra from which the cutoff scaling is extracted are the intraband part of the current,
these spectra can be seen in Fig.4.7.
The cut-off scaling is plotted in Fig.4.8 with a linear fit applied. Note that the cut-off scaling
of the inter- and intraband parts of the current are very similar, to within a maximum of two
harmonic orders at each field strength.
The quantitative match of the cut-off scaling to the experiments of Ghimire et al. is not perfect,
however the essential feature of linear increase with field strength is reproduced. In this case,
since no dephasing mechanisms have been included yet, the harmonic spectra have harmonic
peaks that are less well defined. This makes extracting the cut-off challenging and not directly
comparable to realistic experimental conditions.
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Figure 4.8: The scaling of the cut-off (harmonic order) with field strength can be seen to be
linear, as was found in the experiments of Ghimire et al. The cut-off is defined as the last
distinguishable harmonic in the spectra of the intraband current.
4.3 Conclusions
Our most important finding is that transitions between CBs not only reduce the intensity of
harmonic emission, but they can also have a strong impact on its spectral and temporal prop-
erties: individual harmonics become less distinct, and the rapid change of the quantum-beat
signal associated with interband transitions plays a particularly important role in higher CBs.
To study these effects, we have identified a useful quantity, the transient current, that allows the
nature of the harmonic emission to be disentangled from quantum beats that are expected to be
strongly suppressed by dephasing in real solids. The relative importance of Bragg reflections and
interband transitions is sensitive to the band structure and field parameters, but the statement
that Zener-like transitions between conduction bands result in the emission of high-frequency
radiation is general. It may be possible to experimentally study the motion of electrons driven by
a strong mid-IR field in an effective single nearly parabolic band, especially now that temporal
characterisation of harmonics emitted from a solid sample has become possible [6].
Although the band structure used here enables us to investigate the main underlying physics of
how multiple bands affects the HHG process in crystals, it is worth noting that in real systems
the bands do not generally form such smooth profiles in the extended zone scheme. It is therefore
worth asking how inter-CB transitions feature in more realistic band structures. To that end, in
the following chapter we will investigate HHG in an empirical pseudo-potential band structure
for ZnO. We will also investigate whether the cancellation effect predicted in chapter 3, that
relies on Bragg reflection, will occur in quantum systems where intra- and inter-band dynamics
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are coupled and Bragg reflection is not guaranteed.
Chapter 5
Ultrafast Destructive Interference
of Current in Realistic Dielectric
Media Models
5.1 Introduction
There are currently two main proposals for the fundamental process underlying HHG in crystals:
(i) Intraband current - electrons moving in the conduction bands of the solid reflect at the
Brillioun Zone (BZ) boundary and thus undergo rapid deceleration and emit radiation; (ii)
Interband current - coherence between states in different bands leads to recombination and
emission of radiation. The underlying physics of the process is, however, currently not well
understood. Luu et al. have shown that in their experiments the intraband current dominated
the response. In contrast, in several publications, Vampa et al. have shown the interband
picture could, alone, successfully explain the experimental data [74, 5, 82, 83] within a certain
experimental parameter space, namely when the wavelength is not too deep in the IR. This longer
wavelength regime is precisely the one investigated in the recent experimental and theoretical
studies of Hohenleutner et al. [6] where fields with a wavelength of 9µm were used. In this
chapter we will investigate the response in this long wavelength regime.
We have previously shown that for a simple semi-classical model of HHG from periodic structures
the destructive interference of currents in the conduction band (CB) of a two band system could
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limit the growth of the harmonic signal [8] (chapter 3). This process relies upon Bragg reflection
at the BZ edge. We have seen in chapter 4 that when there are multiple bands, transitions
between them can dominate the Bragg reflection process. In this chapter we show that this
cancellation effect is present in density matrix calculations, not only for for two-band but also
for some many-band cases, in particular the ZnO band structure. Our results are obtained using
a non-local empirical pseudo-potential method (NLEPM) for the ZnO band structure and matrix
elements[106], and the interaction with the laser field is modelled via a density matrix approach.
The cancellation effect is found to occur when one includes multiple bands and both the intra-
and inter-band parts of the current for de-phasing times of 1fs. Increasing the dephasing time
leads to a suppression of the intraband current when many bands are included in the model.
By making time-frequency measurements of the harmonic emission, as is now experimentally
achievable [6], we show one should be able to see this effect as a sharp dip in the time-frequency
profile of the emission as the field strength is swept through the region for which cancellation
occurs.
5.2 Theoretical Model
5.2.1 The Crystal Structure
5.2.2 Crytallography Overview
This section aims to briefly cover the main crystallographic concepts required for NL-EPM
calculations, for more details see e.g.[110].
The unit cell of the crystal is defined by three vectors, the lattice vectors, which will be la-
belled a1,a2 and a3. The basis of the structure is the atomic positions in the unit cell, these
are often written in terms of the lattice vectors, e.g r = 1/3a1 + 2/3a2 which is also denoted
as r = (1/3, 2/3). We are often, especially in the case of this work, interested in the momen-
tum/wavevector rather than the positions of the electrons in the structure. To this end it is useful
to consider the structure in what is known as reciprocal space. The three primitive reciprocal
lattice vectors, b1,b2 and b3, are defined by:
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b1 =
2π
V
(a2 × a3) (5.1)
b2 =
2π
V
(a3 × a1) (5.2)
b3 =
2π
V
(a1 × a2), (5.3)
where V is the lattice volume, V = a1 · (a2 × a3). All points on the reciprocal lattice are then
defined by:
Glmn = lb1 +mb2 + nb3 ; l,m, n ∈ Z. (5.4)
Planes that perpendicularly bisect a reciprocal lattice vector form Brillouin zone boundaries.
The Brillouin zone that a wavevector belongs to is defined by the number of boundaries that
must be crossed to reach that wavevector: crossing n boundaries means that wavevector is in
the (n− 1) Brillouin zone.
The Case of Wurtzite ZnO
The Wurtzite structure has a hexagonal lattice, the lattice vectors of which can be written as:
a1 =


a
0
0

 a2 =


−a/2
√
3a/2
0

 a3 =


0
0
c

 (5.5)
Where a = 3.25 A˚ and c = 5.2058 A˚ (We take our crystal parameters from those used in [106]).
Note that a hexagonal lattice in real space is also hexagonal in reciprocal space. It follows that
the primitive reciprocal lattice vectors are:
b1 =
2π
a


1
1/
√
3
0

 b2 =
2π
a


0
2/
√
3
0

 b3 =
2π
c


0
0
1

 . (5.6)
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The basis, firstly in terms of the lattice vectors and then in Cartesian co-ordinates, is as follows:
P1 = (1/3, 2/3, 0) =


0
a/
√
3
0

 (Zn) (5.7)
P2 = (2/3, 1/3, 1/2) =


a/2
a/2
√
3
c/2

 (Zn) (5.8)
P3 = (1/3, 2/3, u) =


0
a/
√
3
uc

 (O) (5.9)
P4 = (2/3, 1/3, (1/2+ u)) =


a/2
a/2
√
3
(1/2 + u)c

 (O) (5.10)
Here u = 3/8 is the internal parameter, related to the lattice constants by u = (a/c)2.
An illustration of the first few reciprocal lattice vectors and the first Brillouin zone in the kx, ky
plane is shown in Fig.5.1. The hexagon formed around the origin defines the first Brillouin zone
in the kx, ky plane, and it extends between +π/c and π/c in the kz direction. The high symmetry
points in this plane are shown in red. There are also A,H and L symmetry points which are
shifted compared to Γ,K and M points respectively by a shift of b3/2. Note that along Γ−M ,
which is the 1D direction we will focus upon, the effective lattice constant is d =
√
3a/2, since
M is at b1/2.
5.2.3 Pseudopotential Methods
The methods described in this section are taken from [111].
The underlying principle of the pseudopotential method is to find a way to calculate the energy
of a system with deep potentials. Coulombic potentials are hard to treat numerically. If one
fixes deep-lying core states of these systems in place, a smoother pseudopotential can be found,
which can be used to find the energies of the true wavefuntion. The true wavefunction (|ψ〉)
can be split into these ‘core’ states (|χi〉), and the remaining smooth wavefunction (|φ〉) due to
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Figure 5.1: The reciprocal structure of Wurzite ZnO in the kx, ky plane, with diffraction planes
in black, and high symmetry points labelled in red
higher-lying electrons:
|ψ〉 = |φ〉+
∑
i
ai |χi〉 (5.11)
Assuming that the core states are orthogonal to the true wavefunction, 〈χi|ψ〉 = 0, then one
finds
ai = −〈χi|φ〉 . (5.12)
We are interested in finding the true energies, E, of our true wavefunction:
Hˆ |ψ〉 = [pˆ2/2 + Vtrue] |ψ〉 = E |ψ〉 (5.13)
Substituting (5.11) and (5.12), into (5.13) reveals:
[
pˆ2/2 + Vtrue + VR
] |φ〉 = E |φ〉 (5.14)
where:
VR |φ〉 =
∑
i
(E − Ei) |χi〉 〈χi|φ〉 ; Hˆ |χi〉 = Eiχi . (5.15)
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We see that |φ〉 is an eigenstate of a new hamiltonian, with the same energy as the true wave-
function. That is, by using a smooth pseudopotential Vpseudo = Vtrue + VR in conjunction with
smooth functions |φ〉, one can find the energies of the true system.
The EPM Method
Using this method in the setting of crystals, we can write the pseudopotential in a plane wave
expansion in the basis of the reciprocal lattice vectors G:
Vp(r) =
∑
G
V (G)eiGr . (5.16)
V (G) can be written in terms of the contributions from each atom in the unit cell:
V (G) =
∑
α
Sα(G)Vα(G) . (5.17)
Here α labels each of the atomic species present in the unit cell. Vα(G) is the potential in
reciprocal space due to atomic species α. The individual positions of atoms of species α are
taken into account by the structure factor Sα(G):
Sα(G) =
1
N
∑
p
e−iGrp , (5.18)
where rp label the positions of the atoms of species α in the unit cell, and N is the total number
of atoms in the unit cell. That is, one is simply applying a phase shift in reciprocal space to
allow for translation of the atoms from the origin in real space.
The band structure is found by simply solving for the eigenvalues of the Hamiltonian for a range
of wavevectors:
|HG,G′(k)− E(k)δG,G′ | = 0 . (5.19)
The form of the Hamiltonian is simply
HG,G′(k) =
1
2
(k +G)2δG,G′ + V (|G−G′|) . (5.20)
A general form of the atomic potential, Vα(G), is then picked with the parameters altered to
achieve a band structure that matches experimental results for the structure in question.
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The NL-EPM Method
A non-local correction can be applied to the above method, that takes into account variations in
the pseudopotential for electrons with different orbital angular momentum. This is particularly
important for crystals containing transition metals due to their d-shell electrons [106]. This is
done by splitting the correction into different angular momentum components using a projector
onto those states:
VNL(r) =
∞∑
l=0
Pˆ †l VNL,l(r)Pˆl (5.21)
In order to use such a correction in the calculation of the band structure we need the matrix
elements of the correction potential between two plane waves as follows:
〈k +G|VNL,l(r) |k +G′〉 = 〈K|VNL,l(r) |K′〉 . (5.22)
Calculation of these matrix elements is expedited by choosing a simple form of the correction
potential and expanding the plane waves in the following way so that the matrix elements can
be calculated separately for different l:
eiKr =
∞∑
l=0
(2l + 1)ilPl(cos(γ))jl(|K|r) . (5.23)
Here Pl are the Legendre polynomials, γ is the angle between K and r, and jl are spherical
bessel functions of the first kind. The correction matrix elements for a given l are then:
〈K|VNL,l(r) |K′〉 = VNL,l(K,K ′) = 4π
Ω
(2l + 1)Pl(cos(θ))
∫ ∞
0
dr r2VNL,l(r)jl(Kr)jl(K
′r) .
(5.24)
Here Ω is the volume of the unit cell and θ is the angle between K and K ′.
If we make the assumption that we can model the correction potential on each atomic site as
a square well with energy dependent depth Aαl (E) and width R
α
l , the integral in Eq.(5.24)
becomes analytically tractable (see e.g. [112]), and the non-linear correction becomes [113]:
VNL(K,K
′) =
4π
Ω
∑
l,α
(2l+ 1)Pl(cos(θ))A
α
l (E)S
α(K −K ′)Fαl (K,K ′) . (5.25)
Here Sα is the structure factor, i.e phase shifts due to the translation of the wells in space to
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the atomic sites. Fαl denotes the integral in Eq.(5.24). For the case where VNL,l(r) is a square
well, positioned on the atomic site α as described above, it follows that Fαl is given by:
Fαl (K,K
′) =


R3l,α
2
[
j2l (KRl,α)− jl−1(KRl,α)jl+1(KRl,α)
]
if K = K ′
R2l,α
K2 −K ′2 [Kjl+1(KRl,α)jl(K
′Rl,α)−K ′jl+1(K ′Rl,α)jl(KRl,α)] if K 6= K ′
(5.26)
Where the case where the wavevectors are of equal magnitude is derived from the opposite case
using l’Hoˆpitals rule.
The Hamiltonian used for finding the band structure, see Eq.(5.19), becomes:
HG,G′(k) =
1
2
(k +G)2δG,G′ + V (|G−G′|) + VNL(K,K ′) . (5.27)
5.2.4 Wurtzite ZnO NL-EPM
For the specific case of wurtzite ZnO Goano et al. [106] have performed calculations using
NL-EPM to model the band structure. The form of the atomic potentials they use is:
Vα(q) =


−V0 + (Vmax + V0)
{
1−D (1− exp [−(pl(q2max − q2))el])} if q2 ≤ q2max
Vmaxexp
[−(pr(q2 − q2max))er ] if q2 > q2max
(5.28)
where
D = (1− exp [−(plq2max)el])−1 . (5.29)
Thus there are seven adjustable parameters for the local potential for each atom, a total of 14
adjustable parameters for the local part of the calculation.
For the non-linear correction Goano et al [106, 114] choose a constant (w.r.t. energy) well depth
for l = 1, 2 and for the s orbitals as a linear function of energy:
A0(E) = α0 + β0
[√
E0(K)E0(K ′)− E0(KF )
]
. (5.30)
Where E0(K) = K2/2 is the free electron energy and E0(KF ) is the Fermi energy. The Fermi
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energy is an adjustable parameter. The widths of the wells, Rl must also be selected.
Including 3 orbital angular momenta, up to d orbitals, leads to eight adjustable parameters for
each atomic species. In total it follows that there are 30 parameters that can be adjusted to
recreate a specific set of features of the band structure. For the case of wurtzite ZnO Goano
et al. have published [106] the values of these 30 parameters that lead to the band structure
matching experimental values of the band gaps at several points in the reciprocal space and the
effective masses at several locations. They have also provided these values for GaN,AlN and InN
[114].
5.2.5 The Band Structure and Matrix Elements of ZnO
Retrieving the band structure, εnk , from the Hamiltonian of the system defined in Eq.(5.27) is
achieved by simply expanding the Bloch eigenstates, |φnk >, in a plane wave basis defined by the
reciprocal lattice vectors:
∑
j′
HGj ,Gj′ (k)C
n
k,j′ = ε
n
kC
n
k,j (5.31)
〈r|φnk〉 =
∑
j
Cnk,je
iGjreikr (5.32)
Here the index j represents an index over 3 spatial dimensions, such that each j corresponds to
a unique set of integers l,m, n – so that each Gj is a reciprocal lattice vector as defined in (5.4).
We limit the basis to include Gl,m,n for l,m, n 6 3. This basis size recreates the band structure
in a very similar form to that of [106], however the degeneracy between the highest energy VBs is
slightly split. This slight increase in the splitting of the bands allows for easier calculation of the
matrix elements. The splitting is increased by ∼0.1 eV from ∼0.04 eV compared to larger basis
sets, we note that this therefore leads to a small overestimate in the band gap. Nevertheless,
the essential features of the band structure are retained.
The band structure of ZnO has two ‘core’ bands, labelled 0-1, that are energetically separated
from the next lowest bands by ∼15 eV and are thus ignored in time dependent studies. This
leaves 6 valence bands (VB) which we label 2-7, and we concentrate on the first two CBs,
labelled 8-9. In order to investigate the effect of multiple bands on the HHG process, we begin
by studying a two-band system: using bands 4 and 8 as the VB and CB respectively. We then
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Figure 5.2: The band structure, calculated along Γ−M
investigate the effect of adding a second CB, band 9, to form a three-band model. Finally we
consider including two extra VBs, to form a five-band model, we choose to include bands 2 and
3 as these extra VBs. The bands used in the dynamical calculations, along Γ−M can be seen in
Fig.5.2. We neglected the top two VBs that are degenerate with band 4, these bands are quite
flat and are expected to play a small role in the dynamics; indeed in recent experiments band
4 was found to play a dominant role [4]. Note that in regions where the bands we employ cross
other bands, we chose to stay on the band with the most smoothly varying gradient in order
that labelling of bands was consistent.
Since we obtain the Bloch states, we can evaluate the momentum matrix elements of the system:
P
n,m
k = 〈φnk|pˆ|φmk 〉 (5.33)
=
∑
j
(Cnk,j)
∗Cmk,j(k +Gj)
We can similarly obtain the crystal co-ordinate matrix elements:
ξ
n,m
k = 〈φnk|i∇k|φmk 〉 (5.34)
= i
∑
j
(Cnk,j)
∗
∇kC
m
k,j
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If one wants these matrix elements to vary smoothly across the BZ one must consider the
solutions one obtains for the Bloch states by solving (5.31). When one solves (5.31) for the Cnk,j
parameters there is a global phase on the solution that can be adjusted for each (n,k) pair.
That is, when one solves on a grid of points in the BZ, the phase on the Bloch states will vary
randomly across the BZ. Our first task, then, after calculation and normalisation (as per (2.32))
of Cnk,j , is to ensure a smooth variation in their phases across the BZ. In order to do this we
first apply a ‘rough’ smoothing by assuming that the maximal |Cnk,j | will occur for the same j
for all (n,k) pairs. We adjust the phase on all Cnk,j for each (n,k) pair so that the maximal
one is real. Although this works to some extent, it does not lead to completely smooth Bloch
envelopes or matrix elements. Next we will see how considering the global phase variation on
the matrix elements provides a more thorough smoothing process.
Let us consider how we can vary this global phase on each (n,k) pair, and it’s affect on the crystal
co-ordinate matrix element. To this end we define C
n (0)
k,j to be the result of the calculation that
has a random global phase, and:
Cnk,j = C
n (0)
k,j e
iθnk (5.35)
to be the adjusted states that we wish to use. Let us consider the form of the crystal co-ordinate
matrix elements in this new basis formed by applying the phase shift. One finds:
ξn,mk = e
i(θmk −θnk)
(
ξ
n,m (0)
k −∇kθmk δn,m
)
(5.36)
where ξ
n,m (0)
k = i
∑
j(∇kCm (0)k,j )(Cn (0)k,j )∗. We note that the intraband elements (i.e. n = m)
can be set to any profile across the BZ that one wishes by adjusting the profile of θnk
1. We use
this property to set the intraband crystal co-ordinate elements to zero across the BZ, that is,
they do not couple to themselves. From (5.36) it is clear that the requirement for this is:
∇kθ
n
k = ξ
n,n (0)
k (5.37)
In one dimension, using a finite difference approximation on the gradients that appear in ∇θ
and ξ, one arrives at:
θnk+∆k = θ
n
k + i

−1 +∑
j
(C
n (0)
k,j )
∗Cn (0)k+∆k,j

 . (5.38)
1I would like to thank Emilio Pisanty for useful conversations about this problem
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Of course, we require that θ be real so we only keep the imaginary part of the expression in the
square brackets. This algorithm is applied twice, once along the BZ and then back the other way.
This does a good job of getting the intraband crystal co-ordinate elements to be small across
the BZ with the exception of small features in regions where bands cross, they are subsequently
set to be zero. Moreover, the main objective of smoothing the phase of the Bloch envelopes is
found to be achieved.
By applying the above smoothing algorithm we have set the derivative of the phase across the
BZ, we can still adjust the phase profile by a constant across the BZ without changing the
intraband crystal matrix elements. That is, the θnk that we have chosen have a k-independent
part (φn) and a k-dependent part (ζnk ):
θnk = φ
n + ζnk . (5.39)
Our smoothing algorithm selects for the ζnk but leaves a random offset φ
n across the BZ. We
choose to adjust the φn parameter too. To see why, note that the symmetry of the problem
dictates that if unk(r) is the Bloch envelope at k, then the Bloch envelope at −k must be:
un−k(r) = (u
n
k(r))
∗
eiχ
n
k (5.40)
where χnk is spatially homogeneous. Consider the form of the Bloch envelopes at the origin:
unk(0) =
∣∣∣∣∣∣
∑
j
C
n (0)
k,j
∣∣∣∣∣∣ ei(φ
n+γnk ) ; γnk = arg

∑
j
C
n (0)
k,j

 + ζnk (5.41)
By adjusting φn we can adjust the phase on the Bloch envelope symmetry, χnk. Substituting our
Bloch envelopes at the origin into (5.40) shows that the phases obey:
2φn = −γnk − γn−k + χnk . (5.42)
At k = 0 we have χn0 = 2 (φ
n + γn0 ). Choosing φ
n selects a χn0 . In the lowest VB we choose
φn such that χn0 = 0 or π depending on which it is closest to. We then adjust φ
n such that we
get real interband momentum matrix elements. This is done by adjusting φn of further bands
consecutively so that Pn+1,n−π/d is real. Due to flat phase profiles of the momentum matrix elements
this leads to all our momentum matrix elements being real across the BZ. We note that this
5.2. Theoretical Model 127
0
1
2
3
4
5
6
7
2
3
4 8 9
3
4
8
9
2
Figure 5.3: The absolute values of the crystal coordinate matrix elements, plotted along Γ−M ,
in an array the axes of which labels the bands 2,3,4,8,9. The color of the line indicates the
maximum absolute value of the matrix element.
scheme effectively selects that the symmetry of the Bloch envelopes changes (χn0 swaps from 0
to ±π) between adjacent bands.
Now that we have fixed the momentum matrix elements to be real and smooth, we can consider
the form of the crystal co-ordinate matrix elements. Within the k.p approximation, and in
regions without degeneracy, we can approximate the crystal co-ordinate matrix elements as:
ξ
n,m
k =
iP n,m
k(t)
εn
k(t) − εmk(t)
(5.43)
We find this method closely matches calculations using the true definition and saves working
with the derivative.
The crystal co-ordinate matrix elements between these bands, again along Γ −M , are shown
in an array of plots in Fig.5.3. Some of the couplings between the bands are very small across
the BZ and are set to zero, this also allows for easier understanding of dynamical results. When
couplings are set to zero, both the momentum and crystal co-ordinate elements are set to zero
for consistency.
In order that the simulations exhibit smooth behaviour as electrons undergo transitions/reflections
at the BZ edge we require that the momentum and crystal co-ordinate matrix elements are con-
tinuous across the edge. Since the bands are continuous across the edge it is necessary only to
make some small numerical adjustments to the interband momentum matrix elements, and it
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follows that the crystal co-ordinate elements will also be continuous. In particular we apply:
P
n,m (filtered)
k =
{[(
Pn,mk − Pn,m−π/d
)
fl + P
n,m
−π/d
]
− Pn,m+π/d
}
fr + P
n,m
+π/d (5.44)
fl = 0.5 (1 + tanh(a(k + b))) (5.45)
fr = 0.5 (1 + tanh(−a(k − b))) (5.46)
Where we use a = 25au and b = 0.45 au. Fig.5.3 shows the crystal co-ordinate matrix elements
calculated after this filtering has been applied.
Further, in order to smooth out any small ‘bumps’ in the momentum and therefore crystal co-
ordinate matrix elements due to splitting of the bands into the adiabatic basis (and possible
effects due to degeneracies between bands) a smoothing is applied to the momentum matrix
elements. We apply a Gaussian convolution to the elements across the BZ (Gaussian FWHM=
0.0544a.u. in k).
Note that studying HHG in a crystal using matrix elements achieved from calculation rather
than from the literature is rare. Calculations have been performed to study graphene in ultrafast
strong fields, with analytic matrix elements [115], though in this case not specifically considering
HHG. Others use a constant value from the literature for the dipole (crystal co-ordinate matrix
elements), i.e. ignoring the k-dependence, see e.g. [74, 82]. In some cases a constant value for the
interband momentum matrix element, with appropriate scaling of the crystal co-ordinate matrix
element (5.43) is used [83]. These assumptions lead to crystal co-ordinate matrix elements that
are far less localised in the BZ than we use here. Comparing the maximal value of coupling used
between 4-8 here (4.54), and with that used by Vampa et al. (3.46, [82]), one finds that the
value we obtain is of a similar order but not identical.
5.2.6 Time Dependent Laser-Crystal Interaction
Let us recall the discussion of the density matrix formalism (§ 2.2.3) as applied to the TDSE in
the accelerated Bloch basis. The dynamics of the density matrix elements, ρ, are governed by:
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ρ˙n,mk0 = iF (t)
∑
n′
[
ξ
n′,n
k(t) ρ
n′,m
k(t) − ξm,n
′
k(t) ρ
n,n′
k(t)
]
(5.47)
+i∆εn,m
k(t)ρ
n,m
k(t) −
(1− δn,m)ρn,mk0
T2
.
With ρn,mk0 =
(
αnk0(t)
)∗
αmk0(t)e
−i ∫ t∆εm,n
k(t′)
dt′
, where αnk0(t)e
−i ∫ t εn
k(t′)
dt′ are amplitudes of accel-
erated Bloch states (c.f. (4.2)). We use the odeint libraries [116] for the propagation, using the
controlled runge kutta scheme with the runge kutta cash karp54 error stepper.
Note that in this particular formalism only direct transitions are allowed (i.e only vertically
in k). Without the specific inclusion of scattering and phonon events this is what we expect.
As discussed in § 2.2.3, we can incorporate scattering and other dephasing mechanisms via
a phenomenological dephasing. As noted in chapter 2 dephasing has been shown to be of
great importance to produce harmonic spectra with low noise levels as has been observed in
experiments [74]. To this end, we have included dephasing of coherence between accelerated
Bloch states, but there is no population relaxation.
We then choose to define the intraband current and polarisation using the standard form of the
SCOBEs, since they are equivalent to the density matrix equations. (c.f. § 2.2.3):
j(t) =
∫
BZ
jk0(t)d
3k0 (5.48)
jk0(t) = j
intra
k0
(t) +
∂Πk0(t)
∂t
(5.49)
jintrak0 (t) =
∑
n
P
n,n
k(t)ρ
n,n
k0
(t) (5.50)
Πk0(t) =
∑
n,m
ξ
n,m
k(t)ρ
n,m
k0
(t) (5.51)
Here,
∂Πk0(t)
∂t
is the interband current.
5.2.7 Semi-Classical Destructive Interference
We have seen in chapter 3 that driving two-band crystals with sufficiently strong mid-IR fields
creates two wavepackets moving out of phase with one another in the CB, leading to a suppression
of accumulation of current [8]. In this section we will consider this effect for more general band
structures in pulsed fields, and how extra bands affects the picture.
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Recall that the rate of transmission from VB to CB can be described by a function ΓVB-CB(t)
which is strongly peaked around the peaks of the electric field. In a semiclassical intraband
current model the time derivative of the current is:
∂j/∂t =
∫ t
ΓVB-CB(ta)
∂vg(t, ta)
∂t
dta (5.52)
where vg(t, ta) is the group velocity of an electron at time t that appeared in the CB at the
center of the BZ at time ta.
Let us describe the CB (εCB), VB (εVB) and band gap (∆ε) as follows:
εCB(k) = Eg +∆CB
(
1 +
N∑
n=1
an cos(nkd)
)
(5.53)
εVB(k) = −∆VB
(
1 +
N∑
n=1
bn cos(nkd)
)
(5.54)
∆ε(k) = Eg +∆g
(
1 +
N∑
n=1
cn cos(nkd)
)
, (5.55)
where ∆g = ∆CB +∆VB and cn = (∆CB/∆g)an + (∆VB/∆g)bn.
From this definition one can follow the same procedure for obtaining the transition rate as
described in chapter 3 (and [8]), at least numerically rather than analytically. It should be
noted that one should use the band gap rather than the conduction band when calculating the
transmission rate. That is, one solves ∆ε(A(t′)−A(t)) = 0 to find the saddle point for the time
at which an electron leaves the VB (t′) in order to arrive in the CB at t; c.f. (3.9). One can then
find the transition rate, by numerically finding the action: S(t) =
∫ t
t′
∆ε(A(τ) − A(t))dτ . The
transition rate is then simply: ΓVB-CB(t) = exp(−2Im{S(t)}). We note that for pulses of more
than a few half-cycles in length one can, to a reasonable approximation, treat each half cycle
separately when calculating the transmission rate since it is strongly peaked around the middle
of each half cycle. This makes obtaining solutions for the t′ and S variables easier: one can use
the central field strength of each half cycle and ignore the time dependence of the field within
each half cycle.
The group velocity of electrons in the CB at time t given that they arrived at the centre of the
BZ at time ta is given by:
vg(t, ta) = ∂εCB/∂k = −∆CBd
∑
n
nan sin(nk(t, ta)d) , (5.56)
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where
k(t, ta) = A(t)−A(ta) = −µ(t)
d
(sin(ωt)− sin(ωta)) (5.57)
Here µ(t) = dF (t)/(cos(ωt)ω) such that it tracks the envelope of the field.
Now that we have considered changes to the rate and group velocity for band structures be-
yond the nearest neighbour approximation, we are in a position to consider the acceleration (or
derivative of the current). We can split the integral in (5.52) into time periods covering previous
half-cycles of the electric field, and the current half cycle.
∂j/∂t = ∂jprevious/∂t+ ∂jpresent/∂t (5.58)
=
M−1∑
m=1
∫ π/2ω
−π/2ω
Γ(m)(ta)
∂v
(m)
g (t, ta)
dt
dta +
∫ t
−π/2ω
Γ(M)(ta)
∂v
(M)
g (t, ta)
dt
dta (5.59)
Here the superscript (m) labels the half cycles of the field, which in general have different
maximal field strengths and temporal profiles. However, before tackling the case of pulsed fields
let us consider what happens to the picture of current cancellation, that we saw in continuous
fields for nearest neighbour bands in chapter 3, for the case of more general bands. For the case
of a continuous electric field all previous half cycles make the same contribution to the current.
In this case, the contribution from previous half-cycles can be written:
∂jprevious/∂t = −∆dωµ(t) cos(ωt)(M − 1) (5.60)
N∑
n=1
n2anCn(t)
∫ π/2ω
−π/2ω
Γ(ta)Cn(ta)dta
where Cn(t) = cos(µ(t)n sin(ωt)). We have dropped the integral containing sin(µ(t)n sin(ωt))
since the integral is zero due to symmetry.
For nearest neighbour bands (N = 1) one can find a field strength and wavelength combination
such that
∫ π/2ω
−π/2ω Γ(ta)Cn(ta)dta becomes zero. Physically this means that the electrons arriving
in the CB in each half cycle destructively interfere, such that they do not affect the current at
any later point in the field. The physical mechanism behind this is displayed again in Fig.5.4.
The integrand, anΓ(ta)Cn(ta), calculated for ZnO with bands 4 and 8 of fig.5.2 for a field with
µ = 5.76 is shown in Fig.5.4, one can see that it will give zero upon integration. Recalling what
we saw in chapter 3, there are three times of transition that maximally affect the current, we
label these here as regions A, B and C. Electrons arriving in A and C move out of phase with
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Figure 5.4: The integrand of (5.60) for N=1 for a single half cycle of the elctric field with
µ = 5.76 for bands 4,8 of ZnO. The three burts of electron transition that maximally affect
∂j/∂t labelled A,B,C. This is accompanied by a schematic showing the overlap of bursts A and
C. Electrons arriving in the early (A) and late (C) bursts move together and out of phase with
those electrons that arrive in the central burst (B).
electrons arriving in region B. If the same number of electrons arrive at A/C as at B, then the
electrons arriving in each half cycle will destructively interfere for the rest of time.
However for bands beyond the nearest neighbour approximation the appearance of the sum over
the different next neighbour terms complicates this picture. For current cancellation to occur in
these more general bands, in continuous fields, one requires that:
N∑
n=1
n2anCn(t)
∫ π/2ω
−π/2ω
Γ(ta)Cn(ta)dta = 0 ∀t . (5.61)
Note that the appearance of Cn(t) in the summation makes the requirement that this function is
zero for all time hard to assert. However, for n > 1 the integrand in (5.61) has many oscillations
and this limits the effect of higher order terms. Let us define:
χN =
N∑
n=1
n2an
∫ π/2ω
−π/2ω
Γ(ta)Cn(ta)dta (5.62)
This quantity allows us to assess the overall majority phase of the electrons arriving in a half
cycle of a given field strength, since we dropped the time dependence due to Cn(t) (as it is
limited in magnitude to 1). In fig.5.5 we show the form of χN , as a function of field strength,
for N = 1 and 8. We see two things: (i) we can identify the field strength at which the majority
phase of electrons changes sign (χ = 0) and, (ii) that the field strength required for this is largely
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Figure 5.5: The form of χN (5.62) as a function of field strength for N = 1 and N = 8. This
was calculated in our two-band ZnO model for λ = 9.09µm. There is a critical field strength
at which the sign of χ changes, in this case it is close to 0.27V/A˚. The critical field strength is
largely unchanged by the presense of higher order terms in the band expansion.
unaffected by the appearance of higher order terms.
For a field of a given wavelength, we can define a critical field strength Fcrit at which χ = 0.
For the calculation of Fig.5.5 this is approximately 0.27V/A˚. For field strengths lower than Fcrit
region B dominates the integral, and these half cycles give a positive contribution to ∂j/∂t. That
is, for F < Fcrit the overall phase of the motion of the electrons is that of ‘type B’ electrons.
However for F > Fcrit the A and C regions dominate the integral, these half cycles give a negative
contribution to ∂j/∂t. Electrons from these half cycles move with the phase of ‘type A’ electrons
that is out of phase with ‘type B’ electrons.
We begin to see what will happen in pulsed fields, for each half cycle of the field we pick up
a contribution to ∂j/∂t that is positive for fields weaker than Fcrit. If the field strength of the
half-cycles begins to increase above Fcrit then contributions to ∂j/∂t will become negative. One
can choose the field strength of the central half cycle such that the contribution of earlier half
cycles cumulatively cancel each other out. That is, the motion of all electrons that arrived in
the CB up until that point collectively destructively interfere, ∂j/∂t in the central half cycle will
be due only to electrons arriving in this half-cycle.
This effect is demonstrated in Fig.5.6 where ∂j/∂t is calculated for bands 4 and 8 of the bands
displayed in Fig.5.2 expanded as in (5.53). We used a field strength of 0.30 V/A˚ at 9.09 µm
with FWHM 218.3 fs. The same field is used in the density matrix calculations below with a
variety of field strengths. The central field strength of 0.30 V/A˚, means that for a few half cycles
preceding the central one χ is negative (see Fig.5.5), and we expect this to cause cancellation of
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Figure 5.6: (a) The semi-classical ∂j/∂t for our two-band system (red), the contribution from
electrons arriving in the present half-cycle is shown in black. The current in the central half-cycle
is almost solely due to electrons arrving in that half cycle because of the cancellation of currents
set up by elecrons arriving earlier in the pulse.
current in the CB. We differentiate contributions from electrons arriving in the present half-cycle
from the full ∂j/∂t due to all electrons. As expected, since there is destructive interference of
electron currents in the central region of the pulse, the current in this region is approximately
only due to electrons arriving in this region.
We have also previously shown that having multiple CBs can lead to a large reduction in the
probability for reflection at the BZ edge. Let us consider how an extra CB affects the semi-
classical picture when the field is tuned to give cancellation of the two-band system. Electrons
that maximally affect the current occur in three bursts, at sin(ωta) = π/µ, 0, π/µ, these bursts
therefore reach the BZ edge (for a continuous field) at:
dk(tBZ) = − sin(ωtBZ) + sin(ωta) := ±π/µ (5.63)
=⇒ sin(ωtBZ) = 0, π/µ, 2π/µ (5.64)
Since k(t) is independent of whether a transition between CBs occurs, the bursts A and C are
still overlapping and are moving out of phase with the burst B. This will be true in both CBs,
however the question is whether the relative sizes of these wavepackets in the individual bands
is altered due to the transitions. If a burst of electrons arrives at ta, and is split into fractions f
and (1− f) between the two bands at a time tLZ, then ∂j/∂t for these electrons takes the form:
ΓVB-CB(ta)
[
f(tLZ)
∂vCB1g (t, ta)
∂t
+ (1− f(tLZ))
∂vCB2g (t, ta)
∂t
]
. (5.65)
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(b) Three-band model
Figure 5.7: The intraband current for our two (a) and three (b) band models, as the field
strength is adjusted from 0.2 to 0.4 V/A˚, as labelled by the colour and shown in the colorbar.
Cancellation of the intraband current around the central half-cycle of the field is observed in
both models despite transitions between the CBs.
The transition probability, f , between the two CBs should be expected to vary as a function of
time due to the time dependence of the field. Hence, one should not expect cancellation to occur
in either of the CBs individually. This is because the three bursts will suffer different changes in
size due to transitions to the other band, and will therefore no longer exhibit destructive inter-
ference. However, if the two CBs have similar group velocity profiles, the combined current in
the two bands will maintain the cancellation. We see in (5.65) that we only expect the integrand
to return to the form of the one CB case, and therefore for cancellation to be maintained, if the
group velocity profiles of the two bands are the same. It should also be noted that the intraband
current in each CB alone will only maintain cancellation if the probability f is time independent.
5.3 Results
We consider 9.09µm mid-IR laser pulses with a full width half maximum of 218.3 fs polarised
along the Γ−M axis of the wurtzite ZnO crystal with which it interacts. We note that such laser
pulses can be produced by difference frequency generation between the outputs of two optical
parametric amplifier systems, as has been used by Hohenleutner et al. in recent experiments [6].
In particular we use a field of the form:
A(t) = −(E0/ω) cos4(πt/2τ) sin(ωt) (5.66)
where τ = (π/4)(τFWHM/ cos
−1(2−0.125)).
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Figure 5.8: Time-momentum distribution of the logarithm of the population of the two CBs in
our three band model excited with a 0.28V/A˚ pulse, there is a high probabilty of population
transfer.
We then solve the density matrix equations of (5.47) in one dimension, along Γ−M .
We begin by choosing that the dephasing time in our crystal is 1 fs (i.e. T2=1 fs in (5.47)). Values
in this range have been repeatedly found to be in the correct region, in order for theoretical
predictions to match experimental results [6, 3]. We will investigate how increasing this time
scale changes the observable physics in § 5.3.1.
In order to gain an understanding of the cancellation of electron currents we first investigate a
simplified two band system. We can then check if the classical prediction for the cancellation of
currents, which was only predicted for a two-band system, holds true for quantum simulations.
We choose bands 4 and 8 of fig.5.2 due to the strong coupling between these bands. The resulting
intraband current in our two-band system is shown in Fig.5.7a for field strengths ranging from
0.2 to 0.4V/A˚, we see a strong cancellation effect as we sweep through the region that our simple
semi-classical region predicts the cancellation should occur in. At 0.2V/A˚ there is already some
cancellation occurring toward the end of the pulse, as the central field strength is raised further
this cancellation is pushed towards the center of the pulse. We attribute the reduced growth of
the intraband current after the cancellation when compared with our semi-classical model to be
due to VB depletion effects.
Adding another CB, band 9, to the model does not stop the cancellation occurring. In Fig.5.7b
we see cancellation occurring in broadly the same manner that it did for a two band system. As
mentioned in §5.2.7, if two bands have a similar dispersion (and therefore group velocity profile),
cancellation is predicted to persist despite transitions between those bands. Indeed in ZnO the
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(a) Two-band model
time (fs)
-100 0 100
ha
rm
on
ic
 o
rd
er
10
12
14
16
18
20
time (fs)
-100 0 100
time (fs)
-100 0 100
-14
-13.5
-13
-12.5
-12
-11.5
-11
-10.5
-10
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(c) Five-band model
Figure 5.9: The time-frequency signal in our three different models for ZnO: two-band (a), three-
band (b), and five-band (c). For field strengths (left-right): 0.26, 0.28, 0.30 V/A˚. There is a
dip of ∼2 orders of magnitude in signal in the region of cancellation. As the field strength is
increased the cancellation is pushed to earlier times.
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first two CBs can be seen to be of similar dispersion. It is also worth noting here that there
is a significant transfer of population between the two CBs, despite the gradients of the two
bands not being particularly well matched at the BZ edge. In Fig.5.8 we show the CB electron
population, as a function of time and position in the BZ, for the three-band system for a field
strength 0.28 V/A˚. We see that population is transferred with high probability to the upper CB
from the lower CB.
We turn now to time-frequency analysis of the harmonic emission, calculated as:
I(ω, τ ;σ) =
∣∣∣∣
∫ ∞
−∞
∂j
∂t
e−((t−τ)/
√
2σ)2
∣∣∣∣
2
(5.67)
We choose that our spectral window has a FWHM of 8 fs (σ = 3.397 fs). We find this gives us a
similar profile for our time-frequency plots to that achievable by performing Xfrog measurements
using the generated harmonic content and a short 800 nm pulse, as shown by Hohenleutner et
al. [6].
In Fig.5.9a we show the time-frequency analysis for our two-band model for three field strengths:
0.26,0.28,0.30 V/A˚ (left-right). Let us start by noting that we see strong bursts of emis-
sion around the field intensity maxima, where electrons pass the BZ edge most quickly. At
0.26V/A˚ we see no strong effect of cancellation in the time-frequency analysis, but as the field
strength is increased to 0.28V/A˚ we see a drop in the strength of the bursts of emission around
the central field maxima. This drop in intensity is of ∼2 orders of magnitude in strength, sug-
gesting sufficient contrast for such a measurement to be made in a true experiment. As the
field strength is tuned up still further to 0.30V/A˚ we see the classically predicted effect that the
minima shifts to an earlier time.
For our three-band model we find that the time-frequency analysis (see Fig.5.9b) shows a very
similar effect to the two-band case, again showing that the effect persists despite high probability
for transitions between the CBs. By adding the other VBs to the simulation one might expect
that, due to the different band dispersions exhibited by the VBs (particularly band 2), the
current cancellation effect will be inhibited. However, the effect persists when we look at our
five-band model (see Fig.5.9c), although we note that the time of maximal cancellation is shifted
to slightly earlier times.
In order to understand why the cancellation effect persists when there are many bands, we
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Figure 5.10: Intraband time-frequency spectrum for (a) band 8 (the lower CB) and (b) band 9
(the upper CB) for the three-band model. Cancellation occurs in both CBs individually, it is
however shifted from the centre of the laser pulse.
investigate the time frequency response due to current in individual bands. That is, we calculate:
I intra, n(ω, τ ;σ) =
∣∣∣∣
∫ ∞
−∞
∂jintra, n
∂t
e−((t−τ)/
√
2σ)2
∣∣∣∣
2
, (5.68)
where
jintra, n =
∫
BZ
dk0P
n,n
k(t)ρ
n,n
k0
(t) . (5.69)
Consider the three-band model: we expect that within each band the intraband current will not
exhibit cancellation due to changes in the distribution of electron population in the bands caused
by transitions between them. The intraband time-frequency response in both CBs individually
is shown in Fig.5.10 for field strength 0.28V/A˚, i.e. where current cancellation occurs in the full
current. Within the individual bands the cancellation occurs too, although in each band the
time of maximal cancellation is shifted from the full systems cancellation time. The fact that
cancellation occurs (albeit at a slightly shifted time) in the individual bands suggests that the
structure of population within each band is maintained despite transitions between them. This is
suspected to be due to the probability for transmission between the CBs being relatively insensi-
tive to the phase of the field at which electrons undergo those transitions, therefore maintaining
the population profile within the bands.
The length of the dephasing time will influence the transition probability between the bands.
Let us now see how changing the dephasing time influences the cancellation effect.
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Figure 5.11: The form of G for the two and five band models for dephasing times of 1-4 fs.
Vertical black lines indicate maxima of the laser intensity, this is where intraband emission
occurs. The interplay of inter- and intra-band dynamics leads to a weakening of the cancellation
effect, although it is present for dephasing times of up to ∼3 fs.
5.3.1 Reduction of Many-Body Effects Leads to Post-cancellation Sup-
pression
Let us now consider what happens to the destructive interference effect as the dephasing time is
adjusted. Firstly, it is clear that lengthening the dephasing time allows polarisation to build up
during a longer time and therefore leads to a stronger contribution from the interband part of
the current. In the lower orders, however, the intra-band component will be of a similar order to
the interband emission. Note also, that in this region the coupling of the inter- and intra-band
dynamics still has a profound effect on the intraband spectrum in this region. We investigate
the time dependence of the harmonic emission in around a certain spectral region:
G(τ ;ω0, χ) =
∫
I(ω, τ ;σ)e−((ω−ω0)/
√
2χ)2dω , (5.70)
and in particular choose ω0 = 1.636 eV, χ = 0.205 eV. That is, we are focussing on the region of
the spectrum where intra-band current dominates inter-band current.
Let us now use this method to investigate the cancellation process in the most simple two-
band model as the dephasing time is increased from 1 to 4 fs: see Fig.5.11a. Clearly, as the
dephasing time is increased, the interplay of the dynamics becomes more pronounced. Electron
population is able to undergo transitions over larger time periods after arriving in the BZ, this
can dramatically affect the cancellation process. Indeed, we see in Fig.5.11a that the strong
cancellation effect becomes weaker as the dephasing time is increased, however the cancellation
can still be seen to be present for dephasing times up to 3 fs. Interestingly, longer dephasing
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times shift the point of cancellation to later times in the field, and therefore a reduced intensity
of emission in the later part of the pulse. The maximal emission occurs prior to the central half
cycle of the field in all cases considered here.
How much more is the cancellation effect altered by increasing the dephasing time when there
are more bands and therefore opportunities for population transfer? Looking at our five-band
model, Fig.5.11b, we again see that while increasing the dephasing time leads to a reduction
in the strength of the cancellation effect, it remains visible. In this case longer dephasing
times increase the overall intensity of the interband part of the emission to similar levels as the
intraband emission. This smoothes out the cancellation effect, for dephasing times upward of
∼3 fs.
If the dephasing is longer than 2 fs, the emission becomes less well-defined around the peaks
of the field in the five-band case. The fact that emission at this wavelength from GaSe, where
several bands were found to perform a role [6], had bursts of emission only on field maxima
suggests that dephasing must be short. This suggests that the cancellation effect should be
measurable. Perhaps such an experiment could be used as a test for dephasing effects.
Of course, we have not included the effect of population relaxation. If the timescale for the
relaxation was on the order of the laser period this would destroy the effect, since it relies on
motion of electrons over several cycles. It is currently not clear, however, what the timescale for
such population relaxation should be. We also note that the use of dephasing and population
relaxation times could be being a stand-in for phase-matching effects, that are not considered in
the current modelling.
5.4 Conclusions
We have shown that the simple semi-classical prediction of destructive interference of electron
currents leading to a suppression of harmonic emission occurs in full quantum simulations in the
density matrix approach for realistic band structures. Despite the classical prediction only being
made for a two-band system with intraband currents only, this effect persists in full quantum
simulations with many bands when dephasing occurs on the timescale of 1 fs. This is despite
strong transitions between the bands of the media, and contribution of both intra- and inter-band
parts of the current to the signal. Increasing the dephasing time leads to interplay of inter- and
intra-band dynamics that weakens the strength of the cancellation effect, but the effect persists
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for dephasing times up to ∼3 fs.
Moreover, we have displayed that this effect presents a very strong signature in time-frequency
analysis. Such experiments are now possible, c.f. [6]. We hope that such experiments will be
carried out, observing such an effect would prove the importance of intraband current.
Chapter 6
Conclusions
High harmonic generation, that has been successfully employed for the study of ultrafast dy-
namical studies of molecules, is now experimentally realisable in bulk crystals [1]. HHG spectra
measured in these media contain information about the system, this has been shown via the
reconstruction of the ZnO band structure [4] and the measurement of quantum interference
between transition pathways that reveals information of the dipole coupling between bands [6].
We have seen how ideas from strong field interaction in gas phase systems can be applied to
understand the interaction of intense laser pulses with bulk periodic media. Indeed, we have
shown how one can calculate a Landau-Dhykne type rate for transitions between bands of a
periodic system. We used this rate to build a semi-classical model of the HHG process, using the
intraband current in the media. This process relies on Bragg reflection of electron wavepackets
at the BZ edge, raising the question of how more bands in the structure changes the dynamics
of the problem.
To study how extra bands affect the HHG emission from bulk solids we solved the TDSE for
a simple pseudopotential structure in the basis of accelerated Bloch states. The probability
for transmission between bands, for sufficiently strong mid-IR fields, can be high enough that
the transitions dominate the Bragg reflection process. This leads to the formation of a single
effective nearly parabolic conduction band, and correspondingly a large decrease in harmonic
emission compared to the case where Bragg reflection is enforced by including only the first CB
in the model.
The TDSE for a one electron systems ignores many-body effects. However, dephasing due to
scattering has been shown [74] to be very important in accurately modelling HHG in crystals.
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Dephasing has thus far only been applied via a phenomenological dephasing rate, and appears
to occur on very short timescales (∼1 fs). A clear goal for the community is to understand how
to quantitatively model dephasing mechanisms in solids under interaction with intense ultrafast
fields. It should also be noted that phase-matching effects could also have an impact on the
harmonic spectra which could perhaps account for the requirement of short dephasing times in
current modelling.
In our TDSE study of multiple bands we proposed splitting the current into ‘transient’ and
‘quantum beat’ components that differ from the usual inter- and intra-band components. The
‘quantum beat’ component contains currents that we expect to be most heavily dephased in real
systems. Nevertheless, with dephasing times required to be on the order ∼1 fs it is perhaps more
appropriate to use the density matrix method, or semiconductor optical Bloch equations, where
phenomenological dephasing can be applied.
The density matrix method, with phenomenological dephasing, was studied in chapter 5. In
particular, the HHG process in ZnO for a long wavelength driver was considered, with particular
focus on the classical prediction of chapter 3 that destructive interference of currents due to
transition dynamics will occur. We saw that indeed, the classical prediction held true in our
quantum simulations for two-band systems. Further to this, when one includes multiple bands,
the cancellation persists. This is despite large amount of transmission between the bands, due to
similar dispersion profiles of the CBs. The effect of increasing the dephasing time was studied,
showing that in multi-band systems the cancellation of current can lead to a large suppression
in harmonic emission due to intraband current. The current cancellation shows a strong signa-
ture in the time-frequency response, this should in principle be measurable via the methods of
Hohenleutner et al. [6].
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