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REAL TROPICAL SINGULARITIES AND BERGMAN FANS
CHRISTIAN JU¨RGENS
Abstract. In this paper, we classify singular real plane tropical curves by means of subdivisions
of Newton polytopes. First, we introduce signed Bergman fans (generalizing positive Bergman
fans from [AKW06]) that describe real tropicalizations of real linear spaces ([Tab15]). Then, we
establish a duality of real plane tropical curves and signed regular subdivisions of the Newton
polytope and explore the combinatorics. We define a signed secondary fan that parametrizes real
tropical Laurent polynomials and study the subset providing singular real plane tropical curves.
A cone of the signed secondary fan is of maximal dimensional type if its corresponding subdivision
contains only marked points ([MMS12a]). These cones parametrize real plane tropical curves. We
classify singular real plane tropical curves of maximal dimensional type.
Singularities play a decisive role in algebraic geometry. In recent years, a lot of effort was put
into the translation of the concept of a singularity to tropical geometry (e.g. [DT12], [MMS12a],
[MMS12b], [DFS07]). However, this process is far from complete. To the present day, there is no
intrinsic definition of a singular tropical variety and current research is limited to tropical hypersur-
faces. A common approach is to call a tropical hypersurface singular if there is a singular algebraic
hypersurface tropicalizing to it. A popular instrument for the investigation of singular tropical hy-
persurfaces is the A-discriminant defined by Gelfand, Kapranov and Zelevinsky ([DFS07], [GfKZ94]).
Its zero set parametrizes the family of Laurent polynomials with fixed support (given by the columns
of the matrix A ∈ Zn×n) that provide singular hypersurfaces.
We consider singular tropical hypersurfaces for real tropical geometry viewed as real tropicaliza-
tions of geometry over real Puiseux series. Tropical geometry is a powerful tool for the study of
real geometry. The famous Viro’s patchworking method can be used to construct real varieties with
prescribed topology building on tropical varieties([Vir08], [Vir01], [IV96], [Vir89], [Mik00], [Ren17],
[BLdM12]). Tropical curves can be used to study counts of real curves satisfying incidence con-
ditions ([Mik05], [IKS07], [IKS09]). Real tropicalization also plays a role in the study of convex
geometry and tropical polytopes, with applications e.g. in complexity theory ([DY07], [ABGJ15],
[ABGJ14]). The chart of a real tropicalization with all signs positive (also called the positive part
of a tropical variety) plays a role in the study of total positivity, which classically concerns matrices
with all minors being positive and which nowadays has connections to the study of Cluster algebras
([SW05], [Lus98], [PSW09], [KW11], [KW14], [BCL17]). Tropical geometry is also a tool to study
solutions of systems of polynomial equations over the reals ([Ver09], [AV11], [HJ11], [El 17]).
Here, we view real tropicalization as tropicalization with signs ([Tab15]). Due to the signs, a
real plane tropical curve can be described by sets of charts (cf. Definition 3.2.4). These charts are
dual to signed regular marked subdivisions (cf. Definition 3.2.1). We define a signed secondary fan
whose equivalence classes correspond to sets of charts defining a real plane tropical curve “up to
sign permutation” (cf. Definition 3.2.9). Our main result is a characterization of real plane tropical
curves of maximal dimensional type with a singularity in a fixed point stated in Section 3.4. Our
methods can also be applied to the case of real tropical surfaces with a singularity in a fixed point.
We refer to [Ju¨r18, Theorem 4.3.3.9] for details.
Section 1 contains preliminaries concerning real tropicalization and real tropical curves as signed
versions in charts following [Tab15]. Section 2 reviews oriented matroids and generalizes the associ-
ated positive Bergman fan from [AKW06] for arbitrarily signed Bergman fans. Signed Bergman fans
are real tropicalizations of real linear spaces. Section 3 exploits the real tropicalization of the linear
space that parametrizes the family of real curves with a singularity in a fixed point to characterize
the combinatorics of singular real plane tropical curves. This is based on [MMS12a] which provides
a combinatorial characterization in the non-real (respectively unsigned) case. Our main result is
Theorem 3.4.3 which classifies singular real plane tropical curves.
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1. Real Tropical Geometry
The following preliminary section is based on [Tab15].
1.1. Real Puiseux Series and the Real Tropical Group
We work over the non-archimedian valued field of real Puiseux series R{{t}}. An element
a ∈ R{{t}} is a power series in the indeterminate t with rational exponents that have a com-
mon denominator and the coefficients are real valued, i.e. there exist i ∈ Z, n ∈ N and ak ∈ R for
all k ≥ i such that
a =
∞∑
k=i
akt
k
n ∈ R{{t}}.(1)
The valuation val : R{{t}}∗ → R of 0 6= a ∈ R{{t}} is the lowest exponent of t appearing in a. Note
that R{{t}} is not algebraically closed. However, R{{t}} is an ordered field via a > 0 if and only if
the coefficient of tval(a) is positive. We write KR = R{{t}} and denote the n-dimensional torus by
T n
R
.
Definition 1.1.1 (Sign function). Let a ∈ KR
∗ be a real Puiseux series. We define a sign function
s : K∗R −→ {−1, 1} , s(a) =
{
1 if a > 0,
−1 if a < 0.
In the following, we work over KR. If we work over KC = C{{t}} we refer to it as the complex
case. We denote the n-dimensional torus over KC by T nC . The underlying algebraic structure of our
real tropical objects is defined as follows:
Definition 1.1.2 (Real tropical group). The tuple TR = ({−1, 1} × R,⊙R) is called real tropical
group. The composition of (a, x), (b, y) ∈ TR via ⊙R is defined by
(a, x) ⊙R (b, y) = (ab, x+ y).
There is no reasonable “addition” in TR as it is not clear how to “add” signs.
1.2. Real Tropicalization
First, we fix the notion of a real tropicalization:
Definition 1.2.1 (Real tropicalization). The real tropicalization is the map defined by
tropR : KR
∗ −→ TR = {−1, 1} × R
x 7−→ (s(x),−val(x))
where s is the sign function (cf. Definition 1.1.1) and val the valuation of KR. For y = (a, b) ∈ TR
we call a the sign of y and b the modulus of y. By abuse of notation, we refer to the first component
of y by s(y) and to the second component of y by |y|.
In comparison to the tropicalization over KC (defined by tropC = −val where val is equivalently
defined on KC), the real tropicalization takes signs into account.
Definition 1.2.2 (Sign vector). An element s ∈ S := {+,−, 0}n ∼= {1,−1, 0}
n
is called sign vector.
If s ∈ {±}n we call s pure sign vector.
Definition 1.2.3 (Charts). Let s ∈ S be a pure sign vector. The copy of Rn containing all points
of TRn with signs s, s× Rn ⊂ TR, is called s-chart of TRn.
Definition 1.2.4 (Real tropicalized variety). Let X = V (I) ⊂ T n
R
be an algebraic variety defined
by I ⊂ KR
[
x±1 , . . . , x
±
n
]
. The real tropicalization of X is the closure of the set {tropR(x) : x ∈ X}
in TRn and is denoted by tropR(X).
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Definition 1.2.5 (Real tropical polynomial). Let A = {α1, . . . , αm} ⊂ Z
n be a finite set. A real
tropical polynomial f ∈ TR
[
w±1 , . . . , w
±
n
]
with support A is a formal sum of products of real tropical
monomials with respect to A and coefficients in TR, i.e.
f =
⊕
i
piw
αi .
A real tropical polynomial f yields a piecewise affine linear function by restricting to the modulus
of f , i.e. |f | : TRn −→ R is the map defined by |f |(w) = maxi {|pi|+ 〈αi, |w|〉}.
As in the complex case, we can translate real Laurent polynomials to real tropical Laurent
polynomials:
Definition 1.2.6 (Real tropicalized polynomials). Let A = {α1, . . . , αm} ⊂ Z
n be the support of a
real Laurent polynomial F =
∑
i aix
αi ∈ KR
[
x±1 , . . . , x
±
n
]
. The real tropicalization of F is the real
tropical Laurent polynomial defined by
f = tropR(F ) :=
⊕
i
(s(ai),−val (ai))w
αi ∈ TR
[
w±1 , . . . , w
±
n
]
.
Definition 1.2.7 (Real tropical hypersurface). Let f ∈ TR
[
w±1 , . . . , w
±
n
]
be a real tropical Laurent
polynomial with support A = {α1, . . . , αm} ⊂ Z
n. The real tropical hypersurface TR (f) is the set
of all y = (y1, . . . , yn) ∈ TR
n for which exist i 6= j such that |f |(w) attains its maximum at αi and
αj , i.e.
|pi|+ 〈αi, |y|〉 = |pj|+ 〈αj , |y|〉 ≥ |pk|+ 〈αk, |y|〉 ∀k 6= i, j,
and the signs at αi and αj are opposite, i.e.
s (pi)
n∏
l=1
s (yl)
(αi)l 6= s (pj)
n∏
l=1
s (yl)
(αj)l .
Example 1.2.8 ([Tab15, Example 3.2]). Consider F = x2 − x + 1 ∈ KR [x]. Then, V (F ) = ∅ ⊂ TR
but TR (tropR (F )) = {(+, 0)}, i.e. tropR (V (F )) ( TR (tropR (F )).
Example 1.2.8 show that there is no analog to Kapranov’s Theorem.
Definition 1.2.9 (Real tropical basis). Let I ⊂ KR
[
x±1 , . . . , x
±
n
]
be an ideal. A real tropical basis
of I is a finite set {F1, . . . , Fk} of I such that
tropR (V (I)) =
k⋂
i=1
TR (tropR(Fi)) .
In [Tab15], tropical bases for certain classes of ideals were studied. We explore the special
case of real tropicalizations of linear subspaces V = V (I) ⊂ T n
R
, i.e. let I = 〈l1, . . . , ln−k〉 ⊂
KR
[
x±1 , . . . , x
±
n
]
be an ideal generated by linear forms li =
∑
j aijxj . If I contains a generating set
of polynomials whose coefficients have trivial valuation we say that I has constant coefficients.
Remark 1.2.10 (Oriented matroids from linear ideals). Let {l1, . . . , ln−k} be a generating set of the
linear ideal I ⊂ KR
[
x±1 , . . . , x
±
n
]
. The linear form li can be written as
(2) li =
∑
j∈J1
aijxj −
∑
j∈J2
aijxj
where J1, J2 are disjoint sets and aij > 0 for all i, j. We work in the constant coefficient case, i.e.
val(aj) = val(bj) = 0. The linear form, written as in Equation (2), provides a signed circuit Ci by
defining C+i = J1 and C
−
i = J2. All signed circuits obtained this way form an oriented matroid
denoted by M =M (I). Similar to the complex case, we call M (I) the matroid associated to I (cf.
[Stu02]). The real tropicalization of li equals
(3) tropR (li) =

⊕
j∈J1
0+wj

⊕

⊕
j∈J2
0−wj

 .
Note that we can determine tropR(li) uniquely from Ci. Thus, we refer to the tropical linear form
obtained from C by lC .
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In the complex case, the underlying matroid M of M determines the tropicalization of the linear
space V (I) ⊂ T n
C
. In the real case, we have an analogous statement for the oriented matroid M
with regard to tropR (V (I)). More precisely, the signed circuits form a tropical basis for I.
Theorem 1.2.11 ([Tab15, Theorem 3.14]). Let I ⊂ KR
[
x±1 , . . . , x
±
n
]
be a linear ideal with constant
coefficients and M the associated oriented matroid with signed circuits C. Then:
tropR (V (I)) =
⋂
C∈C
TR (lC) .
This theorem also holds in the non-constant coefficient case.
2. Oriented Matroids and Signed Bergman Fans
Oriented matroids can be used to study vector configurations over the reals. Their combinatorics
and relation to (real) tropical geometry are studied (e.g. in [Del11], [AD09], [ARW17], [GP17]).
In the following, we write [m] = {1, . . . ,m} and, if not differently specified, E = [m] denotes a set
for some m ∈ N. Let I ⊂ KR
[
x±1 , . . . , x
±
n
]
be a linear ideal and M the associated oriented matroid.
Then, the all-positive chart tropR(V (I)) ∩ (+)
n × Rn was called the positive Bergman fan of the
oriented matroid M. In this section we adapt the results of [AKW06] for arbitrary sign vectors and
other charts of tropR(V (I)).
2.1. Oriented Matroids
In order to define oriented matroids we need some terminology concerning signed sets :
Definition 2.1.1 (Signed sets). A signed set X of E is a subset X ⊆ E with a partition (X+, X−)
of X where X+ is the set of positive elements of X and X− is the set of negative elements of X .
Hence, X = X+ ∪X− is the support of X and |X | denotes the cardinality of X .
Additionally, we define X0 = E \X. We notice that if X is a signed set then −X is also a signed
set via (−X)+ = X− and (−X)− = X+. By convention, we write i for i ∈ X+ and i for i ∈ X−.
Now, we define an oriented matroid :
Definition 2.1.2 (Oriented matroid). An ordered pair (E, C) consisting of a ground set E and a
collection C of signed sets C of E is an oriented matroid M if and only if the following conditions
are satisfied:
(C0) ∅ /∈ C
(C1) C = −C
(C2) ∀X,Y ∈ C : if X ⊆ Y , then , X = Y or X = −Y
(C3) ∀X,Y ∈ C with X 6= −Y and e ∈ X+ ∩ Y − there is a Z ∈ C such that
• Z+ ⊆ (X+ ∪ Y +) \ {e}
• Z− ⊆ (X− ∪ Y −) \ {e}
Conditions (C0) to (C3) are called circuit axioms of oriented matroids and the elements of C are
called signed circuits. In the remaining part of this section, let M denote an oriented matroid on
the ground set E = [n] of rank k. If nothing else is mentioned we consider all matroids (and its
properties) with signs, i.e. we do not always write “oriented” explicitly.
Remark 2.1.3 (Link to matroids). If we forget about signs the circuit axioms (C0) - (C3) reduce
to the circuit axioms in classical matroid theory ([Oxl11, Chapter 1, Section 1.1]). The collection
of signed circuit supports C = {C : C ∈ C} forms a collection of circuits of a matroid M called
the underlying matroid of M . Hence, an oriented matroid M inherits properties of its underlying
matroid M (e.g. its rank).
Definition 2.1.4 (Reorientation). Let M = (E, C) be an oriented matroid. For A ⊆ E we define a
reorientation ofM with respect to A as follows: for each signed circuit C ∈ C we define the reoriented
signed circuit −AC by (−AC)
+
= (C+ \A) ∪ (C− ∩ A) and (−AC)
−
= (C− \A) ∪ (C+ ∩ A). By
−AC we denote the set of reoriented signed circuits. The oriented matroid given by −AC is denoted
by −AM .
Remark 2.1.5 (Oriented matroids of point configurations). Let A = {α1, . . . , αm} ⊂ R
n be a point
configuration and A ∈ Rn×m the representing matrix. An element λ ∈ ker(A) provides a set C =
{i ∈ [m] : λi 6= 0}. If C is inclusion-minimal then λ provides a minimal linear dependence among
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the columns of A and we call C circuit. The partition of C into subsets C± := {i ∈ [m] : λi ≷ 0}
provides a signed circuit C whose support is C. The collection of signed circuits (also denoted by C)
forms an oriented matroid denoted by M [A] = ([m] , C) called oriented vector matroid ([BLVS+99,
Theorem 3.2.4]).
Example 2.1.6. Consider the point configuration A = {α1, . . . , α5} ⊂ R
2 illustrated by the columns
of the matrix
A =
(
1 0 1 −1 −2
0 1 1 −1 −1
)
.
The point configuration is shown in Figure 1 (A). The signed circuits of M [A] are
{123, 124, 125, 34, 135, 145, 235, 245}.
x
y
x1
x2 x3
x4x5
V
(a) Point configuration A ⊂ R2.


+
−
+
−
−




+
−
−
+
−




+
−
−
+
+




−
−
−
+
+




−
+
−
+
+




−
+
+
−
+




−
+
+
−
−




+
+
+
−
−


(b) Topes and covectors of M [A].
Figure 1. Point configuration and topes of Example 2.1.6.
Another approach to oriented matroids is provided by covectors. Even though the concept of
covectors allows to define an oriented matroid with an axiomatic system equivalent to Definition 2.1.2
(cf. [BLVS+99, Chapter 4, §1]) we assume that, from now on, oriented matroids always arise from
point configurations A ⊂ Rn, i.e. we consider oriented vector matroids.
Remark 2.1.7 (Sign vectors and signed sets). We identify signed sets X of E and sign vectors s ∈ S
via
se = ± ⇔ e ∈ X
± and se = 0 ⇔ e ∈ X
0.
We denote the associated elements to X and s by s(X) and X(s) respectively. Via this identification
we define s+ = X+ and s−, s0 analogously.
Remark 2.1.8. For a, b ∈ S two sign vectors let a · b denote the sign vector obtained by multiplying
a and b componentwise, i.e. (a · b)i = aibi. We define a partial order on S by
a ⊆ b :⇐⇒ a+ ⊆ b+ and a− ⊆ b−.
Definition 2.1.9 (Covector). Let A = {α1, . . . , αm} ⊂ R
n be a point configuration and M [A] the
oriented vector matroid associated to the matrix representation A ∈ Rn×m of A. A sign vector
s ∈ S is called covector of M [A] if there is an element y ∈ (Rn)∨ such that
s =
(
sign (y(α1)) , . . . , sign (y(αm))
)
.
The set of covectors of M [A] is denoted by LM [A] ⊆ S.
Remark 2.1.10 (Topes). If v ∈ LM is pure then v is called tope. We denote the set of topes by
Y. Thus, (Rn)∨ is subdivided by the hyperplanes defined by α ∈ A into cells where each full
dimensional cell is indexed by a tope of M . See Figure 1 for an example.
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Remark 2.1.11 (Reorientation via sign vectors). In Definition 2.1.4 we explained how to obtain the
reoriented matroid −AM of M according to a subset A ⊂ E. However, the set A defines a signed
set A˜ by A˜− = A and A˜+ = E \ A−. Using the identification in Remark 2.1.7, A˜ provides a sign
vector s(A˜) defined by s(A˜)e = ± if and only e ∈ A˜±. Multiplying a sign vector v ∈ S with s(A˜)
can be understood as ”changing signs of v at coordinates indexed by A“. Let C ∈ C be a signed
circuit and let sC = s(C) denote the sign vector associated to C. Then, the reoriented signed circuit
−AC equals the signed circuit C
(
s(A˜) · sC
)
. By abuse of notation we write s(A˜) = −As to indicate
that we want to “change signs at A”. As covectors are sign vectors, the reorientation of a covector
v ∈ LM with respect to A ⊂ E means switching signs at A, i.e. v ∈ LM translates to −As ·v ∈ L−AM
(cf. [BLVS+99, Lemma 4.18] and Remark 2.1.8).
2.2. Signed Bergman Fans
Definition 2.2.1 (s-acyclic matroid). Let M be an oriented matroid and s ∈ S a pure sign vector.
We call the oriented matroid M s-acyclic if there is no circuit C ∈ C with sC ⊆ s.
Remark 2.2.2. Notice that sC ⊆ s is equivalent to s
+
C ⊆ s
+ and s−C ⊆ s
− (cf. Remark 2.1.8), i.e.
for each e ∈ E we have (sc · s)e ∈ {0,+}. This allows to reformulate the definition in terms of sign
vectors as follows: let s ∈ S be a pure sign vector. Then, M is s-acyclic if sC · s * (+)
n
for all
C ∈ C.
Remark 2.2.3. The situation for s = (+)n is well-known and was studied in [AKW06], [BLVS+99].
There, an oriented matroid M is called acyclic if there is no all-positive circuit in M . This case is
covered by Definition 2.2.1.
Lemma 2.2.4. Let M be a matroid on E = [n], A ⊆ E a subset and s = −As ∈ S the pure sign
vector associated to A for reorientation, i.e. s− = A and s+ = E \A. Then:
M is s-acyclic ⇐⇒ −AM is acyclic ⇐⇒ s is a tope of M.
Proof. By definition,M is s-acyclic if and only if sC ·s * (+)n for all C ∈ C. Due to the reorientation
via sign vectors, we have s · sC = −As · sC , which is the sign vector of the reoriented circuit −AC.
All circuits of −AM are of the form −AC for all C ∈ C. Thus, M is s-acyclic is equivalent to −AC
is not all-positive for all C ∈ C. Equivalently, −AM is acyclic.
Note that by [BLVS+99, Proposition 3.4.8], an oriented matroidM is acyclic if and only if (+)n is a
tope. We know that signed circuits as well as covectors of −AM are obtained fromM by multiplying
with s = −As. Hence, the above equivalence translates to −AM is acyclic if and only if s · (+)n is a
tope. To see the second equivalence, suppose that −AM is acyclic. Equivalently, (+)
n is a tope of
−AM . Applying s for reorientation means that s · (+)n = s is a tope of −A (−AM) =M . 
Remark 2.2.5 (Oriented initial matroids). Oriented initial matroids are identically defined as un-
oriented initial matroids. In short, we consider an element w ∈ Rn as a weight function on E. The
signed initial circuit of a signed circuit C ∈ C is defined by the sets of positive/negative elements
inw (C)
±
=
{
j ∈ C±|wj = max
i∈C
{wi}
}
.
In particular, for a signed circuit C ∈ C we have inw (C) = inw (C). The collection of inclusion-
minimal signed initial circuits inw (C) for all C ∈ C is denoted by inw (C). The oriented initial
matroid Mw is defined by the signed initial circuits inw (C) (i.e. it is an oriented matroid according
to Definition 2.1.2, see [AKW06, Proposition 2.3] for a proof).
Remark 2.2.6 (Flags of subsets and weight classes.). For a fixed w ∈ Rn let F(w) denote the flag of
subsets ∅ ⊂ F1 ⊂ . . . ⊂ Fk = E such that w is constant on Fi+1 \ Fi and wFi\Fi−1 < wFi+1\Fi . The
weight class of w is the set of v ∈ Rn such that F(w) = F(v).
Since Mw depends only on the flag w is in we also refer to this initial matroid as MF .
Definition 2.2.7 (s-flat/s-flag). Let M be an oriented matroid on E and s ∈ Y a tope. A flat F
of M is called s-flat if there is a covector v ∈ LM such that v ⊆ s and F = v0. A flag of flats F is
called s-flag if all flats of F are s-flats. We define Fi,j = Fi \Fj for all 0 ≤ j ≤ i ≤ k where F0 = ∅.
Remark 2.2.8. Suppose F = (F1, . . . , Fk) ⊳ M is an s-flag of an oriented matroid for a tope s ∈ Y.
Let v1, . . . , vk ∈ LM be the set of covectors such that v0i = Fi and vi ⊆ s. As vi ⊆ s and Fi ⊂ Fi+1
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for all i, we have vi+1 ⊆ vi. Thus, s-flags correspond to chains of covectors ordered by “⊆” (cf.
Remark 2.1.8) ending with s. Moreover, vi coincides with vi+1 at all coordinates where vi+1 is
non-zero. Note that vi 6= 0 at Fk+1,i and vi differs from vi+1 at Fi+1,i.
Remark 2.2.9 (Big face lattice). The collection of flats of M equals the collection of zero sets v0
of covectors v ∈ LM ([BLVS+99, Proposition 4.1.13]). The covectors LM of M , equipped with
the induced partial order ⊆ of S (cf. Remark 2.1.8) and bottom/top elements 0ˆ/1ˆ, form a lattice
Fbig (M) =
(
LM ∪
{
0ˆ, 1ˆ
}
,⊆
)
called the big face lattice of M .
Example 2.2.10. Recall the oriented vector matroid M [A] given by the matrix
(4) A =
(
1 0 1 −1 −2
0 1 1 −1 −1
)
.
The point configuration A defined by the columns of A is shown in Figure 1. The subdivision of(
R2
)∨
into topes of M [A] is shown in Figure 1. Consider the chains of covectors
S : v1 =


0
0
0
0
0

 ⊆ v2 =


−
+
0
0
+

 ⊆ v3 =


−
+
+
−
+

 and S ′ : v1 =


0
0
0
0
0

 ⊆ v2 =


−
+
0
0
+

 ⊆ v′3 =


−
+
−
+
+

 .
Let F = (v01 , v
0
2 , v
0
3) and F
′ = (v01 , v
0
2 , v
0
3
′
) denote the flags of flats arising from the zero sets of the
covectors of S and S ′, cf. Example 2.2.10. Note that
F = F ′ = (F1, F2, F3) with F1 = E, F2 = {3, 4} and F3 = ∅,
whereas S 6= S ′. If we pick s = v3 ∈ {±}5 (or s′ = v′3 ∈ {±}
5) then F is an s-flag (s′-flag
respectively). For a fixed tope s ∈ Y, the s-flats correspond to faces of the cell corresponding to s
in
(
R2
)∨
. Hence, all s-flags of M correspond to collections of faces of the cell of
(
R2
)∨
dual to s
ordered by inclusion.
Definition 2.2.11 (Signed Bergman fan). The signed Bergman fan of an oriented matroid M on
the ground set E = [n] with respect to a pure sign vector s ∈ S is defined by
Bs (M) := {w ∈ Rn |Mw is s-acyclic} .
The signed Bergman fan Bs (M) with respect to s = (+)n is called positive Bergman fan B+ (M)
([AKW06]). There, a covector v ∈ LM is called positive if v− = ∅ and a flat is positive if it is a
(+)n-flat. For the positive Bergman fan, i.e. s = (+)n, we have the following theorem:
Theorem 2.2.12 ([AKW06, Theorem 3.4]). Given an oriented matroid M and w ∈ Rn which
corresponds to a flag F = F (w), the following are equivalent:
1. MF is acyclic.
2. For each signed circuit C of M , inw (C) contains a positive and negative element of C.
3. F is a flag of positive flats of M .
Now, we generalize Theorem 2.2.12 for any pure sign vector s ∈ S:
Theorem 2.2.13. Let M be an oriented matroid on E, s ∈ S a pure sign vector, w ∈ Rn and
F = F(w) the corresponding flag. The following are equivalent:
1. MF is s-acyclic.
2. For all C ∈ C, w attains its maximum at (s · sC)
+
and (s · sC)
−
.
3. F is a s-flag of flats of M .
Proof. At first, we set A = s−, i.e. we reorientate with respect to A. Note that reorienting and
initializing a matroid M commutes, i.e. for A ⊆ E and F = F(w) for w ∈ Rn we have
−A (MF) = (−AM)F .
The reason for this is that w picks the elements of a (signed) circuit C where w is maximal indepen-
dently from the signs. Circuits of the underlying matroid M remain invariant under reorientation.
Also note that covectors v ∈ LM translate to covectors s · v ∈ S−AM of −AM ([BLVS
+99, Section 3
+ Lemma 4.18]) and finally, −A (−AM) =M and s · (s · v) = v.
For 1.⇒ 2. supposeMF is s-acyclic. Thus, −A(MF) = (−AM)F is acyclic (cf. Lemma 2.2.4) and we
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have s(inw (−AC)) * (+)n for all circuits C ∈ C. Since reorientation commutes with initialization,
we have −As · s(inw (C)) * (+)n for all C ∈ C. Consequently, for all C ∈ C exist e, f ∈ E such that
(w.l.o.g.) (s)e(s(inw (C)))e = − and (s)f (s(inw (C)))f = +. Since inw (C) ⊆ C we conclude that
for all C ∈ C exist e, f ∈ E such that (s)e(s(C))e = − and (s)f (s(C))f = +. In other words, for all
C ∈ C holds that w attains its maximum at (s · s(C))+ and (s · s(C))−.
Vice versa, suppose that w attains its maximum at (s · s(C))+ and (s · s(C))− for all C ∈ C. Since
s · sC = −As · sC we conclude that (−As · s(inw (C)))± 6= ∅ for all C ∈ C. Hence, s · s(inw (C)) =
s(inw (−AC)) * (+)n for all C ∈ C, i.e. (−AM)F is acyclic. Lemma 2.2.4 implies that MF is
s-acyclic.
For 1. ⇒ 3. suppose that MF is s-acyclic. Hence, (−AM)F is acyclic (Lemma 2.2.4). Thus, F
is a positive flag of flats of −AM (Theorem 2.2.12). Let F = (F1, . . . , Fl) be the flag of flats and
{v1, . . . , vl} ⊂ L−AM the covectors such that v
0
i = Fi for 1 ≤ i ≤ l. According to Remark 2.1.11,
{s ·v1, . . . , s ·vl} ⊂ LM is a set of covectors satisfying (s ·vi)0 = Fi for 1 ≤ i ≤ l. To see this note that
s is a pure sign vector, i.e. s0 = ∅. Thus, (s · vi)e = 0 if and only if (vi)e = 0. Moreover, vi ⊂ (+)n,
i.e. v−i = ∅ for 1 ≤ i ≤ l. Thus, si = (s ·vi) ⊆ s and, therefore, {s1, . . . , sl} = {s ·v1, . . . , s ·vl} ⊂ LM
is a set of covectors such that F is a s-flag.
Vice versa, let F be a s-flag, i.e. F = (F1, . . . , Fl) and there is a set {v1, . . . , vl} ⊂ LM such that
Fi = v
0
i and vi ⊆ s. Using Remark 2.1.11 again, we conclude that {s · v1, . . . , s · vl} = {s1, . . . , sl} ⊂
L
−AM is a set of covectors such that s
0
i = (s · vi)
0 = v0i and si ⊂ (+)
n for 1 ≤ i ≤ l. Hence, F is a
positive flag of −AM . Due to Theorem 2.2.12 this implies (−AM)F is acyclic. By Lemma 2.2.4 this
is equivalent to MF is s-acyclic. 
Corollary 2.2.14. LetM be an oriented matroid and Y its set of topes (cf. Remark 2.1.10). Then:
s /∈ Y ⇒ Bs (M) = ∅.
Proof. Assume Bs (M) 6= ∅. Then, there is an element w ∈ Bs (M) such that Mw is s-acyclic. By
Theorem 2.2.13 we know that F (w) is a s-flag of M . Hence, s ∈ Y. 
From Theorem 2.2.13 we can immediately deduce the following
Corollary 2.2.15. LetM be an oriented matroid. Then, the signed Bergman fan ofM with respect
to s ∈ {±} is the union of weight class defined by s-flags of flats of M :
Bs (M) =
⋃
F⊳M :
F is an s-flag
σF .
Let us turn back to real tropicalizations of real linear spaces over KR. The positive part of
tropR (V (I)) is well-understood ([AKW06, Proposition 4.1]). For I ⊂ KR
[
x±1 , . . . , x
±
n
]
a linear
ideal with constant coefficients and M the associated oriented matroid we have tropR (V (I)) ∩
((+)n × Rn) = B+ (M). We generalize this statement for arbitrary pure sign vectors s ∈ S:
Theorem 2.2.16. Let I ⊂ KR
[
x±1 , . . . , x
±
n
]
be a linear ideal with constant coefficients and M the
associated oriented matroid with signed circuits C. Let s ∈ S be a pure sign vector. Then:
tropR (V (I)) ∩ (s× R
n) = Bs (M) .
Proof. The circuits C form a tropical basis of tropR (V (I)) (Theorem 1.2.11). Therefore, we show(⋂
C∈C
TR (lC)
)
∩ (s× Rn) = Bs (M)
for arbitrary pure sign vectors s ∈ S. Recall that lC is the real tropical linear form obtained uniquely
from C (cf. Remark 1.2.10). We write it in its simplest form, i.e. lC =
∑
j∈C pjwj ∈ TR [w1, . . . , wn]
with pj ∈ {0±} for all j ∈ C. Furthermore, recall that we denoted the sign vector obtained from
C by sC . Here we get (sC)j = s(pj) ∈ {±} for all j ∈ C and (sC) = 0 for all j /∈ C. Now,
suppose w ∈
(⋂
C∈C TR (lC)
)
∩ (s× Rn). The sign vector of w is s, in detail s(wi) = si for all
i. As a consequence we identify the modulus of w with w. Since w ∈
⋂
C∈C TR (lC) it follows
that, by definition, for all circuits C ∈ C exist i, j ∈ C such that s(pi)s(wi) 6= s(pj)s(wj) and
wi = wj ≥ wk∀k. Equivalently for all circuits C ∈ C exist i, j ∈ C such that (w.l.o.g.) i ∈ (s · sC)
−
,
j ∈ (s · sC)
+ and wi = wj ≥ wk∀k. This is precisely statement 2 of Theorem 2.2.13, i.e. Mw is
s-acyclic. 
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3. Singular Real Plane Tropical Curves
This section deals with the classification of singular real plane tropical curves.
Notation 3.1. Let ∆ ⊂ Zn be a convex lattice polytope and A = ∆ ∩ Zn = {α1, . . . , αm} its
set of lattice points. By ψA : T
n
R
→ Tm
R
we denote the monomial map according to A. For a
set B we denote by pB : R
n → RB the coordinate projection onto the coordinates indexed by
B. Consider a generic real Laurent polynomial F =
∑
i yix
αi ∈ KR [y1, . . . , ym]
[
x±1 , . . . , x
±
n
]
that
is linear in the coefficients. We write R = KR [y1, . . . , ym] for the polynomial ring forming the
coefficients. We denote the Laurent polynomial obtained from F with fixed coefficients a ∈ Tm
R
by
Fa =
∑
i aix
αi ∈ KR
[
x±1 , . . . , x
±
n
]
and F (p) =
∑
i yip
αi ∈ KR [y1, . . . , ym] denotes the polynomial
obtained from F by evaluating at p ∈ T n
R
. In the following we write
(5) I = 〈F (1n) ,
∂F
∂x1
(1n), . . . ,
∂F
∂xn
(11)〉 ⊂ R
for the ideal generated by F and its partial derivatives ∂F
∂xi
evaluated at 1n. Let A ∈ Z
n×m be the
matrix representation of the point configuration A. Let A′ ∈ Zn+1×m be the matrix containing the
coefficients of the generators of I:
(6) A′ =
[
1 · · · 1
α1 · · · αm
]
=
[
1⊤m
A
]
∈ Z3×m .
The columns of A′ correspond to the shift of the points of A into R3.
We study the family of real Laurent polynomials that provide a singular real plane curves with
a singularity fixed in 12:
(7) ∇R,12 = {a ∈ P (T
m
R ) : V (Fa) is singular at 12} = V (I) = ker(A
′).
3.1. Tropicalizations of Real Hypersurfaces with a Singularity in a Real Point
By definition, for any a ∈ ∇R,12 we know that V (Fa) is singular at 12. Let 12 6= p ∈ T
n
R
be any
other torus point. It is not hard to see that
Fa =
∑
α∈A
aαx
α is singular at p ⇔ Fa·ψA(p) =
∑
α∈A
aαp
αxα is singular at 12.
In the complex case, it is well-known that tropC(ψA)(w) = A
⊤w. For an element p ∈ T n
C
and
tropC(p) = −val(p) = q we have tropC(ψA(p)) = (tropC(p
α))α∈A = (〈q, α〉)α∈A = A⊤q. In the real
case, we have to take signs into account, i.e. for p ∈ T 2
R
and q = tropR(p) = (s(p),−val(p)) we have
tropR(ψA(p)) = (s(p
α),−val(pα))α∈A = (s(px)αxs(py)αy , 〈|q|, α〉)α∈A. Thus, the real tropicalization
of a · ψA(p) where tropR(a) = (s(aα),−val(aα))α∈A = (sα, bα)α∈A ∈ TR
m is
tropR(a · ψA(p)) = (sαs(px)
αxs(py)
αy , bα + 〈(−val(p)), α〉)α∈A ∈ TR
m .
We see that tropR(a ·ψA(p)) = tropR(a)⊙R tropR(ψA(p)), i.e. the modulus of tropR(a) is shifted by
an element in the row space of A (as in the complex case) and we perform a sign vector multiplication
on the signs of tropR(a) that are defined by ψA.
Remark 3.1.1. The paragraph before explains that the product
tropR(∇R,1n)⊙R tropR(Im(ψA))
parametrizes real tropicalizations of real plane hypersurfaces with a singularity in a real torus point.
If we restrict the monomial map ψA to {±1}n ∼= {±}n and define G = {ψA(v) : v ∈ {±}n} ⊂ {±}m
then we have tropR(Im(ψA)) = G× rowspace(A).
Definition 3.1.2 (Lineality group). We call G× rowspace(A) lineality group.
3.2. Real Plane Tropical Curves and the Signed Secondary Fan
Singular plane tropical curves over KC were studied and characterized in [MMS12a]. We adapt
their methods for the real case and point out the differences owed to the signs. In this sec-
tion, we introduce the signed secondary fan and examine its relationship to real plane tropical
curves. To begin with, recall basics of real plane tropical curves. A real tropical Laurent poly-
nomial f =
⊕
i piw
αi ∈ TR
[
w±1 , w
±
2
]
with support A provides a piecewise affine linear function
|f |(w) = maxi{|pi|+ 〈w,αi〉} (cf. Definition 1.2.5) called modulus of f . Basically, |f | forgets about
the signs. The tropical curve defined by |f | is dual to the regular marked subdivision of ∆ = Newt (f)
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(a) {(a, b) : a ≡ 0 mod 2}. (b) {(a, b) : b ≡ 0 mod 2}. (c) {(a, b) : a+ b ≡ 0 mod 2}.
Figure 2. Sublattices of Z2 corresponding to elements of the Klein group Z2×Z2.
(explained below) with respect to the coefficient moduli of f . With regard to f , this subdivisions
comes with signs.
Definition 3.2.1 (Signed marked subdivision). A signed marked polytope (P,Q, sQ) consists of a
marked polytope (P,Q) and a sign vector sQ ∈ {±}|Q| such that α ∈ Q has a sign sα. A signed
marked subdivision is a set of signed marked polytopes, T = {(Pi, Qi, sQi) : i = 1, . . . , k}, satisfying
• the collection of marked polytopes (Pi, Qi) with i ∈ [k] forms a marked subdivision, and
• signs of marked polytopes are compatible, i.e. pQi∩Qj (sQi) = pQi∩Qj (sQj ) for all i, j ∈ [k].
If we forget about signs we obtain a marked subdivision denoted by |T |. As for marked subdivisions,
we call the collection of Pi without markings and signs the type of T . The boundary of T is ∂|T |.
Let w ∈ R|A| be a vector. It defines heights on the points A. The projection of the upper facets
of the convex hull
conv (αi, wi) : i ∈ [m]
defines a subdivision of ∆ called regular marked subdivision. A point αi is marked if (αi, wi) is
contained in an upper facet. By SecA we denote the complete fan supported on R
|A| whose cones
provide equivalence classes of regular marked subdivisions of ∆. If w ∈ R|A| provides the subdivision
T , then we denote the cone w is in by σ(w) = σT . An element (s, u) ∈ {±}m×SecA provides a signed
regular marked subdivision T : we get a regular marked subdivision |T | = {(Pi, Qi) : i = 1, . . . , k}
of ∆ by the modulus u ∈ SecA and equip the vertices with the signs according to s, i.e. α ∈ Qi gets
the sign sα.
Remark 3.2.2 (Klein group). Note that we have{±}2 = {(+,+), (+,−), (−,+), (−,−)}. This 4-
element set forms the Klein group Z2×Z2. In general, the set of pure sign vectors {±}m forms a
multiplicative group. If we identify {±} ∼= {1,−1} we can think of ψA : {±}2 → {±}m as a group
homomorphism where ψA denotes the monomial map according to A (cf. Notation 3.1). Let
G = {ψA(v) : v ∈ {±}
2} ⊂ {±}m
denote the image of Z2×Z2. We have G ∼= Z2×Z2 if and only if the cardinality of G is 4. In the
following we refer to {±}2 as the Klein group. We can associate sublattices of Z2 to elements of the
Klein group: to v ∈ Z2×Z2 we associate the sublattice {p ∈ Z
2 : vp = +} (cf. Figure 2).
Remark 3.2.3 (Signed regular marked subdivisions and the Klein group). Consider the signed regular
marked subdivision T obtained from (s, u) ∈ {±}m × SecA. Let v ∈ {±}2 be arbitrary. Then, we
denote the signed regular marked subdivision defined by the element (s · ψA(v), u) ∈ {±}m × SecA
by Tv. Note that Tv consists of the identical marked polytopes as T , i.e. |Tv| = |T |. The signs of
Tv equal the signs of T multiplied with ψA(v). In particular, we have T = T(+,+). Note that we
get Tv from T by changing signs at all points contained in the sublattice corresponding to v (cf.
Remark 3.2.2 and Figure 4). We define an equivalence relation on {±}m: two elements s, s′ ∈ {±}m
are called sign equivalent or (G-equivalent) if and only if there exists an element v ∈ Z2×Z2 such
that s = ψA(v)·s′. Equivalently, we call s, s′ ∈ {±}m sign equivalent if and only if s = s′ ∈ {±}m
/
G.
Definition 3.2.4 (Charts of real plane tropical curves). Let f ∈ TR
[
w±1 , . . . , w
±
n
]
be a real tropical
Laurent polynomial and Cf = TR (f) ⊂ TR
n its associated real tropical hypersurface. A point
w ∈ Cf has n signs, s(w) = v ∈ {±}n, according to its n coordinates. By Cf,v (or (Cf )v) we denote
the part of Cf containing the solutions w ∈ Cf with s(w) = v and call Cf,v v-chart of Cf . In
particular, we have Cf,v ⊂ v × R
n (cf. Definition 1.2.3).
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+ −
+
−
+
+
(a) T(+,+)
+ −
−
−
−
+
(b) T(+,−)
+ +
−
−
+
+
(c) T(−,−)
+ +
+
−
−
+
(d) T(−,+)
Figure 3. Signed regular marked subdivisions Tv with v ∈ {±}2.
(−1,−1)
(0, 0)
(1, 0)
(a) Cf,(+,+)
(−1,−1)
(0, 0)
(b) Cf,(+,−)
(−1,−1)
(0, 0)
(1, 0)
(c) Cf,(−,−)
(0, 0)
(1, 0)
(d) Cf,(−,+)
Figure 4. Real plane tropical curve TR (f).
Remark 3.2.5 (Duality). An element (s, u) ∈ {±}m× SecA provides a real tropical Laurent polyno-
mial f =
⊕
α∈A(sα, uα)w
α ∈ TR
[
w±1 , w
±
2
]
and, therefore, a real plane tropical curve Cf . Moreover,
(s, u) induces a signed regular marked subdivision T of ∆. In the following we explain the duality
of the curve Cf and the signed regular marked subdivisions Tv arising from (s, u) ∈ {±}m × SecA:
first, note that |T | is the regular marked subdivision of ∆ according to the modulus u, i.e. T (|f |)
is dual to |T | in the usual sense. In particular, vertices of T (|f |) correspond to marked polygons
and each edge e of T (|f |) corresponds to an edge E of a polygon. Dual edges are perpendicular.
An edge e of T (|f |) is unbounded if and only if the dual edge E is contained in the boundary of ∆.
Now, consider v × R2 indexed by v ∈ {±}2. Then, Tv is the signed regular marked subdivision ob-
tained from T by adjusting signs with ψA (cf. Remark 3.2.3): if (Pi, Qi, sQi) is a signed marked poly-
gon of T then (Pi, Qi, sQi ·ψQi(v)) is a signed marked polygon of Tv where (sQiψQi(v))α = (sQi)αv
α
for each α ∈ Qi. Hence, Cf,v is dual to Tv with respect to signs. In detail, Cf,v contains a vertex
dual to a signed marked polygon (Pi, Qi, sQi ·ψQi(v)) if and only if there are two elements α, α
′ ∈ Qi
such that (sQi · ψQi(v))α 6= (sQi · ψQi(v))α′ . Note that this is precisely the sign condition of Defi-
nition 1.2.7. There is a (bounded or unbounded) edge e in Cf,v if and only if there is a dual edge
E contained in a signed marked polytope (Pi, Qi, sQi · ψQi(v)) such that there are two elements
α, α′ ∈ E ∩Qi such that (sQi · ψQi(v))α 6= (sQi · ψQi(v))α′ . Thus, Cf,v contains those polyhedra of
T (|f |) that are dual to signed marked polytopes of Tv with at least two vertices having different
signs.
Example 3.2.6. Consider A = {x ∈ Z2 : 〈x,12〉 ≤ 2, x ≥ 0} = {α1, . . . , α6} and the element
(s, u) = ((+,−,+,−,+,+), (−1, 0, 0,−1, 0, 0)) ∈ {±}m × SecA.
The point (s, u) defines the real tropical Laurent polynomial f = −1+ ⊕ 0−x ⊕ 0+y ⊕ −1−x2 ⊕
0+xy ⊕ 0+y2. The signed regular marked subdivisions Tv of ∆ induced by (s, u) and v ∈ {±}2 are
shown in Figure 3. Note that T = T(+,+). The real tropical hypersurface Cf ⊂ TR is shown in
Figure 4. It is worth mentioning that charts of TR (f) are not necessarily connected or balanced.
Remark 3.2.7 (Duality in the real/complex case). The duality in the complex case explained in
Remark 3.2.5 implies that we can deduce the type of the subdivision (cf. Definition 3.2.1) of a given
complex plane tropical curve. In the real case this is not true, e.g. there might be signed marked
polytopes in the subdivision without any influence/evidence in the real plane tropical curve.
Remark 3.2.8 (Switching signs). As explained in Remark 3.2.3, an element (s, u) ∈ {±}m × SecA
defines a polynomial f =
⊕
α∈A(sα, uα)w
α ∈ TR
[
w±1 , w
±
2
]
as well as a set of signed regular marked
subdivisions Tv with v ∈ {±}2. Consider (s′, u) ∈ {±}m × SecA such that s is sign equivalent
to s′. It defines a real plane tropical curve Cf ′ arising from the real tropical polynomial f
′ =⊕
α∈A(s
′
α, uα)w
α ∈ TR
[
w±1 , w
±
2
]
. Cf and Cf ′ are related as follows: since s
′ is sign equivalent to
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s there is an element v ∈ {±}2 such that s′ = ψA(v)s. Consequently, the signed regular marked
subdivision T ′ = T ′(+,+) defined by (s
′, u) equals Tv, the signed regular marked subdivision obtained
from (s, u) with signs switched according to v. Since we index charts by elements of {±}2 we
conclude: the charts of Cf ′ and Cf are equal up to a permutation. This means that T
′
v′ equals Tv·v′
for all v′ ∈ {±}2.
Definition 3.2.9 (Signed secondary fan). By abuse of notation, we write s(w) for the sign vector
of w ∈ {±}m × SecA and |w| for the modulus (cf. the notations defined for TR in Section 1.1).
We define an equivalence relation on {±}m × SecA. Two elements w,w′ ∈ {±}m × SecA are called
equivalent if and only if s(w) is sign equivalent to s(w′) and σ(|w|) = σ(|w′|). We call the set
{±}m × SecA with its decomposition into equivalence classes the signed secondary fan of the point
configuration A ⊂ Z2.
Remark 3.2.10 (Equivalence classes of {±}m × SecA.). Equivalence classes of regular marked sub-
divisions form cones σT providing SecA with a fan structure. As TR has no reasonable addition
(cf. Definition 1.1.2), the signed secondary fan {±}m × SecA does not carry a fan structure. We
denote the equivalence class of an element (s, u) ∈ {±}m×SecA by s×σT where any u ∈ relint(σT )
provides the regular subdivision T . The representatives of s×σT form the set G · s×σT where G · s
denotes the orbit of s under G. We define the dimension of s× σT by dim(σT ).
Remark 3.2.11 (Lineality group). Consider the equivalence class s × σT ⊂ {±}m × SecA. The
secondary fan SecA contains the lineality space rowspace(A
′), generated by 1m and the two vectors
containing the x-coordinates and y-coordinates of the points in A. Consequently, s×σT is invariant
under (+)m× rowspace(A′) since it does not change the signs or subdivision inappropriately. As the
sign of an equivalence class is unique up to sign equivalence we see that s × σT is invariant under
the lineality group G× rowspace(A′) (cf. Remark 3.2.10).
3.3. Real Tropicalization of ∇R,12
In this section we study the real tropicalization of ∇R,12 = V (I) with I ⊂ KR [y1, . . . , ym] as
defined in Notation 3.1 (in particular Equation (5)). According to Equation (6) we have
∇R,12 = V (I) = ker(A
′) with A′ =
[
1⊤m
A
]
∈ Z3×m .
Here, A ∈ Z2×m denotes the matrix representation of A and A′ its shift into R3. Let M (I) denote
the matroid associated to the linear ideal I. In particular, it is the matroid associated to the row
space of A′. Its dual matroid is the vector matroid M [A′] associated to the kernel of A′. It encodes
the affine dependencies among the points of A. Let {1, 2, 3} be a basis of M [A′] and, therefore,
{α1, α2, α3} is an affine basis of the affine hyperplane aff (A′) ⊂ R
3. Hence, we obtain an equivalent
coefficient matrix of I of the form
(8) A′ =
[
E3 A¯′
]
such that A¯′ ∈ Q3×m−3. Moreover,
(
A¯′
)
j
=
[
aj bj cj
]⊤
such that
(9) αj = ajα1 + bjα2 + cjα3 and aj + bj + cj = 1.
for all j. Hence, column (A¯′)j with j ∈ {4, . . . ,m} of A¯′ contains the coordinates of αj with respect
to the affine basis {α1, α2, α3}.
Remark 3.3.1 (Affine dependencies). Recall that M [A′] denotes the vector matroid arising from the
linear dependencies among the columns of A′. As A′ is the matrix representation of A′ = {1} × A
it encodes the information about affine dependencies among the point configuration A. The fixed
point configuration A lives in the plane. In Figure 5 we list all planar circuits that may occur and
we refer to them as circuits of type (A), (B) and (C). To obtain a top-dimensional circuit in Rn, add
a point to the n-dimensional standard simplex conv(0, e1, . . . , en) that is either properly contained
in the simplex or outside the simplex. We can recover the signs of a signed circuit C of M [A′] from
a single sign attached to a vertex of the unsigned circuit C. If we equip a single arbitrary point of
any of the sketched but unsigned circuits with a sign the remaining signs are uniquely determined
by Radon’s Theorem (see e.g. [Gru93, Chapter 2.1, Theorem 1.2]). Hence, the sign distributions
correspond uniquely to signed circuits of M [A′].
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−
+−
+
(a) Two dimensional circuit
without interior point.
++
−
+
(b) Two dimensional circuit
with an interior point.
+ +−
(c) One dimensional circuit.
Figure 5. Planar circuits together with signs that can be realized.
We conclude: ∇R,12 = V (I) = ker(A
′) is a linear space. The oriented matroid M associated to
the linear ideal I describes the real tropicalization of ker(A′) completely (cf. Theorem 1.2.11), i.e.
we have tropR(V (I)) =
⋂
C∈C TR (lC) (cf. Remark 1.2.10 for notations). Moreover, Theorem 2.2.16
shows that the s-chart of tropR(V (I)) equals B
s (M). In Section 2 we showed that
Bs (M) =
⋃
F⊳M :
F is an s-flag
σF .
Hence, we can study tropR(∇R,12) by studying s-flags F ⊳M of the associated oriented matroid to I.
In [MMS12a] maximal flags of the unoriented matroid M were studied and classified. We enhance
the classification to the oriented matroid M .
Remark 3.3.2 (Gale duals). A Gale dual of a matrix A is a matrix G whose rows span the kernel of
A. From the affine basis {α1, α2, α3} and, therefore, A′ as shown in Equation (8) we get the Gale
dual
G =
[
−(A¯′)⊤ Em−3
]
.
of A′. In particular, M [G] =M (I), i.e. G realizes M (I) as a vector matroid. We refer to the i-th
column of G by gi such that G =
[
g1 · · · gm
]
. Note that gi+3 = ei for 1 ≤ i ≤ m− 3. The first
three columns g1, g2, g3 contain the x,y and z coordinates of the point configuration A with respect
to the basis {α1, α2, α3}. For example, (g1)j = −aj (cf. Equation (9)). We refer to the first three
columns as special columns of G.
Remark 3.3.3 (Maximal flags in M .). In [MMS12a, Lemma 3.7] maximal flags of flats F ⊳ M were
classified. A flag of flats F = (F1, . . . , Fm−3) ⊳ M satisfies either
(a) |Fm−3,m−4| = 4 and |Fj,j−1| = 1 for all j 6= m− 3, or
(b) |Fm−3,m−4| = 3 and for some k 6= m − 3 we have |Fk,k−1| = 2 and |Fj,j−1| = 1 for all
j 6= k,m− 3.
In case (a) we have Fm−3,m−4 = {i1, i2, i3, i4} ⊂ [m] and any proper subset of {αi1 , αi2 , αi3 , αi4} is
affinely independent. Hence, Fm−4,m−3 is a (unsigned) circuit of type (A) or (B) (cf. Remark 3.3.1).
In case (b) we have Fm−3,m−4 = {i1, i2, i3} and {αi1 , αi2 , αi3} is affinely dependent. Thus, Fm−3,m−4
is a (unsigned) circuit of type (C). Moreover, all points αr with r ∈ Fl,l−1 and l > k are on the
same line as {αi1 , αi2 , αi3}.
In the remaining part of this section we determine the sign vectors such that a given flag F ⊳M
becomes an s-flag. Recall that this highly depends on the covectors as their zero-sets correspond to
flats of M . First, we like to know the set of covectors in LM morphing a flag F ⊳ M of type (a) to
a s-flag:
Lemma 3.3.4 (s-flags of type (a)). Let A′ denote the matrix having the points of {1} × A as
columns, G =
[
g1 · · · gm
]
a Gale dual to A′ (cf. Remark 3.3.2) and let M = M [G] denote
the oriented vector matroid associated to G. Moreover, let M [A′] be the oriented vector matroid
associated to the shift of the point configuration A and let F ⊳ M be a maximal flag of type (a)
(cf. Remark 3.3.3) and s ∈ {±}m a pure sign vector. Then, F is an s-flag if and only if there exists
a signed circuit C ∈ C(M [A′]) (with sign vector sC associated to C, cf. Remark 2.1.7) such that
C = Fm−3,m−4 and pC(sC) = pC(s) (cf. Notation 3.1), i.e. Fm−3,m−4 = C is a signed circuit (cf.
Remark 3.3.1).
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Proof. The flag F is a s-flag if there is a set of elements y1, . . . , ym−3 ∈
(
Rm−3
)∨
providing the
covectors vi = (sign(〈yi, gj〉))j=1,...,m satisfying vi ⊆ s and v0i = Fi (cf. Remark 2.2.8). We like to
work with a convenient Gale dual G that allows an easy description of F . Therefore, we rename the
elements of E = [m] such that Fm−3,m−4 = {a, b, c, im−3} and Fj,j−1 = {ij} for all j 6= m−3. Thus,
E = {a, b, c, i1, . . . , im−3} is the ground set, B = {i1, . . . , im−3} is a basis of M and {αa, αb, αc} is
affinely independent since Fm−3,m−4 is a circuit. We consider A
′ with resorted columns, i.e.
(10) A′ =
( a b c i1 · · · im−3
1 1 1 1 · · · 1
αa αb αc αi1 · · · αim−3
)
.
Using Remark 3.3.2 we work with a Gale dual of the form
(11) G =


a b c i1 · · · im−3
i1 −ai1 −bi1 −ci1 1
...
...
...
...
. . .
im−3 −aim−3 −bim−3 −cim−3 1

.
Recall that the entries of ga, gb, gc in row k are the negatives of the coordinates of αk in the affine
basis αa, αb, αc, in particular 1− aij − bij − cij = 0 (cf. Equation (9)).
First, we show “⇒”: suppose F is an maximal s-flag. Thus, all flats Fi are s-flats, i.e. we have a
covector vi ∈ LM [G] such that vi ⊆ s and v
0
i = Fi for all i = 1, . . . ,m− 3. Let yi ∈
(
Rm−3
)∨
denote
an element providing vi, i.e. vi = (sign(〈gj , yi〉))j∈E . Due to the shape of G we have gij = ej for
j = 1, . . . ,m− 3. From this we can immediately conclude:
(12) ∀l ∈ {1, . . . ,m− 3}, j ∈ {1, . . . ,m− 3} : (vl)ij = 0 ⇔ (yl)j = 0.
Now, we focus on the covectors. To begin with, vm−3 = 0m ∈ LM [G] such that v
0
m−3 = Fm−3 = E.
We have Fm−3,m−4 = {a, b, c, im−3} and, therefore, the covector vm−4 satisfies (vm−4)j = 0 if and
only if j 6= a, b, c, im−3 (cf. Remark 2.2.8). By definition, vm−4 = (sign(〈ym−4, gj〉))j∈E where
ym−4 ∈
(
Rm−3
)∨
. From Equation (12) we conclude that (ym−4)j = 0 for all j ∈ {1, . . . ,m − 4}.
Thus, ym−4 = tem−3 and, therefore, we get
vm−4 = (sign(〈ym−4, gj〉))j∈E = (sign(〈tem−3, gj〉))j∈E = (sign(t(gj)m−3))j∈E .
Hence, the signs of vm−4 are determined by the im−3-th row of G.
(13) em−3 ·G =
( a b c i1 · · · im−4 im−3
−aim−3 −bim−3 −cim−3 0 · · · 0 1
)
As outlined in the beginning, we have the affine relation αim−3 = aim−3αa+ bim−3αb+ cim−3αc with
aim−3 + bim−3 + cim−3 = 1. Thus, the non-zero entries of row im−3 of G form the coefficients of a
signed circuit C ∈ C(M [A′]), i.e. C± = {i ∈ {a, b, c, im−3} : (gi)im−3 ≷ 0}. However, all entries are
non-zero as a, b, c /∈ Fj for j ≤ m− 4. This means, for example,
(vm−4)a = sign(〈ym−4, ga〉) = sign(t(−aim−3)) = sign(t)sign(−aim−3).
Hence, (vm−4)j = ±sign(j) for all j ∈ C. Thus, the signs of the covector vm−4 at {a, b, c, im−3}
coincide with the signs of a signed circuit. By assumption we have vm−4 ⊆ s and, therefore, t ≷ 0
such that sj = (vm−4)j for all j ∈ C. Hence, pC(s) = pC(sC).
Vice versa, suppose there is a signed circuit C ∈ C(M [A′]) such that s coincides with sC at C, i.e.
for all i ∈ C holds: si = ± if and only if i ∈ C±. Now, we construct elements yi ∈
(
Rm−3
)∨
providing
covectors vi = (sign(〈yi, gj〉))j∈E ∈ LM [G] such that vi ⊆ s and v
0
i = Fi for i = 0, . . . ,m − 3. We
make use of the identical Gale dual G constructed above. In detail, the j-th component of an
element y ∈
(
Rm−3
)∨
determines the sign of v in component ij uniquely for j ∈ {1, . . . ,m− 3} as
(v)ij = sign(〈y, gij 〉) = sign(〈y, ej〉) = sign(yj),
cf. Equation (12). Consequently, by fixing the components individually, it is no problem to provide
elements y ∈
(
Rm−3
)∨
such that v has desired signs in the components indexed by {i1, . . . , im−3}.
Thus, for any choice of s we can define elements y ∈
(
Rm−3
)∨
such that v = (sign(〈y, gj〉))j∈E
coincides with s in the components {i1, . . . , im−3}. The major task is to guarantee that we can
do this such that the signs of the remaining components indexed by C = {a, b, c, im−3} coincide
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with those of s. To begin with, note that ym−3 = 0m−3 such that v
0
m−3 = 0m in order to satisfy
v0m−3 = Fm−3 = E. As above, row im−3 of G contains the coefficients that provide the affine
dependency
αim−3 + (−aim−3)αa + (−bim−3)αb + (−cim−3)αc = 0
where 1− aim−3 − bim−3 − cim−3 = 0. For the signs at C we have
sa = ±sign(−aim−3), sb = ±sign(−bim−3), sc = ±sign(−cim−3) and sim−3 = ±sign(1)
as the circuit is unique up to a common factor ±1 and pC(s) = pC(sC). For vm−4 it is required that
v0m−4 = E \Fm−3,m−4. Thus, (vm−4)ij = 0 for all j ∈ {1, . . . ,m− 4} and due to Equation (12) this
implies that (ym−4)j = 0 for all j ∈ {1, . . . ,m− 4}. Hence, ym−4 = tm−3em−3. Let us consider the
sign at component a, i.e.
(vm−4)a = sign(〈ga, ym−4〉) = sign(tm−3(−aim−3)) = ±sa.
As vm−4 ⊆ s we pick tm−3 ≷ 0 such that (vm−4)a = sa. This way we can specify the entries of vm−4
at C conform to s, i.e. (vm−4)j = sj for j ∈ C. The next step is to define vm−5, . . . , v0 iteratively,
based on vm−4 as it is necessary to satisfy vi ⊆ vi−1 for i = 2, . . . ,m− 3 (cf. Remark 2.2.8). Note
that Fj,j−1 = {ij} for j 6= m − 3, i.e. vj differs from vj−1 in component ij . Hence, yj differs from
yj−1 in component j. For example, Fm−4,m−5 = {im−4} such that we want (vm−5)im−4 = sim−4 so
that we define ym−5 = ym−4 + tm−4em−4 with tm−4 ≷ 0 according to sim−4 . In general, we define
ym−k−1 = ym−k + tm−kem−k
for k = 4, . . . ,m − 2 with tm−k ≷ 0 according to sim−k . However, the specifications of ym−k
at components j ∈ {1, . . . ,m − 4} may affect the signs of the components indexed by C of the
corresponding covector. In detail, we have (vl)ij = sign(tj) for all l ∈ {1, . . . ,m − 5} and l < j ≤
m − 3 whereas e.g. (vl)a = sign
(∑s+1
j=3 tm−jem−j(−aim−j )
)
. Therefore, we stick to the following
convention: we choose a very large tm−3 ∈ R such that |tm−3aim−3 | >
∑m−1
j=4 |tm−jaim−j |, i.e. the
signs at C remain fixed by the choice for tm−3 and we get vm−3 = 0m ⊆ vm−4 ⊆ . . . ⊆ v1 ⊆ s with
v0i = Fi for all i. 
The situation for maximal flags F ⊳M of type (b) is quite similar but not identical. The proof of
the previous lemma reveals that the signs at Fm−3,m−4 are related whereas all signs at Fj,j−1 with
j 6= m − 3 are unrelated. For a flag F of type (b) we have |Fm−3,m−4| = 3, |Fk,k−1| = 2 for some
k 6= m− 3 and |Fj,j−1| = 1 for all j 6= k,m− 3. As one might expected the signs in Fm−3,m−4 and
Fk,k−1 are related:
Lemma 3.3.5 (s-flags of type (b)). Let A′ denote the matrix having the points of {1} × A as
columns, G =
[
g1 · · · gm
]
a Gale dual to A′ (cf. Remark 3.3.2) and let M = M [G] denote the
oriented matroid associated to G. Moreover, let M [A′] be the oriented vector matroid associated to
the shift of the point configuration A and let F ⊳M be a maximal flag of type (b) (cf. Remark 3.3.3),
i.e. |Fm−3,m−4| = 3 and there is some k 6= m − 3 such that |Fk,k−1| = 2 and |Fj,j−1| = 1 for all
j 6= k,m − 3 and let s ∈ {±}m be a pure sign vector. Recall that the affine span of the points
in A corresponding to elements of Fm−3,m−4 forms a line L. Then, F is an s-flag if and only if
there exists a signed circuit C ∈ C(M [A′]) (with sign vector sC associated to C, cf. Remark 2.1.7)
such that C = Fm−3,m−4 and pC(s) = pC(sC) (cf. Notation 3.1), i.e. C = Fm−3,m−4 is a signed
circuit (cf. Remark 3.3.1), and, if Fk,k−1 = {a, b}, sa = ±sb depending on whether αa and αb are
on different/the same side of L.
Proof. Similarly to the proof of Lemma 3.3.4 we begin with specifying a Gale dual G that is conve-
nient for F . We reindex such that Fm−3,m−4 = {im−3, a, b}, Fk,k−1 = {ik, c} and Fj,j−1 = {ij} for
all j 6= k,m−3. Thus, E = {a, b, c, i1, . . . , im−3} and the three elements a, b, c provide the affinely in-
dependent set {αa, αb, αc}. This is true since αa, αb are affinely independent as Fm−3,m−4 is a circuit
and αc is not contained in the line L containing the circuit Fm−3,m−4. Moreover, B = {i1, . . . , im−3}
forms a basis of M . We consider A′ with re-sorted columns (cf. Equation (10)). The first three spe-
cial columns of the Gale dual G obtained from A′ using the construction in Remark 3.3.2 contain the
negative coordinates of αij with respect to the basis {αa, αb, αc} for j ∈ [m− 3] (cf. Equation (11)).
First, we show “⇒”: suppose F is a maximal s-flag, i.e. all flats Fi are s-flats and there is a
covector vi ∈ LM [G] such that vi ⊆ s and v
0
i = Fi for all i ∈ E = [m− 3]. In particular, vm−3 =
0m ∈ LM [G] as we require v
0
m−3 = Fm−3 = E. We have Fm−3,m−4 = {im−3, a, b} and, therefore, the
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element vm−4 satisfies (vm−4)j = 0 if and only if j ∈ E \ {im−3, a, b}. Let ym−4 ∈
(
Rm−3
)∨
be an
element such that vm−4 = (sign(〈ym−4, gj〉))j∈E . Recall that we have gij = ej for j ∈ {1, . . . ,m−3}
such that
(vm−4)ij = sign(〈ym−4, gij 〉) = sign(〈ym−4, ej〉) = sign((ym−4)j)
for j ∈ {1, . . . ,m − 3}. Hence, ym−4 = (0, . . . , 0, t) = tem−3 ∈
(
Rm−3
)∨
for some t 6= 0. Now,
consider the row of G indexed by im−3 (cf. Equation (13)). We have (ga)im−3 = −aim−3 and
(gb)im−3 = −bim−3 whereas (gc)im−3 = −cim−3 = 0 as Fm−3,m−4 = {im−3, a, b} is a circuit. Accord-
ing to Equation (9), these coordinates provide the affine relation αim−3 = aim−3α1 + bim−3α2 (or,
equivalently, αim−3 + (−aim−3)α1 + (−bim−3)α2 = 0) with 1 − aim−3 − bim−3 − cim−3 = 0. Since we
have (gim−3)im−3 = 1, the im−3-th row of G contains the coefficients of a signed circuit C such that
C = Fm−3,m−4. Recall that (vm−4)j 6= 0 if and only if j = a, b, im−3. We know that ym−4 = teim−3 .
Thus, for example,
(vm−4)a = sign(〈ym−4, ga〉) = sign(t(−aim−3)) = sign(t)sign(−aim−3).
Hence, (vm−4)j = ±sign(j) for j ∈ C. Since vm−4 ⊆ s we have t ≷ 0 such that sj = (vm−4)j
for j = a, b, iim−3 , i.e. there is a signed circuit C ∈ C(M [A
′]) such that C = Fm−3,m−4 and
pC(s) = pC(sC). For m− 4 ≥ j ≥ k + 1 we have Fj,j−1 = ij and αij is contained in the affine line
spanned by {αa, αb}. Hence, we have (gc)ij = −cij = 0 for all j satisfying k + 1 ≤ j ≤ m − 3 (cf.
Equation (11)). Since Fk,k−1 = {ik, c} we have (gc)ik = −cik 6= 0 — otherwise, c /∈ Fk,k−1.
(14) G =


a b c i1 · · · ik−1 ik ik+1 · · · im−3
i1 −ai1 −bi1 −ci1 1
...
...
...
...
. . .
ik−1 −aik−1 −bik−1 −cik−1 1
ik −aik −bik −cik 6= 0 1
ik+1 −aik+1 −bik+1 0 1
...
...
...
...
. . .
im−3 −aim−3 −bim−3 0 1


.
Moreover, (vk−1)ik 6= 0 and consequently (yk−1)k 6= 0. This implies (vk−1)c 6= 0 and (vk−1)ik 6= 0.
Recall that row ik of G contains the coordinates of αik with respect to the affine basis {αa, αb, αc}.
Hence, the indices of the non-zero entries of the ik-th row of G form a circuit C
′ ∈ C(M [A′]). Due
to the reindexing we have Fk−1 = {i1, . . . , ik−1}, i.e. (yk−1)j = 0 for all j ∈ {1, . . . , k − 1}. By
assumption, vk−1 ⊆ s, i.e. we have (yk−1)k ≷ 0 such that
(vk−1)ik = sign(〈yk−1, gik〉) = sign(〈yk−1, ek〉) = sign((yk−1)k) = sik .
However, this implies (vk−1)c = sign(〈yk−1, gc〉) = sign((yk−1)k(−cik)) = sc, i.e. we get the con-
dition sc = sign(−cik)sik on the signs at ik and c in s. The sign of (−cik) purely depends on the
relative position of αik to αa, αb and αc. Let Lab denote the affine line through αa and αb.
• Let αc and αik be separated by Lab (cf. Figure 7). Suppose αa, αb, αc, αik form a circuit
of type (A). Then, sign(−cik) = + since sign(1) = +, as 1 is the coefficient of αik in the
affine relation. If αa, αb, αc, αik form a circuit of type (B) then sign(−cik) = + as well since
sign(1) = + and Lab separates αc and αik . If αa, αb, αc, αik is a circuit of type (C) then
(w.l.o.g.) −aik = 0 and due to sign(1) = + we have sign(−cik) = +. We conclude: if αc
and αik are separated by Lab then sik = sc.
• Assume that αc and αik are on the same side of Lab (cf. Figure 8). If αa, αb, αc, αik form
a circuit of type (A) then sign(−cik) = − since the sign of the coefficient of αik , 1, is
+. If αa, αb, αc, αik form a circuit of type (B) then either αc or αik is the interior point.
We conclude that their signs differ, and since sign(1) = + we have sign(−cik) = −. If
αa, αb, αc, αik form a circuit of type (C) we have (w.l.o.g.) −aik = 0. Then, αc or αik
is the interior point — otherwise Lab would separate αc and αik . However, this implies
sign(−cik) 6= sign(1) = +. We conclude: if αc and αik are on the same side of Lab then
sik 6= sc.
Consequently, we have sc = sik if and only if Lab separates αc and αik .
For the other direction we use identical notations. Suppose we have a circuit C ∈ C(M [A′]) such
that pFm−3,m−4(s) = sC and sc = ±sik , depending on the relative position of αc and αik to Lab.
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−
+
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+
(a) s = (+,−,−,+,−,+).
+ −
−
+
+
−
(b) s = (+,−,−,+,+,−)
+ −
−
−
+
+
(c) s = (+,−,−,−,+,+)
Figure 6. Sign distributions for the regular marked subdivision of ∆ = conv(0, 2e1, 2e2).
The goal is to construct elements yi ∈ (R
m)
∨
such that vi = (sign(〈yi, gj〉))j∈E for i = 1, . . . ,m− 3
satisfying v0i = Fi and vi ⊆ s. We begin with vm−3. We require v
0
m−3 = Fm−3 = E, i.e. vm−3 = 0m.
Recall from the proof of Lemma 3.3.4 that, for j ∈ {1, . . . ,m − 3}, the j-th component of y ∈(
Rm−3
)∨
determines the sign of v = (sign(〈gj , y〉))j∈E in component ij as gij = ej . Consequently, it
is no problem to provide elements y ∈
(
Rm−3
)∨
such that the corresponding covectors have desired
signs at components indexed by {i1, . . . , im−3}. It remains to show that the signs at {a, b, c} remain
unchanged, i.e. as initially required by the assumption.
Due to Equation (12) we have gij = ej , i.e. ym−3 = 0m−3 provides vm−3. We look for vm−4
satisfying v0m−4 = Fm−4. Note that Fm−3,m−4 = {a, b, im−3}, i.e. we want (vm−4)j 6= 0 if and
only if j ∈ {a, b, im−3}. Equivalently, (vm−4)j = 0 if and only if j ∈ {i1, . . . , im−4, c}. As (ym−4)j
determines (vm−4)ij we conclude that (ym−4)j = 0 for all j ∈ {1, . . . ,m − 4}. Hence, ym−4 =
tm−3em−3 with tm−3 6= 0. Recall that row im−3 of G contains the negative coefficients of the affine
relation aim−3αa + bim−3αb = αim−3 . The indices form the signed circuit C. As pC(s) = pC(sC) we
have sa = ±sign(−aim−3), sb = ±sign(−bim−3) and sim−3 = ±sign(1) as the circuit is unique up to
a common factor ±1. We have seen that ym−4 = tm−3em−3. We have tm−3 ≷ 0 such that
(15) (vm−4)a = sign(〈ga, ym−4〉) = sign(〈ga, tm−3em−3〉) = sign(tm−3(ga)m−3) = sa.
Then, (vm−4)j = sign(j) for all j ∈ C, i.e. vm−4 ⊆ s. We define vm−5, . . . , v0 iteratively, based on
ym−4 (cf. Remark 2.2.8). Due to the reindexing we have Fj,j−1 = {ij} for all j 6= k,m − 3. We
define ym−j−1 = ym−j+tm−jem−j iteratively for j = 4, . . . ,m−1 with tm−j ≷ 0 according to sim−j .
This way we can specify all signs according to those of s at {i1, . . . , im−4}. The signs at a, b, im−3
were fixed with ym−4. It remains to show what happens to the sign at c. This is determined in
vk−1: vk and vk−1 differ at two indices, ik and c. Recall that yk−1 = yk + tkek. We pick tk ≷ 0
such that (vk−1)ik = sik . Also note that (gc)j = 0 for all j ∈ {ik+1, . . . , im−3}, i.e. (vl)c = 0 for
all l ∈ {k, . . . ,m− 3}. Now, as (yk−1)k 6= 0 we have (vk−1)c = sign(〈gc, yk−1〉) = sign((gc)ktk) 6= 0
because (gc)k 6= 0. This is true since αik is not contained in Lab. However, we have (gc)k = −cik .
Moreover, row ik of G contains the coefficients of the affine relation between αik , αa, αb and αc. As
sign(ik) = + we can determine the sign of c:
• Suppose Lab separates αc and αik (cf. Figure 7). If αa, αb, αc and αik form a circuit of type
(A) then sign(c) = +. If it is a circuit of type (B) then either αa or αb is the interior point.
Hence, sign(c) = +. If it is a circuit of type (C) we have (w.l.o.g.) aik = 0, i.e. αc is on a
line with αik and αb. Consequently, sign(c) = sign(ik) = +.
• Suppose Lab does not separate αc and αik (cf. Figure 8). If αa, αb, αc and αik form a circuit
of type (A) we have sign(c) = − 6= sign(ik) = +. If it is a circuit of type (B) then either
αik or αc is the interior point — their signs are not equal, i.e. sign(c) = −. If it is a circuit
of type (C) we have (w.l.o.g.) aik = 0, i.e. αc, αik and αb are on a line. Thus, (w.l.o.g.)
αc is the interior point and αc and αik are the boundary points such that sign(c) = − since
sign(ik) = +.
We conclude that we get a sign at c and ik in vk−1, depending on the affine relations explained
above. By assumption sc and sik satisfy the identical condition, i.e. we can pick tk ≷ 0 such
that sik = (vk−1)ik and sc = (vk−1)c in order to satisfy vk−1 ⊆ s. In order to guarantee that all
subsequent covectors vj with j ≤ k − 2 stick to these signs at c and ik we pick tk big enough (cf.
discussions about tm−3 before). 
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αa
αb
αim−3
αcαik
Lab
(a) Circuit of type (A).
αa
αb
αim−3
αcαik
Lab
(b) Circuit of type (B).
αa
αb
αim−3
αc
αik
Lab
(c) Circuit of type (C).
Figure 7. Lab separates αc and αik .
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αb
αim−3
αc
αik
Lab
(a) Circuit type (A).
αa
αb
αim−3
αc
αik
Lab
(b) Circuit type (B).
αa
αb
αim−3
αc
αik
Lab
(c) Circuit type (C).
Figure 8. Lab does not separate αc and αik .
Remark 3.3.6. The real tropicalization of the family of real Laurent polynomials with support A,
providing real plane tropical curves with a singularity in 12 dual to a circuit of type (A) or (B),
multiplied with the lineality group equals the set of equivalence classes of {±}m×SecA corresponding
to signed regular marked subdivisions containing a circuit of type (A) or (B) (cf. [Ju¨r18, Lemma
4.2.4.26]). However, for circuits of type (C) there are examples of equivalence classes which we only
obtain partially in the product tropR(∇R,12) ⊙R G × rowspace(A
′) (cf. Remark 3.1.1). For details
see [Ju¨r18, Section 4.2.4], in particular [Ju¨r18, Example 4.2.4.32].
3.4. Classification of Real Plane Tropical Curves of Maximal Dimensional Type with a
Singularity fixed in 12
In this section we exploit signed regular marked subdivisions arising from weight classes of
tropR(∇R,12). Thereby, we focus on the (+,+)-chart as we fix the singularity in p = 12. In
particular, for a given real tropical Laurent polynomial f ∈ TR
[
w±1 , w
±
2
]
such that 0+2 ∈ TR (f) is
a singularity we classify the local picture around 0+2 ∈ Cf,(+,+). We stick to notations defined in
Remark 3.3.1 and Remark 3.3.3. Before giving the classification, note that {±}m × SecA is not the
parameter space of real plane tropical curves ([MMS12a]). Many real tropical Laurent polynomials
provide the identical real plane tropical curve.
Consider a signed regular marked subdivision T = {(Pi, Qi, sQi) : i = 1, . . . , k}. Recall that the
type of T is H = {Pi : i = 1, . . . , k} (cf. Definition 3.2.1). In the complex case the type H is dual
to a tropical curve C′ and we call H the type of C′. Let C denote the real tropical curve dual to T .
The chart Cv of C is dual to Tv (cf. Remark 3.2.5) and, moreover, |Tv| = |T |, i.e. the type of Tv
equals the type of T . However, in contrast to the complex case, a chart Cv of the real plane tropical
curve C dual to Tv contains only parts of the curve C
′ dual to |T | owed to the sign conditions. The
curves C′ dual to a given type H can be parametrized by an unbounded polyhedron in Rb+2 where
b denotes the number of bounded edges in C′ and the two additional dimensions correspond to the
spacial translation of the curve C′ in R2. The lengths of the bounded edges cannot be changed
individually if the tropical curve C′ is of genus g ≥ 1. Then, we have 2g not necessarily independent
conditions corresponding to the closed circles in C′. The dimension of the parametrizing cone in
Rb+2 is called type-dimension of H and it is denoted by tdim(H) ([MMS12a, Subsection 2.2]). As
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the real tropical curve C inherits its polyhedra from C′ this cone also parametrizes real tropical
curves C of type H.
Lemma 3.4.1 ([MMS12a, Lemma 2.5]). Let T be a signed marked subdivision of ∆ = conv(A) of
type H. Let s× σT ⊂ {±}
m × SecA
/
1m denote the equivalence class of the secondary fan. Then,
(16) tdim(H) ≤ dim(s× σT )
and we have equality if and only if all lattice points of ∆ are marked points in T .
As a consequence, we can study real plane tropical curves of maximal dimensional type by
restricting to signed regular marked subdivisions without white points.
Definition 3.4.2 (Maximal dimensional type). An equivalence class s × σT ⊂ {±}m × SecA is
of maximal dimensional type if all points of T are marked, i.e. there are no white points in the
subdivision T .
Theorem 3.4.3 (Classification of singular real plane tropical curves of maximal dimensional type).
Let s × σT ⊂ {±}m × SecA be an equivalence class maximal dimensional type. Consider the real
tropical Laurent polynomial f =
⊕
i(si, ui)w
αi ∈ TR
[
w±1 , w
±
2
]
with support A defined by (s, u) ∈
s × σT . Assume that TR (f) has a singularity at 0
+
2 . Then, the local picture of TR (f)(+,+) around
the singularity 0+2 matches with one of the following cases:
(1) 0+2 is a 4-valent vertex incident to 4 edges of weight one,
(2) 0+2 is an isolated vertex of multiplicity 3,
(3) 0+2 is the midpoint of an edge of weight 2 that is connecting
• either two 1-valent vertices, or
• two 3-valent vertices,
(4) 0+2 is contained in an interval of an edge of weight 2 connecting a 3-valent vertex and
• either a 1-valent vertex, or
• a 3-valent vertex,
and the boundaries of the interval are the 3-valent vertex and the midpoint, or
(5) 0+2 is contained in an infinite edge of weight 2 whose endpoint is a 3-valent vertex.
A classification of regular marked subdivisions arising from flags of flats of M can be found in
[MMS12a]. We exploit the known classification of subdivisions with respect to the additional sign
conditions.
Proof. As 0+2 ∈ TR (f) is a singularity, we have (s, u) ∈ tropR(∇R,12). Hence, there is a real Laurent
polynomial F =
∑
i aix
αi with support A having a singularity at 12 and tropR(a) = (s, u). We
have tropR(∇R,12) =
⋂
C∈C TR (lC) where C denotes the set of signed circuits of the oriented matroid
M (I) (Theorem 1.2.11). Moreover, Theorem 2.2.16 determines its s-charts, i.e. we have
(tropR(∇R,12))s = B
s (M) .
As u ∈ Bs (M) there is a maximal s-flag F ⊳ M such that u ∈ σF ⊂ Bs (M). Note that the real
tropical Laurent polynomial defined by (s, u) equals f , i.e. Cf,(+,+) is dual to T(+,+) where T denotes
the regular marked subdivision obtained from u. Now, one of the following cases applies to F :
(1) The flag F is an s-flag of type (a), i.e. Fm−3,m−4 = {a, b, c, d} corresponds to a circuit of
type (A) or (B) in T (cf. Lemma 3.3.4). Thus, we have wa = wb = wc = wd ≥ wk for
all k 6= a, b, c, d. In order to have a subdivision of maximal dimensional type, the circuit
corresponding to Fm−3,m−4 cannot contain any other points.
(a) If Fm−3,m−4 = {a, b, c, d} provides a signed circuit of type (A) then conv(αa, αb, αc, αd)
is a quadrangle in the signed regular marked subdivision T . The signs at vertices coin-
cide with the signed circuit (cf. Lemma 3.3.4), i.e. they are alternating (cf. Figure 5a).
Hence, any edge of the quadrangle is dual to an (maybe unbounded) edge in Cf,(+,+).
The quadrangle itself is dual to a vertex in Cf,(+,+). There, |f | attains the maximum
at all four terms corresponding to the vertices. Since the coefficients of all terms have
equal modulus, the vertex is at 02 ∈ TR (f)(+,+). Hence, quadrangle is dual to a 4-valent
vertex at 02 ∈ Cf,(+,+).
(b) If Fm−3,m−4 = {a, b, c, d} is a signed circuit of type (B) then conv(αa, αb, αc, αd) is a
triangle with an interior point in the signed regular marked subdivision T . The signs at
vertices coincide with the signs of C (cf. Lemma 3.3.4), i.e. the interior point obtains
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(w.l.o.g.) “−” and the exterior points forming the triangle get “+” (cf. Figure 5b).
The triangle is dual to a vertex in Cf,(+,+) and we can solve for its coordinates. The
maximum of |f | obtained from the real tropical polynomial f attains its maximum at all
four terms as the moduli are equal. Hence, the vertex equals 02. Moreover, the sign at
the interior point differs from the signs of exterior points, i.e. 02 ∈ Cf,(+,+) corresponds
to the triangle. However, the edges forming the boundary of conv(αa, αb, αc, αd) are
incident to vertices with equal signs. Consequently, 02 ∈ Cf,(+,+) is an isolated point
as the edges of the triangle have no dual counterpart in Cf,(+,+). The isolated vertex
0+2 ∈ TR (f) differs from other vertices by its multiplicity, which is the area of the dual
circuit C = conv(αa, αb, αc, αd).
(2) The flag F is an s-flag of type (b) and Fm−3,m−4 = {a, b, c} is a circuit of type (C) (cf.
Lemma 3.3.5). Thus, wa = wb = wc ≥ wj for all j ∈ Fl with l ≤ m − 4 and the points
αa, αb and αc get highest and equal height. Consequently, we see a circuit conv(αa, αb, αc)
of type (C) (cf. Figure 5c) in the signed regular marked subdivision T = T(+,+) formed
by the points αa, αb and αc. In particular, the signs at its vertices are alternating (cf.
Lemma 3.3.5), i.e. C is dual to an edge e ∈ TR (f)(+,+). Note that e passes through 02. To
see this, note that the coefficients of the monomials of f corresponding to αa, αb and αc
have equal modulus. Thus, |f | attains the maximum at w exactly at these three monomials
(see inequality above). Hence, e ⊂ {y = 0}. The points αd and αe also get equal height.
Moreover, these points get highest height of all points that are not on the line Labc through
αa, αb and αc. We do not allow any white points in T and, therefore, the points αd and
αe have to be at minimal distance to the signed circuit conv(αa, αb, αc). Otherwise, the
polygon containing C and (w.lo.g.) αd, which is at non-minimal distance, would contain
other points beside αa, αb, αc, αd that, in this particular case, must have higher height as
αd. This cannot be true as F is a flag of type (b) (cf. Remark 3.3.3). For more details,
see [MMS12a, Section 3.3]. The points αd and αe have to be vertices of signed marked
polytopes of T in order to get a maximal dimensional type of smallest codimension. Let
Labc denote the affine line through conv(αa, αb, αc). Two subcases appear:
(a) Suppose Labc separates αd and αe. The vertices of conv(αa, αb, αc) have highest but
equal height µ and αd and αe get highest height λ of all points not on Labc, i.e. µ ≥ λ.
Hence, conv(αa, αb, αc, αd) and conv(αa, αb, αc, αe) form the triangles in T that contain
C as we do not allow white points. Assume that Labc = {x = 1} and αd = 02. We
solve for the coordinates of the vertex dual to the triangle:
λ+ 〈αd, (x, y)〉 = µ+ 〈αa, (x, y)〉 = µ+ 〈αb, (x, y)〉
⇔ λ = µ+ x+ (αa)2y = µ+ x+ (αb)2y.
Without restriction, λ = 0 and, therefore, µ ≥ 0. Then, y = 0 and x = −µ, i.e. the
vertex is at (−µ, 0). Using similar arguments and symmetry, and the fact that αd and
αe have equal height, the second vertex is at (µ, 0). We observe that the distance of
(0, 0) to the vertices is equal. These vertices are part of TR (f)(+,+) as the polygons
conv(αa, αb, αc, αd) and conv(αa, αb, αc, αe) contain the signed circuit that has alter-
nating signs. Whether the vertices dual to conv(αa, αb, αc, αd) and conv(αa, αb, αc, αe)
are incident to other edges purely depends on the signs at αd and αe. Note that the
vertex dual to conv(αa, αb, αc, αd) is incident to two more edges if and only if sa 6= sd
(without restriction, we assume that αa is a boundary vertex of the signed circuit
conv(αa, αb, αc)). As F is an s-flag of type (b) we know that sd = se (cf. Lemma 3.3.5),
i.e. either both vertices dual to conv(αa, αb, αc, αd) and conv(αa, αb, αc, αe) are 3-valent
or both vertices are 1-valent.
(b) If Labc does not separate αd and αe then they are on the same side of Labc. Recall
that they need to be at minimal distance. Hence, they are on a line parallel to Labc.
Thus, conv(αa, αb, αc, αd, αe) is a quadrangle not covering any other points. Let µ and
λ denote the heights of αa, αb, αc and αd, αe respectively. If conv(αa, αb, αc) is not
contained in the boundary of T , there must be another vertex αf with height ν at
minimal distance on the other side of Labc that forms a triangle with αa, αb, αc. We
solve for the coordinates of the vertex dual to the triangle as above, i.e. we suppose
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that Labc = {x ∈ R
2 : x1 = 1}, αf = 02. Then:
ν + 〈αf , (x, y)〉 = µ+ 〈αa, (x, y)〉 = µ+ 〈αb, (x, y)〉
⇔ ν = µ+ x+ (αa)2y = µ+ x+ (αb)2y.
By assumption we have ν < λ < µ and we can assume that ν = 0. Thus, the vertex
dual to the triangle conv(αa, αb, αc, αf ) is at (−µ, 0). However, the vertex dual to the
quadrangle conv(αa, αb, αc, αd, αe) is at (µ− λ, 0), due to its describing equations:
λ+ 〈αd, (x, y)〉 = λ+ 〈αe, (x, y)〉 = µ+ 〈αa, (x, y)〉 = µ+ 〈αb, (x, y)〉
⇔ λ+ 2x+ (αd)2y = λ+ 2x+ (αe)2y = µ+ x+ (αa)2y = µ+ x+ (αb)2y.
Note that the distance from the vertex at (−µ, 0) dual to the triangle to the singularity
at (0, 0) ∈ C(+,+) is bigger than the distance from the distance of the vertex at (µ−λ, 0)
dual to the quadrangle. In any case, the vertex dual to conv(αa, αb, αc, αd, αe) is 3-
valent as αd and αe are on the same side of Labc, i.e. sd 6= se (cf. Lemma 3.3.5). Thus,
one edge of conv(αa, αb, αc, αd, αe) has vertices with equal signs, i.e. the quadrangle is
dual to a 3-valent vertex. Whether the vertex dual to the triangle conv(αa, αb, αc, αf )
has higher valence purely depends on the sign sf : if (w.l.o.g.) αa is a vertex of
conv(αa, αb, αc) then the vertex dual to the triangle is 3-valent if and only if sa 6= sf . If
sa = sf then the vertex dual to the triangle is 1-valent. If conv(αa, αb, αc) is contained
in the boundary we see the quadrangle conv(αa, αb, αc, αd, αe) in T dual to a vertex
at (µ − λ, 0) ∈ C(+,+) and the singularity lies on the infinite edge dual to the circuit
conv(αa, αb, αc).

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