Abstract: Let a = {a 1 ≤ a 2 ≤ . . . ≤ a n } be a sequence of integers or ∞. We introduce a-stable ideals in a polynomial ring and study their homological properties. Our results generalize results on square-free monomial ideals of Aramova, Avramov, Herzog, Hibi, and Srinivasan in [AHH2,AAH,HS].
Introduction
Throughout the paper S = k[x 1 , . . . , x n ] is a polynomial ring over a field k . Stable ideals in S are frequently used and well-studied because of the following two reasons: the generic initial ideals in characteristic zero are stable; such ideals are defined by a simple combinatorial property which makes it possible to describe their minimal free resolutions explicitly. We introduce a generalization: a-stable ideals. A particular subclass of such ideals, square-free stable ideals, were introduced and studied by Aramova, Herzog, and Hibi [AHH2] . Another particular subclass, lexicographic ideals with holes, were introduced and studied by Charalambous and Evans [CE] .
For a monomial m denote max(m) = max{i | x i divides m} and min(m) = min{i | x i divides m} .
A monomial m is said to be in the shadow of m if m = x i m x max (m) for some i < max(m).
A monomial ideal is stable if it contains every monomial that is in the shadow of some of its minimal monomial generators. Let a = {a 1 ≤ a 2 ≤ . . . ≤ a n } be a sequence of integers or ∞. Set R = S/(x minimally generated by the a-monomials m 1 , . . . , m r . We say that I is a-stable if the following property holds: if m is an a-monomial that is in the shadow of some of the monomials m 1 , . . . , m r , then m ∈ I. It is easy to show that if I is a-stable and m is an a-monomial that is in the shadow of some monomial m ∈ I, then m ∈ I. For a 1 = . . . = a n = ∞, we obtain the usual stable ideals, which were introduced in [EK] . For a 1 = . . . = a n = 2, we obtain the square-free stable ideals introduced in [AHH2] .
We say that I is a-lexicographic, if the following property is satisfied:
v is an a-monomial v lex m i and deg(v) = deg(m i ), for some 1
where lex is the degree-lexicographic monomial order in S. This implies that if m is an a-monomial and m lex m for some monomial m ∈ I, then m ∈ I. Such ideals were introduced and called "lexicographic ideals with holes" in [CE] . Note that an a-lexicographic ideal is a-stable.
Let I be an a-stable ideal. In section 2, we describe three resolutions related to this ideal:
• in Theorem 2.2 we obtain the minimal free resolution F of S/I over S • in Theorem 2.5 we obtain the infinite minimal free resolution D of k over S/I • in Theorem 2.10 we obtain the infinite minimal free resolution G of R/I over R. In the case when a 1 = . . . = a n = 2 the resolution F was obtained by Aramova, Herzog, and Hibi [AHH2, Theorem 2 .1] using Koszul homology. In the case when I is a-lexicographic, F was obtained by Charalambous and Evans [CE, Theorem 1] using mapping cones. Furthermore, in the case when a 1 = . . . = a n = 2 the resolution G was described by Aramova, Avramov, and Herzog [AAH] . Our proofs are based on an idea which is completely different than what is presented in [AAH, AHH, CE] ; our key tool is Theorem 2.1. Given a minimal monomial resolution X (for example, the Eliahou-Kervaire resolution), Theorem 2.1 makes it possible to immediately describe some minimal monomial resolutions contained as subcomplexes in X.
In Section 3, we construct a map σ which provides a bijection from the monomials in S ∞ to the a-monomials in S ∞ , where S ∞ = k[x 1 , . . . , x n , . . .]. Generic initial ideals are strongly stable if char(k) = 0, so we are interested in such ideals: Corollary 3.5 shows that given a strongly stable ideal in S, we can find an a-stable ideal in S 2n = k[x 1 , . . . , x 2n ] with the same Betti numbers. Section 4 is devoted to an application of the map σ: we prove the Herzog-Huneke-Srinivasan regularity conjecture in some special cases.
Resolutions related to a-stable ideals
In this section we study minimal free resolutions related to a-stable ideals. Throughout the section M stands for a monomial ideal and I stands for an a-stable monomial ideal.
First, we focus on minimal free resolutions over the ring S. Consider the polynomial ring S = k[x 1 , . . . , x n ] over a field k as N n -graded by letting deg(x i ) be the i th standard basis vector in R n . This induces an N n -grading on the minimal free resolution of any monomial ideal.
Theorem 2.1. Let M be a monomial ideal minimally generated by monomials m 1 , . . . , m r . Denote by F M a minimal N n -graded free resolution of S/M . Let m be a monomial. Consider the monomial ideal M m = {m i | m i divides m} . Fix an N n -homogeneous basis of F M . Denote by (F M ) ≤m the subcomplex of F M that is generated by the N n -homogeneous basis elements of degrees dividing m. Note that the subcomplex (F M ) ≤m is independent of the choice of basis. The subcomplex (F M ) ≤m is a minimal free resolution of S/M m .
In the proof (and in some other arguments) we will use Taylor's resolution. For each subsequence α of the strictly increasing sequence {1 < . . . < r} we set m α = lcm(m i | i ∈ α). Let a α ∈ N n be the exponent vector of m α , and let S(−a α ) be the free S-module with one generator in multidegree a α . The Taylor resolution of S/M is the N n -graded module F = α⊆{1<...<r} S(−a α ) with basis denoted by {e α } α⊆{1<...<r} and equipped with the differential
sign(i, α) is (−1) j+1 if i is the jth element in α. Thus, e α has homological degree |α | and N n -degree a α . This is a free resolution of S/M over S.
Proof of Theorem 2.1: The resolution F M is N n -graded and exact in each degree.
By construction, (F M ) ≤m and F M coincide in each degree dividing m. Therefore, (F M ) ≤m is exact in each degree dividing m. Let P be a minimal N n -graded free resolution of S/M m . We will prove by induction on the homological degree, that P coincides with (F M ) ≤m . Clearly, (F M ) ≤m 0 and (F M ) ≤m 1 coincide with P 0 and P 1 respectively. Assume that for some i ≥ 1 we have (F M ) ≤m i = P i .
Denote by g 1 , . . . , g p the fixed N n -homogeneous basis of (F M ) ≤m i+1 . Then d(g j ) is a syzygy, so g j ∈ P i+1 for each j. Suppose that g j = q s q h q for some s q ∈ S and N n -homogeneous h q ∈ P i+1 . It follows that the degree of each h q divides the degree of g j , so it divides m. Since each d(h q ) is a syzygy and since (F M ) ≤m is exact in each degree dividing m, it follows that h q ∈ (F M ) ≤m i+1 . As g j is a basis element and since the resolution F is minimal, we conclude that s q = 1 for all q. Therefore, g 1 , . . . , g p can be extended to an N n -homogeneous basis of P i+1 . Fix such a basis. Assume that P i+1 = ((F M ) ≤m ) i+1 . Since the following three properties hold: (1) P i = (F M ) ≤m i by induction; (2) (F M ) ≤m is exact in each degree dividing m; (3) the resolution P is minimal; it follows that P i+1 has an N n -homogeneous minimal generator whose degree does not divide m. On the other hand, Taylor's resolution implies that each N n -homogeneous minimal generator of P has a degree dividing m. This is a contradiction. Therefore,
Applying Theorem 2.1 to the Eliahou-Kervaire resolution [EK] we will obtain the minimal free resolution of an a-stable ideal in Theorem 2.2. First, recall the construction of the Eliahou-Kervaire resolution: Let I be a stable ideal in S minimally generated by monomials m 1 , . . . , m r . For each m i and each subsequence α of the strictly increasing sequence {1 < . . . < r} such that max{j ∈ α} < max(m i ), we consider the free S-module S(−c α ) with one generator, denoted (m i ; α), in homological degree |α | and N n -degree c α = a α + j∈α w j , where a α is defined as in Taylor's resolution and w j is the j'th standard vector (0, . . . , 0, 1, 0, . . . , 0) with 1 in j'th place. The Eliahou-Kervaire resolution of S/M is the N n -graded module
and equipped with the differential
where
• sign(q, α) is (−1) j+1 if q is the jth element in α • u iq is degree-lexicographically the smallest among those of m 1 , . . . , m r which divide m i x q . In particular, the basis of F 1 is {(m i ; ∅) | 1 ≤ i ≤ r}, and the basis of F 0 is (∅, ∅). This F is an N n -graded free resolution of S/I over S. We say that m has an a-degree if m is an a-monomial. Theorem 2.2. Let I be an a-stable ideal. Denote by I the smallest stable ideal containing I, and by F the Eliahou-Kervaire minimal free resolution of S/I . Set F to be the subcomplex of F generated by the basis elements of F of a-degrees. Then F is the minimal free resolution of S/I. The resolution F is the N n -graded module
equipped with the Eliahou-Kervaire differential.
In the special case when I is a-lexicographic, Theorem 2.2 was proved in [CE, Theorem 1] . In the special case when a 1 = . . . = a n = 2, Theorem 2. 
Let I be an a-stable ideal. We can express the regularity, the projective dimension, and the Betti numbers of I as follows:
Proof: The formulas for the Betti numbers follow from Theorem 2.2. They imply the formulas for the projective dimension and the regularity.
Theorem 2.4. Let I be an a-stable ideal. The minimal free resolution F of S/I is an associative commutative differential graded algebra and it is a subalgebra of F (here we use the notation from Theorem 2.2).
Proof: By [Pe] , the resolution F is an associative commutative differential graded algebra. The multiplication on F defined in [Pe, Section 2] respects the N n -grading.
Thus, F is a subalgebra of F . Now, we focus on the infinite minimal free resolution D of k over S/I. The following theorem shows that D is given by Theorems 2.2, 2.4, and Golod's construction (cf. [Av] for the Golod resolution).
Theorem 2.5. Let I be an a-stable ideal and I ⊆ (x 1 , . . . , x n ) 2 . Then S/I is Golod.
Proof: We will use the following criterion for Golodness: If T is a homogeneous ideal in S and the minimal free resolution U of S/T over S is an associative commutative differential graded algebra, such that the product of every two elements of positive homological degree is contained in (x 1 , . . . , x n )U, then S/T is Golod (cf. [Av] ). We use Theorem 2.4 and the fact that the multiplication constructed in [Pe, Section 2] has the property that the product of every two elements of positive homological degree is in (x 1 , . . . , x n )F .
In the special case when a 1 = . . . = a n = 2, Theorem 2.5 was proved in [AHH2, Corollary 2.7] .
In order to obtain an explicit resolution by Golod's construction, one needs some information about the Koszul homology. Let
. . , x n ) over S, which can be thought of as the exterior algebra (Se 1 ⊕ Se 2 ⊕ . . . ⊕ Se n ) (on basis e 1 , e 2 , . . . , e n ) with differential d(e i ) = x i .
Lemma 2.6. The images of the elements
form a k-basis for the augmented part of the Koszul homology
In particular, the image in K ⊗ S/I of the product of any two basis elements of the augmented part of the Koszul homology vanishes.
Proof: The same argument as in [Pe, Proposition 4 .1] works.
Using Golod's construction and the above lemma, we obtain the following explicit description of the minimal free resolution D of k over S/I. Let E p+2 be the k-space on basis
where the symbol (m i ; i 1 , . . . , i p ) denotes the element
. is the tensor algebra of E. By the above lemma and according to Golod's construction (cf. [Av] ) we can define a differential d on the basis elements in D by:
. Extend the differential by linearity. Then D is the minimal free resolution of k over S/I.
Next, we focus on infinite minimal free resolutions over the quotient ring R. Let M be any monomial a-ideal. Given the minimal free resolution F of S/M over S we will construct the minimal free resolution G of R/M over R. In the case when a 1 = . . . = a n = 2 this resolution is given in [AAH] . We generalize a simpler construction due to Eisenbud, Popescu, and Yuzvinsky [EPY] . We start with two preparatory lemmas:
Lemma 2.7. Let P be a homogeneous ideal in S and L = S/P . Let T be a double complex. Denote by T i,j the module that sits in the i'th row and in the j'th column. Let d : T i,j → T i+1,j be the vertical differential andd : T i,j → T i,j+1 be the horizontal differential. Denote by d the horizontal differential multiplied by (−1)
i on the i'th row, so that the total differential is
Form a new double complexT by settingT 1,j = 0 for each j. Denote by W the total complex ofT. Then W is exact except at W 0 .
Proof: We will prove that H −i (W) = 0 for i > 0. Let d −i (µ) = 0. We can write µ = p+q=i µ −p,−q . We call s = max{−p | µ −p,−q = 0} the index of µ. First, we consider the case when s = 0. We use induction on s. If s = −i, that is s is the minimal possible, then µ = µ −s,0 = 0 and we are done. Let s > −i.
Clearly, d(µ ) = 0 and µ has smaller index. By induction hypothesis, we conclude that µ ∈ Im(d). Therefore, µ ∈ Im(d) as well. Now we consider the case when s = 0. Set η = µ 0,−i and 
Since the i'th column is exact, it follows that there exists a ζ, such that
, so σ has a non-zero index. As we have shown above, this cycle σ is a boundary. Therefore, µ is a boundary as well.
Lemma 2.8. Let P be a homogeneous ideal in S and L = S/P . Let Q be another homogeneous ideal, and
be an exact sequence of finitely generated positively graded L-modules. Let B i be a free graded resolution of M i over the ring L. The maps in (2.1) induce maps
Thus, (2.2) is a double complex U. The total complex W of U is a free resolution of S/(Q + P ) over L.
Proof:
Applying the previous lemma we see that H −i (W) = 0 for i > 0.
Now we apply the construction in the above two lemmas to our case.
Construction 2.9. Let F be the minimal free resolution of S/M over S. For α = (α 1 , . . . α n ) ∈ N n we denote by S (α) the free S module of rank one with a generator in degree α. Furthermore, denote by Γ i the set of multidegrees such that
Note that Γ i can have repeated elements. Now we can write F as
We say that α is an a-multidegree if α i < a i for 1 ≤ i ≤ n. Taylor's resolution implies that the sets Γ i consist of a-multidegrees. Denote by R (α) the free R-module with a generator in degree α. Note that multiplication by x α provides the isomorphisms
as k-modules, we have that the k-subcomplex of F consisting of all components in a-multidegrees is the following exact sequence:
, . . . , x a n −α n n ) . We denote by G α the minimal free resolution of R/(x a 1 −α 1 1 , . . . , x a n −α n n ) over R; this resolution is given by Tate's construction [Ta] . The maps in (2.3) induce maps
Thus, (2.4) is a double complex. Set G to be the total complex of this double complex. The double complexT from Lemma 2.7 in our case is G, and the double complex T is:
Theorem 2.10. The complex G constructed in 2.9 is the minimal free resolution of M over R.
Proof: Lemma 2.8 applied in the case of Construction 2.9 implies that G is a free resolution of R/M . The resolution is minimal since the image of the differential is contained in (x 1 , . . . , x n )G by construction.
For an N n -graded free resolution T with Betti numbers β i,α we have the multigraded Poincaré series
where u = (u 1 , . . . , u n ) and u α = u
n . Using the total Betti numbers, we can also write the Poincaré series
Corollary 2.11. The multigraded Poincaré series of R/M over R is
The Poincaré series is
Proof: Define supp(α) = {i | α i = 0}. Tate's resolution [Ta] provides the Poincaré series
(1 + tu
. Therefore, the double complex constructed in 2.9 has generating function
where the coefficient of t p s q is the rank of the free module in the p'th row and the q'th column in the double complex. In order to obtain the Poincaré series of G we set s = t in the above formula. This provides the desired first formula. Furthermore, we set u = (1, . . . , 1) to obtain
Simplifying the above series we obtain the desired second formula.
In the case a 1 = . . . = a n = 2, the first formula in Corollary 2.11 simplifies to
and has been proved by Aramova, Avramov, and Herzog [AAH, Proposition 2.1].
The map σ
We construct a map σ which provides a bijection from the set of monomials to the set of a-monomials (in a polynomial ring with infinitely many variables).
Construction 3.1. We introduce a modification of the map σ from [AHH1] . Consider a new polynomial ring
on infinitely many variables. Set a i = ∞ for i > n. We will construct a map σ from the monomials in S ∞ to the a-monomials in S ∞ .
c be a monomial in S ∞ . Take a table with a i − 1 boxes in the i'th row, for i ≥ 1. We will fill the table from left to the right and from top to bottom. First fill α 1 boxes with x 1 , then put a ball in the next box, and go to the next row. After that go to the next row, fill α 2 boxes with x 2 , then put a ball in the next box. Proceed in this way. Remove the last ball (that is, we do not put a ball after filling with x max(m) ). We consider the table as a table with finitely many rows, that is, we ignore the empty rows. We denote this , and a 1 = a 2 = a 3 = 3, a 4 = a 5 = 4, a 6 = a 7 = a 8 = 6, then Γ(m) is depicted in Fig. 1 
Using indexes the map σ can be described as follows: Let t = max{i | a i = ∞}.
c be a monomial in S ∞ . There exist p 0 = 0 < p 1 < . . . < p c such that we can write
Let I be a monomial ideal minimally generated by monomials m 1 , . . . , m r . Define the ideal
in the polynomial ring k [ x 1 , . . . , x q ], where q is the least integer such that q ≥ n and q ≥ max(σ(m j )) for 1 ≤ j ≤ r.
Some properties of σ are proved in Proposition 3.2.
A monomial m is said to be in the big shadow of a monomial m if m = x i m x j for some x j dividing m and some i < j.
Proposition 3.2.
(1) The map σ is a bijection from the monomials in S ∞ to the a-monomials in S ∞ .
(2) For every monomial m, the table Γ(m) has max(m) − 1 balls. (3) Suppose that I is stable. If u ∈ I is a monomial, then σ(u) is divisible by some σ(m j ).
by some m j . (5) If u and v are monomials in S ∞ such that deg u = deg w and u < lex w, then σ(u) < lex σ(w). (6) Let m be a monomial in S. We have the inequality max(σ(m)) ≤ max(m) + deg(m) − 1 . Equality holds in the case a 1 = . . . = a n = 2. If max(m) + deg(m) ≤ n + 1 , then σ(m) ∈ S.
(8) Let u and w be monomials in S. If σ(u) is in the shadow of σ(w), then there exists a sequence of monomials u 0 = u, u 1 , . . . , u t = w, such that u i is in the big shadow of u i+1 for 0 ≤ i ≤ t − 1. (7) Since a n+1 = ∞, it follows that the boxes filled with x 1 are contained in the first n + 1 rows. Since a i = ∞ for i ≥ n + 1, it follows that the first ball is contained somewhere in the first n + 1 rows, the second ball is contained somewhere in the first n + 2 rows, etc. , the i'th ball is contained somewhere in the first n + i rows. By (2), the table Γ(m) has max(m) − 1 ≤ n − 1 balls. Hence all the balls are contained in the first 2n − 1 rows. Thus, all the variables are contained in the first 2n rows.
for some 1 ≤ j < max(σ(w)). Consider the j'th row of the table Γ(w). Since σ(u) is an a-monomial, it follows that the j'th row is not entirely filled with variables. Therefore, the row contains a ball. We consider two cases: Case (i): Suppose that the ball is not in the last box in the j'th row. In this case Γ(u) is obtained from Γ(w) as follows: (a) move the ball in the j'th row to the next box to the right; (b) fill the box, where the ball was positioned, with the variable x i , where x i is the unique variable that can be positioned there; (c) remove the last x max(σ(w)) variable; (d) if x max(σ(w)) does not divide σ(u), then remove the balls after the last variable in Γ(u), and remove all empty rows at the bottom of the table. We depict an example of the j'th row below:
. Therefore, u is in the shadow of w.
Case (ii):
Suppose that we have a ball in the last box in the j'th row. In this case Γ(u) is obtained from Γ(w) as follows: (a) replace the ball in the j'th row with the variable x i , where x i is the unique variable that can be positioned there; (b) replace each variable x l that appears below the j'th row with x l−1 ; (c) remove the last x max(σ(w)) variable; (d) if x max(σ(w)) does not divide σ(u), then remove the balls after the last variable in Γ(u), and remove all empty rows at the bottom of the table. We depict an example of the j'th, (j + 1)'st, and (j + 2)'nd rows below: Γ(w) :
• Γ(u) :
By (a) and (b) above, it follows that there exists a sequence of monomials u 0 = u, u 1 , . . . , u t = w, such that u i is in the big shadow of u i+1 for 0 ≤ i ≤ t − 1.
Thus, (8) is proved.
The graded Betti numbers of S/I over S are b S i,j (S/I) = dim Tor S i,j (S/I, k). A monomial ideal in S is strongly stable if it contains every monomial that is in the big shadow of some of its monomial generators. We call an a-ideal strongly a-stable if it contains every a-monomial that is in the big shadow of some of its monomial generators. It is easy to show that if I is strongly a-stable and m is an a-monomial that is in the big shadow of some monomial m ∈ I, then m ∈ I. Theorem 3.3. Let I be a stable ideal in S minimally generated by the monomials m 1 , . . . , m r . Set I σ = (σ(m 1 ), . . . , σ(m r ) ). If I σ is a-stable and minimally generated by σ(m 1 ), . . . , σ(m r ), then the graded Betti numbers of I and I σ are the same (note that the Betti numbers are over different rings). Furthermore, if I σ ⊂ S then the Hilbert functions of I and I σ are the same.
Proof: The Eliahou-Kervaire [EK] minimal free resolution of I has basis
where the multidegree of the generator corresponding to the symbol above is m j x i 1 . . . x i q and its homological degree is q.
The minimal generators of I σ are σ(m 1 ), . . . , σ(m r ) and the ideal is a-stable. Therefore, Theorem 2.2 implies that the minimal free resolution of I σ has a basis
where the multidegree of the generator corresponding to the symbol above is σ(m j )x i 1 . . . x i q and its homological degree is q. Fix m j and q. Set u = m j . Consider the sets
. On the other hand, | U σ | equals the number of choices of q different balls in the table Γ(u). Therefore, by Proposition 3.2(2) it follows that
We conclude that the graded Betti numbers of I and I σ are the same. Finally, note that I σ ∈ S 2n by Proposition 3.2(7). The Hilbert functions of the two ideals are the same provided I σ ⊂ S.
Recall that every generic initial ideal is strongly stable if char(k) = 0. So we are interested what happens when I is strongly stable: Proposition 3.4. Let I be an ideal in S minimally generated by the monomials m 1 , . . . , m r . Set I σ = (σ(m 1 ), . . . , σ(m r ) ).
(1) If I is strongly stable, then I σ is a-stable.
(2) If I σ is a-stable, then σ(m 1 ), . . . , σ(m r ) generate I σ minimally. (3) If I is strongly stable, then the graded Betti numbers of I and I σ are the same.
Proof: (1) Fix a 1 ≤ j ≤ r. Let v be an a-monomial in the shadow of σ(m j ). We will show that v ∈ I σ . By Proposition 3.2(8), σ −1 (v) is in the big shadow of m j . Since I is strongly stable, it follows that σ −1 (v) ∈ I. By Proposition 3.2(3), we get that v ∈ I σ .
Therefore, I σ is stable.
(2) We have to show that σ(m 1 ), . . . , σ(m r ) generate I σ minimally. Assume the opposite. After renumbering, we may suppose that that σ(m r ) is in the ideal σ(m 1 ), . . . , σ(m r−1 ) , that is, σ(m r ) is divisible by some σ(m j ) with 1 ≤ j ≤ r − 1.
Since I σ is a-stable, we can apply Proposition 3.2(4) to v = σ(m r ). It follows that m r is divisible by some m j with 1 ≤ j ≤ r − 1. Hence m r is not a minimal generator of I. This is a contradiction.
(3) follows from (1), (2), and Theorem 3.3.
Corollary 3.5. Given a strongly stable ideal I in S we can find an a-stable ideal I in S 2n = k[x 1 , . . . x 2n ] with the same graded Betti numbers.
Strongly σ-stable ideals
If P is an ideal in S minimally generated by a-monomials p 1 , . . . , p r , then define the ideal
Example. We remark that if u is in the shadow of u, then it is not necessarily true that σ(u ) is in the shadow of σ(u). For example, x ) is an example when P is strongly a-stable, but σ −1 (P ) is not stable.
The above example shows that if P is strongly a-stable, then σ −1 (P ) is not necessarily stable. We will put some restrictions on P in order to exclude such examples.
We call a strongly a-stable ideal P (in S) strongly σ-stable if for each minimal generator m of P divisible by x a p −2 p (for some p) but not divisible by x a p −1 p , one of the following two cases holds:
• m = ux Proposition 4.1. If a 1 = . . . = a n = 2, then every square-free strongly stable ideal is strongly σ-stable.
Proposition 4.2. If P is strongly σ-stable, then σ −1 (P ) is stable.
Proof: Fix a minimal generator w = σ(m) of P . Suppose that s = x j m x max(m) for some j < max(m). We want to show that s ∈ σ −1 (P ). By Proposition 3.2(4), it suffices to show that σ(s) ∈ P . Consider the table Γ(m). Let p be such that the ball for x j is in the p'th row. Case (i): Assume that the ball in the p'th row in Γ(m) is not in the last box. In this case we obtain Γ(s) from Γ(m) as follows: (a) move the ball to the next box to the right (b) put x j in the box where the ball was positioned (c) remove the last variable x max(m) (d) if x max(m) does not divide s, then remove the balls after the last variable in Γ(s), and remove all empty rows at the bottom of the table. We depict an example of the p'th row below:
. Since P is a-stable, it follows that σ(s) ∈ P .
Case (2): Assume that the ball in the p'th row in Γ(m) is in the last box. In this case the entire p'th row is filled with x j in Γ(s), and the next row starts with a ball. We depict an example of the p'th row below:
(2) (Herzog-Srinivasan) Denote by γ i the maximal i'th shift in the minimal free resolution of S/T . The following inequality holds
The conjecture holds for stable ideals by [HS, Theorem 3.2] and [HS, Theorem 3.7] . Using these results and our method, we obtain: Theorem 4.5. Conjecture 4.4 holds for any strongly σ-stable ideal in S.
The case when P is a square-free strongly stable ideal was proved in [HS, Theorem 4.3] and [HS, Theorem 4.7] ; our proof is based on a different idea.
Proof: By Corollary 4.3, there exists a stable ideal I with the same graded Betti numbers as P . On the other hand, [HS, Theorem 3.2] and [HS, Theorem 3.7] imply that Conjecture 4.4 holds for I.
Extremal Betti numbers
The following theorem summarizes results on extremal Betti numbers.
Theorem 5.1. (1) Suppose a 1 = . . . = a n = ∞. For every monomial ideal P there exists a lexicographic ideal L with the same Hilbert function over S (Macaulay). Furthermore, L has the greatest graded Betti numbers among all graded ideals with a fixed Hilbert function over S (Bigatti, Hulett, Pardue).
(2) Suppose a 1 = . . . = a n = 2. For every square-free monomial ideal P there exists a square-free lexicographic ideal M with the same Hilbert function over S (Katona, Kruskal). Furthermore, M has the greatest graded Betti numbers among all monomial square-free ideals with a fixed Hilbert function over S. (Aramova, Herzog, Hibi) .
(3) Suppose a 1 = . . . = a n = 2. For every monomial ideal P in the quotient ring R = k[x 1 , . . . , x n ]/(x 2 1 , . . . , x 2 n ) there exists a lexicographic ideal N with the same Hilbert function over R (Katona, Kruskal). Furthermore, N has the greatest graded Betti numbers (over R) among all graded ideals with a fixed Hilbert function over R. (Aramova, Herzog, Hibi) .
It is natural to ask whether similar results hold for arbitrary values of a 1 , . . . , a n .
Example 5.2. Take n = 2, a 1 = a 2 = 3, and P = (x 2 1 , x 2 2 ); in this case, there exists no a-lexicographic ideal with the same Hilbert function as P over S = k[x 1 , x 2 ]. The lexicographic ideal over R with the same Hilbert function as P is M = (x 2 1 , x 1 x 2 ). The graded Betti numbers of M over S are not greater or equal to those of P over S. However, the graded Betti numbers over R of the ideals M and P are equal.
The above simple example shows that generalizing Theorem 5.1(2) to arbitrary a 1 , . . . , a n is not possible. However, it might be possible to generalize Theorem 5.1(3):
Question 5.3. If P is a monomial ideal in R = k[x 1 , . . . , x n ]/(x a 1 1 , . . . , x a n n ), then by [CL] there exists an a-lexicographic ideal L (in R) such that R/L and R/P have the same Hilbert function. Is it true that the Betti numbers b R i (L) of L are greater or equal to the Betti numbers b R i (P ) of P over R?
Note that the ideals P and L can have different Hilbert functions if considered as ideals in S. In contrast, P and L have the same Hilbert function over S in the square-free case a 1 = . . . = a n = 2. In fact, one can study the question whether the lexicographic ideal has the greatest total Betti numbers over R among all graded ideals with a fixed Hilbert function in R.
