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We study the spreading of a bacterial colony undergoing turbulent like collective motion. We
present two minimalistic models to investigate the interplay between population growth and coherent
structures arising from turbulence. Using Direct Numerical Simulation (DNS) of the proposed
models we find that turbulence has two prominent effects on the spatial growth of the colony: (a)
the front speed is enhanced, and (b) the front gets crumpled. Both these effects, which we highlight
by using statistical tools, are markedly different in our two models. We also show that the crumpled
front structure and the passive scalar fronts in random flows are related in certain regimes.
I. INTRODUCTION
Motile bacteria (e.g., Bacillus subtilis) colonies form
spectacular patterns as they spread on the surface of a
Petri dish [1–6]. The exact pattern depends on a vari-
ety of bio-physical conditions such as nutrient and agar
concentration [1], motility [2] etc. In a nutrient-rich en-
vironment, on a soft or hard agar plate, homogeneous
spreading is observed. On a soft-agar plate, at low bac-
teria densities, spreading happens because bacteria per-
form run-and-tumble motion [1]. On a hard agar plate,
on the other hand, dense colonies of non-motile bacte-
ria spread because individuals push each other as they
reproduce [5].
At moderate densities bacteria perform collective mo-
tion to form swarms [7, 8]. Such swarming colonies form
a variety of patterns, such as nearly homogeneous, con-
centric rings, and dendritic branches [7, 9, 10]. More
recent studies have revealed that at high concentrations,
bacterial suspensions can show collective motion which
strikingly resembles fluid turbulence [8, 11, 12]. The size
and speed of typical collective structures is found to be
an order of magnitude larger than the speed and size of
a bacterium. Remarkably, similar to fluid turbulence the
bacteria velocity field shows power-law correlations. Not
surprisingly, therefore, recent studies have used Navier-
Stokes like equations to successfully model the velocity
field of a turbulent bacterial suspension [8, 13].
Earlier numerical studies have modeled colony mor-
phologies by using coupled reaction-diffusion type equa-
tions [14, 15]. Homogeneously spreading colonies of non-
motile bacteria have been successfully modeled using the
Fisher equation, Eq. (1).
∂c
∂t
= D∇2c+ µc
(
1− c
Z
)
. (1)
Here c(x, t) denotes the concentration of a bacterial
colony, µ is the reproduction rate, D is the diffusiv-
ity that models the motion that arises because bacteria
push each other as they grow and reproduce, and Z is
the carrying capacity that we set to 1. Several studies
have successfully used modified forms of Eq. (1) to study
growth of bacteria in different nutrient and agar condi-
tions on a Petri dish. The Fisher equation and its vari-
ants have also been used to study competition between
two species [4, 5, 15, 16]. Here, c(x, t) should be inter-
preted as the volume fraction of one of the two colonies.
The Fisher equation coupled to Navier-Stokes equations
has also been used successfully to study coupling between
hydrodynamics and chemistry [17, 18].
How does the collective motion of bacteria modify the
spreading of a colony? For swarming vortex morphotype
colonies [19], modeling the collective velocity field is es-
sential to observe the correct spreading pattern [20, 21].
However, to the best of our knowledge, there are still no
experimental studies on the growth of colonies in the re-
cently found regime of bacterial turbulence. In this paper
we undertake an exploratory study to investigate the role
of turbulent-like collective motion on colony spreading.
Following the classical work of Fisher [22], we assume an
abundance of nutrients and a homogeneous environment.
We present two minimalistic models to numerically in-
vestigate the spreading of a dense bacterial suspension
that performs turbulent-like collective behavior. Our
study shows that the collective motion: (a) speeds up the
spreading of a colony and (b) the colony front gets crum-
pled as it propagates. The crumpling at the frontiers
is qualitatively similar to the plankton patterns on the
ocean surface, the difference being that in dense bacte-
rial suspensions, stirring is internal whereas, background
flow advects plankton [23–25].
The rest of the paper is organized as follows. We first
introduce the models that we use to study the spreading
of a colony. Next we give an overview of the numerical
method that we use. We then discuss the results ob-
tained from our numerical simulations. We conclude by
providing a discussion of our results.
II. MODEL
Motivated by Wensink et al. [8], we model the motion
of a turbulent bacterial colony using the following equa-
tion for the velocity field. As we are interested in dense
bacterial colonies, we assume density variation is negligi-
ble and enforce an incompressibility constraint ∇ · v = 0
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2[8]:
∂v
dt
= λv × ω −∇p+ (α(c)− β|v|2)v
+Γ(c)∇2v − Γ2∇4v. (2)
Here v(x, t), ω(x, t), and p(x, t) are continuous fields that
describe the velocity, the vorticity, and the pressure field
of a dense bacterial suspension, the coefficients [Γ(c),Γ2]
are the strength of the small-scale stirring and damping,
and the coefficient λ of the Navier-Stokes-like term v ·∇v
is in general non unity because of the lack of Galilean
invariance [26]. The velocity magnitude |v| = √α(c)/β
in absence of all the gradient terms in Eq. (2). |v| = 0
for [α(c) ≤ 0, β > 0] and |v| > 0 otherwise. Because of
the collective motion, the bacterial suspension also gets
advected by the velocity field v. This is easily modeled
by supplementing Eq. (1) with an advection term. The
modified equation for the evolution of the concentration
field is
∂c
∂t
+ v · ∇c = D∇2c+ µc(1− c). (3)
The equations that we use fall broadly under the Toner-
Tu-Ramaswamy class of hydrodynamic equations for
soft-active matter [26–32]. The coefficients α(c) and Γ(c)
model the effect of bacterial concentration on the collec-
tive motion. As we are interested in planar growth of a
colony on a Petri dish-like surface, we study dynamics in
two dimensions.
Below we present two possible choices of [Γ(c),α(c)]
which are of experimental relevance.
1. Model A, Γ(c) ≡ Γ and α(c) ≡ α. We use model
A to study the invasion of one bacterial colony into
another. We assume that both the colonies have
indistinguishable swimming capabilities and are in
turbulent phase. For this model, it is more ap-
propriate to think of c as the concentration of the
invading species.
2. Model B, Γ(c) ≡ Γc and α(c) ≡ αc. We use model
B to study spreading of a bacterial colony on a sur-
face. Our choice α(c) = αc and Γ(c) = Γc ensures
that v = 0 when c = 0.
III. DIRECT NUMERICAL SIMULATIONS
We use a square domain D with each side of length
L = 32pi and discretize it using N2 = 20482 collocation
points. We numerically integrate Eq. (3) using a second-
order explicit finite-difference scheme for spatial deriva-
tives and the Euler method for time integration [25]. To
ensure incompressibility, we write Eq. (2) in vorticity-
stream function formulation Eq. (4) and numerically in-
tegrate it using using a pseudospectral method [33]:
∂ω
∂t
= λ∇× (v × ω) +∇× [α(c)− β|v|2]v
+∇× [Γ(c)∇2v] + Γ2∇4ω. (4)
Here, ψ(x, t) is the streamfunction, v = zˆ × ∇ψ, and
∇2ψ = ω.
We set α = 1, β = 0.5, Γ = −0.045, Γ2 = |Γ|3, and
λ = 3.5 so that the velocity correlation statistics are con-
sistent with that of a quasi-2D B. subtilis suspension [8].
In Fig. 1 we show a typical snapshot of the vorticity
field and the corresponding energy spectrum obtained by
direct numerical simulation of Eq. (2) with Γ(c) ≡ Γ and
α(c) ≡ α. Note that the exponents of 5/3 for low wave
numbers and −8/3 for high wave numbers are consistent
with Ref. [8].
FIG. 1. (Top) The pseudocolor plot of the steady-state vor-
ticity field over a section of our simulation domain obtained
from DNS of Eq. (2) with α(c) = α and Γ(c) = Γ. (Bottom)
The corresponding kinetic energy spectrum E(k) =
∑
k′ |u2k′ |
where k′ ∈ [k − 1/2, k + 1/2]. The peak of the spectrum oc-
curs around km = 6. In agreement with previous studies, we
observe a k5/3 scaling (blue dash-dot) for k < km and a k
−8/3
scaling (black dash) for k > km.
We initialize c as
c(x, y, t = 0) =
{
1, if x ≤ L/100
0, otherwise
and study its evolution for varying diffusivity D and
3growth rate µ.
IV. RESULTS
In the absence of the velocity field v, the concentra-
tion front of width ∼ 8√D/µ propagates from left to
right with a speed ∼ 2√Dµ (Fisher velocity) [22, 34, 35].
What happens when bacteria perform collective motion
that resembles turbulence?
Using model A and model B, we now systematically
characterize the properties of colonies performing tur-
bulence like collective motion. We study how bacterial
turbulence modifies the spatiotemporal structure of the
spreading or invasion of a colony. We conduct mea-
surements in the spatiotemporal window where the front
moves with a constant velocity and is L/3 distance away
from the left and right boundaries.
A. Front propagation in Model A
Using model A, we investigate the invasion of a motile
colony with a selective advantage µ into another motile
colony. In Fig. 2 we show typical snapshots of the con-
centration profile for the representative values of diffusiv-
ity D and growth rate µ. The interface becomes rough
because of the advecting velocity field v. The interface
roughness increases on reducing D and µ. In particular
for a fixed D, the undulations of the concentration front
become more compact on increasing µ. On the other
hand, for a fixed µ, undulations of concentration front
are enhanced on reducing D. Physically, a large value of
D implies that the motion because of bacteria pushing
each other overwhelms the collective behavior. In this
regime, as observed in Fig. 2, we indeed find that col-
lective motion has a very minor effect on the front. We
quantify these observations in the following sections.
B. Front propagation in Model B
We use model B to investigate spreading of a motile
colony with doubling time µ. In Fig. 3 we show typical
snapshots of the concentration field for the representative
values of diffusivity D and growth rate µ. Here again,
the presence of collective motion leads to roughing of the
interface. However, unlike model A, in model B velocity
is present only where bacteria concentration is nonzero.
This leads to formation of finger-like patterns in model
B that are absent in model A for the same values of D
and µ (compare Figs. 2 and 3).
C. Front speed: Model A versus Model B
We now investigate the speed of the concentration
front for the two models. The front speed is calculated
as
Vf = d
dt
[
1
L
∫
c(x, t)dxdy
]
. (5)
We have verified that in absence of v, Vf = 2
√
Dµ. As
turbulence enhances the effective diffusivity of a scalar
(e.g., temperature), in the same way we expect that
presence of motility (bacterial turbulence) would enhance
bacterial diffusivity D and hence Vf . In Fig. 4 we plot
Vf versus D for the two models for µ = 0.05, 0.1, 0.5,
and 1. It is clear that the front speed for model A is
larger than model B. This is because for model A both
the species are motile and hence v is non zero and of
the same magnitude everywhere, whereas for model B,
v is non zero only where c 6= 0. For model A, we can
estimate the turbulent diffusivity as Dt = v0/km ≈ 0.17
where, v0 ≡
√
Γ3/Γ2 = 1 is the characteristic velocity of
the turbulent flow [8] (see Appendix for a detailed calcu-
lation of Dt). Thus the front speed in the presence of tur-
bulence for model A can be estimated as 2
√
µ(D +Dt),
which is in close agreement with the result of our DNS
(see Fig. 4). In the limit D → 0, the front speed is com-
pletely determined by turbulent diffusivity Vf ∼ 2
√
Dtµ.
This explains the roughness of the interface at lower val-
ues of D. On the other hand, when D  Dt, collective
motion is irrelevant and Vf ∼ 2
√
Dµ for the two models.
D. Multivalued nature of the propagation front
As a result of underlying turbulence, the front struc-
ture gets distorted. From Figs. 2 and 3 it is clear
that at the interface, c(x) ≈ 0.5. We define NI ≡
〈∑(i,j) δ[c(xi, yj , t)− 0.5]/N〉 as a preliminary estimator
of the front structure. Here 0 ≤ (i, j) < N are the Carte-
sian grid indices in our simulation domain D, and 0 ≤〈·〉
indicates temporal averaging. Thus for a front without
overhangs, NI = 1, whereas NI = N if c = 0.5 over the
entire domain. The plot in Fig. 5 shows that at large
values of D, NI = 1, indicating the smooth nature of
the front. On reducing D, NI keeps on increasing mono-
tonically, indicating the enhanced roughness of the front.
We do not observe any significant difference in NI be-
tween model A and Model B except for very small value
of D. This qualitative dependence does not change on
varying µ. We would like to point that for small values
of D, NI is larger for model A in comparison to model B.
This is because in Model A turbulence is present over the
entire domain and leads to enhanced stirring and forma-
tion of small-scale structures. The enhanced small-scale
structure is also consistent with our earlier observations
about larger front speeds Vf for model A in comparison
to model B (Sec. IV C, Fig. 4).
From visual inspection (see Figs. 2 and 3) it is clear
that although model A and model B have similar values
of NI , the sizes of interface undulations are significantly
different for the two models (see Figs. 2 and 3). To quan-
tify these differences, we first need to identify a front in
4FIG. 2. Pseudocolor plots of the concentration fields for model A for representative values of D and µ. To emphasize the
front structure, we show a square window of side length ≈ L/4. Blue indicates regions of high concentration (c ≥ 0.5), and
yellow indicates regions of low concentration.
the concentration field c(x, t0) at a time instant t0. We
use the biased random walk algorithm (BRWA) [36] to
identify a locus of points (or a hull) hi ≡ (xi, yi) such
that c(hi, t0) = 0.5, where the hull index 0 ≤ i ≤ Nh and
0 ≤ (xi, yi) ≤ L are the Cartesian points in our simu-
lation domain D. Connecting the points of the hull, we
get a continuous curve that starts at the bottom of the
domain y = 0 and ends at the top y = L. Figure 5(inset)
shows a representative plot of the c = 0.5 hull overlaid
on the pseudocolor plot of the concentration field.
1. Hull width
We start our analysis by calculating the hull width
σh = 〈[ 1Nh
∑Nh
i=0 x
2
i − ( 1Nh
∑Nh
i=0 xi)
2]1/2〉 (standard devi-
ation of the x coordinate of the hull). Here, 〈[·]〉 indicates
temporal averaging. In Fig. 6, we plot σh as a function
of 2
√
Dµ (the intrinsic front velocity in absence of col-
lective motion) for the two models. When the typical
turbulent velocity v0  2
√
Dµ, the intrinsic diffusion
dominates over turbulence and the two models behave in
the same way. On the other hand for v0  2
√
Dµ, σh for
model B is larger than model A. This is consistent with
our observation about the presence of large, plume-like
structures in model B (see Figs. 2 and 3).
5FIG. 3. Pseudocolor plots of the concentration fields for model B for representative values of D and µ. We only show a square
window with each side ≈ L/4 to emphasise the front-structure. Blue indicates regions of high concentration (c ≥ 0.5) and
yellow indicates regions of low concentration. Note that interface undulations in model B are larger in comparison to model A
(see Fig. 2).
2. Hull fractal dimension
We now study the fractal dimension of the hull using an
equispaced polygon method [36]. Consider a hull consist-
ing of a sequence of points (x0, y0), (x1, y1).....(xNh , yNh),
and the average distance between points separated by i
steps is
d(i) =
Nh−i∑
j=0
dj(i)/(Nh − i+ 1). (6)
Here, 0 ≤ i ≤ Nh − 1 and dj(i) =√
(xj − xj+i)2 + (yj − yj+i)2. For a fixed number
of steps i, the average distance and the fractal dimension
are related as d(i) ∝ i1/df [36]. In Figs. 7(a) and 7(b) we
plot d(i) versus i for different values of D and µ for the
two models. For large values of D, independent of µ and
except for very small scales, we find that d ∝ i i.e., the
front is essentially flat df = 1. For small values of D, the
presence of bacterial stirring leads to front undulations.
We find a decade-long scaling range with d(i) ∝ i4/7 or
df = 7/4 around the typical eddy scale (d ≈ 2pi/km)
and d(i) ∝ i for i  2pi/km. Note that df = 7/4 also
for purely diffusive fronts [37]. Thus, df = 7/4 further
supports our modeling of bacterial turbulence by an
effective diffusivity. To highlight the difference between
6FIG. 4. Turbulent front speed Vf versus diffusivity D for
µ = 0.05 (square), µ = 0.5 (circle), µ = 0.1 (triangle), and
µ = 1.0 (diamond) for model A (filled symbols) and model
B (empty symbols). Dashed lines show the corresponding
front speed estimated by eddy diffusivity approximation Vf =
2
√
(D +Dt)µ with Dt = 0.17 for model A.
FIG. 5. Average number of intersections (NI) as a function
of the diffusivity D for µ = 0.05. For D > 0.1 the front is
essentially single valued. We do not observe any significant
dependence of NI on µ (not shown here). The inset shows
a zoomed in snapshot of the concentration field along with
the c = 0.5 hull h (white curve) obtained by using BRWA
for D = 0.004 and µ = 0.05. Because of the underlying
turbulence, the hull h is multivalued at several locations.
model A and model B, in Fig. 7(c) we plot the local
slope m ≡ d log d/d log i versus i. As discussed earlier,
we find that for large D, m → 1. However, for small D
we observe that the region with 4/7 scaling for model
A appears at a slightly earlier stage than model B.
We believe this is because in model A the bacterial
stirring is present on both sides of the front, whereas
for model B it is only present in regions with c = 1.
Similar cross over from df ' 7/4 to df = 1 has also
been observed in earlier studies on front propagation
FIG. 6. Standard deviation σh of the front height with re-
spect to its mean position as function of 2
√
Dµ. Note that for
v0  2√Dµ, σh is dramatically different for the two models
indicating presence of large plume like structures in Model B.
in 2d microscopic simulations of diffusing particles [37],
the stochastic Fisher-Kolmogorov-Petrovsky-Piskunov
(sFKPP) equation [38], and in vegetation fronts [36]. We
would like to point out that in the case of sFKPP, the
front undulations are driven by a stochastic noise that
models fluctuations in the size of the bacteria population
[5, 16], whereas in our study collective motion of the
bacteria causes front undulations and also sets up the
scale at which cross over in df takes place.
V. CONCENTRATION SPECTRUM
To further quantify the statistical properties of
the undulating interface, we now study the spec-
trum of fluctuations in the concentration field arising
from bacterial turbulence. This is expressed as :
C(k) =
∑
k−1/2≤k′≤k+1/2 |c′2k | where, c′ = c− (
∫
cdy)/L.
The plot in Fig. 8 shows C(k) versus k for model A and
model B.
C(k) for model A [Fig. 8(left)]. The spectrum is flat
and does not show any scaling behavior for k < km. For
k > km and large D = 0.4, diffusion is dominant and the
spectrum falls off sharply. At small D = 0.004, interface
modulation because of turbulence becomes dominant
and we observe a small regime showing C(k) ∼ k−1
scaling. The k−1 scaling appears because at small scales
the undulations because of stirring are similar to those
of a passive-scalar stirred by random flow which shows
the k−1 Bachelor scaling [39, 40].
C(k) for model B [Fig. 8(right)]. Here the spectral
properties are more intriguing. For D = 0.4 and µ = 1.0,
the amplitude variations are of the same order as model
A, but we observe a k−1 regime for k < km. For small D
7FIG. 7. Average distance between points d(i) versus distance index i plotted on log-log axes for (a) model A and (b) model
B for different values of D, and µ. (c) Semilog plot of the local slope m for model A [D = 4 · 10−3 (red empty square), and
D = 4 · 10−1 (red filled square)] and model B [D = 4 · 10−3 (black empty circle), and D = 4 · 10−1 (black filled circle)] at fixed
µ = 5 · 10−2. Horizontal dashed lines indicate m = 4/7 and m = 1.
FIG. 8. Concentration spectra for model A (left) and model B (right) for varying diffusivity D = 0.004, and 0.4, and µ = 0.05,
and 1.0. The blue line indicates the Bachelor scaling k−1 and the vertical dashed line indicates km.
and µ = 0.05, 1.0, we observe that both large and small
scale undulations are present (see Fig. 3). This shows up
as an extended k−1 scaling regime in the Fourier space.
The intermediate case with D = 0.4 and µ = 0.05 is the
most intriguing. We observe the presence of large-scale
undulations but no small-scale plume-like structures or
finger-like patterns (Fig.3). The C(k) spectrum for this
case is much steeper than k−1, and the spectral content
is close to the D = 0.004, µ = 0.05 case for k < km and
is close to the D = 0.4, µ = 1.0 case for k > km.
VI. CONCLUSION
We proposed two minimalistic models to study colony
front propagation in dense colonies of motile bacte-
ria performing turbulence like collective motion. We
study two scenarios: (a) invasion of one colony over
the other (model A) and (b) spreading of colony on a
Petri dish (model B). We find that the presence of col-
lective turbulence-like motion always enhances the front
propagation speed. We highlight the similarities and the
differences between the two models.In particular, model
B allows for large-scale undulations which are absent in
model A. We quantify the fractal structure of the front
and show that the fractal dimension of the front around
the stirring scales is df = 7/4. Finally, we also show
that, for certain parameter values, the concentration fluc-
tuations arising from bacterial turbulence are similar to
those of passive scalar stirred by a random flow. Earlier
experiments have investigated spreading of dense colonies
of non-motile bacteria or of motile bacteria that form
swarms. We hope that our simulations will stimulate
new experimental studies on the spreading of colonies in
this regime of bacterial turbulence.
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µ
0.05 0.1 0.5 1.0
0.004 0.20 0.21 0.18 0.18
0.05 0.19 0.19 0.19 0.18
0.1 0.17 0.18 0.18 0.16
0.4 0.10 0.10 0.11 0.11
TABLE I. Numerical estimate of turbulent diffusivity Dt ≡
vxc′/∂xc for different values of D and µ obtained from our
direct numerical simulations.
Appendix: Eddy diffusivity for model A
Using the procedure outlined in Ref. [17], we now
briefly describe the methodology to obtain the eddy dif-
fusivity for model A. Assuming very small variations
of the concentration field perpendicular to the direction
of front propagation, we decompose these as c(x, y) =
c(x)+ c′(x, y). Here the overline indicates averaging over
the y direction f(x) ≡ 1L
∫ L
0
f(x, y)dy and dashed quan-
tities represent the magnitude of variations from the y-
averaged value as a result of turbulent fluctuations. It
should be noted that these variations themselves have
zero mean. Because the velocity field is homogeneous
and isotropic v = 0. From Eq. (3) we obtain the equa-
tions for c and c′:
∂c
∂t
= −∂xF − µH + µc(1− c) +D∂xxc, (A.1)
∂c′
∂t
= µc′(1− 2c)−∇ · (vc+ vc′) + ∂xF
−µ(c′2 −H) +D∇2c′. (A.2)
Here H = c′2 and F = vc′ are, respectively, the autocor-
relation and flux of the turbulent fluctuations in the con-
centration field. We describe their time evolution here.
From our numerical simulations, we find that H is negli-
gible. We further assume: (a) the turbulence time scales
are smaller than the scales associated with the front so
that the time variation of the turbulent fluctuations in
the velocity field can be ignored in the evolution equa-
tion for F ; (b) isotropic velocity field vv = v2I; and (c)
the τ approximation vv · ∇c′ = vc′/τ [17]. Then from
Eq. (A.2) we find that F boils down to a scalar quantity
F obeying the following equation:
∂F
∂t
= −v2∂xc− F
τF
. (A.3)
Here 1τF =
1
τ − µ(1− 2c), τF is the relaxation time for F
[17], and I is the identity matrix. Assuming that F does
not vary over the front propagation time scales, using
Eq. (A.3), we get the Fickian form F = −Dt∂xc, where
Dt = −τF v2 and v = vrms/
√
2. Because the Fisher front
propagates along the horizontal (x) direction, the varia-
tions along the vertical (y) direction have been neglected.
We, therefore, estimate the eddy diffusivity for our sim-
ulations as Dt = vxc′/(∂xc), where vx is the horizontal
component of the velocity. The numerical estimate of Dt
for various values of D and µ are tabulated in Table I. We
find that Dt varies between 0.1 and 0.2 and is very close
with the eddy-diffusivity estimate Dt = v0/km ≈ 0.17
that we use in the main text.
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