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Discrete Riemann surfaces:
linear discretization and its convergence
Alexander Bobenko and Mikhail Skopenkov
Abstract
We develop linear discretization of complex analysis, originally introduced by R. Isaacs,
J. Ferrand, R. Duffin, and C. Mercat. We prove convergence of discrete period matrices
and discrete Abelian integrals to their continuous counterparts. We also prove a discrete
counterpart of the Riemann–Roch theorem. The proofs use energy estimates inspired by
electrical networks.
Keywords: Discrete analytic function, Riemann surface, Abelian integral, period matrix,
Dirichlet energy.
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1 Introduction
The history of linear discretizations of harmonic and holomorphic functions can be traced back to
the early finite-element literature [10, 11]. The discretization of the Dirichlet variational principle
leads to linear discretizations of the Laplace equation and of the Cauchy–Riemann equations on a
square grid. Lelong-Ferrand developed the theory of discrete harmonic and holomorphic functions
on a square grid to a level that allowed her to prove the Riemann mapping theorem [14, 17]. Duffin
took first steps to extend the theory beyond the square grid. He considered arbitrary triangulations
of planar domains and discovered the now famous cotan-weights [12]. The cotan-Laplace-operator
turned out to be important in discrete differential geometry of surfaces [23] and in computer graph-
ics [22].
A striking feature of some 2-dimensional discrete models in statistical physics is that they exhibit
conformally invariant properties in the scaling limit: for site percolation on a triangular grid [30],
for the random cluster model [31], for the Ising model [8], for domino tiling [16]. In all cases, the
linear theory of discrete analytic functions on regular grids was instrumental.
Mercat generalized the linear theory from planar domains to discrete Riemann surfaces [18] and
in particular introduced discrete period matrices [21]. Numerical experiments to compute period
matrices for triangulated surfaces and compare them with known period matrices for the smooth
surfaces were performed in [3]. First attempts to prove the convergence were made in [20] but it
remained an open problem; see Remark 7.6.
A very different “nonlocal” linear theory for discrete holomorphic functions on triangulated
surfaces was introduced by Wilson [36]. For this discretization the convergence of period matrices
to their continuous counterparts is also discussed in [36]. Yet another linear theory for discrete
holomorphic functions on regular triangle lattices, due to Dynnikov–Novikov [13], was motivated
by the theory of integrable systems. A discretization of the Riemann–Roch theorem for graphs was
introduced by Baker–Norine [1].
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Important nonlinear discrete models of complex analysis and Riemann surfaces involve circle
packings or, more generally, patterns of intersecting or disjoint circles [34, 25, 33]. The linear
theory of discrete holomorphic functions on square grid can be obtained by linearization from the
nonlinear circle pattern theory. Discrete holomorphic functions describe infinitesimal deformations
of circle patterns [4]. A strikingly simple concept of discrete conformal equivalence for triangle
meshes leads to a new nonlinear model of discrete Riemann surfaces [32], [5].
The problem of convergence of discrete analytic functions to their continuous counterparts is cer-
tainly one of the most important issues. Convergence for the linear theory was proved by Courant–
Friedrichs–Lewy [10] for square lattices, by Chelkak–Smirnov [9] for rhombic lattices, and by one of
the authors [27] for orthogonal quadrilateral lattices. Although there are some striking convergence
results [25, 26, 15], see also [7], the situation is far from satisfying.
In this paper we prove convergence of discrete period matrices (Theorem 2.5) and discrete
Abelian integrals (Theorem 2.6) to their continuous counterparts. In particular, we obtain an error
estimate (3) for period matrices. We also prove a discrete analogue of the Riemann–Roch theorem
(Theorem 6.6).
The proofs use energy estimates inspired by electrical networks, which is a highly nontrivial
extension of [27] to the case when the curvature is present. Energy estimates allow to prove con-
vergence of discrete period matrices directly, without proving convergence of Abelian integrals first
(as in previous approaches). An elementary introduction to our method can be found in [28, 29].
Main results of the paper are stated in Section 2 and proved in Sections 3–5. Discrete Riemann–
Roch theorem is stated and proved in Section 6. A generalization of our setup, results of numerical
experiments, and some open problems are given in Section 7.
2 Main ideas
2.1 Discrete harmonic and discrete analytic functions
Let S be a polyhedral surface, i.e., an oriented 2-dimensional manifold without boundary equipped
with a piecewise flat metric having isolated conical singularities. An example of a polyhedral
surface is the surface of a polyhedron in 3-dimensional space. Let T be a geodesic triangulation of
the polyhedral surface S such that all faces are flat triangles; in particular, all the singular points
of the metric are vertices of T . Denote by T 0, T 1, ~T 1, T 2 the sets of vertices, edges, oriented edges,
faces, respectively. Introduce cotan edge weights by the formula
c(e) =
1
2
cotαe +
1
2
cot βe,
where αe and βe are the angles opposite to an edge e ∈ T 1 in the 2 triangles sharing e; see Figure 1.
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Figure 1: Notation associated with an edge e ∈ T 1; see Section 2.1 for explanation.
A function u : T 0 → R is discrete harmonic, if for each vertex z ∈ T 0 we have∑
xy∈T 1 :x=z
c(xy)(u(x)− u(y)) = 0. (1)
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Example 2.1. (See Figure 2 to the left) Let T˜ be an infinite square grid in the plane with the
SW–NE diagonal drawn in each square. Then the sides of the squares have unit weights and the
weights of diagonals vanish. Thus a function on the vertices of T˜ is discrete harmonic, if and only if
the value at a vertex equals the average of the values at the neighbors (diagonal neighbors are not
taken into account).
For an oriented edge e ∈ ~T 1 denote by he ∈ T 0, te ∈ T 0, le ∈ T 2, re ∈ T 2 the head, the tail, the
left shore, the right shore of e, respectively; see Figure 1. Two functions u : T 0 → R and v : T 2 → R
are conjugate, if for each oriented edge e ∈ ~T 1 we have
v(le)− v(re) = c(e)(u(he)− u(te)). (2)
The pair f = (u : T 0 → R, v : T 2 → R) of two conjugate functions is called a discrete analytic
function; see an example in Figure 2 to the left. We write Ref := u and Imf := v. We write
f = const, if both u and v are constant functions, not necessarily equal to each other. A direct
checking shows that on simply-connected surfaces S discrete harmonic functions are precisely the
real parts of discrete analytic functions.
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Figure 2: The plane (left) is the universal covering of a torus (right). The triangulation T˜ covers
the “triangulation” T of the torus. The deck transformations of the covering are translations along
the vectors dα1 and dβ1. Numbers represent the values of a discrete analytic function, namely, the
discrete Abelian integral φ1T of the first kind. Bold numbers near the vertices are the values of the
real part Reφ1T . It is a discrete harmonic function. Thin numbers inside the faces are the values of
the imaginary part Imφ1T . See Examples 2.1 and 2.2 for the details.
2.2 Discrete Abelian integrals of the first kind
We are going to consider multi-valued functions on the vertices and the faces of the triangulation
T . Informally, a multi-valued function is the one whose value changes after performing a nontrivial
loop on the surface S. For formal definition we need the following notions.
In what follows assume that the surface S is closed and has genus g ≥ 1. Denote by p : S˜ → S
the universal covering of S and by p : T˜ → T the induced universal covering of T . Fix a base
point z0 ∈ S˜ and closed paths α1, . . . , αg, β1, . . . , βg : [0, 1] → S forming a standard basis of the
fundamental group π1(S, pz0) so that α1β1α
−1
1 β
−1
1 . . . αgβgα
−1
g β
−1
g is null-homotopic. Each closed
path α : [0, 1]→ S with α(0) = α(1) = pz0 determines the deck transformation dα : S˜ → S˜, i.e., the
homeomorphism such that p◦dα = p and dα(z0) = α˜(1), where α˜ : R→ S˜ is the lift of α : [0, 1]→ S
such that α˜(0) = z0. The induced deck transformation of T˜ is also denoted by dα : T˜ → T˜ .
A multi-valued function with periods A1, . . . , Ag, B1, . . . , Bg ∈ C is a pair of functions f =
3
(Ref : T˜ 0 → R, Imf : T˜ 2 → R) such that for each k = 1, . . . , g and each z ∈ T˜ 0, w ∈ T˜ 2 we have
[Ref ](dαkz)− [Ref ](z) = ReAk; [Ref ](dβkz)− [Ref ](z) = ReBk;
[Imf ](dαkw)− [Imf ](w) = ImAk; [Imf ](dβkw)− [Imf ](w) = ImBk.
The numbers A1, . . . , Ag and B1, . . . , Bg are called the A-periods and the B-periods of the multi-
valued function f , respectively. A multi-valued discrete analytic function is called a discrete Abelian
integral of the 1st kind or discrete holomorphic integral.
Example 2.2. (See Figure 2.) Let S be the surface obtained by gluing opposite sides of a unit
square. Let T be the “triangulation” obtained by drawing the SE–NW diagonal of the square. Then
S˜ is the complex plane C and T˜ is the triangulation from Example 2.1. The deck transformations
dα1, dβ1 : S˜ → S˜ are unit translations along the sides of the squares. For a face w ∈ T˜ 2 denote by
w∗ the circumcenter of w. Then a discrete Abelian integral of the 1st kind with the period A1 ∈ C
is given by the formulae [Ref ](z) := Re(A1z) for each vertex z ∈ T˜ 0 and [Imf ](w) := Im(A1w∗)
for each face w ∈ T˜ 2. Actually these formulae produce discrete Abelian integrals of the 1st kind on
any triangulated flat torus S = C/(Z+ Zη), where η ∈ C− R.
2.3 Discrete period matrices
To proceed we need the following theorem essentially due to Mercat. It is proved in Section 3.3.
First Existence and Uniqueness Theorem 2.3. For any numbers A1, . . . , Ag ∈ C there exists
a discrete Abelian integral of the 1st kind with A-periods A1, . . . , Ag. It is unique up to constant.
For each l = 1, . . . , g denote by φlT = (Reφ
l
T : T˜
0 → R, ImφlT : T˜ 2 → R) the unique (up to
constant) discrete Abelian integral of the 1st kind with A-periods given by the formula Ak = δkl,
where k = 1, . . . , g. The g × g matrix ΠT whose l-th column is formed by the B-periods of φlT ,
where l = 1, . . . , g, is called the period matrix of the triangulation T .
Example 2.4. Let T be an arbitrary triangulation of a flat torus S = C/(Z+Zη) with η ∈ C−R.
Then ΠT = η = ΠS by the explicit construction of discrete Abelian integrals in Example 2.2.
2.4 Convergence of discrete period matrices
The polyhedral surface S has a natural complex structure (see Section 4.2). Indeed, identify each
face w ∈ T˜ 2 with a triangle in the complex plane C by an orientation-preserving isometry. A
function f : S˜ → C is analytic, if it is continuous and its restriction to the interior of each face is
analytic. Given the notion of an analytic function, a basis of Abelian integrals φlS : S˜ → C of the
first kind and the period matrix ΠS of the surface S are defined analogously to the discrete case
above. The aperture of a vertex z ∈ T 0 is the sum of all the face angles meeting at the vertex.
Denote by γz the value 2π divided by the aperture. Denote γS := min{1,minz∈T 0 γz}. Clearly, the
value γS depends only on the metric of S. For a g × g matrix Π denote ‖Π‖ :=
√∑
1≤k,l≤g |Πkl|2.
Convergence Theorem for Period Matrices 2.5. For each δ > 0 there are two constants
Constδ,S, constδ,S > 0 depending only on δ and the metric of the surface S such that for any trian-
gulation T of S with the maximal edge length h < constδ,S and with the minimal face angle > δ we
have
‖ΠT −ΠS‖ ≤ Constδ,S ·

h, if γS > 1/2;
h| log h|, if γS = 1/2;
h2γS , if γS < 1/2.
(3)
In particular, for a sequence of triangulations of the surface S with the maximal edge length
tending to zero and with face angles bounded from zero the discrete period matrices converge to
the period matrix ΠS. The approximation order in (3) agrees with numerical experiments; see
Section 7.3. Theorem 2.5 is proved in Section 4.4.
4
2.5 Convergence of discrete Abelian integrals of the first kind
To state the next result we need the following notions. We say that a discrete Abelian integral
φlT = (Reφ
l
T : T˜
0 → R, ImφlT : T˜ 2 → R) of the first kind is normalized at a vertex z ∈ T˜ 0 and a face
w ∈ T˜ 2, if [ReφlT ](z) = [ImφlT ](w) = 0. Similarly, we say that an Abelian integral φlS : S˜ → C is
normalized at a point z ∈ S˜, if φlS(z) = 0.
A triangulation T is Delaunay, if for each edge e ∈ T 1 we have αe + βe ≤ π. Any polyhedral
surface has an (essentially unique) Delaunay triangulation [6, 24]. Let {Tn} be a sequence of
triangulations of the surface S such that all the faces are flat triangles (the piecewise-flat metric
on the surface S is fixed and does not depend on n). The sequence of triangulations {Tn} is
nondegenerate uniform, if there is a constant Const (not depending on n) such that for each member
of the sequence:
(A) the angles of each face are greater than 1/Const;
(D) for each edge the sum of opposite angles in the two triangles containing the edge is less than
π − 1/Const (in particular, the triangulation is Delaunay);
(U) the number of vertices in an arbitrary intrinsic disk of radius equal to the maximal edge length
is less than Const.
A sequence of pairs of functions fn = (Refn : T˜
0
n → R, Imfn : T˜ 2n → R) converges to a function
f : S˜ → C uniformly on each compact subset, if for each compact set K ⊂ S˜ we have
max
z∈K∩T˜ 0n
|[Refn](z)− Ref(z)| → 0 and max
xyz∈T˜ 2n:K∩xyz 6=∅
|[Imfn](xyz)− Imf(z)| → 0 as n→∞.
Convergence Theorem for Abelian Integrals 2.6. Let {Tn} be a nondegenerate uniform se-
quence of Delaunay triangulations of S with maximal edge length approaching zero as n → ∞.
Let zn ∈ T˜ 0n be a sequence of vertices converging to a point z0 ∈ S˜. Let wn ∈ T˜ 2n be a sequence
of faces with the vertices converging to z0. Then for each 1 ≤ l ≤ g the discrete Abelian inte-
grals φlTn = (Reφ
l
Tn
: T˜ 0n → R, ImφlTn : T˜ 2n → R) of the 1st kind normalized at zn and wn converge
uniformly on each compact set to the Abelian integral φlS : S˜ → C of the 1st kind normalized at z0.
This theorem is proved in Section 5.4.
2.6 Convergence of energy
Our results are proved by energy estimates inspired by alternating-current networks. Let us state
our main lemma establishing convergence of energy.
Multi-valued functions T˜ 0 → R, T˜ 2 → R, and S˜ → R are defined analogously to the multi-valued
functions from Section 2.2. For each multi-valued function u : T˜ 0 → R and each edge xy ∈ T 1 the
difference u(x)− u(y) is well-defined. The energy of the multi-valued function is
ET (u) :=
∑
xy∈T 1
c(xy)(u(x)− u(y))2.
For each multi-valued function u : S˜ → R and each point inside a face w ∈ T 2 the gradient ∇u is
well-defined. The energy of the multi-valued function is
ES(u) :=
∑
w∈T 2
∫
w
|∇u|2 dxdy.
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Energy Convergence Lemma 2.7. For each δ > 0 and each smooth multi-valued function u : S˜ →
R there are two constants Constu,δ,S, constu,δ,S > 0 such that for any triangulation T of S with the
maximal edge length h < constu,δ,S and with the minimal face angle > δ we have
|ET (u
∣∣
T˜ 0 )− ES(u)| ≤ Constu,δ,S ·

h, if γS > 1/2;
h| log h|, if γS = 1/2;
h2γS , if γS < 1/2.
Such approximation order is informally explained as follows. There are two competing main
sources of energy approximation error. In the flat regions apart from singular points there is a nice
approximation with the error of order h. In the h-neighborhood of conical singularities there is
essentially no approximation, and the error has order of the energy itself, i.e., h2γS . Depending on
whether γS > 1/2 or γS < 1/2, one of the error sources dominates.
The assumption on the minimal face angle in the lemma cannot be dropped; see Example 4.14.
The lemma is proved in Section 4.3.
3 Discrete period matrices
In this section we prove basic properties of discrete period matrices.
3.1 Riemann Bilinear Identity
We start with the following result. In what follows fix an arbitrary orientation of each edge of T 1.
Riemann Bilinear Identity 3.1. Let u : T˜ 0 → R and u′ : T˜ 2 → R be two multi-valued functions
with periods A1, . . . , Ag, B1, . . . , Bg and A
′
1, . . . , A
′
g, B
′
1, . . . , B
′
g, respectively. Then
∑
e∈T 1
(u′(le)− u′(re))(u(he)− u(te)) =
g∑
k=1
(AkB
′
k −BkA′k).
The left-hand side of this identity makes sense for an arbitrary cell decomposition T , not nec-
essarily a triangulation and not necessarily equipped with a metric. Such generalization appears in
the following example.
. . .
. . .
re4k−2
re4k−1
le4k−2 = le4k−1
te4k−2
he4k−2 = te4k−1
he4k−1
e4k−1
e4k
e4k−3
e4k−2
dα̂k
dβ̂k
dα̂k
dβ̂k
Figure 3: Action of deck transformations on the universal covering of the canonical cell decompo-
sition; see Example 3.2 for the details.
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Example 3.2. A canonical cell decomposition T of a surface S of genus g is obtained from a 4g-gon
with the sides e1 . . . e4g oriented counterclockwise by gluing together the pairs of sides e4k−3, e4k−1
and e4k−2, e4k for each k = 1, . . . , g with orientation reversal. The 4g-gon itself is considered as a
face of the universal cover T˜ ; see Figure 3. The paths αk := pe4k−3 and βk := pe4k−2 for k = 1, . . . , g
going along the sides of the 4g-gon form a standard basis of the fundamental group of S. It is easy
to see that there are deck transformations dα̂k , dβ̂k : T˜ → T˜ such that
dα̂khe4k−1 = te4k−1 ; dα̂k le4k−2 = re4k−2 ;
dβ̂kte4k−2 = he4k−2 ; dβ̂kle4k−1 = re4k−1 ;
where α̂k and β̂k are appropriate elements of π1(S, pz0) conjugate to αk and βk, respectively. Indeed,
if the base point z0 = he4k−1 then we can just take α̂k = αk, and change of the base point leads to
conjugation in π1(S, pz0). This implies that
u(te4k−1)− u(he4k−1) = Ak; u′(re4k−2)− u′(le4k−2) = A′k;
u(he4k−2)− u(te4k−2) = Bk; u′(re4k−1)− u′(le4k−1) = B′k.
Thus for the canonical cell decomposition Riemann Bilinear Identity 3.1 is checked directly:
∑
e∈T 1
(u′(le)− u′(re))(u(he)− u(te)) =
g∑
k=1
(u′(le4k−1)− u′(re4k−1))(u(he4k−1)− u(te4k−1))
+
g∑
k=1
(u′(le4k−2)− u′(re4k−2))(u(he4k−2)− u(te4k−2))
=
g∑
k=1
(AkB
′
k −BkA′k).
Now we proceed to general triangulations. Note that there are triangulations which are not
subdivisions of the canonical cell decomposition, e.g., a triangulation of a surface of genus g > 3
with all vertex degrees < 2g. To prove the identity for general triangulations we need the following
auxiliary assertion.
Stokes’ Formula 3.3. Let T̂ ⊂ T˜ be a triangulated polygon. Then∑
e∈T̂ 1
(u′(le)− u′(re))(u(he)− u(te)) =
∑
e∈(∂T̂ )1
u′(re)(u(te)− u(he)),
where each edge e ∈ (∂T̂ )1 is oriented so that le ⊂ T̂ .
Proof. In the case when the polygon T̂ is a single face of the triangulation T˜ Stokes’ formula is
checked directly. Sum such Stokes’ formulas over all the faces of the triangulated polygon T̂ . Each
interior edge e appears two times with each of the two possible orientations. Hence it contributes
2(v(le)− v(re))(u(he)− u(te)) to the left-hand side of the sum, and (v(re)− v(le))(u(te)− u(he)) to
the right-hand side. Canceling the repeating terms, we get the required formula.
Proof of Riemann Bilinear Identity 3.1. We are going to transform the triangulation T without
changing the left-hand side of the required identity, and this way reduce the identity to Example 3.2.
An edge subdivision is replacement of a pair of adjacent faces xyz and xyw of the triangulation by 4
new faces xzv, zvy, yvw, wvx sharing a common new vertex v. It is well-known that two arbitrary
triangulations can be transformed to each other by edge subdivisions and their inversions.
Let us check that the left-hand side of the required identity is invariant under an edge subdivision
and arbitrary extension of the functions u and u′ to the obtained new vertices and faces. Indeed,
the contributions of all the edges not contained in the quadrilateral xzyw to the left-hand side
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are not affected by the edge subdivision. Stokes’ Formula 3.3 immediately implies that the total
contributions of the edges contained in the quadrilateral xzyw are the same before and after the
edge subdivision. So the left-hand side is invariant.
Thus without loss of generality we may assume that the triangulation T is a subdivision of a
canonical cell decomposition with the given paths α1, . . . , αg, β1, . . . , βg following the sides of the
4g-gon. By Stokes’ Formula 3.3 it follows that the left-hand side of required identity is invariant
under adjustment of the value of the function u′ at one particular face and its images under all
possible deck transformations. Thus without loss of generality we may assume that u′ assigns the
same values at all the faces inside the 4g-gon of Example 3.2. Then neither of the edges lying inside
the 4g-gon contributes to the left-hand side of the required identity. This means that the left-hand
side equals to that of the canonical cell decomposition. By Example 3.2 the identity follows.
3.2 Energy principles
We are going to use the following basic properties of energy; cf. [27, Principles 2.1, 2.2, 5.6].
Energy Conservation Principle 3.4. Let f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) be a discrete
Abelian integral of the 1st kind with periods A1, . . . , Ag, B1, . . . , Bg. Then
ET (Ref) = − Im
g∑
k=1
AkB¯k.
Proof. By equation (2) and the Riemann Bilinear Identity 3.1 we have
ET (Ref) =
∑
e∈T 1
c(e)(Ref(he)− Ref(te))2
=
∑
e∈T 1
(Imf(le)− Imf(re))(Ref(he)− Ref(te))
=
g∑
k=1
(ReAkImBk − ReBkImAk)
= − Im
g∑
k=1
AkB¯k,
Energy Positivity Principle 3.5. For each nonconstant multi-valued function u : T˜ 0 → R we
have ET (u) > 0.
Proof. For u 6= const using the formula cot zxy = 1−cot xyz cot yzx
cot xyz+cot yzx
we get
ET (u) =
∑
xy∈T 1
c(xy)(u(x)− u(y))2
=
1
2
∑
xyz∈T 2
(
cotxyz(u(x)− u(z))2 + cot yzx(u(y)− u(x))2 + cot zxy(u(z)− u(y))2)
=
1
2
∑
xyz∈T 2
(cot xyz(u(x)− u(z)) + cot yzx(u(x)− u(y)))2 + (u(z)− u(y))2
cot xyz + cot yzx
> 0.
(Another proof is by application of Interpolation Lemma 4.1 below).
Variational Principle 3.6. A multi-valued discrete harmonic function has minimal energy among
all multi-valued functions with the same periods.
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Proof. Consider the finite-dimensional affine space of multi-valued functions T˜ 0 → R with the
same periods as a given multi-valued discrete harmonic function u : T˜ 0 → R. By Energy Positivity
Principle 3.5 it follows that the energy ET (·) is a (nonstrictly) convex functional on this space.
Since u : T˜ 0 → R is discrete harmonic it follows by differentiation that it is a critical point of the
functional ET (·). Thus u is a global minimum.
If c(xy) 6= 0 for each edge xy ∈ T 1 then the energy of a multi-valued function v : T˜ 2 → R is
defined by the formula ET (v) :=
∑
xy∈T 1(v(x)− v(y))2/c(xy). Identity (2) immediately implies the
following assertion.
Conjugate Functions Principle 3.7. Let f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) be a discrete
Abelian integral of the 1st kind. Then ET (Ref) = ET (Imf).
3.3 Existence and Uniqueness Theorem
Corollary 3.8. Let f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) be a discrete Abelian integral of the 1st
kind with the periods A1, . . . , Ag, B1, . . . , Bg. Then the following 3 conditions are equivalent:
1. f = const;
2. A1 = · · · = Ag = 0;
3. ReA1 = · · · = ReAg = ReB1 = · · · = ReBg = 0.
Proof. The implications 1⇒2 and 1⇒3 are obvious. Let us prove that 2⇒1; the implication 3⇒1
is proved analogously. By Energy Conservation Principle 3.4 we have
ET (Ref) =
g∑
k=1
(ReAkImBk − ReBkImAk) = 0.
Hence by Energy Positivity Principle 3.5 we get Ref = const. By (2) we get also Imf = const.
Hence f = const.
Proof of First Existence and Uniqueness Theorem 2.3. Uniqueness. Let f, f ′ be two discrete Abelian
integrals of the 1st kind as required. Then f − f ′ is a discrete Abelian integral of the 1st kind with
vanishing A-periods. By Corollary 3.8(2⇒1) it follows that f − f ′ = const.
Existence. Denote by f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) an unknown multi-valued function.
The real and imaginary parts of the A-periods A1, . . . , Ag are considered as parameters.
Consider the following system of linear equations. Identify T 0, T 1, T 2 with some subsets of
T˜ 0, T˜ 1, T˜ 2 which project bijectively to T 0, T 1, T 2, respectively. Let the variables be the values of the
function f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) at the elements of the sets T 0 ⊂ T˜ 0, T 2 ⊂ T˜ 2, and also
unknown real and imaginary parts of the B-periods B1, . . . , Bg of this function. Express the values
of the function Ref : T˜ 0 → R at the vertices not belonging to T 0 ⊂ T˜ 0 through the values at T 0
and the periods A1, . . . , Ag, B1, . . . , Bg. Similarly, express the values of the function Imf : T˜
2 → R
at the faces not belonging to T 2 ⊂ T˜ 2 through the values at T 2 and the periods A1, . . . , Ag, B1, . . . ,
Bg. For each edge e ∈ T 1 choose an orientation and write one linear equation (2). Also pick up a
vertex z ∈ T˜ 0, a face w ∈ T˜ 2, and write two equations Ref(z) = 0, Imf(w) = 0.
We have written a system of |T 1| + 2 linear equations in |T 0| + |T 2| + 2g variables, where |F |
denotes the number of elements in a finite set F . By the Euler formula the number of equations in
the system equals the number of variables. The free terms of these equations are linear combinations
of the parameters ReA1, ImA1, . . . ,ReAg, ImAg. By the uniqueness part of the theorem it follows
that the homogeneous system obtained for A1 = · · · = Ag = 0 has only the trivial solution. Then
by the finite-dimensional Fredholm alternative it follows that for arbitrary A1, . . . , Ag ∈ C the
inhomogeneous system has at least one solution. Thus there exists a discrete Abelian integral of
the 1st kind as required.
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The following theorem is proved analogously using Corollary 3.8(3⇒1).
Second Existence & Uniqueness Theorem 3.9. For each P = (A1, . . . , Ag, B1, . . . , Bg) ∈ R2g
there is a unique (up to constant) discrete Abelian integral φT,P = (ReφT,P : T˜
0 → R, ImφT,P : T˜ 2 →
R) of the 1st kind whose periods have real parts A1, . . . , Ag, B1, . . . , Bg, respectively.
3.4 Discrete period matrices
For each l = 1, . . . , g denote by φlT ∗ = (Reφ
l
T ∗ : T˜
0 → R, ImφlT ∗ : T˜ 2 → R) the unique (up to
constant) Abelian integral of the 1st kind with A-periods given by the formula Ak = iδkl, where
k = 1, . . . , g. The g× g matrix ΠT ∗ whose l-th column is the B-periods of φlT ∗ divided by i is called
the dual period matrix of the triangulation T .
Example 3.10. The map taking the vector of A-periods of a discrete Abelian integral of the first
kind to the vector of its B-periods is not necessarily C-linear, and thus ΠT ∗ 6= ΠT in general. For
instance, if T is obtained from the side surface of a regular square pyramid by identifying the
opposite sides of the base with orientation reversal then ΠT = 2i/
√
3 whereas ΠT ∗ = i
√
3/2.
Period Matrix Lemma 3.11. The matrices ImΠT and ImΠT ∗ are symmetric positively definite,
and ReΠT ∗ = (ReΠT )
T.
Remark 3.12. The discrete period matrix by Mercat [20] is ΠQ := (ΠT +ΠT ∗)/2. The matrix ΠQ is
symmetric with positively definite imaginary part. Our proof of Convergence Theorem for Period
Matrices 2.5 implies an analogue of error estimate (3) for this matrix as well:
‖ΠQ − ΠS‖ ≤ Constδ,S ·

h, if γS > 1/2;
h| log h|, if γS = 1/2;
h2γS , if γS < 1/2.
For the proof of the lemma we need the following auxiliary assertion.
Lemma 3.13. Let f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) and f ′ = (Ref ′ : T˜ 0 → R, Imf ′ : T˜ 2 → R) be
two discrete Abelian integrals of the 1st kind with the periods A1, . . . , Ag, B1, . . . , Bg and A
′
1, . . . , A
′
g,
B′1, . . . , B
′
g, respectively. Then
Im
g∑
k=1
(AkB
′
k − BkA′k) = 0.
Proof. Using Riemann Bilinear Identity 3.1 and then formula (2) to cancel repeating terms we get
Im
g∑
k=1
(AkB
′
k − BkA′k) =
g∑
k=1
(ReAkImB
′
k − ReBkImA′k − ReA′kImBk + ReB′kImAk)
=
∑
e∈T 1
(Imf ′(le)− Imf ′(re))(Ref(he)− Ref(te))
−
∑
e∈T 1
(Imf(le)− Imf(re))(Ref ′(he)− Ref ′(te))
= 0.
Proof of Period Matrix Lemma 3.11. Applying Lemma 3.13 for f := φiT , f
′ := φjT we get (ImΠT )ij−
(ImΠT )ji = 0, that is, ImΠT is symmetric. Applying Lemma 3.13 for f := φ
i
T , f
′ := φjT ∗ we get
(ReΠT∗)ij − (ReΠT )ji = 0 that is, ReΠT ∗ = (ReΠT )T.
Finally, let f be a discrete Abelian integral of the 1st kind whose A-periods A1, . . . , Ag are
arbitrary real numbers not vanishing simultaneously. Then the B-periods of this integral are equal
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to Bl =
∑g
k=1(ΠT )klAk. Hence by Energy Conservation Principle 3.4 and Energy Positivity Princi-
ple 3.5 it follows that ∑
1≤k,l≤g
(ImΠT )klAkAl = −
g∑
k=1
Im(AkB¯k) = ET (Ref) > 0.
Thus ImΠT is positively definite. Analogously, ImΠT ∗ is symmetric and positively definite.
Denote uT,P := ReφT,P , where φT,P is the discrete Abelian integral of the 1st kind defined in
Second Existence and Uniqueness Theorem 3.9 for each vector P ∈ R2g.
Energy Matrix Lemma 3.14. The energy ET (uT,P ) is a quadratic form in the vector P ∈ R2g
with the block matrix
ET :=
(
ReΠT ∗(ImΠT ∗)
−1ReΠT + ImΠT −(ImΠT ∗)−1ReΠT
−ReΠT ∗(ImΠT ∗)−1 (ImΠT ∗)−1
)
.
Proof. Denote by A1, . . . , Ag, B1 . . . , Bg ∈ C the periods of the discrete Abelian integral φT,P
of the 1st kind. Denote A := (A1, . . . , Ag), B := (B1, . . . , Bg). Then P = (ReA,ReB) =
(ReA1, . . . ,ReAg,ReB1 . . . ,ReBg). By First Existence and Uniqueness Theorem 2.3 we get
φT,P = ReA1 φ
1
T + · · ·+ ReAg φgT + ImA1 φ1T ∗ + · · ·+ ImAg φgT ∗ + const.
Thus
ReB = ReΠTReA− ImΠT ∗ImA;
ImB = ImΠTReA+ ReΠT ∗ImA.
The matrix ImΠT ∗ is invertible by Period Matrix Lemma 3.11. Solving in ImA and ImB we get
ImA = (ImΠT ∗)
−1ReΠT ReA− (ImΠT ∗)−1ReB;
ImB =
(
ImΠT + ReΠT ∗(ImΠT ∗)
−1ReΠT
)
ReA− ReΠT ∗(ImΠT ∗)−1ReB.
Applying Energy Conservation Principle 3.4 for f := φT,P we get the required expression for the
matrix of ET (uT,P ).
Let us conclude the section by a continuous counterpart of Energy Matrix Lemma 3.14, which is
proved analogously. For P = (A1, . . . , Ag, B1, . . . , Bg) ∈ R2g let φS,P : S˜ → C be an Abelian integral
of the first kind whose periods have real parts A1, . . . , Ag, B1, . . . , Bg. Denote uS,P := ReφS,P .
Lemma 3.15. The energy ES(uS,P ) is a quadratic form in the vector P ∈ R2g with the block matrix
ES :=
(
ReΠS(ImΠS)
−1ReΠS + ImΠS −(ImΠS)−1ReΠS
−ReΠS(ImΠS)−1 (ImΠS)−1
)
.
The last two lemmas show that convergence of discrete period matrices reduces to convergence
of the energy form. We are going to establish the latter in the next section.
4 Convergence of energy and discrete period matrices
In this section we prove convergence of discrete energy and discrete period matrices to their con-
tinuous counterparts. In what follows we use the following notation:
• Const is a positive constant (like 2π or 10100) that does not depend on any parameters of a
configuration under consideration (e.g., h, γS, the shape of T ); Const may denote distinct
constants at distinct places of the text (e.g., in the sides of a formula like 2 ·Const ≤ Const);
• Constx,y,z is a positive constant depending only on the parameters x, y, z;
• ‖Dku(z)‖ := max0≤j≤k
∣∣∣ ∂ku∂jx∂k−jy (z)∣∣∣.
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4.1 Convergence of energy in a triangle
We start with several well-known lemmas; cf. [27, Lemmas 4.2, 4.5, and 2.3]. Throughout this
subsection ∆ is a triangle in the plane, x, y, z are its vertices, and u : ∆→ R is a smooth function
which smoothly extends to a neighborhood of ∆. The energy and the discrete energy of the function
u : ∆→ R are ES∆(u) :=
∫
∆
|∇u|2dxdy and
ET∆(u) :=
1
2
cotxyz · (u(z)− u(x))2 + 1
2
cot yzx · (u(x)− u(y))2 + 1
2
cot zxy · (u(y)− u(z))2,
respectively. The interpolation of the function u : ∆ → R in the triangle ∆ is the linear function
I∆u : ∆ → R which coincides with u at the vertices of the triangle ∆. The following well-known
lemma is the main motivation for using cotangent weights.
Interpolation Lemma 4.1. (See [12, §4]) ET∆(u) = ES∆(I∆u).
Denote by h and δ the maximal side length and the minimal angle of the triangle ∆, respectively.
Projection Lemma 4.2. For any vector −→v ∈ R2 we have |−→v | ≤ 2 csc δ ·
(
|−→v ·−→xy|
|xy|
+ |
−→v ·−→yz|
|yz|
+ |
−→v ·−→zx|
|zx|
)
.
Proof. Without loss of generality assume that ∠(−→xy,−→xz) = δ. Since ∠(−→xy,−→xz) = ±∠(−→v ,−→xy) ±
∠(−→v ,−→xz) it follows that at least one of the angles in the right-hand side, say, the first one, does not
belong to the interval (π
2
− δ
2
, π
2
+ δ
2
). Then |−→v | ≤ csc δ
2
· |−→v ·−→xy|
|xy|
≤ 2 csc δ · |−→v ·−→xy|
|xy|
.
Gradient Approximation Lemma 4.3. maxw∈∆ |∇u(w)−∇I∆u(w)| ≤ Constδ·h·maxw∈∆ ‖D2u(w)‖.
Proof. Denote −→v (w) := ∇u(w)−∇I∆u(w). By the Rolle theorem there is a point w ∈ xy such that−→v (w) · −→xy/|−→xy| = 0. Thus |−→v · −→xy|/|−→xy| ≤ Const · h ·max∆ ‖D2u‖ in the triangle ∆ because ∇I∆u
is a constant vector. The same inequality holds with xy replaced by yz or zx. Thus the lemma
follows from Projection Lemma 4.2.
Energy Approximation Lemma 4.4. We have
|ET∆(u)− ES∆(u)| ≤ Constδ ·
(
max
w∈∆
‖D1u(w)‖+ hmax
w∈∆
‖D2u(w)‖
)
· hmax
w∈∆
‖D2u(w)‖ · Area(∆).
Proof. By Interpolation Lemma 4.1 we get
ET∆(u)− ES∆(u) =
∫
∆
(|∇u|2 − |∇I∆u|2) dxdy =
∫
∆
(2∇u+∇I∆u−∇u)(∇u−∇I∆u) dxdy.
Thus by Gradient Approximation Lemma 4.3 the lemma follows.
4.2 Convergence of energy in a cone
Now we are going to estimate the energy near a conical singularity O of S. Let SO be a neighborhood
of the singular point O bounded by a piecewise-geodesic closed broken line. Metrically SO is a part
of a cone of aperture 2π/γO with the vertex O. Introduce “polar coordinates” (ρ, φ) on SO with the
origin at the vertex O.
Let us give the proposed construction of a natural complex structure on the polyhedral surface S
(see, e.g., [2, Section 1.1.3]). Define a chart gO : SO → C by the formula gO(ρ, φ) := ργO exp(iγOφ).
For a point w ∈ SO, w 6= O, define a chart gw : Nw → C to be an orientation-preserving and
distance-preserving map of a neighborhood Nw 6∋ O of the point w. E.g., for w not belonging to
the ray φ = 2π/γO this map can be given by the formula gw(ρ, φ) := ρ exp(iφ). The constructed
charts form a complex analytic atlas because all transition functions are compositions of maps of
the form w 7→ aw + b and w 7→ wγz (away from the origin). The definition of an analytic function
given in Section 2.4 is compatible with the constructed complex structure by the singularity removal
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theorem. In fact any complex structure on a closed surface can be realized in this way by a piecewise
flat metric [35].
For a function u : SO → R denote uO := u ◦ g−1O and uw := u ◦ g−1w . Throughout this subsection
u : Int SO → R is a function such that uO : Int gOSO → R is smooth and smoothly extends to a
neighborhood of gOSO. Denote by |xy| the length of a geodesic segment xy ⊂ SO.
Let TO be a geodesic triangulation of SO with O ∈ T 0O, the maximal edge length ≤ h and the
minimal face angle > δ. Let SO,h be the union of faces of TO intersecting the h-neighborhood of the
vertex O, and let TO,h the restriction of the triangulation TO to SO,h. We are going to estimate the
difference between ETO(u) :=
∑
∆∈T 2
O
ET∆(u) and ESO(u) :=
∑
∆∈T 2
O
ES∆(u). The main difficulty in
our estimates is that the partial derivatives of uw are not necessarily bounded near the vertex O.
Derivative Estimation Lemma 4.5. For each w = (ρ, φ) ∈ SO such that w 6= O we have∥∥D1uw(z) ∣∣z=gw(w)∥∥ ≤ Constu,SO · ργO−1 and ∥∥D2uw(z) ∣∣z=gw(w)∥∥ ≤ Constu,SO · ργO−2.
Proof. By the chain rule and the Leibnitz rule we have∥∥D1uw(z) ∣∣z=gw(w)∥∥ ≤ Const · ∥∥D1(gO ◦ g−1w )(z) ∣∣z=gw(w)∥∥ · ∥∥D1uO(z) ∣∣z=gO(w)∥∥ ;∥∥D2uw(z) ∣∣z=gw(w)∥∥ ≤ Const · ∥∥D2(gO ◦ g−1w )(z) ∣∣z=gw(w)∥∥ · ∥∥D1uO(z) ∣∣z=gO(w)∥∥
+ Const · ∥∥D1(gO ◦ g−1w )(z) ∣∣z=gw(w)∥∥2 · ∥∥D2uO(z) ∣∣z=gO(w)∥∥ .
The map gO ◦ g−1w : gwNw → C has the form z 7→ AzγO , where |A| = 1. A direct computation
shows that ‖Dk(gO ◦ g−1w )‖ ≤ ConstγOργO−k for each k = 1, 2. In particular, ‖D1(gO ◦ g−1w )‖2 ≤
ConstγOρ
2γO−2 ≤ ConstSOργO−2. Since uO : Int gOSO → R is smooth and smoothly extends to a
neighborhood of gOSO it follows that ‖D1uO‖, ‖D2uO‖ ≤ Constu,SO on the compact set gOSO, and
the required estimate follows.
Lemma 4.6. For each ∆ ∈ T 2O − T 2O,h we have |ET∆(u)−ES∆(u)| ≤ Constu,δ,SO · h ·
∫
∆
ρ2γO−2 dρdφ.
Proof. Let z ∈ ∆ be the vertex closest to O. Since ∆ ∈ T 2O − T 2O,h it follows that for each point
(ρ, φ) ∈ ∆ we have h ≤ |Oz| ≤ ρ ≤ |Oz| + h ≤ 2|Oz|. Thus by Derivative Estimation Lemma 4.5
and Energy Approximation Lemma 4.4 we get
|ET∆(u)− ES∆(u)| ≤ Constu,δ,SO(|Oz|γO−1 + h|Oz|γO−2) · h|Oz|γO−2Area(∆)
≤ Constu,δ,SO · h ·
∫
∆
ρ2γO−2 dρdφ.
Lemma 4.7. We have |ETO−TO,h(u)−ESO−SO,h(u)| ≤ Constu,δ,SO ·

h, if γO > 1/2;
h| log h
Diam(SO)
|, if γO = 1/2;
h2γO , if γO < 1/2.
Proof. Summing the inequalities of Lemma 4.6, enlarging the integration domain, and evaluating
the integral we get
|ETO−TO,h(u)−ESO−SO,h(u)| ≤
∑
∆∈T 2
O
−TO,h
|ET∆(u)− ES∆(u)|
≤ Constu,δ,SO · h ·
∫
SO−SO,h
ρ2γO−2 dρdφ
≤ Constu,δ,SO · h ·
∫
h≤ρ≤Diam(SO),0≤φ≤2π/γO
ρ2γO−2 dρdφ
≤ Constu,δ,SO ·

h, if γO > 1/2;
h| log h
Diam(SO)
|, if γO = 1/2;
h2γO , if γO < 1/2.
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Remark 4.8. Lemma 4.7 and its proof remain true, if we replace SO and TO in the left-hand side
by a triangulated subset S ′O ⊂ SO with a triangulation T ′O of the maximal edge length ≤ h and the
minimal face angle > δ (the constant in right-hand side still depends on SO but not S
′
O).
Lemma 4.9. We have ESO,h(u) ≤ Constu,SO · h2γO .
Proof. By Derivative Estimation Lemma 4.5 we have
ESO,h(u) =
∑
∆∈T 2
O,h
∫
∆
|∇u|2dxdy ≤ Constu,SO
∫
0≤ρ≤2h,0≤φ≤2π/γO
ρ2γO−1 dρdφ ≤ Constu,SO · h2γO .
For an analogous estimate of the discrete energy we need the following auxiliary assertions.
Lemma 4.10. For each edge xy ∈ T 1O we have |u(x)−u(y)| ≤ Constu,SO · |xy| ·max{|Ox|, |Oy|}γO−1.
Proof. Assume |Ox| ≤ |Oy| without loss of generality. Let a point w = (ρ, φ) move along the
segment xy. Denote by Oz the perpendicular from the point O to the geodesic containing xy. By
Derivative Estimation Lemma 4.5, the Bernoulli inequality, the inequality φ ≤ 2 sinφ for 0 ≤ φ ≤
π/2, and the sine theorem for the triangle Oxy (in the development of the cone SO into the plane)
we have
|u(x)− u(y)| ≤
∫
xy
∥∥D1uw(z) ∣∣z=gw(w)∥∥ · (|dρ|+ ρ|dφ|)
≤ Constu,SO
∫
xy
ργO−1(|dρ|+ ρ|dφ|)
≤ Constu,SO
{∫
xy
ργO−1dρ+ | ∫
xy
ργOdφ|, if x is between y and z;∫
zx
ργO−1dρ+
∫
zy
ργO−1dρ+ | ∫
xy
ργOdφ|, if z is between x and y;
≤ Constu,SO · (2|Oy|γO − 2max{0, |Oy| − |xy|}γO + |Oy|γO · ∠xOy)
≤ Constu,SO ·
{
2|Oy|γO + |Oy|γO · π, if |xy| ≥ |Oy|;
2max{1, γO} · |xy| · |Oy|γO−1 + 2|Oy|γO sin xOy, if |xy| < |Oy|;
≤ Constu,SO · |xy| · |Oy|γO−1
Here we set ∠xOy = 0, if the segment Oy contains x.
Lemma 4.11. For each xyz ∈ T 2O we have
|xy|2 ≤ Constδ · Area(xyz);
max{|Ox|, |Oy|, |Oz|} ≤ Constδ ·max{|Ox|, |Oy|}
Proof. Take the point w such that ∠xyw = ∠yxw = δ and the triangles xyz and xyw have the same
orientation. Since ∠xyz,∠yxz > δ it follows that xyw ⊂ yxz. Thus Area(xyz) > Area(xyw) =
tan δ · |xy|2/4, and the first inequality follows. Assume that |Ox| ≤ |Oy| ≤ |Oz| without loss of
generality. By the triangle inequality and the sine theorem we get the second inequality
|Oz| − |Oy| ≤ |yz| ≤ csc δ · |xy| ≤ csc δ · (|Ox|+ |Oy|) ≤ 2 csc δ · |Oy|.
Lemma 4.12. For each ∆ ∈ T 2O,h we have ET∆(u) ≤ Constu,δ,SO ·
∫
∆
ρ2γO−1dρdφ.
Proof. Denote by x, y, z the vertices of ∆ so that |Ox| ≤ |Oy| ≤ |Oz|. Since the minimal face angle
is greater than δ, using Lemmas 4.10–4.11 and estimating the sum via the integral we get
ET∆(u) =
1
2
cotxyz · (u(z)− u(x))2 + 1
2
cot yzx · (u(x)− u(y))2 + 1
2
cot zxy · (u(y)− u(z))2
≤ Constδ
(
(u(z)− u(x))2 + (u(x)− u(y))2 + (u(y)− u(z))2)
≤ Constu,δ,SO
(|Oz|2γO−2 · |zx|2 + |Oy|2γO−2 · |xy|2 + |Oz|2γO−2 · |yz|2)
≤ Constu,δ,SO · |Oz|2γO−2 ·Area(∆)
≤ Constu,δ,SO ·
∫
∆
ρ2γO−1 dρdφ.
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The latter inequality is straightforward for γO ≤ 1 and requires the following estimate for γO > 1:
|Oz|2γO−2 · Area(∆) = 16|Oz|2γO−2 · Area(1
4
∆) ≤ 16
∫
1
4
∆
(2ρ)2γO−2 ρ dρdφ ≤ 22γO+2
∫
∆
ρ2γO−1 dρdφ,
where 1
4
∆ ⊂ ∆ is obtained from ∆ by the homothety with the center z and the coefficient 1/4.
Lemma 4.13. ETO,h(u) ≤ Constu,δ,SO · h2γO .
Proof. Summing the inequalities of Lemma 4.12, enlarging the integration domain, and evaluating
the integral we get
ETO,h(u) =
∑
∆∈T 2
O,h
ET∆(u)
≤ Constu,δ,SO ·
∫
SO,h
ρ2γO−1 dρdφ
≤ Constu,δ,SO ·
∫
0≤ρ≤2h,0≤φ≤2π/γO
ρ2γO−1 dρdφ
≤ Constu,δ,SO · h2γO .
Example 4.14. The assumption on the minimal face angle in Lemma 4.12 and Energy Convergence
Lemma 2.7 cannot be dropped. Indeed, take 0 < ǫ < 1/2, γO := 1/2−ǫ, and u(ρ, φ) := ργO cos(γOφ).
Consider the triangle ∆ with the vertices O, x := (1/n, 0), and y := (1/nǫ, π/2). We have ∠Oyx→ 0
and ET∆(u) ≥ cotOyx · (u(x) − u(O))2/2 = n1−ǫ−2γO/2 → ∞ as n → ∞. Let TO be an arbitrary
triangulation of SO containing the triangle ∆ and having maximal edge length < 2/n
ǫ. Then the
inequalities of Lemmas 4.12 and 2.7 cannot hold.
4.3 Convergence of energy in polyhedral surfaces
Denote λS(h) :=

h, if γS > 1/2;
h| log h|, if γS = 1/2;
h2γS , if γS < 1/2.
Proof of Energy Convergence Lemma 2.7. First take an auxiliary triangulation T1 of the surface S
and set Sz to be the union of faces containing a vertex z ∈ T 01 . Denote by tSz ⊂ Sz the set obtained
from the cone Sz by the homothety with the center z ∈ T 01 and the coefficient 0 < t < 1. Let
constu,δ,S be 1/10 of the minimal face height of T1. Now take a triangulation T of maximal edge
length h < constu,δ,S. Let S
′
z ⊂ Sz be the union of faces of T intersecting the set 810Sz and T ′z be the
restriction of T to S ′z. Then S
′
z ⊂ 910Sz and uz : gz( 910Sz)→ R smoothly extends to a neighborhood
of gz(
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Sz). On the other hand, S
′
z ⊃ 810Sz and thus ∪z∈T 01 S ′z ⊃ S. Replace the sets S ′z and T ′z by
their appropriate subsets forming decompositions of S and T , respectively. Estimating the energy
separately in the h-neighborhoods of the vertices of T1 and outside them by Lemmas 4.9, 4.13, 4.7,
Remark 4.8, and the inequality γS ≤ 1 we get
|ET (u
∣∣
T˜ 0 )− ES(u)| ≤
∑
z∈T 1
0
(
ETz,h(u) + ESz,h(u) + |ET ′z−Tz,h(u)−ES′z−Sz,h(u)|
)
≤
∑
z∈T 0
1
Constu,δ,Sz ·

h, if γz > 1/2;
h| log h|, if γz = 1/2;
h2γz , if γz < 1/2.
≤ Constu,δ,S · λS(h).
Lemma 4.15. For any P ∈ R2g we have ET (uT,P ) ≥ ES(uS,P ).
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Proof. Let ITuT,P : S˜ → R be the linear interpolation of uT,P : T˜ 0 → R in each face of T˜ . By
Interpolation Lemma 4.1 we get ET (uT,P ) = ES(ITuT,P ) because the metric of the surface S˜ may
have singularities only at the vertices of T˜ . Since the function ITuT,P : S˜ → R is continuous by the
continuous counterpart of Variational Principle 3.6 the result follows.
Energy Form Convergence Lemma 4.16. For each δ > 0 and each vector P ∈ R2g there are
constants ConstP,δ,S, constP,δ,S > 0 such that for any triangulation T of S with the maximal edge
length h < constP,δ,S and the minimal face angle > δ we have
|ET (uT,P )− ES(uS,P )| ≤ ConstP,δ,S · λS(h).
Proof of Energy Form Convergence Lemma 4.16. The lemma follows from the following sequence
of estimates provided by Lemma 4.15, Variational Principle 3.6, and Lemma 2.7:
0 ≤ ET (uT,P )−ES(uS,P ) ≤ ET (uS,P
∣∣
T˜ 0 )−ES(uS,P ) ≤ ConstP,δ,S · λS(h).
Corollary 4.17. Let {Tn} be a nondegenerate uniform sequence of Delaunay triangulations of S
with maximal edge length approaching zero as n→∞. Let Pn ∈ R2g be a sequence of 2g-dimensional
real vectors converging to a vector P ∈ R2g. Then ETn(uTn,Pn)→ ES(uS,P ) as n→∞.
Proof. Both ETn(uTn,P ) and ES(uS,P ) are quadratic forms in P ∈ R2g. Thus by Energy Form
Convergence Lemma 4.16 the result follows.
4.4 Convergence of period matrices
Proof of Convergence Theorem for Period Matrices 2.5. By Lemmas 3.14 and 3.15 the energies ET (uT,P )
and ES(uS,P ) are quadratic forms in P ∈ R2g with the block matrices ET and ES, respectively. Thus
by Energy Form Convergence Lemma 4.16 for each δ > 0 there exist two constants Constδ,S, constδ,S >
0 such that for any triangulation T of S with maximal edge length h < constδ,S and the minimal
face angle > δ we have ‖ET − ES‖ ≤ Constδ,S · λS(h). In particular, ‖(ImΠT ∗)−1 − (ImΠS)−1‖ ≤
Constδ,S · λS(h) for h < constδ,S. Hence there exist two new constants Const′δ,S, const′δ,S > 0 such
that ‖(ImΠT ∗)‖ ≤ Const′δ,S for h < const′δ,S. Assume further that h < min{const′δ,S, constδ,S}.
By the inequality ‖ET −ES‖ ≤ Constδ,S · λS(h) and the properties of the norm we have
Constδ,S · λS(h) ≥ ‖(ImΠT ∗)−1ReΠT − (ImΠS)−1ReΠS‖
= ‖(ImΠT ∗)−1(ReΠT − ReΠS)−
(
(ImΠS)
−1 − (ImΠT ∗)−1
)
ReΠS‖
≥ ‖(ImΠT ∗)‖−1 · ‖ReΠT − ReΠS‖ − ‖(ImΠS)−1 − (ImΠT ∗)−1‖ · ‖ReΠS‖
≥ (Const′δ,S)−1 · ‖ReΠT − ReΠS‖ − Constδ,S · λS(h) · ‖ReΠS‖
Thus ‖ReΠT − ReΠS‖ ≤ Const′′δ,S · λS(h), where Const′′δ,S := Const′δ,S · Constδ,S · (1 + ‖ReΠS‖).
Finally, since ‖ET − ES‖ ≤ Constδ,S · λS(h) it follows that
‖ReΠT ∗(ImΠT ∗)−1ReΠT + ImΠT − ReΠS(ImΠS)−1ReΠS − ImΠS‖ ≤ Constδ,S · λS(h).
Using the result of the previous paragraph and similar estimates we conclude that there exist a new
constant Const′′′δ,S such that ‖ReΠT ∗(ImΠT ∗)−1ReΠT −ReΠS(ImΠS)−1ReΠS‖ ≤ Const′′′δ,S ·λS(h).
Thus ‖ ImΠT−ImΠS‖ ≤ (Const′′′δ,S+Constδ,S)·λS(h), which completes the proof of the theorem.
5 Convergence of discrete Abelian integrals
In this section we prove Convergence Theorem for Abelian Integrals 2.6. The proof uses lemmas
stated in the next two subsections.
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5.1 Equicontinuity
Consider a Delaunay triangulation T of a polyhedral surface with boundary such that all faces
are flat triangles. A function u : T 0 → R is discrete harmonic, if it satisfies equation (1) at each
nonboundary vertex z. Denote E ′T (u) :=
∑
xy∈T 1,xy 6∈∂T c(xy)(u(x)− u(y))2, where the sum is over
nonboundary edges. The eccentricity of the triangulation is the infimum of the numbers Const
such that the triangulation satisfies conditions (D) (for each nonboundary edge) and (U) from
Section 2.5. Denote by e and h′ the eccentricity and twice the maximal circumradius of faces of the
triangulation, respectively. To simplify the proofs below we need the following technical notion. We
say that the triangulation has regular boundary, if it extends to a Delaunay triangulation of a closed
polyhedral surface such that the h′-neighborhood of the boundary of the initial surface contains no
new singular points.
Equicontinuity Lemma 5.1. Let SO be the part of a cone with the vertex O and the aperture
2π/γO bounded by a piecewise-geodesic broken line. Let TO be a Delaunay triangulation of SO with
regular boundary such that O ∈ T 0O. Let u : T 0O → R be a discrete harmonic function. Let z, w ∈ T 0O
be two vertices at the distance |zw| ≥ h′. Take r such that 3γ′O|zw| < r < Dist(zw, ∂SO), where
γ′O = max{γ2O, 1/γ2O}. Then there is a constant Conste,γO such that
|u(z)− u(w)| ≤ Conste,γO · E ′TO(u)1/2 · log−1/2
r
3γ′O|zw|
, (4)
For |zw| < h′ < r/3γ′O the same inequality holds with |zw| replaced by h′.
Proof. The lemma is proved analogously to a similar estimate for quadrilateral lattices in the plane
[27, Equicontinuity Lemma 2.4]. Actually one can derive the lemma from that estimate as follows.
The used notions and results can be found in [27, §1, Remarks 3.4 and 4.8] and Section 7.2 below.
For each face of TO, draw 3 circumradii from the circumcenter to the vertices; see Figure 1. Since
the triangulation TO has regular boundary, by Theorem 7.4 it follows that the drawn segments do not
have common interior points. Erase hanging edges from the obtained graph. We get an orthogonal
quadrilateral lattice Q (because T must have more than one face). Its twice maximal edge length is
h′ and its eccentricity is Conste. Extend the function u : T
0
O → R to Q0 by identical zero at Q0−T 0O.
The obtained function Q0 → R is discrete harmonic and has the energy E ′TO(u).
Let the map q : SO → R2 be given in polar coordinates by the formula q : (ρ, φ) 7→ (
√
γ′Oρ, γOφ).
Identify each face of Q (respectively, its image under q) with a quadrilateral z1z2z3z4 ⊂ C by an
orientation-preserving isometry (respectively, composed with q−1). This makes q(Q) a quad-surface
and u◦q−1 : q(Q0)→ R a discrete harmonic function. Since the map q : SO → R2 increases distances
by a factor at most γ′O it follows that q(Q) has twice the maximal edge length at most γ
′
Oh
′ and
the eccentricity at most ConstγO ,e.
Draw the square R of side length r > 3γ′O|zw| ≥ 3|q(z)−q(w)| with the center at the midpoint of
the segment q(z)q(w) and the sides parallel and orthogonal to q(z)q(w). Since r < Dist(zw, ∂SO) ≤
Dist(q(z)q(w), q(∂SO)) it follows that R ∩ q(∂SO) = ∅. By [27, Equicontinuity Lemma 2.4, Re-
marks 4.8 and 4.9] the lemma follows.
5.2 Harmonicity of a uniform limit
A sequence of triangulated polygons {Tn} approximates a domain Ω ⊂ C, if for n→∞:
• the maximal distance from a point of ∂Tn to the set ∂Ω tends to zero;
• the maximal distance from a point of ∂Ω to the set ∂Tn tends to zero;
• the maximal edge length of the triangulation Tn tends to zero.
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Lemma 5.2. Let {Tn} be a nondegenerate uniform sequence of Delaunay triangulations of polygons
with regular boundary approximating a domain Ω ⊂ C. Let un : T 0n → R be a sequence of discrete
harmonic functions uniformly converging to a continuous function u : Ω → R. Then the function
u : Ω→ R is harmonic.
This lemma is proved analogously to a similar result for quadrilateral lattices [27, Lemma 4.13
and the remark at the end of §4.5]. Actually it immediately reduces to that result analogously to
the second paragraph of the proof of Equicontinuity Lemma 5.1 above.
5.3 Convergence of multi-valued discrete harmonic functions
We say that the function uT,P : T˜
0 → R (respectively, uS,P : S˜ → R) is normalized at a point z if
uT,P (z) = 0 (respectively, uS,P (z) = 0).
Convergence Theorem for multi-valued discrete harmonic functions 5.3. Let {Tn} be
a nondegenerate uniform sequence of Delaunay triangulations of S with maximal edge length ap-
proaching zero as n→ ∞. Let zn ∈ T˜ 0n be a sequence of vertices converging to a point z0 ∈ S˜. Let
Pn ∈ R2g be a sequence of vectors converging to a vector P ∈ R2g. Then the function uTn,Pn : T˜ 0n → R
normalized at zn converges to uS,P : S˜ → R normalized at z0 uniformly on each compact subset.
The proof goes along the lines of the proof of [27, Convergence Theorem 1.2] with several
improvements required by the presence of curvature. We need an auxiliary lemma.
Lemma 5.4. Let T be a triangulation of a polyhedral surface with boundary such that all face angles
are > δ. Then for each u : T 0 → R we have E ′T (u) ≤ Constδ · ET (u).
Proof. Take a face ∆ = xyz ∈ T 2 such that xz ⊂ ∂T and ∠xyz > π/2. By Lemmas 4.1 and 4.11
we get
1
2
| cotxyz| · (u(x)− u(z))2 ≤ Constδ · |∇I∆u|2 · |xz|2 ≤ Constδ ·ET∆(u).
Summing these inequalities over all such faces ∆ we get E ′T (u)− ET (u) ≤ Constδ · ET (u).
Proof of Theorem 5.3. Take an arbitrary subsequence {T˜nk} of the given sequence {T˜n}. For brevity
denote T˜k := T˜nk . Take a sequence of compact sets K1 ⊂ K2 ⊂ · · · ⊂ S˜ such that S˜ = ∪∞j=1Kj.
Assume that K1 contains all the points of the converging sequence {zk}. Since the sequence {Tn}
is nondegenerate uniform it follows that the face angles are greater than some constant δ > 0.
We start with individual estimates near each vertex v of the first triangulation T˜1. Let Sv be
the union of faces of T˜1 containing a vertex v ∈ T˜ 01 . Denote by 10r the minimal face height of the
triangulation T1. Take k1 such that for each k > k1 the maximal edge length of T˜k is less than
r csc δ/γ′v. Take k > k1. Let S
′
k be the union of all the faces of the triangulation T˜k intersecting
the set 8
10
Sv. Then S
′
k ⊂ 910Sv and thus S ′k has regular boundary. Let T ′k be the restriction of the
triangulation T˜k to S
′
k. Let us estimate the right-hand side of inequality (4) from Equicontinuity
Lemma 5.1 for u := uTk,Pk
∣∣
(T ′
k
)0 and z, w ∈ 710Sv. By Lemma 5.4 and Corollary 4.17 the sequence
of energies E ′Tk(uTk,Pk) is bounded. Thus by Equicontinuity Lemma 5.1 it follows that the function
uTk,Pk
∣∣∣ 7
10
Sv∩T˜ 0k
has uniformly bounded differences, i.e., there is a constant ConstS,{Tn} not depending
on k, z, w such that for each k > k1 and z, w ∈ 710Sv∩T˜ 0k we have |uTk,Pk(z)−uTk,Pk(w)| < ConstS,{Tn}.
By the same lemma the sequence {uTk,Pk
∣∣∣ 7
10
Sv∩T˜ 0k
} is equicontinuous, i. e., there is a positive function
δ(ǫ) not depending on k, z, w such that for each k > k1 and any points z, w ∈ 710Sv ∩ T˜ 0k at the
distance |zw| < δ(ǫ) we have |uTk,Pk(z)− uTk,Pk(w)| < ǫ.
Let us combine the obtained estimates. Since the compact set K1 is contained in the union of
finitely many sets of the form 7
10
Sv it follows that the sequence {uTk,Pk
∣∣∣K1∩T˜ 0k } also has uniformly
bounded differences (with the bound depending also on K1) and is equicontinuous. Moreover, the
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sequence is uniformly bounded, because all zk ∈ K1 and uTk,Pk(zk) = 0. Then by the Arzela`–Ascoli
theorem it follows that there is a continuous function u1 : K1 → R and a subsequence {lk} of the
sequence 1, 2, . . . such that l1 = k1 and uTl,Pl converges to u1 uniformly in K1.
Proceed to the next compact set K2. Analogously, there is a continuous function u2 : K2 → R
and a subsequence {mk} of the sequence {lk} such that m1 = l1, m2 = l2, and uTm,Pm converges to
u2 uniformly on K2. Clearly, u1 = u2 on K1. Thus the extension can be continued, and eventually
we get a continuous function u : S˜ → R and a subsequence {pk} of the sequence 1, 2, . . . such that
uTp,Pp converges to u uniformly on each compact subset of S˜.
Clearly, u : S˜ → R has the same periods P as uS,P , and u(z0) = 0. For each edge e ∈ T˜ 11 denote
by Se ⊂ S˜ the union of the edge e (without the endpoints) and the interiors of the two faces of T˜1
containing the edge e. Then each set Se is isometric to a planar domain. By Lemma 5.2 applied
to each domain Se it follows that the limit function u : S˜ → R is harmonic in S˜ possibly except
the vertices of the triangulation T˜1 (where the metric of S˜ may have conical singularities). By the
singularity removal theorem it follows that the continuous function u : S˜ → R is harmonic in the
whole surface S˜. Thus u = uS,P normalized at z0.
Since the limit function u is unique, it follows that the initial sequence uTn,Pn : T˜
0
n → R, not just
the subsequence uTk,Pk , converges to uS,P uniformly on each compact subset.
5.4 Convergence of discrete Abelian integrals of the first kind
Proof of Convergence Theorem for Abelian Integrals 2.6. Let Pn, P ∈ R2g be the periods of the real
parts ReφlTn : T˜
0
n → R and ReφlS : S˜ → R, respectively. Then by Second Existence and Uniqueness
Theorem 3.9 it follows that ReφlTn = uTn,Pn and Reφ
l
S = uS,P . By Convergence Theorem for Period
Matrices 2.5 we have Pn → P as n → ∞. Thus by Theorem 5.3 the real parts ReφlTn : T˜ 0n → R
converge to ReφlS : S˜ → R uniformly on each compact subset. Convergence of the imaginary parts
is proved analogously using Conjugate Functions Principle 3.7.
6 Discrete Riemann–Roch theorem
6.1 Discrete Abelian integrals of the second kind
A discrete Abelian integral of the second kind is an arbitrary multi-valued function f = (Ref : T˜ 0 →
R, Imf : T˜ 2 → R). If it does not satisfy equation (2) for an edge e ∈ ~T 1 then we say that f has a
simple pole at the edge e. The value
rese f := Imf(re)− Imf(le) + c(e)Ref(he)− c(e)Ref(te)
is called the residue of f . In the case when all the periods vanish then the discrete Abelian integral
of the second kind is called a discrete meromorhic function; it can be viewed as a pair of single-
valued functions (Ref : T 0 → R, Imf : T 2 → R). In questions concerning continuous limit one
should assume that under triangulation refinement the number of poles of discrete meromorphic
functions is fixed.
Third Existence and Uniqueness Theorem 6.1. For each edge e ∈ ~T 1 there is a unique (up
to constant) discrete Abelian integral φe = (Reφe : T˜
0 → R, Imφe : T˜ 2 → R) of the second kind with
vanishing A-periods, with the only pole at the edge e, and with rese φe = 1.
This theorem is proved analogously to First Existence and Uniqueness Theorem 2.3. The only
difference is that the value rese φe should be considered as a parameter instead of the values of
A-periods.
Lemma 6.2. The B-periods of φe = (Reφe : T˜
0 → R, Imφe : T˜ 2 → R) are
Bl = Reφ
l
T ∗(te)− ReφlT ∗(he) + iReφlT (te)− iReφlT (he), where l = 1, . . . , g.
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Proof. Let A1, . . . , Ag, B1, . . . , Bg and A
′
1, . . . , A
′
g, B
′
1, . . . , B
′
g be the periods of φe and φ
l
T , respec-
tively. All the A-periods A1, . . . , Ag, A
′
1, . . . , A
′
g vanish except for A
′
l = 1. Using Riemann Bilinear
Identity 3.1 and formula (2) we get
ImBl =
g∑
k=1
(ReA′kImBk − ReB′kImAk − ReAkImB′k + ReBkImA′k)
=
∑
f∈T 1
(Imφe(lf)− Imφe(rf))(ReφlT (hf )− ReφlT (tf ))
−
∑
f∈T 1
(ImφlT (lf)− ImφlT (rf))(Reφe(hf )− Reφe(tf))
=
∑
f∈T 1
resfφe · (ReφlT (tf )− ReφlT (hf))
= ReφlT (te)− ReφlT (he),
Analogously, ReBl = Reφ
l
T ∗(te)− ReφlT ∗(he).
6.2 Discrete Abelian differentials
The differential of a discrete Abelian integral f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) of the 1st kind is
the function df : ~T 1 → R given by the formula
df(e) := Ref(he)− Ref(te) (5)
for each edge e ∈ ~T 1. The functions ω : ~T 1 → R which are differentials of discrete Abelian integrals
of the 1st kind are called discrete Abelian differentials of the 1st kind.
Abelian differentials of the 2nd kind have no discrete counterparts in our setup.
A discrete Abelian differential of the third kind is an arbitrary map ω : ~T 1 → R satisfying
the condition ω(−e) = −ω(e). Its integral ∫
γ
ω along an oriented path γ in the graph T 1 is the
sum of values on the oriented edges of the path γ. The residue reswω of ω at a face w ∈ T 2 is
the counterclockwise integral along the boundary of the face. Given a collection of closed paths
α1, . . . , αg, β1, . . . , βg : [0; 1] → T 1 in the graph T 1 forming a standard basis of the fundamental
group, define the real periods of ω as the integrals along these paths. The real periods of ω may
depend on the choice of the paths.
Similarly, a discrete Abelian differential ω : ~T 1 → R of the third kind can be integrated along
any chain of oriented triangles such that the consecutive triangles in the chain induce opposite
orientations on their unique common side. For example, if the chain consists of 2 oriented triangles
xyz and zyw then the integral of ω is by definition c(yz)ω(yz). The details of the definition for a
general chain are left to the reader. The residue of ω at a vertex z ∈ T 0 is the number
reszω := i
∑
e∈~T 1 : he=z
c(e)ω(e).
The imaginary periods of ω are defined analogously to the real ones as the integrals along certain
fixed chains of triangles.
A direct checking shows that ω : ~T 1 → R is a discrete Abelian differential of the 1st kind if and
only if its residues at all faces and all vertices vanish. It is also easy to see that for a discrete Abelian
differential of the 3rd kind the sum of the residues at all the vertices and all the faces vanishes.
Fourth Existence and Uniqueness Theorem 6.3. For any two distinct vertices z, w ∈ T 0
there is a unique discrete Abelian differential dφz,w : ~T
1 → R of the third kind with reszdφz,w =
−reswdφz,w = i and with all the other residues and both real and imaginary A-periods vanishing.
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Proof. Uniqueness. Let ω, ω′ be two discrete Abelian differentials of the third kind as required.
Then all residues of ω − ω′ vanish. Hence ω − ω′ is a discrete Abelian differential of the first kind.
Since all A-periods of ω − ω′ vanish by Corollary 3.8(2)⇒(1) it follows that ω = ω′.
Existence. Let ω : ~T 1 → R be an unknown function satisfying the condition ω(−e) = −ω(e).
Consider its values at all the edges as variables, and the residue ir at the vertex z as a parameter.
For each vertex y ∈ T 0 distinct from w and z write one linear equation resyω = 0. Write the linear
equation reszω = ir. (The equality reswω = −ir is obtained by summation of the written ones
and therefore is not written.) For each face x ∈ T 2 but one write one linear equation resxω = 0.
(Similar equation for the remaining face is obtained by summation of the written ones.) For each
k = 1, . . . , g write one linear equation
∫
αk
ω = 0 meaning that the real A-periods of ω vanish. Write
g analogous linear equations meaning that the imaginary A-periods of ω vanish. We get a system
of |T 0|+ |T 2|+ 2g − 2 equations in |T 1| variables. By the Euler formula it follows that the number
of equations equals the number variables. By the uniqueness part of the theorem it follows that
for r = 0 the system has only trivial solution. Thus by the finite-dimensional Fredholm alternative
it follows that for r = 1 the system has a solution. This solution is the required discrete Abelian
differential of the third kind.
Lemma 6.4. For any discrete meromorphic function f = (Ref : T˜ 0 → R, Imf : T˜ 2 → R) and any
two distinct vertices z, w ∈ T 0 we have
Ref(z)− Ref(w) =
∑
e∈T 1
dφz,w(e) · resef
Proof. The lemma follows from the sequence of equalities∑
e∈T 1
dφz,w(e) · resef =
∑
e∈T 1
dφz,w(e) · (Imf(re)− Imf(le) + c(e)Ref(he)− c(e)Ref(te))
=
∑
x∈T 2
Imf(x)
∑
e∈~T 1:re=x
dφz,w(e) +
∑
y∈T 0
Ref(y)
∑
e∈~T 1:he=y
c(e)dφz,w(e)
= −
∑
x∈T 2
Imf(x) · resxdφz,w − i
∑
y∈T 0
Ref(y) · resydφz,w
= Ref(z)− Ref(w).
Similar results hold, if one takes two distinct faces z, w ∈ T 2 instead of two distinct vertices.
6.3 Discrete Riemann–Roch theorem
A divisor on T is an arbitrary map T 0⊔T 1⊔T 2 → {0,±1}. The divisor (f) : T 0⊔T 1⊔T 2 → {0,±1}
of a discrete meromorhic function f = (Ref : T 0 → R, Imf : T 2 → R) is defined by the formulae:
(f)(z) =
{
+1, if Ref(z) = 0;
0, if Ref(z) 6= 0; (f)(e) =
{
−1, if resef 6= 0;
0, if resef = 0;
(f)(w) =
{
+1, if Imf(w) = 0;
0, if Imf(w) 6= 0;
for each z ∈ T 0, e ∈ T 1, w ∈ T 2. The divisor (ω) : T 0 ⊔ T 1 ⊔ T 2 → {0,±1} of a discrete Abelian
differential ω : ~T 1 → R of the third kind is defined by the formulae:
(ω)(z) =
{
−1, if reszω 6= 0;
0, if reszω = 0;
(ω)(e) =
{
+1, if ω(e) = 0;
0, if ω(e) 6= 0; (ω)(w) =
{
−1, if reswω 6= 0;
0, if reswω = 0.
Remark 6.5. As opposed to the continuous theory, on a discrete Riemann surface divisors do not
form an Abelian group. This reflects the fact that the product of discrete analytic functions is not
necessarily a discrete analytic function. Also the notions of multiple zeroes and multiple poles have
no discrete counterparts in our setup.
21
The degree degD of a divisor D : T 0⊔T 1⊔T 2 → {0,±1} is the sum of all its values. The divisor
D : T 0 ⊔ T 1 ⊔ T 2 → {0,±1} is greater or equal to a divisor D′ : T 0 ⊔ T 1 ⊔ T 2 → {0,±1}, if for each
z ∈ T 0 ⊔ T 1 ⊔ T 2 we have D(z) ≥ D′(z). Denote by l(D) the dimension of the space of discrete
meromorphic functions on T with divisors greater or equal to the divisor D. Denote by i(D) the
dimension of the space of Abelian differentials of the third kind on T with divisors greater or equal
to the divisor D. A divisor D is admissible, if D(z) ≤ 0 for each vertex z ∈ T 0, D(e) ≥ 0 for each
edge e ∈ T 1, and D(w) ≤ 0 for each face w ∈ T 2.
Riemann–Roch Theorem 6.6. For any admissible divisor D on a triangulated surface of genus
g we have
l(−D) = degD − 2g + 2 + i(D). (6)
Remark 6.7. This is a real version of the classical Riemann–Roch theorem: lS(−DS) = degDS −
g + 1+ i(DS), where DS is a divisor on a Riemann surface S and lS(−DS), iS(DS) are the complex
dimensions of continuous counterparts of the spaces from the definition of l(−D), i(D). The discrete
counterpart D of a divisor DS has twice larger degree. An informal explanation is that a counterpart
of one complex equation describing vanishing of a meromorphic function at a point is two real
equations describing vanishing of the real and imaginary parts of a discrete meromorphic function.
Proof of Riemann–Roch Theorem 6.6. Let D : T 0 ⊔ T 1 ⊔ T 2 → {0;±1} be an admissible divisor.
The support of D is the set suppD := {z ∈ T 0 ⊔ T 1 ⊔ T 2 : D(z) 6= 0}. Denote D∞ = D |T 1 and
D0 = D |T 0⊔T 2 . Consider a discrete Abelian integral f = (Ref : T 0 → R, Imf : T 2 → R) of the 2nd
kind with vanishing A-periods whose poles belong to the support suppD∞. By Corollary 3.8 it can
be written in a unique way as
f =
∑
e∈suppD∞
λeφe + const
with λe = resef ∈ R. By Lemma 6.2 its B-periods vanish if and only if for each k = 1, . . . , g we
have ∑
e∈suppD∞
λedφ
k
T (e) = 0; (7)∑
e∈suppD∞
λedφ
k
T ∗(e) = 0. (8)
Assume that equations (7)–(8) hold. Then by Lemma 6.4 the restriction of f = (Ref : T 0 →
R, Imf : T 2 → R) to the set suppD0 is a constant if and only if for each pair of elements z, w ∈
T 0 ∩ suppD0 or z, w ∈ T 2 ∩ suppD0 we have∑
e∈suppD∞
λedφz,w(e) = 0. (9)
In what follows assume that equations (9) are written only for those pairs (z, w) which form certain
maximal trees in the two complete graphs on the sets T 0 ∩ suppD0 and T 2 ∩ suppD0, respectively.
(The equations for the remaining pairs of vertices follow from the written ones.)
Consider (7)–(9) as a system of linear equations in variables λe for all e ∈ suppD∞. By the
previous paragraph the number l(−D) equals the dimension of the space of solutions of this system.
Thus the rank of the system (7)–(9) equals degD∞ − l(−D).
Transposing the matrix of the system (7)–(9), we get a new system of linear equations. Clearly,
i(D) equals the dimension of the space of solutions of the new system. Thus the rank of the new
system equals degD0 + 2g − 2− i(D). Since transposition does not change the rank we obtain the
required identity degD∞ − l(−D) = degD0 + 2g − 2− i(D).
Example 6.8. In the particular case of a triangulated flat torus and a divisor supported by 1 or 2
edges Riemann–Roch Theorem 6.6 implies the following:
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• there are no nonconstant discrete meromorphic functions with exactly one simple pole;
• there exists a nonconstant discrete meromorphic function with exactly two simple poles at
two given edges if and only if the edges are parallel to each other.
This is proved by a direct computation of the right-hand side of (6) using explicit construction of
discrete Abelian integrals in Example 2.2.
7 Generalizations
7.1 Quad-surfaces
Let us discuss a generalization of discrete Riemann surfaces considered in this paper above. This
generalization has been introduced by Mercat [21]. It has a physical interpretation in terms of
alternating-current networks; cf. [27, Section 5.2].
Let Q be a cell decomposition of the surface S with quadrilateral faces. Assume that each vertex
of Q is paint either black or white so that the endpoints of each edge have different colors. Assume
also that the intersection of any two faces is either empty, or a single vertex, or a single edge. A
chart on Q is an orientation-preserving homeomorphism of a face and a (not necessarily convex)
quadrilateral z1z2z3z4 in the complex plane C. An atlas on Q is a collection of charts, one for each
face (no agreement of charts for distinct faces is assumed). A cell decomposition Q with a fixed
atlas is called a quad-surface.
A function f : Q0 → C is discrete analytic on Q, if the difference quotients along the two
diagonals of each face are equal, i. e., for each face z1z2z3z4 ∈ Q2 we have
f(z1)− f(z3)
z1 − z3 =
f(z2)− f(z4)
z2 − z4 . (10)
A multi-valued function on Q with periods A1, . . . ,Ag,B1, . . . ,Bg,A1, . . . ,Ag,B1, . . . ,Bg ∈ C is
a function f : Q˜0 → C such that for each k = 1, . . . , g, each black vertex z ∈ Q˜0, and each white
vertex w ∈ Q˜0 we have
f(dαkz)− f(z) = Ak; f(dβkz)− f(z) = Bk;
f(dαkw)− f(w) = Ak; f(dβkw)− f(w) = Bk.
The numbers A1, . . . ,Ag,A1, . . . ,Ag are called the A-periods of the multi-valued function f . A
multi-valued discrete analytic function is called a discrete Abelian integral of the 1st kind on Q.
The following theorem is proved analogously to Riemann Bilinear Identity 3.1.
Theorem 7.1. For any two multi-valued functions f, f ′ : Q˜0 → C with periods
A1, . . . ,Ag,B1, . . . ,Bg,A1, . . . ,Ag,B1, . . . ,Bg and A
′
1, . . . ,A
′
g,B
′
1, . . . ,B
′
g,A
′
1, . . . ,A
′
g,B
′
1, . . . ,B
′
g,
respectively, we have∑
z1z2z3z4∈Q2
((f(z1)− f(z3))(f ′(z2)− f ′(z4))− (f(z2)− f(z4))(f ′(z1)− f ′(z3)))
=
g∑
k=1
(AkB
′
k − BkA′k + AkB′k −BkA′k).
Analogously to First Existence and Uniqueness Theorem 2.3 one can prove that there is a unique
(up to constant) Abelian integral φlQ : Q˜
0 → C of the 1st kind whose A-periods are given by the
formulae Ak = δkl, Ak = δkl, where k = 1, . . . , g. Let B
l
1, . . . ,B
l
g,B
l
1, . . . ,B
l
g be the B-periods
of φlQ : Q˜
0 → C. The matrix (ΠQ)kl := 12(Blk + Blk) is the period matrix of the quad-surface Q.
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Problem 7.2. Generalize Convergence Theorem for Period Matrices 2.5 to quad-surfaces.
Convergence of period matrices for quad-surfaces cannot be proved similarly to triangulated
surfaces. Difficulties appear in the proof of a counterpart of Lemma 4.15 because for a quad-surface
the natural “interpolation” IQu from [27, Section 5.1] is not continuous.
Problem 7.3. Which complex g× g matrices arise as period matrices of quad-surfaces of genus g?
This discrete counterpart of the Shottky problem is related to an inverse problem for alternating-
current networks and seems to be very difficult.
7.2 Delaunay–Voronoi quadrangulation
Let us show that the discretization of Riemann surfaces studied in Sections 2–6 is a particular case
of the one from Section 7.1 in a natural sense. By the circumcenter w∗ of a face w of a Delaunay
triangulation we mean the center of the immersed flat intrinsic disk containing the face w in the
interior and the vertices of w in the boundary (such disk exists by the results of [6]). By the
circumradius we mean a geodesic segment lying in the disk and joining the circumcenter with a
point in the boundary.
Theorem 7.4. Let T be a Delaunay triangulation of a closed polyhedral surface S satisfying con-
dition (D) from Section 2.5. For each face of T , draw 3 circumradii from the circumcenter to the
vertices; see Figure 1. Then the drawn segments do not have common interior points and thus form
a quad-surface Q, in which each face is identified with a planar quadrilateral by an orientation-
preserving isometry.
Proof. Take an oriented edge e ∈ ~T 1. Let w ∈ T 2 be a face containing e. By the results of [6] there
is an orientation-preserving and locally isometric immersion gw : Dw → S of a disk Dw ⊂ C such
that the face w and the vertices of w are in the interior and the boundary of gwDw, respectively.
Without loss of generality assume that g−1re te = g
−1
le
te and g
−1
re he = g
−1
le
he. Denote z1 := g
−1
re te and
z3 := g
−1
re he. Let z2 := g
−1
le
l∗e and z4 := g
−1
re r
∗
e be the centers of Dle and Dre , respectively. Define a
locally isometric immersion ge : z1z2z3z4 → S to be equal to gle in the triangle z1z2z3 and to gre in
the triangle z1z3z4. The images ge(z1z2z3z4) are the faces of the future quad-surface Q.
Compare the sum of the areas of the quadrilaterals z1z2z3z4 with the area of the union of their
images. Clearly, Area(z1z2z3z4) = |hete|2(cotαe + cotβe)/4 for each edge e ∈ T 1. Since T is
Delaunay and satisfies condition (D) it follows that these oriented areas are all positive. Expressing
the area of each face of T as an algebraic sum of three terms of the form Area(z1z2z3) we get∑
e∈T 1 Area(z1z2z3z4) = Area(S). Finally,
⋃
e∈T 1 ge(z1z2z3z4) ⊃ S because ∂(
⋃
e∈T 1 ge(z1z2z3z4)) =
∅. This implies that the maps ge : z1z2z3z4 → S neither self-intersect nor overlap with each other,
hence the drawn segments do not have common interior points.
Now it is easy to construct an “isomorphism” between the discretizations on T and Q. For
two arbitrary functions u : T 0 → R, v : T 2 → R define a function f : Q0 → R by the formula
f(z) := u(z) for each z ∈ T 0 and f(w∗) := iv(w) for each w ∈ T 2. Then for each face z1z2z3z4 ∈ Q2
with e := z1z3 ∈ T 1 equations (2) and (10) are equivalent.
Problem 7.5. Find a direct proof of the existence of the “Delaunay–Voronoi quadrangulation” Q
of a polyhedral surface as in Theorem 7.4 not using the existence of a Delaunay triangulation.
7.3 Numerical experiments
Let us present numerical analysis of the above convergence results using a software by S. Tikhomirov.
Take the surface S obtained by gluing 3 unit squares as shown in Figure 4 to the left. This surface has
genus g = 2, the parameter γS = 1/3, and the period matrix ΠS =
i
3
(
5 −4
−4 5
)
[3, p. 220]. Take the
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triangulation Tn of the surface S shown in Figure 4 to the right. Computing the discrete harmonic
functions uTn,P : T˜
0
n → R for all basis vectors P ∈ R2g (using classical method of relaxations), then
the energy matrix ETn , and then the discrete period matrix ΠTn (using Lemma 3.14) we get the
values in Table 1. The values in the last column are nearly equal, which shows that theoretical
approximation order in Theorem 2.5 agrees with the experimental one. Table 1 corrects wrong
values in [3, Table in p. 220, 1st surface].
TnS
β−1
2
α2
α1 n
n
β1
Figure 4: The surface S and its “triangulation” Tn for n = 4; see Section 7.3 for details. The paths
α1, β1, α2, β2 : [0, 1]→ S form a standard basis of the 1st homology (but not homotopy) group.
Table 1: Numerical experiments on approximation of period matrices by their discrete counterparts.
n ‖ΠTn − ΠS‖ ‖ΠTn − ΠS‖ · h−2γS
8 0.611 1.22
16 0.363 1.15
32 0.220 1.11
64 0.136 1.08
128 0.084 1.07
256 0.053 1.06
7.4 Underwater reefs
Let us warn the reader on possible dangers arising on the way of proving convergence results.
Remark 7.6. The proof of convergence of discrete period matrices suggested in [20, Proof of 3.1]
is erroneous. It essentially relies on the assumption that the approximation of discrete analytic
functions by discrete polynomials constructed in [19] is uniform while the approximation is in fact
pointwise and not uniform by [19, Section D].
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