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Background: 40K plays a significant role in the radiogenic heating of earth-like exoplanets, which
can affect the development of a habitable environment on their surfaces. The initial amount of 40K
in the interior of these planets depends on the composition of the interstellar clouds from which
they formed. Within this context, nuclear reactions that regulate the production of 40K during
stellar evolution can play a critical role. Purpose: In this study, we constrain for the first time the
astrophysical reaction rate of 40K(n,p)40Ar, which is responsible for the destruction of 40K during
stellar nucleosynthesis. We provide to the nuclear physics community high-resolution data on the
cross-section and angular distribution of the 40Ar(p,n)40K reaction. These are important to various
applications involving 40Ar. The associated reaction rate of the 40Ar(p,n)40K process addresses
a reaction rate gap in the JINA REACLIB database in the region of intermediate-mass isotopes
Methods: We performed differential cross-section measurements on the 40Ar(p,n)40K reaction, for
six energies in the center-of-mass between 3.2 and 4.0 MeV and various angles between 0◦ and 135◦.
The experiment took place at the Edwards Accelerator Laboratory at Ohio University using the
beam swinger target location and a standard neutron time-of-flight technique. We extracted total
and partial cross-sections by integrating the double differential cross-sections we measured. Re-
sults: The total and partial cross-sections varied with energy due to the contribution from isobaric
analog states and Ericson type fluctuations. The energy-averaged neutron angular distributions
were symmetrical relative to 90 ◦. Based on the experimental data, local transmission coefficients
were extracted and were used to calculate the astrophysical reaction rates of 40Ar(p,n)40K and
40K(n,p)40Ar reactions. The new rates were found to vary significantly from the theoretical rates
in the REACLIB library. We implemented the new rates in network calculations to study nucle-
osynthesis via the slow neutron capture process, and we found that the produced abundance of 40K
is reduced by up to 10% compared to calculations with the library rates. At the same time, the
above result removes a significant portion of the previous theoretical uncertainty on the 40K yields
from stellar evolution calculations. Conclusions: Our results support that the destruction rate of
40K in massive stars via the 40K(n,p)40Ar reaction is larger compared to previous estimates. The
rate of 40K destruction via the 40K(n,p)40Ar reaction now has a dramatically reduced uncertainty
based on our measurement. This result directly affects the predicted stellar yields of 40K from
nucleosynthesis, which is a critical input parameter for the galactic chemical evolution models that
are currently employed for the study of significant properties of exoplanets.
I. INTRODUCTION
40K is a very long-lived naturally occurring radioiso-
tope of potassium. The slow beta decay rate that trans-
forms it into 40Ar gives it important roles beyond that of
the enrichment of the interstellar medium. One such role
is in the area of nucleocosmochronology [1]. A possibly
more exciting role, however, is related to the evolution
of habitable environments in earth-like extrasolar plan-
ets. 40K is typically found in the interiors of exoplanets,
a remnant of the nucleosynthesis events that enriched
the interstellar gas cloud and, in turn, gave birth to the
∗ gasti1p@cmich.edu
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main-sequence star that such exoplanets typically orbit.
The decay of 40K is an exothermic process that generates
heat. It is hence found among other radioactive elements
responsible for keeping an Earth-like planet’s mantle hot
for the billions of years following its birth. This so-called
radiogenic heating and its evolution since a planet’s for-
mation are critically connected to the initiation and sus-
tainability of any tectonic activity of the earth-like planet
as well as of other planetary functions that control CO2
levels in a planet’s atmosphere. Processes that affect the
emission and absorption of greenhouse gases on a planet
control the balance of heat and influence habitability [2].
It has been shown that it is the initial composition of
a planet in long-lived radioactive elements and particu-
larly the quantities upon the formation of 40K and 235U
that are critical parameters in the evolution towards a
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2FIG. 1. Flow diagram of nuclear reactions around 40K during
s-process nucleosynthesis. The main avenues for destruction
of 40K are through the (n, p) and (n, α) reaction rates (solid
black arrows). In this work we infer the 40K(n,p)40Ar rate
from a study of the 40Ar(p,n)40K reaction (dashed black ar-
row).
habitable environment [2, 3].
In massive stars, 40Ar and 40K are mainly created
through neutron capture reactions. The abundances of
the two isotopes are connected since they share a common
reaction flow during helium, carbon, and neon burning.
Nucleosynthesis calculations have shown that the abun-
dances of the two isotopes are mutually sensitive to the
reaction rates responsible for their destruction [4]. For
40K these rates are the 40K(n,α)37Cl and 40K(n,p)40Ar
reactions. An example of a reaction flow involving these
rates in the context of a simple model of weak s-process
nucleosynthesis is shown in Fig. 1. 40Ar is converted
back to 40K via the 40Ar(p,n)40K reaction, a process that
needs, however, temperatures of the order of 5 GK to
switch on.
A search in the JINA REACLIB library [5] –we used
REACLIB v2.2– commonly used for astrophysics ap-
plications reveals a shocking lack of experimental data
on (p,n) and (n,p) reactions for intermediate-mass nu-
clei with atomic numbers between Z=14 and Z=33 and
30<A<70. The only available experimental data in
the library are those for 41K(p,n)41Ca and its time-
inverse rate for 41Ca(n,p)41K. A detailed study of the
40Ar(p,n)40K reaction at energies into -or close to- the
Gamow window allows to set constraints on both the di-
rect and the inverse astrophysical reaction rates and to
improve the accuracy of relevant abundance predictions
for the astrophysics applications mentioned above.
40Ar is an increasingly more valuable gas used in var-
ious scientific fields. In the last two decades, 40Ar has
found extended use in neutrino physics experiments due
to its low cost, non-reactive nature, and relatively easy
purification process. Purified 40Ar, is used in Liquid Ar-
gon Time Projection Chambers (LArTPCs) which are
integrated in neutrino tracking detector systems such as
MicroBooNE [6], ICARUS [7], and LArIAT [8]. These
systems are optimized for detecting accelerator, solar,
and supernovae neutrinos for experiments relevant to
neutrino physics and astrophysics. 40Ar has used in ac-
celerator physics technological applications. Such uses
of 40Ar include its placement in stripping gas-targets in
tandem accelerators [9], and in testing stable beams in
low- and high-energy linear accelerator facilities such as
ReA3 at the Facility of Rare Isotope Beams (FRIB) and
Linac3 at CERN.
In the context of the last two applications, studies on
proton and neutron-induced reactions on 40Ar at MeV-
scale energies, are useful in the development of diagnos-
tics tools, for testing experimental setups [10], and for
background characterization [11] in long-baseline exper-
iments. Currently, the only available experimental data
for the 40Ar(p,n)40K reaction at energies below 20 MeV,
come from low energy neutron yield measurements for
the determination of reaction thresholds, Q-values, and
Isobaric Analog States [12–15]. The energy resolution of
some of these earlier works is comparable to the data pre-
sented here, but the absolute quantification of the cross-
section was not a primary goal of the authors. The work
of Young et al. [15] deserves particular mention, since
it included an attempt at the measurement of the total
cross-section using a long counter. While a plot of the
excitation function was given, the authors acknowledged
the non-quantified systematic uncertainty in the energy
dependence of their neutron detector’s efficiency and did
not tabulate the cross-section. Presumably, the unknown
energy dependence of the efficiency is the reason that the
work of Young et al. is not included in any database of
cross-section data for the (p,n) reaction.
In this work, we present for the first time a complete set
of high-resolution experimental data on the 40Ar(p,n)40K
reaction excitation function and its angular distribution.
We extract the absolute total cross-section, as well as
partial cross-sections of the 40Ar(p,nx)
40K, (x=0,1,2) re-
actions to the ground and two first levels of excitation
of 40K. We compare the cross-sections and the angu-
lar distributions with the theory and find that the re-
sults are consistent with the predictions of the statistical
model. In particular, we explain the details of the ex-
citation function in the context of the phenomenon of
isobaric analog states and Ericson-type fluctuation the-
ory, which are applicable in our case. We use the experi-
mental data to extract local values for the proton - 40Ar
transmission coefficients. From the experimental cross-
section data, we calculate the experimentally constrained
astrophysical reaction rate for the 40Ar(p,n)40K reaction.
Using detailed balance, we extract the reaction rate for
the destruction of 40K via the 40K(n,p)40Ar and find it
significantly different from the recommended library rate
that is based on theory. Finally, by implementing the ex-
tracted rates in network calculations, we study s-process
nucleosynthesis and find that the produced abundance
of 40K is ∼10% lower compared to calculations with the
REACLIB rates.
We have divided the article into four sections. In Sec-
tion II, we describe the experimental setup that we used
3for the measurement of differential cross sections and an-
gular distributions at Ohio University. In Section III, we
discuss the details of the data analysis and the extraction
of neutron efficiencies, while in Section IV, we summarize
the results and compare them with the statistical model
calculations. In addition, we discuss the implications of
this study in s-process nucleosynthesis and show results
from network calculations. The conclusions of our work
are summarized in Section V.
II. EXPERIMENTAL SETUP
The experiment was carried out at the 4.5 MV tandem
accelerator of the Edwards Accelerator Laboratory using
the beam swinger capability of the facility [16]. Pulsed
proton beams at energies between 3.5 and 4.2 MeV were
delivered from the tandem accelerator into a cylindri-
cal gas-cell target at the end of the swinger magnet,
as shown in Fig 2. The cylindrical body of the gas-
cell was 3 cm in length and had a 9 mm internal di-
ameter. A set of beam collimators upstream of the
gas-cell provided a beam spot of ∼4 mm in diameter
at the target position, while a 1 mm-thick gold layer
at the bottom of the cylinder served as a beam stop-
per. To keep the beam-induced neutron background as
low as possible, the entrance window of the gas-cell was
made out of high purity (∼99.5%) aluminum and was
10.37±0.04 µm-thick. The thickness and composition of
the aluminum foil were determined via Rutherford back-
scattering spectroscopy (RBS) and proton-induced x-ray
emission (PIXE) analysis at Ohio University. During the
data taking phase of the experiment, the gas-cell was
filled with natural argon gas (99.999%) and was pres-
surized at 198±5 Torr. This pressure corresponded to
an areal density of (1.97±0.01)·1019 atoms/cm2 for 40Ar,
while the purity of the gas was verified with a residual
gas analyzer (RGA) at the end of the experiment. Lower
(98 Torr) and higher (414 Torr) pressures than the one for
data taking were also used to understand the qualitative
features of the cross-section and its fluctuating character.
The use of various pressures and, consequently, target
thicknesses allowed us to interpret the neutron spectra
in terms of the interplay between energy resolution of
the experiment and fluctuations in the cross-section.
For the detection of neutrons, we used a plastic scintil-
lator detector that is similar to the Low Energy Neutron
Detector Array (LENDA) bars [17]. The size of the de-
tector’s crystal was 31×4.5×2.5 cm3 (Length × Height
× Width), which is 1 cm longer compared to a stan-
dard LENDA bar. We placed the bar inside the neutron
time-of-flight tunnel at a distance of 5 m from the gas
target. The swinger magnet, which can rotate around
the center of the target at angles between 0 ◦ ≤ θlab .
180 ◦, defined the angle θlab of the detector relative to
the beam axis. During the experiment, the neutron de-
tector was oriented horizontally relative to the ground
(see Fig 2). Having the crystal in this position, we were
FIG. 2. Diagram of the beam swinger and of the neutron
time-of-flight tunnel at the Edwards Accelerator Laboratory
(modified image from [16]). The beam swinger allows the
beam axis to rotate around the target center, making pos-
sible measurements of neutron yields at various reaction an-
gles without the need for multiple neutron flight paths. The
swinger is part of the 4.5 MV Tandem accelerator of Ohio
University.
able to achieve an angular resolution of 0.25 ◦ in θlab. The
uncertainty in timing due to the crystal’s length was less
than 0.5 ns. The intrinsic timing resolution of LENDA
is also less than 0.5 ns [17]. Therefore, the pulsing and
bunching of the beam dominated the timing uncertainty,
which we measured using the neutron spectra to be no
more than 2 ns.
For determining the neutron angular distributions, we
performed measurements at various angles between 0 ◦
and 135 ◦. While the swinger magnet can rotate up to
180 ◦, the system’s supporting materials upstream of the
gas-cell significantly shadowed the target for θlab > 135
◦.
For this reason, we did not use in this study any mea-
surements at larger angles than 135 ◦.
To determine the intrinsic efficiency of LENDA at the
neutron energies of the experiment, we performed an ef-
ficiency calibration measurement using the neutron spec-
trum of the 9Be(d,n) reaction for a thick Be-target. The
9Be(d,n) reaction is a suitable and well-characterized
source of neutrons for calibrating neutron detectors in
the energy range 0.1 ≤ En ≤ 11.7 MeV due to its high
neutron flux at the low- and high- energy ends [18–20].
In this measurement, we used a 7 MeV deuterium beam
at θlab=0
◦, while the position of LENDA remained the
same as described above.
4In addition to the neutron detector, a 4.5×5.0 cm
LaBr3:Ce scintillator was used to detect gamma rays as-
sociated with the 40Ar(p,n) reaction. The detector was
mounted at 90 ◦ relative to the beam axis and was 18 cm
away from the target. Gamma spectra from the LaBr
detector and particularly the yields of the gamma tran-
sitions associated with the excited levels of 40K were
used for qualitative analysis and cross-verification of the
neutron detector results. These data were invaluable in
comprehending the detailed characteristics of the neutron
spectra, as described in the analysis section.
For getting a detailed picture of the photon emis-
sion as a function of proton energy, the gamma-ray data
were collected separately from the time-of-flight measure-
ments. In this way, we were able to increase the energy
resolution by lowering the gas pressure in the cell and
take smaller energy steps. Twenty-five spectra were col-
lected in total for beam energies between 3.4 to 4.0 MeV
(with 25 keV step), while the pressure in the gas-cell was
98±5 Torr.
III. DATA ANALYSIS
We extracted the total cross-section of the
40Ar(p,n)40K by summing all the partial cross-sections
of the (p, nx) exit channels populating the ground and
excited levels of 40K. To obtain the partial cross-sections,
we followed the procedures outlined below to integrate
the experimental double differential cross sections over
the angle θ.
Fig. 3 shows schematically the portion of the 40K level
scheme that is relevant for our study at energies between
3.0 and 4.0 MeV in the center-of-mass system along with
the associated neutron transitions n0−3 assuming a re-
action proceeding via the formation of a 41K compound
nucleus. The kinetic energies of the emitted neutrons
from the various (p, nx) channels are expected to range
between 0.1 and 1.6 MeV.
Within the limits of the timing resolution of the system
as well as the energy resolution of the incident beam, the
peaks from the (p, n0) and (p, n1) channels were not ex-
pected to be resolved in the neutron spectra due to their
small difference in neutron time-of-flight. As a result, cu-
mulative angular distributions and partial cross-sections
were obtained for the (p, n0,1) channels. Neutron peaks in
our spectra corresponding to these two channels spanned
the energy range of 1.0. En0,n1 .1.6 MeV.
For the (p, n2) and (p, n3) channels, the resolution
of the system was adequate to separate their neutrons
that were expected in the combined energy range of
0.1. En2,n3 .0.9 MeV. The fact that we observed no
neutrons (or gamma rays) from the (p, n3) channel sug-
gests that the corresponding partial cross-section was
too low compared to the sensitivity of our experiment.
Within our experimental uncertainties, the contribution
of the (p, n3) channel to the total cross-section was con-
sidered negligible compared to the dominant (p, n2) chan-
FIG. 3. Level scheme of excited levels in the final 41K residual
of the 40Ar(p,n)40K reaction (Q = -2.2868 MeV). The 41K
compound nucleus excitation energy ranged between 11.2 -
11.7 MeV. The scheme shows the energetically allowed ex-
cited states in the residual nucleus along with the promi-
nent gamma-rays from the de-excitation of the residual nu-
cleus. The corresponding neutron energies span between 1.0–
1.6 MeV for n0, n1, and 0.1–0.9 MeV for n2, n3.
nel.
The differential cross sections at angle θ and energy E
were calculated using the following relation:
dσ
dΩ
(θ,E) =
In
τdnNtNp∆Ω
(1)
where In is the number of detected neutrons, τd and n
are correction factors for the dead-time of the electronics
system and the intrinsic efficiency of LENDA, respec-
tively, Nt is the areal density of the target nuclei, Np is
the total number of beam particles impinging the target
during the measurement, and ∆Ω is the solid angle of
the detector. The number of detected neutrons In was
extracted from the time-of-flight spectra after applying
particular thresholds levels in the output pulse heights of
the detector. By doing this, we were able to obtain the
corresponding neutron efficiencies n from the LENDA
efficiency data (see Section III A).
By collecting at least four data points for each angu-
lar distribution and converting the data to the center-of-
mass system, a least-squares fit was then applied using
Legendre polynomial expansions of the form:
dσ
dΩ
∣∣∣∣
CM
=
n∑
i=0
aiPi(cosθcm) (2)
where Pi is the i
th order Legendre polynomial. Hav-
ing properly reproduced the angular distributions in the
5range from 0 ◦ to 180 ◦, the total cross sections were
obtained by integrating the fit functions.
The total cross-section values and associated uncer-
tainties were estimated using a Monte-Carlo sampling
technique that took into account the experimental errors
of the differential cross-section measurements. In this
analysis, the angular distribution data points were ran-
domly varied within the limits of their error-bars. For
each randomly chosen configuration of points, an inte-
grated angular distribution was obtained. By repeating
this process N-times, we were able to create a distribu-
tion of angle-integrated cross-sections where its standard
deviation (σ) and mean value (µ) were used to deter-
mine the final values of the cross-section and its error.
In order to assure that all the possible fit functions are
taken into account in the estimate of the final errors, the
data points were varied according to a flat random dis-
tribution. Fig. 4 shows an example of an angular distri-
bution that was analyzed with the Monte-Carlo method
we describe here. All the distributions were fitted using
Legendre polynomials up to the second order. In cases
of symmetrical distributions, only the even terms of the
expansion were included (e.g., Fig. 4). Any uncertainties
associated with the integration method on the fit func-
tions were negligible.
In the following subsections, we provide details on the
analysis of the neutron efficiency necessary for the quan-
tification of the cross-section in Eq. 1. We also describe
the analysis of gamma-ray spectra used to extract rela-
tive gamma-ray yields and to interpret the cross-section
results qualitatively.
A. Neutron Efficiency
1. Extraction of the detector efficiency curve
The neutron time-of-flight spectrum of the 9Be(d,n)
reaction that we obtained with the LENDA detector for
the efficiency measurement is presented in Fig. 5. From
the neutron time-of-flight, the kinetic energy of the neu-
trons was then deduced from:
En =
mnL
2
2τ2c2
(3)
where τ is the neutron time-of-flight, L is the flight path,
c is the speed of light, and mn=939.57 MeV.
We extracted the efficiency curve by comparing the
measured neutron yields at each energy bin, with the
“standard” yields from this reaction. The standard yields
were obtained from J.W. Meadows [20], while the mea-
sured yields were calculated as:
Yn =
In
τdNb∆Ω∆E
(4)
where In is the total number of counts in a particular
bin, τd is a correction factor for the dead-time of the elec-
tronics system, Nb is the integrated beam current (BCI)
during the run, ∆Ω is the solid angle of the detector, and
∆E is the bin size. A comparison between the neutron
yields from LENDA and those from the reference study
is displayed in Fig. 6. By adjusting the bin sizes accord-
ingly, the efficiency at each energy bin was given from
the ratio:
n =
[Yn]LENDA
[Yn]Standard
(5)
The extracted efficiency curve is presented in Fig. 7,
where two different threshold levels were applied to the
light output of the detector in offline analysis. For the
analysis of neutron spectra from the 40Ar(p,n) reaction,
both the efficiency curves were used. The 60 keVee
threshold was applied for beam energies above 3.6 MeV
(center-of-mass system), and the 30 keVee was applied
for the lower energies to reflect the actual threshold of
the detector during these measurements.
The main uncertainties on the efficiency measurement
were introduced by the beam current integration, the
solid angle subtended by the detector, and the reference
neutron yields. A detailed summary of the associated
errors is given in Table I.
TABLE I. Uncertainties on the various quantities of Eqs. 4
& 5. Wherever a range of values is used, it indicates that
the corresponding error varied from data-point to data-point.
The final uncertainty on the intrinsic neutron efficiency of
LENDA was extracted by adding these errors in quadratic.
Quantity Uncertainty
Neutron yield (In) <0.5 %
a
BCI (Nb) 10.0 %
Solid angle (∆Ω) 3.9 %
Dead-time correction (τd) 0.2 %
Reference yield ([Yn]Standard) 2.0 – 5.0 %
b
Efficiency (n) 10.9 – 11.9 %
a The error depended on the statistics of the corresponding
energy bin.
b See [20]
2. Determination of efficiency for low energy neutrons
Due to the finite energy resolution of our system, which
was dominated by the energy loss of the beam in the tar-
get, the widths of the neutron peaks from the 40Ar(p,n)
reaction were about 100 keV. While the time-of-flight res-
olution was enough to separate the energies of neutrons
coming from the target within 10 keV, all the neutrons
within the 100 keV range would be included inside a sin-
gle neutron peak. The energy resolution did not affect the
analysis of the high energy neutron peaks (En >0.8 MeV)
negatively as the efficiency is relatively constant within
100 kev at these energies (see Fig. 7 for the efficiency at
a threshold of 30 keVee). The sharp drop of LENDA’s
intrinsic efficiency for En < 0.4 MeV, however, compli-
cated the determination of absolute yields for the low
6FIG. 4. Calculation of the total cross-section from neutron angular distributions and corresponding uncertainties. The Monte-
Carlo method described in the text was used to estimate these uncertainties from the spread of results for the integrated
angular distribution fits. (Left) Example of a measured angular distribution of the (p, n0,1) channel at ECM=3.88 MeV. The
red line shows the best Legendre fit on the experimental points, while each one of the 5000 blue lines, corresponds to a fit of
a randomly chosen configuration of points within the limits of each point’s statistical uncertainty. (Right) Distribution of the
angle-integrated cross-sections that were obtained from N sampled fits. The mean value µ and standard deviation σ of the
distribution, are extracted from the Gaussian fit of the full distribution. The final cross-sections are given as µ± 3σ (Table II).
FIG. 5. Neutron time-of-flight spectrum obtained during the
efficiency measurement. Neutron energy increases towards
the higher channel numbers, while the corresponding time-of-
flight increases in the opposite direction.
energy neutron peaks (0.2 < En < 0.4 MeV) in which
the shape of the rapidly increasing efficiency was convo-
luted with that of the reaction yield. In other words, the
energy width of each TOF-peak at low neutron energies
corresponded to a significant variation of the neutron effi-
ciency. We decoupled the effect of the varying efficiency
inside the low energy neutron peaks by dividing them
into intervals of 10-15 keV. For each one of these energy
intervals, a weighting factor wi was obtained by dividing
the number of counts in that interval over the total num-
ber of counts on the neutron peak. Having extracted a
FIG. 6. Neutron yields from the 9Be(d,n) reaction. The ref-
erence spectrum has been adopted from [20]. The intrinsic
efficiency of the LENDA bar is reflected in the difference be-
tween the two curves. Each data point marks the center of
the corresponding energy bin.
set of weighting factors, the cumulative efficiency of neu-
tron detection for the events in each peak was calculated
from the bin-wise yield as:
n =
N∑
i=0
wii (6)
where N is the number of intervals, and i is the intrinsic
efficiency of LENDA at the corresponding energy of the
ith interval.
7FIG. 7. Efficiency curve of the LENDA bar for two different
threshold levels on the output pulse heights of the detector.
The intrinsic efficiency below 1 MeV increases dramatically
for the lower threshold and reaches a peak of approximately
35% at 500 keV.
B. Gamma-ray spectra
We used Gamma-ray spectra to study the character-
istic gamma-rays from the 40Ar(p,n) reaction, as well as
to cross-check the time-of-flight data. Fig. 8, shows a
gamma spectrum from the LaBr3 detector for Elab =
3.8 MeV. The majority of the detected gamma-rays came
from interactions of the proton beam with the argon gas,
the aluminum window of the gas-cell, and the surround-
ing materials along the beamline. The 770 keV peak
from the 40Ar(p,n2) channel was present in the spectrum
through all the measurements and was used to moni-
tor the fluctuations of the cross-section. The 29.8 keV
gamma-rays from the first excited state of 40K were also
identified; however, they could not be easily resolved
from the background photons in the low-energy region.
In contrast with the first two excited states, the promi-
nent gamma-rays from the (p, n3) channel at 891 keV,
were completely absent from the spectra. This was an
indication that the partial cross-section of this channel is
too low.
By determining the counting rates for the 770 keV
gamma rays, we were able to investigate the behavior
of the excitation function as a function of proton energy.
This was done by extracting gamma-ray yields for the
(p, n2) channel at various incident energies. To avoid any
systematic uncertainties associated with the dead-time of
our electronics system, the yields were calculated relative
to the 844 keV gammas-rays from the 27Al(p,pγ1−0) re-
action. Differential cross sections for the inelastic scatter-
ing on 27Al at 90-deg and incident energies between 3.0
and 4.0 MeV, were retrieved from M.Chiari et al. [21]
through the Ion Beam Analysis Nuclear Data Library
(IBANDL) [22]. By using the 844 keV gamma-ray peak
FIG. 8. Gamma-ray spectrum taken with the LaBr detector
at Elab = 3.8 MeV. The marked photo-peaks are associated
with the interactions of the proton beam with the aluminum
windows of the gas-cell and the argon gas. Unlabeled peaks
come from interactions of neutrons with the LaBr3 crystal the
surrounding material in the experimental area, and from the
detector’s self-activity.
of aluminum as a reference, the relative yield factor Yγ
of the 40Ar(p,n2−γ) channel at each incident energy was
calculated as:
Yγ =
[
dσ
dΩ
]
Al
Iγ
IAl
AE (7)
where Iγ and IAl are the number of detected photons with
energies 770 keV and 844 keV, respectively, [dσ/dΩ]Al is
the differential cross-section of the 27Al(p,pγ1−0) reac-
tion at the corresponding incident energy, and AE is a
correction factor that takes into account the efficiency
and the solid angle of the detector, as well as the areal
density of 40Ar in the gas target.
IV. RESULTS AND DISCUSSION
A. Qualitative interpretation of neutron and
gamma spectra, and statistical fluctuations
A remarkable feature of the experimental data was
the fluctuating character of the cross-section. We ob-
served fluctuations through both the yield of the 770 keV
gamma-ray of the (p, n2) channel, and the neutron yield
in the peaks of the time-of-flight spectra. The char-
acter of the fluctuations we observed in each case was
dependent on the energy resolution of the correspond-
ing measurement. Fig. 9, shows the relative yield of the
770 keV gamma-ray as a function of beam energy. The
25 keV resolution of this phase of the measurement re-
veals a rapidly varying gamma-ray yield for reaction en-
ergies above 3.2 MeV in the center-of-mass, consistent
with the known T=5/2 Isobaric Analog States (IAS) of
8FIG. 9. Gamma-ray relative yields from the (p, n2) channel.
The two broad structures observed in the excitation function
for incident energies above 3.2 MeV are attributed to two 41Ar
Isobaric Analog State resonances folded with Ericson type sta-
tistical fluctuations of the cross-section. In the gamma spec-
tra, the Ericson fluctuations are suppressed due to the 25 keV
energy resolution of the measurement that makes them ap-
pear mostly as a slowly fluctuating “background” continuum
underneath the two broad IAS structures. The fluctuations
were much more pronounced in the high-resolution time-of-
flight spectra. There, the shape of the neutron peaks revealed
a significant number of overlapping resonance-like structures
(see discussion and Fig. 10).
41Ar in 41K [23]. The IAS strength is mixed with the
T=3/2 natural 41K states that have a much narrower
width. This second contribution to the fluctuating char-
acter of the average cross-section is revealed in detail us-
ing the higher-resolution neutron time-of-flight spectra of
Fig. 10, that are taken with two different pressures (198
and 414 Torr) of the argon target gas. Both spectra cor-
respond to the same incident energy and detector angle
but have different argon target thicknesses. The pro-
ton energy of the beam after traversing the aluminum
window of the gas target is 3.6 MeV. The energy resolu-
tion of the proton beam is 90 and 170 keV for the low
and high-pressure case, respectively, and is dominated
by the energy that the beam particles lose in the target
gas before the onset of the nuclear reaction. Hence, in
Fig. 10, the blue spectrum corresponds to reaction ener-
gies in the range of 3.4–3.6 MeV, while the red spectrum
corresponds to the range of 3.5–3.6 MeV. Both neutron
spectra, therefore, correspond the higher energy part of
the gamma-ray spectrum of Fig. 9.
For a non-fluctuating excitation function, the (p, nx)
peaks in both spectra (Fig. 10) would have the same
single-peak shape with an energy spread defined by
the folding of the IAS resonance width and the neu-
tron energy resolution. The partial excitation functions,
however, are characterized by overlapping resonance-like
FIG. 10. Neutron time-of-flight spectra for two different tar-
get gas pressures, i.e., for two different target thicknesses.
Both spectra correspond to the same beam energy (before
interacting with the target window) and angle. The struc-
tured patterns on the neutron peaks are the result of the
convolution of the Ericson fluctuations with the resonant neu-
tron yields of the 41Ar isobaric analog states in 41K. For the
blue spectrum, the reaction energy ranges between 3.4 and
3.6 MeV. For the red spectrum, the reaction energy ranges
between 3.5 and 3.6 MeV. The difference in reaction energy
range results in an integration of a larger portion of the fluc-
tuating excitation function in the blue spectrum than in the
red one. Consequently, more structures appear in the neutron
peaks, consistent with what would be expected by a fluctuat-
ing cross-section (see discussion and Fig. 9).
structures, and the shape of the peaks changes accord-
ing to the fraction of the excitation function covered in
each measurement. The comparison of the two neutron
spectra of Fig. 10 suggests that the shape of the neutron
peaks is strongly affected by the folding of Ericson fluctu-
ations with the IAS resonances, and the energy resolution
of the measurement. As the beam energy loss increases
in the target with the increased pressure, the portion of
the excitation function probed increases too. As a re-
sult, the corresponding neutron peak becomes broader
in energy (or time-of-flight), and the neutron yields re-
produce a fluctuating excitation function for a broader
energy range than before.
The energy resolution of the neutron peaks depends
on the timing resolution of the system. Considering the
kinetic energies of the neutrons and the geometry of our
system, the neutron time of flight energy resolution dur-
ing this experiment was of the order of 10 keV or less. For
example, for the low energy neutron peaks that appear
in Fig. 10 (right side), the resolution is ∼2.5 keV. Con-
sequently, the statistical fluctuations of the cross-section
are reproduced by the neutron yields in great detail and
are seen in Fig. 10 superimposed on the IAS strength.
The fine structure we observed in the neutron spec-
tra is typical of the region of nuclei we are studying and
9we attribute it to statistical fluctuations of the partial
cross sections [24]. The observation of these structures
is also in agreement with previous work in the literature
using the 40Ar(p,n), (p,p), and (p,α) reactions [15, 23]
that report on the superposition of the two types of con-
tributions. Statistical fluctuations are expected in com-
pound nuclear reactions that proceed via highly-excited
overlapping states in the compound system and are in
agreement with various other studies of nuclear reactions
in this mass region where statistical fluctuations of the
partial cross-sections were reported in literature [25–27].
As discussed in [24], the level interference effects corre-
sponding to Ericson fluctuations impact both the partial
cross-sections and the angular distributions. The par-
tial angular distributions tend to be asymmetric relative
to 90-deg, while the cross-sections tend to fluctuate as
a function of energy with a period equal to the average
width Γ of the populated states. If the number of exit
channels is small, the total cross-section is also affected.
These effects are reduced when many exit channels are
integrated or when the energy resolution of the measure-
ment is much larger than Γ. As we will see in the fol-
lowing subsections, the results of our study agree with
the predictions of the statistical fluctuations theory. The
agreement is evident in the partial cross-sections and an-
gular distributions, as well as in the result for the total
cross-section. While the observed fluctuations are of par-
ticular interest, reporting a detailed fluctuation analysis
of the results is complicated, particularly in the presence
of the isobaric analog resonance states, and would be out-
side of the scope of this article. This analysis is, therefore
left to be incorporated in future work. Here, we aim at
the extraction of the reaction rate based on the measured
energy averaged partial and total cross-sections.
B. Differential, partial, and total cross sections
The measured partial cross sections for six energies
are presented in Fig. 12. The corresponding values are
listed in Table II. All energies correspond to the center-
of-mass energy in the middle of the target, after taking
into account the energy loss in the aluminum window and
the argon gas. Energy losses were calculated using the
Monte-Carlo software SRIM [28].
A prominent drop of the cross-section is observed in
all the neutron channels at around 3.6 MeV. This trend
is consistent with the variation of the gamma-ray yields
from the (p, n2) channel (see Fig. 9 for Ep > 3.4 MeV)
in which Ericson fluctuations are seen folded into the
broader T=5/2 isobaric analog resonance structure of
41Ar as discussed in the previous section. The 50 keV
resolution of the total cross-section measurement results
in a smoothing of the fluctuating character of the cross-
section. The uncertainties on the partial cross-section
determination fluctuated between 12.0 – 13.5% in σ0,1
and 14.0 – 22.5% in σ2. For the total cross-section σtot,
the corresponding uncertainty range is 9.0 – 11.5%.
TABLE II. Partial cross-sections of the (p, n0,1) and (p, n2)
channels. The total cross-sections are given as σ0,1 + σ2
ECM (MeV) σ0,1 (mb) σ2 (mb) σtot (mb)
3.882 ± 0.048 74.5 ± 9.6 26.1 ± 3.7 100.5 ± 10.5
3.775 ± 0.049 71.9 ± 9.1 17.6 ± 2.5 89.5 ± 9.4
3.687 ± 0.049 56.1 ± 6.8 9.6 ± 1.4 65.7 ± 7.0
3.570 ± 0.050 91.3 ± 11.4 41.9 ± 5.9 133.2 ± 12.8
3.463 ± 0.051 85.6 ± 11.5 37.7 ± 5.5 123.3 ± 12.7
3.365 ± 0.051 53.1 ± 6.9 15.5 ± 3.4 68.6 ± 7.7
The extracted differential cross sections are given in
Table IV. Their uncertainties varied between 15.0-33.0%.
In general, uncertainties above 20.0% mainly corre-
sponded to measurements of low energy neutrons (En .
0.4 MeV) from the (p, n2) channel. This happened be-
cause the kinetic energies of those neutrons lie in a region
where the intrinsic efficiency of LENDA changes rapidly
(e.g., for Ecm=3.37 MeV, 200 < En < 400 keV). Due to
the convolution of the detector’s efficiency with the neu-
tron yields for those data points (see Section III A), the
total uncertainty was increased.
Overall, the primary sources of uncertainty were the
beam current integration, the intrinsic neutron efficiency,
the solid angle subtended by the neutron detector, and in
some cases the peak integration. A detailed error budget
is given in Table III. Any systematic uncertainties asso-
ciated with the shadowing of the target at 135-deg were
estimated to be much smaller than any statistical error
at this angle and were not treated separately.
In Fig. 11, we present all the neutron angular distri-
butions. The distributions of the (p, n2) channel were
found to vary as a function of energy and tended to be
asymmetrical relative to 90 ◦. According to the theory of
statistical fluctuations [24], this behavior is expected for
the distributions of individual channels. However, any
features associated with this phenomenon should vanish
when the distributions are averaged over a sufficiently
large energy interval or when various exit channels are
taken into account. The latter is demonstrated by the
symmetrical distributions of the (p, n0,1) channels, which
change smoothly with energy. Furthermore, by looking
at the energy averaged distributions (see Fig. 13) the
profound asymmetries on the (p, n2) channel also vanish.
This is an indication that the observed fluctuations of the
cross-sections are purely statistical.
C. Theoretical calculations
To reproduce the experimental data, we performed sta-
tistical model calculations for incident energies between
3.0 and 4.0 MeV in the center-of-mass system, by us-
ing the Hauser-Feshbach code TALYS 1.9 [29]. In these
calculations, we adopted the semi-microscopic Optical
Model Potential (OMP) of Jeukenne-Lejeune-Mahaux
[30], while for the description of level densities and
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FIG. 11. Neutron angular distributions from 40Ar(p,n0,1) and
40Ar(p,n2) channels at various incident energies. All the ener-
gies and the differential cross-sections are given in the center-
of-mass system.
gamma-ray strength functions we used the Back-shifted
Fermi gas model [31], and the Brink-Axel model [32, 33]
respectively. We obtained no significant variation of the
calculation results when we tried different models for
level densities and gamma-strength functions. Regard-
ing the nuclear masses involved, we have implemented
TABLE III. Uncertainties on the various quantities of Eq. 1.
Whenever a range of values is used, it indicates that the cor-
responding error varied from data-point to data-point. By
adding these errors in quadratic, the final uncertainties on
the differential cross-sections were extracted.
Quantity Uncertainty
Measured yield (In) 1.0 – 26.0 %
a
BCI (Np) 10.0 %
Target thickness (Nt) 5.0 %
Solid angle (∆Ω) 3.9 %
Dead-time correction (τd) 0.2 %
Neutron efficiency (n) 10.9 – 15.0 %
b
a The error depended on the statistics of the corresponding
neutron peak.
b The error varied for some neutron energies (see Section IIIA 2).
the most recently evaluated atomic mass data [34].
The three exit channels which are competing in the p
+ 40Ar reaction, are the (p,p), (p,n), and (p,α). The
parameters of the optical model for each one of the three
possible particles in the exit channel (neutrons, protons,
and alphas) are expected to influence the result of the
cross-section calculation. To get a better description of
the partial cross-sections for the (p,n) channel, we ad-
justed the OMP transmission coefficients only for neu-
trons and alphas. The alpha-nucleus optical potential
is typically more uncertain than the proton-nucleus one
(see e.g., [35]). Therefore, to limit the number of tuned
parameters, the corresponding proton transmission co-
efficients remained unchanged. The transmission coef-
ficients were adjusted using the keyword ‘Tljadjust’ of
TALYS, while all the other parameters in the code re-
mained fixed. The ‘Tljadjust’ parameter allows the user
to multiply the transmission coefficients with a different
factor for each particle and orbital angular momentum L.
The range of L-values for which we calculated the trans-
mission coefficients depends on the populated spins in
the compound system. We applied corrections up to the
maximum L that was given by the models used in the
TALYS calculation for the energy range of our interest.
The limit of Lmax was 5 for neutrons, and 11 for alphas.
The optimum set of multiplication factors for the trans-
mission coefficients was extracted based on the quality
of the cross-section fits. For the different input param-
eters, the fit quality was evaluated by using Pearson’s
chi-squared formula:
χ2 =
N∑
j=1
(Ej −Oj)2
Oj
(8)
where Ej and Oj are the experimental and theoretical
cross-sections respectively.
11
TABLE IV. Differential cross sections of the 40Ar(p,n0,1) and
40Ar(p,n2) channels. The error in angle θ is 0.25-deg. For
keeping the table’s format simple, all angles are given in the lab system.
dσ0,1/dΩCM (mb/sr)
ECM (MeV) 0
◦ 15 ◦ 30 ◦ 45 ◦ 60 ◦ 90 ◦ 135 ◦
3.882 ± 0.048 - - 5.4 ± 0.8 - 5.9 ± 0.9 6.5 ± 1.0 5.5 ± 0.8
3.775 ± 0.049 - - 5.9 ± 0.9 - 5.7 ± 0.9 5.7 ± 0.8 5.5 ± 0.8
3.677 ± 0.049 4.0 ± 0.6 4.0 ± 0.6 4.2 ± 0.6 4.4 ± 0.7 4.5 ± 0.7 4.7 ± 0.7 4.1 ± 0.6
3.570 ± 0.050 - 6.5 ± 1.0 6.9 ± 1.1 - 7.3 ± 1.1 7.7 ± 1.2 6.9 ± 1.0
3.463 ± 0.051 - - 6.7 ± 1.0 - 6.9 ± 1.0 7.2 ± 1.1 6.2 ± 0.9
3.365 ± 0.051 - 3.9 ± 0.6 4.0 ± 0.6 - 4.2 ± 0.6 4.4 ± 0.7 4.0 ± 0.6
dσ2/dΩCM (mb/sr)
ECM (MeV) 0
◦ 15 ◦ 30 ◦ 45 ◦ 60 ◦ 90 ◦ 135 ◦
3.882 ± 0.048 - - 2.3 ± 0.4 - 2.3 ± 0.3 2.1 ± 0.3 1.8 ± 0.3
3.775 ± 0.049 - - 1.7 ± 0.3 - 1.6 ± 0.2 1.4 ± 0.2 1.1 ± 0.2
3.677 ± 0.049 1.1 ± 0.2 1.0 ± 0.2 1.1 ± 0.2 1.0 ± 0.2 1.0 ± 0.2 0.8 ± 0.1 0.5 ± 0.1
3.570 ± 0.050 - 2.8 ± 0.4 3.2 ± 0.6 - 3.3 ± 0.5 3.4 ± 0.5 3.4 ± 0.6
3.463 ± 0.051 - - 3.0 ± 0.5 - 2.9 ± 0.5 2.9 ± 0.5 3.2 ± 0.6
3.365 ± 0.051 - 1.7 ± 0.3 1.4 ± 0.3 - 1.4 ± 0.3 0.9 ± 0.3 1.2 ± 0.4
dσtot/dΩCM (mb/sr)
ECM (MeV) 0
◦ 15 ◦ 30 ◦ 45 ◦ 60 ◦ 90 ◦ 135 ◦
3.882 ± 0.048 - - 7.6 ± 0.9 - 8.2 ± 0.9 8.7 ± 1.0 7.3 ± 0.9
3.775 ± 0.049 - - 7.6 ± 0.9 - 7.3 ± 0.9 7.1 ± 0.9 6.6 ± 0.8
3.677 ± 0.049 5.0 ± 0.6 5.1 ± 0.6 5.3 ± 0.7 5.4 ± 0.7 5.5 ± 0.7 5.5 ± 0.7 4.6 ± 0.6
3.570 ± 0.050 - 9.3 ± 1.1 10.0 ± 1.2 - 10.6 ± 1.2 11.1 ± 1.3 10.3 ± 1.2
3.463 ± 0.051 - - 9.6 ± 1.1 - 9.8 ± 1.1 10.1 ± 1.2 9.4 ± 1.1
3.365 ± 0.051 - 5.6 ± 0.7 5.4 ± 0.6 - 5.7 ± 0.7 5.3 ± 0.7 5.2 ± 0.7
1. Calculations of Cross-Sections and Angular distributions
The results from the statistical model calculations are
summarized in Figs. 12 & 13. Since the cross-sections
were characterized by significant fluctuations, the data
cannot be precisely reproduced within the Hauser-
Feshbach framework that calculates energy-averaged
cross-sections. We expect, however, that the energy-
averaged angular distributions will be reproduced accu-
rately in shape and magnitude, and the general trend of
the cross-sections variation as a function of energy should
be reproduced reasonably. Here we make a comparison
between theoretical and experimental cross-sections. We
evaluate the agreement of the calculation with data using
the chi-square deviation of the two (see Eq. 8).
By using the default -tabulated- parameters for the
real and imaginary OMP components in TALYS, all the
corresponding partial cross-sections were overestimated.
To investigate the impact of the existing uncertainties
on these parameters, we repeated the calculations after
varying the JLM normalization factors λV (real central),
λV 1 (real isovector), λW (imaginary central), and λW1
(imaginary isovector) within their suggested limits [30].
The maximum variations of the theoretical cross-sections
are presented as error-bands in Fig. 12. On average, the
deviations from the best fit-line were around 20% for
(p,n0,1), and 100% (factor of two) for (p,n2). The latter
disagreement amplifies the discrepancy between theory
and experiment for the total cross-section, which was of
the order of 30%.
For getting a more accurate description of the par-
tial cross-sections within the statistical model approach,
we modified the initial alpha and neutron transmission
coefficients as described at the beginning of this sec-
tion. Specifically, we increased all the alpha transmis-
sion coefficients by a factor of 2.2, while for neutrons,
we decreased them by 60% for L=0,1 and 10% for L>1.
The final transmission coefficients are given in Tables
VI,VII,VIII.
The partial cross-sections of the (p,n0,1) channels were
found to be equally sensitive to all the involved transmis-
sion coefficients. On the other hand, the (p,n2) channel
was mainly sensitive to the L=0 and L=1 components.
For this reason, the main modifications to the neutron
transmission coefficients were done for the low L-values.
This can be explained by the fact that in our models,
the populated spin distribution in the compound system
peaks at J=2.5. Since the 2nd excited state of the resid-
ual nucleus (40K) has J=2, an outgoing neutron from this
transition is more likely to have L=0 or L=1.
By using the modified transmission coefficients, we cal-
culated the neutron angular distributions for the various
exit channels. The results are presented in Fig. 13, where
the calculated distributions are compared with the exper-
imental data. To minimize the effects of the statistical
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FIG. 12. Experimental and theoretical cross-sections for the
40Ar(p,n)40K reaction. The theoretical cross-sections have
been calculated using the TALYS code as described in the
text. The error-band shows the maximum variations of the
calculations due to uncertainties in the tabulated JLM opti-
cal potential parameters include with TALYS (default label).
The “modified” model, is a calculation in which the neutron
and alpha transmission coefficients using the same tabulated
JLM parameters [30], were adjusted to properly reproduce
the experimental data.
fluctuations, we compared the energy averaged distribu-
tions. The average was evaluated over the range 3.33
– 3.92 MeV in the center-of-mass system. The theoret-
ical angular distributions were found to be in a better
agreement with the experimental data when the modi-
fied transmission coefficients were used. This result is
consistent with the calculations on the partial and total
cross sections and verifies the aptness of our modifica-
tions. The fact that a significant part of the observed
discrepancies on the total cross sections was related to
the (p,n2) channel, highlights the importance of analyz-
ing individual exit channels when constraining nuclear
models.
2. Astrophysical reaction rates
In Fig. 14, we present the calculated astrophysical reac-
tion rate for the 40Ar(p,n)40K reaction, using the modi-
fied transmission coefficients from this study. The cal-
culation was performed in TALYS using the keyword
FIG. 13. Experimental and theoretical energy-averaged an-
gular distributions of the 40Ar(p,n)40K reaction. The distri-
butions are averaged over the energy range 3.33 to 3.92 MeV.
A better agreement between the results, is observed when the
modified transmission coefficients are used (see also Fig. 12).
“astro y”. In this mode, TALYS calculates the reac-
tion rate for the target in the ground state as well as
in a distribution of excited states populated according
to a Boltzmann distribution. The detailed results are
given in Table V. The current calculation of the ther-
monuclear rate is based on the experimental cross-section
that we measured in this work using proton energies be-
tween 3 and 4 MeV. The equivalent neutron energies for
the reverse reaction that destroys 40K, i.e., the exother-
mic 40K(n,p)40Ar reaction, would lie between 1.0 and
1.6 MeV. Considering the Maxwell-Boltzmann distribu-
tion widths (and the Gamow-Window for protons), the
energies that we performed the measurement correspond
to astrophysical temperatures above 4.5 GK. By compar-
ing the experimentally constrained rate with the one of
REACLIB (see Fig. 14), we observe that above 4.5 GK
the two rates differ by over a factor of two. In the range
below 1 GK, which is relevant to stellar nucleosynthesis,
the difference is over 80%.
To extract the reaction rate of the 40K(n,p)40Ar reac-
tion, we used the detailed balance condition [36]:
NA〈συ〉(n,p)=
(
AArAp
AnAK
) 3
2 (2JAr + 1)(2Jp + 1)
(2JK + 1)(2Jn + 1)
×GAr(T )
GK(T )
× e−Q(p,n)/kT ×NA〈συ〉(p,n)(9)
13
FIG. 14. (Top) Calculated astrophysical reaction rate of
the 40Ar(p,n)40K reaction, using the modified transmis-
sion coefficients from this work. The corresponding reac-
tion rate of REACLIB database is also included (“rath”
rate by Rausher et al. [36]). (Bottom) Comparison be-
tween the reaction rates from this work and the REACLIB
database. The vertical axis corresponds to the ratio of
RateTALY S/RateREACLIB .
where NA〈συ〉 are the corresponding reaction rate for
the forward and reverse reactions (NA is the Avogadro
number), A and J are the mass numbers in a.m.u and
the ground state spins of the involved nuclei, k is the
Boltzmann constant, T is the temperature, Q(p,n) is the
Q-value of the endothermic reaction, and G(T ) are the
temperature-dependent partition functions that corre-
spond to the excited state spectrum of the Ar and K
nuclei (calculated using the TALYS code). Using the
above formula both the ground and excited states in the
entrance and exit channel of the reaction are taken into
account in the calculation of the reverse reaction rate.
The results of these calculations are given in Table V,
along with the partition functions that we used.
In Fig. 15, we compare the extracted rate for the
40K(n,p)40Ar reaction (blue line) with the recommended
values adopted in the REACLIB V2.2 library (yellow
line). In the same graph, we include the corresponding
reaction rate calculated using the modified transmission
coefficients from this study (green line). A detailed com-
parison of the reaction rates is shown in the lower panel
of Fig. 15, where the deviation D is defined as:
D = 100× RDB −Ri
RDB
(10)
where, RDB is the reaction rate obtained from detailed
balance, and Ri is the calculated rate using any other
method. The calculated rate of the (p,n) reaction gave
zero values for T<0.4 GK preventing the calculation of
the detailed-balance (n,p) below that temperature. To
extend the detailed-balance data-set to temperatures be-
low 0.4 GK, which are relevant for stellar nucleosynthesis,
we chose to apply an exponential extrapolation (dashed
blue line). The extrapolation was done based on the
calculated rates at the temperature range between 0.4
and 1 GK. This extrapolation retained the trend of the
detailed-balance rate below 0.4 GK without producing
a nonphysical kink as it would be the case if we used
one of the modified TALYS or scaled REACLIB calcu-
lations to extrapolate. We consider this extrapolation
choice justified, since in the range between 0.2 – 8 GK,
the reaction rates from detailed balance (solid and dashed
blue), scaled REACLIB (red), and TALYS (green) are in
agreement within 5%. Moreover, this discrepancy is well
within the average experimental uncertainty of ∼15%
(grey error-band), while the smoothness of the extrapola-
tion is retained. In contrast to this agreement, the REA-
CLIB rate differs by -up to- 40% from the experimentally
constrained ones in the temperature range between 0.2 –
10 GK. This discrepancy is expected to have implications
on stellar nucleosynthesis calculations for the abundance
of 40K produced by the s-process, as the 40K(n,p)40Ar
reaction is partially responsible for its destruction.
3. Network Calculations
During the stellar evolution of a massive star, 40K
can be created both through fusion reactions during car-
bon and neon burning and via neutron capture reactions
in the helium-burning core (s-process) [37]. The latter
mechanism can also occur in the thermally unstable He
inter-shells of asymptotic giant branch (AGB) stars [38].
The s-process in massive stars is considered to be the
dominant mechanism. In any case, due to the existence
of these various components, an accurate calculation of
stellar yields for 40K is a rather tricky task. Further-
more, considering the destruction of s-process materials
due to the mixing of shells in the stellar interior, the
situation becomes even more complicated. Nevertheless,
by studying each of the above components individually,
any inaccuracies on determining the stellar yields can be
reduced.
We can get an insight into the potential effect of the
reaction rates measured in this work on abundance cal-
culations by considering a simple case of nucleosynthesis
for 40K. Here, we focus on the study of s-process nucle-
osynthesis in the context of the classical model [39], and
we investigate the impact of the 40K(n,p)40Ar reaction
on the abundance of 40K.
Single-zone network calculations were performed using
the open-source code NucnetTools [40]. For the initial
zone-composition, we considered the solar abundances
up to 58Fe [41]. The temperature and mass density of
the zone were set to 0.3 GK and 1000 g/cm3, respec-
tively, while during the calculation, the neutron den-
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TABLE V. Experimentally constrained reaction rates based on the cross-sections of this study. For the (p,n) reaction, all
the rates below 0.4 GK are zero. The reverse (n,p) rate was calculated by applying the detailed balance conditions (see
Section IV C 2). For temperatures below 0.4 GK, the reverse rate was extracted by doing exponential extrapolation (see
Fig. 15). Taking into account the experimental errors, the tabulated reaction rates are given within an uncertainty of 15%.
The corresponding partition functions for thermalized 40Ar and 40K targets were calculated in TALYS.
Reaction Rate (cm3s−1mol−1) Partition Functions
T (GK) 40Ar(p,n)40K 40K(n,p)40Ar GAr(T*) GK(T*)
0.2 0.000000E+00 (1.729863E+06) 1.00000E+00 1.13777E+00
0.3 0.000000E+00 (1.741773E+06) 1.00000E+00 1.24531E+00
0.4 3.253910E-22 1.763392E+06 1.00000E+00 1.32734E+00
0.5 2.014160E-16 1.802633E+06 1.00000E+00 1.38920E+00
0.6 1.503560E-12 1.873862E+06 1.00000E+00 1.43680E+00
0.7 8.989150E-10 1.968621E+06 1.00000E+00 1.47433E+00
0.8 1.109410E-07 2.083213E+06 1.00000E+00 1.50458E+00
0.9 4.782250E-06 2.215639E+06 1.00000E+00 1.52946E+00
1.0 9.869730E-05 2.364713E+06 1.00000E+00 1.55028E+00
1.5 1.010580E+00 3.337626E+06 1.00006E+00 1.61986E+00
2.0 1.207510E+02 4.656771E+06 1.00105E+00 1.66647E+00
2.5 2.364170E+03 6.282161E+06 1.00579E+00 1.71058E+00
3.0 1.834150E+04 8.181936E+06 1.01832E+00 1.75880E+00
3.5 8.267880E+04 1.035050E+07 1.04254E+00 1.81336E+00
4.0 2.632080E+05 1.281267E+07 1.08181E+00 1.87574E+00
5.0 1.400220E+06 1.882244E+07 1.21974E+00 2.03196E+00
6.0 4.411610E+06 2.665781E+07 1.46932E+00 2.24833E+00
7.0 1.004860E+07 3.660870E+07 1.89087E+00 2.55127E+00
8.0 1.829130E+07 4.862018E+07 2.58102E+00 2.97163E+00
9.0 2.822910E+07 6.224363E+07 3.69363E+00 3.54622E+00
10.0 3.839050E+07 7.668148E+07 5.47534E+00 4.32118E+00
sity was fixed to 108 neutrons/cm3. These conditions
were derived based on the classical s-process model ap-
proach [39, 42]. The reaction network included all the
relevant (n,γ), (n,p), (n,α), β+, and β− reactions, while
the corresponding thermonuclear reactions rates were re-
trieved from the JINA REACLIB library. In this calcu-
lation, the system evolved for ∼105 years.
Fig. 16, shows the time evolution of the mass fraction
of 40K according to the above network calculation. Dur-
ing the evolution of the system, the mass fraction of 40K
peaks at two different times. That happened because the
reaction flow through 40K depends on the abundance evo-
lution of the lighter elements in the reaction chain. The
latter is affected by the initial zone composition, which
adds an extra level of complexity in the calculation. To
investigate the impact of the 40K(n,p)40Ar reaction on
the final 40K yields, we repeated the calculation using the
extracted thermonuclear rate from this study. The corre-
sponding rate at 0.3 GK, was obtained after extrapolat-
ing the calculated data for temperatures below 0.4 GK,
as described in the previous section. Based on the trend
of the extrapolated curve, the induced error due to the
extrapolation at 0.3 GK is well within the experimen-
tal error of 15% (see Fig. 15). The yellow error-band in
Fig. 16 represents the upper-limits of this error.
The results of this network calculation show that the
abundance of 40K produced by s-process within a period
of time of 105 years is overestimated by up-to 8.5±1.2%
when the REACLIB library rate is used. Previous stud-
ies on stellar nucleosynthesis [4], revealed sensitivity of
the order of 20–30% for the stellar yields of 40K depend-
ing on the choice of theoretical reaction rate. The result
was based on a comparison between the rate currently
adopted by JINA REACLIB and the previously recom-
mended calculation [43]. Those yield variations were
linked to the individual reaction rates that are respon-
sible for the formation and destruction of 40K. It is gen-
erally considered in the community that Hauser-Feshbach
calculations are supposed to be accurate within approxi-
mately a factor of two. In the present study, we provide
an experimental rate for the 40K(n,p)40Ar reaction. The
well-defined uncertainty of the order of 15% for the ex-
perimental rate at the energies of interest is a significant
improvement over the typical factor-of-two uncertainty
of the calculated rate. The reduction in uncertainty is il-
lustrated in Fig. 16. Even though many factors must be
taken into account to obtain accurate final stellar yields,
our measurement provides a significant constraint the un-
certainties associated with the destruction rate of 40K
and can be used to inform future studies of the relevant
s-process component of 40K nucleosynthesis.
V. CONCLUSION
We measured the total and partial cross-sections of
the reaction 40Ar(p,n)40K for incident proton beam en-
ergies between 3.0 - 4.0 MeV. We found that all the cross-
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FIG. 15. (Top) Constrained astrophysical reaction rate of
the 40K(n,p)40Ar reaction (blue line). The rate is deduced
from the Hauser-Feshbach calculations on the 40Ar(p,n)40K
reaction, using the principle of detailed balance (see Eq. 9).
For temperatures below 0.4 GK an exponential extrapola-
tion was applied as described in the text. The grey error-
band, marks the limits of the average experimental uncer-
tainty. The green line, represents the same reaction rate but
calculated using the modified transmission coefficients from
this study (Hauser-Feshbach calculation with TALYS). In the
same graph, the reaction rate from the REACLIB library is
also displayed (“rath” rate by Rausher et al. [36], yellow line).
The red line, corresponds to the REACLIB rate after being
scaled to a reference value at 0.4 GK. (Bottom) Comparison
between the various reaction rates, relative to the reference
rate obtained from detailed balance. The deviations are cal-
culated using Eq. 10. The REACLIB rate is systematically
above the limits of the experimental uncertainty, and devia-
tions up to ∼40% are observed. On the other hand, the scaled
REACLIB rate and the TALYS rate (with modified TL) are
in a very good agreement with the reference curve.
sections vary considerably as a function of energy within
our experimental resolution. In individual neutron chan-
nels, the shapes of the angular distributions were affected
by statistical fluctuations. These variations in the cross-
section were found to be consistent with theoretical pre-
dictions and previous work available in the literature.
To reproduce the experimental data using the Hauser-
Feshbach theory, we extracted an improved set of neu-
tron, proton, and alpha transmission coefficients from
statistical model calculations. Based on these opti-
mum transmission coefficients, improved astrophysical
reaction rates were calculated for the 40Ar(p,n)40K and
40K(n,p)40Ar reactions.
The new reaction rates were found to be consider-
ably higher than the rates currently available in REA-
CLIB. Using the experimentally constrained rates, we
FIG. 16. Mass fraction of 40K produced by s-process for differ-
ent rates of the 40K(n,p)40Ar reaction. The grey error-band
highlights the sensitivity of the mass fraction of 40K on the
variation of the library rate by a factor of two. The yellow
error-band, represents the upper-limit of the associated uncer-
tainty on the experimental reaction rate, which is ∼15%. The
lower panel displays the ratio of the two mass fractions when
the numerator of the ratio corresponds to the calculations us-
ing the REACLIB rate. The new experimentally constrained
rate suggests a factor of 1.39 increase in the destruction rate
of 40K, and a close to 10% reduction in the production of 40K
after a period of 105 yrs.
performed network calculations to investigate the impli-
cations of this result on s-process nucleosynthesis of 40K.
We found that the abundance of 40K can be overesti-
mated by ∼10% when using the REACLIB rate in net-
work calculations. The experimental measurement re-
moves a significant portion of the previous theoretical
uncertainty on the 40K yields from stellar evolution cal-
culations.
The initial mass fraction of 40K during the formation of
a cosmochemically earth-like exoplanet affects the time
evolution of the radiogenic heating of the planet. The
heating rate has implications on the planet’s geological
activity, greenhouse gas recycling in the planet’s atmo-
sphere, and eventually to the planet’s habitability. Cur-
rently, age-dependent predictions for such crucial phe-
nomena are made by using galactic chemical evolution
(GCE) models. The results from our study can improve
the predictions of stellar yields of 40K at the time of the
planet’s formation, a critical input parameter for such
GCE models.
Future measurements with proton energies below
2.5 MeV would provide useful information for the cross-
sections inside the Gamow-Window for stellar temper-
atures. Such studies would further constrain the rate
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of the 40K(n,p)40Ar reaction during stellar nucleosynthe-
sis. Also, measurements on the 40K(n,α)37Cl reaction at
astrophysical energies would be particularly useful. Con-
straining all the relevant reaction channels which are re-
sponsible for the destruction of 40K during stellar evolu-
tion, will further improve the accuracy of the astrophys-
ical models in predicting the stellar yields of 40K.
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TABLE VI. Local neutron transmission coefficients based on the experimental cross sections of this study. All energies are
given in the lab system.
Neutron transmission coefficients for L− 1/2
En (MeV) L=0 L=1 L=2 L=3 L=4 L=5
0.00103 0.000000E+00 1.578316E-05 1.653768E-09 6.402627E-13 1.363284E-18 1.841157E-23
0.00205 0.000000E+00 4.413720E-05 9.376920E-09 7.318125E-12 3.087324E-17 8.333415E-22
0.00513 0.000000E+00 1.705860E-04 9.308070E-08 1.841994E-10 1.911204E-15 1.288359E-19
0.01025 0.000000E+00 4.695760E-04 5.282739E-07 2.119203E-09 4.326633E-14 5.824719E-18
0.0205 0.000000E+00 1.274088E-03 3.001338E-06 2.449467E-08 9.805320E-13 2.635632E-16
0.05126 0.000000E+00 4.564960E-03 2.987100E-05 6.280974E-07 6.076035E-11 4.070241E-14
0.10252 0.000000E+00 1.126616E-02 1.699533E-04 7.368237E-06 1.377837E-09 1.838385E-12
0.20505 0.000000E+00 2.537180E-02 9.681660E-04 8.716788E-05 3.126681E-08 8.286336E-11
0.30757 0.000000E+00 3.848940E-02 2.681235E-03 3.697029E-04 1.942551E-07 7.672761E-10
0.4101 0.000000E+00 5.019040E-02 5.527494E-03 1.024452E-03 7.103925E-07 3.718008E-09
0.51262 0.000000E+00 6.056400E-02 9.689940E-03 2.237274E-03 1.942902E-06 1.263204E-08
0.61514 0.000000E+00 6.980360E-02 1.532862E-02 4.186719E-03 4.422807E-06 3.429207E-08
0.71767 0.000000E+00 7.809360E-02 2.258091E-02 7.021458E-03 8.871174E-06 7.974504E-08
0.82019 0.000000E+00 8.558600E-02 3.156129E-02 1.084095E-02 1.621881E-05 1.655658E-07
0.92272 0.000000E+00 9.242400E-02 4.236039E-02 1.568691E-02 2.763027E-05 3.152817E-07
1.02524 0.000000E+00 9.870480E-02 5.504076E-02 2.154042E-02 4.451850E-05 5.607504E-07
1.12776 0.000000E+00 1.045280E-01 6.963156E-02 2.833398E-02 6.857118E-05 9.438030E-07
1.23029 0.000000E+00 1.099552E-01 8.613774E-02 3.596112E-02 1.017729E-04 1.517850E-06
1.33281 0.000000E+00 1.150468E-01 1.045215E-01 4.429035E-02 1.464129E-04 2.349396E-06
1.43534 0.000000E+00 1.198464E-01 1.247211E-01 5.318316E-02 2.051343E-04 3.520152E-06
1.53786 0.000000E+00 1.244076E-01 1.466091E-01 6.251589E-02 2.809071E-04 5.128164E-06
1.64038 0.000000E+00 1.287436E-01 1.700703E-01 7.215219E-02 3.771117E-04 7.290351E-06
1.74291 0.000000E+00 1.329004E-01 1.949211E-01 8.200053E-02 4.975398E-04 1.014462E-05
Neutron transmission coefficients for L+ 1/2
En (MeV) L=0 L=1 L=2 L=3 L=4 L=5
0.00103 1.242388E-02 6.835040E-06 2.847816E-09 7.547760E-14 3.545811E-18 2.154303E-23
0.00205 1.759268E-02 1.919740E-05 1.618092E-08 8.512029E-13 8.058267E-17 9.753210E-22
0.00513 2.782444E-02 7.482640E-05 1.612314E-07 2.092275E-11 5.020137E-15 1.508562E-19
0.01025 3.923760E-02 2.079608E-04 9.186570E-07 2.351907E-10 1.143711E-13 6.823512E-18
0.0205 5.505840E-02 5.723440E-04 5.246820E-06 2.640924E-09 2.613213E-12 3.089556E-16
0.05126 8.499480E-02 2.117600E-03 5.277726E-05 6.435288E-08 1.644264E-10 4.777362E-14
0.10252 1.159928E-01 5.451800E-03 3.043665E-04 7.157097E-07 3.794940E-09 2.161233E-12
0.20505 1.545488E-01 1.312600E-02 1.775286E-03 7.879284E-06 8.855676E-08 9.768060E-11
0.30757 1.799864E-01 2.099636E-02 5.027949E-03 3.179358E-05 5.639130E-07 9.067500E-10
0.4101 1.988204E-01 2.861168E-02 1.059579E-02 8.510112E-05 2.110914E-06 4.404627E-09
0.51262 2.135768E-01 3.584680E-02 1.897911E-02 1.819089E-04 5.905350E-06 1.500111E-08
0.61514 2.255716E-01 4.268880E-02 3.065481E-02 3.373515E-04 1.374435E-05 4.082211E-08
0.71767 2.355648E-01 4.916000E-02 4.605975E-02 5.672601E-04 2.817765E-05 9.516060E-08
0.82019 2.440648E-01 5.529080E-02 6.556860E-02 8.878185E-04 5.264604E-05 1.980558E-07
0.92272 2.513944E-01 6.112360E-02 8.945955E-02 1.315647E-03 9.163440E-05 3.780819E-07
1.02524 2.578060E-01 6.668760E-02 1.178856E-01 1.867239E-03 1.508256E-04 6.741207E-07
1.12776 2.634584E-01 7.202080E-02 1.508193E-01 2.559384E-03 2.372562E-04 1.137474E-06
1.23029 2.685048E-01 7.714560E-02 1.880757E-01 3.408570E-03 3.595527E-04 1.833984E-06
1.33281 2.730460E-01 8.208840E-02 2.292381E-01 4.431051E-03 5.280201E-04 2.846052E-06
1.43534 2.771696E-01 8.686760E-02 2.737251E-01 5.642892E-03 7.549794E-04 4.275450E-06
1.53786 2.809160E-01 9.150640E-02 3.206907E-01 7.059771E-03 1.054575E-03 6.244965E-06
1.64038 2.843664E-01 9.601280E-02 3.693015E-01 8.696475E-03 1.443627E-03 8.901882E-06
1.74291 2.875468E-01 1.004096E-01 4.185261E-01 1.056843E-02 1.941003E-03 1.242081E-05
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TABLE VII. Local proton transmission coefficients based on the experimental cross sections of this study. All energies are
given in the lab system.
Proton transmission coefficients for L− 1/2
Ep (MeV) L=0 L=1 L=2 L=3 L=4 L=5 L=6
0.10252 0.000000E+00 7.722550E-21 1.056870E-22 3.643920E-24 1.867750E-26 9.556740E-29 3.493620E-31
0.20504 0.000000E+00 1.040800E-13 1.387720E-15 5.483260E-17 3.219900E-19 2.039370E-21 9.788000E-24
0.30756 0.000000E+00 1.543280E-10 2.021160E-12 9.024680E-14 5.957430E-16 4.496040E-18 2.672080E-20
0.41008 0.000000E+00 1.223610E-08 1.577960E-10 7.886010E-12 5.763340E-14 5.046430E-16 3.576190E-18
0.5126 0.000000E+00 2.457820E-07 3.123750E-09 1.734200E-10 1.386020E-12 1.380600E-14 1.136180E-16
0.61512 0.000000E+00 2.279510E-06 2.856170E-08 1.750550E-09 1.514740E-11 1.690630E-13 1.584520E-15
0.71764 0.000000E+00 1.300650E-05 1.606940E-07 1.081650E-08 1.004860E-10 1.241690E-12 1.305600E-14
0.82016 0.000000E+00 5.340960E-05 6.507640E-07 4.789260E-08 4.743040E-10 6.425770E-12 7.490220E-14
0.92269 0.000000E+00 1.733160E-04 2.084040E-06 1.670260E-07 1.752780E-09 2.582520E-11 3.305130E-13
1.02521 0.000000E+00 4.717450E-04 5.603430E-06 4.873800E-07 5.391000E-09 8.579690E-11 1.195920E-12
1.12773 0.000000E+00 1.120750E-03 1.317470E-05 1.239670E-06 1.438810E-08 2.459030E-10 3.708060E-12
1.23025 0.000000E+00 2.389710E-03 2.786800E-05 2.828920E-06 3.431290E-08 6.265920E-10 1.016280E-11
1.33277 0.000000E+00 4.663530E-03 5.414100E-05 5.914060E-06 7.469820E-08 1.451100E-09 2.518880E-11
1.43529 0.000000E+00 8.449270E-03 9.809940E-05 1.150490E-05 1.508330E-07 3.104990E-09 5.743260E-11
1.53781 0.000000E+00 1.435620E-02 1.677430E-04 2.107400E-05 2.859910E-07 6.217260E-09 1.220740E-10
1.64033 0.000000E+00 2.305850E-02 2.731600E-04 3.669260E-05 5.140890E-07 1.176600E-08 2.444020E-10
1.74285 0.000000E+00 3.520220E-02 4.266930E-04 6.116570E-05 8.827710E-07 2.121220E-08 4.647200E-10
1.84537 0.000000E+00 5.130770E-02 6.430940E-04 9.820700E-05 1.457040E-06 3.666620E-08 8.449240E-10
1.94789 0.000000E+00 7.164990E-02 9.395490E-04 1.525980E-04 2.323090E-06 6.108400E-08 1.476910E-09
2.05041 0.000000E+00 9.616160E-02 1.335840E-03 2.303850E-04 3.592950E-06 9.850910E-08 2.493470E-09
2.25545 0.000000E+00 1.556010E-01 2.519610E-03 4.878190E-04 7.949920E-06 2.356630E-07 6.498800E-09
2.46049 0.000000E+00 2.227670E-01 4.403130E-03 9.515820E-04 1.613210E-05 5.136800E-07 1.532670E-08
2.66553 0.000000E+00 2.895120E-01 7.233160E-03 1.735550E-03 3.050370E-05 1.037500E-06 3.329610E-08
2.87058 0.000000E+00 3.499550E-01 1.129110E-02 2.991980E-03 5.439960E-05 1.966680E-06 6.754300E-08
3.07562 0.000000E+00 4.015550E-01 1.688470E-02 4.915030E-03 9.234350E-05 3.533170E-06 1.292760E-07
3.28066 0.000000E+00 4.443340E-01 2.433930E-02 7.740100E-03 1.502910E-04 6.062470E-06 2.353990E-07
3.4857 0.000000E+00 4.793600E-01 3.398630E-02 1.174160E-02 2.358790E-04 9.996930E-06 4.104950E-07
3.69074 0.000000E+00 5.081770E-01 4.614450E-02 1.721700E-02 3.586700E-04 1.592160E-05 6.892260E-07
3.89578 0.000000E+00 5.320870E-01 6.110850E-02 2.447350E-02 5.304330E-04 2.459290E-05 1.119180E-06
4.10082 0.000000E+00 5.522950E-01 7.911850E-02 3.379400E-02 7.653390E-04 3.696680E-05 1.764040E-06
Proton transmission coefficients for L+ 1/2
Ep (MeV) L=0 L=1 L=2 L=3 L=4 L=5 L=6
0.10252 5.828490E-21 2.431560E-20 1.034850E-22 1.197200E-23 2.728010E-26 1.051510E-28 0.000000E+00
0.20504 7.190970E-14 3.195740E-13 1.385930E-15 1.627620E-16 4.743590E-19 2.246750E-21 1.015320E-23
0.30756 9.833320E-11 4.549770E-10 2.050840E-12 2.454330E-13 8.844590E-16 4.959080E-18 2.772480E-20
0.41008 7.212050E-09 3.416070E-08 1.623850E-10 1.977890E-11 8.619950E-14 5.572540E-16 3.711500E-18
0.5126 1.342420E-07 6.414340E-07 3.256630E-09 4.028490E-10 2.088080E-12 1.526260E-14 1.179470E-16
0.61512 1.155250E-06 5.493870E-06 3.014320E-08 3.777840E-09 2.298430E-11 1.871120E-13 1.645300E-15
0.71764 6.123470E-06 2.863230E-05 1.715840E-07 2.173960E-08 1.535690E-10 1.375810E-12 1.356020E-14
0.82016 2.338550E-05 1.063400E-04 7.027450E-07 8.981570E-08 7.300830E-10 7.127970E-12 7.781500E-14
0.92269 7.068430E-05 3.095780E-04 2.275200E-06 2.928160E-07 2.717460E-09 2.868040E-11 3.434550E-13
1.02521 1.795220E-04 7.509510E-04 6.182940E-06 7.999220E-07 8.418730E-09 9.539330E-11 1.243080E-12
1.12773 3.989710E-04 1.582820E-03 1.468900E-05 1.907930E-06 2.263240E-08 2.737280E-10 3.855300E-12
1.23025 7.981920E-04 2.985350E-03 3.139010E-05 4.087950E-06 5.436950E-08 6.983240E-10 1.056920E-11
1.33277 1.467360E-03 5.148560E-03 6.160000E-05 8.034020E-06 1.192350E-07 1.619170E-09 2.620320E-11
1.43529 2.516820E-03 8.251300E-03 1.127310E-04 1.470830E-05 2.425550E-07 3.468830E-09 5.976230E-11
1.53781 4.074610E-03 1.244640E-02 1.946620E-04 2.538960E-05 4.633360E-07 6.954350E-09 1.270620E-10
1.64033 6.283120E-03 1.783780E-02 3.201070E-04 4.169660E-05 8.391620E-07 1.317740E-08 2.544620E-10
1.74285 9.293160E-03 2.448740E-02 5.048870E-04 6.564060E-05 1.451890E-06 2.378670E-08 4.839900E-10
1.84537 1.325990E-02 3.239920E-02 7.683060E-04 9.963090E-05 2.414640E-06 4.116910E-08 8.802220E-10
1.94789 1.833480E-02 4.153270E-02 1.133300E-03 1.465030E-04 3.879370E-06 6.867460E-08 1.539070E-09
2.05041 2.466140E-02 5.180730E-02 1.626780E-03 2.095370E-04 6.046100E-06 1.108960E-07 2.599230E-09
2.25545 4.156120E-02 7.530680E-02 3.127430E-03 3.993960E-04 1.358600E-05 2.660100E-07 6.778730E-09
2.46049 6.471100E-02 1.018240E-01 5.570070E-03 7.043630E-04 2.800020E-05 5.814270E-07 1.599740E-08
2.66553 9.440550E-02 1.302230E-01 9.324670E-03 1.166530E-03 5.377690E-05 1.177650E-06 3.477670E-08
2.87058 1.304320E-01 1.595170E-01 1.483090E-02 1.834770E-03 9.741230E-05 2.238860E-06 7.059610E-08
3.07562 1.720890E-01 1.889060E-01 2.259030E-02 2.763740E-03 1.679510E-04 4.034190E-06 1.352180E-07
3.28066 2.182720E-01 2.178770E-01 3.315080E-02 4.014110E-03 2.775900E-04 6.943380E-06 2.464030E-07
3.4857 2.676800E-01 2.460070E-01 4.709060E-02 5.649860E-03 4.423780E-04 1.148570E-05 4.300200E-07
3.69074 3.188820E-01 2.731220E-01 6.497230E-02 7.739510E-03 6.828310E-04 1.835180E-05 7.225900E-07
3.89578 3.705700E-01 2.990770E-01 8.731640E-02 1.035250E-02 1.024780E-03 2.844090E-05 1.174330E-06
4.10082 4.215270E-01 3.238780E-01 1.145220E-01 1.356080E-02 1.499830E-03 4.289660E-05 1.852570E-06
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TABLE VIII. Local alpha transmission coefficients based on the experimental cross sections of this study. All energies are
given in the lab system.
Alpha transmission coefficients
Eα (MeV) L=0 L=1 L=2 L=3 L=4 L=5
0.22166 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00
0.33248 3.198360E-38 4.461578E-38 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00
0.44331 1.820401E-31 2.582580E-31 4.308612E-32 0.000000E+00 0.000000E+00 0.000000E+00
0.55414 7.233974E-27 1.038543E-26 1.716227E-27 8.005910E-28 7.811914E-29 1.283869E-29
0.66497 1.761492E-23 2.545972E-23 4.189240E-24 2.009341E-24 1.929283E-25 3.280420E-26
0.77579 7.426188E-21 1.074988E-20 1.770536E-21 8.701792E-22 8.246986E-23 1.450445E-23
0.88662 9.574400E-19 1.380911E-18 2.288594E-19 1.148160E-19 1.077828E-20 1.959817E-21
0.99745 5.300482E-17 7.578560E-17 1.270361E-17 6.478978E-18 6.047404E-19 1.135902E-19
1.10828 1.566376E-15 2.209394E-15 3.764420E-16 1.943370E-16 1.810864E-17 3.509616E-18
1.21911 2.861100E-14 3.962838E-14 6.895482E-15 3.587452E-15 3.351128E-16 6.691190E-17
1.32993 3.579466E-13 4.847348E-13 8.651984E-14 4.516226E-14 4.246990E-15 8.720030E-16
1.44076 3.306270E-12 4.360026E-12 8.015722E-13 4.179670E-13 3.973376E-14 8.370560E-15
1.55159 2.383018E-11 3.048826E-11 5.795328E-12 3.005882E-12 2.900436E-13 6.253500E-14
1.66242 1.398276E-10 1.729726E-10 3.411342E-11 1.752854E-11 1.723469E-12 3.792470E-13
1.77325 6.903116E-10 8.231256E-10 1.689648E-10 8.567790E-11 8.615838E-12 1.929206E-12
1.88407 2.942720E-09 3.372798E-09 7.226912E-10 3.603380E-10 3.718902E-11 8.446988E-12
1.9949 1.106387E-08 1.215779E-08 2.726416E-09 1.332219E-09 1.415641E-10 3.251314E-11
2.10573 3.731200E-08 3.921918E-08 9.226624E-09 4.404576E-09 4.833312E-10 1.118863E-10
2.21656 1.144603E-07 1.148387E-07 2.840420E-08 1.320946E-08 1.500970E-09 3.490982E-10
2.43821 8.477238E-07 7.705280E-07 2.118807E-07 9.280370E-08 1.138927E-08 2.649504E-09
2.65987 4.835534E-06 3.955006E-06 1.217335E-06 4.977566E-07 6.652822E-08 1.530459E-08
2.88152 2.322782E-05 1.673465E-05 5.900202E-06 2.187612E-06 3.286492E-07 7.220818E-08
3.10318 1.106585E-04 6.655748E-05 2.879404E-05 8.903004E-06 1.674666E-06 3.187184E-07
3.32484 4.191572E-04 2.251502E-04 1.123562E-04 3.123230E-05 6.884438E-06 1.217359E-06
3.54649 1.322878E-03 6.692532E-04 3.670018E-04 9.681320E-05 2.387220E-05 4.090966E-06
3.76815 3.598562E-03 1.784185E-03 1.036906E-03 2.697838E-04 7.201810E-05 1.229384E-05
3.9898 8.657484E-03 4.327994E-03 2.597848E-03 6.849458E-04 1.934425E-04 3.351150E-05
4.21146 1.879280E-02 9.659210E-03 5.885968E-03 1.602033E-03 4.711410E-04 8.388798E-05
4.43311 3.736172E-02 2.000064E-02 1.224485E-02 3.483458E-03 1.055641E-03 1.948320E-04
4.98725 1.511708E-01 9.230650E-02 5.645376E-02 1.849551E-02 5.914502E-03 1.217843E-03
5.54139 4.138728E-01 2.922326E-01 1.828867E-01 7.079644E-02 2.392412E-02 5.556452E-03
6.09553 8.093492E-01 6.513056E-01 4.375360E-01 2.043406E-01 7.513814E-02 1.979912E-02
Eα (MeV) L=6 L=7 L=8 L=9 L=10 L=11
0.22166 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00
0.33248 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00
0.44331 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00
0.55414 1.095406E-30 9.621986E-32 6.748104E-33 4.118114E-34 0.000000E+00 0.000000E+00
0.66497 2.804208E-27 2.551208E-28 1.859037E-29 1.194794E-30 6.655022E-32 3.253800E-33
0.77579 1.240380E-24 1.167386E-25 8.814960E-27 5.948382E-28 3.507768E-29 1.830981E-30
0.88662 1.674726E-22 1.628752E-23 1.271246E-24 8.982336E-26 5.588132E-27 3.100724E-28
0.99745 9.692056E-21 9.730798E-22 7.831802E-23 5.779972E-24 3.781404E-25 2.221846E-26
1.10828 2.989030E-19 3.095224E-20 2.563110E-21 1.971286E-22 1.352252E-23 8.385168E-25
1.21911 5.688672E-18 6.070548E-19 5.161200E-20 4.128058E-21 2.961354E-22 1.931965E-23
1.32993 7.404166E-17 8.135622E-18 7.087740E-19 5.884076E-20 4.403586E-21 3.014000E-22
1.44076 7.104856E-16 8.031848E-17 7.157106E-18 6.156348E-19 4.795780E-20 3.434948E-21
1.55159 5.312626E-15 6.173794E-16 5.617744E-17 4.998598E-18 4.044810E-19 3.024626E-20
1.66242 3.229776E-14 3.854906E-15 3.576562E-16 3.286954E-17 2.757546E-18 2.148254E-19
1.77325 1.649991E-13 2.020724E-14 1.909151E-15 1.809619E-16 1.571185E-17 1.272680E-18
1.88407 7.269790E-13 9.125930E-14 8.770234E-15 8.562466E-16 7.681168E-17 6.457418E-18
1.9949 2.821742E-12 3.626612E-13 3.541978E-14 3.557378E-15 3.292124E-16 2.867568E-17
2.10573 9.813254E-12 1.289671E-12 1.279172E-13 1.320046E-14 1.258437E-15 1.133931E-16
2.21656 3.101054E-11 4.161564E-12 4.189746E-13 4.437422E-14 4.352040E-15 4.050662E-16
2.43821 2.429570E-10 3.384238E-11 3.507438E-12 3.900160E-13 4.033788E-14 3.989700E-15
2.65987 1.460089E-09 2.097163E-10 2.236982E-11 2.600840E-12 2.824800E-13 2.954556E-14
2.88152 7.414550E-09 1.078246E-09 1.198980E-10 1.450198E-11 1.650128E-12 1.817246E-13
3.10318 3.953334E-08 5.561226E-09 6.762910E-10 8.446900E-11 1.008737E-11 1.165127E-12
3.32484 1.711567E-07 2.393116E-08 3.094740E-09 3.991592E-10 4.975784E-11 6.007584E-12
3.54649 6.288942E-07 8.857596E-08 1.201682E-08 1.598997E-09 2.072880E-10 2.608232E-11
3.76815 2.020953E-06 2.890316E-07 4.081660E-08 5.596602E-09 7.522812E-10 9.838026E-11
3.9898 5.805228E-06 8.476490E-07 1.239643E-07 1.749508E-08 2.432320E-09 3.297910E-10
4.21146 1.516174E-05 2.268904E-06 3.423750E-07 4.968216E-08 7.128682E-09 9.999176E-10
4.43311 3.648744E-05 5.611298E-06 8.713056E-07 1.298744E-07 1.919575E-08 2.779898E-09
4.98725 2.450360E-04 4.061618E-05 6.719504E-06 1.067046E-06 1.686384E-07 2.625260E-08
5.54139 1.190103E-03 2.133419E-04 3.734698E-05 6.287974E-06 1.053903E-06 1.747825E-07
6.09553 4.524960E-03 8.769398E-04 1.619449E-04 2.879096E-05 5.085234E-06 8.919482E-07
