Continuous wavelet transforms (CWTs) provide an approach to understanding the numerous tidal phenomena that deviate markedly from an assumed statistical stationarity or exact periodicity inherent in traditional tidal methods. Use of wavelets allows determination of the degree of non-stationarity present in time series, such as estuarine and shelf currents, usually treated as stationary. Wavelets also provide a consistent analysis of tidal and non-tidal variance, a feature often essential for dynamical analyses of non-stationary tides. We summarize basic notions of the wavelet transform, also known as a perfect reconstruction filter bank or a multire solution analysis, contrast them with those of harmonic analysis and Fourier transforms, construct a continuous wavelet transform basis with a scale selection especially adapted to tidal problems, describe possibilities for analysis of scalar and vector quantities, define a criterion for knowledge of independence of process between adjoining scales, and illustrate use of wavelet tools with several examples. In contrast to the nearly periodic barotropic tide typical of coastal stations, this paper analyses processes that are in part tidally driven but non-stationary, e.g. baroclinic tidal currents, river tides, continental shelf internal tides, and some kinds of biological activity in the coastal ocean. In all cases, wavelet analysis provides a consistent, linear analysis of tidal and non-tidal variance and reveals features that harmonic analysis on a Fourier transform approach could not elucidate.
Introduction
The purpose of this contribution is to describe systematically a new method of tidal analysis based on continuous wavelet transforms (CWTs). We have sought to adapt wavelets to the special characteristics of tidal problems without sacrificing the general ability of wavelets to linearly and optimally extract information (as defined by the Heisenberg Principle) on time scales limited only by the length of record and the Nyquist frequency.
There are several features that distinguish tidal analysis from most other geophysical applications of time-series analysis. The most important is the marked contrast between the ' tidal daily ' band (periods of c. 1-25 h), where even non-stationary flows exhibit a strong dominance by processes occurring within narrow frequency ranges (the tidal species and the inertial frequency) known from astronomical considerations, and the ' sub-tidal ' band (periods >25 h), where stochastic forcing with a highly variable and broad-band frequency structure is usually seen. It is vital to: (a) use information concerning astronomical forcing without introducing assumptions that obscure non-tidal processes in a record; and (b) provide an internally consistent extraction of tidal and non-tidal variance. A second factor is the very broad range of tidal time scales, practical analysis of which may involve periods from c. 1 h to c. 19 years (>17 octaves in frequency space). Furthermore, in contrast to many areas of geophysics where analysis of frequency content is the sole objective, tidalists wish to produce forecasts and hindcasts as well as reconstruct the original data. Also, velocity is a vector quantity that is often: (a) measured at a number of closely spaced depths or locations; and (b) influenced by other scalar and vector quantities (e.g. winds, river flow and density). The requirements of dynamical analysis and the volume of data require that all variables and all frequencies be analysed in a consistent manner, and that a few particularly revealing data presentations be selected from a large universe of possible calculations. After a presentation of the fundamentals of wavelet analysis, several typical nonstationary tidal problems will be used to illustrate the potential of CWT tidal analysis. It is useful to begin the discussion with some historical context. Analysis and prediction of coastal tides was one of the great triumphs of 19th century mathematical physics. Inspired by Newton's theory of gravitation, the celestial mechanics of Laplace, and the metaphor of a perfect clockwork mechanism in perpetual motion, physicists endeavoured to predict the tide at a given station for all past and future time by fitting to the observed tide a set of coefficients for the amplitude and phase of a finite sum of sinusoids with the precisely known orbital periodicities of the earthmoon-sun system. For a record at a typical coastal station [e.g. Figure 1 , 2(a)], the harmonic method reduces as much as 98% of the variance to a table of a few dozen numbers. The harmonic approach performs as well as it does because the tides at coastal stations obey relatively linear dynamics forced by lunisolar motions; they are, almost literally, an earthly manifestation of the music of the spheres.
Lord Kelvin first proposed a least-squares tidal harmonic analysis (HA) in the 1860s, from which Darwin (1886 Darwin ( , 1891 Darwin ( , 1893 ) formulated a practically useful method. Doodson (1922) perfected Kelvin's theory by elaborating the formal treatment of the slowest astronomical periodicities; his symbolism is still in use today to denote the various tidal species and constituentes. Munk and Cartwright (1965) and Cartwright (1968) reformulated the tidal problem in terms of admittances to account for the presence of a continuous spectrum of background noise (' the response method '). This work, however, resulted in little change in practical tidal analysis procedures. Aside from the technical refinements introduced by Doodson, HA as it is used in practice has remained nearly static for c. 100 years. The improvements that have occurred since 1921 have been related to removal of the effects of minor constituents that cannot be determined from a one-year record, inference from one station to another, more precise specification of astronomical inputs, treatment of unevenly spaced data, treatment of vector data, and development of numerically efficient software (e.g. Godin, 1972; Foreman, 1977) .
The simpler forms of the analysis/prediction problem have been solved, but many significant tidal processes remain that are quasi-periodic, and therefore, less amenable to study and prediction by established methods. Tidal phenomena may be irregular either because an aperiodic input is competing with tidal forcing or the oceanic response to tidal forcing is being modulated by some internal process. Variable wind stress and sea-level pressure are examples of the former. An example of the latter is modulation of fluvial tides by river flow [Figure 2(b) ]. Increasing stream flow damps the tidal wave frictionally, thereby decreasing the range of the observed tide (Dronkers, 1964; Godin, 1991; Jay & Flinchem, 1997) . More rigorously speaking, however, aperiodic forcing and aperiodic modulation are two aspects of a continuum. Unambiguous examples of the extremes of the continuum are rarely found, the two limits being deeply intertwined via the nonlinear terms in the NavierStokes equations. An intermediate example is the very unsteady internal tidal activity on continental shelves and in fjords (Sandstrom, 1991) . The origin and propagation of internal tides depend strongly on the density field, which can be altered rapidly by wind mixing, advection, upwelling, and freshwater runoff. Other examples include internal tidal asymmetry, a mechanism of baroclinic current generation in stratified estuaries that is driven by tidal advection of the density field (Jay & Musiak, 1994) , and the interaction between tide and storm surge (Prandle & Wolf 1981) . Practical forecasting of such phenomena would require: (a) an invertible analysis method suitable to Figure 1 ) and (b) an estuarine station (TP in Figure 1 ). The time period (3+ months) includes a major winter freshet (c. day 497) and part of the spring freshet (c. day 575). Fluvial tides are strongly modulated by river flow. Low-passed river elevation is influenced primarily by tides, but secondarily by storm surges. Estuarine tides are weakly modulated by river flow. Low-passed elevation in the estuary is strongly influenced, however, by coastal processes; compare surge effects on c. day 507 with the spring freshet period at c. 570. non-stationary processes; and (b) a method of forecasting the stochastic processes that modify the astronomical tide. The practicality of the second task depends on the problem; we concentrate, therefore, on the CWT as a means of accomplishing the first task. As Munk and Cartwright (1965) observed, '. . . predicting and learning are in a sense orthogonal, and the most interesting effects are those that cause the most trouble with a forecasting . . .'.
The forecasting power of HA derives from the infinite extent of its basis functions or, equivalently, its representation of the tide by a line spectrum consisting of a finite number of infinitely narrow peaks at fixed, predetermined frequencies, each with a definite amplitude and phase. A time series with such a spectrum is a stationary signal, i.e. one that may be divided into multiple, statistically indistinguishable segments. Of course reality is not so simple, and the presence of noise must be acknowledged even for stationary tidal processes. For such a signal, however, it is still usually sensible to use Gaussian statistics to determine the accuracy with which various quantities are known. Indeed, careful investigation of their spectral properties has been, for over a century, a major factor in improving conceptual models of the tides.
A non-stationary signal has, in contrast, a frequency content that evolves over time. If a non-stationary times series is dissected, the statistical properties of the parts will not all be similar to each other or to the statistics of the whole, and the usual Gaussian statistics based on the whole record will be deceptive. Two common examples of non-stationary signals are speech and music. The meaning of a spoken sentence or of a musical performance is in the whole and in the sequence of the parts-removing words or notes or altering their order can change the meaning of the whole or garble it completely. Therefore, the information content depends on frequency, duration, and sequence, all three together, as opposed to any one alone. In oceanography, too, non-stationary signals pose intriguing questions. In particular, nonstationary tidal signals provide the opportunity to deepen our understanding of tidal dynamics.
Harmonic analysis and the Fourier transform convert the information content in the time domain of a signal, which may be thought of as evolutionary content, into static, averaged frequency information. The limitation of analysis methods that yields only a static picture of the frequency content of a non-stationary signal is apparent in a comparison of the power spectra, plotted in Figure 3 (a,b) of the records shown in Figure 2(a,b) . The signals evolve quite differently in time, but prima facie, their spectral representations are nearly indistinguishable. Clearly, such a transformation conceals certain quite striking features visible in the time domain. Analogously, imagine a piece of music played first forwards and then backwards. Power spectra for the two performances would have exactly the same shape, though the phases would change. The human ear, which naturally analyses changes in frequency content through time, would immediately distinguish the two cases and assign them different meanings. As will be seen, wavelet techniques translate the idea of evolving frequency content into mathematics, turning intuitions about non-stationary signals into a useful scientific tool.
The previous paragraphs suggest that a mathematical technique is needed that will transform a onedimensional input signal (a function of time) into a two-dimensional field showing the amplitude and phase behaviour of the input as a function of both frequency and time. A key link is the Heisenberg uncertainty relation:
which says that the product of t (the uncertainty in time; i.e. the duration) and (uncertainty in frequency) is greater than or equal to a constant. These terms have meanings analogous to the concept of the standard deviation in statistics:
where g(t) describes any envelope imposed on the input time series, ĝ( ) is the Fourier transform of g(t), /x/ 2 xx*, and x* is the complex conjugate of x. For any method of time-frequency analysis, Equation (1) limits the possibility of simultaneous, mathematical knowledge of the time evolution and frequency content of data. The best known role of Equation (1) is in quantum mechanics, where it has given rise to a series of wave-particle duality paradoxes. But Equation (1) is not an empirical law. Rather, it follows from the definition of frequency (or wavenumber) itself. At issue is not noise or imperfect calculations, but simply that it is inconsistent for the two questions ' when ' and ' what frequency? ' both to have exact answers with respect to the same data. Infinite precision in frequency implies infinite duration in time. On the other hand, exact time precision precludes any knowledge of frequency.
An HA of a long, stationary record represents a limiting case of Equation (1) in which t (the duration of the record) is large and q is accordingly very small, allowing resolution of closely spaced frequencies. To examine evolution of frequency content in a nonstationary record, it is necessary to choose a smaller, variable t , with the consequence that will grow in inverse proportion. Turning attention away from natural systems which approach the ' clockwork ' model and focusing instead on the numerous deviations from that ideal, it is necessary to set aside the line-spectrum concept as the primary intellectual framework because it is an idealization inappropriate to the investigation of non-stationary processes. This stance is not a criticism of either the HA or Fourier methods, merely a recognition of the fact that Equation (1) precludes, a priori, any one technique from addressing all research questions of interest. A CWT approach is complementary to HA and Fourier methods. In fact, a power spectrum or HA that determines the average frequency content of a record is often a good starting point for a CWT analysis. Two alternative analyses have been developed that are premised upon the existence of basis functions with finite time durations, and non-zero spectral width. A short-time Fourier transform [STFT; also Gabor or Weyl-Heisenberg transform (Gabor, 1946) ] divided a record into segments of equal length; each piece is separately Fourier transformed using an appropriate window g(t). In the STFT, g(t) fixes t and , with the result that a single scale set by the duration of g(t) is uniquely privileged in the analysis. Events with a characteristic period close to or a little smaller are well resolved by the analysis, but bursts of high frequency activity with durations m will be poorly resolved. Components of the signal at periods long compared to cannot be correctly resolved without using longer filters. Tidal studies typically involve periods ranging from hours to months or longer, a range of scales unsuitable to the STFT; it will not be considered any further. F 3. Power spectra [above, (a) and (b)] for BV (left) and TP (right) surface elevation records. Tidal peaks are clear at both stations, but tidal monthly peaks are obscured by competing processes-river flow and atmospheric effects. Power spectra [below, (c) and (d)] of alongshore currents in the CR plume are quite diverse; see (below left) stations N1 (always in plume) and (below right) S3 (intermittently in plume). The two year elevation records provide higher resolution than the shorter current records (3-5 months), but most of the differences arise from physical processes.
The second approach is a wavelet transform in which a single prototype function, 0 (t), similar to a bandpass filter, is built into a complete basis set for L 2 (D), the class of functions whose integrated squared value is finite, by the introduction of scaling and translation parameters a and b, such that: a,b (t)=a p 0 [(t+b)/a], usually with p=0·5 or 1. The wavelet analysis approach used here relies upon the continuous wavelet transform (CWT), as opposed to discrete, wavelet transform (DWT). In this context, ' continuous ' implies that an arbitrary number of basis functions built up from 0 (t) may be used to match tidal frequencies, as is necessary to make optimal use of information concerning astronomical forcing of the tides. The basis functions will not be orthogonal but are still complete. A DWT built up from functions with geometrically spaced frequencies can be both complete and orthogonal, but lacks the necessary frequency flexibility for tidal analysis. When applied to data, both DWTs and CWTs must be defined at a set of discrete points in time, as usual for digital filters. As a general rule, CWTs are better for dynamical analyses, while DWTs are preferred for data compression (Farge, 1992) .
Complex demodulation or CM (Bloomfield, 1976 ) is also sometimes used to calculate time-varying tides, usually for only a few frequencies. Complex demodulation is, however, a less systematic form of the techniques discussed here. Were it to be used to extract a spectrum of information, it would have to be implemented as either a CWT or a STFT. Given the limitations of STFT, it is only through CWTs that the time and frequency uncertainties can be systematically treated to provide a useful approach to non-stationary tides; i.e. to give an optimal, self-consistent and approximately invertible extraction of an entire spectrum of tidal and non-tidal variance.
Wavelet analysis represents a synthesis of developments in mathematics, physics, electrical engineering, and computer science. Some aspects of wavelet theory were prefigured in papers dating back to Harr (1910) , as reviewed by Meyer (1993) . But the first exposition of the modern wavelet transform was Morlet et al. (1982) . Vetterli and Herley (1992) and Rioul and Vetterli (1991) provide broad overviews of the main concepts in wavelet analysis with minimal mathematical detail. More formal approaches are presented by Heil and Walnut (1989) , Kaiser (1994) and Daubechies (1988 Daubechies ( , 1992 . Farge (1992) provides a summary of work in turbulence research making use of wavelets. Selected geophysical applications are reviewed by Kumar and Foufoula-Georgiou (1997) , mostly using DWTs or wavelet packet analysis. Oceanographic usage of wavelets is not yet common, and the closest analogue to what follows has been CWT analysis of wind waves (e.g. Liu, 1994; Donelan et al., 1996) . Still, tidal analysis using CWTs remains distinctive in its constraints on the selection of frequencies and its range of scales, among other factors.
Almost inseparable from the idea of times-series analysis is the issue of reliability of spectral estimates. Analysis of the physics of non-stationary signals is straightforward only when the dynamically forced part of its variance is substantially greater than the random (e.g. instrumental) part. This is true because the statistics of distributions are not relevant to a nonstationary time series as a whole, and cannot, taking the dissection of the time series to its logical and necessary conclusion, be used to define error bounds on the calculated frequency content at any particular time. A CWT of a time series is essentially a representation of the data on a different set of basis vectors. Individual components thereof no more have reliability estimates than a single data point viewed in isolation. Yet it is these individual estimates that are required to analyse the events making up a nonstationary record. Furthermore, familiar time-series statistics are not applicable to processes that do not conform to a Gaussian distribution. Many nonstationary processes, for example the shelf internal tides discussed here, are strongly influenced by large, relatively infrequent events (freshets or storms) imposed on a background of smaller fluctuations in non-tidal forcing. To argue that non-parametric statistics could be applied to the distributions of transformed data misses the point-statistics based on distributions cannot inform us as to the reliability of individual, dynamically crucial results in a nonstationary time series (e.g. tidal amplitudes during a brief storm). Suggested below is an alternative point of view of the reliability of such transformed data, based on the Heisenberg Principle.
The aim in the remainder of this paper is to summarize the mathematical basis of CWTs in a context familiar to oceanographers, to show how their properties complement those of HA and the Fourier transform, to illustrate their strengths with example calculations drawn from concrete research problems, and to provide a level of detail sufficient for others to begin applying the technique to their own research.
Approach to tidal analysis

Harmonic analysis
To motivate the introduction of CWT analysis, it is helpful to examine the foundations of HA and the critical assumptions about the tide in the ocean which must be satisfied for HA to apply. HA describes the changing elevation of the sea surface at a point as a sum of a finite number of cosine waves with specific amplitudes, frequencies, and phases, H(t)= A i cos( i + i ). The frequencies i are given, a priori, as the small integer multiples, sums, and differences of six fundamental periodicities of the earth-moon-sun system. The A i and i are free parameters which are matched to observations by the method of leastsquares. Doodson (1922) identified c. 400 terms in the gravitational potential with magnitudes >10 4 relative to the largest factor, including periods as long as 19 years. Six primary assumptions about the tide and how it is measured need to be satisfied for HA to meet its full potential; specifically:
(a) The only forcing affecting sea level is the oscillating gravitational potential. (b) The gravitational potential is descried by a finite number of harmonic terms, all of which have been identified and have precisely determined frequencies. (c) The sea surface behaves like a damped, driven dynamical system oscillating in a stationary state. There are no transient excitations; only a timeless, particular solution to the inhomogeneous problem is present. This assumption contains the premise that the structure of the ocean's density field is either constant or irrelevant. (d) The tide gauge is passive, hence measuring the system without disturbing it. (e) The tide gauge has a known response function that may be de-convolved from the data. (f) The input record is longer than the period of the lowest frequency in the forcing and its sampling rate is more than twice the frequency of the fastest term in the forcing.
If all six assumptions hold, then HA will yield an exact description of the input time series, and it may be inverted to reconstruct the input and to predict the tide for past and future times. Certainly (b), (d), and (e) are all safe or represent technical, not fundamental, impediments. Darwin (1886) was aware that (a) and (c) are, in practice, questionable. His aim was to isolate the stationary tide, so he recommended avoiding confounding factors: ' (t)he height of the water is subject to considerable perturbation from the weather, and the most perfect tide table is . . . when abstraction is made of the disturbing causes '. The issues raised by (a) and (c) are more complex, however, than this statement indicates: the tidal processes of interest are influenced or modified by non-tidal processes.
Harmonic analysis involves, moreover, a non-linear transformation of the data, and this can cause difficulties when dealing with non-stationary data. Godin (1998) demonstrates a variety of unrealistic results from HA that can result from the nonlinear and mutually dependent behaviour of nearby spectral bands, even when the non-stationarity is mild relative to the examples considered below. Jay and Flinchem (1999) define the mathematical properties of HA that lead to such behaviour. Short HA analysis windows cause mixing of information amongst tidal frequencies and between tidal frequencies and frequencies not included in the HA. This issue is of little concern for analysis of long records of stationary data, because the interaction terms are inversely proportional to analysis window length and become negligible for window lengths >15-30 days. Conversely, this non-linearity poses a major challenge for analyses of non-stationary processes and short records, where <15 days of data is included in an HA window. The linearity of wavelet transforms constitutes a fundamental improvement for such short records. Point (f) remains problematic for most oceanographic data no matter what analysis method is chosen, because of the very broad range of time scales commonly present in the data. CWT methods provide an incremental improvement in his area, for which there is no real cure except a longer record. Specifically, the linearity of CWTs provides robustness against noise from unresolvable signals and optimizes extraction of lowest frequencies in an analysis, where the period approaches the record length.
Our interest is mainly in natural systems where (a) and (c), the weakest points of HA are strongly violated. Such processes include fluvial and internal tides, and biological processes driven in part by tidal forcing. By limiting the form of its answer, HA limits what it can tell us about our domains of interest. Paradoxically, jettisoning the assumptions that allow detailed knowledge of stationary tides and thereby confronting the limits of the uncertainty relation makes it possible to learn more about non-stationary processes would be learned otherwise.
Continuous wavelet transforms
The simplest and most intuitive variety of wavelet technique to develop is the continuous wavelet transform or CWT. Definition of a CWT begins with the choice of an oscillatory prototype function 0 (t), which has finite variance, is localized in time near the origin, and has zero mean:
where unless otherwise specified, integration is over the entire real line. These properties guarantee that the wavelet is ' wavelike ' (has no zero-frequency energy) and localized in time-frequency space. The constraints of Equation (5) The forward wavelet transform is a convolution similar to a Fourier transform:
(where the inverted hat denotes the transformed quantity) so that Z y is the CWT of Z. Like the Fourier transform, the CWT has an inverse, or synthetic form:
The completeness of the set { a,b (t)} means that Equations (5) and (6) form a reversible transform pair, analogous to Equation (3). Consequently, the CWT shares with the Fourier transform the desirable property of conserving variance. The inverse formula, Equation (6), valid in continuous time and scale domain (scale is inverse to frequency), has an analogue in discrete, finite implementations, but a boundable error is then incurred (Kaiser, 1994) .
Other important properties of wavelet transforms
The Heisenberg Principle [Equation (1)] defined the minimum product of time and frequency uncertainties that may be achieved by any analysis. It is clear from definitions (2) and (5) that:
Therefore, the CWT maintains the relation t =constant, with constant close to the optimum allowed by Equation (1) for all basis vectors across all scales. This is a property unique to wavelet transforms, and one of the key facts that make them useful. Another essential property of wavelet transforms is their linearity; they are additive and distributive: for any wavelet transforms g i , functions Z in L 2 (D) and any complex constant (Holschneider, 1995) . These properties guarantee that results in one frequency band are independent of those in other bands, so that the frequency responses of a wavelet and of a CWT analysis using a series of wavelet filters are well-defined functions. This is emphatically not the case for HA, and short HA windows have frequency responses that depend on the details of the data analysed and the number of analysis frequencies chosen.
Practical application to tides
A strategy for wavelet tidal analysis will be defined here. Application of Equations (4) and (5) requires that a and b be discretized, with a chosen to match tidal frequencies. Certain choices of ac2, b and 0 will still form a complete basis. In most wavelet applications, data compression is optimized and redundancy avoided by expressing a and b in geometric series, so that the time step b n increases in size along with scale a n : a n =a 0 n , 1<a 0 c2 b n =mb 0 n , for n, m=0, 1, 2,. . . (9) As the step sizes are increased, there is a limit at which a complete representation becomes impossible. Only for very restricted choices of 0 is it possible to set a 0 =b 0 =2 and still have a complete, orthogonal DWT basis. Redundancy, in the form of several filters (or ' voices ') per octave, eases the difficulty in conserving variance and allows for a wider range of wavelet choices [see Daubechies (1992) or Kaiser (1994) for details]. To define a wavelet basis suitable for tidal problems, it is necessary to sacrifice data compression and employ a CWT approach that: (a) uses wavelets that resemble physical waves, (b) has frequencies selected according to the dictates of astronomy, and (c) retains the property of completeness, so that the transform may be inverted. In practice, this requires non-integral n. Code details are discussed in the Appendix.
The very broad bandwidth of tidal signals also affects data compression and invertibility. Most tidal records are short enough relative to the periods of the signals involved that: (a) data compression possibilities are limited, and (b) they fail to capture even one cycle of strong low frequency oscillations present in the signal. To understand these points, contrast a tidal record with music. A 1-year tidal record of hourly data is typical, and consists of 8760 hourly observations. This record cannot be enormously compressed, because it is not over-sampled and contains only c. 2900 periods of the highest resolvable frequency (D 8 ). Such a record also fails to resolve significant inter-annual, decadal and longer variations. The result is that no transformation of a tidal record, whether using DFT, CWTs, or HA, can perfectly capture the low-frequency energy, resulting in an imperfect representation of the data after inversion. On the other hand, the lowest relevant frequency for recording of music is the lower limit of human hearing at c. 20 Hz. A 10 min recording contains 12 000 periods of this oscillation, and >10 million oscillations of the highest audible frequency, allowing precise inversion and great compression. Despite its imperfect analysis of low-frequency variance, CWT methods still possess an important advantage for tidal records-frequency spacing can be made more or less constant with scale, rather than decreasing at the low-frequency end, as with an FFT or HA.
A dense, even sampling in scale and time yields only small errors in reproduction of the data after transformation; sparse sampling introduces larger errors. A partially redundant approach with >1 voice per octave is useful for tidal analysis, because this: (a) matches the expected tidal frequencies, (b) eases restrictions on wavelet form, (c) provides robustness in the face of noisy data, and (d) allows a smooth transition between the distinct analysis needs in the tidal and sub-tidal bands. The result is a ' snug frame ' that approximately conserves variance and allows reconstruction of the signal from its CWT. Dynamical studies (as opposed to optimal data compression) also dictate maintenance of a constant b for all scales, so that time-series at different scales may be compared to each other and to external forcing. If one output per input is produced at each scale, then the analysis is said to have ' maximum overlap ' (Percival & Mojfield, 1997) . For tidal analysis, decimation of hourly data to 6, 12 or 24 h estimates at each frequency is typical. This is redundant at low frequencies, and only the highest tidal frequencies suffer a loss of detail during reconstruction.
The idea that analysis needs for the tidal and subtidal bands require rather different approaches bears further explanation. In typical wavelets applications (e.g. image processing) there are no preferred frequencies, and the emphasis is on representation of the data as completely and compactly as possible. But even non-stationary tidal processes usually show, within the tidal band, a concentration of energy at tidal frequencies [e.g. Figure 3 , to match smoothly to subtidal filters ( Figure 5 ). This scheme gives, a 0 =√2 in Equation (9), with all values of n close to integral. 0 is chosen so that overlap between the tidal species is as small as possible. The result is good compromise-there is some unevenness in frequency spacing to accommodate tidal and inertial signals, but (because of finite filter width) little loss of non-tidal variance present in the tidal band. One may further add species such as D 5 , D 7 . . . if desired, though this will increase overlap between frequencies.
There are, in contrast to the tidal band, usually no preferred frequencies in the subtidal band. Given the more or less continuous frequency distribution, overlap between frequency bands is desirable, for robustness against noise and completeness. Several approaches are possible here. One is to continue down through the subtidal with two voices per octave [a 0 =√2 in Equation (9)] to the lowest frequency allowed by the length of record. Such a procedure will optimize reconstruction and maximize consistency in approach between the tidal and subtidal data. But the short length of oceanographic time series is frequently a problem, and the long resulting filters limit the lowest frequency that can be resolved. Another choice, followed here, is to reduce the number of ' wiggles ' (decrease ) in the basis function 0 for the subtidal filters, shortening the subtidal filters while broadening their frequency response. It is then possible to represent subtidal frequencies with one voice per octave [a 0 =2 in Equation (9)] and simultaneously to reach slightly lower frequencies. One can capture ( Figure 5 ) tidal monthly variability with filters centred at 2 days, 3·75 days, 7·5 days, c. 15 days, c. 29·5 days . . . Some variability in is also needed at lower frequencies to accommodate 6 month and 1 year filters.
It is also necessary to choose a specific wavelet 0 (t) to implement. A major factor in this regard is the problem of energy leakage into the side-lobes. Optimal for minimizing side-lobe energy under discrete convolution are the prolate spheroidal wave functions. Unfortunately, they cannot be expressed in a closed form convenient for computation. Kaiser (1974) , however, derived an accurate approximation to the prolate windows in terms of zero-order modified Bessel functions, I 0 (t). The Kaiser window also has the highly desirable effect of minimizing Equation (1) 
where: side-lobe suppression is controlled by , the number of cycles on either side of the central point is , and norm( ,a) is a normalization factor that provides unit response for waves of unit amplitude. If frequencies are evenly spaced, norm is independent of a.
Filter design always involves a balancing of factors; side-band rejection (i.e. frequency resolution) and filter length (i.e. time resolution) are the primary issues here. For a Kaiser filter length specified by , the frequency response of a,0 around the frequency specified by a is controlled by . Large values of broaden the central peak of the Kaiser filter and increase the rejection of side-band energy. For example, =6·755 gives a filter roll-off such that the first side-lobe is diminished by 70 db; =4·533 yields a narrower central peak but a first sidelobe rejection of only 50 db. A large is useful for the subtidal band where some overlap of central peaks is desired; this also provides very strong rejection of sidelobe response. However, cannot be arbitrarily increased, or a very long filter will be required. Small values of narrow the central peak at the cost of putting more energy into the side bands. Decreasing modestly from 6·755 allows shorter filters to function well in the tidal band. But sideband energy from D 2 and other large peaks can contaminate estimates in other bands, if is too small. Increasing filter length by increasing tightens the response around the central point but has no effect on relative side-lobe height, which is controlled solely by . subtidal band provides a desirable overlap between species in this part of the spectrum and mimimizes the length of the longer filters. A short data record will occasionally force =2 for the tidal band; reducing to 4-5 may then be desirable. However, species separated in frequency by a factor or two overlap for filters with <2.
A certain degree of dependence of results on method is inherent in the analysis of non-stationary signals. This is a direct consequence of the trade-off of time and frequency resolution embodied in Equation (1). Wavelet transforms are, nonetheless, generally linear and robust, so that: (a) small changes in analysis method bring about small changes in results, and (b) the frequency responses of a filter and the analysis as a whole are readily computed, well-defined functions (e.g. Figure 5 ). Similar results to those shown below could be achieved using a Morlet or other complex wavelet, but the Kaiser filter more efficiently suppresses sidebands. The dependence of CWT and HA properties on analysis details is explored in Jay and Flinchem (1999) .
Finally, species names are used (e.g. D 1 and D 2 for the diurnal and semidiurnal tide) rather than the usual constituent names (e.g. M 2 , N 2 , and S 2 within the D 2 species) for a reason. In most non-stationary tidal processes, the non-tidal forcing varies with sufficient rapidity to render the mathematical construct of the tidal constituent irrelevant. That is, definition of the above three constituents requires that the tidal process be stationary over the length of record required to distinguish the three within the constraint of Equation (1). In practice, this is 10-20 days. The situation is worse for the diurnal species-stationarity over >3 months is required to determine the three largest constituents. Designation of bands with tidal species nomenclature (D 1 , D 2 , etc.) does not mean, however, that the variance captured by such bands is exclusively tidal in origin.
Discussion of examples
The purpose here is to illustrate CWT analysis procedures and to demonstrate the utility of wavelets in tidal problems. In both of the two cases discussed, CWT methods lead to questions or hypotheses that would have been difficult to develop with other tidal methods, because least-square analyses cannot provide accurate results on the necessary time scales (Jay & Flinchem, 1999) . It is not, however, the intent here to present detailed analyses, because this would, in each case, require an entire paper.
Internal tides in a buoyant shelf plume
Internal tides are notoriously unsteady (Sandstrom, 1991) , because their generation and propagation are strongly dependent on highly variable ambient density. Non-linearity of internal tides is recognized in principle (Maas & Zimmerman, 1989) , but little is known about it in practice. A common, analytically difficult and physically complex example of internal tides arises when a buoyant river plume enters an open shelf environment. For reasons based in the difficulty of obtaining and analysing data concerning internal tides, internal tide analyses usually assume that: (a) there is a spectral separation between tidal and subtidal processes in both the velocity and density field; (b) only the D 2 (and at some latitudes D 1 ) motions are important; and (c) horizontal density gradients are small relative to those in the vertical, so that the vertical tide may be deduced from tidal excursions of the density field. Analyses show, in fact, that all three of the above assumptions are violated by the plume internal tides of interest here.
The marked unsteadiness and non-linear nature of plume internal tides has several causes:
(a) there are multiple forcing mechanisms, each of which is episodic or non-stationary; (b) the position of the buoyant plume that supports the internal tides is highly variable so that an instrument may be intermittently within the plume (Hickey et al., 1997 ) (c) a buoyant plume often occupies only a small fraction of the total water shelf column, leading to finite amplitude non-linearity and to a possibly supercritical surface layer. Non-stationarity is enhanced because small alterations in layer thickness or external forcing can cause large changes in these very non-linear motions; (d) non-tidal processes (e.g. wind stress and shelf waves) may intrude into the tidal band, forcing non-stationary tidal-frequency motions of non-tidal origin.
The data analysed here come from a winter 1990-1991 Columbia River plume study. The period of observation was stormy, but without major freshet events [ Figure 6(a,b) ]. The low-frequency picture for stations that are in the path of the mean plume (e.g. N1, N2 and N5) is that river flow events lead to increases in the stratification that supports internal tides, whereas storm winds destroyed stratification. Plume position is strongly influenced by winds, and this means that details of stratification time series north (the N and K stations) and south (station O5) of the estuary entrance differ. But all stratification time series show a dominant effect of stratification by river flow and destruction thereof by strong windstress events.
The spatial variability of the internal tides within the plume area can be seen from their time-average spectral qualities [ Figure 3(c,d) ]. Station N1 shows a velocity power spectrum reminiscent of estuarine currents, with well-defined D 1 , D 2 and overtide peaks. Energy at the intertial peak is insignificant. Station S3, south of the estuary entrance (Figure 1) , was only intermittently in the plume. This record provides a cautionary lesson for any method of tidal analysis-should we assert, despite the poor spectral separation of the D 1 peak, that the D 1 and D 2 peaks are both tidal? The signal cannot be described as ' band-limited ', and the fact that CWT or HA routines detect energy at a tidal frequency does not mean that the energy is tidal in origin. Still, examination of the S3 time series show that a qualified answer of ' yes ' to the above question is merited-there are time periods when the tidal signal is clear and similar to other nearby stations. Note also that CWT methods are better than HA for records like Figure 3(d) , because of the linearity of CWTsenergy falling outside of the tidal bands has no effect on results for the tidal bands. Finally, there is one common feature for stations N1 and S3-the band from c. 4 days to D 4 is more energetic than the lower frequencies (at least those whose amplitude can be determined with the available record).
The tidal flow at N1 is highly non-stationary, despite the reasonably discrete power spectrum in Figure 3 (c). An attempt to connect the observed temporal variability to the forcing functions shown in Figure 6 will help in the development of hypotheses concerning the processes generating internal tides in the plume area. A convenient way to examine time evolution of frequency structure is through a scaleogram, where amplitude (or phase) is plotted as a function of frequency over time. Windstress and stratification scaleograms [ Figure 7(a,b) ] show a continuity of energy across the tidal and near-subtidal that is sometimes, but not always, mirrored in the velocity field major and minor axes (not shown). Tidal-band wind fluctuations arise from the rapid succession of fronts characteristic of winter storms in the area. Little wonder then, that inertial frequency motion is stronger than D 1 (e.g. at Station S3) and even than D 2 at some other locations.
These observations raise two methodological points. First, any analysis methods used to examine shelf tides should include the local inertial frequency, because of its physical importance and the often broad-band nature of atmospheric forcing. Especially if it is not included in a HA, then inertial energy not accounted for can distort the remainder of the analysis (Jay & Flinchem, 1999) . Second, an event in time (formally a mathematical singularity) will show a vertical ' influence cone ' on a scaleogram that spreads (in time) toward larger scales with longer filters. In the present case, separate events have influence cones that overlap at low frequencies. A stationary process , and negative of total windstress ( dyne cm 2 ) 10 with the low-pass stratification [below, (b) ] at stations O5 ( ), K5 (*), N5 ( ), N3 ( ), and N1 ( ), bottom to top in lower panel, all in sigma-t units offset for clarity by 0, 2, 4, 6, 8 units, respectively. River flow provides the buoyancy that supports plume stratification. Tides have a mixed effect, providing more buoyant outflow and stronger advection of low density water, but also more vertical turbulent mixing. Negative of the windstress is plotted, because of the destruction of stratification by wind-induced mixing. Stratification is calculated by subtracting a 2-5 m sigma-t at each station from a reference value taken at 65 m depth south of the entrance. The reference value varies temporally by c. 0·75 units from its mean. Its temporal structure has little influence on the frequency structure of the stratification, because near-surface fluctuations are much greater. F 7. Amplitude scaleograms for (above) alongshore windstress and (below) for stratification at N5. Both records show substantial variation at 2-15 days. There are also sporadic, strong incursions of windstress into the tidal band, and a definite continuity of process between the tidal and subtidal bands in the stratification record. Correlation of atmospheric, fluvial and tidal forcing functions (e.g. at 15 days periods) with each other makes unambiguous separation of cause and effect difficult with regard to tidal fluctuations in the velocity and density.
will, in contrast, produce horizontal contours on a scaleogram.
The continuous nature of the stratification spectrum across the tidal band has important implications for tidal analysis. First, linear tidal theory assumes the existence of a spectral separation between mean and tidal components of the velocity and density field. Tidal variations in density then arise from tidal advection, as described by the usual ' two-timing assumption '. The relatively continuous velocity and stratification spectra observed at most stations in the plume do not fit the linear paradigm. These features are likely connected to one another, in that irregular advection of strong horizontal density gradients by fluctuating winds can flatten the velocity and density spectra. Second, isopycnal motions at individual moorings cannot be used to define the vertical tide, because they represent an unresolvable mix of horizontal and vertical advection. Finally, linear internal tide theories may also not be very useful in such a non-linear regime.
The reasons for the variable response of the tidalband velocity field to wind forcing can be examined using a wavelet cross-coherence C xz defined for any two time series X and Z:
where the brackets K L in the denominator denote a time average. The time-varying cross-product in the numerator of Equation (11) has been normalized by the product of the time-mean amplitudes for the time series (equivalent to the usual practice in the Fourier realm), rather than the product of the instantaneous amplitudes (as per Liu, 1994) . Normalization by the instantaneous amplitude product yields 0cC xz c1 (as in the Fourier realm), but the resulting C then conveys no information concerning the absolute amplitude of the processes relative to the mean. Normalization by the mean amplitudes yields C xz d0 (and sometimes n1), with the largest values indicating times when the two processes are strong and coherent.
Windstress-velocity C xz scaleograms [ Figure 8 (a,b)] tell an interesting story. Windstress encroaches on the tidal band during almost every storm, always forcing the inertial band, but exciting a variable reaction from the internal tides. In particular, the onshore D 1 and D 2 -wind correlations are weak until December. We hypothesize, therefore, that there is a connection between river flow, background stratification, and windstress generation of internal tides. The connection may be as follows. Buoyancy input creates stratification, while windstress has more complex effects.
Winds destroy stratification by vertical mixing and advect the plume, but may also excite broad-spectrum oscillations including the tidal band. Perhaps the wind events early in the record (while river flow levels are low) fail to excite a substantial internal tide response because they reduce the background stratification too severely before a substantial tidal response can develop. Complicating this situation is the subtidal wind-velocity correlation after c. 330 days. This variable, broad-band nature of the wind-tide correlation renders analysis of cause and effect difficult, in comparison for example, to the clear forcing of D 1 internal tides of California by a diurnal sea breeze (Rosenfeld, 1990) . Still, the atmospheric forcing of internal tides might have been totally missed in this case without a CWT analysis of the windstress field.
In summary, internal tidal frequency currents in the Columbia River plume are non-stationary and non-linear, and have multiple driving mechanisms.
Figures 6-8 suggest that there are two internal tidal mechanisms active in the plume area: (a) propagation from the shelf break, and (b) generation by rapid wind fluctuations associated with frontal passages. If the data are probed further here, it is seen that the pattern of spatial and temporal overtides suggests a third mechanism, non-linear excursions of the interface at the estuary entrance. It was these complex dynamics and difficulties in application of HA to this data set that first caused the authors to investigate CWTs as an alternative tidal analysis method. The brief discussion here also shows that many traditional time-series analysis tools (e.g. the cross-coherence and a rotary presentation of current species) have analogues in the wavelet world. CWTS provide the flexibility to use such tools to examine evolution of the frequency content. Once the evolution of frequency content is known, then it is possible to analyse (only qualitatively here) the multiple internal tide forcing processes. Furthermore, analysis of all the fluctuating variance, not just the tidal component thereof, leads to a different view of tidal processes than would be the case with the usual methods.
Tidally modulated microbial productivity in an estuarine turbidity maximum
The second example investigates the possibilities of expanding tidal analysis to study tidally influenced biological processes, and suggests a new form of significance calculation appropriate to non-stationary data. Time series of biological variables with the requisite sampling interval and duration for tidal analysis are scarce, largely because of the difficulties in obtaining observations. But time-series analysis has in principle the same power to elucidate biological processes as has proven to be the case in fluid mechanics. Considered here is particle-attached bacterial productivity (PABP) in an ETM; PABP is small outside the ETM. Microbes play a major role in detritally based estuarine food chains, and understanding controls on their productivity is an important issue (Baross et al., 1994; Crump et al., 1997) . Because microbes are small, their productivity can respond rapidly to environmental changes. Observations in the Columbia River ETM show that PABP and total bacterial productivity are similar in magnitude and temporal structure in that system, because the after column bacterial productivity is always much smaller than that associated with particles; only PABP is considered here.
The data employed here come from an c. 9 day occupation of station NC (Figure 1 ) in the Columbia River North Channel ETM during a moderate spring freshet in May 1995. Observations (every 2 h for biological parameters, every 0·25-0·5 h for physical variables) begin during a weak spring and evolve toward the neap tide. The diurnal inequality of the tides and location of this station was such that each greater ebb removed all salt from the water column, while salt remained near the bed on each lesser ebb. This pattern is fortuitous but very useful in analysing controls on PABP, because the time series of PABP F 8. Wavelet coherence as a function of scale and time for (above) onshore internal velocity and windstress and (below) alongshore internal velocity and windstress. Vertical structures crossing the tidal band are indicative of a broad-band response to wind forcing that is often continuous across the tidal band. There is also considerable velocity-windstress coherence at 15 days, which renders separation of tidal and atmospheric effects on the velocity field difficult.
shows a very striking pattern. There are three maxima and one minimum every tidal day [ Figure 9 (a)]. The minimum occurs during the greater ebb when salt is removed from the near-bed area, bedstress is very strong, and sand is transported in suspension. There is a maximum on each flood and on the weaker ebb; the latter is sometimes the strongest peak of the day. In the frequency domain, PABP shows very strong diurnal and terdiurnal responses [Figure 10(b) ].
The question naturally arises in attempting to understand controls on PABP, what physical variables show a frequency domain signature similar to PABP? In fact, this particular signature is rather exotic and does not match any of the usual parameters, e.g. velocity, bedstress, density, and suspended particulate matter (SPM) levels. It does, however, strongly resemble the time series of near-bed maximum in water column stability N 2 =g/ 0 ) /)z [Figures 9(b) and 10(a)]. Maximum gradient Richardson number Ri g =N 2 /S 2 (where S 2 =|)U H /)z| 2 and U H is the horizontal velocity) also shows a similar frequency signature to PABP, but the ADCP data used to determine shear are coarse in terms of spatial resolution, relatively noisy and do not always reach close enough to the bed to reach the level of maximum stratification. We consider, therefore, the relevance of N 2 , remembering that it may be a surrogate for Ri g . Shear stress at the bed is necessary to suspend the aggregates [O(1 mm) in diameter in the Columbia ETM] that support PABP, but too much shear disrupts the aggregates, apparently decreasing PABP in the process. There was sufficient shear during the c. 9 day F 9. Above: time-series of total ( ), particle attached bacterial production (PABP) ( ) and free ( ) bacterial production. PABP is the dominant signal and is closely related to maximum N 2 in the water column. Below: tidal elevation on Mean Lower Low Water (MLLW) ( ), depth of maximum N 2 () and bottom depth ( ) on MLLW. Maximum N 2 moves higher in the water column on flood and down toward the bed on ebb, as salt is advected/mixed in and out of the system. Maximum N 2 is high on each flood and on lesser ebb. Total absence of salt on greater ebb is indicated by intersection of maximum N 2 with the bed. Oscillatory bottom depth is caused by swinging of the sampling vessel.
period to allow some re-suspension of aggregates, either locally on the bed at NCA or at locations upstream. PABP was then highest under relatively stable conditions (N 2 high), so that aggregate were not disrupted.
Several qualifications and comments are in order. First, the above statistical resemblance between N 2 and PABP time/frequency domain signatures does not prove the existence of a causal connection between the two. The resemblance might be merely a non-causal coincidence. However, a plausible mechanism is available. And given the present state of knowledge concerning physical controls on PABP, the above result provides a valuable starting point for experimentation (perhaps in the laboratory) to determine the actual mechanism. Second, more or less energetic tides or lower river flows might reveal other controls. Finally, a slightly different balance of tidal amplitude, diurnal inequality, fluvial forcing and sampling position might have caused salt to be absent twice a day, totally altering the frequency structures of N 2 and PABP. If these were high either twice or four times a day, then they would resemble many other tidal parameters, rendering the search for controls on PABP more difficult.
This data set also illustrates two methodological points. The first is the utility of using shorter windows for smaller scales, conserving the uncertainty product in Equation (1). Analysis of this short (c. 9 days) data set required the use of the shortest possible filters, to allow resolution of temporal change. The filters were 97 h for D 1 [ =2 in (10) sampling interval of 2 h available with the biological variables. Short filters exact a price in frequency resolution according to Equation (1), the effects of which we examine in the next paragraph. The use of these very short filters has, however, a positive side effect in terms of time resolution. The alongshore velocity amplitude scaleogram (Figure 11 ) shows a curious banded structure of D 3 and D 4 (filter lengths 33 and 25 h, respectively). We hypothesize that once a day on the greater ebb when the velocity profile is totally barotropic for c. 6 h, the overtide structure of the flow changes drastically. This dynamical effect is not perfectly resolved even with CWTs, because the filter windows encompass several overtide wave periods to achieve the necessary frequency resolution. It would, however, be totally missed in a STFT or HA approach, wherein in all windows have a length determined by the need to resolve D 1 and D 2 .
The second methodological point concerns the issue of the ' validity ' of CWT estimates at each time and scale. As discussed above, it is not possible with non-stationary data to apply the sort of significance estimates used with power spectra, because these are appropriate only to stationary time series. It is possible, however, to define an approach based on the Heisenberg principle. Uncertainties in CWT estimates arise from ' cross-talk ' between frequencies, because finite filters have finite-width spectral responses. Note that this cross-talk is not an error in the usual sense-the finite breadth of response of a filter may be useful or frustrating, depending on the context. An error arises only if one assigns all the variance captured through application of a broad filter (perhaps encompassing several tidal peaks) to the central species for which the filter is named. Still, a tidalist normally wishes to separately tally the variance in each species, and it is useful to know the fraction of variance in a output CWT band that may be associated with neighbouring frequencies. One way to bound the degree of cross-talk is to use the frequency response function (n,m) of each filter (the response at a scale m of the filter centred scale n) to compute a ratio R of the output amplitude at scale n to the maximum amplitude of the cross-talk from adjacent (smaller and larger) scales (n 1):
An R n1 indicates only a small potential for interference between frequencies. R ]O(1) or less indicates that a given output is too small to be reliably separated from outputs at neighbouring frequencies at a particular time. A small R value is not, per se, bad; e.g.: (a) if a given frequency is not of interest, as is the case for inertial variations in PABP in an ETM where inertial currents are negligible; or (b) in analysis of an event that is, by definition, a multi-scale process. On the other hand, if one wishes to make dynamical comparisons between transform outputs and possible forcing functions, R >1 is mandatory and R n1 preferable.
PABP serves as a good example of the cross-talk problem. The PABP scaleogram [Figure 10(b) ] shows a mix of horizontal contours, indicative of continuity of process, and vertical ' event cones '. To what degree are the frequencies distinguishable? Figure 12 shows R + (the cross-talk at a given scale from the next higher scale) and R (the cross-talk at a given scale from the next lower scale) for selected PABP scales as an example. Cross-talk for the dominant D 1 and D 3 scales in the PABP is negligible, but D 2 is sometimes only marginally significant, especially in the downscale direction.
In summary, CWTs allow time series analyses methods to be applied to non-stationary biological variables, yielding hypotheses that would be difficult to generate otherwise. While spectral significance estimates (familiar from the realm of power spectra) cannot be applied, it is possible to define a cross-over ratio R . This ratio is a measure of the possibility of establishing as a function of time, independent knowledge of processes between neighbouring frequencies.
Summary and conclusions
We have summarized the basic formulation of the CWT, shown how its properties complement those of HA and Fourier methods, defined a wavelet basis for unevenly spaced tidal frequencies, demonstrated how to adapt CWT tools to concrete problems, described possibilities for analysis of scalar and vector quantities, defined a criterion for knowledge of independence of process between adjoining scales, illustrated the strengths of the method with calculations relevant to two oceanographic problems, and provided details of the algorithms sufficient for the reader to begin applying CWTs to tidal problems. The results show how subtle features of the evolving frequency content of a non-stationary time series can be brought into sharp relief for comparison to theory. The CWT enables a new mode of interplay between observation and theory which can only serve to invigorate the oceanographic sciences.
Wavelet techniques are expected to prove invaluable to future studies of the non-linear, time dependent dynamics of estuaries and coastal seas. Likely applications include analyses of internal tides, short internal wave dynamics, effects of atmospheric forcing, and internal tidal asymmetry. Attention has been focused on tidal problems because they have a structure perfectly suited to showcasing the strengths of the wavelet transform. We believe, however, that wavelet methods will be applied routinely to a wide variety of wavelike and unsteady oceanographic processes, regardless of whether they are dynamical, chemical, or biological in nature.
Finally, a word about prediction of tides with wavelets is appropriate. The potential utility of CWT analysis for forecast or hindcast activities depends on the character of the data. Given a stationary time series of sufficient length with a low noise level, all of the usual constituents within the tidal species may be resolved with CWT analysis. CWT analysis however, possesses, no particular advantages over HA for predictions in such circumstances. Moving in the direction of more difficult prediction problems, CWT methods first become competitive with HA for short stationary, but noisy records where extraction of the maximum number of constituents is necessary; e.g. for the problem of extracting the three major semidiurnals from <1 month of data. The greatest strength of CWT methods is, however, for nonstationary problems where the tidal signal is modulated on short time scales by non-tidal processes, rendering useless the conventional apparatus of tidal constituents within species.
Strong modulation of tides by non-tidal, stochastic processes is also the crux of the prediction problemnon-stationary tides can be predicted if and only if: (a) the non-tidal forcing can be modelled in some way; and (b) the interaction of the tides with the non-tidal forcing can be deciphered. This contribution has addressed methods for point (b), which is seen as a key limiting step in moving toward forecasts of nonstationary tidal processes. The analysis methods defined here should assist in improvement in forecasts of some relatively simple non-stationary tidal problems (e.g. river tides and storm surges) where reasonably accurate numerical models of the non-tidal forcing are available. In more complex cases such as the shelf internal tides discussed here, predictions may still be possible in a statistical sense. Thus, climatology might be used to define shelf circulation scenarios for a location and season and the frequency of occurrence of each scenario. Inversion of CWT analyses of data for the various scenarios could then be used to predict the distribution of internal tidal responses for the period, if not the actual sequence of events.
(b) The number of frequencies to be used is set for the tidal and for the subtidal bands to provide the maximum possible range of scales, as determined by record length and Nyquist criterion. The number of points in each filter (an odd number) is calculated from the filter base lengths and t. Because both the record length and the t value varies with the data set, it is convenient to index the tidal and subtidal frequencies separately, with the lowest indices pertaining to the lowest tidal and highest subtidal frequencies. (c) Phase calculations (below) require that the start time of each filter output be determined from the data start time and the filter length. One could calculate the centre times of the outputs, but decimation of the outputs complicates this approach. (d) Windowing shifts the frequency of a windowedsinusoid to a frequency slightly higher than the nominal frequency of the sinusoid itself. The astronomical frequencies are, therefore, adjusted slightly so that the peak of each wavelet's response function will correspond to the desired astronomical frequency, after digitization and windowing. For a 145 h window, the actual frequency exceeds the nominal frequency by 1.04%, for a 97 h window, the difference is 2.33%.
Many aspects of this code would be simpler if the decimation factors, t and base filter lengths were invariant, but this would rob the code of its general utility for a large variety of problems.
Convolution, wavelet, and filter definitions include the following aspects:
(a) The convolution definition is conventional; if a built-in definition is available, it may be used. (b) The mother wavelet is defined according to Equation (10), with chosen separately for the tidal and subtidal filters, as described in the text. (c) Actual (complex) filter values are chosen for each filter, based on the filter lengths and t, note that the filters use the complex conjugate of the mother wavelet, as per Equation (5). (d) A normalization constant is determined for each filter so that a unit input wave provides a unit output response in each case. Filter plots are optional.
(e) The response of each filter at each other scale is then determined; this information may be used to calculate R but is not otherwise essential. (f) For convenience in further data analyses, we calculate a lowpass (i.e. subtidal) filter. A low-lowpass filter matched to the lowest-frequency subtidal wavelet may also be defined.
The application of the wavelet filter bank to the data proceeds as follows:
(a) The mean of the data is determined and subtracted from the input. A somewhat more sophisticated approach is to subtract a suitably chosen lowpass. Whatever strategy is adopted here, the intent is to address the problem that short filters inevitably suffer some leakage of low-frequency energy, because they do not (in discrete form) integrate exactly to zero. (b) The lowpass and wavelet filters are convolved successively with the data (with mean subtracted), resulting in a series of complex output vectors. The order of filter application is not important, because there is no subtraction of the output variance from the input time series. (c) An amplitude vector is determined from each complex output, as is the length of each output vector. (d) Phases are rendered ' absolute ', relative to a reference time: 00.00h 1/1/1900 (local time), without any reference to astronomical properties. This operation requires two types of information: (a) the phase relative to the time of each output is determined from each ' raw ' complex output, and (b) the phase of each output time is determined relative to the reference time. The primary purpose of ' unwrapping ' the phase is to eliminate the dependence of output phase on filter central time. A collateral benefit is that comparisons of phases between time series (within the same time zone) may also be made.
Plotting of results can occur in a variety of forms. Time series of amplitudes and phases at each scale is the obvious first item. Amplitude and phase scaleograms are often useful. The details of this process are too data and language-dependent to merit further comment here.
