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Природні та штучні пористі середовища є багатокомпонентними і дослідження 
фізико-хімічних процесів в них (середовищах) вимагає врахування їх (процесів) 
взаємовпливу і взаємозалежностей, а також розгляду пористого середовища, як 
складної багатокомпонентної системи [1, 2]. Математичні моделі взаємопов'язаних 
процесів в гетерогенних пористих середовищах, як правило, описуються нелінійними 
крайовими задачами для систем диференціальних рівнянь з частинними похідними. 
Метою дослідження є визначення можливостей пакета FreeFem++ [3] при вирішенні 
поставлених нелінійних крайових задач методом скінченних елементів (МСЕ) і питання 
розпаралелювання обчислень. 
Розглянемо процес фільтраційної консолідації грунту з урахуванням явищ як 
хімічної, так і механічної суффозії, який займає область   з межею  . Математична 
модель вказаної задачі, враховуючи результати робіт [4, 5], з урахуванням впливу 
тепло-солеперенесення може бути описана крайовою задачею, яка містить наступні 
рівняння: 
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Рівняння (1) - (7) доповнюються початковими та граничними умовами. 
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Для відшукання наближеного розв’язку сформованої нелінійної крайової задачі 
використано МСЕ з програмною реалізацією в пакеті FreeFem++. Розпаралелювання 
обчислень є ефективним інструментом зменшення витрат машинного часу на 
вирішення прикладних завдань [6-8]. Можливості пакету FreeFem++ з 
розпаралелювання стосуються застосування паралельних вирішувачів для розріджених 
систем лінійних алгебричних рівнянь (СЛАР) [3]. Одним з таких методів є MUMPS 
(MUltifrontal Massively Parallel Solver) [9]. На рис. 1 графічно відображено вплив ефекту 
розпаралелювання на час вирішення модельної задачі. Як видно ефект починає 
відчуватися при переході кількості вузлів через 50000. Так, вже при кількості вузлів 
близько 82-х тисяч час виконання з 
15 хв. зменшується до 10 хв.  
Рис. 1. Залежність часу вирішення 
задачі від кількості вузлів 
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