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ABSTRACT
There are at least two complementary levels when we are talking about the Internet of Things. The first 
(back) end come from the Big Data companies that mine and analyze every log of activities through every 
device that are attached to the second (front) end, i.e. the many aspects of our lives. However, what keeps 
this wheel of innovation going is actually the front end user. Technology, however improved and 
innovative, will not fulfill its full potential if said users do not adopt and accept it as part of their lives. 
They must be willing to work with the technology−sold as way to ease and improve lives−for the machine 
to work and be meaningful. By then the Big Data companies can gather information about what users 
want and how they behave to grasp a better understanding and make better decisions about next 
technology improvement. Users’ acceptance and decisions to appropriate shape how Big Data company 
works and innovate. Acceptance and Appropriation then become the two of the most important area to 
explore in the field of IoT optimization in the business world. 
Keywords: Big Data, Cyber-Resilience, Psychoinformatics, Acceptance Model, Cognitive Instrumentals, 
Appropriation, Cultural Factor, Personality, Internet of Things, ICT Adoption, Appropriation 
INTRODUCTION 
Right before I1 started writing this chapter, a video suggestion popped-up in my YouTube homepage. The 
title says “A New History for Humanity – The Human Era” uploaded by Kurzgesagt – In a Nutshell 
(2016). The video explained about how the Gregorian calendar underplays the 12,000 years of human 
progress, from building the first temple to travel beyond the sky. What humans had begun then, set the 
motion for something bigger and bigger that is happening right now.  
Progression is the key to survival. But, what is the key to progression? Knowledge seems to be a vague 
and subjective answer. To answer this, we have to think beyond that. We have to think like a statistician. 
We have to think what big business and tech media like Forbes, TechCrunch, Business Insider, and Tech 
in Asia feed their readers everyday. We have to think of data. That’s the key of progression, the key to 
survival and beyond. 
Ten thousand years ago, humans gathered data based on vague observations toward each other. We see 
other tools being forged, we see cities and settlements being built, and we see society being developed. 
Now, that technique is long overdue. Human minds and written papers are just not proficient enough to 
process and store information. We live in an era where we give machines intelligence and 
communications capabilities (Sousa Nunes, Zhang, & Sa Silva, 2015) that do most of the work of 
calculating and processing incomprehensible amount of data in a blink of an eye; imagine the time it will 
take for 10 Ph.D. to give you one search result on Google (Larson, 2016)! 
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There are many kinds of data. Not that you have to care about all of them, but some of them are pretty 
hard to ignore, considering the fact that the data some of the supercomputers and great minds out there are 
analyzing and processing about is you.  
Humans are always in dire need to move forward. We get bored easily, and we always think about 
improvement and innovation. We do not stay the same. We explore and understand. Sometimes that 
means challenging our ways of life, questioning why we behave and what we really need and want. To do 
that, we cannot simply observe each other and pitch ideas. We realize that we have to include everybody 
to really do that. How do we get this information and analyze it? 
This is where our creation enters—the machines. We rely on the capability to think and communicate 
bestowed upon them, by us, to help us understand ourselves better. Having them asking us questions 
would be as silly. But if we are giving them the information (sometimes unknowingly) they needed by 
just living, then we have ourselves a great start. 
We begin to tag ourselves and things around us that every action and every word is recorded and 
analyzed. From social media interaction to health trackers utilization, millions of pattern habits emerges. 
Then data scientists can use the information to make decisions for our next milestone in human era, 
whether in the health, business, tech, or education sector. This is what’s happening in the era of Internet 
of Things. 
Internet of Things (IoT) is an essentially interconnected network of things. It is a fast developing field that 
represents the idea of everything that is connected together via an information network (Pfeiffer & 
Stevens, 2015). The idea of ‘connected’ means that every object involved in the network has an identity, 
abilities to receive and collect information from the real world and communicate about the information 
within the virtual world. The IoT faces and produces what we call the Big Data.  
How big is Big Data? Statistically, you have a high chance of being a social media user. When you are 
using social media, you are feeding the company behind it an enormous amount of data from your activity 
logs. The company will have access to where you are, when do you log in, who or what do you follow, 
who do you connect with, what do you like, what you don’t like, what are you browsing, and how often 
you are doing all that. Imagine this data mining is done 24/7. Also imagine that this being done with a 
couple billions people in the world.  
If you are running an online fashion store, what would you do if you have the knowledge about the 
demographics that like what you sell, bought what you have sold, and in need with what you are selling? 
You’d be most likely to approach and persuade them to make purchases because they are the exact target 
customer you are looking for.  
What about offline store goers, you ask? Although it is not yet widespread, smart stores like Amazon Go 
is on its way to sweeping away all the traditional stores that employ clerks and managers. Amazon Go is a 
new self-checkout store that allows any customers to take anything they need from the store that will be 
charged with their Amazon account (Balakrishnan, 2016) when they leave. So there is no need for people 
to stay in line for check-out, not even self-checkout counters. It saves money and certainly saves times. 
Would any giant e-commerce launch this ground-breaking ideas without knowing the habits (what they 
want and what they purchase) of its paying customers?   
Also, think about how your news feed on most social media seems tailored to your interests and previous 
experiences. Pages you have liked, videos you have watched, and account you follows will generate 
similar suggestions for you to like, watch, and follow more—on different platforms. Where ever you go, 
you will be ‘followed’ by the Artificial Intelligence running these systems. 
On the bright side, we do receive many positive implications from the application of IoT. Traffic cameras, 
smart kitchen, self-driving cars, and health trackers possess many beneficial features that in no doubt the 
bottom line is to improve human life. They are all the product of years of researches in economy, medical 
biology, urban architecture, psychology, and cognitive science.  
However, there are clearly two sides of IoT. It is one of the biggest milestone human has ever achieved. 
There is no telling of whether it will become the biggest threat towards humanity or not. It arguably 
possesses a potential threat to privacy and the essence of a human at its core. But, the end result of a 
product of IoT is always largely determined by the users themselves. Users, in a very significant way, 
shapes the idea of IoT, from the design, usability, features, and ultimately the success. Because at the end 
of the day, users are the utmost reason that the technologies are created. This comes down to Acceptance 
of IoT. 
In this chapter, we are going to talk about the Acceptance of IoT. We will first go through the definition 
of IoT and Big Data, and discuss in-depth about how acceptance plays important key-role in their 
development. We will then cover the definition of Acceptance, and how is it different with Adoption. 
Finally, we will map out they key elements of IoT acceptance based on techno-psychological points of 
view. In other words, explaining the acceptance of IoT in terms of its affective, cognitive, behavioral, and 
technological elements.  
THE FUNDAMENTALS 
Big Data and Privacy 
In order to understand the concept of Internet of Things, we may begin with the understanding of Big 
Data, and how it relates to our privacy. 
According to the Director of Emerging Technologies for SAS Best Practices, Tamara Dull (2014), Big 
Data is all about plain old data—that we can use any adjective to describe. It is one of the subsets (but not 
exclusive to) in the discussion of Internet of Things. Big Data simply means massive amounts of 
information, sometimes more than what we can imagine. A Big Data report (VoucherCloud News, 2015) 
claimed that we create 2.5 quintillion bytes or roughly 2.5 billion GB. By 2018, the number will increase 
almost twice as large, to around 4.32 billion GB or 50,000 GB a second. 
Big Data consist of anything that is recorded that can be structured or unstructured (Kushmaro, 2016). Big 
Data comes from many sources, like web interaction and hardware sensors. For example, company like 
UPS that delivers more than 16 millions packages a day need to maintain and improve efficiency and 
lessen environmental impact, thus they are installing sensors that gather information about seat belt status, 
engine status, and bulkhead door operation to produce and array of information in a day (Garrett, 2016). 
Expertise and understanding of Big Data allow company like Dattabot knows that Indonesian housewives 
watch a lot of porn on a mobile phone and Chinese Horoscope tend to be a great predictor of farmer’s 
productivity (McIntyre, 2016a). They even partnered with General Electric Digital to amplify Jakarta’s 
smart city idea by bringing the capability of gathering round-the-clock data for power plants (to give 
employees warning days before the machines are about to break) to Indonesia (McIntyre, 2016b). This 
might signal as the first step to a better, power-efficient Indonesia. 
When we are talking about Big Data, we cannot exclude the definition of the Vs. Big Data is all about 
Volume, Velocity, Variety, Veracity (McLellan, 2015), Value, and Variability and Complexity (Gandomi 
& Haider, 2014). Volume refers to the amount of data that exist in every area or storage that accounts for 
how huge data set in the world of Big Data is. Velocity is the speed or rate which information are being 
processed. This means how many data points are analyzed, numbers are crunched, and the pattern is 
analyzed in a period of time. Variety is the amount of types or the mixture of information that is both 
structured and unstructured (McLellan, 2015). Veracity describes the nature of unreliability inherent in 
sources of data (Gandomi & Haider, 2015). These are often important information but is very fluctuating, 
somewhat predictable, constantly changing, with many factors that influence it. Until the Veracity is 
decoded and processed, it will be hard to include it in a structured part of Big Data. Variability and 
Complexity mean that data comes from many complex sources that flow through networks at different 
rates (Gandomi & Haider, 2014). They are what makes the process of analysis, extracting and gain insight 
challenging. Value (Pfeiffer & Stevens, 2015) means the potential benefit that the processing data 
possess. It refers to how insightful the data is and the impact it may bring to the real world application. 
No doubt that all these characteristics, especially veracity play important parts that will explain how 
acceptance is integral in IoT.  
Examples of the use of Big Data mentioned previously are only some of the most prominent use of Big 
Data (mainly through IoT devices). On a more personal level, Big Data can be considered as your 
identity. Within the cloud-based storage of data, there is information about who you are, literally. Think 
about it−your name, your ID, biodata, your location, your activity log. Your every comment on a forum, 
your ticket purchase, your visit to that restaurant, and even the time you’re sleeping. Try sending an e-
mail, post a comment, or watch a video about burgers. Before you know it, your social media will be 
filled by a particular burger retail chain that invites you to dine at their place. The company has bought 
your information that you agreed to share online, and use that information to monetize you. You cannot 
do anything about it because you agreed to share your data online before engaging with the Internet.  
What many people have not realized yet is that often the data that is obtained from us is real-time. Your 
moments, your stories, your live streams that reveal not only what you do, but who you with, where you 
are, and what the things that are around you. This is due to the portability of communication and 
entertainment devices. You are always in sync with the cloud and the net. Some company even plans to 
extend their reach of your personal experience by encouraging you to use their Google glasses and 
spectacles so that they know what you see.  
This brings up the issue of privacy, in which we will explain why acceptance matters. If you are a fan of 
movies that involves elements like cyber security, data crunching, and fraud related technological films 
like Mr. Robot, The Fifth Estate, Snowden, Moneyball, and The Circle, you know what we mean. No ones 
want to end up being targeted by ads personally like what happened in the movie Minority Report. CEO 
of Apple, Tim Cook, said almost two years ago that we all have the right to our privacy. But in 2015, he 
was criticized for patenting the system that serves to target users with ads based on their account balance 
(Estes, 2015). Where is your privacy now? 
Don’t worry, however, because the privacy is not dead yet. While many people seem to think so, Tamara 
Dull (2015a) sums up Big Data privacy well:  
... in today’s data economy, we’re sharing a ton of personal information about ourselves online. And this 
privacy discussion is only going to get bigger, especially as companies and government agencies get 
better at collecting, analyzing, and sometimes selling the data we’re freely sharing with them. Trust is at 
the heart of the privacy issue and is the glue that will keep the data ecosystem together. […] I firmly 
believe that as more consumers and everyday citizens continue to understand what’s at stake with their 
personal data, we will see changes—in government and in businesses. It’s already happening. 
The Internet of Things 
The Internet of Things (IoT) is the hot trends in the tech and business world. We are sure that many of 
you have heard of and have at least the basic understanding of what is it about. McLellan (2015) puts it in 
a simple way:  
… IoT is a fast-growing constellation of Internet-connected sensors attached to a wide variety of ‘things’. 
Sensors can take a multitude of possible measurements; Internet connections can be wired or wireless, 
while ‘things’ can literally be any object (living or inanimate) to which you can attach or embed a sensor. 
If you carry a smartphone, for example, you become a multi-sensor IoT ‘thing’, and many of your day-to-
day activities can be tracked, analyzed and acted upon. 
What matter most in IoT at the end is how the data that is collected from these sensors are interpreted and 
used. This makes understanding the CPS or cyber-physical space within important to solve physical 
problems through intuitive manipulation and awareness of the context of how the system operates (Sousa 
Nunes, Zhang, & Sa Silva, 2015). 
There is a lot of gray areas when we are talking about IoT, especially in relation to Big Data. Is social 
media a part of IoT, or vice-versa? We think that it is safe to say that social media is a part of IoT, and 
this is mainly caused by the breakthrough of portable communication and entertainment devices. You 
carry social apps with you everywhere, which connects you to the Internet in real-time. Is your key tag 
that is only capable of communicating through radio frequency transmission to your phone a ‘thing’ of the 
IoT? Technically, it is. Anything that is given an identity and capability to connect is a part of IoT. Why 
is it so popular? 
The driving force behind IoT is efficiency and innovation. To improve and survive, we, as humans must 
always improve. We can make a long process short, expensive procedure cheap, and turn long progress 
into a blink of an eye. We had, we will, and we are not stopping anytime soon. Along with that, humans 
also create completely new things to improve life areas that were thought to be unimprovable.  
Perhaps, a number of things connected and the speed which IoT grows can show how big a deal IoT is. A 
report by Gartner (2015) predicted that in 2016 there will be 6.4 billion things that are connected to the 
Internet (compare to the population of the Earth that is roughly 7.5 billion people). The number is 
expected to rise to 20.8 billion things that are connected in the year 2020. How many data will be 
generated by IoT alone then? Around 600 trillion GB (McKendrick, 2016)!  
You can expect to live with more (subtle) sensor-equipped devices by then. Although now, we already 
can enjoy many unique and groundbreaking services and products because of the development of IoT. 
Indonesia-based eFishery offers fish farmers a system that sense fish’s appetite then feed them 
automatically, and you can monitor the process all in real-time from a smartphone (Cosseboom, 2014). 
Singapore/India-based OCEO helps rural communities purify water based on their need for quality & 
quantity monitoring system via smartphones (Yon, 2016). Sigfox from France is building a global 
network to connect, monitor, and control devices like smart-home alarms, machinery, refrigerator, and 
even streetlights (Lunden, 2016). IoT.nxt from South Africa aims to connect all the apps, sensors, devices, 
and machines in an operating system to ‘breed’ the best technology in all industries (Jackson, 2016). 
South Korea’s Nare system can distinguish between harmless and dangerous electrical arcs that cause fire 
(Mu-Hyun, 2016). Yang, Qiu, and Zhang (2011) introduced a smart solution to make ease and secure the 
bike-renting system in China with a smart system that provides real-time location and conditions of the 
bikes. In addition to all this, smart-home, self-driving cars, biological/health trackers, and smart wearable 
devices, and even cities are taking on the world’s every industry at once (Kashyap, 2016).  
Notice that these are all the technologies built by human for human. However, most researches and 
phenomenon of IoT has focused on the big technical pictures that the human element is often forgotten or 
left out from the discussion of the system. Human is the one who gains insight, able to manipulate, and 
generate more ideas from the cyber-physical system of IoT. We have to keep in mind the nature of the 
data harnessed, who will access it, and from where when designing an IoT and Big Data strategy 
(Townsend, 2016).  
There are both good and bad players out there taking advantage of our digital trails; we could almost do 
nothing about how they manipulate or even misuse the data, but we certainly have the control over what 
and how much data we are sharing online (Dull, 2015b). Take a step back; we even have the control as 
much as accepting the technology in the first place. What all of us accept and use will eventually take off, 
and what we do not accept will eventually fall off. We are the one that rose Facebook to the top, and we 
are the same people that bring down Google Glass.  
The fact that all tech companies are struggling to scours for users and consumers shows that user 
acceptance is not something easy to understand, let alone mastering it. The immense complexity of 
acceptance across industries makes studying the phenomenon seems almost impossible. However, we can 
at least connect the dots and provide scientific assumptions of how acceptance happens in a bigger 
picture. Hopefully, by doing this, we will be more aware of what influences our thoughts, feelings, 
behaviors, beliefs, when we come face to face with a technology that contains ourselves in it. To do that, 
we must first understand what acceptance is and how complex it is. 
Meaning of Acceptance 
In this section, we are going to talk about the concept of Acceptance. There are a lot of reason that IoT 
enthusiasts (or any technology for that matter) from the business and science communities are taking an 
interest in acceptance of the technology.  It’s the gateway information to know the UX component of the 
tech. They want to see how technology is perceived by consumers, how satisfied they are, and in what 
way they can increase their satisfaction (Dominici, Roblek, Abbate, & Tani, 2016). In return, they will 
make changes based on users’ responses. What they are looking for is the occurrence of tentative 
acceptance or the trial period that will allow individual to accept the use of the technology and ultimately 
determine whether to continue using it or not (Brown et al., 2013). In other words, we know that 
acceptance is not an instant action that has a clear absolute line that differentiates between accepting and 
not accepting. Rather, it is a process that involves time and incorporating many factors that lead a novel 
technology to be used. It’s the cycle that will begin the next revolution in industry. It can be illustrated 
below: 
A technology is created based on needs  Test user’s acceptance  Obtain feedbacks on why people 
accept/do not  Make tweaks based on feedbacks  Test again until all factors that influences the 
acceptance of a particular tech are discovered  Test new novel factors/shift towards other industry/area 
of life. 
In a sustainable energy technology context, Huijts, Molin, and Steg (2012, p. 526) provide better insights 
on why we should understand acceptance:  
It is important to understand how people form an opinion on more sustainable energy technologies and 
why people take action in favor or against such technologies, as this yields important insights in how the 
design of the technology or the way the technology is implemented should be adapted, and how the 
technology should be communicated, such that the acceptance of the technology increases and its 
implementation is more successful. 
Due to many variations of IoT technology, needs, and method of delivery, defining acceptance is not a 
straightforward task. Coming up with a one-size-fits-all definition is almost impossible. One way we can 
do it is by breaking down all of the elements one by one, and then try to apply it in a different context. 
First, let’s start from the two paradigms that are often used to explain the concept of acceptance in the 
technological context. The first one focuses on individual’s propensity, while the second one, taking from 
the other side, focus on how technology’s attributes affect an individual’s perceptions and, ultimately, use 
of that technology (Porter & Donthu, 2006). Often in studies, researchers try to find the relationships 
between the components of the two to determine the best way to describe user’s acceptance. These are 
usually two models or more that is used to explain both paradigms. 
For example, it is not rare that we can find studies that try to link personality traits with components of 
acceptance models. Each personality traits are used to predict the affect, beliefs, and cognitive factors that 
are present in the mode. At the end of the study, researchers usually provide a conclusion that explains 
what they have found, in hoping to shed light on the understanding of acceptance. However sometimes, 
certain conditions of the acceptance require extra variables to be incorporated to explain it.  
In the early days, researches rely on determining the factors that affect user’s attitude and resistance 
towards a technology that stems from the famous Theory of Reasoned Action (Lee, Kozar, & Larsen, 
2003). Theory of Reasoned Action explains that individual’s subjective norms and attitude towards the 
behavior and behavior intention predict whether the action is actually carried out. Acceptance here is a 
form of behavior. That means that the fundamental two factors that affect it, according to the model, is 
attitude and subjective norm.  
Attitude towards the behavior is the degree of favorability of behavior to an individual, while Subjective 
Norm is the social pressure to carry out (or not) the behavior in mind (Sheldon, 2016). Attitude shows 
how much we like to perform a behavior, with all considerations that we have. How we feel, positively or 
negatively that accepting will do and make of us is our attitude towards accepting. Subjective norms show 
how much the behavior is valued among the social standard around the individual engaging in said 
behavior. In other words, how our social environment views the behavior of accepting an object 
influences our decision in accepting it. This has to do with the culture, virality, the consequences, 
situational factors, and the meaning of the acceptance itself.  
To understand more about technology acceptance, let’s take a look at the theoretical model that is often 
used to explain it. 
THEORETICAL MODEL FOR IOT ACCEPTANCE 
The Variables 
In the context of technology acceptance, many refer to Technology Acceptance Model (TAM). This model 
is integral in our discussion of technology acceptance. This model have been doing great in predicting and 
explaining technology acceptance in a wide range of area not only in IoT, but from Cloud Computing 
(Eltayeb & Dawson, 2016), to mobile technology (Kim, Gajos, Muller, & Grosz, 2016) and e-learning 
platform (Al-Azawei, Parslow, & Lundqvist, 2016), and even health trackers (Prayoga & Abraham, 
2016). In this chapter, we are going to talk about what the model has to offer, and all possible frequently 
used factors to compliment TAM for a better understanding of IoT Acceptance. We will be talking about 
Behavioral Intention, Attitude towards the Behavior, Beliefs, Cognitive Factors, Individual Differences, 
Affect, and Other factors that are often inseparable to the model across contexts. 
Attitude & Behavioral Intention to Adopt/Accept 
Conscious, purposive action begins with intention. Without intention, behaviors are accidental. 
Acceptance as a complex behavioral process is by no means accidental. Thus, there must be the intention 
that precedes it. In the realm of TAM, Intention or Behavioral Intention (BI), is the main indicator of 
acceptance—higher the BI, the higher the likeliness to accept the technology (Prayoga & Abraham, 
2016). It can be defined as a measure of users’ responsiveness for liking/disliking to use a particular 
system in the future which is often validated by the actual use (Qaji et al., 2015).  The intention to use a 
new technology in response to a request to use it is then referred to as the acceptance (Broman Toft, 
Schuitema, & Thøgersen, 2014). However, without influencing variables, this intention cannot be formed.  
Behavioral Intention is often influenced directly by a person’s Attitude, defined as the degree of interest 
one has towards the technology (Armenteros, Liaw, Fernández, Díaz, & Sánchez, 2013). In most 
researches, the output measurement of Attitude is often the extent to which we value something as 
positive or negative. Positive attitude indicates a higher likelihood of acceptance, while negative attitudes 
indicate the lower possibility of acceptance. It is rooted in perceived costs, risks, benefits, and affect, that 
we can see it as an evaluative integration of cognitions and affects experienced in relation to an object 
(Huijts et al., 2013). This explanation means that Attitude is not a mere fluctuation of the positive-
negative dichotomy of evaluation towards a certain behavior or object. It is a product of many 
interplaying variables that is dynamic and constantly influencing it, which eventually affect the decision 
whether to use or not to use.  
From the definition, we can interpret that Attitude is a result of weighing the all of the influencing 
variables. We can see this in the context of IoT devices and systems. For example, perceived cost refers to 
how much effort a person have to exert in order to accept the IoT device. Energy to learn and operate, 
mental preparation, and money spent fall into this category. Risks are the virtual, psychological, and 
physical potential disadvantage that you may encounter using the technology. For example, in the context 
of the use of e-learning, perceived risk include socio-psychological perceived risk, perceived performance 
risk, and perceived source and time-demand risk, and this perception is influenced by email phishing 
literacy and anomia (feeling of lack of moral standards) (Abraham & Sharron, 2015). Your biodata and 
personal real-time information is another examples of virtual risks (Kennedy, 2016). Greater demand due 
to the reason of non-stop interconnected device may lead to morale and psychological exhaustion (Lumb, 
2015), and not to mention more impersonal workplace (Starner, 2015), and addiction. The physical 
disadvantage may be a result of mishandling the device, or the side-effect from the technology that affect 
our health directly. The benefit is a vague concept to describe here. At large, the benefit can be described 
as anything positive, helpful, and desirable that is happened due to the usage of the IoT device. From 
better health to safer navigation, there is no limit to this as almost all IoT systems and devices are tailored 
to a specific industry. Finally, affect, is your personal feeling when using the technology, it is the extent 
of how happy overall you are with the IoT device you are using.  For the next part, we are going to go 
through all the variables above one by one, starting from the belief. 
Belief 
Perceived usefulness and perceived ease of use. The general idea about Technology Acceptance Model 
states Behavioral Intention to use technology is influenced by mainly two factors: the Perceived 
Usefulness (PU) and Perceived Ease of Use (PEOU) (Schepers & Wetzels, 2007). This means that for a 
person to use technology, he or she has to perceive that the technology has a significant use that is 
relevant to his activities and discourse. In addition, the technology must be relatively easy enough for the 
person to use. These are the two main beliefs that often influence the Attitude and Behavioral Intention 
directly in cases of technology acceptance. Depending on how useful and how easy to use an individual 
perceive a technology to be, his or her attitude will differ. The idea is that the easier the useful technology 
to use, the more likely individual will develop a positive attitude and intention to adopt it.  
Let’s take an example of a salaryman named Kyle. Let say that Kyle is having trouble with his clothes 
cleaned because his old washing machine would break down if it is loaded too much. Kyle has to wash 
his clothes in three to four cycles, with the same amount of water, electricity, and time spent each cycle. 
He used to only have to wait for one cycle for the same amount of clothes to be washed. A friend 
suggested that he get one of that foot paddle-powered washing machines to have a cost effective laundry 
experience. He did and decided that he wanted to try it out. If Kyle does not perceive that a new foot 
paddle-powered washing machine is a great solution to his laundry problem, Kyle will not use the 
machine. For example, Kyle might find that he has to wash in more cycles now because the new non-
electric laundry machine has even less space. Kyle does not find this useful at all. He also has to paddle 
the machine many times before all the clothes he wants to clean is finished washing. He does not find the 
machine to be easily used. As a result, he does not intend to use the machine at all. 
Perceived enjoyment. One of the most notable affective element that is frequently included in the model 
of technology acceptance is the element of enjoyment. Questions asked for this variables would be “how 
much fun could we have when using a particular technology?” or “how much enjoyment can be 
perceived/felt when engaging with a brand new technology?”. Note that this variable might be more 
important in some technology over the others (educational games versus new accounting software), but 
the relevancy of Perceived Enjoyment (Suki & Suki, 2011) in the model of technology acceptance is 
certainly undeniable. The reason that Perceived Enjoyment is heavily considered as an influencing 
variable is that organizations or society can be incentivized to spread the technology by the element of fun 
and leisure that prompts the acceptance of it (Brown et al., 2013). 
IoT device that will be likely to be perceived enjoyable is Snap Inc.’s spectacle (Carson, 2016). The 
purpose of this device is already for leisure/entertainment purposes (capturing everyday moments through 
glasses and share them on the Snapchat platform). With fun design and social sharing feature, it is not 
hard to enjoy this device. One other example of IoT device acceptance that is based on enjoyment is the 
drone technology. The air-bone remote-control vehicles are considered as a toy by many people, using it 
to race each other, taking pictures from the sky, and even dropping things! Its usefulness that somewhat 
overlaps with high enjoyability is one of the main factors that leads to the acceptance of the technology. 
Perceived behavioral control. Some studies also incorporated the belief element of Perceived 
Behavioral Control. Although a person has a positive attitude (that make him seems likely to accept a 
technology), when he or she has a feeling of no control over the activities acted upon it, likelihood to 
accept the technology will be lowered (Cheung & Vogel, 2013). Often derived from the model of Theory 
of Planned Behavior by Ajzen (1991), Perceived Behavioral Control is the belief that an individual has 
control over the behavior he or she is engaging (Aboelmaged & Gebba, 2013). It reflects a person’s 
perception of the ease or difficulty of implementing the behavior in question (Yaghoubi & Bahmani, 
2010). The difference this concept has from the Perceived Ease of Use is the end to which we view the 
difficulty of using the technology comes from while Perceived Ease of Use explains about how the 
technology is easy enough to pick up, mastered, and used on-demand, Perceived Behavioral Control 
reflects individual’s perception of the extent that he or she have control over accepting or using the 
technology. As for easiness to use is relative, however, easy a technology might be, when an individual 
perceived that he or she has no control over the technology, the chance of it being picked up and used is 
less likely. 
Social Influence 
You might argue that although the logic of the premises seems true, in a complex world full of 
possibilities and influencing factors the model seems to be oversimplifying the concept of acceptance. 
This is somewhat true. For example, the model did not incorporate the element of social influence. For a 
more advanced context of technology acceptance, Venkatesh and Davis (2000) offered a new extended 
Technology Acceptance Model, commonly known as TAM2. There are some extension to what is usually 
included in the original model. One of the main extension is the element of Social Influence (Wu, Chou, 
Weng, & Huang, 2011), which consists of Subjective Norm, Image, and Voluntarity. In the story above, 
the element of subjective norm can be represented by Kyle’s friend. Subjective norm is the variable of 
human and social changes that makes individual comply and internalize, voluntarily or mandatory 
(Schepers & Wetzels, 2007). 
Subjective norm, image, and voluntariness. Kyle’s intention to use is influenced by his friend’s 
suggestion, therefore shows a significant role of social influence. Nowadays, smartphones are usually 
bought after some hefty considerations. Specs, features, camera quality, and physical aesthetics are all 
important aspects to consider about. Tech blogs and online forums that users refer to for the latest or the 
best are great examples of the subjective norm in play. 
Now let’s move to your social circles. Possession are one of the many ways to showcase or maintain 
social status in one’s social circle. A feature phone that is very limited in online social media participation 
will leave the users out of many social activities. In order to maintain and keep up a basic communication 
ability within our current social environment, we need to have a smartphone. This is what TAM2 refers to 
as Image, or the attempt to maintain or enhance one’s social status by engaging the technology in context 
(Venkatesh & Davis, 2000).  
In addition, you do not want to feel forced when using technology. Too much and heavy of social 
influence will render your inner intention to use the minimum. When your boss at work tells you to 
switch from Apple to an Android phone even though you might not like it, you will be less likely to 
accept it. Sure, you may use it, but the chance of you to perceive it positively will be very little because it 
is mandatory. That is why, when accepting a technology, like Kyle with his washing machines, 
Voluntariness, defined as the degree that user perceives the use of technology to be not mandatory or 
personal willingness to use (Wu, Chou, Weng, & Huang, 2011), is pivotal. 
Health trackers are examples of IoT devices that went popular due to the hype that it brings. Since the last 
couple years, health has been the new trend. Exercise and workout regimens are rising in popularity. 
However, as the term ‘quantified self’ is gaining popularity, there comes a need to quantify and track the 
progress in real-time things like blood and oxygen level, calories burned, body fat percentage, and 
physical performance (Holmes, 2014). With this craze, people quickly jumps into the bandwagon and 
begin popularizing health trackers that have become more and more advanced. As companies are making 
them more and more sophisticated, wearable, social, and versatile, discourse to level up (because it is 
easier with the quantification machines) along with the others. This is not only shown in discussion over 
the Internet and social circle, but companies are investing a lot of money in marketing these products, 
selling them as not only as health, but also social devices. Breaking a personal record, sharing them 
online, or even compare with others’ progress becomes some of the important purposes of exercising. 
With the social aspect and effective marketing strategy on the rise, health trackers become widely 
accepted, especially among health-enthusiasts.  
Around three years ago, there was a meme going around about how wearing Google Glass makes a 
person looks like a dork (Wohlsen, 2013). It is arguably one of the reasons that made the spectacle 
infamous. The Glass were not ready yet for the public; it has a lot of problems to fix like battery life and 
privacy issues. Aside from that, the Internet had undeniably created a negative image of the product that 
associates it with stereotypes that are definitely not encouraging people to wear the product. Wearing 
them at that time will not help you maintain your image around your peer, due to the negativity it has 
brought to your privacy and image. 
Cognitive Instrumentals 
The extended model of TAM also posit the cognitive instrumental factors. These are the factors describe 
the considered applicable function of the technology. There are three variables that are in the category 
(Venkatesh & Davis, 2000), i.e. Job Relevance, Output Quality, and Result Demonstrability. Job 
relevance refers to the relevancy of the technology in the job (or most any task that the technology 
supposes to ease out) that is carried out by the user. Output Quality generally refers to the desirability of 
the performance result of the technology. In short, it is how well a system do what it does (Venkatesh & 
Davis, 2000).  
Finally, we also need to know if the well-done relevant technology really has an impact on the actual task 
or job we want to accomplish. This concept is heavily related to Perceived Usefulness as the logic dictates 
that if a certain technology is highly relevant and essential to the job or task being carried out, it has the 
higher chance to be perceived as useful as the relevancy has to increase the productivity (Banderker, & 
Van Belle, 2009). If said relevant technology is able to produce the desired result that increases 
productivity, we would be able to conclude that the technology is useful to the user, as a result, is able to 
be demonstrated. 
These three factors will be crucial in determining the Perceived Usefulness of the technology. Usually, 
devices that are aligned with company role are quicker to be perceived useful by man. For example, 
drones and delivery services. Even more flexible, remote-access technologies that enable remote 
management over and across devices like PC, tablets, and smartphones boxes allow an opportunity to 
establish a stronger collaboration practices among employee due to the ability of the devices to 
communicate (Myler, 2015).  
MARS, the customized-massage robot from AiTreat, is claimed to be able to serve multiple customers at 
the same time after programming (Quek, 2016), which reduces the need to train and certifies employee 
that is costly. If the manager and massage parlor operators find client satisfaction and visit increases while 
client turnover, waiting line, and serving time decreases over a period of time after utilizing the massage-
bots, they can conclude that they have a good case study of result demonstrability from the technology. 
Trust 
If we take a step back and see the bigger picture, we realize that often technology acceptance is not just 
about the individual and the technology, but rather the individual, their social circle, the technology, the 
company that created and benefit from it from time to time. Accepting also does not mean that we accept 
and use. The fact that IoT devices require your data constantly indicates that more amount of effort and 
thought should be put in. As mentioned in the previous section regarding privacy and control over 
acceptance, one particular variable is integral with the acceptance of IoT. That is the element of Trust. 
Trust is a defining feature of most economic and social interactions in which uncertainty is present 
(Pavlou, 2003). It is highly related to security since ensuring system security, and user safety is a 
necessity to gain trust (Yan, Zhang, & Vasilakos, 2014). It can be described as individual’s belief that the 
other party will behave in a responsible manner, fulfilling his/her expectations without taking advantage 
of the vulnerability that is willingly given after taking the characteristic of what the other party has to 
offer (Pavlou, 2003; Gefen, Karahanna, & Straub, 2003).  
Trust is not something simple to be conceptualized. It has a lot to do not just with our belief, but also what 
the technology has to offer, how is it represented, and the aftermath of the acceptance. It depends on the 
trustee’s objective properties, such as security and dependability, and subjective properties, like honesty, 
benevolence, and goodness (Yan et al., 2014). It has been found to be a good predictor for usefulness, 
ease of use, behavioral intention, and attitude (Ha & Stoel, 2009). It can even be said that Trust is the 
gateway to technology acceptance, especially in IoT where any information of you are at potential risk.  
Trust is by far the heaviest challenge companies and developers have to take on. It is a common thing that 
people have nowadays, considering many of their trusted application and devices are rumored to sell their 
data or was breached. Montgomery (2016), CEO of Connect in Private, listed out 10 of the most 
terrifying IoT security breach that has not been widely known. The list included much major organization, 
such as the computer system in the US Department of Energy, breached steel plant in Germany that 
caused major damage, and even UCLA’s hospital network that keep private information of 4.5 million 
people. One of the biggest recent breaches in 2016 has to be Mirai, a malware that attacks vulnerable 
devices that use telnet protocol to have full control over the hacked device and launch DDoS attacks 
(Franceschi-Bicchierai, 2016). 
Facilitated Appropriation 
At times, technology will serve another purpose than it was intended to. The same with IoT devices, as it 
can be appropriated in many ways. Appropriation refers to the flexibility of technologies to be adopted, 
adapted, and incorporated into working practice and mapped onto user’s needs (Riemer, Overfeld, 
Scifleet, & Richter, 2012). This definition tells us that the process does not stop after the initial 
acceptance, but rather is adapted to be used as the user intended to, no matter how deviated from the 
intended purpose. Although this might be a threat to the rational objectives of management captured in 
the notion of ‘unfaithful use’, appropriation also explains the variance in the outcomes that can be 
produced by the technology (Riemer & Johnston, 2012).  
How is appropriation related to technology acceptance; is it is a product of the acceptance itself? Prayoga 
and Abraham (2016) discussed the term Facilitated Appropriation in their study about IoT Acceptance. 
The term “Facilitated Appropriation” is used to describe the appropriation process that is influenced by 
facilitating factors such as information available, guidelines, and other examples derived from another 
form of appropriation, that results in much more variety, versatility, and creativity in meeting user’s end 
goal (Prayoga & Abraham, 2016). A user who is facilitated to appropriate better will expect and find a 
better use of the technology. Thus, will find the technology even more useful, increasing his or her belief 
of Perceived Usefulness (Prayoga & Abraham, 2016) and Enjoyment that will drive his or her intention to 
accept the technology further.  
How someone appropriates may depend on the flexibility of the IoT object. Wearing IoT glasses for 
fashion can be considered as appropriation, but it is not the kind that has anything to do with the 
technology. One example of a very flexible IoT object is the AWS IoT button that is programmable to do 
many tasks, from starting cars to automating postmasters. Most of the function is work and daily activity 
related. But for leisure purposes, one can use it to program the button to turn on a specific Netflix series 
on TV when pressed. This requires not only one or two simple actions, but rather an extended knowledge 
of programming complemented by personal enjoyment. This is what we meant by Facilitated 
Appropriation. 
THE INDIVIDUAL DIFFERENCES 
This section discusses other factors beyond individual differences are discussed in TAM, namely past 
experience, personality, cultural values, and cyber-resilience. 
Past Experience 
Past Experience is the extent to which a user has been exposed to the technology or similar technology 
usage prior to current innovation. Abraham and Falah (2016) found that the previous illusory experience 
in the online dating affects the tendency to have positive attitude toward virtual marriage. In the context 
of the hospitality industry, Ozturk and Hancer (2015) found that users who had experience in using RFID 
technology will be more likely to use the technology than their counterpart who had never used them. 
This indicates that people who accepted similar technology in the past will be more likely to accept and 
use the technology again in the future. This result makes prior exposure crucial to new technology’s 
acceptance. Satisfactory prior experience may create ‘fans’ that are loyal to the particular brands. Take 
Apple for example. In IoT context, this phenomenon might be observable in a more personalized IoT tech, 
like camera spectacles (Carson, 2016) or health trackers (Maslakovic, 2016). Repeated account of 
performance also can result in a better-established attitude and intention (Venkatesh, Thong, & Xu 2012). 
Thus, accounting experience as a moderating factor when using attitude and belief to explain acceptance 
is very important. 
Personality and Cultural Values 
The centrality of personality and cultural factor in relation to technology acceptance is reflected upon 
research by Schumacher, Erol, and Sihn (2016) titled “Industry 4.0 Readiness and Maturity Model”. 
According to their research report, there are at least 9 dimensions that a manufacturing company needs in 
facing the challenge of the overgrowing tech-world that integrates the element and the interaction of 
people, machine, business processes, and organization more and more. Two of the most relevant factors 
that we will talk about are People and Culture Dimension. The former holds the key of Openness and 
Autonomy. These are the two personality traits variables that determine how well a system that comprises 
of the four elements work. 
Personality traits can be seen as unique individual characteristics that govern behavior. (Mennicken et al., 
2016). It is relatively stable across behavior and any situations of life (Montag, Duke, & Markowetz, 
2016). Its relevancy in the context of technology acceptance lies on the idea of compatibility between the 
system and how the users (human) behave that will allow better and easier engagement (da Silva Junior, 
de Souza, & Maciel, 2016). It is technology built by human for the humans, after all. 
That’s not all. Personality is not just about human. Artificial Intelligence (AI) also possesses personality. 
Take smart home device like Apple HomeKit, Samsung SmartThings, Amazon Echo, and Google Homes. 
The devices are humanized to encourage and promote trust and perceived enjoyment/usability from the 
users (Mennicken et al., 2016). Machines that could not only talk, but also communicate and understand 
what the user’s are talking about. Soon enough, AI that mimics human expressions and feelings might be 
a common phenomenon.  
In the context of technology adoption/acceptance (especially in IoT/RFID related device), The Big Five 
Model is often used to represent and explain the role personality traits in influencing the adoption, e.g. 
among health workers (Yee-Loong Chong, Liu, Luo, & Keng-Boon, 2015). Four out of five personality 
traits, namely conscientiousness, openness, extraversion, and agreeableness correlate positively with 
technology acceptance. However, the train neuroticism correlates negatively. Different research context 
might offer a different explanation on this finding. One might argue that the more extraverted and open 
we are, the more we are susceptible to new ideas and technologies. This is because people who are open 
often are more curious and love them. People who want to maintain their social status (mostly the 
extraverts) will be influenced socially to accept. The more disciplined, organized, and cooperative a 
person is, the more likely he or she will perceive new opportunities that is designed to help (such as IoT 
technologies) as useful. Motivation to achieve productivity in accordance with their goal 
(conscientiousness) promote acceptance. On the other hand, neurotic tendency tends to drift user away 
from potential benefits. He or she will be likely to focus on what will go wrong and experience 
technology anxiety.  
In one study that involves same variables but in the context of students, we hypothesized that personality 
traits (the Big Five) are indirect predictors of behavioral intention to use IoT health device through 
perceived usefulness (Prayoga & Abraham, 2016). However, the result showed otherwise. We found out 
that none of the five trait factors actually predict perceived usefulness, thus rejecting the hypothesis. This 
finding can be seen as a “blessing in disguise”, as we do not have to put so much weight and 
consideration on personality trait differences in the training or learning process to adopt and accept the 
technology. The concern comes from research such as the one by Montag et al. (2016) stating that 
personality traits’ data may be used to eliminate personnel with different personality requirement in the 
IoT industry.  We might be able to conclude that this suggestion might not be viable from our perspective.  
In addition, Zhong, Jin, and Chen (2012) stated that decision style plays a huge role in influencing the IoT 
business. In their study, they explained that five types of decision styles (e.g. autocratic, decision by 
experience) essentially influence one or more of the twelve aspects of decision types (e.g. conformity, 
rapid decisions, trust the analytical tool). This, in turn, will determine how an individual will form an 
attitude towards creative opportunity towards utilizing the IoT technology. Acknowledging its 
importance, one way to train and develop the decision style is through empowering mental models by 
matching it with appropriate and relevant case or problem.  
On the other hand, Criel, Vanderhulst, Kawsar, and Trappeniers (2011) reminded us of one fundamental 
aspect: freedom. What they meant by freedom is the liberty to involve, delve, participate, create, and 
share the concepts and visualization of data, in which the manipulation process is customizable according 
to preferences of the users. This brings up the question, must we also include Perceived Freedom as one 
of the influencing belief? Or rather something that is more closely related and relevant with personality.  
Mellis, Buechley, Resnick, and Hartmann (2016) emphasized the role of self-efficacy that according to 
them plays a huge role in the fabrication of the IoT. The similarity between fabrication and acceptance 
lies on the element of challenge. Efficacy in facing challenges is the one that eventually differentiates 
personnel with the same skill, competition, and other psychological fundamentality in the acceptance of 
IoT. Therefore it is also important to investigate predictors of online self-efficacy (e.g. Abraham & Pane, 
2014). 
From a cultural standpoint, ICT value and knowledge sharing are the central point of focus. One of the 
most interesting cultural model perhaps is the one proposed by Ning and Liu (2015). In a model they 
called “cyber-physical-social-thinking (CPST) space”, they proposed that the Chinese culture of Five 
Elements of Wood, Fire, Water, Earth, and Metal are key determinants whether a system of IoT actually 
works well. They all represent a certain aspect of the system. Wood represents structure and strength. 
Earth represents stability. Fire represents dynamism. Water represents flexibility, and Metal represents 
persistence and determination. IoT itself, without human, is not sufficient to be called an industry, mainly 
because it is only “a phase of intelligentization and informatization development” (Ning & Liu, 2015, p. 
3). To increase participation, Barricelli et al. (2015) recommended a focus on emphasizing the factors that 
determine the “culture of participation”, i.e. reciprocity, empathy, altruism, and trust. These are the 
elements that enable co-creation, which can be seen as the creative process in the collaboration of IoT 
participation.  
As far as this chapter is being written, there has not been researches that specifically correlate  
cultural value orientations with IoT acceptance except for Prayoga and Abraham (2016). However, we 
can still find a few that predict acceptance. Most of the studies that we have now position cultural value 
orientations as direct predictors (Erumban & de Jong, 2006; Nistor, Gögüs, & Lerche, 2013) or 
moderating variables (e.g. Baptista & Oliveira, 2015; Yoon, 2009) that confirm their relationship within 
the framework of acceptance models. In their study regarding social network and online shopping 
behavior, Pookulangara and Koesler (2011) argued that (1) Technology is constructed by the culture, 
making it one of the cultural phenomenon. (2) Social network is a “melting pot” of cultural interactions, 
where all of the aspects and parties share wisdom, knowledge, and trust with each other. These 
interactions bridge the cultural differences between people of the Eastern and Western culture towards 
technology. Here, cultural orientations can be seen as a factor that contribute to the promotion of 
acceptance and understanding of technology within the interactions in the social networks (physically and 
virtually) (Pookulangara & Koesler, 2011). Sole reliance on developers, investors, marketers, and even 
natural occurrence in seeing IoT acceptance is like looking into a two-dimensional painting; we cannot 
really see what’s behind the central object of the art. To Steers, Meyer, and Sanchez-Runde (2008), 
culture is an axiological dimension that combines with demographical factors (such as education level, 
well-being and prosperity, and resources availability) that is able to facilitate human capacity to reflect 
upon today, and envision the progressive future to innovate, make a change, and evolve.  
A meta-analysis done by Cardon and Marshall (2008) studied 95 peer-reviewed TAM articles from 29 
countries found out that Uncertainty Avoidance (UA)−one of Hofstede’s (2001) cultural value 
orientations−is able to moderate the correlation between Perceived Ease of Use and Perceived Usefulness, 
Perceived Ease of use and Behavioral Intentions, and Perceived Usefulness and Behavioral Intention. 
This finding is based on the thought that ICT adoption is almost never culture-free, and often it is 
something found in the thin air that is almost impossible to grasp and measure. Uncertainty Avoidance is 
the tendency for people to avoid ambiguous, unstructured, and novel situations that make them 
uncomfortable. It is seen as one of the positive predictors of technology acceptance, as technologies are 
often the solutions to ease anxiety and ambiguity. Although it is often associated with the rejection of new 
ideas, according to Cardon and Marshall (2008), it does not directly imply technology rejection. When 
UA is integrated into rules and procedures in the interplay between TAM dimensions, its role becomes 
more significant, important, and complex.  
Haghighy (2009) further argued that acceptance models like TAM need to be “reconfigured” or modified 
to address the cultural problem so it can work well when implemented in the certain cultural setting. In 
his research involving 243 participants from 20 countries, Haghighy found that Uncertainty Avoidance, 
Individualism/Collectivism, and Power Distanc−all Hofstede’s (2001) cultural dimensions−are able to 
moderate the relationship between the dimensions of TAM (namely Perceived Usefulness, Perceived Ease 
of Use, Social Norm, and Perceived Behavioral Control) in various directions and significance. On the 
same line, Fernández Robin, McCoy, Yáñez Sandivari, and Yáñez Martínez (2014) and also Prayoga and 
Abraham (2016) found out that in Chile (country level) and Indonesia (individual level), surprisingly 
cultural factors are not very relevant in explaining the relation between the TAM’s dimension. Fernández 
Robin et al. (2014) stated that in Chile, intention to use technology is influenced more by familiarity 
(experience) and social reference (social norm). While Prayoga and Abraham (2016) found out that  only 
Long Term Orientation (LTO) needs to be considered to promote behavioral intention to accept and use, 
in which the relationship is moderated by Facilitated Appropriation. They found that Power Distance, 
Uncertainty Avoidance, Masculinity/Femininity, and Collectivism/Individualism dichotomies have the 
potential correlation that could be positive or negative towards facilitated appropriation. However, Long-
term Orientation is compatible with the purpose of IoT health-device that is the persistence of health.  
If we would generalize the findings above, one thing that we can conclude from the role that cultural 
value orientations plays in IoT Acceptance is the context specificity that depends on the type of 
technology (sensor, interpreter, etc.), its purpose (education, health, etc.), level of analysis (individual, 
country), and tangibility (value, practice). However, the implication is obvious, findings from these 
studies ought to be considered by the business organizations to increase acceptance rate of its employee 
and consumers. 
Cyber-resilience 
One construct that is often overlooked when the discussion of IoT optimization is brought up is cyber-
resilience. Cyber-resilience is the “ability to continuously deliver the intended outcome despite adverse 
cyber events” (Björck, Henkel, Stirna, & Zdravkovic, 2015, p. 311). This definition uses the 
organizational perspective that is embodied in the ICT system. Organizations that are strong in cyber-
resilience will be loyal to serve its purpose (whether service or product), tough in terms of facing crisis 
and challenges, and is systematically able to recover from setbacks and disadvantageous situations that 
threaten its integrity, availability, and confidentiality from outside or within. This definition is often 
ameliorated to the extent that it is applicable to the individual level, which translates to the concept of 
“online resilience” that serves as the opposition towards “online vulnerability” (Vandoninck, d’Haenens, 
& Roe, 2013).  
People with high level of cyber-resilience do not easily feel negative emotions or revert back to the 
offline world, such as in a situation where they are challenged or demotivated in using an IoT device. 
Vandoninck et al. (2013) in their research studying online sexual temptation among children and young 
teenagers found that there are a few determinant factors of online resilience, namely age, self-efficacy, 
pro-active coping response, digital literacy, and previous experiences in facing cyber-risks. What is 
interesting about this finding is that socio-economic status and parental mediation and monitoring do not 
correlate with cyber-resilience.  
Moreover, Butler, Bateman, Gray, and Diamant (2014) studied cyber-resilience in community level that 
they define as “the extent to which a community’s membership is willing to remain involved in the face 
of variability and change in topics (online) discussed” (p. 2). As for the factors, the “cyber-community-
resilience” is very dynamic and is a Gestalt of hope, choice, and communication behavior-dependent 
between all of the members. Cyber-community-resilience is very important to be considered if one set to 
optimize the acceptance and use of IoT device. This is mainly because the resilience is the factors that 
sustain behaviors, invest knowledge and even effort when using IoT device when things are going south. 
Thus, we feel that there is a need for intervention in situations where IoT system works or introduced. 
Intervention can take form of message modification or delivery within the IoT-human interaction 
framework. These messages are expected to be curated to close the gap between perceived cost/harm and 
perceived benefit from the usage of IoT. 
CONCLUSION 
IOT usage optimization can be improved by identifying the theoretical models that involve 
simultaneously human ecosystem−with its individual, organizational, social, and cultural dimensions−and 
technology ecosystem. Studies on IoT optimization in the business world is necessary to continuously 
clarify the interplays between the components discussed above in relation to the technology acceptance, 
adoption, and appropriation in daily life. The entire discussion has raised the urgency of the birth of a new 
field, “Technopsychology”, which melts the boundaries between humans and technology (especially 
information and communication technology). Gosling and Mason (2015) were true when they stated that 
the opportunities to do technopsychological researches have undergone multiplication and we are able to 
benefit from novel paradigms to face the exponential growth of technology and to give positive impact to 
the society.  
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KEY TERMS AND DEFINITIONS 
Appropriation: The use of a technology that is not as intended by the developers or the 
designers−does not necessarily mean positive or negative. 
 
Artificial Intelligence (AI): High performing, extensive and versatile cognitive system made by 
human to automate and let machines learn. 
 
Cyber-resilience: The ability of a person or organization to withstand the pressure of cyber-
related adversaries. 
 
Data Economy: An emerging economy trend that is data-driven. Data, especially IoT-generated, 
is seen as the driving force behind the dynamic interaction between consumers and companies. 
 
Personality: The cognitive, affective, and behavior patterns, characteristics that is unique, can be 
influenced and dynamic that define an individual. 
 
Psychology: The scientific study of the mind and behavior. 
 
Technopsychology: The branch of Psychology that covers the convergence of and interaction 
between human and technology. 
 
ENDNOTES  
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﻿Preface
The﻿Internet﻿of﻿Things﻿(IoT),﻿also﻿called﻿the﻿Internet﻿of﻿Everything﻿or﻿the﻿Industrial﻿Internet,﻿is﻿a﻿new﻿
technology﻿paradigm﻿envisioned﻿as﻿a﻿global﻿network﻿of﻿machines﻿and﻿devices﻿capable﻿of﻿interacting﻿
with﻿each﻿other.﻿The﻿true﻿value﻿of﻿the﻿IoT﻿for﻿firms﻿can﻿be﻿fully﻿realized﻿when﻿connected﻿devices﻿are﻿
able﻿to﻿communicate﻿with﻿each﻿other﻿and﻿integrate﻿with﻿enterprise﻿systems,﻿cloud﻿computing,﻿and﻿busi-
ness﻿analytics.﻿IDC﻿(2014)﻿predicts﻿that﻿the﻿IoT﻿base﻿will﻿grow﻿at﻿a﻿17.5%﻿compound﻿annual﻿growth﻿rate﻿
(CAGR),﻿reaching﻿28.1﻿billion﻿installed﻿units﻿by﻿2020,﻿up﻿from﻿9.1﻿billion﻿in﻿2013﻿and﻿the﻿value﻿of﻿the﻿
market﻿will﻿reach﻿$7.1﻿trillion﻿by﻿2020,﻿up﻿from﻿$1.9﻿trillion﻿in﻿2013.﻿The﻿adoption﻿of﻿this﻿technology﻿is﻿
rapidly﻿gaining﻿momentum﻿as﻿technological,﻿societal,﻿and﻿competitive﻿pressures﻿push﻿firms﻿to﻿innovate﻿
and﻿transform﻿themselves.﻿Many﻿firms﻿such﻿as﻿GE,﻿Amazon,﻿and﻿Google﻿are﻿developing﻿numerous﻿IoT﻿
applications﻿to﻿capture﻿real-time﻿operational﻿data﻿and﻿offer﻿better﻿services﻿to﻿clients.
Over﻿the﻿last﻿decade,﻿the﻿IoT﻿industry﻿has﻿experienced﻿rapid﻿transformation.﻿Many﻿factors,﻿such﻿as﻿
digital﻿convergence,﻿smart﻿phone,﻿wireless﻿network﻿technologies,﻿sensor﻿technologies,﻿and﻿RFID,﻿have﻿
contributed﻿to﻿this﻿transformation.﻿Connected﻿cars,﻿smart﻿metering,﻿and﻿smart﻿farming﻿are﻿examples﻿of﻿
transforming﻿traditional﻿products﻿and﻿services﻿into﻿digital﻿ones﻿equipped﻿with﻿real-time﻿data﻿captured﻿
with﻿IoT﻿devices﻿and﻿sensor﻿networks.﻿However,﻿as﻿with﻿any﻿disruptive﻿innovation,﻿the﻿IoT﻿will﻿present﻿
multiple﻿challenges﻿to﻿adopting﻿enterprises.﻿For﻿example,﻿due﻿to﻿the﻿explosion﻿of﻿the﻿data﻿generated﻿by﻿
IoT﻿machines,﻿Gartner﻿(2014)﻿identified﻿that﻿data﻿centers﻿will﻿face﻿challenges﻿in﻿security,﻿the﻿enterprise,﻿
consumer﻿privacy,﻿data,﻿storage﻿management,﻿server﻿technologies,﻿and﻿data﻿center﻿networking.﻿The﻿IoT﻿
developers﻿must﻿build﻿the﻿ability﻿to﻿mitigate﻿these﻿challenges﻿to﻿accelerate﻿the﻿diffusion﻿speed.
Because﻿of﻿the﻿potential﻿yet﻿uncertain﻿benefits﻿and﻿high﻿investment﻿costs﻿of﻿the﻿IoT,﻿firms﻿need﻿to﻿
carefully﻿assess﻿every﻿IoT-induced﻿opportunity﻿and﻿challenge﻿to﻿ensure﻿that﻿their﻿resources﻿are﻿spent﻿
judiciously.﻿They﻿need﻿to﻿understand﻿the﻿impact﻿of﻿the﻿IoT﻿on﻿business﻿operations,﻿business﻿models,﻿and﻿
competitiveness,﻿and﻿address﻿managerial﻿challenges﻿that﻿firms﻿have﻿faced.
However,﻿there﻿is﻿still﻿a﻿paucity﻿of﻿studies﻿on﻿the﻿social,﻿behavioral,﻿economic,﻿and﻿managerial﻿as-
pects﻿of﻿the﻿IoT.﻿This﻿makes﻿it﻿very﻿challenging﻿for﻿firms﻿to﻿make﻿informed﻿decisions﻿on﻿IoT﻿adoption,﻿
development,﻿and﻿management.
The Internet of Things in the Modern Business Environment﻿provides﻿a﻿repository﻿for﻿researchers﻿and﻿
industry﻿practitioners﻿to﻿exchange﻿their﻿research﻿ideas,﻿industries,﻿technologies,﻿and﻿practical﻿experiences,﻿
and﻿discuss﻿challenges﻿and﻿opportunities.﻿This﻿book﻿is﻿composed﻿of﻿fourteen﻿chapters﻿in﻿three﻿sections:﻿
Section﻿1,﻿“IoT﻿Adoption﻿and﻿Implementation,”﻿which﻿presents﻿literature﻿review﻿on﻿its﻿use﻿in﻿supply﻿chain﻿
management,﻿behavioral﻿models,﻿and﻿privacy﻿issues:﻿(1)﻿A﻿Literature﻿Review﻿of﻿the﻿Emerging﻿Field﻿of﻿
IoT﻿Using﻿RFID﻿and﻿Its﻿Applications﻿in﻿Supply﻿Chain﻿Management,﻿(2)﻿User﻿Acceptance﻿of﻿IoT﻿Ap-
plications﻿in﻿Retail﻿Industry,﻿(3)﻿Technopsychology﻿of﻿IoT﻿Optimization﻿in﻿the﻿Business﻿World,﻿(4)﻿The﻿
Preface
Internet﻿of﻿Things﻿(IoT):﻿Capabilities﻿and﻿Applications﻿for﻿Smart﻿Supply﻿Chain,﻿and﻿(5)﻿Privacy﻿in﻿the﻿
Internet﻿of﻿Things;﻿Section﻿2,﻿“IoT﻿Management,”﻿which﻿discusses﻿various﻿enablers,﻿issues,﻿opportuni-
ties,﻿guidelines﻿in﻿IoT﻿management:﻿(1)﻿The﻿Internet﻿of﻿Things:﻿Assessing﻿its﻿Potential﻿and﻿Identifying﻿
the﻿Enablers﻿Needed﻿to﻿Capture﻿the﻿Opportunity,﻿(2)﻿The﻿Internet﻿of﻿Things:﻿From﻿Things﻿to﻿Valuable﻿
Outcomes,﻿(3)﻿Industrial﻿Guidelines﻿for﻿Stimulating﻿Entrepreneurship:﻿the﻿Internet﻿of﻿Things,﻿and﻿(4)﻿
The﻿Internet﻿of﻿Things:﻿Opportunities,﻿Issues,﻿and﻿Challenges;﻿Section﻿3,﻿“IoT﻿Technologies﻿and﻿Appli-
cations,”﻿which﻿discusses﻿various﻿technologies,﻿techniques,﻿and﻿standards﻿for﻿IoT﻿services﻿and﻿presents﻿
state﻿of﻿the﻿art﻿IoT﻿applications:﻿(1)﻿IoT﻿Objects﻿Driven﻿New﻿Product﻿Innovation﻿and﻿Prototyping﻿Using﻿
3D﻿Printers,﻿(2)﻿Towards﻿Autonomous﻿IoT﻿Logistics﻿Objects,﻿(3)﻿The﻿Human-IoT﻿Ecosystem:﻿An﻿Ap-
proach﻿to﻿Functional﻿Situation﻿Context﻿Classification,﻿(4)﻿Computational﻿Business﻿Intelligence,﻿Big﻿Data,﻿
and﻿Their﻿Role﻿in﻿Business﻿Decisions﻿in﻿the﻿Age﻿of﻿the﻿Internet﻿of﻿Things,﻿and﻿(5)﻿IoT﻿for﻿Hospitality﻿
Industry:﻿Paperless﻿Buffet﻿Management.﻿A﻿brief﻿introduction﻿of﻿each﻿chapter﻿follows:
Section﻿1,﻿“IoT﻿Adoption﻿and﻿Implementation,”﻿consists﻿of﻿five﻿articles.﻿“A﻿Literature﻿Review﻿of﻿the﻿
Emerging﻿Field﻿of﻿IoT﻿Using﻿RFID﻿and﻿Its﻿Applications﻿in﻿Supply﻿Chain﻿Management”﻿by﻿Suvendu﻿
Naskar,﻿Preetam﻿Basu,﻿and﻿Anup﻿K.﻿Sen﻿attempts﻿to﻿understand﻿extant﻿literature﻿studying﻿applications﻿
of﻿RFID﻿in﻿implementing﻿IoT﻿in﻿the﻿context﻿of﻿supply﻿chain﻿management.
“User﻿Acceptance﻿of﻿IoT﻿Applications﻿in﻿Retail﻿Industry”﻿by﻿M﻿S﻿Balaji,﻿Sanjit﻿Kumar﻿Roy,﻿Aditi﻿
Sengupta,﻿and﻿Alain﻿Chong﻿examines﻿the﻿customer﻿adoption﻿of﻿IoT﻿applications﻿in﻿retail﻿setting.﻿The﻿
model﻿drew﻿on﻿the﻿technology﻿acceptance﻿model,﻿trust﻿perspective,﻿task-technology﻿fit,﻿and﻿organiza-
tional﻿reputation﻿perspective.﻿“Technopsychology﻿of﻿IoT﻿Optimization﻿in﻿the﻿Business﻿World”﻿by﻿Tommy﻿
Prayoga﻿and﻿Juneman﻿Abraham﻿argues﻿that﻿technology,﻿however﻿improved﻿and﻿innovative,﻿will﻿not﻿fulfil﻿
its﻿full﻿potential﻿if﻿users﻿do﻿not﻿adopt﻿and﻿accept﻿it﻿as﻿part﻿of﻿their﻿lives.﻿They﻿suggest﻿that﻿acceptance﻿
and﻿appropriation﻿are﻿the﻿two﻿of﻿the﻿most﻿important﻿areas﻿to﻿explore﻿in﻿the﻿field﻿of﻿IoT﻿optimization﻿
in﻿the﻿business﻿world.﻿“The﻿Internet﻿of﻿Things﻿(IoT):﻿Capabilities﻿and﻿Applications﻿for﻿Smart﻿Supply﻿
Chain”﻿by﻿In﻿Lee﻿presents﻿a﻿conceptual﻿framework﻿of﻿the﻿IoT﻿applications﻿essential﻿for﻿smart﻿supply﻿
chain.﻿This﻿chapter﻿also﻿discusses﻿technical﻿and﻿managerial﻿challenges﻿faced﻿by﻿supply﻿chain﻿managers﻿in﻿
implementing﻿the﻿IoT.﻿“Privacy﻿in﻿the﻿Internet﻿of﻿Things”﻿by﻿Jayashree﻿Kanniappan﻿and﻿Babu﻿Rajendira﻿
presents﻿the﻿IoT﻿technology,﻿the﻿various﻿applications,﻿and﻿privacy﻿issues.﻿Various﻿other﻿issues﻿such﻿as﻿
security﻿and﻿performance﻿are﻿also﻿addressed.
Section﻿2,﻿“IoT﻿Management,”﻿consists﻿of﻿four﻿articles.﻿“The﻿Internet﻿of﻿Things:﻿Assessing﻿Its﻿Potential﻿
and﻿Identifying﻿the﻿Enablers﻿Needed﻿to﻿Capture﻿the﻿Opportunity”﻿by﻿Jacques﻿Bughin﻿and﻿Michael﻿Chui﻿
highlights﻿some﻿of﻿the﻿fundamental﻿enablers﻿that﻿will﻿be﻿necessary﻿for﻿economic﻿value﻿to﻿be﻿realized,﻿
including﻿industrial﻿adoption,﻿interoperability﻿standards,﻿cybersecurity,﻿and﻿regulatory﻿certainty﻿regarding﻿
issues﻿such﻿as﻿data﻿sharing﻿and﻿liability.﻿“The﻿Internet﻿of﻿Things:﻿From﻿Things﻿to﻿Valuable﻿Outcomes”﻿
by﻿Thomas﻿Ochs﻿and﻿Ute﻿Riemann﻿outlines﻿the﻿key﻿enabling﻿technologies,﻿drivers﻿and﻿business﻿value﻿
as﻿well﻿as﻿benefits﻿and﻿challenges.﻿“Industrial﻿Guidelines﻿for﻿Stimulating﻿Entrepreneurship:﻿the﻿Internet﻿
of﻿Things”﻿by﻿Mohammad﻿Zarei,﻿Ahmad﻿Jamalian,﻿and﻿Rohollah﻿Ghasemi﻿ranks﻿the﻿importance﻿of﻿13﻿
industries﻿for﻿corporate,﻿social,﻿SME﻿IoT-based﻿entrepreneurs,﻿and﻿makes﻿recommendations﻿to﻿promote﻿
entrepreneurial﻿activities.﻿“The﻿Internet﻿of﻿Things:﻿Opportunities,﻿Issues,﻿and﻿Challenges”﻿by﻿Edward﻿T.﻿
Chen﻿presents﻿a﻿list﻿of﻿IoT﻿devices﻿and﻿application﻿examples﻿as﻿well﻿as﻿descriptions﻿of﻿the﻿benefits﻿and﻿
limitations﻿alongside﻿an﻿assessment﻿of﻿each﻿respective﻿technology’s﻿potential﻿for﻿success﻿in﻿the﻿future.﻿
This﻿chapter﻿addresses﻿potentials,﻿issues,﻿and﻿challenges﻿for﻿managers﻿to﻿be﻿prepared﻿for﻿the﻿new﻿wave﻿
brought﻿forth﻿by﻿the﻿IoT.
Preface
Section﻿3,﻿“IoT﻿Technologies﻿and﻿Applications,”﻿consists﻿of﻿five﻿articles.﻿“IoT﻿Objects﻿Driven﻿New﻿
Product﻿ Innovation﻿ and﻿Prototyping﻿Using﻿3D﻿Printers”﻿by﻿Ravi﻿Ramakrishnan﻿and﻿Loveleen﻿Gaur﻿
provides﻿an﻿integrated﻿framework﻿for﻿IoT﻿enabled﻿devices﻿to﻿integrate﻿with﻿remote﻿3D﻿printers﻿captur-
ing﻿customer﻿insights.﻿“Towards﻿Autonomous﻿IoT﻿Logistics﻿Objects”﻿by﻿Bill﻿Karakostas﻿illustrates﻿the﻿
concept﻿of﻿smart﻿autonomous﻿logistic﻿objects﻿with﻿a﻿proof﻿of﻿concept﻿prototype﻿built﻿using﻿an﻿embedded﻿
version﻿of﻿the﻿Prolog﻿language,﻿running﻿on﻿a﻿Raspberry﻿Pi﻿credit-card-sized﻿single-board﻿computer﻿to﻿
which﻿an﻿RFID﻿reader﻿is﻿attached.﻿“The﻿Human-IoT﻿Ecosystem:﻿An﻿Approach﻿to﻿Functional﻿Situation﻿
Context﻿Classification”﻿by﻿Vaughan﻿Michell﻿and﻿James﻿Olweny﻿shows﻿how﻿we﻿can﻿model﻿the﻿context﻿
information﻿of﻿both﻿IoT﻿devices﻿and﻿humans﻿in﻿a﻿way﻿that﻿may﻿help﻿progress﻿Human-IoT﻿ecosystem﻿
design﻿using﻿situation﻿theory.﻿“Computational﻿Business﻿Intelligence,﻿Big﻿Data,﻿and﻿Their﻿Role﻿in﻿Busi-
ness﻿Decisions﻿in﻿the﻿Age﻿of﻿the﻿Internet﻿of﻿Things”﻿by﻿Javier﻿Vidal-García,﻿Marta﻿Vidal,﻿and﻿Rafael﻿
Hernandez﻿Barros﻿examines﻿the﻿possibilities﻿of﻿big﻿data﻿and﻿the﻿IoT﻿to﻿improve﻿the﻿services﻿offered﻿by﻿
companies﻿and﻿the﻿customer﻿experience﻿and﻿increase﻿the﻿efficiency﻿of﻿these﻿companies.﻿“IoT﻿for﻿Hos-
pitality﻿Industry:﻿Paperless﻿Buffet﻿Management”﻿by﻿Asim﻿Sinan﻿Yuksel,﻿Ibrahim﻿Arda﻿Cankaya,﻿and﻿
Sadi﻿Fuat﻿Cankaya﻿develops﻿a﻿flexible,﻿cost﻿effective,﻿easy-to-use,﻿customer-friendly﻿and﻿staff﻿oriented﻿
paperless﻿buffet﻿management﻿system﻿for﻿the﻿restaurants﻿that﻿have﻿all-you-can-eat﻿buffet.
The Internet of Things in the Modern Business Environment﻿is﻿an﻿excellent﻿collection﻿of﻿the﻿latest﻿
research﻿and﻿practices﻿associated﻿with﻿the﻿IoT﻿economy,﻿evolution,﻿technologies,﻿new﻿applications,﻿and﻿
trends.﻿This﻿book﻿ is﻿one﻿of﻿ the﻿first﻿comprehensive﻿books﻿ that﻿present﻿aspects﻿ from﻿the﻿economics,﻿
engineering,﻿research﻿and﻿development,﻿and﻿management﻿sides﻿of﻿the﻿IoT.﻿As﻿leading﻿experts﻿in﻿the﻿
IoT﻿area,﻿the﻿contributors﻿did﻿an﻿outstanding﻿job﻿of﻿providing﻿our﻿readers﻿with﻿extensive﻿coverage﻿of﻿
the﻿most﻿important﻿research﻿topics﻿-﻿new﻿applications,﻿economic﻿aspects,﻿business﻿models,﻿privacy,﻿and﻿
emerging﻿technologies.﻿The﻿projected﻿audience﻿includes﻿researchers,﻿managers,﻿application﻿developers,﻿
services﻿providers,﻿engineers,﻿corporate﻿managers,﻿professors,﻿and﻿undergraduate/graduate﻿students﻿in﻿
various﻿academic﻿disciplines.
In Lee
Western Illinois University, USA 
February 2017
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