Bias and variance for small-sample error estimation are typically posed in terms of statistics for the distributions of the true and estimated errors. On the other hand, a salient practical issue asks, given an error estimate, what can be said about the true error? This question relates to the joint distribution of the true and estimated errors, specifically, the conditional expectation of the true error given the error estimate. A critical issue is that of confidence bounds for the true error given the estimate. We consider the joint distribution of the true error and the estimated error, assuming a random feature-label distribution. From it, we derive the marginal distributions, the conditional expectation of the estimated error given the true error, the conditional expectation of the true error given the estimated error, the conditional variance of the true error given the estimated error, and the 95% upper confidence bound for the true error given the estimated error. Numerous classification and estimation rules are considered across a number of models. Massive simulation is used for continuous models and analytic results are derived for discrete classification. We also consider a breast-cancer study to illustrate how the theory might be applied in practice.
Introduction
In small-sample settings where there is insufficient data to hold out test data, one must design and estimate the error of a classifier on the full set of sample data. The resulting estimators tend to be problematic in that they can suffer from strong bias (as with resubstitution) or high variance (as with cross-validation). With the advent of high-throughput measurement systems for genomics and proteomics, in which the sample size is often severely limited, the issue of smallsample classification has become very important and constitutes a key research area in genomic signal processing (1). The importance of small-sample error estimation lies in its applications, such as diagnosis and prognosis for disease. For cancer diagnosis, classification can be between different kinds of cancer, different stages of tumor development, or other such differences; for prognosis,
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prediction might relate to survival or the evolution of the disease. Small-sample gene-expression-based classification has been applied to many types of cancer, including leukemia (2), breast (3), lymphoma (4), ovarian (5), and melanoma (6). The supplementary material on the companion website (http://gsp.tamu.edu/web2/CI_error/main.htm) contains a table referencing a number of small-sample cancer-classification studies, their goals, and their sample sizes. Classifier design involves measuring gene-expression levels from RNA obtained from the different tissues, determining genes whose expression levels can be used as features, applying a classification rule to construct the classifier, and applying an estimation rule to estimate the classifier error. Our interest here is with error estimation.
The twin issues of bias and variance for small-sample error estimation have long been recognized (7). If ε Ψ,F [S] is the error for the classification rule Ψ on the feature-label distribution F for the random sample S of size n and if ε ˆ Ψ,Ξ,F [S] is an estimator of ε Ψ,F [S] resulting from the estimation rule Ξ, then the issues of bias and variance are typically posed in terms of statistics for the distributions of ε Ψ,F [S] and ε ˆ Ψ,Ξ,F [S] .
Bias is defined by the difference, E[ε ˆ Ψ,Ξ,F [S]] − E[ε Ψ,F [S]]
, between the expectations, and variance refers to the variance of ε ˆ Ψ,Ξ,F [S], the expectation and variance being relative to the distribution of the random sample S. In this setting, when one says that a certain cross-validation estimation rule is high-biased for a feature-label distribution F, what is meant is that E[ε ˆ Ψ,Ξ,F [S] ] > E[ε Ψ,F [S] ]. This does not address the practical question regarding the specific estimate one has. Namely, given a numerical error estimate ν computed from a given sample, what can one say about the true error? This question relates to the joint distribution of ε Ψ,F In this paper we consider the joint distribution of the error and error estimator, that is, of the random vector (ε Ψ,F [S], ε ˆ Ψ,Ξ,F [S] ). To obtain results reflecting what occurs in practice, where one does not know the feature-label distribution, we assume that the feature-label distribution is random, depending on a random parameter vector Θ, so that the error-estimate random vector takes the form (ε Ψ,F(Θ) [S] , ε ˆ Ψ,Ξ,F(Θ) [S] ) and depends on the random pair (Θ, S). We denote the joint distribution of the random vector (ε Ψ,F(Θ) [S] , ε ˆ Ψ,Ξ,F(Θ) [S] ) by F Θ,S , the subscript reminding us that F Θ,S depends on the distribution of (Θ, S). The model F Θ,S depends on models for the featurelabel distribution F, the classification rule Ψ, and the estimation rule Ξ. The theory applies at once to a fixed feature-label distribution by concentrating the mass of Θ at a single point.
Once we have F Θ,S , we derive the marginal distributions for ε Ψ,F(Θ) [S] and ε ˆ Ψ,Ξ,F(Θ) [S] , the conditional expectation of the estimated error given the true error,
, the conditional expectation of the true error given the esti-
, and the conditional variance of the true error given the estimated error. A key concern is with the conditional expectation of the true error given the estimated error, which constitutes regression of the true error on the estimated error and for convenience we will denote by E[ε|ε ˆ]. In practice, one has only the estimated error. Given this, the best mean-square-error estimate of the error is the conditional expectation of the true error. For those values of the estimated error for which E[ε|ε ˆ] � ε ˆ, the estimated error can be considered to be an accurate predictor of the true error, the precision of the estimate depending on the conditional variance. An estimator might be low-biased from a global perspective, meaning it is low-biased relative to its marginal distribution, but it may be conditionally high-biased for certain values of the estimated error. As we will see in our study, it is commonplace for there to exist a value ν 0 such that the estimator is conditionally low-biased for ε ˆ < ν 0 (E[ε|ε ˆ] > ε ˆ) and conditionally high-biased for ε ˆ < ν 0 (E[ε|ε ˆ] < ε ˆ). In a similar local-versus-global paradigm, we will see that it is not uncommon for the globally low-variance resubstitution estimator to have a substantially higher conditional variance than a globally high-variance estimator like leave-one-out cross-validation for low values of the error estimate.
Our major practical concern is with finding a confidence interval for the true error, given the joint error distribution. In many classification settings, one is not primarily interested in the error of a classifier but is instead concerned with the error being less than some tolerance. For instance, in developing a prognosis test for survivability (8), one is not likely to be concerned as much with the exact error rate but rather that the error rate is beneath some acceptable bound. In this situation, typically low-biased error estimators such as resubstitution are considered especially unacceptable. Lessbiased, high-variance error estimators like cross-validation are also problematic because they will often significantly underestimate the true error. But here one must be cautious. If tolerance is the issue, rather than simply look at bias or variance, a more precise way to evaluate an error estimator is to consider a (1 -α)% confidence interval of the form [0, A] conditioned on the error estimate. Specifically, given the error estimate ε ˆ Ψ,Ξ,F(Θ) [S] , we would like a confidence bound
In this setting, a classification rule Ψ is better than the rule
Everything depends on obtaining the required conditional distributions, which can be derived from the joint distribution F Θ,S of the true and estimated errors. It is rare to even possess an analytic expression for the distribution of the estimated error and this distribution is typically studied via simulations (9, 10). The majority of this paper will concern continuous distributions, either for models or patient data, and these will be studied via massive simulation to obtain the joint distribution F Θ,S . One case in which there does exist analytic representation of the estimated-error distribution is for discrete classification (11). We will extend the results of (11) to obtain the conditional distribution of the true error given the estimated error, and thereby derive the conditional expectation and variance of the true error given the estimated error.
Materials and Methods

Models
Five classification rules are considered in our simulation study: 3-nearest-neighbor (3NN), linear discriminant analysis (LDA), linear support vector machine (Linear SVM), polynomial support vector machine (Polynomial SVM), and Classification and Regression Trees (CART). We perform an extensive simulation study comparing the performance of leave-one-out cross-validation (loo), resubstitution (resub), 5-fold cross-validation with 20 replications (cv), 0.632 bootstrap (b632), bolstered resubstitution (bresub), and semi-bolstered resubstitution (sresub), for the five classification rules mentioned above. Error estimation is described in the supplementary material on the companion website. For Linear SVM and Polynomial SVM, we use the codes provided by LIBSVM 2.4 (12) with the default setting, except that for Polynomial SVM the degree in the kernel function is set to 6. To improve the performance and minimize overfit in CART, the tree is not fully grown, but splitting stops when there are six points or fewer in a node. For the computation of cv, we use stratified cross-validation, whereby the classes are represented in each fold in the same proportion as in the original data (13). For computation of the bootstrap estimator, we use a variance-reducing technique called balanced bootstrap resampling (14) , which forces each sample to occur a total of r times in the collection of n · r bootstrap samples (n is the total number of samples and the number of repetitions r is set to 50). For bolstered estimators, ten Monte-Carlo samples are used for each bolstering kernel, with the kernels determined by the method of given in (9).
We consider three two-class distribution models:
Linear Model: The class-conditional distributions are Gaussian, N(μ 0 , Σ 0 ) and N(μ 1 , Σ 1 ), with identical covariance matrices, Σ 0 = Σ 1 = Σ. The Bayes classifier is linear and the Bayes decision boundary is a hyperplane. Without loss of generality, we assume that μ 0 = (0, 0,…, 0) and μ 1 = (1, 1,…, 1).
Nonlinear Model:
The class-conditional distributions are Gaussian with covariance matrices differing by a scaling factor, namely, λΣ 0 = Σ 1 = Σ. Throughout the study, λ = 2. The Bayes classifier is nonlinear and the Bayes decision boundary is quadratic. Again we assume that μ 0 = (0, 0,…, 0) and μ 1 = (1, 1,…, 1).
Bimodal Model:
The class-conditional distribution of class S 0 is Gaussian, centered at μ 0 = (0, 0,…, 0), and the class-conditional distribution of class S 1 is mixture of two equiprobable Gaussians, centered at μ 10 = (1, 1,…, 1) and μ 11 = (-1, -1,…, -1). The covariance matrices of the classes are identical. The Bayes decision boundaries are two parallel hyperplanes. Owing to the extreme nonlinear nature of this model, Linear SVM, and LDA classifiers are omitted from our study in this model. Throughout, we assume that the two classes have equal prior probability. The dimension is set to D = 10, and the sample size is n = 50.
Covariance Matrix: To avoid the confounding effects of feature selection, we employ a covariance-matrix structure. We let all features have common variance, so that the 10 diagonal elements in Σ have the identical value σ 2 . To set the correlations between features, the ten features are equally divided into G groups, with each group having K = 10/G features. To divide the features equally, G cannot be arbitrarily chosen. The features from different groups are uncorrelated, and the features from the same group possess the same correlation ρ among each other. If G = 10, then all features are uncorrelated. We denote a particular feature with the label F i,j , where i, 1 ≤ i ≤ G, denotes the group that the feature belongs and j, 1 ≤ j ≤ K, denotes its position in that group. The full feature set takes the form
Two basic covariance-matrix structures are studied by dividing the ten features into G = 2 and G = 10 groups. For G = 2, three different correlation coefficients, ρ = 0.125, 0.25, and 0.5, are considered. Thus, the total number of covariance-matrix structures studied is four. For each variance σ 2 , different covariance-matrix structures will have different
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Bayes errors. The increase in correlation among features, either by decreasing G or increasing ρ, will increase the Bayes error for a fixed feature size.
Instead of considering a covariance-matrix with fixed σ 2 , for which the Bayes error will also be fixed, we assume the Bayes error can be any value ranging from 0 to 0.25 to emulate the practical classification problems, where we know neither the underlying feature-label distribution nor the Bayes error. More specifically, we assume the Bayes error of each data model obeys a beta (a, b) distribution, which is obtained by G a /(G a + G b ), where G a and G b are independent gamma (a) and gamma (b) random variables. The shape of the beta distribution is quite variable depending on the values of the parameters a and b, and the expected Bayes error of such a distribution is 0.25 × a/(a + b) (note that we assume the maximum Bayes error is 0.25). Three different expected Bayes errors are chosen for each model, 0.05, 0.10, and 0.15, and the parameters {a, b} are set to {1, 4}, {2, 3}, and {3, 2}, respectively. For each covariance-matrix structure and correlation coefficient, a table of the Bayes error versus the variance σ 2 is computed offline using Monte Carlo simulations.
Model-Based Experiments
All five classifiers are applied to the three distribution models (except for Linear SVM and LDA for the bimodal model, as already explained). For each data model, altogether 12 different cases are considered according to different covariance-matrix structures and distribution of the Bayes error. The simulation first generates the Bayes error according to the beta distribution. Then the value of the variance σ 2 is computed by looking up the table of Bayes error versus the variance. After that, n training points are drawn from the feature-label distribution to form a sample S and the five classification rules are used to design the classifier Ψ(S, ·), where Ψ denotes the classification rule. The designed classifier is then applied to 1000 independently generated testing points (X, Y) from the same distribution, and the averaged error rate is then the true error ε[Ψ|S] (denoted by ε). Assuming no knowledge of the underlying feature-label distribution, each error estimation process is applied to the training points in S for the five classifiers, each thereby resulting in an estimated error ε ˆ. This procedure (see the flow chart in Figure 1 ) is repeated N = 1,000,000 times for all classifiers except Linear SVM and Polynomial SVM with N = 100,000 repetitions, the latter being extremely computationally intensive. This large number of repetitions ensures that sufficient samples are drawn from the beta distribution of the Bayes error.
Having N pairs (ε, ε ˆ), we form the joint distribution of the true error and estimated error, and derive the marginal distributions for ε and ε ˆ, the conditional expectation of the estimated error given the true error, the conditional expectation of the true error given the estimated error, the conditional variance of the true error given the estimated error, and the conditional 95% confidence interval for the true error given the estimated error. To give a global measure of estimation-rule performance, we also graph the distribution of the deviation,
. The marginal and deviation distributions are estimated by fitting beta distributions to the data. In sum, for each feature-label distribution, classification rule, and Bayes error, there are twelve plots: (I-VI) the joint distributions of the true error and estimated error for the six estimation rules considered; (VII) the marginal density of the estimated error; (VIII) the conditional expectation of the estimated error given the true error; (IX) the conditional expectation of the true error given the estimated error; (X) the conditional variance of the true error given the estimated error; (XI) the 95% confidence interval for the true error given the estimated error; and (XII) the deviation distribution. These are provided on the companion website.
Application to Patient Data
To illustrate the regression analysis with real data, we consider linear-SVM classification in the case of breast tumors from patients carrying mutations in the predisposing genes, BRCA1 or BRCA2, or from patients not expected to carry a hereditary predisposing mutation. Pathological and genetic differences appear to imply different but overlapping functions for BRCA1 and BRCA2. In a previous study, cDNA microarrays have been used in conjunction with classification algorithms to show the feasibility of using differences in global gene expression profiles to separate BRCA1 and BRCA2 mutation-positive breast cancers (3). The sample in the study consists of seven BRCA1 patients, eight BRCA2 patients, and seven sporadic cases. We apply Linear SVM using the genes KRT8 and DRPLA to separate the BRCA1 tumors from the BRCA2 and sporadic tumors. To apply the regression analysis, we assume that the class conditional distribution for BRCA1 is Gaussian, with KRT8 mean between -2 and -1, and DRPLA mean between 0 and 1. The class conditional distribution for BRCA2+sporadic is also Gaussian, with KRT8 and DRPLA means between -0.5 and 0.5. These mean assumptions are consistent with a prior belief that KRT8 is significantly down-regulated in the case of BRCA1, DRPLA is modestly up-regulated in the case of BRCA1, and neither KRT8 nor DRPLA display consistent up or down regulation for BRCA2 and sporadic tumors. In both cases the variance of each gene is assumed to be between 0 and 1, and the correlation is assumed to be 0.125. All prior distributions are uniform. As with any statistical analysis involving distributional assumptions, the results depend on the assumptions. Here the assumptions on the prior distributions are rather loose, including uniformity. This reflects a lack of specific knowledge concerning the distributions.
The joint distribution is estimated by the following procedure: randomly draw a sample of 22 points from the class conditional distributions, design the linear-SVM classifier from the sample, use bolstered resubstitution to estimate the error on the training data, apply the classifier to 1000 independently drawn points to obtain the true error, and repeat this procedure 1,000,000 times to generate the joint distribution of the true and estimated errors. As in the case of the synthetic data, we derive various distributions and regression curves from the joint distribution.
Exact Conditional Performance Measures
We now derive analytic representations of the conditional expectation and variance of the true error given the expected error, from which we can obtain the desired conditional confidence intervals.
Consider p predictor variables X 1 ,…, X p , such that each X i takes on a finite number b i of values, and a binary target variable Y ∈ {0, 1}. The predictors as a group take on values in a finite space of b = Π p i=1 b i possible states. A bijection can be established between this finite state-space and the sequence of integers 1, 2,…, b. Therefore, we may assume a single predictor variable X taking on values in the set X ∈ {1, 2,…, b}. The value b can be viewed as the number of "bins" into which the data is categorized -it provides a direct measure of the complexity of the classification rule.
The complete probability structure of the discrete classification problem is specified by 2b + 2 real numbers: the class prior probabilities c 0 = P(Y = 0) and c 1 = P(Y = 1), and the class-conditional probabilities:
The error rate of a discrete classifier g: {1, 2,…, b} → {0, 1} is its probability of misclassification:
which is given by: Let S n = {(X 1 , Y 1 ),…, (X n , Y n )} be an i.i.d. sample taken from the probability model describing the discrete problem. Define the following random variables:
The sample is completely determined by the random vari-
The classifier designed by the histogram rule given the sample S n is defined as:
For this reason, the histogram rule is also known as the "majority" rule. The histogram rule (7, 15) is by no means the only discrete classification rule in use, but it is certainly the most intuitive for categorical problems. The histogram rule corresponds to the "plug-in" rule for approximating the Bayes classifier (11). Here we will assume the histogram rule, but the methods described here are general and can be applied in principle to any discrete classification rule.
The assumption made above that N 0 and N 1 are random variables corresponds to a full sampling setting, wherein one knows a priori only the total number of samples, but not the number of samples that belong to each class. A simpler case corresponds to fixing N 0 = n 0 (and so N 1 = n 1 = n − n 0 ) during experimental design, prior to sampling the population. This is referred to as stratified sampling. Both full sampling and stratified sampling are relevant from a practical perspective, and we will discuss both below.
From Eq.
[1], it is clear that the true error of the designed histogram classifier is given by: Being a function of the random sample, the true error ε is a random variable.
Let ε ˆ be a given error estimator. The expected true error given the value of the error estimate, E[ε|ε ˆ = t] can be calculated exactly using the following expression:
where α i k,l,t is the conditional joint probability distribution P(U i = k, V i = l| ε ˆ = t). A similar expression applies to the second moment E[ε
, from which the conditional variance Var[ε|ε ˆ = t] can be computed. In (11), short combinatorial expressions are given for the alpha and beta coefficients in the unconditional case. In the conditional case under study here, there are no known simple expressions to compute these coefficients.
Instead, we employ a variation of the PDF algorithm given in (11) in order to compute the conditional PDF of ε given ε ˆ = t, and find its mean and variance, which give respectively the conditional expectation E[ε|ε ˆ = t] and the conditional variance Var[ε|ε ˆ = t]. In addition, we use the conditional PDF to compute 95% upper confidence bounds for the true error given the estimate, as the upper 95-percentile of the distribution. These computations, to be detailed next, do not employ Monte-Carlo sampling, and are in fact exact within computational-hardware numerical accuracy.
Let ε ˆ be random only through (U, V). This is the case of the resubstitution and leave-one-out estimation rules (these are sometimes called "non-randomized" error estimators (16), since no random factors apart from the sample participate in their computation). Let the configuration space D n,b be the (finite) set of all possible distinct values that can be taken on by the pair (U, V). In (11), a computer-efficient algorithm is given to compute all the configurations in D n,b , for given sample size n and number b of bins. The discrete probability distribution P(ε = e|ε ˆ = t) is given by [see also Eq. 22 in (11)]:
The conditional probability P(U = u, V = v| ε ˆ = t) can be found in terms of the joint probability P(U = u, V = v, ε ˆ = t) and the probability P(ε ˆ = t). From the fact that ε ˆ is random only through the random variables U and V, we can write the joint probability as:
From this it follows immediately that:
Therefore, we have:
We now explain how to determine the unconditional joint probability P(U = u, V = v) [for additional details, see (11)].
In the stratified sampling case, U is independent of V, and both are multinomially distributed with parameters (n 0 , p 1 ,…, p b ) and (n 1 , q 1 ,…, q b ), respectively, so that
To visualize the full sampling case, imagine that each bin is split in two halves, one for the first class, and another for the second class. The probability of a sample falling in bin i of the first class is just P(X = i, Y = 0) = c 0 p i . Analogously, the probability of a sample falling in bin i of the second class is P(X = i, Y = 1) = c 1 q i . The pair (U, V) is, thus, jointly multinomially distributed with parameters (n; c 0 p 1 ,…, c 0 p b , c 1 q 1 ,…, c 1 q b ). Thus we can write Summing up, the probability distribution P(ε = e|ε ˆ = t) in Eq.
[9], for varying e and fixed t, can be calculated by computer by using the following algorithm.
Algorithm PDF_cond: Find D n , as described in (11). For each pair (u, v) ∈ D n , calculate the error ε(u, v) using Eq. [7] and the probability P(U = u, V = v|ε ˆ = t) using either Eq.
[10] and Eq.
[13] in the stratified case or Eq.
[10] and Eq. [14] in the full sampling case. If the error value ε(u, v) has not been encountered before, create a new entry in the probability distribution vector and initialize it with P(U = u, V = v|ε ˆ = t), otherwise simply add P(U = u, V = v|ε ˆ = t) to the existing entry.
Results and Discussion
Model-Based Results
To explain the results and their interpretation, we focus in detail on one case: nonlinear model, ρ = 0.25, LDA classifi-
11]
P(U = u, V = v|ε = t) = .
12]
cation, and Bayes error 0.15. The six joint distributions of the error and error estimate are given on the companion website. Figure 2(a) gives the marginal distributions of the error estimators using beta fits. The marginal means are shown on the horizontal axis and there we see that leave-one-out cross-validation is essentially unbiased (the red and black diamonds being co-located), 5-fold cross-validation and semibolstered resubstitution are slightly and equivalently highbiased, bootstrap and bolstered resubstitution are slightly low-biased, and resubstitution is greatly low-biased.
While the estimated-error mean tells us whether an estimator is globally low-biased or high-biased, it does not tell us the bias of the estimated error conditioned on the true error. The latter is explored in Figure 2(b) , where the dotted 45-degree line corresponds to the conditional expected estimated error equaling the true error, the estimated-error means are marked on the vertical axis, and the true-error mean is marked on the horizontal axis. We see that for all estimators except resubstitution, if the true error is sufficiently small, then the conditional estimated error is high-biased (curve above the 45-degree line); on the other hand; if the true error is sufficiently large, then the conditional estimated error is low-biased (curve below the 45-degree line). For bolstered resubstitution, which is globally low-biased, the curve falls below the 45-degree line much earlier than the curve for semi-bolstered resubstitution, which is globally high-biased. In sum, across the distributional models being employed (excepting resubstitution), low true errors result in high-biased estimates and high true errors result in low-biased estimates. One of our two main concerns in this paper is the conditional expectation of the true error given the estimated error. The corresponding curves are shown in Figure 2(c) , where the estimated-error means are marked on the horizontal axis, and the true-error mean is marked on the vertical axis. Except for resubstitution and bolstered resubstitution, the conditional expected true error varies around the estimated error across the range of the estimate error, the conditional expected true error being larger than the estimated error for small estimated errors and smaller than the estimated error for large estimated errors. The shapes of the curves are revealing. For the high-variance cross-validation estimators, leave-one-out cross-validation and 5-fold crossvalidation, the curves bend more sharply so as to lie beneath the remaining curves as the estimated error increases. This behavior is different than the low-variance bolstered estimators, whose curvatures are much less. The high variation of the cross-validation estimators is evidenced in the extent of their curves to the right.
Curves for the conditional variance, Var[ε|ε ˆ], are shown in Figure 2(d) . A high conditional variance means that given a error estimate, the there is large variability in the distribution of the true error.
Our second major concern in this paper is the formation of conditional confidence intervals for the true error. Curves for the conditional 95% bounds are shown in Figure 2 (e) for the model being considered. As in the case of the conditional expected true error, the means of the estimated errors are marked on the horizontal axis in the figure, but here, besides the red diamond marking the mean true error on the vertical axis, there are also marks giving the mean 95% confidence bounds across all estimated errors. Given an estimated error, a lower bound is better. For most of the estimated error range, and well beyond the mean of the true error, the semi-bolstered resubstitution bound is the best. For very high estimated errors, the cross-validation estimators give the smallest bounds, but looking at the distribution of the true error in Figure 2(a) , we see that there is very little mass in this region. What is perhaps most surprising, and not uncommon for other models and classification rules, is the closeness of the mean bounds on the vertical axis. While on average the confidence bound for semi-bolstered resubstitution is slightly lower than the others, there is not much difference, including the mean for the resubstitution bound, which is virtually identical to the means for bootstrap and cross-validation bounds. At first, this might seem remarkable since the confidence-bound curve for resubstitution is so much above the other curves. But we must remember that the mean for the resubstitution estimate is much lower, so that the mass of the resubstitution estimate is concentrated towards the left of the confidence-bound curve, whereas the masses of the other estimates are concentrated much more towards the right of their confidence-bound curves.
Finally, in Figure 2 (f) we display the deviation distributions for the various estimators using beta fits. We see that the deviation distribution for bolstered resubstitution is very tight, with a bit of low bias and that the distribution for semi-bolstered resubstitution is less tight and a bit high-biased. Bootstrap has less low bias than bolstered resubstitution but significantly higher variance. For this particular feature-label distribution and classification rule, bolstered resubstitution, semi-bolstered resubstitution, and bootstrap perform well among the considered estimators relative to mean deviation, whereas the cross-validation estimators perform poorly owing to their high variances and resubstitution performs poorly owing to its extremely low bias.
Error estimation gets better as the sample size increases and we expect to see this reflected in both the conditional expectation and the conditional confidence intervals. Continuing with LDA classification in the nonlinear model, with ρ = 0.25, Bayes error 0.15, and bolstered resubstitution used for error estimation, we have performed the experiments with sample sizes n = 100,150,200,250, the number of repetitions being N = 1,000,000. The conditional expectations and 95% confidence intervals for the true Figure 4 shows: (a) the marginal densities of the true and estimated errors; (b) the conditional expectation of the estimated error given the true error; (c) the conditional expectation of the true error given the estimated error; and (d) the 95% confidence interval for the true error given the estimated error. The Linear SVM classifier derived from the patient data (22 samples with seven from BRCA1 and 15 from BRCA2+sporadic) is shown in Figure 4 (e). It has bolsteredresubstitution error 0.05. Referring to parts (c) and (d) of Figure 4 , the expected true error given the error estimate 0.05 is 0.12 and the 95% confidence bound on the true error given the error estimate 0.05 is 0.20.
Patient-Data Results
Exact Performance Results
We display exactly computed statistics of the true error given resubstitution and leave-one-out error estimates, under a small sample size and varying the expected true error and number of bins. Owing to the computational complexity of the expressions, we restrict ourselves to n = 20 and a small number of bins. We use a parametric Zipf model, where the parameter controls the difficulty of classification. For simplicity, we will focus here on the stratified sampling case and assume throughout equally-likely classes, i.e., c 0 = c 1 = 0.5.
The Zipf distribution is a well-known power-law discrete distribution, encountered in many applications. The class-conditional probabilities under the parametric Zipf model are given by:
for i = 1, 2,…, b. Here α > 0 and the normalizing constant K is given by:
As α → 0, the distributions tend to become uniform, which represents maximum confusion between the classes; whereas, as α → ∞, the distributions become concentrated in single (distinct) bins, which corresponds to maximum discrimination between the classes. In fact, the expected true error of the histogram rule decreases monotonically with α.
We consider the case n = 20, under stratified sampling (ten samples of each class) and two values for the complexity, b = 4 and b = 8. In a setting where each feature is binary, this corresponds to classification using two and three features, respectively. For example, in functional genomics, gene expression is often binary (a promoter is either on or off). The cases considered here correspond to prediction using two or three genes, a not uncommon restriction in gene regulatory models. The parameter α in Eqs. They also exhibit the property that the conditional expected true error is larger than the estimated error for small estimated errors and smaller than the estimated error for large estimated errors. A point to be noted is the flatness of the leave-one-out curves. This reflects the high variance of the leave-one-out estimator. Regarding the 95% confidence bounds, while they are nondecreasing with respect to increasing estimated error, they have flat spots resulting from the discreteness of the estimation rule. This phenomenon is more pronounced when the number of bins is smaller.
Concluding Remarks
Examining the large array of results presented on the companion website, two general observations are apparent. First, joint behavior between the estimated and true errors, as well as marginal behavior, conditional behavior, and estimation accuracy (behavior of the deviation distributions), is greatly dependent on the feature-label distribution, classification rule, and estimation rule. This observed model sensitivity is in accord with the wide variability in estimation accuracy noted in previous studies. One need only observe the different behavior between linear and polynomial SVM to see the sensitivity to the classification rule. Even more extreme is the behavior of CART. A consequence of this widely varying behavior is that one should use care in choosing a classification rule and error estimation rule. These are not independent and their joint performance depends on the nature of the feature-label distribution.
A second key observation is that one must not extend conclusions concerning global estimation properties to local properties. Whereas, one estimation rule might be preferable to another from the perspective of the overall deviation distribution, it might not be preferable for certain ranges of the estimate. The basic point here is that the conditional expected true error, conditional variance of the true error, and the conditional confidence interval are very much dependent on the conditioning value of the error estimate; thereby, making problematic the inferring of local properties from global properties.
Although specific results depend on the classification rule, error-estimation rule, and model, some general quantitative trends are seen: (i) if the true error is small (large), then the conditional estimated error is generally high (low)-biased; (ii) the conditional expected true error tends to be larger (smaller) than the estimated error for small (large) estimated errors; and (iii) the confidence bounds tend to be well
above the estimated error for low error estimates, becoming much less so for large estimates.
We emphasize that the particular quantitative nature of the results depends on the parameter Θ governing the feature-label distribution. If one has more or less prior knowledge regarding the feature-label distribution, then this will be reflected in the distribution of Θ and, hence, in the results, in particular, the conditional expectation and conditional confidence bounds. This observation has immediate consequences for application. As we have seen with the patient data, loose specification of the prior distributions can lead to relatively large confidence bounds for small error estimates; nevertheless, prudence demands conservative model postulation.
Finally, let us conclude that the results here point in the direction of calibrated error estimation. As is commonplace with measurement devices, rather than apply an error estimator directly, it may be beneficial to calibrate it. Specifically, replace the error estimate with the conditionally expected error given the error estimate. Calibration is problematic because it requires hypotheses on the data. For instance, if we know the feature-label distribution, then the conditional expectation can be found as in the present paper and this can be directly used for calibration. Generally, this is not the case, so that calibration needs to be accomplished using the data in conjunction with assumptions concerning the data. We are currently working on calibration.
