Introduction
Inflation uncertainty, as well as the rate of inflation, has been of interest to economists since Okun's (1971) emphasis on the costs of a "highly variable and uncertain state of price movements" to the income and wealth of individuals. In his "stop-go world", Okun (1971: 493) argued that countries with high rates of inflation would also experience highly variable inflation rates, empirical evidence being provided for seventeen industrial OECD countries. However, Gordon (1971: 505) claimed this evidence to be "far from universal" due to its bias resulting from the choice of the sample period, 1951 -1968 . Logue and Willet (1976 and Foster (1978) confirmed Okun's findings, providing further empirical evidence on the positive relationship between average rates of inflation and the variability of inflation, with the exception of a weak relationship reported in the former study for countries with moderate inflation. This ongoing debate gained significance with Milton Friedman's Nobel lecture on inflation and unemployment. According to Friedman (1977) , high variability in inflation rates which is preceded by high rates of inflation is an outcome of the political cohesiveness in counteracting inflation. Adjustments to "a normal price level" in institutional arrangements and long-term contracts cause wide variations in the rates of actual and anticipated inflation, which lower economic efficiency through rigidities that reduce the effectiveness of markets and through distortions that weaken the signalling function of relative prices (Friedman, 1977: 466-7) . However, the argument that higher rates of inflation lead to more inflation uncertainty was first formalized by Ball (1992) within a game-theoretic model framework, and therefore called the Friedman-Ball hypothesis in the literature. In Ball's model, monetary authority is characterized by two different types of policymakers -conservative and liberal -who alternate in charge stochastically. When the rate of inflation is low, the public is certain that both types of policymaker will try to keep the inflation low. However, when the rate of inflation is high, uncertainty about future inflation arises, because the public does not know which type of policymaker will be in charge: If the conservative is in charge he will prefer to disinflate, whereas the liberal will be reluctant to disinflate for fear of causing a recession.
The opposite of the Friedman-Ball hypothesis was described by Cukierman and Meltzer (1986) through a model in which policy credibility and ambiguity are related to the quality of monetary control. In this setting, the low credibility and high ambiguity that characterize the policymakers with unstable objectives increase the average rate of inflation. Using a different approach, Devereux (1989) introduced a theoretical framework that justified the causal link from the variance of inflation to the average rate of inflation, by exploiting a model of discretionary monetary policy which incorporated real disturbances and endogenous wage indexation. It was argued that a rise in the variance of real disturbances in the economy lowers the optimal degree of wage indexation in the labour market and encourages monetary authorities to cause surprise inflation, and thereby increases the mean rate of inflation in a discretionary equilibrium (Devereux, 1989: 106) . Explanations of a causal link between inflation uncertainty and the rate of inflation are broadly known as the Cukierman-Meltzer hypothesis. Alternatively, Holland (1995) presented empirical evidence that greater inflation uncertainty precedes lower inflation, the possible explanation being the stabilization motive of policymakers, who view inflation uncertainty as a welfare cost.
Some early empirical studies (Engle (1982) , Engle (1983) and Cosimano and Jansen (1988) ) did not find any evidence of a link between inflation and inflationuncertainty. However, Ball and Cecchetti (1990) and Evans (1991) provided supporting evidence on the Friedman-Ball hypothesis, particularly for long-term uncertainty while Brunner and Hess (1993) suggested using an asymmetric model to produce results consistent with the Friedman-Ball view. Ungar and Zilberfarb (1993) , Arnold and den Hertog (1995) and Davis and Kanago (2000) confirmed the Friedman-Ball hypothesis, but only for countries experiencing inflation rates above a certain threshold level.
Recent studies examining the link between inflation and inflation-uncertainty fall into two groups on the basis of their econometric methodology. The first group tests the Friedman-Ball hypothesis through including the level or the one-period-lag of the inflation rate into the conditional-variance equation of a GARCH process (Baillie et al., 1996; Caporale and McKiernan, 1997; Fountas, 2001; Kontonikas, 2004; Thornton, 2006; Thornton, 2008) . The second group rely on Granger causality tests involving the rate of inflation and the conditionalvariance estimates (Grier and Perry, 1998; Nas and Perry, 2000; Telatar and Telatar, 2003; Apergis, 2004; Fountas et al., 2004; Daal et al., 2005; Berument and Dincer, 2005; Conrad and Karanasos, 2005; Thornton, 2007) . The conclusions of these studies are summarized in Table 1 and Table 2 . The Friedman-Ball hypothesis is supported only for six of the eleven countries in the first group of studies (see Table 1 ). However, in the second group, Granger causality tests computed with a varying lag-structure (from 4 to 24 lags) provide strong evidence in favour of the Friedman-Ball hypothesis at all lags for almost all countries (see Table 2 ). The findings listed in Table 2 clearly demonstrate that the Granger causality between inflation and inflation-uncertainty is not uni-directional in most of the cases, i.e. in a considerable number of cases, the Friedman-Ball hypothesis is supported together with the Cukierman-Meltzer hypothesis, indicating a feedback et al. (1996) Argentina, Brazil, Israel, UK 1 Canada, France, Germany, Italy, Japan, US Caporale and McKiernan (1997) US 1 Fountas (2001) UK (Sample-1) 0 UK (Sample-2) 0 Kontonikas (2004) UK (Quarterly, Monthly) 1 Thornton (2006) S. Africa 0 Thornton (2008) Argentina 0 between the rate of inflation and inflation-uncertainty. Moreover, when the laglength and the sign of the Cukierman-Meltzer-type relationship are considered in Table 2 , it appears that the negative relationship suggested by Holland (1995) is valid, especially at relatively longer horizons.
The very high rates of price inflation experienced in transitional economies before the mid-1990s created an environment of uncertainty, due to the peculiarities of the transition from a command-driven economy to a market-oriented economy. Distorted relative prices due to high inflation generate uncertainty about key macroeconomic indicators, discouraging investment and encouraging unproductive activities. The objective of this paper is to investigate the relationship between inflation and inflation-uncertainty in seven transitional economies. To our knowledge, there is no similar empirical study in the literature concerning the inflation and inflation-uncertainty relationship in transitional economies, with the exception of the conference paper by Mladenovic (2007) , concerning inflation in Serbia. Within this framework, the relevant hypotheses concerning this relationship are tested empirically for Armenia, Azerbaijan, Kazakhstan, the Kyrgyz Republic, the Russian Federation and the Ukraine. Our results based on conditional-variance estimates provide evidence that inflation itself is a source of inflation uncertainty in Azerbaijan, the Russian Federation and the Ukraine, while at the same time inflation uncertainty preceded higher inflation in the Russian Federation and in the Kyrgyz Republic. Moreover, causality running from inflation uncertainty towards lower rates of inflation is found in Azerbaijan, consistent with Holland's (1995) proposition.
The plan of the study is as follows. Part 2 provides an overview about inflation and monetary policy in the transitional economies of interest. Part 3 comprises a description of the data and a brief explanation of the methodology. The results are presented in part 4, followed by conclusions. 
An Overview of Economies in the Sample
One immediate outcome of the transition of the former Soviet Socialist Republics to market-oriented economies was the very high rates of inflation at the beginning of the 1990s. The liberalization of the price and exchange rate systems and a Figure 1 . Consumer price inflation in seven transitional economies lack of monetary and fiscal controls trigger hyper-inflation in transitional economies (Dąbrowski, 1999) . However, price liberalization and stabilization are necessary components of reform for achieving budgetary balance and for controlling monetary expansion (Åslund et al., 1996) , especially in economies with monetary overhang.
The consumer price indices reported for the countries in this study show that rates of inflation in all of these economies were reduced to two-digit rates only after the mid-1990s. As shown in Figure 1 , inflation was stabilized at single-digit rates after 2000 in all countries except the Russian Federation. Average rates of inflation within the 1996-2000 period indicate that Armenia, Azerbaijan and, to a lesser extent, Georgia and Kazakhstan successfully managed to insulate themselves from the contagious effects of the Russian financial crisis in August 1998. In particular, Azerbaijan experienced negative inflation rates in 1998 and 1999 (-0.8 % and -8.6 % respectively) resulting from policies to avoid the depreciation of the Manat in the wake of the Russian crisis. In fact, unlike the other economies in transition, Azerbaijan managed to reduce inflation sharply in 1996 by conducting an excessively tight monetary policy with an IMF-supported stabilization plan (see Figure 1 ). According to Singh and Laurila (1999) , the reduction in the Azeri inflation rate was faster than planned because banks were inefficient in maintaining their intermediation function, which constituted a restriction on the credit creation process, evidenced by the very low moneymultiplier. In an analysis of the monetary policy during transition, de Melo and Denizer (1997) classify transitional economies as of end-1994 by the extent of market-orientation in the use of monetary policy instruments, namely high, substantial, moderate and low. According to this research, the countries included in this study have moderate or low market orientation. Azerbaijan, Georgia, Kazakhstan and the Russian Federation are in the moderate class while Armenia, the Kyrgyz Republic and the Ukraine are low. Moreover, all these countries except for the Kyrgyz Republic are argued to be slowly stabilizing economies compared to the Eastern European economies in transition.
Monetary policies in the disinflation era of the transitional economies in the post-2000 period seem to have been commonly based on either IMF-supported monetary programs or strategies directed towards monitoring various monetary indicators as before. In achieving price stability, monetary aggregates were used as intermediate targets by the monetary authorities in most cases. The supply of money was coordinated by setting controls on net domestic and foreign assets of the central banks. According to the de facto classification of the IMF, managed floating was the most commonly used exchange rate regime in these countries, except for the Ukraine, which implemented a fixed peg arrangement, and Azerbaijan, which moved between managed-floating and pegging regimes. However, in the last few years rates of inflation have begun to climb towards 10 % in five of the seven economies in question, with the exception of Armenia whose Central Bank has started moving to a fully-fledged inflation targeting strategy since 2006, and the Kyrgyz Republic which implicitly set the target inflation rate for 2007 to a maximum of 5-6 %, well above the 2 % rate of inflation achieved in 2002. These increased rates of inflation can be explained through looser policies, designed to slow down the nominal appreciation of the local currencies, from 2003 onwards.
As implied in the overview above, economies in transition are frequently exposed to policy trade-offs which cause variations in inflation rate and result in uncertainty about monetary policy.
In this context, in part 3 the relationship between inflation and inflationuncertainty in the seven transitional economies of interest is investigated empirically.
Data and the Estimation Methodology
The rate-of-inflation data used in this study are computed from the monthly CPI indices obtained from the IMF-IFS database. Inflation rates are the first- Summary statistics for the monthly rate of inflation in the sample are given in Table 3 . The first three rows of the table show that monthly average rates of inflation are lower than 1 % in all countries except for the Russian Federation, which has both extremes, with a minimum of -0.37% and a maximum of 32.48%. The distributions of the inflation series are all leptokurtic, exhibiting leftward skewness in Armenia and Azerbaijan and rightward skewness in the rest. Due to outliers resulting from the 1998 Russian crisis, Jarque-Bera normality is violated for the series of all countries except Armenia. Two types of variance-ratio tests were used to test seasonality within the framework of the X-12-ARIMA seasonal adjustment approach, where the latter is for moving seasonality, and both have F-distribution. According to the test statistics, all inflation series need to be adjusted seasonally because the null hypothesis of 'no seasonality' is rejected in one or both of the two tests, as seen in Table 3 . Plots of the seasonally adjusted inflation series are presented in Figure 2 . When the seasonally adjusted series are tested by the Lagrange multiplier (LM) test and the Ljung-Box (LB) Q-statistic by using four and twelve lags, the ARCH effects and serial correlations are observed only for Armenia, Kazakhstan and the Kyrgyz Republic. However, Bollerslev et al. (1994 Bollerslev et al. ( : 2975 assert that the ARCH tests carried out above "… are tests for volatility clustering rather than general conditional heteroskedasticity, or general non-linear dependence" and hence recommend a more powerful test, i.e. the BDS test introduced by Brock et al. (1987) . Thus, the BDS test was utilized to show whether or not there is a form of dependence in the residuals of the simplest univariate specification of each of the series, which may not be detected with the ARCH-LM test. In Table 3 , the BDS tests computed in each case for dimensions 2 to 6 exhibit evidence for departures from independent and identically distributed observations for all countries, except for Azerbaijan.
1 When the outlier fall observed in the inflation rate at the end of 1998 in Azerbaijan (see in Figure 2 ) is eliminated through an impulse dummy variable, Azerbaijan no longer appears as an exception in the test results.
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As the first step of the estimation methodology used in the study, other univariate tests were computed in order to identify the integration characteristics of the seven inflation-rate (π t ) series. Four different types of tests were used to determine the integration order of the series, i.e. Dickey and Fuller (1979) ADF, Elliot et al. (1996) DF-GLS, Phillips and Perron (1998) PP and Kwiatkowski et al. (1992) KPSS tests. It must be noted that it is the 'unit root' or the 'non-stationarity' null hypothesis that is being tested in the ADF, DF-GLS and PP tests while it is the 'stationarity' hypothesis in the KPSS test. Thus, the rejection of the null hypothesis implies stationarity in the ADF, DF-GLS and PP but non-stationarity in the KPSS test. 
Figure 2. The rate of CPI inflation
The next step of the estimation methodology is to fit an appropriate autoregressive (AR) representation for the monthly inflation rates. In this respect, a lag length is determined for the AR(s) model through testing the statistical significance of the highest lag s in a sequential reduction process, which is started from an AR(12) model down to an AR(1) model. Accordingly, the residuals of the chosen AR(s) model are initially tested for the presence of ARCH effects, serial correlation and linear or non-linear dependence through LM, LB and BDS tests, respectively.
The AR(s) models, in which the residuals are found relevant for ARCH-type modelling, are checked to determine whether or not they can be modelled through exploiting the alternative types in ARCH class models. The basic model to start with is the ARCH(1) model introduced by Engle (1982) :
In the mean equation denoted by (1), v t is a white-noise process such that . Both the conditional and unconditional means of residuals ε t are zero, while the conditional variance of ε t is equal to h t . For a positive conditional variance, the parameters in equation (2) must satisfy the conditions α 0 >0 i α 1 ≥ 0. Bollerslev (1986) proposed a generalized version of this ARCH(1) model, denoted by GARCH(1,1), in which the conditional variance equation is re-specified as (3)
In the above equation, α 1 +α 2 <1 and α 0 >0 , α 1 , α 2 ≥ 0 are the necessary and sufficient conditions for a covariance stationary model and for a non-negative conditional variance, respectively. Subsequently, Nelson (1991) discussed a conditional variance that can capture the possible "leverage effect" through consideration of the sign of lagged residuals. This model is known as the exponential GARCH (EGARCH) model. The conditional variance of an EGARCH(1, 1) model is represented as (4) A significant and negative α 12 implies the presence of the "leverage effect". Stationarity requires α 2 <1 to hold. However, the logarithmic formulation of h t guarantees a non-negative conditional variance, regardless of the signs of the parameters given in equation (4).
Finally, Ding et al. (1993) introduced the power ARCH (PARCH) model, in which a conditional variance with asymmetry is specified, such as (5) The simplest form of this PARCH(1,1) representation is the one obtained through the assumption of δ=1, as suggested by Taylor (1986) and Schwert (1989) . Note that when δ=2, the PARCH(1,1) model is reduced simply to the GARCH(1,1) model.
The final step of the estimation methodology used in this study is to investigate the relationship between the rate of inflation and inflation-uncertainty through a Granger non-causality analysis. Accordingly, the estimate of the conditional variance series , which may be obtained from either of the equations (2)- (5), is used as a measure for inflation uncertainty, and subsequently exploited within the p-th order vector autoregressive [VAR(p)] framework for the Granger noncausality analysis:
In the single equations of the above VAR(p) model, which in fact are estimated by ordinary least squares separately, Granger non-causality hypotheses are tested with Wald statistics at lags p = 4, 8, 12 to account for short-and longhorizon differences, as done in the relevant literature. Tests are based on the null hypotheses of : β 1 =β 2 =…..=β p =0 in equation (6) and : φ 1 =φ 2 =…..=φ p =0 in equation (7). The rejection of the former (latter) restriction means the rejection of the null hypothesis that π t ( ) does not Granger-cause (π t ), which is accepted as evidence for the Friedman-Ball (Cukierman-Meltzer) hypothesis in the literature. However, if the Cukierman-Meltzer type of Granger causality exhibits an inverse relationship between π t and h t , such a finding is interpreted in terms of Holland's (1995) proposition. The sign-consistency of the findings is checked with respect to the sign corresponding to the sum of the estimated β i or φ i coefficients.
Since the distributional assumptions in time series models are often violated, leading to inconsistent parameter estimates, a robust alternative estimation approach was used in this study while carrying out the Granger non-causality tests.
This approach, developed by Holmes and Hutton (1988) , is argued to separate the causality from the functional form of the variables and from the assumptions of the homoscedasticity and normality of the errors. 3 The corresponding test is known as the multiple rank F test. In this testing procedure, the Granger noncausality hypotheses are tested in equations (6) and (7) as usual, after replacing the data of and π t with their ranks, R( ) and R(π t ):
While computing the ranks for equations (8) and (9), current and lagged values of and π t are treated as separate variables. Holmes and Hutton (1988) argued that the result of the multiple rank F test is invariant to strictly monotonic transformations and independent of the error distribution, and hence, a reliable substitute for Granger parametric tests for causal relationships. Moreover, Holmes and Hutton (1990b) found that in linear models with lagged dependent variables the test has significant power advantages both in smaller and larger samples when error distributions are non-normal. Table 4 , show that all seven π t series are stationary in the given sample periods. However, the stationarity of the inflation series of the Kyrgyz Republic is not confirmed by the KPSS figure, despite the fact that the other three tests indicate stationarity for that series. The estimation results of the first part of our empirical investigation on the linkage between the rate of inflation and inflation-uncertainty are presented in Table 5 . In order to achieve a proxy for inflation uncertainty for use in the next part, alternative ARCH-type specifications are estimated for each of the countries of interest except Georgia, where estimations do not lend support for any statistically valid conditional variance representation for the inflation rate. 4 In fact, LM, LB and BDS test statistics computed for the AR(s) models (not reported here for brevity) already provide relevant evidence on the presence or absence of the ARCH effects and non-linear dependencies in these AR(s) models, consistent with the results given in Table 5 . That is, for all countries except for the Kyrgyz Republic and Georgia, computed LM, LB and BDS statistics result in rejection of the null hypotheses of no ARCH effects, no serial correlation and no non-linear dependence, respectively. However, results are mixed for the Kyrgyz Republic. The residuals of the corresponding AR(12) model are found serially correlated and exhibit no ARCH effects, with a statistic which is slightly below the 10 % critical value, whereas no non-linear dependence is justified by the BDS test results. Consequently it was decided to include the Kyrgyz Republic in modelling the conditional variance of inflation.
Estimation Results

Computations of the ADF, DF-GLS, PP and KPSS test statistics, given in
In models, the outlier effects of the Russian crisis of August 1998 and other relatively extreme episodes of inflation are taken into account through impulse dummy variables, where relevant. The outlier inflation rates due to depreciations stemming from the Russian crisis are observed in the following countries and 4 All computations are carried out with the Eviews 5.1 software. Estimations are carried out with the maximum-likelihood approach based on the Marquardt optimization algorithm. months: Georgia, 1998:12; the Kyrgyz Republic, 1998:11; the Russian Federation, 1998 :8, 1998 :9, 1998 Ukraine, 1998:10 . However, inflation sharply decreased in Azerbaijan in 1998:12 owing to the extremely tight monetary policy and increased in Kazakhstan in 1999:4 and 1999:6 due to depreciations of the Tenge following the transition from the crawling-peg to the freely floating exchange rate system. Additionally, the slowdown of the retail trade in the Kyrgyz Republic and the tense political situation in Georgia, together with the rise in corn prices in the global markets, led to sharp increases in inflation in Kyrgyzstan in 1999:6 and in Georgia in 2003:11, respectively. All these outlier effects are modelled with impulse dummy variables in relevant regressions, the estimates of which are given in Table 5 .
In the attempts to match models from the ARCH class to each of the inflation series, none of the conditional variances is suitable to be modelled by an EGARCH process. However, the PARCH process is suitable for the series of the Kyrgyz Republic and Ukraine, in addition to the ARCH and GARCH processes for the latter. ARCH and GARCH processes seem to fit well to the inflation series of Armenia, Azerbaijan and the Russian Federation, whereas only the GARCH process fits the series of Kazakhstan. However, according to the residualdiagnostic tests given in the lower part of Table 5 (continued), although the LM and LB tests do not indicate any ARCH effects in the residuals, there seems to be a nonlinear dependence left unmodelled in the GARCH specification of the Russian Federation. This can be observed both in the BDS test applied to the standardized-residual series and in the plot of the estimated GARCH variance series of the Russian Federation (GARCH_RUS) given in Figure 3 . 5 When the LM and LB tests results are evaluated together with those previously obtained from the residuals of the pure AR(s) models of inflation, there seem to be no ARCH effects left unmodelled after ARCH, GARCH or PARCH structures are fitted to the residuals. Another failure observed in the diagnostic tests is the violation of the normality assumption in all models, except for the GARCH model estimates of the Russian Federation. However, the insignificant LM, LB and BDS test statistics reported in Table 5 (continued) imply that the detected non-normality is not associated with any remaining ARCH effects or non-linearity but may be 5 We are aware of the fact that the asymptotic distribution of the BDS statistic obtained from the standardized residuals of the ARCH-type models should not be used for inference (Hsieh, 1991 (Hsieh, :1870 . However, Monte Carlo simulations necessary to obtain the appropriate critical values are computationally demanding, and therefore, will be beyond the scope of this study. For this reason, BDS statistics given in Table 5 were used only as a naïve indicator of misspecification due to unmodelled non-linear dependence. BDS (2) associated with outliers that are not captured by the impulse dummy variables already used in the estimations.
Given the estimates of the inflation models in Table 5 , hypotheses concerning the relationship between inflation and inflation-uncertainty are tested through Granger-causality tests. These tests are carried out between the rate of inflation Figure 3 . Estimated conditional variance series (h t ) (π t ) and the conditional-variance ( ) series, with and without rank transformation to enable the comparison of the causality implications between the conventional and Holmes-Hutton approaches. In this respect, bivariate VAR estimations at four, eight and twelve lags are exploited to test the following two null hypotheses of the Granger non-causality: (1) : Inflation does not Granger-cause inflation uncertainty.
(2) : Inflation uncertainty does not Granger-cause inflation.
Computed statistics for testing the Granger non-causality hypotheses and the signs corresponding to the sum of the coefficients on lagged variables are presented in Table 6 . However, as seen in Table A in the Appendix, the causality regressions with which the tests are performed cannot pass the residual diagnostics. Normality of the errors is violated for all cases while serial correlation exists for some of the causality regressions. The empirical literature concerning the inflation and inflation-uncertainty relationship usually ignores the residual diagnostics of the causality regressions. In contrast, this study follows a robust approach over alternative distributions of errors for non-causality testing. The corresponding test results are given in Table 7 .
When the figures in Table 6 and Table 7 are compared, it is seen that most of the outcomes change after the rank-transformed data are used instead of the original. The rejection of the hypothesis together with a positive sign now lends support for the Friedman-Ball hypothesis only for Azerbaijan, the Russian Federation and the Ukraine with respect to the multiple rank F test, whereas it lends support for all countries except for Azerbaijan with respect to the conventional test of non-causality. On the other hand, when causality that runs from uncertainty towards inflation is considered, the hypothesis is rejected for Azerbaijan, the Kyrgyz Republic and the Russian Federation according to the multiple rank F test. For Armenia and Kazakhstan, conclusions based on the conventional approach, which were in favour of the rejection of the hypothesis, are not supported by the alternative approach. Moreover, according to the multiple rank F test results, there appears to be no other statistically significant relationship between inflation and inflation uncertainty for Armenia and Kazakhstan.
Rejection of the hypothesis for Azerbaijan, the Kyrgyz Republic and the Russian Federation lends support for the Cukierman-Meltzer hypothesis only for the last two. For Azerbaijan the rejections favour Holland's (1995) proposition that greater inflation uncertainty may lead to lower inflation, as indicated by the negative signs found for the summed coefficients. This is one of the conclusions unchanged with respect to both the conventional test and the multiple rank F test. This outcome implies the presence of a strong motive for stabilization policy of the monetary authorities in Azerbaijan. In fact, this finding appears to be consistent with the overview given in the second part of the study. That is, of the seven economies in question (including Georgia), Azerbaijan is the only country that managed to keep inflation at moderate levels during the transition to a market economy, and that reduced it sharply during the subsequent Russian crisis.
Finally, two other striking differences appear in the results of the Holmes-Hutton approach. Firstly, the multiple rank F test provides additional evidence in favour of the Friedman-Ball hypothesis in the case of Azerbaijan. Secondly, the statistical evidence in favour of the Holland proposition in the case of the Kyrgyz Republic is transformed into a Cukierman-Meltzer type of causality with the multiple rank test results.
To summarize, when the power advantages of the multiple rank F test demonstrated by Holmes and Hutton (1990b) are considered, the results presented in Table 7 appear to be more reliable than those in Table 6 .
Concluding Remarks
This paper examines the possible relationship between inflation and inflationuncertainty for seven transitional economies in their post-hyperinflation periods. The two principal published models (the Friedman-Ball and the Cukierman-Meltzer hypotheses) were tested using a methodology that exploits the conditional-variance estimation and Granger non-causality procedures. Non-causality tests were performed not only with the conventional tools but also with the multiple rank F test, which is argued to be robust to different functional forms of the variables, and to be more powerful when heteroskedasticity and non-normality exist. According to this approach, the Friedman-Ball hypothesis (inflation precedes inflation uncertainty) is supported in Azerbaijan, the Russian Federation and the Ukraine. Support is provided for the Cukierman-Meltzer hypothesis in the Kyrgyz Republic and also in the Russian Federation using a different model. Uniquely in Azerbaijan, greater inflation uncertainty preceded lower inflation rates, which is attributed to the strong monetary stabilization policies pursued in the Azeri economy between 1996 and 2003. 
