Abstract-This paper provides an overview of a test to confirm how the electromagnetic loss and energy balance in the CLAS12 Torus magnet system affect the cryogenics system in the event of a fast dump or quench. The test was a part of the commissioning activities within Hall B for the 12 GeV Accelerator Upgrade project at Jefferson Laboratory in November 2016. The test, as carried out, validated the design of the torus magnet protection and cryogenic safety systems. This magnet is unique in that it comprises six superconducting coils that are individually conduction-cooled by helium, thereby providing an element of thermal and mechanical decoupling between the coils. As such, its behavior under a fast dump condition (and even a quench) is markedly different from that of more conventional bath-cooled superconducting magnets.
I. INTRODUCTION
T HE CLAS12 Torus magnet is the first of the two conduction-cooled superconducting magnets that are part of the 12 GeV Upgrade Project at Jefferson Laboratory (JLab) in Experimental Hall B [1] - [3] . The Torus is the heart of the CEBAF Large Acceptance Spectrometer known as CLAS12. The engineering design of the torus employs repurposed superconductor cable originally manufactured for the dipoles of the now abandoned superconducting supercollider. The original 36-strand NbTi Rutherford cable was soldered into a copper stabilizer channel, which was then wound into a set of trapezoidal 'racetrack-type' coils. Copper cooling sheets (fins) are laid over the front and back surfaces of the coils and soldered to cooling tubes that run around the inside diameter of each coil. Each coil assembly is then epoxy impregnated. The cooling tubes carry 
TABLE I CLAS12 TORUS MAGNET PARAMETERS
supercritical helium that cools the coils via conduction. The coil, cooling pipes and fins, and case form a complete coil cold mass (CCM) [4] . In operation, the torus toroidal field is created by placing six of the superconducting CCMs azimuthally around the beam line (see Fig. 1 ), all connected electrically in series. The splice joints, which connect the superconducting bus bars between each CCM, are kept cold via conduction by locating them on helium circuit heat exchangers called recoolers. All the major magnet parameters for the torus are given in Table I [3] . A more detailed description of the magnetic and structural design is covered in [5] . JLab designed the magnet, including all electromagnetic, electromechanical, thermal, vacuum, cryogenics, I&C, and magnet protection subsystems [6] - [9] . Manufacturing process design, coil winding, and potting of the CCM assemblies were performed by Fermilab (FNAL) [10] .
This report details the system tests carried out at predefined excitation currents to confirm that the overall system response was as designed. The electromagnetic and cryogenic parameters were monitored during the tests in order to validate the thermal/cryogenic circuit design features. Additionally, the magnet was ramped to low currents to minimize its stored energy level before a controlled fast discharge was initiated. This allowed the JLab team to check that all system protection mechanisms were operating as designed, thereby mitigating any further risk when the torus was run at its nominal current of 3770 A [11] . Note that the torus magnet reached its full operating current without any quenches in November 2016.
II. TORUS MAGNET

A. Integrated Cryogenic Design and Magnet Design
To cool the magnet, cooling tubes are embedded along the inner edge of each of the CCM double pancake coils. Each CCM is cooled by supercritical helium at 4.6 K at 3.0 atm. The double pancake coils were wound, vacuum impregnated, and cured to form a pancake subassembly. The subassembly was then wrapped with the copper sheets, repositioned in its aluminum case and repotted [4] . Aluminum thermal shields are then fitted over each CCM before the whole assembly is enclosed within a stainless steel vacuum jacket. To create the torus assembly, the CCMs are mechanically held together at a "cold hub" positioned along the axis of the torus, and are connected to each other via a hexagonal array of cold (4.5 K) columns called hex beams. There are two hex beams per sector, upstream (US) and downstream, referenced to the direction of the electron beam.
The US cold hex beams contain the cryogenic and electrical connections (splices) between coils as well as the recooler heat exchangers. The recoolers contain liquid helium and are connected by large tubes to the helium reservoir at 1.3 atm located within the Torus Service Tower (TST). Two small tubes originate at the bottom of the TST and run through the three recoolers, exiting at the bottom of the recooler outer shell. Since the liquid in the small tube is denser than the heated fluid in the recooler's outer shell, a thermosiphon is established exchanging cooler reservoir liquid with the shell side fluid. The 1.3 atm. liquid helium cools 3.0 atm helium, before entering each coil, thereby maintaining a thermal symmetry between coils. In its present configuration, all the CCMs share one common vacuum space.
A simplified schematic of the cooling scheme is shown in Fig. 2 . The scheme consists of three separate flow circuits as follows:
1) 1.3 atm Helium circuit: Helium fills the LHe reservoir (light blue) within the TST, it then flows down through the recoolers to the blue dot. Thermal siphon flow returns back up through the recooler outer shells and the upstream hex beams. 2) Supercritical helium at 3.0 atm: (dark blue) It passes through a (recooler) coil in the TST helium reservoir, then through six coil/re-cooler sets, through tubes cooling the downstream cold beams, and through a final (Heat exchanger coil) coil in the TST helium reservoir prior to flowing through the Joule-Thompson valve that fills the TST reservoir. 3) 1.3 atm LN2 circuit : It also utilizes a thermosiphon flow with one main feed separating into eight-parallel branches, which keep each shield at ∼80 K to reduce thermal radiation to the coils and cold hex beams. Of the eight total branches, two feed the downstream hex beam shields and six feed coil shields.
B. Magnet Protection
The magnet protection system was developed after several potential quench scenarios were analyzed. A risk matrix based on the failure modes was developed for the magnet and its associated quench protection system [11] . From this analysis, the worst case was determined to be a single coil quenching and dissipating the entire magnet's energy internally to that coil. In that scenario, the peak hot spot temperature is estimated to be between 60 and 75 K for that coil alone. Note that this calculation does not allow for the thermal capacity of the aluminum coil case [6] , [12] , thereby imposing an additional safety margin on predicted coil temperature rise. In the case of a single doublepancake quench, all the other coils are driven normal by eddy currents generated within the superconducting strands and the copper cooling sheets as the current decays through the external protection dump resistor, once the dump switch opens to isolate the power supply from the magnet. This 'quench back' effect occurs within about 0.3 s [6] of the dump switch opening. All other coil failure modes see lower temperature excursions than that experienced for the single coil quench case. The 0.124 Ω dump resistor extracts >50% of the stored energy with a maximum terminal voltage <500 V (±250 V with the dump resistor having a center tap configuration) [5] , [7] , [8] .
The current decay in the event of a quench, or a fast dump, is enhanced by the growing normal zone, which increases the coil resistance. The growth in coil resistance for this analysis assumes two values, 0.04 and 0.01 Ω/s, estimated to be the fastest and slowest resistance growth rates, respectively. This suggests that the energy extracted via the dump resistor is between 43% and 63% of the total stored energy, as shown in Fig. 3 . The quench protection system employs a dual protection scheme, where a primary hard-wired analog circuit works in conjunction with a digital secondary programmable logic controller (PLC)-based circuit. Parallel paths feed both primary and secondary circuits, as shown in Fig. 4 [8] .
C. Splices Between Coils
The coils are electrically connected to each other via soldered joints. These are sandwiched between copper blocks directly mounted onto recoolers for thermal stability. Each splice is electrically insulated from the conduction-cooled copper block, which is connected through copper braids soldered to the recooler body [5] . The resistance of a test joint was measured at 4.2 K to be < 1.1 × 10 − 9 Ω in high field, consistent with the entire joint being in the normal state [9] .
D. Thermal Radiation Shields
Each aluminum coil case is shielded from the 300 K stainless steel vacuum jacket by a 3 mm thick aluminum thermal shield, which is cooled by liquid nitrogen circulating through tubes welded to the shield. Similarly, the cold hex beams are shielded by aluminum shields, which also have LN2 cooling circuits attached. The shield design was engineered into a segmented pattern to reduce the effects of eddy currents due to a fast discharge or in the event of a quench [7] . The bulk of the shield is made from Al-6061, which provides mechanical strength to the shield, while anodized Al-1100 strips (having a higher thermal conductivity than Al-6061) are epoxied to the shield to minimize the temperature gradients within the shield [3] . Temperatures measured across the thermal radiation shield panel of CCM A are shown in Fig. 5 .
III. TORUS COOLDOWN AND PROCESS SAFETY
Magnet Cooldown Process:
The distribution box, which is the cryogenic supply for the TST, supplies variable temperature gas to all components. In operation, the aim is to limit any differential stresses for all conceivable modes of operation and particularly during cooldown. The operational protocol developed for the cryogenic process was guided by results of a study carried out by Ghoshal et al. [11] , which considered the worst case scenario, of having a loss of vacuum (LOV) and magnet quench, simultaneously.
In an LOV quench, the system is protected from overpressure by five relief valves placed along the 3.0 atm cooling circuit. Three valves, set to vent at 5.3 atm, are placed between each CCM, and two valves are set to vent at 4.6 atm located on the TST. In the event of a fast dump, a check valve prevents any back pressure into the distribution box. In conjunction, the boiloff from the 1.3 atm helium reservoir flows to the 4.5 K return pipe to the Distribution box at 2.6 atm.
During an LOV and magnet quench, the highest system pressure for this circuit will occur at the farthest point from the relief valve in the recooler piping. The majority of the energy imparted to the 1.3 atm circuit comes from the LOV. The energy imparted from the magnet quench is much lower as it is indirectly transferred to the 1.3 atm system: first to the 3.0 atm helium flow, and then into the 1.3 atm system through the recoolers.
However, in the 3.0 atm circuit, during a relief event the highest system pressure is realized at a point in the circuit between relief valves, buried within the coils and recoolers, where flow may go both ways and the pressure is highest. Previous calculations showed that the 20.0 atm pressure rating of the pipes would not be exceeded in the Torus circuit-see [13] - [17] for the analysis. Our commissioning tests have since validated the findings of this analysis.
IV. ENERGY DISSIPATION DURING A FAST DUMP
System Energy Balance Modelling: Before the commissioning tests, the system heat loads were estimated for each of the energization states to be carried out during commissioning. The estimates were developed using a detailed predictive model (DPM), the details of which are calculated based on the Wilson model [12] , [18] . The DPM assumes a fast dump releasing all the magnet-stored energy, as shown in Fig. 6 . The DPM predicts that the torus was safe to operate for all energization states and fault scenarios up to the nominal operating current of 3770 A.
Even though the DPM predicted safe operation of the system up to its nominal current, the commissioning tests proceeded cautiously by testing the system with several fast dumps at lower currents to see how the actual system was performing. Predictions were made based on the actual system performance and extrapolated to higher currents to ensure that there were no issues as the system was ramped to higher energization states.
During each energization, a number of system parameters, shown next, were captured; this data set was then used to understand the energy balance in the system and to extrapolate the performance at higher currents.
SYSTEM ENERGY PARAMETERS
Supercritical helium inlet temperature before fast dumps or quenches (K).
Supercritical helium inlet temperature after fast dumps or quenches (K).
Supercritical helium outlet temperature before fast dumps or quenches (K).
Supercritical helium outlet temperature after fast dumps or quenches (K Energy in the CCM (J), from temperature rise data. E RD Energy in the dump resistor (J). To evaluate the energy losses in the system, the captured parameter data set was used in a simple model (SM), which utilized the seven equations shown next, to evaluate the actual overall heat load and stored energy balance in the system.
A. Simple Model's Equations
Stored energy at operating current
Energy dumped in the supercritical helium circuit
Energy dumped in the 1.3 atm LHe bath
where m LHe TST = ρ LHe × dV LHe TST . Energy dissipated in the dump resistor (area under the curve of voltage and current decay across the dump resistor)
Energy dumped into the CCM
In an event of a fast discharge (dump) or a quench, (6) and (7) indicate the presence of additional energy loss terms.
The energy extracted (in J) in the event of a fast dump is expressed using the simple empirical form as E EX = F C · Loss eddy (6) where Loss eddy is the area under the curve (dI/dt) 2 in A 2 / s and F C is a factor (J-s/A 2 ) introduced for estimation of losses at higher current.
This term calculates the power lost to eddy currents generated by inductive coupling to adjacent conducting structures (copper sheets wrapped around the coils, aluminum coil case, and winding). Note time t = 0 s is when dump switch opens and the magnet power supply is disengaged.
From Fig. 7 (a fast dump from 350 A), the Loss eddy is calculated to be 4051 A 2 /s. The energy extracted (which results in a rise in CCM temperature) is E EX ∼ 26 kJ. Then, using (6), F C is calculated as 6.4 J.sA 2 . To be conservative, this was rounded up to 7.0 J.s / A 2 for the following analysis. The amount of energy extracted for different operating currents can now be estimated, based on the fitted data of (dI/dt) 2 for a no-quench scenario and is shown in Fig. 8 , and the areas under the plots are given in Table II. Using the SM, the actual CCM temperature rise for currents at various commissioning stages was estimated based on the fitted data [19] . The initial fast dumps were at 350 and 600 A. An estimate of the stored energy balance was then extrapolated using the SM for higher currents and then compared to the results from the DPM (Table III) . The cycle was repeated for Fig. 9 . Plots for the energy calculated based on the measured data during fast dump events at various operating currents up to 1750 A (approximated with a polynomial fit to the measured data points).
a fast dump at 850 and 1750 A, and the results are shown in Table III . Based on the measured data ( Fig. 9) , there was close agreement between the SM and DPM energy balances. This gave the team confidence that the SM could be used to extrapolate the energy estimates to 3000 and 3770 A. After the initial testing, the magnet was ramped up to 3000 A and parked. During this period, an unexpected fast dump was triggered by the PLC comparator controls. Taking advantage of the captured data, the team evaluated the 3000 A fast dump using SM and the results are summarized in Table IV . The 3000 A SM result indicated that the magnet was safe to fast dump at 3770 A. Note that the energy dissipated in the dump resistor was higher than that estimated and this difference was attributed to the faster growth in coil resistance and increased rate of change of current from ac losses. The heat dumped into the supercritical helium circuit from the CCM is ejected via relief valves; finally, the heat that is transferred to the 1.0 atm LHe recooler is ejected into the TST increasing its LHe level. The helium inventory is ejected so quickly at high dump currents that the energy into the 1.0 atm He circuit is seen to plateau (Fig. 9 ).
V. EVALUATION OF TORUS SYSTEM PRESSURE
Using data from the series of fast dumps at increasing energization levels, the heat energy deposited into the helium circuit using the SM was estimated, as shown in Table II . These SM estimates do not make any allowances for limits in the heat transfer coefficient. In reality, some portion of this energy is transferred to the 3.0 atm circuit and results in a pressure rise in that system. As the heat is dumped into supercritical helium from the CCM, fluid is ejected through the relief valves and heat is also transferred to LHe in the 1.0 atm circuit. The Liquid He in the recooler is ejected into the TST increasing its LHe level. Aditionally, there is a thermodynamic limit to the rate that heat can be transferred to the helium based on the geometry. The limit for maximum heat transfer for the torus is estimated to be about 38 kW. During the testing phase, it was important to validate the assumptions that led to the 38 kW heat transfer limit, since it is the key value to determine the final pressure in the system.
Using the SM to estimate the system pressure rise (assuming all energy generated is transferred to the helium). The estimated pressure rise (during a fast dump) is shown in Fig. 10 . It is apparent that if all the energy from the 3000 A fast dump was transferred to the helium, the design pressure of 20.0 atm of the system would be exceeded. Fig. 11 shows the predicted, maximum energy transfer to the helium in the form of the remaining amount of Helium from the 4 kg inventory in the 3.0 atm circuit, as a function of time for the different fast dump events. It can be seen that both the 1750 and 3000 A fast dumps exceed the theoretical 38 kW maximum energy transfer to the helium. In addition to the inability to transfer heat for the higher energization currents, it is predicted that the rapid loss of helium inventory will quickly deplete the circuits once venting starts.
For the real system, only the residual heat will act to raise the temperature of the CCM. A maximum temperature (average for all CCM's) was recorded as <40 K during the 3000 A fast dump, as shown in Fig. 12 . Using this to back calculate the maximum system pressure gives an estimate of the peak pressure from an LOV quench event as 18.0 atm, which occurs in the 3.0 atm helium tube located between Coil F and the cooling tube to the downstream hex beam [14] - [17] . The calculation also shows all other points in the circut experience no more than a 12.0 atm excursion. Again, the fast dump estimates were in good agreement with the DPM results calculated based on Wilson model [12] , [18] . The commissioning tests and analysis as carried out thus validated the pressure relief design and design assumptions for the torus cryogenic system, confirming that the system was indeed safe.
VI. CONCLUSION
The torus magnet is unique as it comprises six superconducting double pancake coils that are individually conduction-cooled by helium, thereby providing an element of thermal and mechanical decoupling between the coils. As such, its behavior under a fast dump condition (and even a quench) is markedly different from that of more conventional bath-cooled superconducting magnets.
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