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 I
초 록 
이 연구에서는 심층신경망과 거리기반 후보군 선정법을 결합하여 
다목적 히스토리매칭을 수행하고 신뢰도 높게 저류층의 생산추이를 
예측하는 기법을 개발하였다. 기존의 앙상블기반의 히스토리매칭 
기법은 입력자료들이 정규분포를 따르지 않는 경우에는 최적해의 
신뢰성이 떨어진다는 한계점이 있다. 또한, 다목적 최적화 알고리즘은 
목적함수가 많아지면, 모든 목적함수를 만족시키는 최적해가 제대로 
수렴하지 못하는 문제점이 있다.  
이 연구에서 제안한 기법은 다목적 최적화 알고리즘의 
비수렴성과 앙상블기반기법의 한계점을 극복하였다. 저류층의 
생산추이를 입력값, 저류층의 물성을 출력값으로 한 역산모델 
신경망을 구성하고, 거리기반 군집화를 통해 실제 생산자료와 유사한 
추이를 보이는 후보 저류층을 새로운 학습으로 인공신경망의 
지도효과를 개선하였다. 또한, 심층신경망 기법인 오토인코더를 
이용하여 학습자료를 내재화함으로써 신경망의 학습속도와 
학습성능을 향상시켰다. 
 제안한 기법의 방법론을 검증하기 위하여 목적함수가 가스 
생산량 하나이며, 지질학적 복잡성이 거의 없는 균질한 
셰일저류층에서 히스토리매칭을 수행하였다. 제안한 거리기반 후보군 
선정 기법을 통하여 새로운 학습집단을 선정함으로써 신경망 기법의 
학습성능이 개선됨을 확인하였다. 저류층의 암상분포가 생산량에 큰 
영향을 주며, 정규분포를 따르지 않는 채널저류층에서 암상분포를 
추정하였다. 앙상블칼만필터는 기본가정인 정규분포를 만족시키지 
않는 채널저류층에서 히스토리매칭에 실패한 반면에, 제안한 기법은 
암상분포를 신뢰성 있게 추정하였다. 필드 적용성을 평가하기 위하여 
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불균질 필드에서 오일 생산량, 정저압력, 가스-오일비 등 총 18개의 
목적함수에 대한 다목적 히스토리매칭을 수행하였다. 다목적 최적화 
알고리즘은 목적함수가 많아 최적해가 수렴하지 못하는 문제가 
발생한 반면에, 제안한 기법은 역산모델 신경망을 통하여 목적함수 
의존적 문제를 극복하여 정확한 예측치를 산출하였다.  
기존 기법과의 비교를 통하여 제안한 기법이 거리기반 후보군 
선정을 통해 심층신경망의 학습성능을 개선함으로써 신뢰성 있는 
최적해를 도출함을 확인하였다. 제안한 기법은 다수의 생산정이 
존재하는 저류층에서도 신뢰도 높은 생산량 예측이 가능하므로 
저류층 개발을 위한 의사결정의 도구로서 활용될 수 있다.  
 
주 요 어: 거리기반 군집화, 심층신경망, 오터인코더, 히스토리매칭, 
다목적 최적화, 저류층 특성화  
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1 서론  
 
석유개발 현장에서 획득할 수 있는 코어 자료나 탄성파 탐사자료, 
물리검층 결과와 같은 저류층의 정적자료로부터 얻을 수 있는 정보는 
극히 제한적이며, 지하에 부존하는 석유자원의 특성으로 인하여 
저류층의 물성과 유체 유동에 대한 불확실성이 크다. 따라서 신뢰성 
있는 저류층 평가를 위해서는 생산자료나 압력자료 등 시간에 따라 
얻어진 동적자료를 이용하여 불확실한 저류층의 물성을 예측하는 
역산과정이 필요하다. 동적자료와 정적자료를 결합한 역산과정을 
통하여 저류층을 특성화하고, 미래의 생산 거동을 예측하는 일련의 
과정을 히스토리매칭(history matching)이라 한다. 
저류층의 히스토리매칭에 사용되는 대표적인 최적화 기법에는 
유전 알고리즘(Genetic Algorithm)이 있다. Holland(1975)는 자연세계의 
진화과정을 이용한 최적화 기법인 유전 알고리즘을 제안하였다. 유전 
알고리즘은 공간탐색능력이 우수하고, 목적함수를 통하여 우수한 
해집합을 효율적으로 산출할 수 있어서 저류층 히스토리매칭을 위한 
최적화 기법으로 활발하게 연구되고 있다. Ballester와 Carter(2007)는 
실수를 이용한 유전 알고리즘(real-coded genetic algorithm)을 
제안하였고, 이를 이용하여 히스토리매칭을 수행하고 미래 생산량을 
예측하였다. 다수의 생산정이 있는 저류층에서 유전 알고리즘을 
통하여 히스토리매칭을 수행할 때에는 주로 오차 선형가중합법을 
이용하여 각각의 목적함수에 가중치를 적용하여 하나의 목적함수로 
치환한다(Han et al., 2011). 그런데, 선형가중합법은 최종해 결과가 
가중치에 매우 민감할 뿐만 아니라, 각각의 목적함수를 만족시키지 
못하는 해가 도출되기도 하는 한계가 있다.  
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이러한 단목적 유전 알고리즘의 한계를 개선하기 위하여 Deb 
등(2002)은 비지배 정렬기반의 유전 알고리즘(Non-dominated Sorting 
Genetic Algorithm-II, NSGA-II)을 제안하였다. NSGA-II는 비지배 정렬을 
통해 다수의 목적함수에 대해서 서로 지배관계에 속하지 않은 해들을 
선택할 수 있기 때문에 가중치에 의한 영향을 받지 않으면서 각각의 
목적함수를 만족시키는 최종해를 도출할 수 있다는 장점이 있다. Kim 
등(2017)은 셰일저류층에서 두 가지 목적함수(가스 생산량, 누적 
가스생산량)에 대하여 NSGA-II를 이용하여 히스토리매칭을 
수행하였고, 단목적 유전 알고리즘을 통한 히스토리매칭 결과와 
비교하였다. 비교 결과, NSGA-II가 단목적 유전 알고리즘에 비하여 
해의 다양성을 보존하면서도 두 가지 목적함수를 모두 만족시키는 
최적해를 도출함을 확인하였다. 그러나 NSGA-II는 목적함수가 
많아지면 최적해가 수렴하지 못하는 목적함수 의존적 문제가 
존재한다.  
생물 내에서 이루어지는 신경세포의 전달과정에서 영감을 얻은 
인공신경망은 학습(training)을 통하여 입력층과 출력층 사이의 
상관성을 확보하는 기술이다. 학습에 기반한 인공신경망 모델은 
정방향 모델링에 기반한 프록시 모델(proxy model)로써 저류층 
시뮬레이션을 대체하여 왔다(Park et al., 2005; Min et al., 2011). 
Siripatrachai와 Ertekin(2012)은 셰일가스 저류층에서 인공신경망을 
이용한 생산량 예측모델을 구축하였다. 구축한 인공신경망을 
이용하여 저류층 시뮬레이션을 수행하지 않고도 새로운 셰일가스 
저류층의 생산량을 산출하였으나, 10% 이상의 오차를 보이는 한계를 
보였다. Kim 등(2015)은 인공신경망의 예측성능을 높이기 위하여 
민감도분석 결과를 반영한 셰일가스 저류층 생산량 예측 
인공신경망을 구축하였다. Shahkarami 등(2014)은 유정의 생산자료를 
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입력층, 저류층의 물성을 출력층으로 하는 인공신경망을 제안하여 
인공신경망이 석유공학분야에서 역산 모델로써 활용 가능함을 보였다. 
안성인(2017)은 2차원 채널저류층에서 인공신경망을 이용한 저류층 
특성화 기법을 적용하였다. 심층신경망(Deep Neural Network, DNN) 중 
하나인 오토인코더(auto encoder) 기법을 적용한 저류층 특성화 결과와 
일반적인 인공신경망을 적용한 특성화 결과를 비교하였다. 
오토인코더 기법이 일반적인 인공신경망과 비교하여 채널저류층의 
채널 연결성을 보존하면서도 생산량 예측결과의 신뢰성이 높은 것을 
확인하였다. 하지만, 한번의 역산을 통하여 특성화를 완료하였기 
때문에 인공신경망의 학습성능을 개선하는 방법은 고려하지 
못하였다는 한계가 있다.  
거리기반 군집화는 모델간의 차이를 거리로 정의한 거리기반 
지도상에서 가까운 모델끼리 분류함으로써 유사한 특징을 갖는 
모델들을 군집화하는 기법이다. 대표적인 거리기반 군집화 
기법으로는 k-평균 군집화(k-means clustering)와 k-중간점 군집화(k-
medoids clustering)가 있다(Berkhin, 2006). k-평균 군집화는 계산시간이 
빠르다는 장점이 있지만, 이상점(outlier)이 있을 경우 제대로 된 
군집화가 이루어지지 못한다는 단점이 있다(Velmurugan, et al., 2010). k-
중간점 군집화는 k-평균 군집화와 비하여 계산시간이 느리지만, 
이상점에 취약한 k-평균 군집화의 단점을 보완한 기법이다(Kaufman 
and Rousseeuw, 1987). 저류층 물성 등의 정적자료를 거리로 정의하여 
거리기반 군집화를 수행하면 대표모델에 대해서만 저류층 
시뮬레이션을 수행함으로써 시뮬레이션 계산비용을 감소시킬 수 있다. 
또한, 저류층의 생산량 등의 동적자료를 거리로 정의하여 대상 
저류층의 생산이력과 같은 군집에 속하는 저류층 모델을 찾는 과정을 
통하여 좋은 형질의 저류층을 선택할 수 있다.  
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앙상블기반기법(ensemble-based method)은 저류층 특성화와 
저류층의 불확실성 평가에 사용되고 있는 방법이다. Naevdal과 
Vefring(2002)은 앙상블칼만필터(Ensemble Kalman-filter, EnKf)를 
석유공학 분야에 처음으로 적용하여 사암저류층에 대한 저류층 
특성화를 수행하였다. 앙상블칼만필터를 통하여 유체투과도를 
교정하고, 생산량 예측과 불확실성 평가를 수행하여 신뢰성 있는 
결과를 산출하였다. 임서진(2016)은 2차원 채널저류층에서 다수의 
트레이닝 이미지(training image)를 통하여 초기 저류층 모델을 생성한 
뒤, k-중간점 군집화를 통하여 참조필드의 생산이력이 유사한 군집을 
선정하였다. 해당 군집의 저류층 모델들을 생성한 트레이닝 이미지를 
역추적하여 트레이닝 이미지의 확률을 계산하였고, 계산한 확률을 
이용하여 새롭게 초기 저류층 모델을 생성하였다. Lee 등(2013)은 
채널저류층에서 거리기반 앙상블스무더(Ensemble Smoother, ES)를 
이용한 저류층 특성화 기법을 제안하였다. 트레이닝 이미지와 코어 
자료를 이용하여 정적자료 기반의 다수의 저류층 모델을 생성하고, 
생성된 저류층 모델들 간의 비유사성을 거리로 정의하여 거리기반 
군집화를 수행하였다. 거리기반 군집화를 통해 분류된 군집마다 다른 
칼만게인을 적용하여 거리기반 앙상블스무더를 수행한 결과, 기존의 
앙상블스무더나 앙상블칼만필터와 비교하여 신뢰성 있는 결과를 
산출하였다.   
앙상블기반기법의 두 가지 핵심가정은 앙상블의 개수가 충분히 
크며, 관측오차가 정규분포를 따른다는 가정과 앙상블의 평균을 
참값으로 가정하는 것이다. 앙상블기반기법은 이 두 가지 핵심가정을 
만족하는 경우에서 신뢰성 있는 히스토리매칭 결과를 보여준다(Gu 
and Oliver, 2006; Evensen et al., 2007). 반면에, 핵심가정을 만족하지 
못하는 경우에는 오버슈팅(over shooting)과 필터발산(filter 
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divergence)과 같은 문제가 발생한다는 한계점이 있다(Aanonsen, et al., 
2009; Oliver and Chen, 2011). 오버슈팅은 모델의 특성값이 지나치게 
크거나 작은 값으로 교정되어 물리적으로 불가능한 값이 발생하는 
문제로써 앙상블기반기법이 교정하는 특성값의 물리적인 의미를 
고려하지 못하기 때문에 생기는 한계이다. 필터발산은 다양한 
특성값을 가지는 초기모델들이 교정을 통하여 하나의 저류층 모델로 
수렴하게 되는 문제이다. 필터발산 문제가 생기면 모델들끼리 
유사성이 매우 높기 때문에 추정오차공분산이 작아져 교정이 제대로 
이루어지지 못하며, 불확실성평가도 불가능해진다. 
이상의 저류층 히스토리매칭을 수행한 기존의 연구에는 다음과 
같은 한계가 있다.  
 
(1) 진화 기반의 최적화 기법인 유전 알고리즘은 최적화 인자의 
개수가 증가함에 따라서 계산비용이 크게 증가한다는 단점이 
있다. 또한, 단목적 유전 알고리즘은 최적해를 찾아가는 
과정에서 하나의 해로 수렴하는 경향이 있기 때문에 해의 
다양성을 보존하지 못한다는 한계가 있다. 
 
(2) 비지배 정렬 기반의 다목적 유전 알고리즘인 NSGA-II는 
단목적 유전 알고리즘과와 달리 가중치에 의한 영향을 받지 
않는 방법으로 2개 이상의 목적함수에 대해 신뢰성 있는 
최적화 결과를 보여준다. 하지만, 목적함수의 개수가 
증가하면 최적해들이 수렴하기 어렵다는 한계가 있다. 
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(3) 인공신경망 기법을 석유공학에 적용한 대부분의 연구는 
인공신경망을 저류층 시뮬레이션을 대신할 수 있는 프록시 
모델로써 활용하였다. 인공신경망을 역산에 활용하여 2차원 
채널저류층 히스토리매칭을 수행한 연구에서는 한번의 
역산으로 히스토리매칭을 종료하였다. 따라서 인공신경망 
학습성능에 대한 개선이 이루어지지 못했다는 한계가 있다. 
 
(4) 앙상블기반기법은 관측오차가 정규분포를 따른다고 가정하고, 
앙상블의 평균을 참값으로 가정한다. 이와 같은 가정들을 
만족하지 않는 저류층에 앙상블기반 기법을 적용하면, 
오버슈팅과 필터발산과 같은 문제점이 발생한다는 한계가 
있다.  
 
이 연구의 핵심목적은 다수의 목적함수를 동시에 만족시키는 
최적해를 찾는 최적화 기법 개발을 통한 생산량 예측 및 
불확실성평가이다. 생산자료를 효과적으로 히스토리매칭하는 
심층신경망 기반의 역산모델을 개발하고, 거리기반 후보군 선정을 
통해 우수한 학습표본집단을 선정함으로써 인공신경망의 학습성능을 
개선할 수 있는 방법론을 제안하였다. 제안한 기법은 다수의 
생산정이 존재하는 현장의 저류층에서 정확한 생산량 예측이 
가능하여 향후 저류층 운영계획 수립을 위한 핵심적 도구로 활용될 
것으로 기대된다.   
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2 이론적 배경 
 
이 연구에서는 거리기반 군집화기법과 비선형 관계에 대한 
신경망 학습을 통하여 다목적 히스토리매칭을 수행하는 기법을 
개발하였다. 이 장에서는 제안한 기법에서 사용한 이론적 배경에 
대해 소개한다. 2.1절에서는 이 연구에서 거리기반 후보군 선정을 할 
때 사용한 거리기반 군집화 기법에 대하여 설명한다. 2.2절에서는 
신경망학습을 통하여 새로운 모델을 매칭할 때 사용한 심칭신경망에 
대하여 소개한다.  
 
2.1 거리기반 군집화 
(1) k-평균 군집화 
k-평균 군집화는 주어진 데이터를 설정한 개수의 군집으로 묶는 
알고리즘이다. 이 때, 각 군집의 평균과 군집 내의 다른 데이터와의 
거리의 제곱 합을 비용 함수(cost function)으로 정의하고, 이 비용 함수 
값을 최소화하는 방향으로 군집을 새롭게 설정하면서 군집화를 
수행한다(Hartigan and Wong, 1979).  
식 (2.1)은 k-평균 군집화에서 정의하는 비용 함수를 나타낸다.  
 
Cost	function ∑ ∑ ∈                         (2.1) 
 
위 식에서 는 군집화하고자 하는 군집의 개수, 는 번째 
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군집을 의미하며, 	 는 번째 군집의 중심이다. 는 에 속한 임의의 
모델을 의미하며, 은 에 속한 모델의 개수이다. 이 비용함수의 
값이 최소가 되게 하는 군집 를 찾는 것이 k-평균 군집화의 
목표이다. k-평균 군집화는 다음과 같은 과정을 거쳐서 군집화를 
수행하게 된다.  
 
(1) Figure 2.1(a)와 같이 전체 개의 모델 중에서 임의의 모델 
개를 초기 평균값으로 선정한다( , Figure 2.1에서 3). 
(2) 모든 모델들을 거리상으로 가장 가까이에 있는 평균값과 같은 
군집에 속하게 설정한다(Figure 2.1(b)) 
(3) 각 군집에 속한 모델들의 평균값을 계산하고, 이 값을 새로운 
평균값으로 재조정한다(Figure 2.1(c)).  

















Figure 2.1 The procedures of k-means clustering: 
(a) step 1, (b) step 2, (c) step 3, (d) step 4. 
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 (2) k-중간점 군집화 
k-중간점 군집화는 Kaufman과 Rousseeuw(1987)가 제안한 군집화 
알고리즘으로써 이상점에 취약한 k-평균 군집화 알고리즘의 단점을 
보완하였다. k-평균 군집화에서는 각 군집의 평균값을 군집의 
중심으로 설정하는 반면에, k-중간점 군집화에서는 각 군집의 
평균값에 가장 가까운 모델을 군집의 중간점으로 설정한다(Figure 2.2). 
k-중간점 군집화를 수행하는 과정은 다음과 같다. 
 
(1) 전체 개의 모델 중에서 임의의 모델 개를 초기 평균값으로 
선정한다. 는 군집의 개수이다( ). 
(2) 모든 모델들을 거리상으로 가장 가까이에 있는 중간점과 같은 
군집에 속하게 설정한다. 
(3) 각 군집에 속한 모델들의 평균값을 계산하고, 이 값과 가장 
가까운 모델을 새로운 중간점으로 재조정한다.  











Figure 2.2 Comparison of two clustering methods:  





인공신경망은 생물학적 신경세포에서 영감을 얻은 통계학적 학습 
알고리즘이다. 생물학적 신경세포는 수상돌기(dendrites), 세포체(cell 
body), 축삭돌기(axon), 축삭종말(terminal axon)로 구성된다(Figure 2.3). 
이전 신경세포에서 보내는 전기신호는 시냅스를 통해 다음 
신경세포의 수상 돌기로 전달된다. 수상 돌기는 이 전기 신호를 
받아들여 세포체에 전달하는 역할을 한다. 세포체에 전달된 신호는 
다시 축삭돌기와 축삭종말을 통해 다음 신경세포에게 전기신호로 
전달된다. 
인공신경망은 생물학적 신경세포의 신호전달과정을 모방하여 
비선형적 관계를 가진 입력정보와 출력정보에 대한 처리를 수행한다. 
기본적으로 인공신경망은 Figure 2.4와 같이 한 개의 입력층(input layer), 
한 개의 출력층(output layer), 한 개 이상의 은닉층(hidden layer)로 
구성된다. 각각의 층에는 여러 개의 신경세포가 있고, 신경세포 
내부에서는 가중치의 합과 같은 단순한 계산만을 수행한다. 각 층의 
신경세포와 다음 층의 신경세포를 연결하는 것이 시냅스이며, 
시냅스들은 두 신경세포 간의 연결 강도를 의미하는 가중치 값을 
저장한다. 인공신경망을 정의하는 세가지 인자는 다음과 같다. 
 
1) 다른 층의 신경세포간의 연결패턴 
2) 연결의 가중치를 갱신하는 학습 
3) 가중치를 이용하여 출력하는 활성화 함수 
신경세포간의 연결패턴은 신호가 전달되는 방향에 따라서 구분할 
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수 있다. 대표적인 방법으로는 전방 전달 신경망(feed forward 
networks)과 순환 신경망(recurrent neural network)이 있다. 전방 전달 
신경망은 신호가 입력층에서 출력층으로 가는 단방향으로만 전달되는 
신경망이다. 순환 신경망은 전방 전달 신경망과는 다르게 
신경세포간의 신호가 양방향으로 전달이 가능한 신경망이다. 
인공신경망의 학습은 인공신경망을 통해 예측한 예측값과 실제 
값 사이의 예측오차를 최소화 하는 비선형 함수를 찾아내기 위하여 
가중치를 조절하는 과정이다. 학습 알고리즘으로는 다양한 최적화 
알고리즘이 사용되며, 인공신경망에서 대표적으로 사용되는 학습 
알고리즘은 역전파(back propagation) 기법을 이용하여 실제 기울기를 
계산하는 경사 하강법(gradient descent)이다. 경사 하강법은 함수를 
미분하여 기울기(경사)를 구한 다음에, 기울기가 낮은 방향으로 
조금씩 인자를 바꾸면서 최적해를 구하는 방법이다(Qian, 1999). 
신경세포 내부에서 이루어지는 가중치의 합은 연산자를 통하여 
계산하며, 여기에서 계산된 값을 최종적으로 활성화 함수를 이용하여 
구현한다. 인공신경망에서 사용되는 활성화 함수에는 S자형(sigmoid), 




Figure 2.3 Biological neuron(Maltarollo et al., 2013). 
 
 




심층신경망은 입력층과 출력층 사이에 여러 개의 은닉층들로 
이뤄진 신경망이다(Schmidhuber, 2015). 심층신경망은 일반적인 
인공신경망과 마찬가지로 복잡한 비선형 관계를 모사할 수 있는 
방법으로써, 인공신경망에 비하여 더 많은 추가 계층들을 사용하기 
때문에 하위 계층들의 특징을 파악할 수 있다. 심층신경망은 많은 
수의 은닉층을 활용하여 정보를 처리하기 때문에 연산비용이 
증가한다는 단점이 있지만, 최근 컴퓨터의 연산처리능력이 발전함에 
따라 그래픽 모델링, 패턴인식, 신호처리, 최적화 등 다양한 분야에서 
활용되고 있다(Li and Yu, 2014). 
일반적인 인공신경망 기법에서 많은 수의 은닉층을 사용하게 
되면 가중치가 거의 변하지 않아서 학습 성능이 제대로 개선되지 
못하는 문제가 발생한다. 이러한 문제점을 극복하기 위하여 각 층의 
신경세포들을 부호화(encoding)하는 오토인코더(autoencoder)가 
제안되었다(Hinton et al., 2006; Bengio et al., 2007). 심층신경망 기법 중 
하나인 오토인코더는 자료의 압축코드화, 이미지 변환, 복구 등 많은 
분야에 활용되고 있다. 오토인코더는 Figure 2.5와 같이 입력층, 3개의 
은닉층, 출력층으로 구성된다. 두번째 은닉층은 첫번째 은닉층을 
이용하여 입력층을 부호화한 층이며, 세번째 은닉층을 이용하여 
두번째 은닉층을 재구현(decoding)하면 입력층과 같은 차원의 
출력층이 된다. 기본적으로 오토인코더는 입력층의 원본자료를 












Figure 2.5 Schematic of autoencoder. 
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3 연구 방법 
 
히스토리매칭의 궁극적인 목표는 신뢰성 있는 저류층 모델을 
추정하는 것이다. 해당 저류층에서 확보 가능한 동적자료(오일 생산량, 
가스 생산량, 저류층 정저압력 등)와 유사한 동적자료를 나타내는 
모델들을 생성함으로써 저류층의 미래 생산량을 예측할 수 있다. 
이와 같은 히스토리매칭을 통하여 해당 저류층에 대한 가치평가를 
수행할 수 있으며, 향후 저류층 운영계획을 세울 수 있다. 
제안한 기법의 순서도는 Figure 3.1과 같으며, 순서도의 각 과정은 
다음과 같다. 
 
(1) 해당 저류층의 저류층 물성정보를 토대로 매칭하고자 하는 
저류층 물성의 범위를 산정한 뒤, 다수의 초기 저류층 모델을 
생성한다. 
(2) 저류층 시뮬레이션을 이용하여 초기 저류층 모델들의 
동적자료를 산정한다. 
(3) 오토인코더를 통하여 초기 저류층 모델들의 저류층 특성을 
부호화한다. 
(4) 초기 저류층 모델들의 동적자료를 입력자료, 저류층 물성을 
출력자료로 하는 비선형 관계에 대한 신경망학습을 수행한다. 
(5) 신경망학습 결과를 이용하여 대상 저류층의 동적자료와 
유사한 동적자료를 나타내는 새로운 저류층 모델들을 
생성한다.  
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(6) 신경망 학습을 통해 생성된 새로운 저류층 모델들의 
동적자료를 산정한다. 
(7) 학습에 사용한 저류층 모델들과 새롭게 생성된 저류층 
모델들, 대상 저류층의 동적자료를 거리기반 지도에 나타내어 
거리기반 후보군을 선정한다. 
(8) 초기에 설정한 횟수만큼 선정된 거리기반 후보군들을 
대상으로 다시 (4)~(7)과정을 반복한다.    
(9) 마지막에 선정된 거리기반 후보군을 최종 히스토리매칭 
결과로 산출한다. 
 
이 장에서는 제안한 기법을 통하여 히스토리매칭을 수행하는 
과정에 대해 소개한다. 3.1절에서는 심층신경망을 이용한 학습과정에 
대하여 설명한다. 3.2절에서는 거리기반 후보군 선정을 통해 













3.1 심층신경망 구성 
(1) 입력자료 표준화 
석유공학에서 신경망학습을 활용한 대부분의 연구에서는 신경망 
학습결과를 저류층 시뮬레이션을 대신할 수 있는 프록시 모델(proxy 
model)로 사용하였다. 하지만, 이 연구에서는 신경망 학습결과를 역산 
모델(inverse model)로 활용하여 대상 저류층과 유사한 저류층 모델을 
생성하였다. 신경망학습에 사용하는 입출력 학습 자료는 수치적 
안정성을 위하여 표준화를 해야 한다(Centilmen et al., 1999). 이 
연구에서는 식 (3.1)과 같이 각 모델의 생산량과 대상 저류층의 
생산량의 차이를 표준화하여 입력자료로 설정하였다. 이와 같은 
표준화 과정을 통하여 입력자료를 동일한 범위로 재조정하였다. 
 
 2 ∗	 1, , | |   (3.1)    
 
위 식에서 는 번째 모델의 시점에서의 입력자료, 는 
번째 모델의 시점에서의 생산량 차이, 는 번째 모델의 
시점에서의 생산량, 는 시점에서의 실제 생산이력이다.  
셰일가스 저류층의 경우에는 가용한 동적자료가 가스 
생산량뿐이기 때문에 하나의 가스 생산량만을 뉴런벡터로 설정하였다. 
30일 단위의 가스생산량을 이용하여 720일 동안 히스토리매칭을 
수행하였기 때문에 셰일가스 저류층에서 사용한 입력층의 뉴런수는 
총 24개이다. 채널저류층에서는 가용한 동적자료가 4개 생산정의 
오일 생산량과 물 생산량, 총 8개이기 때문에 8개의 동적자료를 합친 
뉴런벡터를 이용하였다. 셰일가스 저류층과 마찬가지로 30일 단위의 
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오일, 물 생산량을 이용하여 720일 동안 히스토리매칭을 수행하였고, 
입력층의 뉴런수는 총 8 24 192개이다. PUNQ-S3 필드의 경우에는 
가용한 동적자료가 6개 생산정의 오일 생산량, 정저압력, 가스-오일 
비율, 총 18개이기 때문에, 18개의 동적자료를 합친 뉴런벡터를 
이용하였다. PUNQ-S3 필드에서는 “shut-in”을 여러 번 하기 때문에 
“shut-in”하는 동안에는 생산이 이루어지지 않는다. 따라서 Table 3.1과 
같이 Gu와 Oliver(2005)가 사용한 20개의 시점을 사용하였고, 
입력층의 뉴런수는 총 18 20 360개이다.  
 
Table 3.1 Time steps of PUNQ-S3 field 
Time step 1 2 3 4 5 
Time 
(days) 
1.01 91 182 274 
366 
(shut-in) 


























(2) 오토인코더  
셰일가스 저류층에서는 7가지의 저류층 물성을 사용하였기 
때문에 오토인코더를 이용한 출력자료 압축을 하지 않았다. 
채널저류층과 PUNQ-S3 필드에서는 격자별 유체투과도에 대한 
히스토리매칭을 수행하였기 때문에 입력자료의 크기보다 출력자료의 
크기가 크다. 출력자료의 크기가 입력자료에 비하여 일정 수준 이상 
커지게 되면 신경망학습에서 연산속도가 급격하게 느려지고 
예측성능도 감소하게 되는 문제가 발생하기 때문에, 오토인코더를 
이용하여 격자별 유체투과도를 압축변환 하였다.  
Figure 3.2는 채널저류층에서 사용한 오토인코더의 모식도를 
나타낸다. 인공신경망 학습을 수행하기에 앞서, 출력자료인 격자별 
유체투과도 2,601개를 오토인코더기법을 이용하여 100개의 자료로 
압축하였다. Figure 3.3은 PUNQ-S3 필드에서 사용한 오토인코더의 
모식도이다. PUNQ-S3 필드에서는 2,660개의 격자별 유체투과도를 






















(3) 신경망 학습 
신경망 학습에서 사용되는 입출력 자료 쌍은 일반적으로 세 
가지로 구분된다. 첫 번째는 학습자료 쌍(training set)으로 자료를 
이용하여 가중치를 변화시켜가며 학습을 하기 위한 자료 쌍이다. 두 
번째는 검증자료 쌍(validation set)으로 학습이 타당하게 진행되고 
있는지를 판별하기 위한 자료 쌍이다. 네트워크의 검증 자료쌍 
오차가 최소가 되는 지점에서 학습을 종료 시키며, 이 시점에서의 
가중치와 편향 값을 저장하여 사용하게 된다(Araghinejad, 2013). 세 
번째는 테스트자료 쌍(test set)으로 학습자료 쌍과 검증자료 쌍으로 
사용되지 않으며, 신경망의 성능을 평가비교하기 위해 사용된다. 
각각의 자료 쌍들은 학습 가능한 자료 쌍의 수에 따라 분배할 수 
있으며, 이 연구에서는 전체 자료 쌍으로부터 학습자료 쌍 80%, 
검증자료 쌍 10%, 테스트자료 쌍 10%로 분배하였다.  
신경망으로는 피드포워드 신경망을 사용하였다. 피드포워드 
신경망은 인공신경망 분야에서도 널리 적용될 뿐만 아니라 다른 
신경망보다 빠른 연산이 가능하며, 많은 자료 쌍을 가진 문제를 
처리할 수 있는 장점이 있다(Doraisamy et al., 1998). Figure 3.4는 
인공신경망을 프록시 모델과 역산 모델로 활용하는 과정을 비교한 
모식도이다. 인공신경망을 프록시 모델로 활용하는 연구들에서는 
상단에 있는 화살표의 방향대로 좌측의 저류층 물성을 입력층, 
우측의 생산이력을 출력층으로 하는 신경망 학습을 수행한다. 반면에, 
역산 모델로 활용한 이 연구에서는 그림 하단에 있는 화살표의 
방향대로 우측의 생산이력을 입력층, 좌측의 저류층 물성을 









Figure 3.4 Schematic diagram of neural network using for proxy model 
and for inverse model.  
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3.2 거리기반 후보군을 통한 학습성능 개선 
이 연구에서는 k-중간점 군집화를 이용하여 대상 저류층과 
저류층 모델들의 생산량을 거리로 정의하여 군집화하였다. 생산량을 
기준으로 수행한 군집화에서 대상 저류층과 같은 군집에 속한 좋은 
형질의 저류층 모델들을 거리기반 후보군으로 선정하여 신경망학습의 
성능을 개선하였다. 
한편, 대상 저류층과 같은 군집에 속한 저류층들만 선정하면, 
대상 저류층과 유사한 생산이력을 가지고 있음에도 다음 세대의 
학습자료로 선정되지 못하는 경우가 발생할 수 있다. Figure 3.5(a)는 
저류층 모델들에 대하여 거리기반 군집화를 수행하기 전의 모습을 
보여준다. Figure 3.5(b)는 k-중간점 군집화를 수행한 결과이며, 
동그라미는 군집 A, 세모는 군집 B, 다이아몬드는 군집 C, 색칠된 
다이아몬드가 대상 저류층 모델을 의미한다. 여기에서 대상 저류층이 
속한 군집 C만을 다음 세대의 학습자료로 선정하게 되면, 대상 
저류층과 가까이에 있는 군집 B의 모델들을 고려하지 못하게 된다.  
Figure 3.5(c)는 대상 저류층을 중심으로 군집 C의 중간점과의 
거리를 반지름으로 하는 원을 그린 모습이다. 군집 B 중에서 색칠된 
3개의 모델이 원안에 포함되는 것을 알 수 있다. 이처럼 대상 
저류층과 가까운 거리에 있음에도 선정되지 않는 문제를 방지하기 
위하여, 이 연구에서는 Figure 3.5(d)와 같이 대상 저류층과 같은 
군집이 아니더라도 대상 저류층과 가까운 거리에 있는 모델들은 
거리기반 후보군으로 추가 선정하였다. 이 때, 거리의 기준은 대상 















Figure 3.5 Distance based selected models for proposed method.  
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이 연구에서는 식 (3.2)와 같이 각 저류층 모델들 간의 생산량 
차이를 거리로 정의하였다.  
 
 ∑                           (3.2)  
 
위 식에서 는 번째 모델과 번째 모델의 거리, 는 마지막 
시점, 는 번째 모델의 시점에서의 생산량이다. 는 
시점에서 모든 모델의 생산량 중에서 가장 큰 생산량을 의미한다. 
이렇게 구한  거리행렬을 다차원축소법(Seber, 1984)을 통하여 
2차원으로 축소하여 Figure 3.5(a)와 같이 거리기반지도에 나타내었다. 
고려할 생산량이 하나인 셰일저류층에서는 가스 생산량에 
대해서만 거리를 계산하고, 거리기반 후보군을 선정하여 다음 세대 
신경망학습의 학습자료로 사용하였다. 채널저류층과 PUNQ-S3 
필드에서는 고려해야 할 생산량이 각각 8개, 18개이기 때문에, 모든 
생산량에 대하여 같은 방식으로 거리기반 후보군을 선정하였다. 
각각의 생산량별 거리기반 후보군들의 합집합은 거의 대부분의 
후보군들이 선정되기 때문에 좋은 형질의 모델을 선정할 수가 없고, 
반대로 교집합은 매우 작은 수의 모델만 선정되기 때문에 신경망 
학습이 제대로 이루어지지 못한다. 따라서 이 연구에서는 동일한 
유체 생산량의 후보군들은 합집합하고, 각 생산량들의 합집합 
결과끼리 교집합하여 각각의 생산량에 대하여 좋은 형질을 
가지면서도 일정 수 이상의 후보군을 선정하였다.  
채널저류층에서는 각 생산정별 오일생산량을 통하여 선정한 
후보군들을 합집합하고, 마찬가지로 각 생산정별 물 생산량을 통하여 
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선정한 후보군들을 합집합하였다. 이 두 합집합끼리 교집합하여 다음 
세대의 학습자료로 사용할 거리기반 후보군을 선정하였다(Figure 
3.6(a)). PUNQ-S3 필드에서도 마찬가지로 각 생산정별 오일생산량, 
정저압력, 가스-오일비를 기준으로 선정한 후보군들을 합집합하고, 이 
합잡합들끼리 교집합하여 다음 세대의 학습자료로 사용할 거리기반 






Figure 3.6 Distance-based candidate selection for proposed method:  
(a) channelized reservoir, (b) PUNQ-S3 field.   
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4 개발기법의 검증 및 비교분석  
 
이 연구에서 개발한 거리기반 후보군 선정과 인공신경망을 
결합한 다목적 히스토리매칭 기법을 검증하기 위하여 저류층 
물성분포가 비교적 단순한 셰일저류층과 저류층 물성이 정규분포를 
따르지 않는 채널저류층에서 히스토리매칭을 수행하였다. 현장 
적용성을 검증하기 위하여 목적함수가 많은 불균질 저류층인 PUNQ-
S3 필드에서 히스토리매칭을 수행하였다.  
이 장에서는 제안한 기법을 다양한 형태의 저류층에 적용하여 
히스토리매칭을 수행한 결과를 소개한다. 4.1절에서는 셰일저류층과 
채널저류층에서 제안한 기법의 방법론을 검증하였다. 4.2절에서는 
PUNQ-S3 필드에 대한 히스토리매칭을 수행함으로써 제안한 기법의 
현장 적용성을 평가하였다. 각 히스토리매칭 결과를 기존 





4.1 다목적 히스토리매칭 성능분석 
4.1.1 셰일저류층 히스토리매칭 
이 연구에서 제안한 기법을 검증하기 위하여 한 개의 유정에서 
가스만 생산되며, 지질학적 복잡성이 거의 없는 균질한 셰일저류층을 
대상으로 히스토리매칭을 수행하였다. 히스토리매칭을 수행한 
셰일저류층은 CMG社에서 제공한 가상 저류층이다. 북미지역에 
존재하는 실제 셰일저류층의 자료를 가공하여 만든 가상 
저류층으로써 4개의 수압파쇄대가 존재하는 균질 저류층이다. Figure 
4.1은 해당 저류층의 모식도를 나타낸다.  
셰일저류층의 생산량을 산정하기 위해 널리 쓰이는 방법에는 
생산량 천이분석법(rate transient analysis)과 저류층 시뮬레이션(reservoir 
simulation)이 있다(kim et al., 2016). 생산량 천이분석법은 입력자료가 
간단하고 미래 생산량의 신속한 추정이 가능해 유용한 방법이지만, 
불균질한 저류층을 고려하기 어렵기 때문에 예측 결과의 불확실성이 
크다(Anderson et al., 2012). 저류층 시뮬레이션은 복잡한 균열대 및 
저류층의 불균질성 등에 대한 모사가 가능하여 정확한 미래 생산거동 
분석을 위해 가장 선호되는 방법이지만, 분석을 위해 다양한 
입력자료가 필요하고 연산시간이 오래 걸리는 한계가 있다(Morales-
German et al., 2012). 반면, FMM (Fast Marching Method)을 이용한 
유정자극범위 및 궁극가채량 예측기법은 저류층의 불균질성을 
고려하면서도 빠른 시간 내에 신뢰성 있는 결과를 도출할 수 있다(Xie 
et al., 2015). 이 연구에서는 셰일저류층의 생산량을 산정하는 방법으로 
FMM을 사용하였다. 
히스토리매칭에 활용 가능한 동적자료는 Figure 4.2와 같이 
5년간의 가스 생산량이다. 생산 초기에는 가스 생산량이 약 750 
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Mscf/day 수준이었으나 5년 후 150 Mscf/day 정도로 감소하였다. Table 
4.1은 셰일저류층의 물성치를 요약한 표이다. 모암의 공극률, 
유체투과도, 수압파쇄대의 길이 등을 포함한 7가지 물성이 불확실한 
변수로써 히스토리매칭에 사용되었다. 총 5년간의 생산자료 중에서 
2년간의 생산자료만을 이용하여 히스토리매칭을 한 후, 매칭을 
완료한 2년부터 5년까지의 생산추이를 대상 셰일저류층의 생산이력과 
비교하였다. 총 20세대의 히스토리매칭을 수행하였으며, 제안한 
기법의 성능을 평가하기 위하여 단목적 유전 알고리즘, 





Figure 4.1 Schematic of shale reservoir with 4 hydraulic fractures. 
 
 




Table 4.1 Reservoir properties of the shale reservoir 
Reservoir parameters (unit) Known value 
Uncertain value  
(minimum, maximum) 
Reservoir size (x, y, z) (ft) (1000, 1250, 450) - 
Gas viscosity (cp) 0.02 - 




Initial reservoir pressure (psia) 1,500 - 
Well flowing pressure (psia) 500 - 
Reservoir temperature (°F) 100 - 
Total compressibility (1/psia) 0.0002 - 
Porosity (fraction) - (0.04, 0.09) 
Matrix permeability (md) - (0.001, 0.004) 
Enhanced permeability 
in the stimulated reservoir volume 
(md) 
- (0.007, 0.017) 
Fracture permeability (md) - (0.07, 0.17) 
Fracture half-length (ft) - (210, 270) 
Horizontal Enhanced Ratio† - (0.05, 0.4) 
Vertical Enhanced Ratio‡ - (0.8, 1.1) 
† Horizontal Enhanced Ratio= (horizontal length of enhanced zone)/(fracture length) 




(1) 학습성능 개선 검증 
히스토리매칭을 수행하기에 앞서 Table 4.1의 물성값의 범위를 
이용하여 무작위로 구성한 100개의 초기모델을 생성하였다. Figure 
4.3은 초기모델 100개의 생산량과 누적생산량 그래프를 나타낸다. 
초기모델과 대상 저류층의 생산이력의 2년동안의 평균 오차는 
일생산량 기준 29.2%, 5년 후 총생산량의 경우 26.7% 수준이다.  
 초기모델의 생산량과 대상 저류층의 생산이력의 차이를 
정규화한 입력자료와 7개의 저류층 물성을 출력자료로 하는 
인공신경망 학습을 수행하였다. 인공신경망 학습에는 MathWorK社의 
MATLAB 소프트웨어에 내장된 Neural Network Toolbox를 사용하였다. 
Figure 4.4는 셰일저류층에서 수행한 인공신경망 학습의 모식도를 
나타낸다. 2년동안의 월별 가스 생산량자료를 입력자료로 사용하였기 
때문에 입력자료의 총 개수는 24개이며, 출력자료는 저류층 물성 
7개이다. Table 4.2는 셰일저류층 히스토리매칭을 위하여 구축한 
제안한 기법 신경망의 입출력 변수를 나타낸다.  
Figure 4.5(a)는 신경망학습을 통하여 생성한 첫번째 세대의 
100개의 새로운 모델이다. Figure 4.3(a)와 비교하여서 실제 생산량과 
가까운 모델들이 새롭게 생성되었음을 알 수 있다. 첫번째 세대의 
2년동안의 오차는 일생산량 기준 13.8%이다. Figure 4.5(b)는 첫번째 
세대의 모델들의 생산량과 실제 생산이력에 대하여 거리기반 
군집화를 수행한 결과이다. 까만색 사각형이 생산이력의 위치이며, 
생산이력과 같은 군집에 속한 43개의 모델들이(그림에서 빨간색 
동그라미) 다음세대의 학습을 위한 거리기반 후보군으로 선정되었다. 
Figure 4.5(c)는 선정된 43개의 모델들을 도시한 그래프이다. Figure 
4.5(a)와 비교하여서 실제 생산이력과 가까운 모델들이 선정되었음을 
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알 수 있다. Figure 4.5(d)는 Figure 4.5(c)에서 선정된 43개의 모델들을 
새로운 학습자료로 하는 신경망학습을 통하여 생성한 두번째 세대의 
100개의 모델이다. Figure 4.5(a)와 비교하여 실제 생산량과 가까운 
모델들이 생성되었음을 알 수 있다. 
20세대까지 히스토리매칭을 수행하였으며, Figure 4.6과 Figure 
4.7은 히스토리매칭을 수행한 각 세대의 생산량과 누적생산량을 각각 
도시한 그래프이다. 세대가 지나갈수록 실제 생산량에 가까운 결과를 
보여주었다. Table 4.3은 Figure 4.6과 Figure 4.7에 도시된 각 세대의 
히스토리매칭 구간 동안의 평균 생산량 오차와 예측 구간의 생산량 
오차, 마지막 예측일의 평균 누적생산량 오차를 요약한 표이다. 
세대가 지날수록 세가지 오차가 모두 감소하였으며, 이와 같은 
결과를 통하여 제안한 기법을 통해 신경망의 학습성능이 개선됨을 
확인할 수 있다. 
 
Table 4.2 Neuron description of neural network for shale reservoir 
Description of the neuron Number of neurons and algorithm 
Input neuron 








Train algorithm Traingdx† 






Figure 4.3 Production profile of initial models: 


















Figure 4.5 Production profile of trained models:  
(a) models trained using initial models,  
(b) the selection of cluster involving the true dataset,  











Figure 4.6 Production profiles of trained models: (a) 1st generation,  







Figure 4.7 Cumulative volume of trained models: (a) 1st generation,  
(b) 5th generation, (c) 10th generation, (d) 20th generation. 
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(2) 히스토리매칭 결과 비교분석 
제안한 기법을 통해 히스토리매칭을 수행한 결과와 기존 
기법으로 히스토리매칭을 수행한 결과를 비교하였다. 비교에 사용한 
기존 기법은 단목적 유전 알고리즘과 앙상블기반기법이다. 제안한 
기법의 최종결과는 마지막 세대에서 선정된 거리기반 후보군을 
사용하였다. 각 기법은 동일하게 Table 4.1에 있는 7개의 불확실한 
저류층 물성에 대하여 히스토리매칭을 수행하였으며, Figure 4.2의 
초기모델을 사용하였다. 유전 알고리즘의 경우 제안한 기법과 
동일하게 20세대까지 히스토리매칭을 수행하였고, 앙상블칼만필터는 
동적자료로 2년간의 월별 가스생산량을 이용하여 24번 교정하였다. 
Figure 4.8과 Figure 4.9는 초기 모델과 각 기법으로 
히스토리매칭을 수행한 최종 결과를 비교한 일별가스생산량, 
누적생산량 그래프이다. 빨간색 동그라미가 실제 생산이력을 
의미하며, 회색 선은 각각의 모델들의 생산량, 파란색 선은 마지막 
예측일 누적생산량 기준으로 가장 오차가 작은 모델의 생산량이다. 
세로로 된 점선은 히스토리매칭 구간인 720일을 의미한다. Table 4.4는 
각 기법의 예측결과를 평균 오차를 통해서 비교한 표이다. 유전 
알고리즘과 앙상블칼만필터, 제안한 기법 모두 초기 모델이 비하여 
개선된 예측성능을 보여주었다. Figure 4.10은 각 기법의 마지막 예측일 
누적생산량과 실제 누적생산량의 비를 박스플롯으로 나타낸 그림이다. 
유전 알고리즘은 예측구간에서 오차는 작았지만, 실제 생산이력과는 
벗어난 결과를 보여주었다. 이는 단목적 유전 알고리즘의 특징 
때문인 것으로 분석할 수 있다. 단목적 유전 알고리즘은 오차가 가장 
작은 해를 최적해로 탐색해나가는 과정에서 단일해로 빠르게 
수렴하는 경향을 보인다. 이로 인해 해의 다양성을 보존하지 못하여 
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불확실성 평가를 수행하지 못할 뿐만 아니라, 국소해(local minimum)에 
빠질 위험이 있다. 앙상블칼만필터는 예측범위 안에 실제 생산이력을 
포함하기는 하지만, 제안한 기법보다는 큰 오차를 보였다. 제안한 
기법이 전체적으로 가장 좋은 예측성능을 보였지만, 저류층 
물성분포가 비교적 단순하며 목적함수가 1개인 셰일저류층에서는 
다른 히스토리매칭 기법들도 초기모델에 비하여 개선된 히스토리매칭 

























Figure 4.8 Comparison of history matching results for shale reservoir 
(production profile): (a) initial models, (b) Genetic Algorithm,  










Figure 4.9 Comparison of history matching results for shale reservoir 
(cumulative volume): (a) initial models, (b) Genetic Algorithm,  









Figure 4.10 Box plot of history matching results. 
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4.1.2 채널저류층 다목적 히스토리매칭 
저류층 물성분포가 정규분포를 따르지 않는 불균질 저류층에서의 
히스토리매칭 결과를 확인하기 위하여 채널저류층을 대상으로 
히스토리매칭을 수행하였다. 스탠포드 대학교의 SGeMS 소프트웨어를 
이용하여 채널저류층의 참조모델과 초기 모델들을 생성하였다.  
먼저 SGeMS의 TIgenerator 모듈을 사용하여 Figure 4.11(a)와 같이 
채널의 방향이 0도인 트레이닝 이미지(training image)를 생성하였다. 
이 트레이닝 이미지와 SGeMS의 SNESim 시뮬레이션을 이용하여 
Figure 4.11(b)와 같이 참조모델을 생성하였다. Table 4.5는 트레이닝 
이미지를 생성하기 위해 설정한 채널의 폭, 길이, 방향성 등에 관한 
인자를 나타내며, Table 4.6은 트레이닝 이미지로부터 참조모델과 
초기모델을 생성하기 위해 사용한 인자들을 나타낸다.  
Case 1은 참조모델과 같은 트레이닝 이미지를 사용하여 100개의 
초기모델을 생성하였다. Case 2는 참조모델과 다른 트레이닝 이미지로 
초기모델을 생성하였다. 즉, 채널의 방향이 45도인 TI에서 34개, 
방향이 90도인 TI에서 33개, 방향이 135도인 TI에서 33개, 총 100개의 
초기모델을 생성하였다(Figure 4.12). Figure 4.13은 참조모델의 
유체투과도 분포도와 유정의 위치를 나타낸다. Table 4.7과 같이 4개의 
생산정과 1개의 주입정이 있으며, 저류층 특성은 Table 4.8과 같다. 
4개의 생산정에서의 월별 오일, 물 생산량, 총 8개의 목적함수에 





Figure 4.11 Reference field: (a) training image, (b) field. 
 
Table 4.5 Parameters for training image 
Parameters Value 
Grid system (number of x, y, z) 250 x 250 x 1 
Geobody type Sinusoid 
Length 10,000 
Width 5 
Orientation  (0, 45, 90, 135) 
Amplitude 10 
Wave Length 70 
Sand ratio 0.25 
 
Table 4.6 Parameters for SNESim simulation 
Parameters Values 
Grid system (number of x, y, z) 51 x 51 x 1 
Target marginal distribution Sand=0.6, Shaly sand=0.4 
Search template (Nodes) 60 










Figure 4.12 Initial models for case 2:  
(a) training image (orientation: 45), (b) field (orientation: 45),  
(c) training image (orientation: 90), (d) field (orientation: 90),  





Figure 4.13 Permeability distribution of reference field. 
 
 
Table 4.7 Well information and boundary conditions 
Well name Location (X, Y) Control mode Facies 
PROD1 (41, 10) 300 psia Sand 
PROD2 (41, 41) 300 psia Sand 
PROD3 (10, 41) 300 psia Sand 
PROD4 (10, 10) 300 psia Sand 








Table 4.8 Reservoir properties of channelized reservoir. 
Reservoir parameters (unit) Values 
Grid system(number of x, y, z) 51 x 51 x 1 
Width, ft 1,500 
Length, ft 1,500 
Thickness, ft 40 
Porosity, fraction 0.3 
Initial pressure, psia 2,000 
Permeability of sand, md 665 
Permeability of shaly sand, md 20 
Formation volume factor of water, rb/STB 1 at 2,000 psig 
Formation volume factor of oil, rb/STB 1.01 at 2,000 psig 
Density of water, lb/	ft  48.6 
Density of oil, lb/	ft  62.3 
Viscosity of water, cp 1 
Viscosity of oil, cp 3 
Compressibility of water, psi  5.0E-07 at 2,000 psig 







(1) 심층신경망 은닉층 선정 
제안한 기법으로 히스토리매칭을 수행하기에 앞서 50	 50	
1 2,601개 격자의 유체투과도를 100개의 출력층 뉴런으로 압축하는 
심층 오토인코더를 구축하였다. 심층 오토인코더 학습에는 
MathWorK社의 MATLAB 소프트웨어에 내장된 Neural Network 
Toolbox를 사용하였다. 심층신경망의 안정성을 확보하기 위하여 두 
번의 부호화 과정을 거쳤으며, 첫 번째 부호화 은닉층의 뉴런수에 
대한 민감도 분석을 통하여 최적의 뉴런수를 선정하였다. 
Table 4.9는 첫번째 부호화 은닉층 뉴런수를 각각 200개, 300개, 
500개, 1,000개로 설정하였을 때의 학습오차와 연산시간을 비교한 
표이다. 뉴런의 수가 많을수록 학습오차는 줄어들지만, 연산시간이 
증가하는 것을 알 수 있다. Figure 4.14는 첫 번째 부호화 은닉층의 
뉴런수에 따른 총 학습시간과 총 학습오차를 나타낸 그래프이다. 
200개에서 300개로 뉴런수가 증가하면 학습오차는 크게 줄어들었지만, 
학습시간은 크게 달라지지 않았다. 반면에 300개에서 1,000개로 
뉴런수가 증가하면 학습오차는 크게 달라지지 않지만, 학습시간은 
4배정도 차이가 났다. 이 연구에서는 첫 번째 부호화 은닉층의 최적 
뉴런수를 300개로 선정하였고, Table 4.10은 채널저류층 
히스토리매칭을 위하여 구축한 심층신경망의 입출력 변수를 나타낸다. 
Table 4.11은 심층신경망 기법을 통해 부호화된 출력층을 이용하여 





Table 4.9 Training error and training time depending on the number of 
hidden neurons for channelized reservoir 
Number of hidden 
neurons 
for first encoding 
200 300 500 1,000 
Training error 
for first encoding 
2.0% 0.7% 0.5% 0.3% 
Training time 
for first encoding 
364.2 sec 541.6 sec 859.1 sec 1859.8 sec 
Training error 
for second encoding 
2.1% 0.8% 0.5% 0.3% 
Training time 
for second encoding 
118.6 sec 115.7 sec 153.0 sec 575.9 sec 
 
 
Figure 4.14 Training error and training time depending on the number of 






Table 4.10 Neuron description of autoencoder for channelized reservoir 
Description of the neuron Number of neurons and algorithm 
Input neuron 
(grid permeability) 
51	 51 2601 
Hidden neuron [300, 100] 
Train algorithm Trainscg† 




Table 4.11 Neuron description of neural network for channelized 
reservoir 
Description of the neuron Number of neurons and algorithm 
Input neuron 
(oil rate, water rate) 
24	 4 2 192 
Hidden neuron [Multi-layer] [500, 500] 
Output neuron 
(Encoded grid permeability) 
100 
Train algorithm Traingdx†† 




(2) Case 1: 참조모델과 같은 트레이닝 이미지를 사용한 경우 
Figure 4.15는 참조모델과 트레이닝 이미지가 같은 초기모델 
100개의 720일까지의 오일 생산이력을 나타낸다. Schulumberger社의 
ECLIPSE 100 소프트웨어를 통하여 저류층 시뮬레이션을 수행하였다. 
빨간색 동그라미는 참조모델의 생산이력, 회색 선은 초기모델의 
생산이력, 파란색 선은 720일의 총 오일생산량의 오차가 가장 작은 
모델의 생산량을 나타낸다. 참조모델의 생산이력을 보면, INJ1과 
사암층으로 연결된 PROD3에서만 720일 이전에 물돌파가 일어나서 
오일 생산량이 감소한 것을 관찰할 수 있다. 제안한 기법의 성능을 
평가하기 위하여 제안한 기법을 통해 히스토리매칭을 수행한 결과와 
기존 기법으로 히스토리매칭을 수행한 결과를 비교하였다. 비교에 
사용한 기존 기법은 NSGA-II와 앙상블 칼만필터로써 개발한 기법과 
동일한 초기모델을 사용하여 히스토리매칭을 수행하였다.  
Figure 4.16은 참조모델과 초기모델, 각 히스토리매칭 기법으로  
매칭된 대표모델의 유체투과도 분포도를 보여준다. 각 기법에서의 
대표모델은 1,800일에서의 총 오일생산량 기준으로 오차가 가장 작은 
모델을 선정하였다. 참조모델에서는 주입정과 PROD3, PROD2가 
사암채널로 연결되어 있고, PROD1과 PROD4는 주입정과 연결되어 
있지 않다. 초기모델의 대표모델은 주입정과 PROD1, PROD4가 
연결되어 있으며, PROD3, PROD2와는 단절되어 있는 모습을 보인다. 
NSGA-II의 대표모델은 전체적인 경향성은 유사하지만, 주입정과 
PROD3이 단절되어 있으며, 앙상블 칼만필터의 대표모델은 
초기모델에 비해서 크게 교정되지 못한 모습을 보인다. 반면에, 
제안한 기법의 대표모델은 INJ1과 PROD3의 연결성을 보여주면서도 
전체적인 채널 모양을 비교적 잘 보여주고 있다. 
 55
Figure 4.17은 각 기법으로 매칭된 최종 모델들과 참조모델의 평균 
유체투과도 오차를 나타낸다. 하얀색에 가까울수록 오차가 낮아서 
매칭이 잘된 부분이며, 까만색에 가까울수록 오차가 커서 매칭이 잘 
안된 부분이다. 초기모델은 각 유정이 위치한 부분을 제외하고는 
전체적으로 큰 오차를 보이고 있음을 알 수 있다. NSGA-II와 앙상블 
칼만필터도 초기모델에 비하여 크게 개선되지 못하는 모습을 보이고 
있다. 반면에, 제안한 기법은 다른 기법에 비하여 밝은 부분이 훨씬 
많이 보이며 대체적으로 매칭이 잘 이루어졌음을 확인할 수 있었다. 
Figure 4.18-4.19는 각 기법으로 매칭된 최종 모델들의 PROD3, 
PROD2의 오일과 물 생산량 그래프를 보여준다. 빨간색 동그라미는 
참조모델의 생산이력, 회색선은 최종 모델들의 생산량, 파란색 선은 
대표모델의 생산량을 의미한다. 세로로 된 검정색 점선은 매칭기간인 
720일을 보여준다. 
앙상블칼만필터의 최종 모델은 생산정에서의 물돌파(water 
breakthrough) 시점이 참조모델과 크게 다른 것을 볼 수 있다. 이는 
앙상블 칼만필터의 기본가정인 정규분포를 따르지 않는 물성분포의 
저류층에서는 제대로 교정이 이루어지지 못하는 앙상블 칼만필터의 
한계점을 보여준다. NSGA-II의 최종 모델은 매칭기간 내에 일어나는 
PROD3의 물돌파 시점은 예측하였지만, 예측기간에 일어나는 
PROD2의 물돌파 시점은 제대로 예측하지 못하였다. 반면에, 제안한 
기법의 최종모델은 매칭기간 내에 일어나는 PROD3의 물돌파 시점과 
예측기간에 일어나는 PROD2의 물돌파 시점 모두 참조모델과 










Figure 4.15 Oil production profiles of initial models until 720 days  










Figure 4.16 Permeability distribution of best fit model (case 1):  
(a) reference field, (b) initial models,  













Figure 4.17 Average error map of permeability (case 1):  
(a) initial models, (b) matched models by NSGA-II, (c) assimilated models by 












Figure 4.18 Production profiles of PROD3 (case 1):  
(a) (b) NSGA-II (oil, water production), (c) (d) Ensemble Kalman-filter (oil, 










Figure 4.19 Production profiles of PROD2 (case 1):  
(a) (b) NSGA-II (oil, water production), (c) (d) Ensemble Kalman-filter (oil, 
water production), (e) (f) proposed method (oil, water production). 
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Table 4.12는 각 기법을 통해 히스토리매칭을 수행한 결과들의 
매칭구간 생산정별 평균 오일 생산량 오차를 요약한 표이다. 제안한 
기법은 매칭구간에서의 각 생산정의 물돌파 시점을 잘 예측하였기 
때문에 모든 생산정에서 가장 작은 오차를 보여주었으며, 
앙상블칼만필터는 초기모델에 비하여 오차가 크게 개선되지 못한 
모습을 보여주었다. Table 4.13은 각 기법을 통해 히스토리매칭을 
수행한 결과들의 예측구간 생산정별 평균 오일 생산량 오차와 총 
오일 생산량, 총 물 생산량 오차를 요약한 표이다. 앙상블칼만필터는 
매칭구간과 마찬가지로 예측구간에서도 초기모델에 비하여 크게 
개선되지 못하는 모습을 보여주었으나, NSGA-II는 초기모델이 비하여 
오차가 어느 정도 감소하는 모습을 보여주었다. 하지만, PROD3의 
물돌파 시점을 제대로 예측하지 못하여 PROD3에서의 생산량 오차가 
매우 크게 나타났다. 제안한 기법은 모든 생산정의 물돌파 시점을 
비교적 정확하게 예측함으로써 매칭구간과 마찬가지로 
예측구간에서도 가장 낮은 오차를 보였다.  
Figure 4.20은 각 기법을 통해 히스토리매칭을 수행한 결과들의 총 
오일생산량과 총 물생산량을 나타낸 그래프이며, Figure 4.21은 
박스플롯으로 나타낸 그림이다. 초기모델과 앙상블 칼만필터는 총 
오일 생산량을 과소예측하고, 총 물 생산량을 과대예측하는 경향을 
보여주면서 예측에 실패한 모습을 보여주었다. NSGA-II와 제안한 
기법은 참조모델의 총 오일 생산량, 총 오일생산량을 잘 




Table 4.12 Errors of history matching results for case 1 
(during matching period, 720 days) 





PROD1 18.5% 5.2% 15.1% 1.1% 
PROD2 21.2% 5.0% 19.0% 4.8% 
PROD3 42.6% 29.7% 41.8% 8.0% 
PROD4 41.8% 15.9% 40.6% 11.3% 
 
Table 4.13 Errors of history matching results for case 1 
(during prediction period, 1,800 days) 





PROD1 28.3% 10.6% 25.4% 2.2% 
PROD2 37.9% 24.9% 35.4% 13.4% 
PROD3 218.8% 117.6% 209.5% 15.5% 
PROD4 44.9% 25.9% 43.9% 10.0% 
Total oil 
production 
10.2% 1.7% 8.5% 0.7% 
Total water 
production 









Figure 4.20 Total production (case 1):  
(a) (b) NSGA-II (total oil, water production),  
(c) (d) Ensemble Kalman-filter (total oil, water production),  








Figure 4.21 Box plot of history matching results at 1,800 days (case 1):  




(3) Case 2: 참조모델과 다른 트레이닝 이미지를 사용한 경우 
초기모델이 지질학적 불확실성이 큰 경우에도 신뢰성 있는 
히스토리매칭 결과를 산출함을 확인하기 위하여 초기모델 생성시 
참조모델과 다른 트레이닝 이미지를 사용하였다. Figure 4.22는 
참조모델과 트레이닝 이미지가 다른 초기모델 100개의 720일까지의 
오일 생산이력을 나타낸다. 빨간색 동그라미는 참조모델의 생산이력, 
회색 선은 초기모델의 생산이력, 파란색 선은 720일의 총 
오일생산량의 오차가 가장 작은 모델의 생산량을 나타낸다.  
Figure 4.23은 참조모델과 초기모델, 각 히스토리매칭 기법으로  
매칭된 대표모델의 유체투과도 분포도를 보여준다. 각 기법에서의 
대표모델은 1,800일에서의 총 오일생산량 기준으로 오차가 가장 작은 
모델을 선정하였다. 참조모델에서는 INJ1과 PROD3, PROD2가 
사암채널로 연결되어 있고, PROD1과 PROD4는 주입정과 연결되어 
있지 않다. 초기모델의 대표모델은 참조모델과 다른 트레이닝 
이미지에서 생성되었기 때문에, 참조모델과는 다른 수직방향의 
채널양상을 보인다. NSGA-II의 대표모델은 사암이 채널 모양으로 
연결되어 있지 않고, 따로 분포되는 경향이 보이며, 앙상블 
칼만필터의 대표모델은 초기모델에 비해서 크게 교정되지 못한 
모습을 보인다. 반면에, 제안한 기법의 대표모델은 INJ1과 PROD3의 
연결성을 보여주면서도 채널 모양을 비교적 잘 보여주고 있다. 
Figure 4.24은 각 기법으로 매칭된 최종 모델들과 참조모델의 평균 
유체투과도 오차를 나타낸다. 하얀색에 가까울수록 오차가 낮아서 
매칭이 잘된 부분이며, 까만색에 가까울수록 오차가 커서 매칭이 잘 
안된 부분이다. 초기모델은 각 유정이 위치한 부분을 제외하고는 
전체적으로 큰 오차를 보이고 있음을 알 수 있다. NSGA-II와 앙상블 
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칼만필터도 초기모델에 비하여 크게 개선되지 못하는 모습을 보이고 
있다. 반면에, 제안한 기법은 다른 기법에 비하여 밝은 부분이 훨씬 
많이 보이며 대체적으로 매칭이 잘 이루어졌음을 확인할 수 있었다. 
Figure 4.25-4.26은 각 기법으로 매칭된 최종 모델들의 PROD3, 
PROD2의 오일과 물 생산량 그래프를 보여준다. 빨간색 동그라미는 
참조모델의 생산이력, 회색선은 최종 모델들의 생산량, 파란색 선은 
대표 모델의 생산량을 의미한다. 세로로 된 검정색 점선은 
매칭기간인 720일을 보여준다. 
앙상블칼만필터의 최종 모델은 생산정에서의 물돌파(water 
breakthrough) 시점이 참조모델과 크게 다른 것을 볼 수 있다. 이는 
앙상블 칼만필터의 기본가정인 정규분포를 따르지 않는 물성분포의 
저류층에서는 제대로 교정이 이루어지지 못하는 앙상블 칼만필터의 
한계점을 보여준다. NSGA-II의 최종 모델도 참조모델에 비하여 
물돌파 시점을 제대로 예측하지 못하였다. 이는 목적함수가 많은 
경우에, 모든 목적함수를 만족시키는 모델을 찾기가 어려운 NSGA-
II의 한계점을 보여준다. 반면에, 제안한 기법의 최종모델은 매칭을 
수행한 기간인 720일까지 모든 생산정에서의 물돌파 시점을 잘 
예측하였다. 720일 이전에 물돌파가 나타난 PROD3에서는 모든 
모델이 720일 전에 물돌파가 나타났으며, 720일 이전에는 물돌파가 
나타나지 않았다가 720일 이후에 물돌파가 나타난 PROD2의 물돌파 









Figure 4.22 Oil production profiles of initial models until 720 days  










Figure 4.23 Permeability distribution of best fit model (case 2):  
(a) reference field, (b) initial models,  












Figure 4.24 Average error map of permeability (case 2):  
(a) initial models, (b) matched models by NSGA-II, (c) assimilated models by 












Figure 4.25 Production profiles of PROD3 (case 2):  
(a) (b) NSGA-II (oil, water production), (c) (d) Ensemble Kalman-filter (oil, 










Figure 4.26 Production profiles of PROD2 (case 2):  
(a) (b) NSGA-II (oil, water production), (c) (d) Ensemble Kalman-filter (oil, 
water production), (e) (f) proposed method (oil, water production). 
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Table 4.14는 각 기법을 통해 히스토리매칭을 수행한 결과들의 
매칭구간 생산정별 평균 오일 생산량 오차를 요약한 표이다. 제안한 
기법은 매쳉구간에서의 각 생산정의 물돌파 시점을 잘 예측하였기 
전체적으로 작은 오차를 보여주었으며, 앙상블칼만필터는 초기모델에 
비하여 오차가 크게 개선되지 못한 모습을 보여주었다. Table 4.15는 각 
기법을 통해 히스토리매칭을 수행한 결과들의 예측구간 생산정별 
평균 오일 생산량 오차와 총 오일 생산량, 총 물 생산량 오차를 
요약한 표이다. 앙상블칼만필터는 매칭구간과 마찬가지로 
예측구간에서도 초기모델에 비하여 크게 개선되지 못하는 모습을 
보여주었으나, NSGA-II는 초기모델이 비하여 오차가 어느 정도 
감소하는 모습을 보여주었다. 하지만, PROD3의 물돌파 시점을 제대로 
예측하지 못하여 PROD3에서의 생산량 오차가 매우 크게 나타났다. 
제안한 기법은 모든 생산정의 물돌파 시점을 비교적 정확하게 
예측함으로써 매칭구간과 마찬가지로 예측구간에서도 가장 낮은 
오차를 보였다. 한편, 예측구간의 생산량 오차가 매칭구간에 비하여 
크게 증가한 것을 알 수 있는데, 이는 초기모델의 트레이닝 이미지가 
참조모델과 전혀 다르기 때문에 발생한 문제로 분석된다.  
Figure 4.27은 각 기법을 통해 히스토리매칭을 수행한 결과들의 총 
오일생산량과 총 물생산량을 나타낸 그래프이며, Figure 4.28은 
박스플롯으로 나타낸 그림이다. 초기모델과 앙상블 칼만필터는 총 
오일 생산량을 과소예측하고, 총 물 생산량을 과대예측하는 경향을 
보여주면서 예측에 실패한 모습을 보여주었다. NSGA-II와 제안한 
기법은 참조모델의 총 오일 생산량, 총 오일생산량을 예측범위 안에 
포함하는 모습을 보여주었으며, 제안한 기법이 NSGA-II 보다 더 
참조모델과 유사한 생산량을 예측하였다. 이상의 결과를 통하여 이 
연구에서 제안한 기법은 저류층의 물성분포가 정규분포를 따르지 
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않는 채널저류층에서 제대로 된 교정이 이루어지지 못한 앙상블 
칼만필터와 달리 암상분포를 신뢰성 있게 추정하는 히스토리매칭 

















Table 4.14 Errors of history matching results for case 2  
(during matching period, 720 days) 





PROD1 28.2% 12.2% 21.6% 4.2% 
PROD2 27.2% 7.6% 20.9% 9.9% 
PROD3 43.1% 35.4% 41.3% 10.1% 
PROD4 50.3% 18.3% 50.3% 28.5% 
 
Table 4.15 Errors of history matching results for case 2  
(during prediction period, 1,800 days) 





PROD1 46.9% 33.6% 40.1% 26.9% 
PROD2 47.3% 32.0% 39.6% 23.7% 
PROD3 183.6% 202.4% 178.6% 14.9% 
PROD4 59.1% 36.8% 59.5% 42.2% 
Total oil 
production 
7.0% 1.4% 5.1% 0.8% 
Total water 
production 









Figure 4.27 Total production (case 2):  
(a) (b) NSGA-II (total oil, water production),  
(c) (d) Ensemble Kalman-filter (total oil, water production),  








Figure 4.28 Box plot of history matching results at 1,800 days (case 2):  
(a) Total oil production, (b) Total water production. 
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4.2 현장 적용성 평가  
현장 적용성 평가를 위하여 이 연구에서 히스토리매칭을 수행한 
PUNQ(Production forecasting with Uncertainty Quantification)-S3 필드는 
Elf Exploration Production社가 운영하였던 실제 필드를 기반으로 
만들어진 가상 필드이다. 유럽의 여러 회사와 대학들이 협업하여 
개발하였으며 다양한 저류층 특성화 및 생산 최적화 연구에서 표준 
테스트모델로서 널리 사용되고 있다(Egberts et al., 2002).  
PUNQ-S3 필드는 19	 28	 5 2,660개의 격자를 가지고 있다. 
수직방향으로 총 5개의 층으로 이루어졌으며, Table 4.16에서 볼 수 
있듯이 층마다 유체투과도와 공극률의 분포범위가 다르다. 1, 3, 5층이 
서로 비슷한 특성을 가지며 유체투과도와 공극률의 범위가 높아 
생산성이 좋다. 2층은 유체투과도와 공극률의 범위가 낮아 생산성이 
좋지 못하며, 4층은 2층과 1, 3, 5층의 중간 정도의 범위를 가진다. 
Figure 4.29는 PUNQ-S3의 각 층별 로그-유체투과도 분포도와 생산정의 
위치를 나타낸다. 1, 3, 5층은 유사한 채널모양의 높은 유체투과도 
분포를 보이며, 2층과 4층은 상대적으로 유체투과도가 낮다. 1층과 
2층에는 생산정의 천공이 이루어지지 않았으며, 3층에는 PROD3, 
PROD4, 4층에는 6개 전부, 5층에는 PROD3, PROD2, PROD4의 천공이 
이루어졌다. 
히스토리매칭에 사용한 초기모델 100개는 PUNQ-S3의 
참조필드와 동일하게 정규분포를 따르도록 지구통계학적 기법으로 
생성되었다. Figure 4.30-31는 참조필드의 생산이력과 초기모델 100개의 
생산량을 도시한 그래프이다. 빨간색 동그라미가 참조필드의 
생산이력을 의미하며, 회색 선은 초기모델들의 생산량을 의미한다. 
오일 생산량, 정저압력, 가스-오일비, 워터컷(watercut) 모두 
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초기모델들의 생산량 범위가 넓게 나타나며 참조필드의 생산이력과의 






Table 4.16 Permeability and porosity range for the layers in PUNQ-S3 
field. 
Layers 1, 3, 5 2 4 Unit 
Porosity 0.01-0.30 0.01-0.17 0.01-0.22 - 
Horizontal 
Permeability 
0.1-1000 0.1-200 0.1-500 mD 
Vertical 
Permeability 












Figure 4.29 Log-permeability distribution of PUNQ-S3:  





Figure 4.30 Comparison between production profiles of initial models 
and reference for PUNQ-S3 field:  







Figure 4.31 Comparison between production profiles of initial models 
and reference for PUNQ-S3 field:  





4.2.1 심층신경망 은닉층 선정 
제안한 기법으로 히스토리매칭을 수행하기에 앞서 19	 28	
5 2,660개 격자의 유체투과도를 100개의 출력층 뉴런으로 압축하는 
심층 오토인코더를 구축하였다. 심층신경망의 안정성을 확보하기 
위하여 두 번의 부호화 과정을 거쳤으며, 첫 번째 부호화 은닉층의 
뉴런수에 대한 민감도 분석을 통하여 최적의 뉴런수를 선정하였다. 
Table 4.17은 첫번째 부호화 은닉층 뉴런수를 각각 200개, 300개, 
500개, 1,000개로 설정하였을 때의 학습오차와 연산시간을 비교한 
표이다. 뉴런의 수가 많을수록 첫 번째 학습오차는 줄어들지만, 
연산시간과 두 번째 학습오차가 증가하는 경향을 보였다. Figure 4.32는 
첫 번째 부호화 은닉층의 뉴런수에 따른 총 학습시간과 총 
학습오차를 나타낸 그래프이다. 첫 번째 부호화 은닉층의 뉴런수가 
200개일 때, 가장 학습오차가 작고, 학습에 소요되는 시간도 짧다는 
것을 알 수 있다. 이 연구에서는 첫 번째 부호화 은닉층의 최적 
뉴런수를 200개로 선정하였고, Table 4.18은 PUNQ-S3 필드의 
히스토리매칭을 위하여 구축한 심층신경망의 입출력 변수를 나타낸다. 
Table 4.19는 심층신경망 기법을 통해 부호화된 출력층을 이용하여 








Table 4.17 Training error and training time depending on the number of 
hidden neurons for PUNQ-S3 field 
Number of output 
neurons 
 for first encoding 
200 300 500 1,000 
Training error  
for first encoding 1.3%  0.9%  0.8%  0.9%  
Training time 
for first encoding 358.6 sec  537.1 sec 972.8 sec 1823.6 sec  
Training error  
for second encoding 1.6%  2.4%  4.0%  3.5%  
Training time 




Figure 4.32 Training error and training time depending on the number of 





Table 4.18 Neuron description of autoencoder for PUNQ-S3 field 
Description of the neuron Number of neurons and algorithm 
Input neuron 
(Grid permeability) 
19	 28 5 2660 
Hidden neuron [200, 100] 
Train algorithm Trainscg† 




Table 4.19 Neuron description of neural network for PUNQ-S3 field 
Description of the neuron Number of neurons and algorithm 
Input neuron 
(oil rate, water rate) 
20	 6 3 360 
Hidden neuron [Multi-layer] [500, 500] 
Output neuron 
(Encoded grid permeability) 
100 
Train algorithm Traingdx†† 




4.2.2 히스토리매칭 결과 비교분석 
제안한 기법의 성능을 평가하기 위하여 제안한 기법을 통해 
히스토리매칭을 수행한 결과와 NSGA-II, 앙상블칼만필터의 결과를 
비교하였다. 제안한 기법과 동일한 초기모델을 사용하였으며, 
동적자료도 제안한 기법과 동일한 360개의 동적자료롤 사용하여 
교정을 수행하였다. Schulumberger社의 ECLIPSE 100 소프트웨어를 
통하여 저류층 시뮬레이션을 수행하였다. 
Figure 4.33은 참조모델과 각 히스토리매칭 기법으로 생성된 
모델들 중 총 오일 생산량 오차가 가장 작은 모델의 유체투과도 
분포도를 보여준다. 모든 생산정의 천공이 이루어진 층이 4층이기 
때문에 4층의 유체투과도 분포도를 비교하였다. 이 유체투과도 
모델을 각 기법을 통해 히스토리매칭한 대표모델로 볼 수 있다. Figure 
4.34는 각 기법으로 매칭된 최종 모델들과 참조모델의 평균 
유체투과도 오차를 나타낸다. 하얀색에 가까울수록 오차가 낮아서 
매칭이 잘된 부분이며, 까만색에 가까울수록 오차가 커서 매칭이 잘 
안된 부분이다. 제안한 기법이 다른 기법에 비하여 밝은 부분이 훨씬 
많이 보이며 상대적으로 유체투과도 예측이 잘 이루어졌음을 확인할 
수 있다.  
Figure 4.35-37는 초기모델과 각 기법을 통해 수행한 히스토리매칭 
결과를 비교한 그림이다. 예측구간에서 물돌파가 나타난 생산정인 
PROD2의 오일 생산량, 정저압력, 가스-오일비 그래프를 보여준다. 
빨간색 동그라미는 참조모델의 생산이력을 의미하며, 회색선은 각 
히스토리매칭 기법을 통해 만들어진 모델들의 생산량을 의미한다. 
파란색 선은 Figure 4.33에 나타난 각 기법의 대표모델의 생산량이다. 
세로로 된 검정색 점선은 마지막 히스토리매칭 구간인 2,936일을 
 86
나타낸다. 
NSGA-II의 최종 모델은 초기모델에 비하여 크게 개선되지 
못하는 예측결과를 보여주었다. 이는 PUNQ-S3 필드처럼 목적함수가 
18개로 많은 경우에 모든 목적함수를 만족시키는 모델로 수렴하기가 
어려운 NSGA-II의 한계점을 보여준다. 앙상블칼만필터는 초기모델과 
비교하여 참조필드의 생산이력과 유사한 생산량 결과를 산출하였다. 
오일생산량과 정저압력, 가스-오일비 모두에서 초기모델에 비하여 
작은 오차로 참조모델의 생산이력을 예측하였다. 이를 통해 
앙상블칼만필터가 PUNQ-S3 필드와 같이 저류층 물성이 정규분포를 
따르는 저류층에서는 신뢰성 있는 예측결과를 보여줌을 확인하였다. 
제안한 기법은 다른 두 기법들에 비하여 작은 오차로 참조 모델의 
생산이력을 예측하였으며, 특히 PROD2의 경우 참조모델과 오차가 
















Figure 4.33 Log permeability distribution of best fit model for layer 4:  
(a) reference field, (b) initial models, (c) NSGA-II,  











Figure 4.34 Average error map of log-permeability for layer 4:  
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  










Figure 4.35 Oil production rate of PROD2:  
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  













Figure 4.36 Bottom-hole pressure of PROD2:  
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  













Figure 4.37 Gas-oil ratio of PROD2:  
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  






Table 4.20-4.23은 각 기법을 통해 히스토리매칭한 결과들의 
예측구간 생산정별 오일 생산량, 정저압력, 가스-오일비 평균오차를 
요약한 표이다. NSGA-II는 목적함수가 너무 많아서 초기모델에 
비하여 오차가 개선되지 않았으며, 대부분의 생산정에서 제안한 
기법이 가장 작은 오차를 보임을 확인할 수 있다. Figure 4.38, 39는 각 
기법을 통해 히스토리매칭을 수행한 결과들의 총 오일, 가스 
생산량을 나타낸 그래프이며, Figure 4.40은 각 기법을 통해 
히스토리매칭을 수행한 결과들의 마지막 예측일 총 오일, 가스 
생산량을 박스플롯으로 나타낸 그림이다.  
총 오일 생산량의 경우 초기 모델이 전체적으로 과소 예측하면서 
오차가 컸는데, NSGA-II는 초기모델과 유사한 범위를 보여주며 
예측이 실패했음을 알 수 있다. 앙상블칼만필터와 제안한 기법은 
초기모델에 비하여 참조모델의 총 오일생산량에 가까운 결과를 
산출하였다. 총 가스 생산량의 경우 NSGA-II는 초기모델의 범위와 
크게 다르지 않는 범위를 보여준 반면에, 앙상블칼만필터와 제안한 
기법은 2분위수가 참조모델의 총 가스생산량과 거의 일치하게 
생산량을 예측하였다. 이상의 결과를 통하여 이 연구에서 제안한 
기법은 목적함수가 18개인 불균질 필드에서 제대로 된 교정이 




Table 4.20 Errors of history matching results (oil production rate) 





PROD1 2.6% 1.9% 0.8% 0.0% 
PROD2 6.8% 6.8% 3.4% 0.5% 
PROD3 0.0% 0.0% 0.0% 0.0% 
PROD4 5.3% 4.6% 3.4% 1.5% 
PROD5 2.5% 2.7% 0.4% 0.5% 
PROD6 3.9% 3.5% 3.3% 4.5% 
 
Table 4.21 Errors of history matching results (bottom-hole pressure) 





PROD1 5.3% 4.2% 2.9% 0.4% 
PROD2 4.8% 4.7% 2.7% 1.8% 
PROD3 2.0% 1.4% 0.8% 1.4% 
PROD4 3.3% 3.1% 2.3% 0.8% 
PROD5 5.8% 5.7% 3.3% 5.0% 
PROD6 2.2% 2.1% 1.6% 2.4% 
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Table 4.22 Errors of history matching results (gas-oil ratio) 





PROD1 7.7% 8.4% 6.2% 1.1% 
PROD2 4.4% 4.2% 3.2% 0.6% 
PROD3 0.6% 0.6% 0.3% 0.3% 
PROD4 4.2% 4.1% 2.6% 2.7% 
PROD5 0.7% 0.7% 0.5% 0.1% 
PROD6 5.9% 5.4% 5.5% 6.7% 
 
 
Table 4.23 Errors of history matching results  
(total oil and gas production) 







4.7% 4.6% 1.3% 1.3% 
Total gas 
production 








Figure 4.38 Total oil production of history matching results: 
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  













Figure 4.39 Total gas production of history matching results: 
(a) initial models, (b) NSGA-II, (c) Ensemble Kalman-filter,  














Figure 4.40 Box plot of history matching results at 6,025 days:  






이 연구에서는 심층신경망과 거리기반 후보군 선정기법을 
결합하여 저류층의 생산 히스토리매칭을 수행하고 신뢰도 높게 
생산추이를 예측하는 기법을 개발하였다. 저류층의 생산추이를 
입력층, 저류층의 물성을 출력층으로 한 역산모델 신경망을 구성하고, 
거리기반 후보군 선정을 통해 실제 생산자료와 유사한 추이를 보이는 
후보 저류층을 새로운 학습집단으로 활용함으로써 신경망 기법의 
학습성능을 개선하였다. 심층신경망을 이용하여 신경망의 출력층을 
부호화함으로써 학습효율을 높였다.  
이 연구에서 제안한 기법을 셰일저류층, 채널저류층, 불균질 
필드에 적용하여 다음과 같은 결론을 도출하였다. 
 
(1) 심층신경망 기반의 다목적 히스토리매칭 기법을 개발하였다. 
기존 연구들에서 신경망 기법을 프록시모델로 활용한 것과 
달리 저류층의 생산량을 입력층, 저류층 물성을 출력층으로 
한 역산모델 신경망을 구축함으로써 목적함수 의존적 문제를 
극복하였다.  
 
(2) 목적함수가 가스 생산량 하나이며, 지질학적 복잡성이 거의 
없는 균질한 셰일저류층에서 2년간 가스 생산이력에 대한 
히스토리매칭을 통하여 제안한 기법의 방법론을 검증하였다. 
거리기반 군집화를 바탕으로 한 거리기반 후보군 선정 
기법을 통하여 새로운 학습집단을 선정함으로써 세대가 
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지날수록 신경망 기법의 학습성능이 개선됨을 확인하였다. 
 
(3) 불균질 저류층들의 히스토리매칭을 수행하기에 앞서, 
심층신경망을 이용하여 신경망의 출력층을 부호화함으로써 
학습효율을 높였다. 각각의 저류층에서 민감도 분석을 
수행하여 학습시간과 학습오차를 고려한 최적의 심층신경망 
뉴런수를 선정하였다. 채널저류층에서는 출력층 뉴런수가 
300개일 때, 학습시간대비 학습오차가 작았다. 3차원 필드인 
PUNQ-S3 필드에서는 출력층 뉴런수가 200개일 때, 
학습시간과 학습오차가 가장 작았다. 이와 같이 저류층 
조건에 따라서 다른 출력층 뉴런수를 선정함으로써 최적의 
신경망학습 결과를 산출하였다. 
 
(4) 저류층의 암상분포가 생산량에 큰 영향을 주며, 정규분포를 
따르지 않는 채널저류층에서 암상분포를 추정하였다. 4개의 
생산정의 2년간 오일 생산량, 물 생산량 등 총 8개의 
목적함수에 대한 다목적 히스토리매칭을 수행하였다. 역산한 
최적화 저류층을 이용하여 향후 3년간의 생산이력을 
예측하였고, 제안한 기법을 NSGA-II, 앙상블칼만필터와 
비교하였다. 앙상블칼만필터는 기본가정인 정규분포를 
만족시키지 않는 채널저류층에서 히스토리매칭에 실패한 
반면에, 제안한 기법은 암상분포를 신뢰성 있게 추정함으로써 
채널저류층의 생산량을 작은 오차로 예측하였다.  
 
(5) 제안한 기법의 필드 적용성을 평가하기 위하여 6개의 
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생산정이 존재하는 PUNQ-S3 필드에서 오일 생산량, 정저압력, 
가스-오일비 등 총 18개의 목적함수에 대한 다목적 
히스토리매칭을 수행하였으며, 제안한 기법과 NSGA-II, 
앙상블칼만필터를 비교하였다. 목적함수가 많아지면 
최적해가 수렴하지 못하는 문제가 발생하는 NSGA-II는 
히스토리매칭에 실패하였다. 반면에, 제안한 기법은 역산모델 
신경망을 통하여 목적함수 의존적 문제를 극복하여 
유체투과도 분포도 참조모델과 유사하게 모사하면서 
생산량도 크게 줄였다.  
 
이상의 연구결과를 통하여 제안한 거리기반 후보군 선정과 
심층신경망을 결합한 다목적 히스토리매칭 기법이 목적함수 의존적 
문제를 극복하고, 저류층의 물성분포와 상관없이 신뢰성 있는 
최적해를 도출함을 확인하였다. 제안한 기법은 다수의 생산정이 
존재하는 현장 저류층에서 정확한 생산량 예측이 가능하여 향후 
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A. 인공신경망과 심층 오토인코더의 성능비교 
 
인공신경망과 심층 오토인코더의 학습성능을 비교하기 위하여, 
채널저류층과 3차원 필드를 대상으로 인공신경망과 심층 
오토인코더를 한번만 수행한 결과를 비교하였다. 매칭구간에서의 각 
생산정의 생산량 오차와 학습에 소요된 시간을 비교하였다.  
Table A.1-A.2는 채널저류층에서 매칭구간 동안의 생산량 오차와 
학습에 소요된 시간을 비교한 표이다. 두 가지 신경망기법 모두 
초기모델에 비하여 개선된 오차를 보여줬으며, 유사한 예측성능을 
보여주었다. 하지만, 학습시간에서는 심층 오토인코더가 기존 
인공신경망기법에 비하여 약 8배 정도 빠른 결과를 보여주었다. 
Table A.3-A.6은 PUNQ-S3 필드에서 매칭구간 동안의 생산량 
오차를 비교한 표이다. 두 가지 신경망기법 모두 초기모델에 비하여 
개선된 오차를 보여줬으며, 총 오일생산량, 총 가스생산량, 18개의 
목적함수 오차의 평균 모두 심층 오토인코더가 더 작은 오차를 
보여주었다. 학습시간에서도 심층 오토인코더가 기존 










Table A.1 Comparison of history matching results between neural 
network and proposed method for channelized reservoir (oil production rate) 
method Initial models Neural network Proposed method 
PROD1 28.2% 7.6% 13.9% 
PROD2 27.2% 12.4% 11.3% 
PROD3 43.1% 37.6% 39.1% 








Table A.2 Comparison of history matching results between neural 
network and proposed method for channelized reservoir (total) 
method Initial models Neural network Proposed method 
Training time - 2424.0 sec 319.52 sec 










Table A.3 Comparison of history matching results between neural 
network and proposed method for PUNQ-S3 field (oil production rate) 
method Initial models Neural network Proposed method 
PROD1 1.4% 0.5% 0.1% 
PROD2 1.8% 0.5% 0.1% 
PROD3 0.0% 0.0% 0.0% 
PROD4 0.1% 0.0% 0.0% 
PROD5 0.7% 0.0% 0.1% 
PROD6 0.0% 0.0% 0.0% 
 
Table A.4 Comparison of history matching results between neural 
network and proposed method for PUNQ-S3 field (bottom-hole pressure) 
method Initial models Neural network Proposed method 
PROD1 3.8% 3.2% 1.4% 
PROD2 5.3% 3.4% 2.1% 
PROD3 1.4% 0.5% 1.5% 
PROD4 3.7% 2.0% 1.4% 
PROD5 3.8% 1.4% 4.9% 




Table A.5 Comparison of history matching results between neural 
network and proposed method for PUNQ-S3 field (gas-oil ratio) 
method Initial models Neural network Proposed method 
PROD1 5.2% 3.2% 4.1% 
PROD2 6.9% 5.6% 3.5% 
PROD3 0.2% 0.1% 0.1% 
PROD4 0.4% 0.3% 0.2% 
PROD5 0.4% 0.1% 0.3% 
PROD6 0.2% 0.2% 0.1% 
 
 
Table A.6 Comparison of history matching results between neural 
network and proposed method for PUNQ-S3 field (total) 
method Initial models Neural network Proposed method 
Total oil production 2.0% 0.6% 0.1% 
Total gas production 1.3% 2.7% 1.1% 
Training time - 2196.9 sec 625.6 sec 





B. 유전 알고리즘 
 
유전 알고리즘(Genetic Algorithm)은 Holland(1975)가 제안한 
최적화 기법 중 하나로 자연세계의 진화과정을 이용한 계산 모델이다. 
생물의 진화를 모방하는 대표적인 진화기반 기법으로, 선택(selection), 
변이(mutation), 교차(crossover), 인구(population), 세대(generation) 등 
실제 진화과정에서 많은 부분을 차용하였다. 유전 알고리즘은 최적화 
문제에서 초기 세대의 해들에 대해서 선택, 교차, 변이의 과정을 거쳐 
점점 더 좋은 해를 찾아간다. Figure B.1은 유전 알고리즘의 순서도를 
나타낸다. 유전 알고리즘은 다음과 같은 순서를 통하여 최적해를 
찾아간다. 
 
(1) 주어진 최적화 문제에 적합한 범위 내에서 모두 포함할 수 
있는 초기 세대를 임의로 구성한다. 
 
(2) 다음 세대로 전해지는 해의 후보가 되는 해들을 선택한다. 
일반적인 유전 알고리즘에서는 목적함수 값을 최소화하는 
해들을 선택한다. 
 
(3) 선택된 해들의 유전자(구성인자)를 조합하여 새로운 해들을 
만들어 낸다. 일반적으로 임의의 두 해를 선택하여 교차 
연산을 수행하게 되며, 부모 해에서 겹치지 않는 유전인자를 
받아 새로운 유전자를 구성한다. 
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(4) 변이를 통하여 추가로 새로운 해들을 만들어 낸다. 변이 
연산은 임의의 해의 유전 인자의 순서 혹은 값이 임의로 
변경되어 다른 해로 변형되는 연산이다. 변이를 통하여 지역 
최적해에 빠지는 경우를 방지할 수 있으며, 해의 다양성을 
높여준다.  
 
(5) 설정한 정지조건(세대수, 목적함수 값 등)을 만족할 때까지 
(2)~(4) 과정을 반복한다. 
 
 






Kalman(1960)은 관측오차를 이용하여 모델의 인자들을 교정하는 
칼만필터(Kalman filter)를 개발하였다. 칼만필터는 선형문제에만 
적용이 가능하며 하나의 모델에 대해서만 교정과 예측을 수행하기 
때문에, 불확실성 평가가 불가능하다는 단점이 있다.  Evensen(1994)은 
칼만필터를 개선하여 비선형문제에 적용할 수 있고, 등가의 확률을 
가지는 다수의 모델인 앙상블(Ensemble)을 사용하여 불확실성 평가가 
가능한 앙상블칼만필터를 제안하였다.  
앙상블칼만필터는 앙상블들의 평균을 참으로 가정하고, 실제 
관측값과의 추정오차공분산(estimated error covariance)을 최소화하는 
방향으로 인자들을 교정한다. 앙상블칼만필터는 저류층의 정적인자, 
동적인자, 시뮬레이션 결과로 구성된 상태벡터(state vector)를 통해 
인자들을 교정함으로써 히스토리매칭을 수행한다. 정적인자는 격자별 
유체투과도, 격자별 공극률 등과 같이 시간에 따라서 변하지 않는 
물성을 의미하며, 동적인자는 격자별 압력, 물포화도와 같이 시간에 
따라서 변하는 물성값을 의미한다. 시뮬레이션결과는 정적인자와 
동적인자를 통해 수행한 시뮬레이션 결과로써 오일 생산량, 가스 
생산량, 정저압력 등을 의미한다. Figure C.1은 앙상블칼만필터의 











Figure C.1 Flow chart of Ensemble Kalman-filter. 
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총 앙상블의 개수를 , 총 교정회수를 라고 하면, 번째 
앙상블에 대한 번째 상태벡터는 식 (C.2)와 같이 정의된다.  
 
, , 1, … , , 1, … ,                        (C.2) 
 
여기에서 가 정적인자, 가 동적인자, 가 시뮬레이션 
결과이다. 앙상블 칼만필터는 예측과 교정을 반복하면서 
히스토리매칭을 수행한다.  
예측단계에서는 를 계산하여 상태벡터를 구성한다. 첫 번째 
예측단계에서는 정적자료를 이용하여 생성된 초기 저류층 모델인 
,  ( 1,… ,  을 이용한다. 모든 앙상블들은 첫 관측자료가 
얻어지는 시점까지만 저류층 시뮬레이션을 수행한다. 식 (C.3)와 같은 
전위모델을 사용하여 예측을 하게 된다. 
 
,                                    (C.3) 
 
여기에서  는 다공질매질에서의 유체유동방정식을 의미하며 
1시점에서  시점까지의 저류층 시뮬레이션을 수행한다.  
교정단계에서는 식 (C.4)와 같이 상태벡터를 교정한다. 
칼만게인(Kalman gain)  와 관측값 와 예측값 의 차이를 곱한 
값을 이전 시점의 상태벡터에 더하여 새로운 상태벡터를 계산한다. 
새롭게 계산된다. 
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                                (C.4) 
 
여기에서 는 교정 후의 상태벡터, 는 교정 전의 상태벡터를 
의미하며 는 측정행렬(measurement matix operator)로써 상태벡터에서 
예측값을 추출하는 행렬이다. 칼만게인 는 추정오차공분산을 최소로 
하도록 식 (C.5)와 같이 계산된다.  
 
                               (C.5) 
 
여기에서  는 전치행렬을 의미하며, 와 는 각각 교정전의 
추정오차공분산과 관측오차공분산(measurement noise covariance)을 
의미한다. 추정오차공분산은 공분산의 정의에 따라서 식 (C.6)과 같이 
계산되며, 여기에서 추정오차 는 식 (C.7)로 정의된다.  
 
, ∑ , ,                            (C.6) 
≡                                              (C.7) 
 
여기에서 는 참값을 의미한다. 앙상블칼만필터에서는 앙상블의 
평균을 참값으로 가정하기 때문에, 초기 앙상블디자인이 






Multi-objective History Matching Integrated with  
Deep Neural Network and Distance-based Candidate Selection 
 
Jaejun Kim 
Department of Energy System Engineering 
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This study presents a multi-objective history matching method by 
integrating deep neural network and training reservoir models with a distance-
based clustering. The conventional history matching methods tend to show 
divergence to a global optimality for non-Gaussian statistical assumptions and 
for the case of the many objective functions. To overcome these limitations, the 
proposed method includes the neural network as an inverse modelling tool and 
improves training performances through k-medoids clustering. Also, a deep 
autoencoder is included in the proposed neural network for the efficient data 
processing. 
The proposed scheme is validated by showing the reliable predictability of 
gas production rate in a shale gas reservoir with bi-wing hydraulic fractures. 
The method is able to apply to the non-Gaussian permeability distribution of 
the channelized reservoir with a reasonable accuracy, whilst the ensemble 
Kalman-filter cannot be used. To examine applicability in the field, the 
proposed method has been compared with other methods for the heterogeneous 
reservoir with 18 objective functions. Though the optimal solution from multi-
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objective evolutionary algorithm is not converged, the proposed method can 
estimate a reliable future productions by overcoming the objective dependent 
problem.  
The proposed method can be a useful tool for decision-making in the field-
scale reservoir development, since the approach developed in this study 
characterizes various reservoirs by estimating reservoir properties with 
reasonable accuracy. 
 
Keywords: distance-based clustering, deep neural network, autoencoder, 
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