This chapter presents a survey of the most recent vision-based human body modeling techniques. It includes sections covering the topics of 3D human body coding standards, motion tracking, recognition and applications.
Introduction
Human body modeling is experiencing a continuous and accelerated growth. This is partly due to the increasing demand from computer graphics and computer vision communities. Computer graphics pursue a realistic modeling of both the human body geometry and its associated motion. This will benefit applications such as games, virtual reality or animations, which demand highly realistic Human Body Models (HBMs) . At the present, the cost of generating realistic human models is very high, therefore, their application is currently limited to the movie industry where HBM's movements are predefined and well studied (usually manually produced). The automatic generation of a realistic and fully configurable HBM is still nowadays an open problem. The major constraint involved is the computational complexity required to produce realistic models with natural behaviors. Computer graphics applications are usually based on motion capture devices (e.g., magnetic or optical trackers) as a first step, in order to accurately obtain the human body movements. Then, a second stage involves the manual generation of HBMs by using editing tools (several commercial products are available on the market).
Recently, computer vision technology has been used for the automatic generation of HBMs from a sequence of images by incorporating and exploiting prior knowledge of the human appearance. Computer vision also addresses human body modeling, but in contrast to computer graphics it seeks more for an efficient than an accurate model for applications, such as intelligent video surveillance, motion analysis, telepresence or human-machine interface. Computer vision applications rely on vision sensors for reconstructing HBMs. Obviously, the rich information provided by a vision sensor, containing all the necessary data for generating a HBM, needs to be processed. Approaches such as trackingsegmentation-model fitting or motion prediction-segmentation-model fitting or other combinations have been proposed showing different performances according to the nature of the scene to be processed (e.g.. indoor environments, studio-like environments, outdoor environments, single-person scenes, etc). The challenge is to produce a HBM able to faithfully follow the movements of a real person.
Vision-based human body modeling combines several processing techniques from different research areas which have been developed for a variety of conditions (e.g., tracking, segmentation, model fitting, motion prediction, the study of kinematics, the dynamics of articulated structures, etc). In the current work, topics such as motion tracking and recognition and human body coding standards will be particularly treated due to their direct relation with human body modeling. Despite the fact that this survey will be focused on recent techniques involving HBMs within the computer vision community, some references to works from computer graphics will be given.
Due to widespread interest, there has been an abundance of work on human body modeling during the last years. This survey will cover most of the different techniques proposed in the bibliography, together with their advantages or disadvantages. The outline of this work is as follows. First, geometrical primitives and mathematical formalism, used for 3D model representation, are addressed. Next, standards used for coding HBMs, as well as a survey about human motion tracking and recognition are given. In addition, a summary of some application works is presented. Finally, a section with a conclusion is introduced.
3D Human Body Modeling
Modeling a human body first implies the adaptation of an articulated 3D structure, in order to represent the human body biomechanical features. Secondly, the definition implies a mathematical model used to govern the movements of that articulated structure.
Several 3D articulated representations and mathematical formalisms have been proposed in the literature to model both the structure and movements of a human body. An HBM can be represented as a chain of rigid bodies, called links, interconnected to one another by joints. Links are generally represented by means of sticks (Barron & Kakadiaris, 2000) , polyhedrons (Yamamoto et al., 1998) , generalized cylinders (Cohen, Medioni & Gu, 2001) or superquadrics (Gavrila & Davis, 1996) . A joint interconnects two links by means of rotational motions about the axes. The number of independent rotation parameters will define the degrees of freedom (DOF) associated with a given joint. Figure 1 (left) presents an illustration of an articulated model defined by 12 links (sticks) and ten joints.
In computer vision, where models with only a medium of precision are required, articulated structures with less than 30 DOF are generally adequate. For example, Delamarre and Faugeras (2001) use a model of 22 DOF in a multi-view tracking system. Gavrila and Davis (1996) also propose the use of a 22-DOF model without modeling the palm of the hand or the foot and using a rigid headtorso approximation. The model is defined by three DOFs for the positioning of the root of the articulated structure, three DOFs for the torso and four DOFs for each arm and each leg. The illustrations presented in Figure 1 (top-left) correspond to articulated models defined by 22 DOF.
On the contrary, in computer graphics, highly accurate representations consisting of more than 50 DOF are generally selected. Aubel, Boulic and Thalmann (2000) propose an articulated structure composed of 68 DOF. They correspond to the real human joints, plus a few global mobility nodes that are used to orient and position the virtual human in the world.
The simplest 3D articulated structure is a stick representation with no associated volume or surface (Figure 1 (left) ). Planar 2D representations, such as the cardboard model, have also been widely used (Figure 1 (right) ). However, volumetric representations are preferred in order to generate more realistic models (Figure 2 ). Different volumetric approaches have been proposed, depending upon whether the application is in the computer vision or the computer graphics field. On one hand, in computer vision, where the model is not the purpose, but the means to recover the 3D world, there is a trade-off between accuracy of representation and complexity. The utilized models should be quite realistic, but they should have a low number of parameters in order to be processed in real-time. Volumetric representations such as parallelepipeds, Delamarre and Faugeras (2001) propose to model a person by means of truncated cones (arms and legs), spheres (neck, joints and head) and right parallelepipeds (hands, feet and body). Most of these shapes can be modeled using a compact and accurate representation called superquadrics. Superquadrics are a family of parametric shapes that can model a large set of blob-like objects, such as spheres, cylinders, parallelepipes and shapes in between. Moreover, they can be deformed with tapering, bending and cavities (Solina & Bajcsy, 1990 ).
On the other hand, in computer graphics, accurate surface models consisting of thousands of polygons are generally used. Plänkers and Fua (2001) and Aubel, Boulic and Thalmann (2000) present a framework that retains an articulated structure represented by sticks, but replace the simple geometric primitives by soft objects. The result of this soft surface representation is a realistic model where body parts such as chest, abdomen or biceps muscles are well modeled.
By incorporating the geometric representation a mathematical model of human motion, the HBM comes alive, so that an application such as human body tracking may be improved. There are a wide variety of ways to model mathematically articulated systems from a kinematics and dynamics point of view. Much of these materials come directly from the field of robotics (Paul, Figure 2. (left) Volumetric model defined by [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] Volumetric model built with a set of superquadrics -22 DOF. 1981; Craig 1989 ). A mathematical model will include the parameters that describe the links, as well as information about the constraints associated with each joint. A model that only includes this information is called a kinematic model and describes the possible static states of a system. The state vector of a kinematic model consists of the model state and the model parameters. A system in motion is modeled when the dynamics of the system are modeled, as well. A dynamic model describes the state evolution of the system over time. In a dynamic model, the state vector includes linear and angular velocities, as well as position (Wren & Pentland, 1998) .
After selecting an appropriate model for a particular application, it is necessary to develop a concise mathematical formulation for a general solution to the kinematics and dynamics problem, which are non-linear problems. Different formalism has been proposed in order to assign local reference frames to the links. The simplest approach is to introduce joint hierarchies formed by independent articulation of one DOF, described in terms of Euler angles. Hence, the body posture is synthesized by concatenating the transformation matrices associated with the joints, starting from the root. Despite the fact that this formalism suffers from singularities, Delamarre and Faugeras (2001) propose the use of compositions of translations and rotations defined by Euler angles. They solve the singularity problems by reducing the number of DOFs of the articulation.
3D Human Body Coding Standards
As it was mentioned in the previous section, an HBM consists of a number of segments that are connected to each other by joints. This physical structure can be described in many different ways. However, in order to animate or interchange HBMs, a standard representation is required. This standardization allows compatibility between different HBM processing tools (e.g., HBMs created using one editing tool could be animated using another completely different tool). In the following, the Web3D H-anim standards, the MPEG-4 face and body animation, as well as MPEG-4 AFX extensions for humanoid animation, are briefly introduced.
The Web3D H-Anim Standards
The Web3D H-anim working group (H-anim) was formed so that developers could agree on a standard naming convention for human body parts and joints. The human form has been studied for centuries and most of the parts already have medical (or Latin) names. This group has produced the Humanoid Animation Specification (H-anim) standards, describing a standard way of representing humanoids in VRML. These standards allow humanoids created using authoring tools from one vendor to be animated using tools from another. H-anim humanoids can be animated using keyframing, inverse kinematics, performance animation systems and other techniques. The three main design goals of H-anim standards are:
• Compatibility: Humanoids should be able to display/animate in any VRML compliant browser.
• Flexibility: No assumptions are made about the types of applications that will use humanoids.
• Simplicity: The specification should contain only what is absolutely necessary.
Up to now, three H-anim standards have been produced, following developments in VRML standards, namely the H-anim 1.0, H-anim 2.0 and H-anim 2001 standards.
The H-anim 1.0 standard specified a standard way of representing humanoids in VRML 2.0 format. The VRML Humanoid file contains a set of Joint nodes, each defining the rotation center of a joint, which are arranged to form a hierarchy. The most common implementation for a joint is a VRML Transform node, which is used to define the relationship of each body segment to its immediate parent, although more complex implementations can also be supported. Each Joint node can contain other Joint nodes and may also contain a Segment node, which contains information about the 3D geometry, color and texture of the body part associated with that joint. Joint nodes may also contain hints for inversekinematics systems that wish to control the H-anim figure, such as the upper and lower joint limits, the orientation of the joint limits, and a stiffness/resistance value. The file also contains a single Humanoid node, which stores humanreadable data about the humanoid, such as author and copyright information. This node also stores references to all the Joint and Segment nodes. Additional nodes can be included in the file, such as Viewpoints, which may be used to display the figure from several different perspectives.
The H-anim 1.1 standard has extended the previous version in order to specify humanoids in the VRML97 standard (successor of VRML 2.0). New features include Site nodes, which define specific locations relative to the segment, and Displacer nodes that specify which vertices within the segment correspond to a particular feature or configuration of vertices. Furthermore, a displacer node may contain "hints" as to the direction in which each vertex should move, namely a maximum 3-D displacement for each vertex. An application may uniformly scale these displacements before applying them to the corresponding vertices. For example, this field is used to implement Facial Definition and Animation Parameters of the MPEG-4 standard (FDP/FAP).
Finally, the H-anim 2001 standard does not introduce any major changes, e.g., new nodes, but provides better support of deformation engines and animation tools. Additional fields are provided in the Humanoid and the Joint nodes to support continuous mesh avatars and a more general context-free grammar is used to describe the standard (instead of pure VRML97, which is used in the two older H-anim standards). More specifically, a skeletal hierarchy can be defined for each H-anim humanoid figure within a Skeleton field of the Humanoid node. Then, an H-anim humanoid figure can be defined as a continuous piece of geometry, within a Skin field of the Humanoid node, instead of a set of discrete segments (corresponding to each body part), as in the previous versions. This Skin field contains an indexed face set (coordinates, topology and normals of skin nodes). Each Joint node also contains a SkinCoordWeight field, i.e., a list of floating point values, which describes the amount of "weighting" that should be used to affect a particular vertex from a SkinCoord field of the Humanoid node. Each item in this list has a corresponding index value in the SkinCoordIndex field of the Joint node, which indicates exactly which coordinate is to be influenced.
Face and Body Animation in the MPEG-4 Standard
The MPEG-4 SNHC (Synthetic and Natural Hybrid Coding) group has standardized two types of streams in order to animate avatars:
• The Face/Body Definition Parameters (FDP/BDP) are avatar-specific and based on the H-anim specifications. More precisely the MPEG-4 BDP Node contains the H-anim Humanoid Node.
• The Face/Body Animation Parameters (FAP/BAP) are used to animate face/body models. More specifically, 168 Body Animation Parameters (BAPs) are defined by MPEG-4 SNHC to describe almost any possible body posture. A single set of FAPs/BAPs can be used to describe the face/ body posture of different avatars. MPEG-4 has also standardized the compressed form of the resulting animation stream using two techniques: DCT-based or prediction-based. Typical bit-rates for these compressed bit-streams are two kbps for the case of facial animation or ten to 30 kbps for the case of body animation.
In addition, complex 3D deformations that can result from the movement of specific body parts (e.g., muscle contraction, clothing folds, etc.) can be modeled by using Face/Body Animation Tables (FAT/BATs). A Body Animation Table specifies a set of vertices that undergo non-rigid motion and a function to describe this motion with respect to the values of specific BAPs. However, a significant problem with using FAT/BAT Tables is that they are body modeldependent and require a complex modeling stage. On the other hand, BATs can prevent undesired body animation effects, such as broken meshes between two linked segments. In order to solve such problems, MPEG-4 addresses new animation functionalities in the framework of AFX group (a preliminary specification has been released in January 2002) by including also a generic seamless virtual model definition and bone-based animation. Particularly, the AFX specification describes state of the art components for rendering geometry, textures, volumes and animation. A hierarchy of geometry, modeling, physics and biomechanical models are described along with advanced tools for animating these models.
AFX Extensions for Humanoid Animation
The new Humanoid Animation Framework, defined by MPEG-4 SNHC (Preda, 2002; Preda & Prêteux, 2001 ) is defined as a biomechanical model in AFX and is based on a rigid skeleton. The skeleton consists of bones, which are rigid objects that can be transformed (rotated around specific joints), but not deformed. Attached to the skeleton, a skin model is defined, which smoothly follows any skeleton movement.
More specifically, defining a skinned model involves specifying its static and dynamic (animation) properties. From a geometric point of view, a skinned model consists of a single list of vertices, connected as an indexed face set. All the shapes, which form the skin, share the same list of vertices, thus avoiding seams at the skin level during animation. However, each skin facet can contain its own set of color, texture and material attributes.
The dynamic properties of a skinned model are defined by means of a skeleton and its properties. The skeleton is a hierarchical structure constructed from bones, each having an influence on the skin surface. When bone position or orientation changes, e.g., by applying a set of Body Animation Parameters, specific skin vertices are affected. For each bone, the list of vertices affected by the bone motion and corresponding weight values are provided. The weighting factors can be specified either explicitly for each vertex or more compactly by defining two influence regions (inner and outer) around the bone. The new position of each vertex is calculated by taking into account the influence of each bone, with the corresponding weight factor. BAPs are now applied to bone nodes and the new 3D position of each point in the global seamless mesh is computed as a weighted combination of the related bone motions.
The skinned model definition can also be enriched with inverse kinematicsrelated data. Then, bone positions can be determined by specifying only the position of an end effector, e.g., a 3D point on the skinned model surface. No specific inverse kinematics solver is imposed, but specific constraints at bone level are defined, e.g., related to the rotation or translation of a bone in a certain direction. Also muscles, i.e., NURBS curves with an influence region on the model skin, are supported. Finally, interpolation techniques, such as simple linear interpolation or linear interpolation between two quaternions (Preda & Prêteux, 2001) , can be exploited for key-value-based animation and animation compression.
Human Motion Tracking and Recognition
Tracking and recognition of human motion has become an important research area in computer vision. Its numerous applications contributed significantly to this development. Human motion tracking and recognition encompasses challenging and ill-posed problems, which are usually tackled by making simplifying assumptions regarding the scene or by imposing constraints on the motion. Constraints, such as making sure that the contrast between the moving people and the background should be high and that everything in the scene should be static except for the target person, are quite often introduced in order to achieve accurate segmentation. Moreover, assumptions such as the lack of occlusions, simple motions and known initial position and posture of the person, are usually imposed on the tracking processes. However, in real-world conditions, human motion tracking constitutes a complicated problem, considering cluttered backgrounds, gross illumination variations, occlusions, self-occlusions, different clothing and multiple moving objects.
The first step towards human tracking is the segmentation of human figures from the background. This problem is addressed either by exploiting the temporal relation between consecutive frames, i.e., by means of background subtraction (Sato & Aggarwal, 2001) , optical flow (Okada, Shirai & Miura, 2000) or by modeling the image statistics of human appearance (Wren et al., 1997) . The output of the segmentation, which could be edges, silhouettes, blobs etc., comprises the basis for feature extraction. In tracking, feature correspondence is established in order to locate the subject. Tracking through consecutive frames commonly incorporates prediction of movement, which ensures continuity of motion, especially when some body parts are occluded. Some techniques focus on tracking the human body as a whole, while other techniques try to determine the precise movement of each body part, which is more difficult to achieve, but necessary for some applications. Tracking may be classified as 2D or 3D. 2D tracking consists in following the motion in the image plane either by exploiting low-level image features or by using a 2D human model. 3D tracking aims at obtaining the parameters, which describe body motion in three dimensions. The 3D tracking process, which estimates the motion of each body part, is inherently connected to 3D human pose recovery. However, tracking either 2D or 3D may also comprise a prior, but significant, step to recognition of specific movements.
3D pose recovery aims at defining the configuration of the body parts in the 3D space and estimating the orientation of the body with respect to the camera. Pose recovery techniques may be roughly classified as appearance-based and modelbased. Our survey will mainly focus on model-based techniques, since they are commonly used for 3D reconstruction. Model-based techniques rely on a mathematical representation of human body structure and motion dynamics. The type of the model used depends upon the requisite accuracy and the permissible complexity of pose reconstruction. Model-based approaches usually exploit the kinematics and dynamics of the human body by imposing constraints on the model's parameters. The 3D pose parameters are commonly estimated by iteratively matching a set of image features extracted from the current frame with the projection of the model on the image plane. Thus, 3D pose parameters are determined by means of an energy minimization process.
Instead of obtaining the exact configuration of the human body, human motion recognition consists of identifying the action performed by a moving person. Most of the proposed techniques focus on identifying actions belonging to the same category. For example, the objective could be to recognize several aerobic exercises or tennis strokes or some everyday actions, such as sitting down, standing up, or walking.
Next, some of the most recent results addressing human motion tracking and 3D human pose recovery in video sequences, using either one or multiple cameras, are presented. In this subsection, mainly 3D model-based tracking approaches are reviewed. The following subsection introduces whole-body human motion recognition techniques. Previous surveys of vision-based human motion analysis have been carried out by Cédras and Shah (1995) , Aggarwal and Cai (1999) , Gavrila (1999) and Moeslund and Granum (2001) .
Human Motion Tracking and 3D Pose Recovery
The majority of model-based human motion tracking techniques may be classified into two main categories. The first one explicitly poses kinematic constraints to the model parameters, for example, by means of Kalman filtering or physicsbased modeling. The second one is based on learning the dynamics of low-level features or high-level motion attributes from a set of representative image sequences, which are then used to constrain the model motion, usually within a probabilistic tracking framework. Other subdivisions of the existing techniques may rely on the type of the model or the type of image features (edges, blobs, texture) used for tracking.
Tracking relies either on monocular or multiple camera image sequences. This comprises the classification basis in this subsection. Using monocular image sequences is quite challenging, due to occlusions of body parts and ambiguity in recovering their structure and motion from a single perspective view (different configurations have the same projection). On the other hand, single camera views are more easily obtained and processed than multiple camera views.
In one of the most recent approaches (Sminchisescu & Triggs, 2001 ), 3D human motion tracking from monocular sequences is achieved by fitting a 3D human body model, consisting of tampered superellipsoids, on image features by means of an iterative cost function optimization scheme. The disadvantage of iterative model fitting techniques is the possibility of being trapped in local minima in the multidimensional space of DOF. A multiple-hypothesis approach is proposed with the ability of escaping local minima in the cost function. This consists of observing that local minima are most likely to occur along local valleys in the cost surface. In comparison with other stochastic sampling approaches, improved tracking efficiency is claimed.
In the same context, the algorithm proposed by Cham and Rehg (1999) focuses on 2D image plane human motion using a 2D model with underlying 3D kinematics. A combination of CONDENSATION-style sampling with local optimization is proposed. The probability density distribution of the tracker state is represented as a set of modes with piece-wise Gaussians characterizing the neighborhood around these modes. The advantage of this technique is that it does not require the use of discrete features and is suitable for high-dimensional statespaces.
Probabilistic tracking such as CONDENSATION has been proven resilient to occlusions and successful in avoiding local minima. Unfortunately, these advances come at the expense of computational efficiency. To avoid the cost of learning and running a probabilistic tracker, linear and linearised prediction techniques, such as Kalman or extended Kalman filtering, have been proposed.
In this case, a strategy to overcome self-occlusions is required. More details on CONDENSATION algorithms used in tracking and a comparison with the Kalman filters can be found in Isard & Blake (1998) .
In Wachter & Nagel (1999) , a 3D model composed of right-elliptical cones is fitted to consecutive frames by means of an iterated extended Kalman filter. A motion model of constant velocity for all DOFs is used for prediction, while the update of the parameters is based on a maximum a-posteriori estimation incorporating edge and region information. This approach is able to cope with self-occlusions occurring between the legs of a walking person. Self-occlusions are also tackled in a Bayesian tracking system presented in Howe, Leventon & Freeman (1999) . This system tracks human figures in short monocular sequences and reconstructs their motion in 3D. It uses prior information learned from training data. Training data consists of a vector gathered over 11 successive frames representing the 3D coordinates of 20 tracked body points and is used to build a mixture-of-Gaussians probability density model. 3D reconstruction is achieved by establishing correspondence between the training data and the features extracted. Sidenbladh, Black and Sigal (2002) also use a probabilistic approach to address the problem of modeling 3D human motion for synthesis and tracking. They avoid the high dimensionality and non-linearity of body movement modeling by representing the posterior distribution non-parametrically. Learning state transition probabilities is replaced with an efficient probabilistic search in a large training set. An approximate probabilistic treesearch method takes advantage of the coefficients of a low-dimensional model and returns a particular sample human motion.
In contrast to single-view approaches, multiple camera techniques are able to overcome occlusions and depth ambiguities of the body parts, since useful motion information missing from one view may be recovered from another view.
A rich set of features is used in Okada et al. (2000) for the estimation of the 3D translation and rotation of the human body. Foreground regions are extracted by combining optical flow, depth (which is calculated from a pair of stereo images) and prediction information. 3D pose estimation is then based on the position and shape of the extracted region and on past states using Kalman filtering. The evident problem of pose singularities is tackled probabilistically.
A framework for person tracking in various indoor scenes is presented in , using three synchronized cameras. Though there are three cameras, tracking is actually based on one camera view at a time. When the system predicts that the active camera no longer provides a sufficient view of the person, it is deactivated and the camera providing the best view is selected. Feature correspondence between consecutive frames is achieved using Bayesian classification schemes associated with motion analysis in a spatial-temporal domain. However, this method cannot deal with occlusions above a certain level. Dockstader and Tekalp (2001) introduce a distributed real-time platform for tracking multiple interacting people using multiple cameras. The features extracted from each camera view are independently processed. The resulting state vectors comprise the input to a Bayesian belief network. The observations of each camera are then fused and the most likely 3D position estimates are computed. A Kalman filter performs state propagation in time. Multi-viewpoints and a viewpoint selection strategy are also employed in Utsumi et al. (1998) to cope with self-occlusions and human-human occlusions. In this approach, tracking is based on Kalman filtering estimation, as well, but it is decomposed into three sub-tasks (position detection, rotation angle estimation and body-side detection). Each sub-task has its own criterion for selecting viewpoints, while the result of one sub-task can help estimation in another sub-task. Delamarre and Faugeras (2001) proposed a technique which is able to cope not only with self-occlusions, but also with fast movements and poor quality images, using two or more fixed cameras. This approach incorporates physical forces to each rigid part of a kinematic 3D human body model consisting of truncated cones. These forces guide the 3D model towards a convergence with the body posture in the image. The model's projections are compared with the silhouettes extracted from the image by means of a novel approach, which combines the Maxwell's demons algorithm with the classical ICP algorithm.
Some recently published papers specifically tackle the pose recovery problem using multiple sensors. A real-time method for 3D posture estimation using trinocular images is introduced in Iwasawa et al. (2000) . In each image the human silhouette is extracted and the upper-body orientation is detected. With a heuristic contour analysis of the silhouette, some representative points, such as the top of the head are located. Two of the three views are finally selected in order to estimate the 3D coordinates of the representative points and joints. It is experimentally shown that the view-selection strategy results in more accurate estimates than the use of all views.
Multiple views in Rosales et al. (2001) are obtained by introducing the concept of "virtual cameras," which is based on the transformation invariance of the Hu moments. One advantage of this approach is that no camera calibration is required. A Specialized Mappings Architecture is proposed, which allows direct mapping of the image features to 2D image locations of body points. Given correspondences of the most likely 2D joint locations in virtual camera views, 3D body pose can be recovered using a generalized probabilistic structure from motion technique. Park and Aggarwal (2000) propose a method for separating and classifying not one person's actions, but two humans' interactions (shaking hands, pointing at the opposite person, standing hand-in-hand) in indoor monocular grayscale images with limited occlusions. The aim is to interpret interactions by inferring the intentions of the persons. Recognition is independently achieved in each frame by applying the K-nearest-neighbor classifier to a feature vector, which describes the interpersonal configuration. In Sato & Aggarwal (2001) , human interaction recognition is also addressed. This technique uses outdoor monocular grayscale images that may cope with low-quality images, but is limited to movements perpendicular to the camera. It can classify nine two-person interactions (e.g., one person leaves another stationary person, two people meet from different directions). Four features are extracted (the absolute velocity of each person, their average size, the relative distance and its derivative) from the trajectory of each person. Identification is based on the feature's similarity to an interaction model using the nearest mean method.
Action and interaction recognition, such as standing, walking, meeting people and carrying objects, is addressed by Davis (1998, 2000) . A real-time tracking system, which is based on outdoor monocular grayscale images taken from a stationary visible or infrared camera, is introduced. Grayscale textural appearance and shape information of a person are combined to a textural temporal template, which is an extension to the temporal templates defined by Bobick and Davis (1996) . Bobick and Davis (1996) introduced a real-time human activity recognition method, which is based on a two-component image representation of motion. The first component (Motion Energy Image, MEI) is a binary image, which displays where motion has occurred during the movement of the person. The second one (Motion History Image, MHI) is a scalar image, which indicates the temporal history of motion (e.g., more recently moving pixels are brighter). MEI and MHI temporal templates are then matched to stored instances of views of known actions.
A technique for human motion recognition in an unconstrained environment, incorporating hypotheses which are probabilistically propagated across space and time, is presented in Bregler (1997) . EM clustering, recursive Kalman and Hidden Markov Models are used, as well. The feasibility of this method is tested on classifying human gait categories (running, walking and skipping). HMMs are quite often used for classifying and recognizing human dynamics. In Pavlovic & Rehg (2000) , HMMs are compared with switching linear dynamic systems (SLDS) towards human motion analysis. It is argued that the SLDS framework demonstrates greater descriptive power and consistently outperforms standard HMMs on classification and continuous state estimation tasks, although the learning-inference mechanism is complicated.
Finally, a novel approach for the identification of human actions in an office (entering the room, using a computer, picking up the phone, etc.) is presented in Ayers & Shah (2001) . The novelty of this approach consists in using prior knowledge about the layout of the room. Action identification is modeled by a state machine consisting of various states and the transitions between them. The performance of this system is affected if the skin area of the face is occluded, if two people get too close and if prior knowledge is not sufficient. This approach may be applicable in surveillance systems like those ones described in the next section.
Applications
3D HBMs have been used in a wide spectrum of applications. This section is only focused on the following four major application areas: a) Virtual reality; b) Surveillance systems; c) User interface; and d) Medical or anthropometric applications. A brief summary is given below.
Virtual Reality
The efficient generation of 3D HBMs is one of the most important issues in all virtual reality applications. Models with a high level of detail are capable of conveying emotions through facial animation (Aubel, Boulic & Thalmann, 2000) . However, it is still nowadays very hard to strike the right compromise between realism and animation speed. Balcisoy et al. (2000) present a combination of virtual reality with computer vision. This system-augmented reality systemallows the interaction of real and virtual humans in an augmented reality context. It can be understood as the link between computer graphics and computer vision communities.
Kanade, Rander and Narayanan (1997) present a technique to automatically generate 3D models of real human bodies, together with a virtual model of their surrounding environment, from images of the real world. These virtual models allow a spatio-temporal view interpolation and the users can select their own viewpoints, independent of the actual camera positions used to capture the event.
The authors have coined the expression virtualized reality to call their novel approach. In the same direction, Hoshnio (2002) presents a model-based synthesis and analysis of human body images. It is used in virtual reality systems to imitate appearance and behavior of a real-world human from video sequences. Such a human model can be used to generate multiple-views, merge virtual objects and change motion characteristics of human figures in video. Hilton et al. (1999) introduce a new technique for automatically building realistic models of people for use in virtual reality applications. The final goal is the development of an automatic low-cost modeling of people suitable for populating virtual worlds with personalised avatars. For instance, the participants in a multi-user virtual environment could be represented by means of a realistic facsimile of their shape, size and appearance. The proposed technique is based on a set of lowcost color images of a person taken from four orthogonal views. Realistic representation is achieved by mapping color texture onto the 3D model.
Surveillance Systems
Another important application domain is surveillance systems. Smart surveillance systems, capable of more than single-motion detection, can take advantage of the study of 3D human motion analysis by incorporating specific knowledge about human shape and appearance, in order to decrease false alarms. In addition, high-level analysis might even be able to distinguish between simple authorized and non-authorized activities. Wren et al. (1997) present a real-time system for tracking people and interpreting their behavior to be used, for example, in surveillance systems. The proposed system uses a probabilistic approach that segments the subject into a number of blobs and tracks those over time. The disadvantages of the work proposed by Wren et al. (1997) are that the system can only handle a single person with fixed-camera situations. He and Derunner (2000) propose a different approach based on the study of the periodicity of human actions. Periodic motions, specifically walking and running, can be recognized. This approach is robust over variations in scene background, walking and running speeds and direction of motion. One of the constraints is that the motion must be front-parallel. Gavrila and Philomin (1999) present a shapebased object detection system, which can also be included into the surveillance category. The system detects and distinguishes, in real-time, pedestrians from a moving vehicle. It is based on a template-matching approach. Some of the system's limitations are related to the segmentation algorithm or the position of pedestrians (the system cannot work with pedestrians very close to the camera). Recently Yoo, Nixon and Harris (2002) have presented a new method for extracting human gait signatures by studying kinematics features. Kinematics features include linear and angular position of body articulations, as well as their displacements and time derivatives (linear and angular velocities and accelerations). One of the most distinctive characteristics of the human gait is the fact that it is individualistic. It can be used in vision surveillance systems, allowing the identification of a human by means of its gait motion.
User Interface
User interface is another application domain that takes advantage of 3D human body modeling. Wingbermuehle, Weik and Kopernik (1997) present an approach to generate highly realistic 3D models of participants for distributed 3D videoconferencing systems. Using 3D data obtained by means of stereoscopy, the size and shape of each real person is recovered and represented through a triangular mesh. In addition, texture extracted from the real images is mapped to the 3D models leading to a natural impression. Together with a flexible triangular mesh, a skeleton structure of the human model is build. The latter is used to preserve the anthropomorphic constraint. Cohen, Medioni and Gu (2001) present another real-time 3D human body reconstruction for vision-based perceptual user interface. The proposed system uses multiple silhouettes extracted automatically from a synchronized multi-camera system. Silhouettes of the detected regions are extracted and registered, allowing a 3D reconstruction of the human body using generalized cylinders. An articulated body model (defined by 32 DOF) is fitted to the 3D data and tracked over time using a particle filtering method. Later on, Cohen and Lee (2002) presented an extension of this work that consists of an appearance-based learning formalism for classifying and identifying human postures. Davis and Bobick (1998a) present a novel approach for extracting the silhouette of a participant within an interactive environment. This technique has been used in Davis and Bobick (1998b) for implementing a virtual Personal Aerobics Trainer (PAT). A computer vision system is responsible for extracting the human body movements and reporting them to a virtual instructor. With this information, the virtual instructor gives comments for pushing or complementing the user in a TV screen interface.
Medical or Antropometric Applications
Medical or anthropometric applications can be roughly divided into three different categories: human body surface reconstruction, internal structure reconstruction or motion analysis. The first two categories mainly rely on range data obtained from a person with a static posture. Therefore, only a static 3D model of the human body is generated. Without motion information, it is difficult to accurately position the corresponding articulated structure inside the surface. Models are represented as single entities by means of smooth surfaces or polygonal meshes (Douros, Dekker & Buxton, 1999) . On the contrary, techniques focused on motion analysis for other applications, such as the study of movement disabilities, are based on articulated 3D models. Hence, kinematics and dynamics parameters of the human body need to be determined (Marzani et al. 1997) .
Human body surface recovering has an increasing number of applications. For example, Fouchet (1999) presents a 3D body scanner together with a set of algorithms in order to generate a 3D model of the whole human body or part of it. The model includes 3D shapes and the corresponding grey-level information. The main purpose of this system is to provide dermatologists with a new tool able to build a cartography of dermatological lesions of human body skin. The evolution of a dermatological lesion can be followed and the efficiency of different medical treatments can be quantified. In this kind of approach¾3D-scanner-based¾the body surface is represented as a single cloud of 3D points. Therefore, if human body parts need to be identified, a segmentation algorithm should be applied in order to cluster those points properly. In this same sense, Werghi and Xiao (2002) present an algorithm for segmenting 3D human body scans. Their work pursues the description of a scanned human body by means of a set of body parts (head, torso, legs, arms and hands). In the same direction, Nurre et al. (2000) propose an algorithm for clustering a cloud of points describing a human body surface.
Internal structure recovering allows 3D reconstruction of anatomical parts for biomedical applications. In addition, it is a powerful way to detect deformities of the human body (e.g., curvature of the spine and axial rotation of individual vertebrae). Medical imaging has become a useful tool for both diagnosing and monitoring such deformities. Durdle et al. (1997) developed a system consisting of computer graphics and imaging tools for the assessment of these kinds of deformities. The proposed system uses stereovision cameras to capture the 3D data. Other techniques for anatomical parts recovering or biomedical applications were presented in Weng, Yang and Pierson (1996) and Tognola et al. (2002) . The first one is based on laser spot and two CCD cameras system to recover the 3D data, while the second one is based on an optical flow approach (the object remains stationary while the camera undergoes translational motion). Barron and Kakadiaris (2000) present a four-step technique for estimating a human's anthropometric measurements from a single image. Pose and anthropometric measurements are obtained by minimizing a cost function that computes the difference between a set of user-selected image points and the corresponding projected points of a 3D stick model.
Finally, motion analysis systems, which are based on the study of kinematics and dynamics parameters, allow detection of movement disabilities of a given patient. Marzani et al. (1997) and Marzani, Calais and Legrand (2001) present a system for the analysis of movement disabilities of a human leg during gait. The proposed system is based on grey-level image processing without the need of markers. Superquadric surfaces are used to model the legs. This system can be used in human motion analysis for clinical applications, such as physiotherapy.
Conclusions
Human body modeling is a relatively recent research area with a higher complexity than the classical rigid object modeling. It takes advantage of most of the techniques proposed within the rigid object modeling community, together with a prior-knowledge of human body movements based on a kinematics and dynamics study of the human body structure. The huge amount of articles published during the last years involving 3D human body modeling demonstrates the increasing interest in this topic and its wide range of applications. In spite of this, many issues are still open (e.g., unconstrained image segmentation, limitations in tracking, development of models including prior knowledge, modeling of multiple person environments, real-time performance). Each one of these topics represents a stand-alone problem and their solutions are of interest not only to human body modeling research, but also to other research fields.
Unconstrained image segmentation remains a challenge to be overcome. Another limitation of today's systems is that commonly the motion of a person is constrained to simple movements with a few occlusions. Occlusions, which comprise a significant problem yet to be thoroughly solved, may lead to erroneous tracking. A system should be robust enough to recover any loss of tracking. In addition, initialization of pose parameters must be automatically performed, instead of manually performed, as is often the case. Similarly, techniques must be able to automatically self-tune the model's shape parameters, even in unconstrained environments. Moreover, in modeling, dynamics and kinematics should be thoroughly exploited, while in motion recognition, generic human actions should be tackled.
In addition to the aforementioned issues, the reduction of the processing time is still nowadays one of the milestones in human body modeling. It is highly dependent on two factors: on the one hand, computational complexity and, on the other hand, current technology. Taking into account the last years' evolution, we can say that computational complexity will not be significantly reduced during the years ahead. On the contrary, improvements in the current technology have become commonplace (e.g., reduction in acquisition and processing times, increase in the memory size). Therefore, algorithms that nowadays are computationally prohibitive, are expected to have a good performance with the next technologies. The latter gives rise to a promising future for HBM applications and extension non-rigid object modeling, in general.
The area of human body modeling is growing considerably fast. Therefore, it is expected that most of the current drawbacks will be solved efficiently through the next years. According to the current trend, human body modeling will remain as an application-oriented research field, i.e., the need will dictate the kind of systems that will be developed. Thus, it will be difficult to see general techniques that are valid for all of the cases.
