We applied the conventional multivariate analysis to detect a mismatch eld in individual subjects evoked magnetoencephalographic (MEG) responses. Multichannel MEG signals at time points spanning a certain duration were formed into measurement vector. The problem was then to determine the signi cance of the difference between two mean vectors. While the conventional multivariate analysis is well known, it has not been used for the above purpose. Although other new nonparametric methods have been proposed and have proved promising for similar purposes, parametric methods will continue to be used and it is necessary to examine the behaviors of the conventional method when applied to mismatch eld detection. Simulation study was conducted using known signal sources in a brain model. Simulated MEG signals were obtained by forward calculation and they were converted to measurement vector. The signi cance of the difference between mean responses was calculated while the parameter values controlling the signal source and the vectorization conditions were changed. The simulation results showed dependence of the detection power on parameter values, and demonstrated that multivariate analysis works well to detect a mismatch eld in individual subjects. We also applied the method to human MEG responses to omission of a tone in the musical scale and showed that the brain responses to this stimulus were diverse among subjects.
Introduction
Measurement of magnetoencephalographic (MEG) [1, 2] responses evoked by stimuli in various sensory modes has been a powerful tool for the study of human sensory processes within the brain. A typical method of evoked response measurement for the auditory process is to present a sound stimulus 50-1000 times with a constant or random inter-stimulus interval. It is assumed that the measured signal consists of an unknown but determinate evoked response and an ongoing background MEG process unsynchronized to the stimulus presentation. Due to the locked and unlocked nature of the evoked and ongoing processes, respectively, simple averaging of the data over all the measured epochs (an epoch is the interval for the response to a single stimulus) yields a good estimate of the true evoked response.
An evoked MEG response consists of several components; the most prominent and widely used component is called N1m that peaks around 100 ms after the onset of the sound stimulus [3] . The single current dipole model is often assumed for N1m generation, and the position, direction and waveform of the source are estimated by, for example, the minimum squared error method. It has been established that N1m is generated in the primary auditory cortex.
Mismatch eld (MMF) in MEG is an automatic response of the brain to the difference between a frequently presented standard stimulus and an infrequently presented deviant stimulus [4, 5] . It is probably generated in a slightly different region in the auditory cortex and re ects the process of comparison of the incoming stimulus with the memory trace of the standard stimulus in the short term memory. MMF has been used extensively when searching for neurophysiological correlates of behavioral results in auditory studies. MMF is obtained by simply subtracting the response to the standard stimulus from that to the deviant stimulus. The position, orientation and waveform of the MMF source dipole is obtained by the same method as used for N1m.
There are relatively few MEG [or electroencephalographic (EEG)] studies focusing on mismatch responses of individual subjects. MMF varies greatly among subjects particularly when the stimulus affects the subjects differently according to their experience through life, stimuli related to language or music being typical examples. In such cases, averaging across subjects, however necessary for nal statistical conclusions, may overshadow some important features in the stimulus-response relationship. The use of MMF or evoked responses for clinical purposes also requires individual consideration because pathological conditions may vary greatly among patients, and responses should be compared within each patient as well as among patients. Brain-computer interface is another example. For this purpose, machine learning has been the most frequently used tool for classifying responses. Apart from these speci c examples, when individual subjects responses are shown as examples, they should be accompanied by some measure of statistical signi cance.
Recent nonparametric methods; namely bootstrapping and permutation tests, have proved successful for analyzing single-subject data. The bootstrap method resamples the data of one experiment and effectively repeats experiments and extracts a statistical parameter such as standard deviation of the sample mean [6] . Bootstrapping has been used in single-subject EEG in response to visually presented words [7] , to images of faces [8] , and to low signal to noise ratio (SNR) signals of fetal MEG [9] . This method has also been used to examine individual differences in auditory pitch processing [10] and the robustness of the estimated dipole positions from MEG data of single subjects [11] . The permutation tests are applied to the null hypothesis that two groups of data are from the same population, and data rearrangement yields a histogram of the test statistics in use. Blair and Karniski [12] applied the concept of permutation test to evoked potentials probably for the rst time. Maris and Oostenveld [13] provided a detailed account of permutation tests using MEG data of a single subject with special emphasis on the solution of the multiple comparison problem by the method. Pantazis et al. [14] also used permutation tests to single-subject MEG and compared with the use of random eld theory. Chau et al. [15] used the technique for MEG data spatially ltered by a beam former and extended the method for group analysis.
Strangely enough, the more conventional method of multivariate analysis has not been applied to multivariate time series of MEG or EEG, at least to the author s knowledge. Although the above nonparametric methods are powerful and will be used extensively in the future, the parametric approach will continue to nd applications in biomedical signal processing. In the present paper, we propose to apply the conventional multivariate method to a measurement vector covering temporally a time span over N1m and mismatch eld, and spatially an area over the right auditory area, thus evading the problem of multiple comparisons. Although this exercise is a straightforward application of the conventional multivariate analysis, it is necessary to have this published because whenever we intended to publish our MEG results using this method, we were advised not to because it has never been formally recognized in the MEG or EEG community. The purpose of the present paper is therefore, to present the method formally with simulation results and also the results of application to actual human MEG data published elsewhere [16] , in order that this method may be recognized as valid for biomedical signal processing.
Method
Hereinafter, we designate two categories of stimuli; standard and deviant , and the difference between the responses to these stimuli; mismatch response . However, the method is applicable to any situation where responses to two categories of stimuli are to be compared.
Vectorization for each subject
We term the q element vector as shown below a standard or deviant vector depending on the stimulus:
where t ij is the jth measurement time point de ned within each epoch for channel i, I the number of channels and J the number of time points within each epoch. T S is the rst time point for channel 1, Δt is the time increment within a channel and τ is the time lag introduced between channels. When τ = 0, all the channels are sampled at the same time points. τ was introduced here for the following reason. Many of the components in x are necessarily correlated because they are closely positioned both in space and time. Therefore, if the data are sampled with a lag τ between channels, we may effectively raise the sampling rate somewhat. The introduction of τ would also result in a longer period of observation by τ (I − 1), but a smaller number of observations in the earlier and later parts of the measurement vector. Of course the number of data points in a measurement vector remains the same and the effects of τ would have to be derived theoretically with some assumptions on the nature of the signals, which could be a future research topic. In any event, the introduction of τ will not cause any dif culty to the present statistical method that analyze the measurement vector without referring to the temporal structure of the data. The value of τ can be chosen independently of Δt although the natural choice would be such that τ < Δt. 
Comparison of Sample Means to Two Stimuli
The following is a standard multivariate procedure [17] but we describe it to allow immediate application. The two groups of sample vectors are tested for signi cant difference based on the assumption that
where m D and m S are q dimensional deterministic vectors representing (true) evoked responses to deviant and standard stimuli, respectively, and e S k , k = 1, ..., n S and e D k , k = 1, ..., n D are independently distributed normal random vectors with mean 0 and the q × q covariance matrix de ned by
Note that spatial and temporal correlations within an epoch are embedded in the covariance matrix V, and that the measurements over different epochs are assumed independent, as are assumed by most researchers studying evoked responses. The null hypothesis to be tested is m S = m D . Let 
where
Under the null hypothesis, F follows the F distribution with degrees of freedom ϕ 1 = q, ϕ 2 = n S + n D − q − 1 [17] . When the hypothesis is rejected, we conclude that there is a signi cant mismatch response.
For further statistical analysis of the subject s data, the F value obtained by eq. (3) is converted to the z-value through the relationship:
where p(·) is the standard normal density and f(·, ϕ 1 , ϕ 2 ) is the F density with degrees of freedom ϕ 1 and ϕ 2 .
Simulation
Simulation is necessary to examine the behaviors of the method for known signal source waveforms and SNR when the parameters used in vectorization of eq. (1) takes various values. Simulation was performed using current dipoles for signal source models shown in Fig. 2a . The center of the head is xed at (0, 1.5, 0) cm, the x-axis designates left-to-right, the y-axis forward, and the z-axis upward directions. Dipole 1, the response dipole to the standard stimulus (hereinafter termed standard response for simplicity) was common to all the simulations and is situated at r o = (5, 0, −1) cm. Its moment is Q = (0, 0, −10) nAm at the peak (0.1 s) and follows the simple triangular waveform shown by the graph where time t = 0 is the onset time of the stimulus. The parameter values in the vectors r o and Q are considered typical of N1 and mismatch responses, respectively. The response to the deviant stimulus (deviant response) is obtained by adding a second dipole as mismatch response (dipole 2). Dipole 2 is situated at (5.18, 0.89, −1) cm and its dipole moment is (0, 0, −Q 2 ) nAm at the peak (0.14 s). Its triangular waveform is shown by the broken line in Fig. 2a : increasing, peaking and vanishing at 0.1, 0.14, and 0.22 s, respectively. Each standard (or deviant) epoch consists of a response to one presentation of a stimulus and contains Gaussian jitters with standard deviation of 10 ms in the re ection time points, i.e., 0, 0.1 and 0.2 s for dipole 1 and 0.1, 0.14 and 0.22 s for dipole 2.
The peak values of dipole 1 and 2 have Gaussian uctuations with a standard deviation of 0.2 times the corresponding peaks. The jitters and uctuations are added to re ect variations in the sources.
Simulated MEG data were obtained by forward calculation using the sensor coil con guration of the Neuromag 122 magnetometer with time steps of 2 ms. The magnetic eld B at the coil position r due to the current dipole Q at the position r o was calculated by the Sarva s formula for the spherically symmetrical model of the head (eq. (25) in [18] ). Each channel of Neuromag 122 consists of 2 coils to give a gradient of B ρ , the radial component of B, in the direction of the line connecting the centers of the two coils. For one channel, two B ρ values for 2 coils were calculated from the Sarva s formula and used to obtain the gradient component which was the simulated MEG signal for this channel. The deviant MEG eld was obtained by simply adding the eld calculated similarly using dipole 2. The calculated MEG signals from the 12 channels indicated in Fig. 3 (same con guration as that used in actual MEG analysis) were used in simulation. In auditory MEG analysis, it is considered appropriate to treat the two cerebral hemispheres separately due to good spatial resolution of MEG compared to EEG. We quite often used the data of the 12 channels over the right temporal lobe containing the auditory area of the brain, even before using the present method of multivariate analysis. Use of more than 12 channels may increase information but would increase the dimension (q = IJ) of the measurement vectors x in eq. (1). According to Johnson and Wichem [17] , the minimum number of samples for each stimulus category would be q. Considering the time limitation of each experimental session and other parameters, we selected I = 12. Figure 2b shows the root mean square (RMS) of the signals from the 12 channels for different dipole moment values D 2 . Independent Gaussian noises were added to the data of the 12 channels. The SNR was de ned to be the ratio of the signal amplitude (the RMS value calculated spatially across the 12 channels and temporally over the 0.2 s support of the standard dipole response) to the standard deviation of the noise. The simulated MEG signals were bandpass ltered to 1-40 Hz before analysis.
MEG data
The actual human MEG data used in this study were those obtained in our previous study on brain responses to omission of a tone in musical scales in 14 subjects [16] . (The experimental pro- (128) cedures were approved by the ethics committee of Tokyo Denki University.) The standard stimulus was the complete C major scale (succession of pure tones C, D, E, F, G, A, B and C, each tone lasting 0.2 s), and the deviant stimulus was constructed by omitting one tone from the complete scale and doubling the duration of the immediately preceding tone. By omitting different tones other than the tonic tone C, we obtained a total of 6 kinds of deviant stimulus. MEG measurement was done at a sampling frequency of 512 Hz. One run of mismatch measurement was performed using one of the six deviant stimuli and the standard stimulus. The deviant stimulus was presented n D ≥ 80 times and the standard stimulus almost 4 times more than n D . Therefore, six runs were performed for each subject. In each run, the stimuli were presented in random order. One presentation of a stimulus yielded an epoch of measurement data. The data of the same 12 channels used in the simulation study, bandpass ltered to 1 to 40 Hz by the 200th order FIR lter, were used for analysis. From each epoch, a 0.4-s period covering the latter half of the prolonged tone (replacing the omitted tone) and that of the following tone was used for analysis. Signi cance testing for a mismatch eld was performed separately for each deviant stimulus.
Results

Simulation
The parameter de nitions are given in and around eq. Figure 5 shows the effects of SNR with Q 2 as a parameter, and T S = 100 ms, Δt = 12 ms, τ = 2 ms, I = 12, J = 8. Selection of the 12 sensor coils followed our usual procedure as mentioned above, and the other parameter values were selected taking into consideration the typical mismatch response waveform and timing used in the simulation. The interval of [100, 206] ms covered by the measurement vector with these parameter values would be suf cient to detect a mismatch eld beginning at around 100 ms and ending around 200-250 ms. Note that with these parameter values, the time lag between the 12th and 1st channels amounts to 22 ms, which is much greater than Δt. When SNR is −10 dB, 90% of the smallest 1 nAm dipoles are detected despite subtle changes in the RMS waveform (easily envisaged from Fig. 4a ), but when SNR is −25 dB, Q 2 has to be larger than 3 nAm to obtain a detection rate of 60%. , and it is natural that the left halves of the curves in Fig. 6 shift to the left as J increases from 2 to 8. Between the graphs there is a shift to the left in Fig. 6c compared with Fig. 6a . It is because corresponding to τ = 2 ms in Fig. 6a , the last time point in Fig. 6b is 2 × 11 = 22 ms earlier than that in Fig. 6a . Otherwise, there is not much difference between Fig. 6a and c . The deviant response probably has a suf ciently simple waveform, and re nement of sampling by introducing τ = 2 ms between channels does not result in signi cant Fig. 6a and c, respectively) are the same. Because the period covered by the vector is doubled in length, the graphs are extended to the left side although the widths of the graphs are not actually doubled. It is probably due to the sparseness of measurement times in each channel. However, the overall behavior does not seem to deteriorate compared to the condition of Δt = 12 ms. Discarding the time lag τ between channels causes slight rightward shift on the left slopes of the graphs but does not affect the right slopes, hence causing shortening of the detection windows. The results show that the lag τ = 2 ms between channels improves the performance over τ = 0 ms more for Δt = 24 ms than for Δt = 12 ms (Fig. 6) . This is probably because widening the sampling interval from 12 to 24 ms (losing some temporal information) is somewhat compensated for by in- 
troducing τ = 2 ms. Figure 9 shows the results obtained from two deviant stimuli. The two stimuli have the same dipole 1, and differ only in the direction of dipole 2. The twelve curves in Fig. 9a show the surface MEG at the 12 sensor coil sites corresponding to the deviant source response with dipole 2 having a strength of 5 nAm, as used in Figs. 3 through 8. Dipole 2 in Fig. 9b has the same strength as dipole 2 in Fig. 9a , but is tilted by 90 degrees; the vector of dipole 2 is (−0.868, 4.924, 0) nAm. The surface MEG waveforms in Fig. 9b appear different in shape, and the proposed method detects the difference as shown in Fig. 9c . When the number of epochs is 100 for both stimuli, approximately 70% of the tilted deviant responses are different when SNR is −25 dB.
MEG Data
For the data shown below, we used the following parameter values: T S = 80 ms, Δt = 25 ms, τ = 0 ms, I = 12, J = 8, n D ≥ 80, and n S ≥ 230. Figure 10 shows the results of the experiments in one subject tested using a standard stimulus consisting of the complete C major scale, and a deviant stimulus with one tone lacking and the immediately preceding tone prolonged to ll the time for the omitted tone. In Fig. 10a , the deviant stimulus was the incomplete scale with E omitted and D prolonged. All but the prolonged D lasted for 0.2 s. Hence the target period between 0.4 and 0.6 s was lled with the continuing D. The time point 0.4 s after the onset of the scale was de ned as t = 0 s for the measurement vector in eq. (1). The double headed arrow roughly indicates the time 80 ≤ t ≤ 280 ms covered by the measurement vector. The ne curve denoting the deviant response (RMS of the 12 channels) shows a mismatch eld arising over the standard response in the target period when the omitted tone is E (Fig. 10a). In Fig. 10b , the omitted tone is B, which does not elicit a mismatch eld as marked as that in Fig. 10a (in contrast to most of the other subjects showing a large mismatch eld for omission of B).
The proposed F test using eq. (3) found the mismatch eld signi cant (p = 0.0028) for the incomplete scale lacking E ( Fig. 10a) but not signi cant (p = 0.3932) for the omission of B (Fig. 10b) . Figure 10c summarizes the mismatch responses to omission of various tones. The waveforms were drawn in modied RMS as we proposed previously [19] using eq. (8) in Appendix A. Here the method is used only for presentation purpose. The time scale has been shifted so that the onset of the target period is set at t = 0 s and the analysis period spans from 0.08 s to 0.28 s as shown by the double-headed arrow. Other than the two tones described above, the responses were signi cant for omission of G (p = 0.0075) and A (p = 0.0474), and insigni cant for D (p = 0.1726) and F (p = 0.0536).
We applied the same method to the results of 14 subjects for omission of each tone. The p values of all the subjects for all the omitted tones were converted to z-values by eq. (5) and summarized in Fig. 11 , which also shows the number of subjects showing a signi cant (p < 0.05) mismatch eld for each omitted tone.
Discussion
Previously, Guthrie and Buchwald [20] proposed a signi cance test for group data to analyze the difference between evoked potentials, assuming a rst order autoregressive model for the background ongoing process. Our proposed method is a straightforward application of the multivariate analysis to test mean vector difference. The temporal correlation, which was modeled in the previous work [20] , was embedded in the covariance matrix estimated from the data that also addressed spatial correlations. The present method employs all the epochs of responses of an individual subject and allows signi cant testing for mismatch responses on a single-subject basis.
Simulation
The simulation study reveals the behaviors of the present method when applied to MEG signals caused by a known source dipole and an added dipole of variable strength corresponding to the mismatch response to be detected. The simulation reveals the detection power of the method depending on the parameter values involved in vectorization of the data. The source model is a very simple one but can nevertheless be considered typical. A more complex model would probably add slightly more information.
One problem with a large size measurement vector is the number of samples (epochs) necessary for analysis. For I = 12 channels and J = 8 time points, the measurement vector x has 96 elements. According to Johnson and Wichem [17] , the minimum number of samples for each stimulus category would be the dimension of measurement vectors. We therefore set n D = 100 and n S = 400 in the simulation. As the same covariance matrix is assumed for the standard and deviant response vectors [see eq. (2)], and n S is much greater than n D , which would help in estimating the covariance matrix, the requirement of n D might be relaxed.
The results of the simulation show that the choice of J = 6-8, Δt = 12 ms, τ = 2 ms, n D = 100, and n S = 400 would be practical, and that the detection of a mismatch response seems quite robust against the parameter variations, at least for the types of source models used. To the author s knowledge, there is no standard method to measure the signi cance of an evoked response or a mismatch response in single subjects, with which the present results should be compared. To obtain an idea about the performance of our simulation, the simulation study by McCubbin et al. [9] summarized in Fig. 3 of their report may be used, although the simulation conditions do not exactly match those in the present work. Their result with the bootstrap equal means test showed that when the SNR was −27 dB, approximately 60% of the simulated peaks were detected at p < 0.05. In our result (Fig. 5) , the SNR was measured against the standard peak of 10 nAm, so that for the 5 nAm peak of the mismatch response, the SNR would be 6 dB worse. At −26 dB that would correspond to approximately −32 dB in their measure, the rate of detection was more than 60% at p < 0.05. Therefore, the performance in the present results was comparable or better.
One possible application of the proposed method is estimation of the onset of mismatch responses. The onset of a mismatch response would be a good indicator of how early the brain detects some change in a stimulus. In the model (Fig. 2) , the mismatch response starts at 100 ms and peaks at 140 ms after the onset of the standard response. The onset can be estimated by measuring the signi cance probability p as a function of T S as in Fig. 6b . If p values are below the signi cance level for some predetermined period of time, and if the rst point of that period is T * S , the estimate of the onset of the mismatch response can be T * S + ∆t(J − 1), which is the last time point of the measurement vector neglecting τ. In Fig. 6b , this estimate at p < 0.05 is 30 + 7 × 12 = 114 ms for J = 8, 60 + 5 × 12 = 120 ms for J = 6, 80 + 3 × 12 = 116 ms for J = 4, and 120 + 12 = 132 ms for J = 2. It is noteworthy that except for J = 2, the estimates are quite consistent. Considering that the mismatch at 120 ms is half the peak value, the estimated values seem appropriate. Letham and Raij [21] used a simple approach based on the median rule to estimate the onset latency of evoked MEG in individuals. Their method was applicable to single-subject data and robust against outliers due to the property of the median. We have not yet pursued their estimation method using the multivariate analysis and hence cannot compare its performance with our method. However, our method may also work well because the measurement vector consists of many time points and spatial points, which will render the estimate robust against outliers that tend to be uncorrelated among channels and time points.
The proposed method is not limited to detection of a mismatch response with standard and deviant stimuli but works as well for detection of a difference in response to two different Advanced Biomedical Engineering. Vol. 4, 2015. stimuli as shown in Fig. 9 , in which the difference between two response is the direction of the mismatch response vector of dipole 2.
MEG Data
The MEG data used were those of our previous work [16] , which were not analyzed on an individual basis. Neurophysiological responses to musical stimuli have been shown to vary greatly depending on the degree of the subject s exposition to music since childhood [22, 23] . Our data showed a large variability among subjects probably for the same reason. Analysis on an individual basis was thus required, which led to the present work. The analysis protocol should be uniform over the subjects and the various deviant stimuli. Thus we chose J = 8 and Δt = 25 ms to cover the time span in which mismatch responses could occur. If the responses were more uniform among subjects and stimuli, the parameters used in the simulation would probably be more appropriate. Figure 11 is a summary of the tests on single subjects. The white bar shows the average z-value obtained from the p values for each subject and each tone, and the grey bar indicates the number of subjects showing signi cant mismatch response to the omission of each tone. Although the grand averages of the responses of the 14 subjects showed that omission of any tone caused a signi cant mismatch response, the results in Fig. 11 show that omission of tone F caused a signi cant response in 8 subjects only and that of B in 13 subjects. This study shows the importance of examining the mismatch responses on an individual basis.
Lastly, we should mention that the assumptions in Section 2.2 regarding the vectors e for k ≠ l. The duration of one measurement was 1.6 s (Fig. 10) and the inter-stimulus interval was 0.8 s, resulting in a 2.4 s interval between two samples of measurement vector. Usually this time span is considered suf cient to cut off correlation. Furthermore, we applied 1-40 Hz bandpass ltering that eliminates any remaining correlation. The same holds for e D k . The normality of these vectors are discussed in Appendix B.
Concluding Remarks
As mentioned in Introduction, individual differences in evoked elds and potentials are rarely analyzed by conventional parametric methods, and only recently individual data have begun to be handled by nonparametric methods. If the assumption of normal distributions of data is not rejected, parametric methods are much simpler and more economical. Despite the success of nonparametric statistics, parametric statistics are still the main stream in the analysis of MEG, EEG and fMRI data. Therefore, the present results can be of value to those investigating individual mismatch responses. One limitation of the present method, other than possible violation of normal distributions for some experimental conditions, is the dimension (q = IJ) of measurement vectors and the corresponding requirement for the number of samples, which are limited by experimental conditions, as mentioned above. One solution may be to reduce the size of the vector in the temporal dimension (J), aiming closely to the mismatch peak, and increasing the size in the spatial dimension (I). Figure 6a shows that decreasing J narrows the T S window, but does not change the shape of the performance curve. We plan to accumulate experience of using the present method for investigation of mismatch responses in individuals especially in music recognition tasks where responses vary greatly among individuals. (7) where · stands for average across epochs. These are de ned for each time point but the time is suppressed in notation. We denote the spatial RMS across the channels by ‖·‖; e.g., ‖s‖ = 
Appendix
We use the complemented difference for graphical presentation of the mismatch elds only although it has a certain statistical merit, which is discussed elsewhere [19] .
Appendix B Test for normality of measurement vectors.
It is well known that the test using F in eq. (3) effectively whitens the measurement vectors and applies the test to independent white Gaussian vectors. Here we actually obtain the whitened vectors y (134)
