Using an alignment task, we investigate the role of suprathreshold contrast upon the perceived location of asymmetric Gaussian-windowed stimuli. A model which extracts the centroid of the stimulus envelope between limits defined by contrast threshold accounts well for the observed variation in perceived position. This finding helps to explain previous discrepancies in the literature regarding the validity of stimulus centroid as a determinant of visual location.
Introduction
Stimulus centroid has long been implicated as the feature which determines the perceived location of luminance-defined objects in the world around us [1 -5] . The relevance of centroid analysis was recently extended by Whitaker et al. [6] who showed that contrastdefined objects (Gabor and texture patches) were also perceived as being located at, or close to, the predicted centroid of their contrast envelope. The implication of this finding is that similar, or perhaps identical mechanisms operate on the activity envelope of different types of stimuli prior to the site at which perceptual localisation occurs. Whitaker et al. [6] also examined the effect of suprathreshold contrast level on the relative localisation of asymmetric objects, and present an appreciation of how centroid changes as a function of contrast, although no formal mathematical description of this relationship was provided.
The findings of Whitaker et al. [6] are not consistent with a recent study by Hess and Holliday [7] who used similar stimuli defined by asymmetric luminance and contrast envelopes. The results of the latter study confirm that the perceived location of contrast-defined objects lies close to their centroid, but strongly suggest that luminance-defined objects are located away from their centroid and closer to the peak of the luminance envelope. A possible candidate responsible for the observed discrepancies may be the different levels of suprathreshold contrast employed in the two studies. In the Whitaker et al. [6] study, most of the data were gathered at the maximum contrast affordable by the apparatus. On the other hand, Hess and Holliday [7] used contrasts of 30% for their luminance-defined stimuli and 50% for their stimuli defined by contrast modulation. We now present psychophysical data and a model of how centroid varies with suprathreshold contrast in order to show that contrast is indeed a vital parameter in the localisation of asymmetric stimuli, and must be taken into account in models of centroid analysis.
Methods
The methods we used were similar to those used by Whitaker et al. [6] and Hess and Holliday [7] and need only briefly be described here. A three-element alignment task was used in which the horizontal position of the central element had to be judged relative to the outer two elements. The vertical separation between the centres of each element was 2°. The outer two elements were symmetric Gaussian or Gabor patches whilst the central blob was asymmetric, having a different S.D. either side of its peak. The value of this arrangement [7] is that we need only be concerned with the suprathreshold contrast level of the central element, since contrast will not affect the centroid of the outer symmetric elements.
The perceived offset of the central blob was established for a range of asymmetries using a method of constant stimuli. The stimuli were presented within a rectangular temporal window of 500 ms duration. An initial method of adjustment was used to locate the approximate position of perceived alignment thereby allowing efficient positioning of subsequent stimuli. Within any experimental run, perceived offset was established for two stimuli of equal but opposite asymmetry (i.e. one stimulus and its mirror image), and either of these could occur with equal probability on any trial. Each of the two stimuli could be presented at any one of seven offsets, equally spaced around the alignment position suggested by the initial method of adjustment.
Step size was either one or two pixels, depending upon the stimulus conditions. Each pixel subtended 1.6 min arc at the viewing distance of 70 cm. During the method of constant stimuli, between 10 and 20 trials were presented at each of the seven offsets, and the proportion of 'rightward' responses was calculated for each offset. Four levels of asymmetry were investigated, defined by the S.D. (in pixels) either side of the peak − 22.8/2.8, 17.8/7.8, 15.3/10.3 and 12.8/12.8 (symmetric). In addition, data were gathered for Gaussian blobs at three levels of Weber contrast (DL/L mean ) (42, 21 and 10.5%, subject DW; 84, 42 and 21%, subject PVM) and also for Gabor stimuli (DL max /L mean ) (42, 21 and 10.5% for both subjects). The carrier frequency of the Gabor stimuli was 1.75 cdeg − 1 . Contrast detection thresholds for the Gaussian or Gabor blobs at each asymmetry were established using a two-interval forced choice method of constant stimuli. Nine levels of contrast were used, each separated by 0.05 log units. The subject had to decide which one of two 500 ms presentations contained the stimulus. Fifteen presentations were run randomly at each of the nine contrast levels, and bootstrap analysis [8] was used in order to find the contrast resulting in 75% correct response level on the two-interval forced choice psychometric function.
Stimuli were generated using the macro capabilities of the public domain software NIH Image™1.59 (developed at the US National Institutes of Health and available from the Internet by anonymous FTP from zippy.nimh.nih.gov or on floppy disk from the National Technical Information Service, Springfield, VA, part number PB95-500195GEI). Stimuli were presented on a Mitsubishi Diamond Pro 20¦ monitor at a mean luminance of 30.1 cd m − 2 and a frame rate of 75.1 Hz. The non-linear luminance response of the display was linearised using the inverse function of the luminance response as measured with a Minolta CS-100 photometer. Contrast resolution of up to 12-bit accuracy was obtained by combining the red, green and blue outputs of the video board using a video summation device constructed according to Pelli and Zhang [9] . The host computer was a Power Macintosh 7100/80.
The two authors acted as observers, using their dominant eye and having undertaken several practice sessions before data collection began.
Results
We adopt the procedure used by Hess and Holliday [7] in which data are presented relative to the pre-calculated centroid for each stimulus. This allows convenient visualisation of the data since, if centroid is indeed the factor determining the perceived localisation of stimuli, data for all levels of asymmetry should collapse together to form a single function. The critical factor represents the method of calculating the centroid. Whitaker et al. [6] have shown that the centroid of an asymmetric Gaussian envelope is given by the simple expression
(see also Appendix A) where (| 2 -| 1 ) represents the difference in S.D. either side of the peak of the envelope. Note that this expression represents the centroid between infinite limits, and assumes that the amplitude of the Gaussian envelope is so great in comparison to threshold that the finite limits defined by threshold can be ignored. Fig. 1 shows the offset of the central Gaussian blob required to obtain perceptual alignment relative to the centroid of the blob as calculated by Eq. (1). Data for three suprathreshold contrast levels are shown for each observer. Data for each asymmetry level are fitted with a logistic function of the form y= 100
where v is the offset corresponding to the 50% level on the psychometric function and q provides an estimate of alignment threshold (half the offset between the 27 and 73% levels on the psychometric function approximately). It is clear from the graphs on the left-hand side of the figure that data for different asymmetries do not collapse together, and this is especially marked at low contrast levels. This represents a clear failure of Eq. (1) to account for the perceived position of the Gaussian elements, and is similar the findings of Hess and Holliday [7] for their 30% contrast Gaussian blobs. Appendix A provides a mathematical derivation of the centroid of an asymmetric Gaussian when contrast thresholds due to neural noise cannot be considered negligible relative to the amplitude of the Gaussian. In this case, the centroid of the Gaussian needs to be calculated between finite limits, taking threshold into account [6] . We should distinguish here between studies such as the present one which integrate between threshold limits to determine the localisation of the stimulus as a whole and those which are explicitly concerned with threshold limits as determinants of perceived edge location, and hence the perceived size of Gaussian-windowed stimuli [10] . Taking threshold limits into account, centroid offset is again proportional to the magnitude of asymmetry, but with a different constant of proportionality:
where M is the multiple of threshold at which the Gaussian is presented and is a value dependent upon M and found from tables of the cumulative normal distribution as described in Appendix A. When M is very large (i.e. when contrast thresholds are very small relative to the Gaussian amplitude), Eq. (2) reduces to the same form as Eq. (1).
The graphs on the right-hand side of Fig. 1 show the same data as the corresponding graphs on the left, but this time expressed as an offset relative to the centroid of the asymmetric distribution as calculated from Eq. (2). It is clear that, at each contrast level, accounting for contrast thresholds in the centroid calculation provides an excellent description of the data, with data points from all levels of asymmetry collapsing together. The data from all asymmetries are fitted with a single logistic function at each contrast level. Values for the offset corresponding to the 50% point of the combined data lie close to zero (see Offset values in Table 1 ), as would be expected from veridical alignment of the centroid of the middle blob relative to the outer two elements. Thresholds are reduced slightly at the highest contrast for both subjects (see Threshold values in Table 1 ). The final column of Table 1 provides a quantitative description of the extent to which Eq. (2) accounts for the variance in the data relative to Eq. (1). The value represents a ratio of the residual sum-ofsquared deviations from a single logistic fit to the two complete data sets. Values less than one indicate a reduction in variance when suprathreshold contrast level is taken into account by using Eq. (2) rather than Eq. (1). Equivalent data for the Gabor stimuli are presented in Fig. 2 . The data for 10.5% contrast are consistent with those for Gaussian-blob stimuli in that a large proportion of the original variance is accounted for by considering suprathreshold contrast in the model (see Table 2 ). At 21% there is relatively little variance in the data accounted for by the model which does not consider suprathreshold contrast (Eq. (1)). This is because, at 21% contrast, the Gabor stimuli are already at approximately ten times their contrast detection threshold. Even so, accounting for suprathreshold contrast level further reduces the data variance (see Table  2 ). At even higher multiples of threshold contrast (42% contrast) Eq. (1) provides a better description of the data than Eq. (2) (see 2 ratios above unity in the last column of Table 2 ). This represents a failure of the suprathreshold contrast model at high multiples of threshold. This is consistent with the findings of Whitaker et al. [6] who also suggest that stimulus-based centroid models do not adequately account for the behaviour of Gabor stimuli at high multiples of threshold contrast.
Discussion
Our results show clearly that contrast is an important factor in determining the perceived position of asymmetric Gaussian-windowed stimuli. This is quite consistent with the appearance of asymmetric objects as contrast is varied. At high contrasts the asymmetry is obvious, but becomes less and less pronounced as the contrast of the stimuli approaches threshold. The assumption that Eq. (1) holds across all contrast levels is clearly erroneous, as Whitaker et al. [6] discuss. Proof that this is the case (the present Fig. 1 and Fig. 4 of ref. [7] ) is not a failure of centroid analysis, only a failure of an invalid assumption. When threshold is taken into account by using Eq. (2), the data clearly conform closely to what would be expected from assigning perceived position at the centroid of the visible stimulus envelope.
It is important to note that any model such as the one we have adopted is based upon the luminance distribution of the stimulus rather than upon the corresponding internal neural distribution. Therefore, potential non-linearities which may occur between stimulus and the neural response elicited are disregarded. A form of non-linearity might explain the failure of the model for contrast-defined stimuli at high multiples of detection threshold. Appendix B shows the effect that a compressive non-linearity (modelled here in terms of a truncated neural response) would have on centroid location. An example of the effect of a compressive non-linearity has previously been documented for a positional task in the luminance domain by Morgan, et al. [11] . Appendix B demonstrates that Eq. (2) provides a poorer description of the centroid of a truncated stimulus than Eq. (1) at high multiples of threshold contrast, thereby providing a qualitative explanation for the behaviour of the Gabor data at high contrast levels (Fig. 2, 42% contrast) . A quantitative account of the data would simply require an appropriate choice of non-linearity.
Knowledge of the important role of contrast in determining the perceived location of asymmetric stimuli allows some important insights into the success or otherwise of previous studies to produce data conforming to centroid behaviour. The studies which support a centroid-based strategy have used bright, localised line stimuli on dark backgrounds [1, 5, 12, 13] or high-density clusters of bright dots against a dark background [3] . Low contrast stimuli have resulted in problems for models of centroid analysis, as Hess and Holliday [7] observed. Both Whitaker and Walker [3] and Whitaker and MacVeigh [14] , using asymmetric clusters of bright dots, found that their data conformed well to a model based upon centroid only when dot density was high. At low dot densities, the perceived contrast of the clusters was much lower, and the centroid model failed. Low dot density patterns were also used by Ward et al. [15] leading them to conclude that a localisation strategy based upon stimulus centroid was inappropriate.
In summary, we have examined the effect of suprathreshold contrast on the perceived location of asymmetric stimuli. The data are consistent with a localisation strategy based upon stimulus centroid provided appropriate consideration is given to the level of suprathreshold contrast. This analysis helps to explain discrepancies between previous studies which have examined the role of stimulus centroid in models of localisation.
Appendix B. Finding the centroid of a truncated asymmetric Gaussian above a threshold level T
The centroid of an asymmetric Gaussian above a threshold level, T, and which is truncated at a multiple L times threshold (hatched area) is given by (Figs. 1 and 2 ). Comparison of Eqs. (A3) and (A2) indicates that a compressive non-linearity at high contrasts (modelled here in terms of a truncated neural response) can result in an elevation of centroid offset beyond that predicted by Eq. (A2) and even Eq. (A1). This may explain the failure of both equations (particularly Eq. (A2)) to predict performance for the high contrast Gabor stimuli (Fig. 2) .
