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Préambule 
Ce mémoire de thèse rend compte de travaux effectués au sein de l'équipe Contraintes du CER-
MICS-INRIA (Centre d'enseignement et de recherche de l'Ecole Nationale des Ponts et Chaussées 
et l'Institut National de Recherche en Informatique et Automatique) Sophia-Antipolis. L'objet de 
ces travaux entre dans l'axe de recherche sur les problèmes de satisfaction de contraintes. Le con-
texte de ces travaux découlait de la question suivante : et si on est en face d'un problème sur-con-
traint (pas de solution), que faut il faire ? 
Cette question a lentement mûri après que nous nous soyons plongé de nombreux jours dans la lec-
ture et la compréhension de certains articles souvent très intéressants dont quelques uns étaient 
ardus. Un bref aperçu sur certains de ces articles fait l'objet du chapitre 1 de notre mémoire. 
Pour répondre à cette question, nous nous sommes placé dans le cadre théorique des hiérarchies de 
contraintes où les contraintes sont fonctionnelles et réparties en contraintes requises et en contrain-
tes de préférences. La satisfaction de ces dernières est gérée par un critère de comparaison entres les 
configurations (valeurs des variables) du système. Ceci fait l'objet des chapitres 2 et 3 de notre 
mémoire. 
Plus techniquement, le chapitre 4 détaille une série de résolveurs qui permettent d'implémenter le 
modèle théorique de hiérarchies de contraintes et d'obtenir donc des solutions. 
Dans le but d'avoir des solutions de meilleure qualité nous avons été amené à concevoir un nouveau 
résolveur Ce dernier fait l'objet du chapitre 5. Le chapitre 6 marque des nouvelles définitions 
d'autres critères de comparaison ainsi que leur intégration dans ce nouveau résolveur. 
Deux phases constituent le chapitre 7 qui marque la deuxième partie de ce mémoire. D'une part, il 
s'agit de présenter l'aspect théorique de l'intégration des hiérarchies de contraintes dans les Langa-
ges de Programmation Logique et d'autre part nous proposons une procédure qui utilise le résolveur 
décrit dans les chapitres 5 et 6 pour cette intégration. Nous étudions également son intérêt par rap-
port à une autre approche. 
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La troisième et dernière partie est présentée dans le chapitre 8. Ici on propose une modélisation 
d'un résolveur pour la résolution d'une hiérarchie contenant des critères de comparaison différents. 
Ce résolveur consiste en l'établissement d'un plan de coopération entre résolveurs spécifiques. 
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1 Introduction 
Plusieurs problèmes dans les sciences informatiques doivent gérer les relations entres les objets 
d'un système. Pour n'en nommer que quelques unes, ces relations peuvent être entre objets graphi-
ques d'une image, peuvent être des relations arithmétiques entre des nombres, une information sur 
les noeuds adjacents à un noeud dans un graphe, ou ce qui doit être requis dans un travail de planifi-
cation. Le traitement des relations peut très vite devenir complexe lorsque le nombre d'objets dans le 
système croît. Ce problème peut être résolu plus facilement lorsque les relations sont représentées 
d'une façon déclarative c'est-à-dire lorsqu'il y a un langage qui peut capturer les contraintes sous-
jacentes sur les objets et ceci indépendamment de la résolution effective des relations. La notion de 
langage utilisant les contraintes est née de ce désir d'abstraction. Les contraintes forment un outil 
élégant pour maintenir ce rapport et pour caractériser déclarativement les propriétés entre objets qui 
peuvent être maintenues par un système sous-jacent. 
1.1 Définition d'une contrainte 
Intuitivement, on peut considérer que formuler un problème en termes de contraintes revient à 
définir ce que doit être une solution, c'est-à-dire les propriétés que cette solution doit vérifier, et ce 
qu'elle ne doit pas être, c'est-à-dire les propriétés qu'elle ne doit pas vérifier. 
Une contrainte est donc assimilée à une propriété liant différents objets. Par exemple, la contrainte 
x-y~z met en relation différents objets (les variables x, y et z) de manière à imposer une restriction 
sur les valeurs que peuvent simultanément prendre ces objets. Cette contrainte peut être incluse dans 
un système de contraintes. Dans ce cas, poser la contrainte revient à énoncer une partie du problème. 
Une contrainte décrit une relation qui doit être satisfaite. Par exemple, la contrainte de résistance 
dans un circuit électrique consiste à obéir à la loi d'Ohm. Les contraintes sont utilisées dans les lan-
gages de programmation, les interfaces utilisateur, les logiciels de simulation, et beaucoup d'autres 
systèmes. Au lieu d'obliger l'utilisateur à écrire et à appeler des procédures pour maintenir la satis-
faction d'une relation entre objets, les contraintes permettent de déclarer les besoins de ce maintien 
[BFW92, BFW94]. 
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En générai, les contraintes fonctionnelles sont multi-directionnelles. Par exemple, la contrainte x-
y=z peut être utilisée pour calculer la valeur d'une des variables x, y ou z à partir des 2 autres. En 
général, dans une application donnée, les contraintes sont connectées et le système doit gérer ces 
connexions de telle sorte que ces contraintes soient toutes satisfaites. 
1.2 Modèles de perturbation et de réduction. 
Les systèmes décrits dans les langages intégrant la possibilité d'exprimer des contraintes, utili-
sent une des deux approches suivantes : le modèle de réduction ou le modèle de perturbation. Dans 
les deux approches, les contraintes sont utilisées pour déterminer les valeurs de leurs variables. 
Dans le modèle de réduction, les variables sont initialement non contraintes, les contraintes sont 
ajoutées, et progressivement le système réduit les valeurs permises des variables. Cette approche est 
adoptée plus ou moins universellement dans les langages de programmation logique, comme par 
exemple dans le schéma de langage de Programmation Logique avec Contraintes [Coh90,JL87] et 
dans les langages de Contraintes Concurrentes [SRP91,Sar89]. 
Dans le modèle de perturbation, on considère un ensemble de contraintes et des variables ayant des 
valeurs qui satisfont cet ensemble de contraintes. Si la valeur d'une variable est perturbée, (générale-
ment par une influence extérieure, par exemple une requête d'un utilisateur) la tâche que doit effec-
tuer le système est d'ajuster les valeurs des autres variables afin de resatisfaire l'ensemble des 
contraintes. Le modèle de perturbation est souvent utilisé dans des systèmes interactifs graphiques 
basés sur des contraintes comme Sketchpad [Sut63a], ThingLab I [Bor81], Magritte [Gas83], et 
Juno [Nel85]. Le modèle de perturbation est aussi utilisé dans les systèmes de construction d'inter-
face comme le système Garnet [MGD+90a, MGD+90b]. 
Généralement, dans le modèle de perturbation, il y a plusieurs façons possibles de rétablir la satis-
faction d'une contrainte après une perturbation. Prenons l'exemple trivial de la contrainte x+y=z, et 
changeons la valeur de la variable y. Plusieurs choix sont possibles pour resatisfaire cette contrainte: 
on peut changer seulement ia valeur de la variable x, ou on peut changer seulement celle de z, ou 
bien celle de x et de -. Pour limiter ces choix, on peut déclarer des variables en lecnire seulement 
Dans ces conditions, généralement on utilise les contraintes uni-directionnelles (c.a.d. ia contrainte 
possède une ou plusieurs variables qui sont déclarées comme des variables de lecture). Par exemple, 
dans la contrainte x+y=z, si les variables x et y sont des variables déclarées comme des variables de 
lecture, il est clair que lorsque l'utilisateur modifie la valeur de x ou de y le système change celle de 
z uniquement. 
A l'exception des systèmes qui utilisent les contraintes acycliques uni-directionnelles, le problème 
posé par le modèle de perturbation est qu'il est souvent difficile de déterminer les variables à chan-
ger pour resatisfaire les contraintes après une perturbation. Plusieurs techniques ont été proposées 
dans les premiers systèmes (Sketchpad [Sut63b, Sut63a], Juno [Nel85], IDEAL [Wyk80, Wyk82], 
Magritte [Gas83], COOL [KK91], Converge1 [Dis90, Boh90]). Aucune des techniques proposées ne 
donne entièrement satisfaction, puisque d'une part les solutions trouvées sont non intuitives (non 
satisfaisantes), et d'autre part ces heuristiques sont intégrées dans le code du système et il est donc 
difficile de spécifier les solutions préférées et d'altérer ces préférences. 
1 Deux versions de ce système ont été développées : une pour la modélisation géométrique en 3D [Sis90] et la seconde pour l'extraction 
de graphe cyclique. 
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1.3 CSP et flexibilité 
La résolution d'un problème de satisfaction de contraintes (CSP) équivaut à partitionner l'ensem-
ble des valuations en deux ensembles : un qui contient les solutions du problème et un autre qui con-
tient son complémentaire [SG92]. Dans les problèmes sur-contraints, à savoir ceux qui n'ont aucune 
solution alors que l'utilisateur en veut une, la prise en compte des préférences permet de relâcher 
certaines contraintes et de donner ainsi des solutions {celles qui seront jugées les moins mauvaises). 
Le besoin d'étendre le formalisme des CSP pour pouvoir considérer les préférences entres contrain-
tes, s'est fait ressentir depuis quelques années [Far94]. Plusieurs tentatives d'extensions ont été pro-
posées. On trouve à la fois des tentatives de définition de nouveaux modèles et formalismes et des 
travaux plus techniques proposant des algorithmes. 
Les préférences peuvent être exprimées plus ou moins localement c'est-à-dire : 
- Sur des valeurs ou des combinaisons de valeurs possibles pour une variable ou un n-uplet de 
variables. 
- Sur des contraintes : il s'agit d'exprimer l'importance de satisfaire chaque contrainte. 
- Directement entre solutions : il s'agit d'une mesure évaluant la qualité d'une solution. 
Le premier cas est l'idée maîtresse à l'origine de plusieurs travaux. Ce cas est apparu très tôt dans la 
littérature liée aux CSP: en 1975, Waltz dans [Wal75] fait une distinction entre instanciation "sou-
haitable" d'une contrainte et instanciations "moins souhaitables". Ces dernières ne sont considérées 
que si nécessaire. En 1983, cette idée a été reprise dans le domaine de la recherche opérationnelle 
par Hummel et Zucker dans [HZ83]. Plus récemment, des travaux intègrent cette idée et optent pour 
une représentation des contraintes flexibles sous forme d'ensemble flou, nous citons ici les travaux 
de Freuder et Snovv, Bowen et Lai et Bahler, Guan et Friedrich, Martin-Clouaire, Faltings et Haroud 
et Smith respectivement dans [FS90], [BLB92], [GF92], [Clo92] et [FHS92]. 
Dans le deuxième cas, la flexibilité réside dans la capacité à ne pas satisfaire des contraintes de 
moindre importance quand elles sont conflictuelles. Plusieurs travaux sur des CSP à domaine fini 
considèrent ce cas. Par exemple, Jussien et Boizumaut dans [JB96] considèrent au départ que toutes 
les contraintes sont aussi importantes les unes que les autres et proposent un système de relaxation 
de contraintes sur les CSP sur-contraints (il n'y a pas de solution qui satisfait l'ensemble des con-
traintes) qui détermine la (ou les) contrainte(s) à supprimer pour aboutir à une solution. Ce système 
de relaxation est basé en partie sur le maintien de déductions qui s'inspire de l'algorithme de recher-
che de solution utilisant les ensembles de contraintes non-consistants trouvés au cours de la recher-
che. Cet algorithme est proposé par Schiex et Verfaillie dans [SV94, VS95]. 
Pour Schiex dans [Sch92] une priorité est associée à chaque contrainte, et les meilleures solutions 
sont celles qui minimisent la priorité de la plus importante des contraintes violées. Un ordre basé sur 
l'inclusion est un raffinement de celui de Schiex a été indiqué par Brewka dans [Bre89]. Dans cet 
ordre, deux valuations seront départagées si l'ensemble des contraintes satisfaites par l'une est 
inclus dans l'ensemble des contraintes satisfaites par l'autre. Cet ordre est celui obtenu par un critère 
de comparaison local {LDcalement-Prédicat-Meilieur) défini par Alan Boming dans [BDF+87]. 
Descottes et Latombe dans [DL85] proposent un raffinement de celui-ci, Tordre lexicographique. 
On retrouve également cet ordre chez Alan Borning et Thomas Schiex dans [BDF+87, BFW92, 
BFW94, SFV95]. Freuder dans [FS90] considère que toutes les contraintes peuvent être violées et 
que les meilleures solutions sont celles qui minimisent le nombre de contraintes violées. Mohr et 
Masini dans [MM88] proposent de rechercher une instanciation telle que, pour chaque variable, il y 
ait au moins une certaine proportion de contraintes satisfaites. 
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Boming et son équipe dans [BDF+87, BFW92, BFW94] ont identifié des formes de préférence 
entres contraintes qui prennent en compte le deuxième cas ou le troisième (les distances aux con-
traintes sont considérées comme des mesures qui évaluent les qualités des solutions). Ces travaux 
portent sur la combinaison multi-critères et permettent d'identifier les principaux modes de combi-
naison des contraintes avec priorité (la minimisation de la priorité de la moins satisfaite des con-
traintes, le raffinement basé sur l'inclusion (Localement-Prédicat-Meilleur), l'ordre lexicographique 
et la maximisation du nombre de contraintes satisfaites (Globalement-Meilleur)). 
1.4 Définition d'une hiérarchie de contraintes 
Une hiérarchie de contraintes peut être vue comme une solution au problème de spécification 
déclarative de ce qu'il faut changer à la suite d'une perturbation introduite sur une contrainte du sys-
tème [BDF+87, BFW92, BFW94]. Dans une hiérarchie de contraintes, le programmeur ou l'utilisa-
teur peut exprimer deux types de contraintes. Des contraintes requises (aussi appelées des 
contraintes dures) et des contraintes de préférence (aussi appelées des contraintes flexibles). Les 
contraintes requises doivent être satisfaites. Le système doit essayer de satisfaire les contraintes de 
préférence si possible, mais aucune erreur n"est générée, dans le cas où le système ne peut pas les 
satisfaire. Les contraintes de préférence sont réparties en un certain nombre de niveaux hiérarchi-
ques. Les niveaux sont ordonnés selon l'importance des contraintes de préférence qu'ils contien-
nent. Par exemple, on peut exprimer trois contraintes unaires pour la relation x+y=z: deux 
contraintes unaires de poids fort qui consistent à dire que les variables x et y seront non-modifiables, 
et la troisième contrainte unaire est de poids faible et qui consiste à dire que la variable z est non-
modifiable. Etant donnée cette hiérarchie et à la suite d'une perturbation qui consiste à changer la 
valeur de la variable x, le système va tenter de resatisfaire la relation x+y=z en modifiant la valeur de 
la variable z au lieu de modifier celle de la variable y. 
Les hiérarchies de contraintes ont plusieurs domaines d'applications (tout genre d'application où 
l'on veut prendre en compte les contraintes de préférence), comme par exemple dans la planifica-
tion, l'ordonnancement ou encore la manipulation de figures géométriques. Un exemple simple 
serait de considérer le problème de poser un tableau dans un document [BFW94], on aimerait bien 
que le tableau soit dans une seule page, tout en laissant le même espace inter-ligne. Ce problème 
peut être représenté par une interaction entre deux contraintes. La première est une contrainte 
requise qui serait : les hauteurs entre deux lignes quelconques du tableau sont égales et strictement 
supérieures à zéro. La deuxième est une contrainte de préférence qui serait : le tableau entier loge 
dans une page. Considérons un autre exemple : supposons que l'on déplace par la souris une partie 
d'une figure géométrique contrainte de rester sur l'écran. Lorsque cette partie est en mouvement, 
d'autres parties de la figure veulent se déplacer aussi pour garder la satisfaction des contraintes de 
cette figure. Cependant, si les positions de ces autres parties de la figure vont être en dehors de 
l'écran, on préférerait qu'elles restent à leurs positions initiales au lieu de se déplacer aussi. De plus, 
il peut y avoir un indicateur sur les parties qui peuvent se déplacer et celles qui doivent rester fixes. 
Dans ce cas, l'utilisateur peut avoir des préférences et donc la hiérarchie de contraintes est utilisée 
pour satisfaire ce désir. 
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1.5 Contribution 
Nous nous sommes intéressés au formalisme des hiérarchies de contraintes définies par Alan 
Boming, où les contraintes sont réparties par niveaux d'importance. Une configuration est une valua-
tion de l'ensemble des variables. On définit un ordre partie! sur les configurations à partir des 
erreurs, qui peuvent être binaires (satisfaction/non-satisfaction d'une contrainte) ou numériques et de 
deux mécanismes d'agrégation de ces erreurs : 
- dans chaque niveau, les erreurs de la configuration sur toutes les contraintes du niveau sont 
combinées, 
- globalement, ces combinaisons sont agrégées sur tous les niveaux. Les solutions sont les 
valuations maximales pour cet ordre partiel. 
Dans ce cadre, la plupart des travaux sur des algorithmes (Blue, DeltaBlut, SkyBlue, QuickPlan) 
basés sur la propagation locale pour les hiérarchies de contraintes utilisent des erreurs binaires et un 
mode de comparaison local assez simple entre les différentes configurations : 
une valuation (instanciation de l'ensemble des variables) sera meilleure qu'une autre s'il 
existe un niveau dans lequel elle satisfait un sur-ensemble des contraintes de la seconde, et si 
pour tous les niveaux plus importants elles satisfont toutes deux les mêmes contraintes. 
Pour affiner cet ordre partiel, nous avons conçu un nouveau résolveur de propagation locale 
[Bou94,Bou95a,Bou95b,BN96] qui prend en compte différents modes de combinaison des erreurs 
par niveau et utilise une agrégation globale de type lexicographique sur les valeurs de ces combinai-
sons. Potentiellement, cette agrégation globale permet d'obtenir des solutions meilleures que celles 
obtenues en utilisant un mode de comparaison local entres les différentes configurations. 
Nous avons en particulier intégré dans ce nouvel algorithme les trois modes suivants : 
- le nombre de contraintes non satisfaites [Bou95c, BNH95a], 
- la somme des poids des contraintes non satisfaites, un poids étant attaché à chaque con-
trainte [BNH96], 
- une combinaison où les poids représentent des priorités : on préférera une configuration 
satisfaisant les contraintes de poids fort, les contraintes de poids plus faible étant considérées 
comme des contraintes de remplacement [BNH95b]. 
Nous nous sommes intéressés aussi à la Programmation Logique par Hiérarchie de Contraintes 
(PLHC). Cette dernière étend la Programmation Logique par Contraintes (PLC) en incluant les hié-
rarchies de contraintes. Des travaux précédents dans ce domaine décrivent des prototypes basés sur 
un mode de comparaison local [WÍ192, WB89, BMM+89, BDF+87]. L'expérience d'écrire des pro-
grammes avec ces prototypes montre que ce mode de comparaison local donne des solutions non 
intuitives. Ceci résulte de la restriction de ce mode local de comparaison à ne pouvoir comparer que 
des solutions résultant d'une seule hiérarchie (connu par l'appellation comparaison intra-hiérarchie). 
Cependant, plusieurs applications pratiques en PLHC suggèrent le besoin d'une comparaison entre 
les solutions résultant des différents choix de règles du programme afin d'éliminer celles qui sont 
non intuitives (c.à.d. jugées moins bonnes) (connu par l'appellation comparaison inter-hiérarchies). 
Cette comparaison ne peut se réaliser que par l'utilisation d'un mode de combinaison utilisant une 
agrégation globale. Notre contribution ici a été la conception d'un algorithme [Bou96] basé sur 
notre premier algorithme et sur le fondement théorique de comparaison inter-hiérarchies. 
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Enfin, nous nous sommes intéressés aussi au cas où les modes de combinaison peuvent varier selon 
les niveaux. Par exemple, dans une hiérarchie contenant trois niveaux d'importance, on peut utiliser 
pour les deux premiers niveaux un critère local pour lequel une solution sera meilleure qu'une autre 
si elle satisfait un sur-ensemble des contraintes satisfaites par la seconde. Pour le troisième niveau, 
un comparateur plus fin, comme la somme des carrés des erreurs, qui impose un ordre total sur les 
configurations, peut être utilisé pour départager les solutions. Ce troisième niveau, utilisant des 
erreurs numériques, ne peut plus être résolu par propagation locale. La résolution d'une tel type de 
hiérarchie nécessite plusieurs résolveurs spécifiques aux types des contraintes de cette hiérarchie 
ainsi qu'un plan de coopération entre ces résolveurs spécifiques. Une approche prometteuse est l'uti-
lisation des techniques de la propagation locale pour partitionner un système de contraintes en des 
sous-ensembles de contraintes pouvant êtres résolus par ces résolveurs spécifiques. Des travaux pré-
cédents sur ce problème dans [HKS+94] avaient abouti à la réalisation d'un résoiveur pour des con-
traintes dont les méthodes ne possédaient qu'une seule variable de sortie. Notre recherche s'est 
orientée vers la généralisation de ce résoiveur pour pouvoir prendre en compte des contraintes pos-
sédant des méthodes recalculant plusieurs variables à la fois [Bou95d]. 
1.6 Plan de lecture 
Le chapitre 2 présente les définitions formelles des contraintes, hiérarchies de contraintes, et les 
solutions à une hiérarchie de contraintes. Il inclut également des exemples d'utilisation des hiérar-
chies de contraintes et des propriétés sur des différents comparateurs qui servent à ordonner les solu-
tions d'une hiérarchie de contraintes. 
Le chapitre 3 présente les extensions de la théorie des hiérarchies des contraintes. Ces extensions 
incluent les notions suivantes: lecture-seulement, écriture-seulement, fonctions objectifs, comparai-
son inter-hiérarchie, solution type. 
Le chapitre 4 présente les fonctionnalités d'une série d'algorithmes de propagation locale exis-
tants pour la résolution des hiérarchies de contraintes. Chacun de ces algorithmes est basé sur un 
comparateur de la théorie des hiérarchies de contraintes présentée au chapitre 2. 
Le chapitre 5 marque la première partie de notre travail portant sur la conception d'un nouvel 
algorithme (nommé Houria) pour la résolution d'une hiérarchie de contraintes fonctionnelles. Dans 
le but d'obtenir des solutions de meilleure qualité, ce nouvel algorithme est basé sur un critère de 
comparaison global. 
Le chapitre 6 présente la généralisation de l'algorithme présenté au chapitre 5. C'est ainsi que 
l'on définit deux autres critères de comparaison qui sont intégrés dans l'algonthme conçu. On pré-
sente également dans ce chapitre des mesures de performance de cet algorithme effectuées sur des 
problèmes générés aléatoirement. Ce chapitre compare au point de vue fonctionnel cet algorithme et 
les algorithmes existants. 
Le chapitre 7 marque la deuxième partie de notre travail et présente un aperçu sur l'extension de 
la théorie des hiérarchies de contraintes concernant son intégration dans le monde de la Programma-
tion Logique. Ce chapitre décrit un algorithme pour la comparaison inter-hiérarchie de solutions 
résultant des différents choix de règles d'un programme exprimé dans le paradigme HCLP. Cet algo-
rithme, est basé sur l'algorithme décrit dans les chapitres 5 et 6 et sur l'extension de la théorie des 
hiérarchies de contraintes. 
Le chapitre 8 marque la troisième partie de notre travail portant sur la généralisation d'un résoi-
veur existant qui pilote différents résolveurs. Cette généralisation présente des nouvelles définitions 
et une extension du mécanisme initial utilisé, ceci ayant pour but de pouvoir prendre en compte des 
contraintes possédant des méthodes recalculant plusieurs variables de sortie à la fois. 
2 Contraintes et hiérarchies de contraintes 
Dans ce chapitre, nous présentons un état de l'art sous la forme de définitions formelles des con-
traintes, des hiérarchies de contraintes, et des solutions à une hiérarchie de contraintes 
[BFW94.WÜ92, HKS+94]. Nous incluons également des exemples d'utilisation des hiérarchies de 
contraintes tirés de [BFW92, WB89, FWB92] et des propriétés sur différents comparateurs qui ser-
vent à ordonner les solutions d'une hiérarchie de contraintes [BFW92, BFW94]. 
2.1 Définitions 
Une contrainte est une relation entre variables sur un domaine D (c.a.d. entiers, réels, booléens, 
domaine fini). Une contrainte étiquettée, notée ec, est une contrainte c avec une étiquette e qui 
exprime l'importance de la contrainte. Nous associons des noms symboliques aux différentes éti-
quettes des contraintes. Dans la suite de ce chapitre, nous associons à chacun de ces noms symboli-
ques un entier compris entre 0 et n, où n est le nombre de niveaux de la hiérarchie. Le premier 
niveau 0 est associé au nom symbolique requise. Ce niveau de ia hiérarchie est toujours réservé aux 
contraintes dures (c.a.d. absolues, requises). 
Une hiérarchie de contraintes est un ensemble de contraintes étiquetées. Etant donnée une hiérarchie 
de contraintes H, H0 dénote les contraintes requises dans H. Dans le même esprit, Ses ensembles H¡, 
Hn sont associés respectivement aux niveaux ¡, n sont définis. 
Une solution à la hiérarchie de contraintes H est une valuation pour les variables dans H (c.a.d. une 
fonction qui associe à chaque variable dans H un élément de D). On désire définir l'ensemble S qui 
contient toutes les solutions de H. Plus clairement, chaque valuation dans 5 doit satisfaire toutes les 
contraintes dures. De plus, elle doit satisfaire aussi bien que possible l'ensemble des contraintes de 
préférences en respectant leurs étiquettes relatives. Pour formaliser ce souhait, on définit en premier 
l'ensemble de valuations noté SQ tel que chaque valuation dans SQ satisfasse l'ensemble des con-
traintes dans HQ. Après et en utilisant SQ, on définit l'ensemble S en éliminant les valuations qui sont 
moins "bonnes" que d'autres dans SQ. Cette élimination est établie par l'utilisation d'un prédicat 
"meilleur" qui est un comparateur . 
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S0 = { 6: Vc 6 HQ, C 9 = vrai } et 5 = / 6: 9 e S0 A VT| S 5 0 - I meüleuríx\, 9, f/j 7 
où (c 6) dénote ie résultat booléen de l'application de la contrainte c sur la valuation 6 
Le prédicat meilleur peut être défini de plusieurs façons différentes. Chaque définition associée à ce 
prédicat doit satisfaire deux propriétés, à savoir l'irréfiexivité et la transitivité. 
V8Vtf^ meilleure, Q,H). 
V0, Tj, (0 VH meilleure, r\, H) A meilleur(r\, eu, H) -» meilleur^, û>, i/j. 
Le prédicat meilleur doit respecte la sémantique de la hiérarchie : s'il existe une valuation 0 dans SQ 
qui satisfait complètement toutes les contraintes jusqu'au niveau k, alors toute valuation dans 5 doit 
satisfaire toutes les contraintes jusqu'au niveau k. 
Si 39 e S0A3k>0/ 
V/ G l...k Vc e H; c 6 = vrai 
alors Vrj e S Vr" s V...A: Vc e //,- c x\ - vrai. 
Généralement, le prédicat meilleur ne produit pas un ordre total sur S0. Il peut exister dans S deux 
valuations 9 et TJ telles que 9 n'est pas préférée à rj et r¡ n'est pas préférée à 9. 
2.1.1 Les fonctions d'erreurs 
Borning et son équipe dans [BFW92, BFW94] définissent plusieurs alternatives pour le compara-
teur meilleur. Dans chacune de ces alternatives, la fonction d'erreur e(c Q) est définie. Cette fonction 
retourne un nombre réel positif indiquant à quel degré la contrainte c n'est pas satisfaite par la valua-
tion 8. Cette fonction retourne 0 si et seulement si la valuation 9 satisfait la contrainte c. Pour 
n'importe quel domaine, la fonction d'erreur triviale qui retourne 0 si la contrainte est satisfaite et 1 
sinon, peut être utilisée. Le comparateur utilisant cette fonction est appelé comparateur-prédicat. 
Pour un domaine qui est un espace métrique, il peut être souhaitable d'utiliser sa métrique pour 
déterminer l'erreur plutôt que d'utiliser la fonction d'erreur triviale définie précédemment. Par 
exemple, l'erreur pour la contrainte x=y peut être la distance qui sépare x de y. Le comparateur utili-
sant ce type d'erreur est appelé comparateur-métrique. 
La fonction d'erreur par niveau E/H, Q) applique la fonction e sur chacune des contraintes dans H¡ = 
¡C], ..., cj. Le vecteur d'erreurs obtenu par cette application est : El(H¡ Q) = [e(c¡ 8), ..., e(c-k d)]. La 
séquence d'erreurs pour une hiérarchie de contraintes H contenant n niveaux est le vecteur : ¡E¡(H¡ 
0j, .... En(HnB)]. 
2.1.2 Les Fonctions d'agrégation d'erreurs 
Certains comparateurs auxquels nous nous sommes intéressés combinent les erreurs d'un niveau 
donné de la hiérarchie avant de comparer les valuations. Pour réaliser cela, ces comparateurs utili-
sent une fonction d'agrégation g. Cette fonction est appliquée au vecteur de valeurs réelles et 
retourne des valeurs qui sont comparées en utilisant deux relations: <>„et <„. Quelques instances 
possibles de cette fonction d'agrégation g sont la somme des valeurs réelles dans le vecteur ou la 
valeur maximale dans le vecteur. 
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On exige que la relation <g soit irréflexive et transitive. On exige également que la relation <>„ soit 
reflexive et symétrique. (On utilise la notation <> f au lieu d'utiliser = puisque pour quelques com-
parateurs la relation n'est pas transitive). La relation <> indique deux valuations ne pouvant pas 
être ordonnées en utilisant la relation <g puisque, pour certains comparateurs, elles sont égales et 
que pour d'autres comparateurs elles sont incomparables. 
La fonction d'agrégation G est une généralisation (entres niveaux) de la fonction g. Cette fonction 
est appliquée à une séquence d'erreurs et retourne une séquence de valeurs qui peuvent être compa-
rées en utilisant les deux relations <>„ et <„. 
5 5 
Soit R =[E(H; 6) E(Hn 8) ] alors G(R) = [g(E(H} %)) , g(E(Hn Q))]. 
L'ordre lexicographique <¡ex peut être défini d'une façon standard sur les séquences d'erreurs com-
binées ii],..., un et W],...,wn. 
Uj un <[ex Wj,...,wn si 3k e l...n tel que : Vt e l...k-l u¡ o v¿ A uk < v¿. 
2.1,3 Types de comparateurs 
Les séquences d'erreurs des contraintes dans les niveaux H¡,..., Hn sont comparées on utilisant 
l'ordre lexicographique. Si une valuation 8 est considérée meilleure qu'une autre valuation r\ alors il 
existe un niveau k de la hiérarchie te! que pour 1< i <k, g(E(H¡ Q)) <>gg(E(HiT\i), et au niveau k, 
g(E(HkQ)<gg(E(HkT\)). 
Borning dans [BFW92, BFW94] classifie deux types de comparateurs : les comparateurs locaux et 
globaux. Wilson dans [Wil92] distingue un troixième type de comparateurs appelé régionaux. Pour 
un comparateur local, chaque contrainte de la hiérarchie est considérée individuellement. Une valua-
tion sera meilleure qu'une autre s'il existe un niveau dans lequel elle satisfait un sur-ensemble des 
contraintes de la seconde, et si pour tous les niveaux plus importants elles satisfont toutes les deux 
les mêmes contraintes. Pour un comparateur global, les erreurs de toutes les contraintes d'un niveau 
donné sont agrégées en utilisant la fonction g. Finalement, pour un comparateur régional, chaque 
contrainte d'un niveau donné est considérée individuellement (comme dans un comparateur local). 
Cependant, contrairement à un comparateur local, deux valuations qui sont incomparables aux 
niveaux importants de la hiérarchie, peuvent être comparées à un niveau moins important et par con-
séquent on obtient l'élimination d'une de ces deux valuations. En général, un comparateur global 
discrimine plus qu'un comparateur régional et ce dernier discrimine plus qu'un comparateur local. 
La suite de ce paragraphe présente les définitions formelles de ces comparateurs ainsi que quelques 
instances de ces définitions utilisées pour la résolution des hiérarchies de contraintes. 
Comparateur local 
On dira qu'une valuation 9 est localement-Meilleur qu'une autre valuation T|, si pour chacune des 
contraintes jusqu'au niveau &-/, l'erreur obtenue sur 6 est égale à celle obtenue sur Tj, et au niveau k, 
elle est strictement inférieure pour au moins une contrainte et inférieure ou égale pour tout le reste. 
Formellement, cette définition est : 
Localement-Meiileur(Q, r\, H) = 3k e l...n/ 
VÎ e 1..1-1 g(E(H¡ e;; <>g g(E(H, T])) A g(E(Hk Q) <gg(E(Hki\)) 
avec g(V) - V et <>„ et <„ sont définis par : 
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V <„ U = VÎ v,- < u¿ A 3/ Vj < iij . 
V < > „ t/ S Vl V, = U¡ . 
Si au niveau k+1 de la hiérarchie, Terreur obtenue sur 9 est strictement supérieure à celle obtenue 
sur T| pour une ou plusieurs contraintes, alors d'après la définition de ce comparateur, cela ne modi-
fie en rien la véracité du comparateur Localement-Meilleur. La sémantique de la hiérarchie est tou-
jours respectée. 
Comparateur régional 
On dira qu'une valuation 0 est Régionalement-Meilleur qu'une autre valuation r¡, si pour tout niveau 
de la hiérarchie jusqu'au niveau k-1 les deux valuations sont incomparables, et au niveau k (Jol), 
l'erreur obtenue après application de 0 est strictement inférieure à celle obtenue après application de 
rj pour au moins une contrainte, et inférieure ou égale pour tout le reste. 
Formellement cette définition est : 
Régionalement-Meilleur{%. rj, H ) s 3 ^ e 2...n/ 
Vi e l...k-l gfEWi B)) <>g g(E(Hir\)) A g(E(Hk 0) <g g(E(Hkr\)) 
avec g(V) = Vet <> et < sont définis comme suit : 
V <„ [/ = V/ V; < U; A 3 / V; < «; . 
V O j l / S n (( V <g U) V ( U <g V)). 
Les définitions des comparateurs globaux que nous allons présenter considèrent que les contraintes 
de chaque niveau d'une hiérarchie peuvent être pondérées avec des poids réels. Pour les compara-
teurs locaux ou régionaux, cette pondération n'est pas utile puisque le résultat est équivalent avec ou 
sans pondération. 
Comparateur Global 
On dira qu'une valuation 8 est Globalement-Meilleur qu'une autre valuation r¡, si pour chaque 
niveau de la hiérarchie jusqu'au niveau k-1, la valeur obtenue par agrégation des erreurs sur 6 est 
égale à celle obtenue sur r\, et au niveau k, elle est strictement inférieure. 
Formellement, cette définition est : 
Globalement-Meilleuiiß, r\, H, g) = 3k e l...n/ 
Vj 6 A..*-/ g(E(Hl Q)) <>g g(E(H¡r\)) A g(E(Hk 0) <g g(E(Hkr\)l 
Les relations <>g et <„ sont équivalentes respectivement à = et < pour les réels, 
et g(V) est la fonction qui agrège la séquence d'erreurs dans le vecteur V. 
Parmi les comparateurs globaux utilisant une fonction d'agrégation on peut citer par exemple : 
Somme-Pondérée, Pire-Cas ou encore moindre-carrés. Ces différents comparateurs prennent en 
compte des hiérarchies où les contraintes dans chaque niveau sont pondérées avec des poids réels. 
Les définitions de ces comparateurs sont: 
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Somme-Pondérée(B, r¡, H) s Globalement-Meilleur{%, % H, g) 
avec g(V) = Xw«v< 
Pire-Cas(Q, r\, FT) s Globalement-MeilleuHß, r\, H, g) 
avec g(V) = (Afe i : 1 JV| {",•>',}) . 
Moindre-Carrés(Q, Tj, //) s Globalement-Meilleur(Q, r\, H, g) 
/ I V I 
avec g(V) = i "V u-jV," 
v = i 
Indépendamment du choix de Localement-Meilleur, Régionalement-Meilleur ou d'une instance de 
Globalement-Meilleur, on peut choisir une fonction d'erreur appropriée pour les contraintes. Par 
exemple, le comparateur Localement-Prédicat-Meilleur est un dérivé de Localement-Meilleur (utili-
sant la fonction triviale qui retourne 0 si la contrainte est satisfaite et 1 sinon). 
Un autre exemple est celui de Localement-Métrique-Meilleur, ce comparateur est un dérivé de Loca-
lement-Meilleur utilisant le domaine métrique pour compter l'erreur d'une contrainte. Nous avons 
aussi Somme-Pondérée-Prédicat et Somme-Pondérée-Métrique qui sont définis respectivement en 
utilisant l'erreur prédicat et l'erreur métrique. 
Le comparateur Nombre-Contraintes-Non-Satisfaites est un cas particulier du comparateur Somme-
Pondérée-Prédicat utilisant le poids 1 pour chacune des contraintes de chaque niveau de la hiérar-
chie. Ce comparateur compte le nombre de contraintes non satisfaites par niveau pour deux valua-
tions quelconques, et établit leur comparaison. 
On peut également remarquer l'existence du comparateur Moindres-Carrés-Prédicat, mais ce com-
parateur n'est pas particulièrement utile puisqu'il est équivalent au comparateur Somme-Pondérée-
Predicat (puisque 1=1). Le comparateur Moindres-Carrés est plutôt utilisé en se référant à l'erreur 
métrique, ce qui implique l'appellation suivante : Moindres-Carrés-Métrique. 
2.1.4 Exemples illustratifs 
Dans ce paragraphe, on présente deux exemples empruntés à [BFW94]. Le premier illustre la 
domination des contraintes situées au niveau fort d'une hiérarchie par rapport aux contraintes situées 
à un niveau plus faible. Le deuxième illustre les variétés des solutions obtenues par les différents 
comparateurs définis précédemment. 
FIGURE 1 Hiérarchie a trois niveaux de contraintes 
niveau 
Ho 
H, 
H2 
requise 
forte 
faible 
contraintes 
Celsius x 1.8 = Fahrenheit - 32 
Fahrenheit = 212 
Celsius = 0 
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Le premier exemple considère la hiérarchie décrite dans la figure 1. Cette hiérarchie inclut la con-
trainte canonique Celsius-Fahrenheit. L'ensemble Sg contient toutes les valuations qui satisfont la 
contrainte requise dans H0. Pour cette hiérarchie, l'ensemble S0 est infini, et contient tous les cou-
ples (c,f) de températures valide. 5 0 = f (-60, -76), (-40, -40), (0, 32), (10, 50). (100, 212), ..../ et S 
contient la seule valuation 0 = (100, 212). S ne contient aucune des autres valuations car celles-ci 
sont jugées noins bonnes que 6. Prenons par exemple la valuation r) = (10, 50), les valuations 8 et ri 
satisfont toutes les deux la contrainte requise dans HQ et donc les erreurs de ces deux valuations sur 
ce niveau de la hiérarchie sont les mêmes. La valuation 8 satisfait la contrainte du niveau H¡ de la 
hiérarchie tandis que la valuation r\ ne la satisfait pas, et donc il existe un niveau A: >0 ( k=l) pour 
lequel l'erreur est strictement inférieure pour 8 que celle obtenue pour T). Par conséquent, on a Loca-
lemenî-Meilleur(B,r\, H). 
Considérons maintenant la valuation to = (0, 32). (û satisfait la contrainte dans H¡ et non celle dans 
H2- Intuitivement, du fait que 8 satisfait mieux les contraintes des niveaux supérieurs de la hiérar-
chie que eu, on a bien Localement-Meilleur^, u), H). Cet exemple produit exactement le même 
ensemble 5 pour les comparateurs Localement-Meilleur-Prédicat, Localement-Meilleur-Métrique 
ou les instances du comparateur Globalement-Meilleur. Bien entendu, ceci ne peut pas être le cas 
général. 
Le deuxième exemple illustre les variétés des solutions obtenues par les différents comparateurs pré-
sentés auparavant. Considérons un simple calculateur graphique comme il est décrit dans [BFW92]. 
Supposons que qu'on a la relation A-rB=C. Initialement les valeurs des variables de cette relation 
sont respectivement : 2, 3 et 5. L'utilisateur désire modifier la valeur de la variable C et la rendre 
égale à 7. La hiérarchie dans la figure 2 exprime la sémantique de cette action. La contrainte C = 
A+B est la contrainte requise et qui représente !a relation de la somme entre les variables. La con-
trainte C - 7 est considérée au niveau le plus fort1 de la hiérarchie (après le niveau des contraintes 
requises) puisqu'elle représente le désir de l'utilisateur. Les deux contraintes A - 2 et B = 3 sont 
considérées au dernier niveau de la hiérarchie et expriment le désir que le reste du système soit 
changé le moins possible en prenant en compte la nouvelle valeur de la variable C. Sans ces deux 
dernières, la valuation 8 = ( A = 1000000, B - -999993, C = 7} peut parfaitement être une solution 
valide. On illustre maintenant les solutions des différents comparateurs. 
FIGURE 2 : Hiérarchie d'un simple calculateur graphique. 
niveau 
H0 
Hl 
H2 
requise 
forte 
faible 
faible 
contraintes 
C = A + B 
C=7 
A = 2 
B = 3 
Le comparateur Localement-Prédicat-Meilleur produit deux valuations dans l'ensemble S : 
1 Le fait de mettre cens contrainte au niveau des contraintes de plus grande préférence et non au niveau des contraintes requises, permet 
au système de. ne pas modifier la variable C si cette dernière est déterminée par une contrainte requise. 
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Q = {A = 2.B = 5,C=7}etr\ = {A=4.B = 3,C=7). 
Les séquences d'erreurs obtenues par 8 et T| sont respectivement : 
g(E(H0 S)) = g(ÍOJ) = [0], g(E(H} 6)) = g([0]) = [0], g(E(H2 Q)) = g([0, 1J) = [0, J] et 
g(E(H0 r\)) = g([0]) = [0], g(E(Hj r\)) = g(fOJ) = [0], g(E(H2 r\)) = g([l, 0]) = [1, 0]. 
Les deux valuations possèdent les mêmes séquences d'erreurs pour les deux niveaux 0 et 1 de 
la hiérarchie. Au dernier niveau de cette hiérarchie, la première valuation satisfait la con-
trainte A = 2 mais pas la contrainte B = 3 et la deuxième valuation satisfait la contrainte B = 3 
mais pas la contrainte A = 2, ce qui fait que ces deux valuations ne satisfont pas les mêmes 
contraintes, et par conséquent elles sont mises toutes les deux dans l'ensemble S puisqu'elles 
ne sont pas comparables. 
Le comparateur Localement-Métrique-Meilleur produit une infinité de solutions dans l'ensemble S : 
( A = x, B = 7-x. C = 7 pour x e [2 ... 4} /. Aucune des valuations dans S n'est meilleure 
qu'une autre dans S. Par exemple, considérant les deux valuations suivantes dans S : ¡a valua-
tion O = f A = 2.9, B - 4.1. C = 7 ) et r¡ = / A = 2, B = 5, C = 7 }. Les séquences d'erreurs 
obtenues par 6 et r¡ sont respectivement : 
g(E(H0 9)) = g([0.0]) = [0.0], g(E(H, Q)) = g([0.0]) = [0.0], g(E(H2 Q)) = g([0.9, 1.1]) = 
¡0.9, 1.1] ex 
g(E(H0 r\)) - g([0.0]) = [0.0], g(E(Hj J])) = g([0.0J) = [0.0], g(E(H2 i\)) = g([0.0, 2.0]) = 
[0.0, 2.0]. 
Les deux valuations possèdent les mêmes séquences d'erreurs pour les deux niveaux 0 et 1 de 
la hiérarchie. Au dernier niveau de cette hiérarchie, la première valuation satisfait la con-
trainte A = 2 moins bien que la deuxième valuation (puisque 0.0 < 0.9) et la deuxième valua-
tion satisfait la contrainte B = 3 moins bien que la première valuation (puisque 1.1 < 2.0), et 
par conséquent les deux valuations sont dans 5. Cependant, les valuations du type { A = 
1000000, B = -999993, C = 7} sont considérées moins bonnes et ne sont pas dans S. 
Le comparateur Somme-Pondérée-Prédicat produit le même ensemble de valuations que celui 
obtenu par le comparateur Localement-Prédicat-Meilleur si l'on considère que les deux contraintes 
du dernier niveau de la hiérarchie sont pondérées avec des poids équivalents. Dans le cas contraire, 
selon l'importance du poids, une des deux valuations sera choisie et mise dans S. 
Le comparateur Somme-Pondérée-Métrique produit le même ensemble infini de valuations que celui 
obrenu par le comparateur Localement-Métrique-Meilleur si l'on considère que les deux contraintes 
du dernier niveau de la hiérarchie sont pondérées avec un poids équivalent. Dans le cas contraire, 
selon l'importance du poids, une des deux valuations suivantes : {A = 2, B = 5, C - 7'} {A - 4, B -
3. C = 7/, sera choisie et mise dans S. 
Le comparateur Moindres-Carrés-Métrique produit la seule valuation : {A = 3, B = 4, C = 7} lors-
que le poids pondéré sur chacune des contraintes du dernier niveau de la hiérarchie est le même. Le 
comparateur Pire-Cas-Métrique produit la même valuation, en considérant la condition précédente. 
Les comparateurs régionaux produisent les mêmes solutions que les comparateurs locaux pour cette 
hiérarchie. 
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2.2 Comportement des comparateurs. 
Une objection à ce qu'on a présenté serait : le fait d'avoir une hiérarchie contenant plus de deux 
niveaux (le premier pour les contraintes requises et le second pour les contraintes de préférences) 
n'est pas nécessaire puisque les contraintes de préférences peuvent être pondérées avec des poids 
pour déterminer l'ensemble S. Il y a deux raisons pour rejeter cette objection. La première est raison 
est conceptuelle et la deuxième est pragmatique. La raison conceptuelle constituí la raison fonda-
mentale de l'utilisation des hiérarchies de contraintes. Ces raisons sont : 
• ne pas laisser les contraintes contraintes faibles influencer le résultat. Pour illustrer cette rai-
son conceptuelle, considérons une application graphique interactive où nous avons à déplacer 
une ligne par la souris. La ligne est contrainte par trois contraintes : deux contraintes sont con-
sidérées au niveau fort de la hiérarchie et la troisième contrainte est considérée à un niveau en 
dessous. Les deux premières contraintes sont : " la ligne doit rester horizontale", " un point 
extrémité de la ligne doit suivre le déplacement de la souris". La troisième contrainte est : "la 
ligne est attachée à des points fixes dans le diagramme". Le désir de l'utilisateur dans ce cas 
est que la ligne demeure exactement horizontale tout en suivant précisément la souris (laissant 
la contrainte faible non satisfaite), au lieu de laisser la contrainte faible influencer le résultat 
(ce qui résulterait en ce que la ligne serait proche de l'horizontale ou en ce qu'elle serait pro-
che de la position de la souris). 
• les solutions d'une hiérarchie contenant plusieurs niveaux de préférence (où un niveau supé-
rieur domine complètement un niveau inférieur) peuvent être obtenues beaucoup plus facile-
ment que si la hiérarchie possède un seul niveau de préférence contenant les contraintes 
pondérées (bien sûr ceci dépend des algorithmes utilisés). 
La plupart des concepts des hiérarchies de contraintes sont dérivés des concepts de certaines bran-
ches de la recherche opérationnelle comme la programmation linéaire [Mur83], la programmation 
par buts [Ign83] ou encore la programmation par buts généralisée [IgnS5]. Le domaine des contrain-
tes dans la recherche opérationnelle est souvent l'ensemble des réels R, et parfois le domaine est 
celui des entiers naturels N, selon le type de problème. 
Dans [BFW92, WÍI92], l'approche de la hiérarchie de contraintes a été précédée par l'approche des 
problèmes multi-objectifs qui consiste à considérer la fonction objectif en priorité. Le concept des 
solutions obtenues par le comparateur Localement-Meilleur est dérivé de celui du vecteur minimal 
d'un problème de programmation linéaire multi-objectifs. D'une facón identique, le concept des 
solutions obtenues par le comparateur Somme-Pondérée ou par le comparateur Pire-Cas sont tous 
les deux dérivés de concepts analogues des problèmes de programmation linéaire multi-objectifs et 
programmation par buts généralisée. 
Pour une fonction d'erreur donnée, on peut remarquer l'existence de plusieurs relations entre les 
comparateurs locaux et les comparateurs globaux : 
Proposition 2.1 : V8, r\ Vf/ Localement-Métrique-Meilleur(%, T), H) —* Somme-Pondérée-Métri-
que(Q, Tj, H). 
Preuve : Supposons que Localement-Métrique~Meilleur(Q, Tj, H) est vrai, et donc qu'il existe un 
niveau k>0 dans H tel que l'erreur résultante après l'application à chacune des contraintes sur 8 
jusqu'au niveau k-I est égale à celle obtenue après application sur T|. Ceci implique bien que la 
somme des erreurs pondérées par les poids après application sur 8 de toutes les contraintes jusqu'au 
niveau k-1 est égale à la somme des erreurs pondérées par les poids après application de T|. De plus 
au niveau k, et par utilisation de Localement-Métrique-Meilleur(Q, % H), l'erreur après application 
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sur 9 est strictement inférieure pour au moins une contrainte et inférieure ou égale pour toutes les 
contraintes restantes de ce niveau après application sur r). Ceci implique bien aussi que la somme 
des erreurs pondérées par les poids après application sur 9 des contraintes du niveau k est stricte-
ment inférieure à la somme des erreurs pondérées par les poids après application sur T|. Par consé-
quent, on a bien Somme-Pondérée-Métrique(Q, r\, H). 
Corollaire 2.1: Pour une hiérarchie de contraintes donnée, soit S^M l'ensemble des solutions 
obtenu par l'utilisation du comparateur Localement-Métrique-Meilleur, et $$PM celui obtenu par 
l'utilisation du comparateur Somme-Pondérée, on a : SSPM ç S^iy. 
Proposition 2.2 : V6, r\ Y// Localement-Métrique-MeilleurfB, T|, H) —> Moindre-Carrée, r\, H). 
Preuve : Identique à celle de la proposition 1. 
Corollaire 2.2: Pour une hiérarchie de contraintes donnée, soit SLMM l'ensemble des solutions 
obtenu par l'utilisation du comparateur Localement-Métrique-Meilleur, et SMC celui obtenu par 
l'utilisation du comparateur Moindre-Carré, on a : S^ç çz SLM^. 
Les propositions 2.1 et 2.2 concernent particulièrement deux instances du schéma du comparateur 
Globalement-Meilleur. Pour une fonction d'agrégation g arbitraire, le comparateur Localement-
Meilleur n'implique pas toutes les instances du comparateur Globalement-Meilleur. En particulier, 
Localement-Meilleur n'implique pas Pire-Cas ou encore d'autres comparateurs que nous définirons 
dans les chapitres suivant. 
2.3 Erreurs produites par des inégalités 
Certains problèmes sont soulevés lorsqu'on a à résoudre des contraintes d'inégalité stricte en uti-
lisant l'erreur métrique. Par exemple: que doit être la fonction d'erreur pour la contrainte x>y, lors-
que le domaine des variables x et y est l'ensemble des réels ? Si x est supérieur à >• alors l'erreur doit 
être nulle. Si x n'est pas supérieur à y, on aimerait que l'erreur soit égale au plus petit réel proche de 
y-x. L'évidente fonction d'erreur e(x>y) - 0 si x>y sinon y-x. n'est pas correcte puisqu'elle retourne 
la valeur 0 lorsque la valeur de x est égale à celle de y. Cependant, si l'erreur est égale a un nombre d 
positif lorsque x=y. alors on aura une erreur plus petite lorsque y-x+d/2, et donc ceci contredit notre 
souhait que l'erreur diminue quand la valeur de x s'approche de celle de y. Pour résoudre ce pro-
blème, un nombre infiniment petit noté e est introduit [Robóó] : £ est plus grand que 0 et plus petit 
que tout nombre positif. En utilisant e, la fonction erreur e est définie comme suite : 
r y-x si x<y 
e(x>y) - \ £ si x-y 
l
- 0 si x>y 
r 0 si yïx 
e(x T y) = i 
L E si x=y 
< x — y si x>y 
e(x<y) - | 6 si x-y 
"• 0 si x<y 
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Il est à noter que £ est ajouté seulement aux valeurs possibles de la fonction erreur et non au 
domaine D. Si l'on essaye de changer le domaine lui même, on tombera dans le problème cité aupa-
ravant . 
2.4 Existence de solutions 
Intuitivement, on peut supposer que l'ensemble 5 des solutions à une hiérarchie de contraintes est 
non vide lorsque l'ensemble SQ de solutions pour les contraintes requises de cette hiérarchie est non 
vide. Cependant, ceci n'est pas toujours le cas. Considérons l'erreur métrique et la hiérarchie sui-
vante: requise x>0 et fort x~0 avec x ayant pour domaine R. L'ensemble SQ est celui de R+ mais 
l'ensemble S est vide puisque pour chaque valuation dans l'ensemble S0 (par exemple d), il existe 
une autre valuation (par exemple à/2) qui satisfait mieux la contrainte de préférence x=0. 
Proposition 2.3: Si S0 est non vide et fini alors S est non vide. 
Preuve : Supposons que S soit vide, et prenons une valuation 8y de SQ. Puisque 0/ € S, il doit exister 
une autre valuation 82 e SQ telle qu'on ait meilleur(Q2, 9y, H). D'une façon similaire, puisque 82 e 
S, il doit exister une autre valuation 83 e S0 telle qu'on ait meilleur|8^ 62, H), et ainsi de suite pour 
la chaîne infinie 64. 85... 8„. Puisque meilleur est transitive on a par induction que V/.j >0 [ i > j —» 
meilleur(QvQy H)]. La propriété d'irréflexivité du comparateur meilleur impose que Vi >0 on a -1 
meilleur(Q-irQ[, H> et donc toutes les 8, sont distinctes. On aboutit donc à leur infinité, ce qui est en 
contradiction avec l'hypothèse. 
La plupart des applications pratiques utilisent des hiérarchies de contraintes finies. Par exemple pour 
les programmes en programmation imperative par contraintes ou encore en programmation logique 
avec hiérarchie de contraintes, si le programme se termine, l'ensemble des contraintes résultant doit 
être fini. La proposition suivante nous montre que dans plusieurs cas d'importance pratique, si les 
contraintes requises peuvent être satisfaites, alors une solution à la hiérarchie existe. 
Proposition 2.4: Si S0 est non vide, et H est fini et le comparateur utilisé utilise l'erreur prédicat, 
alors S est non vide. 
Preuve : Supposons que S soit vide, et utilisons les mêmes arguments décrits dans la preuve précé-
dente, on présume donc qu'il doit exister un nombre infini de valuations distinctes 8¡ e SQ. Cepen-
dant, si le comparateur est un prédicat, une valuation ne peut être meilleure qu'une autre si toutes les 
deux satisfont exactement le même sous ensemble de contraintes dans H. Par conséquent, chacune 
des valuations 6, e SQ doit satisfaire un sous ensemble de contraintes différent dans H, et donc ceci 
suppose que l'on doit avoir H infini ce qui est en contradiction avec l'hypothèse. 
2.5 Les aspects non-monotones des comparateurs 
Il est temps de considérer les effets de l'ajout d'une contrainte à une hiérarchie existante pour 
raffiner l'ensemble de valuations solutions de la hiérarchie [WÍ192, BorSl, JM87]. Ceci peut avoir 
lieu, par exemple dans les environnements graphiques interactifs où l'on possède une série de buts 
successifs relatifs à la position d'un objet sur l'écran. Chaque but représente une commande de l'uti-
1. Que doit être l'erreur pour la contrainte 0>E/2 ?. Selon la définition, l'erreur est de e/2. mais cette erreur est inférieure à celle de ¡a con-
trainte 0>0, quoique ia contrainte 0>0 soit mieux satisfaite. 
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lisateur. Si une des commandes n'a pas encore été exécutée, et si l'on veut déterminer la position 
courante de l'objet pour pouvoir l'afficher, on aura besoin de manipuler les contraintes d'une façon 
incrémentale. 
Malheureusement, les comparateurs qui respectent la hiérarchie ne possèdent pas la propriété 
d'ordre décrite ci-après. Intuitivement, ceci veut dire que l'ajout d'une nouvelle contrainte à la hié-
rarchie peut conduire à une solution qui n'est pas une solution construite à partir de la solution pré-
cédente, mais plutôt une solution différente. 
Définition 2.2 
Soient HetJ deux hiérarchies de contraintes. Soit C un comparateur. C est dit ordonné si et seu-
lement si : SfHu j/(C) ç Sfffj(C). Un comparateur qui n'est pas ordonné est appelé désordonné 
[WB89]. 
Il est à noter qu'en programmation logique avec contraintes on a l'aspect ordonné, puisque l'ajout 
d'une contrainte requise à un ensemble initial de contraintes requises ne peut que réduire ou laisser 
constant l'ensemble de valuations qui satisfont cet ensemble initial de contraintes. Cette propriété 
est similaire à la propriété de "la stabilité de rejet" décrite dans [Wyk80], 
Proposition 2.5 : Soit D un domaine contenant plus qu'un élément. Tout comparateur C qui respecte 
la hiérarchie est désordonné. 
Preuve : Soit H-{faible x=aj et soit J={forte x=b], avec a et b deux éléments distincts du domaine. 
Soit C un comparateur qui respecte la hiérarchie. S^¡(C) contient la valuation qui associe x à la 
valeur a, et S/#u ji(C) contient uniquement la valuation qui associe x à la valeur b. On n'a pas la 
relation 5 ^ u j/(C) ç S¡u¡(C) puisque a et b sont distincts. Ceci implique bien que C est non 
ordonné. 
Donc, si l'on possède un résolveur incrémental, l'ajout d'une nouvelle contrainte doit en général 
nous obliger à rétracter la solution précédente. L'aspect désordonné des comparateurs montre que 
1'implementation d'un résolveur incrémental général présente quelques difficultés. Cependant, un 
certain nombre de solutions sont disponibles pour des cas pratiques. Considérons par exemple une 
application graphique interactive. Comme il est mentionné plus haut, une implementation raisonna-
ble en programmation logique peut être de créer une série de buts en relation avec les différents états 
successifs d'un objet en mouvement à l'écran. En principe, on peut déterminer une solution d'une 
façon incrémentale pour un de ces états, mais après l'ajout d'une nouvelle contrainte sur cet état, la 
précédente solution peut devenir invalide. 
En pratique et pour les interfaces graphiques, la programmation logique avec hiérarchie de contrain-
tes est utilisée dans le sens où toutes les contraintes sur un état donné doivent être connues à 
S'avance [WB89]. De plus, les contraintes doivent porter seulement sur les états futurs et non sur les 
états courants. Une solution à ce problème serait d'inclure une variante d'opérateurs dans le lan-
gage. Un opérateur doit agir comme une coupure et doit aussi résoudre la hiérarchie courante et 
enfin imposer que la solution trouvée soit une contrainte requise sur les variables de la hiérarchie. 
Après ce processus, l'ajout d'une nouvelle contrainte au système ne peut que rendre la solution plus 
fine et non l'invalider. 
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Synthèse du chapitre 
Nous avons présenté dans ce chapitre l'aspect formel d'une hiérarchie de contraintes. La résolu-
tion d'une hiérarchie passe d'abord par la résolution des contraintes dures dans cette hiérarchie. 
L'ensemble des valuations obtenu à l'issue de cette résolution est ensuite utilisé pour bâtir l'ensem-
ble des valuations qui sont solutions de la hiérarchie. La construction de ce dernier ensemble néces-
site l'utilisation d'un critère de comparaison. Ce critère de comparaison peut être local, régional ou 
global. 
Nous avons présenté des instances de ces trois types de comparateurs et montré leurs effets sur des 
exemples de hiérarchies de contraintes. Nous avons présenté également le comportement de ces 
types de comparateurs, certaines de leurs propriétés et les relations existantes entres leurs différentes 
instances. Enfin, nous avons montré le comportement de ces types de comparateurs dans un environ-
nement incrémental où les contraintes sont ajoutées (ou retirées) à la hiérarchie. 
3 Extensions de la théorie des hiérarchies 
de contraintes 
Les cinq parties qui composent ce chapitre visent à donner un aperçu sur les extensions de la 
théorie des hiérarchies de contraintes décrite au chapitre précédent. Dans un premier temps, on verra 
les annotations que l'on peut poner sur des variables dans une hiérarchie de contraintes. Nous mon-
trons l'intérêt de ces annotations à travers des exemples pratiques et réels. Dans un deuxième temps, 
nous verrons la notion des hiérarchies partiellement ordonnées et ce qu'il résulte de cet ordre. En 
troisième partie de ce chapitre, nous présenterons l'intégration des fonctions objectifs aux hiérar-
chies de contraintes. En quatrième partie, on discutera de la variation du critère selon les niveaux 
d'une hiérarchie ainsi que de l'intérêt de cette variation. Et en dernière partie, nous parlerons de 
l'intégration des hiérarchies de contraintes dans la programmation logique par contraintes. 
3.1 Les annotations lecture-seulement et écritureseulement 
3.1.1 L'annotation lecture-seulement 
Les systèmes de contraintes basés sur le modèle de perturbation utilisent souvent le principe de 
l'annotation lecture-seulement. Ceci a pour but d'aider à limiter le choix des variables à recalculer 
pour resatisfaire les contraintes après une perturbation introduite dans le système. Les hiérarchies de 
contraintes peuvent être vues comme une solution alternative pour spécifier ce choix sans avoir à 
soulever la généralité des contraintes multi-directionnelles. Cependant, la notion de lecture-seule-
ment est utile dans les hiérarchies de contraintes multi-directionnelles. Cette notion est utile à la 
résolution de contraintes qui font référence à un support externe pour l'acquisition d'une donnée ou 
qui font référence à une autre source d'information hors site. Un exemple simple est celui de la sou-
ris. La contrainte possédant un point qui suit la position de la souris doit être en lecture-seulement 
sur cette position. 
Un autre exemple est celui des contraintes qui sont des relations entre des états anciens et des états 
nouveaux d'un robot. Dans ce cas, on aimerait que les états anciens soient en lecture-seulement afin 
que le futur ne change pas le passé. 
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Intuitivement, lorsqu'on choisit les meilleures solutions d'une hiérarchie de contraintes, les con-
traintes ne doivent pas influencer le choix des valeurs de leurs variables marquées par l'annotation 
lecture-seulemenî. Au contraire, les contraintes peuvent influencer le choix des valeurs de leurs 
variables qui ne sont pas annotées. Cependant, on veut que les contraintes soient satisfaites si possi-
ble tout en respectant leurs niveaux de préférence. En particulier, lorsque les contraintes requises 
sont soumises à l'annotation lecture-seulement, on doit avoir leur satisfaction. Une esquisse infor-
melle de la définition est donnée dans [BFW92. BFW94] et consiste à remplacer les occurrences des 
variables (marquées par la notation lecture-seulement) par des constantes. Ceci a pour but d'empê-
cher la contrainte d'influencer le choix de ces variables marquées. Ainsi nous commençons la défini-
tion de l'ensemble de solutions de la hiérarchie H en formulant un ensemble Q de hiérarchies de 
contraintes. Chaque élément dans Q est une hiérarchie de contraintes avec un domaine arbitraire 
d'éléments substitué pour les variables marquées par la notation lecture-seulement. 
Cette démarche est réalisée en suivant les étapes suivantes: une valeur pour la variable est choisie et 
une hiérarchie est formulée en considérant cette valeur. Après avoir choisi toutes les valeurs possi-
bles, les solutions résultantes sont triées en enlevant celles qui sont incorrectes (il est à signaler que 
cette approche a pour objectif de spécifier la sémantique de la notation lecture-seulement, et que cela 
ne construit pas un algorithme raisonnable pour la résolution d'une hiérarchie de contraintes. Les 
algorithmes de résolution sont discutés dans les chapitres suivants de ce mémoire). 
3.1.2 Exemple illustratif 
La figure 3 montre une hiérarchie à deux niveaux de préférences (cet exemple est emprunté à 
[BFW94]). Le symbole "?" symbolise la notation lecture-seulement. Les éléments de Q sont formu-
lés en remplaçant les occurrences de la variable y par les éléments du domaine D. 
FIGURE 3 : Hiérarchie contenant l'annotation lecture-seulement 
Hiérarchie initiale 
requise x = y ? 
forte x = 3 
faible y = 4 
r~ - - . — ... - - . . . . . .,._ 
q G Q formulé en remplaçant y? par un d € D 
y?->-3.2 
x = -3.2 
x = 3 
y =4 
v? —» 4 
x = 4 
x = 3 
y = 4 
y? -> 7.5 
x = 7.8 
x = 5 
y ~ 4 
Dans la figure 4, on résout les hiérarchies de contraintes dans Q en éliminant les valuations qui asso-
cient aux occurrences des variables (non marquées) une valeur différente de celle associée à l'occur-
rence marquée par la notation lecture-seulement. On observe que la valuation {y —» 4, x —» 4/ est la 
seule consistante et constitue une solution à la hiérarchie initiale. 
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FIGURE 4 : Hiérarchie contenant la notation lecture-seulement 
valuation (¡) 
hi
ér
ar
ch
ie
 
q 
valuation 6 
consistance 
jugement 
q € Q formulé en remplaçant y? par un d& D 
y9-*-3.2 
requise x = —3.2 
forte x = 3 
faible y = 4 
{y —> 4, x -^ -3.2 } 
y?<b*yB 
retirée 
y? -> 4 
requise x = 4 
forte x = 3 
faible y = 4 
(y —» 4, x —» 4} 
y?è~y 0 
gardée 
3.1.3 Définitions formelles de la notion lecture-seulement 
Les définitions formelles illustrant la sémantique de cette notion de lecture-seulement sont les 
suivantes : 
Définition 3.1: 
Soit 0 une valuation, soit l'ensemble des variables v¡, ... ,vn les variables de 6, 
Soit la valuation 0' telle que 0' = {G omet w¡ wn }. 
Le domaine de la valuation 0' est {v¡, ... ,vj - {w¡, ... ,wj et 
pour tout v appartenant à ce domaine on a : 0'v=0v. 
D'une façon similaire, si S est un ensemble de valuations, 
S omet H-y u'„ s /0 omet w, w„/9 e SJ. 
Définition 3.2 : 
Soit H une hiérarchie de contraintes, et soit D le domaine des contraintes de cette hiérarchie. Soit v¡, 
... ,v„ l'ensemble des variables de H. H a une ou plusieurs occurrences marquées par lecture-seule-
ment. Soient wj,..,wm des nouvelles variables non référencées dans H et soit J la hiérarchie résul-
tante suite à la substitution de w¡ aux occurrences de la variable v¿ marquée (les occurrences de la 
vanable v, non marquées ne sont pas concernées). On définit Q par l'ensemble de toutes les hiérar-
chies J p où chaque p est formé en substituant à vv, un élément arbitraire du domaine D. 
Q = (J p/d,& D d}<= D} etp = { w¡ -» d¡ wm -» dj. 
Soit solutionsiJ p) l'ensemble des solutions de i p (ici, on utilise la définition de l'ensemble de solu-
tions S présenté au chapitre précédent puisque J ne possède pas maintenant de variables marquées 
par la notation lecture-seulement). L'ensemble de solutions consistantes de i p est défini par : 
Consistante^ p) = / 6 / 9 e solutions(J p.) A (W¡ p - v¡ Q) A .... A (wm p = vn Q)J. 
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Une solution est consistante lorsque p associe un élément d¡ du domaine à wi et que 6 associe le 
même élément d¡ à v,-. L'ensemble désiré de solutions à la hiérarchie H est l'ensemble des solutions 
consistantes omettant les valeurs associées aux nouvelles variables vv, introduites. 
Solutions(H) = ( KJ ijp)
 e o Consistante J p) j omet w¡,... ,wn . 
Proposition 3.1 : Pour une hiérarchie H ne contenant que des contraintes requises, soit H' la même 
hiérarchie que H mais sans ia notation lecture-seulement, alors Solutions(H) = Solutions(H'). 
Preuve 3.1 : Dans un premier temps on prouve que : Solutions(H) z> Solution(H'). Soit {v¡, ... ,vn J, 
{wj, ... ,wj et J défini comme auparavant. Soit 8 une solution pour H'. On définit p = / w¡ -» v,- 6, 
..., wm —» vm 0/ (en d'autres termes: si 9 associe d( à v,-, alors p associe d¡ à la variable w¡ correspon-
dante) et donc il est clair que 6 e Solutions(J p) et G est constante. Par conséquent, 8 e Solu-
tions(H). Dans un second temps on prouve que : Solutions(H) ç Solution(H'). Soit 0 une solution 
pour H. Par définition 0 est une solution consistante de (J p) pour un p donné. Puisque H contient 
seulement des contraintes requises et 0 est consistante avec p, 9 satisfait aussi toutes les contraintes 
de H' et donc 9 e Solutions(H'). 
3.1.4 Exemples pratiques illustrant l'utilisation de l'annotation lecture-seulement. 
Dans les langages de programmation logique, la notation lecture-seulement a été initialement 
introduite dans Concurrent Prolog [Sha86, Sar85, Mah87] pour un propos différent. Elle a été intro-
duite pour le contrôle de communication et synchronisation dans des réseaux de processus. 
Un exemple trivial mais beaucoup utilisé est une contrainte de la forme A?+B?-rC?=somme. En 
peut voir qu'ici l'annotation lecture-seulement empêche l'utilisateur d'attribuer une valeur à la 
variable somme et d'avoir à propager ce changement à A, B ou C. mais permet à l'utilisateur d'attri-
buer une valeur à A, S ou C. 
Comme il est mentionné au paragraphe 3.1.1, une utilisation importante de cette annotation est con-
crétisée dans des contraintes qui font référence à un support extérieur ou une source d'information 
située à l'extérieur du système. Par exemple si l'on a la contrainte : le point P doit suivre le déplace-
ment de la souris. La contrainte doit être marquée par l'annotation lecture-seulement sur la position 
de la souris. P = position.souris?. 
Considérons un autre exemple, supposons que l'on dispose d'un affichage avec une simple barre de 
défilement sur l'écran. Lorsque l'ascenseur se déplace entre le point haut et le point bas de la barre 
de défilement, on aimerait que les points haut et bas de la barre restent à leurs positions. Cependant, 
on aimerait être capable de repositionner la barre de défilement et donc le fait de fixer les points haut 
et bas de la barre ne constitue pas une solution correcte (on peut presque réaliser le résultat désiré en 
étiquetant par fort (mais non requise) des contraintes de fixation ou maintien des points haut et bas 
de la souris. Le problème est que d'autres contraintes sur les variables contenant les valeurs de posi-
tion du curseur peuvent êtres étiquetées par très-fort, et par conséquent le point haut ou bas de la 
barre de défilement peut être changé). Pour résoudre ce problème efficacement, on définit une con-
trainte dans la figure 5. Cette contrainte est relative aux positions de l'ascenseur, des points haut et 
bas de la barre de défilement marqués par l'annotation lecture-seulement et d'une variable de pour-
centage. 
Il est bien évident que l'annotation sur les deux points haut et bas est spécifique à cette contrainte et 
donc la barre de défilement peut être repositionnée par une autre contrainte de déplacement. 
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FIGURE 5 . Contrainte de la barre de défilement relative à une position. 
ascenseur - bas? pourcentage = 
haut? -bas? 
3.1.5 Circularité 
Si pour plusieurs hiérarchies l'ensemble de solutions est intuitivement clair, cette clarté s'éva-
nouit souvent lorsque la hiérarchie contient des contraintes qui forment un cycle. On présente deux 
exemples pour montrer ce phénomène [Wil92]. Il s'agit de cas pathologiques qui ne devraient pas 
être rencontrés dans les applications réelles, mais la théorie doit spécifier comment ils doivent être 
traitées. 
Les deux hiérarchies de la figure 6 contiennent chacune un cycle entre leurs variables marquées. 
En ///, aucune contrainte dans le cycle n'est plus restrictive qu'une autre et donc l'informa-
tion peut circuler et rendre une solution. Pour cette hiérarchie l'ensemble de solutions est 
l'ensemble infini {{x —» d+1, >•—» dj/d e Rj. 
En H2, la contrainte x? = y+7 est plus restrictive que la contrainte x > y?. Ainsi l'information 
d'inégalité transite. Pour cette hiérarchie, l'ensemble de solutions est {{x —» 21, y—> 20}}. 
FIGURE 6 : Hierarchies contenant des contraintes qui forment des cycles 
H¡={requise x? = y+7, requise x = y?+lj et 
H2 -[requise x? = y+7, requise y = 20, requise x > y?}. 
3.1.6 L'annotation écriture-seulement 
Outre l'annotation lecture-seulement. il convient aussi de définir la notation écriture-seulement. 
Lorsqu'une variable est marquée par cette notation, ceci veut dire que l'on veut que l'information 
circule de la contrainte vers la variable et non le contraire. On pourrait définir les effets de cette 
notation d'une manière identique à celle de la notation lecture-seulement. Cependant, il est plus 
facile de définir la notation écriture-seulement en terme de celle de lecture-seulement. 
Définition 3.4 : 
Soit H une hiérarchie de contraintes, et soit D le domaine des contraintes de cette hiérarchie. Soit 
V], ... ,vn l'ensemble des variables de H. H a une ou plusieurs occurrences marquées par la notation 
écriture-seulement. Soient w¡ um des nouvelles variables non référencées dans H et soit J la hié-
rarchie résultante suite à la substitution de w¡ par les occurrences de la variable v,- marquée (les 
occurrences de la variable v,non marquées ne sont pas concernées). Soit J'la hiérarchie formée par 
ajout des contraintes fortes v¡ = wt? pour J < i <m dans J. L'ensemble des solutions désiré de H est 
celui de J' en omettant les H,. 
Solutions(J) = Solutions(J') omet w¡, ... ,wm . La définition de Solutions(J') est celle donnée 
précédement. 
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Par exemple, soit H= { requise x! = y, forte x-4, faible y =-3 } . La contrainte x = 4 est étiquetée par 
forte, ce qui fait d'elle une contrainte plus importante à satisfaire que celle étiquetée par faible. Les 
informations ne sont autorisées à circuler que de la variable y vers la variable x dans la contrainte x! 
= y puisque x est marquée par la notation écriture-seulement. En utilisant la définition, la hiérarchie 
J' est formée en remplaçant x! par une nouvelle variable introduite H- et en ajoutant la contrainte 
requise x — w?. Soit J' = { requise w = y, requise x = w?, forte x-4, faible y = 3 } . L'ensemble de 
solutions à J'est {{w —» 3, x —» 3, y —> 3}J. L'ensemble de solutions à la hiérarchie H est celui de J' 
en omettant la nouvelle variable introduite, soit Solutions(H) - ((x —» 3, y —» 3}}. 
3.2 Hiérarchies partiellement ordonnées 
Dans certaines applications, le fait d'imposer un ordre total sur les étiquettes des contraintes 
(ordre total sur les niveaux de la hiérarchie) peut être vu comme une sur-spécification du problème. 
Pour remédier à ce problème, l'ensemble des solutions d'une hiérarchie à ordre partiel sur ces 
niveaux a été défini. Pour une hiérarchie partiellement ordonnée, l'ordre des étiquettes des contrain-
tes non requises est partiel. 
In formellement, l'ensemble de solutions d'une hiérarchie partiellement ordonnée est défini par la 
formation de l'ensemble de toutes les hiérarchies à ordre total et qui soient consistantes avec la hié-
rarchie initiale. Ces hiérarchies à ordre total sont obtenues par l'ajout des ordres permissibles entre 
l'ordre partiel sur les niveaux de la hiérarchie initiale : inférieur ¿i, supérieur à ou égal à. L'ensem-
ble des solutions désiré est l'union des ensembles de solutions de ces hiérarchies. 
Définition 3.5 : 
Si H est une hiérarchie à ordre partiel sur ces niveaux, la hiérarchie H' à ordre total sur ces 
niveaux est construite si : 
Les deux hiérarchies H et H' contiennent les mêmes contraintes 
Ii existe une correspondance m des étiquettes de H à celles de H' telle que 
si s,- < i.dans H alors m(s¡) < m(s¡) dans H' 
V; ¿-,- Ci € H st et seulement si m(s¡) c¡ e H '. 
Définition 3.6 : 
Soit H une hiérarchie à ordre partiel sur ces niveaux alors : 
Solutions(H) = ( {J //-e(-j Solutions(H')) où est H l'ensemble de toutes les hiérarchies à ordre 
total sur leurs niveaux et constantes avec H. 
Comme exemple trivial, considérons la hiérarchie suivante : H = / petit x-3, faible x=4 j . Les éti-
quettes petit eifaible sont toutes les deux non requises et il n'y a pas d'ordre spécifié entre elles. Les 
ordres totaux qui sont consistants avec cet ordre partiel sont : petit est supérieur à faible, petit est 
inférieur à faible et finalement petit est égal à faible. En utilisant le comparateur local localement-
prédicat-meilleur les ensembles de solutions de ces hiérarchies sont respectivement . {{x —> 3jJ, {(x 
—» 4}} et ({x -> 3}, {x —> 4}} et donc l'ensemble de solutions à la hiérarchie H est : {(x —» 3}, {x —» 
4}}. 
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La définition 3.6 entraîne l'ajout de tous les ordres entre les étiquettes de la hiérarchie. Pour les com-
parateurs locaux, l'ordre égal à est non nécessaire puisque chaque solution à la hiérarchie d'ordre 
total égal à est aussi une solution à l'une des hiérarchies à ordre total dans (inférieur à , supérieur 
à}. Ceci n'est pas le cas pour les comparateurs globaux. Considérons par exemple le comparateur 
Moindre-Carré, dans l'exemple précédent les solutions des hiérarchies à ordre total sont respective-
ment {(x —» 3}}, {{x —» 4}} et ({x -> 3.5}} et donc l'ensemble de solutions à la hiérarchie H est : ffx 
-» 3j, (x -» 4}, (x -» 3.5}}. 
Borning et son équipe dans [BMM+89J considèrent une variante de la définition des solutions aux 
hiérarchies à ordre partiel. Non seulement deux étiquettes à ordre partiel sont combinées en une 
seule (i.e égal à) mais aussi tous les poids possibles entre les contraintes doivent être utilisés. Dans 
l'exemple précédent et en utilisant le comparateur global Moindre-Carré, l'ensemble infini de hié-
rarchies à ordre total est : {(fort x-3, très-faible x=4}, (très-faible x=3, fort x-4}, (moyen[w¡] x=3, 
moyen[w2] x=4} pour tout nombre positif wl et w2}. L'ensemble de solutions dans ce cas est ({x —» 
a)/as [3..4}}. 
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L'objectif dans certains problèmes standards basés sur la programmation linéaire est de minimi-
ser (ou maximiser) la valeur de la fonction linéaire z(x¡, .... xk) - a¡ x¡ + ... + ak xk comportant k 
variables de domaine de définition R+ [Mur83], Le programme contient m contraintes linéaires 
d'égalité ou d'inégalité sur x¡, .... xk, et contient aussi des contraintes dite non négatives x¡ > 0, ..., xk 
> 0. La fonction à minimiser (ou à maximiser) est appelée fonction objectif. 
Lorsqu'il s'agit de minimiser la fonction objectif étant donnés les coefficients positifs de z, on peut 
facilement représenter le problème de programmation linéaire par une hiérarchie de contraintes. Les 
k contraintes non négatives et les m contraintes linéaires d'égalité ou d'inégalité seront représentées 
dans une hiérarchie comme des contraintes requises. La fonction objectif sera représenté par z(x¡, ..., 
xk) = 0 et sera considérée comme une contrainte de préférence dans la hiérarchie (puisqu'on connaît 
a priori la borne inférieure (qui est 0) de la valeur de la fonction objectif). Cependant, si la borne 
inférieure n'est pas connue, cette transformation ne peut pas être fiable. On peut mettre une borne ou 
un objectif g à la fonction objectif et décider que l'on peut être satisfait si l'on atteint ou si l'on 
dépasse cet objectif g. Dans ce cas, la fonction objectif est représentée par la contrainte de préfé-
rence suivante : z(x¡, .... xk) < g. 
Une autre approche serait de représenter la fonction objectif comme la contrainte de préférence 
z'txj xk) = 0 avec : 
i -1/zfX] xk) si z(xj xk) < -1 
1 H>
~ \z(xh..„xk) + 2s\z{xi xk) > = - l 
L'inconvénient de cette approche est de convertir un problème linéaire en un problème non linéaire 
plus difficile à résoudre. Pour remédier à cet inconvénient, la théorie des hiérarchies de contraintes 
est étendue. Cette extension consiste à inclure explicitement les fonctions objectifs. 
1 Les mêmes arguments décrits pour !a minimisation de ¡a fonction objectif peuvent être appliqués lorsqu'il s'agit de maximiser la fonc-
tion objectif. 
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Les fonctions doivent être étiquetées par des étiquettes différentes de l'étiquette requise. Les fonc-
tions objectifs z(x], ..., xk) à maximiser sont remplacées par des fonctions objectifs 0-z(x¡, .... xk) à 
minimiser. Soit Z, l'ensemble des fonctions objectives au niveau i de la hiérarchie. La définition du 
comparateur localement-meilleur est donc étendu comme suit (l'expression z8 dénote la valeur de 
z(xjQ, ...,xkQ) c.à.d la valeur de z lors de l'application de 8 à (x¡, ..., xk )). 
Définition 3.7 : 
Localement-Meilleur(Q, r¡, H) s 3 i e l...n / 
Vi 6 l...k-l g(E(H¡ &)) <>g g(E(H¡i\)) A (Vz e Z¡ zQ=zr\ ) A 
(Vr vr < ur avec vr e g(E(Hk Q)) et ur € g(E(Hkr\))) A 
(Vz e Zk z6 < m ) A 
C ( 3 / Vj< Uj avec vj e g(E(Hk Q)) et Uj e g(E(Hkr\)) ) v (3z e Z¿ z9 < zr| J) 
avec gf Vj = V et <> est définit par : V <>„ [/ s V; v,- = «•. 
En d'autres termes, pour que 0 soit Localement-Meilleur que x\, les effets de 6 doivent être identi-
ques à ceux de T| pour toutes les contraintes et les fonctions objectives jusqu'au niveau k-1 de la hié-
rarchie, et au niveau k, 8 doit faire mieux que T) pour au moins une contrainte ou une fonction 
objective et mieux ou identique pour tout le reste (i.e. les contraintes et les fonctions objectives du 
niveau k). Cette extension est dans le même esprit que la définition initiale du comparateur Locale-
ment-Meilleur, c.à.d. les fonctions objectives et les contraintes sont considérées individuellement. 
Le comparateur Globalement-Meilleur combine les erreurs d'un niveau donné de la hiérarchie. La 
borne inférieure des erreurs des contraintes est égale à 0 tandis qu'en général la fonction objectif n'a 
pas de valeur minimale définie et donc la combinaison de ces deux valeurs en une seule valeur com-
posée ne semble pas très correcte. Par conséquent, lors de l'utilisation des comparateurs globaux, on 
limite la hiérarchie de contraintes contenant aussi des fonctions objectifs en une hiérarchie telle qu'à 
chacun de ses niveaux on ait soit des contraintes soit une fonction objectif (dans le cas où il y a plu-
sieurs fonctions objectifs à un niveau, ces fonctions doivent être remplacées par une seule fonction 
qui combine les différentes valeurs de ces fonctions objectifs). L'extension du schéma du compara-
teur Globalement-Meilleur est défini par : 
Définition 3.8 : 
Globalement-Meilleur(B, r\, H, g) = 3k e l...n / 
VÎ e ¡...k-1 g(E(Hl 6Jj <>gg(E(H¡r\)) A (zfi=z¡t\ ) A 
( g(E(Hk 8; <g g(E(Hk x\)) v (ZkQ< Zlcr\ >). 
Les relations <>_ et <g sont équivalentes respectivement à = et < pour les réels, et g(V) est la 
fonction qui agrège la séquence d'erreurs dans le vecteur V. 
Par convention ici, si / est un niveau de la hiérarchie contenant des contraintes, g(E(Ht Q)) est défini 
comme avant et z,8 est égal à 0. Tandis que, si i est un niveau contenant une fonction objectif alors 
g(E(H¡ 8)j est défini de manière à ce qu'elle soit égale à 0, et z,-6 est la valeur de la fonction objectif 
à ce niveau. 
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3.4 Variation du critère selon les niveaux d'une hiérarchie 
Une extension de la théorie des hiérarchies de contraintes a été proposée par Hiroshi Hosobe 
dans [HKS+94]. Cette extension consiste à formaliser le cas où les modes de combinaison d'erreur 
peuvent varier selon les niveaux de la hiérarchie. Par exemple, dans une hiérarchie contenant trois 
niveaux d'importance, on peut utiliser pour les deux premiers niveaux un critère local (exemple le 
comparateur Localement-Prédicat-Meilleur ) pour lequel une solution sera meilleure qu'une autre si 
elle satisfait un sur-ensemble des contraintes satisfaites par la seconde. Pour le troisième niveau, un 
comparateur plus fin en général global (par exemple, le comparateur Moindre-Carrés ou encore le 
comparateur Pire-Cas) qui impose un ordre total sur les valuations, peut être utilisé pour départager 
les solutions. Dans ce formalisme, on associe à chaque niveau de la hiérarchie un critère. La solution 
produite par ce critère est dite solution type. 
Dans ce mémoire, on se réfère à une solution type associée avec le comparateur Localement-Prédi-
cat-Meilleur (resp. Localement-Métrique-Meilleur, Somme-Pondérée-Métrique, Pire-Cas-Metrique, 
Moindre-Carrés-Métrique, etc ...) par tLPM (resp. T U ( M , xSPM. xPCM. xMCM , etc ...) et des contraintes 
de xLPM (resp. xLnfM • XSPM • XPCM • XMCM , etc ... ) comme des contraintes de Localement-Prédicat-
Meilleur (resp. Localement-Métrique-Meilleur, Somme-Pondérée-Métrique, Pire-Cas-Metrique, 
Moindre-Carrés-Métrique, etc ...). Dans le chapitre 8 de ce mémoire, nous reviendrons plus en détail 
sur cette extension. 
3.5 Intégration des hiérarchies de contraintes en PLC 
Récemment, le paradigme des hiérarchies de contraintes a été intégré avec le schéma de pro-
grammation logique par contraintes (PLC) afin de produire la programmation logique par hiérarchie 
de contraintes (PLHC) [WÍ192. DVS+88, BMM+89].La PLC et la PLHC sont paramétrées par D qui 
est le domaine des contraintes. De plus la PLHC est paramétré par le comparateur C. Cette intégra-
tion de hiérarchies de contraintes à la PLC permet à la fondation théorique de la programmation 
logique d'être complété par l'expressivité des contraintes de préférence. Nous reviendrons en détail 
sur cet aspect dans la deuxième partie de ce mémoire. 
1. Le comparateur LacaienieM-Prédical-Meilleur est une variante de Localement-Meilleur utilisant ia fonction d'erreur prédicat (qui 
retourne 0 si ia contrainte est satisfaite et 1 sinon) 
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Synthèse du chapitre 
Les différentes parties de ce chapitre présentent les extensions de la théorie des hiérarchies de 
contraintes. La plupart de ces extensions se manifestent par l'extension des définitions des compara-
teurs locaux ou globaux. 
Les intérêts de ces extensions sont nombreux, par exemple : 
la limitation du choix des variables à recalculer pour resatisfaire les contraintes après une per-
turbation introduite dans le système en intégrant les notations lecture-seulement et écriture-
seulement sur ces variables, 
la faculté de pouvoir intégrer des fonctions objectifs dans des hiérarchies de contraintes en 
redéfinissant les comparateurs, 
un remède aux sur-spécifications de certains problèmes (c.à.d ordre total sur les niveaux des 
hiérarchies) par la définition de l'ordre partiel sur les niveaux des hiérarchies, 
la possibilité de faire varier le critère de comparaison selon les niveaux d'une hiérarchie en 
formalisant le cas où les modes de combinaison d'erreur peuvent varier selon les niveaux de 
la hiérarchie, 
et enfin l'intégration des hiérarchies de contraintes dans le paradigme de la Programmation 
Logique par Contrainte pour obtenir Sa Programmation Logique par Hiérarchie de Contrain-
tes. 
4 Algorithmes de propagation locale 
En préambule de ce chapitre, nous dirons que la recherche d'un algorithme efficace qui pourrait 
satisfaire tout type de contraintes en utilisant n'importe quel domaine et n'importe quel comparateur 
serait un essai rutile. Ce chapitre donne un aperçu des différents algorithmes existants pour le traite-
ment des hiérarchies de contraintes. Ce chapitre décrit la réponse à la question essentielle posée 
avant de concevoir tel ou tel algorithme, et qui est : "que fait le système lorsque l'ensemble des con-
traintes est un ensemble sur-contraint (pas de solution qui satisfasse cet ensemble) ou lorsque 
l'ensemble des contraintes est un ensemble sous-contraint (il y a plusieurs solutions qui satisfont cet 
ensemble)". Si le résolveur gère les contraintes d'une application d'interface utilisateur, alors il n'est 
pas acceptable de signaler une erreur de manipulation. La théorie des hiérarchies de contraintes 
décrite dans les chapitres précédents indique une voie pour spécifier déclarativement comment le 
résolveur doit réagir face à cette situation. 
Une hiérarchie de contraintes est un ensemble de contraintes où chaque contrainte possède une éti-
quette qui exprime l'importance de cette contrainte dans le système (ou la préférence de cette con-
trainte par rapport aux autres contraintes). Etant donnée une hiérarchie de contraintes sur-contrainte, 
le résolveur peut laisser certaines contraintes parmi les moins préférées non satisfaites pour satis-
faire celles qui sont les plus préférées. Si la hiérarchie est sous-contrainte, le résolveur peut choisir 
n'importe quelle solution. L'utilisateur peut contrôler quelle solution choisir en ajoutant des con-
traintes étiquetées par des étiquettes faibles. Ces contraintes pourront porter sur les variables pour 
exprimer le maintien de leurs valeurs (i.e. l'utilisateur exprime via ces contraintes son désir de ne 
pas changer les valeurs de certaines variables). Ce chapitre discutera aussi un peu plus en détail des 
algorithmes basés sur la propagation locale. Nous nous attarderons sur quelques aspects intéressants 
d'ingénierie de certains algorithmes, sur les critères de comparaison utilisés et enfin sur la com-
plexité de ces algorithmes. 
Ce chapitre est composé de quatre parties. La première décrit le principe de la propagation locale. 
La deuxième partie décrit quelques algorithmes existants basés sur la propagation locale pour la 
résolution de hiérarchie de contraintes fonctionnelles. La troisième partie donne un aperçu sur des 
algorithmes existants pour la résolution de hiérarchies ayant des contraintes d'égalité et d'inégalité. 
Et enfin la quatrième partie donne un aperçu sur d'autres algorithmes existants. 
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4.1 Propagation locale 
Parmi les techniques ordinaires pour satisfaire les contraintes, il y a la technique nommée propa-
gation locale. Dans cette technique, la contrainte peut être utilisée pour déterminer la valeur d'une 
de ses variables au cas où les valeurs de ses n - 1 autres variables sont connues. Dans ces conditions, 
on parle de contrainte à une seule variable de sortie (uni-sortie). La contrainte peut être utilisée pour 
déterminer les valeurs de m de ses variables si les valeurs de ses n - m autres variables sont connues 
et si l'on dispose d'une méthode qui calcule ces m valeurs à partir des n - m variables. Dans ces con-
ditions, on parle de contrainte à plusieurs variables de sortie (multi-sorties). Il est bien évident que 
ces n - m variables peuvent aussi être calculées par d'autres contraintes et ainsi de suite. 
La propagation locale est similaire à la propagation des valeurs dans le réseau de contraintes. Cepen-
dant, un problème se pose qui est l'existence de contraintes multi-directionnelles dans le réseau et 
donc il existe plusieurs chemins potentiels de propagation. Le rôle des résolveurs de contraintes en 
général est de choisir quel chemin prendre. Dans le cas de hiérarchie de contraintes, le chemin à 
choisir est celui qui doit fournir "la meilleure " solution (ou une des meilleures). 
Chaque contrainte du réseau possède une ou plusieurs méthodes : il s'agit de petites procédures dont 
l'exécution d'une seule produit la satisfaction de la contrainte. Chaque méthode détermine la valeur 
d'une ou plusieurs variables de sortie à partir de celles d'entrée. Par exemple, la contrainte d'addi-
tion suivante : A + B - C a trois méthodes possibles :A*—C-B,B<r-C-Ae\C*—A + B. 
L'algorithme de propagation locale produit un chemin de propagation en sélectionnant une méthode 
de chaque contrainte de la hiérarchie (si la contrainte ne peut pas être satisfaite, cela voudrait dire 
que l'algorithme n'a pas pu sélectionner de méthode pour cette contrainte). Par conséquent, un che-
min produit par l'algorithme de propagation locale utilise au plus une méthode pour déterminer la 
valeur d'une variable de sortie d'une méthode d'une contrainte. Dans ce cas on considère que toute 
contrainte possédant une méthode dans ce chemin est satisfaite. 
Les résolveurs basés sur la propagation locale (et qui donc ne manipulent que des hiérarchies 
n'ayant que des contraintes fonctionnelles) sont contraints d'utiliser la fonction d'erreur prédicat qui 
retourne 0 lorsque la contrainte est satisfaite et / sinon (contrairement à la fonction d'erreur métri-
que). Cette restriction vient du fait que ces résolveurs utilisent les méthodes des contraintes pour les 
satisfaire. 
La propagation locale est incapable de résoudre un ensemble de méthodes de contraintes qui for-
ment un circuit, puisque le chemin produit par ces méthodes sera cyclique, et dans la phase d'exécu-
tion de ces méthode on risque de les exécuter un nombre infini de fois. 
4.2 Algorithmes pour la résolution d'une hiérarchie de contraintes 
Dans Ses applications interactives, les contraintes d'une hiérarchie viennent souvent s'ajouter 
graduellement, ceci constitue une raison pour les résoudre par un algorithme incrémental. Un algo-
rithme incrémental maintient une solution courante résolvant les contraintes. Puisque les contraintes 
sont ajoutées ou retranchées au système, l'algorithme modifie cette solution courante dans le but de 
trouver une solution qui satisfasse la nouvelle hiérarchie de contraintes. 
i. Le mot meilleur ici est relatif au comparateur intégré par le résolveur. 
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La plupart des algorithmes (exemple : Blue, DeltaBlue, SkyBlue, QuickPlan ...) traitant les hiérar-
chies de contraintes sont basés sur la propagation locale et sur le critère de comparaison Locale-
ment-Prédicat-Meilleur pour un domaine de contraintes arbitraire où le graphe de méthodes de 
contraintes ne contient pas de circuit. 
Une version incrémentale de l'algorithme Blue est connue par le nom DeltaBlue. Blue et DeltaBlue 
manipulent des hiérarchies de contraintes multi-directionneîles. Les méthodes des contraintes mani-
pulées par ces deux algorithmes ne forment pas de circuits entres elles. Pour l'algorithme Blue, les 
contraintes ne possèdent que des méthodes ayant une seule variable de sortie. Dans le but de sur-
monter ces restrictions, un algorithme incrémental nommé SkyBlue a été conçu. Cet algorithme 
manipule des contraintes ayant des méthodes possédant plusieurs variables de sortie. Cet algorithme 
fait aussi appel à un sous-résolveur qui résout les cycles de contraintes lorsqu'ils sont détectés. Dans 
la suite, on présentera l'architecture de ces algorithmes ainsi que leurs fonctionnalités. On présen-
tera également l'algorithme QuickPlan qui manipule les mêmes types de hiérarchies que SkyBlue. 
QuickPlan permet de trouver une solution acyclîque si elle existe. Ceci nous permettra de situer nos 
travaux décrits dans les autres chapitres de ce mémoire. 
Pour plus de détail sur les algorithmes ¡ncrémentaux acycliques, le lecteur est invité à voir [FM89, 
FMB89, FMB90, Mal91]. [FMB90] et [Mal91] incluent les résultats de complexité et la preuve de 
complétude. Pour plus de détail sur d'autres algorithmes utilisant la propagation locale, le lecteur est 
invité à consulter [FW90, FWB92, Wib92, Tro95], 
4.2.1 L'algorithme DeltaBlue 
DeltaBlue est une version incrémentale de l'algorithme Blue. La complexité en temps de cet 
algorithme est de O(N), N étant le nombre de contraintes du système [FW90], tandis que celle de 
Blue est de 0(N ) sur le nombre de contraintes du système. DeltaBlue utilise trois catégories de don-
nées: les contraintes de la hiérarchie H, les variables contraintes Vet la solution courante P. P est 
aussi appelé "plan", il s'agit d'un graphe orienté acyclique composé de contraintes et de variables. 
Chaque variable connaît la contrainte qui détermine sa valeur et chaque contrainte sait si elle est 
actueiSement satisfaite et connaît la méthode utilisée (la contrainte utilise une méthode pour sa satis-
faction). 
DeltaBlue comporte un programme client qui joue le rôle d'une interface à quatre points d'entrée : 
ajout-contrainte, ajout-variable, enlever-contrainte et enlever-variable. Les variables doivent être 
ajoutées au graphe avant que la contrainte qui les utilise ne soit introduite. Le retrait d'une variable 
entraîne le retrait de toute contrainte attachée à cette variable. D'une façon incrémentale, la solution 
courante P est mise à jour après exécution d'une des deux opérations ajout-contrainte et enlever-
contrainte. Cette algorithme ne résout pas les hiérarchies sous-contraintes. Pour ce faire, une con-
trainte invisible étiquetée par très-faible est attachée à chaque variable quand elle est ajoutée au sys-
tème. Cette contrainte invisible contraint ¡a valeur de la variable à rester inchangée. Ceci n'a aucun 
effet secondaire sur la hiérarchie, car cette contrainte invisible est étiquetée par la plus faible éti-
quette qui puisse exister et donc n'importe quelle autre contrainte fournie par le programme client 
sera étiquetée par une étiquette plus forte. Cette contrainte invisible sera utilisée seulement si sa 
variable n'est pas contrainte par la suite (c.à.d. que la variable est sous-contrainte). 
L'idée clé de cet algorithme consiste à associer une information suffisante à chaque variable le long 
de l'exécution de l'algorithme afin de prédire les effets d'un ajout d'une contrainte donnée. Cette 
prédiction se fera seulement par examen des opérandes (étiquette, variables) de la contrainte ajoutée. 
Cette information est appelée étiquette-voyageuse de la variable et définie par : 
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La variable v est déterminée par la méthode m de la contrainte c (dans ce cas la variable 
v est une variable de sortie de la contrainte c). L'étiquette étiquette-voyageuse de v est le 
minimum entre l'étiquette de la contrainte c et les étiquettes associées aux variables 
d'entrée de îa méthode m. 
L'étiquette étiquette-voyageuse d'une variable peut être vue comme l'étiquette de la plus faible con-
trainte en amont, c.a.d. la contrainte précédente étiquetée faiblement et qui peut être atteinte via la 
séquence réversible de contraintes. Ainsi l'étiquette étiquette-voyageuse représente l'étiquette de la 
contrainte faible qui peut être enlevée du système (devient non satisfaite) pour permettre à une autre 
contrainte d'être satisfaite. Par exemple, la figure 7 montre un graphe de contraintes comprenant 
quatre variables et deux contraintes. Les variables sont représentées par des cercles et les contraintes 
par des rectangles. Les variables de sortie d'une méthode sont indiquées par des flèches. Une flèche 
en pointillé sur une variable indique que la méthode n'est pas sélectionnée pour déterminer cette 
variable. Un petit diagramme au-dessous de chaque contrainte indique les méthodes non sélection-
nées dans la contrainte (méthodes inactives). L'étiquette étiquette-voyageuse de la variable D est 
égale à faible. La méthode qui détermine cette variable doit être remplacée par une autre méthode si 
nécessaire (c.à.d, si par la suite une contrainte portant sur la variable D d'étiquette plus forte que fai-
ble est ajoutée au système). L'étiquette étiquette-voyageuse de la variable C est forte, ceci vient du 
fait que Y étiquette-voyageuse de la variable A est forte et la contrainte portant sur les variables A et 
C est étiquetée par requise [requise est considérée comme supérieure à forte). 
FIGURE 7 : étiquette-voyageuse 
Ajout d'une contrainte par DeltaBlue 
Pour satisfaire une contrainte c ajoutée au système, DeltaBlue doit trouver une des méthodes de 
cette contrainte telle que chacune de ses variables de sortie dans le réseau ait son étiquette-voya-
geuse inférieure à l'étiquette de la contrainte c. Si une telle méthode n'est pas trouvée, alors la con-
trainte c ne peut pas être satisfaite sans le retrait d'une autre contrainte étiquetée par une étiquette de 
même importance ou d'importance supérieure à celle de c. L'enlèvement d'une contrainte possédant 
la même étiquette (même importance) que celle de la contrainte c produira une solution différente 
que la solution courante mais non meilleure au sens de Localement-Prédicat-Meilleur. Dans ce cas, 
la contrainte c est laissée non satisfaite. L'enlèvement d'une contrainte possédant une étiquette plus 
forte que celle de la contrainte c ne peut créer qu'une solution plus mauvaise que la solution cou-
rante (mauvaise dans le sens où la solution produite satisfait la contrainte c qui est moins importante 
que la contrainte enlevée du système, ce qui crée une violation de la sémantique du comparateur uti-
lisé). Dans ce cas, la contrainte c est laissée non satisfaite. 
1. En anglais, cette appeilation est connue par : walkabout strength. Ce nom vient d'une coutume australienne qui dit : "Pour voir plus 
clair il faut faire une longue marche". 
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La figure 8 illustre le processus d'ajout d'une contrainte. La figure 8.a montre la situation initiale 
avant que la contrainte ne soit ajoutée. On observe que Vétiquette-voyageuse de la variable v4 est à 
faible, ceci est dû à l'étiquette de la contrainte portant sur les variables v¡ et V2- Dans la figure 8.b, le 
programme client ajoute une contrainte étiquetée par forte et portant sur la variable v4. DeltaBlue 
considère que cette contrainte doit être ajoutée puisque son étiquette est supérieure h faible et par 
conséquent elle aura comme effet le retrait de la contrainte qui a eu pour effet de mettre la valeur fai-
ble à l'étiquette étiquette-voyageuse de la variable v4. DeltaBlue satisfait la nouvelle contrainte ajou-
tée au système et retire la contrainte qui déterminait précédemment la variable v4 (la contrainte 
ponant sur vj et v4) en créant l'état décrit dans la figure 8.c. 
Maintenant, du fait que les étiquette-voyageuse de v_j et étiquette-voyageuse de v4 sont moins fortes 
que celle de la contrainte qui relie ces deux variables, DeltaBlue sait qu'il doit resatisfaire cette con-
trainte. L'algorithme choisit toujours de modifier la variable étiquetée par Y étiquette-voyageuse la 
moins forte. Dans ce cas, c'est la variable v3 qui est concernée, ainsi l'algorithme resatisfait la con-
trainte dans la nouvelle direction comme il est montré par la Figure 8.d. Cette étape a pour effet de 
retirer la contrainte qui détermine la variable vj, Cette contrainte est alors considérée candidate pour 
être satisfaite dans une nouvelle direction. Le processus de propagation continue pour atteindre la 
contrainte responsable de la transmission du contenu de l'étiquette étiquette-voyageuse (=faible) de 
la variable initiale. L'algorithme se termine puisque cette dernière contrainte n'est pas assez impor-
tante pour qu'elle soit resatisfaite comme il est montré par la Figure 8.e. Si la contrainte initiale à 
ajouter était étiquetée par très-faible alors elle ne serait pas assez importante pour pouvoir détermi-
ner la valeur de la variable v4 (du fait que la valeur de la variable v4 est au moins influencée par une 
contrainte étiquetée par faible qui est en tout cas supérieur à l'étiquette très-faible). 
FIGURE 8 Ajout d'une contrainte par DeltaBlue 
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Enlèvement d'une contrainte par DeltaBlue 
Si la contrainte à enlever est non satisfaite par la solution courante P alors le fait de l'enlever ne 
modifie en rien la solution courante P. Dans le cas où cette contrainte est satisfaite, son enlèvement 
du système peut changer le contenu de l'étiquette-voyageuse des variables en aval. Ceci permettra 
peut être à une ou plusieurs contraintes précédentes non satisfaites de devenir satisfaites. Considé-
rant l'exemple de la figure 9. La figure 9.a montre la situation initiale, le programme client veut reti-
rer la contrainte du côté droit de la variable v4 étiquetée par forte. Il est à noter que la contrainte 
étiquetée par faible et portant sur les variables v¡ et v2 ainsi que la contrainte étiquetée par moyenne 
portant sur les variables v3 et v4 sont toutes les deux non satisfaites puisque leurs étiquettes sont plus 
faibles que les étiquettes: étiquette-voyageuse de v¡, de v2, de v3 et celle de v4. Dans la figure 9.b, la 
contrainte vient d'être enlevée et l'étiquette étiquette-voyageuse en aval vient d'être recalculée 
puisqu'il n'y a pas de contrainte déterminant la valeur de la variable v4. L'étiquette étiquette-voya-
geuse de v4 est maintenant identique à celle de la contrainte invisible introduite avec chaque variable 
(c.a.d. très-faible). Cette étiquette très-faible est propagée à travers la contrainte portant sur v2 et v¡ 
et affecte Y étiquette-voyageuse de la variable v2. 
Maintenant, les deux étiquettes des contraintes non satisfaites sont plus fortes que celles des varia-
bles sur lesquelles elles portent et donc ces deux contraintes sont éligibles pour être satisfaites. Del-
taBlue considère toujours en priorité la contrainte possédant l'étiquette la plus forte. Dans ce cas, la 
contrainte étiquetée par moyenne est ajoutée et les étiquettes-voyageuses de la variable v2 et celle de 
la variable v4 sont recalculées, ceci est illustré dans la figure 9.c. Finalement, la contrainte étiquetée 
par faible portant sur les variables v¡ et v2 est considérée pour une éventuelle satisfaction. Ceci n'est 
pas accompli puisque l'étiquette de cette contrainte n'est pas plus forte que les étiquettes-voyageu-
ses de v; et de v2. L'algorithme se termine puisqu'il n 'y a plus de contraintes à considérer. 
FIGURE 9 Enlèvement d'une contrainte 
requise requise faible forte requise forte moyenne requise requise 
forte 
requise requise faible très-faible requise très-faible moyenne requise requise 
<—> 
requise requise faible moyenne requise moyenne moyenne requise requise 
- \ v 2 
- = • 
4.2 Algorithmes pour la résolution d'une hiérarchie de contraintes 55 
Les exemples des figures précédentes contiennent uniquement des contraintes à une seule variable 
en sortie (c.à.d. que leurs méthodes correspondantes contiennent une seule variable de sortie). 
Cependant, DeltaBlue est capable de manipuler des contraintes ayant plusieurs variables de sortie 
dans îa limite où ces contraintes ne possèdent chacune qu'une seule méthode (on parle de contrainte 
uni-directionnelle). Il est bien évident que si les contraintes à une seule variable de sortie ne sont pas 
rnulti-directionnelles ou si les contraintes à plusieurs variables de sortie ne sont pas uni-direction-
nelle l'utilisation de Y étiquette-voyageuse ne serait pas d'un grand intérêt. Un exemple de contrainte 
uni-directionnelle, est celui de la contrainte qui capte la position de la souris et détermine la position 
du curseur sur l'écran. La souris peut altérer la position du curseur tandis que le curseur ne peut pas 
effectuer un déplacement physique de la souris. 
Le principe de DeltaBlue est de résoudre seulement les contraintes qui déterminent d'une façon uni-
que les valeurs de leurs variables. Un exemple de contrainte ne déterminant pas d'une façon unique 
la valeur de sa variable est la contrainte x > 5. Il s'agit d'une contrainte de restriction qui ne fixe pas 
la valeur de sa variable. 
Chaque solution générée par DeltaBlue est une solution Ijjcalemenî-Prédicat-Meilleur à la hiérar-
chie de contrainte courante. S'il existe un cycle ou un conflit entre des contraintes étiquetées par 
l'étiquette requise (c.à.d. deux méthodes sélectionnées des deux contraintes forment un cycle ou 
ayant toutes les deux une même variable en sortie) alors l'algorithme s'arrête en générant un mes-
sage d'erreur. 
Pour prouver que ¡es solutions de DeltaBlue à des hiérarchies ayant des contraintes qui ne forment 
pas de cycles sont Localement-Prédicat-Meilleur, la notion de contrainte bloquée est définie. Cette 
notion consiste à dire qu'une contrainte est bloquée si elle est étiquetée par une étiquette considérée 
supérieure à une des étiquettes de ses variables potentielles de sortie. Ensuite, un lemme est calqué 
sur cette notion exprimant que s'il n'y a pas de contrainte bloquée dans une solution alors cette solu-
tion est Localement-Prédicat-Meilleur. La complétude est montrée par récurrence sur la solution 
courante. Si la solution courante ne possède pas de contrainte bloquée alors l'exécution d'un des 
quatre points d'entrée du programme ne produit pas de contrainte bloquée. Par exemple, soit une 
solution P] produite par DeltaBlue. Supposons qu'il existe une solution P2 meilleure que P¡ et non 
produite par DeltaBlue. Alors par la définition du comparateur Localement-Prédicat-Meilleur, il 
existe un niveau k de la hiérarchie telle que P2 satisfait toutes les contraintes que P¡ satisfait et au 
moins une contrainte c de plus. Soit vc la variable de c possédant la plus faible étiquette-voyageuse, 
et soit Wpi(vc) Vétiquette-voyageuse de la variable vc dans P¡. Maintenant, puisque c est non satis-
faite dans Pj et P, n'a pas de contrainte bloquée, c n'est pas étiquetée par une étiquette plus forte 
que Wp](vc). Cependant, puisque c est satisfaite dans Pi, l'étiquette de c doit être plus forte que 
WP](v..). Ce qui constitue une contradiction et donc il ne doit pas y avoir de solution meilleure que 
Pi-
Contrairement à l'algorithme Blue qui réexamine chaque contrainte à la suite d'un ajout ou d'un 
enlèvement de contrainte au système, DeltaBlue utilise la solution courante comme un guide pour 
trouver la prochaine solution en examinant seulement la contrainte affectée par un changement 
récent. Dans le cas où le nombre de contraintes affectées par un changement est petit par rapport au 
nombre de contraintes dans la hiérarchie alors DeltaBlue est beaucoup plus rapide que Blue. Dans le 
cas où le nombre de contraintes affectées par ce changement est proche de celui de îa hiérarchie 
alors DeltaBlue est moins rapide que Blue puisque DeltaBlue doit exécuter plus d'opérations pour 
maintenir sa structure de données. 
DeltaBlue est étendu pour obtenir l'algorithme UltraViolet. Cette extension consiste à appeler un 
résolveur de cycle lors de la détection d'un cycle afin de déterminer les valeurs des variables des 
contraintes ayant les méthodes qui forment ce cycle et ensuite les propager en aval dans le graphe. 
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4.2.2 L'algorithme Sky Blue 
Comme nous l'avons vu dans la section précédente décrivant l'algorithme DeltaBlue, cet algo-
rithme possède deux restrictions majeures. La première est qu'il est incapable de gérer les contrain-
tes cycliques (si toutefois une hiérarchie contient des contraintes cycliques, DeltaBlue s'arrête en 
générant un message d'erreur). La deuxième restriction est qu'il ne peut pas gérer des contraintes 
multi-directionnelies ayant plusieurs variables en sortie (c.à.d chaque contrainte peut avoir plusieurs 
méthodes et chaque méthode peut calculer plusieurs variables). 
SkyBlue a été conçu pour remédier à ces deux restrictions. C'est ainsi qu'il permet la construction de 
cycles et traite les contraintes possédant des méthodes à multi-variables de sortie. SkyBlue ne satis-
fait pas les contraintes qui forment un cycle. Il fait appel à un résolveur plus puissant pour résoudre 
cette tâche. Cependant, il maintient correctement les contraintes non cycliques du graphe. SkyBlue 
traite les contraintes contenant des méthodes à multi-variables de sortie. Ce genre de contraintes est 
utilisé dans plusieurs situations. Par exemple, supposons que les variables x et y représentent les 
coordonnées cartésiennes d'un point et tp et 6 représentent les coordonnées polaires du même point. 
Pour garder ces deux représentations consistantes en parallèle, on aimerait définir une contrainte 
avec la méthode à 2-variables de sortie x et y : (x,y) «— (q> cos 8 , cp sin 8) et une autre méthode à 2-
variables de sortie q> et 6 : fip,6y «- (^(xr+y2), Arctang(x,y)). Les méthodes à multi-variables de sor-
tie sont aussi utilisées pour accéder aux éléments d'une structure de donnée composée. Par exemple, 
lorsqu'on veut décomposer un objet composé d'un point cartésien à deux variables utilisant une con-
trainte avec les méthodes : (x,y) «— (Point.x, Point.y) et Point <— Crée-Point(x,y). 
Maloney dans [Mal91] a établi que générer un graphe solution à partir d'un problème de contraintes 
à sorties multiples était NP-compîet. Les auteurs de la ligne Blue affirment pourtant que dans îa plu-
part des cas, le complexité en temps n'est pas un problème puisque ces algorithmes changent un 
sous-graphe de petite taille lors de l'ajout ou du retrait d'une contrainte et donc la complexité en 
temps est souvent linéaire en nombre de contraintes. Si l'on considère des contraintes uni-variable 
de sortie non cycliques, DeltaBlue est 2 fois plus rapide que SkyBlue. Des travaux futurs seront 
effectués sur SkyBlue pour qu'il puisse prédire si la hiérarchie ne contient pas de contraintes cycli-
ques et si elles sont uni-variable de sortie. Dans ce cas, il pourra atteindre les mêmes performances 
que DeltaBlue. 
Pour satisfaire un ensemble de contraintes, SkyBlue choisit une méthode à exécuter pour chaque 
contrainte dans cet ensemble. Chaque méthode sélectionnée est considérée comme méthode active 
dans ¡e graphe. Si un graphe de méthodes contient deux ou plusieurs méthodes actives possédant 
une même variable de sortie alors il s'agit d'un conflit de méthodes. Dans la figure 10.a, les deux 
méthodes actives des deux contraintes cj et c4 sont en conflit. SkyBlue prohibe le conflit de méthodes 
en affectant la n ieme variable puisqu'il empêche la satisfaction de leurs contraintes correspondantes 
simultanément. Dans la figure ÍO.a, si ¡a contrainte c? est satisfaite en exécutant sa méthode active 
(la valeur de la variable v5 sera déterminée) ensuite la contrainte c4 est satisfaite en exécutant sa 
méthode active (la valeur de la variable v¡ sera redéterminée de nouveau). Ceci implique que la con-
trainte c¡ devienne certainement non satisfaite puisque la valeur de v$ vient d'être modifiée. 
Un graphe de méthodes ne possédant pas de conflit de méthodes ni de cycle peut être utilisé pour la 
satisfaction des contraintes actives en exécutant ces méthodes dans l'ordre topologique". Par exem-
ple la figure 10.b montre un graphe de méthodes des mêmes contraintes que celles de la figure (a) où 
toutes les contraintes peuvent être satisfaites en exécutant dans l'ordre les méthodes correspondantes 
au contraintes c¡, c2, c?, c4 et c5. 
1 On désigne par contrainte active une contrainte possédant une de ces méthodes active dans le graphe. 
2 Dans les figures, chaque variable désignée par une flèche est déterminée avant d'être lue. 
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FIGURE 10 : (a) graphe de méthodes contenant la contrainte inactive c¡, un conflit de 
méthodes en v5 et un cycle direct (entre c¡ et c2). (b) graphe où chaque contrainte est satisfaite. 
Si un graphe de méthodes contient un cycle direct (comme par exemple entre les deux méthodes des 
deux contraintes c¡ et c? de la figure 10.a) alors il devient impossible de trouver un ordre de tri topo-
logique pour ses méthodes actives. Dans ce cas, SkyBlue trie et exécute seulement les méthodes acti-
ves en amont du cycle. Toutes les méthodes qui fonnent un cycle (ou l'aval du cycle) ne sont pas 
exécutées et leurs variables sont marquées pour spécifier que leurs valeurs ne satisfont pas nécessai-
rement les contraintes actives. Si le cycle est cassé après, les méthodes de ce cycle sont triées et cel-
les en aval sont exécutées correctement. 
Traitement d'une hiérarchie de contraintes par SkyBlue 
SkyBlue utilise les étiquettes des contraintes pour construire un Graphe-Localement-Meilleur 
(GLM) de méthodes. Un graphe de méthodes est un GLM s'il ne contient pas de conflit entres ses 
méthodes et s'il ne contient pas de méthode inactive qui puisse être activée en désactivant une ou 
plusieurs méthodes d'importances inférieures (étiquetées par des étiquettes moins fortes). 
Par exemple, considérons le graphe de méthodes de la figure î 1 .a. Ce graphe n'est pas un GLM puis-
que la contrainte c2 (étiquetée par forte) peut être activée en activant sa méthode qui a pour variable 
de sortie v2 et en désactivant la contrainte c¡ (étiquetée par moyenne) ce qui produit la figure 1 î .b. 
Ce graphe de méthode n'est toujours pas un GLM puisque c¡ peut être activée en désactivant la con-
trainte c4 en produisant la figure 1 Le. Ce dernier est un GLM puisque la seule contrainte désactive 
(c4) ne peut pas être active en désactivant une contrainte d'importance inférieure (étiquetée par une 
étiquette inférieure). 
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FIGURE 11 : Construction de GLM de méthodes 
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Il peut exister plusieurs GLM de méthodes pour un graphe donné de contraintes. Ceci est compatible 
avec la définition théorique attribuée à l'ensemble 5 (qui est l'ensemble des valuations qui sont solu-
tions à la hiérarchie). S peut contenir plusieurs valuations puisque les comparateurs utilisés n'éta-
blissent pas un ordre total sur les valuations dans l'ensemble SQ. 
La figure 1 l.d montre un autre GLM de méthodes qui n'est ni meilleur ni pire que celui de la figure 
U.c. SkyBlue se contente de construire un des GLM possibles d'une façon arbitraire. Si l'on change 
les étiquettes des contraintes, ceci imposera le choix d'une alternative par rapport à une autre. Par 
exemple si l'étiquette de la contrainte c¡ est remplacée par moyenne alors le seul GLM de méthodes 
doit être celui de la Figure 1 î .e. 
Comme dans DeltaBlue, pour contrôler la construction des graphes de méthodes, l'utilisateur ajoute 
des contraintes invisibles (aussi appelé contraintes de maintien sur les variables). Chacune de ces 
contraintes possède une seule méthode à une variable de sortie et aucune variable d'entrée. Ces con-
traintes invisibles (de maintien) expriment la non modification des valeurs de leurs variables. Un 
type de contraintes similaire est celui des contraintes d'initialisation. Ces contraintes initialisent 
leurs variables de sortie à des valeurs constantes. Les contraintes d'initialisation peuvent être utili-
sées pour injecter des nouvelles valeurs à des variables dans un graphe de contraintes. Dans la figure 
11, les contraintes c¡ et c4 sont des contraintes de maintien ou d'initialisation. 
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Le concept de lecture-seulement défini dans le chapitre 3 étend la théorie décrite au chapitre 2 aux 
contraintes qui ne possèdent pas de méthodes pour déterminer certaines de leurs variables. Comme 
dans Blue, DeltaBlue ou SkyBlue, les contraintes peuvent ne pas avoir toutes les méthodes de toutes 
les directions possibles. 
Pour certains graphes de contraintes, les GLM de méthodes de ce graphe déterminent les solutions 
du comparateur Localement-Prédicat-Meilleur. 
SkyBlue maintient les contraintes en construisant un GLM de méthodes et en exécutant ces méthodes 
pour satisfaire les contraintes actives. Initialement, le graphe de contraintes et son GLM de méthodes 
sont vides. SkyBlue est invoqué par l'appel d'une des deux procédures d'ajout et de retrait d'une 
contrainte. Puisque les contraintes sont ajoutées et retranchées au système, SkyBlue met a jour incré-
mentalement le GLM de méthodes et exécute ces méthodes pour resatisfaire les contraintes actives. 
L'ajout d'une contrainte par SkyBlue 
Lorsqu'une nouvelle contrainte est ajoutée au graphe de contraintes, il est possible de modifier le 
graphe de méthodes en activant cette nouvelle contrainte. Lactivation de cette nouvelle contrainte se 
fait par la sélection d'une de ses méthodes. Cette sélection peut créer un changement de méthodes 
actives des contraintes libellées par des étiquettes plus fortes ou aussi fortes que celle de la nouvelle 
contrainte. Cette sélection peut aussi désactiver une ou plusieurs contraintes étiquetées par des éti-
quettes moins fortes que celle de la nouvelle contrainte. Ce processus est connu comme la construc-
tion d'une vigne de méthodes. L*ajout d'une contrainte c par SKyBlue est effectué par l'exécution 
des pas suivants : 
1. Ajouter la contrainte c inactive au graphe de contraintes et essayer de l'activer en construisant 
une vigne. S'il n'est pas possible de construire une telle vigne alors laisser la contrainte c 
inactive (Dans ce cas le graphe est inchangé et donc il est toujours un GLM). 
2. D'une manière répétitive, essayer d'activer toutes ¡es contraintes non actives dans le graphe 
en construisant des vignes de méthodes jusqu'à ce qu'aucune des contraintes restantes ne 
puisse être activée. Il est à signaler que chaque fois qu'une contrainte inactive devient active, 
une ou plusieurs contraintes faiblement étiquetées sont enlevées. Ces contraintes enlevées 
sont remises dans l'ensemble des contraintes inactives pour être réessayées après (lors de 
l'ajout d'une autre contrainte). 
3. Exécuter les méthodes sélectionnées (actives) dans le graphe de méthodes pour satisfaire les 
contraintes actives comme il est décrit précédemment. 
Le deuxième pas doit terminer puisqu'il y a un nombre fini de contraintes. Chaque fois qu'une con-
trainte est enlevée, elle est ajoutée à l'ensemble des contraintes inactives. Ces contraintes ajoutées 
peuvent être activables après, lors de l'ajout d'autres contraintes étiquetées plus faiblement que ces 
dernières. Ce processus n'est pas infini et peut s'arrêter éventuellement avec un ensemble de con-
traintes non activables. 
Lorsque le pas 2 se termine, le graphe de méthodes actives résultant est un GLM puisqu'aucune 
vigne supplémentaire ne peut être construite. Par exemple, supposons que l'on vient d'ajouter la 
contrainte c2 au graphe de contrainte de la figure 1 La. Une des voies possibles de construction de la 
vigne est d'enlever la contrainte cj et d'activer la contrainte c2 en choisissant sa méthode qui a pour 
variable de sortie v2 (figure 11 .b). 
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Etant donné ce graphe de méthodes, le deuxième pas va essayer de construire une vigne pour activer 
la contrainte c3. Ceci est possible en enlevant la contrainte c4 (figure 11 ,c). Arrivé à ce point il n'est 
plus possible de construire une vigne pour activer la contrainte c4 et par conséquent le pas 2 se ter-
mine. Le graphe de méthodes résultant est un GLM. Alternativement, si la première vigne avait été 
construite en enlevant la contrainte c¡ alors le GLM de méthodes de la figure 11 .d aurait été produit 
immédiatement et le deuxième pas n'aurait pas été capable d'activer la contrainte c¡. 
Le retrait d'une contrainte par SkyBlue 
La procédure de retrait d'une contrainte est similaire à celle d'ajout d'une contrainte au système. 
Lorsqu'une contrainte active est retirée du graphe, l'activation d'une ou plusieurs contraintes inacti-
ves devient possible. Cela aboutit au même processus de construction de vignes. Le retrait d'une 
contrainte c par SKyBlue est effectué par l'exécution des pas suivants : 
1. Si c est inactive, alors son retrait ne pennet en aucun cas l'activation d'autres contraintes inac-
tives et donc le graphe de méthode reste un GLM. 
2. D'une manière répétitive, essayer d'activer toutes les contraintes non actives dans le graphe 
en construisant des vignes de méthodes (ajouter l'ensemble des contraintes désactivées à 
l'ensemble des contraintes inactives) jusqu'à ce qu'aucune des contraintes restantes ne puisse 
être activée. Ce pas se termine en laissant un GLM de méthodes. 
3. Exécuter les méthodes sélectionnées dans le graphe de méthodes pour satisfaire les contrain-
tes actives. 
La construction d'une vigne de méthodes par SkyBlue 
SkyBlue tente d'activer les méthodes inactives en changeant les méthodes actives des contraintes 
dans le graphe, Seules les méthodes de contraintes étiquetées par des étiquettes de même préféren-
ces ou de préférences supérieures sont concernées par ce changement. Les méthodes des contraintes 
étiquetées par des étiquettes de préférences strictement inférieures peuvent être inactivées à la suite 
de cette activation. La technique utilisée par SkyBlue est la construction de vigne de méthodes (gra-
phe de méthodes) utilisant la recherche en profondeur d'abord en opérant un retour en arrière. 
Une vigne est construite en sélectionnant une des méthodes de la contrainte qu'on essaye d'activer 
(la contrainte racine). Si cette méthode est en conflit avec une méthode d'une autre contrainte active, 
alors on sélectionne une autre méthode de cette autre contrainte active. Cette dernière peut être aussi 
en conflit avec d'autres méthodes, etc. Ce processus continue dans le graphe de méthodes et résulte 
en une vigne de nouvelles méthodes débutant par une méthode de la contrainte racine. Ce processus 
de construction de vigne se manifeste dans l'un des sens suivants : 
1. Si les variables de sortie de la nouvelle méthode sélectionnée dans la vigne ne sont pas déter-
minées par une autre méthode d'une autre contrainte, alors la branche courante de la vigne 
s'arrête sur ce point. 
2. Si la nouvelle méthode sélectionnée dans la vigne est en conflit avec une méthode d'une con-
trainte étiquetée faiblement par rapport à la contrainte racine alors cette contrainte est désacti-
vée. Par conséquent, toutes les méthodes d'une vigne appartiennent à des contraintes 
étiquetées par des étiquettes supérieures ou égales à celle de l'étiquette de la contrainte racine. 
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3. Si une méthode alternative choisie est en conflit avec une méthode de la vigne alors cette 
méthode n'est pas ajoutée à la vigne et l'essai d'autres alternatives est effectué. Si toutes les 
alternatives sont en conflit avec les méthodes de la vigne alors le processus de construction de 
cette vigne opère un retour arrière . La méthode sélectionnée précédemment est enlevée de la 
vigne. Cette vigne est ensuite étendue en choisissant d'autres méthodes de ces contraintes. Si 
aucune méthode de la contrainte racine ne permet la construction d'une vigne sans conflit, 
alors cette contrainte n'est pas activée. 
La figure 12 présente un exemple qui montre le processus de construction d'une vigne. Une vigne 
complète est un sous-graphe connecté. Une vigne n'est pas nécessairement un arbre puisque les 
branches séparées peuvent se rencontrer et former un cycle. Si toute méthode de la vigne possède 
une seule variable de sortie alors la vigne doit avoir la structure d'une tige commençant par la con-
trainte racine et finissant par des séries d'autres contraintes avec des changements de méthodes 
sélectionnées. Si des méthodes de la vigne possèdent plusieurs variables de sortie alors la vigne doit 
être divisée en plusieurs branches avec une branche pour chaque variable de sortie. Les différentes 
branches ne peuvent pas être étendues indépendamment puisque les méthodes dans les différentes 
branches ne peuvent pas déterminer les mêmes variables. La recherche par backtrack doit prendre 
cela en compte en essayant toute combinaison possible de méthodes sélectionnées pour les contrain-
tes dans différentes branches. 
Les heuristiques intégrées à SkyBlue 
Les performances de SkyBlue chutent lorsque le graphe de contraintes devient très large puisque 
le graphe peut contenir un nombre très important de contraintes inactives que SkyBlue va tenter 
d'activer en essayant de construire les vignes correspondantes. Dans ces conditions, SkyBlue exhibe 
une complexité en temps de 0{M' ) avec N est le nombre de contraintes et M est le nombre maximal 
de méthodes par contrainte. 
Dans cette section, on décrira des heuristiques utilisées par SkyBlue. Ces heuristiques améliorent les 
performances de SykBlue sur un graphe de contraintes très grand. 
Technique d'assemblage d'étiquettes 
Le résultat de chaque appel à l'une des procédures d'ajout ou de retrait de contrainte est un GLM 
de méthodes. Cependant, le graphe de méthode courant doit être un GLM si jamais l'une des deux 
procédures est appelée. Ce fait peut être utilisé pour éviter d'essayer l'activation de certaines con-
traintes inactives. 
Si à l'issue de l'appel de la procédure d'ajout d'une contrainte c au graphe, cette contrainte est ajou-
tée effectivement alors il est impossible d'activer une autre contrainte inactive étiquetée par une éti-
quette de même importance ou d'importance supérieure à celle de c. Puisque, s'il était possible 
d'activer une telle contrainte après l'ajout de c, il aurait été possible aussi de l'activer avant l'ajout 
de c et le graphe de méthodes n'aurait pas été un GLM. 
Après le retrait d'une contrainte c par la procédure de retrait, il est impossible d'activer une con-
trainte étiquetée par une étiquette plus forte que celle de c. Puisque s'il était possible d'activer une 
telle contrainte après ce retrait, il aurait été possible de l'activer avant ce retrait et le graphe de 
méthode n'aurait pas été un GLM. Il faut rappeler que la procédure peut permettre à des contraintes 
étiquetées par la même étiquette ou par des étiquettes moins fortes que celle de c d'être activées. 
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FIGURE 12 : Construction d'une vigne de méthodes 
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requise 
Supposons que l'on commence par 
ce graphe de méthodes et qu 'on veui-
lle activer la contrainte c¡ étiquetée 
par l'étiquette forte. 
C[ contient une seule méthode 
et donc cette méthode est 
sélectionnée pour être activée. 
Ceci crée un conflit de méthodes 
entre c¡ et c2 et donc une autre 
méthode de c2 doit être choisie. 
4 • 
requise 
La méthode alternative dans c2 
crée un conflit avec c3 et un conflit 
avec c4. 
On suppose qu 'on procède 
avec c4 en premier : on intervertit 
seulement les méthodes de c4 et 
donc la méthode déterminant v¡ 
est activée. v¡¡ n 'est déterminée 
par aucune autre méthode et donc 
le développement de cette branche 
de la vigne s'arrête en ce point. 
On doit considérer une des autres 
méthodes de c3. Supposons qu 'on 
essaye celle qui détermine v2. Cette 
dernière n 'est pas permise 
puisqu 'elle crée un conflit avec c2 
qui se trouve déjà dans la vigne. 
Cependant, on opère un retour arrien 
et on essayer une autre méthode de Cj 
Supposons maintenant qu 'on essaye 
la méthode qui détermine la variable 
v4 (ceci produit un conflit de méthode 
avec c5) 
Maintenant on considère la 
contrainte c¡. Puisque cette contraint 
est étiquetée plus faiblement que la 
contrainte c¡, on n 'a pas à trouver 
une méthode alternative. On peut 
tout simplement la supprimer et 
arrêter la construction de la vigne 
en ce point. 
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Technique locale d'assemblage 
Si le graphe de méthodes est un GLM à la suite d'un ajout ou d'un retrait d'une contrainte c, il est 
clair qu'aucune contrainte inactive non connectée directement à c ne sera activée. Il est possible 
d'être plus sélectif sur les contraintes à activer : 
Lors de l'appel de la procédure d'ajout d'une contrainte c, si cet appel termine par la cons-
truction d'une vigne qui active la contrainte c, il est suffisant de collecter les contraintes 
inactives qui contraignent les variables en aval dans le graphe. Ces variables sont extraites 
des variables redéterminées par d'autres contraintes différentes des contraintes initiales. 
Après le retrait d'une contrainte c, il est suffisant de collecter les contraintes inactives qui 
contraignent les variables en aval parmi celles déterminées précédemment par c. 
Si SkyBlue construit avec succès une vigne, les contraintes inactives résultant de cette 
construction sont ajoutées à l'ensemble des contraintes inactives en examinant les varia-
bles en aval redéterminées une nouvelle fois. Comme chacune de ces contraintes est traitée 
(elle est activée ou il est déterminé qu'elle ne sera pas activée) elle peut être enlevée de 
l'ensemble. Lorsque cet ensemble devient vide, il n'y a plus de contrainte inactive qui 
puisse être activée. 
Une technique identique peut être utilisée pour réduire l'ensemble des méthodes à exécuter. Au lieu 
d'exécuter toutes les méthodes sélectionnées des contraintes actives dans le graphe des contraintes, 
il est seulement nécessaire de collecter et d'exécuter les méthodes sélectionnées des nouvelles con-
traintes activées et les méthodes en aval des variables redéterminées. 
L'étiquette-voyageuse 
La vigne est construite par le processus répétitif qui est la sélection d'une nouvelle méthode 
d'une contrainte et l'essai d'étendre la vigne en partant des variables de sortie de cette nouvelle 
méthode. Cette extension n'est réalisée que s'il n'y a pas de conflit entre les différentes branches et 
que la vigne rencontre des variables non déterminées par des méthodes de contraintes étiquetées par 
des étiquettes identiques ou supérieures à celle de la contrainte racine. Si SkyBlue peut prédire 
qu'une de ces conditions est fausse, alors la méthode sélectionnée doit être rejetée immédiatement 
sans essayer l'extension de la vigne. 
Nous avons vu que le résolveur DelîaBlue prédit l'activation d'une nouvelle contrainte introduite au 
système en utilisant le concept de l'étiquette-voyageuse. Létiquette-voyageuse d'une variable indi-
que l'étiquette de la contrainte qui doit être retirée (ne servira pas à déterminer cette variable) pour 
que cette variable puisse être déterminée par une autre contrainte. L'étiquette-voyageuse d'une 
variable peut être l'étiquette de la contrainte courante qui détermine cette variable, ou bien elle peut 
être la plus faible étiquette d'une contrainte dans la branche partant de cette variable. Cette con-
trainte peut être amenée à être retirée lors d'une reséiection de méthodes. Si la variable n'est déter-
minée par aucune des contraintes du système, son étiquette-voyageuse est assignée à très-faible . 
I Cette étiquette est considérée comme la pins faible étiquette de toutes les étiquettes du système. 
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Une variable peut aussi porter cette étiquette si elle est laissée indéterminée lorsque le résolveur 
resélectionne les méthodes sans enlever aucune contrainte (une autre interprétation attribuée à l'éti-
quette très-faible est que chaque variable a un état implicite préféré par très-faible qui spécifie que la 
valeur de la variable peut être changée si une contrainte étiquetée par une étiquette plus forte la 
détermine). 
Comme nous l'avons mentionné auparavant, une propriété importante de l'algorithme DeltaBîue 
concernant le calcul de Y étiquette-voyageuse est qu'elle peut être déterminée en utilisant les infor-
mations locales. L'étiquette-voyageuse d'une variable peut être calculée à partir de l'étiquette de la 
contrainte qui la détermine et des étiquettes-voyageuses des autres variables de cette contrainte. Si le 
graphe de méthodes ne possède pas de cycle , toutes les étiquettes-voyageuses peuvent être mises à 
jour en associant les étiquettes-voyageuses des variables non déterminées à très-faible et en traitant 
chaque contrainte active dans un ordre topologique (afin d'initialiser les étiquettes-voyageuses des 
variables déterminées). 
FIGURE 13 : étiquettes-voyageuses en SkyBlue 
Cette technique de calcul n'est plus valable dans SkyBlue puisqu'on considère des contraintes possé-
dant des méthodes ayant plusieurs variables de sortie. Considérons le graphe de méthodes de la 
figure 13. DeltaBîue doit correctement calculer les étiquettes-voyageuses des variables v2 ... v6 (dans 
ce cas, elles sont égales à très-faible). 
Mais qu'en est-il de Y étiquette-voyageuse de la variable vy? L'étiquette-voyageuse de v2 et celle de 
vj impliquent que celle de vy doit être à très-faible puisque la méthode alternative de la contrainte c¡ 
peut être choisie pour déterminer ies variables v2 et v$. Cependant, il n'est pas possible pour cette 
méthode de déterminer ces deux variables simultanément sans révoquer une contrainte requise du 
graphe. Une simple resélection de méthode résultera en un conflit en v6 entre la contrainte c4 et la 
contrainte c¡ . Cette information ne peut pas être connue sans explorer le graphe. Ceci conduit à per-
dre le gain apporté par cette technique d'étiquette-voyageuse (c.à.d. qu'on pouvait les calculer en 
utilisant uniquement les informations locales). 
Dans SkyBlue, la définition de Y étiquette-voyageuse est modifiée. L'étiquette-voyageuse d'une 
variable est définie par la borne inférieure sur l'étiquette de la contrainte la plus faible qui devrait 
être enlevée afin de permettre à cette variable d'être déterminée par une nouvelle contrainte. SkyBlue 
utilise cette nouvelle définition pour rejeter des méthodes lors de la construction d'une vigne : si une 
des variables de sortie d'une méthode a son étiquette-voyageuse égale ou supérieure à l'étiquette de 
la contrainte racine. Dans ce cas, il n'est pas possible de compléter la vigne en utilisant cette 
méthode. L'utilisation de cette technique ne peut pas éliminer tous les retours-arrière durant la cons-
truction d'une vigne mais elle les réduit considérablement. 
1. Cette condition est requise pour DeltaBîue. 
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Lors de la construction d'une vigne avec succès, le graphe de méthodes est donc modifié et les éti-
quettes-voyageuses doivent être mises à jour pour correspondre aux nouvelles méthodes dans le gra-
phe. Ceci est réalisé en considérant toutes les méthodes actives dans le graphe dans un ordre 
topologique et en recalculant ces étiquettes-voyageuses des variables déterminées par ces méthodes. 
Il est possible d'appliquer la technique locale d'assemblage décrite auparavant à cette situation en 
traitant seulement les contraintes actives en aval des variables redéterrninées. 
SkyBlue utilise cette nouvelle définition de Y étiquette-voyageuse pour simplifier le traitement des 
cycles. Si le graphe de méthodes contient des cycles, il n'est donc pas possible de trouver un ordre 
de tri topologique pour les contraintes. Les étiquettes-voyageuses des variables dans le cycle doivent 
être calculées en examinant toutes les contraintes dans le cycle ce qui nécessite un calcul non local. 
Au lieu de procéder de cette façon, SkyBlue choisit une méthode dans le cycle et calcule les étiquet-
tes-voyageuses de ces variables de sortie comme si toutes les étiquettes-voyageuses de ces variables 
d'entrées étaient à très-faible. Ceci garantit une borne inférieure et simplifie la mise à jour des éti-
quettes-voyageuses par rapport au coût croissant de la recherche pendant la construction d'une vigne 
puisque les étiquettes-voyageuses en aval dans le cycle peuvent être étiquetées plus faiblement que 
nécessaire. 
4.2.3 L'algorithme QuickPlan 
Comme nous l'avons vu, les sections précédentes ont décrit les algorithmes DeltaBlue et Sky-
Blue. Ces algorithmes possèdent deux défauts majeurs. Le premier est qu'ils ne garantissent pas une 
solution acyclique si elle existe. C'est-à-dire, supposons que la hiérarchie manipulée contient des 
solution cycliques et au moins une solution acyclique. DeltaBlue comme SkyBlue ne garantissent 
pas de !a trouver. Il suffit que DeltaBlue (resp. SkyBlue) parte sur la construction d'une chaîne de 
méthodes formant un cycle et lors de la construction de ce cycle le message d'erreur "Contraintes 
Formant un Cycle" apparaît et il s'arrête (resp. appelle un sous-résolveur de cycle et il continue). 
DeltaBlue comme SkyBlue ne cherchent pas à déterminer s'il y a existence d'une autre solution acy-
clique. Le deuxième défaut est que dans le pire des cas ces algorithmes acquièrent une complexité 
en temps exponentielle pour trouver une solution à une hiérarchie de contraintes à plusieurs varia-
bles de sorties. L'algorithme QuickPlan a été conçu pour remédier à ces deux défauts. QuickPlan 
garantit de trouver une solution acyclique si elle existe en 0(N ) (N est le nombre de contraintes). 
Dans la suite de cette section, nous présentons des vues générales sur les algorithmes de QuickPlan. 
Seules les idées clés de ces algorithmes suivies d'exemples seront présentées. Les versions complè-
tes de ces algorithmes ainsi qu'une version incrémentale sont dans [Van95]. On présentera en pre-
mier une vue sur l'algorithme manipulant des contraintes à une seule variable de sortie. Ensuite, on 
présentera l'extension de cet algorithme afin de manipuler des contraintes ayant plusieurs variables 
en sortie. Et enfin, on présentera la résolution d'une hiérarchie de contraintes par utilisation du com-
parateur Localement-Prédicat-Meilleur. 
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Propagation de degré de liberté et résolution d'un ensemble de contraintes à une seule 
variable de sortie. 
QuickPlan est basé sur la propagation de degré de liberté [Sut63a, Bor81, Van88]. Cette techni-
que manipule un ensemble de contraintes non satisfaites et consiste à : 
1 - chercher une variable dans le graphe telle que : 
cette variable est une variable de sortie d'une méthode d'une contrainte et en plus, 
cette variable doit être attachée à une seule contrainte. 
2- pour cette variable, 
sélectionner la méthode (pour satisfaire la contrainte) qui calcule cette variable, 
enlever la contrainte possédant cette méthode de l'ensemble des contraintes non satisfai-
tes. 
3- retourner au pas 1. 
Cet algorithme se termine lorsqu'il ne reste plus de contraintes dans l'ensemble des contraintes non 
satisfaites ou lorsqu'une variable est attachée à plus d'une contrainte. Dans le cas favorable, le gra-
phe de méthode constitue une solution acyclique. Les contraintes sont satisfaites en exécutant tout 
simplement cet ensemble de méthodes dans un ordre topologique. Dans le cas défavorable, le sous-
graphe restant est considéré cyclique puisqu'il n'y a pas de possibilité de diriger le flot sans aboutir 
à un cycle entres les méthodes de ce sous-graphe. 
Par exemple, considérons la figure 14 qui montre le fonctionnement de cet algorithme. Dans la 
figure 14.a, la variable d est attachée à une seule contrainte (C3). Dans un premier temps, l'algo-
rithme sélectionne la méthode qui calcule la variable d de cette contrainte (figure 14.b). Ensuite, il 
élimine la contrainte C3 ainsi que ses arrêtes du graphe (figure 14.c). Ces deux pas sont répétés 
jusqu'à ce que toutes les contraintes soient éliminées du graphe (figure 14.c-14.f). Le résultat est le 
graphe acyclique de la figure 14.g. 
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FIGURE 14 : Résolution d'un graphe par propagation de degrés de liberté. 
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Résolution d'un ensemble de contraintes ayant plusieurs variables de sortie 
L'extension de l'algorithme précédent pour la résolution des contraintes ayant plusieurs variables 
de sortie est très simple à réaliser. Cette extension est décrite par la procédure ci-dessous : 
1 - chercher un ensemble de variables dans le graphe tel que : 
ce sous ensemble est attaché à une seule contrainte et, 
ce sous ensemble constitue les variables de sortie d'une méthode de cette contrainte 
2- identifier la méthode sélectionnée qui calcule cet ensemble de variables dans la contrainte, 
enlever la contrainte possédant cette méthode de l'ensemble des contraintes non satisfai-
tes. 
3- retourner au pas 1. 
Le pas 1 peut être réalisé en procédant comme suit : 
Í'- chercher une variable dans le graphe telle que : 
cette variable est une variable de sortie d'une méthode d'une contrainte et en plus, 
cette variable doit être attachée à une seule contrainte. 
2"- s'il existe une variable de l'ensemble des autres variables de sortie de cette méthode qui 
n'est pas attachée à une seule contrainte alors retourner au pas 1\ 
Ce nouvel algorithme obtenu se termine s'il ne reste aucune contrainte dans le graphe (dans ce cas la 
solution obtenue est une solution acyclique) ou s'il reste un ensemble de contraintes formant un 
cycle. 
Par exemple, considérons la figure 15 qui montre le déroulement de ce nouvel algorithme obtenu à 
partir du premier. Daos la figure 15, les méthodes iconifiées représentent les méthodes non sélec-
tionnées pour la satisfaction des contraintes. Dans la figure 15.a, la variable d est attachée à une 
seule contrainte (c-J. L'algorithme sélectionne la méthode qui calcule la variable d de cette con-
trainte (figure 15.b). Ensuite, il élimine la contrainte c? ainsi que ses arêtes du graphe (figure 15.c). 
Arrivé à ce stade, l'algorithme sélectionne la variable a. Il existe deux méthodes dans la contrainte 
cj pour lesquelles la variable a est une variable de sortie. La première méthode a pour variables de 
sortie les variables a et c et la deuxième méthode a pour variables de sortie les variables a et b. 
L'algorithme choisit la première puisque, pour la deuxième, la variable b est attachée à deux con-
traintes (condition du pas 2'). La première méthode est identifiée et la contrainte c¡ ainsi que ses 
arrêtes sont éliminées du graphe (figure 15.d). L'algorithme choisit ensuite la variable b et identifie 
¡a méthode qui détermine cette variable (figure 15.d). Après ce pas, il ne reste plus de contrainte 
dans le graphe et, par conséquent, l'algorithme se termine. Le graphe de méthodes dans la figure 
15.e constitue une solution acyclique du graphe de contraintes initial. 
1. S'il y a plusieurs choix de méthodes, l'algorithme sélectionne la méthode qui possède le plus petit nombre de variable en sortie. Ceci 
afin de maximiser le nombre de contraintes satisfaites. 
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FIGURE 15 : Résolution d'un graphe de contraintes ayant plusieurs variables en sortie 
Résolution d'une hiérarchie de contraintes. 
Pour la résolution d'une hiérarchie de contraintes où les contraintes sont étiquetées, QuickPlan 
modifie légèrement la technique décrite dans le paragraphe précédent. Si l'algorithme rencontre un 
sous-graphe dans lequel chaque variable est attachée à plusieurs contraintes, au lieu de terminer, il 
supprime ia contrainte ayant l'étiquette la plus faible pourvu qu'elle ne soit pas requise. L'algo-
rithme continue à satisfaire le nouveau sous-graphe obtenu. L'algorithme alterne les deux pas : sup-
pression et résolution jusqu'à ce qu'il ne reste plus de contrainte dans le graphe ou jusqu'à ce que 
chaque variable du sous-graphe restant ne soit attachée qu'à des contraintes requises. 
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La preuve de la terminaison de l'algorithme est construite avec les même arguments que celles pré-
sentées auparavant. Si l'algorithme résout successivement les contraintes et en supprime quelques 
unes alors la solutions générée n'est pas forcément une solution meilleure au sens Localement-Pré-
dicat-Meilleur. 
Pour obtenir une solution qui est Localement-Prédicat-Meilleur, QuickPlan réessaie les contraintes 
éliminées par ordre décroissant sur leurs étiquettes. C'est ainsi qu'il peut satisfaire certaines de ces 
contraintes en exécutant l'algorithme de propagation de degré de liberté sur l'ensemble obtenu par 
l'union des contraintes satisfaites précédemment et la contrainte qu'il réessaie de satisfaire. 
L'essai effectué par l'algorithme de propagation de degrés de liberté, qui consiste à satisfaire une 
contrainte éliminée, peut créer l'élimination d'une ou plusieurs contraintes ayant des étiquettes infé-
rieures à celles de la contrainte essayée. Cependant, l'algorithme ne doit pas éliminer une contrainte 
étiquetée par une étiquette égale ou supérieure à celle de la contrainte essayée, puisque ceci condui-
rait à une solution moins bonne ou, au mieux, aussi bonne que la précédente. Par conséquent, lors-
que l'algorithme atteint le point où il doit éliminer une contrainte étiquetée par une étiquette plus 
forte ou égale à celle de la contrainte réessayée pour avancer, il doit terminer et communiquer à 
QuickPlan que la contrainte qu'il a essayée ne peut pas être satisfaite. Tandis que si l'algorithme 
réussit à satisfaire la contrainte qu'il a essayée, alors toute contrainte éliminée à cause de cette satis-
faction est remise dans la liste des contraintes qui doivent être réessayées. 
Puisque QuickPlan tente de satisfaire les contraintes éliminées selon l'ordre décroissant de leurs éti-
quettes, alors chaque contrainte éliminée est essayée une seule fois. La hiérarchie contient un nom-
bre fini de contraintes et par conséquent QuickPlan se termine. La solution générée est une solution 
Localement-Prédicai-Meilleiir. 
4.3 Algorithmes de résolution de contraintes d'égalité et d'inégalité 
Un désavantage des algorithmes existants utilisant le principe de la propagation locale est l'inca-
pacité de résoudre des contraintes cycliques. Dans certains cas, ces algorithmes peuvent trouver une 
solution acyclique si elle existe mais ceci n'est pas garanti. Ces algorithmes s'arrêtent souvent en 
générant le message d'erreur "Graphe de contraintes cyclique". De plus, si les contraintes sont 
simultanément vraies (c.à.d. deux contraintes sont en conflit sur une variable, et il existe une valeur 
pour cette variable qui satisfait ces deux contraintes), ces algorithmes ne peuvent pas les résoudre. 
Un autre ensemble d'algorithmes existe. Ces algorithmes peuvent résoudre les hiérarchies contenant 
une collection arbitraire de contraintes linéaires d'égalité et d'inégalité. Ces algorithmes sont basés 
sur les comparateurs suivants : Localement-Métrique-Meilleur (T^MM), Somme-Pondérée-Métri-
que(zSPM), Cas-Pire-Métrique{xCPM), Moindre-Carrés-Métrique(xMCM). Ces comparateurs utilisent 
le domaine métnque pour compter les erreurs produites par les valuations sur les contraintes. Ces 
algorithmes sont des instances de l'algorithme DeltaStar [FW90, FWB92] et sont collectivement 
référencés comme les algorithmes Orange, 
DeltaStar est un algorithme incrémental qui résout une hiérarchie de contraintes. Il est basé sur une 
alternative équivalente à la description de la théorie des hiérarchies de contraintes. La preuve de 
cette équivalence est décrite dans [Wil92, FW90, Fre91]. La principe de la théorie des hiérarchies de 
contraintes est décrit dans les chapitres précédents et attaché à la dichotomie entre les niveaux des 
contraintes dure et de préférence, alors que celui de la théorie alternative est attaché au raffinement 
hiérarchique de l'ensemble de solutions. 
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Orange est une série de trois algorithmes utilisant le principe de DelîaSîar en transformant une hié-
rarchie de contraintes en une série de problèmes de programmation linéaire. L'ensemble de con-
traintes d'un niveau donné de la hiérarchie est transformé en un programme linéaire qui est résolu 
par l'algorithme du simplexe. Ces algorithmes sont spécialisés pour la recherche d'une ou plusieurs 
solutions d'une hiérarchie contenant des contraintes d'égalité ou d'inégalité. Aucun de ces trois 
algorithme ne traite les hiérarchies à ordre partiel sur les niveaux ni les annotations de lecture-seule-
ment ou écnture-seulement sur les variables. 
4.4 Autres algorithmes 
Bien qu'elles ne soient pas destinées à résoudre des hiérarchies de contraintes, plusieurs autres 
techniques de résolution sont disponibles comportant la relaxation, la recherche de solution dans un 
domaine fini et la réécriture d'équation [KJ84, BorSl, Lei87]. Cette dernière est empruntée aux lan-
gages de programmation fonctionnelle avec ajout de support pour les contraintes multi-directionnel-
les et pour les objets. 
Mackworth [Mac77], Van Hentenryck [Van89] et plusieurs autres auteurs décrivent des algorithmes 
efficaces pour la résolution d'un ensemble de contraintes où les variables ont un domaine de valeurs 
fini. Ces algorithmes considèrent ¡a relaxation comme une technique numérique itérative dans 
laquelle chaque valeur de variable est ajustée pour minimiser l'erreur dans le processus de satisfac-
tion des contraintes qui lui sont attachées. 
Red est un algorithme utilisant un système de généralisation de réécriture de graphe basé sur Ber-
trand [Lel86]. Cet algorithme est capable de résoudre des hiérarchies de contraintes cycliques ainsi 
que des équations simultanées. 
Yellow est un algorithme utilisant la relaxation classique qui produit une solution de moindre carré 
[Sut63b]. La complexité en temps de cet algorithme est supérieure à celle de Orange. Cependant, il 
peut traiter des hiérarchies contenant des équations non-linéaires. 
Green est un algorithme de résolution de contraintes portant sur des variables ayant des domaines 
finis. Cet algorithme combine la propagation locale et la technique de génération et test de l'arbre de 
recherche. 
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Synthèse du chapitre 
Ce chapitre présente une vue générale sur la plupart des résolveurs existants pour la résolution ou 
le maintien de la cohérence entre les contraintes d'une hiérarchie. Ces algorithmes permettent 
d'obtenir une ou plusieurs valuations de l'ensemble S des solutions tel qu'il a été construit d'une 
façon théorique dans le chapitre 2. 
Nous avons essentiellement exposé dans ce chapitre plusieurs idées qui nous ont semblé intéressan-
tes et qui sont utilisées dans les algorithmes (DeltaBlue, SkyBlue et QuickPlan) manipulant des con-
traintes fonctionnelles. Ces algorithmes sont basés sur la propagation locale et implémentent tous le 
comparateur Localemenî-Prédicat-Meilleur. 
Le tableau de la figure 16 est une synthèse sur les fonctionnalités des quatre algorithmes étudiés de 
près dans ce chapitre. 
FIGURE 16 : Comparaison entre résolveurs basés sur la propagation locale . 
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1. Concernant DeltaBlue, ie cane en pointillé dans celte figure indique que si les contraintes possèdent plusieurs variables en sortie alors 
elles ne doivent pas être multi-directionnelles. 
5 Un nouveau résolveur : Houria 
Après avoir décrit dans le détail la théorie des hiérarchies de contraintes ainsi que certaines 
extensions qui lui sont apportées, nous avons examiné au chapitre 4 certaines fonctionnalités d'une 
série de résolveurs existants pour la résolution de ces hiérarchies de contraintes. Chacun de ces 
résolveurs est basé sur un critère de comparaison de valuations. La plupart de ces derniers sont des 
algorithmes de propagation locale manipulant des hiérarchies de contraintes fonctionnelles et utili-
sant des erreurs binaires et travaillant en deux passes. La première consiste à planifier (en tenant 
compte d'un critère de comparaison) un graphe orienté de méthodes sans conflits et souvent sans 
circuits. Et la deuxième passe consiste à exécuter les méthodes de ce graphe planifié. Ainsi une 
valuation qualifiée de solution respectant le critère utilisé est obtenue. 
La plupart des algorithmes de propagation locale manipulant des hiérarchies de contraintes fonc-
tionnelles utilisent un mode de comparaison local assez simple entre les différentes valuations : une 
valuation sera meilleure qu'une autre s'il existe un niveau pour lequel elle satisfait un sur-ensemble 
des contraintes de la seconde, et si pour tous les niveaux plus importants, elles satisfont toutes deux 
les mêmes ensembles de contraintes. D'après cet ordre local, deux valuations qui satisfont deux 
ensembles de contraintes non inclus l'un dans l'autre au sein d'un même niveau de la hiérarchie sont 
incomparables. Dans la plupart des cas, cette incapacité à comparer ces valuations est une situation 
indésirable puisque d'après la sémantique de la hiérarchie, les contraintes d'un niveau donné sont 
aussi importantes les unes que les autres et on souhaiterait privilégier la satisfaction d'un ensemble 
de contraintes dont îe nombre est supérieur à celui d'un autre ensemble de contraintes du même 
niveau. 
Dans ce chapitre, on reviendra en détail sur ces arguments qui justifient en partie notre démarche qui 
était de concevoir un nouveau résolveur de propagation locale basé sur un ordre plus fin que celui 
utilisé par les algorithmes de propagation locale existants. Ce mode de comparaison prend en 
compte différents modes de combinaison des erreurs par niveau et utilise une agrégation globale de 
type lexicographique sur les valeurs de ces combinaisons. 
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Ce résolveur travaille aussi en deux passes: construction d'un graphe (dit graphe-solution) qui mini-
mise (ou maximise) îe critère de comparaison utilisé, et exécution des méthodes de ce graphe. Pour 
construire ce type de graphe nous avons été amenés à utiliser un algorithme de recherche du type 
"meilleur d'abord" où un noeud représentant un état est un graphe de méthodes ou un ensemble de 
graphes de méthodes, une branche représente un ajout ou un retrait de contrainte et enfin la fonction 
d'évaluation dépend du critère global utilisé. 
Avec une bonne heuristique, on souhaite par l'utilisation d'un algorithme du type "meilleur 
d'abord", arriver rapidement à une solution pour le problème qui nous concerne, c'est-à-dire la créa-
tion d'un graphe solution qui correspond au critère global utilisé. On espère aussi que le nombre de 
noeuds générés soit plus faible que si on utilisait une recherche en profondeur. L'inconvénient est le 
coût en mémoire car on stocke certains états. 
On intègre deux séries de techniques : la première série a pour objectif de contribuer à réduire le 
temps de traitement lors de l'examen d'un noeud. Cette série repose sur un mode de représentation 
des graphes de méthodes que nous avons créé. Ce mode de représentation nous permet de manipuler 
des graphes de méthodes comme des ensembles de variables. La deuxième série de techniques a 
pour objectif de contribuer à la réduction du nombre de noeuds à développer lors de la recherche 
d'une solution. Elle veille à ce que tout noeud créé dans l'arbre de recherche soit maximal (ne con-
tienne pas d'information redondante avec un autre noeud déjà développé). 
La fonction d'évaluation dépend du critère utilisé. Cette fonction repose sur les étiquettes des con-
traintes ajoutées ou retranchées au système. Ceci fait qu'on ne développe un noeud que si on est cer-
tain qu'il pourra produire une solution optimale (un graphe solution dit GLM). 
Ce chapitre est composé de quatre parties : la première partie est une vue assez générale sur ce nou-
veau résolveur. La deuxième partie décrit la définition du premier critère de comparaison intégré 
dans cet algorithme ainsi que la définition correspondante du graphe solution. La troisième partie 
décrit quelques définirions utilisées qui constituent le fondement théorique de la première série de 
techniques utilisées pour réduire le temps de traitement. Ces définitions sont aussi utilisées pour la 
planification d'un graphe solution. Dans la quatrième partie, on présentera le descriptif de la 
deuxième série de techniques qui vise à réduire la complexité en espace mémoire. Cette partie pré-
sente également la fonction d'évaluation qui sert à optimiser la recherche et qui permet de détermi-
ner le noeud le plus prometteur dans l'arbre de recherche. 
5.1 Vue générale de Houria 
Dans le cadre théorique des hiérarchies de contraintes, nous avons vu que la résolution d'une telle 
hiérarchie équivaut à partitionner l'ensemble des valuations en deux ensembles : un ensemble S0 qui 
contient les valuations qui satisfont les contraintes étiquetées par requise et un autre qui contient son 
complémentaire. Ensuite, les valuations dans ce premier ensemble sont ordonnées selon un critère 
de comparaison intégré dans le résolveur et par conséquent on obtient l'ensemble S (qui contient les 
solutions à la hiérarchie). 
Ici, on se place de plus dans le cadre où les contraintes sont fonctionnelles (chaque contrainte pos-
sède une méthode ou plusieurs méthodes qui peuvent être sélectionnées pour la satisfaction de cette 
contrainte). Le principe décrit auparavant reste le même sauf qu'une facilité supplémentaire s'ajoute 
pour la résolution d'une telle hiérarchie. Il suffit de construire un graphe de méthodes des contrain-
tes de la hiérarchie sous deux conditions. 
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La première condition est que ce graphe doit contenir une méthode de chacune des contraintes 
requises de la hiérarchie. La deuxième condition est que cette construction doit satisfaire le critère 
intégré dans le résolveur. Lorsqu'un graphe de méthodes est construit en respectant la première con-
dition, on parle de graphe admissible. Lorsqu'un graphe de méthodes est construit en respectant la 
première et la deuxième conditions, on parle de graphe-solution qui est un Graphe-Lexicographi-
quement-Meilleur (GLM ) . L'exécution dans un ordre topologique des méthodes qui composent un 
graphe-solution GLM produit une solution dans l'ensemble S. 
Houria est un algorithme incrémental. Il permet le maintien de solutions préférées qui sont dans les 
noeuds de l'arbre (graphes-solutions) selon le premier critère qui est le nombre de contraintes non 
satisfaites par niveau, dans une hiérarchie de contraintes fonctionnelles. L'ensemble des noeuds de 
l'arbre de recherche est dans G. Cet algorithme modifie le noeud courant qui comporte la solution 
courante ou tente de développer d'autres noeuds afin de trouver une autre solution en fonction des 
modifications portées sur l'ensemble des contraintes de la hiérarchie. Ces modifications peuvent être 
soit l'ajout, soit le retrait d'une contrainte. 
Houria gère les contraintes dans un ensemble G de graphes-admissibles par construction d'un Gra-
phe-Lexicographiquement-Meilleur (GLM) qui est un graphe-solution. Cet ensemble G peut être vu 
comme l'ensemble des noeuds de l'arbre de recherche. G possède la propriété de contenir le 
meilleur noeud en tête. Ce noeud comporte un ou plusieurs graphes-admissibles qui sont des gra-
phes-solutions (GLM). Les autres noeuds dans G contiennent des graphes-admissibles. Une fois le 
graphe-solution GLM construit, Houria exécute ses méthodes (dite actives) pour satisfaire les con-
traintes correspondantes (dite actives)'. 
Les contraintes fonctionnelles traitées par ce système peuvent être des contraintes possédant plu-
sieurs méthodes (multi-directionnelles) et chacune des méthodes peut être une méthode multi-sor-
ties (possédant plusieurs variables de sortie). Le mode de représentation des contraintes utilisé par 
Houria est souple : il permet de manipuler les graphes-admissibles dans G comme des ensembles de 
variables, ce qui rend les calculs moins coûteux pour la détermination d'une solution à l'issue de 
l'ajout ou du retrait d'une contrainte. 
Deux propriétés essentielles caractérisent les graphes-admissibles dans G, la première est qu'aucun 
de ces graphes ne possède de conflit de méthodes. La deuxième est qu'aucun de ces graphes n'a de 
méthodes qui forment un circuit. 
5.2 Intégration du premier critère de comparaison 
5.2.1 Définition formelle du critère utilisé 
Le premier critère de comparaison intégré dans cet algorithme est le comparateur Nombre-Con-
îrainte-Non-Satisfaite qui cherche l'ensemble des valuations qui satisfont le maximum de contrain-
tes de préférence dans chaque niveau de la hiérarchie. Ce comparateur utilise le nombre de 
contraintes non-satisfaites dans chaque niveau de la hiérarchie. Il s'agit d'un comparateur global qui 
discrimine mieux l'ensemble des valuations qui satisfont les contraintes requises qu'un comparateur 
local. Par conséquent, la taille de l'ensemble des solutions d'une hiérarchie en utilisant ce critère est 
généralement plus petite que si on utilise le critère localement-meilleur. Dans le pire des cas, cette 
taille est identique. Pour illustrer ceci, considérons l'exemple suivant : 
1. Ici. GLM designe Graphe Lexieographiquement Meilleur et non Graphe Localement Meilleur utilisé dans le chapitre précédent. 
2. une contrainte est active dans le graphe-solution GLM si elle possède une méthode active dans ce graphe-solution GLM 
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Exemple : 
Soient H= ( % H¡, H2}, HQ= {c01,c02}, Hj = (cn, cn, c13}, H2 = fc2J, c22, c23, c33, c43, 
c53}, S0 = {Q,r\, Q. On suppose aussi que les séquences d'erreurs obtenues par les valuations 
6, r¡, Ç sur les classes H0, H¡ et H2 sont : 
E(H0 Q) = (0,0), E(H0 n) = (0,0), E(H0 Q = (0,0), 
E(Hj 8j = (0.0,1), E{Hj T\) = (0,1,0), E(Hj Q = (1,0,1), 
E(H2 6) = (0,0,0,0,1), E(H2 T)) = (0,0,0,1,1), E(H2 0 = (0,0,0,0,0). 
Avec le critère de comparaison Localement-Prédicat-Meilleur l'ensemble S est fB, r\J. La 
valuation Ç est éliminée à cause de la valuation 8 qui satisfait un sur-ensemble de contraintes 
au niveau H¡. Les valuations 8 et T) ne peuvent pas être départagées par ce critère de compa-
raison puisqu'elles satisfont des ensembles non inclus l'un dans l'autre de contraintes au 
niveau H¡ de la hiérarchie. Tandis qu'avec le critère global Nombre-Contrainte-Non-Satis-
faite, on jugera au niveau H¡ de la hiérarchie que 6 et Tj sont meilleures que Ç et au niveau H2 
on jugera que la valuation 6 est meilleure que r) et par conséquent l'ensemble S contient la 
seule valuation 8. 
Définition 5.1: 
Une valuation 8 est Globalement-Meilleure qu'une autre valuation TJ, si et seulement si, pour 
chacun des niveaux jusqu'au niveau k-1, le nombre de contraintes non satisfaites après application 
de 6 est égal à celui après application de r¡, et au niveau k, ce nombre est strictement inférieur. 
Nombre-Contrainte-Non-Satisfaite(Q, r\, H)<ï> Globalement-MeilleurfQ, Tj, H, g), 
(v, -0 si la contrainte est satisfaite et 1 sinon) 
,iv. 
avec g(V) = ! X ] 
^ Í = i 
D'après cette définition, S ne peut pas contenir une valuation jugée par ce critère moins bonne 
qu'une autre valuation dans S. Cependant, du fait que "meilleur" ne crée pas un ordre total, S peut 
contenir plusieurs solutions telles qu'aucune d'entre elles n'est meilleure que les autres. Si plusieurs 
solutions existent, notre résolveur donne une de ces solutions, et peut calculer les autres solutions de 
S si le besoin se présente, contrairement à la technique utilisée dans [Fre88], qui fournit un algo-
rithme basé sur le comparateur Localement-Prédicat-Meilleur, et qui donne une seule solution de S. 
Une autre technique existante permet d'énumérer les solutions de S une par une en effectuant des 
retours arrière. Ceae dernière est fournie par l'interprète de contraintes hiérarchiques dans les langa-
ges de programmation logique [BMM+89], 
Dans le paragraphe suivant, nous allons présenter comment trouver les valuations de l'ensemble S, 
en construisant en premier le(s) graphe(s) appelé(s) graphe(s)-solution(s), et en exécutant dans un 
ordre topologique les méthodes qui composent ce(s) graphe(s). 
5.2.2 Graphe Lexicographiquement Meilleur (GLM) 
Une contrainte est considérée satisfaite si elle est active dans le graphe-solution. Une contrainte 
est active dans un graphe-admissible si elle possède une méthode incluse dans ce graphe-admissible. 
Une contrainte est considérée non satisfaite ou non active si elle ne possède aucune méthode incluse 
dans le graphe-admissible. Un graphe est admissible s'il active toutes les contraintes requises. Le 
résolveur doit choisir les meilleurs de ces graphes admissibles pour obtenir la (les) meilleure(s) 
valuation(s) qui satisfait (satisfont) la hiérarchie en utilisant le critère sur lequel il est basé. Dans ce 
contexte, on parle de planification de graphe. 
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Houria planifie un graphe lexicographiquement meilleur (GLM) en utilisant le critère défini dans la 
section 5.2.1 et applique l'algorithme de propagation locale décrit dans le chapitre précédent pour 
obtenir les valuations dans S. 
Un graphe-solution GLM est représenté au moyen d'une ou plusieurs méthodes. Une méthode est 
une procédure qui lit les valeurs des variables de la partie antécédente de la méthode, et calcule les 
valeurs des variables conséquentes de cette méthode pour satisfaire la contrainte. 
Un graphe-solution GLM contient au plus une méthode de chaque contrainte du système. L'algo-
rithme proposé construit le(s) graphe(s)-solution(s) maximal(aux) ne possédant pas de circuits, ni de 
conflits entre leurs différentes méthodes. Ce(s) graphe(s)-soîution(s) est (sont) résolu(s) par la pro-
pagation locale. 
Si un graphe contient deux méthodes de deux contraintes distinctes, et que ces deux méthodes pos-
sèdent au moins une variable commune dans leurs parties conséquentes, alors il y a conflit de métho-
des. Par exemple, dans la figure 17, il y a un conflit de méthodes entre la contrainte c¡ et la 
contrainte c2. Les deux contraintes ne peuvent être satisfaites simultanément par propagation locale. 
Si cj est satisfaite par l'exécution de sa méthode active, et si ensuite c2 est satisfaite par l'exécution 
de sa méthode active, il est très probable que c¡ devienne non satisfaite. Dans cette même figure, il y 
a aussi existence d'un circuit entre les méthodes des deux contraintes c¡ et c4. Si c4 est satisfaite par 
l'exécution de sa méthode active qui détermine la valeur de la variable v8 et ensuite la contrainte cj 
est satisfaite par l'exécution de sa méthode active qui détermine la valeur de la variable v9 alors il est 
très probable que c4 devienne non satisfaite. L'algorithme que nous proposons construit des graphes 
sans conflit de méthodes et sans circuits. Un graphe ainsi construit est utilisé ensuite pour la satisfac-
tion de ses contraintes actives, par exécution dans un ordre topologique de ses méthodes actives (les 
variables conséquentes des méthodes actives ne sont lues que si leurs valeurs sont calculées avant). 
FIGURE 17 : Conflit de méthodes (en v6), et un circuit direct entre cj et c4 
Dans la suite de ce paragraphe, on donnera la définition générale d'un graphe-solution GLM et 
ensuite on donnera une instance de cette définition qui repose sur le critère Nombre-Contrainte-Non-
Satisfaite. 
Définition 5.2 
Un graphe-admissible est un graphe-solution, si et seulement si, il ne possède pas de circuit ni de 
conflit de méthode, el s'il ne possède pas de méthode inactive à un niveau k, telle que si on activait 
cette méthode, elle générerait un graphe lexicographiquement meilleur. 
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Définition 5.3 
Soient deux graphes-admissibles s¡ et s2, s¡ est un graphe lexicographiquement meilleur que s2 si 
et seulement si, pour tout niveau jusqu'au niveau k-1, le nombre de contraintes non actives dans s¡ 
est égal au nombre de contraintes non actives dans s2, et au niveau k ce nombre est strictement infé-
rieur. 
L'algorithme proposé prend en compte l'étiquette de chaque contrainte pour construire un graphe-
solution GLM qui soit lexicographiquement préféré à tout autre graphe-admissible qui peut être 
construit. Lorsque le système des contraintes de la hiérarchie est sur-contraint, Houria laisse les con-
traintes faibles non satisfaites pour satisfaire une ou plusieurs contraintes étiquetées par des étiquet-
tes considérées comme plus fortes. Par exemple, considérons le graphe-admissible de la figure 18, 
ce graphe-admissible n'est pas un GLM, car si l'on active la méthode (dont l'étiquette est forte) de la 
contrainte c2 qui détermine les valeurs des variables v4 et v6, et si on désactive les deux méthodes 
(dont les étiquettes sont moyenne et faible) des contraintes cj et c4, on obtient le graphe-admissible 
de la figure 19 qui est lexicographiquement meilleur que celui de la figure 18. Le graphe-admissible 
de la figure 19 n'est pas un GLM, du fait que l'on peut activer la méthode de la contrainte Cç, ce qui 
génère le graphe de la figure 20. Ce dernier est un GLNÏ, puisque les méthodes des contraintes inac-
tives, ne peuvent pas générer, si elles sont rendues actives, un graphe-admissible lexicographique-
ment meilleur. 
FIGURE 18 
vi 
O 
t'a 
forte 
Un Graphe-admissible non Lexicographiquement Meilleur 
moyenne très-faible 
"1 v2 - » v3 
forte 
ci 
vl v8 - » v4 v6 
C2 
v3 v2 -» v4 v5 v7-*vs 
faible 
V5-^v6 
C5 O 
v7 
FIGURE 19: 
v} 
O 
forte 
Un Graphe-admissible non Lexicographiquement Meilleur 
très-faible 
vl v2 - * v3 
forte 
Vj Vg - » V4 V6 
C2 
moyenne 
] v7"^v5 
faible 
L'5 " * v6 
C5 * * 0 
&4 
V"7 
FIGURE 20 : 
forte 
Un Graphe-solution qui est Lexicographiquement Meilleur 
moyenne très-faible 
v1 v2 -> v3 
Ci 
forte 
¡-'i v8 -» v4 v6 
c2 
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5.3 Réduction de temps de traitement et construction d'un GLM 
Dans cette section, nous allons définir un nouveau mode de représentation des méthodes des con-
traintes fonctionnelles. Ce nouveau mode de représentation a pour objectif de contribuer à réduire le 
temps de traitement pour la recherche d'une solution. On définira ensuite la notion de conjonction 
de ces méthodes pour obtenir la représentation d'un graphe de méthodes. La construction d'un gra-
phe-solution GLM est soumise aux différentes conditions citées dans les dernières définitions du 
paragraphe 5.2.2 à savoir : pas de conflit de méthodes et pas de circuit entre les méthodes. On défi-
nira les notions de conflit, de circuit et de consistance entre les méthodes via cette nouvelle représen-
tation. 
5.3.1 Mode de représentation d'une contrainte fonctionnelle 
Notation: 
On dénote par c l'étiquette de la contrainte c, et par Mc l'ensemble des méthodes de la con-
trainte c. Chaque méthode m¡ dans Mc sera représentée par un couple (triplet, étiquettes) où 
triplet est de la forme : (Ant, Int, Cons), Ce triplet servira aussi pour représenter un ensemble 
de méthodes. Ant est l'ensemble des variables antécédentes de la méthode, Int est l'ensemble 
des variables internes, dans le cas d'une seule méthode, cet ensemble est vide. Cons est 
l'ensemble des variables conséquentes de la méthode. Le deuxième élément de ce couple est 
une liste contenant l'étiquette de la contrainte qui contient cette méthode. 
Exemples : 
c s { v . = v 7 - v , } c = (requise) 
Mc = {(v2-v3^v]),(v] +v3 -> v 2 ) , (v 2 -v j - * v 3 ) } 
m\ =(({V2V3}'{ }'{vi })-( requlse)) 
m2 = (({v1v-3},{ },{i'2}),(requise)) 
m3 = (({vji'2},{ },{t'3}),(requise)). 
c s { v0 = v . } c - (forte ) 
¿. 4 
M c s { ( v 2 - » v 4 ) , ( v 4 - » v 2 ) } 
Wj=(({v2},{ },{v4}),(forte)) 
m2 = (({v4},{ },{v2».(forte)). 
5.3.2 Conjonction d'une méthode et d'un ensemble de méthodes 
L'aspect incrémental du résolveur que nous concevons utilise la conjonction entre une nouvelle 
méthode introduite dans le système et l'ensemble des méthodes existantes qui forment les graphes-
admissibles. La prise en compte de cette méthode sur un graphe de méthodes est réalisée par le con-
necteur de conjonction A. En d'autres termes : un graphe de méthodes peut être vu aussi comme un 
couple (triplet, étiquettes), triplet est la représentation des conjonctions des méthodes actives dans le 
graphe et étiquettes est l'ensemble ordonné des étiquettes des méthodes actives dans ce graphe. Pour 
obtenir ce couple, on définit la conjonction de ¡a représentation d'une méthode et de celle d'un 
ensemble de méthodes. 
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Définition 5.4: 
Soit la représentation d'une méthode m de ia contrainte c : m s ((Ant{m),{ },Cons(m)),c) et soit 
la représentation d'un ensemble de méthodes s = ((Ant(s)Jnt(s),Cons(s)),~s). La représentation de ia 
conjonction de m et de s est : 
m A s = ((Ant(m A S), Int(m A 5), Cons(m A S)), C © S) 
telles que : 
Ant(mA.s) = (Ant(m) Kj Ant($))\(Cons(s)kj Int(s)u Cons(m)) 
Inî(mAs) = Int(s) u (Ant(m) n Cons(s)} CJ (Cons(m) n, Ant(s)) 
Con$(m/\s) = (Cons(m)^J Cons(s))\{Ant($)KJ Int(s)u Ant(m)) 
L'opérateur © concatene deux listes ordonnées d'étiquettes en une liste ordonnée. 
La représentation de la conjonction d'une méthode m et d'un ensemble de méthodes s est un couple 
de !a forme (triplet, étiquettes). Il est à noter que l'ensemble Int de cette conjonction contient 
l'ensemble des variables communes trouvées : 
dans la partie antécédente de s et dans la partie conséquente de m, 
dans la partie conséquente de s et dans la partie antécédente de m, 
dans la partie interne de s. 
Exemple : 
Soit la représentation d'une méthode de la contrainte c, m s ( ( { v - v , } ^ },{v,}), (forte)) et soit la 
représentation d'un ensemble de méthodes, s = (({VA.{ },{v":?vJ-}), (moyenne , faible)). La 
représentation de la conjonction est : m A .s s (({v?v,},{v-},{v,v-}),( forte, moyenne, faible)). 
Notre motivation pour créer ce mode de représentation est d'être capable d'opérer sur des ensembles 
de variables au lieu d'utiliser d'autres types de structures de données complexes. On peut tout sim-
plement examiner un ensemble de variables pour savoir si la conjonction d'une méthode avec un 
ensemble de méthodes constitue un conflit ou un circuit de méthodes. De plus, !e fait de distinguer 
trois ensembles de variables: antécédent, interne et conséquent (c.à.d en terme de graphe on parle de 
source, source et puits, puits) nous permet de répartir Fensemble des variables de la hiérarchie en 
des sous-ensembles de tailles relativement petites pour une efficacité de calcul et donc du temps de 
traitement pour attribuer une sémantique (entrante, sortante ou interne) à chaque variable du graphe. 
5.3.3 Soustraction d'une méthode d'un ensemble de méthode 
L'aspect incrémental de Houria utilise aussi la soustraction d'une méthode de l'ensemble de 
méthodes existantes qui forment les graphes. La prise en compte de cette soustraction est réalisée 
par le connecteur de soustraction — (il est bien évident que ce connecteur peut être défini par F utili-
sation de la conjonction de toutes les méthodes de Í excepté celle à soustraire. Ici on donne une autre 
définition à cet opérateur qui a pour objectif d'être beaucoup moins coûteux en calcul lors de son 
implementation). Le graphe de méthodes résultant est aussi un couple (triplet, étiquettes), triplet est 
la représentation des conjonctions des méthodes actives excepté la méthode retranchée et étiquettes 
est l'ensemble ordonné des étiquettes de ces méthodes actives dans ce graphe. 
i. Dans cet exemple, cei ensemble est réduit à une seule méthode. 
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Cons(s •— m) ~ 
Pour obtenir ce couple, on définit d'une façon générale la soustraction de la représentation d'une 
méthode d'un ensemble de méthodes par la définition suivante : (dans la section 5.3.6 on donnera 
une version réduite de cette définition, qui sera suffisante pour traiter le problème qui nous intéresse) 
Définition 5.5: 
Soit la représentation d'une méthode m de la contrainte c : m s ((Ant(m),{ },Cons(m)),c) et soit 
la représentation d'un ensemble de méthodes contenant m, s s ((Ant(s)Jnt(s),Cons($)),$). La repré-
sentation de la soustraction de m de i est : 
5 — m = ({Ant(s — m), Int(s — m), Cons(s — m)), s ~c) 
telles que : 
f (Ani(s)\{v telle que ve Ant(m) A- i (3m'e s A ve Ant(m'))}) \ 
Ant(s — m) = u 
V{v telle que v G Cons (m) O Int(s) A —i(3m' e s A V e Cons(m'))} J 
/'{ v telle que v e Cons(m) n lnt(s) A -i(3m' e SAVE Cons(m'))}^ 
Int{s — m) = !nt{s)\\ U 
V {v telle que v G Ant(m) n //j/(s) A -.(3m' e Í A V G Arzr(m'))} J 
f(Cons(s)\{v telle que v e Cons(m) A —>(3m' e s A v G Cons(m'))})~} 
{v telle que v e Ant(m) n /nr(s) A-ilBm' e J A V G Anf(m'))} 
Concrètement, cette définition veut dire que : 
. La partie antécédente de s — m contient l'union des deux ensembles suivants: 
. l'ensemble des variables de la partie antécédente de s excepté celles de la partie anté-
cédente de m qui ne figurent dans aucune partie antécédente d'autres méthodes; 
. l'ensemble des variables de la partie conséquente de m qui sont internes dans s et qui 
ne sont pas dans la partie conséquente d'une autre méthode . 
. La partie interne de s — m contient l'ensemble des variables de la partie interne de s excepté 
l'ensemble formé par l'union des deux ensembles suivants : 
. l'ensemble des variables dans la partie conséquente de m qui sont internes dans s et 
qui ne sont pas dans la partie conséquente d'une autre méthode; 
. l'ensemble des variables dans la partie antécédente de m qui sont internes dans s et qui 
ne sont pas dans la partie antécédente d'une autre méthode. 
. La partie conséquente de s — m contient l'union des deux ensembles suivants: 
. l'ensemble des variables de la partie conséquente de s excepté celles de la partie con-
séquente de m qui ne figurent dans aucune partie conséquente d'autres méthodes. 
. l'ensemble des variables dans la partie antécédente de m qui sont internes dans s et qui 
ne sont pas dans la partie antécédente d'une autre méthode , 
. Le deuxième élément du triplet est la liste des étiquettes obtenues par l'application de l'opé-
rateur - qui ôte de la liste d'étiquettes de s l'étiquette de la contrainte c. 
1 Une variable dans la partie conséquente de m peut se trouver dans la partie interne de s, dans ce cas cette variable est aussi antécédente 
d'une autre méthode de s. Cette variable sera retirée de la partie interne de s et mise dans la partie antécédente de Í m uniquement 
s'il n'existe pas une autre méthode dans s qui a dans sa partie conséquente cette variable. 
2. Une variable dans la partie antécédente de m peut se trouver dans la partie interne de s, dans ce cas cette variable est aussi conséquente 
d'une autre méthode. Cette variable sera retirée de la partie interne de s et mise dans la partie conséquente de s m uniquement s'il 
n'existe pas une autre méthode dans s qui a dans sa partie antécédente cette variable. 
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5.3.4 Composantes connexes d'un ensemble de méthodes 
Pour des raisons d'efficacité d'implementation, on peut remarquer qu'une représentation d'un 
ensemble M de méthodes, peut être vue comme l'ensemble des représentations des composantes 
connexes de M. Cette remarque est formalisée par la définition et les deux propriétés suivantes : 
Définition 5.6 : 
Soit 5 la représentation d'un ensemble de méthodes M telle que : s = ((Ant(s),Int(s),Cons($)),s) 
et soit g¡ un ensemble de méthodes de M qui forme une composante connexe. 
Vm^O < k < n)mk e M \ 
\( V r a . 3 r a . ( 0 < i / j < n ) ^ 
g- = ( mQ m ) telle que: j (Cons{ m{.) n Ant{ m .) * 0 v Ans( m¿) n Cons( m .) •*• 0 
( 11 Cons{ m.) n Consi m .) & 0 v Ant( m.) n Ant( m ) & 0 
Soit CM l'ensemble des composantes connexes de M. 
CM = (g0 g m ) / V í ; ( O < ¿ < ; < n ) ( g / n g . = 0 ) A U g¿ = 
0<k<m 
M 
On dénote par Cs l'ensemble des représentations des composantes connexes définies dans C^. 
Soit C5 = ((Ant(Si), /nr(g /) , Conj(g/)),g~) / ( g. e C ^ ) \. 
Propriété 5.1 : 
(VÇiieCp 
(A/ir(Ç) u / n í ( Q ) n(Aní(Ti)u//Jí(r | )) = 0 
, ( C O « J ( Q o / / i i (Ç))o(Cons( î l )u /ni (Ti) ) = 0 / 
Propriété 5.2 
s = k j Ant(gt), U /ní(g¿). U Conj(g.) 
Vg/ e C.M g, e C M g¿ e C M 
1
 g • 
5.3.5 Consistance d'une méthode et d'un ensemble de méthodes 
Lors de la conjonction d'une méthode avec un ensemble de méthodes, on est ramené à réaliser le 
test de la consistance d'une méthode et d'un ensemble de méthodes. Par référence à la définition 
d'un GLM présentée dans la section 5.2.2, la notion de consistance d'une méthode et d'un ensemble 
de méthodes repose sur les notions de conflit et de circuit, (on distingne les deux notions : circuit et 
conflit puisque ces deux notions peuvent être indépendantes, on peut avoir un circuit dans un graphe 
de méthodes sans avoir de conflit et aussi on peut avoir un conflit de méthodes en une ou plusieurs 
variables dans un graphe de méthodes sans avoir de circuit dans ce graphe). Ces deux notions sont 
définies via les représentations respectives de la méthode et des composantes connexes de l'ensem-
ble des méthodes par les définitions suivantes : 
5.3 Réduction de temps de traitement et construction d'un GLM 83 
Définition 5.7: 
Soient s la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit m la représentation d'une méthode. 
Pas-De-Conflit(s, m) 
<=> 
I (VÇe Cs) \ 
{(ConsiQ n Cons(m) = 0 ) A (Int(Q n Cons(m) = 0 ) A (Int(m) n Cons(Q = 0 ) j 
On a un conflit entre m et 5 en une variable si et seulement si cette variable se trouve à la fois dans la 
partie conséquente de la méthode et dans une des deux parties conséquente ou interne d'une compo-
sante connexe de s. La troisième condition dans la définition est toujours vraie puisque la partie 
interne dans la représentation d'une méthode est nulle. Cette condition est mise uniquement pour 
avoir la symétrie de la relation Pas-De-Conflit. Cette opération au pire des cas possède un coût infé-
rieur à O(N) où iV est Je nombre de variables dans s. 
Définition 5.8: 
Soient s la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit m la représentation d'une méthode. 
Pas-De-Circuit{s, m) 
(VÇe C ç ) ^ 
A/v, t ((Ant(Q u Int(Q) n (Cons(m) u ¡nt(m))) A VV; € ((Cons(Ç) u /nf(Ç)) n (Ant(m) u Int(m)))\ 
=* 
—\Chemin(v.,v •) 
K\ ¡ J JJ 
Théorème 5.1: 
Soient j la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit m la représentation d'une méthode. 
(VCe Cs) 
-,(((i4nf(Ç) u lnt((,)) n (Cons(m) <u lni(m)) * 0)
 A ((Cons(Ç) u /nf(Ç)) n (,4/i/(m) u Int(m)) * 0)) 
=^> 
Pas-De-Circuit(s, m) 
Preuve : 
Si la condition de l'implication est vraie alors l'un des ensemble dans l'une des expressions dans 
cette condition (après l'avoir calculé) est vide et par conséquent aucun chemin ne peut exister. 
La condition de l'implication dans le théorème 5.1 implique aussi la condition de la partie droite de 
l'équivalence dans la définition 5.8. La véracité de l'absence d'un circuit entre m et J passe en pre-
mier par le test de la condition dans le théorème 5.1. Si l'une des expressions de cette condition est 
fausse alors on garantit qu'il n'existe pas de circuit entre m et s. Si cette condition est fausse alors la 
véracité de la relation Pas-De-Circuit repose sur la condition de la définition. 
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Dans ce cas, pour détecter l'existence d'un circuit, il suffit de trouver un chemin via une composante 
de s qui a respectivement pour source et puits une variable dans la partie antécédente de m et une 
variable dans la partie conséquente de m. Dans ces mêmes conditions, il est bien évident qu'il faut 
tester toutes les combinaisons entre les variables des deux parties antécédente et conséquente de m 
pour conclure qu'il n'existe pas de circuit entre s et m. Cependant le coût de cette opération dans le 
pire des cas reste linéaire puisque le nombre de combinaisons à tester est une constante (pour une 
méthode possédant 2 variables dans sa partie antécédente et 2 variables dans sa partie conséquente 
on aura à tester l'existence de 4 chemins) et puisqu'un algorithme de recherche de chemin avec mar-
quage dans un graphe orienté est en 0(/V) (où N est le nombre de variables dans le graphe). 
Dans la suite de cette section, on donnera deux exemples pour illustrer la définition 5.8 et montrer 
l'utilisation du théorème 5.1 dans cette définition. Le premier exemple porte sur des contraintes 
binaires et montre que la véracité de la condition de ce théorème prédit uniquement l'absence de cir-
cuit lors d'une conjonction. Le deuxième exemple porte sur des contraintes n-aires. On montre par 
cet exemple que ce théorème est une heuristique qui optimise la recherche. On montre aussi que le 
pire cas qui puisse se produire est la fausseté de la condition de l'implication du théorème 5.1 et la 
véracité de la partie droite de la définition 5.8. 
Le premier exemple est celui de la figure 21 qui montre une situation de conjonction d'un ensemble 
de méthodes Í et d'une méthode m. La figure 21.a montre un graphe de méthodes s dont les parties 
antécédente, interne et conséquente sont respectivement : (vjj, {v2,v¡,v4}. {v¡,v$¡. La figure 21.b 
montre la conjonction d'une méthode m ayant respectivement pour parties antécédente et consé-
quente les ensembles fv6j, (vj) et de l'ensemble de méthodes s. La condition dans le théorème est 
vraie puisque la variable v7n'est ni dans l'antécédent de s ni dans l'interne de s et donc il est inutile 
d'examiner la partie droite de la définition. Par conséquent, le prédicat Pa$-De-Circuit(m,s) est vrai. 
Les figures 21.c et 21.d montrent respectivement la conjonction cl'une méthode m = ({v6}, {},{v¡J, 
m) et de s et la conjonction d'une méthode m = ({v2}, {}, {v4}, m) et de s. Pour ces deux conjonc-
tions, la condition du théorème est fausse. Ici, il s'agit d'une situation où deux méthodes différentes 
ont le même comportement sur la condition du théorème et un comportement différent sur la condi-
tion dans la partie droite de la définition (puisque dans la figure 21 .c on détecte la présence d'un cir-
cuit et dans la figure 21.d on garantit l'absence de circuit). Il est donc nécessaire d'examiner la 
condition de la partie droite de la définition pour prédire l'existence ou l'absence d'un circuit (nous 
verrons par la suite comment réduire cette définition de sorte à n'examiner que la condition du théo-
rème pour prédire l'existence ou l'absence de circuit lorsqu'il s'agit de contraintes binaires). 
FIGURE 21 
wGM 
Conjonction de méthode avec un ensemble de méthodes et circuit 
5><5>-EZEK3) 
(b) \v¡}~ vj —> v? [••Ç'V—[ '3 -» v-TWC^)-H v4 -> v5 " K G - D 
V V - * 3**© 
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(d) (vj)—jv; -» v'2 
^ n ^ C v v ~ i v4 -» v5 ~}**Cvi) 
+*OtH v4 -» ^  H C ^ ) 
FIGURE 22: 
(a) 
Conjonction de méthode et test de circuit 
v5v3~>v6 \~~^(y¡>) 
v4v7-->v8 j—•CH^) 
w 
V'c V*7 —> V; 
v 5 v j - 4 v6 
yy v7 -» v8 
—•CSD 
(c) 
,CE>-
v4 v7 -> vg j — • C ^ ) 
Le deuxième exemple est celui de la figure 22 qui montre une situation de conjonction d'un ensem-
ble de méthodes s et d'une méthode m. La figure 22.a montre un graphe s de méthodes n-aires dont 
les parties antécédente, interne et conséquente sont respectivement : fv¡,V2,v¡,v7J, fv3,v4¡, ¡v6,v8J. 
La figure 22.b montre la conjonction de l'ensemble de méthodes s et d'une méthode m n-aire ayant 
respectivement pour parties antécédente et conséquente les ensembles {v5,v7J, fv¡¡. 
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La condition du théorème est vraie et donc on garantit l'absence de circuit, La figure 22.c montre la 
conjonction de l'ensemble de méthodes s et d'une méthode m n-aire ayant respectivement pour par-
tie antécédente et conséquente les ensembles (v5,v4j, ¡v7}. La condition du théorème est fausse puis-
que les deux expressions qui la composent sont vraies (la variable v7est dans l'antécédent de s et 
aussi dans le conséquent de m, et la variable v4 est dans l'interne de s et aussi dans l'antécédent de 
m). L'examen de la partie droite de la définition est donc nécessaire maintenant. Cet examen montre 
l'absence de circuit dans cette conjonction (puisqu'il n'y a pas de chemin qui relie les variables dans 
l'une des paires (v7,v4), {vj,v¡). Par conséquent, le prédicat Pas-De-Circuit(m,s) est vrai. 
Lors d'une conjonction d'une méthode m à un ensemble de méthodes s, si on n'a pas de conflit entre 
m et s (c.à.d. le prédicat Pas-De-Conflit(m,s) est vrai), alors la relation Pas-De-Circuit(m,s) définie 
précédemment peut être réduite tout en gardant sa complétude. Cette réduction est faite de sorte à ne 
pas refaire les opérations déjà effectuées pour déterminer la valeur logique du prédicat Pas-De-Con-
flit(m.s), La définition suivante montre la relation Pas-De-Circuit-bis qui est une version réduite de 
la définition précédente. Cette définition est suffisante pour prédire l'existence ou l'absence d'un cir-
cuit à la suite d'une conjonction lorsque le prédicat Pas-De-Conflit est vrai. L'absence d'un circuit 
est garantie par la véracité de la première condition de l'implication du théorème 5.2. 
Définition 5.9: 
Soient s la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit m la représentation d'une méthode. 
Pas-De-Circuit-bis(s, m) 
Vv.e ((Cons(Ç) u/n/(Ç)) n.Ant(m)) A VV . e {Ant(Q r\ (Cons(m) L; lnt(m))) 
Théorème 5.2 : 
Soient s la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit m la représentation d'une méthode. 
(VÇe Cs) 
-i((Awf(Ç) n (Cons(m) u lnt(m))*0) A ({ConsiC,) u/ni(Ç)) n Ant(m) * 0)) 
=> 
Pas-De-Circuit-bis{s, m) 
Preuve: identique à celle du théorème 5.1. 
Théorème 5.3 : 
Si les contraintes du système sont des contraintes binaires alors la première condition de l'impli-
cation du théorème 5.2 est une condition suffisante pour déterminer la véracité de l'existence ou de 
l'absence d'un circuit entre J et m (c.à.d la condition est équivalente au prédicat Pas-De-Circuit-bis). 
Preuve : 
Si la première condition est vraie, alors par définition on peut déduire l'absence de circuit. Si la 
première condition est fausse, ceci veut dire que la variable dans la partie antécédente de m est aussi 
dans l'une des deux parties interne ou conséquente d'une composante connexe ^ de s. De plus la 
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variable dans la partie conséquente de m ne peut se trouver que dans la partie antécédente de £ puis-
que sinon on aurait eu un conflit entre m et s. Maintenant, puisqu'il s'agit de contraintes binaires, si 
on considère la variable de la partie antécédente de Ç comme un puits et celle dans l'une des parties 
interne ou conséquente de l, comme une source et de les relier par m créera forcément un circuit. 
La consistance d'une méthode en et d'un ensemble de méthodes s est basée sur les définitions précé-
dentes. La définition suivante considère ce fait : 
Définition 5.10: 
Soient s la représentation d'un ensemble de méthodes M et m la représentation d'une méthode. 
On dira que s est consistante avec m si et seulement si on a ni conflit ni circuit entre m et s. 
Consistant{s, m) «=> Pas-De-Conflit(s, m) A Pas-De-Circiut-Bis(s, m) 
5.3.6 Soustraction d'une méthode d'un ensemble de méthodes non conflictuelles 
Après avoir défini la notion de Pas-De-Conflit, la définition de la soustraction d'une méthode m 
d'un ensemble de méthodes s présenté à la section 5.3.4 peut être réduite puisque notre objectif est 
de soustraire une méthode d'un ensemble de méthodes non conflictuelles (c.à.d. il n'existe pas deux 
méthodes dans s qui possèdent une variable commune dans leurs parties conséquentes). Soit la nou-
velle version de la définition de l'opérateur— : 
Définition 5.11: 
Soient s la représentation d'un ensemble de méthodes M et Cs l'ensemble des représentations des 
composantes connexes de s. Soit Ç la composante connexe dans Cs contenant la méthode m de la 
contrainte c à soustraire. La représentation de la soustraction de m de Ç est : 
Ç — m = ((Ant(C — m), Int(Ç — m), Cons{^— m)), s-c) 
telles que ; 
Ant(t¡— m) = 
f(Ant(C,)\{\> telle que ve An((m)A-i(3m'e Ç A V G Ant(m'))})'] 
o 
(Cons(m) n Int(Ç)) 
f lnt(t,)\ 
\(Cons{m)u {v telle que v e Ant(m) n Int(Ç) A —,(dm' € Î A V E Ant(m'))}) 
Cons{L, — m) = 
f (Cons(£,)\Cons(m)) 
u 
\{v telle que v e Ant(m) n Int{Ç) A -i(3m' e s A V e Ant(m'))} 
La différence par rapport à l'ancienne version de cette définition est qu'ici, puisqu'on suppose que 
l'ensemble s ne contient pas de méthodes conflictuelles et donc Ç non plus, il est inutile de considé-
rer l'existence d'une méthode possédant en sa partie conséquente une variable se trouvant aussi dans 
la partie conséquente de m. Eî donc, si la partie conséquente de m contient une variable se trouvant 
dans la partie interne de Ç alors elle est ôtée de la partie interne de ^ — m et mise automatiquement 
dans la partie antécédente de £, — m (il est à noter ici que cette opération de soustraction peut con-
duire à la création de plusieurs composantes connexes). 
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5.4 Fonction d'évaluation et réduction de l'espace mémoire 
Cette section décrit l'approche algorithmique utilisée dans Houria. Cette approche est basée sur : 
- la définition d'un GLM décrite dans la section 5.2 (à savoir : pas de conflit ni de circuit et le 
nombre de contraintes actives par niveau est maximum) 
- les outils définis dans la section 5.3. (à savoir : la représentation d'une méthode et d'un 
ensemble de méthodes, les composantes connexes, les opérateurs A, © e t—, Pas-De-Conflit, 
Pas-De-Circuit-bis et enfin les deux théorèmes 5.2 et 5.3) 
- une technique d'optimisation qui contribue à réduire la complexité en espace mémoire (cette 
technique est presque obligatoire) 
- la fonction d'évaluation qui sert à optimiser la recherche et qui permet de déterminer le 
meilleur nœud dans l'arbre de recherche à développer. 
Nous rappelons qu'un noeud dans G représente un état qui est un graphe de méthodes ou un ensem-
ble de graphes de méthodes, une branche représente un ajout ou un retrait de contrainte et enfin la 
fonction d'évaluation va dépendre du critère global utilisé. 
Dans un premier temps, nous allons présenter dans la section 4.1 une approche pour déterminer les 
éléments de G lors de l'ajout ou du retrait d'une contrainte. La section 4.2 présente une amélioration 
de cette approche. Cette amélioration consiste en une technique d'optimisation presque obligatoire 
qui contribue à réduire la complexité en espace mémoire. La section 4.3 présente via un exemple la 
fonction d'évaluation ainsi que l'approche globale utilisé intégrant cette fonction d'évaluation. 
5.4.1 Calcul de l'ensemble G 
L'ensemble G est un ensemble de couples (ga, ep) ou ga est un graphe admissible et ep est une 
liste ordonnée d'étiquettes. Chaque graphe admissible est représenté par le triplet (Ant, lnt, Cons) 
obtenu par la conjonction des méthodes actives dans le graphe. La liste ep d'étiquettes est composée 
par l'ensemble des étiquettes des méthodes actives dans ce graphe admissible. Cette liste est ordon-
née selon l'importance des étiquettes qui la composent (elle peut contenir des doublons). 
Notre objectif est de déterminer le(s) graphe(s)-solution(s) GLM après l'ajout ou le retrait d'une 
contrainte c à la hiérarchie. Les pas suivants décrivent une première approche pour réaliser ceci: 
S'il s'agit de l'ajout de la contrainte c à la hiérarchie: 
- La contrainte c est ajoutée à ¡a hiérarchie. 
- Pour chaque couple dans G, il faut tester si le graphe-admissible dans ce couple est consis-
tant avec une méthode de la contrainte c. Dans le cas où il y a consistance , on ajoute à G le 
nouveau couple formé par : (graphe-admissible A méthode, liste d'étiquettes du graphe-
admissible augmenté de l'étiquette de la méthode). 
- Retourner le(s) couple(s) dans G ayant la liste d'étiquettes maximale (c'est-à-dire des GLM, 
les couples retournés possèdent des listes d'étiquettes identiques, et de plus elles sont lexico-
graphiquement supérieures aux autres listes des couples restants dans G). 
1. Ici la notion de consistance est celle que nous avons définie à la section précédente. 
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Etant donnée cette approche , dans le cas d'ajout d'une contrainte c, il est nécessaire que l'algo-
rithme tente d'ajouter les méthodes de la contrainte c à chaque élément de G, et non seulement aux 
éléments qui possèdent la liste d'étiquettes la plus élevée (les GLM), car, du fait qu'on ne connaît 
pas les contraintes à venir, on risque de ne pas construire le meilleur graphe-admissible (c.à.d GLM). 
Exemple : 
On suppose que G contient le couple vide (c.à.d. C = {(({ },{ },{ }),())}) et que l'on a à ajouter 
successivement les trois méthodes m¡, m2 et OTJ respectives des trois contraintes différentes c¡, c2 et 
Cj telles que : 
m ] = ( ( { v ] } , { },{v2}),(forte)),/w2s(({vj},{ },{v2}), (faible)), 
m3 = (({*!>.{ },{v3}), (forte)). 
Après conjonction de m¡ et du couple vide dans G on a : 
G = | (({v1},{ },{v2}), (forte))J. 
A l'ajout de m2 à l'ensemble G, on observe que m.2 et le couple dans G ne sont pas consistants (puis-
que le prédicat Pas-De-Conflit est faux) Par conséquent, le seul couple est celui formé par la 
méthode m2 Ce couple est ajouté à G: 
G = | ( ({vj },{ },{v2}), (forte)), (({v3},{ },{v2}), (faible))! 
A l'ajout de m3 à l'ensemble G, on observe que m3 est consistante avec les deux couples dans G. Par 
conséquent deux nouveaux couples sont formés et ajoutés à G. Aussi un nouveau couple est formé 
(noeud) en considérant la méthode m3 et ajouté à G (ceci pour garantir la complétude). 
' ( ( { v j H },{v2v3}), (forte, forte)), (({v1},{vJ},{v2}), (forte, faible))j 
C = \ (({v,},{ }.{v2}), (forte)). ( ( { v j M },{v3}). (forte)) 
(({v3},{ }.{v2}). (faible)) 
Le graphe-solution GLM retourné ici est celui possédant la liste des étiquettes maximales, à savoir 
{forte, forte). 
S'il s'agit du retrait de la contrainte c de la hiérarchie: 
- Pour chaque couple dans G. il faut tester si le graphe-admissible dans ce couple contient une 
des méthodes de la contrainte c. Si c'est le cas alors ce couple est enlevé de G et un nouveau 
couple est formé par (graphe-admissible — méthode, liste d'étiquettes du graphe admissible 
diminué de l'étiquette de la méthode). Ce nouveau couple est mis dans S s'il n'existe pas déjà. 
- La contrainte c est retirée de ia hiérarchie. 
- Retourner le(s) couple(s) dans G ayant la liste d'étiquettes maximale. 
Dans le cas du retrait de la contrainte c, il est nécessaire d'examiner si une des méthodes de cette 
contrainte est dans les graphes-admissibles des différents couples dans G. Si une telle méthode 
existe alors le couple contenant ce graphe-admissible est ôté de G. Un nouveau couple est formé en 
considérant !e couple ôté. Le graphe-admissible du nouveau couple est obtenu par application de 
l'opérateur — (défini auparavant dans la section 5.3.6) sur la représentation du graphe-admissible et 
celle de la méthode et par enlèvement de l'étiquette de la méthode de la liste des étiquettes du gra-
phe admissible. Ce nouveau couple obtenu est ajouté à l'ensemble G s'il n'existe pas déjà. 
!. On peut considérer que cette approche est basée sur le principe d'une recherche en largeur d'abord, 
2. On suppose que le retrait des contraintes ne concerne que les contraintes de préférences et non les contraintes requises. 
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Exemple : 
On reprend l'exemple précédent et on suppose que l'on veut retirer la méthode m2 des couples 
dans G. Seuls le deuxième et le cinquième couple dans G contiennent la méthode n^. Ces deux cou-
ples sont ôtés de G. Ensuite, par application de l'opérateur — sur le deuxième couple ôté de G et sur 
la méthode m2, on forme ie couple (({v]},{},(v2}),(forte)), ce couple existe déjà dans G et donc il n'y 
a pas besoin de le rajouter. Le cinquième couple ôté de S est la méthode elle-même à retirer et donc 
il n'y a rien à ajouter à G. Par conséquent l'ensemble S après cette opération est : 
G = 
( ({v^ . i },{v2v3}), (forte, forte)), (({V]},{ },{v2», (forte)) 
. ( ({vjM },{v3}), (forte)) 
Le graphe-solution GLM retourné ici est celui possédant la liste des étiquettes maximales : (forte, 
forte). 
L'approche que nous venons de décrire présente un intérêt au point de vue de la complétude, c'est-à-
dire qu'après l'ajout ou le retrait de n contraintes, on est sûr que des meilleurs graphes-admissibles 
ont été construits et se trouvent dans G. 
Cependant, cette approche développe des graphes-admissibles contenant des informations redon-
dantes et de plus elle risque de développer un nombre exponentiel de graphes-admissibles (pour n 
méthodes on risque d'avoir 2" graphes-admissibles). Dans un souci d'améliorer cette approche, dans 
la section suivante, on présentera une technique d'optimisation qui ne développera que des graphes-
admissibles n'ayant pas d'informations redondantes. Ceci contribuera à réduire le nombre de gra-
phes-admissibles dans G (c.à.d le nombre de noeud à développer dans l'arbre) et par conséquent 
l'espace mémoire utilisé. 
5.4.2 Réduction de la taille de G 
Une première amélioration de l'approche décrite ci-dessus consiste à ne garder que les couples 
contenant les graphes-admissibles maximaux dans G, c'est-à-dire que si lors de la tentative d'ajout 
d'une méthode à un couple de G, cette méthode est consistante avec le graphe-admissible de ce cou-
ple alors la méthode sera ajoutée. Dans le cas contraire, c'est-à-dire quand la méthode est inconsis-
tante avec le graphe-admissible de ce couple, on extrait de ce couple un ensemble de couples 
maximaux (c'est-à-dire que pour chaque couple de cet ensemble, il n'existe pas un autre couple dans 
ce même ensemble qui l'inclut). 
Le graphe-admissible d'un couple maximal extrait doit être consistant avec la méthode à ajouter. 
Dans le cas où la méthode à ajouter est inconsistante avec toutes les méthodes du graphe-admissible, 
alors le couple extrait est le couple (({}(}{}),()). Dans ces conditions, le couple qui sera formulé con-
sidérera uniquement la méthode à ajouter. Houria construit un ensemble de nouveaux couples en 
intégrant la méthode à ajouter à chaque couple de l'ensemble des couples maximaux extraits. Cha-
que nouveau couple construit sera ajouté dans G, dans le cas où il n'existe pas dans G un autre cou-
ple qui le recouvre. Cette amélioration garde la complétude de l'algorithme et présente l'avantage de 
réduire la taille de G. 
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Il est à noter ici que si l'inconsistance de la méthode et du graphe-admissible du couple est due à la 
fausseté du prédicat Pas-De-Conflit alors l'ensemble de couples extraits comporte un seul couple 
(voir l'exemple ci-dessous). Tandis que si l'inconsistance est due à la fausseté du prédicat Pas-De-
Circuit-bis et si les contraintes sont binaires, alors le nombre de couples extraits est égal au nombre 
de méthodes qui forment un circuit avec la méthode à ajouter (puisque dans ce cas pour ne pas avoir 
de circuit, il suffit d'enlever une des méthodes de cet ensemble et donc le nombre de possibilités est 
égal au nombre de méthodes dans cet ensemble). 
Exemple : 
On reprend l'exemple précédent et on suppose que l'on veut ajouter successivement les trois métho-
des mj, m i et m2 . 
Après ajout de m¡ on obtient: 
C = {(({vjM },{v2}), (forte))!. 
A l'ajout de m? à l'ensemble G, on observe que la méthode /n? et le couple dans G sont consistants 
(puisque le prédicat Pas-De-Conflit et le prédicat Pas-De-Circuit-his sont vrais) et par conséquent, 
une mise à jour de ce couple est effectuée et l'ensemble G est maintenant : 
G = {(({vjM },{v2v3}). (forte, forte))! 
A l'aiout de m2 à l'ensemble G, on observe que m2 est inconsistante avec le couple dans G. Cette 
inconsistance provient de la fausseté du prédicat Pas-De-Conflit puisque la variable v2 est commune 
à la partie conséquente du graphe-admissible et à celle de m2. Par conséquent l'ensemble des cou-
ples extraits comporte un seul couple qui est : (({vl},{},{\>3}),(forte}). Le nouveau couple formé par 
îa conjonction de ce couple extrait et de m2 est placé dans G puisqu'il est maximal. 
G = j(({vj},{ }.{v2v3}),(forte,forte)).(({v]},{v i},{v2}), (forte, faible))J. 
Le graphe-solution GLM retourné ici est celui possédant la liste des étiquettes maximale : (forte, 
forte). 
En considérant cette amélioration, les pas décrits précédemment concernant le retrait d'une con-
trainte restent valides à l'exception du fait qu'au pas 1 de la procédure, au lieu de tester l'existence 
du nouveau couple formulé dans G, il faut tester s'il n'existe pas un couple dans G qui recouvre le 
nouveau couple formé (ce test a pour but de ne conserver dans G que des couples maximaux). Dans 
ce cas, le nouveau couple formé sera mis dans G. 
Exemple : 
Si l'on considère l'exemple précédent et si on retranche la méthode m2 en utilisant l'opérateur—du 
deuxième couple dans G, alors le couple obtenu est : (((v¡Jfj,(v3J),(forte)). Ce couple ne sera pas 
mis dans G puisqu'il est recouvert par le couple existant dans G : (({vj},{},{\'2 v3}),(forte forte)). 
5.4.3 Fonction d'évaluation et approche globale 
La fonction d'évaluation utilisée par notre résolveur considère la liste des étiquettes des couples 
dans G. Cette fonction a pour but de diriger le mieux possible la recherche dans l'arbre pour obtenir 
un graphe-solution GLM à la suite d'ajout ou de retrait d'une contrainte. Le but de cette est aussi de 
retarder le plus possible des calculs inutiles. Nous allons illustrer cette fonction au travers de l'exem-
ple suivant : 
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Soit H = {HQ, H], H2} avec HQ la classe des contraintes absolues et H¡ et H2 les classes des contrain-
tes flexibles. Hj et H2 sont les classes des contraintes étiquetées respectivement par les étiquettes 
forte et moyenne. H0 contient deux contraintes CQ¡ et CQ2 telles que : 
0 0 M = jv . —» v, .v ? -» v ,} et M = {v,v , —» v .} , et donc : G - {gaep,,gaep-,} avec 
c o ; ' l " ¿ s c02 z J 4 
g<2ep° = ({{vjv^}, {v2}, {v4}).(requise, requise)) et 
gaep2 = (({v2v ?},{ },{vjv4}),(requise, requise)). 
On introduit maintenant dans la classe H¡ la contrainte c¡¡ telle que : M c = { v^ -» v ^ } . G est mis 
à jour et son contenu est le suivant : 
G = {gaep'.gûe/^}-,?aÉ,/>i = (({ fjVj}, {v^v^}, {v4}),(re^ui5£, rc£?H¿5c,/or/e)) 
gaepj = (({v2v^}, { }, {v}v4}),(requise, requise)). 
gaep°2 = gaep) puisque la méthode de la contrainte c¡j est inconsistante avec une des contraintes 
requises dans gaep]'. 
On introduit maintenant dans la classe H2 la contrainte c2] telle que : M = ivßvy—» v2^~ ^ e s t ™s 
à jour et son contenu est : 
G = {gaep'j.gaep"2}, gaep', = (({v^v?}, { v y ^ } , {v4}),(requise, requise, forte)) 
gaep) - (({ ivv-,v'j}, {v-,}, {v ,v .}),(requise, requise, moyenne)). 
gaep) = gaep) puisque la méthode de la contrainte c2¡ est non consistante avec une des méthodes 
requises dans gaep1, . 
On observe que lorsque la contrainte c7¡ est ajoutée au système, le graphe GLM est le graphe admis-
sible dans gaep, et il n'est pas nécessaire de calculer gaep', (puisque (requise, requise, forte) >lex 
(requise, requise, moyenne)). 
Maintenant, on introduit dans la classe H-, la contrainte CT> telle que M„ s {v7—» vA. G est mis à 
C-j-> ' J 
jour et son contenu est : 
5 = {gaep),gaep]}, 
gaep, = (( [ v 3V-,}, ¡ v , v , v . } , { v.}).(requise, requise, forte,moyenne)) , 
gaep2 - (({v^VyV^}, {v-,}, {v ,x ,v A),(requise, requise, moyenne)) 
On observe que lorsque c?-> est ajoutée, le graphe admissible dans le couple gaep) est consistant 
avec îa méthode de la contrainte ci?- Puisque la liste d'étiquettes ep du couple gaep) est la liste 
maximale de toutes ies listes d'étiquettes dans G, il aurait été suffisant de calculer seulement le cou-
ple gaep, puisqu'il contient le graphe GLM. 
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On peut généraliser ces différentes observations et formuler une fonction (f=:g+ h) d'évaluation de 
la manière suivante: 
l'ensemble G est partitionné en sous-ensembles de couples . Chaque sous-ensemble possède 
les couples ayant la même liste d'étiquettes et une file d'attente appelée "file des contraintes à 
ajouter". 
chaque sous-ensemble aura deux listes d'étiquettes : 
une liste réelle d'étiquettes (g = liste-réelle-étiquettes) et 
une liste potentielle d'étiquettes (/ = liste-potentielle-étiquettes), 
la liste réelle sera la liste d'un des couples du sous-ensemble. La liste potentielle sera la liste 
réelle du sous-ensemble (c.à.d g) augmentée de la liste d'étiquettes de la file d'attente associée 
à ce sous-ensemble (c.à.d h). La liste d'une file d'attente comporte les étiquettes des contrain-
tes se trouvant dans cette file d'attente. Les sous-ensembles seront ordonnés dans G selon 
l'ordre lexicographique de leur liste potentielle d'étiquettes (c.à.d selon/). Le premier sous-
ensemble dans G aura toujours la liste potentielle égale à la liste réelle (f= g). 
Lors de l'ajout d'une contrainte au système, cette contrainte sera ajoutée d'une manière effective* au 
premier sous-ensemble de G, et elle sera mise dans les files d'attentes des autres sous-ensembles. 
Les sous-ensembles déduits de cette tentative d'ajout effectif sont d'abord utilisés pour ôter de G les 
couples qui sont recouverts par un des couples dans ces sous-ensembles (ceci pour garder la maxi-
malité des couples dans íes sous-ensemble de G). Ensuite, ces sous-ensembles déduits seront ordon-
nés dans l'ensemble G selon leurs listes-potentielles-étiquettes respectives. La procédure d'ajout 
effectif s'arrête dans le cas où la queue des contraintes à ajouter du premier sous-ensemble de G est 
vide. Dans le cas opposé, la procédure tente d'ajouter toutes les contraintes de la queue d'attente du 
premier sous-ensemble de G. aux différents couples de ce sous-ensemble et aux couples résultants 
de cet ajout. Ceci est répété jusqu'à ce que la liste potentielle d'étiquettes du premier sous-ensemble 
ne soit pas lexicographiquement strictement supérieure à la liste réelle du premier sous-ensemble. 
Le but de cette technique est de retarder le plus possible les calculs. Cela signifie qu'on n'effectue les 
calculs que si on est certain qu'il peut exister un graphe-admissible meilleur que celui calculé. Une 
petite amélioration s'ajoute à cette approche et consiste à considérer en priorité parmi les sous-
ensembles qui ont la même liste potentielle, ceux qui ont la liste réelle la plus élevée. Cette approche 
garde la complétude et permet de trouver un (ou plusieurs ) des graphes qui sont des graphes-solu-
tions GLM. Cette heuristique est très bénéfique dans le cas où les contraintes du système hiérarchi-
que sont assez consistantes entre elles. 
L'application de cette amélioration sur l'exemple précédent est ¡a suivante : 
G = \{{gaep0,,gaep02}, q j)\, gaep°¡ = (({v ; v j } . {i '2) . {v4)),(requise, requise)) , 
gaep°2 = Í ( Í V 2 V J M }. {V]\>4}).(requise, requise)), q} = 0 , 
Iiste-potentielle-étiquettesl ({gaep^.gac/j"}, q ¡) ) = {ep¡®qA = {requise, requise) . 
Ici, G contient un seul sous-ensemble puisque tout couple dans ce sous-ensemble possède la même 
iiste-potentielle-étiquettes. q¡ est la queue associée à ce sous-ensemble. 
1. Ici un noeud de i 'arbre est un état qui contient un ensemble de graphes-admissibles possédant la même liste d'étiquettes, contraire-
ment â précédemment (dans la section 5.4.2) où un noeud est un état contenant un seul graphe-admissible. 
2. Ici il s'agit d'ajouter d'une manière effective la contrainte sur chacun des couples dans ce sous-ensemble (en utilisant la conjonction et 
les différentes définitions de la consistance). 
3. On peut avoir plusieurs GLM si le premier sous ensemble de G traité comporte plusieurs couples et qu'après l'ajout de la contrainte on 
obtient plusieurs couples ayant la liste d'étiquettes maximale. 
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On introduit dans la classe H¡ la contrainte c¡¡ avec M s { v - -* v,} . G est mis à jour et son con-
tenu est : 
G = i({gaep'!},q]),({gaep'2},q2) \,q} = 0,q2 = 0, 
gaep; - (({v'5v?}, {v2Vj}, {v4}),(requise, requise, forte)), 
gaep\ = (({v2v3},{ },{V]v4}),(requise, requise)), 
liste-potentieîle-étiquettes ({gaep,}, q¡) \ = ep¡ (è q, = {requise, requise, forte), 
liste-potentielle-étiquettes(({^uep2}» a2>) - ePz® 11 - (requise, requise). 
gaep°2 - gaep2 puisque la méthode de la contrainte c¡¡ est non consistante avec une méthode 
requise du graphe-admissible dans le couple g aep2 .Ici q7 - 0 puisque cette queue a été associée 
au nouveau sous-ensemble contenant le couple gaep2 après la tentative d'ajout de c¡¡. 
On introduit maintenant dans la classe H2 la contrainte c2i telle que:M = { v ^ ' 7 - * v^} . G est mis 
à jour et son contenu est : 21 
f ' 1 
G = \{{gaep1},q¡),{{gaep2},q2)\,q] = 0 , q2 = {c2]} , 
gaep, = (,({v5v3},{v2Vj},{vj}),(requise, requise, forte)), 
liste-potentielle-étiqueues( ({gaep]}, q ,)) - ep,®q, = (requise, requise, forte), 
liste-potentielle-étiquettes( {{gaep2}, q^)) - ep~,®q^ = (requise, requise, moyenne) . 
Il est à noter qu'ici il n'y a pas eu de création de nouveau couple à partir de gaep j et de la contrainte 
c21 puisque la méthode de cette contrainte est en conflit avec une des méthodes requises dans le cou-
ple. 
Puisque la liste-potentielles-étiquettes (qui est aussi la liste-réelle-étiquettes) du couple gaep', est 
lexicographiquement supérieure à la liste-potentielle-étiquettes du sous-ensemble contenant le cou-
ple gaep'2, la procédure d'ajout s'arrête et donc un GLM est déjà dans le couple gaep]. 
On introduit maintenant dans la classe H2 la contrainte c22 telle que: M = {v 7 -» v^} .G est mis à 
jour et son contenu est: 
G = <j ({gaep,},qj),{{gaep:}, <?,) j- .q¡ = 0 , q2 = {^2VC22^' 
gaep) = (({v ?v7}, {v,v.v<j}, {v.}),(requise, requise, forte, moyenne)). 
liste-potentielle-etiquettes(( {gaep,}, q ,)) = ep~',®q. - (requise, requise, forte, moyenne), 
Hste-potentiel]e-etiquettes{{{gae/?2}. <?->)) = ep-,@q2 = (requise, requise, moyenne). 
La procédure d'ajout s'arrête car il n'est pas possible de trouver un graphe-admissible meilleur que 
celui calculé dans gaep) puisque : (ep'-, © q-f) <, ep) (c.à.d la liste-potentielle-étiquettes du 
deuxième sous-ensemble est non supérieure lexicographiquement à la liste-réelle-étiquettes du pre-
mier sous-ensemble dans G). 
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Le retrait d'une contrainte c du système de contraintes hiérarchiques consiste à retirer toutes les 
méthodes de la contrainte c des différentes représentations des graphes-solutions dans G. Comme 
nous l'avons mentionné, l'ensemble G est partitionné en sous-ensembles, certains de ces sous-
ensembles contiennent la contrainte c dans leur queue d'attente de contraintes à ajouter, et donc 
aucune des méthodes de la contrainte c ne figure dans les représentations des graphes-admissibles de 
ces sous-ensembles. Dans ce cas, la procédure de retrait de contrainte retire tout simplement la con-
trainte c de ces queues (puisqu'il n'y a pas eu un ajout effectif de c sur les différents graphes-admis-
sibles de ces sous-ensembles). 
L'ensemble G contient des sous-ensembles qui possèdent dans leurs différentes représentations une 
des méthodes de la contrainte c (c'est-à-dire qu'il y a eu un ajout effectif de la contrainte c sur les dif-
férents graphes-admissibles des couples de ces sous-ensembles ). Dans ce cas, la procédure de 
retrait procède de la manière suivante : pour un graphe-admissible qui inclut dans sa représentation 
une des méthodes de la contrainte c, ce graphe-admissible sera enlevé du sous-ensemble où il se 
trouve, la méthode de la contrainte c sera retirée de ce graphe-admissible en utilisant l'opérateur — 
et une nouvelle représentation sera déduite. Cette dernière est prise en compte dans ce sous-ensem-
ble s'il n'existe aucune autre représentation dans les sous-ensembles de G qui la recouvre (pour gar-
der la maximalité des graphes-admissibles dans G). L'ensemble G après cette opération est ordonné 
selon la liste-potentielle-étiquettes des sous-ensembies qui le composent. Après cet ordonnance-
ment, il se peut que la queue des contraintes à ajouter du premier sous-ensemble dans G soit non 
vide. Dans ce cas, l'opération d'ajout effectif des contraintes de cette queue sur les couples de ce 
sous-ensemble est déclenchée. La procédure s'achève lorsque la queue du premier sous-ensemble 
dans G est vide (c.à.d. liste-potentielle-étiquette = liste-réelle-étiquettes). La procédure retourne le 
premier sous-ensemble dans G. Celui ci contient les graphes-solutions GLM du système de contrain-
tes hiérarchiques. 
Exemple : 
Hypothèses : H - {H¡, H2, H3} avec H¡ , H2 et Hj sont les classes des contraintes flexibles. 
/// est la classe des contraintes étiquetées par F étiquette forte et contenant les contraintes sui-
vantes : c¡¡, c¡2, c¡¡. H-, est la classe des contraintes étiquetées par l'étiquette moyenne et con-
tenant la contrainte c2¡. H? est ¡a classe des contraintes étiquetées par l'étiquette faible et 
contenant les contraintes suivantes : c¡¡, c¡2, cj?- Chaque contrainte c¡¡ contient une seule 
méthode notée m, . On a les relations suivantes : Consistante(m¡¡,m¡2), Consistante(m¡¡ A 
m¡2, W/j), Consistante(m¡¡ A m¡2, rn2V- Consistante(m¡¡ A m¡¿, m2¡), Consistante(m^¡ A 
m32). 
L'ensemble G après l'introduction successive des contraintes c¡¡, c¡2, C/j. c2¡, ci¡t c32. c j j e s t de ¡a 
forme : 
G = \ {{gaep]},q¡),i{gaep\,gaep\}.q2), {{gaep\}, qj, ({gaep\},qA), {{gaep]}, q5) ?, 
gaepi - ( (win A/Hj2 A/w13),(Cjj ® C J 2 © C J 3 ) ) q} = 0 , 
gaep, = ((m j j A m ^ A WI?] ),(CJ j © c ^ © ^ ) ) <?o = {<-~3¡> c32' c33^ ' 
gaep2 = ((wj j AWjj Am 2 j ) , (c 1 1 ©Cj 3 © c'2j)), 
gaep, = ((m 3 ¡ ) , (c 3 1 ) ) q^ = {^32- c 33^ -
gaep) = ( (w3 2) . (c3 2)) q4 = {C33}. 
gaep, = ((m3 3) ,(c3 3)) q5 - 0 . 
1- Parmi ces sous-ensembies, certains peuvent parfaitement avoir des queues non vides. 
2. Il est à noter ici que tous les sous-ensemble de G sont concernés 
3 Ici on ne va donner le contenu des méthodes, mais on va supposer ia consistance de quelques conjonctions entres ces méthodes. 
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On suppose maintenant que l'on va retirer ia contrainte C21 du système. Les deux couples du 
deuxième sous-ensemble de G contiennent la méthode de cette contrainte. Ces deux couples sont 
retirés de ce sous-ensemble et les couples déduits après enlèvement de la méthode m2; sont respecti-
vement : ((m., Amp),(c, , ©c.2)), ((m,, A/«,,),(<?,, ©c,^)) . Ces deux couples déduits ne sont 
pas remis dans S puisque le couple dans le premier sous-ensemble de G les recouvre. L'ensemble G 
après cette opération est : 
7 *î ft 7 ! 
G = ^{{gaepij.qfi.dgaep,}^^, ({gaepj, q4), ({gaepj^q^ \, 
gaep'j = {(ml] /\ml2Aml3>),(clï®cl2®cl3)) q¡-0, 
gaepi = ((m3 1) .(c3 1)) q^ = {c^c^}, 
gaep, = ((m3 2) , (c3 2)) q^ = {c^}, 
gaep, - ( (m3 3) , (c3 3)) q5 = 0 . 
On suppose maintenant que l'on doit retirer la contrainte c^ . Les queues q¡ et q4 ainsi que le dernier 
sous-ensemble de G sont concernés par ce retrait. Le résultat est : 
G = \\{gaep',},q¡),{{gaep\},q^¡J..,{gaep\},q4)¿ 
gaep, - ({m,, A / n j - A m , , ) ^ , , © c , 9 ©c , 3 ) ) q, - 0 
gaep) = ( (m 3 î ) , (c 3 1 ) ) q^ = { c ^ } 
gaep) = ((m3 2) .(c3 2)) q4 = 0 . 
Et enfin, on suppose que l'on doit retirer successivement les trois contraintes de la classe H¡. Le 
résultat après ce retrait est : 
G = {({gaepjj.qj}} 
gaep, = ( í " ¡ 3 ] A O T 3 2 ) , ( C 3 1 ® c3 2)) q^ - 0 . 
Le retrait de ces trois contraintes successives de G a produit l'enlèvement complet du premier sous-
ensemble de G. Il restait donc dans G en première position le sous-ensemble ayant pour queue g? et 
en deuxième position le sous-ensemble ayant pour queue q4 (puisque l'ensemble G doit être à tout 
moment ordonné selon la liste-potentielle-étiquettes des sous-ensembles qui le composent). La pro-
cédure d'ajout effectif a été déclenchée puisque la queue q ? était non vide. Il se trouve que par hypo-
thèse on a la méthode m¡¡ consistante avec la méthode m^. Par conséquent, le couple comportant la 
méthode m3I est mis-à-jour et comporte maintenant la conjonction de ces deux méthodes. Ce couple 
mis-à-jour recouvre un couple existant dans G, c'est ainsi que le couple couvert est retiré de G. 
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Synthèse du chapitre 
L'objet de ce cinquième chapitre a été le développement du noyau d'un nouveau résolveur incré-
mental pour la résolution d'une hiérarchie de contraintes fonctionnelles. L'aproche algorithmique 
utilisée ici est celle de l'algorithme du type "meilleur d'abord" où un noeud représentant un état qui 
est un graphe de méthodes ou un ensemble de graphes de méthodes, une branche représente un ajout 
ou un retrait de contrainte et enfin la fonction d'évaluation qui dépend du critère global Nombre-
Contrainies-Non-Satisfaites. Ce résolveur implémente ce critère global. Nous avons vu que ce cri-
tère de comparaison permet de mieux discriminer l'ensemble de solutions qui satisfont les contrain-
tes du niveau H0 qu'un critère local (voir l'exemple de la section 5.2.1) et permet ainsi de donner des 
solutions de bonne qualité lorsqu'il s'agit d'un système sur-contraint (c.à.d. les solutions trouvées 
sont meilleures en terme du nombre de contraintes satisfaites en respectant la hiérarchie). 
Les résolveurs qui implémentent des critères locaux ne garantissent pas des solutions de meilleure 
qualité, puisqu'à l'introduction d'une contrainte au niveau H¡ de la hiérarchie, si cette contrainte est 
en conflit avec une autre contrainte (du niveau Hj, telle que:j=i ou j<i ) active dans le graphe admis-
sible alors elle sera rejetée sans se préoccuper si elle pourrait dans l'avenir construire (après l'ajout 
ou le retrait d'autres contraintes) une solution meilleure que la solution courante. 
Pour construire un graphe-solution GLM. ce résolveur utilise les différents objets suivants : 
• la définition d'un GLM décrite dans la section 5.2 à savoir : 
pas de conflit entre les méthodes, 
pas de circuit de méthodes. 
le nombre de contraintes actives par niveau est maximal. 
• les outils définis dans la section 5.3 à savoir : 
la représentation d'une méthode et d'un ensemble de méthodes (efficacité de traitement), 
les composantes connexes (efficacité de traitement), 
les opérateurs A, © et — (opérations sur les graphes-admissibles), 
le prédicat Pas-De-Conflit (détection de conflit), 
le prédicat Pas-De-Circuit-bis (détection de circuit), 
Consistant, 
les deux théorèmes 5.2 et 5.3 (efficacité de traitement). 
• une technique d'optimisation qui consiste à ne créer un état que s'il est maximal (contribue à 
réduire la complexité en espace mémoire) 
• la fonction d'évaluation f=g+h ('permet de déterminer le meilleur noeud à développer dans 
l'arbre de recherche) : 
g est la liste ordonnée des étiquettes des méthodes actives dans un état 
h est la liste ordonnée des étiquettes des contraintes non actives (mises dans la queue) 
Houria est un résolveur incrémental qui maintient les contraintes d'une hiérarchie dans un ensemble 
G de graphes-admissibles en construisant un (ou plusieurs) graphe-solution(s) GLM. Une fois le 
graphe-solution GLM construit, Houna exécute ses méthodes actives pour satisfaire les contraintes 
actives (nous rappelons qu'une contrainte est active dans un graphe-admissible si elle possède une 
méthode active dans ce graphe). 
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On suppose qu'initialement, l'ensemble G des graphes-admissibles contient l'ensemble des gra-
phes-admissibles qui correspondent aux contraintes requises de la classe HQ (cette supposition est 
réfutée dans les procédures Ajout-contrainte et Retrait-contrainte que nous donnerons au chapitre 6. 
elle est mise ici uniquement dans un but pédagogique). Houria est appelé par deux procédures, 
Ajout-Contrainte et Retrait-Contrainte, sur chaque graphe-admissible dans G. C'est ainsi qu'il met à 
jour ces graphes-admissibles dans G en tenant compte de leurs étiquettes et de l'étiquette de la con-
trainte à ajouter ou à retirer pour déterminer le graphe-solution GLM. 
Si la hiérarchie de contraintes contient une solution acyclique alors on garantit que ce résolveur la 
trouve, tandis que si la hiérarchie de contrainte contient uniquement des solutions cycliques, et du 
fait qu'on casse les circuits dans la construction du GLM, on ne trouve que des solutions proches de 
ces solutions cycliques (proche en terme du nombre de contraintes). On peut trouver ces solutions 
cycliques s'il l'on conçoit un sous-résolveur pour la résolution des circuits détectés par le prédicat 
Pas-De-Circuit-Bis. 
Nous avons défini d'une manière générale (exemples : Pas-De-Circuit, — ) et ensuite spécifique 
(exemples : Pas-De-Circuit-Bis, — ) un ensemble d'outils qui permet la construction (ou la planifi-
cation ) d'un graphe dit graphe lexicographiquement meilleur. Ce dernier permet de déterminer une 
solution (ou valuation) qui satisfait les contraintes de la hiérarchie. Quelques techniques d'optimisa-
tion sont intégrées dans cet algorithme, ceci pour trouver une solution le plus rapidement possible 
tout en occupant un espace mémoire réduit pour représenter les graphes-admissibles. 
Le mode de représentation des contraintes utilisé par cet algorithme est souple : il permet de mani-
puler les graphes-admissible comme des ensembles de variables, ce qui rend les calculs moins coû-
teux en temps. 
Ce résolveur qui implémente un critère global manipule plusieurs graphes-admissibles dans un sys-
tème hiérarchique, ceci est particulièrement intéressant lorsque l'utilisateur désire avoir plus qu'une 
solution et explorer les différentes solutions alternatives. 
L'éventail des idées et méthodes proposées dans cet algorithme permet la résolution correcte d'une 
hiérarchie de contraintes fonctionnelles. Le noyau de cet algorithme tel qu'il est conçu (à une petite 
extension près que nous allons présenter au chapitre suivant) permet l'intégration d'autres critères 
globaux de comparaison que nous allons définir dans le chapitre suivant. 
6 Généralisation de Houria pour 
l'intégration d'autres critères de 
comparaison. 
Un des points importants de la théorie des hiérarchies de contraintes est le fait de pouvoir définir 
différents types de comparateurs. Ces différents types de comparateurs doivent être jugés d'après la 
réponse à la question suivante : à quel degré représentent-ils l'intention de l'utilisateur dans des pro-
blèmes réels ? Le chapitre précédent décrit notre résolveur Houria basé sur le critère global Nombre-
Contrainîes-Non-Satisfaites. Ce résolveur permet de trouver des solutions qui sont plus intuitives 
que celles obtenues par un résolveur intégrant un comparateur local (Pour un même système sur-
contraint, les solutions trouvées par le comparateur de ce résolveur satisfont plus de contraintes que 
celles trouvées par un critère local). Cependant, ce résolveur de même que les autres résolveurs exis-
tants, supposent que les contraintes d'une hiérarchie donnée sont uniquement étiquetées et non pon-
dérées par des poids réels. 
L'objectif de ce chapitre est de surmonter cette restriction et donc de pouvoir résoudre des hiérar-
chies où les contraintes sont étiquetées et pondérées par des poids (ou associées à des indices) réels 
différents. Plusieurs applications illustrent ce besoin, on citera ici deux exemples. Le premier type 
d'application est celui où l'utilisateur a besoin d'exprimer des contraintes dites de remplacement. 
Au sein d'une même classe dans la hiérarchie, on peut avoir deux types de contraintes : celles asso-
ciées à un indice fort dont la satisfaction sera considérée prioritaire, et celles associées à des indices 
moms forts et qui sont considérées comme des contraintes de remplacement. Dans ce cas, le résol-
veur doit d'abord considérer la satisfaction des contraintes associées à un indice fort et dans les cas 
d'échec (si cette satisfaction ne peut pas avoir lieu), considérer la satisfaction des contraintes de 
remplacement. Le deuxième type d'application est celui où le poids d'une contrainte traduit son 
degré d'importance dans la classe de la hiérarchie où elle se trouve. Dans ce cas et selon le compara-
teur utilisé, les contraintes pondérées par des poids forts ne sont pas forcément à satisfaire en prio-
rité (si l'on suppose qu'on utilise le comparateur Somme-Pondérée en utilisant l'erreur prédicat, et 
qu'on a la disjonction exclusive entre la satisfaction d'une contrainte pondérée à 0.9 et de deux con-
traintes pondérées à 0.5 chacune, alors ces dernières sont prioritaires pour la satisfaction). 
1. Ici on préfère utiliser le terme indice au ternie poids.-
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Ce chapitre est composé de cinq parties : la première et la deuxième parties décrivent les définitions 
d'autres critères de comparaison globaux intégrés dans Houria ainsi que les relations entre les 
ensembles de solutions produits par ces différents critères et celui produit par le premier critère 
décrit au chapitre précédent. Chacune de ces deux parties décrit également les techniques utilisées 
pour la construction des graphes solutions correspondant au critère intégré. La troisième partie 
décrit les procédures généralisées (paramétrées par un type de comparateur) d'ajout et de retrait 
d'une contrainte à la hiérarchie. La quatrième partie traite la complexité et 1'implementation de 
Houria ainsi des mesures effectuées sur des problèmes générés aléatoirement. Enfin, la cinquième 
partie décrit une comparaison fonctionnelle entre Houria et les autres algorithmes de propagation 
locale présentés auparavant. 
6.1 Le deuxième critère de comparaison intégré dans Houria 
6.1.1 Définition formelle 
Le deuxième critère de comparaison dans cet algorithme est le comparateur Cardinal-Pire-Cas. 
Ce comparateur utilise le nombre de contraintes satisfaites associées au plus fort indice de chaque 
classe dans la hiérarchie. L'ensemble des solutions obtenues par l'utilisation de ce comparateur est 
généralement de taille plus petite que celle de l'ensemble obtenu en utilisant le critère Localement-
Prédicat-Meilleur ou encore celle de l'ensemble obtenu en utilisant le critère global Pire-Cas. Avant 
de définir ce critère, on présentera d'abord la définition du comparateur Pire-Cas. 
Définition 6.1: 
Une valuation 0 est meilleure selon le critère Pire-Cas qu'une autre valuation T), si et seulement 
si, pour chacun des niveaux jusqu'au niveau k-1, le plus fort indice parmi ceux des contraintes non 
satisfaites après application de 8 est égal à celui après application de r\, et au niveau k, cet indice est 
strictement inférieur. 
Pire-Cas(Q, r¡, H)<^Globalement-Meilleure(T\, 0, H, g), avec g(ty. H,) = Max [c etc §)/(c e H, )} 
avec etc 0] est l'erreur prédicat (qui rend 0 si ¡a contrainte est satisfaite et 1 sinon). 
E>éfinition 6.2: 
Une valuation 8 est meilleure selon le critère Cardinal-Pire-Cas qu'une autre valuation r¡, si et 
seulement si, pour chacun des niveaux jusqu'au niveau k-1, le nombre de contraintes non satisfaites 
associées au plus fort indice après application de 8 est égal à celui après application de r¡, et au 
niveau k, ce nombre est strictement inférieur. 
Cardinal-Pire-Cas(Q, Tj, H) <=> Globalement-Meilleure(r\, 8, H, g), avec 
g(ty, Hj) s (Max { c~e(c 0) /(c e H¡ )}, Card(Maxx ( c~e(c <j)) /(c e H¡ )}}). 
Comme il est mentionné au début de ce chapitre, ce comparateur peut être utilisé dans des applica-
tion où l'utilisateur a besoin d'exprimer des contraintes dites de remplacement. Par exemple, si l'on 
considère la hiérarchie suivante : 
H- { H ¡} où H¡ contient les quatre contraintes suivantes : fx.A=x.sourisJ, (y. A = y.souris), 
(x.B-x.sourisj, (y.B=y.sourisj qui ont respectivement pour indices 0.9, 0.9, 0.8, 0.8. 
Ici, l'utilisation de ce comparateur voudrait dire : 
1. Par abus de langage, dans cette partie de la définition on iupose que la fonction Max rend l'ensemble des maximaux et non un seul 
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on préfère une valuation qui satisfait les deux contraintes {x.A-x.souris} et (y. A - y.souris} à 
une valuation qui satisfait uniquement une de ces deux contraintes (puisqu'on souhaite dépla-
cer par la souris une ligne ayant pour extrémités les points A et B par le point A) ou encore 
une valuation qui satisfait les contraintes (x.B=x.sourisJ, {y.B=y.sourisj, 
aussi, dans le cas ou il est impossible de satisfaire les contraintes {x.A=x.souris} et fv.A = 
y.souris} alors on va essayer de satisfaire les autres contraintes de remplacement. 
Le comparateur Cardinal-Pire-Cas est un comparateur global qui discrimine mieux l'ensemble des 
valuations qui satisfont les contraintes requises que le comparateur Pire-Cas (ou que le comparateur 
Localement-Prédicat-Meilleur). Par conséquent, la taille de l'ensemble des solutions d'une hiérar-
chie en utilisant ce critère est généralement plus petite que si l'on utilise le critère Pire-Cas. Pour 
illustrer ceci considérons l'exemple suivant : 
Exemple : 
Soient H= {HQ, H¡, H2j avec HQ la classe des contraintes requises. H¡ est la classe des contraintes 
étiquetées par l'étiquette forte. H2 est la classe des contraintes étiquetées par l'étiquette moyenne. HQ 
contient deux contraintes c0} et c02. H¡ contient quatre contraintes c¡¡, c¡2, c¡¡, c¡4 et ont respective-
ment pour indices 0.9, 0.9, 0.9, 0.8. H2 contient trois contraintes c2¡, c22, c23 qui ont respectivement 
pour indices 0.9, 0.9, 0.9. On rappele que l'erreur prédicat utilisée rend 0 si la contrainte est satis-
faite et 1 sinon. On suppose aussi que : 
Les valuations 8, <¡> et T ne satisfont pas respectivement les ensembles de contraintes : (CQ¡, 
c02' clb CI2' c14> c2b c22¡' (c0b c02> clb c14' c2b c22 f e t (c0b c02> clb c13> c14> c2l)-
Les trois valuations satisfont les deux contraintes requises dans HQ et donc S0 = /G, (f>, %}. Pour cal-
culer S, les séquences de satisfaction par niveau de chaque valuation en utilisant Pire-Cas sont ; 
g(Q, Hj) = Max(l *0.9. 1*0.9,0*0.9. 1*0.8) = 0.9 
g(Q, H2) = Max (1 * 0.9, 1 * 0.9, 0* 0.9) = 0.9 
g«&. H,} = Max (1 * 0.9, 0* 0.9, 0* 0.9. 1*0.8) = 0.9 
g(h H2) = Max il * 0.9, 1*0.9, 0* 0.9) = 0.9 
g(x, Hj) = Max(l *0,9, 0*0.9, 1*0.9, 1*0.8) = 0.9 
gil, H2) = Max il * 0.9, 0* 0.9. 0* 0.9)= 0.9 
On observe que : g(Q, H¡) = g(§, H¡) = g(x, H¡) et g(Q, H2) = g(<t>, H2) = g(ï, H2). Par conséquent 
5=/e, <j>. x/. 
Les séquences de satisfaction par niveau de chaque valuation en utilisant Cardinal-Pire-Cas sont : 
g(Q. H¡)=(Max(l*0.9, 1*0.9, 0*0.9. 1*0.8), Card(Max( 1*0.9. 1*0.9, 0*0.9, 1*0.8)))=(0.9, 2) 
g(Q. H2) =(Max il * 0.9. 1*0.9, 0* 0.9), Card(Max il * 0.9, 1*0.9, 0* 0.9) )) = (0.9, 2) 
gi§, H]) =(Max il * 0.9, 0* 0.9, 0* 0.9, 1*0.8), Card(Max (1 * 0.9, 0* 0.9, 0* 0.9, 1*0.8) )) 
= (0.9. 1) 
gi<¡¡!, H2)=( Max il * 0.9, 1*0.9, 0* 0.9), Card(Max (1 * 0.9, 1*0.9,0*0.9))) = (0.9, 2) 
g(x,Hj)=(Max( 1*0.9, 0*0.9, 1*0.9, 1*0.8), Card(Max (1*0.9, 0*0.9, 1*0.9,1*0.8))) = (0.9, 2) 
gil, H2) =(Max (1 * 0.9. 0* 0.9, 0* 0.9). Card(Max (1 * 0.9, 0* 0.9, 0* 0.9) )) = (0.9, 1) 
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On observe que : g(q>, H¡) <kx g(Q, H,), g(i, H¡) = g(Q, Hj) et g(x, H2) <¡ex g(6, H2). Par conséquent 
Proposition 6.1: 
Ve, r\ V# Pire-Cas(Q, T|, H) -4 Cardinal-Pire-Cas(Q, t\, H) v ! Cardinal-Pire-Cas(r\, 6, H). 
Preuve : 
Supposons que Pirc-CasfQ, r\, H) est vrai, et donc qu'il existe un niveau k>0 dans H te! 
qu'après application de chacune des contraintes sur 6 jusqu'au niveau k-1, le plus fort indice 
parmi ceux des contraintes non satisfaites est égal à celui obtenu après application sur r). Ceci 
veut dire que l'on est dans un des deux cas suivants : 
1. Après application de 8, le nombre de contraintes non satisfaites ayant le plus fort indice par 
niveau jusqu'au niveau k-1 est égal à celui obtenu après application de r¡. Dans ce cas au 
niveau k, après application de 8, il existe au moins une contrainte satisfaite par 8 (et non par 
r\) telle qu'elle possède un indice plus fort que celui de toute contrainte satisfaite parti (puis-
que Pire-Cas(B, r\, H)). Par conséquent, on a bien Cardinal-Pire-Cas(B, T\, H) et donc l'impli-
cation est vraie, 
2. Après application de 6, il existe un niveau compris entre 1 et k-1 pour lequel le nombre de 
contraintes non satisfaites ayant le plus fort indice est soit supérieur soit inférieur (mais non 
égal) à celui obtenu après application de rj. Si ce nombre est supérieur, alors Cardinal-Pire-
Cas(r\, 8, H) est vrai. Si ce nombre est inférieur alors Cardinal-Pire-Cas(Q, T\, H) est vrai. Par 
conséquent, dans les deux cas l'implication est vraie . 
Après avoir défini ce critère global de comparaison, la question que l'on peut se poser est : Peut-on 
avoir le même ensemble de solutions que celui produit par le comparateur Cardinal-Pire-Cas en 
subdivisant la hiérarchie et en utilisant le comparateur Nombre-Contraintes-Non-Satisfaites ? La 
réponse à cette question est négative comme le montre le paragraphe suivant : 
Ici, on donnera un exemple pour lequel l'ensemble de solutions obtenu dans une hiérarchie en 
utilisant le comparateur Cardinal-Pire-Cas est différent de celui obtenu en subdivisant la 
même hiérarchie et en utilisant le comparateur Nombre-Contraintes-Non-Satisfaites. 
Soient H = (HQ, H¡, H2, H3¡ avec H0 H¡, H2, H3 des classes contenant respectivement des 
contraintes étiquetées par les étiquettes requise, forte, moyenne et faible. HQ contient deux 
contraintes c0¡ et c02. H¡ contient deux contraintes c¡¡ et c12 et sont associées respectivement 
aux indices 0.9, 0.9. H2 contient trois contraintes c2!, c22 et c2¡ et sont associées respective-
ment aux indices 0.9, 0.9, 0.8. H3 contient deux contraintes c¡¡ et c¡2 et sont associées respec-
tivement aux indices 0.9, 0.8. On suppose aussi que : 
Les valuations 8 et x satisfont respectivement les ensembles de contraintes : {CQ¡, C02, C¡¡, 
c2b c 5 / / > (c0h c02- c12- c22> c23- c32 } • 
Les deux valuations satisfont les deux contraintes requises dans H0 et donc SQ - /8, x}. les 
séquences de satisfaction par niveau de ces deux valuations en utilisant le comparateur Cardi-
nal-Pire-Cas sont : 
i. Ici ¡1 s agit d'un ou exclusif. 
2. C'est ce deuxième cas qui permet de mieux discriminer l'ensemble des solutions dans S0. 
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g(Q, H]) =( Max (0 * 0.9, 1 * 0.9), Card(Max (0 * 0.9, 1 * 0.9) )) = (0.9, 1) 
g(Q. H2) =(Max (0 * 0.9, 1*0.9, 1 * 0.8), Card(Max (0 * 0.9, 1*0.9, 1 * 0.8) )) = (0.9, 1) 
g(B, H3) =(Max (0 * 0.9, 1 * 0.8), Card(Max (0 * 0.9, 1 * 0.8) )) = (0.8, 1) 
g(t, H¡) =f Max (1 * 0.9, 0 * 0.9), Card(Max (1 * 0.9, 0 * 0.9) )) = (0.9, 1) 
g(x, H2) =( Max (I * 0.9, 0 * 0.9, 0 * 0.8), CardfMax (1 * 0.9, 0 * 0.9, 0 * 0.8) )) = (0.9, 1) 
g(x, H3) =(Max (1 * 0.9, 0* 0.8), Card(Max (1 * 0.9,0* 0.8) )) = (0.9, 1) 
On observe que : g(i, H,) = g(Q, H,), g(%, H2) = g(Q, H2) et g(Q, H3) <lex g(x, H3). Par consé-
quent la valuation 8 est préférée à la valuation x et donc S=/Bf (Pour cet exemple le critère 
Pire-Cas produit le même ensemble de solution que le critère Cardinal-Pire-Cas). 
Après subdivision de cette hiérarchie on obtient: H={HQ, H}.09, H2,og, H2.Q,8, ^3-0 9 ^3-08^ 
H 1-0.9 contient les deux contraintes c¡¡ et cl2. H2.09 contient les deux contraintes c2¡ et c22-
Hl-0.8 contient la contrainte c23. H3,09 contient îa contrainte c31. H3_0S contient la contrainte 
c¿2. Par utilisation du critère Nombre-Contraintes-Non-Satisfaites, les séquences d'erreurs 
obtenues à la suite de l'application respectivement des valuations 0 et T sur cette hiérarchie 
subdivisée sont : (0, 1, 1, 1, 0, ¡) et (0, 1, 1, 0, 1. 0). Le deuxième tuple étant lexicographique-
ment inférieur au premier, par conséquent on déduit que la valuation x est préférée à la valua-
tion 8 et donc S=fxj. 
La section suivante décrit la technique utilisée pour planifier les graphes solutions correspondant à 
ce deuxième critère intégré. 
6.1.2 Graphe solution correspondant au deuxième critère 
En considérant ce nouveau critère de comparaison, la définition d'un graphe lexicographiquement 
meilleur (GLM) devient la suivante : 
Définition 6.3 : 
Soient deux graphes-admissibles s¡ et s2. s¡ est lexicographiquement meilleur (GLM) que s2 si et 
seulement si, pour tout niveau jusqu'au niveau k-1, le nombre de contraintes non actives associées 
au plus fort indice par niveau dans s¡ est égal au nombre de contraintes non actives dans s2 associées 
au même indice, et au niveau k ce nombre est strictement inférieur. 
Houria utilise les étiquettes et les indices associés aux contraintes pour planifier des graphes solu-
tions. On rappelle ici la définition d'un graphe-solution : un graphe-admissible est un graphe-solu-
tion si et seulement s'il ne possède pas de cycle ni de conflit de méthodes, et de plus, il ne doit pas 
posséder une méthode inactive à un niveau k, telle que si on active cette méthode, elle génère un gra-
phe lexicographiquement meilleur. 
Etant donnée une hiérarchie de contraintes, pour obtenir un graphe solution correspondant au critère 
défini dans cette section, Houria effectue les deux étapes suivantes : 
• Au sein d'une même classe, les contraintes attachées à des indices faibles sont laissées non 
satisfaites (c.à.d. non actives dans le graphe solution) dans le but de satisfaire (c.à.d. activer 
dans le graphe solution) celles attachées à des indices plus forts de la même classe ou d'autres 
classes. 
• Entre deux classes, les contraintes faiblement étiquetées et rattachées à des indices faibles 
sont laissées non satisfaites pour satisfaire celles étiquetées fortement. 
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Par exemple , considérons le graphe admissible de la figure 23. Ce graphe n'est pas un graphe solu-
tion, car les méthodes des contraintes c2 et c4 sont en conflit sur la variable v2. Puisque l'indice de la 
contrainte c2 n'est pas le plus fort indice de la classe des contraintes étiquetées par l'étiquette forte, 
cette contrainte peut être désactivée (ceci correspond à la réalisation de la première étape décrite 
précédemment). Ceci produit le graphe-admissible de la figure 24 qui n'est pas un graphe solution 
car la contrainte c? peut être activée en désactivant la contrainte c¡, cette dernière n'étant pas ratta-
chée au plus fort indice de la classe contenant les contraintes étiquetées par l'étiquette moyenne 
(ceci correspond à la réalisation de la deuxième étape décrite précédemment). En activant la con-
trainte c j et en désactivant la contrainte c¡, on aboutit au graphe solution de la figure 25. Ce dernier 
est un graphe solution puisqu'il n'existe aucune contrainte désactivée qui puisse être activée et pro-
duire un graphe meilleur que celui de la figure 25. 
FIGURE 23. Graphe-admissible non GLM 
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FIGURE 24 : Graphe-admissible non GLM 
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FIGURE 25 : Graphe solution 
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6.2 Le troisième critère de comparaison intégré dans Houria 
6.2.1 Définition formelle 
Le troisième critère de comparaison utilisé dans cet algorithme est ie comparateur Somme-Pon-
dérée-Prédicat. Ce comparateur utilise la somme des poids des contraintes satisfaites par niveau de 
la hiérarchie. L'ensemble des solutions obtenu par l'utilisation de ce comparateur est généralement 
1. Pour simplifier l'exempie. on suppose que chaque contrainte contient une seule méthode. 
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de taille plus petite que celle de l'ensemble obtenu en utilisant le critère Localement-Prédicat-
Meilleur. Ce critère est défini comme suit : 
Définition 6.4: 
Une valuation 9 est considérée meilleure qu'une autre valuation r¡ par le comparateur Somme-
Pondérée-Prédicat, si et seulement si, pour chacun des niveaux jusqu'au niveau k-1, la somme des 
poids des contraintes non satisfaites après application de 9 est égale à celui après application de TJ, et 
au niveau k, cet somme est strictement inférieure. 
Somme-Pondérée-Prédieat(%, r¡, //)<=> Globalement-Meilleur(6, TJ, H, g) 
avec g(p, C) : £ ce (cp) 
c e H • 
v - - , 
On rappelle qu'avec cette définition, S ne doit pas contenir une solution moins bonne qu'une autre 
solution, S peut contenir plusieurs solutions (d'où l'existence de plusieurs graphes solutions GLM), 
aucune de ces solutions n'étant meilleure qu'une autre. 
Proposition 6.2: 
V8, T¡ \/H Localement-Prédicat-MeilleuríQ, T), H) -» Somme-Pondérée-Prédicat(Q, TJ, H), 
Preuve 
Supposons que Localement-Prédicat-Meilleur(Q, rj, H) est vrai, et donc qu'il existe un niveau 
k>0 dans H tel que le vecteur d'erreurs prédicats obtenu après application des contraintes sur 
9 jusqu'au niveau k-1 est égal à celui obtenu après application sur TJ. Ceci implique que : 
après application sur 8, la somme des éléments de ce vecteur pondérés par les poids corres-
pondant aux contraintes jusqu'au niveau k-1 est la même que celle obtenue par application de 
TJ. De plus au niveau k, et par utilisation de Localement-Prédicat-Meilleur(Q, Tj, H), toute con-
trainte satisfaite par Tj est satisfaite par 8. En plus, 8 satisfait au moins une contrainte de plus 
que TJ. Donc, le vecteur d'erreurs prédicats obtenu après application sur 8 est strictement infé-
rieur lexicographiquement à celui obtenu après application de TJ. Ceci implique aussi que la 
somme des éléments de ce vecteur pondérée par les poids correspondant aux contraintes du 
niveau k est strictement inférieure à celle obtenue par application de TJ. Par conséquent, on a 
bien Somme-Pondérée-Prédicat(Q, rj, H). 
Corollaire 6.2: 
Pour une hiérarchie de contraintes donnée, soit SLp^ l'ensemble des solutions obtenu par 
l'utilisation du comparateur localement-meilleur, et S$pp celui obtenu par l'utilisation du 
comparateur somme-pondérée, on a : S$pp c S^p^, 
Le comparateur Nombre-Contraintes-Non-Satisfaites est un cas particulier du comparateur Somme-
Pondérée-Prédicat utilisant le même poids pour chacune des contrainte de chaque niveau de la hié-
rarchie. Dans ces conditions SNC¡\¡s = SsPR 
La section suivante décrit la technique utilisée pour planifier les graphes solutions correspondant à 
ce troisième critère. 
1. Chaque élément dans ce vecteur est égal à 0 si la contrainte est satisfaite et à 1 sinon-
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6.2.2 Graphe solution correspondant au t rois ième critère 
En considérant ce critère de comparaison, la définition d'un graphe lexicographiquement meilleur 
(GLM) devient la suivante : 
Définition 6.4 : 
Soient deux graphes-admissibles s¡ et s2, sj est lexicographiquement meilleur (GLM) que s2 si et 
seulement si, pour tout niveau jusqu'au niveau k-l, la somme des poids des contraintes par niveau 
non-actives dans s¡ est égale à celle des contraintes non-actives par niveau dans s2, et au niveau k 
cette somme est strictement inférieure. 
Etant donnée une hiérarchie de contraintes, pour obtenir un graphe solution correspondant au critère 
défini dans cette section, Houria effectue les deux étapes suivantes : 
• Au sein d'une même classe, les contraintes pondérées par des poids faibles sont laissées non 
satisfaites (c.à.d. non actives dans le graphe solution) dans le but de satisfaire (c.à.d, activer 
dans le graphe solution) celles pondérées par des poids plus forts. 
• Entre deux classes, les contraintes faiblement étiquetées sont laissées non satisfaites pour 
satisfaire celles étiquetées fortement. 
Par exemple, considérons le graphe-admissible de la figure 26. Ce graphe-admissible n'est pas un 
graphe-solution puisque les méthodes des contraintes c¡ et c2 sont sur conflit en la variable v?. Puis-
que le poids de la contrainte c2 est plus petit que celui de la contrainte c¡. la contrainte c2 est désacti-
vée (ceci correspond à la réalisation de la première étape décrite précédemment). Ceci produit le 
graphe-admissible de la figure 27. 
Le graphe-admissible de la figure 27 n'est pas un graphe-solution puisque la contrainte cj peut être 
activée en désactivant la contrainte c4 du fait que cette dernière est étiquetée par une étiquette plus 
faible que celle de cj (ceci correspond à la réalisation de la deuxième étape décrite précédemment). 
En activant les contraintes c3 et c<¡ et en désactivant la contrainte c4, le graphe-admissible obtenu est 
celui de la figure 28. Ce dernier est un graphe-solution puisqu'il n'existe aucune contrainte désacti-
vée qui peut être activée et produire un graphe meilleur que celui-là. 
FIGURE 26 Graphe admissible non GLM 
forte, 0.9) 
î v \ vj;-> ui vfí 
"CT 
(forte, 0.8) r j -
V4V6 
'moyenne. 0.5) 
v5 
(moyenne. 0.2) 
JT7 - - J v7~*vñ c5 
FIGURE 27 Graphe-admissible non GLM 
forte, 0.9) 
v j v9 —» v,g 
(forte. 0.8) T 
(forte, 0.8) 
1 i>7 »g-> i/^Pe 
w 
(moyenne, 0.5) 
V5 
(moyenne, 0.2) 
~~ — j l ' 7 ~ > ^ 
c5 
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FIGURE 28. Graphe- solution 
(forte. 0.9) 
y i v 2 —* v i 
- - Mom, 0,8) 
j VjVg—> V_i Vf 
(forte 0.8) 
Vj Vg —> 
T5~ 
VJW 
"W 
(moyenne, 0.5) 
j~V3V<?->V4V<; 
v5 
(moyenne., 0.2) 
J " 7 - > f 5 
c5 
6.3 Procédures généralisées d'ajout et du retrait de contrainte 
Houria est appelé par deux procédures, Ajout-Contrainte et Retrait-Contrainte, sur chaque gra-
phe-admissible dans G. C'est ainsi qu'il met à jour ces graphes en tenant compte des étiquettes des 
contraintes flexibles et de l'étiquette de la contrainte à ajouter ou à retirer pour déterminer les gra-
phes-solutions GLM. 
Dans cette section, on décrit en détail les procédures généralisées d'ajout et de retrait d'une con-
trainte c au système de hiérarchie de contraintes. On décrira également quelques propriétés de 
l'ensemble G (ensemble des graphes admissibles du système). On définira d'abord quelques nota-
tions utilisées par ces procédures. 
Notations : 
On dénote par c la paire (étiquette, poids) contenant l'étiquette et le poids (ou indice) de la con-
trainte c, et par Mc l'ensemble desjnéthodes de la contrainte c. Chaque méthode m dans Mc sera 
représentée par un couple (triplet, m) où triplet est de la même forme que celui défini dans le chapi-
tre précédent. 
On dénote par gaep le couple (ga, ep) avec ga est un triplet représentant un graphe-admissible cons-
truit par la conjonction (définie au chapitre précédent) des méthodes qui le composent et ep une liste 
de paires {étiquette, poids) construite en utilisant l'opérateur © et les étiquettes ainsi que les poids 
des méthodes de ce graphe-solution. 
G- í(g},q¡) (gr\,qrj), l'ensemble G est partitionné en n sous ensembles. Chaque sous ensemble g¡ 
contient les graphes-admissibles ayant la même liste-réelle-étiquettes (g¡ = {gaep¡....gaepmj telle 
que epj = .... = epm). 
La liste-réelle-étiquettes d'un sous ensemble g¡ est noté g, et est égale à la liste des paires (étiquette, 
poids) d'un graphe-admissible dans gr 
Chaque sous-ensemble g¡ est associé à une queue q¡ . Si l'on j>uppose que q. - {c^, c^} , on 
dénote par q. la liste des paires (étiquette, poids) obtenue par (cQ ® ® cn). 
La liste-potentielle-étiquettes d'un sous ensemble g¡ est la liste des paires (étiquette, poids) obtenue 
par
 g¡ © q¡. 
1 Cet opérateur sera paramétré par le type de comparateur utilisé par l'utifisateur et aura donc des fonctionnalités différentes 
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6.3.1 Procédure Ajout-contrainte 
Lorsqu'une nouvelle contrainte c est introduite dans le système, la procédure Ajouter-contrainte 
ajoute cette contrainte c dans les queues associées aux sous-ensembles formés dans G, excepté la 
queue du premier sous ensemble de G (ligne 1 ; figure 29). Le premier sous-ensemble de G est retiré 
(ligne 2; figure 29). Ce sous-ensemble retiré est utilisé pour un ajout effectif de la contrainte c sur les 
différents gaep qui le composent (ligne 3; figure 29). La procédure fusionne et ordonne l'union de 
l'ensemble des couples générés par l'ajout effectif de la contrainte c sur le sous-ensemble g¡ (c.à.d. 
ce qui résulte de l'appel de la procédure Ajouter et affecté à G'), et les sous-ensembles restant dans 
G. 
Cet ordonnancement est basé en premier lieu sur l'ordre lexicographique de liste-potentielles-éti-
quettes des sous-ensembles, et en second lieu sur liste-réelle-étiquettes de ces sous-ensembles. 
L'ensemble de ces sous-ensembles ordonné est mis dans G (ligne 4; figure 29). 
La procédure examine la queue du sous-ensemble g¡ (g] est une variable muette. Elle représente tou-
jours le premier sous-ensemble calculé dans G), dans le cas où cette queue est non vide (ligne 5; 
figure 29) (c.à.d. on n'est pas certain d'avoir calculé un graphe-solution), la procédure enlève ce pre-
mier sous-ensemble de G pour te traiter (ligne 6; figure 29). 
La procédure ajoute aux différents gaep dans g¡ toutes les contraintes laissées en attente d'ajout dans 
la queue de ce sous-ensemble. On ajoute d'une manière effective la première contrainte de la queue 
à l'ensemble des gaep de ce sous-ensemble. A l'issue de cet ajout effectif, d'autres gaep peuvent 
être déduits et donc un nouvel ensemble est formé. L'ajout de la deuxième contrainte de la queue se 
fera sur ce nouvel ensemble. Le processus est le même pour toutes les contraint restantes dans la 
queue (ligne 7,8: figure 29). L'ensemble des sous-ensembles déduit de cet ajout est fusionné et 
ensuite ordonné avec l'ensemble des sous-ensembles restant dans G, le résultat est affecté à G 
(lignes 9; figure 29). La procédure continue de traiter le premier sous-ensemble dans G jusqu'à ce 
que sa queue devienne vide (ligne 5; figure 29). Cette manœuvre permet de calculer le(s) graphe(s)-
solution(s) de la hiérarchie traitée. 
La procédure retourne le premier sous-ensemble g¡ de G. Ce premier sous-ensemble contient les 
meilleurs1 graphes-admissibles qui sont des graphes-solutions. L'application de l'algorithme de la 
propagation locale sur ces graphes-solutions produit les valuations qui sont solutions de la hiérar-
chie. 
FIGURE 29 : .Procédure d'ajout d'une contrainte au système 
Ajouter-contrainte ( c , G, comp) 
1 Pour chaque q ¡telle que 2<i<n faire : qt <—q¡ + c Fin-Pour. 
2 G<r- GHgj.q,) i 
3 G'*— ( Ajouter(c,g¡)) 
4 G <— Trier-Lex (Fusionner (G'. G)) 
5 Tatuque -i Vide(q¡) Faire: 
6 G<~GHgbq,) 
7 G'^gi 
8 Pour chaque c s q¡ faire :G' <— Ajouter(c, G', comp,G) Fin-Pour\ 
9 G <— Trier-Lex(Fusionneti G', G)) 
Fin-Tantque 
10 Retournerígj) j 
1. Ici meilleur es: relatif au comparateur Comp (Comp e {T^ovS' XCMC- %SPP }) 
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L'ajout effectif d'une contrainte c à un sous-ensembîe de couples gaep (chaque gaep dans g¡ est com-
posé d'un graphe-admissible et de la liste construite par les paires (étiquette, poids) des méthodes 
qui composent ce graphe-admissible) est réalisé par la procédure Ajouter de la figure 30, Cette pro-
cédure tente d'ajouter toutes les méthodes de la contrainte c à tous les gaep de g, (ligne 2,3; figure 
30). Chaque ensemble résultant de cet ajout est rangé dans l'ensemble G' qui est de même type que 
l'ensemble G, Ce rangement consiste à mettre chaque élément d'un ensemble résultant dans le sous-
ensemble ayant la même liste-réelle-étiquettes que cet élément. La procédure retourne ces ensem-
bles rangés contenant les nouveaux graphes-admissibles intégrant la contrainte c. 
FIGURE 30 : Ajout effectif d'une contrainte sur un ensemble de graphe-admissible 
Ajouter! c, g¡, comp,G) 
1 GV-0 
2 Pour chaque m e c faire: 
3 Ranger! G', Ajouter-méthodefm, g¡, comp.G))) 
Fin-Pour 
5 Retourner!G') 
FIGURE 31 : Ajout effectif d'une méthode sur un ensemble de graphe-admissible 
Ajouter-rnéthode(m, g¡, comp. Gí 
1 G 
2 G 
<- 0 
V - 0 
3 Pour chaque gaep e g, faire: _ 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
Si Consistant m, ga) alors Rangeii (ga A m, ep ®comp m ) , G') 
sinon soit Mr=im' e se / m' =( requise,!.)} 
Si Consistanl(m, ML) alors 
C " = ({M, M) ,(5/(Mega) A Consistant m. M))} 
Pour chaque gaep' e G" fair :_ 
gaep *— (ga A m. ep ®comp m) 
Si -,((3 gaep e gk /(gh0)e G ' A gaep' ç gaep) 
v(3 gaep e gj/(gj,qj)e G A gaep' ç gaep)) 
alors Ranger((gaep',0), G") 
F in-Si 
Fin-Pour 
sinon Rangerfgaep, G') 
Fin-Si 
Fin-Si 
Fin-Pour 
14 Retourner(G') 
La procédure Ajouter-méthode effectue un ajout de la méthode m sur les différents graphes-admissi-
bles dans ^¡(ligne 3: figure 31 ). La procédure teste la consistance (définie dans le chapitre précédent) 
de la méthode avec un graphe-admissible. S'il y a consistance, ce graphe-admissible est modifié en 
effectuant la conjonction (définie dans le chapitre précédent) de sa représentation et celle de la 
méthode et en ajoutant la paire (étiquette, poids) de la méthode à la liste des paires du graphe-admis-
sible (lignes 4 ; figure 31 ) (cette ajout est réalisé par l'opérateur © Cet opérateur est paramétré par le 
comparateur utilisé. On décrira comment cet opérateur procède dans un paragraphe ultérieur). 
Dans !e cas contraire, la procédure extrait de ce graphe-admissible l'ensemble des méthodes requises 
et les met dans Mr (qui sont étiquetées par l'étiquette requise) (ligne 5; figure 28). Si ce dernier est 
consistant avec la méthode à ajouter (ligne 6; figure 28) (ceci veut dire qu'il n'y a pas de conflit ni de 
cycle entre la méthode à ajouter et les méthodes requises du graphe-admissible, et, l'ajout de cette 
méthode est donc possible), un ensemble de nouveaux graphes-admissibles sera déduit à partir des 
méthodes consistantes avec la méthode à ajouter (lignes 8; figure 31). L'ensemble G" comporte cet 
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ensemble déduit de graphes-admissibles. G" possède la propriété de ne contenir que des graphes-
admissibles maximaux (c.à.d G" ne comporte pas deux graphes-admissibles qui se recouvrent). 
La méthode m est intégrée à chaque graphe-admissible déduit (ligne 9,10; figure 31). Le nouveau 
graphe-admissible obtenu est rangé dans G' s'il est maximal1 (lignes 10,11,12; figure 31). Si la 
méthode m n'est pas consistante avec une des méthodes requises du graphe-admissible du couple 
gaep alors cette méthode est rejetée et le couple gaep est rangé dans G' (ligne 13, figure 31). La pro-
cédure retourne l'ensemble des sous-ensembles déduits à l'issue de l'ajout de la méthode m au sous-
ensemble g¡ (ligne 14 ; figure 31). 
L'opérateur © est paramétré par le comparateur utilisé pour la résolution de la hiérarchie. Ce compa-
rateur (noté par Comp dans les procédures) peut être un des trois comparateurs globaux définis aupa-
ravant. Lors de la conjonction d'une méthode avec un ensemble de méthodes, les opérations 
réalisées par cet opérateur sont comme suit : 
Lorsque le comparateur Nombre-Contraintes-Non-Satisfaites est utilisé, l'opérateur © 
fusionne deux listes ordonnées d'étiquettes en une seule liste ordonnée. 
Lorsque le comparateur Cardinal-Pire-Cas est utilisé, l'opérateur ® fusionne deux listes 
ordonnées de paires (étiquette, (indice, Card(indice))) en une seule liste en groupant respecti-
vement les couples ayant les mêmes indices et les mêmes étiquettes. 
Si le comparateur Somme-Pondérée-Prédicat est utilisé alors l'opérateur © fusionne deux lis-
tes ordonnées de paires (étiquette, poids) en une seule liste en ajoutant respectivement les 
poids dans les couples ayant les mêmes étiquettes. 
6.3.2 Procédure Retirer-contrainte 
Dans le but de retirer la contrainte c du système, la procédure Retirer-contrainte partitionne 
l'ensemble G en deux ensembles G' et G" (ligne l;figure 32). L'ensemble G" est composé des sous-
ensembles qui contiennent la contrainte c dans leur queue d'attente de contraintes à ajouter. Ceci 
implique qu'aucune des méthodes de la contrainte c ne figure dans les représentations des graphes-
admissibles de ces sous-ensembles. Dans ce cas, la procédure de retrait de contrainte retire tout sim-
plement la contrainte c de ces queues (puisqu'il n'y a pas eu un ajout effectif de c sur les différents 
graphes-admissibles de ces sous-ensembles) (ligne 2; figure 32). 
L'ensemble G' est composé de sous-ensemble ne possédant pas la contrainte c dans leur queue asso-
ciée. Certains de ces sous-ensembles contiennent dans leurs différentes représentations une des 
méthodes de la contrainte c (¡ignés 3,4,5; figure 32) (c.à.d. qu'il y a eu un ajout effectif de la con-
trainte c sur les différents graphes-admissibles des couples de ces sous-ensembles. Parmi ces sous-
ensembles, certains peuvent parfaitement avoir des queues non vides). Dans ce cas, la procédure de 
retrait procède de la manière suivante : pour un graphe-admissible qui inclut dans sa représentation 
une des méthodes de la contrainte c (ligne 5; figure 32), ce graphe-admissible sera enlevé du sous-
ensemble qui le contient (ligne 6; figure 32). La méthode de la contrainte c sera retirée de ce graphe-
admissible en utilisant l'opérateur—et une nouvelle représentation sera déduite (ligne 7; figure 32). 
Cette dernière est prise en compte s'il n'existe aucune autre représentation dans les sous-ensembles 
de C ou ceux de G" qui la recouvre, ceci pour garder la maximalité des graphes-admissibles (ce 
1. Bien que ce graphe-admissibie soit maximal par rapport à l'ensemble G", il peut ne pas être maximal par rapport à ¡^ensemble G' (ou 
à i'ensemble_G) comme le montre ¡'exemple suivant : - hypothèses: seule la méthode rri| est requise, g,~((m¡j\ mi. m ¡® m 2),(m¡,\ 
m¡. m j & m ¡)), -consistanteim^ . m4 ) , eonsistante(m; . tn4 ), consistante^;, , m4 ) et on veutjyouterja méthode m4 aux gaep de gr 
Au pas 4 de l'algorithme, l'examen du premier couple de g, résulte e a C ' = ((f"i/A m^A m4._m ¡® m 2® m 4I, 0i). L'examen du 
deuxième couple au pas 7 résulte en G"=((m¡, m ¡), 0). au pas 9 : gaep'=(m¡^ m4. m ¡ © m 4). On voit bien que le couple calculé 
est recouvert par le couple dans G" . 
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nouveau gaep déduit ne sera plus un élément de g¡ puisqu'il ne possède pas la même liste-réelle-éti-
quettes que celles des éléments restants dans g¿. Un nouveau sous-ensemble contenant ce gaep sera 
construit et la queue q¡ lui sera associée. Ce nouveau sous-ensemble sera rangé dans G") (ligne 8; 
figure 32). 
Les ensembles G' et G" sont fusionnés et le résultat est ordonné selon la Uste-potentielle-étiquettes 
des sous-ensembles qui la composent (cette opération consiste à fusionner les sous-ensembles ayant 
la même queue de contraintes à ajouter et la même liste-réelle-étiquette en un seul sous-ensem-
ble)(ligne 9; figure 32). 
Après cet ordonnancement, il se peut que la queue des contraintes à ajouter du premier sous-ensem-
ble dans G soit non vide (ligne 10; figure 32). Dans ce cas, l'opération d'ajout effectif des contrain-
tes de cette queue sur les couples de ce sous-ensemble est déclenchée (lignes 11,12,13,14; figure 
32). La procédure s'achève lorsque la queue du premier sous-ensemble dans G est vide (c.à.d. liste-
potentielle-étiquettes(g¡) - liste-réelle-étiquettes(g¡)). La procédure retourne le premier sous-
ensemble dans G (ligne 15; figure 32). Celui-ci contient les graphes-solutions GLM du système de 
contraintes hiérarchiques. 
FIGURE 32 : Procédure de retrait d'une contrainte 
Retirer-contrainte(c, comp,G) 
1 
2 
Soit G' = (íg,. q,)/(cí q,)} et G 
Pour chaque (s¡, q¡) e G" faire : 
3 Pour chaque (s,, q¡) e G' faire : 
4 
5 
6 
r? 
i 
8 
9 
10 
11 
12 
13 
14 
Pour chaque gaep e g¡ faire: 
Si (3 m e c A m e ga) alors 
gi*-gi\gaep 
gaep <— (ga — m, ep- m) 
Si - i Q gaep' e g,/((gr q,) € 
Fin-Si 
Fin-Pour 
Fin-Pour 
G <— Trier-Lex(FusionnerfG '. G 
Tant que -> Vide(q¡) Faire: 
G <— G\íg¡,q,) 
G'<r-g¡ 
Pour chaque c c q ¡faire :G " 
G <—• Trier-Lex(Fusionner^ G 
Fin-Tant que 
15 Retourner(gj) 
" = f(g¡. 
(a, <- q, 
E C v e 
1) 
q¡)/(ce q¡)} 
\c) Fin-Pour 
G" )A 
— Ajouteric. G' 
. G)) 
gaep cz gaep ') alors 
comp.G) Fin-Pour. 
Rangerf (gaep,q¿). G")Fin-Pour 
6.3.3 Quelques propriétés et caractéristiques de l'ensemble G 
Dans cette section, on caractérise d'une façon formelle cet ensemble G de graphes-admissibles, 
dans le but de clarifier la structure de cet ensemble. On imposera des axiomes qui nous serviront à 
prouver des théorèmes. Ces derniers nous permettront d'obtenir des propriétés sur cet ensemble G. 
Axiome 6.1 : 
\/gaep e G Vm e ga—¡(3m' e ga ! m = m) 
Une méthode d'une contrainte quelconque du système existe au plus une seule fois dans un graphe-
admissible de G. 
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Axiome 6.2 : 
Soit{m,rri) £ {c,c'){c i±c'=$m^ m") 
Deux contraintes différentes ont des méthodes différentes. 
Axiome 6.3 : 
—t{3gaepe G 3gaep' e G / (gaep = gaep')) 
L'ensemble G ne contient pas de graphes-admissibies redondants. 
Théorème 6.1: 
Pour un des trois comparateurs utilisés, si un graphe ga' dans G est plus (ou aussi) important 
qu'un autre graphe ga dans G alors, ga' n'est pas un sous-graphe de ga. 
(yComp 6 {NCNS, CPC, SPP})Çi gaep,gaep' S G)ep <, ep' => gaep (Z gaep 
Preuve: 
d'après î'axiome 3, on peut déduire que : ep' <, ep « 3m e gaSm' e ga' / m ^ m et d'après 
l'axiome 2, on a m ^ m' et donc : gaep' çC gaep . 
Proposition 6.3: 
Si une méthode est non consistante avec un sous-graphe d'un graphe-admissible, alors elle est 
non consistante avec ce graphe-admissible. 
(V ga)(y ga)(¥ m)gd czga A—.Consistante (m, ga') => — Consistante^, g a) 
Théorème 6.2: 
Pour un des trois comparateurs utilisés, si un graphe ga dans G est moins (ou aussi) important 
qu'un autre graphe ga ' dans G alors, ga n'est pas un sous-graphe de ga '. 
(vComp 6 {NCNS, CMC, SPP})(\tgaep,gaep e G)ep <, ep' => gaep (Z gaep 
Preuve: 
On distingue trois cas : 
- Si ¡ga'\ > \ga\ ==> 3m £ ga A m e ga et donc : ga' <X ga 
- Si \ga'\ = \ga\ => par axiome 3 : dm e ga'3m' e ga telle que m--£m 
Or d'après l'axiome 1 on a : m ^ m et donc ga' et gß 
- Si |ga'| < jga| on montre que ga <z ga par l'absurde : 
supposons que : ga c ga , ceci implique la véracité des propositions suivantes : 
- Vm' e ga' => m" e ga (puisqu'on a supposé l'inclusion) 
3m & ga telle que(m g ga') A Consistante (m. ga— m) (puisqu'on a l'inclusion 
stricte) 
- -Consistante(m, ga') (puisque si m était consistante avec ga', on l'aurait déjà ajoutée 
à ga', car par construction un graphe-admissible est maximal). 
Or d'après la proposition on a: -^Consistante!m, ga) et d'après l'hypothèse on a: 
Consistanteim, ga— m) ce qui est une contradiction. 
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Propriété 6.1: 
\ígaep,gaep S G {ga - ga # 0 A ga — ga& 0 ) 
Deux graphes-admissibles quelconques de G sont distincts. 
Propriété 6.2: 
Soit gaep 6 Get c e // .(Y/H e c,m <z gaep => -i Consistant(c,guep)) 
Chaque graphe-admissible dans G est maximal et consistant. 
6.4 Complexité, implementation et mesures de performance 
Sannelîa dans [San94] prouve que la classe des problèmes concernant le comparateur Nombre-
Contraintes-Non-Satisfaites est N-P complet. Etant donné que les deux autres comparateurs utilisés 
ici (Somme-Pondérée-Prédicat et Cardinal-Pire-Cas) sont plus complexes que le premier, on a ten-
dance à croire fortement que ces problèmes sont aussi N-P complets. Dans ces conditions, il est clair 
que dans le pire de cas, Houria est exponentiel. Cependant, les techniques d'optimisation et l'heuris-
tique utilisées permettent de réduire les opérations afin de converger vers une solution en un temps 
acceptable. 
Les algorithmes généralisés et les définitions que nous avons présentés auparavant ont été program-
més avec Le-Lisp version 15.25 [Ilg87]. Houria produit des graphes-solutions et leur applique la 
propagation locale. Dans le but de tester les performances de ce résolveur, nous l'avons expérimenté 
sur des problèmes sur-contraints générés aléatoirement. 
Chaque problème généré est basé sur trois paramètres : le nombre nv de variables, le nombre ne de 
contraintes et I'arité de la contrainte ac. Chacune des contraintes générée est étiquetée par une éti-
quette générée aléatoirement parmi l'ensemble des étiquettes {requise, forte, moyenne, faible} et 
pondérée par un poids numérique généré aléatoirement dans l'ensemble fini {0.1, 0.2, ... 1} . Parmi 
les critères intégrés, nous avons exécuté trois types de tests décrits dans ¡es sections suivantes : 
6.4.1 Tests avec arité fixe 
Le premier type est composé de deux séries de tests : 
La première série consiste en des contraintes d'arité égale à 3 (c.à.d. ac-3, ici on fixe le nom-
bre de variables conséquentes de chaque méthode de la contrainte à 1. Le nombre de métho-
des dans chaque contrainte générée est un nombre tiré aléatoirement entre 1 et 3, ceci est 
proche des applications réelles puisqu'on suppose qu'on n'a pas toujours des contraintes 
régulières,). 
La deuxième série consiste en des contraintes d'arité égale à 4 (c.à.d. ac=4, ici les méthodes 
des contraintes générées sont des méthodes dont le nombres des variables conséquentes est de 
1 ou 2. Le nombre de méthodes de chaque contrainte générée dépend du nombre de variable 
conséquentes de la contrainte. Dans le cas où ce nombre est égal à 1 alors le nombre de 
méthodes dans la contrainte est un nombre tiré aléatoirement entre 1 et 4, tandis que si ce 
nombre est égale à 2 alors le nombre de méthodes dans la contrainte est un nombre tiré aléa-
toirement entre 1 et 6). 
1. Excepté pour les tests utilisant le critère Nombre-Coniraintes-Non-Satisfaites où le poids est 1 pour toutes les contraintes générées. 
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Pour chacune des séries, nous avons mesuré le temps mis par Houria pour planifier un graphe solu-
tion. Nous avons répété les mesures pour 50 problèmes différents sur-contraints générés et nous 
avons calculé le temps moyen de ces mesures. Les résultats obtenus en utilisant les critères Nombre-
Contraintes-Non-Satisfaites, Cardinal-Pire-Cas sont respectivement dans les figures 33 et 34. L'axe 
des abscisse représente le nombre de contrainte introduites, et l'axe des ordonnés est en échelle 
logarithmique et représente le temps mis pour planifier un graphe solution. Les différentes mesures 
des figures 33 et 34 peuvent être interprétées comme suit : 
Pour un nombre donné de variables nv, le nombre de contrainte générées est faible par rapport 
au nombre total qui peut être généré. Par exemple, considérons les contrainte d'arité 4, pour 
nv=30 le nombre de méthodes différentes qu'on peut générer est de 
(4 + 6) x C30 = 274050. Si l'on suppose qu'en moyenne il y a 5 méthodes par contrainte, on 
aura 54810 contraintes différentes et donc, 100 contraintes générées représentent une "den-
sité" de 0.002. 
Pour un nombre de contraintes donné, plus le nombre de variables est grand moins le temps 
mis est important. Ceci est parfaitement normal, puisque le tirage des contraintes se fait d'une 
façon aléatoire et on a plus de chance d'avoir moins de conflits et moins de cycles lorsqu'on 
considère un ensemble de variables plus important à nombre de contraintes fixé. 
Le temps mis en considérant des contraintes d'arité 4 est supérieur à celui mis en considérant 
des contraintes d'arité 3. Ceci peut s'expliquer par le fait qu'avec les contrainte d'arité 4, on 
traite plus de conflits et plus de circuits qu'avec les contraintes d'arité 3. 
Avec ca =3 ou ca = 4, le temps mis en utilisant le critère Nombre-Contraintes-Non-Satisfaites 
est strictement inférieur à celui mis par le critère Cardinai-Pire-Cas. Ceci peut s'expliquer par 
le fait suivant : 
on effectue plus d'opérations avec ce deuxième critère qu'avec le premier. En effet, 
puisqu'avec le deuxième critère les contraintes sont étiquetées et possèdent des indices, 
alors chaque contrainte tirée a plus de chance de déclencher l'examen d'un nombre plus 
important d'éléments dans G que si la contrainte était uniquement étiquetée. Ceci est dû à 
la définition de ce deuxième critère : on considère qu'une solution est aussi bonne qu'une 
autre si toutes les deux satisfont le même nombre de contraintes associées au plus fort 
indice sans se préoccuper des contraintes de remplacement (celles associées à des indices 
moins forte). Dans ces conditions, deux (ou plusieurs) graphes de méthodes actives feront 
partie d'un même sous-ensemble (possèdent la même liste-réelle-étiquettes). L'ajout d'une 
nouvelle contrainte se fera d'une façon effective sur tous les graphes de cet ensemble. Par 
conséquent le temps de traitement devient plus important. Par exemple, considérons les 
trois graphes de méthodes ga¡. ga2 et ga¡ telle que : 
ga¡ active la contrainte c¡ étiquetée par forte et associée à l'indice 0.9, 
ga2 active les deux contraintes c2 et c? étiquetées par forte et associées respecti-
vement aux indices 0.9 et 0.8, 
gaj active les trois contraintes c4, c¡ et c6 étiquetées par forte et associées res-
pectivement aux indices 0.9 et 0.8 et 0.7, 
Ces trois graphes de méthodes ferons partie d'un même sous-ensemble g de G. Ce sous-
ensemble aura la liste Liste-réelle-étiquettes égale à (forte, (0.9,1)). L'ajout d'une nouvelle 
contrainte sur ce sous-ensemble se fera sur les trois graphes-solutions dans g. 
Tandis que si l'on considère le critère Nombre-Contraintes-Non-Satisfaites et on suppose 
également qu'on a les trois graphes de méthodes ga¡, ga2 et ga3 et que les contraintes sont 
uniquement étiquetées alors, on aura trois sous-ensembles g¡, g2 et g3 ordonnés dans G 
telle que g¡={gajj, g2=íga2¡ et gj-lga¡¡. L'ajout d'une nouvelle contrainte se fera en 
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priorité sur gj ensuite si on n'est pas certain d'avoir calculé le meilleur graphe, alors on 
continu sur g2 etc. 
Par le critère Nombre-Contraintes-Non-Satisfaites (resp, Cardinal-Pire-Cas), lorsqu'en 
moyenne le nombre de contraintes est trois fois (resp. 2.2 fois) supérieur au nombre de varia-
bles, le temps mis (entre 0 et 100 secondes) est acceptable pour certaines applications graphi-
ques. Mais lorsque le nombre de contraintes est plus que 3 fois (resp. 2.2 fois) le nombre des 
variables, le temps mis est très long. Par exemple, dans la figure 34.b, en considérant nv=30 
les temps, en secondes, respectifs pour traiter 60, 80 et 100 contraintes sont: 51, 125, 368. 
FIGURE 33: 
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Temps d'exécution avec le critère NCNS lorsque ac-3, ac—4 et nv varie. 
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Temps d'exécution avec le critère CPC lorsque ac=3, ac=4 et nv varie 
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6.4.2 Tests avec arité variable 
Dans ce deuxième type de tests, le nombre de contraintes varie de 20 à 200, par pas de 20. Pour 
ce type de test, les contraintes générées sont d'arités 2, 3 ou 4. 70% des contraintes générées sont 
d'arité 2, 20% d'arité 3 et 10% d'arité 4. Ici on génère des hiérarchies de contraintes qui sont plus 
proche de hiérarchies d'applications réelles. On suppose également que : 
pour les critères Nombre-Contraintes-Non-Satisfaites et Somme-Pondérée-Prédicat, le nom-
bre de contraintes est trois fois supérieur au nombre de variables nv. 
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Les résultats obtenus en utilisant ces deux critères apparaissent respectivement dans les figures 35 et 
36. 
FIGURE 36 
FIGURE 35 : Temps d'exécution avec le critère NCNS 
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Ces différentes mesures peuvent être interprétées comme suit : 
le temps mis en considérant un ensemble de contraintes contenant 70% de contrainte d"arité 
2, 20% de contraintes d"arité 3 et 10% de contraintes d'arité 4 est inférieur celui mis en consi-
dérant uniquement des contraintes d'arité 3 ou 4. Ceci peut s'expliquer par le fait que la majo-
rité des contraintes générées sont binaires et donc : 
on a plus de chance de traiter un nombre inférieur de conflits et de circuits que celui 
obtenu si on ne manipulait que des contraintes d'arité 3 ou 4, 
aussi, on a plus de chance d'utiliser les théorèmes 5.2 et 5.3 pour prédire l'absence ou 
l'existance de circuit dans un graphe solution. 
le temps mis en utilisant le critère Nombre-Contraintes-Non-Satisfaites est légèrement supé-
rieur à celui mis par le critère Somme-Pondérée-Prédicat. Ceci peut s'expliquer par les faits 
suivants : 
le critère Nombre-Contraintes-Non-Satisfaites a le même comportement, au sens de 
î'implémentation, que le critère Somme-Pondérée-Prédicat puisque si toutes les contrain-
tes sont pondérées par le poids 1, alors ces deux critères sont équivalents, 
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pour le critère Somme-Pondérée-Prédicat les contraintes sont pondérées par un poids tiré 
aléatoirement de {0.1,...,0,9} et donc lors de l'ajout d'une contrainte on a plus de chance 
de faire un nombre moins important d'opérations pour trouver un graphe solution puisque 
ici chaque élément de G comporte en moyenne un graphe-admissible (contrairement à 
lorsqu'on utilisait le critère Cardinal-Pire-Cas). 
6.4.3 Tests d'incrémentalité 
Le troisième type de tests consiste à tester l'aspect incrémental de ce résoîveur. Ici, on suppose 
que le nombre de variable nv est le tiers du nombre de contraintes ne générées et que les contraintes 
générées ont les mêmes caractéristiques que celle du deuxième type de tests. Le nombre de contrain-
tes varie de 10 à 200, par pas de 10. On calcule le temps nécessaire pour l'ajout de la 25ème con-
cerne ème\ trainte (resp. de la 35 contrainte, ..., et de la 195 ) générée. L'expérience est faite 50 fois et le 
temps moyen est reporté sur la figure. Les résultats obtenus en utilisant le critère Nombre-Contrain-
tes-Non-Satisfaites sont ceux de la figure 37. 
Ces différentes mesures peuvent être interprétées comme suit : 
plus le nombre de contraintes dans le système est important plus le temps mis pour l'ajout 
d'une contrainte est important, ceci est dû au nombre d'éléments dans G qui croît vite par 
rapport au nombre de contraintes introduite au système et par conséquent, d'un ajout à un 
autre, on est amené à examiner plus d'éléments de G pour trouver une solution. 
Temps d'incrémentalité pour le critère NCNS 
10 
155 160 165 170 175 180 185 ¡90 195 
(b) 
6.5 Comparaison fonctionnelle avec d'autres résolveurs 
Comme il est mentionné au chapitre 4, SkyBlue est le successeur de DeltaBlue. Comme Quick-
Plan et Deltablue, SkyBiue est un résoîveur de contraintes fonctionnelles d'un système hiérarchique. 
QuickPlan, DeltaBlue et SkyBlue manipulent des contraintes fonctionnelles. Chacune de ces con-
traintes peut avoir plusieurs méthodes. Chaque méthode peut avoir plusieurs variables en entrée et 
plusieurs en sortie. QuickPlan, DeltaBlue et SkyBlue utilisent la propagation locale basée sur le 
comparateur Localement-Prédicat-Meilleur, et construisent des graphes localement meilleurs 
(GLM). SkyBlue supporte les graphes de contraintes cycliques et fait appel à un résoîveur qui satis-
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fait ces contraintes simultanément. Les principales différences entre Houria, QuickPlan, SkyBlue et 
DeltaBlue sont les suivantes : 
• Skyblue traite les contraintes cycliques (en faisant appel à un résolveur de cycle) et les con-
traintes possédant plusieurs méthodes, tandis que QuickPlan, DeltaBlue et Houria traitent les 
contraintes possédant plusieurs méthodes et éliminent les cycles. Houria peut être étendu pour 
manipuler les cycles, il suffit de prévoir un résolveur de cycle et lors de la détection d'un cycle 
par la définition Pas-De-Cycle, faire appel à ce résolveur de cycle (qui résout les contraintes 
simultanément). 
• Etant donné un système hiérarchique de contraintes, Houria manipule plusieurs graphes solu-
tions (ceci est particulièrement intéressant, si l'utilisateur désire avoir plus d'une solution lors 
de l'ajout ou du retrait d'une contrainte) tandis que QuickPlan, DeltaBlue et SkyBlue manipu-
lent un seul graphe solution qui est localement meilleur. 
• Pour un problème sur-contraint, les critères de comparaison utilisés par Houria sont plus fins 
et donnent des solutions ayant une qualité meilleure que celles produites par le critère utilisé 
dans QuickPlan, SkyBlue ou DeltaBlue. 
• Si la hiérarchie de contraintes possède une ou plusieurs solutions cycliques et au moins une 
solution acyclique, alors Houria et QuickPlan garantissent de trouver cette solution acyclique, 
tandis que SkyBlue est incapable de garantir cette solution. 
• Le mode de représentation des contraintes utilisé par Houria est souple : il permet de manipu-
ler les graphes solutions comme des ensembles de variables, ce qui rend les calculs moins 
coûteux en temps et en espace mémoire. L'intégration dans Houria de n'importe quel critère 
global de comparaison basé sur l'erreur prédicat est possible. Il suffit d'attribuer des nouvelles 
fonctionnalités à l'opérateur ©. Tandis que l'intégration d'un nouveau critère local ou global 
à l'un des résolveurs suivant QuickPlan, DeltaBlue ou SkyBlue nécessiterait Sa modification 
des noyaux de ces derniers. 
• Houria manipule des hiérarchies de contraintes où les contraintes d'un niveau donné peuvent 
être pondérées par des poids numériques (ou indices de satisfaction) tandis que QuickPlan, 
DeltaBlue et SkyBlue manipulent des hiérarchies de contraintes où les contraintes sont uni-
quement étiquetées. 
L'exemple suivant illustre la comparaison entre un des critères utilisés par Houria (c.à.d Nombre-
Contraintes-Non-Saiisfaiîes) et celui utilisé par SkyBlue (c.à.d Localement-Prédicat-Meilleur). 
H= ( Ha H,. H2j, H0 = { c01}. H, = {cu. c,2. c]3f, H2 = fc2¡), M = {v.v -» V j} , 
C0J l 
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Le graphe localement meilleur construit par SkyBlue est celui de la figure 38. SkyBlue garde la con-
trainte CJJ non active, puisqu'il considère que même si elle devient active, elle ne produirait pas un 
graphe localement meilleur que celui de la figure 38. L'invariant en SkyBlue est qu'il n'existe pas de 
contrainte inactive qui puisse être activée en désactivant une ou plusieurs contraintes moins impor-
tantes. Aussi lors de 1'activation d'une contrainte, il n'y a pas de conflit entre la méthode sélection-
née de cette contrainte et celle d'une autre contrainte plus importante active dans le graphe. SkyBlue 
garde la contrainte c2¡ inactive, puisqu'elle est en conflit avec la contrainte c¡¡, et elle est moins 
importante que cette dernière (c.à.d. c¡¡ est étiquetée par forte tandis que c2¡ est étiquetée par 
moyenne). 
I. Dans le sens où ces enteres discriminent mieux l'ensemble des valuations dans Sb qu'un comparateur local. 
2- Pour les enteres Nombre-Contraintes-Non-Satisfaius /Localement-Prédicat-Meilleur, ces solutions sont meilleures du point de vue 
du nombre de contraintes satisfaites en respectant la hiérarchie 
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FIGURE 38 
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Graphe localement meilleur de méthodes généré par SkyBlue. 
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Le graphe lexicographiquement meilleur construit par Houria est celui de la figure 39. La valuation 
produite par ce graphe doit être préférée à celle produite par le graphe localement meilleur de la 
figure 38, puisqu'elle est d'une qualité meilleure. 
FIGURE 39: 
requise 
Graphe Lexicographiquement meilleur généré par Houria. 
forte moyenne 
6.6 Perspective 
Pour remédier au problème de stockage des états et des tests de maximalité entre ces états, on 
peut procéder de la manière suivante : la gestion des graphes solutions sera effectuée par un arbre où 
les noeuds sont des contraintes. Chaque noeud a autant d'arcs que de méthodes plus un arc pour 
exprimer l'absence de cette contrainte dans la branche. Chaque chemin de la racine à une feuille cor-
respond à un graphe de méthode. Seule la feuille de la branche courante (la branche la plus promet-
teuse) sera calculée en utilisant l'opérateur de conjonction sur les différentes méthodes qui sont les 
arcs de ce chemin. L'ensemble G aura ¡a même structure que celle décrite auparavant à savoir un 
ensemble d'états où chacun de ces états possède une queue. Ici un état est un paquet de noeuds de 
l'arbre et la queue d'un état renferme les noeuds à ajouter (des contraintes à ajouter). La fonction 
d'évaluation reste Sa même. 
Lors de l'ajout d'une contrainte, un nouveau noeud va être ajouté à toutes les queues dans G et au 
chemin courant dans l'arbre. S'il y a consistance entre ce chemin courant et le noeud ajouté, une 
nouvelle feuille sera calculée et constituera le graphe solution, s'il n'y a pas consistance, il faut 
remonter de la feuille du chemin courant jusqu'à l'arc le plus haut qui crée cette inconsistance. 
Ensuite il faut copier cette branche courante en une ou plusieurs sous branches maximales consis-
tantes avec le noeud ajouté. En effet, s'il s'agit d'un conflit de méthodes, seule une seule branche 
sera ajoutée à l'arbre, mais dans le cas d'un circuit, plusieurs branches peuvent être déduites et. ajou-
tées à l'arbre. La feuille du chemin courant n'est pas stockée. L'ensemble G est ensuite trié selon la 
fonction d'évaluation/et la branche prometteuse est déterminée. Ce processus continue jusqu'à ce 
que la queue du premier paquet soit vide. 
Le mécanisme pour réaliser cette perspective reste le même que celui décrit auparavant, seulement 
ici on espère que le fait de ne garder que des références dans G et non des graphes solutions (quitte à 
Ses recalculer plusieurs fois lors d'une inconsistance ou lors de changement de branche) nous permet 
de réduire la complexité en espace mémoire. 
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Synthèse du chapitre 
L'objet de ce sixième chapitre a été l'extension du nouvel algorithme incrémental pour îa résolu-
tion de hiérarchies de contraintes fonctionnelles conçu au chapitre 5. Cette extension consiste à sur-
monter la restriction imposée par les résolveurs existants et de prendre en compte des hiérarchies 
contenant des contraintes étiquetées et pondérées. 
D'une façon théorique, si la hiérarchie possède une ou plusieurs solutions acycliques (c.à.d. il existe 
une ou plusieurs valuations dans 5 telles que ces valuations satisfassent des ensembles de contraintes 
ne formant pas de cycle) alors on garantit de trouver ces solutions à partir de ces graphes-solutions 
en leur appliquant l'algorithme de propagation locale. Maintenant, il se peut que la hiérarchie ne 
possède pas de solution acyclique et possède uniquement des solutions cycliques, vue la première 
condition de la définition d'un graphe solution, ces graphes solutions garantissent de trouver les 
solutions les plus proches de celles de S. Il est à signaler ici qu'on peut aussi trouver ces solutions 
cycliques, il suffit d'avoir un outil (résolveur de cycle) qui résout un ensemble de contraintes for-
mant un cycle lors de sa détection par le prédicat Pas-De-Circuit-Bis (défini au chapitre 5). 
Les deux critères de comparaison intégrés à cet algorithme dans ce chapitre sont le comparateur 
Cardinal-Pire-Cas et Somme-Pondérée-Prédicat. Le comparateur Cardinal-Pire-Cas peut être con-
sidéré lorsque l'utilisateur désire exprimer au sein d'une même classe des contraintes de remplace-
ment ou encore des priorités entres les méthodes des contraintes. Par exemple, si l'on considère la 
contrainte Somme =B+C+D. Cette contrainte peut avoir 4 méthodes où chacune calcule la valeur 
d'une des quatre variables à partir des trois autres. Chacune de ces méthodes peut être invoquée pour 
satisfaire cette contrainte. Si lors d'une modification d'une des valeurs des variable S, C ou D alors 
il semblerait plus naturel de répercuter cette modification sur la valeur de la variable Somme et non 
sur celle de l'une des variables non modifiées. Pour réaliser ce désir, Il suffit de pondérer la méthode 
calculant la variable Somme par un indice fort, ensuite les méthodes calculant les valeurs des autres 
variables par un indice moins fort. 
Le comparateur Somme-Pondérée-Prédicat peut être considéré lorsque le poids d'une contrainte tra-
duit son degré (c.à.d. mesure) d'importance dans ¡a classe de la hiérarchie où elle se trouve si elle est 
satisfaite. 
On montre également que les ensembles de solutions obtenus par ces comparateurs sont différents 
les uns des autres. Ces ensembles sont aussi différents de celui produit par le comparateur Nombre-
Contraintes-Non-Satisfaites après subdivision de la hiérarchie. 
Le résolveur tel qu'il est conçu au chapitre 5 a permis l'intégration des deux critères globaux décrits 
dans ce chapitre sans avoir à modifier son noyau. II a fallu tout simplement attribuer des fonctionna-
lités différentes à l'opérateur © (à la fonction d'évaluation) selon le comparateur utilisé. Générale-
ment, l'intégration de n'importe quel critère global utilisant l'erreur prédicat (qui retourne 1 si la 
contrainte n'est pas satisfaite et 0 sinon) dans ce résolveur est possible. Il suffit d'associer sa fonc-
tion d'agrégation d'erreur par niveau à l'opérateur ©. 
7 L'utilisation de Houria dans la 
programmation logique par hiérarchie de 
contraintes. 
Les contraintes fonctionnelles sont utilisées dans plusieurs applications gérées par des langages 
de programmation logique par contraintes comme par exemple dans les interfaces graphiques, pour 
des simulations physiques ou encore des contraintes géométriques. Dans plusieurs situations, il est 
nécessaire de pouvoir exprimer dans ces langages des contraintes dures qui doivent être satisfaites et 
les contraintes de préférences à satisfaire au mieux selon le comparateur utilisé. 
La Programmation Logique par Hiérarchie de Contraintes (PLHC) étend la Programmation Logique 
par Contraintes (PLC) en incluant les hiérarchies de contraintes. La PLC comme la PLHC sont para-
métrées par D qui est le domaine des contraintes. De plus, la PLHC est paramétrée par le compara-
teur C utilisé. Des prototypes de la PLHC(D.LPM) sont décrit dans [WÍ192, WB89, BMM+89, 
BDF+87] où D est l'ensemble des réels et LPM est le comparateur Localement-Prédicaî-Meilleur. 
Comme il est mentionné par les auteurs de ces prototypes, l'expérience d'écrire des programmes en 
PLHC(R,LPM) montre que le comparateur Localement-Prédicat-Meilleurproduit des solutions non 
intuitives. Ceci résulte du fait que le comparateur Localement-Prédicat-Meilleur ne peut comparer 
que des solutions résultant d'une seule hiérarchie (ceci est appelé comparaison intra-hiérarchie). 
Cependant, plusieurs applications pratiques en PLHC suggèrent le besoin d'une comparaison entre 
les solutions résultant des différents choix de règles du programme afin d'éliminer celles qui sont 
non intuitives (c.à.d. jugées moins bonnes) (ceci est appelé comparaison inter-hiérarchies). 
Pour réaliser une comparaison inter-hiérarchies, seuls les comparateurs globaux peuvent être utili-
sés. Le résolveur décrit dans les chapitres 5 et 6 impíamente des comparateurs globaux et il peut 
donc être utilisé à cet effet. 
Ce chapitre décrit un algorithme basé sur notre résolveur présenté dans les chapitres 5 et 6 et sur le 
fondement théorique de comparaison inter-hiérarchies que nous rappellerons dans ce chapitre. Ce 
fondement est décrit en détail dans [Wil92. WB89], il étend la définition de l'ensemble de solutions 
afin de donner la possibilité de pouvoir comparer deux solutions résultant de différentes hiérarchies. 
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Ce chapitre est composé de quatre parties. La première partie est un état de l'art ou nous présente-
rons l'intégration des hiérarchies de contraintes dans les langages de programmation logique. Il 
s'agira tout d'abord de décrire globalement la programmation logique par contraintes, ensuite la 
programmation logique par hiérarchie de contraintes ainsi que le schéma général étendu du compa-
rateur Globalement-Meilleur utilisé pour la comparaison inter-hiérarchies. On montre via deux 
exemples le besoin de comparaison inter-hiérarchies. On discutera sur l'aspect des comparateurs, 
sur les contraintes non primitives et enfin sur les travaux existants dans ce domaine. Ces travaux 
avaient pour objectif d'obtenir les mêmes résultats que la comparaison inter-hiérarchies. L'exposé 
de cette partie ne se veut pas exhaustif mais ciblé sur la description des points théoriques auxquels 
nous ferons référence ultérieurement dans ce chapitre. Dans la deuxième partie, on présente les 
idées sur lesquelles est basé un nouvel algorithme pour la réalisation de cette comparaison inter-hié-
rarchies. La troisième partie décrit cet algorithme. Enfin, la quatrième partie décrit un exemple pour 
bien illustrer cet algorithme. 
7.1 Hiérarchie de contraintes et programmation logique 
Initialement, les hiérarchies de contraintes ont été une extension du système Thinglab [BDF+87]. 
Par rapport aux hiérarchies de contraintes et à la programmation logique, nous avons vu que la théo-
rie des hiérarchies de contraintes permet à l'utilisateur de spécifier non seulement les contraintes 
dures mais aussi les contraintes de préférences réparties en un ou plusieurs niveaux. Ce schéma de 
hiérarchie de contraintes est paramétré par un comparateur C qui permet la comparaison des diffé-
rentes solutions possibles d'une seule hiérarchie et le choix de la meilleure solution. Récemment, le 
paradigme des hiérarchies de contraintes a été intégré avec le schéma de programmation logique par 
contraintes (PLC) afin de produire la programmation logique par hiérarchie de contraintes (PLHC). 
PLC et PLHC sont paramétrées par D qui est le domaine des contraintes. De plus la PLHC est para-
métrée par le comparateur C. Cette intégration de hiérarchies de contraintes dans la PLC permet à la 
théorie de la programmation logique d'être complétée par l'expressivité des contraintes de préfé-
rence. 
Les travaux précédents concernant ce domaine sont scindés essentiellement en deux : la Program-
mation Logique par Contraintes {PLC) et l'utilisation des contraintes dans les applications. Le 
schéma de la PLC est décrit dans [JL87]. Un certain nombre d'interprètes PLC ont été implémentés 
Nons pouvons citer Prolog III [Col871, CLP(R) [HJM+87, JM87] et CHIP [DVS+88]. Il existe aussi 
des travaux considérables sur l'utilisation des contraintes dans les applications comme par exemple 
les contraintes géométriques, les simulations physiques, les interfaces utilisateurs, le dessin et le for-
matage de document, les algorithmes d'animations ou encore le dessin et l'analyse d'instruments 
mécaniques et de circuits électriques. 
Dans cette section, nous illustrons l'extension de la notion de comparateur appliquée à la comparai-
son inter-hiérarchies. Les définitions précédentes des comparateurs données au chapitre 2 sont des 
cas particuliers dans le sens où elles utilisent une seule hiérarchie. Etant données les nouvelles défi-
nitions de cette section, il serait facile de voir que ces comparateurs inter-hiérarchies exhibent une 
conduite non monotone. On présentera aussi quelques propriétés intéressantes sur les hiérarchies de 
contraintes. 
En programmation logique par contraintes, les règles sont de la forme : p(t) .- q¡(t), , qm(t), 
c¡(t) cn(t) avec p, q¡ qm des symboles de prédicats et c¡, ..... cn des contraintes, t dénote une 
liste de terme. En programmation logique par hiérarchie de contraintes les règles sont de la forme : 
pit) :- q¡(i) qm(t). s¡C](t) , sncn(t). s¡ indique le niveau de préférence de la contrainte corres-
pondante c,-. Des étiquettes sont associées aux différents niveaux de préférences de la hiérarchie. 
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L'utilisateur définit un nombre arbitraire d'étiquettes qui correspond au nombre de niveaux de ia 
hiérarchie. Si toute étiquette s¡ est "requise", alors il est clair que le programme est équivalent au 
même programme exprimé en PLC sans étiquettes sur les contraintes. 
7.1.1 Fondement théorique de la comparaison inter-hiérarchies 
Dans [WÍ192, WB89, BDF+87], une solution d'un ensemble de hiérarchies de contraintes A, con-
siste en une valuation pour toutes les variables libres dans A. L'ensemble A consiste en des hiérar-
chies qui résultent des choix des règles alternatives dans un programme. 
La définition de l'ensemble S de solutions au chapitre 2 reposait sur le fait que l'on considérait une 
seule hiérarchie. Ici, S contient toutes les solutions de A. Lorsque A contient une seule hiérarchie, la 
nouvelle définition de S est équivalente à celle du chapitre précédent. On définit en premier l'ensem-
ble SQ des valuations qui satisfont toutes les contraintes requises (par hiérarchie) des hiérarchies 
dans A. Chaque valuation 9 dans SQ est associée à la hiérarchie qu'elle satisfait. Ensuite l'ensemble 
S est défini comme avant, à l'exception du comparateur meilleur qui est paramétré par un ensemble 
de hiérarchies de contraintes. Par suite, les valuations potentielles d'une hiérarchie dans A qui sont 
jugées moins bonnes que d'autres valuations potentielles d'une autre hiérarchie dans A sont élimi-
nées. 
S0 = f % : VA e A ¥c e h0 ex0(c6) = 0} 
S - (Bh: Bh e S0 A \fr\h- e S0^ meUleur(r\h>, Bh ,A)} 
avec meilleur(r\h>, Qh ,A) <=> (G(R(Ar\h-)) <G C(R(AQh ))). 
S(C) est l'ensemble des solutions de l'ensemble des hiérarchies utilisant le comparateur C. Comme 
il est écrit au deuxième chapitre, les comparateurs sont irréflexifs et transitifs et respectent aussi la 
sémantique des hiérarchies dans A. 
Puisque le comparateur Localement-Meilleur considère individuellement chaque contrainte de la 
hiérarchie pour déterminer l'effet d'une valuation, il serait inutile de considérer ce type de compara-
teur pour la comparaison inter-hiérarchies (c.à.d. pour comparer les différentes solutions des diffé-
rentes hiérarchies dans A). En d'autres termes, Localement-Meilleur est défini seulement si A 
consiste en une seule hiérarchie. 
Le schéma des comparateurs globaux Globalement-Meilleur a été étendu pour satisfaire la compa-
raison inter-hiérarchies. Nous rappelons que ce schéma est paramétré par une fonction g qui agrège 
les erreurs de toutes les contraintes d'un niveau de la hiérarchie. La définition de cette extension est : 
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Définition 7.1 : 
la valuation Qh est Globalement-Meilleure qu'une autre valuation T¡/,. si pour chaque niveau 
jusqu'au niveau k-1, l'erreur obtenue par 0 sur la hiérarchie h après agrégation est égale à celle obte-
nue par T\ sur la hiérarchie h ' après agrégation, et au niveau k elle est strictement inférieure. 
Pour une instance de <Q dans {Nombre-Contraintes-Non-Satisfaites, Somme-Pondérée-Pré-
dicat, etc.), Vfc = [v¡, v2 vk] est la liste des erreurs obtenues du niveau i d'une hiérarchie 
hs A en utilisant la fonction d'erreur triviale (qui retourne 0 si la contrainte est satisfaite et 1 
sinon) et g(Vhi) est dans : 
I £ vi) x V; avec <g est < et <>g est =. 
Pour une instance de <Q dans {Somme-Pondérée, Pire-Cas, M oindre-Carré}, Vhi = [v ¡. v2, 
vk] est la liste des erreurs obtenues du niveau i d'une hiérarchie he A en utilisant la fonc-
tion d'erreur métrique et g(Vhi) est dans : 
v -v • [(Max • , , {w .v .}),' 
; j p y- i-kL ] js>', 
• k 
2 
H' -V . 
J J 
avec <„ est < et <>„ est = pour les réels. 
Pour une instance de <G appelée globalement-meilleur, pour deux vecteurs Vf.¡=[v¡, v2, 
VfJ et Ufc'=[u¡, M2, u¡J, <set <>g sont définis par : 
vhî <s uhr = gWhi) <g 8(Vhi-)- e t vhi<>g uhr = g(Vhi) <>g 8(Vhï)-
Cette définition n'empêche pas l'ensemble A de hiérarchies d'être un ensemble infini. En pratique 
ceci peut avoir lieu lorsque les règles sont récursives et ne se terminent jamais comme le montre le 
programme suivant : 
F(x) :- G(x), forte x<0. 
G(I). 
G(x);-G(x- 1), 
Pour des programmes comme celui décrit ci-dessus, il n'y a pas de moyen d'éviter une recherche 
infinie pour trouver les meilleures solutions. Pour éviter de telles recherches, on doit s'assurer que le 
programme s'arrête bien. 
Il est à signaler qu'une autre approche pour définir la comparaison inter-hiérarchies a été donnée par 
Michael Mäher et Peter S tue key [MS91], Au lieu de définir l'ensemble S0 des valuations qui sont 
solutions des contraintes requises des hiérarchies dans A, cette approche définit des pré-solutions 
pour chaque hiérarchie. Et une fonction de pré-mesure g qui associe une pré-solution et un ensemble 
de contraintes à un élément dans un ensemble 7. Si cet ensemble est celui des réels et la fonction de 
pré-mesure est 0-k, avec k le nombre de contraintes non satisfaites d'un niveau donné, alors cette 
approche génère le comparateur Nombre-Contraintes-Non-Satisfaites. Plusieurs autres compara-
teurs peuvent être obtenus en utilisant cette approche en faisant varier la fonction de pré-mesure et 
l'ensemble T. 
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7.1.2 Exemples en PLHC montrant le besoin de comparaison inter-hiérarchies 
Les exemples que l'on décrit ici ont un comportement inattendu bien que les solutions produites 
par l'interprète de la PLHC soient correctes au sens de la sémantique de la PLHC, Ceci résulte de 
l'incapacité de la PLHC à discriminer entre les solutions produites par les différents choix de règles. 
Dans les définitions initiales, les comparateurs sélectionnent la meilleure solution d'une seule hié-
rarchie. Ceci est appelé comparaison intra-hiérarchie. Ces exemples suggèrent le besoin d'une com-
paraison inter-hiérarchies. 
FIGURE 40 : Programme montrant le besoin de la comparaison inter-hiérarchies 
niveau( [requise, forte]) 
F(x) :- G(x), forte x=3. 
G(3); 
G(4); 
Si l'on considère le programme décrit dans la figure 40, et si on cherche à résoudre le but F(A) 
alors deux hiérarchies de contraintes résultent de ce programme. La première est : h¡ = (requise 
A-3, forte A=3J et la deuxième est : h2 = (requise A-4, forte A=3J. Les deux hiérarchies sont des 
candidates potentielles pour résoudre le but F(A). 
On aurait souhaité n'avoir que la première hiérarchie qui produise la réponse A=3 lors de sa résolu-
tion puisque cette réponse ne viole aucune contrainte dans cette hiérarchie. Pour réaliser ce souhait, 
la comparaison entre ces deux hiérarchies est indispensable. Cette comparaison n'aura un sens que 
si F interprète de PLHC est paramétré par un comparateur global. Dans cet exemple, l'utilisation du 
comparateur global Nombre-Contraintes-Non-Satisfaites favorise la hiérarchie h¡ (puisque la 
réponse produite par cette hiérarchie ne viole aucune de ces contraintes) et élimine la hiérarchie 
indésirable h2 (puisque la réponse produite par cette hiérarchie qui est A=4 viole la contrainte forte 
A=3). Cette comparaison n'aura pas de sens si l'interprète de PLHC est paramétré par le compara-
teur Localement-Prédicat-Meilleur puisque ce comparateur considère les contraintes individuelle-
ment et ne peut pas comparer deux solutions qui satisfont deux ensembles de contraintes non inclus 
l'un dans l'autre. 
D'une manière, générale, puisque Se comparateur Localement-Meilleur considère individuellement 
chaque contrainte de la hiérarchie pour déterminer l'effet d'une valuation, il serait inutile de consi-
dérer ce type de comparateur pour la comparaison inter-hiérarchies (c.à.d. pour comparer les diffé-
rentes solutions des différentes hiérarchies). 
Il y a plusieurs autres exemples où la comparaison inter-hiérarchies conduit à la suppression de solu-
tions indésirables de l'ensemble des réponses. Le deuxième exemple décrit dans la figure 41 con-
siste en un programme qui compte Se nombre minimal de pièces de monnaie échangées contre une 
somme spécifique donnée. Sans comparaison inter-hiérarchies, la solution au but echange(16, Pièce-
20, Pièce-10, Pièce-5, Pièce-]) va essentiellement ignorer les contraintes de préférences, puisque les 
valeurs des variables Pièce-20, Pièce-10, Pièce-5, Pièce-} doivent être déterminées par le prédicat 
Int. La solution souhaitée : Pièce-20 = 0, Pièce-10 = 1, Pièce-5 = 1 et Pièce-l=l est retournée par 
l'interprète paramétré par le comparateur Localement-Prédicat-Meilleur, mais aussi plusieurs autres 
solutions sont retournées notamment Pièce-l = 16. Tandis qu'avec une comparaison inter-hiérarchies 
en utilisant le comparateur global Nombre-Contraintes-Non-Satisfaites, seule la solution souhaitée 
est retournée. 
I Ces exemples son! empruntés de [WB89,Wil92,DVS+88, MS91] 
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FIGURE 41 : Programme monnaies-échangêes 
niveaux ([requise, forte]) 
echange(Somme, Pièce-20, Pièce-10, Pièce-5, Pièce-1) :-
requise (Pièce-20 x 20) + (Pièce-10 x 10) +(Pièce-5 x 5) + (Pièce-1 x 1 ) = Somme, 
disponible(Dp-20, Dp-10, Dp-5, Dp-1), 
requise Pièce-20 < Dp-20, requise Pièce-10 < Dp-10, 
requise Pièce-5 < dp-5, requise Pièce-1 < Dp-1, 
int(Pièce-ZO), int(Pièce-lO), int( Pièce-5), int(Pièce-1), 
forte Pièce-1 < 5, forte Pièce-5 < 2, fane Pièce-10 < 2. 
int(0). 
int(X) :- requise X>0, int(X-l). 
disponible (10,2, 4, 16). 
7.1.3 L'aspect non-monotone des comparateurs 
La logique classique est monotone dans le sens où ajouter un nouvel axiome à la théorie ne peut 
qu'agrandir l'ensemble des théorèmes. Les comparateurs globaux définis auparavant soulèvent la 
non-monotonie des programmes puisque l'ajout d'une nouvelle règle peut créer une incohérence 
avec les solutions précédentes. Un comparateur est monotone si l'ensemble de solutions de A est un 
sous ensemble de celui de A u A' avec A' un ensemble quelconque de hiérarchies de contraintes. 
Définition 7.2 : 
Soit A et A' deux ensembles de hiérarchies de contraintes. Soit 8 une valuation et C un compara-
teur global. C est monotone si et seulement si : 
VA VA' V6 si 8heSA(C) alors QheSAyj A-(C). 
Proposition 7.1 : Soit D un domaine contenant plus qu'un élément. Chaque comparateur global res-
pectant la hiérarchie est non-monotone. 
Preuve : Soit A=/(requise x=a, défaut x~b}} et soit ^-{{requise x=b}} avec a et b sont deux élé-
ments distincts du domaine D Soit C un comparateur qui respecte l'ensemble des hiérarchies. 
SA(C)=({a}} et SA'(C)=({b}}. La valuation dans SA-(C) est meilleure que celle dans SA(C), ainsi la 
valuation x-a n'est pas dans SA 0 A{C) (SA u A- = ({b}}). On conclut donc que C est non-monotone. 
Pour illustrer la propriété de la non-monotonie et ses effets sur un programme, considérons le pro-
gramme suivant : 
F(x):-G(x), forte x>0, 
G(-l). 
Etant donné le but F(A), un interprète pour PLHC(R,C) retournera la réponse A=-l. 
Supposons maintenant que l'on ajoute le fait G(l) au programme. Si l'interprète est basé sur le com-
parateur local Localement-Meilleur, les réponses retournées seront A=-l etA=l puisque ce type de 
!. Cette définition ne s'applique pas à des comparateurs locaux puisque l'ensemble 5 4 u à ' est non défini. 
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comparateur ne permet pas de réaliser une comparaison inter-hiérarchies. Cependant, l'utilisation de 
n'importe quel comparateur global C qui respecte l'ensemble des hiérarchies dans un interprète pour 
PLHC(R,C) retourne la seule réponse A~I à la question F(A). Ainsi, l'ensemble des faits déduits du 
programme initial n'est pas un sous-ensemble de l'ensemble des faits dérivés lors de l'ajout d'une 
nouvelle règle. Ceci est similaire à la logique non-monotone dans laquelle l'ajout d'un axiome à 
l'ensemble d'axiomes existant peut résulter en une falsification des théorèmes existants. 
7.1.4 Contraintes non primitives 
Les interprètes existants de PLHC permettent seulement l'expression des contraintes primitives 
(c.à.d. contraintes de la forme c(t¡, ..., tn)). Cependant, le résultat formel dans [BMM+89] est valide 
si l'on permet une large classe de contraintes formée par la combinaison de contraintes primitives 
utilisant les connecteurs logiques (et, ou et non) et les quantificateurs existentiels. En PLC, les effets 
de la disjonction et de la conjonction peuvent être réalisés indirectement. Tandis qu'en PLHC, ceci 
n'est pas vrai comme le montre l'exemple dans cette section. 
Si l'on essayait d'étendre le formalisme PLHC de façon à inclure des contraintes non primitives, 
alors cette extension ajouterait une grande expressivité et puissance à ces contraintes et par consé-
quent on attribuerait d'autres sens aux programmes qui seraient différents des sens initiaux. De plus, 
il y a plusieurs exemples où l'utilisation de la disjonction élimine la nécessité de comparaisons inter-
hiérarchies. Il est bien évident que tous les cas ne peuvent pas être traités de cette façon. 
En PLC, la conjonction de contraintes est accompli par l'ajout de ces contraintes dans le corps d'une 
règle et la disjonction (au moins sémantiquement) par l'ajout d'une nouvelle règle au programme. 
En PLHC, on ne peut pas atteindre ce résultat si simplement. Considérons la hiérarchie suivante : 
H-{requise x > = -J0, requise x < 10. défaut x > = 5 , défaut x<-5). En utilisant le comparateur 
Localement-Prédicat-Meilleur. L'ensemble des solutions de cette hiérarchie est {x/ —10 < x <—5 ou 
5 < x < 10}. Supposons maintenant que l'on reformule cette hiérarchie en mettant une conjonction 
entre les contraintes étiquetées par défaut (c.à.d on remplace dans la hiérarchie défaut x >= 5 , 
défaut x <-5 par défaut (x >- 5,\ x <-5)). L'ensemble des solutions à cette nouvelle hiérarchie en 
utilisant le même comparateur est (x/-10 < x <10J. On voit bien que l'on ne peut pas atteindre les 
effets de la conjonction en PLHC seulement par l'ajout de contraintes au corps des règles comme on 
fait en PLC. 
Pareillement, la disjonction ne peut pas être atteinte en PLHC par un simple ajout de règles repré-
sentant des directions alternatives pour la satisfaction des contraintes. Considérons l'exemple sui-
vant : 
F(x) :- G(x), forte x>0. 
G(-l). 
G(l). 
Les réponses au but F(A) en utilisant le comparateur Localement-Prédicat-Meilleur sont .4=-/ et 
A=l. Supposons que l'on étende le formalisme PLHC pour inclure non seulement les contraintes 
primitives dans le corps d'une règle mais aussi la disjonction des contraintes primitives. Par exemple 
comme dans le programme suivant : 
F(x) :- requise (x=—l v x=l), forte x>0. 
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La réponse au but F(A) est A~L Ceci soulève deux possibilités intéressantes selon [WÍ192]. La pre-
mière est que la portée des programmes possibles en PLHC doit être étendue par l'extension des 
classes des contraintes pour inclure les connecteurs de conjonction et de disjonction. La deuxième 
est de réaliser les effets de la comparaison inter-hiérarchies en permettant le disjonction de contrain-
tes primitives comme le montre l'exemple précédent. Ceci accomplit en effet le mélange de deux 
hiérarchies en une seule. Cependant, il n'est pas toujours possible de combiner deux hiérarchies de 
cette façon, comme le montre l'exemple suivant : 
F(x) :- requise x=l, forte x< 0, 
F(x) :- requise x=2 . 
En satisfaisant le but F(A), deux hiérarchies sont créées, la première consiste en une contrainte 
requise et une contrainte forte et la deuxième consiste en une contrainte requise. Le comparateur 
localement-prédicat-meilleur retourne les deux solutions A=l et ,4=2. Un comparateur global qui 
respecte la hiérarchie retournera la solution A=2. Si l'on essaye de réécrire ce programme en utili-
sant la disjonction pour que le comparateur Localement-Prédicaî-Meilleur retourne la solution A=2, 
on doit déterminer une technique pour combiner les contraintes requises. La seule possibilité est le 
programme suivant : 
F(x) :- requise (x=l v x—2), forte x< 0. 
Malheureusement, les solutions au but F(A) obtenues par le comparateur localement-prédicat-
meilleur sont les mêmes qu'avant à savoir A = l et A~2, Cette transformation est pire dans la mesure 
où certains comparateurs globaux (par exemple Somme-Pondérée-Métrique) retournent la réponse 
fausse A=l (puisque cette réponce satisfait mieux la contrainte forte x < 0). Ceci est dû au fait que 
l'on a mis en relation une contrainte requise d'une hiérarchie avec une contrainte de préférence 
d'une autre hiérarchie ce qui entraîne la perte de l'intention (c.à.d correction ) du programme initial. 
Le programme de la figure 42 est un exemple plus réaliste dans lequel la disjonction n'est pas un 
remède contre le besoin d'avoir une comparaison inter-hiérarchies. Dans ce programme, on essaye 
de trouver un temps convenable pour une réunion entre Bertrand et Franck. Bertrand est libre Ven-
dredi de 12h à 16h, mais il préfère que la réunion soit après 14h. Il est aussi libre Samedi de 10h à 
Î3h. Franck est libre Vendredi de 13h à 14h et Samedi de 1 lh à 12h. Même si Bertrand est disponi-
ble ces deux jours aux mêmes horaires, on aimerait que la réponse à la question date-réunion-possi-
ble(Bertrand, Franck. Jour, Heure, ]) retourne une réponse n'incluant pas "Vendredi à 13h" puisque 
cette solution ne satisfait pas la contrainte de préférence posée par Bertrand. Cependant, la réponse 
"Samedi à l lh" doit satisfaire toutes les contraintes dans la hiérarchie qui l'a produite et doit être la 
seule. 
La résolution du but Date-réumon-possiblef Bertrand, Franck, Jour, Heure. 1 ) entraîne deux hiérar-
chies de contraintes différentes. La première consiste uniquement en des contraintes requises et la 
deuxième en des contraintes requises (différentes des précédentes) et la contrainte de préférence 
forte Début-libre-2 >= 14.11 n'y a pas de possibilité de reformuler ce programme avec une seule 
hiérarchie utilisant la disjonction puisqu'on ne peut pas permettre à la contrainte de préférence de la 
seconde hiérarchie d'éliminer des valuations qui résolvent les contraintes requises de la première 
hiérarchie. Bien qu'on étende le formalisme PLHC en incluant les contraintes non-primitives pour 
pouvoir réécrire quelques programmes et éliminer les solutions indésirables, on ne peut pas utiliser 
cette technique pour se dispenser du besoin de comparaison inter-hiérarchies. 
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FIGURE 42 : Programme nécisitant une comparaison inter-hierarchies 
niveaux ([requise, forte]) 
date-réunion-possible(Personne-1, Personne-2, Jour, Heure, Durée) :-
libre(Personne-l, Jour, Début-libre-1, Fin-libre-1), 
libre(Personne-2, Jour, Début-libre-2, Fin-libre-2), 
requise Début-libre-1 < Heure, 
requise Début-libre-1 < Heure, 
requise Heure + Durée < Fin-libre-1, 
requise Heure + Durée < Fin-libre-2. 
libre(Franck, Samedi, 11, 12). 
libre(Franck, Vendredi. 13, 14). 
libref Bertrand, Samedi, 10, 13). 
libre!Bertrand. Vendredi, J, 16) :- requise T>= 12, forte T >= 14. 
7.2 Vue générale de l'algorithme proposé 
D'une manière opérationnelle, les buts sont exécutés comme en PLC cri ignorant temporairement 
ies contraintes de préférences et en les accumulant dans des hiérarchies que l'on met dans l'ensem-
ble A (cet ensemble contiendra les hiérarchies résultant des différents choix des règles alternatives 
dans le programme). L'objectif de l'algorithme que nous allons présenter est l'élimination de certai-
nes hiérarchies de l'ensemble A. La résolution de ces hiérarchies produiraient des solutions qui 
seraient jugées par le critère de comparaison utilisé dans le programme (par exemple un des trois 
critères intégrés dans Houria) moins bonnes que d'autres solutions produites par d'autres hiérarchies 
dans A. En général, ces solutions jugées moins bonnes sont non intuitives et indésirables. Pour 
atteindre cet objectif, on décrit trois phases en utilisant deux techniques d'optimisation. 
La première phase consiste en la réalisation des trois opérations suivantes : 
1. Pour chacune des hiérarchies dans A, on calcule par l'opérateur ®Comp ' a somme des 
paires (étiquette, poids) des contraintes n'ayant que des variables liées (toutes les variables 
de ces contraintes sont affectées à l'issue de la résolution des prédicats du programme). 
Cette somme est dénotée par ep-liée. 
2. Pour chacune des hiérarchies dans A, on calcule par l'opérateur ®comp *a somme des 
paires (étiquette, poids) des contraintes possédant au moins une variable libre. Cette 
somme est dénotée par ep-libre. 
3. On élimine de l'ensemble A, les hiérarchies ayant la somme de leurs ep-liée et ep-libre 
inférieure ou égale1 à la ep-liée d'une autre hiérarchie dans A (puisque on est certain que 
cette dernière produirait une solution qui serait jugée meilleure par le critère utilisé). 
1. Si Ton désire avoir toutes les solutions, on doit remplacer inférieure ou égale par inférieure strictement. 
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La deuxième phase consiste à la réalisation des deux opérations suivantes : 
1. On ordonne les hiérarchies restantes dans A selon l'ordre décroissant sur le critère : 
somme des ep-iiée et ep-libre de chacune des hiérarchies, 
2. Les hiérarchies dans A sont traitées l'une après l'autre en faisant appel au résolveur 
Houria. Houria extrait d'une hiérarchie h possédant au moins une variable libre un sous-
ensemble maximal consistant (voir chapitre 5) de contraintes (dénoté par Grh) qui peut 
être résolu. Cette opération se termine si un des deux cas suivants se produit : 
- toutes les hiérarchies dans A ont été traitées, 
- la somme de ep-liée de h et des paires (étiquette, poids) dans Grh est supérieure ou 
égale à celle des ep-liée et ep-libre de la hiérarchie qui suit h dans A. Dans ce cas, tou-
tes les hiérarchies qui suivent h sont enlevées de A. Il est inutile d'appeler Houria sur 
ces hiérarchies enlevées, puisque A est ordonné et par conséquent on est certain que les 
solutions à ces hiérarchies seront jugées par le critère utilisé dans le programme moins 
bonnes que la solution à la hiérarchie h. 
La troisième et dernière phase consiste en la réalisation des deux opérations suivantes : 
1. On élimine de l'ensemble des hiérarchies restantes dans A les hiérarchies ayant chacune 
la somme de leur liste ep-liées et des paires (étiquette, poids) dans leur graphe Gr de 
méthodes consistantes inférieure strictement à celle d'une autre hiérarchie dans A . 
2. Pour chacune des hiérarchies restantes dans A, on résout l'ensemble des contraintes 
dans son graphe Gr de méthodes consistantes associé. Cette résolution consiste à détermi-
ner les valeurs des variables libres dans ces contraintes. 
7.3 Mise en oeuvre de l'algorithme proposé 
Dans cette section, on présente les deux procédures Initialisation et Solutions-Désirées, qui met-
tent en oeuvre l'approche algorithmique décrite précédemment pour la réalisation de la comparaison 
inter-hiérarchies. 
Le premier pas de la procédure Initialisation consiste à former l'ensemble A des hiérarchies résul-
tant des différents choix de règles des prédicats dans le programme (ligne 1 ; figure 43) et de la réso-
lution des contraintes requises. On súpose que cet ensemble est fini (le programme est bien écrit). 
Dans le cas où l'ensemble A des hiérarchies est infini, un tel pas ne retourne pas de solution trouvée 
car il ne peut pas échapper aux branches infinies dans l'arbre de recherche. 
Successivement, la procédure examine l'ensemble A et associe à chacune des hiérarchies de cet 
ensemble : 
la liste V-libre contenant l'ensemble des variables libres de cette hiérarchie (l'ensemble des 
variables qui n'ont pas été déterminées par le premier pas de la procédure) (ligne 3; figure 
43), 
la liste C contenant l'ensemble des contraintes de cette hiérarchie (ligne 4; figure 43), 
la liste C-éligible contenant l'ensemble des contraintes de cette hiérarchie ayant chacune au 
moins une variable libre, cette liste sera utilisée pour affecter les variables de la liste V-libre 
(ligne 5; figure 43), 
1. On peut remplacer supérieure ou égale par supérieure stricte si l'on désire avoir toutes les solutions désirables. 
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la liste C-tesîer contenant l'ensemble des contraintes de cette hiérarchie ne possédant aucune 
variable dans la liste V-libre (ligne 6; figure 43). Cette liste va contribuer à l'élimination des 
hiérarchies telles que leurs résolutions produiraient des solutions indésirables 
la variable ep-liée contenant la somme des paires (étiquette, poids) des contraintes satisfaites 
dans la liste C-tester de cette hiérarchie (lignes 7, 8, 9, 10; figure 43). La notion de la somme 
dans ce chapitre est relative au critère utilisé. Cette somme est obtenue par l'opérateur ®comp 
On examine les contraintes éîigibîes de chaque hiérarchie dans A. Pour chacune de ces contraintes, 
la procédure marque les variables liées (n'appartenant pas à la liste V-libre) par l'annotation lecture-
seulemeni (voir paragraphe 1.1 du chapitre 3). Ceci pour ne pas redéterminer ces variables, du fait 
qu'elles ont été calculées par des contraintes requises (c.à.d. prédicats dans le programme) dans le 
premier pas de la procédure (lignes 11-15; figure 43). 
FIGURE 43 : Procédure d'initialisation de l'ensemble A 
Procédure Initialisation (P, Comp) 
1 A <— l'ensemble des hiérarchies résultant des choix de règles dans le programme P. 
2 Pour chaque hiérarchie h e A faire: 
Début 
3 V-libre^ <r- l'ensemble des variables libre dans h, V/¿ <— les variables dans h. 
4 Cfo <— l'ensemble des contraintes dans h. 
5 C-éligible^ <— contraintes € C^ ayant chacune au moins une variable dans V-libre^ 
6 C-tester^ <— contraintes e C/¡ n'ayant aucune variable dans V-libre^. 
7 ep-liée^ <— 0 . 
8 Pour chaque c s C-tester^ faire: _ 
9 Si c est satisfaite alors ep-liée fot- (ep-liée^ ®Comp c) Fin-Si, 
10 Fin-Pour. 
11 Pour chaque c e C-eligible^ faire: 
12 Pour chaque variable v contrainte par c faire: 
13 Si v e. V-libre h alors marquer v par l'annotation lecture-seulement. 
14 Fin-Pour, 
15 Fin-Pour. 
Fin. 
16 Fin-pour. 
La procédure Solutions-Désirées met en œuvre les trois phases décrites précédemment afin de ne 
garder dans A que les hiérarchies telles que leur résolution produiraient les solutions souhaitables. 
La procédure élimine de l'ensemble A les hiérarchies qui ont la somme des paires (étiquette, poids) 
des contraintes dans la liste C-éligible et de la liste ep-liée de cette hiérarchie inférieure strictement 
à la liste ep-liée d'une autre hiérarchie dans A (ligne 1 ; figure 44). 
L'ensemble A résultant est ordonné. Cet ordonnancement aidera par la suite à prédire s'il est néces-
saire de traiter toutes les hiérarchies dans A (ligne 2; figure 44). La procédure enlève la hiérarchie 
située en tête de A (ligne 5; figure 44) et appelle le résolveur Houria sur la liste C-éligible avec le 
comparateur utilisé dans le programme (ligne 6; figure 44). Le résultat de cet appel est mis dans le 
couple (Gr, ep-Gr) qui contient (l'ensemble maximal consistant de contraintes extrait de la liste C-
éligible, la somme des paires (étiquette, poids) des contraintes de ce graphe solution) (ligne 6; figure 
33). La hiérarchie ainsi traitée est rangée dans l'ensemble temporaire A'. Ces opérations sont exécu-
tées jusqu'à ce que l'ensemble A soit vide ou jusqu'à ce qu'on soit certain qu'il est inutile de traiter 
les hiérarchies restantes dans A ( du fait que A est ordonné et que par conséquent leurs résolutions ne 
produiraient pas une solution souhaitable) (ligne 8; figure 44). 
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La procédure choisit un sous-ensemble de hiérarchies dans À' et l'affecte à A (ligne 9; figure 44). 
Chacune de ces hiérarchies choisies possède la somme de ces listes respectives ep-Gr et ep-liée 
maximale (c.à.d toutes les hiérarchies dans A possèdent la même somme, de plus cette somme est 
strictement supérieure à chacune des hiérarchies non choisies restantes dans A'). Pour chacune des 
hiérarchies dans A (on peut traiter une seul hiérarchie si on souhaite n'avoir qu'une réponse) la pro-
cédure appelle la procédure de résolution pour résoudre le Gr associé à cette hiérarchie (lignes 9,10; 
figure 44). Cette résolution consiste à déterminer les valeurs des variables dans la liste V-libre en 
exécutant les méthodes des contraintes dans Gr et en appliquant l'algorithme de propagation locale. 
Après cette opération, toutes les variables de l'ensemble V d'une hiérarchie dans A sont maintenant 
déterminées et constituent une solution (ou réponse) désirée du programme P (lignes 12; figure 44). 
FIGURE 44 : Procédure de construction des solutions souhaitables 
Procédure Solutions-Désirées(Comp,D) 
1 A<- A - (h ¡3 h' e A A ep-liéeh> >jjSX ep-liée^ ®comp ({ c l c e C-eligible^)}. 
2 ordonner l'ensemble Apar le critère (ep-liée ®comp ( c / c e C-éligible)) décroissant. 
3 Soient la variable booléenne fini initialisée à faux et l'ensemble A' initialise à 0 . 
4 Tant que -i (fini v A = 0 ) faire: 
Début 
5 A <— A - h. 
6 (Grfr , ep-GrfJ <— Houria(Comp, C-eligible f^. 
7 A'<- A' + h. 
8 Si (ep-Gr
 h ®Comp ep-liéeh ) ~>Lex ( ep-liée (Tete(x)) ®ComP (( c ! ce C-eligible mtdtJ)) 
alors fini 4— vrai Fin-Si. 
Fin 
Fin-Tantque. 
9 A <— (he A'/ VA' e A' -¡((ep-Gr^ ®çomr ep-liée ^ J >iex (ep-Gr^ ®comp ep-liéefj)}. 
10 Pour chaque h e A faire: 
Début 
11 résoudre Gr^ en utilisant l'algorithme de la propagation locale dans Houria. 
12 retourne r(VfJ. 
Fin. 
Fin-Pour. 
1A Exemple illustratif en PLHC 
On présente un exemple de programmation logique par hiérarchie de contraintes pour illustrer le 
déroulement des deux procédures décrites dans la section précédente. 
On utilise dans cet exemple le comparateur globa! Nombre-Contraintes-Non-Satisfaites (pour sim-
plifier les notations, on considère que les contraintes sont uniquement étiquetées puisque ce compa-
rateur ne manipule pas de poids) . 
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FIGURE 45 : Exemple de comparaison inter-hiérarchies utilisant le comparateur TNCNS 
niveaux ([requise, forte, moyenne, faible, très-faible]). 
Comparateur ([Comp = Nombre-Contraintes-Non-Satisfaites]), 
F(x,y,z) .'- G(x), forte x=2y+z , moyenne x=2y, faible x=4. 
F(x,y,z) :- G(x), forte x=S, moyenne x=2y+z, faible x=2y. 
F(x,y,z) :- K(x,y), forte x=2y, moyenne x=2y+z, moyenne y=2x+z, très-faible x=4. 
G(4). 
G(8). 
K(l,3). 
K(6,3). 
Etant donné le but F(A.B,C), le premier pas de la procédure Initialisation! RComp) retourne 
l'ensemble A contenant six hiérarchies (h¡..h6) résultant des choix alternatifs des règles des prédi-
cats G et K. 
h¡ =( requise A-4, forte A=2B+C, moyenne A=2B, faible A=4] 
h2 ={ requise A=S, forte A=2B+C, moyenne A=2B, faible A=4} 
hi=( requise A-4, forte A=8, moyenne A=2B+C, faible A-2B] 
h4-( requise A=8, forte A=8. moyenne A=2B+C, faible A=2B] 
h5=( requise A-h requise B=3, forte A-2B, moyenne A=2B+C, moyenne B-2A+C, très-fai-
ble A=4) 
h6=[ requise A=6, requise B=3, forte A=2B, moyenne A=2B+C, moyenne B=2A+C, très-fai-
ble A=4J. 
Le résultat de la procédure Initialisation sur les six hiérarchies dans A est : 
(V-librehl. C-éligiblehl, C-testerhJ, ep-liéeh]) =((B,C], [forte A=2B+C, moyenne A=2B), 
[faible A=4}, [faible]). 
(V-libreh2, C-éligibleh2, C-testerh2, ep-liéeh2) =((B,C], [forte A=2B+C, moyenne A=2B]. 
[faible A=4],[}). 
(V-librehi, C-éligibleh3, C-testerh3. ep-liéeh3) =([B,C],[moyenne A-2B+C, faible A=2B], 
(forte A=8],{}). 
(V-libreh4, C-éligibleh4, C-testerh4, ep-liéeh4) ~([B,C},[moyenne A-2B+C, faible A=2B}. 
[forte A=8], (forte]). 
(V-libreh5. C-éligîbleh5, C-testerh5, ep-liéeh5) =((C},{moyenne A=2B+C, moyenne B=2A 
+ C] , {forte A=2B. très-faible A=4], (]). 
(V-libreh6, C-éligibleh& C-testerh6, ep-liéeh6) =([C],(moyenne A=2B+C, moyenne B=2A+C] 
, (forte A=2B, très-faible A-4], [forte]). 
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Le premier pas de la procédure Soluîions-Désirées élimine de A les hiérarchies h¡ et h¡ puisqu'on a 
respectivement : 
ep-liéeh6 >lex ((&NCNS C-éligibleh5) ®NCNS ep-liéeh5) (c.à.d. (forte) >lex (moyenne, 
moyenne)), 
et ep-liéeh6 >lex ((®NCNS C-éligibleh3) @^CNS eP-^éeh3) (c.à.d. (forte) >¡ex (moyenne, fai-
ble)). 
Après ce premier pas de la procédure, l'ensemble A est ordonné selon le critère ((®NCNS C-éligibleh 
) ®NCNSeP-Héeh) e t contient : {h6,h4,h¡,h2}. 
La procédure appelle Houria pour traiter les contraintes éligibles des hiérarchies dans l'ensemble A. 
La hiérarchie h$ est enlevée de A pour traitement. L'appel de Houria sur cette hiérarchie retourne le 
couple (Grh6, ep-Grh6). Le graphe extrait Grh6 des contraintes éligibles de la hiérarchie h6 contient 
la seule méthode C <— A-2B (c.à.d la valeur de la variable C peut être déterminée à partir de celle de 
.4 et de E) (les autres méthodes de la contrainte C = A-2B ne sont pas utilisées ici puisque les varia-
bles A et B sont marquées par la notation lecture-seulement dans cette hiérarchie). Le contenu de la 
liste ep-Grh6 est : (moyenne). Un autre graphe alternatif contenant la méthode C <— B-2A est calculé 
par Houria, mais puisque ce graphe possède la même liste d'étiquettes que celle du graphe Grh6, on 
ne donne qu'une seule solution. 
Après le traitement de la hiérarchie h$, aucune des deux conditions d'arrêt n'est réalisée (c.à.d 
—¡(fini v A = 0)) et par conséquent, on est pas certain d'avoir obtenu la solution optimale du pro-
gramme P. 
La hiérarchie h4 est enlevée de A pour traitement. La procédure appelle Houria pour traiter les con-
traintes éligibles de cette hiérarchie. Le résultat retourné à la suite de cet appel est le couple (Grh4, 
ep-Grh4). Le graphe Grh4 des méthodes extrait des contraintes éligibles de la hiérarchie h4 contient 
(B<r- A/2, C <r- A-2B} et ep-Grh4 contient : (moyenne, faible). 
Après cette opération, la hiérarchie h¡ n'est pas traitée puisque l'ensemble A est ordonné et que 
même si toutes les contraintes éligibles dans h¡ étaient consistantes entre elles, sa résolution ne pro-
duirait pas une solution meilleure que celle qui sera produite par la hiérarchie h4 : 
((®NCNS C-éligiblehl) ®NCNSep-UéehI)) <Lex (ep-Grh4 ®NCNS ep-UéeM) 
(c.à.d. (forte, moyenne, faible) <¿jSX (forte, moyenne, faible)). 
L'ensemble A' après ces différents pas contient les deux hiérarchies h4 et h$. Seule la hiérarchie h4 
est affectée à A puisque la hiérarchie h6 est éliminée du fait que : 
(ep-Grh6 ®NCNS ep-liéeh6) <Ux (ep-GrM ®NCNS ep-liéeM) 
(c.à.d (forte, moyenne, très-faible) <Lex(forte, moyenne, faible)). 
La procédure appelle Houria pour la résolution des méthodes dans Grh4 et la solution désirée A=8, 
B-4, C-0 est retournée. 
i. En ce point, on est certain qu'au moins une des hiérarchies qui donne ia solution optimale lors de sa résolution a été traitée. 
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Synthèse du chapitre 
L'objet de ce chapitre a été de montrer en partie l'intérêt de l'utilisation de comparateurs globaux 
dans un résolveur tel que celui conçu aux chapitres 5 et 6 pour réaliser la comparaison inter-hiérar-
chies dans le cadre de la PLHC. Cette comparaison inter-hiérarchies est utile dans plusieurs applica-
tions contenant des hiérarchies de contraintes fonctionnelles, comme dans les contraintes 
géométriques, les simulations physiques, les interfaces graphiques, le formatage des documents, les 
algorithmes d'animation, ou encore l'analyse et le dessin de circuits électriques et d'appareils méca-
niques. 
L'extension théorique de l'ensemble de solutions S qui considère cette comparaison inter-hiérar-
chies décrite dans [WB89] et le résolveur Houria, nous ont permis de concevoir l'algorithme décrit 
dans ce chapitre. Cet algorithme prédit l'ensemble des hiérarchies qui vont produire les solutions 
optimales d'un programme donné. On intègre également dans cet algorithme des techniques d'opti-
misation qui gardent la cornplétude et qui reposent sur l'importance accordée aux contraintes. 
L'algorithme présenté dans ce chapitre peut être incorporé dans les langages de programmation logi-
que par hiérarchies de contraintes. Ceci permettra d'exécuter la comparaison inter-hiérarchies et 
donc de pouvoir éliminer les hiérarchies telles que leurs résolutions produiraient des solutions non 
désirables (c.à.d. on n'a pas besoin de résoudre toutes les hiérarchies et ensuite comparer leurs solu-
tions pour éliminer les moins bonnes. Ici on détecte le sous ensemble des hiérarchies qui va produire 
la meilleure valuation selon le critère utilisé). 
Cet algorithme est plus prometteur qu'un algorithme du type séparation et évaluation lorsque le 
nombre de choix de règles alternatives d'un prédicat du programme est petit car : 
- si la solution est du côté droit de l'arbre', 
le temps de trouver cette solution en utilisant un algorithme du type séparation et évalua-
tion est nettement supérieur à celui mis par notre approche puisque l'algorithme du type 
séparation et évaluation doit balayer tout l'arbre pour arriver à cette solution (c.à.d à cha-
que construction d'une branche prometteuse l'appel à Houria est nécessaire pour détermi-
ner l'importance de la branche), tandis qu'avec notre approche, l'ensemble A est trié et 
donc on détecte rapidement la hiérarchie qui produira la solution(c.à.d. le nombre d'appel 
à Houria est proche de l'optimal). 
- si la solution est du côté gauche de l'arbre, 
notre approche est équivalente à un algorithme du type séparation et évaluation en terme 
du nombre d'appels à Houria. Cependant, l'algorithme du type séparation et évaluation 
doit balayer le reste de l'arbre (sans faire appel à Houria) pour s'assurer qu'il a déjà obtenu 
¡a solution. 
- d'une manière générale : 
plus la solution est du côté droit de l'arbre, plus on a intérêt à utiliser notre approche. 
plus la solution est du côté gauche de l'arbre, plus notre approche converge vers un algo-
rithme du type séparation et évaluation. 
1. On fait référence à l'arbre de résolution dessiné à plat devant le lecteur. 
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Lorsque le nombre de choix de règles alternatives d'un prédicat du programme est grand et qu'en 
moyenne, chaque règle utilise un ou plusieurs prédicats dans sa queue alors il s'agit d'un problème 
combinatoire et par conséquent le nombre de hiérarchies est exponentiel (problème de mémoire et 
de temps). L'utilisation de notre approche dans ce cas n'est donc pas raisonnable. L'idée ici serait 
d'utiliser un algorithme du type séparation et évaluation qui ferait appel à Houria. 
Le critère d'évaluation dépendra du critère utilisé dans le programme. Par exemple si le critère uti-
lisé est le Nombre-Contraintes-Non-Satisfaites alors le critère d'évaluation peut être la somme des 
étiquettes des contraintes satisfaites et celles des contraintes consistantes entre elles d'une branche 
de l'arbre. Un tel algorithme doit explorer l'arbre de recherche tout en espérant que la solution soit 
du côté gauche de l'arbre (c.à.d espérer obtenir la borne optimale après un petit nombre d'appels à 
Houria). 
Ce qui peut être aussi intéressant à faire dans cette voie, c'est la conception d'une version incrémen-
tale de cet algorithme ainsi que l'intégration et l'utilisation d'autres critères globaux de comparaison 
utilisant l'erreur métrique. Ceci doit permettre d'une manière incrémentale !a satisfaction des buts 
intermédiaires comme ceux créés par des applications graphiques interactives. 
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contraintes à sorties multiples utilisant 
plusieurs critères. 
Ce chapitre décrit une autre partie de notre travail. On s'intéresse à la coopération de différents 
résolveurs afin de résoudre une hiérarchie ayant les contraintes de son dernier niveau associées à un 
comparateur global et celles des niveaux supérieurs associées à un critère local. Une des approches 
prometteuses est celle qui utilise les techniques de la propagation locale pour partitionner un sys-
tème de contraintes en des sous-ensembles de contraintes qui sont résolus par ces différents résol-
veurs. 
Dans ce chapitre, on s'intéresse au cas où il est nécessaire de résoudre les contraintes simultanément 
(c.à.d. contraintes formant un cycle et/ou un conflit). On s'intéresse également au cas où les modes 
de combinaison peuvent varier selon les niveaux. Par exemple, dans une hiérarchie contenant trois 
niveaux d'importance, on peut utiliser pour les deux premiers niveaux un critère local pour lequel 
une solution sera meilleure qu'une autre si elle satisfait un sur-ensemble des contraintes satisfaites 
par la seconde. Pour le troisième niveau, un comparateur global plus fin. comme la somme des car-
rés des erreurs, qui impose un ordre total sur les configurations, peut être utilisé pour départager les 
solutions. Ce troisième niveau, utilisant des erreurs numériques, ne peut plus être résolu par propa-
gation locale. 
Des travaux précédents sur ce problème avaient abouti à la réalisation d'un algorithme (nommé 
LSCS [HKS+94]) pour la résolution d'une hiérarchie de contraintes dont les méthodes ne possèdent 
qu'une seule variable de sortie. Les hiérarchies manipulées par l'algorithme initial utilisé consistent 
en des hiérarchies ayant au dernier niveau des contraintes associées au comparateur global Moin-
dres-Carrés-Métrique, et aux niveaux précédents, des contraintes associées au comparateur Locale-
ment-Prédicat-Meilleur. 
Notre recherche s'est orientée vers la généralisation de cet algorithme. Cette généralisation présente 
des nouvelles définitions et une extension du mécanisme initial utilisé dans LSCS, ceci dans le but 
de pouvoir prendre en compte des contraintes possédant des méthodes recalculant plusieurs varia-
bles à la fois, ainsi que de piloter différents résolveurs spécifiques aux critères utilisés. 
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Ce chapitre est composé de quatre parties dont chacune décrit en parallèle l'existant et notre apport 
pour la généralisation1. Dans la première partie, on montre via des exemples le besoin de résoudre 
les contraintes simultanément ainsi que celui de résoudre les contraintes ayant des méthodes possé-
dant plusieurs variables de sortie. On finira cette première partie par une vue générale sur le résol-
veur que nous proposons (nommé Latif). 
La deuxième partie décrit des outils de construction d'un graphe admissible. La troisième partie 
décrit le processus à utiliser pour obtenir un graphe solution à partir d'un graphe admissible. Cette 
partie décrit également un exemple pour bien illustrer ce mécanisme. La quatrième partie décrit 
l'algorithme généralisé pour la résolution d'une hiérarchie lors de l'ajout ou du retrait d'une con-
trainte. 
8.1 Motivations et vue générale sur Latif 
8.1.1 Cycles et conflit 
L'algorithme de la propagation locale est très efficace pour des hiérarchies utilisant un critère de 
comparaison basé sur l'erreur prédicat et ne formant pas de circuits de méthodes des contraintes qui 
la compose. Malheureusement, beaucoup de hiérarchies du monde réel contiennent des contraintes 
où leurs méthodes forment des circuits. Ces hiérarchies utilisent aussi des critères basés sur l'erreur 
métrique. Ces deux cas ne peuvent pas être résolus par la propagation locale. Par exemple, considé-
rons ¡e système de contraintes de la figure 46. Ce système représente une situation typique où le 
point-milieu M d'un segment ayant pour extrémités les points A et B est déplacé avec une souris. Le 
point M est marqué par la notation écriture-seulement et L (qui est la longueur du segment [A,B]) est 
marqué par la notation lecture-seulement (car on souhaite que cette longueur reste fixe). Pour avoir 
une solution à ce problème, on est ramené à résoudre un circuit de méthodes. La figure 47 illustre ce 
fait. 
FIGURE 46 : Modélisation par contraintes du déplacement d'un segment par la souris 
requise A - B = L? 
requise (A + B)/2 =M! 
FIGURE 47 : 
fixer ¡—•( '^J-
Graphe de méthodes des contraintes du déplacement d'un segment 
requise 
A - B = L 
re£ uise 
(A +B)/2=M\ -0-«- souris 
Un autre exemple de hiérarchie ne pouvant pas être résolue par la propagation locale est celle de la 
figure 48 où le comparateur Moindres-Carrés est utilisé. Le graphe solution de cette hiérarchie con-
tient un conflit comme le montre la figure 49. Puisque le comparateur Moindres-Carrés utilise 
l'erreur métrique, la solution à cette hiérarchie est x = 2. 
1 Peur des raisons de compréhension, nous avons préféré faire une présentation en parallèle de ce qui existe et de la généralisation. 
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FIGURE 48: 
forte x - 1 
forte x = 3 
Hiérarchie de contraintes conflictuelles. 
FIGURE 49 : 
forte 
x= I 
Graphe de méthodes d'une hiérarchie de contraintes conflictuelles 
forte 
•o x = 3 
D'une manière générale : 
• lors de l'utilisation d'un comparateur basé sur l'erreur métrique, les méthodes des contraintes 
formant un ou plusieurs conflits doivent être résolues ensemble. 
• lors de l'utilisation de n'importe quel critère, si les méthodes des contraintes forment un cir-
cuit, alors ces méthodes doivent être résolues ensemble. 
8.1.2 Le besoin de considérer des contraintes ayant des méthodes multi-sorties. 
Une méthode d'une contrainte est dite multi-sorties si elle détermine plusieurs variables. L'utili-
sation de ce type de contrainte est considérée pour la résolution des problèmes de cycles. Elle est 
considérée aussi pour une meilleure modélisation de certaines applications comme par exemples 
TRIp et TRIpII [KK91 .SSA91 ] qui sont deux applications d'interfaces graphiques. Plusieurs articles 
de la littérature présentent les avantages et la facilité d'utilisation des contraintes ayant plusieurs 
variables de sortie [ROS94, San94. HÍ193]. 
Généralement, la modélisation par des contraintes ayant des méthodes multi-sorties a pour but de 
donner un aspect élégant pour l'expressivité des contraintes du problème traité. Par exemple, consi-
dérons les variables x et y qui représentent les coordonnées cartésiennes d'un point, et les variables p 
et G qui représentent les coordonnées polaires de ce même point. Pour garder ces deux représenta-
tions consistantes, on peut définir une contrainte possédant deux méthodes à deux-sorties qui sont 
m¡c¡ dans un sens et w2c/ °"ans ¡'autre sens définies dans la figure 50. 
FIGURE 50 : 
mIcl = (*•>') *" 
m2cl = (P*6) 
Relation entre coordonnées polaires et cartésiennes d'un point. 
(p cos8, p sin6). 
[21 A/JC + y , arctan(y,jc) 
Les méthodes multi-sorties sont aussi utilisées pour accéder aux éléments des structures de données 
composées. Par exemple, pour décomposer l'objet composé pointCartesien en deux variables, on 
utilise la contrainte contenant les deux méthodes m¡c¡ et m2c] définis dans la figure. 51. 
FIGURE 51 : Décomposition d'un objet composé. 
(x, y)<— (point. x, point. y), 
point <— Créerpoint(x, y). 
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8.1.3 Vue générale sur Latif 
L'algorithme que nous allons présenter dans ce chapitre est une extension de LSCS présenté dans 
[HKS+94]. Notre algorithme résout une hiérarchie de contraintes multi-directionnelles et multi-sor-
ties, et de plus, manipule différents types de contraintes. 
On s'intéresse au cas où les modes de combinaison peuvent varier selon les niveaux. Par exemple, 
dans une hiérarchie contenant n niveaux d'importance, on peut utiliser pour les n-î premiers niveaux 
un critère local, et pour le n'em£ niveau un critère global plus fin qui impose un ordre total sur les 
configurations pour départager les solutions. Partant d'ici, les hiérarchies pouvant être traitées par 
Latif sont celles ayant à leur dernier niveau des contraintes associées au comparateur global Moin-
dre-Carrés-Métrique ou au comparateur global Pire-Cas-Métrique et celles des niveaux supérieurs 
sont associées à un comparateur local. 
Latif peut être vu comme un système de pilotage de résolveurs spécifiques pour le traitement d'une 
hiérarchie contenant plusieurs types de contraintes. Chacun de ces résolveurs est basé sur un compa-
rateur bien déterminé. 
Pour résoudre une hiérarchie de contraintes, cet algorithme prend en compte le fait que certaines des 
contraintes de cette hiérarchie doivent être résolues ensemble pour former des cellules de contrain-
tes. Dans ce cas, on parie aussi de subdivision de l'ensemble des contraintes de la hiérarchie en des 
sous ensembles de contraintes qui doivent être résolus séparément. On pourrait tout résoudre par une 
optimisation globale, mais ici, on espère qu'en traitant séparément chaque cellule, on arrivera à 
réduire la complexité de la résolution. 
L'ensemble des cellules formé par cet algorithme ne doit pas contenir de dépendance cyclique entre 
les cellules. Donc, on doit définir un ordre partiel entre les cellules de cet ensemble qui permette de 
propager les valeurs des variables d'une cellule à une autre. 
Chacune de ces cellules formées est résolue par un ou plusieurs résolveurs selon les types de con-
traintes qui la composent. Les valeurs des variables ainsi obtenues à la suite de cette résolution sont 
propagées à d'autres cellules de contraintes non encore résolues. Cette propagation se fait par l'algo-
rithme de propagation locale. 
Il s'agit d'un résolveur incrémental : les contraintes peuvent être ajoutées ou retranchées du sys-
tème. A chaque ajout ou retrait de contrainte, un nouveau graphe solution de cellules de contraintes 
est formé et la résolution locale de ces cellules est exécutée. La formation d'une cellule est soumise 
à des conditions qui favorisent la planification d'un graphe admissible. Des conditions supplémen-
taires sont ajoutées pour générer un graphe solution à partir du graphe admissible. Ce graphe solu-
tion obtenu permet de trouver les solutions S après résolution des cellules qui le composent. 
Les graphes admissibles et les graphes solutions créés par cet algorithme ont une sémantique légère-
ment différente de celle des graphes admissibles et des graphes solutions obtenus par les autres 
résolveurs présentés dans les autres chapitres (il est à rappeler que ces résolveurs sont des algorith-
mes de propagation locale et que chacun d'eux implémente un critère local ou global utilisant 
l'erreur prédicat). Cette différence se concrétise par les faits suivants : 
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un graphe admissible créé par les algorithmes de propagation locale est un graphe qui con-
tient toutes les contraintes requises actives (satisfaites), tandis qu'un graphe admissible 
créé par Latif est un graphe de cellules contenant toutes les contraintes de la hiérarchie. 
un graphe solution créé par les autres résolveurs est un graphe, qui respecte le critère local 
ou le critère global utilisé, tandis qu'un graphe solution créé par Latif est un graphe qui 
respecte, le critère global utilisé dans le dernier niveau de la hiérarchie, et le critère local 
utilisé pour les niveaux supérieurs de la hiérarchie. 
Il faut signaler que cet algorithme suppose que chaque contrainte portant sur un ensemble de varia-
bles de taille n et ayant m variables en sortie (n>m) possède un ensemble de méthodes de taille C™ 
(c.à.d. n'importe quelles m variables de cet ensemble peuvent être déterminées par les n-m variables 
qui restent ). 
La résolution d'une cellule de contraintes peut nécessiter un appel à un ou plusieurs résolveurs si 
cette dernière contient plusieurs types de contraintes. Par exemple, si l'on considère une hiérarchie à 
trois niveaux (fort, moyenne, faible) de contraintes, que les deux premiers niveaux sont associés au 
comparateur Localement-Prédicai-Meilleur (I¡J>M), et que le troisième niveau est associé au compa-
rateur Pire-Cas-M étriqué (xPCM), alors une cellule du graphe solution peut contenir ces deux types 
de contraintes. La résolution de cette cellule consiste à appeler un résolveur spécifique sachant 
résoudre les deux types de contraintes. 
8.2 Cellules de contraintes et graphe admissible 
Un algorithme de propagation locale échoue à résoudre un graphe de méthodes de contraintes 
contenant des circuits (ou des conflits si l'erreur métrique est utilisée), puisque tout simplement la 
technique de propagation locale n'est pas conçue pour cet effet. Pour considérer ce problème, une 
nouvelle définition de graphe admissible de contraintes uni-sortie a été proposée dans [HKS+94]. 
Avant de présenter cette définition, on présente d'abord celles qui modélisent un graphe de contrain-
tes et une cellule de ce graphe de contraintes. 
8.2.1 Graphe 
Définition 8.1 
Soit une hiérarchie de contraintes H-(V.C). Le graphe biparti G~(V, C, E) (V et C étant des 
ensembles de sommet et E est un ensemble d'arêtes) est un graphe de contraintes de H si et seule-
ment si : E=f(v, c) e V x CI v est contrainte par c } . 
8.2.2 Cellules de contraintes 
Dans [HKS+94] la notion de cellule de contraintes à été introduite. Cette notion est modélisée 
par la définition suivante : 
1. Dans le cas particulier où m=l, cette hypothèse est équivalente à celle de l'algorithme écrit dans [18]. 
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Définition 8.21 
Soit une hiérarchie de contraintes H=(V,C) et soit G=(V, C, E) un graphe de contraintes de H. 
pour Z c V, T est défini par : 
T(X) = / C Ê C / 3 V Ê X A (v,c) e E } 
La paire p=(V C„) est une cellule de contraintes dans G si et seulement si l'une des deux condi-
tions suivantes est vraie : 
1. V„ c V, Cn = 0 et CanVVJ = 1. 
p — ' p • P' 
2. V„Q V, C„£ C, le sous graphe induit par V„ et C„ est connexe et 
V Xc Vp Card(X) < Card(Tp(X)) avec Tp(X) = T(X) n Cp. 
La paire p=(V C„) est une cellule sur-contrainte dans G si et seulement si : Caid(Vp)<Caid(Cp). 
Explicitement, cette définition veut dire qu'on possède une cellule de contraintes dans l'un des deux 
cas suivants : 
1. Si on a une seule variable. 
2. Le cardinal de chaque sous-ensemble de variables dans la cellule est inférieur ou égal au 
nombre de contraintes attachées à ce sous-ensemble de variables dans cette cellule . 
Dans ie cas où le nombre de contraintes dans la cellule p est supérieur au nombre de variables dans 
p alors, cette, cellule est dite sur-contrainte (c.à.d. qu'il existe une variable qui est déterminée par 
plus d'une contrainte). 
La figure 52 montre quelques exemples de cellules de contraintes. Le rectangle contenant le cercle 
dans la partie (a) de la figure montre une cellule contenant une seule variable. La partie (b) montre 
une cellule contenant une seule contrainte. 
FIGURE 52 Cellules de contraintes 
© 
(a) 
cl 
(b) 
©H c2 
(C) 
Les valeurs des variables d'une cellule de contrainte sont obtenues par la résolution des contraintes 
dans la cellule. Par exemple, dans la cellule de la partie (c) de la figure 41, la valeur de la variable y 
est déterminée par la contrainte c2 puisque d'après à la définition 8.2, ceci est possible pour les con-
traintes uni-sortie. 
1. La sémantique de cette définition reste identique à celle donnée dans [HKS+94], mais pour des raisons d'homogénéité nous ¡'avons 
traduite dans notre formalisme-
2. Intuitivement, ce cas veut dire : ia valeur de chaque variable dans X est déterminée par au moins une contrainte dans C„. 
8,2 Cellules de contraintes et graphe admissible 143 
Le deuxième cas de la définition 8.2 ne permet pas de conclure sur l'existence d'une cellule de con-
traintes lorsque la hiérarchie contient des contraintes multi-sorties. Par exemple, dans la partie (d) de 
la figure 52, si la contrainte c¡ est à 2 sorties alors on n'est ni dans le cas 1 de la définition 8.2 (puis-
que pj n'est pas réduit à une variable) ni dans le cas 2 de la définition 8.2 (puisque le nombre de 
variables dans p¡ n'est pas inférieur au nombre de contraintes dans p/) pour pouvoir dire que p¡ est 
une cellule et qu'elle peut être résolue localement1. Partant de là, et dans le but de pouvoir manipuler 
des contraintes multi-sorties, on présente par la définition 8.3 une nouvelle modélisation de la notion 
de cellule de contraintes. Cette dernière peut être vue comme une généralisation de la définition pré-
cédente. Juste après la présentation de la nouvelle définition d'une cellule, on donnera plusieurs 
exemples pour bien montrer son intérêt. 
Notation et hypothèses : 
Pour ce C, on dénote par rn(c) le nombre de variables de sortie de la contrainte c et par n(c) le 
nombre de variables contraintes par c. (V c e C, n(c) - m(c) >= 1 j.On suppose que chaque méthode 
d'une contrainte c du système possède n(c) variables dont m(c) sont des variables de sortie. 
Définition 8.3 
Soit une hiérarchie de contraintes H=(V,C) et soit G=(V, C, E) un graphe de contraintes de H. 
So\tp=(V„ Cp) avec V cz Vet Cp<z C. 
pour c e rp(X) , on dénote par n^c) = Card (ve X, (v, c) G G) (il est à noter que : riyic) < n(c)) . 
La paire p est une cellule de contraintes de G si et seulement si l'une des deux conditions suivan-
tes est vraie : 
/. Cp = 0etCard(Vp) = 1, 
2. le sous graphe de G induit par Vp et Cp est connexe et 
V Xçz Vp Card(X) < \i(Tp(X)) avec \i(Tp(X))=^czTp(X) ¡nf(m(c), nrfc)). 
Explicitement, cette définition généralisée veut dire qu'on possède une cellule de contraintes dans 
l'une des deux cas suivant : 
1. Si on a une seule variable. 
2. Le cardinal de chaque sous ensemble de variables dans la cellule est inférieur ou égal à la 
somme des nombres minimaux de variables liés à ce sous ensemble. Ces nombres sont obte-
nus à partir des contraintes attachées aux variables de ce sous ensemble, en considérant pour 
chacune de ces contraintes, ses variables de sortie et ses variables dans ce sous-ensemble. 
Exemples de cellules : 
La partie (a) de la figure 53 montre le cas où p¡ est une cellule contenant une contrainte uni-sortie 
selon les deux définitions 8.2 et 8.3, puisque : 
Si on considère la définition 8.2, on a la condition du deuxième cas vérifiée car : 
V Xçz Vp Card(X) < Card(T(X) n Cp) » Card(x} < Card{c¡} 
Cardjx} < Card{c¡¡ <=>/</<=> vraie. 
Si on considère la définition 8.3, on a la condition du deuxième cas vérifiée car : 
V Xc Vp Card(X) < lc eFp(X) Inflm(c), ntfc)) ^> Cardfxj < lnf(m(c¡), 1) 
CardfxJ < lnf(m{c¡), i j « i < / « vraie. 
1 Les variables de sortie d'une contrainte dans la cellule doivent être déterminées au sein de cette cellule. 
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La partie (b) de la figure 42 montre le cas où p¡ peut être une cellule par la définition 8.3, tandis 
qu'avec la définition 8.2 elle ne l'est pas. 
Si on considère la définition 8.2, p¡ n'est pas considérée comme cellule puisque : 
V Xç Vp Card(X) < Card(T(X) n Cp) <=> Card{x,y,zj < Cardfcj} <=> 3 < 1 ^faux. 
Si on considère la définition 8.3 on a la condition du deuxième cas vérifiée lorsque la con-
trainte cj est à 3 sorties1. Si c¡ a deux ou une variable en sortie, alors p¡ ne sera pas considéré 
comme une cellule. 
V XQ Vp Card(X) < l c eVp(X) Infim(c), n^c)) <=> Card{x,y,z} < Inßm(cj), 3) 
Card(x,y,zJ < Infimfcj), 3)4* 3 <, !nf(3,3) 4=> vraie. 
La partie (c) de la figure 42 montre le cas d'un graphe contenant p¡, p2 et p¡. Les contraintes c¡ et 
c2 sont uni-sortie et la contrainte c¡ est à 2 sorties. p¡ etp2 sont considérées comme des cellules par 
les deux formalismes des deux définitions 8.2 et 8.3. Seul le formalisme de la définition 8.3 consi-
dère que pj est une cellule. 
FIGURE 53 
GK 
(a) 
Cellules de contraintes selon les formalismes définis. 
~r 
PI 
L¡ 
c2 
- w 
i—fy^J 
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(c) 
La figure 54 montre le cas d'une cellule contenant plus d'une contrainte selon le formalisme de la 
définition 8.3. On montre par cet exemple le rôle de la somme (c.à.d Xc € rp(X) ¡nßm(c), n%(c))) dans 
la détermination des variables de sorties des contraintes dans une cellule^. On suppose que les deux 
contraintes c¡ et c2 sont à 2 sorties. La contrainte c¡ et les variables sur lesquelles elle porte ne cons-
tituent pas une cellule (puisque Card{x,y,zj>lnf(2. 3)). La contrainte c2 et le sous ensemble de varia-
bles (y,t) sur lequel elle porte, constituent une cellule de contraintes (puisque Card(y,t} Si Inf(2, 2)). 
Le fait de considérer ces deux contraintes ensemble avec les variables {x,y,z,t} constitue une cellule 
bien formée. Ceci provient de la variable y qui est une variable de sortie de la contrainte c2 et aussi 
utilisée comme variable d'entrée de la contrainte c¡. Par conséquent, l'utilisation de la somme est 
justifiée. Lorsque les variables e et/seront déterminées par d'autres contraintes dans d'autres cellu-
les, leurs valeurs seront propagées à la cellule p¡. 
1. Dans la phase de résolution, les trois variables seront déterminées par la contrainte c¡ dans la cellule. 
2. La définition 8.3 telle qu'elle est conçue, permet la déterminaiion des variables de sortie localement dans la cellule. 
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La contrainte C2 pourra ainsi déterminer les valeurs de ses deux variables de sortie î et y et ensuite la 
contrainte c¡ déterminera les valeurs de ses variables de sortie x et z. 
La condition V Xçz V Card(X) < ~LCs{cJ,c2f ^nf(m(c), nrfc)) est vraie puisque : 
Si X= Vp on aboutit à 4 < (¡nf(2,3) + Inß2,2)) ce qui est vrai. 
Si X=fx,yj on aboutit à 2 < (Infi'2,2) + fnfi2,l)) ce qui est vrai. 
Si X-{xj on aboutit à 1 < (¡nf(2,l) + Inf(2,0)) ce qui est vrai. 
pour tout ensemble dans l'ensemble des parties de (x,y,z,tj on obtient vrai. 
D'une façon générale, lorsqu'un sous graphe induit par n contraintes et leurs variables est connexe et 
la condition V Xçz Vp Card(X) < ~Lc€Yp<X) Inflm(c), n-¡¿c)) est réalisée alors on a une cellule conte-
nant ces n contraintes. 
FIGURE 54 Cellule contenant plus d'une contrainte 
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Remarque 8.1: 
Si toutes les contraintes dans C sont à une sortie (c.à.d. m(c)=l) alors la définition 8.3 est équiva-
lente à la définition 8.2 du fait que \i(Y (X)) = Card(Tp(X)) puisque : 
¡l(Tp(X)) =lcerP(X) Md' nrfc)) 
=~LCerpfXi 1 Pu'sque n^c) est toujours supérieur ou égal à 1 
— CardÇTJX)) 
Propriété 8.1: 
rp(Vp) = Cpavec(p*<Vr0)) 
Preuve 8.1: 
- Y(Vp) = f ce C/3ve Vpet (v,c) e E } 
- p est connexe => (Vp-0 et Card(Cp)-\) ou (Cpcz T(Vp)) 
par définition : Tp(V ) =T(Vp) n Cp , et donc , puisque Cpa T(Vp) alors Tp(Vp) = Cp. 
Propriété 8.2 : 
La condition Card(Vp) < ¡i(Cp) (c.à.d Card(X) < \i(Tp(X))) est nécessaire pour avoir une cellule 
mais elle n'est pas suffisante. Il faut considérer aussi tous les éléments de l'ensemble des parties de 
Vp (comme il est indiqué dans la définition 8.3). 
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Preuve 8.2: 
Considérons la figure 55, on suppose que toutes les contraintes sont uni-sortie (m(ci) = 1 
\/ie{1..5}).. Soitp= (Vp, Cp) avec Vp = {x¡, x2, x3, x4}, Card(Vp) = 4 et Cp = (c¡,c2, c3,c4,c¡}. 
H(Cp) = S c 6 Cp Infil, nVp(c)) 
= ZSl=lInf(l,nVp(a)) 
= S5 ; l = 5 puisque nVp(cj) = 1, nVp(c2) = 1, nVp(c3) = 2, nVp(c4) - 1, nVp(c5) = 3. 
La condition Card(VJ < \i(CJ est vérifiée (puisque 4 <5) et pourtant p n'est pas une cellule puisque 
la condition : V Xc V Card(X) < \i(T (X)) de la définition 8.3 n'est pas vérifiée. Il suffit de prendre : 
X = (x3, x4) et Tp(X) = (c¡¡ et donc on a : 
¡A(TyXj) = Infinie5), m(c5)) 
=Inf(nx(cs), 1) 
=Inf(2, l) = 1. On aboutit donc à : Card(X) >ll{Tp(X)) (car 2>1). 
FIGURE 55 Graphe connexe ne constituant pas une cellule. 
8,2.3 Cellule sur-contrainte 
On définit maintenant la notion de cellule sur-contrainte par la définition suivante : 
Définition 8.4: 
Soit p=(V Cp) une cellule de contraintes telle que Cp¿0, p est une cellule sur-contrainte si et 
seulement si : Card(V ) < ¡i(Tp(V )). 
En utilisant la propriété 8.1, la cellule de contrainte p (^ (Vp,0)) est une cellule sur-contrainte si et 
seulement si : Card(V ) < \i(Cp). Nous verrons par la suite l'utilisation de ce type de cellule. 
Exemple : 
La cellule de la figure 56 montre une cellule sur-contrainte puisque Card(Vp)=l et ¡i(CJ = 1+1=2. 
1. On peul faire cette supposition puisqu'on a montré que les deux définitions 8.2 et 8 3 sont équivalentes lorsqu'il s'agit de contraintes 
uni-sortie. 
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FIGURE 56: Cellule sur-contrainte 
8.2.4 Graphe admissible 
Définition 8.51: 
Etant donné un graphe de contraintes G=(V,C,E) et un ensemble P de cellules de contraintes dans 
B. Le quadruplet GA=(V,C,E,P) est un graphe admissible pour G si et seulement si : 
Chaque variable dans V se trouve dans une et une seule des cellules de P. 
Chaque contrainte dans C se trouve dans une et une seule des cellules de P. 
Il n' y a pas de dépendance cyclique entre les cellules de P. 
Exemple : 
La partie (b) de la figure 57 montre un graphe admissible équivalent à celui de la partie (a) de 
cette figure. Une valuation qui satisfait les contraintes de cet exemple peut être obtenue en résolvant 
les ceiluies: p¡, pj, Pj, P4 et ps dans cet ordre et en utilisant l'algorithme de la propagation locale 
pour propager les valeurs des variables entres les cellules. 
FIGURE 57. 
requise 
Graphe conventionnel et graphe admissible. 
requise 
(a) 
requise 
H' = V 
IL 
•r )*+-
requise 
El 
X = V + 
P4 
<D 
P2 
(b) 
L'intérêt principal d'un graphe composé de cellules de contraintes est de pouvoir modéliser la prise 
en compte des circuits entre les méthodes des contraintes du système, et aussi, les conflits des 
méthodes des contraintes associées à un comparateur utilisant l'erreur métrique. Dans la section sui-
vante, on présentera le mécanisme à utiliser pour obtenir un graphe solution à partir d'un graphe 
admissible. Les graphes solutions que l'on vise à obtenir ici sont des graphes solutions à des hiérar-
chies possédant à leurs derniers niveaux des contraintes associées au comparateur global Moindre-
Carrés-Métrique ou au comparateur global Pire-Cas-Métrique fou encore un autre comparateur qui 
possède les mêmes propriétés que ces deux demiers). 
i. Cette définition est équivalente à celle donnée dans ¡HKS94+], mais pour ce qui nous concerne ces fonctionnalités sont différentes 
puisqu'elle repose sur la notion de cellule. 
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8.3 Graphe solution 
Dans la première partie de cette section, on présente un exemple qui montre le déroulement de la 
procédure visant à l'obtention d'un graphe solution pour un des types des hiérarchies cité aupara-
vant. En deuxième partie de cette section, nous présentons quelques définitions qui permettent 
d'avoir des outils. Ces derniers serviront à définir d'une manière générale un graphe solution afin de 
produire une solution à la hiérarchie. Nous rappelons ici qu'une hiérarchie peut contenir plusieurs 
types de contraintes (c.à.d les niveaux de la hiérarchie excepté le dernier, ne sont pas forcement 
associés au même comparateur local) avec, en dernier niveau, les contraintes sont associées à l'un 
des comparateurs Pire-Cas-Métrique (type de solution ipcM^ Moindre-Carrés-Métrique (type de 
solution xMCM). 
8.3.1 Exemple d'un graphe solution 
Les graphes conventionnels ne peuvent pas produire de solution à une hiérarchie du type décrit 
auparavant. Par contre les graphes composés de cellules de contraintes sont un moyen pour la réso-
lution de ce type de hiérarchies. Par exemple, considérons la hiérarchie à trois niveaux de préférence 
décrite dans la figure 58. Les deux niveaux fort et moyen sont associés au comparateur Localement-
Prédicat-Meilleur (xLPM) et le niveau faible est associé au comparateur Moindres-Carrés-Métrique. 
Alternativement, on supposera aussi que ce niveau peut être associé au comparateur Pire-Cas-Métri-
que. Les contraintes de cette hiérarchie sont toutes supposées pondérées à un poids de 1. Toutes les 
contraintes ici sont uni-sortie, exceptée la contrainte c4 qui est une contrainte à 2 sorties. 
FIGURE 58 : Hiérarchie à trois niveaux intégrant deux types de contraintes. 
requise 
c¡ : v=0 
Cj : t-s-I 
forte 
c4 :( z, y) = (v-y, x+v) 
c8 : t+s=r 
moyenne 
c6 : r=2 
faible 
c? •' vv=v 
Cj : x=l 
c5 : y=t 
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La figure 59 montre le graphe de contraintes de cette hiérarchie et la figure 60 montre un graphe de 
méthodes pour cette hiérarchie. Ce dernier ne peut pas produire par propagation locale une solution 
à cette hiérarchie puisqu'il contient un conflit entre la contrainte c¡ et la contrainte c2 sur la variable 
v et un autre conflit entre c4 et ce¡ en y ainsi qu'un circuit entre cj et cg. 
FIGURE 59 : 
requise 
cf. v=0 
faible 
Cf. X-l 
moyenne 
CA. r~2 
Graphe de contraintes 
•o-
faible 
cf. w=v 
forte 
c4:(z,y)=(v-y, x+v) 
cs: t+s-r 
"O 
faible 
c5: y=r 
FIGURE 60 Graphe conventionnel contenant cycle et conflits 
requise 
Pour débuter, on crée un graphe admissible composé de cellules qui peuvent contenir des cycles et 
des conflits. Ceci est illustré par la figure 61. En satisfaisant Ses contraintes localement dans les cel-
lules, on obtient la valuation 6: {x = l. v=0. w=0, y=], z=-l, r=2, t=3/2. s-1/2}. Les séquences de 
combinaisons d'erreurs par niveau et selon le critère associé sont: 
forte : gxLpM(^xLPM(lc^cs¡ &)) = gXLPMÍÍ0'0])=l0-°h 
moyen : gxLPB (ExLPM ([ c6J 0)j = gxLPM ([0])=[0], 
faible : gxMCM(ExMCM(lc2, c3. c5J Q)) = gxMCM([0Al/2]= 0 2+0 2+i/2 2=7/4. 
SXPCM(EXPCM(IC2- C3- csl Q)ï = SXPCM([°'0']/2]= m -
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FIGURE 61 : 
requise 
cf. v-0 
faible 
c¡: x=l 
moyenne 
c6: i~2 
Graphe admissible composé de cellules de contraintes 
PO 
P2 
faible 
forte 
c4:(z,y)=(v-y, x+v) 
<Z> 
P4 
requise 
Cf. t-S-l 
cs: t+s~r 
cs: y=t 
Pi 
Le fusion d'une cellule sur-contrainte avec d'autres cellules non sur-contraintes crée en général un 
meilleur graphe (c.à.d une meilleure valuation). Ceci vient du fait que la nouvelle cellule obtenue 
après fusion acquiert plus de liberté pour déterminer les valeurs de ces variable. La fusion des cellu-
les repose sur les critères "cellules contenant des contraintes du dernier niveau de la hiérarchie", 
"cellules adjacentes" et "cellules formant une dépendance cyclique". On définira par la suite la 
notion de cellules adjacentes. 
Par exemple, la cellule p? de la décomposition dans la figure 61 est une cellule sur-contrainte 
(d'après la définition 8.4). En fusionnant cette cellule avec la celluleP2, on aboutit à la création de la 
nouvelle cellule p2¡. Ceci donne le graphe solution de cette hiérarchie montré par la figure 62. Dans 
ce cas, les valeurs des variables v, w, r, t et s ne sont pas changées puisqu'elles sont déterminées par 
les contraintes des autres cellules (&P2 et ^p_j). Les valeurs des variables x, y et z sont redéterminées 
par les contraintes de la nouvelle cellule p2¡ telles que la contrainte c4 soit satisfaite (i) et que 
l'erreur métrique produite par les contraintes c j et c5 soit minimale (ii) ou (iii) avec : 
(i) <=>£ = 0 - v A y = x+0 
(ii) <=> (y—3/2) +(x—l)" est minimale. 
(iii) <t=> Max (\y~3/2\. \x—l\) est minimale. 
Pour le cas où %MÇM est utilisé alors : 
(i) A (ii) <=> (X=V~-Z)A ((x-3/2Ym+(x-l)") est minimale*. 
(i) A (ii) <=>x=y=-z=5/4. 
Pour le cas où XpcM e s t utilisé alors : 
(i) A (iii) c* {X=\=-Z)A Min[Max(\x-3/2\, \x-l\)]. 
(i) A (iii) <=> (x=y=-z)A Min(\x-3/2\ avec x e ] - <» ,5/4]) ;\x-l\ avec x e [5/4, +°° [}. 
(i) A (iii) <t$x=y=-z=5/4 
Normalement, chaque calcul effectué au-dessus doit être fait par un résolveur spécifique selon le cri-
tère utilisé par les contraintes et selon la nature des contraintes (c.à.d linéaire, non linéaire ...) 
1. On garantit que cette opération dans ie pire des cas produit un graphe aussi bon que le graphe initial. 
2. Puisque la contrainte c4 est associée au type de solution T¡JJW. 
3. Si les contraintes c3 et e* sont associées au type de solution ZMCM 
4 Si ¡es contraintes c3 et c5 sont associées au type de solution XpcM 
5, ¡ci la dérivée de cette fonction s'annule lorsque x = 5/4. 
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La nouvelle valuation obtenue en utilisant le type TMCM ou le type xPCM pour les contraintes du 
niveau faible est : 0' = fx=5/4, v=0, w-0, y=5/4, z=-5/4, r=2, t=3/2 et s=l/2J. Les séquences de 
combinaisons d'erreurs par niveau et selon le critère associé sont : 
forte gzLpM(ExLPM([c4,c8] &)) = gxLPM([0,0])=[0,0]. 
moyen gxLPM(EzLPM(í c6¡ &)) = 8TLPM(1°])=[0]. 
faible gxMClyi'ExMCM ({c2, c3, c5J &)) = gxMCM([0,1/4,1/4]= 02+l/42^l/42=m. 
gxPCMÍEtPCM(íc2' c3> C5J ®>) = gxPCM([°<1/4-î/4]= I/4-
Ces séquences montrent bien que 6' est meilleur que 9 puisqu'au niveau faible de la hiérarchie, 
Terreur après application de 9' est inférieure à celle obtenue après application de 6. 
FIGURE 62 
requise 
c¡: v=0 
Graphe solution de hiérarchie de contraintes 
£Ê faible 
XI faible 
JL. 
Cf.X=l 
orte 
c4:(z.y)-(v-y, x+v) c5: y=t 
P23 
moyenne 
c6: r=2 <D 
P4 
C/fi t+s=r 
8.3.2 Comment obtenir un graphe solution 
Dans ce paragraphe, on définit comment obtenir un graphe de cellules solution pour une hiérar-
chie. Ce graphe solution produira une solution à la hiérarchie de contraintes. Cette solution sera 
obtenue en résolvant localement chaque cellule et en utilisant la propagation locale pour propager 
les valeurs des variables d'une cellule aux cellules voisines. 
Avant de définir un graphe solution, on présente successivement les définitions de cellules adjacen-
tes, de l'étiquette-interne d'une cellule et enfin celle de ¡'étiquette-voyageuse d'une cellule. Ces 
trois définitions sont équivalentes à celles données dans [HKS+94] puisque leurs sémantiques res-
tent valides pour notre problématique, cependant elles sont traduites dans notre formalisme pour une 
question d'homogénité. Ces trois définitions participent à la définition d'un graphe solution d'une 
hiérarchie de contraintes que nous allons concevoir. 
La définition de Y étiquette-voyageuse d'une cellule est inspirée de celle introduite dans les formalis-
mes DeltaBlue et SkyBlue pour les variables (voir chapitre 4). 
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Cellules adjacentes 
Définition 8.6: 
Soient p et p' deux cellules de contraintes telles que p=(Vp, Cp) et p '=(Vp-, Cp j . p' est adjacente 
àp si et seulement si 31>=J 3v],...,vle Vp- 3ce Cp avec : (\>¡, c) eE ,(vh c) eE . 
Explicitement, une cellule est adjacente à une autre cellule si elle possède au moins une variable 
reliée à une contrainte dans cette autre cellule. Intuitivement, le but de cette définition est : lorsqu'on 
fusionne une cellule sur-contrainte avec certaines cellules voisines adjacentes à cette cellule , on est 
certain que la nouvelle cellule obtenue produira une solution meilleure (ou au moins aussi bonne) 
que la solution obtenue par résolution de ces cellules sans les fusionner. 
Exemple : 
Reprenant l'exemple de la figure 61, les cellules p0 , p2 et p¡ sont adjacentes à la cellule p¡. Ici, 
seule la cellule p2 est fusionnée à la cellule p3 (puisqu'il est impossible de créer une solution 
meilleure si l'on fusionne aussi p0 et/ou p5). 
On verra via les définitions de Y étiquette-interne et de Y étiquette-voyageuse d'une cellule, comment 
on peut prédire (ou déterminer) l'ensemble de cellules adjacentes à une cellule sur-contrainte dans 
un graphe admissible qu'il faut fusionner pour obtenir un graphe solution. 
Etiquette-interne d'une cellule de contraintes 
Définition 8.7: 
Soit p =(V CJ une cellule de contraintes. Si Cp = 0 alors Y étiquette-interne d'une cellule est 
égale à très-faible~ sinon elle est égale à la plus faible valeur de l'ensemble des valeurs des étiquet-
tes associées aux contraintes dans Cp. 
Exemple : 
Reprenons l'exemple de la figure 61. L'étiquette-interne de la cellule p? est égale h faible (puis-
que ¡nfifaible, forte) = faible). 
Etiquette-voyageuse d'une cellule de contraintes 
Définition 8.8 : 
Soit p =(V Cp) une cellule de contrainte. Uétiquette-voyageuse de p est égale à l'étiquette mini-
male dans l'ensemble formé par Y étiquette-interne de p et íes étiquettes-voyageuses des cellules 
adjacentes à p (cette définition est recursive, mais on garantit toujours l'existence d'un point fixe 
pour n'importe quel graphe de cellules). 
Exemple : 
Si l'on considère l'exemple de la figure 61, si on calcule les étiquettes-voyageuses des cellules 
de ce graphe alors on aboutit au graphe de la figure 53. 
1. Nous verrons après pourquoi on a dit : 'certaines ceilules voisines" et pas "toutes les cellules voisines". 
2. On suppose que tres-faible est la plus faible étiquette de la hiérarchie, 
3. On calcule d'abord ¡es étiquettes-internes des cellules afin de pouvoir calculer les étiquettes-voyageuses. 
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FIGURE 63 
moyenne 
Etiquettes-voyageuses et étiquettes-internes des ceilules d'un graphe 
faible 
Cf. X-l 
P2/ f \' 
mm^ 
Théorème 8.1 
Soit p une cellule sur-contrainte telle que : 
tout couple formé par les contraintes ayant des étiquettes différentes de l'étiquette-interne 
de cette cellule et les variables de ces contraintes dans cette cellule ne constitue pas une 
cellule. 
Soit p ' une cellule adjacente à p. 
1. Si {Y étiquette-interne de p = l'étiquette du dernier niveau de la hiérarchie = Y étiquette-voya-
geuse de p') alors la résolution de la cellule résultante de la fusion de p et p' produira une 
valuation meilleure (au moins aussi bonne) que celle obtenue par la résolution séparée de p et 
de/?'. 
2. Si {Y étiquette-interne de p = l'étiquette du dernier niveau de la hiérarchie < Y étiquette-voya-
geuse de p ') alors la résolution de la cellule résultante de la fusion de p et p ' ne produira pas 
de valuation meilleure que celle obtenue par la résolution séparée de p et de/?'. 
Preuve : 
On dénote par / Y étiquette-interne de p (qui est aussi l'étiquette associée au dernier niveau de la 
hiérarchie) et par vy Y étiquette-voyageuse de p'. D'après la définition de Y étiquette-voyageuse, on 
affirme que les variables de la cellule p' sont déterminées par des contraintes ayant des étiquettes 
plus fortes ou égales à vy (]). D'après l'hypothèse de ce théorème et les définitions d'une cellule 
sur-contrainte et de Y étiquette-interne, on affirme que les contraintes étiquetées par ip contribuent à 
déterminer les variables de la cellule p (2). 
). Partant des affirmations (1 ) et (2) et puisque i„ est égale à v •, le fait de fusionner p et p' ne 
peut que faire décroître l'erreur globale des contraintes du dernier niveau de la hiérarchie 
(c.à.d celle associées à l'un des comparateurs MCM ou PCM) puisque ces contraintes auront 
plus de liberté pour déterminer les variables, et de plus, cette fusion n'aura pas d'effet sur un 
niveau plus haut associé à un critère local. Par conséquent, il y aurait alors création d'une 
valuation meilleure que celle produite par une résolution séparée des deux cellules petp'. 
2. Partant des affirmations (1) et (2) et puisque i„ est plus faible que v„- alors aucune contrainte 
du dernier niveau n'est dans p' (ni dans la cellule adjacente hp\ ni dans l'adjacente à l'adja-
cente kp', etc). Par conséquent, il est impossible d'obtenir une valuation meilleure que celle 
produite par une résolution séparée des deux cellules petp'. 
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Dans la figure 63, les cellules pg, p2 et p¡ sont toutes adjacentes à la cellule sur-contrainte p¡. Seule 
P2 est fusionnée à p j puisque son étiquette-voyageuse (=faible) est égale à Y étiquette-interne de pj 
(= faible). Le résultat issu de cette fusion est dans la figure 62. 
Arrivé à ce stade, on dispose maintenant des outils nécessaires pour définir un graphe solution d'une 
hiérarchie qui, utilise à son niveau le moins important, un des critères globaux cités auparavant. La 
définition de graphe solution est présentée dans la section suivante. 
Graphe solution d'une hiérarchie 
Définition 8.9: 
Un graphe admissible est un graphe solution s'il satisfait les deux conditions suivantes : 
Pour chacune des cellules dans le graphe ayant plusieurs contraintes, le couple formé par les 
contraintes ayant des étiquettes différentes de Y étiquette-interne de cette cellule et les varia-
bles de ces contraintes dans cette cellule ne constitue pas une cellule de contraintes. 
Pour chacune des cellules sur-contraintes contenant des contraintes du dernier niveau de fa 
hiérarchie, son étiquette-interne est plus faible que chacune des étiquettes-voyageuses des cel-
lules adjacentes à cette cellule sur-contrainte. 
La première condition veut dire qu'une cellule de contraintes doit utiliser ses contraintes faiblement 
étiquetées pour la détermination des valeurs de ses variables. Par conséquent on obtient une valua-
tion produisant une erreur minimale. Par exemple, dans la cellule p3 de la figure 63, le couple (c4, 
{y,z}) constitue une cellule de contraintes selon la définition 8.3 et par conséquent la première condi-
tion de la définition d'un graphe solution n'est pas réalisée. La fusion de p2 et p¡ en la cellule p2¡ de 
la figure 64 crée une cellule qui satisfait cette condition {puisque le couple (c4, {x,y,zj) ne constitue 
pas une cellule ). 
La seconde condition est basée sur le théorème 8.1. Cette condition, si elle est vérifiée, exprimera 
l'impossibilité de créer un graphe (en fusionnant une cellule sur-contrainte avec d'autres cellules 
non sur-contraintes) qui produira une valuation meilleure. Les cellules du graphe de la figure 64 
obéissent toutes à cette condition puisque la seule cellule sur-contrainte est p23 et son étiquette 
interne (= faible) est plus faible que les étiquettes-voyageuses des cellules pg (= requise) et p¡ (= 
moyenne) qui lui sont adjacentes. 
FIGURE 64 . 
requise 
c¡: v=0 
Graphe solution de cellules étiquetées 
îfëqUise 
faible läittW 
c7: u'=v jggüE ® Pi 
msiQ faible P23 faible 
c?; x-1 
\torte 
c4:(z+y, x+v) =(v,y) 
moyenne 
c& r=2 
requise 
Cg. t+s=r 
1 II suffît de prendre X=/j,y.tl pour falsifier la condition V A'c fx.y.zl CanilX) < £ c e ¡c4¡ lnflm(c¡, n¡¡(c))) fear on aboutit à 3<2 ). 
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8.4 Algorithmes 
L'algorithme décrit dans [HKS+94] manipulant uniquement des hiérarchies de contraintes uni-
sortie est conçu en deux couches : un résolveur général et des résolveurs spécifiques. Ici, nous gar-
dons cette structure pour présenter la généralisation que nous avons conçue et qui consiste à consi-
dérer les contraintes multi-sorties et de considérer aussi le cas où le comparateur Pire-Cas-Métrique 
est associé au dernier niveau de la hiérarchie. 
Le résolveur général planifie un graphe solution et les résolveurs-spécifiques permettent d'obtenir 
les valeurs des variables en résolvant les contraintes localement dans chaque cellule. 
Comme tout algorithme incrémental, Latif est composé de deux procédures Ajout-contrainte et 
Retrait-contrainte. La structure utilisée par ces deux procédures est presque la même que celle don-
née par l'algorithme initial, cependant les fonctionnalités changent ici puisque les définitions pré-
sentées avant opèrent sur un champ un peu plus large du monde des contraintes. La procédure Ajout-
contrainte invoque deux opérations qui sont : ajout-variable et propagation-locale. La procédure 
Retrait-contrainte invoque elle aussi deux opérations qui sont : retrait-variable, propagation-locale. 
Cette dernière opération utilise l'algorithme de la propagation locale tandis que les autres modifient 
l'architecture du graphe. 
8.4.1 Ajout-contrainte 
Initialement, on suppose qu'il existe un graphe solution. Lorsqu'une nouvelle contrainte c est 
ajoutée à la hiérarchie, la procédure Ajout-contrainte met cette nouvelle contrainte dans une nou-
velle cellule (ligne 1 ; figure 65), et cherche la cellule adjacente ayant la plus faible étiquette-voya-
geuse (ligne 2; figure 65). 
Si cette étiquette-voyageuse est plus faible que l'étiquette de la contrainte c(on est dans le cas où il y 
a existence d'une ou plusieurs contraintes étiquetées par des étiquettes plus faibles ou égales à l'éti-
quette de la contrainte ajoutée. Ces contraintes sont appelées contraintes victimes et peuvent être 
visées afin de garder la sémantique de la hiérarchie. La procédure cherche le chemin dans le graphe 
des cellules partant de la celluie contenant c et arrivant aux cellules contenant les contraintes victi-
mes en inversant les dépendances entre les cellules dans le chemin1 (lignes 3,4; figure 65). Après 
cette opération, la contrainte c devient active. 
La procédure élimine les dépendances cycliques entre Ses cellules générées par la précédente opéra-
tion en fusionnant les cellules dépendant de la contrainte c (ligne 5; figure 65). Elle met aussi à jour 
les valeurs des étiquettes-voyageuses des cellules du graphe (ligne 6; figure 65). 
Si le type de contraintes est l'un des types suivants : l^CM- XPCM (°u autre type de comparateur qui 
se comporte de la même façon que ces deux comparateurs) alors la procédure fusionne la cellule 
sur-contrainte avec les cellules qui lui sont adjacentes et qui possèdent des étiquettes-voyageuses 
égales à celle de cette cellule sur-contrainte. On rappelle que cela a pour but de minimiser l'erreur 
des contraintes (cf théorème 8.1) (ligne 7; figure 65). 
Finalement, la procédure résout chaque cellule localement en appelant un ou plusieurs résolveurs-
types selon les types de contraintes de la cellule et utilise l'algorithme de la propagation locale pour 
propager les valeurs de cellule en cellule dans le graphe (ligne 8; figure 65). 
1. Un pas de cette opération est entièrement décrit dans Sa figure 66. L'exploration du chemin en entier est réalisée par la boucle tant que. 
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FIGURE 65 : Procédure d'ajout d'une contrainte 
Ajout-contrainte ( c , ins-cotnp-global) 
1 cl <— Cree-cellule(c) 
2 evm «¡— Min{étiquettes-voyageuses des cellules adjacentes à cl} 
3 Si evm est plus faible que l'étiquette de c alors eti <~- l'étiquette de c Fin-Si 
4 Tant que eti est plus forte que evm faire ; Chercher-et-décomposer(cl, eti, evm) Fin-Tantque 
5 Fusionner les contraintes dépendantes de c et qui forment un cycle 
6 Met à jour les étiquettes-voyageuses des cellules dépendantes de c 
7 Si ((evm est la plus faible étiquette) ou (les contraintes étiquetées par evm sont associées 
à un comparateur dans ins-comp-global )) alors fusionner les cellules adjacentes à c qui 
possèdent des étiquettes-voyageuses égales à celle contenant c 
8 Résoudre les cellules en utilisant les résolveurs-specifiques et l'opération propagation-locale 
La figure 66 montre un pas du processus qui inverse la dépendance entre les cellules du chemin 
partant de la cellule contenant c et arrivant à la cellule contenant les contraintes étiquetée par evm. 
La procédure Chercher-et-décomposer réalise ce pas. Cette procédure est paramétrée par la cellule 
courante cl, Vétiquette-interne de cette cellule courante eti et enfin Y étiquette-voyageuse evm qui 
représente l'étiquette des contraintes visées à atteindre, 
La procédure repère la cellule adjacente à la cellule cl et ayant pour étiquette-voyageuse evm (ligne 
1; figure 66), et enlève l'ensemble des variables adjacentes à cl de la cellule repérée. L'ensemble de 
ces variables enlevées est ajouté à la cellule cl (ligne 3; figure 66)(c.à.d les valeurs de ces variables 
dépendent maintenant de la contrainte c). Après cette opération, la cellule adjacente à ci peut devenir 
sur-contrainte (puisqu'on vient de lui retirer un sous ensemble de l'ensemble de ces variables). 
La procédure examine la cellule adj, si cette dernière est vide (si elle ne contenait que les variables 
ôtées) alors l'étiquette très-faible^ est affectée à la variable eu afin de pouvoir falsifier la condition 
de la boucle Tant-que dans la procédure appelante (cf. figure 65). 
La procédure compare Xétiquette-interne de la cellule cl avec Vétiquette-voyageuse evm de la cel-
lule adjacente. Si ces deux étiquettes sont égales (c.à.d on a atteint l'extrémité du chemin) (ligne 5; 
figure 66) alors la procédure fait appel à une autre procédure pour décomposer^ cette cellule en un 
ensemble de cellules (ligne 6; figure 66). La procédure détecte la cellule sur-contrainte dans cet 
ensemble de cellules obtenu à Tissu de la décomposition (ligne 7; figure 66), et détermine ensuite 
son étiquette-interne (ligne 8; figure 66). Dans le cas où on n'a pas encore atteint l'extrémité du che-
min (c.à.d Y étiquette-interne de la cellule cl n'est pas égale à evm) (ligne 9; figure 66) la procédure 
enlève alors la contrainte de la cellule adj (ligne 10.11 ; figure 66) (Il s'agit ici de la contrainte qui est 
adjacente à la cellule ayant pour étiquette-voyageuse evm). 
La procédure décompose la cellule adj (ligne 12; figure 66), crée une nouvelle cellule contenant la 
contrainte enlevée (ligne 13; figure 66) et détermine Y étiquette-interne de cette nouvelle cellule 
crée (ligne 14; figure 66). Enfin, ia procédure retourne la position courante du chemin où elle est res-
tée (ligne 15; figure 66). 
1. On suppose que très-faible est la pius faible étiquette de la hiérarchie. 
2. On verra par la suite l'intérêt de cette décomposition. 
3. "Mors il faut avancer 
4. Bien évidemment, cette nouvelle cellule créée a pour cellule adjacente celle qui a Y étiquette-voyageuse evm 
5. Dans ce cas c'est l'étiquette de 1a contrainte en de cette cellule 
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FIGURE 66 : Procédure Chercher-eî-décomposer 
Chercher-et-décomposer(cl, eti, evm) 
1 adj <— la cellule adjacente à cl ayant pour étiquette-voyageuse evm 
2 vars <— l'ensemble des variables dans adj adjacentes à cl 
3 Enlever vars de adj et les remettre dans cl 
4 Si adj = 0 alors eti <— très-faible 
Sinon 
5 Si l'étiquette-interne de adj esc égaie à evm alors 
6 eis «— Décomposer (adj, evm) 
7 cl 4— une cellule sur-contrainte dans C/Î 
8 eti «—l'étiquette-interne de c/ 
Sinon 
yO c« <— la contrainte dans öd/ telle que cette contrainte est adjacente à une cellule 
ayant pour étiquette-voyageuse evm 
11 adj «— adj - en 
12 Décomposer (adj. evm) 
¡3 cl <— une nouvelle cellule contenant la contrainte en 
j4 eti *— Vétiquette-interne de cl 
Fin-Si 
Fin-Si 
15 Retourner(c/, eti) 
La procédure Décomposer est utilisée pour la véracité de la première condition de la définition d'un 
graphe solution. Cette procédure décompose une cellule contenant plusieurs contraintes en un 
ensemble de cellules. Par exemple, considérons le graphe de la figure 67 où les contraintes sont uni-
sortie. Ici, il s'agit d'un graphe solution qui est composé d'une seule cellule puisque cette dernière 
satisfait la condition imposée par la définition d'un graphe solution (la paire ((cl,c2,c4), ft,x,y,zj) ne 
forme pas une cellule de contrainte puisque la deuxième condition de la définition 8.3 qui modélise 
une cellule n'est pas satisfaite du fait que la condition X=(t,x,y,zl Card(X) < E c e {cl,c2,c4} ^nßm(c), 
riyfc)) est fausse puisqu'on obtient 4<3). 
La figure 68 montre îe premier pas réalisé1 à la suite de l'introduction de la contrainte c6 (possédant 
deux variables de sortie / et e). Le fait d'enlever ¡es variables / et e de la cellule pG et de les mettre 
dans la cellule/?/ (figure 69) ne suffit pas pour obtenir un graphe solution, puisque maintenant p0 ne 
satisfait plus la première condition imposée par la définition d'un graphe solution (car la paire 
({cl,c2,c4}, {x.y.zj) forme une cellule de contrainte selon la définition 8.3, puisque on a la condition 
V X c fx.y.z} Card(X) < I c e Vp(X) lnf(m(c), ntfc)) vrai). 
Le graphe solution de cette hiérarchie est obtenu en décomposant p0 en un ensemble de cellules 
comme cela est montré dans la figure 70. L'idée clé utilisée pour réaliser cette décomposition est de 
trouver une distribution parfaite des variables sur les contraintes dans la cellule. Cette distribution 
doit considérer en priorité les contraintes étiquetées par des étiquettes plus fortes que l'étiquette-
voyageuse de cette cellule" (voir exemple plus bas). Par conséquent, on aboutit à la formation de cel-
lules3 à partir de ces contraintes et ces variables. Comme dans la figure 70, les contraintes étiquetées 
par forte (c.à.d c¡, c2 et c4) sont considérées en premier une par une. 
1. Création d'une nouvelle eeilule contenant cette contrainte et calcul de Vétiquette-interne de cette cellule créée 
2. Quitte à laisser les contraintes ayant des étiquettes égales à Y étiquette-voyageuse non satisfaites. 
3. Selon la définition 8.3-
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Ensuite, chacune de ces contraintes est associée à une variable liée par cette contrainte et une cel-
lule est formée. On obtient ainsi les trois cellules p4, p5 et p2. Les contraintes restantes c3 et c¡ for-
ment chacune une cellule qualifiée de sur-contrainte. Ces dernières seront peut-être par la suite 
fusionnées à d'autres cellules du graphe par la procédure Ajout-contrainte. 
FIGURE 67 : Graphe solution ayant une seule cellule 
forte 
FIGURE 68 : Ajout d'une contrainte à 2-sorties 
tone 
! faible 
FIGURE 69: Graphe non solution 
: moyenne 
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FIGURE 70. Décomposition d'une cellule et aboutissement au graphe solution 
moyenne 
!. Cette association est faite de telle sorte qu'elle soit parfaite. On aurait pu associer la variable x à la contrainte c¡ et la variable z à ¡a 
contrainte c¡, mais ceci ne constituerait pas une association parfaite puisque la contrainte c2 n'aurait pas de variable qui lui serait asso-
ciée. Ou encore, on aurait pu associer les variable J: et z à la contrainte Cjet la variable y à la contrainte c¡, mais ceci ne serait pas bon 
puisque la paire ({x.zSJcj}) ne formerait pas une cellule d'après la définition 8.3. etc . 
2. Puisqu'on a supposé que ces contraintes sont uni-sortie. 
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La figure 71 décrit la procédure qui décompose une cellule contenant plusieurs contraintes en un 
ensemble de petites cellules . Cette procédure est paramétrée par la cellule à décomposer cl et par 
Y étiquette-voyageuse evm de cette cellule. Au départ, on isole l'ensemble des contraintes de cl telles 
que chacune de ces contraintes est étiquetée par une étiquette plus forte que evm (ligne 1; figure 71). 
Après cette opération, on construit un ensemble de cellules minimales à partir de l'ensemble des 
contraintes isolées et l'ensemble des variables dans cl (ligne 2; figure 71). Pour chacune des cellules 
construites, on inverse la dépendance entre contraintes et variables dans cette cellule (ligne 3; figure 
71). 
La construction de cet ensemble de cellules minimales repose sur une distribution parfaite de 
l'ensemble des variables dans cl à l'ensemble des contraintes isolées et sur la définition 8.3 qui 
modélise une cellule. La procédure considère ensuite les contraintes restantes dans cl (c.à.d ayant 
des étiquettes équivalentes à evm) (ligne 4; figure 71). Pour chacune de ces contraintes, si les varia-
bles auxquelles elle est attachée dans cl ont été utilisées dans la construction de l'ensemble des cel-
lules minimales, alors une nouvelle cellule serait formée et comporterait cette contrainte (ligne 9; 
figure 71). Dans le cas contraire, cette contrainte serait considérée avec ies variables restantes pour 
la formation d'une cellule (lignes 7,8; figure 71). 
La définition 8.3 qui modélise une cellule de contraintes garantit qu'il ne reste pas de variables indé-
terminées après la décomposition d'une cellule contenant plusieurs contraintes. Dans le cas où une 
cellule ne satisfait pas la troisième condition de la définition 8.5 (c.à.d. pas de dépendance cyclique 
entre les cellules) ou elle ne satisfait pas la deuxième condition de ia définition 8.9 (c.à.d. cellule 
sur-contrainte ayant une cellule adjacente dont Y étiquette-voyageuse est plus faible que Yétiquette-
interne de cette cellule sur-contrainte) cette cellule sera fusionnée avec une cellule du graphe. On 
prouve que le résultat de cette fusion est une cellule (voir preuve de terminaison ci-dessous), 
FIGURE 71 : Décomposition d'une cellule 
Décomposer!cl, evm) 
les *— {c I c e Cci A étiquette de c est plus forte que evm) . 
2Construire un ensemble de cellules minimales à partir de es et de Vc¡ 
3Inverser fa dépendance entre contrainte et variable pour chacune des cellules construites 
4 es ' <— {cica Cc¡ A étiquette de c est égale à evm} 
5Pour chaque c e es' faire : 
6 S'il reste des variables contraintes par c non utilisées dans le pas 2 alors 
7 Crée une cellule à partir de ces variables et de c 
8 Inverser la dépendance entre c et les variables dans la cellule crée 
Sinon 
9 Crée une cellule contenant c 
Fm-Pour 
Preuve de terminaison 
On peut se poser la question de la terminaison de cet algorithme, c'est-à-dire lors de la fusion de 
deux cellules formant une dépendance cyclique, est ce que le résultat est une cellule ? La réponse est 
oui. Dans ce qui suit, on prouvera d'une manière générale que la fusion de deux cellules dont une est 
adjacente à l'autre résulte en une cellule. 
1. Ceci permet aussi une efficacité remarquable lors de la résolution du graphe solution obtenu. 
2. Il s'agit de l'ensemble des variables dans cl qui sont attachées à ces contraintes. 
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Soient petp' deux cellules de contraintes telles que : p =(Vp, Cp) et p =(Vp-, Cp-), 
On suppose que C„ * 0 et Cp- * 0 et que p et/?' sont connexes et disjointes entre elles. 
Montrons que p u p' est une cellule. 
Soit z ç Vp \j Vp-, on note par zp - z n Vp et zp- = z c\Vp-. 
On rappelle que T(X) = /c e C/3v e X A (V,C) e E/ et que ryXj = T(X) n Cp. 
Il est facile de voir que : 
rp up'(z) = rp (Zp) u rp. (V) u ((rf^jn cp.)\rp. (Zp-)) u «TYz^n cy \rp(zp)). 
Et donc : 
(*) VFpupiz)) =Zcerp(zp) Inflm(c), nz(c)) + I c e I y Í 2 p V /n/fmfc;, n/c)) + 
Scef(T(-zp)nQ/)\r/>'ízp,))/"/<'m^' nác» + Sceifri^'jnCpixrpfzp.i/^^^À « z ^ -
(dans les formules Inflm(c), nz(c)) de cette somme on examine njc) car on se place par 
rapport à p u p '). 
Maintenant il est intéressant de faire les trois remarques suivantes : 
(1) n^c) < n.(c) puisque zp c z et par conséquent Inflm(c), nzp{c)\ < Inf(m(c), nz(c)). 
n^-ic) < n,(c) puisque zp< c z et par conséquent Inflm(c), n^ic)) ^ Inflm(c), nz(c)). 
(2) Card(Zp) < lc 
e Vp(zp) Inf(m(c), n^Jc)) puisque p est une cellule. 
Card(zp') < Xc 6 rp't.zp') ¡nßm(c)- nzp'(c^ puisque p ' est une cellule. 
(3) Card(z) = Card(zp) + Card(zp<). 
D'après (3) et (2) on aboutit à : 
(4) Card(z) < \l(Tp (Zp)i + \i(Tp-(zp-)) 
D'après (1) on aboutit à : 
(5) U(rp (zp)) + \l(Tp-(zp-)) < I c e rP(zp) Inflate)- néc'ÏÏ + %c e ryrc/O Ir\flm(c). nJc)). 
D'après (*) on a: 
(6) lcerPtzp) ¡nfim(c), n¿c)) + I c g r y ^ Inf(m(c), n,(c)) < \i(Tp ^p<z))-
Par transitivité entre (4) (5) et (6) on aboutit à : 
Card(z) ¿ \l(TpKJp-(z}). Ceci pour tout z c V„u V •. D'où on a bien p u p' une cellule. 
Exemple d'ajout d'une contrainte: 
L'exemple de la figure 72 montre le déroulement de la procédure d'ajout d'une contrainte. Initia-
lement, on suppose l'existence d'un graphe solution montré par la figure 72.a. Lorsque la contrainte 
Cg est ajoutée à la hiérarchie, la procédure d'ajout décrite avant procède comme suit: 
- La cellule pj est créée contenant la contrainte c8 (figure 72.b) et l'étiquette de la contrainte 
victime est déterminée. 
- La variable z est enlevée de la cellule p6 et ajoutée à la cellule pj (figure 72.c). 
- La variable x est enlevée de la cellule p<¡ et ajoutée à la cellule p6 (figure 72.d). La contrainte 
Cß est déterminée à être la contrainte victime. 
- Les cellules p2 etp^ sont fusionnées puisqu'elles forment une dépendance cyclique (figure 
72.e). 
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- Les étiquettes-voyageuses des cellules sont mises à jour (figure 72.f), 
- Puisque la cellule pe¡ est sur-contrainte, elle est fusionnée avec les cellules p$ et p¡ qui possè-
dent les mêmes éîiqueîtes-voyageuses (figure 72.g). 
FIGURE 72 Ajout d'une contrainte à un graphe solution 
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8.4.2 Retrait-contrainte 
La procédure retrait-contrainte se déroule de la même manière que la procédure ajout-contrainte. 
Le retrait d'une contrainte de la hiérarchie est réalisé par le retrait de cette contrainte de la cellule où 
elle se trouve. Ceci peut créer un changement de Y étiquette-interne de la cellule et par conséquent 
un changement de Vétiquette-voyageuse de cette cellule (c.à.d que l'on peut être amené à faire 
décroître l'erreur des contraintes ayant des étiquettes équivalentes, ceci en inversant les dépendances 
entre la cellule contenant ces contraintes et la cellule qui contenait la contrainte retirée). 
L'exemple de la figure 73 montre le déroulement de la procédure du retrait de la contrainte c8. 
Lorsque la contrainte cg est retirée de la hiérarchie, la procédure de retrait procède comme suit: 
- La contrainte cg est retirée de la cellule p3 et Y étiquette-interne de cette cellule est redéter-
minée (d'après la définition de I'étiquette-inteme d'une cellule, cette étiquette a pour valeur 
très-faible). Les étiquettes-voyageuses des autres cellules sont mises à jour (figure 73.a). 
- La cellule p2 est fusionnée à la cellule p¡ et donc iî y a formation de p2j. Cette dernière ne 
constitue pas une cellule d'après la définition 8.3 (figure 73.b). 
- Dans le but d'obtenir un graphe-solution, la cellule p23 est décomposée en trois cellules: p2, 
pj et/75, les étiquettes-voyageuses des cellules sont recalculées (figure 73.c). 
- La cellule sur-contrainte p4 est fusionnée à la cellule p5 (puisqu'elles possèdent des étiquet-
tes-voyageuses équivalentes) (figure 73.d). Le graphe obtenu satisfait les conditions d'un gra-
phe solution. 
FIGURE 73 
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Synthèse du chapitre 
Comme dans les chapitres précédents dans ce mémoire, l'objet de ce chapitre a été de faire une 
analyse plus poussée de la théorie des hiérarchies de contraintes. Ici on considère des hiérarchies où 
les modes de combinaison peuvent varier selon les niveaux. Ce chapitre présente également une 
autre vue sur les graphes solutions à une hiérarchie de contraintes. La résolution de ces graphes 
solutions permet l'obtention des valuations de l'ensemble S qui sont des solutions à la hiérarchie de 
contraintes considérée. 
Certains sous-ensembles de contraintes ne peuvent pas être résolus par une simple utilisation de 
l'algorithme de la propagation locale. Ces sous-ensembles de contraintes doivent être résolus 
ensemble. Par exemple, un sous-ensemble de contraintes dont les méthodes forment un circuit ou 
encore, un sous-ensemble de contraintes associées à un des deux critères globaux de comparaison 
(MCM ou PCM) ayant leurs méthodes en conflit. Le fait de considérer des cellules de contraintes 
permet de localiser ces sous-ensembles et donc de pouvoir les résoudre localement en utilisant des 
résolveurs spécifiques. 
Un autre intérêt de la décomposition du graphe en cellules de contraintes est de ne pas être obligé de 
résoudre toutes les contraintes du système lors d'une perturbation. En moyenne, avec la décomposi-
tion, seul un sous-ensemble de cellules du graphe est réexaminé. Cependant, il n'est pas très intéres-
sant d'utiliser cette modélisation pour des applications non incrémentales où l'utilisateur a besoin 
d'avoir une solution à son système de contraintes et non une solution à l'ajout de chaque contrainte. 
Puisque ici, pour chaque contrainte introduite, il y a une réorganisation d'un ensemble de cellules 
afin d'aboutir à un graphe-solution. 
Ce chapitre présente une nouvelle modélisation des cellules de contraintes. Cette modélisation a été 
conçue dans le but de pouvoir manipuler des contraintes multi-sorties. Outre leur intérêt dans cer-
tains applications réelles [Ros94, San94, HÍ193], elles permettent de donner un aspect optimal et élé-
gant pour l'expressivité des contraintes du problème traité. 
L'obtention d'un graphe solution après ajout ou retrait d'une contrainte est réalisée en considérant 
un graphe admissible de cellules de contraintes ainsi que des techniques d'optimisation qui sont 
basées sur la propagation locale (c.à.d étiquette-voyageuse et étiquette-interne d'une cellule). Ces 
dernières permettent de localiser les cellules à modifier en répercutant les effets de l'ajout ou du 
retrait d'une contrainte. 
La résolution globale de la hiérarchie consiste en la résolution locale de chacune des cellules du gra-
phe solution de cette hiérarchie et en la propagation des valeurs obtenues de cellule en cellule dans 
le graphe. 
On a prouvé la correction et la terminaison de l'algorithme présenté dans ce chapitre. Cet algorithme 
constitue une simple modélisation afin de faire coopérer des résolveurs spécifiques. Ces résolveurs 
spécifiques doivent être conçus selon les instances de comparateurs (les critères) utilisés dans 
l'application réelle traitée. 
L'utilisation de ce résolveur sur un graphe contenant des gros cycles n'est pas non plus très souhai-
table puisque le graphe solution est réduit à un petit nombre de cellules contenant beaucoup de con-
traintes (du fait qu'on ne se permet pas d'avoir des dépendances cycliques entres les cellules) et 
donc il y a une perte d'efficacité au niveau de la résolution globale du graphe. 
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Le tableau de la figure 74 situe cet algorithme par rapport aux autres algorithmes vus dans les chapi-
tres précédents: 
FIGURE 74 : Comparaison entre résolveurs basés sur la propagation locale. 
N. utilise 
résolveurs\ 
Blue 
DeltaBlue 
SkyBlue 
QuickPlan 
Houria 
LSCS 
Latif 
contraintes 
ont sont sont dans 
plusieurs variables 
en sortie 
-
r + 
— 
+ 
+ 
+ 
-
+ 
multi-
directionnelles 
-r 
~ 1 
+ 
+ 
+ 
+ 
+ 
une 
hiérarchie 
-
+ 
+ 
+ 
+ 
+ 
+ 
compatibk 
avec 
résolveur 
de cycle 
-
~ 
+ 
+ 
+ 
+ 
+ 
utilise 
un 
critère 
global 
-
-
-
-
+ 
+ 
+ 
unifie 
plusieurs 
types de 
comparateurs 
-
-
-
•-
+ 
+ 
Conclusion 
L'objectif de ce mémoire a été de : 
/. Définir le rôle d'une hiérarchie de contraintes. 
Une hiérarchie de contraintes est une solution au problème de spécification déclarative de 
ce qu'il faut changer à la suite d'une perturbation introduite sur une contrainte du système. 
Le domaine d'application des hiérarchies de contraintes est tout genre d'application où 
Ton veut prendre en compte des contraintes de préférence comme par exemple dans la pla-
nification, l'ordonnancement ou encore la manipulation de figures géométriques. 
Une hiérarchie de contraintes permet de prendre en compte différents modes de combinai-
son des erreurs par niveau et utilise une agrégation globale de type lexicographique sur les 
valeurs de ces combinaisons. 
2. Concevoir un nouveau résolveur de maintien de solutions pour les hiérarchies de contraintes 
fonctionnelles. 
Dans le formalisme des hiérarchies, les contraintes sont réparties par niveaux d'impor-
tance. Les valuations de l'ensemble des variables de ces contraintes sont triées par un 
ordre partiel défini à partir des erreurs (binaires ou numériques) et des mécanismes d'agré-
gation de ces erreurs (global, loca!, régional). 
Une solution à une hiérarchie de contraintes fonctionnelles qui utilise des erreurs binaires 
et un critère de comparaison est obtenue via la planification d'un graphe de méthodes de 
ces contraintes fonctionnelles et ensuite l'exécution de ces méthodes selon l'ordre topolo-
gique dans le graphe (d'où propagation locale). Le graphe de méthodes doit respecter le 
critère utilisé. 
Dans ce cadre, la plupart des travaux concernant la résolution des hiérarchies de contrain-
tes fonctionnelles utilisent des erreurs binaires et un mode de comparaison local assez sim-
ple entre les différentes configurations. 
Nos travaux ont consisté en la conception d'un nouveau résolveur de propagation locale 
basé sur l'utilisation d'un algorithme du type "meilleur d'abord". Ce résolveur prend en 
compte différents modes de combinaison des erreurs par niveau et utilise une agrégation 
globale de type lexicographique sur les valeurs de ces combinaisons. 
Le premier mode de combinaison global (le nombre de contraintes non satisfaites) que 
nous avons utilisé permet de trouver des valuations de meilleure qualité que celles obte-
nues par un mode de comparaison local. 
Les deuxième et troisième modes de combinaison globaux (respectivement une combinai-
son où les poids représentent des prioritées, la somme des poids des contraintes non satis-
faites) que nous avons intégrés consistent : 
d'une part à surmonter la restriction imposée par les résolveurs existants et donc 
de prendre en compte des hiérarchies contenant des contraintes étiquetées et pon-
dérées, 
et d'autre part à permettre l'expressivité des contraintes de remplacement par 
niveau de la hiérarchie ainsi que des contraintes où le poids d'une contrainte tra-
duit en quelque sorte son degré d'importance dans le niveau de la hiérarchie où 
elle se trouve. 
L'intégration d'un autre mode de combinaison global défini sur les erreurs binaires ne doit 
pas poser de problèmes majeurs, il suffit de modifier la fonction d'évaluation utilisé. 
3. Proposer une procédure utilisant le résolveur précédent pour réaliser la comparaison inter-
hiérarchies dans les Langages de Programmation Logique par Hiérarchie de Contraintes . 
La PLHC étend la PLC en incluant les hiérarchies de contraintes. La PLHC est paramétrée 
par le mode de combinaison C utilisé. L'expérience d'écrire des programmes en PLHC où 
C est associé à un mode de combinaison local montre que ce mode local produit des solu-
tions non intuitives puisqu'un mode local ne peut comparer que des solutions résultant 
d'une seule hiérarchie (comparaison intra-hiérarchie). 
Plusieurs applications pratiques en PLHC suggèrent le besoin d'une comparaison entre les 
solutions résultant des différents choix de règles du programme (comparaison inter-hiérar-
chies) afin d'éliminer celles qui sont non intuitives (c.à.d. jugées moins bonnes). 
Pour réaliser une comparaison inter-hiérarchies, seuls les comparateurs globaux peuvent 
être utilisés. Le résolveur décrit précédemment impíamente des comparateurs globaux et il 
peut donc être utilisé à cet effet. 
On propose dans ce mémoire une procédure qui peut être incorporée dans les langages de 
PLHC afin de réaliser la comparaison inter-hiérarchies et donc de pouvoir éliminer les hié-
rarchies telles que leurs résolutions produiraient des solutions non désirables. 
Une telle procédure est plus prometteuse qu'un algorithme du type séparation et évalua-
tion en particulier lorsque le nombre de choix de règles alternatives d'un prédicat du pro-
gramme est petit. Une évaluation expérimentale serait la bienvenue pour pouvoir 
déterminer jusqu'à quelle limite (c.à.d déterminer en moyenne une borne pour le nombre 
de choix de règles alternatives d'un prédicat du programme) cette procédure est intéres-
sante à utiliser. 
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4. Mode User un résolveur pour la résolution de hiérarchies de contraintes où les modes de com-
binaison peuvent varier selon les niveaux. Ce dernier prend en compte des contraintes possé-
dant des méthodes recalculant plusieurs variables à la fois. 
Ici, on considère des hiérarchies où les modes de combinaison peuvent varier selon les 
niveaux. Un mode de combinaison global sur les erreurs du dernier niveau de la hiérarchie 
(ce mode peut être la somme des carrés des erreurs métriques ou le pire cas des erreurs 
métriques) et pour les autres niveaux, un mode de combinaison local sur leurs erreurs res-
pectives. 
Certains sous-ensembles de contraintes ne peuvent pas être résolus par une simple utilisa-
tion de l'algorithme de la propagation locale et doivent être résolus ensemble. Le fait de 
considérer des cellules de contraintes permet de : 
localiser ces sous-ensembles et donc de pouvoir les résoudre localement en utili-
sant des résolveurs spécifiques. 
lors d'une perturbation, réexaminer seulement un sous-ensemble de cellules du 
graphe pour rétablir la consistance. 
On présente une nouvelle modélisation des cellules de contraintes afin de pouvoir utiliser 
des contraintes muiti-sorties. 
L'algorithme proposé constitue une simple modélisation afin de faire coopérer des résol-
veurs spécifiques. Ces résolveurs spécifiques doivent être conçus selon les modes de com-
binaison utilisés. 
Des travaux futurs dans celte voie doivent définir la classe des modes de combinaison glo-
baux d'erreurs qui se comportent de la même façon que les modes de combinaison consi-
dérés par ce résolveur, afin de pour pouvoir résoudre avec ce résolveur des hiérarchies 
ayant à leur dernier niveau ces modes de combinaisons. 
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Résumé 
L'objectif de ce travail est de proposer quelques approches pour la résolution de hiérarchies de contraintes fonc-
tionnelles. 
Dans un premier temps, le rôle et les qualités d'une hiérarchie de contraintes sont définis. Une hiérarchie de 
contraintes permet de résoudre des problèmes sur-contraints en répartissant les contraintes dans une hiérarchie 
(de niveaux) suivant leur importance. 
Dans un deuxième temps, un nouveau résolveur de maintien de solutions pour les hiérarchies de contraintes 
fonctionnelles a été conçu afin d'obtenir des solutions de meilleure qualité. Ce résoiveur est basé sur l'utilisa-
tion d'un algorithme du type "meilleur d'abord" et prend en compte différents modes de combinaison des er-
reurs par niveau et utilise une agrégation globale de type lexicographique sur les valeurs de ces combinaisons. 
Les modes de combinaison globale intégrés dans ce résolveur sont : le nombre de contraintes non satisfaites, 
une combinaison où les poids représentent des priorités pour considérer des contraintes de remplacement et en-
fin la somme des poids des contraintes non satisfaites. 
Dans un troisième temps, nous proposons une procédure utilisant le résolveur précédent. Cette dernière est plus 
prometteuse qu'un algorithme du type séparation et évaluation. Elle peut être incorporée dans les langages de 
Programmation Logique par Hiérarchie de Contraintes afin de réaliser la comparaison inter-hiérarchies et donc 
de pouvoir éliminer les hiérarchies telles que leurs résolutions produiraient des solutions non désirables. 
Enfin, nous avons modélisé un résolveur pour la résolution de hiérarchies de contraintes où Ses modes de com-
binaison peuvent varier selon les niveaux. Ce dernier prend en compte des contraintes possédant des méthodes 
recalculant plusieurs variables à la fois et établit un plan de coopération entre des résolveurs spécifiques. Ces 
résolveurs spécifiques doivent être conçus selon les modes de combinaison utilisés. 
Mots-clés : contraintes, contraintes fonctionnelles, hiérarchie de contraintes, propagation locale, programma-
tion logique par hiérarchie de contraintes, comparaison inter-hiérarchies. 
Abstract 
The goal of this work is to propose some approaches that solve functional constraint hierarchies. 
First, we define the role and the interesting features of a constraint hierarchy. A constraint hierarchy allows to 
represent and solve over-constrained problems. 
Second, we have conceived a new solver that solves and maintains solutions of a functional constraint hierar-
chy, in order to obtain solutions of a better quality than the existing solvers. The algorithmic approach used by 
this solver is the "best first search". This solver considers different error combination modes at each level of 
the hierarchy and uses a global lexicographic aggregation on the values of these combinations. The global com-
bination modes integrated in this solver are : the number of unsatisfied constraints, a combination where the 
weights represent priorities between the constraints in order to handle replacement constraints and the sum of 
the weights of unsatisfied constraints. 
Third, we propose an algorithm based on the previous solver and on the extended notion of comparators for 
comparisons between the hierarchies that anse from alternate rule choices in the program. This algorithm is 
more promising than a branch and bound algorithm and can be incorporated in hierarchical constraint logic pro-
graming languages. This algorithm allows to achieve the inter-hierarchies comparison and to eliminate the hie-
rarchies such that these hierarchies may lead to undesirable solutions. 
Finally, we propose a model of a second solver. It treats a single system where different types of constraints are 
unified. This solver supports constraints with multi-output variables. If constraints don't need to be solved si-
multaneously then this solver divides them as much as possible into subsets of constraints and solves each sub-
set by invoking a specific subsolver. 
Keywords: constraints, functional constraints, constraint hierarchy, local propagation, hierarchical constraint 
logic programing, inter-hierarchies comparison. 
