Abstract. In this paper, we introduce and study a two-stage distributionally robust mixed binary problem (TSDR-MBP) where the random parameters follow the worst-case distribution belonging to an uncertainty set of probability distributions. We present a decomposition algorithm, which utilizes distribution separation procedure and parametric cuts within Benders' algorithm or Lshaped method, to solve TSDR-MBPs with binary variables in the first stage and mixed binary programs in the second stage. We refer to this algorithm as distributionally robust integer (DRI) L-shaped algorithm. Using similar decomposition framework, we provide another algorithm to solve TSDR linear problem where both stages have only continuous variables. We investigate conditions and the families of ambiguity set for which our algorithms are finitely convergent. We present two examples of ambiguity set, defined using moment matching, or Kantorovich-Rubinstein distance (Wasserstein metric), which satisfy the foregoing conditions. We also present a cutting surface algorithm to solve TSDR-MBPs. We computationally evaluate the performance of the DRI Lshaped algorithm and the cutting surface algorithm in solving distributionally robust versions of a few instances from the Stochastic Integer Programming Library, in particular stochastic server location and stochastic multiple binary knapsack problem instances. We also discuss the usefulness of incorporating partial distribution information in two-stage stochastic optimization problems.
Introduction
Stochastic programming and robust optimization are well established optimization models used for making decisions under parametric uncertainty. In stochastic programs, it is assumed that the uncertain parameters follow a specified probability distribution and an objective function is specified by taking expectation over these parameters. On the other hand, robust optimization handles the uncertainty by solving a minimax problem, where the max is taken over a set of possible values of uncertain parameters. These two competing ideas in decision making under uncertainty can be unified in the framework of distributionally-robust optimization (DRO). In DRO we seek a solution that optimizes the expected value of the objective function for the worst case probability distribution within a prescribed (ambiguity) set of distributions that may be followed by the uncertain parameters. Note that in DRO, the exact distribution followed by the uncertain parameters is unknown.
In this paper, we consider a unification of DRO with two-stage stochastic mixed binary programs (TSS-MBPs), thereby leading to a two-stage distributionally robust optimization (TSDRO) framework with binary variables in both stages. More specifically, we study the following two-stage 1 distributionally robust mixed binary program (TSDR-MBP):
where ξ P is a random vector defined by probability distribution P with support Ω and for any scenario ω of Ω,
s.t. W ω y ω ≥ r ω − T ω x (2b)
We refer to the set of distributions P as the ambiguity set. In (1), the parameters c ∈ Q p , A ∈ Q m 1 ×p , b ∈ Q m 1 , and for each ω ∈ Ω, g ω ∈ Q q , recourse matrix W ω ∈ Q m 2 ×q , technology matrix T ω ∈ Q m 2 ×p , and r ω ∈ Q m 2 . The formulation defined by (2) and the function Q ω (x) are referred to as the second-stage subproblem and recourse function, respectively.
We assume that 1. X := {x : Ax ≥ b, x ∈ {0, 1} p } is non-empty, 2. K ω (x) := {y ω : (2b)-(2c) hold} is non-empty for all x ∈ X and ω ∈ Ω, 3. Q ω (x) < ∞ for all x ∈ X and ω ∈ Ω (relatively complete recourse), 4 . Each probability distribution P ∈ P has finite support Ω, i.e. |Ω| is finite.
Without loss of generality, we also assume that all elements of the following vectors or matrices are integer valued (which can be obtained by multiplying these parameters with appropriate multipliers): c, A, b, and for ω ∈ Ω, g ω , W ω , T ω , and r ω . Furthermore, we assume that there exists an oracle that provides a probability distribution P ∈ P, i.e., {p ω } ω∈Ω where p ω is the probability of occurrence of scenario ω ∈ Ω, by solving the optimization problem:
Q(x) := max
for a given x ∈ X. We refer to this optimization problem as distribution separation problem corresponding to an ambiguity set, and the algorithm to solve this problem is referred to as the distribution separation algorithm. In Section 1.7, we provide two examples of ambiguity set and the distribution separation problems associated to them. To the best of our knowledge, TSDR-MBPs have not been studied before.
Contributions of this paper
We present a decomposition algorithm, which utilizes distribution separation procedure and parametric cuts within Benders' algorithm [7] , to solve TSDR-MBPs. We refer to this algorithm as distributionally robust integer (DRI) L-shaped algorithm because it generalizes the well-known integer L-shaped algorithm [19] developed for a special case of TSDR-MBP where P is singleton. Using similar decomposition framework, we develop a decomposition algorithm for two-stage distributionally robust linear program, i.e. TSDR-MIP with no binary restrictions on both first and second stage variables. Moreover, we provide conditions and the families of ambiguity set P for which our algorithms are finitely convergent. Furthermore, we present a cutting surface algorithm to solve TSDR-MBPs and computationally evaluate the performance of DRI L-shaped algorithm and the cutting surface algorithm in solving DR versions of stochastic server location problem and stochastic multiple binary knapsack problem instances from Stochastic Integer Programming Library (SIPLIB) [1] . We observe that our DRI L-shaped algorithm solves all these problem instances to optimality in less than an hour. It is important to note that the TSDR-MBP generalizes various classes of optimization problems studied in literature. Below are few of them:
-Two-Stage Stochastic Mixed Binary Program (TSS-MBP): TSDR-MBP (1) with a singleton P = {P 0 } defines TSS-MBP [15, 19, 29] .
-Two-Stage Robust Mixed Binary Program(TSR-MBP): TSDR-MBP (1) with a set P that consists of all probability distributions supported on Ω is equivalent to TSR-MBP.
-Distributionally Robust Optimization (DRO): In literature, the general DRO problem [12, 21, 26, 27, 28] is defined as follows: min
where H ω is a random cost or disutility function corresponding to scenario ω. Assuming thatX = X and H ω is defined by a mixed binary program, Problem (4) is a special case of TSDR-MBP (i.e., Problem (1)) where c is a vector of zeros.
-Two-Stage Distributionally Robust Linear Program (TSDR-LP): The TSDR-LP [9, 16, 20 ] is a relaxation of TSDR-MBP where the both stages have only continuous variables.
The remaining section provides significance of TSDRO framework (Section 1.2), literature review of TSS-MBP, DRO framework and TSDR-LP, and ambiguity sets (Section 1.3, 1.4, and 1.5, respectively), and organization of this paper (Section 1.6).
Significance of TSDRO framework
The ability to allow incomplete information on the probability distribution is a major advantage of the TSDRO approach to model formulation. In a two-stage decision framework where future predictions are generated using a data driven approach, no assumptions on the knowledge of prediction error distribution is required. The prediction errors can be empirically generated, and the TSDRO framework can be used to robustify around the empirical error distribution. Alternatively, when the uncertain parameters in the model are specified by uncertainty quantification (UQ) techniques, this framework allows one to model errors in UQ without requiring the errors to follow a specified (e.g., normal) distribution. In addition, TSDRO framework provides decision sensitivity analysis with respect to the reference probability distribution.
One can also view the TSDR-MBP not only as a common generalization of TSR-MBP and TSS-MBP, but also as an optimization model with an adjustable level of risk-aversion. To see this, consider a nested sequence of sets of probability distributions P 0 ⊇ P 1 ⊇ · · · , where P 0 is the set of all probability distributions supported on Ω, and P ∞ def = ∩ ∞ i=0 P i is a singleton set. In the corresponding sequence of problems (1), the first one (P = P 0 ) is the TSR-MBP, which is the most conservative (risk-averse) of all, and the last one is the TSS-MBP, where the optimization is against a fixed distribution. At the intermediate levels the models correspond to decreasing levels of risk-aversion.
Literature review of TSS-MBPs
Laporte and Louveaux [19] provide the integer L-shaped algorithm for TSS-MBP by assuming that the second stage problems are solved to optimality at each iteration. Sherali and Fraticelli [29] consider single scenario TSS-MBPs, i.e. Ω := {ω 1 }. They develop globally valid cuts in (x, y ω 1 ) space using the reformulation-linearization technique. These cuts are then used while solving the second stage mixed binary programs for a given x ∈ X and hence the cuts in y ω space are referred to as the "parametric" cuts. Likewise, Gade et. al. [15] utilize the parametric Gomory fractional cuts within Benders' decomposition algorithm for solving TSS-MIPs with only binary variables in the first stage and non-negative integer variables in the second stage. Note that in the aforementioned papers, the parametric cuts are added in succession. In contrast, Bansal et al. [3] provide conditions under which the second stage mixed integer programs of two-stage stochastic mixed integer program (TSS-MIP) can be convexified by adding parametric inequalities a priori. They provide examples of TSS-MIPs which satisfy these conditions by considering parametrized versions of some structured mixed integer set such as special cases of continuous multi-mixing set [5, 4] , and convex objective integer programs in the second stage.
Literature review of DRO framework and TSDR-LPs
Scarf [26] introduced the concept of DRO by considering a news vendor problem. Thereafter, this framework has been used to model varieties of problems [13, 14, 23] . On algorithmic front for solving DRO problems, Shapiro and Kleywegt [28] and Shapiro and Ahmed [27] provide approaches to derive an equivalent stochastic program with a certain distribution. Delage and Ye [12] give general conditions for polynomial time solvability of DRO where the ambiguity set is defined by setting constraints on first and second moments. Using ellipsoidal method, they [12] also show that under certain conditions on the disutility functions H ω and the ambiguity set P, Problem (4) is solvable in polynomial time. Mehrotra and Zhang [22] extend this result by providing polynomial time methods for distributionally robust least squares problems, using semidefinite programming. Recently, Mehrotra and Papp [21] develop a central cutting surface algorithm for Problem (4) where the ambiguity set is defined using constraints on first to fourth moments.
Lately researchers have been considering two-stage stochastic linear programs with ambiguity sets, in particular TSDR-LP [9, 20, 16] . More specifically, Bertsimas et al. [9] consider TSDR-LP where the ambiguity set is defined using multivariate distributions with known first and second moments and risk is incorporated in the model using a convex nondecreasing piecewise linear function on the second stage costs. They show that the corresponding problem has semidefinite programming reformulations. Jiang and Guan [18] present sample average approximation algorithm to solve a special case of TSDR-MBP with binary variables only in the first stage where the ambiguity set is defined using l 1 -norm on the space of all (continuous and discrete) probability distributions. Recently, Love and Bayraksan [20] develop a decomposition algorithm for solving TSDR-LP where the ambiguity set is defined using φ-divergence. Whereas Hanasusanto and Kuhn [16] provide a conic programming reformulations for TSDR-LP where the ambiguity set comprises of a 2-Wasserstein ball centered at a discrete distribution. As per our knowledge, no work has been done to solve TSDR-LP with binary variables in both stages, i.e. TSDR-MBP. In this paper, we develop new decomposition algorithms for TSDR-LP and TSDR-MBP with a general family of ambiguity sets, and provide conditions and families of ambiguity sets for which these algorithms are finitely convergent. 4 
Literature review of ambiguity sets
Though in this paper we consider a general family of ambiguity sets, in literature there exists different ways to construct the ambiguity set of distributions; refer to [17] and references therein for more details. To begin with, Scarf [26] define the ambiguity set using linear constraints on the first two moments of the distribution. Similar ambiguity set is also considered in [8, 13, 25] ; whereas Bertsimas et al. [9] and Delage and Ye [12] use conic constraints to describe the set of distributions with moments, and a more general model allowing bounds on higher order moments has been recently studied in [21] . Other definitions of the ambiguity sets considered in the literature include the usage of the measure bounds and general moment constraints [22, 27] , Kantorovich distance or Wasserstein metric [22, 24, 23, 31] , ζ-structure metrics [34] , φ-divergences such as χ 2 distance and Kullback-Leibler divergence [6, 10, 18, 20, 30, 32] , and Prokhorov metrics [14] . We give two examples of families of ambiguity set in Section 1.7 and also provide distribution separation problem associated to each of the ambiguity sets.
Organization of this paper
In Section 2, we present a decomposition algorithm to solve TSDR-LP by embedding distribution separation algorithm (associated to the ambiguity set) within L-shaped method. We refer to our algorithm as the distributionally robust L-shaped algorithm and provide families of ambiguity set for which it is finitely convergent. In Section 3, we further extend our algorithm to solve TSDRMBPs using parametric cuts, thereby generalizing the integer L-shaped method. We refer to this generalized algorithm as the distributionally robust integer (DRI) L-shaped algorithm. In Section 3.3, we provide conditions and the families of ambiguity set for which the DRI L-shaped algorithm is finitely convergent. Interestingly, the two examples of ambiguity set discussed in Section 1.7 satisfy the aforementioned conditions. In Section 3.4, we present a cutting surface algorithm where we solve the subproblems to optimality using branch-and-cut approach. Thereafter, in Section 4 we computationally evaluate the performance of the DRI L-shaped algorithm and the cutting surface algorithm in solving distributionally robust versions of problem instances taken from the Stochastic Integer Programming Library (SIPLIB) [1] . In particular, we consider instances of the stochastic server location problem and stochastic multiple binary knapsack problem. Finally, we give concluding remarks in Section 5.
Examples of ambiguity set and distribution separation procedures
In this section, we provide two examples of ambiguity sets and the distribution separation algorithm associated to these sets. These sets, referred to as the moment matching set (5) and Kantorovich set (7), are defined by polytopes with finite number of extreme points.
Moment matching set. We define the set P via bounds on some (not necessarily polynomial) moments. For a finite sample space Ω := {ω 1 , . . . , ω |Ω| }, let v := (v 1 , . . . , v |Ω| ) be the corresponding probability measure. Given continuous basis functions f 1 , . . . , f N defined for (Ω, X) → R, the moment matching set is given by:
where u and u are lower and upper bound vectors, respectively, on the corresponding moments. In addition, the optimization (or distribution separation) problem (3) associated with P M is a linear program:
where decision variables are the weights v l that the distribution P assigns to each point ω l ∈ Ω for l = 1, . . . , |Ω|.
Kantorovich set. The use of Kantorovich-Rubinstein (KR) distance (or Wasserstein metric) is another important choice in specifying ambiguity in a distribution. Assume that P * is a known reference probability measure and > 0 is given. Again, if Ω := {ω 1 , . . . , ω |Ω| } is a finite set, v := (v 1 , . . . , v |Ω| ) is the corresponding probability measure, and v * j , j = 1, . . . , |Ω|, are given probabilities corresponding to a reference distribution defined on the sample space, then the Kantorovich set is given by:
and the associated distribution separation problem is given by the following linear program:
In (8), the decision variables are k i,j and v i for i, j ∈ {1, . . . , |Ω|}, and the constraints are similar to those in a standard transportation problem with an additional inequality constraint.
Distributionally robust L-shaped algorithm for TSDR-LP
In this section, we develop a decomposition algorithm which utilizes distribution separation algorithm within Benders' method for solving TSDR-LP where the ambiguity set P is defined by a polytope with a finite number of extreme points (for example, moment matching set P M and Kantorovich set P K ). Recall that TSDR-LP is a relaxation of TSDR-MBP, i.e. (1), where the both stages have only continuous variables. We refer to our algorithm as the distributionally robust L-shaped algorithm. The pseudocode of this algorithm is given by Algorithm 1. Now, let LB and UB be the lower bound and upper bound, respectively, on the optimal solution value of a given TSDR-LP. We define subproblem S ω (x), for x ∈ X LP := {x ∈ R p : Ax ≥ b} and ω ∈ Ω, as follows:
Let π * ω,0 (x) ∈ R m 2 be the optimal dual multipliers corresponding to constraints (9b) which are obtained by solving S ω (x) for a given x ∈ X LP and ω ∈ Ω. We derive a lower bounding approximation of the linear programming relaxation of the first stage problem (1) using the following optimality cut, OCS(π * ω,0 (x), {p ω } ω∈Ω ):
where {p ω } ω∈Ω is obtained by solving the distribution separation problem associated to the ambiguity set P. We refer to the lower bound approximation of the first stage problem (1) as the master problem which is defined by
where
is the set of optimal dual multiplier obtained by solving S ω (x k ), ω ∈ Ω, and {p k ω } ω∈Ω is the set of probabilities for scenarios in sample space Ω obtained by solving distribution separation problem for x k ∈ X LP , k ∈ {1, . . . , l}. We denote this problem by M l for l ∈ Z + . Note that M 0 is the master problem without any optimality cut. Now, we initialize Algorithm 1 by setting lower bound LB to negative infinity, upper bound UB to positive infinity, iteration counter l to 1, and by solving M 0 to get a first stage feasible solution x 1 ∈ X LP (Line 1). At each iteration l ≥ 1, we solve linear programs S ω (x l ) for all ω ∈ Ω and store the corresponding optimal solution y * ω (x l ) and the optimal solution value Q s ω (x l ) := g T ω y * ω (x l ) for each ω ∈ Ω (Lines 3-5). Next, we solve the distribution separation problem associated to the ambiguity set P and obtain the optimal solution, i.e. {p l ω } ω∈Ω (Line 7). Since y * ω (x l ) ∈ K ω (x l ) for all ω ∈ Ω, we have a feasible solution (x l , y * ω 1 (x l ), . . . , y * ω |Ω| (x l )) for the original problem. Therefore, using {p l ω } ω∈Ω , we update UB if the solution value corresponding to thus obtained feasible solution is smaller than the existing upper bound (Lines 8-9). We also utilize the stored information and optimal dual multipliers (Line 14) to derive optimality cut OCS(π * ω,0 (x l ), {p l ω } ω∈Ω ) using (10) and add this cut to the master problem M l−1 to get an augmented master problem M l (Lines 15-16). We solve the master problem M l (a linear program) and use thus obtained optimal solution value to update lower bound LB (Lines 17-18). Let (x l , θ l ) be the optimal solution of M l . It is important to note that the lower bound LB is a non-increasing with respect to the iterations. This is because M l−1 is a relaxation of M l for each l ≥ 1. Therefore, after every iteration the difference between the bounds, UB − LB , either decreases or remains same as in the previous iteration. We terminate our algorithm when this difference becomes zero, i.e., UB = LB , (Line 2 or Lines 17-19), and return the optimal solution (x l , {y(ω, x l )} ω∈Ω ) and the optimal solution value UB (Line 21).
Algorithm 1 Distributionally Robust L-shaped Method for TSDR-LP
is a pre-specified tolerance 3: for ω ∈ Ω do
4:
Solve linear program S ω (x l );
5:
end for
7:
Solve distribution separation problem using Q s ω (x l ), ω ∈ Ω, to get {p l ω } ω∈Ω ;
8:
Go to Line 21;
12:
end if 13: end if
14:
Derive optimality cut OCS(π * ω,0 (x l ), {p l ω } ω∈Ω ) using (10);
16:
Solve master problem M l (a linear program);
18:
19:
Finite convergence
We present conditions under which Algorithm 1 (DR L-shaped algorithm) solves TSDR-LP in finitely many iterations.
Theorem 1 (DR L-shaped Algorithm). Algorithm 1 solves the TSDR-LP to optimality in finitely many iterations if assumptions (1)-(3) defined in Section 1 are satisfied and the ambiguity set P is defined by a polytope with a finite number of extreme points.
Proof. In Algorithm 1, for a given x l ∈ X LP , we solve |Ω| number of linear programs, i.e. S ω (x l ) for all ω ∈ Ω, distribution separation problem associated with the ambiguity set P, and a master problem M l which is also a linear program. Assuming that the ambiguity set P is defined with a polytope with a finite number of extreme points which means that the associated distribution separation algorithm is finitely convergent, it is clear that Lines 3-19 in Algorithm 1 are performed in finite iterations. Now we have to ensure that the "while" loop in Line 2 terminates after finite iterations and provide the optimal solution.
Assuming that for each x ∈ X LP and ω ∈ Ω there exist finite solutions to the second stage programs (Assumptions 1-3 defined in Section 1), we first prove that the optimality cuts (10) are supporting hyperplanes of Q s (x) := max P ∈P E ξ P [Q s ω (x)] for all x ∈ X LP . Notice that the original problem TSDR-LP is equivalent to
Furthermore, for each x l ∈ X LP ,
and after solving the distribution separation problem for x l , we get
Since
is convex for a given probability distribution P ∈ P or {p ω } ω∈Ω . This implies Q s (x) is also a convex function of x because maximum over an arbitrary collection of convex functions is convex. Therefore from the subgradient inequality,
and hence from (14), it is clear that
Inequalities (17) are same as the optimality cuts OCS(π * ω,0 (x l ), {p l ω } ω∈Ω ) and are the supporting hyperplanes for Q s (x). Also, in (12)-(14), θ is unrestricted except for θ ≥ Q s (x).
Let (x l+1 , θ l+1 ) be the optimal solution obtained after solving the master problem M l (11) in
Step 17 of Algorithm 1. Then, either of the following two cases will occur:
Observe that (x l+1 , θ l+1 ) is a feasible solution to the problem defined by (12)-(14) because x l+1 ∈ X LP and θ l+1 ≥ Q s (x l+1 ). Interestingly, it is also the optimal solution of the problem because if there exists a solution (x * , θ * ) = (x l+1 , θ l+1 ) such that c T x * + θ * < c T x l+1 + θ l+1 then (x * , θ * ) must be the optimal solution to the master problem M l . Also,
The last inequality satisfies the termination condition in Line 10 and hence, Algorithm 1 terminates whenever this case occurs and returns the optimal solution.
Case II [θ l+1 < Q s (x l+1 )]: Clearly (x l+1 , θ l+1 ) is not a feasible solution to the problem (12)- (14) because constraint (14) is violated by it. Also,
Since the termination condition in Line 10 is not satisfied, we derive optimality cut in Line 15 to cut-off the point (x l+1 , θ l+1 ).
Next we show that Case II will occur finite number of times in Algorithm 1, which implies that the "while" loop will terminate after finite iterations and will return the optimal solution. In Case II, θ l+1 < Q s (x l+1 ); it means that none of the previously derived optimality cuts adequately impose Q s (x) ≤ θ at (x l+1 , θ l+1 ). Therefore probability distribution {p l+1 ω } ω∈Ω and a new set of dual multipliers {π * ω,0 (x l+1 )} ω∈Ω are obtained in Lines 7 and 14, respectively, to derive an appropriate optimality cut OCS(π * ω,0 (x l+1 ), {p l+1 ω } ω∈Ω ) which cut-off the point (x l+1 , θ l+1 ). It is important to note that adding the optimality cut to M l forces θ ≥ Q s (x l+1 ). Since each dual multiplier π * ω,0 (x) corresponds to one of the finitely many different basis, there are finitely number of the set of dual multiplier. In addition, because of the assumption that the ambiguity set P is defined by a polytope with finite number of extreme points, there are finite number of possible solutions {p l+1 ω } ω∈Ω to the distribution separation algorithm for x l+1 . Hence, there are finite number of optimality cuts. Therefore, after finite iterations with Case II, Case I occurs and Algorithm 1 terminates. This completes the proof.
Distributionally robust integer L-shaped algorithm for TSDRMBPs
In this section, we further generalize the distributionally robust L-shaped algorithm (Algorithm 1) for solving TSDR-MBP using parametric cuts. We refer to this generalized algorithm as the distributionally robust integer L-shaped algorithm. The pseudocode of our algorithm is given by Algorithm 2. Because of the presence of the binary variables in both stages, we re-define subproblem S ω (x l ), master problem M l , and optimality cuts for Algorithm 2.
First, we define subproblem S ω (x), for x ∈ X and ω ∈ Ω, as follows:
where α t ω ∈ Q q , ψ t ω ∈ Q p , and β t ω ∈ Q are the coefficients of y ω , coefficients of x, and the constant term in the right hand side, respectively, of a parametric inequality. We will discuss how these parametric inequalities (more specifically, parametric lift-and-project cuts) are developed in succession for mixed binary second stage problems in Section 3.1. Also, for a given x ∈ X and ω ∈ Ω, the optimal dual multipliers obtained by solving S ω (x) are defined by π * ω (x) = (π * ω,0 (x), π * ω,1 (x), . . . , π * ω,τω (x)) T where π * ω,0 (x) ∈ R m 2 corresponds to constraints (18b) and π * ω,t (x) ∈ R corresponds to constraint (18c) for t = 1, . . . , τ (ω). In contrast to the previous section, we derive a lower bounding approximation of the first stage problem (1), referred as the master problem M l :
using the following optimality cut, OCS(π * ω (x), {p ω } ω∈Ω ):
Algorithm 2 Distributionally Robust Integer L-shaped Method for TSDR-MBP 1: Initialization: l ← 1, LB ← −∞, UB ← ∞, τ ω ← 0 for all ω ∈ Ω. Assume x 1 ∈ X. 2: while UB − LB > do is a pre-specified tolerance 3: for ω ∈ Ω do
4:
5:
y * ω (x l ) ← optimal solution; Q s * ω (x l ) ← optimal solution value; 6: end for
if y * ω (x l ) / ∈ K ω (x l ) for some ω ∈ Ω then 8:
for ω ∈ Ω where y * ω (x l ) / ∈ K ω (x l ) do Add parametric inequalities
9:
Add the parametric cut to S ω (x) as explained in Section 3.1;
10:
Set τ ω ← τ ω + 1 and solve linear program S ω (x l );
11: Solve distribution separation problem using Q s * ω (x l ), ω ∈ Ω, to get {p l ω } ω∈Ω ;
15:
if U B ≤ LB + then
18:
Go to Line 21; π * ω (x l ) ← optimal dual multipliers obtained by solving S ω (x l ) for all ω ∈ Ω;
22:
Derive optimality cut OCS(π * ω (x l ), {p l ω } ω∈Ω ) using (10);
23:
Add OCS(π * ω (x l ), {p l ω } ω∈Ω ) to M l−1 to get M l ;
24:
Solve master problem M l as explained in Section 3.1;
25:
(x l , θ l ) ← optimal solution of M l ; LB ← optimal solution value of M l ;
26:
Set l ← l + 1; 27: end while 28: return (x l , {y * ω (x l )} ω∈Ω ), UB Notice that in Algorithm 2, some steps are similar to the steps of Algorithm 1, except Lines 1, 7-13, 15, and 24. However for the sake of readers' convenience and the completeness of this section, we explain all the steps of Algorithm 2 which works as follows: First, we initialize Algorithm 2 by setting lower bound LB to negative infinity, upper bound UB to positive infinity, iteration counter l to 1, number of parametric inequalities τ ω for all ω ∈ Ω to zero, and by selecting a first stage feasible solution x 1 ∈ X (Line 1). At each iteration l ≥ 1, we solve linear programs S ω (x l ) for all ω ∈ Ω and store the corresponding optimal solution y * ω (x l ) and the optimal solution value Q s ω (x l ) := g T ω y * ω (x l ) for each ω ∈ Ω (Lines 3-5). Now, for each ω ∈ Ω with y * ω (x l ) / ∈ K ω (x l ), we develop parametric lift-and-project cut for mixed binary second stage programs (explained in Section 3.2), add it to S ω (x), resolve the updated subproblem S ω (x) by fixing x = x l , and obtain its optimal solution y * ω (x l ) along with optimal solution value (Lines 8-12). Next, we solve the distribution separation problem associated to the ambiguity set P and obtain the optimal solution, i.e. {p l ω } ω∈Ω (Line 14). Interestingly, in case y * ω (x l ) ∈ K ω (x l ) for all ω ∈ Ω, we have a feasible solution (x l , y * ω 1 (x l ), . . . , y * ω |Ω| (x l )) for the original problem. Therefore, using {p l ω } ω∈Ω , we update UB if the solution value corresponding to thus obtained feasible solution is smaller than the existing upper bound (Lines 15-16 ). We also utilize the stored information and optimal dual multipliers (Line 21) to derive optimality cut OCS(π * ω (x l ), {p l ω } ω∈Ω ) using (10) and add this cut to the master problem M l−1 to get an augmented master problem M l (Lines 22-23). We solve the master problem M l as explained in Section 3.1 and use thus obtained optimal solution value to update lower bound LB (Lines 24-25) as it is lower bounding approximation of (1). Let (x l , θ l ) be the optimal solution of M l . It is important to note that the lower bound LB is a non-increasing with respect to the iterations. This is because M l−1 is a relaxation of M l for each l ≥ 1. Therefore, after every iteration the difference between the bounds, UB − LB , either decreases or remains same as in the previous iteration. We terminate our algorithm when this difference becomes zero, i.e., UB = LB , or reaches a pre-specified tolerance (Line 2 or Lines 17-19), and return the optimal solution (x l , {y(ω, x l )} ω∈Ω ) and the optimal solution value UB (Line 28).
In the following sections, we customize well-known cutting plane algorithms to solve master problem at iteration l ≥ 1, i.e. M l , and subproblems for a given x ∈ X, i.e. S ω (x) for all ω ∈ Ω. Also in Section 3.3, we investigate the conditions under which Algorithm 2 solves TSDR-MBP in finitely many iterations.
Solving master problem using cutting planes
Notice that M l is a mixed binary program for TSDR-MBP where θ ∈ R is the continuous variable. Balas et al. [2] develop a specialized lift-and-project algorithm to solve mixed binary programs which terminates after a finite number of iterations (see Page 227 of [11] ). Therefore, we use their algorithm to solve master problem associated of TSDR-MBP.
Solving subproblems using parametric cuts
Next, we showcase how to develop "parametric cuts" using simplex tableau for solving the subproblems. More specifically, we develop parametric lift-and-project cuts for TSDR-MBP. It is important to note that given (x,ω) ∈ (X, Ω), a parametric cut for Sω(x) is developed by first deriving a valid inequality for E which has the form p i=1ψ i x i + q j=1ᾱω ,j yω ,j ≥βω whereψ ∈ Q p ,ᾱ ω ∈ Q q , andβ ω ∈ Q, and then projecting this inequality on to yω space by setting x =x. As a result, the same valid inequality for E can be used to derive cuts for Sω(x) for all values of parameter x ∈ X. To do so, we utilize lift-and-project cuts of Balas et al. [2] . Assume that the slack variables of both stages are also incorporated in the matrices A, W ω , and T ω . Now let the basis matrix associated to the optimal solution of the linear programming relaxation of first stage program be denoted by A B := (a B 1 , . . . , a Bm ) where a j is the jth column of A. Likewise, we define T ω,B := (t ω,B 1 , . . . , t ω,Bm ) where t ω,j is the jth column of T ω . Also, for given x l ∈ X and ω ∈ Ω, let W ω,B be the basis matrix associated to the optimal solution of the linear programming relaxation of the second stage programs with x = x l . Then the lift-and-project cuts generated from any row of
. . .
is valid for the following extensive formulation TSDR-MBP (refer to [33] for details):
We suggest readers to refer to Chapter 5 of [11] for the procedure to generate the aforementioned cut.
Finite convergence
We present conditions under which Algorithm 2 (DRI L-shaped algorithm) solves TSDR-MBP in finitely many iterations.
Theorem 2 (DRI L-shaped Algorithm). Algorithm 2 solves the TSDR-MBP to optimality in finitely many iterations if assumptions (1)-(3) defined in Section 1 are satisfied and the distribution separation algorithm associated to the ambiguity set P is finitely convergent.
Proof. Since all the variables in the first stage of TSDR-MBP are binary, the number of first stage feasible solutions |X| is finite. In Algorithm 2, for a given x l ∈ X, we solve |Ω| number of linear programs, i.e. S ω (x l ) for all ω ∈ Ω, distribution separation problem associated with the ambiguity set P, and a master problem M l (after adding an optimality cut which requires a linear program to be solved). Notice that the master problem is a mixed binary program for TSDR-MBP and can be solve in finite iterations using specialized lift-and-project algorithm of Balas et al. [2] . Therefore, Lines 3-26 in Algorithm 2 are performed in finite iterations because we assume that the distribution separation algorithm is finitely convergent.
Now we have to ensure that the "while" loop in Line 2 terminates after finite iterations and provide the optimal solution. Notice that if (x l+1 , θ l+1 ) = (x l , θ l ), then (x l , θ l ) will not be visited again in future iterations because the optimality cut generated in Line 15 cuts (x l , θ l ). Therefore, in case addition of every optimality cut OCS(π * ω (x l ), {p l ω } ω∈Ω ) to M l cuts (x l , θ l ), Algorithm 1 terminates after finite iterations. This is because |X| is finite and if x l+1 = x l = x l−1 and θ l = θ l−1 then θ l+1 = θ l which implies (x l+1 , θ l+1 ) = (x l , θ l ). The second part of the last statement contradicts that the optimality cut cuts off (x l , θ l ) as considered in this case.
Another possibility is (x l+1 , θ l+1 ) = (x l , θ l ) which can further be divided into two cases. In first case, we assume that y * ω (x l ) ∈ K ω (x l ) for all ω ∈ Ω, therefore the lower bound LB = c T x l + ω∈Ω p l ω g T ω y * ω (x l ) which is equal to UB as (x l , {y * ω (x l )} ω∈Ω ) ∈ P is a feasible solution and {p l ω } ω∈Ω
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is the optimal solution of the distribution separation problem associated with P. This implies that (x l , {y * ω (x l )} ω∈Ω ) is the optimal solution and hence, in this case the algorithm terminates after returning the optimal solution and optimal objective value UB . For the second case, we assume that for someω ∈ Ω, y * ω (x l ) / ∈ Kω(x l ) or more specifically, y * ω (x l ) / ∈ {0, 1} q . Notice that x l ∈ ver(X) where ver(X) is the set of vertices of conv(X) because X is defined by binary variables only. Hence, x = x l defines a face of conv(E) and therefore, each extreme point of conv(E) ∩ {x = x l } have y ω ∈ {0, 1} q for all ω ∈ Ω. Using the arguments in the proof of Theorem 3.1 of Balas et al. [2] , we can obtain y * ω (x l ) ∈ {0, 1} q , i.e. y * ω (x l ) ∈ Kω(x l ), by adding a finite number of parametric lift-and-projects cuts (Line 9) to S ω (x). This step can be repeated until y * ω (x l ) ∈ K ω (x l ) for all ω ∈ Ω. As explained above, under such situation, our algorithm terminates and returns the optimal solution after finite number of iterations as |Ω| is finite. This completes the proof.
Instead of solving the master problem (11) to optimality at each iteration, a branch-and-cut approach can also be adopted for a practical implementation. In this approach, similar to the integer L-shaped method [19] , a linear programming relaxation of the master problem is solved. The solution thus obtained is used to either generate a feasibility cut (if this current solution violates any of the relaxed constraints), or create new branches/nodes following the usual branch-and-cut procedure. The (globally valid) optimality cut, OCS(π * ω (x), {p ω } ω∈Ω ), is derived at a node whenever the current solution is also feasible for the original master problem. Interestingly, because of the finiteness of the branch-and-bound approach, it is easy to prove the finite convergence of this algorithm under the conditions mentioned in Theorem 1.
Remark 1.
The distribution separation algorithm associated with the moment matching set P M and Kantorovich set P K are finitely convergent.
A cutting surface algorithm for TSDR-MBPs
In this section, we present a cutting surface algorithm to solve TSDR-MBP where the ambiguity set is a set of finite number distributions (denoted by P F ) which are not known beforehand. This algorithm utilizes branch-and-cut approach to solve master problems, similar to the integer L-shaped algorithm [19] . Unlike Algorithm 2, we solve the subproblems to optimality using branch-and-cut method instead of sequentially adding parametric lift-and-project cuts. Furthermore, instead of considering the whole set of distributions P F at once, we solve multiple TSDR-MBPs for an increasing sequence of known ambiguity sets, P 0 F , P 1 F , . . ., such that P 0 F ⊂ P 1 F ⊂ . . . ⊂ P F , until we reach a subset of P F which contains the optimal probability distribution. Assume that the distributions in the set P i F are known at step i of our implementation. Then, since each probability distribution is equivalent to a set of probabilities of occurrence of finite number of scenarios, i.e. {p ω } ω∈Ω , the distribution separation problem (3) associated to the set P i F can be solved in finite iterations by explicitly enumerating the distributions in the set.
The cutting surface algorithm works as follows. We start with a known distribution P 0 belonging to P F and set P 0 F := {P 0 } or obtain it by solving the distribution separation algorithm corresponding to P for a first stage feasible solution. Then at step i ≥ 0, given a known ambiguity set P i F ⊆ P F , similar to the integer L-shaped method, we solve a linear programming relaxation of the master problem. The solution thus obtained is used to either generate a feasibility cut (if this current solution violates any of the relaxed constraints), or create new branches/nodes following the usual branch-and-cut procedure. Whenever the current solution is also feasible for the original master problem, we solve the distribution separation problem associated to the set P i F (as mentioned above) to get optimal {p ω } ω∈Ω corresponding to the current first stage feasible solution. Thereafter, we derive the globally valid optimality cut, OCS(., {p ω } ω∈Ω ) and add it to the master problem. We continue the exploration of the nodes until we solve the TSDR-MBP for the ambiguity set P i F . Then we utilize thus obtained optimal solution to solve the distribution separation problem (3) associated to P F and obtain the optimal probability distribution. In case this distribution already belongs to P i F , we terminate our implementation; otherwise we add it to P i F to get P i+1 F
and resolve the TSDR-MBP for the ambiguity set P i+1 F using the aforementioned procedure. 
Computational experiments
In this section, we evaluate the performance of the DRI L-shaped algorithm (Algorithm 2) and the cutting surface algorithm (discussed in the previous section) by solving DR versions of stochastic server location problem (SSLP) and stochastic multiple binary knapsack problem (SMKP). The SSLP and SMKP instances are part of the Stochastic Integer Programming Library (SIPLIB) [1] and have only binary variables in the first stage and mixed binary programs in the second stage. Also, the probability of occurrence of each scenario is same in these instances, i.e. p ω = 1/|Ω| for all ω ∈ Ω. On the other hand, in our DR version of SSLP and SMKP, referred to as the distributionally robust server location problem (DRSLP) and distributionally robust multiple binary knapsack problem (DRMKP), respectively, the probability distribution belongs to the moment matching set P M (5) or Kantorovich set P K (7). Recall that the distribution separation problem associated to P M and P K are linear programs and both P M and P K are polytopes with finite number of extreme points. This implies that in these two cases, the ambiguity set is a set of finite number of distributions corresponding to the extreme points which are not known beforehand and the associated distribution separation algorithms are finitely convergent.
Instance generation
In Table 1 , we provide details of the DRSLP and DRMKP instances used for our experiments. In particular, #Cons, #BinVar, and #ContVar denote the number of constraints, binary variables, and continuous variables, respectively, in Stage I and Stage II of the problems. The number of scenarios is given by the column labeled as |Ω|. Also, only the right hand side, i.e. r ω , are uncertain in DRSLP instances and only the coefficients in the objective function, i.e. g ω , are uncertain in DRMKP instances. For the sake of uniformity, we are using similar nomenclature for DRSLP as used for SSLP in SIPLIB [1] . Notice that instance DRSLP.α.β.c has α number of binary variables in the first stage, α × β binary variables and α non-zero continuous variables in the second stage, and c number of scenarios.
The results of our computational experiments for DRSLP and DRMKP instances where the ambiguity set is defined using Kantorovich-Rubinstein distance (or Wasserstein metric), first two moments, and first three moments are given in Tables 2, 4, and 6 for DRI L-shaped algorithm (or  Tables 3, 5 , and 7 for the cutting surface algorithm), respectively. In all these tables, we report the optimal solution value z opt , the total number of times the associated distribution separation problem is solved until the termination of our implementation (denoted by #DCs), and the total time taken in seconds (denoted by T (s)) to solve the problem instance to optimality, denoted by T . Note that #DCs also provides the number of distribution cuts added until the termination of the cutting surface algorithm.
Computational results for instances with Kantorovich set as the ambiguity set
We solve DRSLP and DRMKP instances with Kantorovich set (7) as the ambiguity set and present our computational results in Tables 2 and 3 . We consider two different values of , i.e. 5.0 and 10.0, and observe that for each problem instance, z opt remains same for both values of . It is important to note that the average number of times the distribution separation problem (8) is solved is only 9. Interestingly, the DRI L-shaped algorithm solves all the problem instances to optimality; whereas the cutting surface algorithm failed to solve DRMKP.4, DRMKP.9, and DRMKP.10 to optimality within a time limit of 3 hours. Moreover, the DRI L-shaped algorithm is on average two times faster than the cutting surface algorithm.
Computational results for instances with moment matching set as the ambiguity set
In this section, we discuss about our computational results for solving DRSLP and DRMKP instances with moment matching set (5) as the ambiguity set. We consider bounds on the first and second moments in Tables 4 and 5 , and bounds on the first, second, and third moments in Tables 6  and 7 . Furthermore, in each of these tables we consider three different values of confidence interval (CI), i.e. 80%, 90%, and 95%. Observe that for each problem instance in each table, z opt increases with increase in CI as the size of the ambiguity set increases with increase in CI. In other words, the decision maker becomes conservative as the size of the ambiguity set increases. Because of the similar argument, it is evident that the z opt decreases when additional bound constraints are added in the moment matching set. Comparing z opt for each problem instance with same CI in Tables 4  and 6 (or Tables 5 and 7) , we notice that z opt decreases because of the presence of bounds on the third moment.
Next we evaluate the performance of DRI L-shaped algorithm and the cutting surface algorithm in solving DRSLP and DRMKP instances with moment matching set. Interestingly, DRI L-shaped algorithm solves all problem instances to optimality, whereas for instance DRSLP.10.50.500 in Table 7 , the cutting surface algorithm failed to terminate within the time limit of 3 hours. On average DRI L-shaped algorithm is 1.4 times faster than the cutting surface algorithm. However, for some instances the latter is faster than the former. In addition, these two algorithms differ in the number of the times distribution separation problems is solved. As expected #DCs is more for DRI L-shaped algorithm in comparison to the cutting surface algorithm.
Concluding remarks
We developed decomposition algorithms to solve two-stage distributionally robust mixed binary programs (TSDR-MBPs) and TSDR linear programs (TSDR-LPs) where the random parameters follow the worst-case distribution belonging to a general ambiguity set. As per our knowledge, no work has been done to solve TSDR-MBPs. More specifically, we utilized distribution separation procedure within Bender's algorithm to solve TSDR-LPs and TSDR-MBPs, and referred to these algorithms as distributionally robust L-shaped algorithm and distributionally robust integer Lshaped algorithm, respectively. Moreover, we provided conditions and the families of ambiguity set for which the foregoing algorithms are finitely convergent. We also presented a cutting surface algorithm to solve TSDR-MBPs where ambiguity set is a set of finite number of distributions which are not known beforehand. Finally, we computationally evaluated the performance of the DRI Lshaped algorithm and the cutting surface algorithm to solve distributionally robust server location problem (DRSLP) and distributionally robust multiple binary knapsack problem (DRMKP) where the ambiguity set is either Kantorovich set or moment matching set (defined by bounds on first two moments or bounds on first three moments). We observed that DRI L-shaped algorithm solved all problems instances to optimality within less than one hour; whereas for 5 DRMKP instances, the cutting surface algorithm did not terminate within a time limit of 3 hours. Also, on average DRI L-shaped algorithm is faster than the cutting surface algorithm. 
