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an62 Stata 5.0
Stata Corp., FAX 1-409-696-4601, stata@stata.com
Stata 5.0 is now shipping. You should have already received information from us on the upgrade but, if not, call or fax
us, or email stata@stata.com and we will send the information to you. Stata 5.0 has many new statistical features that the user
community has requested.
The new release is an opportune time to ask the readers of the STB to contribute suggestions for the next version of Stata.
As we are under continual development, your requests strongly affect what new commands and features receive the attention of
the technical staff. Feel free to send in your suggestions to the Technical Support staff at their email address tech@stata.com.
Note that there are no ofﬁcial updates in this issue, because Stata 5.0 has just been announced and no updates have





a directory will contain ofﬁcial updates for Stata 5.0. Do
not install these updates if you have not upgraded. Also notice that the directory name that we use for the ofﬁcial updates has




an63 Updates available on the Stata web site
Stata Corp., FAX 1-409-696-4601, stata@stata.com
A new service provided by Stata Corporation in conjunction with the release of version 5.0 is the Updates page on our web
site: http://www.stata.com. In the past, when we wanted to add functionality to the Stata executable, we were forced to wait for
a new release in order to create new diskettes. With this service, we are pleased to be able to offer more immediate responses
to these needs.
From our home page, click ﬁrst on User Support and then on Updates. From this page, you can click on the appropriate
operating system. We recommend that you check this page periodically to see if the executable has been updated. If it has, you
may download the new executable by clicking on the appropriate ﬁle. Detailed instructions are available on the web page.
sed10.1 Update to pattern




































































































































































































































This may be useful for (1) reminding you of the order of the variables, and (2) helping decide in what order to impute values.
Imputing the values of variables with fewer missing values ﬁrst is generally better, though this can be affected by the pattern of
missing values.
Reference
Goldstein, R. 1996. sed2: Patterns of missing data. Stata Technical Bulletin 32: 12–13.Stata Technical Bulletin 3
sg42.1 Extensions to the regpred command







































































































































































s command which uses it to produce instrumental variable
estimates in the conventional manner, which is documented in the Stata manual. The predictions and forecast interval are then
calculated and presented using the instrumental variable (or two-stage least squares) estimates instead of the ordinary least squares
estimates.














t(covlist) which allows the user to specify a list of covariates which will
be set to their means in computing the predicted values. In applications where some of the right-hand-side variables are dummy
variables to represent categorical variables, it is interesting to compute predictions for speciﬁc values of those dummy variables.















































will present predictions of the (quadratic) relationship between age and cholesterol for the person of average race in the data just














































































































































2 will not superimpose the two separate
graphs, but the user can do this with the Stata Graphics Editor (STAGE) program available separately from Stata. Alternatively,














A categorical variable might have more than two values. For example, there might be three “races” in the data. In this case




















































































































































































































































2 will not permit the user to specify the same variable to be set to both one and zero. The attempt to do so will
generate an “error 198”.
Examples of the level() and inst() options








2 is to allow the conﬁdence intervals displayed in the graphs and presented in the





































where # is the desired conﬁdence interval expressed as a percentage.













) options. The data used is that in Garrett’s insert




















l(#) option to demonstrate how it
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In this speciﬁcation, neither age nor systolic blood pressure affects the cholesterol level. But suppose that the systolic blood
pressure variable is jointly determined with the cholesterol level,
c
h
l, such that each affects the other. In that case, the ordinary
least squares estimator of the impact of
s
b
p is biased and one must use two-stage least squares, also known as instrumental

















p but not a function of
c
h
l and not a direct inﬂuence on
c
h
l. In that case,
s
e
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In this example, using
s
e
s as an instrument for
s
b
p has a dramatic effect on the results. Instead of having a weakly















l directly as well as indirectly through
s
b
p.I ft h a ti st r u e ,
s
e
s should be included as a right-hand-side variable in
the regression and becomes unavailable for use as an instrument. However, experiments with including
s
e








p. So unless Garrett’s dataset is just random numbers, there may be something going on here that deserves a second look
by medical researchers.





























p,p r e s e n t e di nSTB-24. It would be desirable















d. Hopefully some other
Stata user will do so and contribute the result to the STB or the statalist list server.
References
Garrett, J. 1995a. sg33: Calculation of adjusted means and adjusted proportions. Stata Technical Bulletin 24: 22–25.
——. 1995b. sg42: Plotting predicted values from linear and logistic regression models. Stata Technical Bulletin 26: 18–23.
sg49.1 An improved command for paired t tests: Correction
John R. Gleason, Syracuse University, 73241.717@compuserve.com







t program described in sg49 in STB-30. Under certain conditions, the program could
report incorrect results when one of the two elements in a sample pair was missing.
Reference
Gleason, J. R. 1996. sg49: An improved command for paired t tests. Stata Technical Bulletin 30: 6–9.Stata Technical Bulletin 7
sg57 An immediate command for two-way tables
Nicholas J. Cox, University of Durham, UK, FAX (011)-44-91-374-2456, n.j.cox@durham.ac.uk


















































2, etc., are zeros or positive integers showing the frequencies in a two-way table, and backslashes separate rows








e indicates that the variables listed by the command are to be left as the current data in place of whatever data were
there. These variables are row and column indices, observed and expected frequencies, and Pearson and adjusted residuals.
Explanation
A chi-squared test for association of the row and column variables in a two-way table of frequencies is featured in most ﬁrst













neither produces output of expected (ﬁtted, predicted) frequencies or of residuals. Most data analysts wish to glance at least









i that does produce this output. In a two-way table of frequencies, the observed frequency in
row
i and column
j of the table
y
i




j. Under the null hypothesis of independence,

















































i come in two ﬂavors. First, Pearson residuals (also called standardized or chi-residuals)















Under the null hypothesis, the Pearson residuals approximately follow Gaussian (normal) distributions with mean 0 and variance
less than 1. Consequently, one rough rule of thumb is to look especially carefully at any residual greater than 2 in magnitude.






















so that they are distributed more like Gaussians with mean 0 and variance 1.
Example
Jacqueline Tivers (1985) interviewed 400 women with young children in the London Borough of Merton in September
1977. In one analysis, she looked at the cross-tabulation of the age at which women ﬁnished full-time education and whether
they used a library regularly. The table of frequencies did not come with a chi-squared statistic or residuals.8 Stata Technical Bulletin STB-33
Regular use of library
Age left full-time education No Yes Total
Below 16 years 124 21 145
16 years 73 30 103
17-18 years 55 29 84
19 years or older 27 41 68
Total 279 121 400
Source of data: Tivers (1985, 173)





















































































































































































































































































The chi-squared statistic is overwhelmingly signiﬁcant and the pattern of residuals, especially the adjusted residuals, clearly
shows a monotonic relationship. In fact, Tivers gave a result for Goodman–Kruskal gamma, which might be thought more





















e indicates that the variables listed by the command are to be left as the current data in
place of whatever data were there. These variables are row and column indices, observed and expected frequencies, and Pearson
and adjusted residuals.
Discussion
There are several other possible deﬁnitions of residuals in the literature. For more information on this or other points, see
a standard text on categorical data analysis. For example, Gilbert (1993) and Agresti (1996) assume a modest background in
statistics, whereas Bishop, Fienberg, and Holland (1975) and Agresti (1990) are more advanced. Haberman (1973) is a key paper
introducing adjusted residuals.






n from STB-6 and STB-8
(Judson, 1992a, 1992b) or the even more general
g
l
m command. These allow many models other than that of independence to





















i is invoked, then the data supplied in the table are left
















i, but he is not responsible
for any of its deﬁciencies.
References
Agresti, A. 1990. Categorical Data Analysis. New York: John Wiley.
——. 1996. An Introduction to Categorical Data Analysis. New York: John Wiley.Stata Technical Bulletin 9
Bishop, Y. M. M., S. E. Fienberg, and P. W. Holland. 1975. Discrete Multivariate Analysis. Cambridge, MA: MIT Press.
Gilbert, N. 1993. Analyzing tabular data: loglinear and logistic models for social researchers. London: UCL Press.
Haberman, S. J. 1973. The analysis of residuals in cross-classiﬁed tables. Biometrics 29: 205–220.
Judson, D. H. 1992a. smv5: Performing loglinear analysis of cross-classiﬁcations. Stata Technical Bulletin 6: 7–17.
——. 1992b. smv5.1: Loglinear analysis of cross-classiﬁcations, update. Stata Technical Bulletin 8: 18.
Tivers, J. 1985. Women Attached: The Daily Lives of Women with Young Children. Beckenham, UK: Croom Helm.
sg58 Mountain plots
Richard Goldstein, Qualitas, Inc., richgold@netcom.com
There are numerous options, both in Stata and in the literature, for graphically displaying univariate distributions. Examples
in Stata include box plots, probability plots, histograms, stem-and-leaf plots, etc. One family of such plots display the empirical
distribution function (EDF). The mountain plot presented here is a member of this family.





















































Monti points out that by examining such a plot it is easy to perform the following:
1. Determine the median.
2. Determine the range.
3. Determine the central or tail percentiles of any magnitude.
4. Observe outliers.
5. Observe unusual gaps in the data.
6. Examine the data for symmetry.
7. Compare several distributions.
8. Visually gauge the sample size (if plotting symbols are used).
(Note: the implementation here requires a little work on the part of the user to perform number 7 in the above list.)








n plot and the EDF plot, it is clear that they provide the same information;








n plot, including the median (and other percentiles), and






























































































x is left in the
dataset (which is quietly dropped on reuse of the command). If the user has more than one measure of something and wants to





x to something meaningful and rerun; then one can plot the two mountains against what
each is measuring (be sure to sort on the
x variable before graphing).


















o) that does not
give the average rank to tied values since this would give a misleading plot in many cases. Instead unique ranks are given to
all values even if tied. Tied values can be seen in the plot because they are joined by absolutely vertical lines as long as they
do not cross the median; if they cross the median, then they are joined by absolutely horizontal lines.
Reference
Monti, K. L. 1995. Folded empirical distribution function curves—mountain plots. The American Statistician 49: 342–345.
sg59 Index of ordinal variation and Neyman–Barton GOF
Richard Goldstein, Qualitas, Inc., richgold@netcom.com
What do you do when you have a variable with ordered categories? While there are numerous answers to this question when
one has covariates, or other variables, there are few good answers in the univariate situation. This insert presents a measure,
called the index of variation (iov), and test of statistical signiﬁcance, of the amount of variation in an ordered variable. The





f, used in testing the signiﬁcance of































The program provides a measure of variability (and its complement) for ordinal variables. The complement measures lack of







you can use the actually existing number of categories. If you don’t use either option, the default number is 5. These options
allow for the situation when the variable as deﬁned has
x categories, but the particular sample at issue does not use all the
categories.
The iov is 0 (and ioc is 1) when all values fall into one category; the iov is 1 (and the ioc is 0) when extreme polarization
is present. The





f)i sa l s o
presented. The Berry–Mielke (1994) article gives an algorithm for an exact test, and they also make FORTRAN code for this test
available. The test that I have implemented here is not exact.
Note that the program expects data in the form of individual observations; if data are frequency weighted, they should be
expanded prior to using this program.












l. If you use neither, the program assumes that every variable called should






l option will be used.




s is 5, chosen simply because the most usual use for this in my own work is with 5-point Likert
scales. Note that if your variable has other than 5 possible values you should deﬁnitely use this option as these calculations will







l tells the program to use the actually existing number of categories. Each user must decide whether to
use the possible number of categories or the actual number in every case, but in my experience it is the possible number that
usually, but not always, of interest. Note further that using this program with the possible number of rows given eases use on
new datasets that are based on the same data collection form.











s option, then this information is not supplied.
Note that the originators of this prefer a randomization test; the test here (see below) is offered as an approximation.Stata Technical Bulletin 11
Examples
















































































































































































































































































































Next is a made-up example. There are two variables and 40 observations in the dataset. Variable
x consists of just the
numbers 1–40, while variable




















































































































































































































































































































































s option is not used; the







































































































































This program performs a Neyman–Barton smooth goodness-of-ﬁt test of order 2. The test result is asymptotically distributed as




),s oi ft h e
data are outside this range they are transformed to inside the range using a standard transformation (Stephens 1986).




U, one of the two components of the test statistic and also a test statistic; (4) the value of
S
2, the other component
of the test statistic, and also a test statistic.




2 as I have been unable to ﬁnd a reasonable
approximation to the tables given in Stephens. (Each of these is asymptotically standard normal.) The Neyman–Barton test is
equal to the sum of the squared values of the component tests.







No options are allowed.12 Stata Technical Bulletin STB-33
Example


































































































































































































































Berry, K. J. and P. W. Mielke, Jr. 1994. A test of signiﬁcance for the index of ordinal variation. Perceptual and Motor Skills 79: 1291–1295.
Stephens, M. A. 1986. Tests for the uniform distribution. In Goodness-of-Fit Techniques, eds. R. B. D’Agostino and M. A. Stephens. New York:
Marcel Dekker.
sg60 Enhancements for the display of estimation results
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl




and conﬁdence intervals. Clearly, there is a lot of redundancy in this information. For instance,
z and
t statistics are simply the
ratios of the estimates and their standard errors. (Note that this is not fully correct: In exponentiated form,
z and
t statistics are
not transformed by Stata.) Hypotheses testing is possible either via conﬁdence intervals or via
p-values.
In practice, many researchers only consider a few of these numbers, in particular the parameter estimates and the associated
p-values. Thus, precious “display space” seems to be wasted. Indeed, at the same time, Stata’s regular output does not contain
pieces of information that I ﬁnd quite useful.
First, Stata’s variable names, as are all of its identiﬁers, are restricted to length 8. In many cases, this is hardly sufﬁcient to






j, etc. Additionally, the names of variables
produced and named automatically by programs such as
x
i are hardly more understandable than assembler mnemonics. Variable
labels, even those produced automatically by
x
i, are usually easy to understand. These labels could simply be included in the
output.
Second, to interpret the “size of effects” it is useful to see the location and scale of variables along with the parameter
estimates. This practice is followed by many statistical programs including SPSS, BMDP,a n dLIMDEP.












































table with information about the parameter estimates (not the parts above and below the table, such as the number of observations,
the log-likelihood, etc.). This table always includes the variable names, the variable labels of the dependent and independent
variables, and the parameter estimates.
Via options, the user can select additional information, such as the standard deviations, conﬁdence intervals, or summary
statistics of the independent variables. In addition, to facilitate the inclusion of Stata output in reports that describe statistical















































































































p displays estimates, standard errors,
z or
t statistics, and 2-sided
p-values.
c




n displays estimates, 2-sided






























) speciﬁes the degrees of freedom of the
t distribution used to estimate







) speciﬁes that the normal rather that the
t distribution should be used. The column header
shows whether the normal(
z)o r
t distribution is used.





f as the appropriate degrees of freedom for a
t distribution,
or to missing if the normal distribution should be used. If the option
t
d






















) speciﬁes that the parameter estimates should be exponentiated. In accordance with Stata’s regular behavior, the
standard errors are transformed accordingly;
z and
t statistics and
p-values values are unchanged; and the conﬁdence





m speciﬁes the name to be displayed above the column with transformed
coefﬁcients.
l





t speciﬁes that only estimation results pertaining to the ﬁrst equation are displayed.
Formats
The format of the columns can be speciﬁed via options. A format should be a legal Stata display format, though the leading
percentage sign (

















































































































t requires that estimation commands post all relevant information for post-estimation commands. Estimates and









t. Variable names associated with parameters can






t). The dependent variables are











g). The degrees of freedom for approximate































n) and the weighting are available as to post-estimation



































i, ignore this information.
Examples




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































On a color monitor, the numbers are in yellow, variable labels are in white, and the rest is in green. Some formatting produces


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note in this example how misleading ﬁxed format output may be. Due to limited precision, it can become impossible to say
something about the effect of the price of a car on its repair record. Thus, display formating should only be used after inspection
of results.Stata Technical Bulletin 15






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































sg61 Bivariate probit models
James W. Hardin, Stata Corp., FAX 1-409-696-4601, tech@stata.com
In this article, we discuss 3 different two-equation probit models that researchers may wish to estimate. They include
Bivariate probit regression for models where the two dependent variables depend on the same list of independent variables and
are correlated.
Seemingly unrelated two-equation probit regression for models where the two dependent variables may not depend on the
same list of independent variables, but are still correlated.
Nested probit regression for models where the outcome of one equation depends on the outcome of the other equation.
Interested readers may also ﬁnd more information on these models in Greene (1993). Note also that although it is not
discussed in this article, these two commands could be used to extend Heckman-type models to consider two participation
equations.16 Stata Technical Bulletin STB-33
Common derivations



















































The estimation sample is all of the observations for which all of the variables in the two equations are observed in the
bivariate and seemingly unrelated models. For the nested model, the estimation sample is the sample deﬁned by the containing
equation—the contained equation is assumed to be missing for observations where the dependent variable of the containing
equation is zero.
Throughout the next sections, we will use
￿ to denote the standard normal cdf,
￿
2 to denote the standard bivariate normal
cdf,
￿ to denote the standard normal pdf, and
￿
2 to denote the standard bivariate normal pdf.































































































































































































































































































where equation 1 is nested within equation 2; that is, the outcome for
y




















b as a convenience so that you are not required



















































































































































) speciﬁes that the scores from the two probit equations should be saved in the variables speciﬁed by score
1
and score





i speciﬁes that the constant-only model should not be ﬁt (as this can take a long time for many models). Specifying this























































not available with this model.
Example: Bivariate probit regression
Using a subset of data given in Pindyck and Rubinfeld (1981), we wish to estimate a model the decision to send at least
one child to private school and whether to vote yes on a new property tax on the number of years lived in the community, the





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Example: Seemingly unrelated two-equation probit regression
In this example, we duplicate the original analysis using the previous data. Here there are two probit equations. In the ﬁrst,
whether a family places at least one child in private school depends on the log of the family income and the number of years
that the family has resided in the neighborhood. Whether the family votes on a new property tax depends on the log of the























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Example: Robust bivariate probit regression
























= 1). We will also assume for the sake of this example,



















































Knowing that most foreign cars imported are smaller and that smaller cars usually get better mileage, we wish to model



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































-Stata Technical Bulletin 19
Example: Robust cluster seemingly unrelated probit regression
In this example, we use data collected as part of the NLSY study (Center for Human Resource Research 1989). We would
like to model whether a person is part of a union by their age, race, the log of wages earned, and whether they live in the
south. We would like to simultaneously model whether a person is a college graduate by the log of wages earned, age, race,
and whether they are part of the SMSA.
Since we have data collected according to occupation codes, we would like to obtain standard errors that are robust to















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Note in the above that the constant-only model took 320 iterations! The likelihood for the constant only model is very ﬂat
so that this is not unusual. If you are willing to see only the output of the full model without the likelihood ration and pseudo
R





i option to bypass ﬁtting the constant only model.
Example: Nested probit regression





































































































































































































































































































































So, this data is such that we have data on whether a family places at least one child in private school only if they voted

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Center for Human Resource Research. 1989. National Longitudinal Survey of Labor Market Experience, Young women 14–24 years of age in 1968.
Ohio State University.
Greene, W. H. 1993. Econometric Analysis. 2d ed. New York: Macmillan.
Pindyck, R. and D. Rubinfeld. 1981. Econometric Models and Economic Forecasts. New York: McGraw–Hill.Stata Technical Bulletin 21
sg62 Hildreth–Houck random coefﬁcients model
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s, will estimate a linear model in the presence of heteroscedasticity, cross-sectional correlation, and within-panel
autocorrelation. The command actually includes 9 different models depending on which options are chosen and will report either





s command will estimate assume that the parameter vector is
constant for the panels.
In random coefﬁcient models, we wish to treat the parameter vector as a realization in each panel of a stochastic process.
Remarks
Interested readers should see Greene (1993) for information on this and other panel data models. In a random coefﬁcient
























































The derivation of the estimator assumes that the cross-sectional speciﬁc coefﬁcient vector
￿
i is the outcome of a random
process with mean vector


























































































































The covariance matrix for the panel-speciﬁc coefﬁcient estimator
￿






















































































such that the resulting GLS estimator is a matrix-weighted average of the panel-speciﬁc (OLS) estimators.
In order to calculate the above estimator
b
￿ for the unknown
￿ and
V
i parameters, we may use the two-step approach
































































































The two-step procedure begins with the usual OLS estimate of
￿. With an estimate of









i) and then (2) obtain an updated estimate of
￿.22 Stata Technical Bulletin STB-33
Swamy (1970, 1971) further points out that the matrix
b







), it is negligible in large samples. A simple and asymptotically expedient solution is to simply drop this second




























As a test of the model, we may look at the difference between the OLS estimate of
￿ ignoring the panel structure of the


















































































































































ﬁrst time you estimate or use the
i
i
s command to set
i
(
) beforehand. After that, Stata will remember the variable’s
identity. See [R] xt in the Stata 5.0 Reference Manual.
t
(varname




the ﬁrst time you estimate or use the
t
i
s command to set
t
(



























Greene (1993, 445) reprints data in a classic study of investment demand by Grunfeld and Griliches (1960). In the Stata





s command. While the





s command offer considerable ﬂexibility, they all assume that there is no parameter variation across
ﬁrms (the cross-sectional units).
In order to take a ﬁrst look at the assumption of parameter constancy, we might reshape our data so that we may estimate










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Just as subjective examination of the results of our simultaneous equation model do not support the assumption of parameter
constancy, the test included with the random coefﬁcient model also indicates that the assumption of parameter constancy is not
valid for this data. With large panel datasets obviously we would not want to take the time to look at a simultaneous equations
model (aside from the fact that our doing so was very subjective).
References
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Hildreth, C. and C. Houck. 1968. Some estimators for a linear model with random coefﬁcients, Journal of the American Statistical Association 63:
584–595.
Johnston, J. 1984. Econometric Methods. New York: McGraw–Hill.
Swamy, P. 1970. Efﬁcient inference in a random coefﬁcient model. Econometrica 38: 311–328.
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snp12 Stratiﬁed test for trend across ordered groups








d was introduced to Stata following the STB article by Stepniewska and Altman (1992). The command





i, was provided for use with ordered
categorical tables. This revision permits calculation of the stratiﬁed version of the test.
In many situations, one may wish to stratify the sample on the basis of the values of one or more nuisance variables (such
as age and sex in epidemiology). The test is then performed assuming homogeneity of association between the outcome variable











s, has the ability to perform stratiﬁed tests.
The stratiﬁed test statistic is calculated by summing the observed value, the expected value, and the variance of the weighted




s uses the same score for a given value of the grouping (
b














a option is not used, the observed and expected








l will suppress all but the value

































































































































































































































































































































































The main interest is in the association between the extent to which women gave up smoking and the change in the area of











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































It is important to make sure that the observed association between smoking reduction and change in lesion size is not
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sample
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, crc, to the manufacturers of Stata for their exclusive use.
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