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Abstract—Nonlinear function estimation is core to mod-
ern machine learning applications. In this paper, to per-
form nonlinear function estimation, we reduce a nonlinear
inverse problem to a linear one using a polynomial kernel
expansion. These kernels increase the feature set, and
may result in poorly conditioned matrices. Nonetheless,
we show several examples where the matrix in our linear
inverse problem contains only mild linear correlations
among columns. The coefficients vector is modeled within
a Bayesian setting for which approximate message passing
(AMP), an algorithmic framework for signal reconstruc-
tion, offers Bayes-optimal signal reconstruction quality.
While the Bayesian setting limits the scope of our work,
it is a first step toward estimation of real world nonlinear
functions. The coefficients vector is estimated using two
AMP-based approaches, a Bayesian one and empirical
Bayes. Numerical results confirm that our AMP-based
approaches learn the function better than LASSO, offering
markedly lower error in predicting test data.
Index Terms—Approximate message passing, function
estimation, kernel regression, nonlinear functions, Taylor
series.
I. INTRODUCTION
A pervasive trend in modern society is that ever-larger
amounts of data are being collected and analyzed in
order to explain various phenomena. In supervised learn-
ing, many variables (also referred to as features) that may
relate to and thus help explain the phenomena of interest
are observed, and the goal is to learn a function — often
a nonlinear one — that relates the explanatory variables
to the phenomena of interest. More specifically, we have
a multivariate nonlinear function, f(·), and collect noisy
samples of it; our goal is to estimate f(·). At its core, this
is multivariate nonlinear function estimation; it could
also be interpreted as nonlinear regression or feature
selection. Algorithms for solving such problems must
be robust to noisy observations and outliers, backed up
by fundamental mathematical analysis, support missing
data, and have a fast implementation that scales well
to large-scale problems. Such algorithms will impact
many disciplines, such as health informatics [1], social
networks, and finance [2–4].
Example applications: Let us describe how nonlinear
function estimation can be used in financial predic-
tion [2–4]. A typical approach to estimate expected
returns uses a linear factor model, which is tuned to
work well on training data, ym =
∑
nXmnθn + zm,
where ym is the price change of asset m, Xmn is the
exposure of asset m to factor n, θn are the returns of
factor n, and zm is noise in asset m. We can express the
linear model in matrix vector form, y = Xθ+ z, where
X is an input data matrix, by assigning ym as the m-th
entry of the vector y, θn as the n-th entry of the vector
θ, and Xmn as the element of the matrix X in row m
and column n The goal is to estimate θ from y, X, and
possible statistical knowledge about θ and z. We can see
that financial prediction based on linear models relies on
solving linear inverse problems. That said, some factors
relate to returns in a nonlinear way [5], and financial
prediction could be improved using nonlinear schemes.
Nonlinear modeling can also be used in health in-
formatics [1], where y could measure patients’ medical
condition, X contains nonlinear exposure terms, and θ
are explanatory variables that drive the patients’ condi-
tion. Our goal is to understand the relationships between
explanatory variables and patients’ medical condition.
Main idea and contributions: In this paper, as a first
step toward learning nonlinear functions, we cast them
as linear inverse problems using polynomial kernels [6,
7] (Sec. III). Incorporating kernels into the matrix maps
the nonlinear signal estimation procedure into a linear
inverse problem but with an increased feature set, where
the features are no longer independent and identically
distributed (i.i.d.). Unfortunately, the kernels may create
poorly conditioned matrices, and many solvers for linear
inverse problems struggle with such matrices. Nonethe-
less, the matrices in our linear inverse problems often
contain only mild linear correlations among columns,
and are reasonably well conditioned.
While the polynomial kernels greatly increase the rich-
ness of the model class that captures the phenomena of
interest, they also significantly increase the dimension-
ality of the features. For example, N factors evaluated
with quadratic kernels will become approximately 12N
2
new factors. This large scale and well-conditioned linear
inverse problem is well-suited to approximate message
passing (AMP) [8, 9], an algorithmic framework for sig-
nal reconstruction that is asymptotically optimal for large
scale linear inverse problems in the sense that it achieves
best-possible reconstruction quality [10, 11]. Our AMP-
based algorithms improve reconstruction quality of the
coefficients vector θ, leading to better estimation of the
nonlinear function.
Two AMP-based approaches are considered. The first
follows a Bayesian framework, where we assume that
the coefficients vector follows some known probabilistic
structure. While the Bayesian framework is naive and
limited in scope, our past work has shown that universal
approaches that adapt to unknown statistical distribu-
tions can be integrated within solvers for linear inverse
problems [12–14], thus bypassing the Bayesian limi-
tation. The linear inverse problems resulting from our
polynomial kernel expansion is solved using an AMP-
based algorithm, whose Bayes optimality ensures that
our function estimation procedure can succeed despite
using fewer and noisier samples than other methods.
The second AMP-based approach uses empirical
Bayes [15], where the coefficients vector is assumed to
follow some parametric distribution, and in each itera-
tion of AMP we plug maximum likelihood parameter
estimates into a parametric Bayesian denoiser.
The resulting algorithms will allow data to better
model dependencies between explanatory variables and
phenomena of interest. These algorithms could also
help reconstruct signals acquired by nonlinear analog
systems, allowing hardware designers to exploit nonlin-
earities rather than avoid them.
Organization: The rest of the paper is organized as
follows. Section II provides background content. Details
of our approach for estimating multivariate nonlinear
functions appear in Section III. Numerical results appear
in Section IV, and Section V concludes.
II. BACKGROUND
A. Inverse problems
We present a flexible formulation for nonlinear func-
tion estimation in the form of a nonlinear inverse prob-
lem. We observe M independent samples of the form
{(xm, ym)}m∈{1,...,M}, where (xm, ym) ∈ RN × R,
through a nonlinear function f(·) and additive noise,
ym = f(xm) + zm, (1)
for all m ∈ {1, . . . ,M}. In other words, the input data
matrix X∈ RM×N , where X are locations of samples,
will be processed by applying a multivariate operator,
f(·) : RM×N → RM , such that f applies f on each
individual row of the data matrix x, with additive noise,
z ∈ RM , resulting in noisy measurements,
y = f(X) + z ∈ RM . (2)
While the reader is likely familiar with linear inverse
problems, where the operator f boils down to multipli-
cation by a coefficients vector θ, i.e., f(X) = Xθ, our
main interest is in nonlinear inverse problems.
We highlight that many “rules of thumb” that the
sparse signal processing community has claimed, for
example that sparse signals can be reconstructed from
a small number of linear measurements, M < N , may
break down when the measurement noise z is large or
the operator f(·) contains significant nonlinearities.
B. Approximate message passing (AMP)
One approach for solving linear inverse problems is
AMP [8, 9], which is an iterative algorithm that suc-
cessively converts the matrix problem to scalar chan-
nel denoising problems with additive white Gaussian
noise (AWGN). AMP is a fast approximation to precise
message passing (cf. Baron et al. [16], Montanari [9],
and references therein), and has received considerable
attention because of its fast convergence and the state
evolution (SE) formalism [8, 9, 17], which characterizes
how the mean squared error (MSE) achieved by the
next iteration of AMP can be predicted using the MSE
performance of the denoiser being used. AMP solves the
following linear inverse problem,
y = Xθ + z, (3)
where the empirical probability density function (pdf)
of θ follows pθ(θ), the operator f(X) multiplies X
by the unknown coefficients vector θ, and z is AWGN
with variance σ2Z . Although the AMP literature mainly
considers i.i.d. Gaussian matrices, approaches such as
damping [18] and Swept AMP [19] have been proposed
to deal with more general matrices. After initializing θ
0
and r0, AMP [8, 9] proceeds iteratively according to
θt+1 = ηt(XT rt + θt),
rt = y −Xθt + 1
R
rt−1〈ηt−1′(XT rt−1 + θt−1)〉,
(4)
where (·)T denotes the transpose,
R = M/N
is the measurement rate, ηt(·) is a denoising func-
tion, and 〈u〉 = 1
N
∑N
i=1 ui for some vector u ∈
R
N . The denoising function ηt(·) operates in a
symbol-by-symbol manner (also known as separable)
in the original derivation of AMP [8, 9]. That is,
ηt(u) = (ηt(u1), η
t(u2), ..., η
t(uN)) and η
t′(u) =
(ηt
′
(u1), η
t′(u2), ..., η
t′ (uN)), where η
t′(·) denotes the
derivative of ηt(·).
A useful property of AMP in the large system limit
(N,M → ∞ with the measurement rate R constant)
is that at each iteration, the vector XT rt + θt ∈ RN
in (4) is equivalent to the unknown coefficients vector
θ corrupted by AWGN. This property is based on the
decoupling principle [10, 20, 21], which states that the
posterior of a linear inverse problem (3) is statistically
equivalent to a scalar channel. We denote the equivalent
scalar channel at iteration t by
qt = XT rt + θt = θ + vt, (5)
where vti ∼ N (0, σ2t ), and N (µ, σ2) is a Gaussian pdf
with mean µ and variance σ2. AMP with separable
denoisers, which are optimal for i.i.d. signals, has been
rigorously proved to obey SE [17]. However, we will see
in Section II-C that non-i.i.d. signals can be denoised
better using non-separable denoisers.
Another useful property of AMP in the large system
limit involves a Bayesian setting where a prior distri-
bution for the coefficients vector θ is available. In such
Bayesian settings, AMP can use denoiser functions ηt(·)
that minimize the MSE in each iteration t [17]. Using
such MSE-optimal denoisers, the MSE performance of
AMP (4) approaches the minimum mean squared error
(MMSE) as t is increased.
C. Non-scalar denoisers
While i.i.d. signals can be denoised in a scalar sep-
arable fashion within AMP, where each signal entry
is denoised using the same scalar denoiser, real-world
signals often contain dependencies between signal en-
tries. For example, adjacent pixels in images are often
similar in value, and scalar separable denoisers ignore
these dependencies. Therefore, we apply non-separable
denoisers to process non-i.i.d. signals within AMP. For
example, if θ is a time series containing dependencies
between adjacent entries, then we can use a sliding
window denoiser that processes entry n of θ using
information from its neighbors [14, 22].
We will see in Section III that our signal reconstruc-
tion problem includes several types of coefficients in
θ, and we expect dependencies between coefficients.
Therefore, non-scalar denoisers will be used within AMP
to process non-i.i.d. coefficients.
III. LEARNING NONLINEAR FUNCTIONS
Having reviewed relevant background material, we
now recast nonlinear inverse problems (2) as linear
inverse problems (3) using polynomial kernels [6, 7],
which replace our input data matrix X with transfor-
mations of X [23].
Our nonlinear model (2) is motivated by the inade-
quacy of linear relationships in some applications. One
example involves bioinformatics, where genetic factors
involve multiplicative interactions among genes [24].
Another application involving financial prediction [2–
4], where the research and development expenditures
of a firm correlate with future returns in a nonlinear
way [5]. Similar ideas have been widely used in the
machine learning community under the context of poly-
nomial kernel learning [6, 7], and the kernel trick has
been introduced to linear inverse problems by Qi and
Hughes [25]. A related model that learns interactions
among variables is the multi-linear model [26], where
columns that involve auto-interaction are removed from
the polynomial model.
A. Basis expansion
Recall that in our inverse problem, y = f(X)+ z, we
define measurement m ∈ {1, . . . ,M} as ym = f(xm)+
zm (1). Linear inverse problems make use of models that
are linear in the input factors; they are mathematically
and algorithmically tractable, and can be interpreted as a
first-order Taylor approximation to f(x) [23]. However,
in many applications, the true function f(x) is far from
linear in x.
A basis function expansion replaces x with trans-
formations of x [23]. For ℓ ∈ {1, 2, . . . , L}, f(x) is
expressed as in the linear basis expansion of x:
f(x) =
L∑
ℓ=1
θℓgℓ(x).
This model is linear in the new variable gℓ(x), and θℓ are
the coefficients. Basis expansions allow us to use a linear
model to characterize and analyze nonlinear functions.
B. Polynomial regression
We form a polynomial regression problem by applying
a Taylor expansion to the multivariate nonlinear function
f(·) [24]. In polynomial regression, we add to the
original columns of the measurement matrix XQ, which
represent individual explanatory variables, extra columns
that represent interactions among variables.
Let us elaborate on the quadratic case. While we will
provide details of a matrix XQ, that supports a quadratic
Taylor expansion (6), the reader should be able to employ
this concept for cubic expansions and beyond. For each
XQ =


1 x11 · · ·x1N x211 . . . x21N x11x12 . . . x1(N−1)x1N
1 x21 . . . x2N x
2
21 . . . x
2
2N x21x22 . . . x2(N−1)x2N
...
...
...
...
1 xM1 . . . xMN x
2
M1 . . . x
2
MN xM1xM2 . . . xM(N−1)xMN

 . (6)
measurement, we use a Taylor expansion of the N factor
variables:
ym = θ1 +
N∑
n=1
[θ2]nxmn +
N∑
n=1
[θ3]nx
2
mn
+
N∑
n1=1
N∑
n2=n1+1
[θ4]nxmn1xmn2 ,
(7)
where θ1 is a constant, θ2, θ3 ∈ RN are coefficient
vectors for linear and quadratic terms, respectively, θ4 ∈
R
N(N−1)
2 is a coefficient vector for cross terms, and the
subscript n in [θ4]n depends on n1 and n2.
Our quadratic Taylor approximation is a basis ex-
pansion, where we have chosen g(x) as follows: (i)
g(x) = 1 corresponds to a DC constant (ii) N linear
terms corresponding to the original data, g(x) = xn,
n ∈ {1, . . . , N}; (iii) N quadratic terms corresponding
to squares of individual linear terms, g(x) = (xn)
2; and
(iii)
N(N−1)
2 cross terms corresponding to products of
pairs of linear terms, g(x) = xn1xn2 , where n2 > n1,
n1, n2 ∈ {1, . . . , N}. We assume that the features
matrix, X, is i.i.d. zero mean Gaussian for ease of
analysis; different types of X are left for future work.
The polynomial regression model is formulated as a
linear inverse problem (3) in matrix vector form,
y = XQθ + z = XQ


θ1
θ2
θ3
θ4

+ z,
where θ ∈ RL is the coefficient vector, and L is
evaluated below (8). In our matrix XQ (6), each row is
an instance or sample, and each column is an attribute
or feature.
Our goal is to estimate the regression coefficients
in the vector θ from XQ and y. The measurement
matrix XQ ∈ RM×L will include one DC column, N
linear term columns,N quadratics (squared column), and
N(N−1)
2 cross terms. This matrix has the form (6), and
it can be seen that
L = 1 + 2N +
N(N − 1)
2
. (8)
To solve this linear inverse problem using an AMP-
based approach, we normalize each column of XQ,
[XQ]ℓ to have unit norm, where ℓ ∈ {1, 2, . . . , L}, and
denote this normalized matrix by X′Q,
y = XQθ + z = X
′
Qθ
′ + z, (9)
where each entry of [XQ]ℓ obeys
[X′Q]ℓm =
[XQ]ℓm
||[XQ]ℓ||2 ,
and the regression coefficients satisfy
θ′ℓ = θℓ||[XQ]ℓ||2. (10)
C. SVD of normalized quadratic matrix X′Q
While the normalized matrix X′Q converts our
quadratic nonlinear inverse problem into a linear one,
it contains dependencies between linear and quadratic
columns as well as between the linear and cross terms.
Unfortunately, it is well known that many solvers for
linear inverse problems struggle with such matrices.
Surprisingly, our matrix (6) works well within some
AMP-based approaches, as will be demonstrated by
numerical results in Section IV. Why does our ma-
trix perform well within AMP? Despite containing de-
pendencies between columns, these dependencies are
nonlinear in nature, and linear correlations between
columns turn out to be mild. In fact, a singular value
decomposition (SVD) of X′Q reveals that it is reasonably
well-conditioned. In particular, we have seen numerically
that most of the singular values (SVs) seem to follow
the semicircle law. That said, the first (largest) SV is
larger than suggested by the semicircle law.
To see why the first SV, σ1, is larger, recall that X
′
Q
is comprised of one DC column, N linear term columns,
N quadratic ones, and N(N−1)2 cross term columns.
Because X′Q has unit norm columns, entries of the DC
column are 1/
√
M , and so the sum of elements of the
first column is
√
M . The N quadratic columns are non-
negative, and because they too have unit norm, the av-
erage squared value is 1/M , suggesting that the average
is Θ(1/
√
M). The sums of elements of all N linear and
N(N−1)
2 cross term columns are near zero, because these
are zero mean Gaussian random variables (RVs), and
products of zero mean Gaussian RVs, respectively. We
see that the first SV, σ1, corresponds to an all constant
(or roughly all constant) column multiplied by a row
that contains significant non-zero entries corresponding
to the DC column and N quadratic columns, while row
entries corresponding to linear and cross term columns
are close to zero.
Under some assumptions, we can estimate the amount
of energy represented by the first SV, σ21 . Suppose that
the original linear columns are Gaussian, X ∼ N (0, 1).
Under this assumption, the quadratic element χ = X2
has a chi-squared distribution, where E[χ] = E[X2] = 1
and var[χ] = 2. Therefore, E[χ2] = E[χ]2+var(χ) = 3.
As we will need to normalize individual entries of
quadratic terms by roughly
√
3M , the average energy of
the DC component of these columns is 1/3. Similarly,
it can be shown that linear and cross term columns have
average energy 1/M aligned with the first singular col-
umn vector. In summary, the energy in σ21 is comprised
of (i) unit energy for the DC column; (ii) N/M for the
N linear columns; (iii) N/3 for the N quadratic ones;
and (iv)
N(N−1)
2M for cross term columns. Therefore, we
predict the total energy in σ1 to obey
σ21,pred = 1 +N/3 +
N(N + 1)
2M
. (11)
Our analysis of the first singular value is inaccurate,
because the first singular vector column is only roughly
constant, and while computing the SVD this column
is modified in order to maximize the energy of the
first rank-one component. Therefore, σ21,pred can be
interpreted as a lower bound for σ21 . That said, numerical
experiments presented in Table I show that our prediction
(11) provides a reasonable approximation. In the table,
results for several (M,N) pairs are provided. For each
pair, we average empirical values for σ21 , the energy in
the first SV, over 20 matrices; these empirical averages
are compared to the prediction (11). It can be seen that
σ21 is typically larger by 0.6–0.75; seeing that unit norm
columns in the normalized matrix X′Q imply that the
average SV has unit energy, this extra energy seems
plausible.
Finally, although we have focused on the normalized
quadratic matrix, X′Q, in further numerical work (not
reported here) we evaluated a cubic matrix with normal-
ized columns. It too has an SVD where σ1 is larger while
other SVs seem to follow the semicircle law.
D. AMP-based algorithm
We solve our linear inverse problem (9) using AMP,
where two points should be highlighted. First, our de-
noiser can incorporate the Bayesian prior information.
Specifically, we use conditional expectation denoisers
that minimize the MSE [17]. Second, owing to the
structure of our matrix (Section III-C), various AMP
variants that promote convergence can be used [18, 19,
27]. That said, these variants all have their shortcomings,
and possible divergence of AMP should be tracked
carefully.
TABLE I
EMPIRICAL VALUE OF σ2
1
COMPARED TO OUR PREDICTION (11).
M N L (8) σ2
1
(empirical) σ2
1,pred
(11)
1000 10 66 4.99 4.39
1500 15 136 6.72 6.08
2000 20 231 8.41 7.77
3000 20 231 8.35 7.74
3000 30 496 11.84 11.16
4000 40 861 15.23 14.54
4500 50 1326 18.63 17.95
5000 60 1891 22.09 21.37
5500 70 2556 25.51 24.79
5000 80 3321 29.06 28.31
6000 80 3321 28.94 28.21
8000 80 3321 28.78 28.07
8000 90 4486 32.26 31.51
6000 100 5151 35.93 35.18
8000 100 5151 35.66 34.96
IV. NUMERICAL RESULTS
Our construction of the quadratic polynomial regres-
sion model in Section III results in a linear inverse
problem (3) whose solution forms an estimate of a multi-
variate nonlinear function (2) that relates the explanatory
variables to the phenomena of interest. This resulting
linear inverse problem will now be solved by two AMP-
based approaches, Bayesian AMP and empirical Bayes.
A. Bayesian AMP
Non-i.i.d. model for θ: Our Bayesian approach con-
siders four groups of coefficients (7), where θ1 ∈ R,
θ2, θ3 ∈ RN , and θ4 ∈ RN(N−1)2 are the DC, linear,
quadratic, and cross term coefficients, respectively. We
modeled each individual entry among these L coeffi-
cients as Bernoulli Gaussian (BG), where the Bernoulli
part is a probability p that the entry is nonzero, in which
case its distribution is zero mean Gaussian with some
variance. To be specific, (i) our DC coefficent obeys
θ1 ∼ N (0, 10), meaning that it is zero mean Gaussian
with variance 10; (ii) each entry among the N linear
term coefficients satisfies [θ2]n ∼ 0.2N (0, 1) + 0.8δ0,
i.e., zero mean unit norm Gaussian with probability 0.2,
else zero; (iii) the N quadratic term coefficients obey
[θ3]n ∼ 0.2N (0, 0.5)+0.8δ0; and (iv) for the 12N(N−1)
cross term coefficients, [θ4]n ∼ 0.03N (0, 0.1)+0.97δ0.
Although the four groups of coefficients have different
distributions, all L entries that follow this model are
statistically independent.
Baseline LASSO algorithm: The baseline algorithm
used to solve (9) is the least absolute shrinkage and
selection operator (LASSO) [28], which minimizes the
sum of squared errors subject to a constraint on the ℓ1
norm of the coefficients [28]. In our polynomial model,
the LASSO estimator θ̂ is calculated in Lagrangian form:
θ̂ =
1
2
argmin
θ
||y −XQθ||22 +
4∑
j=1
λj‖θj‖1, (12)
where λ1, . . . , λ4 are tuning parameters. In principle,
we could perform grid search over all four parameters,
λ1, . . . , λ4, but it is computationally intractable. There-
fore, we report the performance obtained by setting all
parameters to be equal, which reduces the search space.
AMP-based approach: As a proof of concept, we
have designed a denoiser specifically for our non-i.i.d.
model. Because all L entries that follow this model are
statistically independent, we used L scalar denoisers.
However, because individual entries among our four
groups of coefficients, θ1 ∈ R, θ2, θ3 ∈ RN , and
θ4 ∈ RN(N−1)2 follow different distributions, four dif-
ferent scalar denoisers were used. Details of Bayesian
denoisers for BG signals appear in [29].
Signal generation: We evaluate the performance of
AMP in the Bayesian setting, which is a planted infer-
ence problem. The experiment allows us to validate the
suitability of AMP for the quadratic basis, e.g. (6).
We generated the feature matrix, X, as i.i.d. Gaussian
with dimension N = 100. These linear terms were then
transformed into a quadratic form X′Q with normalized
columns (9). The number of columns in the normalized
matrix was L = 5151 (8), and the number of rows
M = 5400, Next, we created quadratic multivariate
functions by generating θ vectors following our non-i.i.d.
model. The expected energy of each group of coefficients
satisfies EDC = 10, Elinear = 0.2 × N = 20,
Equadratic = 0.2 × N × 0.5 = 10, and Ecross =
0.03 × N2−N2 × 0.1 = 14.85. Finally, the measurement
noise z was AWGN with variance σ2Z = 0.004.
MSE performance: Fig. 1 shows the MSE perfor-
mance for estimated coefficients, θ. We estimated the
coefficients using LASSO, swept AMP (SwAMP) [19]
and vector AMP (VAMP) [27]. The left panel of the
figure shows the MSE obtained when estimating the
original coefficients θ, where the estimator θ̂ can be
calculated using (13),
θ̂ℓ =
θ̂′ℓ
||[XQ]ℓ||2 , (13)
l ∈ {1, . . . , L}, and θ̂′ are estimated coefficients of
θ
′
. SwAMP and VAMP both converge well for nor-
malized quadratic matrices. However, it can be seen
in Fig. 1 that VAMP requires less than one hundred
iterations to converge; SwAMP requires a few hundred,
and its individual iterations require more computation
than those of VAMP; our specific implementation of
LASSO requires thousands of iterations. Because our
AMP based approaches are expected to be Bayes optimal
while LASSO does not share these optimality properties,
there is no surprise that AMP-based approaches obtain
lower MSE.
To make sure that our function reflects the nonlinear
function well, the right panel of Fig. 1 shows the
MSE obtained when applying our estimated polynomial
function to predict test data,
||ytest −Xtestθ̂||22
K
=
||Xtest(θ − θ̂)||22
K
,
where we held back K = 600 test measurements (recall
that M = 5400), Xtest ∈ RK×L has the same format
as XQ, and ytest ∈ RK . Note that the MSE for
coefficients, θ, is inapplicable to real-world problems,
because the true coefficients do not exist, and we are
merely modeling some nonlinear dependence as a low-
order Taylor series. In our synthetic experiment, we are
using the MSE over the test data as a metric of interest.
B. Empirical Bayes
Nonlinear function: Nonlinear function learning is
now performed using empirical Bayes within AMP [15].
We employ the quadratic formulation (9) and learn the
coefficients vector θ to approximate a family of (mildly)
nonlinear functions,
y =
3∑
i=1
wi sin (Xρi + φi) + z, (14)
where w1 = 0.1, w2 = 0.3, and w3 = 0.6 are weights
of the sinusoids, ρi ∈ RN is a BG vector, Xρi ∈ RM ,
φ ∈ RM are phase shifts uniformly distributed between
0 and 2π, the sine is applied element-by-element, and
the noise z ∈ RM is AWGN with variance 10−4. Note
that the vectors ρi are chosen to be sparse BG, in order
for the coefficients vector θ fit by AMP to the quadratic
expansion to also be sparse.
AMP-based empirical Bayes: In contrast to the
Bayesian case, we assume that θ2, θ3, and θ4 are BG,
and their parameters are estimated using maximum like-
lihood (ML) in each AMP iteration. The DC coefficient
θ1 is assumed to be Gaussian. The ML parameters are
plugged into Bayesian denoisers for the 4 components.
MSE performance:We generated nonlinear functions
and ran our empirical Bayes algorithm, LASSO, and
a pseudoinverse approach (least squares). Each run of
LASSO requires many iterations, and we use cross
validation to regularize the parameter selection proce-
dure. AMP with damping requires fewer iterations than
LASSO. Empirical results for different measurement
rates, R = M/L, appear in Table. II. AMP obtains lower
MSE than LASSO, which in turn obtains lower MSE
than pseudoinverse.
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Fig. 1. Performance of LASSO, SwAMP, and VAMP. The MSE is shown in the vertical axis, while the horizontal axis reflects the iteration
number, t. Left panel (a): MSE performance in recovering the unknown coefficients, θ. Right panel (b): MSE performance in predicting the
test data.
TABLE II
EMPIRICALMSE ON TEST DATA FOR NONLINEAR FUNCTION
ESTIMATION.
Measurement
Rate R = M
L
Median MSE over
20 Realizations
LASSO AMP Pseudoinverse
0.14 0.0382 0.0293 0.041
0.28 0.0298 0.0228 0.033
0.56 0.0063 0.0036 0.01
V. DISCUSSION
In this paper, we studied nonlinear function estima-
tion, where a nonlinear function of interest is regressed
on a set of features. We linearized the problem by consid-
ering low-order polynomial kernel expansion, and solved
the resulting linear inverse problem using approximate
message passing (AMP). Numerical results confirm that
our AMP-based approaches learn the function better than
the widely used least absolute shrinkage and selection
operator (LASSO) [28], offering markedly lower error in
predicting test data for both Bayesian and non-Bayesian
settings.
While we have presented a first step toward estimat-
ing nonlinear functions by appling AMP to polynomial
regression, many open problems remain.
Dependencies between coefficients: In past work, we
used non-scalar sliding window denoisers to process co-
efficient vectors θ that contained dependencies between
entries [14, 22]. It is not clear whether similar depen-
dencies will appear in our θ. While it seems plausible
that exposure weights corresponding to the N original
columns, the N quadratic terms, and N(N − 1)/2 cross
terms will have different distributions, it is not clear
whether each group is i.i.d. or contains intra-group
dependencies. In ongoing work, we are processing all
terms corresponding to the same original column (the
original column, its quadratic, and N − 1 associated
product columns) together, which could be processed
with block denoising. This form of joint processing will
support possible dependencies between lower order Tay-
lor coefficients and higher order ones; such dependencies
have been noted between parent and children wavelet
coefficients [30].
Other kernels: In this paper, we considered a second-
order polynomial kernel. Future work will naturally
extend to selecting the degree of the polynomial kernel as
well. Further, we will consider other widely used kernels.
Results on real datasets: While we reported promis-
ing results for nonlinear function estimation with AMP
in Bayesian and empirical Bayes settings, the perfor-
mance of our algorithms must be tested on real datasets.
In these datasets, various problems may appear, for
example the prior is unavailable; the measurement matrix
may be poorly conditioned; the function of interest may
not belong to the hypothesis class; and the noise may
be heavy tailed [2], resulting in a mismatched estima-
tion problem. We will explore the application of more
advanced adaptive variants of AMP in the absence of a
known prior [12–14]. When the true function does not
belong to the hypothesis class, which are polynomials
of degree two or three in this paper, the best one can
hope for is to recover the function of interest up to a
projection error onto the hypothesis class. We will also
explore the usual bias/variance trade-offs that arise in
such settings.
Nonlinear acquisition and reconstruction: Since the
work of Gauss and his contemporaries [31], hardware
designers have been keenly aware that the mathematics
involved in processing linearly obtained measurements
is more mature than that for nonlinear measurements.
However, algorithms that estimate multivariate nonlinear
functions can also be used to reconstruct signals mea-
sured nonlinearly. The same polynomial kernels [6, 7]
used above to expand the matrix can also be used to
approximate a nonlinear function with a linear one. Such
advances will allow designers to stop worrying about the
nonlinearities inherent in many hardware systems.
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