Objective. Self-paced EEG-based BCIs (spBCIs) have traditionally been avoided due to two sources of uncertainty: 1) precisely when an intentional command is sent by the brain, i.e., the command onset detection problem, and 2) how different the intentional command is when compared to non-specific (or idle) states. Performance evaluation is also a problem and there are no suitable standard metrics available. In this paper we attempted to tackle these issues.
INTRODUCTION
There are several different manners of categorising BCIs. Amongst these definitions, BCIs can also be categorised as cuebased (synchronous) or self-paced (asynchronous) systems [1] . Cue-based (CB-BCI) and self-paced BCIs (SP-BCI) systems have different approaches to interact with users. CB-BCI systems tell the users when to start and stop a relevant brain activity task that will lead a command to the machine. CBBCIs include P300 and SSVEP systems as well as those based on cue-based cognitive tasks. These approaches force the users to keep their mental focus and/or gaze on the computer interface (i.e., typically a computer-controlled visual or auditory stimulus [2] [3] [4] ) which is not only very unnatural to users, but also leads to loss of both user autonomy and the ability to have a rich interaction with their environment. The majority of current EEG-based BCI systems are CB-BCIs. The advantage of CB-BCIs is that they give better classification rates and easier analysis than SP-BCIs as the machine is not required to determine the time location of relevant events; i.e., the machine only needs to determine what the user intended to do, not when a relevant mental state is present. This is crucial as the brain is constantly multitasking -at some level -making it difficult to determine when exactly the user intended to communicate with the machine by means of brain signals alone.
SP-BCIs, on the other hand, analyse user's brain signals continuously without a specific computer-controlled stimulus [1] . The users control the timing of the BCI system by intentionally performing a specific cognitive task when it suits them [3] , thus providing increased autonomy, flexibility, and interaction with the environment (including the people therein, of course). For this reason, SP-BCIs are more suitable than CBBCIs for the ultimate aim of transferring BCIs from laboratory settings towards real-world use.
However, there are great challenges in SP-BCIs [3] . Due to the system's lack of knowledge about the precise time location of user command, SP-BCIs need to continuously analyse the ongoing brain activity in order to classify between intentionalcontrol (IC) and non-control (NC) states (also called nonspecific or null states). NC states can be any states besides IC states (e.g., idle, daydreaming, other mental activities, irrelevant evoked responses, etc.) [4] . One way to distinguish between IC and NC is to use a classifier that treats NC and IC as just different states in the same classification task. For example, a five-output classifier can include NC states as one of the five output classes. However, given the brain's constant multitasking, this approach -herein called a 'lumped' approach -will lead to a high false-positive rate for the IC states (and thus a high false-negative rate for the NC states) and to large timing errors in IC detection. Hence, an alternative approach is needed, namely, separating the 'when' classification task (herein called IC onset detection) from the 'what/which' classification stage. This simplifies the problem and leads to reduced timing errors and lower NC misclassification rates, although the approach is not entirely issue-free. Three important factors to consider when using IC onset detection are: a) the high asymmetry in data set sizes (i.e., there will be much more NC than IC data), b) determining what is an acceptable timing error, and c) the fact that the overall system's performance is not the onset true positive rate (OS_tpr) added to or averaged with the classification rate for the separate IC states (ICstates_tpr). Instead, the overall classification performance will be determined by the product of these two quantities, i.e., OS_tpr x ICstates_tpr, making the performance more sensitive to OS_tpr than in the lumped approach described above. This highlight the need to improve the OS_tpr as much as possible without sacrificing timing accuracy.
In this paper, sound-production related cognitive tasks have been proposed for the onset detection method. Based on our thorough literature review (up to 2016), none of the work on onset detection or self-paced BCIs systems used speech or sound-production related cognitive tasks. They mostly used motor imagery (e.g., [3] [4] [5] [6] ). In addition, all the speech related EEG based BCI studies using different syllables (or syllables/vowels) that we found were focused on discrimination between various tasks, not on onset detection (i.e., idle vs. intentional state) and were cue-based approaches, not selfpaced (e.g., [7] [8] [9] [10] ), and some were ECoG studies [11, 12] . This is the main novelty in our study: discriminating between soundproduction related tasks and idle (or non-specific) states for onset detection, which led to competitive results compared to systems based on typical motor-imagery tasks [5, 13] . We also introduce a novel score system for evaluating self-paced BCI performance.
Sound-production related tasks are very intuitive for the vast majority of people as we almost constantly 'speak' internally or imagine many words in normal life. This is also a big advantage for people with severe motor disabilities, an important target population for BCIs. The challenge, however, is to reduce chances of IC false positives, which can be addressed by choosing cognitive tasks that do not significantly overlap with other common, spontaneous and frequent cognitive states [14] . Using specific words/syllables/letters for onset detection would likely increase both onset false-positives as well as task-related false negatives due to large overlap with the continuous internal speech in normal thought processes. For this reason, we have chosen imagining a high tone or siren-like sound production tasks (with covert and inhibited-overt execution, for comparison purposes, respectively) as onset switches, both of which are unlikely to overlap with normal thought processes. In addition, our chosen tasks are easy to produce and control voluntarily and there is no dependence on the subjects' motherlanguage. We have tested onset detection in offline and simulated online scenarios as a prototype towards practical online system.
II. METHODOLOGY

A. Sound-production related Tasks and Idle State Definition
In this experiment, there were two different mental tasks for the onset switch, and two modes for each task. Firstly, the modes are separated as in inhibited overt (IO) and covert (C) sound production. Secondly, high tone (High) and siren-like (Siren) sound production mental tasks were tested. For the noncontrol state, idle (Idle), i.e., non-specific states were also recorded (to avoid confusion, the term 'idle' alone will be used in the remaining parts of this paper). The start and duration of the tasks was controlled spontaneously by the user (assisted by a specially designed time-keeping interface, described below). To minimise artefacts generated from muscle signals, participants were instructed to avoid any unnecessary body movement, but they were still allowed to blink or move their eyes when needed (the artefact rejection methods are explained later in this paper).
In more detail, the states were defined as follows:
 Inhibited overt sound-production Tasks:
Inhibited overt sound-production is different from our normal overt sound-production. Aside from the cognitive effort, it will involve tensioning of the vocal cords but there is no actual sound production that can clearly be heard.
Inhibited overt high tone production (IO_High): participants were instructed to produce an 'um' sound effort with a high pitch that they can comfortably produce for a couple of seconds, but high enough that they think it is an unusual tone and not something they would imagine in a normal situation.
Inhibited overt siren-like sound production (IO_Siren): the siren-like sound effort was defined as 'wee-woo weewoo'. 'Wee' syllable denotes high notes, whereas 'woo' expresses low pitch. Participants were instructed to produce this sound effort for a couple of seconds.
 Covert sound-production Tasks:
Covert sound-production was a pure imagination process. Thus, there should be no tensioning of any organs related to sound-production. Participants were instructed to imagine making the 'sound', which of necessity included imagining hearing the sound (auditory imagery / auditory recall). Auditory imagery refers to mental imagery in sound perception without an actual external auditory stimuli [15] . In terms of functional neuroanatomy the processes involved in covert speech have not be fully elucidated, but it is known that it involves the auditory cortex (around Brodmann areas 41, 42 and partially 22 [16] ) and, for speech-related imagery, Wernicke's area (Brodmann area 22). Also, the auditory system has been shown to play an important role in overt speech production by giving internal feedback [17] , it is possible that a similar role is played in covert sound-production.
Covert high tone production (C_High): Imagining high tone production (as explained above for the IO_High task).
Covert siren-like sound production (C_Siren):
Participants were instructed to imagine making siren-like sounds in covert mode.
 Idle state (Idle): This is a non-control or null state. The participants were instructed to not think of any of the above IC task states and to stay calm and relax.
During all above tasks, participants were not allowed to imagine tongue, mouth, lips, or any other body movements to avoid motor-imagery related signals.
B. Experiment Interface Design
While the tasks were controlled spontaneously by the users, it was necessary to provide them with a means to estimate the length of time gone by when executing a task in order to ensure that the IC task lasted sufficiently long to yield enough data to achieve a high classification rate, but not so long that it would lead to such high timing errors as to render the self-paced approach useless. Having in mind the typical task duration in cue-based BCIs, we chose an approximate recommended task duration of 3s, but bear in mind that the user was still free to start and stop the task at any time that suited them, within a 30s window (the maximum duration of each NC state within a trial so that the experiments did not run for an unnecessarily long time). To record onset tasks and idle states for simulated-online scenarios (i.e., treating the data trials sequentially rather than as independent random trials), the time tracking interface needs to be suitable for actual online self-paced onset detection systems even during recording of the training. Thus, there were three main functional requirements: a) The interface should minimise visual event-related potentials (VEP). b) The computer must be able to time-stamp events. And, c) as explained above, the user must be able to estimate task duration. To satisfy these requirements, a few different recording interfaces were considered as candidates and the circular progress bar interface shown here was chosen based on the facts of 1) minimum eye movement, 2) minimum ERP generation, and 3) usability (defined as ease of use in this study) from three experienced BCI users (i.e., PhD students in our BCI group). To determine the size of the interface, we considered two literature sources. In [18] competing stimuli located less than 5° of visual angle from the central stimulus were shown to affect SSVEP responses. In [19] , similar effects were observed in a P300-based BCI. As a result, to avoid these proximity issues, the diameter of the interface's inner circle was set to 9cm and the distance between the monitor and participants was set to 50cm. This leads to about 10° of viewing angle. The viewing angle from the fixation cross to any circular moving object was just above 5°. In addition to this, background and objects colour were chosen to be dark achromatic colours to minimise ERPs. As shown in Figure 1 , the progress bar in the interface continuously filled with light grey for 12 seconds and then with slightly darker grey (the jump in brightness was small to minimise VEP), followed by light grey again.
C. Experimental Protocol
Participants performed one run for each task, chosen pseudorandomly to minimise sequence-dependent effects (randomisation between runs). In each run, participants executed the same task 30 times. They knew which task to perform as they were told about the task, by the experimenter, before each run. Task randomisation within a run was unnecessary and undesired in our case as this is only relevant in a multi-task scenario (e.g., motor imagery for left hand vs. right hand vs. feet vs. tongue, etc.). In our case, on the other hand, the intended task-versus-idle scenario is one in which the end-user would execute the same imagery task every time. I.e., in an onset-detection problem it would make no sense to mix the tasks, as this is not what will be happen in online use.
Between each 30-trial run, participants had short breaks (1-3min, as desired). The total experiment time did not exceed one hour beyond electrode cap set up and explanation of the experiment to the participant.
The experiments were done in accordance with the University of Essex Ethics Committee guidelines. Users were required to stay in the idle state for at least 3s, after which they were free to execute one of the cognitive tasks at any time up to 30s from the beginning of the trial. Immediately after they executed a task for about 3s (aided by the timekeeping interfaces) they were required to press the space key on the keyboard to signal the end of a trial and to provide a time stamp for performance evaluation of the system. The minimum idle state of 3s was chosen to prevent task time-proximity effects in the EEG. On the other hand, the maximum idle state 30s was chosen based on a previous study [14] that explored different ways of time-stamping active states and in which participants were given a window of up to 100s within which to execute the self-paced task. In that study all participants spontaneously executed a given active task within 15s after a trial began. For this experiment, an extra 15s were included to prevent participants from rushing.
During the whole experiment the same key (the space key) was pressed following a self-paced task to prevent classdependent information from any motor-related signal. In addition, data 0.5s prior to and 0.5s after the space key (shaded area is Figure 2) were discarded from the analysis to avoid motor-imagery related data leading to IC false-positives.
Seven healthy subjects (4 males, 3 females) participated in the experiments. They all had normal or corrected vision and were aged between 22 and 27. Three participants had previous experience with BCIs and two of them had participated in a previous study on covert sound production for onset detection [14] . The other four participants were naïve subjects. Each subject was sat on a medical chair comfortably and a monitor was placed 50cm away from subject's face. A keyboard was placed on their lap to press the space bar for the end-of-trial marker.
D. Offline and Simulated-online Evaluation Definition
In this experiment, the recorded data were analysed in offline and simulated-online scenarios, as follows.
Offline evaluation: The continuously recorded EEG data was segmented into 0.5s time windows without any overlapping. Then, these segments were separated into task and idle states based on the timing protocol shown in Figure 2 . If a segmented 0.5s window included both idle and task states, it was discarded, as were the 0.5s before and after the key-press stamp. After segmentation, half of the epochs for each state were randomly selected for training and the other half were used for testing data. The randomisation-training-testing cycle was repeated 20 times. Offline evaluation gives a preliminary idea about how well the system can distinguish active tasks from idle states for onset detection and the results can more easily be compared to other BCI systems. However, the offline evaluation has drawback towards real onset detection system as it ignores sequence effects (such as possible priming, habituation, etc.) of onset tasks.
Simulated-online evaluation: Data segmentation was done as in the offline study, but with two crucial differences: a) no data windows were discarded unless EOG was automatically detected by the system (using the EOG detection algorithm described below), and b) epoch randomisation was not applied in order to preserve the online-like time structure of the data. Instead, the first 15 trials (half of the recorded trials within a run) were used for training; the subsequent 15 trials were used for testing. Data were not discarded in the manner done in the offline approach because in real online situations there is no end-of-trial marker.
E. Data Recording and Signal Pre-Processing
A Biosemi (TM) ActiveTwo system was used with the Actiview software for recording data. 64 electrodes were placed based on 10-10 layout system and 2 reference electrodes were placed on the left and right earlobes. In addition, 1 electrode was setup to detect EOG artefacts. Sampling rate 512 samples/s was chosen to ensure recording up to the high gamma band (100 Hz) based on 3dB-point (half power point) of the equipment bandwidth around 104 Hz. In BCI studies, high gamma waves have not been investigated very often due to increased contamination by muscle artefacts, but previous work by others [20] [21] [22] has shown significant high gamma wave activity associated with some language tasks, hence its inclusion here. On the other hand, recording at a higher rate was not necessary as our interest in EMG was only for artefact removal purposes and, further, sampling at a higher rate could have led to increased EMG-related aliasing in the EEG signals.
Continuously recorded EEG data were segmented with 0.5s window length. The data were band-pass filtered (zero-lag Butterworth filter, order 4) with cut-off frequencies at 2 Hz and 100 Hz. Then a notch filter (zero-lag Butterworth filter, order 4) was applied at 49-51 Hz to reduce mains interference. To remove common environmental noise, the averaged of the two earlobe reference channels was subtracted from all 64 scalp channels.
F. EOG Artefact Detection
An EOG channel was placed above the corrugator muscle and was used for EOG detection at the forehead region. Figure  3 illustrates the procedure for automatic EOG detection. A discrete wavelet transform (DWT) with Haar mother wavelet (because it resembles eye blink ocular artefacts [23] ) was applied to the EOG channel. The decomposition level, 6, was chosen as it showed satisfactory results in [23, 24] . The pseudofrequency of the level 6 approximation component was 0-8Hz in our case. To detect EOG artefacts, two conditions needed to be met: i) a standard deviation (std, calculated for each from 0.5s nonoverlap window segment) jump by a factor of 3, and ii) using a wavelet coefficient threshold, as follows. If we compare Figure  4A and B, the EOG detection plot (B, based on the wavelet coefficients at decomposition level 6) can be seen to have large rising/falling edges. When the standard deviation (std) was found to jump by a factor of 3, the subsequent data were treated as possible EOG artefact candidates. Within the EOG artefact region, the smallest rising/falling step area was chosen as a threshold in order to avoid discarding false EOG positives that may result from applying only the 3std condition. E.g., in Figure 4B , between 5s and 6s we find a pattern that can be deemed to be border line EOG artefact and, within that region, the smallest step is 20V. This value was half powered (-3db) and the result was chosen as a threshold. To reduce onset false positives, once the EOG artefact contaminated time-locations are detected, the data for those segments were discarded from further analysis.
G. EEG Feature Extraction
In order to analyse the EEG signal, two different feature extraction methods were used, band power and wavelets. For the band power a Fast Fourier Transform was applied to the preprocessed EEG signals and its power (i.e., the squared FFT) were selected as features from eight different frequency ranges; Freq1: 2-4Hz (Delta), Freq2: 4-8Hz (Theta)
The second feature extraction method was the discrete wavelet transform. It offers time-frequency features and performs well with non-stationary brain signals [25] . Preprocessed EEG signals were decomposed and their coefficient vectors from levels 6Approximation, 6Detail, 5D, 4D, 3D and 2D (representing the pseudo frequency bands Wave F1: 2-4Hz, Wave F2: 4-8Hz, Wave F3: 8-16Hz, Wave F4: 16-32Hz, Wave F5: 32-64Hz and Wave F6: 64-100Hz respectively) were calculated and their variances (for dimensionality reduction purposes) were used as features. The mother wavelet 'db2' was chosen because of its simplicity and common use in EEG signal analysis [26] [27] [28] (also, in our previous study [14] we found that the choice of wavelet type  db2, coif2, or sym2  did not significantly affect sound-production related onset detection). While it is possible that an extensive study including various other wavelet types and orders (and, for that matter, other JTFA and non-JTFA approaches) could lead to improved results, our study was meant to focus on the use of covert sound-production in onset detection.
H. Classification
The above feature extraction method produced hundreds of features, i.e., (64ch*7band power + 64ch*5wavelet = 768 features), so feature selection had to be applied to reduce feature set size and class overlap, and to improve computational efficiency. To this end, the Davies-Bouldin index (DBI [29, 30] ) was applied. The DBI is a cluster overlap measure. Smaller DBI values indicate better class separation, with lower class overlap and larger distance between classes. Thus, DBI values for each feature were sorted in ascending order and an integer value DBI threshold from 1 to N was obtained for each participant. The features which had DBI value less than the threshold were selected as a feature set for further analysis. The DBI threshold was chosen as follows.
The DBI threshold was chosen based on the training set's classification result (see Figure 5) . Due to the different sizes of the idle and task states (the idle period is much longer than tasks), classification results could be biased towards the idle state (see points DB=1 and 2 in the figure). By increasing the DBI threshold (e.g., from 2 to 3), the task state's true-positive rate increases while the idle true-positive rate decreases. This behaviour continues until the individual TP rate continuously decreases for both idle and task states. However, in every case there is an optimum DBI value at which the overall TP rate is maximised (e.g., at DBI=4 in Figure 5 ). Thus, the DBI threshold was chosen so that it gave the highest overall truepositive rate for the training data. Figure 5 . Sample training true-positive rates for idle, task periods, and total performance (from participant 1, inhibited-overt siren task). The horizontal axis shows 7 approximate DBI values for illustration purposes.
After feature selection was performed, Linear Discriminant Analysis (LDA) was applied for classification. LDA was chosen due to its simplicity and low computational power [31] as well due to its widespread use in BCI research. The feature vectors from the feature selection process were used as inputs to the LDA. For the offline analysis, pseudo-randomisation of the choice of training and testing set epochs was done 20 times and results obtained for each randomisation stage.
I. EMG Artefact Handling
A challenge in all BCIs, but more so when the gamma band is included in the analysis, is to ensure that classification results are based on brain signals alone, as much as possible, and are not contaminated by potentially class-dependent EMG. In an EMG artefact BCI survey [32] , it was shown that 67.5% of the BCI studies included in the survey did not mention whether they handled EMG artefacts or not and 12.1% did not remove EMG artefacts.
EMG artefacts are particularly important for IC state onset detection as switching from an 'idle' state to an IC state may produce involuntary facial twitches that can produce classdependent EMG artefacts, especially in frontal area EEG, more so than when switching between various IC states. EMG (and other facial artefacts) must thus be minimised.
Independent component analysis (ICA) and blind source separation by canonical correlation analysis (BSS-CCA) are the two mostly used EMG removal techniques in BCIs. Research papers [33, 34] showed BSS-CCA outperformed ICA and it was more suitable for EMG removal thus BSS-CCA was chosen for this experiment.
CCA measures the linear relationship between two multidimensional signals [35] . It can be used to solve BSS problem (proposed in [36] ) by taking multi-channel EEG as a first variables and temporally delayed version as a second variables [37] . The threshold of autocorrelation coefficient ρ was chosen as 0.35 based on the study in [38] . If there was no source that has less than the threshold ρ, the last source (from descending order sort) that has the lowest autocorrelation coefficient was removed.
J. Performance Assessment (True-False-Positive Score)
For the event by event performance evaluation, the true-false difference rate was suggested in [39] for self-paced BCIs. However, there are some issues with this approach. Due to the difficulty in measuring true-negatives during idle state, [39] proposed a false-positive rate as 'FP/(E+FP)', where FP is the number of false-positives and E is the number of task state onset events. This false-positive rate was subtracted from the truepositive rate. However, the number of task events and idle events are independent in self-paced system. Yet, the method in [39] would yield the same score even if two different systems have different lengths for the idle states but have the same amount of false-positives. The system with longer idle periods should yield a higher score as this system makes less frequent IC onset false-positives, and is thus more robust, but that is not what the index in [39] would indicate Thus, to address the limitations in [39] , we propose a new performance evaluation score, called true-false-positive score (TFPScore), defined as follows:
where TP and FP are the numbers of true-positive and falsepositive 500ms-windows, respectively in this study. tE and iE refer the number of IC task onset events and idle events, respectively. 'α' is set to 0.1, which is a very small number chosen merely to avoid division by zero while still minimising effects on the results. To define iE more clearly, the different online system time periods will be defined as follows:  Recording Time: Total recording time for a run without any stops and interruptions.  Task Period: Total task activation time, i.e., the sum of all task activation periods (from the beginning of task activation to the stop). This variable includes a timing error tolerance region (described below in Results & Discussion). If the experiment is designed to maintain the task activation state until the user receives feedback, then the tolerance region is not included.  Refractory Period: Period in which the signal is ignored after the task activation or false-positive, i.e., the machine ignores incoming data while it executes whatever function is required after onset detection.  Idle Period: Total idle state period, Idle Period = Recording Time -Task Period -Refractory Period.
iE will be defined as the number of shifting windows that give classification results as Idle (e.g., assuming a non-overlapping window size of 500ms, a 1s idle period gives iE = 2). The behaviour of eq. (1) is shown in Figure 6 . Ignoring α for simplicity, we obtain the following behaviours, all of which are correct:
 When FP is zero, TFP will vary with iE, so, everything being equal, longer idle periods will yield higher performance scores.  By multiplying (1-FP rate) to TP rate, the score is reduced if FP is increased.  If FP is zero, the score will be near TP and will depend on idle period size.  FP_rate=top/bottom. The square power of (1-FP rate) will give more reasonable scores than by removing the power of 2. For example, TP=6 and FP=0 give a TFT score around 60%. The score will be similar when TP=7 and FP=3 in panel A (i.e., with the power of 2). However, without the power of 2 (panel B), a score near 60% would be obtained with TP=7 and FP=7, which does not make sense as a system with TP=6 and FP=0 is clearly much better than one with TP=7 and FP=7. For this reason, the square power was chosen after investigation with many scenarios. (1), while B) is without the square power. Ranges: TP= 0-10, FP= 0-50, tE=10 and iE=50, TFT=0-100. NB: (1-FP rate)^2 refers to (1-(FP+a)/(iE+a))^2 in eq. 1. Table I shows classification accuracy for all seven subjects and four different onset tasks. The Bold and Italic results represent the highest accuracy out of four different onset tasks for each participant. If there is no significant difference between the highest values (as measured by a Wilcoxon test pvalue), both results are marked as Bold and Italic.
III. RESULTS AND DISCUSSION
A. Offline Testing Evaluation
For participants 1, 3 and 7 covert high tone sound-production (C_High) achieved significantly higher accuracy (i.e., average true positive rate when discriminating between idle and task) than the other three tasks (p-value ≪ 0.05). For participants 2, 3 and 6 the inhibited overt high tone sound-production (IO_High) task achieved the highest accuracy. For participants 4 and 5 there was no significant difference between tasks.
Based on the average values shown at the bottom of Table I , the C_High task led to better results, followed by IO_High, IO_Siren and C_Siren. There was no significant difference between C_High, IO_High and IO_Siren but C_Siren showed significant worse result than other tasks. It is thus advisable to determine the best onset task on an individual basis.
In terms of average performance for each subject, participant 3, 6 and 7 achieved relatively high values. Participant 7 had experience in similar experiments from our previous study in [14] , so he/she was expected to achieve high performance. However, participant 3 and 6 were naïve subjects. Also, participants 4 (experienced) and 5 (naïve) showed somewhat low performance results compared to other participants, yet they were experienced users. This suggests that previous experience has no significant effect on performance.
The average true positive rate across all tasks and subjects was 73.76%. However, this value rose to 77.7% if only the best task for each subject was considered. Figure 7 shows output testing results for participant 6's IO_High onset task, for illustration purposes. It was chosen because the results contain moderate amounts of true-positive and false-positive events, so it allows us to discuss both cases. The horizontal axis represents the time scale in terms of sample windows, one sample representing a 0.5s window.
B. Simulated-online Testing Evaluation
The vertical axis is binary; a value of 1 indicates a non-idle state, while 0 indicates an idle state. The blue, top line depicts actual onset states as determined from the user's input by pressing space bar after executing a non-idle cognitive task. The green plot (testing output) shows the IC task periods as determined by the LDA classifier.
The red plots (Vote 1 to Vote 6) represent results from an applied voting system, designed to assess sensitivity to false and true events, as follows: Six sequential windows (3s data: 0.5s windows*6) from the testing output were selected and a voting process was applied. Within those 6 sequential windows the machine detected N onset events. 'Vote N' denotes the number of onset windows required for the machine to determine that a real onset has occurred. E.g., 'Vote 2' indicates that the machine required 2 (not necessarily consecutive) of the 6 windows to yield 1 as output in order to accept an event as being an onset. This process was continuously done by moving a jumping 0.5s windows (i.e., a sliding window with no overlap) from the beginning to the end of the recorded data. As can be seen from Figure 7 , the incidence of false-positives decreases from Vote 1 to Vote 6. However, true-positives also decreased (and in varying degrees, depending on the participant). For this reason, it was necessary to find an optimum voting level to minimise false events while maximising true ones. This was done based on a true-false-positive score (discussed below).
For classification performance assessment, it is difficult to achieve sample by sample labelling in self-paced BCIs as well as in this simulated-online recording protocol. Thus, event by event (i.e., one 0.5s window at a time) labelling was adopted. True-positive and false-positive events were defined as shown in Figure 8 . Although participants were instructed to perform a given task for approximately 3s, we included a timing error tolerance region (TETR) to investigate possible timing errors and their effect on system performance. Two different TETR values were investigated in this study, i.e.: the original 3s epoch was padded with the following window lengths on each side: 0.5s (i.e., 0.5s+3s+0.5s = 4s TETR) and 1.5s (6s TETR).
In this experiment, only rising edges from the output graph were only considered as onset. There are three different cases depending on the time location of rising edges. Case 1 indicates the machine-detected rising edge appeared within a TETR and this was treated as true-positive. If there were multiple rising edges in a single TETR (as in case 2), only one true-positive was accepted and others were discarded. Case 3 is an example of a false-positive event. If a rising edge appeared outside the TETR, it was regarded as a false-positive even if remaining machine-detected onset window overlapped with an actual event. If multiple rising edges were detected outside the tolerance region, all of them were considered as false-positives. Table II and Table III show simulated-online testing results for each onset task. The values were calculated based on the true-false-positive score (TFP, described above) and the numbers in a square bracket represent the number of truepositives (TP), false-positives (FP). The total number of actual task onset events (tE) was 15 for all runs. The values shown on the tables for voting level are the ones that gave the highest TFP% score out of six votes.
Two different TETR sizes (4s and 6s TETR) were compared. Larger TETRs increase the chances of detecting true-positive events, while at the same time leading to less frequent falsepositives. However, the TFP% score takes into account the total idle period length. Thus, if there was no significant difference in the number of true and false-positives for different TETR values, the smaller TETR, which yields a longer idle period, would give a higher TFP% score. The average results showed that 6s TETR (from Table III ) has higher score than 4s TETR (from Table II ). It leaves us further investigation to find out optimal TETR in usability point of view as a system would give quicker response with smaller TETR. It would be our future study to move online system. In terms of the best voting level sensitivity, results varied widely depending on subject and tasks.
The average TFP score (across participants) for each of the onset tasks were 57.71%, 53.63%, 58.17% and 59.47% (for C_High and C_Siren, IO_High, IO_Siren, respectively) with 4s TETR and 67.79%, 65.10%, 68.49% and 70.13% with 6s TETR. Both results show that IO_Siren task has higher score followed by IO_High, C_High and C_Siren. However, it all vary depends on subjects. When we average the highest TFP scores for each participant, the overall TFP score was 67.12% (TP rate= 72.38%, FP rate=3.78%) with 4s TETR and 76.67% (TP rate= 87.62%, FP rate=4.05%) with 6s TETR. 48.98 % [8, 6] 44.95 % [8, 12] 53.46 % [9, 7] 51.00 % P3 69.95 % [11, 4] 46.79 % [8, 11] 
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C. Comparison with Other Studies
It is very difficult to directly compare our results with other typical motor-imagery onset detection system as there is no common evaluation method. In addition, many studies have shown performance results (such as hit rate) that can only be applied to their own experimental settings (e.g., [4, 5, 40, 41] ). Other studies have shown only classification accuracy. In [42] the average TP rate for three subjects for idle vs. motor-imagery was 86.7% and the number of false-positive events was 5.7, but there was no information regarding idle period length, and they also calculated the false-positive rate by treating the number of onset events 'E' as true-negatives, which is a mistake, in our opinion. In [5] , motor-imagery versus non-control state achieved classification accuracy around 79.67% on average for three subjects. In [13] , six different mental tasks versus idle state achieved around between 55% (Auditory imagery) and 72% (Motor-imagery) offline TP rate on average for 5 subjects. In [43] researchers classified motor-imagery tasks vs. idle state and they used two two-class classifiers for three different classes (left hand and right foot imagery vs. idle). If the feature did not belong to motor-imagery tasks, they assumed it belonged to the idle state. They achieved around 40% truepositive rates in an offline analysis.
Compared to the results from the above studies, our results (i.e., around 76.67% of TFP score, 87.62% TP rate, 4.05% FP rate) look promising. Further, none of the above studies investigated onset timing errors and none attempted to produce a system that would work with a timing error as short as 3s. In addition, our score system based on TFP is more complete and more conservative than previous approaches, making it suitable for future use in asynchronous BCIs.
It is possible that improved results could be obtained by including other wavelet types and orders as well as other feature domains and classifier types. However, we believe that the fact that such simple features (based on the db2 wavelet) and classifier (LDA) yielded encouraging results indicates that the proposed method has potential for further application in BCIs.
IV. CONCLUSIONS
This study presented a methodology to address three current issues in self-paced BCIs: a) determining when an intentional command (IC) is sent by the brain to the machine, b) reliably discriminating between intentional brain activity and brain states that are non-specific or not relevant to the humanmachine interaction, and c) the lack of a suitable standard scoring system for performance evaluation in self-paced BCIs.
Averaging all results across all seven participants, the best idle vs. IC offline performance was obtained with the covert high tone (C_High) sound production imagery (74.89% true positive rate, TP rate). 77.7% TP rate was achieved when only the best IC task for each individual participant was used for obtaining average results. These offline results are for a 3s timing window, i.e., a 3s timing uncertainty as to when an actual IC onset occurred. We believe this value is acceptable for most BCI scenarios. For the on-line simulation analysis, IO_siren yielded the best overall results based on the TFP score (68.49%). The average TFP score considering only the best IC task for each participant was 76.67%. The true positive and false positive rates for the latter TFP score were 87.61% and 4.05%, respectively.
While there are no studies against which our results can be directly compared, previous similar IC onset detection studies using motor imagery have yielded best classification (true positive rates) of 72.0% [13] and 79.7% [5] , but without taking into account timing errors. In this light, we believe our results, and the proposed methods, may be of use to other self-paced BCI researchers.
