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Abstract. Homogeneous mass fragmentation processes describe the evolution of a
unit mass that breaks down randomly into pieces as time. Mathematically speaking,
they can be thought of as continuous-time analogues of branching random walks with
non-negative displacements. Following recent developments in the theory of branching
random walks, in particular the work of [2], we consider the problem of the Seneta-Heyde
norming of the so-called additive martingale at criticality. Aside from replicating results
for branching random walks in the new setting of fragmentation processes, our main
goal is to present a style of reasoning, based on Lp estimates, which works for a whole
host of different branching-type processes. We show that our methods apply equally to
the setting of branching random walks, branching Brownian motion as well as Gaussian
multiplicative chaos.
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1 Introduction
There exists a very strong mathematical analogy between fragmentation processes and branching ran-
dom walks; see for example [8, 9]. Both model a process of splitting. Where as, in the former, one
understands ‘splitting’ as the fragmentation of mass, in the latter, ‘splitting’ corresponds to the creation
of mass through offspring. Nonetheless, the genealogical tree-like structure that is inherently embed-
ded in the stochastic evolution of both processes accounts for many mathematical similarities. This is
not only the case for fragmentation processes and branching random walks. The right mathematical
perspective also reveals commonly embedded structures in branching particle diffusions, superprocesses
and multiplicative chaos.
An object that can be found commonly amongst all of the aforesaid processed is the so-called additive
martingale. Roughly speaking, representing the configuration of any of the aforementioned processes
at a fixed time as a measure valued object (atomic measures in the case of fragmentation processes,
branching random walks and branching Brownian motion), the additive martingale emerges by inte-
grating the aforesaid measure against an exponential function in space and exponentially discounting
in an appropriate way in time. The additive martingale packages information about the empirical ‘spa-
tial configuration’ of the process in question into a convenient stochastic process whose limit can be
guaranteed in the almost sure sense (thanks to positivity). Traditionally, the martingale limit, when
non-trivial, has played a very important role in studies pertaining to the asymptotic ‘spatial’ evolution
of such branching-type processes.
The main objective of this paper is to consider the problem of the Seneta-Heyde norming of the
additive martingale for a critical parameter regime in the setting of fragmentation processes. That is
to say, for a particular extreme choice of parameters, the additive martingale will tend almost surely to
zero (thereby offering little direct information about the process in the limit) whereupon we establish a
deterministic renormalisation of the martingale such that it has a non-trivial limit. Moreover, in doing
so, we will present a style of reasoning, based on Lp estimates, which works for a whole host of different
branching-type processes. We show that our methods apply to the setting of branching random walks,
branching Brownian motion as well as Gaussian multiplicative chaos.
The rest of the paper is outlined as follows. In the next section we introduce fragmentation processes.
In section 3 we present our main results. The section thereafter reviews some technical considerations
that will be used in Section 5, where the main results are proved. In Section 6 we briefly review how
the methodology transfers to the case of branching random walks, branching Brownian motion and
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Gaussian multiplicative chaos. Finally, in the Appendix, we list some results for Le´vy processes which
are needed in the proofs of the main results, but appear not to be contained in existing literature,
despite their analogues for random walks being available.
2 Notations and definitions
Below we give a brief overview of the definition and structure of a homogeneous fragmentation process.
The reader is referred to Bertoin [8] for more details. Let P be the space of partitions of the natural
numbers. Here a partition of N is a sequence π = (π1, π2, · · · ) of disjoint sets, called blocks, such that⋃
i∈N πi = N. The blocks of a partition are enumerated in the increasing order of their least element,
that is to say minπi ≤ minπj when i ≤ j (with the convention that min ∅ = ∞). Now consider the
measure µ on P, given by
(2.1) µ(dπ) =
∫
S
̺s(dπ)ν(ds),
where ̺s is the law of Kingman’s paint-box based on s ∈ S (cf. page 98 of Bertoin [8]) with
S :=
{
s = (s1, s2, · · · ) : s1 ≥ s2 ≥ · · · ≥ 0,
∞∑
i=1
si ≤ 1
}
,
and the so-called dislocation measure, ν 6= 0, is a measure on S satisfying
(2.2) ν(s ∈ S : s2 = 0) = 0
as well as
(2.3)
∫
S
(1− s1)ν(ds) <∞.
It is known that µ is an exchangeable partition measure, meaning that it is invariant under the action
of finite permutations on P. It is also known (cf. Chapter 3 of Bertoin [8]) that it is possible to
construct a fragmentation process on the space of partitions P with the help of a Poisson point process
{(π(t), k(t)) : t ≥ 0} on P ×N which has intensity measure µ⊗ ♯, where ♯ is the counting measure. The
aforementioned P-valued fragmentation process is a Markov process which we denote by Π = (Π(t))t≥0,
where Π(t) = (Π1(t),Π2(t), · · · ) ∈ P is such that at all times t ≥ 0 for which an atom (π(t), k(t)) occurs
in (P\(N, ∅, . . .))×N, Π(t) is obtained from Π(t−) by partitioning the k(t)-th block into the sub-blocks
(Πk(t)(t−) ∩ πj(t) : j = 1, 2, · · · ). When ν is a finite measure each block experiences an exponential
holding time before it fragments. For future reference, we write G := (G(t))t≥0 for the natural filtration
associated to the Poisson point process generating the fragmentation process.
Thanks to the properties of the exchangeable partition measure µ it can be shown that, for each
t ≥ 0, the distribution of Π(t) is exchangeable and that the blocks of Π(t) have asymptotic frequencies
in the sense that, for each i ∈ N, the limit
|Πi(t)| := lim
n→∞
1
n
♯{Πi(t) ∩ {1, · · · , n}}
exists almost surely. Moreover, it is known that |Πi(t)| exists P–a.s. simultaneously for all t ≥ 0 and
i ∈ N. We can thus define the mass fragmentation process X(t) = (X1(t),X2(t), · · · ), t ≥ 0, where
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Xi(t) is the mass of the i-th largest block in the sequence Π(t), when blocks are re-ordered by their
asymptotic frequencies.
The mass fragmentation process X(t), t ≥ 0, can equivalently be constructed using the projection
to the space S × N of the Poisson point process that generates Π. This is a Poisson point process
with intensity ν ⊗ ♯ where ν is related to µ via the relation (2.1). Suppose that (s(t), k(t)) is an atom
in S\{(1, 0, · · · )} × N in this Poisson point process that occurs at time t ≥ 0. The sequence X(t)
is obtained from X(t−) by replacing its k(t)-th term, Xk(t)(t−), with the sequence Xk(t)(t−)s(t) and
ranking all existing blocks and new blocks in decreasing order. The process (X(t))t≥0 is now adapted
to the subfiltration of G, say F := (F(t))t≥0, which is generated by the Poisson point process on S ×N.
As a consequence of either of the above two descriptions, the mass fragmentation process has a
convenient Markov property (also known as the fragmentation property) as follows. Given that X(t) =
(s1, s2, · · · ) ∈ S, where t ≥ 0, for u > 0, X(t+ u) has the same law as the process obtained by ranking
in decreasing order the sequences X(1)(u),X(2)(u), · · · where the latter are independent, random mass
partitions with values in S having the same distribution as X(u) but scaled in size by the factors under
s1, s2, · · · respectively.
Let us define ξt := − log |Π1(t)| = − logX1(t), t ≥ 0, with the convention − log 0 :=∞. The process
(ξt)t≥0 is called the tagged fragment. Using the Poissonian construction of the fragmentation process,
one easily shows that (ξt)t≥0 is a killed subordinator with cemetery state ∞ and killing rate
(2.4) κ :=
∫
S
(
1−
∑
k∈N
sk
)
ν(ds) ≥ 0.
Moreover, it is well known that its Laplace exponent Φ, given by
e−Φ(p)t := E(e−pξt), t ≥ 0,
is well defined over [p,∞), where
p := inf
{
p ∈ R :
∫
S
∞∑
i=2
sp+1i ν(ds) <∞
}
∈ [−1, 0]
For convenience, we assume that
(2.5) p > −1.
Then, for every q > p,
(2.6) Φ(q) =
∫
S
(1−
∞∑
i=1
sq+1i )ν(ds).
The function Φ is a concave infinitely differentiable increasing function. We shall assume that the
equation
(2.7) Φ(q) = (q + 1)Φ′(q) admits a unique solution p¯ > p
Such an assumption is automatically satisfied if there exists some p∗ such that Φ(p∗) = 0; see [7]. In
particular this assumption is automatically satisfied in the conservative case (i.e. ν(
∑
i≥1 si < 1) = 0).
More precisely, we have
(2.8) Φ(q)− (q + 1)Φ′(q) < 0⇐⇒ q ∈]p, p¯[
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and
(2.9) the map q → Φ(q)/(q + 1) increases on ]p, p¯[ and decreases on ]p¯,∞[.
The main object of interest in this paper is the following family of random processes:
(2.10) W (t, p) := eΦ(p)t
∞∑
i=1
Xi(t)
1+p, t ≥ 0,
with p > p. From Bertoin and Rouault [9], we know that W (t, p) is a positive martingale (and hence
almost surely convergent with limit, say W (∞, p)) having ca`dla`g paths and mean 1. In particular for
any p > p and t ≥ 0,
(2.11) E(
∞∑
i=1
Xi(t)
1+p) = exp(−tΦ(p)) <∞.
Moreover when t goes to infinity, we know that W (t, p)→ W (∞, p) > 0 almost surely if p ∈ (p, p¯) and
W (t, p) → 0 almost surely if p ≥ p¯. Here we are interested, in the critical case, i.e in the behaviour of
W (t, p¯). Our study involves the so-called critical derivative martingale
(2.12) M ′(t) := eΦ(p¯)t
∑
i=1
{− logXi(t)− tΦ′(p¯)}X1+p¯i (t), t ≥ 0,
which is of interest because it converges almost surely to a non-trivial value. Indeed, Bertoin and
Rouault [9] and the preceding unpublished preprint [22] show that
(2.13) M ′(∞) := lim
t→∞M
′(t)
exists almost surely with M ′(∞) a strictly positive random variable.
3 Main results
Our first main result is an analogue to the so-called Seneta-Heyde normalization at criticality for branch-
ing random walks. The result in that setting is due to [3] and shows that the additive martingale tends
to zero at the exact rate of t−1/2. More precisely, it shows that, up to a multiplicative constant,
when multiplying the additive martingale by the square root of time, there is weak convergence to the
derivative martingale limit.
Theorem 3.1. Let σ2 := Φ′′(p¯), which is finite and positive thanks to the smoothness and concavity of
Φ. Assuming (2.7) and (2.5), we have
(3.1) lim
t→∞
√
tW (t, p¯) =
√
2
πσ2
M ′(∞), in P-probability.
In light of the conclusion above, as well as the expressions for the additive and derivative martingales
given in (2.10) and (2.12) respectively, one might be tempted to compare the terms− logXi(ut)−utΦ′(p¯),
i ∈ N, in the derivative martingale, with √t. To this end, let D([0, a]), for a > 0, be the space of ca`dla`g
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functions over the time horizon [0, a] which we equip with the Skorokhod topology. Observe that for
any t > 0, i ∈ N,
(3.2) t−1/2(− logXi(ut)− utΦ′(p¯))u∈[0,1] ∈ D([0, 1]).
Write C(D, [0, a]) and Cb(D, [0, a]) for the space of non-negative, continuous (with respect to the Sko-
rokhod topology) functions on D([0, a]) and the space of bounded functions in C(D, [0, a]) respectively.
For convenience, let us also introduce the notation
Zi(t) = − log(Xi(t))− tΦ′(p¯) = − log(Xi(t))− t Φ(p¯)
1 + p¯
t ≥ 0
where the second equality is a consequence of the definition of p¯ and the index i ∈ N is the index set of
fragments at time t.
Theorem 3.2. Let (Rs)s∈[0,1] a three dimensional Bessel process. Assuming (2.7) and (2.5), for any
functional F ∈ Cb(D, [0, 1]), we have
(3.3)
lim
t→∞
∑
i=1
Zi(t)e
−(1+p¯)Zi(t)F (t−1/2(Zi(ut))u∈[0,1]) =M ′(∞)E
(
F ((σRs)s∈[0,1])
)
, in P-probability.
Combining the last two theorems, one essentially has a functional law of large numbers. Specifically,
for any F ∈ Cb(D, [0, 1]),
lim
t→∞
∑
i=1
(
e−(1+p¯)Zi(t)
W (t, p¯)
)
t−1/2Zi(t)F (t−1/2(Zi(ut))u∈[0,1]) =
√
πσ2
2
E
(
F ((σRs)s∈[0,1])
)
in probability.
4 Technical considerations for fragmentation processes
In this section, we remind the reader of some straightforward standard theory for fragmentation pro-
cesses that will be used in the later text.
4.1 Change of measures
Recalling that − log |Π1(t)|, t ≥ 0 is a subordinator, we can appeal to the well-known fact for subordi-
nators is that
E(t, p) := eΦ(p)t|Π1(t)|p, p > p,
is a positive (P,G)−martingale. Moreover, when we project E(p, t) on the sub-filtration F, we recover
the additive martingale W (t, p) = exp(tΦ(p))
∑∞
i=1 |Πi(t)|p+1 = exp(tΦ(p))
∑∞
j=1X
p+1
j .
Following an original methodology of Lyons, Pemantle and Peres, but adapted to the setting of
fragmentation process, (see e.g [25, 9]), we introduce the tilted probability measure P(p) given by
(4.1) dP
(p)∣∣G(t) = E(t, p) dP∣∣G(t), t ≥ 0.
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Observe that projections on the sub-filtration F give the identity
(4.2) dP
(p)∣∣F(t) =W (t, p) dP∣∣F(t), t ≥ 0.
The effect of the change of probability is straightforward to describe, both at the level of the tagged
fragment and that of the Poisson point process, say N(dt, dπ, k), on [0,∞) × P × N that generates the
partition-valued fragmentation process.
Proposition 4.1 (Bertoin and Rouault [9]). Fix p > p. Let D1 ⊂ [0,∞[ be the random set of times
r ≥ 0 for which the Poisson point process, N(dt, dπ, k), has an atom on the fiber {r} × P × {1}, and
for every r ∈ D1, denote the second component of this atom by π(r).
(i) Under P(p), the process ξt = − log |Π1(t)| is a subordinator with Laplace exponent
Φ(p)(q) := Φ(p+ q)− Φ(p), q > p− p.
(ii) Under P(p):
– The restriction of N(dt, dπ, k) to R+×P ×{2, 3, ...} has the same law as it has under P and
is independent of the restriction to the fiber R+ × P × {1}.
– The restriction of N(dt, dπ, k) to R+ × P × {1} is a Poisson point process on R+ × P with
intensity dr ⊗ µ(p), where
µ(p)(dπ) = |π1|pµ(dπ).
From Proposition 4.1, we deduce the following corollary for the particular case that p = p¯.
Corollary 4.2 (Many-to-one Lemma). For any F ∈ C(D, [0, t]) and p > p, we have
(4.3) E
( ∞∑
i=1
eΦ(p)tXi(t)
1+p¯F
(
[Xi(st)]s∈[0,1]
))
= E(p)
[
F ([e−ξst ]s∈[0,1])
]
, t ≥ 0.
Remark 4.3. Another ‘many-to-one’ type interpretation of the change of measure (previously observed
in [9], see also [25]) is that, given F(t), we may choose a ‘tagged fragment’ in an empirical way with
probabilities proportional to eΦ(p)tXi(t)
1+p. Moreover, the historical evolution of the tagged fragment
satisfies
F ([e−ξ
∗
st ]s∈[0,1]) :=
∞∑
i=1
eΦ(p)tXi(t)
1+p
W (t, p)
F
(
[Xi(st)]s∈[0,1]
)
, t ≥ 0,
for F ∈ C(D, [0, t]). Moreover, under P(p), (ξ∗)t≥0 is a subordinator with Laplace exponent Φ(p).
Remark 4.4. Observe that Φ′(p¯) = E(p¯)(ξ1), and that σ2 can be rewrite as
(4.4) E(p¯)
(
[ξ1 −E(p¯)(ξ1)]2
)
= E
( ∞∑
i=1
{logXi(1) + Φ′(p¯)}2Xi(1)1+p¯eΦ(p¯)
)
<∞.
Moreover observe that, for any ǫ > 0 such that ǫ < p¯− p,
(4.5) E(p¯)(eǫξt) = E
(
eΦ(p¯)t
∞∑
i=1
Xi(t)
1+p¯Xi(t)
−ǫ
)
<∞, t ≥ 0.
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Hence, the subordinator (ξt)t≥0 under P(p¯) has moment positive and negative exponential moments.
Indeed, for any t > 0 and ǫ < p¯− p , we have
(4.6) E(p¯)
(
eǫ|ξt|
)
<∞.
4.2 On the integrability of the dislocation measure ν
In the following Lemma we point out an integrability property for the fragmentation process which will
be essential in the proof of Lemma 5.3.
Lemma 4.5. Under (2.4), (2.5) and (2.7), for any q > p > −1 and γ ∈ (1, 2) such that γq > p > −1
we have
(4.7) E
(( ∞∑
i=1
Xi(t)
1+q
)γ)
<∞, ∀t ≥ 0.
Proof of Lemma 4.5. Fix t > 0. By (2.11) for any p > −1, the inequalities
E
( ∞∑
i=1
Xi(t)
1+p
)
< +∞,
∫
S
∞∑
i=2
s1+pi ν(ds) <∞
are both equivalent. As the function p 7→∑∞i=1Xi(t)p is decreasing and γq > p, we thus get
(4.8) E
(( ∞∑
i=1
Xi(t)
1+γq
))
< +∞.
Now it suffices to apply the Ho¨lder inequality with a = γ and b = γγ−1 , to get
E
(( ∞∑
i=1
Xi(t)
1+q
)γ)
= E
(( ∞∑
i=1
Xi(t)
1+γq
γ Xi(t)
γ−1
γ
)γ)
≤ E


( ∞∑
i=1
Xi(t)
1+γq
)( ∞∑
i=1
Xi(t)
)γ−1
≤ E
(( ∞∑
i=1
Xi(t)
1+γq
))
< +∞,
where we used
∑∞
i=1Xi(t) ≤ 1 in the second inequality. 
Remark 4.6. By exactly the same arguments we also have∫
S
( ∞∑
i=2
s1+qi
)γ
ν(ds) =
∫
S
[( ∞∑
i=2
s
(1+γq)/γ
i s
(γ−1)/γ
i
)γ]
ν(ds)
≤
∫
S
( ∞∑
i=2
s1+γqi
)( ∞∑
i=1
si
)γ−1
ν(ds)
≤
∫
S
∞∑
i=2
s1+γqi ν(ds) < +∞(4.9)
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4.3 The truncated processes
Studying (W (t, p¯))t≥0 or (M ′(t))t≥0 is hard because both processes are not well concentrated around
their mean. To overcome this difficulty we will study instead the truncated versions of these martingales.
The idea of truncating is now standard, and has successfully been used in the setting of branching
random walks and branching Brownian motion, e.g. [19, 24, 11], as well as in the current setting, e.g.
[9]. Recall that, for t ≥ 0, Zi(t) := − logXi(t)−Φ′(p¯)t, where i ∈ N is the index set of blocks at time t.
For any a > 0 and i ∈ N, let ζai := inf{t ≥ 0, Zi(t) < −a}. For any t ∈ R+ and F ∈ C(D,R+) we define:
W (a)(t, p¯) :=
∞∑
i=1
e−(1+p¯)Zi(t)1{ζai >t}, M
′(a)(t) :=
∑
i=1
Zi(t)e
−(1+p¯)Zi(t)1{ζai >t},
and
M ′(a)(t, F ) :=
∑
i=1
(a+ Zi(t))e
−(1+p¯)Zi(t)1{ζai >t}F{t−1/2(Zi(ut))u∈[0,1]}.
Notice that when a goes to infinity we recover the originally processes. Indeed this follows from the
result in [9] that inf i∈N inft≥0(− log(Xi(t)) − tΦ′(p¯)) > −∞, a.s. In particular, it was show in the
aforesaid paper that
(4.10) lim
t→∞M
′(a)(t) =M ′(a)(∞) > 0, a.s.
5 Proofs of Theorem 3.1 and 3.2
The proofs of the Theorem 3.1 and 3.2 are very similar. They are combinations of the two followings
propositions.
Proposition 5.1. Fix a > 0. Assume (2.4), (2.5) and (2.7).
(i) For any l > 0, we have
(5.1) lim
t→∞
√
tE
(
W (a)(t+ l, p¯)
∣∣Fl) a.s=
√
2
πσ2
M ′(a)(l).
(ii) Let (Rs)s≥0 a three dimensional Bessel process. For any F ∈ C(D,R+) and l ≥ 0, we have
(5.2) lim
t→∞E
(
M ′(a)(t+ l, F )
∣∣Fl) a.s= E (F ((σRs)s∈[0,1]))M ′(a)(l).
Proposition 5.2. Fix a > 0. Assume (2.4), (2.5) and (2.7). There exists c > 0, γ ∈ (1, 2) such that:
(i) For any ǫ > 0, l, t ≥ 0 we have
(5.3)
P
(∣∣∣E((t+ l)1/2W (a)(t+ l, p¯)∣∣Fl)− (t+ l)1/2W (a)(t+ l, p¯)∣∣∣ ≥ ǫ) ≤ c(t+ l)
γ
2
ǫγt
γ
2
√
l
(1 + a)e(γ−1)a.
(ii) For any ǫ > 0, l, t ≥ 0 and F ∈ C(D,R+) we have
(5.4) P
(∣∣∣E(M ′(a)(t+ l, F )∣∣Fl)−M ′(a)(t+ l, F )∣∣∣ ≥ ǫ) ≤ c
ǫγ
√
l
(1 + a)e(γ−1)a.
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The proof of the Proposition 5.1 only involves the many-to-one Lemma (Corollary 4.2). Proposition
5.2 is a concentration result, for which the integrability property (4.7) is essential for its proof.
Proofs of the theorems 3.1 and 3.2. By combining (5.1), (5.3) and (4.10) we have
(5.5) lim
t→∞
√
tW (a)(t) =
√
2
πσ2
M ′(a)(∞), in P probability.
As alluded to earlier, from [9], their result that inf i∈N inft≥0(− log(Xi(t)) − tΦ′(p¯)) > −∞ a.s. implies
that
(5.6) lim
a→∞M
′(a)(∞) a.s= M ′(∞) and lim
a→∞ limt→∞
∣∣∣√tW (a)(t)−√tW (t)∣∣∣ = 0.
Finally Theorem 3.1 is a direct consequence of (5.5) and (5.6). The proof of Theorem 3.2 is identical,
it suffices to use (5.2) and (5.4), instead of (5.1) and (5.3). 
5.1 Computation of the conditional expectation
This sub-section is dedicated to the proof of the Proposition 5.1. Throughout, we appeal to results
from the Appendix, all of which concern asymptotic distributional properties of spectrally one-sided
Le´vy processes. The reader is encouraged to briefly browse the results there before reading on, all of
which are known for random walks but are seemingly missing from the Le´vy process literature, thereby
necessitating a proof. We start by proving (5.1).
Proof of (5.1). Let us define the process (Zt)t≥0 with probabilities Px, x ∈ R such that, under Px, it
is equal in law to ξt − tΦ′(p¯), t ≥ 0, under P(p¯). Note that it is a spectrally positive Le´vy process of
bounded variation with mean 0 and variance σ2. For convenience, we shall also write
ζa = inf{t > 0 : Zt < −a}, a ∈ R.
According to the fragmentation property, then Corollary 4.2, for any t, l > 0,
E
( ∞∑
i=1
e−(1+p¯)Zi(t+l)1{ζai >t+l}
∣∣Fl
)
=
∞∑
i=1
e−(1+p¯)Zi(l)1{ζai >l}E

 ∞∑
j=1
e−(1+p¯)Zj(t)1{ζa+xj >t}

∣∣x=Zi(l)
=
∞∑
i=1
e−(1+p¯)Zi(l)1{ζai >l}P
(p¯)
(
ζa+x > t
)∣∣x=Zi(l) .
Moreover by (A.1) we have for any i ∈ N,
lim
t→∞
√
tP(p¯)
(
ζa+x > t
)∣∣x=Zi(l) =
√
2
πσ2
(a+ Zi(l)).
Hence, we deduce that
lim
t→∞
√
tE
( ∞∑
i=1
e−(1+p¯)Zi(t+l)1{ζai >t+l}
∣∣Fl
)
=
√
2
πσ2
∑
i=1
(a+ Zi(l))e
−(1+p¯)Zi(l)1{ζai >l} =
√
2
πσ2
M ′(a)(l),
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which concludes the proof of (5.1). 
Proof of (5.2). The proof works in a similar way to the proof of (5.1) but instead of (A.1) we will use
Proposition A.3. For any t, l > 0,
E
( ∞∑
i=1
(a+ Zi(t+ l))e
−(1+p¯)Zi(t+l)1{ζai >t+l}F{(t+ l)
−1/2(Zi(u(t+ l))u∈[0,1]}
∣∣Fl
)
=
∑
i=1
e−(1+p¯)Zi(l)1{ζai >l}E
(
(Zt + a+ gl)1{ζa+gl>t}×
F
{
(t+ l)−1/2
(
gst1{s≤ l
t
} + Zst1{s≥ l
t
}
)
s∈[0,1]
})∣∣(gs)s≤l=(Zi(s))s≤l .(5.7)
Let us study the expectation inside the sum.
Ea+gl
(
Zt√
t
F
{
(t+ l)−1/2
(
gst1{s≤ l
t
} + Zst1{s≥ l
t
}
)
s∈[0,1]
} ∣∣ inf
s≤t
Zs ≥ 0
)
×
√
tPa+gl(infs≤t
Zs ≥ 0)(5.8)
By (A.1), we know that limt→∞
(t+l)1/2
a+gl
Pa+gl(infs≤t Zs ≥ 0) =
√
2
σ2π
and by (A.10), for any ǫ > 0, there
exists K > 0 large enough such that
(5.9) Ea+gl
( |Zt|√
t
1{ |Zt|√
t
≥K}
∣∣ inf
s≤t
Zs ≥ 0
)
+E
(
m11{m1≥K}
) ≤ ǫ,
where we recall that (ms)s∈[0,1] is a Brownian meander. Moreover by applying (A.11) to the function
G : (gs)s∈[0,1] 7→ g1F ((gs)s∈[0,1])1{g1≤K} we have
lim sup
t→∞
|Ea+gl
(
Zt√
t
F
{
(t+ l)−1/2
(
gst1{s≤ l
t
} + Zst1{s≥ l
t
}
)
s∈[0,1]
} ∣∣ inf
s≤t
Zs ≥ 0
)
− E(m1F ((σms)s∈[0,1]))|
≤ lim sup
t→∞
Ea+gl
( |Zt|√
t
1{ |Zt|√
t
≥K}
∣∣ inf
s≤t
Zs ≥ 0
)
+ E
(
m11{m1≥K}
) ≤ ǫ.(5.10)
Recall that the under the probability
√
2
πm1 · P, the process (ms)s∈[0,1] has the same law as the three
dimensional Bessel process (Rs)s≥0. So by letting ǫ going to 0, we get
lim
t→∞E
(
(Zt + a+ gl)1{ζa+gl>t}× F
{
(t+ l)−1/2
(
gst1{s≤ l
t
} + Zst1{s≥ l
t
}
)
s∈[0,1]
})∣∣(gs)s≤l=(Zi(s))s≤l
= (a+ Zi(l))E
(
F ((σRs)s∈[0,1])
)
,
and deduce that
lim
t→∞E
( ∞∑
i=1
(a+ Zi(t+ l))e
−(1+p¯)Zi(t+l)1{ζai >t+l}F{(t+ l)−1/2(Zi(u(t+ l))u∈[0,1]}
∣∣Fl
)
=
∑
i=1
(a+ Zi(l))e
−(1+p¯)Zi(l)1{ζai >l}E
(
F ((σRs)s∈[0,1])
)
= E
(
F ((σRs)s∈[0,1])
)
M ′(a)(l).
This concludes the proof of 5.2. 
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5.2 Lp bound and Concentration
In this section we prove Lemma 5.2. As there are a lot of estimates in this section, for notational
convenience, the reader will note that c always denotes a strictly positive constant which may vary in
its value from line to line. We start with a technical lemma.
Lemma 5.3. Fix a > 0. Under (2.4), (2.5) and (2.7). Let γ ∈ (1, 2) such that (4.7) holds and ǫ ∈ (0, 1).
There exists c > 0 such that for any t ≥ 1, a ≤ tǫ, we have
E
(
(
√
tW (a)(t, p¯))γ
)
≤ ce(γ−1)(1+p¯)a,(5.11)
E
(
(M ′(a)(t))γ
)
≤ ce(γ−1)(1+p¯)a.(5.12)
Proof of Lemma 5.3. Appealing to the the spinal decomposition described in Proposition 4.1 (see in
particular Remark 4.3), we can write
E
(
(
√
tW (a)(t, p¯))γ
)
= t
γ
2E
( ∞∑
i=1
e−(1+p¯)Zi(t)1{ζai >t}(W
(a)(t, p¯))γ−1
)
= t
γ
2E(p¯)
(
E
( ∞∑
i=1
e−(1+p¯)Zi(t)
W (t, p¯)
1{ζai >t}W
(a)(t, p¯)γ−1
∣∣F(t)))
= t
γ
2E(p¯)
(
1{ζa1>t}(W
(a)(t, p¯))γ−1
)
.
Let G1(∞) be the sigma-field generated by the Poisson random measure N(dt, dπ, k) to the fiber R+ ×
P × {1}. As γ − 1 ∈ (0, 1), by conditioning on G1(∞), Jensen’s inequality gives us
E
(
(
√
tW (a)(t, p¯))γ
)
≤ t γ2E(p¯)
(
1{ζa1>t}E
(p¯)
(
W (a)(t, p¯)
∣∣G1(∞))γ−1
)
.
Following in the style of reasoning found in e.g. [28], to bound this conditional expectation we need to
decompose it in a spine term and a additive term. More precisely, recall that, if (r, π(r), 1) is a point
in the Poisson point process N(dt, dπ, k), then the block Π1(r−) splits into π(r)∣∣Π1(r−), and the block
after the split which contains 1 is Π1(r) = π1(r) ∩ Π1(r−). It follows that, there is some index j ≥ 2
such that Πi(t) ⊂ πj(r)∩Π1(r−), where πj(r) stands for the j−th block of the partition π(r). In other
words, we can write
E(p¯)
(
W (a)(t, p¯)
∣∣G1(∞)) = (S) + (A),
where (A) and (S) are respectively called the “additive term” and the “spine term” and defined by:
(A) :=
∑
r∈D1∩[0,t]
eΦ(p¯)r
∞∑
j=2
|πj(r) ∩Π1(r−)|1+p¯P(p¯)
(
ζa+x > t− r)∣∣x=− log |πj(r)∩Π1(r−)|−rΦ′(p¯) ,(5.13)
(S) := e−(1+p¯)Z1(t).(5.14)
We first bound the “spine term” (S). Recall that Φ(p¯) = (1 + p¯)Φ′(p¯), then we can write
E(p¯)
(
1{ζa1>t}(S)
γ−1
)
= E
(
1{ζa>t}e−(γ−1)(1+p¯)Zt
)
,
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By localizing the value of Zt, then using (B.2) we obtain
E
(
1{ζa1>t}e
−(γ−1)(1+p¯)Z1(t)
)
≤ e(1+p¯)(γ−1)a
∑
k≥0
e−(γ−1)(1+p¯)kPa
(
inf
s≤t
Zs ≥ 0, Zt ∈ [k, k + 1]
)
≤ e(1+p¯)(γ−1)a (1 + a)
t
3
2
≤ ce(γ−1)(1+p¯)a,(5.15)
where we used a ≤ tǫ in the last inequality. To prove inequality (5.11) it remains to show that there
exists c > 0 such that
(5.16) t
γ
2E(p¯)
(
1{ζa1>t}(A)
γ−1
)
≤ ce(γ−1)(p¯+1)a.
By using (B.1), for any x ≥ −a there exists a constant c > 0 such that
(5.17) P(p¯)
(
ζx+a > t− r) ≤ c (1 + x+ a)
(1 + t− r) 12
.
Plugging this inequality into (5.13) and using the identity |πj(r) ∩Π1(r−)| = |πj(r)||Π1(r−)| yields
(A) ≤ c
∑
r∈D1∩[0,t]
e−(1+p¯)Z1(r−)
(1 + t− r) 12
∞∑
j=2
|πj(r)|1+p¯ [1− log |πj(r)|+ Z1(r−) + a] .
It is easy to show that
∞∑
j=2
|πj(r)|1+p¯
[
1− log |πj(r)|+ Z1(r−) + a
]
≤ (Z1(r−) + a)

 ∞∑
j=2
[
1− log |πj(r)|
]|πj(r)|1+p¯

 .
Moreover for any x, y ≥ 0, (x+ y)γ−1 ≤ xγ−1 + yγ−1, recall also that Φ(p¯) = (1 + p¯)Φ′(p¯), it yields
(A)γ−1 ≤ c
∑
r∈D1∩[0,t]
e−(γ−1)(1+p¯)Z1(r−)
(1 + t− r) (γ−1)2
(Z1(r−) + a)(γ−1)

 ∞∑
j=2
[1− log |πj(r)|]|πj(r)|1+p¯


(γ−1)
.
Recalling the conclusion of Proposition 4.1 (ii) and again appealing to (B.1), we have that, for any
r ∈ [0, t], there exists a constant c such that
P(p¯) (ζa1 > t|F(r)) ≤ c
(1 + a+ Z1(r−)− log |π1(r)|))
(1 + t− r)1/2 .
So by computing the predictable compensator of such additive functional, it leads to
E
(
1{ζa1>t}(A)
γ−1
)
≤ E
(∫ t
0
1{ζa>s}
(a+ Zs−)γe−(γ−1)(1+p¯)Zs−
(1 + t− s)γ2 ds
)
×
∫
P
µ(dπ)| log |π1|||π1|p¯

 ∞∑
j=2
[1− log |πj |]|πj |1+p¯


(γ−1)
.(5.18)
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The crucial point here is that
(5.19)
∫
P
µ(dπ)| log |π1|||π1|p¯

 ∞∑
j=2
[1− log |πj|]|πj |1+p¯


(γ−1)
<∞.
Indeed by the Proposition (4.1) and the identity (3) of [20], we have that
∫
P
µ(dπ)| log |π1|||π1|p¯

 ∞∑
j=2
[1− log |πj|]|πj |1+p¯


(γ−1)
=
∫
S
ν(ds)
( ∞∑
i=1
(− log si)s1+p¯i
)( ∞∑
i=2
[1− log si]s1+p¯i .
)(γ−1)
Trivially
∑∞
i=1 s
1+p¯
i ≤
∑∞
i=2 s
1+p¯
i + 1. Moreover thanks to the inequality (x + y)
γ−1 ≤ xγ−1 + yγ−1
(recall that γ − 1 ∈ (0, 1)), we also have, for some small ǫ > 0 and constant c = c(ǫ) > 0,
( ∞∑
i=1
(− log si)s1+p¯i
)( ∞∑
i=2
[1− log si]s1+p¯i
)(γ−1)
≤ c


( ∞∑
i=2
s1+p¯−ǫi
)γ
+
( ∞∑
i=2
s1+p¯−ǫi
)γ−1
 .
The term on the right-hand side above is integrable with respect to ν(ds) by (4.9), from which (5.19)
now follows. Coming back to (5.18), we are now in position to conclude the proof of (5.16). First we
apply the Fubini-Tonelli Theorem and the inequality (5.19), which yields
t
γ
2E
(
1{ζa1>t}(A)
γ−1
)
≤ ct γ2
∫ t
0
E
(
1{ζa>s}
(a+ Zs−)γe−(γ−1)(1+p¯)Zs−
(t− s+ 1)γ2
)
ds.
≤ ce(γ−1)(1+p¯)a
{∫ t
2
0
Ea
(
1{ζ0>s}e
− (γ−1)
2
(1+p¯)Zs
)
ds
+t
γ
2
∫ t
t
2
Ea
(
1{ζ0>s}e−
(γ−1)
2
(1+p¯)Zs
)
(1 + t− s)γ2 ds

 ,
where we used in the last line the inequality xγe−ax ≤ c(a)e− a2x, ∀a ≥ 0, x ≥ 0. By Lemma B.2, the
first term is smaller than e(γ−1)(1+p¯)c(γ−12 (1 + p¯)). By Lemma B.1 and a localization of Zt, for any
s ∈ [ t2 , t] we have
Pa
(
1{ζ0>s}e
− (γ−1)
2
(1+p¯)Zs
)
≤ (1 + a)t− 32 .
It therefore follows that∫ t
t
2
t
γ
2Ea
(
1{ζ0>s}e
− (γ−1)
2
(1+p¯)Zs
)
ds ≤ t γ2 t−γ2 +1(1 + a)t− 32 ≤ (1 + a)√
t
≤ 1,
where we have used a ≤ tǫ in the last inequality. We deduce that
t
γ
2E
(
1{ζa1>t}(A)
γ−1
)
≤ ce(γ−1)(1+p¯)a,
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which ends the proof of the inequality (5.11). The proof (5.12) is very similar. Indeed it suffices to
follow the same scheme, we just point out here the main arguments. We start by using Proposition 4.1
and write
E
(
(M ′(a)(t))γ
)
= E(p¯)
(
1{ζa1>t}(a+ Z1(t))(M
′(a)(t))γ−1
)
We then take conditional expectation with respect to G1(∞) then use Jensen’s inequality. Similarly we
can decompose
(5.20) E(p¯)
(
M ′(a)(t)
∣∣G1(∞)) = (S) + (A),
with
(A) :=
∑
r∈D1∩[0,t]
eΦ(p¯)r
∞∑
j=2
|πj(r) ∩Π1(r−)|1+p¯(ξr− − r−Φ′(p¯) + a)
×E ((a+ Zt−r)1{ζx+a>t−r})∣∣x=− log |πj(r)∩Π1(r−)|−rΦ′(p¯) ,
(S) := eΦ(p¯)t−(1+p¯)ξt
With regard to the “spine term”, by using (B.2) we have
E(p¯)
(
1{ζa1>t}(a+ Z1(t))(S)
γ−1
)
≤ c(1 + a)e
(γ−1)(1+p¯)a
t
3
2
≤ c′e(γ−1)(1+p¯)a
For the “additive term”, for any j ≥ 2, by (B.3), the expectations terms are bounded by (1−log |πj(r)|+
Z1(r−)). Then by some elementary inequalities we can get
(A)γ−1 ≤ c
∑
r∈D1∩[0,t]
e−(1+p¯)(γ−1)Z1(r−)
(1 + t− r) (γ−1)2
(a+ Z1(r−))2(γ−1)

 ∞∑
j=2
[1− log |πj(r)|]|πj(r)|1+p¯


(γ−1)
.
Finally by using the same type of arguments (Markov property with (B.3), computation of the pre-
dictable compensator, Fubini-Tonelli, ) we can similarly obtain
E
(
1{ζa1>t}(a+ Z1(t))(A)
γ−1
)
≤ ce(γ−1)(1+p¯)a
∫ t
0
Ea
(
1{infu≤s Zs≥0}Z
γ
s e
−(γ−1)(1+p¯)Zs
)
ds
×
∫
P
µ(dπ)| log |π1|||π1|p¯

 ∞∑
j=2
[1− log |πj |]|πj |1+p¯


(γ−1)
,
where the first and the second terms are finite respectively thanks to (B.2) and (5.19). This concludes
the proof of Lemma 5.3. 
Now we are in position to prove the Proposition 5.2. This part appeals to classical Lp estimates; see
for instance [28] or [18].
Proof of Proposition 5.2. We recall a powerful inequality proved in Lemma 1 of [10]. For independent,
zero mean random variables {Z1, ..., Zn} and p ∈ [1, 2], we have
(5.21) E
(∣∣∣∣∣
n∑
i=1
Zi
∣∣∣∣∣
p)
≤ 2p
n∑
i=1
E(|Zi|p).
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We shall use this inequality with γ ∈ (1, 2) such that (4.7) holds. An application of the Markov
inequality and then the fragmentation property gives us
P
(∣∣∣E((t+ l)1/2W (a)(t+ l, p¯)∣∣Fl)− (t+ l)1/2W (a)(t+ l, p¯)∣∣∣ ≥ ǫ)
≤ ǫ−γE
(∣∣∣∣∣
∞∑
i=1
e−(1+p¯)Zi(l)1{ζai >l}(t+ l)
1/2
[
E
(
W (a+x)(t, p¯)
)
−W (a+x)(t, p¯)
]∣∣x=Zi(l)
∣∣∣∣∣
γ)
Applying the inequality (5.21), we deduce that there exists c > 0 such that
P
(∣∣∣E((t+ l)1/2W (a)(t+ l, p¯)∣∣Fl)− (t+ l)1/2W (a)(t+ l, p¯)∣∣∣ ≥ ǫ)
≤ cǫ−γE
( ∞∑
i=1
e−(1+p¯)γZi(l)1{ζai >l}E
(∣∣∣(t+ l)1/2W (a+x)(p¯, t)∣∣∣γ)∣∣x=Zi(l)
)
≤ c(t+ l)
γ
2
t
γ
2 ǫγ
E
( ∞∑
i=1
e−(1+p¯)γZi(l)1{ζai >l}e
(γ−1)(1+p¯)(a+Zi(l))
)
,
= c
(t+ l)
γ
2 e(γ−1)(1+p¯)a
t
γ
2 ǫγ
E
( ∞∑
i=1
e−(1+p¯)Zi(l)1{ζai >l}
)
.
where in the penultimate inequality we have used (5.11). It remains to use Corollary 4.2 then the
inequality in (B.1) to conclude that
P
(∣∣∣E((t+ l)1/2W (a)(t+ l, p¯)∣∣Fl)− (t+ l)1/2W (a)(t+ l, p¯)∣∣∣ ≥ ǫ)
≤ c(t+ l)
γ
2 e(γ−1)(1+p¯)a
t
γ
2 ǫγ
P (ζa > l)
≤ c(t+ l)
γ
2
t
γ
2 ǫγ
(1 + a)e(γ−1)(1+p¯)a√
l
,
which ends the proof of (5.3). The proof of (5.4) is very similar and left to the reader. 
6 BRW, BBM and log-correlated Gaussian field
6.1 Branching random walk
The model of the branching random walk (BRW) can be described as follows. Initially, a single particle
denoted ∅ sits at the origin. Its children together with their displacements, form a point process Θ on R
and the first generation of the branching random walk. These children have children of their own which
form the second generation, and behave, relative to their respective positions at birth, like independent
copies of the same point process Θ, and so on.
Let T be the genealogical tree of the particles in the branching random walk. Plainly, T is a Galton-
Watson tree. We write |z| = n if a particle z is in the n-th generation, and denote its position by V (z)
(V (∅) = 0). The collection of positions (V (z), z ∈ T) is our branching random walk.
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We assume throughout the paper the following conditions
E
(∑
|x|=1
e−V (x)
)
= 1, E
(∑
|x|=1
1
)
> 1, and(6.1)
E
(∑
|x|=1
V (x)e−V (x)
)
= 0, σ2 := E
(∑
|x|=1
V (x)2e−V (x)
)
<∞.(6.2)
The branching random walk is then said to be in the boundary case (Biggins and Kyprianou [13]).
Moreover we will assume that for some γ ∈ (0, 1),
E
( ∑
|z|=1
e−V (u)
( ∑
|z|=1
V (u)+e
−V (u)
)γ)
<∞,(6.3)
where, for any x ∈ R, x+ = max(0, x). Let us introduce
Wn :=
∑
|x|=n
e−V (x), n ≥ 1,
the critical additive martingale associated with the branching random walk and
Mn :=
∑
|u|=n
V (u)e−V (u), n ≥ 1.
its critical derivative martingale. On the set of non-extinction (T is infinite), by Biggins and Kyprianou
[12] we know that Mn admits an almost sure limit which we will denote by M∞. The main result of
this section is to give a different proof of the following result, which first appeared in [3].
Theorem 6.1. Assume (6.1), (6.2) and (6.3) we have
(6.4) lim
n→∞
√
n
Wn
Mn
=
(
2
πσ2
) 1
2
, in P∗ probability.
where P∗(·) := P (· |T is infinite).
Note, by several simple convexity inequalities, it can be easily checked that (6.3) is stronger than
the assumptions used for the corresponding version of the above theorem in [3]. Thus the emphasis of
this section this lies more in the direction of the method of proof, which is relatively shorter.
In the following section we briefly collect some preliminary results on the branching random walk
(change of probabilities, an associated one-dimensional random walk), which are lifted in their present
form from [3].
6.2 The many-to-one Lemma
Let (V (x))x∈T be a branching random walk starting at the origin and satisfying (6.1) and (6.2). Let
(Sn)n≥0 be the random walk such that S0 = 0 and the law of (S1) is given by
(6.5) E (f(S1)) := E
(∑
|z|=1
f(V (z))e−V (z)
)
,
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for all positive, bounded and measurable functions. The conditions (6.1) and (6.2) imply that (Sn)n≥0
is a mean zero random walk and E(S21) = σ
2 < ∞. A straightforward inductive argument shows that,
for any n ≥ 0 and g : Rn → R+ bounded and measurable, we have:
(6.6) E
(∑
|x|=n
g (V (x1), ..., V (xn))
)
= E
(
eSng(S1, ..., Sn)
)
,
where for any i = 1, · · · , n, xi is the unique ancestor of x such that |xi| = i. Equality (6.6) is the
so-called many-to-one identity which plays a fundamental role in many computations relating to the
linear semi-group of the branching random walk. The presence of the random walk (Sn)n≥0 was first
explained in Lyons [25] and Biggins, Kyprianou [12]. Let (Fn)n≥0 be the sigma-algebra generated by
the branching random walk in the first n generations. We call a spine in T an infinite line of descent
starting from the root. Since the landmark work of Lyons, Pemantle and Peres [26] and Lyons [25], the
spine decomposition is a widespread technique to study the branching random walk. To describe it, we
need to introduce the change of measure
Q∣∣Fn :=Wn.P∣∣Fn , n ≥ 0.
We denote by Θˆ the point process with Radon-Nikodym derivative
∑
|x|=1 e
−V (x) with respect to the
law of Θ. In [25] we can find the following description of branching random walk under Q:
(i) w0 = ∅ gives birth to particles distributed according to Θˆ.
(ii) Choose w1 among children of w0 with probability proportional to e
−V (x).
(iii) ∀n ≥ 1, wn gives birth to particles distributed according to Θˆ (with u = V (wn)).
(iv) Choose wn+1 among the children of wn with probability proportional to e
−V (x).
(v) Subtrees rooted at all other brother particles are independent branching random walks with the
same distribution as under P.
From this description we deduce the three followings facts:: First, Q(non-extinction) = 1. Second,
for any n and any vertex x with |x| = n, we have
(6.7) Q(wn = x|Fn) = e
−V (x)
Wn
.
Finally, the spine process (V (wn)), n ≥ 0) under Q, is distributed as a standard cantered random walk.
6.3 The renewal function and random walk asymptotics
The random walk (Sn)n≥0 is centred with σ2 = E[S21 ] ∈ (0,∞). Let h0 be its renewal function defined
by
(6.8) h0(u) :=
∑
j≥0
P
(
min
i≤j−1
Si > Sj ≥ −u
)
, u ≥ 0.
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Note that h0 is increasing and h0(0) = 1. For any u ≥ 0, h0 satisfies
(6.9) h0(u) = E
(
h0(S1 + u)1{S1≥−u}
)
.
Write Sn := min
j≤n
Sj , ∀n ≥ 0, for the running minimum. It is known that there exists c0 > 0 and θ > 0
such that
(6.10) c0 := lim
u→∞
h0(u)
u
, P (Sn ≥ −u) ∼n→∞
1
c0
√
2
πσ2
h0(u)
n
1
2
, ∀u ≥ 0.
As in [3], we will need the following uniform version of (6.10): as n→∞,
(6.11) P (Sn ≥ −u) =
1
c0
√
2
πσ2
h0(u) + o(1)
n
1
2
,
uniformly for u ∈ [0, (log n)30]. Finally we mention an inequality proved in [3]. For u > 0, a ≥ 0, b ≥ 0
and n ≥ 1, there exists c > 0 such that
(6.12) P (Sn ≥ −a, b− a ≤ Sn ≤ b− a+ u) ≤ c
(u+ 1)(a+ 1)(b + u+ 1)
n
3
2
.
6.4 Proof of Theorem 6.4
Once again, on account of the number of estimates that are made in this section, the reader notes that
c is reserved for a generic positive constant that my vary from line to line.
For any u ∈ T, let V (u) := mini=1,··· ,n V (ui), where ui is the unique ancestor of u such that |ui| = i.
We introduce the truncated additive and derivative martingales,
(6.13) W (a)n :=
∑
|z|=n
e−V (z)1{V (z)≥−a}, M (a)n :=
∑
|z|=n
h0(a+ V (z))e
−V (z)
1{V (z)≥−a}
The proof of the Theorem 6.4 follows the same scheme as the proof of Theorem 3.1. Proposition 6.2
and Proposition 5.2 below are the two main steps.
Proposition 6.2. For any a, l > 0, we have
(6.14) lim
n→∞
√
nE(W
(a)
n+l
∣∣Fl) a.s= 1
c0
√
2
πσ2
M
(a)
l .
Proof of Proposition 6.2. By the branching property we have
E
(√
nW
(a)
n+l
∣∣Fl) = ∑
|z|=l
e−V (z)1{V (z)≥−a}E

∑
|u|=n
e−V (u)1{V (u)≥−a+V (z)}


=
∑
|z|=l
e−V (z)1{V (z)≥−a}
√
nP (Sn ≥ −V (z) + a)
−→
n→∞
∑
|z|=l
e−V (z)1{V (z)≥−a}
1
c0
√
2
πσ2
h0(V (z) + a) =
1
c0
√
2
πσ2
M
(a)
l .
where we have used the many-to-one Lemma then (6.10). 
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Proposition 6.3. Assume (6.1) and (6.2) and (6.3). There exists c > 0, γ ∈ (1, 2) such that:
(i) For any ǫ > 0, l, t ≥ 0 we have
(6.15) P
(∣∣∣E(√n+ lW (a)n+l∣∣Fl)−√n+ lW (a)n+l∣∣∣ ≥ ǫ) ≤ c(n + l)
γ
2
t
γ
2 ǫγ
√
l
(1 + a)e(γ−1)a.
We start by proving the following Lemma:
Lemma 6.4. Under (6.1) and (6.2). Let γ ∈ (1, 2) such that (6.3) holds. There exists c > 0 such that
for any t ≥ 1, a ≤ tǫ, we have
(6.16) E
((√
nW (a)n
)γ)
≤ ce(γ−1)a.
Proof of Lemma 6.4. By the representation given on the measure Q,
E
(
(
√
nW (a)n )
γ
)
= n
γ
2EQ
(
1{V (z)≥−a}(W (a)n )
γ−1
)
(6.17)
Let us decompose W
(a)
n using the spine. Specifically, we have
E
(
(
√
nW (a)n )
γ
)
= n
γ
2EQ

1{V (wn)≥−a}(e−V (wn) +
n∑
k=1
e−V (wk−1)
∑
u∈Ω(wk)
e−[V (u)−V (wk−1)]W (a)n (u)
)γ−1
with Ω(wk) :=
{
|x| = k : w(α)k−1 is the parent of x, x 6= w(α)k
}
and, for all u ∈ Ω(wk),
W (a)n (u) :=
∑
|z|=n, z≥u
e−[V (z)−V (u)]1{V (z)≥−a}.
This decomposition leads us to introduce
(S) := 1{V (wn)≥−a}e
−V (wn),(6.18)
(A) = 1{V (wn)≥−a}
n∑
k=1
e−V (wk−1)
∑
u∈Ω(wk)
e−[V (u)−V (wk−1)]W (a)n (u)(6.19)
For the “spine term” (S) by (6.12) we get
(6.20) n
γ
2EQ
(
(S)γ−1
) ≤∑
k≥0
n
γ
2 e−(γ−1)kPa(Sn ≥ 0, Sn ∈ [k, k + 1]) ≤
e(γ−1)aa
n
3−γ
2
For (A), the “additive term”, we introduce G∞ := σ(V (wk), u, V (u), u ∈ Ω(wk), k ≥ 0) the sigma-
field generated by the spine and its brothers. By conditioning according to G∞ and using the Jensen
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inequality we get
EQ
(
(A)γ−1
)
≤ EQ

1{V (wn)≥−a}
n∑
k=1
e−(γ−1)V (wk−1)(
∑
u∈Ω(wk)
e−[V (u)−V (wk−1)]W (a)n (u))
γ−1


≤ EQ

1{V (wn)≥−a}
n∑
k=1
e−(γ−1)V (wk−1)(
∑
u∈Ω(wk)
e−[V (u)−V (wk−1)]E
(
W (a)n (u)
∣∣G∞))γ−1


= EQ

1{V (wn)≥−a}
n∑
k=1
e−(γ−1)V (wk−1)
∑
u∈Ω(wk)
(e−[V (u)−V (wk−1)]Pa+V (u)
(
Sn−k ≥ 0
)
)γ−1

 .
By (6.11) there exists c > 0 such that Pa+V (u)
(
Sn−k ≥ 0
) ≤ c (1+a+V (u))√
n−k , it stems that
EQ((A)
γ−1) ≤ EQ

1{V (wn)≥−a}
n∑
k=1
e−(γ−1)V (wk−1)
(n− k)γ−12
( ∑
u∈Ω(wk)
(1 + a+ V (u))e−[V (u)−V (wk−1)]
)γ−1
For any u ∈ ω(wk), (1 + a+ V (u)) ≤ (a+ V (wk−1)+)(1 + [V (u)− V (wk−1)]+), so we can write
EQ((A)
γ−1) ≤ c
n∑
k=1
EQ
(
1{V (wn)≥−a}
(a+ V (wk−1))γ−1
(n− k)γ−12
e−(γ−1)V (wk−1)
×
( ∑
u∈Ω(wk)
(1 + [V (u)− V (wk−1)]+)e−[V (u)−V (wk−1)]
)γ−1)
.
Now, by using the branching property at time k − 1 then (6.11), we have (6.3), we have
EQ((A)
γ−1) ≤ c
n∑
k=1
EQ
(
1{V (wk−1)≥−a}
(a+ V (wk−1))γ−1
(n− k)γ−12
e−(γ−1)V (wk−1)
×EQ
( ([a+ V (wk−1)]× (1 + [V (w1)]+)
(n− k) 12
∑
u∈Ω(w1)
(1 + [V (u)]+)e
−V (u)]
)γ−1)
.
By (6.7) and (6.3) we have
EQ
(
(1 + [V (w1)]+)
∑
u∈Ω(w1)
(1 + [V (u)]+)e
−V (u)]
)γ−1) ≤ EQ( ∑
|u|=1
(1 + [V (u)]+)e
−V (u)
)γ)
< +∞
So by using again (1 + a+ V (u)) ≤ (a+ V (wk−1)+)(1 + [V (u)− V (wk−1)]+), we get
EQ((A)
γ−1) ≤ c
n∑
k=1
EQ
(
1{V (wk−1)≥−a}
(a+ V (wk−1))γ
(n− k)γ−12
e−(γ−1)V (wk−1)
)
≤ ce(γ−1)aEa
(
1{Sk−1≥0}
n∑
k=1
Sγk−1
(n− k)γ2
e−(γ−1)Sk−1
)
.
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Finally by distinguish k ≤ n2 and using Lemma B.2 in [1] or k ≥ n2 and using (6.12), it is not difficult
to show that
(6.21) n
γ
2EQ((A)
γ−1) ≤ ce(γ−1)a,
which concludes the proof of Lemma 6.4 
Proof of Proposition 6.3. According to the Markov inequality then the branching property we have
P
(∣∣∣E(√n+ lW (a)n+l∣∣Fl)− (t+ l)1/2W (a)n+l∣∣∣ ≥ ǫ)
ǫ−γE


∣∣∣∣∣∣
∑
|z|=l
e−V (z)1{V (z)≥−a}
√
n+ l
[
E
(
W (y+a)n
)
−W (y+a)n
]∣∣y=V (z)
∣∣∣∣∣∣
γ
 .
Applying inequality (5.21), we deduce that there exists c > 0 such that
P
(∣∣∣E(√n+ lW (a)n+l∣∣Fl)− (t+ l)1/2W (a)n+l∣∣∣ ≥ ǫ)
≤ cǫ−γE

∑
|z|=l
e−γV (z)1{V (z)≥−a}E
(∣∣∣√n+ lW (y+a)n ∣∣∣γ)∣∣y=V (z)


≤ c(n+ l)
γ
2 e(γ−1)a
n
γ
2 ǫγ
E

∑
|z|=l
e−V (z)1{V (z)≥−a}

 ,
where in the last inequality we have used (5.11). To conclude, we apply the many-to-one identity, (6.6),
and then (6.11), to conclude that
P
(∣∣∣E(√n+ lW (a)n+l∣∣Fl)− (t+ l)1/2W (a)n+l∣∣∣ ≥ ǫ) ≤ c (n+ l)
γ
2
n
γ
2 ǫγe(γ−1)a
Q (Sn ≥ −a)
≤ c(n+ l)
γ
2
n
γ
2 ǫγ
(1 + a)e(γ−1)a√
l
,
which ends the proof of (6.15). 
Proof of Theorem 6.4. By combining Proposition 6.2 and Proposition 6.3, for any a > 0 we have
(6.22) lim
n→∞
√
nW (a)n =
1
c0
√
2
πσ2
M ′(a)∞ , in P probability.
The desired result now holds because lima→∞M
′(a)
∞ =M ′∞ and
lim
a→∞ limn→∞
√
nW (a)n = limn→∞
√
nW (a)n ,
almost surely in both cases. 
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6.5 Branching Brownian motion.
The case of branching Brownian motion is extremely similar to the case of branching random walks. For
example, sampling a Branching Brownian motion on a lattice of times reveals an embedded branching
random walk. This is not the approach one appeal to in order to produce the desired results, however.
One can mimic the proofs of the branching random walk in the previous section from first principles;
the estimates and computations going through almost verbatim. We leave the details to the reader as
an exercise.
6.6 Gaussian multiplicative chaos
The lognormal star-scale random measures were introduced in [4]. They are a very important class
of random measures satisfying a continuous version of the celebrated Mandelbrot star equation. The
authors of [4] characterize such measures by using the chaos theory of Kahane [23]. Our aim is to
reproduce a Seneta-Heyde result for these measures, originally due to [17], using the generic approach
highlighted in earlier sections, thereby offering a slimmer proof from the original.
Consider a family of centered stationary Gaussian processes (Xs(x))s≥0, x∈Rd d ≥ 1, with covariances
(6.23) E[Xt(0)Xt(x)] =
∫ t
0
k(eux)du, ∀t > 0, x ∈ Rd.
The kernel function k : Rd → R is C1, satisfying k(0) = 1 and k(x) = 0 if x /∈ B(0, 1) := {x : |x| ≤ 1}
(|x| := max
i∈[1,d]
|xi|). We also denote g(·) := 1− k(·) and introduce for any t > 0,
(6.24) Yt(x) := Xt(x)−
√
2dt.
Let B(Rd) the Borel on Rd, and Bb(Rd) its restriction to the bounded sets. We introduce for t > 0 and
γ > 0, the random measures M ′t(dx) and M
γ
t (dx) defined by:
(6.25) M ′t(A) :=
∫
A
(−Yt(x))e
√
2dYt(x)+dtdx, M
√
2d
t (A) :=
∫
A
e
√
2dYt(x)+2dt−dtdx, ∀A ∈ Bb(Rd).
are respectively the critical derivative and additive measure (when A = [0, 1]d we will use the notations
M ′t and M
√
2d
t ). Kahane in [23] proved that
lim
t→∞M
√
2d
t (A) = 0, a.s ∀A ∈ Bb(R),
and recently Duplantier, Rhodes, Sheffield and Vargas [16] prove that there exists a random measure
M ′ such that
lim
t→∞M
′
t(A) =M
′(A), a.s ∀A ∈ Bb(Rd).
Our aim is to recover the Seneta-Heyde norming first obtained in [17], by using the same approach as
for the fragmentation and branching random walk process.
Theorem 6.5. The family (
√
tM
√
2d
t )t converges in probability as t → ∞ towards a non trivial limit.
More precisely,
(6.26)
√
tM
√
2d
t (A)→
√
2
π
M ′(A), in P probability as t→∞.
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6.7 Proof of Theorem 6.5.
Let us introduce the truncated versions of the critical measures, ∀A ∈ Bb(Rd),
(6.27)
M
√
2d,(a)
t (A) :=
∫
A
e
√
2dYt(x)+dt1{sups≤t Ys(x)≤a}dx, M
′(a)
t (A) :=
∫
A
(a−Yt(x))e
√
2dYt(x)+dt1{sups≤t Ys(x)≤a}dx.
When A = [0, 1]d we will use the notations M
√
2d,(a)
t and M
′(a)
t .
Proposition 6.6. For any a, t, l > 0, A ∈ Bb(Rd), we have
(6.28) lim
t→∞
√
tE(M
√
2d,(a)
t+l (A)
∣∣Fl) a.s=
√
2
π
M
′(a)
l (A).
Proof of Proposition 6.6. By the Girsanov transformation we know that
(6.29) E
(
e
√
2dYt(x)+dt1{sups≤t Ys(x)≤a−y}
)
= P
(
sup
s≤t
Bs ≤ a− y
)
, ∀y ∈ R.
Moreover by using the Fubini’Theorem, we get
E(M
√
2d,(a)
t+l (A)
∣∣Fl) = √t
∫
A
e
√
2dYl(x)+dl1{sups≤l Ys(x)≤a}E
(
e
√
2dYt(x)+dt1{sups≤t Ys(x)≤a−y}
)∣∣y=Yl(x) dx
=
∫
A
e
√
2dYl(x)+dl1{sups≤l Ys(x)≤a}
√
tP
(
sup
s≤t
Bs ≤ a− y
)
∣∣y=Yl(x) dx
−→
t→∞
√
2
π
∫
A
(a− Yl(x))e
√
2dYl(x)+dl1{sups≤l Ys(x)≤a}dx =
√
2
π
M
′(a)
l (A),
which proves the Proposition 6.6. 
Proposition 6.7. Let A a Borel set of [0, 1]d. There exists c > 0, γ ∈ (1, 2) such that: For any
ǫ > 0, l, t ≥ 0 we have
(6.30) P
(∣∣∣E((t+ l)1/2M√2d,(a)t+l (A)∣∣Fl)− (t+ l)1/2M√2d,(a)t+l (A)∣∣∣ ≥ ǫ) ≤ c(t+ l)
γ
2
t
γ
2 ǫγ
√
l
(1 + a)e
√
2da.
Lemma 6.8. Let O a open set of [0, 1]d, and ρ, l two continuous function. There exists c > 0 such that
for any t ≥ 1 large enough, we have
(6.31) E
((√
t
∫
O
e
√
2d[Yt(x)+l(x)]+dt1{sups≤t Ys(x)≤ρ(x)}dx
)2)
≤ c
∫
x∈O
e
√
2d[ρ(x)+2l(x)]dx.
Proof of Lemma 6.8. Let K large enough such that for any x, y ∈ [0, 1]d, |x − z| ≤ K−1 implies
|ρ(x)− ρ(z)|+ |l(x)− l(z)| ≤ 1.
t
∫
O
∫
O
E
(
e
√
2d[Yt(z)+l(z)]+dt1{sups≤t Ys(z)≤ρ(z)}e
√
2d[Yt(x)+l(x)]+dt1{sups≤t Ys(x)≤ρ(x)}
)
dxdz
≤ t[(S) + (A)],
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with
(S) :=
∫
O
∫
x∈[0,1]d, |x−z|≤e−t
E∗(x, z)dxdz, (A) :=
∫
O
∫
x∈[0,1]d, |x−z|≥e−t
E∗(x, z)dxdz(6.32)
and
(6.33) E∗(x, z) := E
(
e
√
2d[Yt(z)+l(z)+
√
2dYt(x)+l(x)]+2dt1{sups≤t Ys(z)≤ρ(z), sups≤t Ys(x)≤ρ(x)}
)
.
We first bound (A), the “additive” term, it requires to estimates E∗(x, y) for |x−y| ≥ e−t. Let introduce
some notations. For any x, z ∈ [0, 1]d let denote λx,y := − ln |x− y|. For t ≥ 0, let Ft be the sigma-field
generated by the Gaussian field (Yu(x))u≤t, x∈Rd . According to (6.23), it is plain to check that for any
|x− z| ≥ e−t, the two processes
(Ys(z)− Yλx,y(z))s∈[λx,z ,t], and (Ys(x)− Yλx,z(x))s∈[λx,z ,t],
are independent. We take advantage of this independence by first conditioning the expectation that
defines E∗(x, z) on the sigma field Fλx,z , by using in addition the Girsanov’ identity in the same way
as (6.29), it yields
E∗(x, y) ≤ ce
√
2d[l(x)+l(z)]E
(
e
√
2d[Yλx,z (z)+Yλx,z (x)+2dλx,z ]1{sups≤λx,z Ys(z)≤ρ(z), sups≤λx,z Y(x)≤ρ(x)} ×
PYλx,z (z)−ρ(z)
(
sup
s≤t−λx,z
Bs ≤ 0
)
PYλx,z (x)−ρ(x)
(
sup
s≤t−λx,z
Bs ≤ 0
))
.
Using now (6.11), we get
E∗(x, z) ≤ ce
√
2d[l(x)+l(z)]
t− λx,z E
(
(ρ(z)− Yλx,z(z) + 1)(ρ(x) − Yλx,z(x) + 1)e
√
2d[Yλx,z (z)+Yλx,z (x)]+2dλx,z
×1{sups≤λx,z Ys(z)≤ρ(z), sups≤λx,z Y(x)≤ρ(x)}
)
.
Moreover by using the Cauchy-Schwartz inequality, it appears two terms of this type
e
√
2dl(x)E
(
(ρ(x)− Yλx,z(x) + 1)2e2
√
2dYλx,z (x)+2dλx,z1{sups≤λx,z Y(x)≤ρ(x)}
) 1
2
.
Hence, using the Girsanov’ transformation we can affirm that
E∗(x, y) ≤ cF (x, λx,z)F (z, λx,z)
t− λx,y .
with
F (z, r) := e
√
2dl(z)+
√
2d
2
ρ(z)e
d
2
rE−ρ(z)−1
(
(Br)
2e
√
2dBr(z)1{sups≤r Bs≤0}
) 1
2
.(6.34)
Going back to the definition of (A) in (6.32), we get that
(A) ≤
(∫
O
∫
O
1{|x−z|≥e−t}
F (x, λx,z)F (z, λx,z)
t− λx,y dxdz
)
.
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Noticing the symmetry between x and z and applying the Cauchy-Schwartz inequality we obtain
(A) ≤ c
(∫
O
∫
O
1{|x−z|≥e−t}
F (x, λx,z)
2
t− λx,y dxdz
)
≤ c′
∫
O
e2
√
2dl(z)+
√
2dρ(z)
∫
O
1{|x−z|≥e−t}
|x− y|−d
t− λx,z E−ρ(z)−1
(
(Br)
2e
√
2dBr(z)1{sups≤r Bs≤0}
)
dxdz.
Finally by decomposing O, as the union of the annulus (Ck(x))0≤k≤⌊t⌋+1, which are centered in x and
with radius e−k and e−(k−1), then using (B.4), it yields
(A) ≤ c
t
∫
O
e2
√
2dl(z)+
√
2dρ(z)dz.(6.35)
Concerning (S), the “spine term”, when t is large enough, for any x, y ∈ [0, 1]d such that |x− z| ≤ e−t ≤
K−1 we have |ρ(z)− ρ(x)|+ |l(x)− l(z)| ≤ 1 and get
E∗(x, y) ≤ E
(
e2
√
2d[Yt(z)+l(z)]+2dt1{sups≤t Ys(z)≤ρ(z)}
) 1
2
E
(
e2
√
2d[Yt(x)+l(x)]+2dt1{sups≤t Ys(x)≤ρ(x)}
) 1
2
≤ c′edte2
√
2dl(z)E
(
e
√
2dBt1{sups≤t Bs≤ρ(z)+1}
)
.
And finally we have
(S) ≤
∫
O
e2
√
2dl(z)+
√
2dρ(z)
∫
O
edt1{|x−z|≤e−t}E−ρ(z)−1
(
e
√
2dBt1{sups≤t Bs≤0}
)
dxdz
≤ c
t
3
2
∫
O
e2
√
2dl(z)+
√
2dρ(z)dz,
which finishes the proof of Lemma 6.8 
Proof of Proposition 6.7. By (6.23) we can easily check that for any l > 0, the process
(6.36) (Y (l)s (x))s≥0, x∈Rd := (Ys+l(x)− Yl(x))s≥0, x∈Rd ,
is independent of (Ys(x))s≤l, x∈Rd and has the same law as (Ys(xel))s≥0, x∈Rd . Moreover for any |x−z| ≥
e−l, the two processes (Ys(x))s≤l, x∈Rd , and (Ys(z))s≤l, x∈Rd , are independent. To take profit of these
two properties of the field Y , following [27] we shall introduce a buffer zone.
Let l > 0, we will divide the cube [0, el]d into several smaller cube of size R > 0, all of these smaller
cube being at distance greater than 1 from each other. We assume that R, l are such that
m :=
el + 1
R+ 1
∈ N∗.
The integer m stands for the number of small squares of size R that one meets along an edge of the
cube [0, el]d. The basis of each small square will be indexed with a d-uplet
i = (i1, ..., id) ∈ {1, ...,m}d .
The basis of the square Di is then located at
ai := (R+ 1) ((i1 − 1), ..., (id − 1)) ∈ [0, el]d.
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in such a way that
Di := ai + [0, R]
d.
One may observe that all the squares Di are separated from each other by a fishnet shaped buffer zone,
which is precisely
BZR,l := [0, e
l]d \
⋃
i∈{1,...,m}d
Di.
The terminology ”buffer zone” is used because this is the minimal area needed to make sure that
the values taken by the process Y (l). inside each Di are independent of its values on all other Dj for
j 6= i. Now let us define
(6.37) M˜
√
2d,(a)
t+l (A) :=
∑
i
M
√
2d,(a)
t+l (A ∩ (Di.e−l)) =
∑
i
∫
A∩(Di.e−l)
e
√
2dYt+l(x)+d(t+l)1{sups≤t+l Ys(x)≤a},
where Di := {(x1, ..., xd) ∈ Rd, (x1el, ..., xdel) ∈ Di}. We are now ready to tackle the proof of the
Proposition 6.7. By the Markov inequality,
(6.38)
P
(∣∣∣E((t+ l)1/2M√2d,(a)t+l ∣∣Fl)− (t+ l)1/2M√2d,(a)t+l ∣∣∣ ≥ ǫ) ≤ 4ǫ−2E(M√2d,(a)t+l (A)− M˜√2d,(a)t+l (A))+P∗
with
P∗ := P
(∣∣∣E((t+ l)1/2 M˜√2d,(a)t+l (A)∣∣Fl)− (t+ l)1/2 M˜√2d,(a)t+l (A)∣∣∣ ≥ ǫ2
)
.
By taking the conditional expectation with respect to Fl then by using the inequality (5.21), we have
P∗ ≤ P
(∣∣∣E((t+ l)1/2 M˜√2d,(a)t+l (A)∣∣Fl)− (t+ l)1/2 M˜√2d,(a)t+l (A)∣∣∣ ≥ ǫ2
)
≤ ǫ−2
∑
i
E
(
E
((
M
√
2d,(a)
t+l (A ∩ (Di.e−l))
)2 ∣∣Fl
))
≤ (t+ l)
1/2
√
t
ǫ−2
∑
i
E

E
((∫
Di·e−l
√
te
√
2d[Yt(x)+λ(x)]+dt1{sups≤t Ys(x)≤a+ρ(x)}
)2)∣∣∣ρ(·)=−λ(·)=−Yl(·e−l)

 .
Then by Lemma 6.8 (applied with O = A ∩Di ∩ {x ∈ [0, 1]d, sups≤l Ys(x) ≤ a}), we obtain
P∗ ≤
∑
i
E
(∫
Di
e
√
2dYl(xe
−l)
1{sup≤l Ys(x)≤a}dx
)
e
√
2da
≤ e
√
2da (t+ l)
1/2
√
t
∑
i
λ(Die
−l)P
(
sup
s≤l
Bs ≤ a
)
≤ e
√
2da(1 + a)
(t+ l)1/2√
t
cλ([0, 1]d)√
l
.(6.39)
where, in the second inequality, we used the change of variables x = e−ly and in the last inequality we
used (6.11). Otherwise we have
4ǫ−2E
(
M
√
2d,(a)
t+l (A)− M˜
√
2d,(a)
t+l (A)
)
= ǫ−2
∫
BZR,l
E
(
e
√
2dYt+l(x)+d(t+l)1{sups≤t Ys(t)≤a}
)
≤ ǫ−2(1 + a)λ(BZR,l).(6.40)
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which goes to 0 when R goes to infinity. By combining (6.39) and (6.40) we obtain the Proposition 6.7. 
Proof of Theorem 6.5. Let A ∈ B([0, 1]d), by combining Proposition 6.6 and 6.7, we have obtained that
for any fixed a > 0,
(6.41) lim
t→∞
√
tM
√
2d,(a)
t (A) =
√
2
π
M ′(a)(A), in P probability.
Moreover it is known (see [17]) that a.s sups≥0, x∈[0,1]d Ys(x) <∞. We deduce that uniformly in t ∈ R,
(6.42) lim
a→∞M
′(a)
t (A) =M
′
t(A), P a.s.
Both (6.41) and (6.42) conclude the proof of the Theorem 6.5. 
Appendix: Technical box
In this section, let Z := (Zs)s≥0 under P be a spectrally positive Le´vy process. As usual, we shall write
Pa for the law of Z conditional Z0 = a. We make the additional assumptions that Z has with mean
0 and variance equal to E(Z21 ) = σ
2. Note that these two assumption means that Z is also a square
integrable martingale. Moreover, there exists an ǫ0 > 0 such that E(e
ǫ0|ξt|) <∞. Finally we shall write
ψ for the Laplace exponent of Z. That is to say, E
(
e−qZt
)
= exp(ψ(q)t), ∀q ≥ 0, t ≥ 0. Furthermore
for p, q ∈ N, we will use the notation [|p, q|] := {k ∈ N, q ≤ k ≤ p}.
A Le´vy processes with no negative jumps conditioned to stay positive
We are interested in understanding the asymptotic behaviour of spectrally positive Le´vy processes which
survive crossing into the negative half-line in the long term and functional limits thereof. Recall the
notation
ζa = inf{s > 0 : Zs < −a}, a ∈ R.
Proposition A.1. For any a > 0, we have
(A.1) lim
t→∞
√
tP (ζa > t) =
√
2
σ2π
× a.
Proof of Proposition A.1. As (Zs)s≥0 is a spectrally positive Le´vy process, (ζa)a≥0 is a subordinator
(see VII.1 Theorem 1 in [6]) whose Laplace exponent, φ, satisfies
(A.2) ψ(φ(q)) = q, ∀q > 0.
As ψ(0) = ψ′(0) = 0 and σ2 = ψ′′(0), it follows that φ(q)=σ2 q
2
2 + o(q
2) as q → 0, and thus
(A.3) φ(q) =
q→0
√
2
σ2
q
1
2 + o(q
1
2 ).
Otherwise
1− E(e−qτa) = 1− exp(−φ(q)a) =
q→0
a
√
2
σ2
q
1
2 + o(q
1
2 )(A.4)
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and
1− E(e−qτa) = q
∫ ∞
0
e−quP(u ≤ τa)du.(A.5)
So according to the Tauberian Theorem on pp. 10 of [6], we have
∫ x
0
P(u ≤ τa)du ∼
x→∞ a
√
2
σ2
x
1
2
Γ(1 + 12)
.
Then by the monotone density (e.g. on pp. 10 of [6]), we can affirm that
(A.6) P (u ≤ τa) ∼
u→∞
au−
1
2 2√
2σ2
√
π
=
√
2
σ2π
au−
1
2 .
This concludes the proof of the inequality (A.1). 
Proposition A.2 (Donsker Theorem for Le´vy process). For any F ∈ Cb(D, [0, 1]) we have
(A.7) lim
t→∞Ea
(
F
(
t−1/2(Zst)s∈[0,1]
))
= E
(
F (σ(Bs)s∈[0,1]
)
.
Proof of Proposition A.2. According to Theorem 15.5 in [14] it suffices to prove the finite-dimensional
convergence of (Zst)s∈[0,1] as well as verifying the following conditions, which are equivalent to the
tightness of (Zst)s∈[0,1]:
(i) For each positive η, there exists an A such that
(A.8) Pa
( |Z0|√
t
≥ A
)
≤ η, t ≥ 0.
(ii) For each positive ǫ and η, there exist δ ∈ (0, 1), and t0 > 0 such that
(A.9) Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2 |Zs1t − Zs2t| ≥ ǫ
)
≤ η, ∀t ≥ t0.
As (Zst)s∈[0,1] is a process with independent and identically distributed increments, the finite dimensional
convergence follows from the Lindeberg–Le´vy central limit theorem Condition (i) is trivially satisfied,
thus is suffices to prove (ii). Observe that
Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2 |Zs1t − Zs2t| ≥ ǫ
)
≤
δ−1∑
i=0
Pa
(
sup
s≤δt
|Ziδt+s − Ziδt| ≥ ǫ
2
√
t
)
≤ δ−1P
(
sup
s≤δt
|Zs| ≥ ǫ
2
√
t
)
.
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Moreover, since our assumptions mean that Z is a square integrable martingale, by Doob’s martingale
inequality, we have
Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2 |Zs1t − Zs2t| ≥ ǫ
)
≤ δ−1 2
4
t2ǫ4
E
(
Z4δt
)
≤ cδ−124 δ
2
ǫ4
→ 0,
as δ goes to 0. 
Proposition A.3. Fix a > 0.
(i) We have,
(A.10) lim
K→∞
lim
t→∞
Ea
( |Zt|√
t
1{ |Zt|√
t
≥K}
∣∣ inf
s≤t
Zs ≥ 0
)
= 0.
(ii) For any z ≥ 0, l > 0 and g ∈ D([0, l]), F ∈ Cb(D, [0, 1]), we have
(A.11)
lim
t→∞Ea
(
F
(
t−1/2
(
z + gst1{s≤ l
t
} + Zst1{s≥ l
t
}
)
s∈[0,1]
) ∣∣ inf
s≤t
Zs ≥ 0
)
= E
(
F ((σms)s∈[0,1])
)
,
with (ms)s∈[0,1] a Brownian meander.
Recall that the under the probability
(A.12)
√
2
π
m1 · P,
the process (ms)s∈[0,1] has the same law as the three dimensional Bessel process.
Remark A.4. An equivalent result is true for the random walk, it was first proved by Iglehart [21]
then by Bolthausen [15]. Although it is intuitively clear that the result should hold in our setting, the
extension to our process (Zs)s≥0 is not straightforward.
Proof of Proposition A.3. The convergence (A.11) is the main part of the Proposition A.3. First we
shall prove (A.10). For any t, k > 0 observe that
Pa
( |Zt|√
t
≥ k, inf
s≤t
Zs ≥ 0
)
≤ Pa
( |Z⌊t⌋|+ |Zt − Z⌊t⌋|√
t
≥ k, min
i∈[|1,⌊t⌋|]
Zi ≥ 0
)
≤ Pa
( |Z⌊t⌋|√
t
≥ k
2
, min
i∈[|1,⌊t⌋|]
Zi ≥ 0
)
+Pa
(
min
i∈[|1,⌊t⌋|]
Zi ≥ 0
)
P
(
|Zt − Z⌊t⌋| ≥
k
2
√
t
)
.
By (A.1) and the assumed exponential moments of Z, for t large enough, the second term is smaller than
c√
t
× e−ǫ k2
√
t. The process (Zi)i∈N is a standard random walk with 0 mean. Thanks to the assumptions
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on Z, we know that E(Z21 ) <∞ and E(eǫZ1) <∞, so by (5.14) in [27] we deduce that the second term
is smaller than ce−c′k. We obtain that
(A.13) ∀t, k > 0, Pa
( |Zt|√
t
≥ k, inf
s≤t
Zs ≥ 0
)
≤ c√
t
e−c
′k.
Now to prove (A.10) it suffices to observe that
Ea
( |Zt|√
t
1{ |Zt|√
t
≥K}
∣∣ inf
s≤t
Zs ≥ 0
)
≤ √t
∑
k≥K
(k + 1)Pa(|Zt| ≥ k, inf
s≤t
Zs ≥ 0)
≤
∑
k≥K
e−c
′k →
K→∞
0.
Now we will prove (A.11). For any z ≥ 0, g ∈ D([0, l]), t−1/2(z + g) → 0 when t goes to infinity.
Moreover, as F is a continuous function, it is sufficient to prove that ∀a ≥ 0, F ∈ C(D,R+),
(A.14) lim
t→∞Ea
(
F{t−1/2(Zst)s∈[0,1]}
∣∣∣ inf
s≤t
Zs ≥ 0
)
= E(F (σms)s∈[0,1]).
For any t, a > 0 we define
P(t)a (A) :=
Pa((Zst)s∈[0,1] ∈ A, infs≤tZs ≥ 0)
Pa(infs≤tZs ≥ 0) , A ∈ B(D).
By using the formalism of Billingsley [14], we see that (A.14) is equivalent to the weak convergence of
the sequence of probability measure (P
(t)
a (·))t≥0 to W+ the law of the Brownian meander.
For any (t1, ..., tk) ∈ [0, 1]k let
πt1,...,tk : (fs)s∈[0,1] 7→ (ft1 , ..., ftk ).
It is well known (see Theorem 13.1 of [14]) that it suffices to show the tightness of the sequence (P
(t)
a (·))
and its finite dimensional convergence to W+, i.e ∀t1, ..., td ∈ [0, 1],
P(t)a (π
−1
t1,...,td
)⇒W+(π−1t1,...,td).
Lemma A.5. The sequence (P
(t)
a (·)) is tight.
Proof of Lemma A.5. According to Theorem 15.5 in [14], the sequence (P
(t)
a (·)) is tight if and only if
these two conditions hold:
(i) For each positive η, there exists an A such that
(A.15) Pa
( |Z0|√
t
≥ A∣∣ inf
s≤t
Zs ≥ 0
)
≤ η, t ≥ 0.
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(ii) For each positive ǫ and η, there exist δ ∈ (0, 1), and t0 > 0 such that
(A.16) Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
∣∣ inf
s≤t
Zs ≥ 0
)
≤ η, ∀t ≥ t0.
Assertion (i) is trivially satisfied. Let us prove (ii), here we follow an idea from [5]. By (B.1), we know
that there exists c > 0 such that
Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
∣∣ inf
s≤t
Zs ≥ 0
)
≤ c√tPa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ, inf
s≤t
Zs ≥ 0
)
.
Let ǫ > 0. For every τ ∈ (0, 1) and δ < τ ,
Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
∣∣∣∣∣ infs≤tZs ≥ 0
)
≤ c
√
t
[
Pa
(
sup
s1,s2∈[0,1]2|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ, sup
s≤τ
Zst < ǫ
√
t, inf
s≤t
Zs ≥ 0
)
+Pa
(
sup
s≤τ
Zst ≥ ǫ
√
t, inf
s≤t
Zs ≥ 0
)]
.
For the first term we claim that
(A.17) lim
τ→0
lim sup
t→∞
√
tPa
(
sup
s≤τ
Zst ≥ ǫ
√
t, inf
s≤t
Zs ≥ 0
)
= 0.
Let T := inf{s ≥ 0, Zs ≥ ǫ
√
t}.
Pa
(
sup
s≤tτ
Zs ≥ ǫ
√
t, inf
s≤t
Zs ≥ 0
)
= Pa
(
sup
s≤tτ
Zs ≥ ǫ
√
t, inf
s≤tτ
Zs ≥ 0, T > tτ −M
)
+Pa
(
sup
s≤tτ
Zs ≥ ǫ
√
t, inf
s≤tτ
Zs ≥ 0, T ≤ tτ −M
)
.
By decomposing on the value of Ztτ−M we have
Pa
(
sup
s≤tτ
Zs ≥
√
tǫ, inf
s≤tτ
Zs ≥ 0, T > tτ −M
)
≤ Pa
(
Ztτ−M√
t
≥ ǫ/2, inf
s≤tτ−M
Zs ≥ 0
)
+Pa
(
sup
s∈[0,M ]
Zs√
t
≥ ǫ/2
)
Pa
(
inf
s≤tτ−M
Zs ≥ 0
)
.
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Otherwise oberve that ZT ≥ ǫ
√
t and tτ − T ≥M imply
PZT
(
Ztτ−T ≥ ZT , inf
s≤tτ−T
Zs ≥ 0
)
≤ P
(
Zu ≥ 0, inf
s≤u
Zs ≥ −ǫ
√
t
)
∣∣u=tτ−T≥M
≤ P
(
Zu ≥ 0, inf
s≤u
Zs ≥ −ǫ
√
tτ/
√
τ
)
∣∣u=tτ−T≥M
≤ P
(
Zu ≥ 0, inf
s≤u
Zs ≥ −ǫ
√
u√
τ
)
.
So when t is large enough, by the Proposition A.2 we have
Pa
(
sup
s≤tτ
Zs ≥
√
tǫ, inf
s≤tτ
Zs ≥ 0, T < tτ −M
)
= Ea
(
1{T<tτ−M}1{infs≤tτ Zs≥0}1{sups≤tτ Zs≥
√
tǫ}
PZT (Ztτ−T ≥ ZT , infs≤tτ−T Zs ≥ 0)
1
2λ(τ, ǫ)
)
.
with λ(δ, ǫ) := limt→∞ P
(
Zt ≥ 0, infs≤t Zs ≥ − ǫ
√
t√
δ
)
. Now by using the Markov property at time T we
get
Pa
(
sup
s≤tτ
Zs ≥
√
tǫ, inf
s≤tτ
Zs ≥ 0, T < tτ −M
)
≤ 2
λ(τ, ǫ)
Ea
(
1{T<tτ−M, infs≤tτ−M Zs≥0}PZT
(
Ztτ−T ≥ ZT , inf
s≤tτ−T
Zs ≥ 0
))
=
2
λ(τ, ǫ)
Pa
(
T < tτ −M, Ztτ ≥ ZT , inf
s≤tτ
Zs ≥ 0
)
≤ 2
λ(τ, ǫ)
Pa
(
Ztτ ≥ ǫ
√
t, inf
s≤tτ
Zs ≥ 0
)
.
Now let us bound the first term. On {sups≤τ Zst < ǫ
√
t, infs≤tZs ≥ 0} it is clear (note that Zs ≥ 0
implies |Zs1t − Zs2t| ≤ max(Zs1t, Zs2t)) that
sup
s1,s2∈[0,τ ]2, |s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≤ ǫ.
Then it follows that
Pa
(
sup
s1,s2∈[0,1]2,|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ, sup
s≤τ
Zst < ǫ
√
t, inf
s≤t
Zs ≥ 0
)
≤ Pa
(
sup
s1,s2∈[τ−δ,1]2,|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ, inf
s≤t(τ−δ)
Zs ≥ 0
)
.
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By the Markov property at time t(τ − δ) and (B.1), we have
√
t
a
Pa
(
sup
s1,s2∈[0,1]2,|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ, sup
s≤τ
Zst < ǫ
√
t, inf
s≤t
Zs ≥ 0
)
≤
√
t
a
Pa
(
inf
s≤t(τ−δ)
Zs ≥ 0
)
P
(
sup
s1,s2∈[τ−δ,1]2,|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
)
≤ 1√
τ − δP
(
sup
s1,s2∈[0,1]2,|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
)
.(A.18)
By Proposition A.2, the sequence t−1/2(Zst)s∈[0,1] is tight. We then have that
(A.19) lim
δ→0
lim sup
t→∞
P
(
sup
s1,s2∈[0,1]2|s1−s2|≤δ
t−1/2|Zs1t − Zs2t| ≥ ǫ
)
= 0.
Applying this on the right-hand side of (A.18) concludes the proof. 
Lemma A.6. Let a > 0. For any (s1 < ... < sd) ∈ [0, 1]d, we have
(A.20) P(t)a (π
−1
s1,...,sk
)⇒W+(π−1s1,...,sd).
Proof of Lemma A.6. The intuitive idea behind this proof is simple. For any κ > 0, the process
(S
(κ)
i )i≥0 := ((Zi 1
κ
)i≥0)κ∈N is a standard random walk and then we can apply the result of [21] to this
process. Moreover, for κ > 0 large enough (S
(κ)
i )i≥0 is a good approximation of (Zs)s≥0.
To lighten the proof, we assume that t = n ∈ N, the general case is similar. Let d ∈ N∗, let F be a
continuous function from Rd to R and let (s1, ..., sd) ∈ [0, 1]∩Q. Let s∗ := sup{s > 0, ∀j ∈ [|1, d|], ∃p ∈
N, sj = ps
∗, 1s∗ ∈ N}. Observe that for any κ ∈ N∗ the process (S
( s
∗
κ
)
i )∈N := (Z s∗
κ
i
)i∈N is a standard
random walk whose the law of the step is Z s∗
κ
, in particular E((S
( s
∗
κ
)
1 )) = 0 and E((S
( s
∗
κ
)
1 )
2) = s
∗
κ σ
2.
Then by Lemma 5.1 in [27], for any a > 0,
lim
n→∞Ea(F (
1√
n
S
(κ)
s1
κ
s∗ n
, ...,
1√
n
S
(κ)
sd
κ
s∗ n
)
∣∣ min
i∈[1, κ
s∗ n]
S
(κ)
i ≥ 0) = E(F (σms1 , ..., σmsd)).
Observe that
Ea(F (
S
(κ)
s1
κ
s∗ n√
n
, ...,
S
(κ)
sd
κ
s∗ n√
n
)
∣∣ min
i∈[1, κ
s∗ n]
S
(κ)
i ≥ 0) = Ea(F (
Zs1n√
n
, ...,
Zsdn√
n
)
∣∣ min
i∈[1, κ
s∗ n]
Z s∗
κ
i
≥ 0).
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By the triangle inequality, we have∣∣∣∣∣Ea(F (Zs1n√t , ..., Zsdn√n )
∣∣ min
i∈[1, κ
s∗ n]
Z s∗
κ
i ≥ 0)− Ea(F (
Zs1n√
n
, ...,
Zsdn√
n
)
∣∣ inf
s≤n
Zs ≥ 0)
∣∣∣∣∣
≤ ||F ||Ea
(∣∣∣∣∣
1{mini∈[1, κ
s∗ n]
Z s∗
κ i
≥0}
Pa(mini∈[1, κ
s∗ n]
Z s∗
κ
i ≥ 0)
− 1{infs≤n Zs≥0}
Pa(infs≤n Zs ≥ 0)
∣∣∣∣∣
)
≤ c
Pa
(
mini∈[1, κ
s∗ n]
Z s∗
κ
i ≥ 0
)
− Pa (infs≤n Zs ≥ 0)
Pa
(
mini∈[1, κ
s∗ n]
Z s∗
κ
i
≥ 0
) + c

1− Pa (infs≤n Zs ≥ 0)
Pa
(
mini∈[1, κ
s∗ n]
Z s∗
κ
i
≥ 0
)


≤ 2c

1− Pa (infs≤nZs ≥ 0)
Pa
(
mini∈[1, κ
s∗ n]
Z s∗
κ
i ≥ 0
)

 .
Moreover we claim that
Lemma A.7. For any a, s∗ > 0,
(A.21) lim
κ→∞ limn→∞
Pa(mini∈[1, κ
s∗ n]
Z s∗
κ
i
≥ 0)
Pa(infs≤n Zs ≥ 0) = 1.
The proof of Lemma A.7 is postponed at the end of this proof. We deduce that for any (s1, ..., sd) ∈
Q ∩ [0, 1], when n then κ go to infinity
(A.22) lim
n→∞
∣∣∣∣Ea(F (Zs1n√n , ..., Zsdn√n )
∣∣ inf
s≤n
Zs ≥ 0)− E(F (σms1 , ..., σmsd))
∣∣∣∣ = 0.
Now let (s1, ..., sd) ∈ [0, 1]d and ǫ > 0. By Proposition (A.2) for Le´vy process, we can affirm that
(A.23) lim
A→∞
sup
t>0
Pa
(
sup
s≤1
|Zst| ≥ A
√
t
)
= 0.
Thus we can assume that F is uniformly continuous. Let δ1 > 0 such that for any ((u1, ..., ud), (v1, ..., vd)) ∈
(Rd)2,
d∑
i=1
|ui − vi| ≤ δ1 =⇒
∣∣F (u1, ..., ud)− F (v1, ...vd)| ≤ ǫ.(A.24)
Let (s
(δ)
1 , ..., s
(δ)
d ) ∈ ([0, 1] ∩Q)d such that
∑d
i=1 |si − s(δ)i | ≤ δ2. Observe that∣∣∣∣∣Ea(F (Zs1n√n , ..., Zsdn√n )
∣∣ inf
s≤n
Zs ≥ 0)− Ea(F (
Z
s
(δ)
1 n√
n
, ...,
Z
s
(δ)
d n√
n
)
∣∣ inf
s≤n
Zs ≥ 0)
∣∣∣∣∣
≤ ǫ+ Pa
(
sup
i∈[|1,d|]
|Zsit − Zs(δ)i t| ≥
√
tδ1
∣∣ inf
s≤n
Zs ≥ 0
)
≤ ǫ+ Pa
(
sup
s1,s2∈[0,1], |s1−s2|≤δ2
|Zs1t − Zs2t| ≥
√
tδ1
∣∣ inf
s≤t
Zs ≥ 0
)
.
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By applying (A.16), we can choose δ2 small and n so that
(A.25)
∣∣∣∣∣Ea(F (Zs1n√n , ..., Zsdn√n )
∣∣ inf
s≤n
Zs ≥ 0)− Ea(F (
Z
s
(δ)
1 n√
n
, ...,
Z
s
(δ)
d n√
n
)
∣∣ inf
s≤n
Zs ≥ 0)
∣∣∣∣∣ ≤ 2ǫ.
Similarly for δ2 > 0 small enough we have
(A.26)
∣∣∣Ea(F (σms1 , ..., σmsd))− Ea(F ((σms(δ2)1 , ..., σms(δ2)d )
∣∣∣ ≤ 2ǫ.
So by the triangle inequality, and (A.22), we deduce that, for any ǫ > 0, there exists n large enough
such that
(A.27)
∣∣∣∣Ea(F ( 1√nZs1n, ..., 1√nZsdn)
∣∣ inf
s≤n
Zs ≥ 0)− Ea(F (σms1 , ..., σmsd))
∣∣∣∣ ≤ ǫ.
This concludes the proof of Lemma (A.6). 
Proof of Lemma A.7. For any A > 0, observe that
Pa( min
i∈[|1,nk|]
Z i
k
≥ 0)− Pa( inf
s≤n
Zs ≥ 0)
= Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s≤n
Zs < 0
)
≤ Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s∈[A,n]
Zs < 0
)
+ P
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s≤A
Zs < 0
)
.(A.28)
Let us study the first term on the right-hand side above.
Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s∈[A,n]
Zs < 0
)
≤ Pa
(
min
i∈[|1,n|]
Zi ≥ 0, inf
s∈[A,n]
Zs < 0
)
≤
n∑
i=A
Pa( min
i∈[|1,n|]
Zi ≥ 0, inf
s∈[i,i+1]
Zs < 0)
≤
n∑
i=A
+∞∑
k,p=0
Pa
(
min
i∈[|1,n|]
Zi ≥ 0, Zi ∈ [k, k + 1], Zi+1 ∈ [p, p + 1], inf
s∈[i,i+1]
(Zs − Zi) ≤ −k
)
.
By the markov property at time i then i+ 1 we get
Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s∈[A,n]
Zs < 0
)
≤
n∑
i=A
+∞∑
k,p=0
Pa
(
min
j∈[|1,i|]
Zi ≥ 0, Zi ∈ [k, k + 1]
)
×P
(
|Z1| ≥ |k − p| − 2 inf
s∈[0,1]
Zs ≤ −k
)
Pp( min
j∈[|1,n−i|]
Zj ≥ 0).
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By using (B.1), (B.2) and exponential moments of Z, we get, for an appropriate choice of ǫ0 > 0,
Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s∈[A,n]
Zs < 0
)
≤
n∑
i=A
+∞∑
k,p=0
(1 + a)(1 + k)
i
3
2
e−ǫ0ke−ǫ0|p−k|
(1 + p)√
n− i
≤ C(1 + a)
n∑
i=A
1
i
3
2
√
n− i
≤ C(1 + a)
A
√
n
.
We fix A large enough such that C(1+a)A ≤ ǫ. Now we treat the second term in (A.28). By the Markov
property at time A we get
P
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s≤A
Zs < 0
)
≤
∑
p≥0
P
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s≤A
Zs < 0, ZA ∈ [p, p+ 1]
)
.
By the Cauchy-Schwarz inequality then (B.1), we get
Pa
(
min
i∈[|1,nk|]
Z i
k
≥ 0, inf
s≤A
Zs < 0
)
≤
∑
p≥0
Pa
(
min
i∈[|1,Ak|]
Z i
k
≥ 0, inf
s≤A
Zs < 0, ZA ∈ [p, p+ 1]
)
Pp+1
(
min
i∈[|1,nk−Ak|]
Z i
k
≥ 0
)
≤
∑
p≥0
(1 + p)Pa (ZA ∈ [p, p+ 1])
1
2
c√
n−AP
(
min
i∈[|1,Ak|]
Z i
k
≥ 0, inf
s≤A
Zs < 0
) 1
2
≤ c
′
√
n−AP
(
min
i∈[|1,Ak|]
Z i
k
≥ 0, inf
s≤A
Zs < 0
) 1
2
.
Clearly for any fixed A > 0 limk→∞ P
(
mini∈[|1,Ak|]Z i
k
≥ 0, infs≤AZs < 0
)
= 0. It achieves the proof
of (A.21). 
B Two inequalities
Lemma B.1. There exist constant c1, c2, c3 such that for any a ≥ 0, u ≥ v ≥ 0 and t ≥ 1,
Pa
(
inf
s≤t
Zs ≥ 0
)
≤ c1(1 + a)t− 12 ,(B.1)
Pa
(
Zt ∈ [u, v], inf
s≤t
Zs ≥ 0
)
≤ c2(1 + a)(1 + v − u)(1 + v)t−
3
2 ,(B.2)
Ea
(
Zt1{infs≤t Zs≥0}
)
≤ c3a.(B.3)
Proof of Lemma B.1. Under the general assumptions we have made on Z, the restriction of (Zs)s≥0 to
the integers is a centered random walk with 0 mean and finite variance. Therefore, according to the
lemmas in the Section 2 of [1], (B.1) follows. Inequality (B.2) follows with the same spirit. It suffices
to observe that
Pa(Zt ∈ [u, v], inf
s≤t
Zs ≥ 0) ≤ Pa( min
i∈[|1,⌊t|]
Zi ≥ 0, Zt ∈ [a, b])
≤
∑
k≥0
Pa( min
i∈[|1,⌊t|]
Zi, Z⌊t⌋ ∈ [k, k + 1]) max
y∈[k,k+1]
P(Zt−⌊t⌋ ∈ [u− y, v − y]).
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Using (6.12) we get that
Pa(Zt ∈ [u, v], inf
s≤t
Zs ≥ 0) ≤ c(1 + a)t−
3
2
∑
k≥0
(1 + k) sup
y∈[k,k+1]
P(Zt−⌊t⌋ ∈ [u− y, v − y]).
Moreover as E(eǫ0|Z1) <∞, by the Markov inequality, we have that
Pa(Zt ∈ [u, v], inf
s≤t
Zs ≥ 0) ≤ c(1 + u)t−
3
2
{
u∑
k=0
(1 + k)e−ǫ0(u−k) +
+∞∑
k=v
(1 + k)e−ǫ0(k−v) +
v∑
k=u
(1 + k)
}
≤ c2(1 + a)(1 + v − u)(1 + v)t− 32 ,
which ends the proof of (B.2). By similar arguments and Lemma 2.3 in [3] one can obtain (B.3). The
details are left to the reader 
Lemma B.2. For any θ > 0, there exists a constant c(θ) > 0 such that for any a ≥ 0,∫ ∞
0
Ea
(
1{infu≤s Zs≥0}e
−θZs
)
ds ≤ c(θ).(B.4)
Proof of Lemma B.2.We observe that∫ ∞
0
Ea
(
1{infu≤s Zs≥0}e
−θZs
)
≤
∫ ∞
0
Ea
(
1{infi∈[|1,⌊s⌋|] Zi≥0}e
−θZiE
(
e−θZs−⌊s⌋)
))
ds
≤ c
∞∑
i=0
Ea
(
1{infi∈[|1,⌊s⌋|] Zi≥0}e
−θZi
)
,
and we conclude by Lemma B.2 in [1]. 
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