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Abstract
An agglomerative hierarchical clustering (AHC) framework and algorithm named HOSil
based on a new linkage metric optimized by the average silhouette width (ASW) index (
Rousseeuw [1987]) is proposed. A conscientious investigation of various clustering meth-
ods and estimation indices is conducted across a diverse verities of data structures for
three aims: a) clustering quality, b) clustering recovery, and c) estimation of number of
clusters. HOSil has shown better clustering quality for a range of artificial and real world
data structures as compared to k-means, PAM, single, complete, average, Ward, McQuitty,
spectral, model-based, and several estimation methods. It can identify clusters of various
shapes including spherical, elongated, relatively small sized clusters, clusters coming from
different distributions including uniform, t, gamma and others. HOSil has shown good re-
covery for correct determination of the number of clusters. For some data structures only
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HOSil was able to identify the correct number of clusters.
Key words and phrases: linkage measure, clustering quality, within and between cluster
distances, estimation of number of clusters, combinatorial optimization, software
1 Introduction
Clustering is a widely used multivariate data analysis tool that aims at uncovering hid-
den underlying grouping structure in the data. It has become an essential data analysis
procedure in various disciplines for different purposes, for instance, to organize the big,
messy datasets for further analysis, to find important features, to explore the relationship
between features, or to reduce dimensions. Some application areas include but are not
limited to medical science, neuroscience, climatology, data mining, and computer vision.
In this article we have solved two major problems in cluster analysis simultaneously.
The two problems are the estimation of number of clusters and finding the clustering so-
lution. A clustering method can be defined by optimizing the objective function based on
the ASW clustering quality index proposed by Rousseeuw [1987]. The motivation is that
if the number of clusters estimated by an index are acceptable then the final clustering
solution based on the criterion used by the index should also be acceptable. The advan-
tage of this is that it will make the task of clustering somewhat simpler and straightforward
and the users don’t have to deal with the two tasks separately. In particular, in this article
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the AHC framework has been considered based on the optimizing of the ASW. The new
algorithm proposed based on this method is named as HOSil (Hierarchical Optimum Sil-
houette width).
Clustering methods can be broadly classified as the hierarchical methods and the non-
hierarchical methods. The hierarchical methods return a sequence of clustering solutions
whereas non-hierarchical, also known as partitional or flat clustering, returns a single clus-
tering solution. The aforementioned clustering methods have several advantages over the
latter, for instance, for some applications a sequence of clustering solutions might be more
informative as compared to just a single solution.
Secondly, unlike most non-hierarchical algorithms there is no need to specify the num-
ber of clusters a priori, however, if the desired number of clusters is already known the
partitioning can be stopped when the required clusters are obtained. The results of the
hierarchical clustering are organized in a dendogram such that the clustering solution at
each hierarchy is visible in a single diagram.
The standard hierarchical clustering methods are deterministic and can be further
classified as agglomerative (bottom-up) and divisive (top-down) methods. In this work,
an AHC framework has been developed by taking the bottom-up approach. In the be-
ginning of the bottom-up AHC each observation is considered as a “singleton” cluster.
Based on some measure of proximity between clusters the process of developing hierar-
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chy by merging the clusters begins. The measure of proximity commonly known as link-
age method can be measured in form of similarities or dissimilarities. We have proposed
ASW (Rousseeuw [1987]) as a linkage measure and used it to merge the clusters. A dis-
tance measure for the inter-cluster pairs of observations used for the calculation of the
linkage method, which are the functions of these pairwise distances, are needed to amal-
gamate clusters. We have used Euclidean distance between pairs of observations. After
each merge the total number of clusters decreases by one.
After the construction of the dendogram the next task is to decide where to cut the
dendogram or in other words decide upon the number of clusters. The advantage of using
ASW as a linkage criterion is that it automatically gives the best number of clusters. The
tasks of evaluation of clustering quality and estimation of number of clusters are closely
related. Since the ASW is a clustering quality measure the idea here is to choose the num-
ber of clusters that give the best clustering quality. The dendogram is cut at the level where
the maximum ASW value is obtained.
Organization In §2 brief literature has been presented to ASW. In §3 the notations for
this paper have been set up and the ASW index has been formalized. In §4 the optimum
ASW based AHC method and algorithm have been proposed. Exploration of the proposed
method has then been focused on—the kind of structures it can can handle and its com-
parisons with other methods. In §5 experiments have been set up. The performance of
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the HOSil algorithm has been evaluated in two respects a) for the estimation of number of
clusters, b) for the clustering solution itself. The references to all the clustering methods,
indices for the estimation of number of clusters, and their software implementation used
in this work have been presented in §5. The simulation results have been presented in §8.
In §7 the numerical complexity analysis of the HOSil has been considered. Real-life ap-
plications have been presented in §6. Finally, the study has been closed with conclusions
and future directions for this work in §9. This article has an appendix and a supplementary
file.
2 Related work
Rousseeuw [1987] has proposed ASW with the partitioning around medoid algorithm (PAM)
to estimate number of clusters. The ASW is a well-reputed and trusted clustering quality
measure. The index has been well received by the research community and is widely used
for the estimation of the number of clusters. The ASW has been extensively used to esti-
mate the optimal number of clusters (with a combination of various clustering methods),
to compare the performance of clustering methods and for the quality assessment of clus-
tering obtained from many clustering methods. Some empirical studies have also been
designed to evaluate performance of the ASW in comparison with other famous indecies.
Some examples include Recupero [2007], Kennedy et al. [2003], Hruschka and Ebecken
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[2003] and Lovmar et al. [2005]. For clustering quality measures, and clustering method
comparisons see Liu et al. [2003], Reynolds et al. [2006], Ignaccolo et al. [2008] and Arbe-
laitz et al. [2013]. Campello and Hruschka [2006] have extended ASW to a fuzzy clustering
regime. Some interesting variations and modifications have also been proposed, for in-
stance, density based ASW by Menardi [2011] and the slope statistics by Fujita et al. [2014].
Van der Laan et al. [2003] have proposed PAMSIL algorithm which is a PAM-like (Rousseeuw
[1987]) algorithm to maximize the ASW using medoids to find flat clustering. The PAM al-
gorithm has two phases, namely, the build phase, and the swap phase. Van der Laan et al.
[2003] first ran the build phase of PAM algorithm to get a set of k-medoids and then con-
sidered all possible swaps to further improve the values of objective function obtained in
the build phase with an exception that their objective function did not try to optimize the
distance of points from the nearest medoid but the ASW of the clustering.
3 Notational setup
The silhouette width (SW) for an object in data represents how well the object fits in its
present cluster. Let X = {x1, . . . ,xn} be the data of size n and d be a distance function over
X and Ck = {C1, . . . ,Ck } a clustering identified by some clustering function fk on X . Let i
represents the index for observations xi ∈ X . Let the clustering labels set be denoted by
{l (1), . . . , l (n)} ∈Nk determined by l (i )= r , r ∈Nk , i ∈Nn and cluster sizes are determined
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by nr =∑ni=1 1(l (i )= r ), r ∈Nk . For each objects i ∈Nn calculate
a(i )= 1
nl (i )−1
∑
l (i )=l (h)
i 6=h
d(xi ,xh), and b(i )= min
r 6=l (i )
1
nr
∑
l (h)=r
d(xi ,xh). (1)
For a given clustering Ck , the silhouette width for a data object having index i , i ∈Nn , is
Si (Ck ,d)=
b(i )−a(i )
max{a(i ),b(i )}
, (2)
such that −1≤ Si (Ck ,d)≤ 1.
The SW averaged over all the members of a cluster can be used as a measure of a clus-
ter’s quality. The ASW averages SW over all members of a dataset X . It is a global quality
measure for clustering. Formally, for the clustering Ck it can be written as follows:
S¯(Ck ,d)=
1
n
n∑
i=1
Si (Ck ,d). (3)
The best k can be selected by maximising S¯(Ck ,d) over k.
The ASW can be thought of as a combinational index because it is based on two con-
cepts which are separation and compactness that define a unified concept of isolation. It
is a ratio of inter-cluster variation and intra-cluster variation. It measures how homoge-
neous the clusters are, and what the separation between them is. Thus the ASW tells us
about the coherent structure of clustering.
For a good clustering the dissimilarity “within” clusters should be less than the dissim-
ilarity “between” clusters. Therefore, if a(i ) is much smaller than the smallest between
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clusters dissimilarity b(i ) we get evidence (larger s(i ), close to 1 is better in this case), that
object xi is in the appropriate cluster. On the other hand, s(i ) close to -1, points towards
the wrong cluster assignment for object xi . In this case a(i )> b(i ), meaning that object “i”
is more close to its neighbouring cluster than to its present cluster. A neutral case occurs
when s(i )≈ 0, i.e., object xi is approximately equidistant from both, its present cluster and
neighbouring cluster.
4 AHC based on optimum ASW linkage
Let X = {x1, . . . ,xn} be the dataset to partitioned, where xi represents the i th observation,
and each xi represents a p-dimensional variable. We will here only consider crisp clus-
tering, thus every object will belong to one cluster only and there will be no overlapping
between clusters in the hierarchy. There will be n total hierarchy levels. Let k1, · · · ,kn be
the number of clusters in a clustering at each hierarchy level. Let the full hierarchy of X
is given byP = {C 1n , . . . ,C n1 }. The superscript in C lkl ∈P , where l = 1, · · · ,n represents the
hierarchy level, and kl = n, (n−1), · · · ,2,1 represents the number of clusters at each hierar-
chy level. In AHC we start with n clusters in the beginning. Thus if l represents a particular
hierarchy level, then at l = 1 we have kl = n clusters, i.e., each observation forms a sepa-
rate cluster. The number of clusters subsequently reduce as hierarchy level proceeds. For
simplicity assume that only one pair of clusters merges at each hierarchy level.
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Let C lkl = {C
l
1, · · · ,C lkl }, where C
l
r ∈C lkl , r = 1, · · · ,kl represents an r -th cluster in a clus-
tering at hierarchy level l . The members of a cluster at hierarchy level l = 1 can be fur-
ther written as C11 = {x1}, C12 = {x2}, . . . , C1n = {xn}, thus C1 = {{x1}, {x2}, . . . , {xn}} and at the
(nth) final hierarchy level,C n1 = {x1,x2, . . . ,xn}, such thatC n1 =X . Letγl (x1,r ), . . . ,γl (xn ,r ),
where r = 1, · · · ,kl represent the clustering label vector at hierarchy level l . At a hierarchy
level l , r indicates to which cluster observation xi has been assigned.
The AHC clustering algorithms takes an input the pairwise dissimilarities between ob-
servations. The pairwise dissimilarities can be calculated using a distance function. A
function d :X ×X →R+, is called a distance onX if, it satisfies the three properties stated
as: (a) ∀ xi ,xh ∈X , where i ,h ∈Nn , d(xi ,xh)≥ 0, (b) ∀ xi ∈X , d(xi ,xi )= 0 , distance of an
object to itself is zero, and (c) for xi ,xh ∈X , d(xi ,xh)= d(xh ,xi ).
An AHC algorithm has been is defined based on a linkage criterion that optimizes ASW.
According to this criterion, two candidate clusters are merged together if this combination
gives the maximum ASW as compared to all other combinations. At each hierarchy level
all possible cluster merges have been tried out and those clusters are finally merged that
give maximum ASW. HOSil can also be used to find the best number of clusters (k) for the
data. According to this criterion a best k will be the one that gives maximum value of ASW
among all hierarchy level.
The algorithm can’t start from l = 1. This is because for the calculation of a(i ) : i ∈ C
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there should be at least one cluster in the clustering, with at least two observations and for
calculation of b(i ) there should be at least two clusters in a clustering solution. Therefore,
for (l = 1, k1 = n) and (l = n, kl = 1) calculation of ASW is not possible. So we can start
calculating ASW from at least k2 = n−1 and must stop at rn−1 = 2. For l = 1 the two closest
observations are joined to form a cluster.
Figure 1-(a) shows a descriptive example of the algorithm using a dataset of 12 points.
The left hand arrow represents the ASW values obtained from HOSil algorithm at each
hierarchy level. Based on the maximum ASW principle, the best number of clusters for
the data is 4 which looks intuitive. Using the ASW values obtained on each hierarchy a
dendogram has been obtained for this clustering as shown in Figure 1-(b). The ASW values
obtained at each hierarchy level are plotted on the vertical scale. These values are (k=11,
l=1) 0.0613, (k=10, l=2) 0.2014, (k=9, l=3) 0.3177, (k=8, l=4) 0.3811, (k=7, l=5) 0.5049, (k=6,
l=6) 0.5496, (k=5, l=7) 0.7117, (k=4, l=8) 0.7218, (k=3, l=10) 0.6408, (k=2, l=11) 0.6080. Note
the two red horizontal dendrite connections which represent the decrease in the value of
ASW at last two hierarchy level.
5 Experiments
Rp is used for the simulation of the data X in experiments, however the proposed algo-
rithms works with the data from other spaces. The proposed algorithm also works with
10
HOSil algorithm
Input
Input n(n−1)/2 pairwise distances between data points in X , , i.e., calculate d(xi ,x j ) for all
xi , x j ∈X .
Initialize
1. Set l = 1. Start with n clusters i.e., every object forms its own cluster,
C lkl
=
{
C l1, . . . ,C
l
kl
}
=
{
{x1}, {x2}, . . . , {xn}
}
, kl = n.
2. Update l = 2. Join the two observations into one cluster that have minimum d(xi ,x j ). De-
note the resulting clustering asC lkl =
{
C l1, · · · ,C _kl
}
, kl = (n−1), and clustering labels for this
clustering as γl (X ,r )= γl (x1,r ), . . . ,γl (xn ,r ) where r = 1, . . . , kl .
3. Calculate f (l ) = S¯(C lkl ,d) where S¯(·) as defined in (3).
Repeat
1. Combine every cluster i with every other cluster j in the clustering C lkl . For all pairs (i , j ) of
cluster combinations denote a set of labels as γl(i , j )(x1,r ), . . . ,γ
l
(i , j )(xn ,r ), where r = 1, · · · , (kl−
1) and denote the corresponding clustering as C ∗(kl−1).
2. Calculate f(i , j ) = S¯(C ∗(kl−1),d), where S¯(·) as defined in (3).
3. (i∗, j∗)=max f(i , j ), and denote the the corresponding label vector as γl (X ,r ).
4. Merge the cluster pair (C li∗ , C
l
j∗ ), such that,
C l+1kl+1 =C
l
kl
∪ {C li∗ ∪C lj∗ }\{C li∗ ,C lj∗ }, kl+1 = kl −1.
Let l = l +1.
5. Assign f (l ) = f(i∗, j∗).
Stop
When l = n−1, i.e., kl = 2.
Return
f (l ) and γl (X ,r ) for all l = 2, · · · , (n−1).
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Figure 1: (a) An example with 12 instance in two dimensions to illustrate the HOSil algo-
rithm.. (b) Dendogram representation of the HOSil clustering for the example datasets.
The y-axis represents the ASW value obtained from HOSil clustering at each level of the
hierarchy. The node from left to right represents the data points number 1 to 12 plotted in
the left panel.
general distances, thus, specifying X belongs to some space S characterised by distances
d : S × S 7→ R+, such that X , the data is a subset of S is enough for the formalism. Sev-
eral data generating processes (DGP) having 2 to 14 distinct clusters, different clustering
structures, characteristics and complexity have been defined to test the proposed method.
These DGPs cover clustering scenarios having difficulties of various kinds, for instance,
clusters from different distributions—assuming every individual cluster is coming from a
single distribution with different variations among observations, equally and unequally
sized clusters, clusters from skewed distributions, different types of clusters, for instance,
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spherical, non-spherical, elongated, close and far away clusters, i.e., the distance between
the means of clusters are varied, nested clusters, clusters with correlated variables, differ-
ent number of clusters and variables. In this article results from only 10 DGPs covering
these features were presented. Figure 2 represents a plot of a dataset each, generated from
these DGPs (see Table 1 for a complete list of distributions and parametric choices used to
generate data).
The simulation was done in R language (R Core Team [2019]). Along with the proposed
algorithm, various widely applicable clustering algorithms have been applied with Eu-
clidean distances, namely k-means—Forgy [1965], partitioning around medoids(PAM) —Kauf-
man and Rousseeuw [1987], hierarchical clustering algorithms with single linkage—Sneath
[1957], complete linkage—Sorensen [1948], average linkage—Sokal and Michener [1958],
Ward method—Ward Jr [1963], McQuitty methods—McQuitty [1966], spectral clustering
—Ng et al. [2002], model-based clustering —Fraley and Raftery [1998]), and PAMSIL—Van der
Laan et al. [2003] clustering algorithm. For all the hierarchical clustering methods func-
tion ‘hclust()’ available with R base package “stats” was used. For Ward’s method op-
tion “Wards.D2” for the method argument of ‘hclust()’ was used. For k-means and PAM
functions ‘kmeans()’ (with nstart = 100) and ‘pam()’ also available through base “stats”,
and “cluster” (version: 2.0.6, Maechler et al. [2017]), were used, respectively. For spectral
and model-based clustering the packages "kernlab" (version: 0.9.25, Zeileis et al. [2004]),
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Table 1: Parameters used in simulations. Simulations include clusters with Gaussian, skew
Gaussian, t, non-central t, uniform, F, exponential, Beta, and Weibull distributions. Di-
mensions are generated independently and identically.
DGP k p Distributions Cluster size n
Model 1 2 2 N((0,5), I2),U(−10,−1)∗ 100 200
Model 2 3 2 N((0,5),0.1I2), N((0.5,5.5),0.2I2), t25(5), t25(10) 50,100,50 200
Model 3 3 2 N((−2,5),0.1I2), N((2,5),0.1I2), N((0,5),0.5I2) 50,50,100 200
Model 4 3 2 N((1.5,7),0.1I2),N((0,5),0.5I2), N((1.5,5), (0.1,0,0,0.7)) 50 150
Model 5 4 2 U(10,15)∗,W(10,4)∗,t7(10), t7(30) 50 400
N((2,2), I2), N((20,80), (0.1,0,0,2))
Model 6 5 2 F(2,6)(4),F(5,5)(4), χ27(50), χ
2
10(80) 50 250
N((100,0),0.9I2), t40(100), t35(150)
SN(200,0.8,3,6),SN(20,0.9,2,4)
Model 7 6 2 U(−6,−2)∗, Exp(10)∗,W(10,4)∗, Gam(15,2)∗ 50 300
Beta(2,3,120)∗, SN(5,0.6,4,5),SN(0,0.6,4,5)
Model 8 14 2 N((0,2),0.5I2),N((0,−2),0.5I2),N((−4,−2),Σ) 25 350
N((−3,−2),Σ), N((−2,−2),Σ), N((2,−2),Σ)
N((3,−2),Σ), N((4,−2),Σ); Σ= (0.1,0,0,0.7)
N((−4,2),Σ2), N((−3,2),Σ2), N((−2,2),Σ2)
N((2,2),Σ2), N((3,2),Σ2), N((4,2),Σ2): Σ2 = 0.1I2)
Model 9 9 3 Unit circle centred at (0,0,0) with 33 points 33, 25 233
N((−7,−0.2,−0.2),0.1I3), N((0.2,−4,−4),0.1I3)
N((0.5,3,3),0.1I3), N((7,−1,−1),0.1I3)
N((−5.5,2.5,2.5),Σ3)
N((4.5,−3,−3),Σ3); Σ3 = c(0.6,0.8,0.6)
N((−4,−2.5,−2.5),Σ4);
N((5,1.5,1.5),Σ4); Σ4 = c(0.4,0.3,0.4)
Model 10 10 100 µ100 = (−21,−18,−15,−9,−6,6,9,15,18,21)∗ 20, 40, 60, 70, 490
0.05I100, 0.1I100, 0.15I100, 0.175I100, 0.2I100 50× 6
For the covariance matricesΣ3 andΣ4 only main diagonal are mentioned. The off-diagonals entries are zero. The distributions with
∗ shows
the other cluster dimensions are distributed same. See Appendix Afor full definitions of the DGPs.
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Figure 2: A dataset generated from each data generating process.
and “mclust” (version: 5.2.3, Scrucca et al. [2017]) implementation, available through the
‘specc()’ and ‘Mclust()’ functions, respectively, were used. For PAMSIL the standalone C
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function written by Van der Laan et al. [2003] was used. For all the methods, the default
settings were used except otherwise stated. B = 50 datasets were generated for each DGP.
The estimation of number of clusters were also considered from several internal in-
dices with combinations of several clustering methods. Seven clustering methods namely,
k-means, PAM and AHC with five linkage methods have been applied with 11 different
methods of estimation of number of clusters. In particular, Calinski and Harabasz (CH)
Calin´ski and Harabasz [1974], Hartigan (H) Hartigan [1975], Krzanowski and Lai (KL) Krzanowski
and Lai [1988], Gap Tibshirani et al. [2001], Jump Sugar and James [2003], Prediction strength
(PS) Tibshirani and Walther [2005], Bootstrap instability (BI) Fang and Wang [2012], ASW,
PAMSIL and HOSil methods to estimate number of clusters were used. In addition Bayesian
Information Criterion (BIC) Schwarz et al. [1978] with model-based clustering method as
implemented in “mclust” to estimate number of clusters was used.
The maximum number of clusters allowed for the estimations were 15. For H, CH,
KL, and Gap package “clustersim” (version: 0.45.2, Walesiak and Dudek [2017]), for ASW
“cluster” (Maechler et al. [2017]), for PS and BI “fpc” (version: 2.1.10, Hennig [2015]), and
for the Jump method the R code provided by the author (see Sugar and James [2003] were
used. Lastly, various transformation powers for the Jump method in simulation were used,
particularly, δˆk using Y = p/2, Y = p/3, Y = p/4, Y = p/5, Y = p/6 and Y = p/7, where p
denote the dimensions of the data.
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6 Result and discussion
6.1 Clustering performance comparison
The ASW and corresponding ARI values are reported in Table 2 for the true known clus-
ters. The discussion in this section is based on the average results obtained from simula-
tion. The visual clustering results are presented in the supplementary file. In the following
discussion whenever the term “size of cluster” is used, I mean to refer the number of obser-
vations in clusters. Some general conclusions are evident from the examination of Table
2, as given below:
1. All the methods have produced much higher values of ASW as compared to the true
ASW values.
2. No single method is best for the optimization of the ASW clustering and for obtain-
ing the best ARI values.
3. It is not necessary that the best ARI values will be achieved for the best ASW cluster-
ings, in fact for the majority of DGPs this is not the case.
Since PAMSIL is the direct competitor of HOSIL for the aim of optimization of the ASW
index for clustering, therefore, some specific conclusions related to these two clustering
methods drawn from the study are given below:
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1. Although PAMSIL has produced the best ASW value among the method considered
for nearly half of the DGP: 1, 2, 3, 5, 6, and 7. As far as the best ARI is considered
PAMSIL only gave the best ARI for two DGPs: 6 and 7.
2. HOSIL has produced the best ASW values for 3 DGPs: 4, 8, and 9.
3. Although PAMSIL has shown better performance in terms of ASW values as com-
pared to HOSIL for about 5 models, it has always produced lesser ARI values in com-
parison to HOSil, except for models 6 and 7.
4. The best ARI values obtained were from spectral clustering for model 1, model-
based clustering for models 3, 4, and 5, PAMSIL for models 6 and 7, HOSIL for mod-
els 2 and 8. However, many methods gave the best ARI values for models 9 and 10.
However, many other interesting conclusions can be drawn about the performance of
the clustering methods for each DGP. The discussion of the results present in the tables for
each DGP individually is included in the supplementary file.
6.2 Estimation of number of clusters comparison
The results for the estimation of number of clusters (kˆ) are now presented. The results
were analysed using graphical and tabular methods. First, for each DGP, a complete fre-
quency count table was produced for 1 to 15 clusters, by noticing the number of clusters
18
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estimated against each run in the simulation. This produced 10 tables. These tables are
provided in the supplementary file to this paper. From these tables a table was produced
for only the true number of clusters for each DGP. This gives total frequency counts broken
down by the DGPs of the correct number of clusters estimated by all the methods included
in the study as reported in Table 3.
Table 3: Frequency table of indication of cluster estimated at correct level for all the indices
in combination with all the methods for all DGPs.
DGPs M1 M2 M3 M4 M5 M6 M7 M8 M9 M10
No.of dims. 2 2 2 2 2 2 2 2 3 100
No. of clusters 2 3 3 3 4 5 6 14 8 10 Overall
H
Single 13 8 13 0 9 3 2 0 10 14 72
Complete 0 0 0 0 3 0 6 0 0 0 9
Average 1 3 10 12 8 11 0 0 18 0 63
Ward 0 0 0 1 8 1 2 0 10 0 22
McQuitty 0 0 0 1 9 1 2 0 10 0 23
kmeans 3 24 1 0 16 16 6 0 2 0 68
PAM 3 24 1 0 16 17 6 0 2 0 69
326
CH
Single 39 8 20 0 0 9 1 24 50 20 171
Complete 37 11 1 0 1 0 0 0 36 0 86
Average 33 2 15 3 0 6 0 23 46 2 130
Ward 34 4 2 0 0 3 0 6 40 0 89
McQuitty 34 4 2 0 0 3 0 6 40 0 89
kmeans 36 3 0 2 1 11 5 6 2 2 68
PAM 29 0 0 0 0 0 0 2 24 0 55
688
KL
Single 3 4 6 6 5 9 4 0 0 0 37
Complete 2 3 4 13 7 11 0 0 2 0 42
Average 2 5 0 1 9 3 6 0 0 0 26
Ward 1 3 8 8 14 1 4 0 0 0 39
McQuitty 1 3 8 8 14 1 4 0 0 0 39
kmeans 22 5 3 3 10 6 6 0 16 2 73
PAM 7 6 12 0 8 4 12 0 2 0 51
307
Gap
Single 36 8 20 0 2 9 0 0 50 0 125
Complete 18 15 17 30 10 26 0 0 36 0 152
Average 19 7 44 32 10 45 0 0 24 0 181
20
Ward 28 14 19 28 9 29 0 0 30 0 157
McQuitty 26 14 18 28 8 30 0 0 38 0 162
kmeans 11 12 9 18 16 29 0 0 0 0 95
PAM 12 1 6 13 1 24 2 0 6 0 65
937
Jump
p/2 1 0 14 0 0 28 19 12 50 26 150
p/3 50 0 50 25 10 49 40 12 50 1 287
p/4 7 0 50 1 22 50 37 12 50 0 229
p/5 0 0 10 0 26 50 0 5 50 0 141
p/6 0 0 0 0 0 49 0 0 50 0 99
p/7 0 0 0 0 1 7 0 0 50 0 58
964
PS
Single 3 32 2 5 2 6 0 0 46 46 142
Complete 2 0 0 0 1 43 0 0 18 50 114
Average 28 7 0 20 2 43 0 0 48 46 194
Ward 44 1 0 29 0 50 0 0 50 50 224
McQuitty 3 1 0 0 1 40 0 0 48 48 141
kmeans 50 1 50 42 0 3 0 0 0 0 146
PAM 44 31 1 45 2 50 45 0 50 50 318
1279
BI
Single 0 4 0 6 0 3 3 1 44 0 61
Complete 0 0 0 0 0 24 0 1 6 0 31
Average 2 0 0 3 0 43 0 0 48 0 96
Ward 28 1 0 26 1 45 0 0 50 0 151
McQuitty 0 0 0 0 0 31 0 3 30 0 64
kmeans 50 0 50 23 0 9 0 1 0 0 133
PAM 32 0 0 44 7 50 8 1 50 0 192
728
ASW
Single 39 8 20 0 1 10 1 23 50 50 202
Complete 50 12 19 22 1 36 0 2 50 50 242
Average 50 5 50 36 1 48 0 22 50 50 312
Ward 48 5 22 23 2 44 0 11 50 50 255
McQuitty 48 5 22 23 2 44 0 11 50 50 255
kmeans 50 0 50 48 5 38 17 7 4 50 269
PAM 50 0 50 49 8 50 40 9 50 50 356
1891
BIC
Model-based 43 1 50 50 33 17 4 0 50 50 298
PAMSIL 50 0 50 44 9 50 47 1 50 50 351
HOSil 50 1 50 44 5 50 48 21 50 50 369
Based on the true number of clusters’ determination, the performance of the H and KL
indices was not good for the majority of the models included in the study. The CH method
21
performed well only for very few models and that was only for one or two clustering meth-
ods. The Jump method also estimated correct number of clusters for a very few models
(never for Models 2, 8) and very low counts for (Models 5 and 10). The results for the Gap
method were below average (less than half times) for the majority of the models included
in the analysis. The BI and PS also performed poorly for majority of the models except
for a few of them with one or two clustering methods only. Model-based clustering has
estimated kˆ other than expected for Models 2, 5, 6, 7, and 8. HOSil clustering estimated k
other than the true k for Models 2 and 5. PAMSIL was also not able to estimate the correct
number of clusters for the two models mentioned for HOSil and in addition Model 8.
Top performing indices Based on the performance aggregated for all DGPs an overall
ranking can be created. Given the fact that the total frequency count is 369, HOSil has
provided the best performance for the recovery of the true number of clusters. ASW index
with PAM clustering method is the second best performing combination with 356 counts.
PAMSIL is third in this list with 351 counts. Further, ASW index with average linkage be-
ing forth, Model-based clustering with BIC being the fifth, and ASW index with k-means
clustering is on the sixth rank.
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7 Runtime
HOSil is implemented in C++ and has an interface for its call in the R language using the
Rcpp package (Eddelbuettel et al. [2011]). The runtime of HOSil is compared with the ex-
isting algorithms for all the simulated datasets. The computations were done on the UCL
high performance and throughput computing facilities using Legion cluster. Table 4 con-
tains the runtime of HOSil. The time reported here does not include the time for distance
calculations. The proposed algorithm’s performance for retrieving an accurate clustering
is good with the advantage that it can also estimate the number of clusters provided the
time it takes. In addition, note that the larger p is not a problem for the algorithm (for
instance see DGP 10) because it’s not represented in distances. Also, note that the time
reported in the Table 4 is to build the full hierarchy, i.e., from 2 to (n−1) clusters. However,
the algorithm is implemented in such a way that if k is known, then the algorithm can be
stopped at the desired hierarchy level which will significantly reduce the time.
8 Applications
8.1 Tetragonula bee data clustering
In this section, the species delimitation of Franck et al. [2004] dataset was considered us-
ing HOSil. The dataset gives the genetic information of 236 species among bees at 13 mi-
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Table 4: Time taken by HOSil clustering algorithm for DGPs.
DGP k p n runtime
Model 1 2 2 200 11m
Model 2 3 2 200 10.6m
Model 3 3 2 200 10m
Model 4 3 2 250 35m
Model 5 4 2 200 10m
Model 6 5 2 250 32.5m
Model 7 6 2 300 2.7h
Model 8 14 2 350 6h
Model 9 9 3 233 43m
Model 10 10 100 250 1h
m = minutes, h = hours. Note that R returns a runtime in seconds. The reported run time here is
subject to approximation to minutes and hours. The runtime is the averaged over all runs.
crosatellite loci from eastern Australia and between Indian and Pacific oceans. The 13
variables are categorical. The purpose of clustering for this data is to find how many bee
species are present.
The distance measure used was the "shared allele dissimilarity” particularly designed
for calculation of genetic dissimilarities between species by Bowcock et al. [1994], and is
implemented through the package ‘prabclus’ (Hennig and Hausdorf [2015]).
Since a desirable characteristic to species delimitation could be cluster separation, and
the ASW linkage is based on the concept of cluster separation and compactness, therefore,
it makes sense to apply HOSil to the bees dataset for clustering. According to HOSil the
best number of species present in the data is 10. The 4 best ASW values obtained together
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with adjusted rand index in bold with the number of clusters were 0.48406(0.914795, k =
10), 0.47999(0.91082, k = 9), 0.47673(0.834181, k = 11), 0.47058(0.907194, k = 8). As evident
from the Figure 3c as well, the value of the ASW monotonically decreases for the k before
and after k=10(see Figure 3c for k = 2 to 16).
The dataset is ploted against the delimitation provided by Franck et al. [2004], and
HOSil results in two dimensions with the t-distributed stochastic neighbor embedding (t-
SNE) available through an R package ‘Rtsne’ (Krijthe et al. [201]) in Figure 3.
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Figure 3: t-SNE visualization of the Tetragonula dataset in two dimensions (a) colours rep-
resent the species delimitation provided by Franck et al. [2004] (b) colours represent the
HOSil clustering results. (c) ASW value obtained from HOSil for 2 to 16 clusters. The max-
imum value of ASW is obtained at k=10.
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8.2 French rainfall data clustering
Finding spatial or temporal patterns in climate datasets based on statistical techniques
is of crucial importance for climatologists. The data used in Bernard et al. [2013], avail-
able through the software they wrote, has been considerd for the clustering of french
weather into climate regions based on rainfall precipitation maxima observed at the sta-
tions. Bernard et al. [2013] proposed a clustering algorithm based on a combination of
PAM algorithm and a distance measure for geostatistics data called the F-madogram (Coo-
ley et al. [2006]). The data is for 92 French weather stations for the three months of fall,
from September to November for 19 years.The purpose of clustering is to find the pattern
among stations i.e., spatial clustering based on the fact that if the local conditions at two
weather stations are similar, then the two maxima precipitation series at these stations are
not independent and the two weather stations should be in one cluster.
The application of the HOSil algorithm to this data offers certain benifts as compared
to the algorithm proposed in Bernard et al. [2013]. All the statistical clustering methods
based on averages can not be applied to such datasets due to the fact that the definition of
the distances for the maxima of time series dependents on the generalised extreme value
(GEV) family of distributions (see Bernard et al. [2013]). HOSil does not make use of any
kind of cluster representatives like centroids for clustering. It works with the individual
data points. Therefore, it will deal directly with the time series of maxima rather than any
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kind of averages of these maxima. In addition, it also offers another advantage that it can
estimate number of clusters as well unlike the necessary preprocessing step in Bernard
et al. [2013]’s method.
The resulting clusterings from HOSil algorithm are displayed in Figure 4 for 2 to 7 clus-
ters. For numbers of clusters two HOSil has classified french weather stations in (clock-
wise) the east, south and south-west regions of France together in a cluster (red cluster in
Figure 4a, say cluster 1), and from the south-west, north, and all the way to the east in the
other cluster (blue cluster). The two highest mountain peaks —the Alps in the east, and
the Pyrenees in the south of France are clustered together (cluster 1). The two weather
stations in Corsica, which has the third highest mountain peaks, are also classified in this
cluster. Since PAM looks for equally sized clusters, Bernard et al. [2013] got an almost
equal number of weather stations in the north and south clusters, dividing France along
the Loire valley line. HOSil for three clusters further separates cluster 1 in south-east and
south-west fashion i.e., isolating the regions with the Alps and Pyrenees. For four clusters,
HOSil has further isolated central France from the northern region. For the five clusters
the upper northern region is further divided into west to north-west, and from north-west
to the north regions.
In terms of the number of clusters, the highest ASW value was obtained for k=2 (0.1390),
indicating the strongest weather pattern, meaning that the climates of these two regions
27
differ most significantly in the country. The second best ASW value was achieved for
k=3(0.1251). After that, the strongest climate pattern was observed for k=7(0.1166). The
fourth best ASW was obtained for k=6(0.1135).
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Figure 4: Clustering results from HOSil algorithm. Panels from (a) - (f) denote clustering
against k=2 to k=7.
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8.3 Identification of cell population
Identification of cell types in several tissues and organs from the mass of heterogeneous
cells is an important task in cell biology. This is considered as the first step in the biological
analysis of the most recently known technique, single-cell RNA sequencing (scRNA-seq).
It is a way to analyse an individual cell and it can inform how each cell is different from the
other. The data by Goolam et al. [2016] has been considered for clustering using HOSil.
This data is the study of pre-implantation development of 124 cells of mouse embryos.
There are 5 distinct cell types. 2-cell(16 samples), 4-cell(64 samples), 8-cell(32 samples),
16-cell(6 samples), and 32-cell(6 samples).
For the low-level analysis of data, i.e, quality control, normalization and dimensional-
ity reduction, the R libraries “scater” McCarthy et al. [2017] and “scran” Lun et al. [2016]
were used which are available through Bioconductor for scRNA-seq data. Euclidean dis-
tances between cells to perform clustering were used. The first three principled compo-
nents of the dataset is plotted in Figure 5. The colour represents the true cell classification
by the authors.
Table 5 shows the results for this data. It is evident from the table that all the meth-
ods have produced much higher values of the ASW as compared to the true values. The
spectral clustering method gave very low value of ASW. k-means, PAM, and model-based
clustering have also produced lower values of ASW as compared to other methods with
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very low ARI values. These methods were also not able to determine the correct number
of clusters. The average linkage, Wards clustering, and HOSil methods have produced the
highest ASW values with the best ARI values (see Table 5 for values). The average linkage,
Wards clustering, and HOSil methods have also estimated correct numbers of clusters.
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Figure 5: Data plots of first three principal components. Shown in red are 2-cell, green are
4-cell, blue are 8-cell, black are 16-cell and light blue are 32-cell stages.
Table 5: Goolam et al. [2016] data clustering results.
True k Estimated k
Methods ASW ARI ASW ARI kˆ
True label 0.4905
k-means 0.5502 0.5439 0.5995 0.8831 3
PAM 0.5502 0.5439 0.6365 0.8602 4
average 0.6668 0.9097 0.6668 0.9097 5
Ward’s 0.6668 0.9097 0.6668 0.9097 5
model-based 0.5502 0.5439 0.6365 0.8602 4
spectral 0.2617 0.6365 0.3290 0.8602 4
BIC-mb - - 0.5925 0.4750 8
HOSil 0.6668 0.9097 0.6668 0.9097 5
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9 Final remarks and future work
In this paper, a new AHC methodology was introduced, implemented through the HOSil
algorithm. The approach was based on the development of the linkage criterion based on
the ASW index. A monte carlo simulation of 11 procedures for determining the number of
clusters paired with 7 clustering methods was conducted. For each of these combinations,
10 data structures were used.
HOSil can correctly identify a variety of clustering structures other than those pre-
sented here. Several other real and artificial structures were used to experiemnt. For in-
stance, HOSil can return the desired clustering structures for the four shapes and smiley
data from the R package “mlbench” (version: 2.1.1, Leisch and Dimitriadou [2010]), 2 dia-
monds, Hepta, and Tetra data from the fundamental clustering problems suite (FCPS) of
Ultsch [2005]. It can also estimate the correct number of clusters for these datasets ex-
cept for the smiley dataset. The smiley dataset contains two Gaussian eyes, one trapezoid
nose and a parabolic mouth. For this data HOSil has divided the mouth into many small
compact clusters. The reason for this is that the mouth cluster has bigger within cluster
distances as compared to other clusters. In order to get a good ASW value, the within-
cluster dissimilarities should be small as compared to between clusters dissimilarities. In
case of the wide spread of observations within clusters i.e., large distances between clus-
ters the small within-cluster dissimilarities requirement of ASW index dominates and it
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splits this bigger cluster into smaller clusters such that rather than having one cluster with
bigger within-cluster distances it prefers to split this cluster into nicely compacted smaller
clusters.
For this same reason HOSil can not identify clustering structures like Lsun data from
FCPS. For the Aggregation (Gionis et al. [2007]) dataset it has identified all the clusters
correctly except it has divided the moon-like cluster into two clusters, and has combined
the two spherical clusters in one cluster for 7-cluster solution.
HOSil can also identify the correct data structures as well as recover the correct num-
ber of clusters for the datasets named “two elongated clusters in three dimensions”, “two
close and elongated clusters in three dimensions”, and “three clusters in a microarray-like
setting” in Tibshirani and Walther [2005].
Statement like HOSIL “can only produce equally sized spherical clusters” is not correct.
HOSil can handle, to some extent, the variations among within cluster separations, and
small sized clusters in the presence of bigger sized clusters. This also depends upon the
difference between the means of clusters. However, unfortunately I am unable to offer
more exact statements in this regards and quantify these factors.
HOSil can not handle overlapping data structures, and if a HOSil clustering is applied
to such dataset it will produce well-separated clusters of equal or unequal sizes. A small
study to learn the effect of various distance metrics on HOSil has been conducted. In the
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study, the Manhattan, Euclidean, and Minkowski distances have been included to observe
the differences in the clustering results obtained by the proposed algorithm and other ex-
isting methods. Overall, from all the methods the optimization performance gained from
Minkowski metric is the highest. The ASW values obtained for all the clustering meth-
ods showed same trend across DGPs. The values obtained from the Minkowski metric
were greater than the Euclidean metric, and the values obtained from the Euclidean met-
ric were greater than the Manhattan metric. A more systematic study—extended to other
data spaces, distance metrics and more DGPs—is needed, in order to be able to make
some in-depth analyses and generalized conclusions to some extent.
It is worthwhile to look for some fast approximations to implement ASW based linkage
criterion or to improve the HOSil’s performance potential computationally for the datasets
of bigger sizes. In this regard, I am working to reduce the computational time complexity
of the HOSil algorithm. I am also working to extend the dendogram implementation to
HOSIL to visualize the full hierarchy produced by the algorithm.
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A Definition of data generating processes
For the data generating processes (DGPs) several probability distributions have been used.
I first define the notations for these distributions. Let Np(µp ,Σp×p) represents the p-
variate Gaussian distribution with mean µp and covariance matrix Σp×p . Let SN (ζ,ω,α,τ)
represent a skew Gaussian univariate distribution with ζ,ω,α,τ as location, scale, shape
and hidden mean parameters of the distribution respectively. Let U(a,b) represent the
uniform distribution defined over the continuous interval a and b. Let tv represent Stu-
dent’s t distribution with v degrees of freedom. Let tr (ν) represent the non-central t dis-
tribution with r degrees of freedom and ν be the non-centrality parameter. Let Gam(α,β)
represent Gamma distribution whereα and β are shape and rate parameters, respectively.
Let NBeta(v1,v2,λ) represents the non-central Beta distribution of Type-I with v1,v2 be
two shape parameters and λ being the non-centrality parameter. Let Exp(λ) represent
the Exponential distribution with λ being the rate parameter. Let F(v1,v2)(λ) represent the
non-central F distribution with v1,v2 degrees of freedom and λ be the non-centrality pa-
rameter. LetW(τ,ζ) represent the Weibull distribution with τ,ζ as shape and scale param-
eter, respectively. Let Ip be the identity matrix of order p, where p represents the number
of dimensions. The DGPs are defined as below.
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Model 1 Two clusters of equal sizes are generated in two dimensions coming from dif-
ferent distributions. 100 observations are generated from the Gaussian distribution with
identity covariance matrix centred at (0, 5). 100 observations drawn fromU(−10,1) inde-
pendently along both dimensions. The result is one compact spherical cluster located at
the corner of a uniformly distributed cluster.
Model 2 Three clusters of unequal sizes and variations were generated in two dimen-
sions. Two clusters were generated from independent bi-variate Gaussian distributions
with 50 and 100 observations centred at (0, 5) and (0.5, 5.5), respectively, with covari-
ance matrix as 0.1I2 and 0.2I2 respectively. The third cluster with 50 observations was
generated from a non-central t distribution with t25(5) and t25(10) independently. The
clusters are of such nature that the generated non-central t cluster has a wider spread
than the two Gaussian clusters which were kept close to each other as compared to the
bigger spread cluster.
Model 3 Three Gaussian clusters in two dimensions of unequal variations. The clusters
contains 50, 50, and 100 observations, with covariance matrices as 0.1I2, 0.1I2 and 0.5I2,
while the clusters are centred at (-2, 5), (2, 5), (0, 5), respectively. The result is one big-
ger, spherical widely spread cluster located between two small, spherical and compact
clusters.
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Model 4 Three Gaussian clusters in two dimensions of equal sizes, different variations
and different shapes. 50 observations were generated from (0, 5) with covariance matrix
as 0.5I2. 50 observations were generated from Gaussian distribution with means (1.5, 5)
with covariance matrix as Σ =
0.1 0
0 0.7
. 50 observations were generated from (1.5, 7)
with co-variance matrix as 0.1I2. The clusters look like a wider spread spherical cluster
located left to the vertical cluster and a smaller compact cluster located just at the top of
the vertical cluster.
Model 5 Four clusters of equal sizes each having 50 observations were generated in two
dimensions. One cluster was generated from independent non-central t distributed vari-
ables with parameters t7(10) and t7(30). One cluster was generated from U(10,15) in-
dependently along both dimensions. One cluster was generated from bivariate normal
distribution parametrized by mean (2, 2), and covariance I2 generated independently
across both dimensions. The fourth cluster is also from independent bivariate Gaussian
distributions parametrized by, mean (20, 80) with covariance matrix Σ=
0.1 0
0 2
.
Model 6 Five clusters in two dimensions from different distributions. The clusters are
parametrized from Chi-squared, F, t , Gaussian and skewed Gaussian distributions as
χ27(50) andχ
2
10(80),F(2,6)(4) andF(5,5)(4), t40(100) and t35(150), N ((100,0),0.9I2), SN (20,0.9,2,4)
and SN (200,0.8,3,6). The clusters contains 50 observations each and were generated in-
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dependently along both dimensions.
Model 7 6 clusters from different distributions in two dimensions. The clusters are parametrized
as U(−6,−2), Exp(10), Beta(2,3,120), W(10,4), Gam(15,2) in both dimensions, whereas
one cluster from SN (5,0.6,4,5) along first dimension and SN (0,0.6,4,5) across second di-
mension. The clusters contains 50 observations each and were generated independently
along both dimensions.
Model 8 Fourteen Gaussian clusters in two dimensions. Two clusters were generated with
25 observations each having common co-variance matrix as 0.5I2 centred at (0, 2) and (0,
-2). Six clusters were generated with 25 observations each having common covariance
matrices as
0.1 0
0 0.7
. The clusters are centred at (-4, -2), (-3, -2), (-2, -2), (2, -2), (3, -2),
and (4, -2). The remaining six clusters have common covariance matrix as 0.1I2 and 25
observations each centred at (-4, 2), (-3, 2), (-2, 2), (2, 2), (3, 2), and (4, 2).
Model 9 8 Gaussian clusters surrounding a cluster formed by uniformly distributed points
in a unit circle. The unit circle contains 33 observations and is centred at [0, 0, 0]. The
8 Gaussian clusters contain 25 observations each. Four clusters are centred at (-7, -0.2,
-0.2), (0.2, -4, -4), (0.5, 3, 3), and (7, -1, -1) with a common covariance matrix as 0.1I3. Two
clusters are centred at (-5.5, 2.5, 2.5) and (4.5, -3, -3) with a common covariance matrix
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
0.6 0 0
0 0.8 0
0 0 0.6
. Two clusters are centred at (-4, -2.5, -2.5) and (5, 1.5, 1.5) with a common
covariance matrix

0.4 0 0
0 0.3 0
0 0 0.4
.
Model 10 10 clusters in 100 dimensions. The clusters are centred at -21, -18, -15, -9, -6, 6,
9, 15, 18, 21. The clusters are in 100 dimensions such that the 100 dimensional mean vec-
tors of these values were generated for all clusters. The number of observations for these
ten clusters are 20, 40, 60, 70, and 50 each for six of the remaining clusters. The number
of observations for the means of clusters were not fix. Any cluster can take any number
of observations from these such that any six clusters have equal number of observations
i.e., 50 and the remaining four has different observations each, which is one out of 20,
40, 60, 70 values. The total size of the data is always 490 observations. The covariance
matrix for each of these clusters is one out of 0.05I100, 0.1I100, 0.15I100, 0.175I100, 0.2I100
matrices. The covariance matrix for each cluster was chosen randomly with replacement
out of these, such that as a result, all the clusters can have same covariance matrix, two or
more clusters can have same covariance matrix or all of the 10 clusters can have different
same covariance matrices.
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Supplementary to
An agglomerative hierarchical clustering method by optimizing the
average silhouette width
Fatima Batool
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This file has two parts. Section 1 presents graphical clustering results for all the DGPs. For the
DGPs used in the simulation, clustering results for one iteration of the simulation are shown. Sec-
tion 2 reports the frequency counts for the estimation of number of clusters for the DGPs used in
simulation for all the clustering methods and estimation methods used in the study.
The visual clustering results demonstrate the differences in clustering behaviours of each clus-
tering method for these datasets. The results are discussed in next section.
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Figure 1: Clustering results from clustering methods for a simulated dataset from Model 1, (a)
the raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) sin-
gle linkage, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similar-
ity, (h) k-means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l)
PAMSILk/PAMSILkˆ clustering, (m) HOSilk/HOSilkˆ clustering against true and estimated k.
2
(a)
8
12
16
0 2 4 6 8
(b)
1
11
1
1
1
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
222333 3
333333
8
12
16
0 2 4 6 8
(c)
1
11
1
1
2
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
333333 3
33333
8
12
16
0 2 4 6 8
(d)
1
11
1
1
2
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
2
1
1
1
11
11
1
1
1
1 1
1
1
1
333333 3
33333
8
12
16
0 2 4 6 8
(e)
1
11
1
1
2
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
2
1
1
1
11
11
1
1
1
1 1
1
1
1
333333 3
33333
8
12
16
0 2 4 6 8
(f)
1
11
1
1
2
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
2
1
1
1
11
11
1
1
1
1 1
1
1
1
333333 3
33333
8
12
16
0 2 4 6 8
(g)
1
11
1
1
2
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
2
1
1
1
11
11
1
1
1
1 1
1
1
1
333333 3
33333
8
12
16
0 2 4 6 8
(h)
3
33
3
3
3
3
3
3
3
3
3
3 3
3
3
3
3 3
3
3
3
3
3 33
3
3
3
3
3
3
3
3
3
33
33
3
3
3
3 3
3
3
3
111222 21
22222
8
12
16
0 2 4 6 8
(i)
1
11
1
1
1
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
222333 32
33333
8
12
16
0 2 4 6 8
(j)
2
2
1 1
11
2
1
1
1 11
1
2
1
2
2
1
1 1
2
1
1
11
2
11
1
2 2
2
1
2
1
11
1
22
1
2
1
2 1
3333 3333
3333 35.0
7.5
10.0
12.5
15.0
0 2 4 6 8
(k)
1
11
1
1
1
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
222222 2
22222
8
12
16
0 2 4 6 8
(l)
2
22
2
2
1
2
2
2
2
2
2
2 2
2
2
2
2 2
2
2
2
2
2 22
2
2
2
2
2
1
2
2
2
22
22
2
2
2
2 2
2
2
2
333333 3
33333
8
12
16
0 2 4 6 8
(m)
1
11
1
1
1
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
222222 2
22222
8
12
16
0 2 4 6 8
(n)
1
11
1
1
1
1
1
1
1
1
1
1 1
1
1
1
1 1
1
1
1
1
1 11
1
1
1
1
1
1
1
1
1
11
11
1
1
1
1 1
1
1
1
222333 3
333333
8
12
16
0 2 4 6 8
Figure 2: Clustering results from clustering methods for a simulated dataset from Model 2, (a) the
raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) single link-
age, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similarity, (h) k-
means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l) PAMSILk
clustering, (m) HOSilk clustering, (n) HOSilkˆ and PAMSILkˆ clustering.3
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Figure 3: Clustering results from clustering methods for a simulated dataset from Model 3, (a) the
raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) single link-
age, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similarity, (h) k-
means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l) PAMSILk ,
PAMSIlkˆ , HOSilk , HOSilkˆ clusterings.
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(m)
Figure 4: Clustering results from clustering methods for a simulated dataset from Model 4, (a)
the raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) sin-
gle linkage, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similarity,
(h) k-means clustering, (i) PAM clustering, (j) spectral clustering, (k) model-based clustering, (l)
PAMSILk/PAMSILkˆ clustering, and (m) HOSilk/HOSilkˆ clustering.
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Figure 5: Clustering results from clustering methods for a simulated dataset from Model 5, (a) the
raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) single link-
age, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similarity, (h) spec-
tral clustering, (i) PAM and PAMSILk clustering, (j) k-means clustering, (k) model-based clustering,
(l) HOSilk clustering, (m) PAMSILkˆ and HOSilkˆ clustering.
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Figure 6: Clustering results from clustering methods for a simulated dataset from Model 6, (a)
the raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) sin-
gle linkage, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similar-
ity, (h) k-means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l)
PAMSILk/PAMSILkˆ and HOSilk/HOSilkˆ clustering.
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Figure 7: Clustering results from clustering methods for a simulated dataset from Model 7, (a)
the raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) sin-
gle linkage, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similar-
ity, (h) k-means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l)
PAMSILk/PAMSILkˆ and HOSilk/HOSilkˆ clustering.
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Figure 8: Clustering results from clustering methods for a simulated dataset from Model 8, (a) the
raw data, (b) data plotting against true labels, hierarchical clustering solution with (c) single link-
age, (d) complete linkage, (e) average linkage, (f) Ward’s method, (g) Mcquitty similarity, (h) k-
means clustering (i) PAM clustering (j) spectral clustering (k) model-based clustering (l) PAMSILk
clustering (m) PAMSILkˆ clustering (n) HOSilk/HOSilkˆ clustering.9
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Figure 9: Data plot generated from (a) Model 9. All the clustering methods included in the study
were successful retrieving the true clustering. (b) Model 10 where the colours represents the true
labels according to the data generating clustering models.
1.1 Results discussion
These results are based on the ASW and ARI results presented in Table 2 of the article.
Model 1Many methods performed well here. The best ASW was obtained from PAMSIL method
and highest ARI was obtained from spectral clustering method. PAMSIL gave higher ASW value as
compared to HOSil but with a smaller value of ARI as compared to HOSil.
Model 2 Only PAM and HOSil were able to retain the clustering closed to desired clustering.
PAMSIL was not able to recover the correct clustering. These findings were confirmed by the ARI
values for these methods. The visual inspection of the clustering results revealed that all the clus-
tering methods combined the two closely related Gaussian clusters together and divided the clus-
ter with bigger spread among observations into smaller clusters. Single linkage gave a one point
cluster for an observation far from the dense region of the data.
Model 3 All hierarchical clustering methods gave very low ARI values. Visual inspection of re-
sults revealed that complete, single, and k-means methods did not give correct clusterings.
Model 4 Only Model-based clustering, PAMSIL and HOSil performed well in terms of retrieving
correct clustering. PAMSIL gave higher ASW values but with smaller ARI values.
Model 5 Only Model-based clustering, PAMSIL and HOSil were able to identify the t and U
clusters (fixed k). They put all the three clusters from N , U and t distributions together in one
cluster. PAMSIL produced higher ASW value as compared to HOSil. The maximum ASW was ob-
tained from average linkage method and this maximum was higher than ASW value achieved from
10
PAMSIL. However, the ARI value for HOSil was higher than PAMSIL and from all other clustering
methods except for model-based clustering for fixed k.
Model 6had five clusters each coming fromχ2, F, t , N and SN distributions. Single, Ward’s, Mc-
Quitty and spectral clustering were not able to identify this data structure correctly. These methods
produced smaller ARI values as compared to other methods.
Model 7 had six clusters formed from Weibull, Exponential, skew-Gaussian, Gamma, non-
central Beta and Uniform distributions. Single linkage combined skew-Gaussian and non-central
Beta clusters and divided Gamma cluster into two clusters. Complete, average, Ward’s and Mc-
quitty combined clusters Weibull, Exponential, skew-Gaussian, and non-central Beta by splitting
cluster Gamma into four clusters. k-means, PAM and spectral methods combined clusters Weibull
and Exponential, and divided cluster Gamma into two clusters. Model-based clustering returned
a model with 5 components by considering cluster Weibull and Exponential, as a single compo-
nent. Only HOSil and PAMSIL estimated the correct number of clusters and correct solution for
clustering. In terms of ASW and ARI both HOSil and PAMSIL gave very close values. Both HOSil
and PAMSIL performed much better than all other methods in terms of ARI values.
Model 8had 14 Gaussian clusters each having different covariance matrices. HOSil showed best
performance for fixed k and estimation of k for ASW and ARI values among all methods considered.
After HOSil, single, average, and PAM methods also performed close to it. Model-based, PAMSIL,
complete, and spectral clustering performed poorly here for both fixed and estimated k.
Model 9 had 9 clusters. k-means, PAM, single, average, model-based, and HOSil clustering
methods were able to retrieve the correct clusterings with ARI=1. Complete, Ward, McQuitty, and
PAMSIL also performed well.
Model 10All the methods gave correct clustering results as well as ARI=1 except k-means (ARI=0.9775),
model-based (ARI=0.8945) and spectral methods (ARI=0.8045).
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2 HOSil estimation of number of clusters
Table 1: Results for estimation of number of clusters kˆ from indices and clustering methods in-
cluded in the study for Model 1. The true number of clusters are made bold. Note that CH , KL,
ASW , BI , PAMSIL and HOSi l can not estimate kˆ = 1.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 22 13 7 5 3 0 0 0 0 0 0 0 0 0 0
Complete 0 0 0 0 0 0 3 1 0 1 5 5 35 0 0
Average 1 1 0 0 2 2 4 15 13 4 3 4 1 0 0
Ward 0 0 0 3 3 2 4 4 6 2 4 7 15 0 0
McQuitty 0 0 0 3 3 2 4 4 6 2 4 7 15 0 0
kmeans 0 3 5 7 9 12 8 3 3 0 0 0 0 0 0
PAM 0 0 0 0 0 0 0 2 7 2 3 7 29 0 0
CH
Single 0 39 4 0 1 0 1 0 2 1 0 0 1 0 1
Complete 0 37 0 3 10 0 0 0 0 0 0 0 0 0 0
Average 0 33 0 0 11 1 0 0 0 0 0 0 1 1 3
Ward 0 34 0 2 11 1 0 0 0 0 0 0 0 0 2
McQuitty 0 34 0 2 11 1 0 0 0 0 0 0 0 0 2
kmeans 0 36 0 4 7 0 0 0 1 0 1 1 0 0 0
PAM 0 29 0 2 14 0 0 1 0 0 0 1 1 1 1
KL
Single 0 3 4 3 3 2 9 4 4 8 5 5 0 0 0
Complete 0 2 7 14 5 2 1 3 3 3 8 2 0 0 0
Average 0 2 7 13 2 7 3 3 4 3 3 3 0 0 0
Ward 0 1 13 7 2 4 1 5 2 5 4 6 0 0 0
McQuitty 0 1 13 7 2 4 1 5 2 5 4 6 0 0 0
kmeans 0 22 10 4 3 2 2 0 2 1 4 0 0 0 0
PAM 0 7 3 7 4 5 2 3 5 5 4 5 0 0 0
Gap
Single 10 36 4 0 0 0 0 0 0 0 0 0 0 0 0
Complete 0 18 27 5 0 0 0 0 0 0 0 0 0 0 0
Average 0 19 26 5 0 0 0 0 0 0 0 0 0 0 0
Ward 0 28 16 3 0 0 0 0 0 0 0 0 0 0 0
McQuitty 0 26 21 3 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 11 31 7 1 0 0 0 0 0 0 0 0 0 0
PAM 0 12 24 14 0 0 0 0 0 0 0 0 0 0 0
Jump
p/2 0 1 0 4 9 0 0 0 2 3 4 6 7 8 6
p/3 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
p/4 43 7 0 0 0 0 0 0 0 0 0 0 0 0 0
p/5 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/6 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 47 3 0 0 0 0 0 0 0 0 0 0 0 0 0
Complete 47 2 1 0 0 0 0 0 0 0 0 0 0 0 0
12
Average 18 28 4 0 0 0 0 0 0 0 0 0 0 0 0
Ward 18 44 3 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 47 3 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 44 6 0 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 0 0 0 0 0 0 0 0 0 0 2 4 18 26
Complete 0 0 2 3 10 22 12 0 0 0 0 0 0 0 1
Average 0 2 0 0 1 4 14 11 10 4 2 0 2 0 0
Ward 0 28 4 3 7 6 1 0 0 0 0 0 0 0 1
McQuitty 0 0 1 0 7 23 13 4 1 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 32 18 0 0 0 0 0 0 0 0 0 0 0 0
ASW
Single 0 39 4 0 1 0 1 1 1 1 1 0 0 0 1
Complete 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Average 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 48 0 1 0 0 1 0 0 0 0 0 0 0 0
McQuitty 0 48 1 0 0 1 0 0 0 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Spectral 0 48 0 0 1 0 1 0 0 0 0 0 0 0 0
Model-based 0 49 0 0 0 0 0 1 0 0 0 0 0 0 0
BIC
Model-based 0 43 3 4 0 0 0 0 0 0 0 0 0 0 0
PAMSIL 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
HOSil 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 2: Results for the estimation of number of clusters from indices and clustering methods for
Model 2.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 2 8 11 6 9 4 4 2 3 0 0 0 1 0
Complete 0 0 0 0 0 5 3 4 9 6 8 6 5 3 0
Average 0 0 3 6 3 5 5 7 8 5 5 3 0 0 0
Ward 0 1 0 0 0 5 3 4 9 6 8 6 5 3 0
McQuitty 0 1 0 0 0 5 3 4 9 6 8 6 5 3 0
kmeans 0 2 24 18 6 0 0 0 0 0 0 0 0 0 0
PAM 0 5 0 0 0 1 9 7 7 9 7 1 2 2 0
CH
Single 0 41 8 1 0 0 0 0 0 0 0 0 0 0 0
Complete 0 32 11 0 2 1 1 1 0 0 0 0 1 0 1
Average 0 42 2 1 0 2 0 1 1 1 0 0 0 0 0
Ward 0 39 4 2 2 2 0 0 0 1 0 0 0 0 0 0
McQuitty 0 39 4 2 2 2 0 0 1 0 0 0 0 0 0
kmeans 0 47 3 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 37 0 0 0 0 0 0 0 0 0 0 1 3 9
KL
13
Single 0 5 4 2 4 6 6 3 6 4 3 7 0 0 0
Complete 0 18 3 4 2 6 2 2 5 2 2 4 0 0 0
Average 0 7 5 4 2 6 5 4 4 5 5 3 0 0 0
Ward 0 5 3 3 8 4 6 1 7 6 4 3 0 0 0
McQuitty 0 5 3 3 8 4 6 1 7 6 4 3 0 0 0
kmeans 0 4 5 6 3 2 4 3 6 7 5 5 0 0 0
PAM 0 12 6 5 10 4 0 2 2 4 3 2 0 0 0
Gap
Single 8 34 8 0 0 0 0 0 0 0 0 0 0 0 0
Complete 9 25 15 1 0 0 0 0 0 0 0 0 0 0 0
Average 5 35 7 3 0 0 0 0 0 0 0 0 0 0 0
Ward 6 29 14 1 0 0 0 0 0 0 0 0 0 0 0
McQuitty 6 29 14 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 38 12 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 49 1 0 0 0 0 0 0 0 0 0 0 0 0
Jump
p/2 0 0 0 0 0 1 1 1 4 5 6 6 6 11 9
p/3 0 30 0 0 0 0 0 1 3 2 1 4 1 5 3
p/4 0 47 0 0 0 0 0 0 0 0 1 0 0 1 1
p/5 0 49 0 0 0 0 0 0 0 0 0 0 0 0 0
p/6 28 22 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 2 10 32 6 0 0 0 0 0 0 0 0 0 0 0
Complete 2 48 0 0 0 0 0 0 0 0 0 0 0 0 0
Average 1 42 7 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 49 1 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 4 45 1 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 34 16 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 18 31 1 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 27 4 0 0 0 0 0 0 0 0 0 0 3 0
Complete 0 17 0 0 0 0 0 1 5 10 11 4 2 0 0
Average 0 29 0 0 0 0 0 0 0 0 0 2 0 9 10
Ward 0 49 1 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 0 18 0 0 0 0 0 0 0 1 5 5 8 7 6
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
BIC
Model-based 0 47 1 0 0 0 1 0 1 0 0 0 0 0 0
ASW
Single 0 41 8 1 0 0 0 0 0 0 0 0 0 0 0
Complete 0 36 12 1 0 1 0 0 0 0 0 0 0 0 0
Average 0 45 5 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 43 5 1 1 0 0 0 0 0 0 0 0 0 0
McQuitty 0 43 5 1 1 0 0 0 0 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Spectral 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Model-based 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
14
PAMSIL 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
HOSil 0 49 1 0 0 0 0 0 0 0 0 0 0 0 0
Table 3: Results for the estimation of number of clusters from indices and clustering methods for
Model 3.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 16 13 4 2 1 0 0 0 0 0 0 0 0 0
Complete 0 0 0 2 0 0 1 0 0 2 9 4 7 25 0
Average 0 0 10 10 3 6 5 5 4 3 1 2 0 1 0
Ward 0 3 0 4 3 6 4 12 7 2 2 3 4 0 0
McQuitty 0 3 0 4 3 6 4 12 7 2 2 3 4 0 0
kmeans 0 0 1 12 15 11 6 12 1 1 0 0 0 0 0
PAM 0 0 0 0 0 0 0 1 1 4 12 12 6 14 0
CH
Single 0 1 20 15 5 7 1 1 0 0 0 0 0 0 0
Complete 0 0 1 2 2 2 3 3 4 9 8 6 2 3 5
Average 0 0 15 1 0 0 2 0 3 5 3 6 3 5 7
Ward 0 0 2 0 5 4 3 6 4 2 1 6 5 4 8
McQuitty 0 0 2 0 5 4 3 6 4 2 1 6 5 4 8
kmeans 0 0 0 3 15 17 6 4 4 1 0 0 0 0 0
PAM 0 0 0 2 9 9 9 7 3 1 4 2 3 0 1
KL
Single 0 13 6 7 2 5 2 3 2 6 2 2 0 0 0
Complete 0 13 4 13 6 5 2 0 4 1 2 0 0 0 0
Average 0 21 0 2 4 1 2 5 5 1 4 5 0 0 0
Ward 0 7 8 3 4 1 5 6 4 4 3 5 0 0 0
McQuitty 0 7 8 3 4 1 5 6 4 4 3 5 0 0 0
kmeans 0 19 3 9 5 3 1 0 3 1 4 2 0 0 0
PAM 0 1 12 4 5 6 4 4 3 5 2 4 0 0 0
Gap
Single 14 16 20 0 0 0 0 0 0 0 0 0 0 0 0
Complete 4 11 17 9 7 1 1 0 0 0 0 0 0 0 0
Average 2 0 44 4 0 0 0 0 0 0 0 0 0 0 0
Ward 6 13 19 7 4 1 0 0 0 0 0 0 0 0 0
McQuitty 6 13 18 8 4 1 0 0 0 0 0 0 0 0 0
kmeans 2 0 9 23 16 0 0 0 0 0 0 0 0 0 0
PAM 6 0 6 18 19 1 0 0 0 0 0 0 0 0 0
Jump
p/2 0 0 14 0 1 0 3 1 2 1 1 4 6 6 11
p/3 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
p/4 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
p/5 40 0 10 0 0 0 0 0 0 0 0 0 0 0 0
p/6 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 15 33 2 0 0 0 0 0 0 0 0 0 0 0 0
Complete 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15
Average 42 8 0 0 0 0 0 0 0 0 0 0 0 0 0
Ward 49 0 0 1 0 0 0 0 0 0 0 0 0 0 0
McQuitty 49 1 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
PAM 46 0 1 3 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 0 0 0 0 0 0 0 0 0 1 0 5 10 34
Complete 0 0 0 0 0 0 3 10 8 9 5 5 1 3 6
Average 0 0 0 0 0 0 1 1 1 1 3 6 10 10 17
Ward 0 0 0 3 6 10 10 9 3 2 0 0 0 2 5
McQuitty 0 0 0 0 0 0 3 5 8 5 8 8 7 4 2
kmeans 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 0 18 23 6 2 0 0 0 0 0 0 1 0
BIC
Model-based 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
ASW
Single 0 6 20 15 3 5 0 1 0 0 0 0 0 0 0
Complete 0 0 19 1 5 5 4 3 4 5 1 0 0 1 2
Average 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 1 22 3 5 2 3 4 3 0 1 1 2 1 2
McQuitty 0 1 22 3 5 2 3 4 3 0 1 1 2 1 2
kmeans 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
Spectral 0 0 38 6 3 1 0 1 1 0 0 0 0 0 0
Model-based 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
PAMSIL 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
HOSil 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
Table 4: Results for the estimation of number of clusters from indices and clustering methods for
Model 4.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 40 10 0 0 0 0 0 0 0 0 0 0 0 0 0
Complete 0 0 0 0 3 0 0 0 0 0 3 3 4 39 0
Average 2 2 12 6 4 2 3 3 7 4 1 1 2 0 0
Ward 1 0 1 1 6 4 6 1 10 12 5 3 0 0 0
McQuitty 1 0 1 1 6 4 6 1 10 12 5 3 0 0 0
kmeans 0 0 0 11 20 6 10 0 2 0 0 0 0 0 0
PAM 0 0 0 0 0 0 0 0 0 2 4 8 6 30 0
CH
Single 0 8 0 4 6 9 1 2 8 6 1 1 2 0 2
Complete 0 0 0 0 0 0 1 1 1 3 6 8 10 10 10
Average 0 0 3 1 1 0 0 0 2 0 9 8 16 8 3
Ward 0 0 0 0 5 0 6 1 2 4 10 0 8 8 2
McQuitty 0 0 0 0 6 0 5 2 2 8 14 0 4 8 2
kmeans 0 0 2 24 2 4 4 2 2 2 3 0 2 1 1
PAM 0 0 0 4 0 0 1 10 2 12 4 1 1 8 7
KL
16
Single 0 2 6 8 1 2 11 9 5 0 6 0 0 0 0
Complete 0 1 13 1 10 7 2 2 8 4 2 0 0 0 0
Average 0 2 1 8 10 7 6 2 0 6 5 3 0 0 0
Ward 0 1 8 1 8 8 1 7 11 0 1 4 0 0 0
McQuitty 0 1 8 1 8 8 1 3 12 0 1 7 0 0 0
kmeans 0 22 3 2 1 1 0 9 1 3 2 6 0 0 0
PAM 0 22 0 0 8 2 2 2 3 1 2 5 0 0 0
Gap
Single 42 8 0 0 0 0 0 0 0 0 0 0 0 0 0
Complete 12 1 30 7 0 0 0 0 0 0 0 0 0 0 0
Average 1 3 32 4 0 0 0 0 0 0 0 0 0 0 0
Ward 17 1 28 2 2 0 0 0 0 0 0 0 0 0 0
McQuitty 16 3 28 1 2 0 0 0 0 0 0 0 0 0 0
kmeans 0 1 18 31 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 13 37 0 0 0 0 0 0 0 0 0 0 0
Jump
p/2 0 0 0 1 0 1 0 5 0 2 2 6 14 3 16
p/3 0 0 25 14 0 0 0 0 2 0 1 4 2 1 1
p/4 49 0 1 0 0 0 0 0 0 0 0 0 0 0 0
p/5 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/6 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 33 12 5 0 0 0 0 0 0 0 0 0 0 0 0
Complete 8 42 0 0 0 0 0 0 0 0 0 0 0 0 0
Average 10 20 20 0 0 0 0 0 0 0 0 0 0 0 0
Ward 10 1 29 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 30 20 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 7 42 1 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 45 5 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 8 6 1 1 0 0 0 1 3 0 0 6 6 18
Complete 0 0 0 0 0 0 0 1 1 12 12 5 7 9 4
Average 0 0 3 3 1 0 0 0 0 1 0 1 5 10 25
Ward 0 0 26 0 2 0 1 8 3 10 0 0 0 0 0
McQuitty 0 0 0 0 0 0 0 1 2 1 3 3 12 16 13
kmeans 0 27 23 1 0 0 0 0 0 0 0 0 0 0 0
PAM 0 1 44 5 0 0 0 0 0 0 0 0 0 0 0
BIC
Model-based 0 0 50 0 0 0 0 0 0 0 0 0 0 0 0
ASW
Single 1 22 0 0 4 4 2 0 6 6 1 1 1 1 1
Complete 0 0 22 10 6 0 6 0 1 3 0 2 0 0 0
Average 0 1 36 1 2 2 3 0 1 2 1 1 0 1 0
Ward 0 6 23 1 2 2 5 0 1 4 2 1 0 1 0
McQuitty 0 6 23 2 3 2 5 0 1 3 2 1 0 1 0
kmeans 0 0 48 2 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 49 1 0 0 0 0 0 0 0 0 0 0 0
Spectral 0 5 33 9 3 0 0 0 0 0 0 0 0 0 0
Model-based 0 3 38 5 1 0 0 0 0 0 0 0 1 2 0
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PAMSIL 0 0 44 3 1 0 1 0 0 1 0 0 0 0 0
HOSil 0 0 44 6 0 0 0 0 0 0 0 0 0 0 0
Table 5: Estimation of number of clusters from different indexes and clustering methods for Model
5.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 15 10 9 7 4 1 0 0 0 0 0 0 0 0
Complete 0 1 1 3 4 0 1 0 0 2 3 5 7 24 0
Average 0 2 11 8 8 2 4 6 6 7 3 0 2 1 0
Ward 0 1 4 8 4 3 3 6 7 4 3 3 4 1 0
McQuitty 0 1 4 9 13 6 6 6 7 4 3 3 3 2 0
kmeans 0 0 5 16 13 6 6 2 1 0 0 0 0 0 0
PAM 0 0 0 0 0 1 0 3 7 8 10 4 4 1 0
CH
Single 0 0 1 1 2 4 2 2 3 5 4 6 4 5 10
Complete 0 0 0 0 3 4 7 12 11 8 9 8 12 13 6
Average 0 0 0 0 1 6 6 5 8 7 5 6 3 1 0
Ward 0 0 0 0 1 5 3 7 7 4 6 5 2 2 5
McQuitty 0 0 0 0 2 6 3 7 7 4 6 5 2 2 5
kmeans 0 0 0 1 7 8 12 5 3 2 1 1 2 3 3
PAM 0 0 0 0 3 10 5 3 2 1 1 4 3 6 12
KL
Single 0 3 4 5 5 7 6 5 2 5 3 3 0 0 0
Complete 0 6 5 7 12 6 5 2 2 1 1 0 0 0 0
Average 0 12 1 9 10 5 5 4 2 2 0 1 0 0 0
Ward 0 2 6 14 10 6 5 1 2 1 0 2 0 0 0
McQuitty 0 3 7 14 10 6 5 1 1 1 0 1 0 0 0
kmeans 0 13 14 10 4 3 1 1 1 2 1 0 0 0 0
PAM 0 3 9 8 2 1 5 3 3 6 5 4 0 0 0
Gap
Single 4 25 18 2 0 0 0 0 0 0 0 0 0 0 0
Complete 1 7 28 10 2 2 1 0 0 0 0 0 0 0 0
Average 3 12 20 10 3 2 0 1 0 0 0 0 0 0 0
Ward 5 10 20 9 3 2 0 1 0 0 0 0 0 0 0
McQuitty 5 11 20 8 2 2 1 0 0 0 0 0 0 0 0
kmeans 0 0 16 16 7 3 1 0 0 0 0 0 0 0 0
PAM 0 4 0 1 8 27 10 1 0 0 0 0 0 0 0
Jump
p/2 0 0 0 0 8 3 1 1 1 1 1 6 7 13 8
p/3 0 0 0 10 25 4 1 1 1 1 1 1 2 2 2
p/4 0 0 0 22 24 2 0 1 0 0 0 0 1 1 0
p/5 0 3 0 26 18 2 0 0 0 0 0 0 0 0 0
p/6 42 0 0 0 26 18 0 0 0 0 0 0 0 0 0
p/7 49 0 0 1 0 0 0 0 0 0 0 0 0 0 0
PS
Single 10 16 6 2 0 0 0 0 0 0 0 0 0 0 0
Complete 17 3 30 1 0 0 0 0 0 0 0 0 0 0 0
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Average 1 23 25 2 0 0 0 0 0 0 0 0 0 0 0
Ward 0 5 44 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 25 1 22 1 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 46 8 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 2 46 2 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 6 1 0 0 0 0 0 0 0 1 1 2 6 34
Complete 0 2 10 0 0 1 3 11 7 2 3 1 2 2 5
Average 0 15 3 0 0 1 1 1 7 8 3 3 3 1 2
Ward 0 29 6 1 1 1 2 6 13 11 2 0 1 1 1
McQuitty 0 0 8 0 0 0 1 6 13 11 3 2 1 2 3
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 22 16 7 1 0 1 2 1 0 1 1 0 0 0
ASW
Single 0 42 3 1 1 1 1 1 1 1 0 0 0 0 0
Complete 0 30 0 1 4 7 3 2 1 1 1 1 0 0 0
Average 0 37 0 1 5 5 0 1 1 1 0 0 0 0
Ward 0 28 0 2 3 5 8 4 5 2 0 1 1 0 0
McQuitty 0 28 0 2 3 5 4 2 3 1 0 1 1 0
kmeans 0 38 0 5 6 0 1 0 0 0 0 0 0 0 0
PAM 0 28 0 8 10 2 1 0 0 0 0 0 0 0 0
Spectral 0 34 0 2 7 7 0 0 0 0 0 0 0 0 0
Model-based 0 32 0 6 5 5 0 2 0 0 0 0 0 0 0
BIC
Model-based 0 0 0 33 15 2 0 0 0 0 0 0 0 0 0
PAMSIL 0 28 0 9 8 3 2 0 0 0 0 0 0 0 0
HOSil 0 34 0 5 10 1 0 1 0 0 0 0 0 0 0
Table 6: Results for the estimation of number of clusters from indices and clustering methods for
Model 6.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 1 32 12 3 1 1 0 0 0 0 0 0 0 0
Complete 1 0 1 0 0 0 0 0 0 0 1 2 45 0 0
Average 1 0 1 1 11 6 7 5 3 2 4 4 5 0 0
Ward 0 0 1 1 1 1 1 3 4 3 3 8 24 0 0
McQuitty 0 0 1 1 1 1 1 3 4 3 3 8 24 0 0
kmeans 0 1 9 23 16 1 0 0 0 0 0 0 0 0 0
PAM 0 0 0 0 0 0 0 0 0 0 0 1 49 0 0
CH
Single 0 0 0 6 9 8 11 4 4 3 1 2 0 1 1
Complete 0 0 0 0 0 0 1 0 1 0 2 3 3 6 34
Average 0 0 0 0 6 1 0 1 1 1 3 4 5 7 21
Ward 0 0 0 0 3 0 1 2 3 3 4 3 8 7 16
McQuitty 0 0 0 0 3 0 1 2 3 3 4 3 8 7 16
kmeans 0 0 0 0 11 6 3 6 4 5 3 4 4 2 2
PAM 0 0 0 0 0 0 1 0 0 3 1 1 5 17 22
KL
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Single 0 5 9 9 9 6 5 1 1 2 2 1 0 0 0
Complete 0 0 0 32 11 1 2 0 1 2 1 0 0 0 0
Average 0 0 0 38 3 1 2 0 0 3 0 3 0 0 0
Ward 0 0 36 3 1 4 1 1 0 1 3 0 0 0 0
McQuitty 0 0 36 3 1 4 1 1 0 1 3 0 0 0 0
kmeans 0 0 29 9 6 3 1 0 0 1 0 1 0 0 0
PAM 0 0 34 2 4 0 4 0 1 1 2 2 0 0 0
Gap
Single 0 0 1 40 9 0 0 0 0 0 0 0 0 0 0
Complete 0 6 4 4 26 6 3 1 0 0 0 0 0 0 0
Average 0 1 0 1 45 3 0 0 0 0 0 0 0 0 0
Ward 0 11 1 2 29 7 0 0 0 0 0 0 0 0 0
McQuitty 1 12 1 2 30 4 0 0 0 0 0 0 0 0 0
kmeans 4 2 1 8 29 6 0 0 0 0 0 0 0 0 0
PAM 10 0 0 0 24 5 9 1 1 0 0 0 0 0 0
Jump
p/2 0 0 0 0 28 0 0 0 0 0 1 5 4 5 7
p/3 0 0 0 0 49 0 0 0 0 0 0 0 0 1 0
p/4 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
p/5 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
p/6 1 0 0 0 49 0 0 0 0 0 0 0 0 0 0
p/7 43 0 0 0 7 0 0 0 0 0 0 0 0 0 0
PS
Single 0 0 0 42 6 2 0 0 0 0 0 0 0 0 0
Complete 7 0 0 0 43 0 0 0 0 0 0 0 0 0 0
Average 0 0 0 0 43 7 0 0 0 0 0 0 0 0 0
Ward 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
McQuitty 8 0 0 0 40 2 0 0 0 0 0 0 0 0 0
kmeans 5 42 0 0 3 0 0 0 0 0 0 0 0 0 0
PAM 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
BI
Single 0 0 0 37 3 5 2 0 0 1 0 0 0 0 2
Complete 0 0 0 0 24 2 0 0 0 0 0 0 4 3 17
Average 0 0 0 6 43 1 0 0 0 0 0 0 0 0 0
Ward 0 0 0 5 45 0 0 0 0 0 0 0 0 0 0
McQuitty 0 0 0 0 31 3 0 1 0 0 0 0 0 2 13
kmeans 0 2 0 1 9 19 8 8 0 1 0 1 0 0 1
PAM 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
BIC
Model-based 0 0 0 1 17 19 10 3 0 0 0 0 0 0 0
ASW
Single 0 0 0 24 10 8 6 1 1 0 0 0 0 0 0
Complete 0 0 0 0 36 12 1 0 0 0 0 0 1 0 0
Average 0 0 0 0 48 2 0 0 0 0 0 0 0 0 0
Ward 0 0 0 0 44 4 1 1 0 0 0 0 0 0 0
McQuitty 0 0 0 0 44 4 1 1 0 0 0 0 0 0 0
kmeans 0 0 0 4 38 4 3 1 0 0 0 0 0 0 0
PAM 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
Spectral 0 0 1 7 20 13 2 2 3 1 1 0 0 0 0
Model-based 0 0 0 0 49 1 0 0 0 0 0 0 0 0 0
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PAMSIL 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
HOSil 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
Table 7: Results for the estimation of number of clusters from indices and clustering methods for
Model 7.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 14 8 9 7 4 2 2 1 0 0 0 0 0 0 0
Complete 0 2 3 11 16 6 0 0 0 0 1 1 10 0 0
Average 5 2 10 15 6 0 1 3 4 1 1 2 0 0 0
Ward 4 4 11 13 14 2 1 0 0 1 0 0 0 0 0
McQuitty 4 4 11 13 14 2 1 0 0 1 0 0 0 0 0
kmeans 0 7 14 11 9 6 2 1 0 0 0 0 0 0 0
PAM 0 0 0 11 0 0 0 0 1 0 1 0 37 0 0
CH
Single 0 0 8 10 4 1 1 1 1 2 1 5 0 7 9
Complete 0 0 0 0 0 0 0 8 10 6 4 3 6 9 4
Average 0 0 0 0 0 0 0 3 13 8 9 5 1 5 6
Ward 0 0 0 0 0 0 0 2 10 7 8 6 6 6 5
McQuitty 0 0 0 0 0 0 0 2 10 7 8 6 6 6 5
kmeans 0 0 0 0 4 5 11 8 7 5 3 2 3 1 1
PAM 0 0 0 0 0 0 0 1 0 1 3 7 12 12 14
KL
Single 0 3 5 4 4 4 4 8 3 5 5 5 0 0 0
Complete 0 0 0 0 0 0 9 21 14 4 2 0 0 0 0
Average 0 5 1 0 1 6 10 11 7 7 1 1 0 0 0
Ward 0 0 0 0 2 4 7 15 9 9 2 2 0 0 0
McQuitty 0 0 0 0 2 4 7 15 9 9 2 2 0 0 0
kmeans 0 2 6 6 3 6 4 5 5 5 6 2 0 0 0
PAM 0 0 0 1 17 12 2 3 2 3 4 6 0 0 0
Gap
Single 11 17 11 9 2 0 0 0 0 0 0 0 0 0 0
Complete 0 39 11 0 0 0 0 0 0 0 0 0 0 0 0
Average 2 17 31 0 0 0 0 0 0 0 0 0 0 0 0
Ward 1 39 10 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 1 39 10 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 9 0 17 19 5 0 0 0 0 0 0 0 0 0 0
PAM 0 0 0 16 32 2 0 0 0 0 0 0 0 0 0
Jump
p/2 0 0 0 0 0 19 1 0 0 1 1 7 5 9 7
p/3 0 0 0 0 0 40 1 0 0 1 1 0 2 2 3
p/4 9 0 0 0 0 37 1 0 0 1 0 0 0 0 2
p/5 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/6 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 18 10 15 5 2 0 0 0 0 0 0 0 0 0 0
Complete 0 3 47 0 0 0 0 0 0 0 0 0 0 0 0
21
Average 0 0 46 4 0 0 0 0 0 0 0 0 0 0 0
Ward 0 0 0 44 6 0 0 0 0 0 0 0 0 0 0
McQuitty 0 4 45 1 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 0 0 0 4 45 1 0 0 0 0 0 0 0 0
BI
Single 0 8 2 0 0 3 6 5 6 5 3 3 3 2 4
Complete 0 36 7 0 1 0 2 0 0 0 0 1 1 1 1
Average 0 42 5 0 0 0 0 0 2 0 0 0 0 0 1
Ward 0 39 0 11 0 0 0 0 0 0 0 0 0 0 0
McQuitty 0 26 2 6 2 0 1 3 1 1 0 0 0 4 4
kmeans 0 1 0 0 1 0 3 4 4 6 5 11 7 4 4
PAM 0 0 0 23 16 8 2 0 1 0 0 0 0 0 0
BIC
Model-based 0 0 0 0 45 4 0 0 1 0 0 0 0 0 0
ASW
Single 0 37 6 1 0 1 0 1 0 1 0 0 1 2 0
Complete 0 6 0 0 0 0 0 3 13 12 7 7 2 0 0
Average 0 8 0 0 0 0 0 3 9 5 7 8 4 3 3
Ward 0 10 0 0 0 0 0 1 4 4 11 6 5 7 2
McQuitty 0 10 0 0 0 0 0 1 4 4 11 6 5 7 2
kmeans 0 9 0 0 11 17 6 3 3 1 0 0 0 0 0
PAM 0 0 0 0 2 40 7 0 1 0 0 0 0 0 0
Spectral 0 6 0 0 15 20 7 1 1 0 0 0 0 0 0
Model-based 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0
PAMSIL 0 0 0 0 0 47 3 0 0 0 0 0 0 0 0
HOSil 0 0 0 0 1 48 0 1 0 0 0 0 0 0 0
Table 8: Results for the estimation of number of clusters from indices and clustering methods for
Model 8.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 0 0 3 0 0 0 0 0 0 0 1 21 0 0
Complete 0 0 0 0 0 0 0 0 7 2 2 1 13 0 0
Average 0 0 0 0 0 0 0 0 2 0 0 0 23 0 0
Ward 0 0 0 0 0 0 0 0 6 0 2 0 17 0 0
McQuitty 0 0 0 0 0 0 0 0 6 0 2 0 17 0 0
kmeans 0 0 1 5 2 3 3 5 2 3 0 0 1 0 0
PAM 0 0 0 0 0 0 0 0 0 0 0 0 25 0 0
CH
Single 0 0 0 0 0 0 0 0 0 0 0 0 0 24 1
Complete 0 0 0 0 0 0 0 0 0 8 0 1 0 0 16
Average 0 0 0 0 0 0 0 0 0 0 0 0 0 23 2
Ward 0 0 0 0 0 0 0 0 0 0 0 0 0 6 19
McQuitty 0 0 0 0 0 0 0 0 0 0 0 0 0 6 19
kmeans 0 0 0 0 0 0 0 0 0 0 2 3 2 6 12
PAM 0 0 0 0 0 0 0 0 0 0 0 0 0 2 23
KL
22
Single 0 3 1 1 2 2 3 1 0 0 0 12 0 0 0
Complete 0 2 0 3 11 0 0 0 7 0 2 0 0 0 0
Average 0 2 0 6 15 0 0 0 2 0 0 0 0 0 0
Ward 0 0 1 8 0 0 0 1 0 0 2 13 0 0 0
McQuitty 0 0 1 8 0 0 0 1 0 0 2 13 0 0 0
kmeans 0 0 0 4 6 0 0 0 1 5 5 4 0 0 0
PAM 0 0 4 2 0 0 3 0 0 0 0 16 0 0 0
Gap
Single 0 3 6 7 5 4 0 0 0 0 0 0 0 0 0
Complete 5 18 1 1 0 0 0 0 0 0 0 0 0 0 0
Average 0 24 0 1 0 0 0 0 0 0 0 0 0 0 0
Ward 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 3 17 4 1 0 0 0 0 0 0 0 0 0 0 0
PAM 0 24 0 0 1 0 0 0 0 0 0 0 0 0 0
Jump
p/2 0 0 0 0 0 0 0 0 0 0 0 0 0 12 13
p/3 0 0 0 0 0 0 0 0 0 0 0 0 0 12 13
p/4 0 0 0 0 0 0 0 0 0 0 0 0 0 12 13
p/5 10 0 0 0 0 0 0 0 0 0 0 0 0 5 10
p/6 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0
p/7 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0
PS
Single 4 21 0 0 0 0 0 0 0 0 0 0 0 0 0
Complete 7 18 0 0 0 0 0 0 0 0 0 0 0 0 0
Average 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
Ward 3 22 0 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 12 13 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 13 12 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
BI
Single 0 17 0 0 0 0 0 0 0 0 0 0 0 1 7
Complete 0 8 0 4 0 0 0 0 0 0 3 1 0 1 8
Average 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 2 0 0 0 0 0 0 0 0 0 0 0 0 23
McQuitty 0 2 0 3 0 1 1 0 5 4 2 2 0 3 2
kmeans 0 0 0 0 0 0 0 0 0 0 0 0 3 1 21
PAM 0 13 0 0 0 0 0 0 0 0 0 0 0 1 11
BIC
Model-based 0 0 0 0 0 0 0 5 20 0 0 0 0 0 0
ASW
Single 0 0 0 0 0 0 0 0 0 0 0 0 0 23 2
Complete 0 0 0 0 0 0 0 0 0 10 0 3 1 2 9
Average 0 0 0 0 0 0 0 0 0 0 0 0 0 22 3
Ward 0 0 0 0 0 0 0 0 0 0 0 0 0 11 14
McQuitty 0 0 0 0 0 0 0 0 0 0 0 0 0 11 14
kmeans 0 0 0 0 0 0 0 0 0 0 2 6 0 7 10
PAM 0 0 0 0 0 0 0 0 0 0 0 0 0 9 16
Spectral 0 0 0 19 11 13 2 5 0 0 0 0 0 0 0
Model-based 0 0 0 40 5 0 0 0 0 0 0 0 1 0 4
23
PAMSIL 0 0 0 0 0 0 0 0 0 0 0 0 1 1 23
HOSil 0 0 0 0 0 0 0 0 0 0 0 0 0 21 3
Table 9: Results for the estimation of number of clusters from indices and clustering methods for
Model 9.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 0 0 0 0 0 0 36 10 2 2 0 0 0 0
Complete 0 0 0 0 0 0 0 0 0 4 4 18 24 0 0
Average 0 0 0 0 0 0 0 18 18 6 2 0 6 0 0
Ward 0 0 0 0 0 0 0 8 10 10 10 4 8 0 0
Mcquitty 0 0 0 0 0 0 0 8 10 10 10 4 8 0 0
k-means 0 0 4 4 14 6 14 6 2 0 0 0 0 0 0
pam 0 0 0 0 0 0 0 0 0 2 4 6 38 0 0
CH
Single 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Complete 0 0 0 0 0 0 0 0 36 12 0 2 0 0 0
Average 0 0 0 0 0 0 0 0 46 2 2 0 0 0 0
Ward 0 0 0 0 0 0 0 0 40 4 6 0 0 0 0
Mcquitty 0 0 0 0 0 0 0 0 40 4 6 0 0 0 0
k-means 0 0 0 0 0 0 0 0 2 4 10 16 4 10 4
pam 0 0 0 0 0 0 0 0 24 0 8 2 8 6 2
KL
Single 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0
Complete 0 0 0 0 0 0 0 44 2 2 2 0 0 0 0
Average 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
Ward 0 0 0 0 0 0 44 4 0 0 2 0 0 0 0
Mcquitty 0 0 0 0 0 0 44 2 0 0 4 0 0 0 0
k-means 0 0 0 0 0 0 2 2 16 18 8 4 0 0 0
pam 0 4 0 0 0 0 40 0 2 0 2 2 0 0 0
Gap
Single 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Complete 8 0 2 0 0 1 0 0 36 2 0 0 0 0 0
Average 26 0 0 0 0 0 0 0 24 0 0 0 0 0 0
Ward 16 0 0 0 0 0 0 0 30 4 0 0 0 0 0
Mcquitty 12 0 0 0 0 0 0 0 38 0 0 0 0 0 0
k-means 28 0 4 6 4 6 2 0 0 0 0 0 0 0 0
24
pam 12 0 0 30 2 0 0 0 6 0 0 0 0 0 0
Jump
p/2 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
p/3 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
p/4 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
p/5 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
p/6 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
p/7 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
PS
Single 2 0 0 0 0 0 0 0 46 2 0 0 0 0 0
Complete 30 0 0 0 0 0 0 2 18 0 0 0 0 0 0
Average 0 0 0 0 0 0 0 2 48 0 0 0 0 0 0
Ward 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Mcquitty 2 0 0 0 0 0 0 0 48 0 0 0 0 0 0
k-means 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0
pam 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
BI
Single 0 0 0 0 0 0 0 2 44 2 2 0 0 0 0
Complete 0 0 0 0 0 0 0 0 6 12 18 12 2 0 0
Average 0 0 0 0 0 0 0 0 48 2 0 0 0 0 0
Ward 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Mcquitty 0 0 0 0 0 0 0 0 30 16 2 0 2 0 0
k-means 0 0 0 0 0 0 0 0 0 0 0 4 8 14 24
pam 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
BIC
Model-based 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
ASW
Single 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Complete 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Average 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Ward 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Mcquitty 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
k-means 0 0 0 0 0 0 4 16 4 6 12 8 0 0 0
pam 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Spectral 0 0 0 0 0 0 0 5 13 15 13 3 0 1 0
Model-based 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
PAMSIL 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
HOSil 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
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Table 10: Results for the estimation of number of clusters from indices and clustering methods for
Model 10.
No. of clusters 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
H
Single 0 0 0 0 0 0 0 0 4 14 11 10 11 0 0
Complete 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0
Average 0 0 0 0 0 0 0 0 0 0 5 6 39 0 0
Ward 0 0 0 0 0 0 0 0 0 0 1 1 48 0 0
McQuitty 0 0 0 0 0 0 0 0 0 0 1 1 48 0 0
kmeans 0 5 20 12 7 3 3 0 0 0 0 0 0 0 0
PAM 0 0 0 0 0 0 0 0 0 0 1 0 49 0 0
CH
Single 0 0 0 0 0 0 0 0 0 20 5 7 5 6 7
Complete 0 0 0 0 0 0 0 0 0 0 0 0 1 1 48
Average 0 0 0 0 0 0 0 0 0 2 0 3 3 11 31
Ward 0 0 0 0 0 0 0 0 0 0 0 3 4 8 35
McQuitty 0 0 0 0 0 0 0 0 0 0 0 3 4 8 35
kmeans 0 0 0 0 0 0 0 0 0 2 8 5 11 10 14
PAM 0 0 0 0 0 0 0 0 0 0 0 0 0 3 47
KL
Single 0 1 0 0 0 0 0 48 1 0 0 0 0 0 0
Complete 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Average 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0
Ward 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
McQuitty 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
kmeans 0 0 6 7 4 3 1 2 6 2 10 9 0 0 0
PAM 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0
Gap
Single 0 0 0 0 0 0 0 0 0 0 2 1 3 44 0
Complete 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
Average 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
Ward 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
McQuitty 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
kmeans 0 0 0 15 16 9 5 5 0 0 0 0 0 0 0
PAM 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0
Jump
p/2 0 0 0 0 0 0 0 0 0 26 13 4 4 0 3
p/3 0 0 0 0 0 0 0 0 0 1 0 1 2 6 40
p/4 0 0 0 0 0 0 0 0 0 0 0 0 0 4 46
p/5 0 0 0 0 0 0 0 0 0 0 0 0 0 4 46
p/6 0 0 0 0 0 0 0 0 0 0 0 0 0 4 46
p/7 0 0 0 0 0 0 0 0 0 0 0 0 0 5 45
PS
Single 0 0 0 0 0 0 0 0 0 46 3 1 0 0 0
Complete 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
Average 0 0 0 0 0 0 0 0 0 46 3 1 0 0 0
Ward 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
McQuitty 0 0 0 0 0 0 0 0 0 48 2 0 0 0 0
kmeans 0 47 3 0 0 0 0 0 0 0 0 0 0 0 0
26
PAM 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
BI
Single 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Complete 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Average 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
Ward 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
McQuitty 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
kmeans 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
PAM 0 50 0 0 0 0 0 0 0 0 0 0 0 0 0
BIC
Model-based 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
ASW
Single 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
Complete 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
Average 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
Ward 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
McQuitty 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
kmeans 0 0 0 0 0 1 2 4 5 9 15 7 5 2 0
PAM 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
Spectral 0 0 0 0 0 0 0 4 7 5 11 12 8 2 1
Model-based 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
PAMSIL 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
HOSil 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0
2.1 Result discussion
In this section comparisons of different clustering methods and validation indices for the estima-
tion of number of clusters are made. The results are presented in Appendix 2. The table represents
the counts obtained for estimated k from 1-15 from each combination of clustering methods and
validation indices considered in the study. The percentage performance rate (PPR) is reported
throughout this section for comparison which is calculated by dividing the count for desired value
which is the true known k by total datasets generated which is B=50 or 25 (for Model 13 only).
Model 1 Table 1 represents the number of clusters estimated by various clustering methods and
various indices used. ASW (complete, average, k-means, PAM, spectral, model-based), Jump (with
p/3), PS (with k-means), BI (with k-means), PAMSIL, and HOSil were consistent in the estimation
of the number of clusters in all runs. The performance of Hartigan’s method was not good.
Model 2 had three clusters. The counts received for all the methods are displayed in Table
2. None of the indices included suggested 3-cluster solution very often. In fact, the maximum
number of choices for 3 clusters was obtained from PS (single linkage:64%, PAM: 62%), and H (with
k-means:48%). All the methods were in favour of the 2-cluster solution here.
Model 3 (Table 3) had three Gaussian clusters, where the bigger cluster (in size and spread) is
located between two smaller and compact clusters. H, CH and KL performed poorly. Gap, PS and BI
performed very badly with all clustering methods except k-means. ASW (average, k-means, PAM,
model-based), Jump (p/3, p/4), PS (k-means), BI (k-means), model-based, PAMSIL, and HOSil
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showed 100% PPR. Gap with average linkage have a PPR of 88%. All the other choices had much
lower PPR than 50%.
Model 4 (Table 4) had three clusters of different variations among observations and of equal
sizes. ASW (with k-means and PAM), PS (with k-means and PAM), BI (with PAM), model-based
(with BIC), PAMSIL and HOSil performed well.
Model 5 had four clusters. Most of the methods were not able to suggest 4-cluster solution.
Only model-based clustering found a 4-cluster solution for 66 times out of 100 for this model. The
inclinations of all the other methods were towards 2 and 3—cluster solutions (results reported in
Table 5). PAMSIL (28 counts) and HOSIL (34 counts) were in favour of 2-cluster solutions. ASW also
suggested 2-cluster solution with all the methods with majority counts.
Model 6 (Table 6) had five clusters. H, CH, KL, and model-based (BIC) performed poorly. ASW
(single, complete, spectral), Gap (single, complete, Ward, k-means, PAM), PS (single, k-means), BI
(single, k-means) performed poorly. Only Jump, PS (Ward, PAM), PAMSIL, and HOSIL gave 100%
PPR.
Model 7 (Table 7) had 6 clusters. H, CH, KL, ASW (except PAM), Gap, BS, BI, PS (except PAM)
have no high preference for any single number of clusters. They estimated a range of different
numbers of clusters. Jump(p/3) suggested 6 numbers of clusters 40 times out of 50. Model-based
clustering with BIC suggested 5-cluster solution 45 times. ASW with model-based clustering always
estimated 5-cluster solution (50 times) and with PAM clustering it favoured 6-cluster solution (40
times). HOSil suggested the 6-cluster solution 48 times and PAMSIL 47 times.
Model 8 (Table 8) had 14 clusters. Many methods failed entirely to estimate the number of
clusters as 14 here including H, KL, Gap, PS, BI, model-based (BIC), and PAMSIL. Among other
methods, only few combinations performed well. CH (single, average), ASW (single, average) and
HOSil estimated the correct number of clusters, and the PPR for the correct estimation were 96,
92, 92, 88, and 84, respectively. Gap, PS, and BI suggested the numbers of clusters to be two for a
majority of times. Model-based clustering estimated 8 and 9 clusters, 5 and 20 times, respectively.
Model 9 had 9 clusters shown in Figure 9a. CH (only with single linkage), Gap (single), Jump,
PS (only with Ward and PAM), BI (only with Ward and PAM), model based (BIC) clustering, ASW
(except with k-means and spectral), PAMSIL, and HOSil have 100% PPR. H, KL, CH and Gap with
other clustering methods were not able to estimate nine clusters a majority of times. The complete
results for the estimation of the number of clusters are given in Table 9.
Model 10 had ten clusters in 100 dimensions. Many methods failed to estimate correct clusters
here. The Jump method could only estimate 10 clusters 16 times out of 50 with transformation
power p/2. The maximum number of times CH estimated 10 clusters was only 20 with single link-
age. KL could not estimate the number of clusters to be 10 even once with any of the clustering
methods included. Gap mostly estimated 14 clusters. BI always estimated 2 clusters. Only PS (ex-
cept with k-means), model-based with BIC, ASW (except with k-means and spectral), PAMSIL, and
HOSIL always estimated 10-cluster solutions.
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