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Abstract
Ocean waves, in addition to generating direct forces on ﬁxed and ﬂoating oﬀshore wind generator structures, also
have signiﬁcant indirect eﬀects via their inﬂuence on the atmospheric and oceanic boundary layers above and below
the water surface. In the atmospheric boundary layer the waves act as roughness elements, inﬂuencing the turbulent
ﬂow and the vertical wind speed proﬁle, and induce oscillatory motions in the airﬂow. Spray droplets from breaking
wave crests enhance structure corrosion, and may lead to icing under low-temperature conditions. Below the water
surface, the air-sea momentum ﬂux and mechanical energy ﬂux, mediated by the waves and wave-generated turbulence,
aﬀect the vertical proﬁles of ocean current, temperature, and salinity. Eﬀects include modifying the structural forces
and dynamics, and the movement and dispersion of marine organisms, pollutants, and air bubbles generated by breaking
waves, with consequences for fouling, corrosion, and environmental impact. Measurement of relevant airﬂow and ocean
dynamical variables is also challenging, as near the water surface it is often necessary to use instruments mounted on
moving measurement platforms.
Modelling such boundary-layer eﬀects is a complex task, as a result of feedbacks between the airﬂow, wave ﬁeld,
current ﬁeld, and turbulence in the atmosphere and the ocean. We present results from a coupled model study of the
North Sea and Norwegian Sea area. We employ a mesoscale atmosphere model (WRF) and a spectral wave model
(WAM), running simultaneously and coupled using the open-source coupler MCEL which can interpolate between
diﬀerent model grids and time steps. To investigate the ocean boundary layer, one-dimensional model experiments were
performed for an idealized Ekman layer and for locations in the North Sea, Atlantic Ocean, and the northern Paciﬁc,
using a version of the GOTM turbulence model, modiﬁed to take wave dynamics into account.
Results show how the wave ﬁeld alters the ocean’s aerodynamic roughness and the air–sea momentum ﬂux, de-
pending on the relation between the surface wind speed and the propagation speed of the wave crests (the wave age).
These eﬀects will feed back into the airﬂow, wind speed and turbulence proﬁle in the boundary layer. The ocean dynam-
ics experiments showed results which compare favourably with ﬁeld observations from the LOTUS3 and PROVESS
experiments in the north Atlantic and North Sea, and Ocean Weather Station Papa in the Paciﬁc Ocean.
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1. Introduction
Since ocean waves have considerable energy, they obviously eﬀect substantially the design, operation,
and maintenance of oﬀshore wind power production facilities. These eﬀects may be direct, or they may
result from their inﬂuence on the adjacent atmospheric and oceanic boundary layers.
Direct eﬀects. The hydrostatic pressure changes and orbital velocities and ﬂuid accelerations induced in
the water column by surface waves produce direct forces on wind generator structures. Breaking waves, by
direct impact of the steeply-sloping crest, induce impulsive, ‘slamming’ forces. Salt spray generated by the
breakup of water jets from breaking crests, enhances corrosion, and leads to increased superstructure icing
at low air temperatures. Air bubbles generated by the impact of the breaking crest surface, breaker jet, and
spray droplets with the water surface, and carried down into the water column with the turbulent motions,
may also enhance corrosion and will aﬀect marine fouling and other biological processes.
Indirect eﬀects: Eﬀect on the atmosphere. Waves inﬂuence the airﬂow by processes related to that described
by Miles [1]. Waves induce oscillations in the airﬂow, which interact with the mean airﬂow in the turbulent
atmospheric boundary layer, primarily near the critical height zc where the wind speed U(zc) is equal to the
wave phase velocity c. This interaction induces pressure ﬂuctuations on the water surface in phase with the
surface slope, causing transfer of energy and momentum from the mean airﬂow to the wave ﬁeld. The eﬀect
of the momentum transfer on the airﬂow was calculated by Janssen [2] and Jenkins [3], among others. The
dependence of the air–sea momentum ﬂux on the wave ﬁeld may be approximated by a wave-dependent
aerodynamic roughness length z0, or, alternatively, by a varying coeﬃcient α in the Charnock [4] relation
z0 = αu∗2/g (1)
where u∗ =
√
τ/ρa, τ being the wind stress (air–sea momentum ﬂux) and ρa the air density. Changes in z0
feed back into the vertical proﬁle U(z) of wind speed (under neutral conditions) via the logarithmic turbulent
boundary-layer relation:
U(z) = (u∗/κ) log(z/z0), (2)
where κ ≈ 0.4 is the von Ka´rma´n constant.
Eﬀect on the ocean. Wave eﬀects on the ocean are primarily the result of wave-induced drift (the Stokes drift
due to the non-closure of wave-induced orbital paths, when integrated vertically, is equal to the momentum
of the wave ﬁeld divided by the water density). Depending upon whether an Eulerian or a Lagrangian mean
formulation is used for the mean current, a ‘Coriolis–Stokes’ term, due to the Coriolis acceleration acting on
the Stokes drift, appears in the equations of motion. The Stokes production of TKE as a responsible factor
between the Reynolds stresses and surface gravity waves appears as a source term in the turbulent kinetic
energy and dissipation rate equations.
Wave orbital motions can also induce turbulence and mean ﬂows near the sea bottom, which have im-
portant eﬀects on sediment transport and foundation scouring. These processes will, however, be addressed
in a later study.
Numerical modelling approaches. In this paper we show results of numerical model simulations using pub-
lically available source code: for the atmosphere, we apply the Weather Research and Forecasting (WRF)
model [5] (http://wrf-model.org), coupled to the WAM third-generation spectral wave model [6]. Vari-
ous diﬀerent coupling algorithms have been applied to calculate the eﬀect of ocean waves on the atmospheric
boundary layer, e.g., [7, 8]. For computational economy, we apply the scheme of Janssen [9], applied to
coastal and shelf seas by Brown and Wolf [10].
To calculate the eﬀect of waves on the the ocean surface boundary layer we apply a modiﬁed version of
the one-dimensional General Ocean Turbulence Model (GOTM) [11] (http://www.gotm.net).
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2. Coupled atmosphere—ocean wave model study
2.1. Model system
Atmosphere model. The Weather Research and Forecasting (WRF) model [5] is a state-of-the-art non-
hydrostatic mesoscale numerical model of the atmosphere, developed for numerical weather prediction and
related applications. For the present study, we employed a domain with 30 km×30 km grid spacing in a
polar stereographic projection, and applied the default YSU planetary boundary-layer scheme and with de-
fault Monin–Obukhov surface-layer physics, modiﬁed to import a variable Charnock coeﬃcient (see Eq. 1)
calculated from the wave model variables every 60 minutes, using the MCEL coupling scheme (see below).
Wave model. To compute the ocean wave ﬁeld we employ the third-generation spectral wave model WAM [6],
Cycle 4, over the geographical domain shown in Fig. 1 with a grid spacing of 0.2◦ longitude× 0.2◦ latitude.
The model is driven by the wind speed and direction at a height of 10 metres, supplied every 60 minutes and
interpolated to the WAM model grid by the MCEL coupling scheme.
The WAM model computes the air-to-sea momentum ﬂux τw associated wave generation, from the
computed wave energy input source terms, and also the total air-to-sea momentum ﬂux τ = ρau∗2. The
quantities τw/τ and u∗ are fed back to the WRF atmosphere model every 60 minutes by the MCEL coupling
scheme. We apply the coupling algorithm of Janssen [9], applied to coastal and shelf seas by Brown and
Wolf [10].
Model coupling. We apply the Model Coupling Environment Library (MCEL) [12]1, a CORBA-based
client-server based coupling framework, which may be used for coupling numerical models with diﬀer-
ing domains and grid resolutions. In the present study the WAM wave model domain covers part of the
WRF atmosphere model domain, and the grid map projections are also diﬀerent (latitude/longitude and po-
lar stereographic, respectively). The MCEL scheme interpolates variables between the diﬀerent grids, every
60 minutes in the present instance.
Within the WRF model surface-layer routine, we apply the algorithm of Janssen [9] and Brown and
Wolf [10] as follows: If wave-model information is available, the surface roughness length is computed
from the quantities τw/τ and u∗ supplied from the WAM model:
αv = min
(
αmin√
1 − (τw/τ)
, αmax
)
, (3)
z0 = (αvu∗2/g) + z0min, (4)
where αv is the variable Charnock parameter, αmin = 0.01 and αmax = 0.31 are its minimum and maximum
values, respectively, and z0min = 1.59 × 10−5 m is the minimum roughness length. Where no wave-model
information is available, a constant Charnock parameter of 0.0185 is used instead of αv in (4).
2.2. Results
Figure 1 shows selected WAM wave model results after 24 hours’ model simulation, including signiﬁ-
cant wave height, wave direction, and peak wave frequency. The main result is that the Charnock parameter
and roughness length are enhanced where the waves are developing rapidly and the sea is not fully devel-
oped. This occurs where the wind is changing rapidly with time or where the fetch is reduced (the wind is
blowing oﬀshore), both situations may be described as ‘young wave’ conditions with a low wave age cp/u∗,
where cp is the celerity of the dominant waves.
An example of the eﬀect on the WRF model results is shown in Fig. 2, which shows the development
of the roughness length over the 48-hour simulation. Where wave information is available, the roughness
length does tend to be increased, particularly where the wind changes rapidly or the fetch is short. This
eﬀect will tend to produce a reduced wind speed and increased amount of turbulence at a O(100m) wind
turbine height.
1See also J. Michalakes, 2003, Infrastructure Development for Regional Coupled Modeling Environments, http://www.mmm.
ucar.edu/wrf/WG2/Tigers/IOAPI/index.html .
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Fig. 1. WAM wave model results after 24 hours’ simulation from the coupled WRF–WAM atmosphere–wave model run. Top left:
Wind speed at 10m height and wind direction interpolated from the WRF model. Top right: Signiﬁcant wave height and peak wave
direction. Centre left: Peak wave period and direction. Centre right: Roughness length computed from the wave-induced air–sea stress.
Bottom: Charnock parameter computed from the wave-induced and total air–sea stress.
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Fig. 2. Roughness length over the ocean computed by the WRF model during the WRF–WAM atmosphere–wave model simulation,
from the variable Charnock parameter computed using the wave-model-calculated wave-induced and total air–sea stress. The roughness
length over the Greenland ice sheet and land areas is indicated for comparison. A discontinuity can generally be seen in the roughness
length at the boundary of the wave model domain (the parallel 50◦N and the meridian 30◦W).
A preliminary comparison of with corresponding WRF and WAM model results for one-way coupling
(WRF to WAM only) shows a slight reduction in wind speed and wave height for the two-way coupling
case.
3. Ocean boundary layer study
The interaction of the turbulent Reynolds stress with the shear of wave generated Stokes drift can en-
hance upper ocean mixing for both breaking and non-breaking waves. In this study, we modify the turbulent
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kinetic energy (TKE) and the dissipation rate of TKE in the governing equations of the General Ocean Tur-
bulence Model (GOTM) [11] by including the Stokes production of the TKE term. It should be noted that
in this paper, the role of non-breaking waves in transferring energy to the upper ocean mixing (the so-called
wave–turbulence interaction) is studied by including the Stokes production of TKE in the energy equations.
This is diﬀerent from the modiﬁcations presented in [13] in which the dominant role of Stokes drift has
been applied by adding the Coriolis–Stokes force to the momentum equations.
3.1. Ocean modelling techniques
According to [14, 15], the wave–turbulence modiﬁed energy equations can be described based on a k-
closure model
∂k
∂t
= Ps + Pw + Pb −  +D(k) (5)
∂
∂t
=

k
(C1(Ps + Pw) +C3Pb −C2) +D(), (6)
where Ps, Pw, and Pb are shear production, the Stokes production of TKE, and the buoyancy produc-
tion/dissipation, respectively. The coeﬃcients C1, C2, and C3 are calibration constants, andD(.) is the sum
of the turbulent and viscous transport terms [16]. The Stokes production of TKE is computed as
Pw = −ρwu′w′ ∂Us(z)
∂z
− ρwv′w′ ∂Vs(z)
∂z
(7)
where −ρwu′w′ and −ρwv′w′ are the components of the Reynolds stress. Us(z) and Vs(z) are the components
of the wave–generated Stokes drift. In this study, Pw is calculated by a simple formula given in [15].
The modiﬁed boundary condition at the sea surface is
νt
∂U
∂z
=
1
ρo
(
	τtot − 	τin) , (8)
where νt is the turbulent eddy viscosity, U is the current, ρo is the water density, and 	τtot and 	τin are the total
wind stress and wave-induced momentum, respectively. Following [17], the surface energy ﬂux boundary
condition induced by the wave breaking is formulated as αρau2∗ with constant α = 100. For the lower
boundary condition at the sea bottom, a zero ﬂux of turbulent energy is assumed.
3.2. Comparison with measurements
Two test cases have been constructed to study various features of the wave eﬀects on the oceanic bound-
ary layer on diurnal and seasonal time scales. The wave ﬁeld has been modelled by the Donelan–Pierson
(DP) wave spectrum. The Mixed Layer Depth (MLD) is inferred from the potential density proﬁle following
[13]. In both scenarios, the wave–turbulence interaction (WTI) modiﬁed GOTM results are compared with
observations and results reported by [13] (hereafter, Ba12).
PROVESS. Here, we apply the modiﬁed GOTM model to the data set from PROVESS experiment in the
northern North Sea. The site is located at 59.3◦N and 1◦E and the water depth is 110 m. A 20-day period
between 7 and 27 October 1966 is chosen and analysis of the whole water column for this period is conﬁned
only to dynamics of the surface mixed layer. The atmospheric forcing, wind stress and heat ﬂux strongly
increase after the ﬁrst seven days. Fig. 3 (top)-a,b,c shows a comparison of the temporal structure of tem-
perature among (a) observations, (b) WTI-modiﬁed GOTM simulation, and (c) simulation results without
the modiﬁcation. Fig. 3 (bottom) shows that the WTI modiﬁcation gives a better estimate of the temporal
variability of the heat content of the upper 50 metres compared to the results of Ba12 for the same scenario
and no wave forcing.
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Fig. 3. Top: Depth–time evolution of the upper layer temperature for a period between 7 and 27 October 1966 in the northern North
Sea for (a) observed temperature, (b) the WTI-modiﬁed GOTM modelled temperature, and (c) the simulation without wave forcing.
Bottom: (a) Temporal variability of the heat content in the upper 50 m.
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OWS Papa. Ocean Weather Station (OWS) Papa long term observations of meteorological parameters and
temperature proﬁles (at 50◦N, 145◦W) are applied as a ﬁnal validation test case for the whole of year 1966.
Figure 4 (top) shows the results of the simulated temperature for (a) observations, (b) simulation results
based on Ba12, (c) WTI-modiﬁed GOTM results, and (d) no wave forcing. Similar to the PROVESS test
case, the heat content of the upper 50 m, MLD evolution, and temperature evolution at OWS Papa show that
the WTI-based modiﬁcation captures the observations better than the Ba12-modiﬁed GOTM results.
3.2.1. Discussion
The observations have shown that swell-induced motion can transport turbulence downward [18]. This
wave–turbulence interaction enhances mixing and conducts the surface heat into interior water column be-
neath. In this study, the Stokes production of TKE as a responsible factor of the WTI eﬀect is included in
GOTM by modifying the TKE and TKE dissipation rate equations. To evaluate the skill of the WTI-modiﬁed
GOTM, a series of model experiments are conducted to cover some features of upper ocean boundary layer
on diurnal and seasonal time scales. The modelled results show that including WTI reproduces the observed
temperature evolution and MLD dynamics. Furthermore, WTI simulation gives a more realistic behaviour
and transfers more heat from the surface to the subsurface water column than that reported in Ba12. How-
ever, there are some sources of errors in the model results that can be attributed to absence of advection,
uncertainty in net surface heat ﬂux calculation, idealized sea state assumption, measurement errors in hy-
drography and current meters attached to surface ﬂoats, bottom friction eﬀects, and sea surface roughness
parameterization.
4. Conclusion
In this investigation we have applied a number of numerical modelling techniques to investigate the eﬀect
of ocean waves on the atmospheric and upper ocean boundary layers in ways that may impact wind power
production. The models applied were the WRF mesoscale atmosphere model, coupled in both directions
with the WAM Cycle 4 spectral wave model, to compute the wave–atmosphere interaction. Wave–ocean
interaction was computed using a WTI-modiﬁed version of the GOTM ocean turbulence model.
The wave–atmosphere interaction results consisted primarily of an enhancement of the surface aerody-
namic roughness during rapidly-developing and short-fetch conditions. The coupling method used was to
exchange data every 60 minutes to alter the Charnock parameter relating the friction velocity and roughness
length, computed from the momentum ﬂux extracted from the atmosphere by growing waves. The results
indicate a modest reduction of mean wind speed and increase in turbulence intensity at wind turbine hub
height. Since the wave-induced momentum ﬂux may diﬀer in direction from that of the wind itself, it may be
advantageous to allow for a diﬀerence in the directions of wind and wave-induced stress and wind velocity
in subsequent versions of the coupled model system.
The wave–ocean interaction experiments show that including the wave forcing captures better the ob-
served temperature evolution and mixed-layer dynamics compared to the no-wave case and the Ba12-
modiﬁed GOTM results. The Stokes drift is a dominant wave eﬀect. Its vertical gradient interacts with
the turbulent Reynolds stress resulting in enhanced mixing and increased heat transport from the surface to
the water column. There are some uncertainties in the results as a consequence of advection contaminating
the one-dimensional model scheme, and future studies should ideally incorporate more detailed measure-
ments in the near-surface layer of the ocean and a better estimate of breaking-wave eﬀects. Since waves
themselves have a signiﬁcant eﬀect on forces on wind turbine foundations, cabling, sediment transport, and
the marine environment, such additional measurements are certainly justiﬁed.
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