Abstract. We present a new min-max approach to the search of multiple T -periodic solutions to a class of fourth order equations
Introduction
Let us consider the fourth order equation ( 
1) u iv (t) − cu (t) = f (t, u(t)), t ∈ [0, T ].
We seek T -periodic solutions having a prescribed number of simple zeroes on (0, T ] in the case when c ≥ −(π/T ) 2 , f : R × R → R is continuous, T -periodic in t and satisfies a superlinearity assumption at infinity: (2) lim |u|→∞ f (t, u) u = +∞ .
Fourth order equations are the object of an intensive study and a great effort is performed in order to understand the structure of the set of the periodic motions. We mention the recent papers dealing with second order materials, with the extended Fisher-Kolmogorov equation, the Swift-Hohenberg equation and travelling waves in suspension bridges (see e.g. [10, 13, 15, 16, 17, 18, 20, 4] and the references therein). Nevertheless, to our knowledge, only a few papers (we recall [1, 11, 8, 19] ) deal with nonlinearities having a behavior as in (2) , that is, f (t, u) is superlinear in u and has the same sign as u at infinity; moreover, only [1, 11] deal with the periodic boundary condition. Our contribution is the following:
a continuous function, T -periodic in the t variable, and satisfying the following assumptions:
(f 1 ) set F (t, v) = v 0 f (t, x)dx; there exists γ > 0 such that
Then, for every fixed integer n ≥ 1, (1) has at least one T -periodic solution having precisely 2n simple zeroes in (0, T ].
It is worth noticing that under the above assumptions there are no one-sign periodic solutions to (1) . As an example of nonlinearity fulfilling all the assumptions of the theorem we can consider f (t, u) = (2 + cos t)u 3 , although we do require neither oddness nor other symmetry conditions. The existence of solutions to boundary value problems associated to (1) has been proved, under rather strong restrictions on the nonlinearity f , by Afuwape, Mawhin and Zanolin [1] . More recently, a continuation approach has been proposed by Mawhin and Zanolin [11] , in order to prove the existence of at least one solution, in the special case f (t, u) = g(u) + e(t), with a superlinear nonlinearity g. In the autonomous superlinear case, the fixed energy problem has been studied by Garcia in [8] . The paper [19] deals with disconjugate operators combined with superlinear nonlinearity and includes our equation in the case c = 0; the main goal there consists in the application of Rabinowitz's Global Bifurcation Theorem to the case of separated boundary conditions and cannot be extended to the periodic problem. Coming to our result, we wish to point out that our Theorem 1.1 provides not only existence but also multiplicity of solutions: in particular the existence of a T -periodic solution with 2n simple zeroes is proved for each positive integer n.
In the present paper we shall introduce a new min-max procedure for the search of multiple solutions characterized by nodal properties. Although the proof shows relevant differences, the method was inspired by that introduced by two of the authors in [5, 6] when dealing with the second order case. The combination of variational methods and nodal properties was introduced in the literature by Nehari in [14] . Since then, several variants of the original Nehari's method have been developed mainly for the case of second order equations (see e.g. [21, 2, 7] ). We wish to stress that Nehari's method cannot be directly extended, by its nature, to the case of higher order equations.
We point out that our technique can also be applied to different boundary value problems associated to the equation. For instance, for the Dirichlet problem and under the same assumptions as in Theorem 1.1, we can prove the existence of one pair of solutions having k simple zeroes, for all k ≥ 1; this case, however, could also be covered by the bifurcation theory developed in [19] .
A variational principle with two constraints
This section is devoted an abstract min-max method that provides critical points for functionals in the presence of a two-components constraint. The final result of this section will be the key argument in proving Theorem 1.1 in Section 3.
Our constraint will be defined by two inequalities
We seek critical points of a given functional J satisfying the above inequalities. Of course, since we are interested in true critical points of J, we need to take into account the behavior of the gradients ∇J, ∇G i on the boundaries G i = 1. The simplest and most common case is when ∇J(u) and (say) ∇G 1 (u) agree (in the sense that they share a common pseudo-gradient field) on the boundary G 1 (u) = 1. Then, any standard variational method will provide a critical point fulfilling the constraint. A more unusual case is when ∇J(u) and (say) −∇G 2 (u) agree in some sense on G 2 (u) = 1. However, this situation still gives the existence of a critical point inside the constraint, provided there is a nontrivial topology relative to the boundary G 2 (u) = 1. In the following we shall need to work with a combination of the two cases. We shall define a suitable min-max procedure that, together with a compatibility condition between ∇J, ∇G 1 , ∇G 2 , will lead to the existence of a critical point fulfilling the constraint. To start with, let H be a Hilbert space, J,
Definition 2.1. Let X be a Hilbert space, and η :
where
Proof.
Step 1. Construction of a pseudogradient. Let u ∈ Ω(a, b) be fixed. From assumption (3) and elementary geometrical considerations, we obtain the existence of w = w(u) ∈ H, w = α such that
Now the proof is standard: by the regularity of J, G 1 and G 2 , there exists r = r(u) > 0 such that the same properties (4) hold for all v ∈ B r(u) (u) with v instead of u and the same w = w(u). Let us select a locally finite refinement U := {U i } i∈I of {B r(u) (u)} u∈Ω(a,b) and a corresponding Lipschitz continuous partition of unity {p i } i∈I . Finally we define
It turns out that W is a locally Lipschitz pseudogradient for J and satisfies (4).
Step 2. Construction of a pseudogradient flow. Let 
o t h e r w i s e ,
By the choice of ψ, V is Lipschitz continuous throughout H. Moreover V ≤ 1, and so it is uniformly bounded. Hence, for any u ∈ H, there exists a unique solution η(u, ·), defined on R, to the following Cauchy problem in H:
It turns out that η is continuous in u, differentiable in t and (c) holds by definition of ψ. The invariance stated in (a), (b) follows by the properties (4) of the pseudogradient W . Properties (d), (e) are proved by computing
2.2.
A variational principle. Let δ > 0 be fixed and consider the square Q :
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Then let us consider the following minimax structure:
Assuming that T γ = ∅ for all γ ∈ Γ, we define the following value:
Moreover the following holds:
Proof. By contradiction, assume the existence of 0 < δ < c/2 such that
and apply the deformation lemma; we have a flow η and a positive ρ (we can assume ρ < δ) satisfying properties (a)-(e) therein. Let us now consider a suboptimal path γ ∈ Γ such that
Note that ψ := η(γ, 1) belongs to Γ and G 1 (ψ(t)) < 1 for all t ∈ Q by property (a). Moreover, since {J < 0} and {G 2 > 1} are invariant under the flow η by (c),
and note that the invariance properties in (a) and (b) imply η(u γ , t) ∈ E for all t ∈ [0, 1]. Thus, since J • η is decreasing in t by (d):
and by property (e) we obtain
in contradiction with the definition of c.
With the previous minimaxing procedure, we obtain a sequence of almost constrained critical points: to obtain the desired true critical point, a suitable compactness condition is needed as in the following:
) be any sequence with the following properties:
We say that a functional J ∈ C 1 (H, R) satisfies the constrained Palais-Smale condition with respect to G 1 and G 2 at level c ∈ R (say CPS c ) if {u n } is relatively compact in H. Definition 2.3. We say that the constraint {G 1 ≤ 1} ∩ {G 2 ≤ 1} is admissible at level c if there exist a < c < b such that the existence of (u,
Thus we immediately obtain the following corollary: 
, and (by continuity of J and ∇J, ∇G i ) it turns out that J(u) = c and ∇J(u) − λ 1 ∇G 1 (u) + λ 2 ∇G 2 (u) = 0. Since our constraint is admissible, according to the definition above, we know that λ 1 = λ 2 = 0 and thus ∇J(u) = 0: thus u is a critical point for J.
Application to fourth order problems
Here and throughout the rest of this paper we shall always assume that c ≥ −(π/T ) 2 and that f fulfills assumptions (f 1 ), (f 2 ), (f 3 ). Let n > 0 be a fixed integer: we are going to show how the abstract results of Section 2 apply to prove the existence of a solution to problem (1) having exactly 2n simple zeroes in (0, T ], as stated in Theorem 1.1.
We shall deal with variational solutions to (1), i.e. u ∈ H := H 2 (0, T ) with periodic boundary conditions that are critical points of the energy functional associated to (1):
It turns out that J is well defined on H and J ∈ C 1 (H, R). We notice that the condition c ≥ −(π/T ) 2 implies that the quadratic part of J is nonnegative definite, even when c < 0. Moreover it defines an equivalent norm over those functions in H having at least one zero.
Notation. Throughout the paper we shall denote by
. In all the computations C > 0 will denote any positive constant we need not specify.
3.1. The constraints. In this section we interpret the nodal property that a function u ∈ H has 2n simple zeroes as a topological property, namely u ∈ {g 1 < 1, g 2 < 1} ⊂ H for suitable functionals g i , i = 1, 2. In our construction we introduce parameters ε > 0, δ > 0 that will be fixed later on in the paper.
Let u ∈ H and consider
where the auxiliary functions h and k are defined as follows:
−2 in a neighborhood of the origin and is convex on the positive half-line (see Figure 1) .
As a first immediate consequence of such a behavior at the origin, g 1 satisfies the following property 
Hence, when g(u) is finite, u admits only nondegenerate zeroes and thus we can write
where A n is the set of u ∈ H having 2n simple zeroes in (0, T ]. 
is called the i-th bump of u.
Let us now fix ε > 0 and introduce the auxiliary functional g 2 : A n → R + (n has been fixed above) as
where ψ is a C 1 nonnegative function which is even and convex. Furthermore ψ(v) ≡ 0 if 0 ≤ v < ε, and there exist C > 0, q > 1 such that
The second auxiliary function ϕ :
is a decreasing function which is singular at the origin and satisfies
As for g 1 , a bound for g 2 implies some properties about the nodal structure of u and, indirectly, of its derivatives. Indeed g 2 (u) < ∞ implies that all the bumps have L ∞ norm at least ε. On the other hand, when g 2 (u) is strictly positive, then there exists at least an integer j such that
We will need the auxiliary functionals g 1 and g 2 in the application of the abstract critical point results given in Section 2. To this aim a key point consists in proving the admissibility of the constraint {g 1 (u) < 1} ∩ {g 2 (u) < 1} (see Definition 2.3). As a matter of fact, this involves three steps: the first two for the study of the interaction between ∇J and ∇g i separately on g i = 1, and the last involves the interaction at those points where both of the constraints activate.
Lemma 3.2. Let u ∈
Proof. Let u ∈ H 2 be a solution of (11) . Then u ∈ C 4 (0, T ) and it fulfills
Since g 2 (u) ≤ 1 we know that all the bumps are large ( If δ is very small compared to ε, then s 0 cannot be a point of absolute maximum for u on [s 0 , t j ], otherwise u j could not reach its maximum, that is, larger than ε. Then there must exist a convex-concave inflection point of u j in (s 0 , t j ). The same kind of reasoning leads to the existence of a second convex-concave inflection point between t j−1 (where u(t j−1 ) = min u j−1 < −c) and s 0 . Hence we obtain the existence of a concave-convex inflection point between the previous two. We denote by t j−1 < α < β < t j two consecutive inflection points with the property that u · u > 0 ∈ (α, β). Now we multiply (12) by the test function u and then integrate between α and β: the left-hand side becomes (after integration by parts, using u (α) = u (β) = 0 and the Poincaré inequality for u )
where the inequality comes from the sign assumption (f 2 ) and the fact that uu > 0 in (α, β). On the other hand, the right-hand side is λ times
The second integral is obviously negative. Now recall how h and k are defined; in particular h (v)v ≤ 0 and k (v)v ≤ 0 for all v and, since uu > 0, we realize that the first integral is negative. The same property of h together with k(u ) ≥ 0 and again uu > 0 ensures that also the third integral is negative too and this, recalling that λ ≤ 0, concludes the proof leading to a sign contradiction in identity (12) .
whenever ε > 0 is small enough.
Let u ∈ H 2 be a solution of (13) . Then u ∈ C 4 (0, T ) and it solves the equation
is negative when the bump u i is small (i.e. T 0 ψ(u i ) < 10ε) and µ i = 0 otherwise. Observe that, since g 2 (u) is not 0, there must exist an index j such that µ j < 0; we assume, to fix the ideas, that u j ≥ 0. Now we define α according with the following rule: if u (τ j−1 ) ≤ 0, let α be the first inflection point to the left of τ j−1 (possibly, τ j−1 itself); if u (τ j−1 ) > 0, let α be the first inflection point to the right of τ j−1 . Therefore, by construction, α is an increasing convex-concave inflection point, and in particular u (α) > 0, u (t) < 0 on a right neighborhood of α. Now three cases may occur:
In this situation we choose a second inflection point near τ j in an analogous way: if u (τ j ) ≤ 0 let β be the first inflection point on the right of τ j (possibly, τ j itself). If not, let β be the first inflection point on the left of τ j . We obtain that u (β) < 0, u (t) < 0 on a left neighborhood of β (and it is an inflection point of concave-convex type). Let us multiply (14) by u and integrate in [α, β] . We wish to show that the left-hand side is negative while the right-hand side is positive, leading to a contradiction. Let us first study the left-hand side
Notice that, by (f 2 ) and Poincaré inequality applied to u , this is certainly negative on the intervals where uu ≥ 0. By construction, if α < τ j−1 (resp. β > τ j ) we have 
We assert that there exists C > 0, not depending on ε, such that (17)
This inequality is completely standard if both u and u annihilate somewhere in I, that is, if either α or β belong to I. The only missing case is when u
In such a situation, we consider a C 
. Now the Poincaré and Sobolev inequalities forũ give
where in fact C(α , β ) ≤ C(0, T ) is bounded. Inequality (17) and the Poincaré inequality applied to u allows us to estimate from above the left-hand side with
and this is finally negative if ε is small enough. Coming to the right-hand side, we wish to show that
where the µ j 's are nonpositive. Since µ j−1 = µ j+1 = 0, the sum actually consists of one single term, namely the one with i = j. Integrating by parts we find that
and this is certainly negative since by construction ψ (u j (t)) ≥ 0 while u (β), u (τ j ) are negative and u (α), u (τ j−1 ) are positive. Therefore Case 1 is worked out. The other two cases will be proven with suitable minor changes.
Case 2: µ j−1 = 0 or µ j+1 = 0, but there exists at least one l such that µ l = 0.
Since not every µ i is different from 0, we can assume without loss of generality that µ j−1 = 0, µ j , µ j+1 , . . . , µ j+h < 0, µ j+h+1 = 0 with h ≥ 1. As before, we choose a second inflection point in the following way: if u (τ j+h )u (τ j+h ) ≥ 0 let β be the first inflection on the right of τ j+h ; if u (τ j+h )u (τ j+h ) < 0 let β be the first inflection on the left of τ j+h . We multiply (14) by u and integrate on [α, β] . Then the arguments already used in Case 1 apply to the following remarks: an inequality like (16) holds for every bump such that µ i = 0; an inequality like (17) holds since both u and u annihilate somewhere on [α, β]; finally, the right-hand side writes −λ (that is, nonnegative) times
and again, integrating by parts and recalling the signs of ψ (u i (t)) and u (t) in the extremal points, we can conclude Case 3: µ i = 0 for every i.
In this situation we choose β := α + T . Repeating again the arguments of Cases 1 and 2 one can easily conclude.
if ε > 0 is small enough and δ is suitably smaller than ε.
Proof. As a preliminary remark, we observe that the arguments in the proofs of On the other hand, on intervals [a, b] such that max{|u(t)|, |u (t)|} ≥ δ, only g 2 (u) is nonzero. To prove the lemma, we assume by contradiction that the equation corresponding to (18) has a solution u ∈ C 4 . We will show that it is always possible to find an interval on which the arguments of one of the previous lemmas apply straightforward.
Since g 1 (u) ∈ [1/2, 1] we have that |u (t)| = 0 for all t such that |u(t)| < δ, and there exists s 0 such that |u(s 0 )| < δ and |u (s 0 )| < δ. Moreover, since g 2 (u) ∈ [1/2, 1], then for every i we have max |u i | > ε, and there exists at least a bump, say u j , such that
(Construction of α) Denote by I the interval such that s 0 ∈ I and |u(t)| < δ; since u = 0 therein, we can assume that u (t) > 0 for all t ∈ I. By elementary considerations, taking δ suitably smaller than ε, it follows that there exists a concave-convex inflection point α such that |u(α)| < (1 + δ)T and |u (α)| < δ (otherwise |u| could not reach its maximum at a level larger than ε). Let us assume that u(α) > 0. Observe that, if α ∈ supp(u h ) and µ h = 0, then, arguing as in Lemma 3.2, we can choose a second inflection point β > α with the property that u · u > 0 on (α, β) and testing with u on [α, β] we obtain a contradiction. Hence we can assume α ∈ [τ j−1 , τ j ], where j is as above, and, to fix the ideas,
(Construction of β) Let t j ∈ [τ j−1 , τ j ] such that u(t j ) = max(u j (t)) (if the maximum is not uniquely achieved, choose the point nearest to τ j−1 ). Clearly t j > α, u j (t j ) > ε and u j (t j ) = 0. Now let ρ be the unique point in [α, t j ] such that u j (ρ) = δ when such a point exists (i.e., if u(α) < δ), otherwise let ρ = α. Consider the problem max{u j (t) : t ∈ [ρ, t j ]}. There are two possibilities: if this maximum is achieved in ρ, then u (ρ) ≤ 0, and we define β as the first inflection point to the left of ρ (possibly ρ itself); if the maximum is achieved in an internal inflection point, let β be such a point. In any case β > α, u (β) > ε/T , u (β) = 0, β is an increasing convex-concave inflection point and, as the reader can easily check, ∇g 1 (u) is identically zero on [β, t j ]. We claim that
Indeed, by the Mean Value Theorem, max [ρ,tj ] 
(Construction of γ) Now we are going to find a third inflection point γ > β, such that ∇g 1 (u) is identically zero on [β, γ] , and such that testing (18) .3, and repeat the same estimates. Again, the only difference consists in obtaining the Poincaré type inequality. As a consequence, the lemma will be proved if we can show that the following inequality (see (17) ) holds: there exists C > 0, not depending on ε and δ, such that (20) 
To prove it we proceed as in Lemma 3.3: we consider a C 1 auxiliary functionũ that is the smallest concave regular function greater than u on [β, γ], and that is linear in [β , β] and in [γ, γ ] for some β < β and γ > γ, whereũ(β ) =ũ(γ ) = 0. Since the Poincaré inequality holds forũ, we obtain
where the constant C(β , γ ) is bounded if and only if β − β = u(β)/u (β) and γ − γ = |u(γ)|/|u (γ)| are bounded. But this is true by (19) and by the respective inequality in γ. Thus inequality (20) holds and the proof of the lemma can be completed.
First we need an auxiliary result.
by the properties of ψ as in (9), we deduce that
By (f 1 ) we can estimate J as follows:
Now by the Holder inequality with q and p = q
is an equivalent norm in A n ,
where S is the Sobolev constant giving the embedding H ⊂ L 2p . Now the proof is done with ε and α small enough to give positive sign to the right-hand side.
Proof of Lemma 3.6 . Let γ ∈ Γ be fixed, i.e. γ = η(s, γ 0 ) for some fixed s > 0. By following the evolution under η of the simple zeroes of γ 0 we may write γ = 2n i=1 σ i (η(s, γ 0 )) i in a continuous way (with respect to s). Therefore this decomposition induces a continuous map:
. Now let z ∈ ∂Q (i.e. there exists i such that z i ∈ {δ, 1/δ}); by construction it holds: -if z i = δ, then the i-th component of H γ is zero (since by the invariance of {g 2 > 1} it holds η(s, γ(z)) = γ(z) for all s > 0); -if z i = 1/δ, then the i-th component of H γ is very large as soon as δ is small enough (here we are using the invariance of {J < 0}).
Since this holds for all i = 1, ..., 2n, we are in a position to apply Miranda's Theorem [12] . As a consequence, if we fix α ∈ (0, 1) we findz = (z i ) To conclude the proof of the lemma it suffices to note that, by the invariance of {g 1 < 1} under the action of η, it holds that g 1 (γ(z)) ≤ 1 and finally z ∈ T γ . The assertion c > 0 now follows by (22).
Now we are in a position to apply Theorem 2.2; in order to find a critical point, however, we still have to check the constraint Palais-Smale condition CPS c as stated in Corollary 2.1, for, as we already noticed in Remark 3.1, the used constraint is admissible (in the sense of Definition 2.3). Unfortunately, at this stage, the CPS condition does not hold, for we are not able to prove the boundedness of the CPS c sequences. The aim of the following section is to prove some weaker type of compactness that will allow us to conclude the proof anyway. Proof. Let us first remark that J satisfies the CP S c condition relative to the involved constraints; thus by direct application of Corollary 2.1 we obtain u ∈ {G 1 < 1, G 2 < 1} such that J(u) = c and ∇J(u) − λ 1 G 1 (u) + λ 2 G 2 (u) = 0 for some λ i ∈ [0, 1]. But since G 1 ≡ g 1 and G 2 (u) = g 2 (u), it turns out by Remark 3.1 that ∇J(u) = 0. Thus u is a critical point for J and since it indeed belongs to {g 1 < 1, g 2 < 1}, it has the required sign properties (recall Remark 3.1 again).
