This paper investigates the underlying causes of suicide. In contrast to previous literature, we use data from the United States at the county level. Our primary methodology is a two-level Bayesian hierarchical model with spatially correlated random effects. Our results show that the significant effects of observable factors on suicides found by earlier research may partially stem from excluding small area effects and time trends. Without controlling for these area and time effects, the true contribution of unobserved propensities and time trends can be hidden within observable factors. Most importantly, we find that a lot can be learned from unobserved yet persistent propensity toward suicide captured by the spatially correlated county specific random effects. We argue that resources should be allocated to counties with high suicide rates, but also counties with low raw suicide rates but high unobserved propensities of suicide.
Introduction
Suicides in the United States have been steadily increasing in recent years, ranking as the tenth highest cause of mortality among all age groups in 2013. The U.S. suicide rate increased from 10.95 per 100,000 individuals in 2006, to 12.6 in 2013 (Centers for Disease Control and Prevention, 2009, 2015) . Additionally, the lifelong medical and work-loss costs from suicides are estimated to be $50.8 billion in the United States alone (Florence et al., 2015) . In an attempt to understand this major public health concern, a substantial number of studies examine the principle causes of suicide.
Some of the potential factors driving suicide mortality which prior literature has studied include: economic conditions, social and cultural factors, environmental variables, and geographic location; with most authors utilizing aggregate data from large geographic areas. For example, several studies have used national-level aggregate data to conclude that high unemployment is closely associated with increases in suicide rates (Stuckler et al., 2011 (Stuckler et al., , 2009 Yang and Lester, 1995) . However, as Breuer (2015) , Maag (2008) , Andrés (2005) , and Kunce and Anderson (2002) illustrate, larger geographic areas correspond to greater levels of heterogeneity across different social and economic groups within an area. Analysis across large regions is therefore unlikely to capture the sub-region-specific heterogeneity affecting suicides.
Some examples of confounders leading to sub-regional heterogeneity are local labor market conditions, religion, geography, weather, race, the level of integration, and the accessibility to firearms, alcohol, and drugs. If any omitted small area propensity is correlated with the observable variables, empirical results will be biased. Consequently, several studies have applied sub-national level analysis using both U.S. states (Ruhm, 2000 (Ruhm, , 2015 Phillips and Nugent, 2014) may prove misleading. The causes of suicide are complicated and influenced by a multitude of factors. Family members, friends, coworkers, and classmates who may influence an individual's suicide decision tend to live in closer proximity. In addition, suicide is a malady which not only affects individuals and entire families, but their communities. Individuals living in closer proximity to one another are more likely to share economic and social characteristics along with their living space. These characteristics could be employment status, income level, race, religion, weather, and the availability of firearms, alcohol, and drugs. Therefore, these characteristics are likely to be reflected in local area specific propensities toward suicide. Our Bayesian specification enables us to summarize the posterior distributions of unobserved suicide propensity rankings at the county level. These rank distributions provide useful information for the design and implementation of anti-suicide policy. Furthermore, our paper presents empirical evidence for the existence of spatial correlation between counties in unobserved propensity toward suicide. Allowing for spatial correlation provides additional information regarding counties which are not only at an elevated risk of suicide internally, but also more prone to transmit their risk to neighboring counties. After identifying such counties, selecting them for special treatments could be an efficient policy. Government efforts to provide proper educational facilities, public advertisement, medical treatment programs for depression, and stricter monitoring of the illegal possession of firearms and underage drinking should be concentrated in these at-risk counties.
In summary, our study provides a significant contribution to the literature for a number reasons. First, we capture the heterogeneous characteristics of suicide within a state across counties by using county-level data from Florida and Georgia. Second, by including time dummy variables, our hierarchical model captures unobserved trends and shocks which may influence suicide. Third, we produce supporting evidence for the existence of unobserved characteristics influencing suicide which vary between counties, suggesting that the true effect of unobserved propensities may be hidden within observable factors. Therefore, any public health policy implemented to prevent suicides is misguided if policymakers identify high-risk counties based solely on their observable factors. Finally, we also find that unexplained county-specific propensities toward suicide are spatially correlated. Our empirical strategy allows us to identify the counties with both high internal suicide risk and a greater likelihood of transferring their risk across county borders. To single these counties out for special treatment would be an efficient policy consideration.
The rest of the paper is structured as follows. Section 2 gives an overview of the related literature. Section 3 describes the data in our analysis. In Section 4, we present the methods utilized in the paper. Section 5 discusses our empirical results, and Section 6 concludes and discusses the policy implications of our results.
Literature Review
It has long been acknowledged that economic downturns lead to unfortunate increases in suicide rates. Chang et al. (2013) analyze the 2008 global financial crisis' effect on suicide trends using data from 54 countries, for which they find a resulting suicide rate increase in 2009.
Furthermore, panel analyses of European countries by Stuckler et al. (2011 Stuckler et al. ( , 2009 ) demonstrate significant increases in suicides associated with higher levels of unemployment in the portion of the population younger than 65. Time series regressions for twelve countries by Yang and Lester (1995) reveal a strong relationship between unemployment and suicides in four countries including the United States. Recent studies conducted by Breuer (2015) and Phillips and Nugent (2014) examine the relationship between unemployment rates and suicide mortality at the subnational level. Using panel data from 275 regions of 29 European countries from 1999 to 2010, Breuer (2015) finds a significant positive association between unemployment and suicides. Phillips and Nugent (2014) pool U.S. state-level data over the period of 1997 to 2010, and conduct panel analysis of the one-way fixed effects. The authors show a strong and positive causal relationship between the unemployment rate and suicide rate. Ruhm (2000 Ruhm ( , 2015 conducts a panel analysis of U.S. state-level data. Ruhm (2000) finds a significant increase in suicide mortality associated with increased unemployment rates during 1976-1995, whereas Ruhm (2015) finds no significant relationship over the 1991-2010 period.
Inequality is another important factor in the study of suicide mortality. Leigh and Jencks (2007) argue that variation in the income share held by the top ten percent of earners is unlikely to influence the suicide rates of richer countries. Using both two-way fixed effects and countryspecific time trends, Andrés (2005) shows that the Gini index has little effect on suicides in fifteen European countries.
Ease of access to firearms, alcohol, and drugs has also been the subject of a considerable quantity of suicide research. Hemenway and Miller (2002) , Webster et al. (2004), and Miller et al. (2013) show that higher rates of firearm ownership and the presence of less restrictive regulations over the access to firearms are likely to increase suicide rates. Rosengart et al. (2005) find no statistically significant relationship between state laws regulating firearm access and suicide rates when using state and census division-level data from the United States. Alcohol consumption and drug use are also considered to increase the risk of suicide. Andrés (2005), Kaplan et al. (2014) , and Phillips and Nugent (2014) estimate a positive relationship between alcohol consumption and suicide mortality. Sullivan et al. (2013) report that death by drug overdose (poisoning) is the most common method people choose to commit suicide. The crime rate is often accepted as a natural proxy for disintegration and the accessibility to firearms, alcohol, and drugs within a region (Brainerd, 2001) . Using data from the former Soviet Union in the 1990's, Brainerd (2001) finds that the crime rate is in fact not correlated with the suicide rate. Ajdacic-Gross et al. (2010) summarize prior literature concerning the effect of seasonal changes on suicide. The authors find that the seasonal pattern of suicide in Western countries has decreased or even disappeared over time. Regarding the relationship between weather changes and suicide rates, Neumayer (2003) finds that daily sunshine hours are inversely associated with suicide rates. On the other hand, Marion et al. (1999) suggest that an increase in elderly suicides is related to warmer temperatures whereas younger suicides are related to season. During the Iraq and Afghanistan wars, U.S. soldiers were deployed both more often and for longer periods than in previous armed conflicts. This change has led to an increased number of studies seeking to evaluate the risk of suicide among the veteran population. Empirical findings from Kang et al. (2015) , McCarten et al. (2015) , and Kaplan et al. (2012) suggest that veterans are at higher risk of suicide than the general U.S. population.
There have also been several recent studies of geographical suicide patterns using Bayesian methods. Utilizing U.S. county data pooled over the five-year period from 2002 to 2006, Congdon (2011) estimates three latent variables of deprivation, social fragmentation, and rurality based on thirteen manifest variables. Congdon (2011) also allows for spatial correlation in the latent variable estimations. Cheung et al. (2012) and Hsu et al. (2015) adopt similar Bayesian hierarchical models in the spatial analysis of suicide mortality in Australia and Hong Kong respectively. Both studies capture the spatial correlation of suicide by incorporating a conditional autoregressive (CAR) structure in the error term. Hsu et al. (2015) show weak spatial impact from neighboring areas and a strong correlation between suicide risk and observable socioeconomic variables in Hong Kong. Our paper's hierarchical specification differs from prior literature in that the variance of a county random effects stems from both county specific unobserved propensities of its own and spatial dependence among neighboring counties. Most importantly, different from prior studies, our Bayesian hierarchical random-effects model allows us to summarize the posterior distributions of county-level unobserved suicide propensity rankings.
In contrast to previous studies, we find that the significant effects of observable factors on suicides found by earlier research may partially result from the exclusion of small area effects and time trends. Without controlling for these area and time effects, the true contribution of unobserved propensities and time trends can be hidden within observable factors. We also show that unobserved county-level suicide propensity is spatially correlated.
Data
Our analysis uses county-level data from both Florida and Georgia. Prospective data from each of the 67 counties in Florida are available for 14 years (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) , while data from each of the 159 counties in Georgia are available for 17 years (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) Table 1 summarizes the sources of data used for the average household size calculations in each year. To calculate the Gini index, we use median household income as well as the previously created mean household income.
7 Data on median household income is gathered from the U.S.
Census Small Area Income and Poverty Estimate (SAIPE). By assuming that household income follows a log-normal distribution, mean household income is given by + 2 2 , and median household income is equal to . Solving for = √2 ln allows us to then calculate the Gini index, such that Gini = 2Φ ( √2 ) − 1, where Φ(. ) is the cumulative density function of the standard normal distribution (Brush, 2007; Kelly, 2000) .
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Descriptive statistics of our data are presented in Table 2 . For the most part, Florida counties have higher crude suicide rates relative to Georgia. The last column of Table 2 reports the significance of differences in means. The t-tests indicate that nearly all variables in both states are significantly different from one another even though they share a common border. The Hispanic population rate in Florida is 2.5 times that of Georgia, while the black population rate in Georgia is almost double that in Florida. Florida has a higher veteran population rate, but a further distance to military base from county centroid on average. In Florida, the average crime rate is higher, and the elderly comprise a larger portion of the population. In Georgia, years of potential life loss is slightly higher, mean household income is lower, and the population contains a higher relative amount of the young and female. 
Empirical model
To analyze the relationship between suicide mortality and observable factors, we employ the following panel regression model:
The dependent variable denotes suicide rate in county for year .
10
represents the explanatory variables. indicates county-specific effects that vary across counties, but are held constant over time in the fixed-effects model. Otherwise, represents county-specific error components of the random-effects model. denotes year dummies that capture time trends and shocks which may affect suicides. As described in Section 3, the explanatory variables include YPLL, mean household income, Gini index and squared Gini index, unemployment rate, veteran population rate, distance to military base, crime rate, and population rates of demographic characteristics for each county . 11 Breuer (2015) and Brainerd (2001) find a negative relationship between life expectancy and suicide mortality as suggested by Hamermesh and Soss (1974) . 12 Since data on life expectancy at the county level for Florida and Georgia are unavailable, we use YPLL in our estimation as a proxy for life expectancy which moves in the opposite direction. Crime rate is included as a proxy for disintegration (Brainerd, 2001 ) and the accessibility to firearms, alcohol, and drugs. The Bayesian specification and sampling algorithm employed in our analysis is given in the Appendix. 10 The percentage of county-years without a suicide case in our sample is 2.9% in Florida and 15.6% in Georgia. 11 We include the squared Gini index because of the assumed nonlinear effect of Gini index on suicide mortality. 12 Hamermesh and Soss (1974) are the first to provide a theoretical foundation for suicide research from an economic perspective.
Results

Classical Regression Results
Tables 3 and 4 each report the results of our classical regressions for Florida and Georgia. The regression models are built based on the specification of equation (1). Column (1) provides the results of pooled ordinary least squares (OLS) estimation excluding county effects but including time dummies, column (2) shows the outcomes of random-effects estimation including time dummies, and columns (3) and (4) present the results of one-way and two-way fixed-effects estimation respectively. Column (5) provides the result of the Bayesian two-level hierarchical model with spatial correlation based on equations (2) and (3) given in the Appendix.
In general, the results of our pooled OLS and random-effects regressions seem consistent with the findings of prior literature which ignores unobserved county-specific propensity in that some observables do in fact influence suicides. The pooled OLS and random-effects estimation outcomes in columns (1) and (2) of Table 3 show that increases in YPLL, veteran population rate, crime rate, and population rate at ages 55-64, and reductions in mean household income and population rates of black and Hispanic individuals lead to statistically significant increases in suicide rates in Florida. Meanwhile, columns (1) and (2) of Table 4 demonstrate that increases in Gini index, unemployment rate, and population rates at ages 20-24, 35-44, above 65, and decreases in squared Gini index, distance to military base, and population rates of black and Hispanic individuals result in statistically significant increases in suicide rates in Georgia.
On the other hand, the two-way fixed-effects estimation results in column (4) of Tables 3 and   4 show both a loss of statistical significance and a considerable change in magnitude for most observable factor coefficients. Only coefficient estimates for the Hispanic rate in Florida (Table 3 ) and the Gini index in Georgia (Table 4 ) remain statistically significant under the two-way fixed-effects estimation. 13 Consequently, between those estimations, tests of over-identifying restrictions suggest the use of fixed-effects estimators rather than the random-effects estimators for both Florida and Georgia. 14 As Neumayer (2003) suggests, this finding provides evidence for the existence of unobserved county-specific suicide propensities. 15 Moreover, the incorporation of year dummy variables changes the fixed-effects estimation results considerably for Florida.
This difference can be seen by comparing columns (3) and (4) of Table 3 . The incorporation of time dummies in column (4) takes away the significance of mean household income, unemployment rate, and population rate at age 35-44 in column (3) for Florida.
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Our empirical findings indicate that the significant effects of observable factors on suicides in prior literature may be due to the exclusion of small area effects and time trends. Without 13 We assume nonlinear effect of the Gini index on suicide mortality and incorporate the quadratic term of the Gini index into our regression. Based on the estimated coefficients of the Gini index and the squared Gini index in columns (1) and (2) of Table 4 (Pooled OLS and RE), we calculate that the turning point for the Gini index is around 0.6, which is located around the 69th percentile of the Gini index distribution in Georgia counties. This suggests that 31 percent of the county-years in Georgia have Gini indices above the turning point of 0.6 and therefore experience fewer suicides as the Gini index increases. On the other hand, based on the estimated coefficients of the Gini index and the squared Gini index in column (4) of Table 4 (FE), we calculate that the turning point of the Gini index is around 0.67, which is located around the 96th percentile of the Gini index distribution in Georgia counties. This alternatively suggests that nearly all the county-years in Georgia have Gini indices lower than the turning point. Therefore, the estimated effect of the Gini index on suicide rates based on our fixed-effects estimation is generally positive, which is a more convincing result compared to the implications of the OLS and random-effects estimations. 14 A Hausman test fails to generate valid statistics since the differences of variance matrices of FE vs. RE estimates are not positively defined. In practice, compared to the Hausman test, the test of over-identifying restrictions extends straightforwardly to heteroskedastic-and cluster-robust options, which we adopt; and is guaranteed to generate a nonnegative test statistic. With a balanced panel (under conditional homoskedasticity), the over-identification test statistic is asymptotically equivalent to the Hausman fixed-vs-random effects test. For Florida, the Sargan-Hansen test statistic is 81.01, and the 2 test statistic is 17. For Georgia, the Sargan-Hansen test statistic is 51.26, and the 2 test statistic is 28. All these test statistics provide evidence in favor of a FE estimation. One concern, however, is that the estimated magnitude of Hispanic rate in Florida seems to be inflated proportionally to its standard error in FE estimation relative to the OLS and RE estimates, and the estimated effects are statistically significant in all specifications of OLS, RE, and FE. We therefore conduct t-test for the coefficient, the results of which suggest statistically significant differences in the estimated coefficients between the RE (or OLS) and the FE model. 15 Neumayer (2003) finds no difference between the fixed-effects estimation results and the random-effects estimation results. Based on this finding, he suggests that suicide analysis omitting unobserved area factors is still valid. 16 As a robustness check, we additionally control for county-specific time trends in our FE model. A Hausman test suggests statistically insignificant differences in estimation results between the FE model and a specification that adds county-specific time trend to the FE model.
controlling for county and time fixed effects, the true effect of unobserved county suicide propensity may be hidden within observable factors. Therefore, suicide prevention policies focusing only on observable factors may be misguided. Instead, county-specific policies based on unobserved propensity should be used in combination with policies targeting observable factors.
Interestingly, for both states, the results of our Bayesian hierarchical model with spatially correlated random effects in column (5) are more similar to the fixed-effects estimation results in column (4) than to the random-effects estimation results in column (2). 17 Both the magnitude and statistical significance of our coefficient estimates for the fixed-effects model and the Bayesian hierarchical model are similar, supporting our hierarchical model's estimation strategy which focuses on county-specific unobserved propensity. More so, the results presented in column (5) of Tables 3 and 4 show that unobserved suicide propensity exhibits significant spatial correlation in both states. The parameter ω represents the level of spatial dependence, which we find to be both positive and within the support boundary for ω in Florida and Georgia. 18 The basic intuition behind our empirical findings is that the correlation between unobserved county-specific heterogeneity and the covariates is explained through the spatial dependence between counties, suggesting that spatial correlation should be incorporated in suicide analysis. It should also be noted that one important advantage of our hierarchical random-effects model compared to a fixed-effects model is that the Bayesian methodology allows us to summarize the posterior distributions of county-level unobserved suicide propensity rankings. We discuss this in more detail in the following section. Robust standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
Unobserved propensity toward suicide
Following the Bayesian estimation algorithm provided in the Appendix, we rank a state's counties after each iteration based on their posterior unobserved propensity ( ). The posterior distribution of unobserved county propensity ranks, which are spatially correlated, can then be estimated. Figure 3 shows a scatterplot of the relationship between the ranks of estimated unobserved propensity toward suicide and the ranks of crude suicide rate. The X-axis indicates the mean and 95% highest posterior density (HPD) of county ranks of unobserved propensity toward suicide. 19 The Y-axis represents the county ranks of time-averaged crude suicide rate.
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The higher a county's rank, the lower their ranking number and the greater their risk of suicide.
For example, a county with the rank of 1 implies that it is the highest ranked county and is therefore at the greatest risk of suicide in its respective state. As evident from Figure 3 and 5(c). Clarke and Bulloch in the north-east and east of Georgia respectively show a lighter color based on crude suicide rate, but the darkest color based on unobserved propensity. Bryan in the south-east of Georgia exhibits the lowest unobserved suicide propensity although it has a higher crude suicide rate than its neighbor, Bulloch county.
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23 We also estimate unobserved propensity towards suicide by combining Florida and Georgia together in the Bayesian model. The jointly estimated map of unobserved propensity ranks produces a mostly similar pattern to the separated maps of the two states. For instance, Miami-Dade in Florida and Clarke in Georgia still show relatively higher unobserved propensity towards suicide. This jointly estimated map is available from the authors upon request.
We rank counties in each state by the time trends of crude suicide rates as well. 24 The scatter plots of time trend ranks versus unobserved propensity ranks presented in Figure 6 and comparison between the maps (b) and (c) of Figures 4 and 5 show the discordance between these two ranks. 25 In other words, incorporation of a trend of rising or falling suicide rates in each county is not likely to make differences in the discordance found above when comparing the ranks of unobserved suicide propensity and the ranks of crude suicide rate.
These findings have valuable policy implications since the unobserved propensity is empirically proved to have a statistically significant effect on a county's suicide risk as discussed toward suicide regardless of their crude suicide rates. Interestingly, high unobserved propensity 24 We simply regress crude suicide rates on time for each county. We then decide the ranking of each county by taking the largest positive estimate as the highest rank and the greatest (in magnitude) negative estimate as the lowest rank. 25 The estimated correlation coefficient between the two ranks is -0.1664 in Florida and 0.0369 in Georgia.
toward suicide spreads outward from southern Florida, but diminishes as it moves farther northward. Therefore, these high-risk counties not only tend to have a higher suicide risk themselves, but are also more likely to diffuse their risks into neighboring counties. Again, policies should be focused on counties similar to Miami-Dade and Hendry.
5.3 Probability to be the top 20 percent most risky counties
To convey more information regarding the uncertainty of the estimated ranks, we also compute the posterior probability for each county to be in the top 20 percent most risky counties based on the posterior distribution of unobserved propensity ( ) ranks. 26 We compare these with the crude suicide rate ranks for each county in has a low crude suicide rate but a high posterior probability of being in the top 20 percent of most risky counties. In Georgia, Clarke also (29) has a low crude suicide rate but a high posterior probability of being in the top 20 percent.
We also map the probability of each county being in the top 20 percent of most risky counties in Figure 8 . It is obvious that Miami-Dade in Florida and Clarke in Georgia show the same pattern discussed in Section 5.2. The risky counties in Florida are mostly located in the southern portion of the state, and the risky counties in Georgia are more often in the north. This enables us 26 The top 20 percent most risky counties are those with rank≤14th for Florida and rank≤32nd for Georgia.
to identify another feature of the estimated spatial correlation. South Georgia borders North Florida directly, and the spatial correlation of unobserved propensity toward suicide in the border counties is expressed in terms of light colors clustered around the borders of both states in Figure   8 . The border counties across South Georgia and North Florida show similar characteristics regarding suicide, and are less likely to be in the top 20 percent most risky counties based on unobserved propensity.
Conclusion
A considerable amount of literature has analyzed the causes of suicide using data aggregated at large geographic levels. For example, national or sub-national level (e.g. the states in U.S. and NUTS-2 in Europe) analysis has been used extensively in previous literature. However, analysis within a large region is unlikely to capture sub-region-specific heterogeneity affecting suicide. If any omitted area heterogeneity is correlated with observables in the model, the empirical results will be biased. Estimating county-specific propensity with spatial dependence, we show that Florida and Georgia have different geographic patterns of suicides across counties even though the states share a border. In Florida, counties at higher risk of suicide are clustered in the south; but in Georgia, risky counties are more heavily clustered in the north. This implies that a considerable amount of previous suicide research ignoring sub-region-specific heterogeneity may provide misleading or invalid outcomes. Using county-level data and a hierarchical model incorporating spatially correlated county random effects, we are able to capture the unique unobservable suicide characteristics for each county.
The presence or absence of either sub-regional heterogeneity or time fixed effects can bring about different results in an empirical analysis of suicide. We find that the statistically significant effects of observable factors on suicide found in prior literature may be due to the exclusion of small area effects and time fixed effects. Without controlling for them, the true effect of unexplained county propensity and time trends may be hidden in observable factors. Therefore, policies focusing only on observable factors may rarely prove effective. Our empirical approach captures both county-specific effects and time trends which influence suicide mortality.
We also show that the unobserved county-specific propensity toward suicide is spatially While our study provides a substantial contribution to the literature, there are still limitations.
Due to inaccessibility of similar mortality data for more states, our analysis is confined to Florida and Georgia. In addition, some potentially important variables are omitted in our analysis due to lack of data. For example, variables of home foreclosures, marital records, religion, and weather are not included in our estimation. With this said, it is likely that many of the omitted variable's characteristics are subsumed by the unobserved county-specific propensity which we are able to capture in our model. 
Bayesian Algorithm with Spatially Correlated Random Effects
To examine the determinants of suicide, we employ the following two-level hierarchical model with spatially correlated random effects. The conditionally autoregressive (CAR) specification is applied to allow for any spatial correlation (Besag 1974; Hogan and Tchernis 2004; Chamarbagwala and Tchernis 2010; Eibich and Ziebarth 2014) .
Level II:
For Level I: is an ×1 vector of , with = 1, … , and = 1, … , .
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is an × matrix of and . is a ×1 vector of regression coefficients. is an × indicator matrix with = 1 for county at any time . is an ×1 vector of county random effects.
represents unobserved county propensity toward suicide. is the ×1 vector of idiosyncratic error, such that ~ (0, 2 ).
For Level II: = ( − ) −1 , where is an × spatial correlation matrix，with = 1 if county and ≠ share a border. Otherwise = 0, and = 0. is the degree of spatial dependence. = 2 measures the county variation in independent of the spatial correlation level.
28 27 Suicide death is considered a Poisson random variable in prior Bayesian literature because of its rarity. Alternatively, we use average suicide rate as our dependent variable. This facilitates direct comparison with the results of our panel regressions, which is one of our paper's most important contributions. Additionally, the percentage of county-years without a suicide in our sample is only 2.9% in Florida and 15.6% in Georgia, implying that it is rather common. 28 Our method is different from how prior literature incorporates spatial correlation. For example, a Bayesian hierarchical model constructed by Cheung et al. (2012) and Hsu et al. (2015) is that Standardized Mortality Ratio
Using the Markov Chain Monte Carlo (MCMC) technique, we estimate the posterior distributions of the parameters: , , 2 , , and 2 . Our estimation uses 3500 total iterations, and the first 500 iterations are removed for burn-in. For each iteration, the steps of the estimation algorithm are summarized in Table A1 . We use both a Gibbs sampling algorithm and a Metropolis-Hasting algorithm for . Diffuse conjugate prior densities for each parameter are used in the estimation. 29 and are normally distributed while and follow inverse gamma distribution. Specifically, as is described in Table A1 , in step 1, we sample from − = + . In step 2, we sample from − = + . In step 3, we sample 2 from = ( + ) + . In step 4, we sample using a Metropolis-Hasting algorithm, where 1 , … , are the ordered eigenvalues of the spatial correlation matrix , 1 is the minimum eigenvalue, and is the maximum eigenvalue. In step 5, we sample 2 from
= , where ~(0, ). SMR = + ℎ + , or SMR = + ℎ + , where α is the overall level of relative risk, ℎ represents regional variation independent of spatial correlation, and indicates variation due to spatial dependence. ℎ + is referred to as the error term. Our specification, however, separates the unobserved county propensity toward suicide (δ) from the error term ( ). 29 For example, a diffuse prior with mean of 0 and variance of 1,000 is used in step 1 for . Step 2 Prior Distributions Posterior Distributions Step 3 Step 4 Prior Distribution Proposal Density ( ) ( | ) = + , random walk (0, ) ( 1 −1 < < −1 ) ~(0, 2 ), where 2 is a tuning parameter
The candidate is accepted with probability: {1,
