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Abstract 
The theory of one-step rewriting for a given rewrite system R and signature C is the first- 
order theory of the following structure: its universe consists of all C-ground terms, and its only 
predicate is the relation “x rewrites to y in one step by R”. The structure contains no function 
symbols and no equality. We show that there is no algorithm deciding the 3*V*-fragment of 
this theory for an arbitrary finite, linear and non-erasing term-rewriting system. 
With the same technique we prove that the theory of encompassment plus one-step rewriting 
by the rule f’(x) + y(x) and the modal theory of one-step rewriting are undecidable. @ 1998 -
Elsevier Science B.V. All rights reserved 
1. Introduction 
The problem of decidability of the first-order theory of one-step rewriting was posed 
in [2]. It has been mentioned in the list of open problems in rewriting in 1993 [6] and 
in 1995 [7]. 
The theory of one-step rewriting for a given rewrite system R and signature C is 
the first-order theory of the following structure: Its universe consists of ail C-ground 
terms, and its only predicate is the relation “x rewrites to y in one step by R”. The 
structure contains no function symbols and no equality. The hope that this theory might 
be decidable was based on the observation that important properties which are decid- 
able for arbitrary finite rewrite systems can be expressed in this logic, while unde- 
cidable properties of rewrite systems seemed not to be expressible in it. In this paper 
we prove, however, that this theory is undecidable even for the restricted class of finite 
term rewriting systems which are both linear and non-erasing. 
* E-mail: treinen@lri.fi. 
’ Supported by the Humun Capital and Mobility Proyrum of the European Union, under the contracts 
SOL (CHRX-CT92-0053) and CONSOLE (CHRX-CT94-0495), and by the Esprit working group CCL II 
(22457). 
0304.3975/981$19.00 @ 1998 - Elsevier Science B.V. All tights reserved 
PII SO304-3975(98)00083-S 
180 R. Treinen I Theoretical Computer Science 208 (1998) 179-190 
1.1. Expressible properties of rewriting systems 
The two decidable properties of term rewriting systems which can be expressed in 
the theory of one-step rewriting are strong confluence and ground reducibility. Here 
and in the following we consider finite rewrite systems only. 
- A rewrite system R is strongly confluent ([5], this definition differs from the one 
given in [lo]) if 
kYl,YZ (X--tYl Ax+Y2 =+ WY1 7ZAY2 Q.1) 
where x + y means that x rewrites to y in exactly one step of R, and y -5 z means 
y=z V y~z. The system R is strongly ground confluent if the above property 
holds when x is restricted to range over all ground terms. It is easy to see that R 
is strongly confluent iff it is strongly ground confluent in a signature extended by 
new constants. This property can be expressed in the logic of one-step rewriting, 
since R is strongly ground confluent if 
~X’x,Yl,YZ (X-+.Yl Ax+y2*3z(yi+zAy2+Z)) 
holds in the structure of ground terms where -+ is the one-step rewriting by the sys- 
tem R U {x -+x}. Note that, as an easy consequence of the Critical Pair Lemma [ 131, 
strong confluence is decidable. 
_ A term t is ground-reducible by a rewrite system R if each of its ground instances 
is reducible by R. This can be expressed in a slight extension of our logic, where 
we have different relations AR for different rewrite systems R. Using the additional 
rewrite system S = {t + t}, we can express ground reducibility of t by 
b (x -+S x =+ %(x --+R z)). 
Decidability of ground reducibility has been shown in [ 171. 
1.2. Decidability results for special cases 
Using tree automata techniques, several results have been obtained which have been 
considered steps towards the decidability of the theory of one-step rewriting. 
- In case of a signature containing constants and unary function symbols only (so- 
called string rewriting systems or semi-Thue systems), the decidability of the theory 
of one-step rewriting is a consequence of [8]. This decidability result can also be 
obtained by a direct translation into WSlS [ 1 l] which is known to be decidable 
(see [21] for a survey). 
_ The first-order theory of rewriting by a ground term rewriting system has been 
shown decidable in [8]. To be precise, for a given ground term rewriting system 
R (that is all left and right hand sides of the rules are ground) the structure of 
all ground terms, where all terms are available as constants, with the predicates 
“X 4 y", x : y" and “x -!+ y” (parallel one-step rewriting) is decidable. 
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This result generalizes to the case of left-linear right-ground rewriting systems 
[22]. The decidability of the theory of one-step rewriting and parallel one-step 
rewriting only for this class of rewriting systems can also be shown by a direct 
translation into WS’2S using the technique of [3]. 
- For arbitrary rewrite systems, the decidability of the theory of encompassment was 
shown in [2]. This means that for given rewrite systems RI,. . . , R, and regular tree 
languages Lt , . . . , L, the structure of ground terms, where all terms are available as 
constants, with the unary predicates “x is reducible by the rewrite system Ri” and 
‘k is in Li”, has a decidable theory. 
Recently, [ 151 shows the decidability of the positive existential fragment of the theory 
of one-step rewriting by a reduction to stratified context unification [ 191. 
1.3. Limits of expressivity 
The theory of the structure consisting of the universe of ground terms together with 
the predicate “x 5 y” is undecidable in general (even in the restricted case of unary 
fnnction symbols) by the undecidability of the ground confluence of string rewriting 
systems [I]. 2 
In [l 11, this has been used to show that the predicate “x 5 y”, that is “X rewrites 
to y in some finite number of steps”. cannot be expressed in the theory of one-step 
rewriting. This is a consequence of the fact that ground confluence of a string rewriting 
system can be expressed in the logic with the predicate “x : y” and hence should 
be decidable if “x 5 y” can be expressed in the theory of one-step rewriting. Ground 
confluence of string rewriting systems is however undecidable [l]. Hence it seems that 
undecidable properties like confluence or weak termination cannot be expressed in the 
logic of one-step rewriting since they require the “X 1, y” predicate. 
1.4. Undecidability results in this paper 
The first result of this paper is that there is no algorithm which decides for any 
rewrite system R the 3*V*-fragment of the theory of one-step rewriting by R. We 
construct, for a given instance P of the Post Correspondence Problem, a rewrite sys- 
tem RP such that solvability of P is equivalent to the validity of a special sentence in 
the structure of one-step rewriting by R. The formula corresponding to the solvability 
of P uses both positive and negative literals. This encoding of the Post Correspondence 
Problem is based on ideas similar to those used in [23]. 
Our second result concerns the question of decidability of the theory of encompass- 
ment plus “simple” classes of rewriting systems. We show that there is no algorithm 
which decides for any finite set M of terms the 3*‘v’*-fragment of the theory of the 
structure of ground-terms, equipped with the predicates “‘x encompasses t”, for any 
t EM, and the predicate “x rewrites in one step to y by the rule J’(z) --f g(z)“. This 
2 In [l], the term “confluence” has been used for what we call “ground confluence”. We consider a string 
rewriting system as a term rewriting system over a signature of unary function symbols and a constant c. 
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rule is syntactically simple: it is linear (there are no multiple variable occurrence on 
either side), it is non-overlapping (there are only trivial critical pairs) and it is shallow 
(all variables occur at most at depth 1). Furthermore, this rule has nice semantic prop- 
erties: it is uniformly confluent (confluent and all derivations with the same source and 
target have the same length) and it is terminating. As a consequence, we obtain that the 
theory of encompassment predicates plus binary predicates definable by tree automata 
is in general undecidable. The difference to the class of theories proved decidable in [2] 
is that only unary predicates definable by tree automata are allowed there. 
Furthermore, we can show that the modal theory of one-step rewriting is undecidable 
in general. The class of formulae of this modal logic is in fact a subclass of the class 
of first-order formula. The first-order formula obtained by translating modal formulae 
allow only a very restricted use of variables, e.g. it is not possible to express that an 
element rewrites to itself, nor to express the strong confluence property. In fact, the 
syntax of the modal logic does not employ variables. 
1.5. Rejnements stated elsewhere 
Since the publication of the conference version of this paper [24], several refinements 
of the results stated here have been found by other authors, showing the undecidability 
of the theory of one-step rewriting for the following classes of rewriting systems: 
- linear and shallow, 3*‘v’*-fragment [20]; 
- linear and Noetherian, 3*V*3*-fragment [26]. This has been refined to the 3*V*- 
fragment in [14], 
- right-ground and Noetherian, 3*V*-fragment [ 141. 
1.6. Structure of this paper 
After summarizing some basic notions in Section 2 we give the proof of the main 
theorem in Section 3. Section 4 presents the undecidability results for the theory of 
encompassment plus one-step rewriting by f(x) --f g(x) and for the modal theory of 
one-step rewriting. Section 5 concludes with some remaining open questions. 
2. Preliminaries 
We summarize the main notions used in this paper, see [5] for an overview of 
rewriting. We write a signature as a set of function symbols, where we specify (fol- 
lowing the PROLOG tradition) the arity of the function symbols after a “/“-sign. The set 
of terms build over a signature C and set X of variables is denoted as T(C,X), we 
write T(C) = T(C, 0) for the set of C-ground terms. The set of variables occurring in 
a term t is denoted as -Yt. 
A C-rewriting system R is a finite set of the so-called rewriting rules 1+ Y where 
1 E T(C,X) and r E T(C, VZ). A rewriting system is linear if no term in its rewriting 
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rules has a multiple occurrence of the same variable. It is non-erasing if % ‘Y = Y .I 
holds for any of its rewriting rules 14 r. 
A term t E T(Z,X) rewrites to s in one step by R if there is a rewriting rule I + r 
in R, an occurrence o and a substitution (r such that tl, = la and s = t[o + IV]. 
We say that a term t encompasses a term s if there is a subterm of t which is an 
instance of s. In other words, t encompasses s if any rewrite rule with left-hand side 
s reduces t. 
We consider first-order predicate logic without equality. The 3*V*+ugment of a 
theory T is the subset of T of all sentences having a prenex normal form of the form 
where Q contains no quantifier. 
We denote concatenation of words by juxtaposition. The length of a word w is 
written as 1~1, and wi, where 1 <i< 1~1, is the ith symbol of w, that is w = WI . WI,,/. 
We write z1<w if v is a proper prefix of w. 
An instance of the Post Correspondence Problem (PCP) is a finite set of pairs of 
non-empty binary words {(pi,q;) 11 <i<n}, where pi,qi E {a,b}+. A solution of P is 
a finite non-empty sequence (il ,..., i,,,)~{l,..., n}’ such that 
PII .. .PI, =qi, “‘4i,. 
It is undecidable whether an instance of the PCP has a solution [18]. 
3. One-step rewriting 
Definition 3.1. Let C be a signature and R be a C-rewrite system. The structure ZZ’Z,R 
is defined as follows: The language of & Z,R contains no constants or function symbols, 
and its only predicate symbol is the binary predicate symbol 4. The universe of JZJ~J 
is the set T(C), and t +s holds in &_ Y R iff t rewrites to s in one rewriting step of R. 
Theorem 3.2. There is no algorithm which decides for any signature C and any non- 
erasing and linear C-rewrite system R the 3*V*-fragment of the theory of .G!~.R. 
We show how to reduce the solvability of an instance of the Post-Correspondence 
Problem to the validity of some 3*V*-sentence in ~2’1,~ for some signature C and some 
non-erasing and linear rewrite system R. All constructions and proofs are parameterized 
by the given instance of the PCP. For the sake of convenience, we now fix this instance 
for the rest of the paper to be 
P= {(pi,q;.i) 11 Gidn}. 
Definition 3.3. The signature Cp is 
{~/~,~ll,~/l,~/~,~/~,~q/~}. 
A Cp-ground term t is called a P-term if it does not contain an occurrence of k or eq. 
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Fig. 1. Representation of the solution (il,. , im) of P. 
The idea is to encode a solution (ii,. . . , i,) of P by the term depicted in Fig. 1. 
Words from {a, b}* can easily be encoded in T(C). First we define an application of 
a word from {a, b}* to an arbitrary term t E T(C) inductively by 
E(t) = t, wa(t) = 4w(t)), w&t) = b(w(t)). 
Note that, for the case of u(t) and b(t), this coincides with the definition of the 
operations in L&R. A word w E {u,b}* is now represented by the term W(E). Note 
that 
_ the empty word is represented by the term E, 
_ the encoding is injective, that is equality of words translates to equality of their 
respective representations, 
- and w(t) represents the word VW iff t represents the word u. 
We use the ternary function symbol g to build a list of pairs representing a solution 
to an instance of the Post Correspondence Problem. In Fig. 1, the constant E is used 
to terminate the list, but in fact any term which is either E or has root-symbol a or b 
can serve as a terminator. 
Definition 3.4. The rewrite system Rp consists of the following rules: 
(1) 
(2) 
(3) 
(4) 
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(k(Xl2Yl~ Pi(x2),qi(Y2),Z) + S(X2,Y2,Y(PdxI >,4i(Yl ),Z>) I 1 Gidn} (5) 
(6) 
(7) 
We use the following formulae 
Q(x) := 1x+x, 
Y(x) := Q(x) A 3x’(x +x’ A @(x’)). 
Proposition 3.5. (i) &3?&,&, U b a(x) ifs ‘z(X) is a P-term. 
(ii) &rp,Rp,~ b Y(x) ifs U(X) is a P-term containing n subterm qf the ,form 
d~,~:,d~l>~2>~3~). 
Proof. The first claim holds since (1) and (2) are the only rules that can rewrite a 
term to itself. The second claim holds since (3) is the only rule that can rewrite a 
P-term to a P-term. 0 
Lemma 3.6. P is solvable iff 
Proof. Let (iI,. , i,) be a solution of P. Consider the term 
where 
rk =P,(P~~-,(...(P~,(E))...)), Sk =qik(qi~_,(...(qi,(E)).‘.)) 
for 1 <k dm. It is easy to see that the formula 8 is satisfied when taking t for the 
value of x. Note that (4) and (6) are the only rules that can rewrite a P-term to a 
non-P-term. 
On the other hand, let the formula (8) be satisfied by the term t. We can show by 
induction on s that for every subterm s of t which is of the form 
where u is E or has root symbol a or 6, there exists a sequence (i,, . . . , i,) E { 1,. . . , rz}* 
such that 
- r,=s,, 
~ for each l<jdm: rj==pi,(rj_l) and s,==qi,(sj_i). 
Note that, since t is a P-term, any subterm s of t must contain only the symbols 
g, a, a, b. Hence, if s is a subterm of t of the form depicted above, then either rule (4) 
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or (6) rewrite s at some position labeled with the symbols g to a non-P-ten-n s’, which 
can only be rewritten back to s by the rules (5), resp. (7). 
The claim follows since t contains, by Proposition 3.5, a subterm of the form g(s, E, 
9(. 7 . , .>I. 0 
4. Related theories 
In this section we derive, using slight modifications of the proof of Section 3, un- 
decidability results for related theories. 
4.1. Encompassment plus one-step rewriting by f(x) -+ g(x) 
Definition 4.1. Let A be the signature {~/O,a/l,b/l,f/l,g/l,h/3} and let M be a 
subset of T(A,X). The structure ?JYM is defined as follows: The language of 29~ 
contains no constants or function symbols, and its only predicate symbols are the 
unary symbols YU for every u E A4 and the binary predicate symbol -+. The universe 
of 28~ is the set T(A), Yu(t) holds in ~JM if t encompasses u, and t ---) s holds in BM 
iff t rewrites to s in one rewriting step of f(x) -+ g(x). 
Theorem 4.2. There is no algorithm which decides for any finite set M C T(A,X) the 
3*V’*-fragment of the theory of C!iYM. 
We will construct, for every instance P of the PCP, a finite set M G T(A,X) such 
that P is solvable iff a certain 3*V*-sentence is valid in gM. We fix an instance of 
the PCP: 
P={(pi,qi)( 1 Gi6n). 
We define a first set of terms 
U {4f (x)), 4h(4), b(f (xl), b(h(@)) 
u {h(h(~), YJ), 4f (xl, YJ), h(x, h(J),z), h(x, f (y>,z)) 
U 1% Y, h(3), 4x, Y, a(z)), 4x, Y, b(z))) 
(9) 
(10) 
(11) 
(12) 
(13) 
Definition 4.3. A term t E T(A) is a list if it is of the form 
h(rl,sl,f(h(r2,~2,..., f(h(rm,sm,E>>. . .))) 
where m&l, ri=si=c, and (ri,si)ET({E,a,b})x T({E,a,b})-{(E,E)} for l<i<m. 
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We now introduce the abbreviation 
list(x) := A l’yu(X) A %(c,c,&) A ~Yf(h(C,L,U))(X). 
LIE Ml. 
Proposition 4.4. Let hfE :=hfL u {h(B, &, u), f(h( tz,E,u))}. Then we have BM~,x + 
list(x) ifs a(x) is a list. 
Proof. Note that (9) means that t may contain E, a, b, .f’ and h only, (10) that any 
son of a or b is in T({E, a, b}), (11) that the first two sons of h are in T( {E, a, b}), 
(12) that the last son of h is f or c, and (13) that the son of f is h. Hence, the 
first subformula of list states that x is a an alternating sequence of h and f symbols, 
where the first two arguments of h are words (i.e., terms from T({c,a, b})), and the 
third argument of h is either f (to continue the alternating sequence) or an c: (to end 
the sequence). 
The second subformula of list states that there is in t a subterm h(&,E,u). By the 
last subformula of list, this occurrence of h(c,E,u) can only be at the root of t since 
f’ is the only function symbol that may have as son an h. 0 
We now define a second set A4p of terms. In contrast to ML, this set depends on the 
instance P of the PCP. Note that this set contains non-linear patterns. 
MP :={h(x,y,g(h(pi(x),qi(y),z)))) 1 <idm). 
The idea is to use the rule f(x) -y(x) to mark an occurrence of f in g. More 
precisely, to express that some pattern 7-r matches a term x not containing g we say 
that rc[g/f] matches any y where x + y. 
Lemma 4.5. Let 
M :=Mr UM, U {h(&,E,u),f(h(&,E, u)), h(u, ti,~)}. 
Then P is solvable ifs 
28M b3X ( Wx) A %(v,L.,E)(x) A b (x + ,v =+ V y&v>> 11 E Mp > 
Note that the one-step rewriting relation by the rewrite rule f(x) ---f g(x) can be 
defined by a tree automaton. Hence, the decidability result stated in [2] for the theory 
of encompassment with unary predicates defined by tree automata does not extend to 
the theory of encompassment with binary predicates defined by tree automata. 
4.2. The modal theory of one-step rebcriting 
We recall the syntax and semantics of modal formulae (see, e.g., [9]). 
Definition 4.6. For a given set L of binary relation symbols the set of L-modal for- 
mulae MR is given by 
_ T and I are L-modal formulae. 
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- any boolean combination of L-modal formulae is a modal formula, 
_ if w is a L-modal formula and p EL then oPw and q Pw are L-modal formulae. 
Given a fixed model with universe U, where a relation symbol p is interpreted as 
the relation p, the semantics of a modal formula C$ is a subset of U defined as follows: 
[[T]] := U 
[[L]] := 0 
[[+I1 := u - [[$I1 
[[da A 4211 := K4111 f- u4211 
K4111 v u4211 := Khll u Kd211 
@7411:= ix IVY :xPY =$ YE [[411> 
~[op411:= ix I 3Y :xPy A Y E [[411I= 
The semantic of a L-modal formula can also be given by a translation into first- 
order logic, see e.g. [ 161. R-modal logic is significantly weaker than full first order 
logic. The lack of variables in the modal logic excludes formulae like p(x,x) or even 
the formula expressing the strong ground confluence of a relation. We can, however, 
express ground-reducibility: a term t is ground-reducible by a rule 1 t Y if 
(%A T) A (Q-~-L) 
has an empty denotation, that is, if there is no term s which contains t and for which 
the set of terms obtained from s by one rewriting step with 1 --t Y is empty. 
Definition 4.7. The modal theory of a C-rewrite system R is the set of all L-modal 
formulae with a non-empty denotation, where L = { +,. ) r E R}. 
Theorem 4.8. There is no algorithm which decides for any C and any C-rewrite 
system R the satisjiability of any oo-formula of the modal theory of R. 
Proof. We apply the same construction as in the proof of Lemma 4.5. Note that we can 
express YU(x) in the modal logic by q+, T. Hence, solvability of P is now equivalent 
to the satisfiability of 
5. Conclusions 
The remaining open cases of the theory of one step rewriting fall in two categories: 
restrictions of the class of formulae, and restrictions of the class of rewriting systems. 
In the first category, we have the existential fragment of the theory of one step rewriting 
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(i.e., satisfiability of quantifier-free formulae) and the positive theory (i.e., arbitrary 
quantification but no negation and no implication). In the latter category, the case of 
orthogonal rewriting systems remains open. 
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