MicroBooNE, an 85-ton active mass liquid-argon time-projection chamber (LArTPC) detector located on the Fermilab's Booster Neutrino Beamline (BNB), is designed to both probe neutrino physics phenomena and further develop the LArTPC detector technology. MicroBooNE, the largest currently operating LArTPC detector in the world, began collecting data in fall 2015. The exceptional imaging capabilities of LArTPCs allow unprecedented study of neutrino interactions. A fundamental requirement for the performance of such detectors is to maintain electronegative contaminants such as oxygen and water at extremely low concentrations, which otherwise can capture the ionization electrons. This note presents a first measurement of the electron attenuation as a function of drift time, using cosmic ray muon data collected by MicroBooNE. The observed electron attenuation indicates that during stable purity period, the lowest electron drift-lifetime observed is 18.0 ms which corresponds to a charge loss of 12% over the full drift distance at an electric field of 0.273 kV/cm and an O2 equivalent contamination of 17 ppt. This is an indication that the argon purification and recirculation system of MicroBooNE is performing successfully.
Introduction
Liquid argon time projection chambers (LArTPCs) are imaging detectors that offer exceptional calorimetric and position resolution capabilities for studying particle interactions in argon. They are currently the most favored technology for current and future neutrino experiments. A LArTPC consists of a cathode plane and finely segmented (mm-scale) anode planes enclosed in a volume of highly purified liquid argon. Neutrino or cosmic interactions with liquid argon in the TPC produce charged particles that cause ionization and excitation of argon. An electric field drifts ionization electrons towards finely segmented anode wire planes oriented at different angles to provide stereoscopic views of the interaction. The excitation of argon produces prompt scintillation light giving important timing information about the neutrino interaction. Knowledge of the electron drift velocity, combined with timing information, and signals on multiple wire planes, allow a three dimensional image of the interaction to be produced. One of the important operational requirements of a LArTPC is to keep electronegative impurities such as oxygen and water at extremely low concentrations. These contaminants 1 capture the drifting ionization electrons (signal) and thereby reduce the size of the recorded TPC signals. This can affect both energy measurements and track reconstruction, particularly for events far from the anode wires. The electron lifetime is inversely proportional to the impurity concentration [1, 2] and hence provides a direct measurement of the liquid argon impurity content. As an example, Figure 1 shows the drift-electron attenuation as a function of maximum drift path for an uniform electric field of 0.273 kV/cm and a drift velocity of 114 cm/ms for different electron drift-lifetimes. To achieve less than 36% signal loss for a drift distance of 2.56 m (equivalent to a 5-ms lifetime in an electric field of 0.273 kV/cm), the O 2 equivalent contamination is required to be as low as 60 parts per trillion (ppt). Similarly, to achieve a signal loss of less than 20% (or a lifetime of 10 ms at 0.273 kV/cm), the O 2 equivalent concentration is required to be less than 30 ppt. Commercial liquid argon typically contains parts per million (ppm) oxygen concentration levels. Liquid argon can also become contaminated inside the cryostat due to the out-gassing of the warm walls, cables and other TPC components present in the gaseous argon volume. Additionally, virtual leaks (such as from the parts located close to the feedthroughs) can also become a constant source of impurities. The desired purity is therefore achieved using a continuous liquid-argon recirculation system and dedicated filters to remove oxygen and water.
In general, the level of purity inside a liquid argon volume can be measured in four ways: a) using gas analyzers [3] b) using purity monitors [3, 4] , c) using laser tracks [5] , and d) using long minimum-ionizing cosmic-ray muon tracks [6] . This note will only discuss the measurement of liquid argon purity using cosmic-ray muon tracks in the MicroBooNE detector. As MicroBooNE is located only a few meters below the surface, a large flux of cosmic-ray muons enter the detector volume. Using long tracks from minimum ionizing particles, such as cosmic ray muons, to determine the drift-electron lifetime has several advantages over the other techniques. For example, the use of purity monitors has practical advantages in terms of speed of measurement and the ability to measure low electron drift-lifetimes before tracks can be reconstructed. The technique of using tracks has the statistical and systematic advantage that one can use the charge information over the full range of electron drift-times on each track to measure the electron drift-lifetime thereby allowing for internal consistency checks and the measurement of long electron drift-lifetimes. If there is indeed a variation of the electron drift-lifetime over the cryostat volume, the tracks (if they are distributed uniformly) will give an appropriate average value for electron drift-lifetime while a purity monitor gives the value in one location. Tracks also have the potentially important systematic advantage that one is measuring the effect of the contaminants at the relevant electric field while the purity monitor typically measures the effect of the contaminants at a lower electric field. In fields above about 200 V/cm, the drift-field increases the speed of the drift electrons and this can lead to a different electron capture cross section on the contaminants for the purity monitor and the drift-electrons in the TPC.
The MicroBooNE LArTPC
MicroBooNE [7, 8] is an 85-ton active volume LArTPC neutrino experiment located on the Fermilab Booster Neutrino Beamline (BNB). MicroBooNE is an important step towards LArTPC R&D in establishing large-scale detectors for neutrino physics. MicroBooNE brings two main technological advances including argon purification without evacuation. They are cold (in argon) front-end electronics and a large (2.56 m) electron drift. The two main physics goals of MicroBooNE are the investigation of the low-energy excess of electron neutrino-like events seen previously by MiniBooNE [9, 10] and precision measurements of ν-Ar interactions in the 1 GeV range. The purification of liquid argon in MicroBooNE is achieved by two pairs of filters, with each pair consisting of two filter vessels, one for filtering water and the other for oxygen. The water filter vessels are filled with 4Å molecular sieves supplied by Sigma-Aldrich [11] . The oxygen filter vessels are filled with BASF CU-0226 S, a dispersed copper oxide impregnated on a high surface area alumina [12] . The MicroBooNE argon recirculation system is designed to extract argon in two places and sent back into the cryostat from a single port. Liquid argon is extracted from the bottom upstream end of the cryostat whereas the gaseous argon from the very top of the cryostat is condensed and extracted from the cryostat. Argon from both of these paths is sent to the purification system. The clean argon that enters the cryostat from the top downstream end is brought to the bottom of the cryostat via a pipe that lies within the cryostat.
A layout of the MicroBooNE detector is shown in Figure 2 (left). In MicroBooNE, the distance between the cathode and anode is 2.56 m. The cathode is at a voltage of -70 kV which results in a drift field of 0.273 kV/cm. At this electric field, an ionization electron takes about 2.2 ms (with a drift velocity of 114 cm/ms) to travel the full drift distance. The anode region consists of three wire planes with a total of 8256 wires. The collection plane (W ) is vertical, the two induction planes (U and V ) are oriented at an angle of 60
• with respect to the vertical. The MicroBooNE coordinate system is shown in Figure 2 (right). The spacing between consecutive wires and wire planes is 3 mm. The first induction plane is biased at -110 V and the collection plane is biased at +230 V with respect to the middle wire plane. These bias settings allow the wire planes to be transparent to drifting electrons. The nominal electronics gain and shaping time are 14 mV/fC and 2 µs, respectively. The MicroBooNE light collection system consists of 32 8-inch photo-multiplier tubes (PMTs) that are located just behind the wire planes and detect scintillation light. A recorded event in MicroBooNE has a duration of 4.8 ms with a digitization frequency of 2 MHz. MicroBooNE finished commissioning in summer 2015 and has been taking • to the vertical (induction planes, U and V).
cosmic-ray (Booster Neutrino Beam) data since August (October) 2015. The data during the selected run period include both high-and low-purity conditions. On 03/02/2016, the liquid argon circulation pump tripped as a result of oxygen deficiency hazard (ODH) system test resulting in a drop of lifetime from 9 ms to 5 ms according to the purity monitor data. On 03/04/2016, due to power outage from 10 a.m. to midnight, lower lifetime was recorded. During 03/29/2016 − 03/31/2016, the electron lifetime dropped due to liquid argon top-off 2 . Monte Carlo (MC) simulation samples were also used in this analysis for systematic error studies. All the simulation samples used in this analysis are single muons generated isotropically in the detector with start positions at the center of the TPC (X=128.0 cm, Y =0.0 cm, and Z=518.5 cm). The muon momentum ranges from 0 to 2.0 GeV. The muon angle with respect to the X-Z plane ranges from 0
Event samples
• to 180
• and the angle with respect to the Y -Z plane ranges from 0
• to 90
• . The same reconstruction chain used in data was also used in simulation.
Reconstruction
The raw signal recorded on the wires first passes a noise filter [14] , before hits (ionization signals) are extracted from the observed waveforms on each wire. Reconstructed hits that are connected in space and time are then grouped into clusters. Clusters are merged between planes based on temporal and spatial information in order to create three-dimensional reconstructed objects (tracks and showers). The calorimetric reconstruction [15, 16] of tracks starts by converting the hit amplitude (in units of ADC counts) to charge (in units of electrons) using an electronics calibration factor. In the next step, a correction is made for ionization charge loss along the drift due to electron-negative impurities in liquid argon. This measured charge, dQ, is then normalized Figure 3 : (left) Distribution of the number of reconstructed tracks per event (for full read-out window) using a cosmic-ray data sample containing 10,000 cosmic-ray events (data runs 5411 and 5600). (right) 3D reconstructed track length distribution of all the tracks in the data sample.
for the track pitch length (dx) to obtain the charge deposited per unit track length, dQ/dx. Finally, dQ/dx is converted to energy released per unit track length, dE/dx, by accounting for ionization charge loss due to argon-ion recombination process using the modified-box model [16] . Figure 3 shows example distributions of the average number of cosmic-ray tracks per event (left) and corresponding 3D reconstructed track length distributions (right) using a cosmic-ray data sample before any event selection is applied. On an average, about 15 cosmic-ray muons enter the TPC active volume per recorded event (Figure 3 , left).
Reconstructing the arrival times of cosmic-ray tracks
Since hits are treated independently from tracks in this analysis, we need to know how far the electrons associated with each hit drifted before arriving at the collection-plane. This is equivalent to knowing t0, the time that the muon traversed the chamber. One can extract the t0 information by associating reconstructed TPC objects with the corresponding scintillation light objects recorded in the system of PMTs. At the time of this analysis, the light reconstruction of PMT data in MicroBooNE is not reliable for t0 extraction. Here we use cosmic-ray muon tracks that cross both anode and cathode instead which does not require PMT information. For these crossing tracks, t0 is associated with the minimum hit X (drift) coordinate. As one might expect, crossing tracks are rare, with only about three tracks in a 100 event sample.
Event selection
A series of selection cuts as listed below are applied to data to select a crossing track cosmic-muon sample.
• Require that the track length projected onto the X (drift) direction is between 250 cm and 270 cm. Crossing tracks are expected to have a sharp peak at 256 cm. A spread of a few centimeters around this value is observed in the data. The spread is likely due to spatial distortions caused by space charge effects [17] . Figure 4 (left) shows an example track length distribution in the drift direction using a cosmic-ray data sample containing 10,000 events. The highlighted region shows the selected crossing track band.
• Exclude tracks with 75
• . θ XZ is the angle with respect to the X-Z plane and is defined as the inverse of the tangent of the ratio of track start in X and Z directions, where track start represents the vertex direction. θ Y Z is the angle with respect to the Y -Z plane and is defined as the inverse of the tangent of the ratio of track start in Y and Z directions. Figure 5 shows an illustration of these Table 1 : Impact of each applied cut on the track statistics for a cosmic-ray data sample consisting of 50,000 events.
angles in the MicroBooNE coordinate system. The θ XZ (θ Y Z ) cut eliminates tracks that are nearly perpendicular (parallel) to the collection plane wires. These tracks are difficult to reconstruct, and thus lower the quality of calorimetric reconstruction. Figure 6 shows dQ/dx of hits as a function of θ XZ and θ Y Z angles before any angular cuts are applied.
• Require that each selected crossing track contains at least 100 hits in the collection plane. This ensures uniform density of hits along the drift direction. Figure 4 (right) shows an example distribution of number of hits per crossing track before any selection cuts using a cosmic-ray data sample containing 10,000 events. Table 1 shows the effect of each applied cut, listed so far, on track statistics using a cosmic-ray data sample of 50,000 events.
• Exclude TPC regions associated with shorted channels. Require that the hit Z and Y coordinates are in a region of the TPC that does not correspond to shorted channels [14] : (250 < Z < 675) cm and (-100 < Y < 20) cm. In the other regions of the TPC, the collection plane response is altered due to shorted channels, affecting the dQ/dx reconstruction. Since we know that the regions of modified response are not yet being properly reconstructed, we chose to exclude them from the analysis. Initial observations showed that this cut improves the dQ/dx reconstruction near the anode. Note that in the case of simulation, one usually does not require this cut as shorted channels are not implemented in MC simulation. However, we apply this cut for simulation samples with space charge and recombination simulation since space charge effect is a 3D effect and will result in position dependence.
We fit to the Landau peak of the hit dQ/dx distribution to extract dQ/dx relative to the MIP value in a given drift bin (see Section 6 for more details on the analysis method). Therefore, no explicit cuts are required to remove high-charge hits such as those produced by delta rays. 
Figure 6: dQ/dx distribution as a function of angles θ XZ (left) and θ Y Z (right) for crossing tracks before applying any angular cuts. The plots are made using a 20,000 event cosmic-ray data sample.
Figure 7: (left) dQ/dx vs drift time scatter plot for Run 5411 using the event selection described in Section 5. (right) The most probable value for dQ/dx extracted from Landau convolved Gaussian fits to each drift bin (see Figure 8 ) plotted as a function of drift time. In the example shown, an exponential plus constant function is used to fit the points.
Extracting charge dependency from drift time
All collection plane hits associated with the tracks passing the selection are used. Each track-hit X position is corrected for the track t0. The resulting dQ/dx on the collection plane wires for all tracks is plotted as a function of (corrected) drift time as shown in Figure 7 (left). The dQ/dx distribution is then split into 22 drift time bins of 100 µs size each (full drift time 2200 µs). In each drift time bin, a Landau convolved with Gaussian function is fitted to the dQ/dx distribution (see Figure 8 ). The Landau function describes the signal charge distribution while the Gaussian function accounts for the effect of the electronics noise of the read-out system. Note that since the goal is to extract the peak value of the distribution, the fit range is restricted to the peak regions by scanning forward and backward in bin number from the most probable value (MPV) bin until the value of the bin (number of hits) has fallen below some threshold, typically 50% of the MPV. This technique improves accuracy and ensures that we are selecting more MIP-like signals.
The χ 2 /ndf value of the Landau convolved Gaussian fit is required to be less than 5 to eliminate poor quality fits. After applying this criterion, the MPV of the fitted distribution in each bin is extracted and plotted as a function of average drift time (in µs) as shown in Figure 7 (right). The amount of charge arriving at the anode (Q A ) after a drift time t drift to that leaving the cathode (Q C ) can be extracted by fitting an appropriate functional form to this distribution. Q C (Q A ) is extracted by substituting t=0 (t=2.2 ms) in the functional form. For an exponential functional form, the ratio of Q A /Q C can be interpreted as an electron lifetime (τ ) using the relation
For non-exponential functional forms (exponential plus constant or polynomial of order 2 fits were used for some datasets), one cannot interpret Q A /Q C as an electron lifetime. For the example dataset shown in Figure 7 (right), the positive slope in the plot shows that there is more charge observed for longer drift times than at shorter drift times while one would expect more attenuation at longer drift times. This unexpected behavior resulting in Q A /Q C >1 is observed for a majority of the runs analyzed. It is interesting to note that the LongBo experiment [19] has also observed a similar scenario. A number of quantities were explored to understand this unexpected scenario. Among them, the most convincing explanation is provided by space charge.
Space charge in liquid argon
Space charge [17] refers to the build-up of slow-moving positive ions in the detector due primarily to ionization from cosmic rays, leading to a distortion of the electric field (both in direction and magnitude) resulting in distortions in the reconstructed position of ionization electron clusters detected by the TPC wire planes. We will refer to this as "spatial SCE" where SCE stands for space charge effect. The presence of space charge also modifies the electron-ion recombination which is a function of electric field. We will refer to this as "recombination SCE".
Effect of space charge on dQ/dx
MicroBooNE is located near the earth's surface with no overburden and the high influx of cosmic rays results in significant space charge effects [17] leading to both spatial and recombination SCE. Because the space charge varies over the volume of the TPC, the resulting electric field varies in direction and magnitude, affecting the drift trajectory and velocity. Following Ref. [17] , the spatial SCE modifies the measured dQ/dx according to
where α is the angle of the track with respect to the wire planes. Reconstructed tracks with α=90 o (perpendicular to the wire planes) will be minimally distorted whereas tracks with α=0 o (parallel to the wire planes) will be most distorted. As an example, if the angle with respect to the cathode (or anode plane) for crossing tracks is 45 o , one would expect about 8% increase in charge near the cathode.
The electric-field increases by 12% at the cathode and decreases by 5% at the anode due to space charge. The electron-ion recombination is a function of electric field and following the Modified-box model [16] is given by : dQ/dx vs drift time curves for isotropic single muons with various space charge settings in simulation. The full event selection listed in Section 5 is applied including the shorted channels cut. Also, the electron lifetime is set to 1000 seconds and both longitudinal and transverse diffusion coefficients are set to zero to exclude any attenuation in dQ/dx caused by them.
where E is the electric field (0.273 kV/cm for MicroBooNE), ρ is the liquid argon density (1.38 gm/cm 3 at a pressure of 18.0 psia), and parameters β p =0.212±0.002 (kV/cm)(g/cm 2 )/MeV and α=0.93±0.02. The values for α and β p come from ArgoNeuT measurements [16] corresponding to an electric field of 0.481 kV/cm. Recombination is suppressed at higher fields and enhanced at lower electric fields. Two commonly used models of electron-ion recombination are the Birks model and the Modified-box model [16] . A feature of both of these models is that the recombination decreases with increasing electric field (because electrons drift faster in higher fields leaving less time to recombine). For MicroBooNE, the electric field is largest at the cathode, therefore more ionization electrons present, and thus a larger signal. A change in dQ/dx of −1.2% (+3.55%) is expected at the anode (cathode) due to recombination SCE alone. The overall change in dQ/dx from cathode to anode is about 5%.
In order to study the unexpected Q A /Q C >1 phenomenon in simulation, a 3D space charge model is implemented. The default recombination model used in simulation is the modified box model [16] . In order to study effects due to space charge alone, other detector effects such as electron drift-lifetime and electron diffusion that can also produce attenuation in dQ/dx along the drift are turned off. Figure 9 shows the dQ/dx variation along the drift direction for isotropic single muons with and without space charge and recombination simulation. The positive slope in the plots indicates that the Q A /Q C >1 phenomenon arises mainly from space charge effects.
Space charge corrections
In order to correct for the space charge effect, dQ/dx corrections in each drift bin (for the 22 bins used in the analysis) are extracted using simulated samples. The space charge correction, C, is Table 2 : Space charge dQ/dx corrections in the 22 drift bins obtained by comparing samples (a) and (d) of Figure 9 and using Eq. 4.
obtained using the formula, Figure 9 shows the simulation samples used to extract the space charge corrections. Corrections were obtained by comparing samples (a) and (d) of Figure 9 , where sample (d) includes both spatial and recombination SCE. The extracted corrections, C, are plotted as a function of drift time ( Figure 10 ) and a polynomial of order three is fitted to the distribution. The final corrections, C , for each drift bin are obtained from the fitted function and are shown in Table 2 . Uncertainties associated to the space charge effect and extracted corrections are discussed in Section 8.1. The space charge corrections are applied to the data using
where C is listed in Table 2 and (dQ/dx) stands for space charge corrected dQ/dx. As an example, Figure 11 shows the individual dQ/dx vs drift time plots for six data runs before (left) and after (right) applying the space charge corrections. Figure 12 shows a comparison of the Q A /Q C charge ratio over the data taking period 02/16/2016 to 04/21/2016 (as described in Section 3) with (black filled circles) and without (blue traingles) space charge corrections. After applying the corrections, all of the measured Q A /Q C values are consistent with being 1.0 or less within statistical errors.
Comparison between Data and Simulation
The analysis method described in the previous section is validated using isotropic single-muon samples (as described in Section 3). We found that for simulated electron drift-lifetimes of up to 8 ms, the extracted drift-lifetime values are within an accuracy of 1% to 2% of the input drift-lifetimes. Since simulated samples are used to extract corrections (Section 6.1.2) and systematic uncertainties (Section 8) for the data, a comparison between data and simulation is performed. All the simulation samples used for comparison are isotropic single-muon samples (as defined in Section 3) which have different properties than cosmic-ray muons, for example, in terms of number of tracks per event and track angular distributions. However, since hits are treated independently from tracks in this analysis, a comparison at the hit level shows that we are sampling the same coordinate space as data. Figure 13 shows the hit X, Y , and Z position comparison between data and simulation for all tracks with the shorted channels cut. All distributions are normalized to unity. For data, run 5910 is used with the full event selection applied. In the case of simulation, a single-muon isotropic sample is used with a electron drift-lifetime value of 1000 seconds. Simulated tracks with a minimum X projected length of 200 cm are used in the analysis along with all other selection cuts as data. Figure 13 shows that we are sampling the same coordinate space as data.
Location dependence of Q A /Q C
The motivation to look for variations of Q A /Q C transverse to the drift direction comes mainly from the fact that such variations were observed in other experiments, such as DUNE 35-ton prototype [20] and ICARUS [21] . The liquid argon purity was observed to vary along the vertical direction of these detectors. This observed non-uniformity mainly depends on the design of the argon recirculation system. For example, in the case of DUNE 35-ton prototype, the pump suction (where the liquid argon leaves the cryostat) was at the bottom as was the input (where the clean argon enters the cryostat). The circumstance that the incoming argon was cold and came in at the bottom of the cryostat and that the pump suction was also low in the tank meant that the clean argon did not circulate effectively throughout the cryostat resulting in the observed vertical dependence of electron drift-lifetime. Note that for both DUNE 35-ton prototype and ICARUS, In the case of data, the drift (X) coordinate is corrected for t0. Both data and simulation are normalized to unity.
in X-Z Figure 14 : 2D and 1D representations of dQ/dx variation w.r.t. the median dQ/dx in top and bottom rows, respectively. Plots are made using a 100,000 event sample with out the shorted channels cut.
Figure 15: 2D map of Q A /Q C for non-drift (Y and Z) directions using 100,000 cosmic-ray data events with the modified shorted channels cut but without space charge corrections.
when this dependence was observed, the electron lifetime was very low, around 3 ms and 2 ms, respectively, which made the effect more visible. In the case of MicroBooNE (as described in Section 2), the pump suction is on the upstream end about seven inches from the bottom of the cryostat and the input of clean argon is on the downstream end right at the top of the liquid level. This is a significant difference compared to the experiments mentioned earlier. Because of this, MicroBooNE need not exhibit the same effects as the other experiments.
In order to estimate the location dependence of electron attenuation, a data-driven approach is used. As a first step, to illustrate how uniform our detector response is and how the combined magnitude of various effects such as space charge, recombination, lifetime, and wire-reponse uniformity affect the electron attenduation, the variation of dQ/dx across the detector is studied. The TPC is divided into ten (100 cm range) bins in the Z (beam) direction, five (50 cm range) bins in the Y (vertical) direction and twenty two drift time bins (100 µs wide) along the X (drift) direction. In each X-Z and Y -Z bin, the most probable dQ/dx value is extracted using a Landau convolved Gaussian fit (same as the method described in Section 6). This analysis was performed without the shorted channels cut to study the dQ/dx variation throughout the TPC. Figure 14 (top row) shows the dQ/dx variation with respect to the median dQ/dx in X-Y (left) and X-Z (right) coordinate space. Figure 14 (bottom row) shows the 1D representations of the quantity shown in the top row for X-Y (left) and X-Z (right) coordinate space. From these plots, one can see that the dQ/dx varies by about 2 to 3% in the Y direction and about 2 to 5% in the Z direction.
To estimate the location dependence uncertainty, a 2D Q A /Q C map in Y -Z is created by dividing the TPC into four bins, each with 260 cm range, along the Z direction and two bins, each with 118 cm range, along the Y direction. This binning is coarser compared to the binning used for studying the dQ/dx variation across the TPC (Figure 14) . This is needed to obtain statistically adequate samples in each TPC sub-region. As we gain more statistics, a more finer binning can be used. In extracting the Q A /Q C values in each TPC bin, a 10 cm fiducial cut from all TPC boundaries is applied along with a modified version of the shorted channels cut as follows (note that these cuts are different from the shorted channel cuts described in Section 5):
• Exclude "Shorted U " channel region: Z < 400 cm and Y > [-120+Z/tan(π/3)] cm and Y < [20+Z/tan(π/3)] cm
• Exclude "Shorted W " channel region: 690 cm < Z < 750 cm
• Exclude "Misconfigured U " channel region: Z > 800 cm and
Using this along with the event selection and analysis method described in Sections 5 and 6, Q A /Q C values are obtained in each TPC bin as shown in Figure 15 . Note that the extracted Q A /Q C values are not corrected for space charge effect in order to minimize the impact of the large errors associated with the space charge corrections. Also, space charge effect is expected to be similar in the selected TPC sub-regions by the symmetry of the detector. The RMS spread of the Q A /Q C distribution from the 8 TPC sub-regions is calculated to be 3.3%. In order to ensure that the observed variation in Q A /Q C for various regions of the TPC is not arising from statistical fluctuations, a fit to the hypothesis that the Q A /Q C values are consistent with a common average is performed. This test yielded a χ 2 /ndf of 1.15 with ndf=7 and (Q A /Q C ) average = 1.04. This shows that there is no evidence of location dependence of Q A /Q C in MicroBooNE and hence is not included in our final results.
Systematic uncertainties
A number of sources of systematic uncertainties are explored and presented here. While the list presented here may not be complete, we believe the most important systematics are addressed. Both data-driven and simulation based techniques are used to extract systematics such as those coming from space charge corrections, recombination model, and diffusion. A brief summary of Figure 16 : Variation in dQ/dx with drift time for isotropic single muons. The red points are the result of using the default modified box recombination model, and the blue points using the same model but with changed parameters. An exponential plus constant (polynomial of second order) fit to the default (modified) model is used.
other sytematics not studied for this analysis that might effect dQ/dx but are expected to be small is presented in Section 10.
Space charge correction
The space charge correction is the single largest correction to the Q A /Q C ratio in this analysis. These preliminary corrections are extracted from the space charge models implemented [17] in the simulation that are currently only valid for the central region of the TPC. To account for this, we conservatively assign a large uncertainty associated to this correction by comparing the Q A /Q C values before and after the space charge correction and taking 50% of their difference as systematic uncertainty. This is done for all 56 datasets used in the analysis. The resulting systematic uncertainty on each of the Q A /Q C value is listed in Table 3 . The uncertainty associated to space charge corrections ranges from 1.4% to 7.5% with an average uncertainty around 4.6%. This may be reduced after space charge models are fully constrained.
Recombination model
In the current default modified box model for recombination, the recombination effect is given by Eq. 3. In order to account for recombination model systematic uncertainties, α and β p in Eq. 3 are maximally varied by 0.1 and 0.01 (kV/cm)(g/cm 2 )/MeV, respectively. Two single-muon isotropic simulation samples were generated accordingly with only recombination SCE. Other effects such as electron drift-lifetime and electron diffusion that can alter dQ/dx were not included. Figure 16 shows the dQ/dx variation with drift time. The red points are the result of using the default modified box model for recombination, and the blue points using the same model but with changed parameters to estimate the systematic uncertainty. The full event selection (including the shorted channels cut) and analysis method described in Sections 5 and 6 are applied. Using an exponential plus constant (polynomial of second order) fit to the default (modified) model as shown in the figure, Q A /Q C values are extracted for both cases. Although a shift in the dQ/dx values was observed between the two models, the overall variation of dQ/dx from cathode to anode, based on the fit, is small. A Q A /Q C value of 1.042±0.032 for the default model and 1.052±0.039 for the varied parameter model are calculated. The difference between the two values w.r.t. the default model value is 1.0% and is taken as the systematic error on recombination in our final result. Table 4 : Summary of systematic uncertainties in % on the final Q A /Q C value. In the case of space charge correction, the average uncertainty (from Table 3 ) is quoted. The total uncertainty is calculated by adding the individual uncertainties in quadrature.
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Diffusion
Diffusion, especially transverse diffusion that is perpendicular to the drift direction, can smear the charge distribution arriving at the anode to neighboring wires, and affect the collected dQ/dx. In order to understand the effect of both longitudinal (along hte drift direction) and transverse diffusion on electron attenuation, simulation samples with varied diffusion parameters are generated. Also, the effects from lifetime, space charge and recombination are turned off in order to study the effect soley coming from diffusion. Figure 17 shows the dQ/dx vs drift time curves with (right) and without (left) diffusion. Diffusion (mainly transverse component) modifies the lifetime in the same direction as does the space charge, but the effect is smaller. The Q A /Q C value is 0.998±0.005 (1.019±0.004) for the sample without (with) diffusion. As an estimate of the systematic error from this effect, we use 100% of the Q A /Q C difference between the results with and without diffusion (2.0%).
Systematics summary
A summary of the systematic uncertainties calculated in this section is shown in Table 4 . All the systematic uncertainties are added in quadrature to calculate the total systematic uncertainty which is then added in quadrature to the statistical errors corresponding to the space charge corrected Q A /Q C values (black points in Figure 12 ). These final uncertainties are applied to the space charge corrected Q A /Q C values to arrive at the final results.
9 Results Figure 18 shows the variation in Q A /Q C as a function of time with both systematic and statistical uncertainties. It can be seen that even with systematic errors the purity of liquid argon throughout the data period considered is very high during stable purity conditions with Q A /Q C values ranging from 0.88±0.04 to 1.01±0.05. Following Eq. 1 and using the full drift time for our TPC (2.2 ms to drift from cathode to anode), the lowest Q A /Q C charge ratio (0.88±0.04) observed during stable purity period results in an electron drift-lifetime of 18.0 ms. This coresponds to a charge loss of 12% crossing the entire TPC at our nominal electric field of 0.273 kV/cm and an O 2 equivalent contamination of 17 ppt. The low purity regions also show relatively high Q A /Q C ratios, ranging from 0.72±0.03 to 0.87±0.04. The lowest Q A /Q C ratio (0.72±0.03) over the entire data period analyzed corresponds to 6.8 ms which corresponds to a charge loss of 28%, over the full drift, at our nominal field and an O 2 equivalent contamination of 44 ppt.
Future plans
There are other effects in the detector that might impact the extracted dQ/dx which are not currently accounted for. One comes from the induced charge on a given wire from electrons drifting to nearby wires. Here, the electrons drifting to wires near the target wire also induce charge on the target wire. However this is expected to be a small effect for the collection plane which is what is used in the analysis. Also, the 2 µs electronics shaping time is expected to further reduce this effect. Another effect that is currently not considered for this analysis is the variation in the gain and shaping time of the electronics and how it affects the charge collection. Although a 2 µs shaping time is used in processing the signal at MicroBooNE, the actual shaping time of the electronics varies by about 2.5% across the detector. We plan to incorporate these in a future iteration of the analysis. Another concern is that the space charge, recombination and diffusion corrections and related uncertainties are extracted from models implemented in simulation. In the case of recombination and diffusion, the effect is expected to be small as demonstrated in Sections 8.2 and 8.3, respectively. In the case of space charge, as discussed in Section 6.1.1, the effects modeled in simulation correspond to the central Y /Z region of the TPC where the effects are expected to be maximal. Hence one can consider the modeled effects as the worst case scenario. MicroBooNE is anticipating results on space charge, recombination and diffusion measurements using TPC information in the near future and we plan to incorporate them in a future iteration of this analysis. Furthermore, a complete calibration of the space charge effect throughout the entire active TPC volume by utilizing a recently installed larger cosmic ray tagger system and/or a UV laser calibration system [8, 22] is planned for the future.
Summary and conclusions
We report first measurements of liquid-argon purity in MicroBooNE expressed in terms of the ratio of collected charge to deposited charge, Q A /Q C , using cosmic-ray muons. Analysis of the runs during the time period, 02/16/2016−04/21/2016, show that the purity of liquid argon is very high, with Q A /Q C values ranging from 0.72±0.03 to 1.01±0.05. Systematic uncertainties dominate the measurement. The lowest electron drift-lifetime observed over the full data period analyzed is 6.8 ms corresponding to an O 2 equivalent contamination of 44 ppt and a charge loss of 28%, at full drift and nominal electric field. During stable purity period, the lowest electron driftlifetime observed is 18.0 ms which corresponds to a charge loss of 12%, over the full drift distance, at our nominal field and an O 2 equivalent contamination of 17 ppt. This is an indication that the argon purification and recirculation system of MicroBooNE is performing very well, substantially exceeding the MicroBooNE design goal of 3-ms electron drift-lifetime.
