Abstract. In this paper, we prove finite generation property and holomorphic anomaly equation for the equivariant Gromov-Witten theory of K P 1 ×P 1 .
Introduction
In the past years, many works has been done about the finite generation and holomorphic anomaly equation for (non-)compact Calabi-Yau 3-fold and also twisted theory of CalabiYau type (c.f. [3] , [5] , [8] , [9] , [10] , [11] , [15] ). Most of the examples studied are about the models of one Kähler parameter. In this paper, we study a simple example of non-compact Calabi-Yau threefold with two Kähler parameter K P 1 ×P 1 . We remark that this example has been studied in [5] , [9] and [10] from different perspectives.
Let M g (P 1 × P 1 , (d 1 , d 2 )) be the moduli space of stable maps to P 1 × P 1 with genus-g, degree (d 1 , d 2 ). Consider the standard linear torus (C * ) 4 action on P 1 × P 1 with weights λ 0 , λ 1 , µ 0 , µ 1 . There is a natual lift of the torus action on the moduli space of stable maps
). The genus-g, generating function of equivariant Gromov-Witten invariants of K P 1 ×P 1 at point τ ∈ H * (P 1 × P 1 ; Q) is defined by
where M g,n (P 1 × P 1 , (d 1 , d 2 )) vir (C * ) 4 is the equivariant virtual fundamental class (c.f. [12] ) and R 1 π * f * O(−2, −2) is the associated obstruction bundle of Gromov-Witten invariants of K P 1 ×P 1 . For simplicity, in the below, we always choose the specialization of the equivariant parameters λ 0 = −λ 1 = λ, µ 0 = −µ 1 = µ. So formally, the genus g generating function F g satisfies
To state the finite generation property and holomorphic anomaly equation precisely, firstly, we consider M αβ (q 1 , q 2 ), L αβ (q 1 , q 2 ) : α, β ∈ {0, 1} which are solutions of the equations
Using these solutions, it is easy to define a Q vector space G m,n = S T : S ∈ P n , T ∈ Q m where P n = homogeneous polynomials of{L αβ , M αβ , λ, µ : α, β ∈ {0, 1}} with degree n , Q m = monomials of {λ 2 L αβ + µ 2 M αβ : α, β ∈ {0, 1}} with degree m .
Then we define a finite generated ring
Secondly, we consider the I function of the equivariant Gromov-Witten invariants of K P 1 ×P 1
= z I 0 + I 1 z + I 2 z 2 + ...
The mirror point is defined as τ(q 1 , q 2 ) :=
. From the I function, we define a generator
where
Thirdly, we should define another four auxiliary generators
whose explicit formula are given in Section 4.
FINITE GENERATION AND HOLOMORPHIC ANOMALY EQUATION FOR EQUIVARIANT GROMOV-WITTEN INVARIANTS OF
Motivated by mirror symmetry, closed formulas and nice properties of F g are expected to obtain at the mirror point τ = τ(q 1 , q 2 ). Our main theorem is Theorem 1.1. For g ≥ 2, the genus-g generating function F g of equivariant Gromov-Witten invariants of K P 1 ×P 1 satisfies
• F g lies in a finitely generated ring
Moreover, the degree of X in the polynomial expression of F g is at most 3g − 3.
• Holomorphic anomaly equation
where the definition ofĨ 22 (q 1 , q 2 ) can be found in Lemma 3.1.
Remark 1.2. Our computations can also be applied to many other examples of two Kähler parameters, such as twisted Gromov-Witten theory over the product of projective spaces, local Hirzebruch surfaces and so on. We will deal with these examples in the future.
This paper is organised as follows: In section 2 and section 3, we focus on the genus-0 twisted equivariant Gromov-Witten theory of K P 1 ×P 1 and the computation of Givental R matrix. In section 4 and section 5 , we prove the finite generation property and holomorphic anomaly equation for Gromov-Witten theory of K P 1 ×P 1 . In section 6, we discuss the oscillatory integral and Feymann diagram representation of Givental R matrix. Acknowledgements. The authors would like to special thank professor Shuai Guo and Felix Janda for numerous discussing Givental theory and Calabi-Yau geometry. The author is partially supported by NSFC grant 11601279.
Genus
. First we consider the (C * ) 4 acts on P 1 × P 1 by
then the equivariant cohomlogy ring is
where λ i , µ j are the corresponding equivariant parameter of the torus action, H 1 and H 2 are the hyperplane classes from the first and second copy of P 1 . This torus action can be natually lifted to the canonical bundle K P 1 ×P 1 = O(−2, −2). Then we consider the twisted paring on H * (C * ) 4 
For simplicity, from now on, we take the specialization of the equivariant parameters λ 0 = −λ 1 = λ, µ 0 = −µ 1 = µ, then under the natural basis {1, H 1 , H 2 , H 1 · H 2 }, the paring matrix is
For generic equivariant parameters λ and µ, the algebra H * (C * ) 4 (P 1 × P 1 ; Q) is semisimple. It has a canonical basis
which is the idempotent of the semisimple algebra. 
.
A very important property of the I function is: it is solutions of the Picard-Fuchs equations
2.3. Quantum differential equation. The quantum differential equation is of the form dS (t, q 1 , q 2 ) = dt * t S (t, q 1 , q 2 ). At the mirror point t = τ(q 1 , q 2 ), the quantum differential equation becomes:
Assume
Via Birkhoff factorization (c.f.
[2]), we obtain Lemma 2.1. The quantum differential matrix
Proof. First, we notice that for every k ≥ 0,
is a homogenous polynomial of H 1 , H 2 , λ, µ with degree k and the coefficients are hypergeometric series of q 1 and q 2 .
It is well known that the differential operators −zq 1
From equations (4) and (5), we can get the expression of S * H 1 and S * H 2 . then
are both homogenous polynomials of H 1 , H 2 , λ, µ with degree k + 1 and the coefficients are hyper-geometric series of q 1 and q 2 . So we have the following
From equations (4) and (5), we can get the expression of
is a homogeneous polynomials of H 1 , H 2 , λ, µ with degree k + 2 and the coefficients are hyper-geometric series of q 1 and q 2 . Then taking derivatives, we get 
this is equivalent to η·A 1 is a symmetric matrix, then direct computation gives the Lemma 2.2.
By the definitions of canonical basis e αβ : α, β ∈ {0, 1} and canonical coordinates u αβ : α, β ∈ {0, 1} ,
where h
(1)
αβ + q 2 du αβ dq 2 then {M αβ }, {L αβ } are eigenvalues of the quantum matrix A 1 and A 2 respectively. Since the matrices A 1 and A 2 can be diagonalized simultaneously, we get
The commutation relation (6) 
Proof. First we write the first Picard-Fuchs equation in (2) as matrix form
where B is a 4 × 1 column matrix: 3. R matrix computations 3.1. QDE for R matrix. Following from the quantum differential equations (3) and the relation between S and R matrix (c.f. [7] ), we get the quantum differential equations satisfied by the vector (R 1|ᾱβ , R H 1 |ᾱβ , R H 2 |ᾱβ , R H 1 H 2 |ᾱβ ).
Direct consequences of the quantum differential equations for the R matrix are the following recursion relations of the R matrix.
Lemma 3.1. The R matrix satisfies the following recursion
e αβ e αβ R(z) 1 αβ − I 2 11 (q 2 , q 1 ) q 1 ) . Proof. The first column of quantum differential equations (7) give the recursion relations
αβ with e αβ = Ψ 1|ᾱβ is the norm of the quantum canonical basis. This is equivalent to
Solving these two linear equations, we get equations (i) and (ii) in Lemma 3.1. The second and third columns of quantum differential equations (7) give the recursion relations
Sum the above 4 equations, we get equation (iii) in Lemma 3.1.
Then following from Lemma 3.1 combining with the Proposition 6.5, we get the corollary Corollary 3.2. For the R matrix of the (λ, µ)− equivariant Gromov-Witten theory of K P 1 ×P 1 ,
,Ĩ 22 (q 2 , q 1 ) I 22 (q 1 , q 2 ) +Ĩ 22 (q 2 , q 1 ) .
Moreover,
Proof. Following from the recursion formula (i), (ii) in the Lemma 3.1, we obtain
By the formula (12), we can compute
Then together with induction on the behavior of R k , we can get this corollary.
Finite generation property of F g
In this section, we prove the theorem of finite generation property for genus g generating function F g (τ(q 1 , q 2 ) ). To state the theorem more precisely, we define some auxiliary generators q 1 ) .
Theorem 4.1. For g ≥ 2, the genus-g generating function of the equivariant Gromov-Witten invariants F g (τ(q 1 , q 2 )) ∈ G [P 1 , P 2 , P 3 , P 4 , X] Moreover, the degree of X in the polynomial expression of F g is at most 3g − 3.
Proof. By Givental-Teleman theorem (c.f. [14] ), the genus g generating funciton F g (τ(q 1 , q 2 )) equals to a graph sum formula (c.f. [13] )
where G g,0 is the set of all genus g, 0 marking stable graphs. Below we will show
and the degree of X in the polynomial of F g is at most |E(Γ)|.
For general genus-g, 0 marking stable graph Γ, the associated contribution Cont Γ F g in Givental-Teleman graph sum formula is
• On each vertex, the contribution is ω g v ,n v (e αβ , ..., e αβ ) = ∆ αβ 2gv−2 2
• On the kappa tails, the contribution is
where T k is a polynomial of z with degree k.
• On the edges, the contribution is
and V k is a homogeneous polynomial of z, w with degree k. Then by equation (12) and Corollary 3.2, we have
and
, I q 1 ) ) .
Assume V(Γ), E(Γ), T (Γ) are the set of vertices, edges, tails of the stable graph Γ.
where the constant c k 1 ,...,k |E(Γ)| ;l 1 ,...,l |E(Γ)| comes from the integration of product of corresponding ψ classes over M g . To make sure c k 1 ,...,k |E(Γ)| ;l 1 ,...,l |E(Γ)| is nonzero, we need requirements
Then the product of these factors in G •,• gives a factor lies in G. In fact, under the requirement (8), we have
The remains gives a product lies in the ring Q[P 1 , P 2 , P 3 , P 4 , X] and the degree of X in the polynomial of F g is at most |E(Γ)|.
Since for any stable graph Γ of genus g, 0 marking, the number of edges |E(Γ)| is at most 3g-3, we prove this theorem.
Holomorphic anomaly equation
In this section, we prove the holomorphic anomaly equation for the equivariant GromovWitten theory of local P 1 × P 1 .
5.1. Derivatives of the full R matrix. The key point for the proof is the following proposition Proposition 5.1. Formally we have the following derivatives of full R and bi-vector V w.r.t.
Proof. The first four equations about the derivatives of the R matrix along X just follows from the Lemma 3.1 and Corollary 3.2. To see the last equation, we need to express the bivector V(z, w) in terms of R matrix. Via the paring matrix (1), we get the dual basis of {1,
So the bivector V(z, w) equals to the following
Then the identity of the derivative of V w.r.t. X follows from equations of the derivative of R w.r.t X.
Finite generation property.
Theorem 5.2. The equivariant Gromov-Witten invariants of K P 1 ×P 1 satisfies the holomorphic anomaly equation
Proof. In the proof of Theorem 4.1, we have proved that, by Givental-Teleman theorem, the genus g generating funciton F g (τ(q 1 , q 2 )) equals to a graph sum formula
, X] and the degree of X in the polynomial of F g is at most |E(Γ)|.
Recall that the associated contribution Cont Γ F g in Givental-Teleman graph sum formula is
As is in the proof of theorem 4.1,
Taking derivatives along the generator X, by Lebniz's rule, we get where G Γ g−1,2 is the set of stable graphs with genus g, 2 markings, which becomes the stable graph Γ under the gluing map ι 1 : M g−1,2 → M g . (G g 1 ,1 × G g 2 ,1 )
Γ is the set of two stable graphs with genus g 1 , 1 marking and genus g 2 , 1 marking, which becomes the stable graph Γ under the gluing map ι 2 : M g 1 ,1 × M g 2 ,1 → M g . Then summing over all stable graph of genus g, 0 marking, we get the holomorphic anomaly equation (9).
Oscillatory integral and Feymann diagram representation of R matrix
In the last section, we study the associated oscillatory integral of K P 1 ×P 1 and give a Feymann diagram representation of the R matrix, which provides a directly combinatorial way to compute the R matrix.
Recall that the charge matrix of the toric variety K P 1 ×P 1 is where Γ is a subset in as sub-torus in (C * ) 5 , the sub-torus is given by the equations
Then the oscillatory integral becomes 
