Abstract. For a real number x, we let ⌊x⌉ be the closest integer to x. In this paper, we look at the arithmetic properties of the integers ⌊θ n ⌉ when n ≥ 0, where θ > 1 is a fixed algebraic number.
Introduction
For any real number x we let ⌊x⌋, ⌈x⌉ and ⌊x⌉ be the largest integer ≤ x, the smallest integer ≥ x and the closest integer to x respectively. When x is not an integer but 2x is we let ⌊x⌉ = ⌊x⌋. We also put {x} = x − ⌊x⌋ and ||x|| = |x − ⌊x⌉| for the fractional part of x and the distance from x to the nearest integer, respectively.
We let θ > 1 be an algebraic number. Although there are several results in the literature concerning the behavior of the numbers ||θ n || and {θ n }, many problems remain unsolved. For example, a famous question of Mahler whether there exists a real number α > 0 such that {α (3/2) n } ∈ (0, 1/2) holds for all n > 0 has not yet been answered.
In this note, we look at the arithmetic properties of the sequences of integers (⌊θ n ⌋) n≥0 , (⌈θ n ⌉) n≥0 , and (⌊θ n ⌉) n≥0 , respectively. We study their digital properties, the size and number of their prime factors, as well as whether or not such numbers can be perfect powers.
Some of our results work only for Pisot numbers θ (i.e., real algebraic integers θ > 1 all whose conjugates lie inside the unit disk), some other ones work for arbitrary real algebraic numbers and finally some of them work only for a certain class of algebraic numbers including the ones having the property that none of their powers is either an integer, or a Pisot number. Our methods use classical techniques from Diophantine equations and Diophantine approximations. These techniques are summarized in Section 2. Section 3 contains our results and their proofs. We briefly mention here our main results. Let A n be one of the numbers ⌊θ n ⌋, ⌈θ n ⌉, ⌊θ n ⌉ when n ≥ 0. Assume that θ ℓ ∈ Z Z for any positive integer ℓ. Then the sum of the digits of A n with respect to an integer base b > 1 is ≫ log n/ log log n; this is also true if θ ℓ ∈ Z Z for some positive integer ℓ but with θ and b multiplicatively independent instead (Theorem 3.1). The largest prime divisor of A n is ≫ log n log log n/ log log log n for all positive integers n and ≫ log n log log n for almost all positive integers n (Theorem 3.3). Moreover, if additionally θ ℓ is not a Pisot number or a Salem number whose minimal polynomial is congruent to a monomial modulo some prime, then the total number of prime divisors of A n counted by multiplicity is o(n) as n → ∞ (Theorem 3.5). We show that the assumptions here are indeed necessary (see the discussion before Theorem 3.5). Finally, if θ is a Pisot number, then A n is a perfect power only for finitely many n (Theorem 3.8).
Throughout this paper, we use the Vinogradov symbols ≪, ≫ and ≍ and the Landau symbols O and o with their usual meaning. We write P (n) for the largest prime factor of the integer n with the convention that P (0) = P (±1) = 1. For a positive real number x we write log x for the maximum between the natural logarithm of x and 1. We denote by 2 = p 1 < p 2 < · · · < p k < · · · the increasing sequence of prime numbers. We also write c 1 , c 2 , c 3 , . . . for positive computable constants depending on θ and b.
Preparations
In this section, we recall some results from Diophantine approximations and Diophantine equations which are needed throughout the paper.
We start with a quantitative version of the Subspace Theorem of W. Schmidt as formulated by Evertse ([4] ).
We normalize absolute values and heights as follows. Let IK be an algebraic number field of degree d. Let M (IK) denote the set of places on IK. For x in IK and a place v in M (IK) define the absolute value |x| v by
These absolute values satisfy the product formula
Let n ≥ 2 and x = (x 1 , . . . , x n ) be in IK n with x = 0. For a place v in M (IK) put
if v is real infinite;
Now define the height of x by
We stress that H(x) depends only on x and not on the choice of the number field IK containing the coordinates of x (see e.g. [4] ). If L(x) = a 1 x 1 + · · · + a n x n is a linear form with algebraic coefficients in x, we write H(L) for the height of its normal vector H(a 1 , . . . , a n ). We use the following formulation of the Subspace Theorem. In the sequel, we assume that the algebraic closure of IK is Q. We choose for every place v in M (IK) a continuation of | · | v to Q that we denote also by | · | v .
Theorem 2.1. Let IK be an algebraic number field. Let m ≥ 2 be an integer. Let S be a finite set of places on IK of cardinality s containing all infinite places. For each v in S let L 1,v , . . . , L m,v be linearly independent linear forms in m variables with algebraic coefficients. Let ε be real with 0 < ε < 1. Then the set of solutions x ∈ IK m to the inequality
−m−ε lies in finitely many proper subspaces of IK m . Furthermore, if H and D are such that
then the following two assertions hold: (i) There exist proper linear subspaces T 1 , . . . , T t1 of IK m with
(ii) There exist proper linear subspaces S 1 , . . . , S t2 of IK m with
such that every solution x ∈ IK m with H(x) < H of inequality (2.1)
For a proof of Theorem 2.1 the reader is directed to [4] . In the case when all the components of x are algebraic integers and if one is not interested in effective bounds for the number of subspaces involved, then the above statement can be simplified as follows.
Theorem 2.2. Let IK be an algebraic number field. Let m ≥ 2 be an integer. Let S be a finite set of places on IK of cardinality s containing all infinite places. For each v in S let L 1,v , . . . , L m,v be linearly independent linear forms in m variables with algebraic coefficients. Let ε be real with 0 < ε < 1. Then, the set of solutions x ∈ O m IK to the inequality
is contained in the union of finitely many proper subspaces of O m IK . Let S be as in Theorem 2.1. Recall that an S-unit is an element of x ∈ IK such that |x| v = 1 for all v ∈ S. We shall need the following version of a theorem of Evertse ([3] ) on S-unit equations.
in S-unit unknowns u i for i = 1, . . . , N such that i∈I a i u i = 0 for each nonempty proper subset I ⊂ {1, . . . , N } has only finitely many solutions (u 1 , . . . , u N ).
Recall that an exponential polynomial is a sequence whose general term has the form u n = s i=1 γ i α n i , where γ 1 , α 1 , . . . , γ s , α s are nonzero algebraic numbers. We assume that α 1 , . . . , α s are distinct and that
The numbers γ 1 , . . . , γ s are called the coefficients and the numbers α 1 , . . . , α s are called the roots of the exponential polynomial, respectively. The sequence (u n ) n≥0 is linearly recurrent with characteristic polynomial
One well-known consequence of Theorem 2.2 and Lemma 2.3 is the following statement regarding the number of zeros and the rate of growth of exponential polynomials which was first proved independently by Evertse ([3] ) and van der Poorten and Schlickewei ( [13] ) (this appears also as Theorem 2.3 on page 32 in [2] ).
Lemma 2.4. Let α 1 , . . . , α s be nonzero algebraic numbers such that the number α i /α j is not a root of unity for any i = j in {1, . . . , s}. Then the following hold:
(i) The set of n such that u n = 0 is finite.
(ii) Given any ε > 0, the set of n such that |u n | < |α 1 |
(1−ε)n is finite.
Note that (ii) above implies (i) but we have also included (i) since it will be used in what follows.
Finally, we will need lower bounds for linear forms in complex logarithms, due to Matveev ([10] ). To formulate them, we recall that if α is an algebraic number the naïve height of α denoted by h(α) is the maximum between 3 and the absolute values of the coefficients of the minimal nonzero primitive polynomial with integer coefficients having α as a root.
Lemma 2.5. Let a 1 , . . . , a N ∈ IK be nonzero and, for 1 ≤ i ≤ N , let A i be an upper bound for h(a i ). Let x 1 , . . . , x N be integers such that a
holds, where C is a constant which depends only on the degree d of IK.
Results
Let b > 1 be a positive integer. For a positive integer n we write s b (n) for the sum of the digits of n when written in base b. Our first result gives a lower bound for s b (m) as m runs through positive integers of the form ⌊θ n ⌋. Versions of this result have appeared in [8] and [16] .
Theorem 3.1. Assume that θ > 1 is algebraic. Assume further that θ ℓ ∈ Z Z for any positive integer ℓ. Then, the inequality s b (⌊θ n ⌋) ≫ log n log log n holds for all n > 1. The same result holds with ⌊·⌋ replaced by ⌈·⌉, or ⌊·⌉. Furthermore, the same inequality holds when θ ℓ ∈ Z Z holds for some positive integer ℓ if one further assumes that θ and b are multiplicatively independent.
Proof. We assume that θ ℓ ∈ Z Z for any positive integer ℓ. Write
where a i ∈ {1, . . . , b − 1} are nonzero digits in basis b of the number on the left and
We write n 0 for a large positive integer depending on θ and b not necessarily the same at each occurrence. Clearly, a 0 = 0 if n > n 0 . Since
we get easily that
as n → ∞. Relation (3.1) can be rewritten as
provided that n > n 0 . For n > n 0 , the expression on the left above is not zero. Furthermore, also for n > n 0 , estimate (3.3) shows that
Taking logarithms in the inequality (3.4) and applying Lemma 2.5 together with estimate (3.5), we get
where c 1 > 0 is some constant depending only on the degree of θ. For n > n 0 , the above inequality implies that
where one can take c 2 = 2c 1 (log b) log h(θ) provided that n > n 0 . We now show that there exists a constant c 3 > 0 such that the inequality
holds for all i = 1, . . . , k. Inequality (3.6) proves that inequality (3.7) holds at i = 1 when n > n 0 with any constant c 3 ≥ c 2 . Assume that it holds with some i ∈ {1, . . . , k − 1} and let us prove that it holds with i replaced by i + 1. Rewrite (3.1) as (3.8)
for n ≥ n 0 . Assume first that the expression on the left is nonzero. Then Lemma 2.5 together with estimate (3.5) imply that
We may assume that t i+1 −t 0 ≥ 4, otherwise the desired inequality (3.7) holds with i replaced by i + 1 provided that n ≥ n 0 . Thus,
Since also
we get that
Hence, choosing c 3 = 2c 2 , we note that c 3 > c 2 and that inequality (3.7) with i implies the same inequality with i replaced by i + 1. This conclusion was drawn under the assumption that
which is true because θ n ∈ Z Z. Hence, inequality (3.7) holds for all i = 1, . . . , k. We now rewrite again (3.1) as
The left hand side above is λ n θ −n = 0. Applying again Lemma 2.5 and estimate (3.5), we get that
where we can take c 4 = c 3 log b. This last inequality obviously leads to the conclusion that (1))(log n)/ log log n as n → ∞, which is slightly more than what we wanted to prove. The above argument deals with the statement of the theorem when θ ℓ ∈ Z Z for any positive integer ℓ by taking λ n to be θ n − ⌊θ n ⌋, or θ n − ⌈θ n ⌉, or the minimum between the above two expressions, respectively. Minor modifications deal with the case when θ ℓ ∈ Z Z for some positive integer ℓ. Indeed, the fact that θ ℓ ∈ Z Z was only used to justify that the expression (3.9) is nonzero. Assume, with the previous notations, that (3.12) (c 3 log n) k ≤ n log n , since otherwise the desired inequality is true. If the expression appearing at (3.9) is zero for some i ≤ k, it then follows, in particular, that θ n ∈ Z Z. Letting ℓ be the minimal positive integer such that θ ℓ ∈ Z Z, we conclude that ℓ | n. Thus, we may replace θ by θ ℓ and therefore assume that ℓ = 1; i.e., θ ∈ Z Z. Let i ≤ k be minimal such that the expression shown at (3.9) is zero. Note that for i = n this expression is zero anyway since θ n ∈ Z Z. Then the above inductive argument gives t 0 − t i ≤ (c 3 log n)
i . Let q 1 , . . . , q s be all the distinct primes dividing θb and write θ = 
together with estimate (3.12) shows that u j = v j t i + O n log n holds for j = 1, . . . , s, where the constant implied by the above O depends on θ and b. In particular, u j = 0 if and only if v j = 0 holds for n > n 0 . Thus, u j v j = 0 for all j = 1, . . . , s and
Thus, if j 1 , j 2 are in {1, . . . , s}, we then get that
For n > n 0 , the above estimates imply that
Writing u/v for the common value of all u j /v j for j = 1, . . . , s, we get that θ n = b v , which contradicts the fact that θ and b are not multiplicatively independent.
⊓ ⊔ Remark 3.2. The same conclusion remains true if the sequences of general term u n = ⌊θ n ⌋, etc., from the statement of Theorem 3.1 are replaced by sequences of integers (u n ) n≥1 of the form
with an algebraic number θ > 1 satisfying the following conditions:
(i) either θ n ∈ Z Z for any n > 0, or θ ℓ ∈ Z Z for some positive integer ℓ but θ and b are multiplicatively independent.
(ii) There exists ǫ > 0 and n 0 such that
Indeed, in this case, with the notation from the proof of Theorem 3.1, we assume additionally that (c 3 log n) k < ǫ log θ 2 log b , since otherwise the desired inequality holds. Then
therefore the inequality
holds for n > n 0 . Thus, estimates (3.4) and (3.8) hold. Estimate (3.10) also holds up to replacing n by ǫn in the exponent of θ appearing in the denominator in the right hand side, which in turn leads to an inequality similar to (3.11), except that its left hand side is now smaller by a factor of ǫ. This still implies the desired estimate.
Theorem 3.3. Let again θ > 1 be an algebraic number such that θ ℓ ∈ Z Z for any positive integer ℓ > 0. Then the inequality (3.13) P (⌊θ n ⌋) ≫ log n log log n log log log n holds for all positive integers n, while the inequality (3.14) P (⌊θ n ⌋) ≫ log n log log n holds for almost all positive integers n. The same estimates hold with ⌊θ n ⌋ replaced by ⌈θ n ⌉, or by ⌊θ n ⌉, respectively.
Proof. Assume that the largest prime factor of ⌊θ n ⌋ is p t . Then
Applying Lemma 2.5 to get a lower bound on the left hand side of estimate, together with the trivial estimate a i ≪ n, and taking logarithms of both sides, we get that there exists a computable absolute constant c 1 > 0 such that
(log p i ) log n for n > n 0 .
Since p i < i 2 holds for all i ≥ 2, we get that
After taking logarithms, this last inequality leads to
(1 + o(1)) log n ≤ t log log t as n → ∞. The last estimate above leads to the conclusion that the inequality t > (1 + o(1))(log n)/(log log log n) holds as n → ∞. By the Prime Number Theorem, we get that
log n log log n log log log n as n → ∞, which obviously implies estimate (3.13). Note that the implied constant in (3.13) can be taken to be any positive constant < 1 and the resulting inequality then holds once n is sufficiently large.
For the second inequality, we take IK = Q[θ] and let d be its degree. We assume that X is a large positive real number. We let t be a function of X to be determined later and let
We may assume that t is sufficiently large such that p t exceeds both the numerator and the denominator of the rational number N IK/Q (θ). Then
We let S be the set of all valuations v of IK such that |p i | v = 1 for some i = 1, . . . , t. Clearly, |S| = s ≤ d(t + 1). We select the infinite valuation of S corresponding to the conjugation that sends θ to itself and we denote this valuation by w (note that θ is real, so |θ| w = |θ| 1/d ). We let m = 2 and for
for which we put L 2,w = x 1 − x 2 . It is easy to see that L 1,v (x) and L 2,v (x) are linearly independent over IK for all v ∈ S. One also checks easily that condition (2.2) holds for our system of forms L i,v (x) for i = 1, 2 and v ∈ S with H = D = 1. Furthermore,
for all v ∈ S.
We now let x = (θ n , p
), where n ∈ N . It is then easy to see that
Since |x 2 | v ≤ 1 for all finite valuations v ∈ S and |x 1 | v = |x 2 | v = 1 for all valuations v of IK which are not in S, one gets easily that
where the last inequality follows from the fact that
which in turn holds because S contains all valuations v of IK such that |x| v ≥ 1. It thus follows that inequality (2.1) is satisfied for m = 2, our finite set of valuations S and system of linear forms L i,v (x) for i = 1, 2 and v ∈ S with ε = δ/2d assuming that X is large. For such large X, the argument from the end of the proof of Theorem 3.1 shows that H(x) > 1. Now Theorem 2.1 shows that N is contained in at most
nontrivial subspaces. Note that a vector x = (x 1 , x 2 ) to belong to a proper a subspace of IK 2 just means that x 1 /x 2 = γ has fixed value. If γ is fixed, then since θ ℓ ∈ Z Z for any positive integer ℓ, it follows that there can exist at most one positive integer n ∈ N such that θ n /(p a1,n 1 · · · p at,n t ) = γ. This shows that for large X we have
we then get that |N | ≤ X 1/2 log 4d log log 4d = o(X) as X → ∞. Thus, for most n, the inequality
2d log n holds. This implies, via the Prime Number Theorem, that the inequality p t ≫ log n log log n holds for most positive integers n. Taking λ n to be θ n − ⌊θ n ⌋, or θ n − ⌈θ n ⌉, or the minimum of the two, respectively, we get the desired estimates. ⊓ ⊔ Remark 3.4. As Theorem 3.1, Theorem 3.3 also holds under slightly more general assumptions. Namely, both statements asserted by Theorem 3.3 remain true if the sequence of general term u n = ⌊θ n ⌋ is replaced by a sequence of general term u n = θ n + λ n , where θ > 1 is an algebraic number such that θ ℓ is irrational for all positive integers ℓ and there exist ǫ > 0 and n > n 0 such that 0 < |λ n | < θ (1−ǫ)n holds for all n ≥ n 0 .
Indeed, in this case, the right hand side of inequality (3.15) is replaced by O(θ ǫn ). In turn, this leads to an inequality similar to (3.16) except that its left hand side is smaller by a factor of ǫ. This does not change the desired conclusion about p t . For the second inequality, the right hand side of inequality (3.17) becomes θ (1−ǫ)n . In turn, this implies that inequality (3.19) holds with the exponent of H(x) equal to −2 − ǫδ/d. This leads to the conclusion that for large X, the inequality (2.1) from the statement of Theorem 2.1 holds for m = 2, our set of valuations S and our system of linear forms L i,v (x) for i = 1, 2 and v ∈ S with ε = ǫδ/(2d). This leads to the desired conclusion except that the constant implied by the symbol ≫ in p t = P (u n ) also depends on ǫ. We give no further details.
For a positive integer n = t i=1 q ai i , where q 1 < · · · < q t are primes and a i are positive integers for i = 1, . . . , t, we write Ω(n) = t i=1 a i for the total number of prime factors of n, including repetition. It is known that the maximal order of Ω(n) is log n/ log 2 (see Lemma 3.7 below). Next, we ask whether this order of magnitude can be attained by a subsequence of the form (⌊θ n ⌋) n≥0 , where θ > 1 is an algebraic number. Considering the following scenarios:
1. Assume that θ ℓ ∈ Z Z holds for some positive integer ℓ. Clearly, θ ℓ > 1. Let p be a prime factor of θ ℓ . Then, if n is any multiple of ℓ, we have that
holds for infinitely many n.
2.
Assume that θ > 1 is such that for some positive integer ℓ we have that θ ℓ = η, where η is a Pisot number of degree e 1 whose minimal polynomial is congruent to X e1 (mod p) for some prime number p. In this case, we let η 1 (= η), η 2 , . . . , η e1 be all the conjugates of η. Clearly,
as n → ∞. Thus, if n is sufficiently large, then u n = ⌊η n ⌉ = ⌊θ ℓn ⌉. Now note that since the minimal polynomial of η is congruent to X e1 (mod p), it follows that p divides η e1 i for all i = 1, . . . , e 1 . In particular,
Thus, Ω(⌊θ ℓn ⌉) ≥ ⌊n/e 1 ⌋ ≫ log(θ ℓn )
holds for all sufficiently large n.
As an example, we leave it to the reader to verify that if p is any prime and d is odd and large with respect to p, then the polynomial
is a Pisot polynomial (i.e., the minimal polynomial of a Pisot number). The next result shows that up to allowing also Salem numbers, the above two cases are the only ones for which ⌊θ n ⌋, or ⌈θ n ⌉, or ⌊θ n ⌉ can have a very large total number of prime factors for infinitely many n. The precise statement is as follows. Recall that a Salem number is an algebraic integer θ > 1 all whose conjugates are inside or on the unit circle and at least one of them has absolute value one. Now the precise statement of the result is as follows.
Theorem 3.5. Let θ > 1 be an algebraic number such that neither θ ℓ ∈ Z Z for a positive integer ℓ, nor is θ ℓ a Pisot or a Salem number whose minimal polynomial is congruent to a monomial modulo some prime number. Then the estimate
holds as n → ∞. The same conclusion holds when ⌊θ n ⌋ is replaced by ⌈θ n ⌉, or ⌊θ n ⌉, respectively.
In order to prove Theorem 3.5, we need the following technical result.
Theorem 3.6. Let θ > 1 be any algebraic number such that either θ ℓ ∈ Z Z for any positive integer ℓ, or θ ℓ is not some Pisot or Salem number whose minimal polynomial is congruent to a monomial modulo some prime number. Then, for every finite set of places S of IK = Q[θ] and for every ǫ > 0 there are only finitely positive integers n such that
The same conclusion holds if one replaces ⌊θ n ⌋ by ⌈θ n ⌉, or ⌊θ n ⌉, respectively.
Proof. We assume that there are infinitely many values of n for which inequality (3.20) holds and we shall reach a contradiction. (ii) valuations v of IL sitting above some prime p i for i = 1, . . . , t, where t is a sufficiently large positive integer such that p t exceeds the largest prime factor of both the numerator and the denominator of the rational number N IK/Q (θ). It is clear that if n is such that inequality (3.20) holds, then the same inequality also holds when v runs in the subset of all the finite valuations of IL. We let N be the set of positive integers n such that inequality (3.20) is fulfilled. Let U be the group of roots of unity inside IL and let M be its cardinality. Assume that {θ 
M is a root of 1, therefore θ i /θ j is also a root of 1. Since θ i /θ j ∈ IL, we get that this root of 1 is in U , a group of order M . But then (θ i /θ j ) M = 1, therefore α i = α j , which is not allowed. So far, we know that α i /α j is not a root of 1
Assuming that the inequality (3.20) is fulfilled for infinitely many positive integers n, we conclude that there exists a ∈ {0, 1, . . . , M − 1} and infinitely many positive integers n such that inequality (3.20) holds with n replaced by a + M n. Now let m = d 1 + 1, put x = (x 1 , . . . , x m ) and the system of forms L i,v (x) for i = 1, . . . , m and v ∈ S given as follows:
for all finite valuations v ∈ S; (iii) For any infinite valuation v ∈ S corresponding to some automorphism of IL into itself, let i v ∈ {1, . . . , d} be such that θ iv is mapped via this automorphism to
One checks easily that the system of forms L i,v (x) for i = 1, . . . , m consists of m linearly independent linear forms for all v ∈ S. Further, the condition (2.2) holds for our system of forms with H = H(θ 1 , · · · , θ d ) M and D = d!/d 1 although these parameters will not be needed in the proof that follows. We write again θ n + λ n = u n , where 0 < |λ n | < 1. For our system of forms with
we have the following estimate
As in the proof of Theorem 3.3, the above inequality implies that
where δ > 0 is such that θ = H(θ) δ . Theorem 2.2 now tells us that N is contained in finitely many nontrivial subspaces of IL m . Let one such nontrivial subspace be given by an equation of the form
where not all coefficients γ 1 , . . . , γ m are zero. Hence, we have arrived to the equation
If γ d1+1 = 0, we then get that
and not all γ i for i = 1, . . . , d 1 are equal to zero. Since α i /α j is not a root of unity for any i = j, Lemma 2.4 (i) shows that there can be only finitely many positive integers n such that relation (3.22) holds.
Assume next that γ d1+1 = 0. Suppose that d 1 = 1. Then writing γ = γ d1+1 /γ 1 (note that γ 1 = 0), we then get that α n 1 = γu n . If this equation has at least two positive integer solutions n, we then get that there exists a positive integer ℓ such that α ℓ 1 ∈ Q (here, we can take ℓ to be the difference between two solutions for n, say n 1 and n 2 ). If furthermore this equation has infinitely many positive integer solutions n, it follows that there exists b ∈ {0, 1, . . . , ℓ − 1} such that infinitely many of these solutions will have
holds for infinitely many positive integers n 1 . In turn, this is possible only if α ℓ 1 ∈ Z Z (since the numbers of the form γ ′ u b+ℓn1 have bounded denominators independently of n 1 ). Thus, we have arrived at the conclusion that θ Mℓ is an integer, which was excluded. Assume next that still
by an appropriate Galois automorphism of IL, we may assume that γ ′ 1 = 0. Using also the fact that u n = θ a α n 1 + λ n , we have
Since |α 
Evaluating the double product for our system of forms and valuations in x = (β n 1 , . . . , β n d1 ) and using the fact that T consists of all possible valuations v of IL such that |β i | v = 1 for some i = 1, . . . , d 1 , we get that
for some suitable number δ. We can take
where p 0 is that prime number such that N IL/Q (π 0 ) is a power of p 0 . Theorem 2.2 now implies that (β n 1 , . . . , β n d1 ) can lie in only finitely many subspaces of O IL and (i) of Lemma 2.4 shows the each of such subspaces can contain only finitely many of such vectors. Hence, there are only finitely many possibilities for n altogether, which is a contradiction.
In particular, θ 1 is an algebraic integer and θ M 1 is either a Pisot or a Salem number.
Returning to estimate (3.20) , it follows easily that there exists a constant δ > 0 depending on ε, S and θ and a prime ideal π 0 ∈ O IL , such that for infinitely many n, we have that π ⌊δn⌋ 0 | u a+Mn . Indeed, let P be the set of all prime ideals corresponding to all the finite valuations of S. Put P for the maximal prime number appearing in the factorization of N IL/Q (π) for π ∈ P and t for the number of finite valuations in S. Then, writing
where V is an ideal such that |V | π = 1 for all π ∈ S, we get that if we put a(n) = max{a π : π ∈ P}, then the product appearing on the left of (3.20) exceeds P −ta(n)/d1 . Inequality (3.20) implies that a(n) ≫ n, where the constant understood in ≫, which we denote by δ, depends on P, d 1 , θ and ǫ. Since we have infinitely many values for n and only finitely many elements in P, it follows that we may assume that a(n) = a π0 holds for infinitely many n. Then
holds for infinitely many n. An argument similar to the one used to prove that α i is an algebraic integer based on the Subspace Theorem now shows that π 0 | α i must hold for all i = 1, . . . , d 1 . But this shows that the minimal polynomial f (X) of α 1 is congruent to X d1 modulo π 0 and, in particular, it is also congruent to X d1 modulo p 0 , where p 0 is the prime number such that N IL/Q (π 0 ) is a power of p 0 . Now θ is a root of f (X M ), a polynomial congruent to X Md1 (mod p 0 ). Since the minimal polynomial of θ divides f (X M ) and has degree d, we conclude that this polynomial must be X d (mod p 0 ), which finishes the proof.
⊓ ⊔ Now Theorem 3.5 is an immediate consequence of Theorem 3.6 and of the following lemma which has previously appeared in [9] concerning the structure of positive integers n with a large Ω(n).
Lemma 3.7.
(1) The inequality Ω(n) ≤ log n log 2 holds for all positive integers n.
(2) Let K be any positive real number in the interval 0, 1 log 2 and let A K be the set of all positive integers n such that Ω(n) ≥ K log n. Then A K is infinite and there exist two computable positive constants L and δ with δ < 1 depending only on K such that if n ∈ A K , then there exists a prime number p < L such that if we write n = p αp m where gcd(p, m) = 1, then log m < δ log n.
Finally, we look at the perfect powers in the sequence (⌊θ n ⌋) n≥0 .
Theorem 3.8. Assume that θ > 1 is a Pisot number. Then the equation
has only finitely many positive integer solutions (x, k, n) with x > 1 and k > 1. The same conclusion remains true when ⌊θ n ⌋ is replaced by ⌈θ n ⌉, or ⌊θ n ⌉, respectively.
Proof. Write again θ n + λ n = x k , where 0 < |λ n | < 1. Then
A result of Shorey and Stewart from [15] implies that k is bounded. Now assume that k ≥ 2 is fixed. We show that the equation ⌊θ n ⌋ = x k has only finitely many positive integer solutions (n, x). Assume that this is not so. Since θ is Pisot, it follows that if we write θ 1 = θ, . . . , θ d for all the conjugates of θ (including itself), then Since there are infinitely many pairs (n, x), we may assume that δ is common for infinitely many values of n. The sequence
is a linearly recurrent sequence of order d, or d+1, according to whether δ = 0, or −1, respectively, which has a dominant root θ. Theorem 2 on page 322 of [1] (for more general statements of this type see [5] [6] [7] ) shows that there exists a ∈ {0, 1, . . . , k − 1}, an integer s ≥ 1, and numbers α 1 , β 1 , . . . , α s , β s ∈ Q such that the identity Similar arguments can be used to deal with the sequences of general term ⌈θ n ⌉, or ⌊θ n ⌉, respectively (i.e., one only has to also allow for the possibility δ = 1, which does not affect the preceding arguments). This completes the proof of Theorem 3.8.
⊓ ⊔
