The aim of this article is to assess the role of real effective exchange rate volatility on long-run economic growth for a set of 82 advanced and emerging economies using a panel data set ranging from 1970 to 2009. With an accurate measure for exchange rate volatility, the results for the two-step system GMM panel growth models show that a more (less) volatile RER has significant negative (positive) impact on economic growth and the results are robust for different model specifications. In addition to that, exchange rate stability seems to be more important to foster long-run economic growth than exchange rate misalignment.
Introduction
There has been a growing literature trying to shed some light on the importance of the relationship between real exchange rate (RER 1 ) and economic growth. Some of the works have focused on studying export-led growth strategies 2 and others are dedicated to studying RER misalignments 3 . However, not only is the level of RER important (and its deviation from the long run equilibrium), but also its volatility, which may hinder investment and trade.
Regardless of the results from the literature, which are mixed, there is a widespread use of measures of exchange rate volatility based on non-conditional standard deviation, which imposes well known limitations to the empirical analysis. This can be seen as a restriction on the empirical research for the role of exchange rate volatility on growth. As well as that, a vast literature has been developed making use of distinct measures of exchange rate misalignment, but they also have some limitations. On the one hand, when misalignment is calculated as the deviation of the observed exchange rate with respect to an estimated one, some problems arise in estimating the equilibrium exchange rate. On the other hand, misalignment calculations are not usually able to identify when the economy is facing appreciation or depreciation of the exchange rate and for how long. Frequently, economies with higher economic growth rates, such as the Asian countries, use (depreciated) exchange rate policies in the sense that they follow an outward growth strategy. In such cases there is still a possibility to have exchange rate misalignment (with appreciation movements).
This article aims to shed some light on the role of RER volatility on long-run economic growth. We argue that both emerging and developed countries have difficulties in their economic growth process due to a series of factors, including RER volatility. Our panel data consists of 82 emerging and advanced countries for the period between 1970 and 2009. Our results show that a more (less) volatile RER has significant negative (positive) impact on economic growth and the results are robust for different model specifications. In addition to that, exchange rate stability seems to be more important to foster long-run economic growth than exchange rate misalignment.
The next section presents the literature on the relationship between real exchange rate volatility and long-run economic growth. Section 3 describes the methodology of measuring RER volatility as part of contribution of this research. Section 4 presents the empirical model and additional issues related to the econometric methodology. Section 5 summarizes the empirical results and section 6 brings some concluding.
The Literature
The relationship between growth and RER volatility has been approached by the economic literature through different perspectives and channels, such as trade, investment, unemployment, and productivity, besides direct effects and causalities. In relation to trade and exchange rate volatility, the theory goes on both directions. For instance, Cushman (1986) and Peree & Steinherr (1989) show that more exchange rate volatility is related to negative effects on trade, whilst Viaene & de Vries (1992) find little effect between the two variables. Franke (1991) and Sercu & Vanhulle (1992) construct models showing that trade can be even benefited from higher currency volatility. Ambiguous results go beyond theory and are also encountered in empirical results. For instance, Caballero & Corbo (1989) and Peree & Steinherr (1989) find a negative consequence between exchange rate volatility and trade, while positive effects are reported by Franke (1991) , Sercu & Vanhulle (1992) , Doyle (2001) and Bredin, Fountas & Murphy (2003) , among other articles.
In relation to investment and exchange rate volatility, results are also mixed. For instance, Campa & Goldberg's (1995) results show that exchange rate volatility brings uncertainty on investment volatility in the U.S. data, but has not effect for the Canadian data. From another standpoint, Darby et al.(1999) analyze the case of France, Germany, Italy, the UK and the USA, showing that exchange rate volatility affects negatively (and strongly) investment. Similar results are found by Bleaney & Greenaway (2001) and Serven (2002) . Report Among the works that find some relationship between RER variability and growth, Dollar (1992) analyzes 95 developing countries over the period [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] and reports evidence of a negative relationship between the two variables. Bosworth et al. (1996) analyze the economic growth experiences of 88 countries (developing and industrial) over the period . Their results strongly support that export-oriented trade policies promote economic growth and also show that RER volatility influences negatively output growth by slowing increases in total factor productivity. Bleaney & Greenaway (2001) study the influence of RER volatility on investment and growth in 14 sub-Saharan African countries over the period from 1980 to 1995. According to their results, RER volatility does affect investment but not economic growth. A similar outcome was reported in a previous article by Ghura & Grennes (1993) for 33 Sub-Saharan countries. Schnabl (2009) focuses on the effects of exchange rate volatility on growth in Emerging Europe and East Asia. The author comes to the conclusion that exchange rate volatility has a negative influence on growth for those regions. Belke & Kaas (2004) analyze data related to Central and Eastern European emerging countries and their results reveal that exchange rate volatility lowers employment growth. Feldmann (2011) makes use of data related to 17 industrial countries over the period 1982-2003, with controls for country-specific characteristics. Their conclusion is that a higher exchange rate volatility increases unemployment rate, despite the magnitude of the effect being small. For a data set consisting of 83 countries for the period 1960-2000, Aghion et al. (2009) find evidence that RER volatility is negatively associated with long-term productivity growth in countries with underdeveloped financial markets only. Bagella et al. (2006) shows that RER volatility has considerable impact on growth of per capita income. Ghosh et al. (1997) do not find any significant relationship between observed exchange rate variability and economic growth for a sample of 140 countries over 30 years, even though investment seems higher and trade growth lower under pegged regimes. Aristotelous (2001) analyzes the impact of exchange-rate regime and volatility on the British exports to the USA for the period 1889-1999 and finds that neither different exchange rate regimes nor volatility affected British exports to the USA.
As it can be seen, the empirical literature related to the topic has not been able to come up with a final answer regarding the relationship between growth and RER volatility. In fact, Eichengreen (2008, p. 04) argues that, even though there has not been strong statistical evidence related to RER and its volatility, the fact is that RER matters: "keeping it at appropriate levels and avoiding excessive volatility enable a country to exploit its capacity for growth and development."
The Measure of Exchange Rate Volatility
One of the contributions of this work is an accurate measure of exchange rate volatility, which is based on data for real effective exchange rate (REER) defined as:
where: i) s it is the nominal exchange rate of country 'i' in period 't', expressed as units of U.S. dollars relative to the domestic currencies; ii) P it is the consumer price index of country 'i' in period 't'; iii) s kt is the nominal exchange rate of the trade partner 'k' of country 'i' in period 't'; and iv) P * it is the consumer price index of the trade partner 'k' of country 'i' in period 't'. The monthly database includes 82 countries from January 1970 to December 2009, except for Zimbabwe's REER, with data up to December 2006. The base year is 2002 and Box 1 in the appendix describes all countries used in our estimation.
Box 1 here
The volatility measures are calculated from the returns of the natural log of the REER, r it = q it -q it-1 , where q it = ln(REER it ) based on three steps: i) a unit root test for the return of the series; ii) a model for the conditional average; iii) and a model for the conditional variance.
Before we talk about the three steps, it is worth mentioning that, in deriving our monthly volatility measure, the choice was to model each time series based on ARMA+XARCH structures rather than a VAR+Multivariate Volatility Model. In fact, modeling series by series has become the preferred strategy since the limitation of the software 4 used in our calculation does not allow imposing different structures for each country time series.
Therefore, we develop a unit root test for the return time series for each country and examine the correlogram (autocorrelation and partial autocorrelation functions) in order to determine the maximum order for the average structure, which was modeled by the ARMA process.
The second step is to model the conditional average of the return through an ARMA process. The estimation method used is the MPL (Modified Profile Likelihood). We compare the different models controlling for the sample size and use the Schwarz Criteria to select the optimal structure. Once the selection is made, we model the return series using the average structure. After saving the standardized residuals, we create the squared residuals and examine the correlogram in order to evaluate the maximum order for the variance structure, which is modeled using a XARCH procedure.
The next step was to model the conditional variance of the return series by the XARCH (GARCH, IGARCH, EGARCH, APARCH e GJR) structure using the average conditional structure obtained from one of the steps described prevously. The estimation approach is a maximum likelihood with a quasi-Newton method (BFGS) developed by Broyden (1970) , Fletcher (1970) , Goldfarb (1970) and Shanno (1970) . Four distributions are considered for the standard errors of each model: Gaussian, t-student, GED (Generalized Error Distribution) and skewed t-student. We compare the models that presented convergence, controlling for the sample size and selecting the optimal structure by the Schwarz Criteria. The chosen model needs to converge and also to satisfy all the moment conditions from the XARCH structure. If the chosen model has no significant conditional average structure (AR or MA), the necessary simplifications are implemented and the choice of the reduced model is based on the Schwarz Criteria. Next, we use Box/Pierce tests for the standardized residuals and the squared standardized residuals, as well as the ARCH test.
This procedure will result in obtaining the monthly conditional variance measure modeled through the optimal ARMA+XARCH structure described above. The final output has 479 observations for 81 countries and 443 for Zimbabwe. The conditional volatility measure (Conditional Volatility) is the squared root of the conditional variance measure. Table 1 summarizes the models for each of the 82 return time series. There is a predominance of models with the IGARCH (1,1) structure, and also GARCH (0,1) and IGARCH (1,2) models to a lesser extent. There is only one APARCH (1,1) model for the conditional variance of Peru and no EGARCH or GJR model was selected. For the average structure, there is the predominance of MA(1) and AR(1) with occasional cases of ARMA (1,1) and AR(2). Regarding the selected distributions, the majority is represented by either t-student or asymmetric t-student and, in a few cases, by GED (Generalized Error Distribution). The normal distribution was not selected for any of the series.
As described before, no EGARCH or GJR model was selected, which can be considered an unexpected result, to some extent, since the stylized fact of asymmetric shocks in financial assets is frequently observed. We have not used control variables in the equation for the conditional average (ARMA) or the conditional variance (XARCH), but it should be mentioned that the level changes indicated by the predominance of IGARCH models could have been controlled and so the asymmetric effects of shocks would be more likely to be captured. Table 1 here The annual conditional volatility for country 'i' in year 't' is the twelve-month average (January to December) of the monthly volatility, and its equation is given by:
where 't' refers to year, 'i' to country and 'k' to month (k = 1, January, … k = 12, December).
Descriptive statistics for the annual conditional volatility are presented in Table 2 . The four highest observations are lower compared to monthly conditional volatilities, which is a sign that the peaks are absorbed once we apply the standard deviation. On the other hand, the four lowest observations are higher since the information on the valleys are lost. One can observe that, except for the 99% percentile, for the remaining percentiles the first observation increases while the asymmetry, kurtosis and variance significantly decrease. This is associated to the absorption of the higher and lower observations when using the standard deviation, which makes the data distribution more centered. 
The Empirical Strategy
The goal of this work is to investigate the role of real exchange rate volatility in long-run economic growth. A general representation for the growth model, including all control variables, is given by the following equation: We also include an interaction variable between REER volatility and initial per capita GDP in order to evaluate if such volatility in rich (poor) countries may cause low (high) economic growth, in line with the convergence literature which argues that the higher the initial GDP the lower the GDP growth 7 , regardless of showing low (higher) volatility. Additional control variables include dummies to address possible regional differences, such as a dummy for Asian economies (DUAsia), a dummy for G7 (DUG7) and a dummy for Latin American economies (DULatin). (1970-1974, 1975-1979, 1980-1984, 1985-1989, 1990-1994, 1995-1999, 2000-2004, 2005-2009 ) so as to minimize business cycle effects and autocorrelated error terms. The exceptions are LEDUC and GDP INITIAL, both expressed by the first year value of each five-year period.
To this purpose, we begin by estimating a series of static panel data models, with fixed and random effects 9 . We then estimate a dynamic panel data growth models, via system GMM (twostep). This method is useful because i) it takes into account the time series dimension of the data; ii) it deals with non-observable country specific effects; iii) it treats all explanatory variables as endogenous.
It has to be mentioned that one of the challenges of this empirical investigation is how to deal with the use of weak instruments, since it is associated with an asymptotical increase in the coefficient of variance and, in small samples, such coefficients can be biased. 10 To reduce the potential bias and inaccuracy associated with the use of Difference GMM, Arellano & Bond (1991) , Arellano & Bover (1995) and Blundell & Bond (1998) develop a system of regressions in differences and levels. The instruments for the regression in differences (in levels) are the lagged levels (differences) of the explanatory variables. They can be considered appropriate under the assumption that, despite a possible correlation between the levels of the explanatory variables and the country-specific effect, such correlation does not exist when those variables are in differences.
Another empirical concern is the problem of instrument proliferation in GMM estimations. Roodman (2009a Roodman ( , 2009b ) develops a detailed analysis on this issue, emphasizing the symptoms of an excessive use of instruments. The idea is that as the time dimension increases, the number of instruments can be too large compared to the sample size, invalidating some asymptotic results and specification tests. Too many instruments can overfit endogenous variables and fail to expunge their endogenous components, resulting in biased coefficients. Another argument is that the Hansen and Difference-in-Hansen tests can be weak in the presence of overidentification.
Our system GMM estimation follows two empirical strategies to deal with too many instruments (Roodman, 2009b) . The first one is to use the collapse sub option for the xtabond2 command in Stata. The idea is to combine instruments by adding smaller sets, without dropping any lags, meaning that there is the creation of one instrument for each variable and lag distance, rather than one for each time period, variable, and lag distance. The final outcome is to divide the GMMstyle moment conditions into groups and sum the conditions in each group to form a smaller set. At the end, we have a set of collapsed instruments where one is made for each lag distance, with zero substituted for any missing values. The second empirical strategy (Laglimits) forces the use of only certain lags instead of all available lags for instrument.
11 What is common to both empirical choices is that they reduce the number of instruments and also are linear in T.
But before moving to the econometric estimations, we turn to the basic statistics reported on Table 3 . The average growth in real GDP for the whole dataset is 1.77%, but with a standard deviation of 2.86, almost twice as the mean. The minimum growth rate detected (-12.10%) refers to Zaire for the period 1990-1994. On the other hand, the maximum growth rate (16.08%) refers to Botswana for the period [1970] [1971] [1972] [1973] [1974] .
The second variable to be examined in Table 3 Nicaragua (1985 Nicaragua ( -1989 has the highest (0.58). As for the log of the REER (mean = 4.77 and standard deviation = 0.65), Zaire holds the lowest value (3.45) for the period [2005] [2006] [2007] [2008] [2009] , and Nicaragua the highest (13.57) for the period 1985-1989. Nicaragua is also linked to the measure of REER misalignment in both extremes. The highest level was found in the country in the period 1980-1984 and the lowest level was also found in Nicaragua in 1985-1989. The log of inflation rate shows a considerable dispersion (16.58) around an average of 7.07. Again, African countries are responsible for the lowest value (Niger 1985 (Niger -1989 and highest (Zimbabwe 2005 (Zimbabwe -2009 ). The log of education, measured as the log of secondary schooling years of the total population aged 15 and over in the 1 st year of each five-year period, shows that the standard deviation (0.82) doubles its mean. Niger has the lowest value (-3.11), found in the period [1970] [1971] [1972] [1973] [1974] , and Germany has the highest (2.012), for the period [2005] [2006] [2007] [2008] [2009] .
The log of government consumption (% GDP) has an average of 2.65. Dominican Republic is responsible for the lowest value (1.40), over the period 1990-1994, and Gambia for the highest (3.70), for the period 1980-1984. The log of trade openness, which is the sum of exports and imports relative to GDP, turns us to the Asian countries. According to our dataset, China has the minimum value (1.98), for the period 1970-1974, and Singapore has the maximum (6.05), for the period 2005-2009. Table 3 here 11 We have set the Laglimits to (1 1). A more detailed presentation of both methods to reduce the number of instruments, including matrix notation, can be found in Roodman (2009b) , p.148-149.
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The Empirical Results
The empirical strategy is to first estimate a simple growth model with our measure of REER volatility, which is the variable of interest, and then extend this model with the inclusion of control variables such as: i) the level of REER; ii) a proxy for REER misalignment (REER HP Filtered); iii) a proxy of human capital (education); iv) variables of fiscal discipline (government consumption), macroeconomic stability (inflation) and trade openness.
We also run specifications including an interaction variable between initial per capita GDP and conditional volatility, and dummies to deal with regional differences (DUG7, DUAsia, and DULatin)
As for the dynamic estimations 12 , Table 4 reports the results related to the two-step system GMM models 13 . As in Dollar (1992), Bosworth et al. (1996) and Schnabl (2009) , the estimated coefficients for conditional volatility (REER) are negative in all regressions, ranging from -10.15 to -39.5 (and 8 out of the 12 vary from -14.7 to -22.7). In most "robust" estimated models the coefficients are statistically significant, except for the simple Model 2, which collapses the number of instruments. Once we use the Jacknife procedure, the estimated coefficients for REER volatility are not significant, with the exception of Model 1, which does not deal with instrument proliferation.
14 Based on the estimated coefficients, one can say that a 1% increase in the average (fiveyear) annual REER volatility will reduce the average (five-year) annual real GDP growth ranging from 0.1 to 0.39 percentage point for the whole set of estimated coefficients and from 0.14 to 0.22 percentage point for eight out of the twelve estimated coefficients.
All models have no problems of second order autocorrelation since we do not reject the null for the AR(2) probability (Robust and Jacknife) in Table 4 . Regarding the Hansen overidentification tests, once restrictions to the number of instruments are imposed (collapse and laglimits), there is evidence that the set of instruments are not valid, except for Model 9. The Hansen-Diff statistics gives us a clear indication that there is need to control for instrument proliferation since the probabilities are equal to 1.000 for all models without restricting the number of instruments (Models 1, 4 and 7).
The tradeoff faced in our empirical analysis is that controlling for an excessive number of instruments means that we are more likely to have invalid instruments, while not limiting the instruments is associated to problems of not being able to expunge the endogenous components of the variables, resulting in biased coefficients. Table 4 here 12 Actually, the first set of empirical results is for fixed and random effects (robust and bootstrap), which are not reported for convenience. But they are available upon request. The crucial empirical result from them is that all estimated coefficients for the conditional REER volatility are negative and statistically significant, regardless of changes in model specification and the correction (robust or bootstrap) in the standard error of the regression coefficient. Such outcome indicates that countries with lower (higher) REER volatility face higher (lower) long-run growth over time and it is in line with other works, such as Dollar (1992) . The fixed and random effect estimations do not include lagged growth or initial GDP level (convergence) as explanatory variables. All estimated models include time dummy variables. 13 The GMM estimators have one and two-step variants. The two-step is asymptotically more efficient but the reported standard errors tend to be downward biased (Arellano & Bond, 1991; Blundell & Bond, 1998) . To deal with this problem, our estimated models (Table 4 ) use a finite sample correction to the covariance matrix (Windmeijer, 2005) to make two-step robust estimations more efficient. 14 The Jacknife method with the cluster option in Stata is used by clustering on the panel identifier variable (countries) in order to drop each observational unit in turn.
Concluding Remarks
This article investigated the empirical relationship between the real effective exchange rate volatility and long-run economic growth for a set of 82 advanced and emerging economies using panel growth models, either fixed/random effects or system GMM, for a data set ranging from 1970 to 2009. Most models reveal that not only are the estimated coefficients negative but also statistically significant, with the only exception when using the Jacknife instead of the robust standard error correction for the system two-step GMM. Therefore, a general lesson to be drawn from the estimations is that, even after controlling for country-specific characteristics, there is strong evidence of a negative and relevant relation between real effective exchange rate volatility and long-run growth.
One additional empirical result to be mentioned is that neither the level of exchange rate (real effective) nor the measure of exchange rate misalignment are statistically significant once we incorporate the exchange rate volatility in the growth model. In other words, based on the international experience, exchange rate stability seems to be more important to foster long-run economic growth than exchange rate misalignment, which can be associated with macroeconomic instability without being able to reveal outward-oriented growth strategies. Regarding the lack of robustness of the estimated coefficients of the other control variables, this fact can be seen as an additional support for the absence of consensus in the empirical literature, specially the role of openness or the role of the public sector in promoting economic growth.
Therefore, the policy recommendation that can be taken from this research is that avoiding processes of volatility in the real exchange rate is advisable, once they can hinder economic growth in the long run. 
