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市の平均対数尤度の一つの推定量とみて，さらにバイアスの二次補正
班一 m帆；δ）／（一・・）一ル（・）1・・ゐ（・1兄）ゐ1
を行う必要がある．実際，この項には事前分布π（θ）の高次微分が含まれ，事前分布の尤度に対
する影響の強さを反映する項でもある．このバイアス補正項は極めて複雑な形をしているが，こ
のような問題に対しては，ブートストラップ法の適用が有効で，数値的にバイアスの二次補正
を実行することが可能となる．
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      統計量のなめらかさと漸近展開に関するいくつかの結果
                                 吉 田 朋 広
 マリアヴァン解析の統計学への応用に関して，混合型分布の漸近展開，マルチンゲールに対
する漸近展開，バナッハ空間に値をとる汎関数と推定量の滑らかさに関する研究を行った．こ
こではとくにマルチンゲール中心極限定理の精密化に関する結果についてのべる．
 独立観測の場合のクラーメル条件に対応する条件として，マルチンゲールに対して部分積分
可能性を仮定すると，マルチンゲールに対する漸近展開が証明できる．
 連続マルチンゲールのtriangu1ar array（M、，亡：Oく左くτ、），m∈W，を考える．各マルチン
ゲール（M、（才）：0くオくτ、）は確率空間（肌，P、）上で定義されているとする．Oに収束する
正数列（γ、）をとる．（肌，P、）上の汎関数ψ、（〃）がOくψ、く1であり，もしψ、（〃）＞0ならば
T”くτ、がなりたつとする．ここで，τ”は停止時で
                プ7’十α（〈〃、〉η。莇一1）く1
を満たすとする白αはO＜α＜1／3なる定数，簡単のため，M。，。。をM。，〈M。〉τηを＜〃。〉苧表す．
 THEOREM．ある確率空間上に確率変数（Z，ξ）が存在して
              （〃、，プ万1（＜M、〉一1））→d （Z，ξ）
とする．M、に対して部分積分の設定を仮定する．このとき，任意の力＞1に対してある定数C力
が存在して
  …〃［・（一一一1（仏）1一工へ、、加（・）るく・l11一価111・・〃（1■α〕ノ211・一仏111・・（η）
が任意のm∈Wに対して成り立つ．ここで，
            加（・）一φ（尾）・ト細ξ1・一・1φ（・））・
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               知的統計モデルについて
                                 松 縄   規
 統計科学に於ける各種モデルの位置づけと意味を考察した．モデルとして基礎モデル，発展
モデル，知的モデルを提案した．基礎モデルは広い意味でのデータに基づいて構築される．こ
の際筆者がこれまでに考えてきた観測対象と観測機構の間の統計的不確定性を考慮しそのこと
と関連する統計的基礎方程式を利用して基礎モデルPを構築する立場を取った．
 統計モデルの一つの理想は数理に裏打ちされた統計基礎構造，その構造変化を検知する機構，
その変動を制御する機構，それらに加えてモデル自身が学習する機能を持つことである．これ
らの共通部分の機能を持つモデルは一種の知的モデルと見傲し得るものでありそれについて他
のモデルとの関連と位置づけを述べた．このモデルほどには水準は望めないが部分的にそれに
近い機能をもつものとして発展モデルを考えた．
 基礎モデルPが定まっている時，その平均等の統計的状態が断続的に変化するとPはどう
変化するだろうかPこれに対しPから出発し各段階で最適なモデルの列｛ρ庇｝，（后＝1，2，．．．）
を構成，第m段階で，予め設定した許容誤差の範囲内で，未知の発展モデルρに原理的に到達
出来る．QはK－L情報量が∫（Q；Q。）→O（m→・・）となる様に探索をし実現される：1F島＝
｛Q1；タ＝1，2，．．．，后｝，（后＝1，2，．．．）を独立な々個の平均条件を満たす確率分布族の縮小刻とす
る．ルジャンドル変換によりK－L情報量間の情報収支が成立つ：∫（Q；Q均一1）＝∫（Q；Q尾）
十∫（gゐ；山一1），ここに9o…P，g尾∈rゐ（ト1，2，．．．）．右辺第1項は分布システム｛Q；9尾｝の
内部生成情報量を，第2項は第后段更新時の基礎モデル分布Q尾一ユから更新モデルρ島への輸送
情報量を表わす．上述の更新に対応し内部生成情報量の単調減少列を構成出来る．従って∫（ρ；
g。）→0（mブ∞）を得る．輸送情報量についても∫（9。；9。一）→0（m→∞）となるから，
P→Q1→ρ・→…→ρ。の様にモデルを逐次更新して，十分大きなmに対しQ三Q物と出来る．
        空間におけるsmoothness priorの使い道について
                                 尾 形 良 彦
 地震の震源位置は通常，各観測地点で計測された地震波の到達時刻のデータを使って最小自
乗法によって推定されるが，正確に決定するためには震央の周りに十分密な観測点が必要であ
る．現在，世界には1500に昇る常時観測地点がある．数多くの観測地点の到達時刻データを集
めようとすればするほど震源決定までには長い時間がかかるが，こうして決められた震央分布
は精密で，たとえば地球の表面がいくつかのプレニトに分割されていることがくっきりと示さ
れる．
 長野県松代にある気象庁地震観測所の群列地震観測システム（MSAS）は半径5kmほどの
円周と中心の7地点にほぼ等間隔に置かれた地震計からテレメータによって同時に地震波デー
タを集約す。るもので，地震波が観測されれば，これらによってだけでも広域的な震央を決める
