Abstract-Discrete linear repetitive processes are a distinct class of two-dimensional (2-D) linear systems with applications in areas ranging from long-wall coal cutting through to iterative learning control schemes. The feature which makes them distinct from other classes of 2-D linear systems is that information propagation in one of the two independent directions only occurs over a finite duration. This, in turn, means that a distinct systems theory must be developed for them. In this paper a complete characterization of stability and so-called pass controllability (and several resulting features), essential building blocks for a rigorous systems theory, under a general set of initial, or boundary, conditions is developed. Finally, some significant new results on the problem of stabilization by choice of the pass state initial vector sequence are developed.
I. INTRODUCTION
T HE essential unique characteristic of a repetitive process (also termed a multipass process in the early literature) can be illustrated by considering machining operations where the material or workpiece involved is processed by a series of sweeps, or passes, of the processing tool. Assuming the pass length to be constant, the output vector, or pass profile, , ,( being the independent spatial or temporal variable), generated on the pass acts as a forcing function on, and hence contributes to, the dynamics of the new pass profile , , . Industrial examples of repetitive processes include long-wall coal cutting operations and metal rolling operations [4] , [11] . Also a number of so-called algorithmic examples exist where adopting a repetitive process setting for analysis has clear advantages over alternative approaches to systems related analysis. These include iterative learning control schemes [1] , [2] and iterative solution algorithms for dynamic nonlinear optimal control problems based on the maximum principle [8] .
The essential unique control problem for these processes is that the output sequence of pass profiles generated can contain oscillations that increase in amplitude in the pass to pass K. Galkowski is with the Institute of Control and Computation Engineering, University of Zielona Gora, Poland.
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(i.e., ) direction. Such behavior is easily generated in simulation studies and in experiments on scaled models of industrial processes such as long-wall coal cutting. In this last case, these oscillations are caused by the machine's weight as it comes to rest on the newly cut floor profile ready for the start of the next pass of the coal face. Attempts to remove this problem by standard, or one-dimensional (1-D), control action fail precisely because such an approach ignores their inherent two-dimensional (2-D) systems structure, i.e., information propagation along a given pass ( direction) and from pass to pass ( direction). In particular, so-called discrete linear repetitive processes considered in this paper are a distinct class of 2-D discrete linear systems where, in contrast to 2-D discrete linear systems described by the well known and extensively studied Roesser [9] and Fornasini Marchesini [5] models, information propagation in one of the two independent directions only occurs over a finite duration.
The 1-D approach to stability analysis for these processes completely ignores the effects of resetting one part of the initial, or boundary, conditions before the start of each new pass. This is a key distinguishing feature of these processes and there is evidence to strongly suggest that the form of the boundary conditions, and, in particular, the pass state initial vector sequence in the defining state-space model, at the start of each new pass is critical to their stability and control properties [11] .
In this paper, a general set of boundary conditions for discrete linear repetitive processes is defined and a complete characterization of stability under these conditions is obtained. Also a previously developed 1-D equivalent discrete linear systems state-space model of the underlying dynamics is used to develop new results which lead to computationally feasible stability tests and the characterization of physically relevant controllability properties. Finally, the problem of stabilization by choice of the pass state initial vector sequence is solved. The stability analysis starts from the stability theory for linear repetitive processes developed in [10] on the basis of an abstract model in a Banach space setting which includes all such processes as special cases and therefore a fundamental task is to interpret the resulting abstract model stability conditions to the particular case (or sub-class) under consideration, which is where new stability results in this paper arise.
II. BACKGROUND
The state-space model of a discrete linear repetitive process has the following form over , , where on pass is the state vector, is the 1 vector 1057-7122/02$17.00 © 2002 IEEE pass profile, and is the 1 vector of control inputs (and ) (1) To complete the process description, it is necessary to specify the 'initial conditions'-termed the boundary conditions here, i.e., the state initial vector on each pass and the initial pass profile. The simplest possible form for these is (2) where is an n 1 vector with constant entries and is an m 1 vector whose entries are known functions of . These boundary conditions occur in the iterative learning control application where the repetitive processing setting provides distinct advantages over alternatives for the case of linear dynamics. In particular, studying the stability of such schemes in a repetitive process setting also produces, for no extra computational cost, precise information on stability and, uniquely, on both the rate of convergence to the learned signal and the errors generated on successive passes (termed trials in the iterative learning control literature).
In some cases, the boundary conditions of (2) are simply not strong enough to 'adequately' model the underlying dynamics-even for preliminary simulation/control analysis. For example, the optimal control application [8] requires the use of pass state initial vectors which are a function of the previous pass profile. In this and the next section, we define a general set of boundary conditions for discrete linear repetitive processes and obtain a complete characterization of stability under these conditions.
Clearly, it is of prime importance to start with the general form of boundary conditions with subsequent specialization to particular cases as required. Other work [11] has concluded that the most general set results from replacing 0 , 0 in (2) by 0
where , 1, are n m matrices with constant entries. These are precisely of the form required in the optimal control application and the existence of this application (where the major interest is in the convergence properties of the iterative solution algorithm) provides a major motivation to undertake a detailed investigation of the systems theoretic properties of processes described by (1) and (3), and for which the results in this paper are the first major outcomes of such an investigation. Fig. 1 illustrates the boundary conditions for the discrete linear repetitive processes under consideration here.
The stability theory for linear constant pass length repetitive processes is based on the following abstract model of the underlying dynamics where is a suitably chosen Banach space with norm and is a linear subspace of (4) In this model, is the pass profile on pass , , and is a bounded linear operator mapping into itself. The term represents the contribution from pass to pass and represents known initial conditions, disturbances and control input effects. We denote this model by .
At this stage, introduce the Banach space of real 1 vectors (corresponding to in (1)). Also regard as a point in
Then it is routine to show that (1) and (3) define a special case of (4) with (5) where (6) and (7) III. STABILITY ANALYSIS The linear repetitive process is said to be asymptotically stable [10] if a real scalar such that, given any initial profile and any disturbance sequence bounded in norm (i.e., for some constant and ), the output sequence generated by the perturbed process (8) is bounded in norm whenever . This definition is easily shown to be equivalent to the requirement that finite real scalars and such that
(where is also used to denote the induced operator norm).
A necessary and sufficient condition [10] for (9) to hold is that the spectral radius, , of satisfies (10) Consider also the case when is of the form given in (2). Then, in this case, it is known that the necessary and sufficient condition for asymptotic stability is that . This is clearly a necessary condition for asymptotic stability under the pass state initial conditions of (3) and is hence assumed to hold in what follows. Also, it is convenient to first establish the condition for asymptotic stability in the special case when . Introduce (11) where is a complex scalar. Then, we have the following result.
Theorem: Suppose that is controllable, and consider the linear repetitive process generated by (1) and (3) (with ). Then the resulting bounded linear operator defined, in this case, by (5) and (6) has spectral radius given by ( 
12)
Proof: Evaluation of for any case is equivalent to finding the spectral value (or eigenvalue in the finite dimensional case) of this bounded linear operator which has the largest modulus. To do this, we follow a standard route in functional analysis (see, for example, [10] and the relevant cited references) and examine the problem of solving the equation for when . In particular, we determine the set of all values of such that the map is defined and bounded in . Then by definition is obtained by taking the supremum of the absolute values of the members of this set (in effect, the member of this set with the largest modulus).
Write . Then and the relationship between and is described by and the general solution for can be written in the form
The existence of a solution to is equivalent to the consistency of (15) (18) have modulus strictly less than unity.
Further simplification (reduction in dimension) is possible in some cases, e.g., the following.
Corollary 2: Consider the linear repetitive process generated by (1) and (3) (with ) in the special case when , , where is an matrix with constant entries and , , is an matrix with constant entries. Then this process is stable along the pass if, and only if, all solutions of (19) have modulus strictly less than unity.
Note: Often, it will be the case that , i.e., the pass state vector dimension is much greater than that of the pass profile vector and, where it applies, this last corollary offers great computational savings.
In the case when , first define the following transformation:
Then, it is routine that the proof Theorem 1 still holds under the following substitutions (21) Hence we have the following result.
Corollary 3:
The linear repetitive process generated by (1) and (3) with is asymptotically stable if, and only if, all solutions of (22) have modulus strictly less than unity.
Consider now the case when the boundary conditions are of the simple form (2). Then we have the 'counter-intuitive' result that asymptotic stability is essentially independent of the process dynamics and, in particular, the eigenvalues of the matrix . This is due entirely to the fact that the pass length is finite and of constant value for all passes. This situation will change drastically if (as below) we let . In general, Theorem 1 shows that the property of asymptotic stability for discrete linear repetitive processes is critically dependent on the structure of , . Suppose also that this sequence is incorrectly modeled as in (2) instead of a special case of (3). Then, the process could well be interpreted as asymptotically stable when in actual fact it is asymptotically unstable!
The above analysis provides necessary and sufficient conditions for asymptotic stability but no really 'useful' information concerning transient behavior and, in particular, about the behavior of the output sequence of pass profiles as the process evolves from pass to pass (i.e., in the direction). The limit profile provides a characterization of process behavior after a 'large number' of passes has elapsed.
Suppose that the abstract model is asymptotically stable and let be a disturbance sequence that converges strongly to a disturbance . Then the strong limit (23) is termed the limit profile corresponding to this disturbance sequence. Also it can be shown that is uniquely given by
Note also that (24) can be formally obtained from (4) (which describes the dynamics of ) by replacing all variables by their strong limits,i.e., and by and by and noting that asymptotic stability ensures that is invertible. Proposition 1: In the case when generated by (1) and (3) is asymptotically stable, the resulting limit profile is (25) where is the strong limit of .
Proof: Replace all variables by their strong limits and note that, by considering the unforced case, we obtain the form of as the required inverses exist by asymptotic stability. Asymptotic stability of processes described by (1) and (3) guarantees the existence of a limit profile which is described by a standard, or 1-D, discrete linear systems state-space model. Hence, in effect, if the process under consideration is asymptotically stable, then its repetitive dynamics can, after a 'sufficiently large' number of passes, be replaced by those of a 1-D discrete linear time invariant system. This result has obvious implications in terms of the design of control schemes for these processes.
Owing to the finite pass length (over which duration even an unstable 1-D linear system can only produce a bounded output), asymptotic stability cannot guarantee that the resulting limit profile has 'acceptable' along the pass dynamics, where in this case the basic requirement is stability as a 1-D linear system. As a simple example to demonstrate this fact, consider the case when , ,
, where is a real scalar. Then in the case when , the resulting limit profile dynamics are described by the unstable 1-D linear system 1
The natural definition of 'stability along the pass' for the above example is to ask that the limit profile is stable in the sense that if we let the pass length become infinite. This intuitively appealing idea is, however, not applicable to cases where the limit profile resulting from asymptotic stability is not described by a 1-D linear systems state-space model. Consequently stability along the pass for the general model has been defined in terms of the rate of approach to the limit profile as the pass length becomes infinitely large. One of several equivalent formulations of this property is that is said to be stable along the pass if, and only if, real numbers and which are independent of and satisfy (27) In physical terms, the essential difference between asymptotic stability and stability along the pass can be highlighted by noting that they are, in effect, formulated in bounded-input bounded-output (BIBO) terms, where the term 'bounded' is defined in terms of the norm on the underlying function space. The concept of asymptotic stability demands that sequences of inputs (i.e., in terms of the abstract model ) produce bounded pass profile sequences ( ) over the finite pass length. Stability along the pass, however, is stronger in the sense that it demands this property uniformly with respect to the pass length.
Necessary and sufficient conditions [10] for (27) are that
and that (29) for some real number . Note also that (29) here does, in fact, imply (28). The reason for retaining their separate iden-tities is that in many of the cases considered to date, including the one here (see below), (28) has proved much easier to interpret than (29). Also as it is a necessary condition, if (28) does not hold for a particular case then there is no need to consider (29).
In the case of (28) for processes described by (1) and (3), first note that it follows immediately from the proof of Theorem 1 that the spectrum of in this case is independent of the points on the previous pass profile defined by the index in (3). Hence, (28) for stability along the pass in this case holds if, and only if, Corollary 3 holds.
To examine the 'boundedness' condition of (29), the method is to note that this condition is equivalent to the existence of a such that the equation in has a uniformly bounded, with respect to , solution for all choices of satisfying and . Clearly, a necessary condition for this property is that (Equivalently, the first pass profile produced is uniformly bounded with respect to ) This condition is taken as an assumption in the following result which gives necessary and sufficient conditions for stability along the pass.
Theorem 2: Suppose that is controllable, is observable, , and . Then the linear repetitive process generated by (1) and (3) 
have modulus strictly less than unity . Proof: The necessity of (a) follows as requires asymptotic stability on finite intervals. To prove the necessity of (b), it is necessary to consider unbounded intervals. Write with and let . Then condition (29) shows that . Also by the controllability assumption, we can choose such that is arbitrary and the resultant response on can then be calculated. The uniform boundedness of the response and the observability assumption now establish that is Hurwitz, i.e., all solutions in of have modulus strictly less than unity for all choices of the complex scalar in the range Also we have that (31) which, noting the assumptions on and , leads to condition (b) here on application of the multivariable Nyquist stability criterion in the discrete domain. This completes the proof of necessity.
To prove sufficiency, first note that condition (a) and the fact that the spectrum of in this case is independent of ensures that for any . As to be expected intuitively, stability along the pass demands that , i.e., the first pass profile is uniformly bounded with respect to the pass length. The simple example with limit profile given by (26) demonstrates, however, that this condition is necessary but not sufficient (only the condition on is violated if ). Each of these conditions for stability along the pass also has a well defined physical interpretation as summarized next. 1) Asymptotic stability demands that the sequence , i.e., the sequence formed by evaluating the pass profile at on each pass does not become unbounded in a well defined sense as the pass number .
2) The requirement that demands that the first pass profile is uniformly bounded with respect to the pass length.
3) The last condition effectively demands that each frequency component of the initial pass profile is attenuated from pass to pass.
IV. 1-D EQUIVALENT MODEL AND STABILITY TEST
In this section, we use a previously developed 1-D equivalent state-space model description of the dynamics of discrete linear repetitive processes described by (1) and (3) to develop new stability tests which can be implemented by direct application of 1-D linear systems tests compatible with computer aided analysis. As necessary background, we first summarize the construction of the 1-D equivalent model.
Consider a discrete linear repetitive process described by (1) with boundary conditions of the form (3). Then the basic steps in the construction of the 1-D equivalent model of the dynamics of this process are given below -for a detailed treatment see [7] .
Step 1) The basic state-space model (1) is first transformed to the standard 2-D linear systems Roesser state-space model by applying a simple 'forward transformation' of the pass profile vector followed by a change of variable in the pass number. In particular, set
respectively. Then, on introducing these substitutions into (1) the dynamics of a discrete linear repetitive process can be equivalently described by the standard (also termed regular or nonsingular) Roesser state-space model
where .
Step 2) To calculate the process response using this equivalent description it is necessary to 'transform' and apply the correct set of boundary conditions. In the case of (3) these become (34)
Step 3) Now define the so-called global pass profile, state and input super-vectors for (1) Previous research in the 2-D/nD systems area has also developed a 1-D equivalent model for the underlying dynamics-see, for example, [3] . A key point about the resulting model is that it is 'time varying' in the sense that the dimensions of the matrices and vectors which define it increase as the process evolves over the positive quadrant, and this fact alone has prevented its effective use in the development of a mature systems theory for the 2-D/nD processes it describes. This feature is not present in the equivalent 1-D model for discrete linear repetitive processes 
The following result now gives a set of conditions for stability along the pass of processes described by (1) and (3) which can be tested by direct application of 1-D linear systems stability tests which are compatible with a computer aided analysis environment.
Theorem 3: The linear repetitive process generated by (1) and (3) (55) where the inverse used exists since (note the structure of of (36)). Equivalently, we require that (56) and the result now follows immediately on application of a standard relationship from the theory of determinants.
V. CONTROLLABILITY
In this section, we use the 1-D model to develop new results which completely characterize so-called complete pass controllability for discrete linear repetitive processes with boundary conditions of the form (3). As for other classes of 2-D linear systems, the situation re controllability for discrete linear repetitive processes, with any form of boundary conditions, is somewhat more complex than in the 1-D case. In particular, at a general level, so-called point and pass controllability can be formulated. In [6] the former property, essentially the existence of an admissible control sequence which will drive the system to prescribed dynamics at a particular point on a particular pass, was completely characterized in terms of rank properties of matrices with constant entries. This used a 2-D Fornasini Marchesini state-space model equivalent description of the underlying dynamics. It was also shown there that it was not possible to use this approach to characterize pass controllability. Here we show that this task is possible using the 1-D equivalent model where the resulting conditions are in easily checkable form.
The analysis which follows requires the following ordering of two tuple integers:
(57) Also for , the rectangle is defined as follows: (58) Now, we proceed to the pass controllability property and (in the following sub-section) so-called pass state controllability.
A. Pass Controllability
The property of so-called pass controllability for discrete linear repetitive processes is defined as follows.
Definition 1: The discrete linear repetitive processes described by (1) and (3) are said to be simultaneously, or pass, controllable if a pass number and control input vectors defined on the rectangle which will drive the process to an arbitrarily specified pass profile on pass . It is routine to see that pass controllability of the dynamics of processes described by (1) and (3) is equivalent to controllability of the equivalent 1-D model, i.e., the pair is controllable. This is stated formally as the following result.
Theorem: Discrete linear repetitive processes described by (1) and (3) The condition of (59) can be decomposed into a simpler structure equivalent form by introducing the following matrices:
. . . Proof: The set of conditions given in (61) are, in fact, equivalent to the necessary and sufficient condition of (59) since they are obtained from it by an obvious decomposition of this condition.
The following corollary holds for the case when the pass state initial vector sequence has the simpler form of (2).
Corollary 5: Discrete linear repetitive processes described by (1) and (2) are pass controllable if, and only if, the pair is controllable. This result shows that the property of pass controllability cannot be present if or . In the case of dynamic boundary conditions of the form (3), the matrix has a somewhat more complex structure than In particular, it is the lower block triangular structure of which enables the simple necessary and sufficient conditions of Corollary 5 to be derived for pass controllability under boundary conditions of the form (2). It is, however, also possible to derive 'relatively simple structure' conditions for pass controllability in the presence of boundary conditions of the form of (3).
Theorem 5: Discrete linear repetitive processes described by (1) and (3) are pass controllable if the following conditions hold rank rank . . .
rank (62)
Proof: This is an immediate consequence of the fact that the matrix has, see (37), a lower block triangular structure in this case.
From the above analysis, we see the essential difference between pass controllability of processes with boundary conditions of the form (2) and (3) respectively. In the former case, it is easy to see that the pass controllability horizon, i.e., the number of passes required to attain the prescribed pass profile, can be equal to -the dimension of the pass profile vector. This property is due to the block triangular structure of the matrices (36) and (37) which define this property for processes described by (1) and (2) . In the latter case, however, the pass controllability horizon must generally be assumed to be equal to the full (state) dimension of the 1-D equivalent model, i.e., As a simple example to highlight the critical role of the boundary conditions on the pass controllability properties of linear repetitive processes of the form (1), consider the case when and
This example is pass controllable when the boundary conditions are of the simple form (2), but if they are of the form (3), i.e., then it is easy to see that pass controllability does not hold when Equally, it is possible that a process with boundary conditions of the form (2) is not pass controllable but can be made so by suitable choice of the boundary conditions of the form (3).
In common with the 1-D case, transformations of both the state and/or pass profile vector play an important role in the analysis of discrete linear repetitive processes. The most basic form of these are defined next where and are nonsingular matrices of dimensions and , respectively
These are termed similarity transformations. Theorem 6: Pass controllability of processes described by (1) and (3) is invariant under the similarity transformations defined by (64)
Proof: Applying (64) to (1) and (3) gives (65) Hence, in the 1-D model the matrices and are transformed to and (66) respectively, where , and this completes the proof.
B. Pass State Controllability
The property of pass state controllability is defined as follows.
Definition 2: The discrete linear repetitive processes described by (1) and (3) are said to be simultaneously, or pass, state controllable if a pass number and control input vectors defined on the rectangle which will drive the process to an arbitrarily specified state vector sequence on pass . In order to study this property, consider first the equivalent 2-D Roesser state-space model representation of the dynamics of discrete linear repetitive processes given by (33). Then in this 2-D model, the current pass state vector of the repetitive process is treated as a local horizontal state sub-vector and the pass profile vector as a local vertical state sub-vector. Previously, after introducing the 1-D state-space model we have investigated only pass controllability relative to the global pass profile vector as it represents the global state of the process. The subject of this sub-section is the pass controllability properties of global state vector of (35). Note that it is never possible to simultaneously achieve arbitrarily specified pass profile and state vector sequences along a given pass, i.e., the processes considered in this paper can never be simultaneously pass and pass state controllable.
It is clear from (40) and (41) that depends statically on the global pass profile vector , since its dynamics have been 'absorbed' into the matrices which define the 1-D equivalent model. Hence, alone cannot be the subject of the controllability investigations. However, in applications we may only be interested in reaching just the specified trajectory and not . The conditions under which this can be achieved are established next.
The only way of obtaining a pre-defined set of state vectors along a pre-specified pass number, say , is to first obtain the prescribed pass profile on pass number say ,
such that on the next pass a control input vector which gives the required , i.e.,
The initial state vector is pre-specified on each pass, i.e., it not the subject of any control action. Consequently introduce (69) to yield from (68) (70)
The problem now is to find an admissible pass profile trajectory and input such that (68) holds for a prescribed .
The necessary and sufficient condition for a solution to this problem clearly is rank rank
Since it is not possible to use , set this vector equal to zero and then (70) and (71) become (72) and rank rank (73) respectively. From this is follows that to obtain a given we must have pass controllability, i.e., must be a controllable pair.
Given that we can only obtain either or , it follows in the former case that the pass profile on the next pass will be given by (74) Also, the block structure of the matrices in the above equation can be exploited to good effect. In particular, write . . .
Then, we can write the first sub-equation in (70) This question is of particular relevance in the optimal control application (see [8] ). As shown below, this problem can be solved using the theory of 1-D discrete linear systems pole placement by state feedback.
In essence, the problem here is one of finding a matrix such that the eigenvalues of can be assigned to arbitrary locations inside the unit circle in the complex plane, i.e., the pole placement problem for a 1-D discrete linear system with state matrix , input matrix , and state feedback matrix . Now introduce the following new controllability concept which is termed initial state pass controllability.
Definition 3: Discrete linear repetitive processes described by (1) and (3) 
In 1-D linear systems terms, this last result is equivalent to the requirement that the minimum dimension of the observability subspace for a discrete 1-D linear system with state matrix and output matrix is equal to . Also, by the Cayley-Hamilton theorem, it follows that if there is no , then . In what follows, we extend this analysis to the multiple-input multiple-output case by use of similarity transforms which produce the Jordan canonical form for the matrix . For ease of notation, let denote the matrix on the left-hand side of (91). Then we require to check that for where is an eigenvalue of . Here, as an alternative to numerical checking, we proceed by using the Schur decomposition of . In particular, we use orthogonal or unitary matrices to implement the Schur decomposition, i.e., the 
and (100) . . .
. . .
where denotes a row of , and in (99) denotes the fact that this matrix is lower triangular.
Due to the quasitriangular form of here, it is possible to obtain simpler conditions where the matrices involved have considerably reduced dimensions. In particular, introduce the matrix (where again denotes that this matrix is lower triangular) given as (103) 
Clearly is nonsingular and hence is also nonsingular. Now consider , multiply the first block row on the left by , and subtract the result from the second block row to yield (111) Then, the following result follows immediately. An alternative method of testing for initial state pass controllability is to decompose the requirement of (91) into 'slices,' i.e., the condition is equivalent to the set of conditions shown in (113) at the bottom of the page holding Finally, note that any equivalent set of conditions could be substituted for each of the conditions in (113). 
VII. CONCLUSIONS This paper has considered discrete linear repetitive processes in the presence of the most general set of boundary conditions, i.e., where the state initial vector on each pass is an explicit function of the previous pass profile (output) vector. It has been shown, by the development of necessary and sufficient conditions, that the stability of these processes is completely determined by the structure of the pass initial state vector sequence. In particular, if this sequence is incorrectly modeled then incorrect stability conclusions will be reached.
Previous work has reported an equivalent 1-D linear systems state-space model of the dynamics of these processes. Unlike the 1-D models reported previously for other classes of 2-D linear systems, this 1-D model interpretation of the dynamics of discrete linear repetitive processes is defined by matrices and vectors of constant dimensions and the resulting system state-space matrices have constant entries. Here this 1-D equivalent model has been used to develop a complete characterization of the systems theoretic property of pass controllability for these processes in the form of conditions which can be checked by direct application of well known 1-D linear systems techniques. This characterization is not possible via any other route and strongly suggests that there exist other major roles for the equivalent 1-D state-space model interpretation of the dynamics of discrete linear repetitive processes. Here it has also been used to characterize so-called pass state controllability.
The final part of this paper has produced the first results on the important problem of stabilization by suitable choice of the pass state initial vector sequence. This again has made significant use of 1-D discrete linear systems results and, in particular, existence conditions for stability of such 1-D systems under state feedback.
