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Abstract- Recent enhancement of the industrial 
communications and networking are possible to apply in 
Ethernet networks system at all levels of industrial 
automation, especially in the controller level whereby the 
data exchanges in real-time communication is 
mandatory. This paper is about a study on the 
development of industrial communications network 
based on the Ethernet protocol and thus implement it 
into Computer Integrated Manufacturing (CIM) system. 
The purpose of this paper is to overcome real-time 
communication in which the accessibility of data 
exchange is very difficult in terms of retrieving data 
from other stations and time consuming. The Ethernet 
module is installed onto supervisory OMRON PLC to 
integrate several of stations in the CIM-70A system 
which is located at Robotic Laboratory in Universiti Tun 
Hussein Onn Malaysia (UTHM). The workability of this 
communication technique is analyzed and compared 
with the conventional serial communication which 
widely used in automation networking systems. It is 
found that, the Ethernet protocol approach through the 
communication and integration of CIM system can be 
accessed easily and available to be upgraded at the 
management and enterprise levels of industrial 
automation system. 
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I. I N T R O D U C T I O N 
Data communica t ion and ne tworking m a y be the fastest 
g rowing technology in our culture today [1] . It is 
extensively used in an industrial ne twork to integrate both 
office and manufactur ing equipment . Dur ing the last two 
decades , the industrial communica t ion system have evolved 
at a rapid pace and passed from the traditional serial 
communica t ion to the f ieldbuses. The te rm fieldbus applies 
to a large family of two-way digital communica t ion 
protocols that were specially developed to overcome the 
physical and performance l imitations of low level digital 
and analogue standard [2]. 
Ethernet , the wel l -known local area ne twork (LAN) 
standardized by IEEE has been largely utilized in industrial 
communicat ion . The Ethernet ne twork have gained the 
capabili ty of communica t ing in real- t ime thus opening an 
attractive scenario; implementat ion of Ethernet at all the 
industrial automat ion levels (Figure 1). 
Real- t ime communica t ion has become some major issue 
in au tomated manufactur ing system. Some prob lems such as 
data and status moni tor ing, t ransmission data size and speed, 
online program edit ing, and accessibili ty o f control ler are 
encountered in conventional serial communica t ion 
ne tworking such as in CIM system. 
Figure 1: Pyramid of industrial automation system. 
This paper presents an applicat ion of Ethernet 
communica t ion in C I M - 7 0 A system. The objectives o f this 
project are: (i) to develop a hardware infrastructure o f C I M 
system communica t ion ne twork based on Ethernet, (ii) to 
familiarize and thus ove rcome real- t ime communica t ion 
issues so that a l lows easier integration be tween the different 
stations of the C I M system via Ethernet unit on O M R O N 
C J 1 M P L C , and (iii) to verify and val idate the functionality, 
feasibility and workabil i ty o f the project. 
This paper is organized as follows: Section II reviews an 
industrial Ethernet communica t ion background and 
deve lopment by descr ibing the concept and issues in 
Ethernet communica t ion as wel l as manufacturer offered 
technique i.e. O M R O N . Section III presents the 
methodology used to implement Ethernet based 
communica t ion in terms of hardware installation and 
software development . Section IV reports on the results 
obtained and section V concludes the paper . 
II. E T H E R N E T C O M M U N I C A T I O N N E T W O R K I N G 
A. Industrial Ethernet Communication System 
Recent ly , the real- t ime industrial ne twork has b e c o m e an 
important e lement for intelligent manufactur ing systems. 
Especial ly, as the systems are required to be more intelligent 
and flexible, the systems should have more field devices 
such as sensors , actuators, and controllers. As the number of 
field devices in manufactur ing systems grows and the 
functions of the system need to be more intelligent, these 
devices need to exchange the rapidly increasing amoun t o f 
da ta a m o n g them. 
Ethernet has been used in industrial communica t ion 
systems at control and supervisory levels, but the earlier 
version was not able to satisfy the real- t ime requirements 
needed by field levels. Recently, n e w improvements in data 
transfer speed and the introduction o f switches practically 
have overcome limits due to non-determinism of C S M A / C D 
protocols [3]. Several Ethernet compat ible protocols have 
been proposed to support real-t ime traffic [4] . Implement ing 
Ethernet even at the lowest level is suitable for a better 
interface to the last-generation P L C s [5], as Soft-PLC, 
a l lowing the reuse of exist ing infrastructures. 
Independently from the communica t ion mode l , a real-
t ime protocol based on Ethernet supposed to have better 
per formance than the currently available fieldbuses. This 
assertion account for two opposi te issues which are the 
t ransmission speed and the communica t ion efficiency [6], 
In creat ing an Ethernet network, there a few basic devices 
from the Ethernet interface on the equipment to the hubs / 
switches that tie it all together. A n y equipment connected to 
an Ethernet ne twork must have an Ethernet port that the 
ne twork cable p lugs into which often called Ne twork 
Interface Card (NIC) . In industrial PLCs , the interface is 
built into a plug-in module like Ethernet unit (ETN-21) 
manufactured by O M R O N . This Ethernet unit is capable to 
operate at 100 Mbps . The difference be tween hub and 
switch are the signal will t ransmit to all station using hub 
while a switch directs packets only to the station for which it 
is intended. In other words , it switches the signal be tween 
input and output port as illustrates in Figure 2. 
B. Application Example 
The application of Ethernet communica t ion system was 
implemented in this project. This communica t ion approach 
was applied in C I M system i.e. C I M - 7 0 A which available at 
Robot ic Laboratory, U T H M . The controller used in C I M -
70A system is O M R O N P L C ( C J 1 M series). Some PLC 
manufacturers offer p rogrammable controllers wi th TCP/ IP 
over Ethernet protocol built into the PLC processor . To the 
full advantage of exist ing technology and minimize 
deve lopment effort, it was decided to utilize O M R O N 
package [7-8] for implement communica t ion ne tworking 
based on Ethernet. 
Only PLC 3 is actual destination, but 
PLC 2 also receive the data sent 
Only PLC 3 receive the data, so PLC 
2 is free for another transmission 
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Figure 2: Ethernet network method using hub/ switch. 
III. E T H E R N E T B A S E D C O M M U N I C A T I O N IN 
C I M - 7 0 A N E T W O R K 
There are two major methodologies applied in order to 
realize the objective of the Ethernet ne twork installation and 
software development in CIM-70E system. The C I M - 7 0 A is 
changed to C I M - 7 0 E system for dist inguishable purpose so 
that the Ethernet ne twork installation and software 
deve lopment will refer to C I M - 7 0 E system. The C I M - 7 0 E 
system is mult iple PLC link up through Ethernet ne tworking 
where each PLC station excluding Vis ion Inspect ion Station 
has one Ethernet unit and a RJ45 unshie lded twisted-pair 
(UTP) cable is connected through 100Base-TX switch. 
A. Hardware Installation 
The basic configuration for Ethernet system consists of 
one swi tch/hub to which nodes are at tached using twisted 
pair cables. The hardware used and installed on CIM-70E 
system is show in Figure 3 . The s tandards and specifications 
applied to the connectors for the Ethernet twisted-pair cables 
are conforming to IEEE802.3 Electrical specifications 
s tandards and connector structure is RJ45 8-pin Modula r 
Connector which conforming to ISO 8877. Overv iew of 
start up procedure for Ethernet unit installation is i l lustrated 
as Figure 4. 
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Figure 3: CIM-70E system architecture 
Determine the local IP address and address conversion 
method. 
Switch settings: 
Set the unit and node number. 
Mount the Unit to the PLC. 
Network installation: 
Connect to the network using twisted-pair cable, and 
turn ON power to the CPU unit 
Connecting to the network: 
Create the I/O tables, connect to Ethernet unit and set 
IP address. 
Create the routine tables. 
Perform unit setup. 
Check communications. 
Figure 4: Overview of Ethernet unit installation procedure 
B. Communications Test 
The P I N G c o m m a n d sends an echo request packet to a 
remote node and receives an echo response packet to 
confirm that the remote node is communica t ing correctly. 
The P I N G c o m m a n d uses the I C M P echo request and 
responses as illustrated in Figure 5. The echo response 
packet is automatical ly re turned by the I C M P . This 
c o m m a n d is normal ly used to check the connect ions of 
remote nodes when configuring a network. The Ethernet 
unit automatical ly returns the echo response packet in 
response to an echo request packet sent by another node 
(host computer or other Ethernet unit). 
Remote Node 
PLC (Host computer or Ethernet unit) 
Echo request 
Ethernet 
V 
Echo response 
Figure 5: PING command [8] 
C. Software and Programming Development 
General Factory Interface Ne twork Services (FINS) 
program is studied in order to apply into Ethernet network. 
The ladder program was created through O M R O N C X -
Programmer software. Ladder p rograms which concentrate 
on data exchange through Ethernet ne tworking of C IM-70E 
system were developed and presented. S o m e considerat ion 
has been made when using ne twork instructions to send 
c o m m a n d s from the C P U unit. These instructions are 
conver ted to the same format for F I N S c o m m a n d s and some 
control data settings will be different when these 
instructions are executed as Table 1 for A S R S Station. 
TABLE 1 
Control data for ASRS Station 
Word Contents Description 
D 0 0 00 19 Number of reception words = 25 
D 0 1 00 
10 
Serial port 0 
Source network address = 10 (CIM-70E) 
D 0 2 OB 
00 
Source node address = 0B (ASRS Station) 
Source unit number = 00 (inner board) 
D 0 3 01 
05 
Response required, communication port no.=01 
Number of retries = 5 times 
D 0 4 00 00 Response monitor time = 2 sec (default) 
IV. R E S U L T S A N D D I S C U S S I O N 
The results were compared be tween Ethernet based 
communica t ions and the convent ional serial communica t ion 
methods in CIM-70E and C I M - 7 0 A system respectively. 
The communica t ion test was performed us ing c o m m a n d 
prompt w indow and CX-Prog rammer software to ensure the 
connect ion is established. Then, the real-t ime moni tor ing 
issue was performed to show the workabi l i ty of the Ethernet 
based communica t ion ne twork setup. 
Major different be tween C I M - 7 0 A and C I M - 7 0 E system 
setup is their CIO m e m o r y area capacity whereas there are 
25 words al located for C I M - 7 0 E system while only 10 
words allocated for C I M - 7 0 A system (Table 2) . It a l lows 
more information data to be interchanges through Ethernet 
ne tworking such as station status, transferring data, Emai l 
function, automatic c lock adjustment and etc. 
Once a p rogram and I/O routing tables of the project 
ne twork ing has been setup, the CX-Prog rammer software 
was run to moni tor data online as shown in Figure 6. All 
data status; input, output and m e m o r y area, uploading and 
download ing program, p rogram editing, m o d e changes , 
ne twork rout ing tables etc. are successfully moni tored. 
It is possible to moni tor the values within P L C addresses 
from within the main ladder and mn emo n i c display. For 
each operand, a value is displayed or power-f low is shown 
to indicate the state of the operand as Figure 6(a) . 
TABLE 2 
CIO memory area comparison 
Station CIM-70A CIM-70E 
Conveyor System Station CIO 3100-3109 CIO 1500-1524 
ASRS Station CIO 3110-3119 CIO 1525-1549 
Station 1: Robot Arm CIO 3130-3139 CIO 1550-1574 
Station 2: Pick & Place CIO 3120-3129 CIO 1575-1599 
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(a) Ladder program 
(b) Memory status 
Figure 6: Online monitoring through CX-Programmer window 
The results showed that the main advantage o f using 
Ethernet based communica t ion as compared to the current 
serial communica t ion is its ability to access as well as real-
t ime moni tor all stations at any point . 
V. C O N C L U S I O N 
In this paper, the implementat ion of Ethernet 
communica t ion network for C I M system was presented. The 
Ethernet unit was installed at each P L C station and software. 
It was then successfully developed and proved that the 
Ethernet can be established in C I M - 7 0 A system effectively 
better than convent ional method. The usage o f Ethernet 
based communica t ion ne tworking is expected to grow 
rapidly and widely use in the future. 
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