Abstract-A new yield calculation method for the yield formula of fault-tolerant VLSI chips is introduced, which improves existing methods and puts together generalities, ease of computation, and predictability in approximation levels.
I. INTRODUCTION NCREASED chip functionality and performance can be I achieved by reducing the device dimensions and by increasing the die size. However, as the number of devices increases, the chance of having device failures also increases. The major problems that must be solved are then the yield and the reliability of large chips. The yield is the probability of chip acceptability at manufacturing time. The most promising approach for maximizing the yield is by using on-chip redundancies and restructuring techniques [ 11, [2] .
The yield evaluation formula essentially consists of two terms [3] [4] [5] : the random defect (fault) statistics term and the term providing the probability of chip acceptability given n defects.
In this paper (as suggested in [3] and followed in [5] [6] [7] [8] ) the generalized negative binomial statistics defect model is taken as the first term of the formula. This model, taking into account the clustering phenomena, has been proven to be one of the statistics that best fits experimental data [9] .
As far as the formula's second term is concerned, in the literature there is a general lack of yield formulas featuring both accuracy and ease of use. This is because yield formula accuracy requires a knowledge of the practically infinite series of all possible chip fault patterns [3] . On the other hand, ease of use has been achieved only by introducing gross simplifying assumptions which reduce the formula's representativeness. In particular are the following. i) Some yield formulas do not take into consideration that there are cases in which replacement of defective components with redundant ones could not take place because of the "connectiveness constraints" imposed by logic circuitry. An example of such is found in [6] where it is assumed that, given K Manuscript received December 20, 1988; revised July 3, 1989 and Janaury 23, 1990. This work was supported in part by the CNR Project "Materials and Devices for Solid State Electronics" and by MPI National Research Grants. This paper was recommended by Editor M. R. Lightner.
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faulty components out of N, the system could still be reconfigured using the remaining N -K components, without information about their effective connections. ii) Some other yield formulas do not allow for a comparison of different reconfiguration strategies, because they fail to consider the "functional relationships" existing between basic and redundant circuits. Examples of such may be found in [l] , [4] , The aim of this paper is, therefore, to propose a yield formula which features ease of use, though without sacrificing representativeness and accuracy. As in the majority of the cited papers we do not consider the "gross" defect presence. Ease of use and representativeness are obtained by a double aggregation technique of the chip state space which replaces the infinite space of fault patterns (used in [3] ) with a finite state space of an easily defined Markov chain. Accuracy is preserved by control of the approximation bounds.
This paper takes the yield formula for memory chip yield evaluation introduced in [3] (which is considered to be one of the most realistic and complete yield evaluation methods) as the "baseline yield formula" and starting from this, introduces the "new yield formula." The initial definitions are thus borrowed from the memory chip terminology used in [3] . However, as application examples will prove, the method extends to general fault tolerant VLSI chips.
The paper is organized in the following manner. In Section I1 the "baseline yield formula" is discussed. In Section 111 the new yield formula is introduced. In Section IV the physics for the formula is analyzed and the calculation algorithm introduced. In Section V a threefold evaluation of the achieved "ease of use," "accuracy," and "representativeness" features is introduced by comparing results with three existing different approaches. In order to discuss the accuracy feature in particular, a comparison is made with the results obtained in [3] and in [6] , while the representativeness and ease of use features are illustrated by a comparison with the method proposed in [8] .
[SI, [81, [101, and VI] .
THE BASELINE YIELD FORMULA
As shown in [3] and [9] , adequate evaluation of chip manufacturing yield requires knowledge of the following.
1) The "fault types" (1, 2 , -, F ) originating from manufacturing defects. In Table I the fault types of a conventional memory chip are reported. Quantity F denotes the number of such types. The average number of type " i " faults per chip will be denoted by A, ( i = 1, 2, * , F ) . Evaluation of A, may be done by conventional methods as in [3] , [9] or [12], , L ) are subject to faults. In Table I1 the circuit types of a conventional memory chip are shown. Quantity L denotes the number of such types. ~3 1 .
2 ) The "circuit types" (1, 2, Fault and circuit types will be referred to a M X M X 1 b fault-tolerant VLSI dynamic RAM, i.e., with M bitlines (BL), and M wordlines (WL) of 1 b. It is also assumed there are r spare BL's and r spare WL's. Quantity r is also called the chip "redundancy level. " We assume that replacement of defective components (e.g., WL's or BL's) can be performed, for example, by fuse firing techniques such as those used in [3] .
For a chip with F possible fault types, the baseline formula [3] bases yield calculations on the concept of fault pattern (FP), defined by the vector:
where i k is the number of type-k faults ( k = 1 , * , F ) . Based on this, the chip manufacturing yield is defined by:
where FPi is the chip's ith fault pattern.
In order to clarify the example, let us consider the four FP's in Table I11 for a chip memory with "redundancy level" r = 1 . FP, is characterized by two faults of the SC-type. FP, is characterized by 1 fault of the SWL-type and 1 of the SBL-type, while FP, and FP4 are characterized by 3 and 7 faults, respectively, all of the same type (SC). In [3], FP, and FP, are considered to be fixable, while FP, and FP4 are considered not fixable (see [3, table 41). The decision concerning FP fixability is made by the analyst on the basis of experience and available redundancies.
In [3] it is also shown that (without considering "gross" defect presence) by using generalized negative binomial statistics, it can be stated The generalized negative binomial is the statistic that best fits the experimental results [9] . As pointed out in [15] its appeal stems from the fact that it does not assume that all defects (faults) are evenly distributed throughout the wafer but rather allows defects to cluster. References [5], [6] , and [8] also definitely choose this statistic to model defect distribution throughout the wafer.
If, at a given time, there are n faults on the chip, then it may be stated that * * n),
since faults can be of F different types.
If one simply assumes that faults are functionally and stochastically independent, then these can be seen as "n" objects to be placed into F different sites. Therefore, for any given "n" one can have a number of ( ; : : -l ) ( 3 ) different FP's and, since n = 0, 1 , 2, countable infinite set denoted as * , 03, the FP set is a
( 4 )
It should be noted that within this infinite set there are fixable and unfixable FP's. In order to overcome the problem of having to decide (in the formula application) between fixable and unfixable FP's, two new placement notions are introduced in Section 111-3.1.
HI. THE NEW YIELD FORMULA

I . Preliminary Dejnitions
In order to present the new yield formula, a pair of further FP notions must be introduced, in addition to the FP notion used above. These are the notions of "fault distribution" (FD) and chip "operating configuration" (OC).
The chip FD is an assignment of faults to the chip circuits. In Table 11 , for example, we have 4 circuit types. We shall assume circuits of type 1, 2, and 3 (denoted AC, WL, BL) to be the reconfigurable ones due to the presence of spare BL's and spare WL's.
In general, one can find a one-to-many fold mapping between chip FP's and chip FD's. The chip fault pattem FP, = (3, 0, . . . , 0) in Table 111 It is important to note that, for a given redundancy level ( r = 1 in the example) some of the above fault distributions give rise to reconfigurable situations (FD32, FD,,, FD,,, FD,, and FD,, ) while some others do not (FD,, ), From this, the necessity of introducing the second fault placement notion, that of the chip OC (or "chip state") arises. On the basis of the chip restructuring policy, FD's can be mapped by a many-to-one fold relationship into chip configurations. Chip OC is the chip state expressed in terms of the number of existing error-free reconfigurable circuit types.
Denoting the chip state with M + s error free WL's and M + t error-free BL's (s, t 5 r) as (s, t ) , Table IV shows the relation between chip FD's and chip OC's or states.
In other words, state (r, r) is the chip's completely error-free state, and state (0, 0) is the state the chip reaches after exhaustion of all spare components. State-to-state transitions are governed by the chip "reconfiguration strategy." For any given reconfiguration strategy a transition diagram can be obtained. Fig. 1 is the transition diagram for the reconfiguration strategy which reorganizes the residual fault-free cells in a square. Circles denote chip OC's. So called chip "unacceptable" OC's are aggregated into a single "absorbing state." This is a faulty state in which the chip has to be discarded. It is reached either when a fault hits some unreconfigurable circuit (e.g., timing and control circuit or data and address buffers), or when the number of operating WL's or BL's becomes less than M . The state-to-state transitions are govemed by the following events (assuming that the system is in state (s, t ) (i.e., there are ( M + s ) x ( M + t ) active cells)).
i) A SC type of fault hits a single AC out of ( M + s ) x ( M + t ) active ones. Then, i f s 2 t the BL on which the faulty cell resides is replaced by a spare line. Otherwise the corresponding WL is replaced.
ii) A double-cell type of fault hits a pair of AC's out of ( M + s) X ( M + t ) active ones. These cells reside on a common word (bit) line, but on a pair of different bit (word) lines. Then, i f s 2 1 ( t 2 l ) , the interested word (bit) line is replaced by a spare one. Otherwise, i f s = 0 and t 2 2 ( t = 0, s 2 2), the pair of interested bit (word) lines is replaced by spare ones. Fig. 1 , for example) with an m X m transition matrix T = 11 t ( k , j ) 11. The transition probability t (k, j ) gives the probability that departing from state OCk, the chip has to be reconfigured to state OC, due to the occurrence of an additional fault. Based on the FD and OC definitions, the new yield formula can now be introduced. As we shall see, the new formula embeds the infinite series of all possible FP's into the paths of a finite Markov chain transition diagram.
Mathematics of the New Yield Formula
Here it shall be demonstrated that, through simple arguments formula (1) can be changed into one which is simpler, and which works on just a finite state space only.
According to the notation presented in Section 111-3.1, denoting the chip's ith fault pattem by FP,, (1) can be rewritten as follows:
Since OC, is the chip'sjth operating configuration, through simple conditional probability arguments, it can also be stated that where p ( n ) is the probability that n faults are found on the chip at the end of the manufacturing process, which can be expressed This gives the aggregated probability that, if n faults hit the chip, then any one of the FP, patterns may take place and lead to the specific chip state OC, . We call this the first level aggregation.
Using (7) we now turn to a further subexpression derived from ( 5 ) , that is 2 prob(OC,In) = prob(C(n)
allacccptablcOC~ which we denote as prob(C(n), and which gives the aggregated probability that the chip is acceptable given n faults. We call this second level aggregation. Using (7) and (8), the yield formula (5) can be rewritten as follows : m Y = c p ( n ) * prob(C1n).
(9) n = O
As already stated in Section I, this formula consists of two terms, and we are concerned with the prob(C1n) term. This term is the result of two probability aggregations of the chip state space: the first level aggregation aggregates all possible fault patterns and the second level aggregation all possible acceptable operating configurations.
The resulting formula (9) is much simpler than the conventional one (l) , since the infinite space of the fault patterns has been aggregated and replaced by the finite state space of the operating configurations (e.g., see Fig. I ). No information has been lost, since the infinite set of fault patterns is now given by the infinite number of paths one can randomly walk by state-tostate transitions in the finite state space of the Markov chain.
Based on this chain, the evaluation of term prob( C 1 n ) in (9) is a matter of elementary stochastic process algebra. In fact, it can first be stated that prob ( C I n ) = prob (the chain transits by n steps from OC,,, to OC, + o) and then [ 161 :
where t" (m, j ) is the (m, j )th entry of the n-step transition matrix T". By using (6) and (lo), then the evaluation of the new yield formula (9) is quite straightforward. Starting from different assumptions, formulas similar to (9) have been obtained by other authors [4] , [5] , [lo], [15] . These formulas will be discussed in Section IV.
Formula Approximation Bounds
The truncation of the infinite sum in (9) can be affected in a controlled manner. For example let us assume that (9) is truncated at n = n*. The resulting error E would then be m E = c p ( n ) *prob(Cln) n = n * + l and, since prob(C( n) c 1, it can then be stated that "* For example, by using (7) with a = 1, (1 1) yields and for X = 3, truncating the sum in (9) for n* = 11 gives rise to an error of only E < 0.01. In other words, the computation can be stopped after the first few powers of matrix T have been derived. Computationally speaking, it is worth noting that only the product of mth row of T by T itself has to be performed each time.
IV. YIELD FORMULA CALCULATION ALGORITHM AND
The calculation algorithm for the yield calculation, according to (9) , can be schematized as follows.
1) Selection of the defect statistics model, p (n), e.g., generalized negative binomial [3] , Poisson [9] .
2) Definition of the Markov chain state-diagram for the chip under consideration (e.g., Fig. 1, or Figs. 2 and 3 in the following).
3) Derivation of the state-to-state transition probabilities, r(m, j ) . These are functions of the redundancy level and the reconfiguration strategy (e.g., see Section V-5.1, or V-5.2 in the following).
4) Selection of the approximation level E and derivation, by ( l l ) , of the truncation level n*.
)
Computation of the yield by (9) truncating its sum at n*.
As far as the physics of the formula-term prob ( C 1 n ) is concerned, it is easy to see that the Markov chain approach relates chip operating configurations with fault distributions. In other words, each Markov state (excluding the absorbing one) represents a possible acceptable operating configuration. The Markov chain walks connecting the fault-free operating configuration (state OC,, i.e., the ( r , r ) state in Fig. 1 ) to any acceptable operating configuration (state OC, , with j # 0), physically generate the set of fixable FP's. The walks connecting OC, to any unacceptable configuration (aggregated into the PHYSICS state OC,), physically generate the set of unfixable chip fault patterns. Formulas like that designed in (9) have already been introduced in the literature, though starting from a different assumption. These formulas are based on the Bose-Einstein or Maxwell-Boltzmann statistics to obtain the prob ( C I n ) term.
However, in their on-paper form ([4], [SI, [lo], [lS])) these formulas can only efficiently handle the so called M-out-of-N
yield problem (that is given H faulty components out of N, the system could always be reconfigured using the remaining M = N -H components without information about their effective connections). For topologically limited chip architecture problems, they have to be altered in an unspecified way.
An example is given by the formula presented in [4] and in [lo], based on Bose-Einstein statistics for the scopes of the prob ( C I n). The formula evaluates the yield of a two-dimensional arrangement of N modules, of which N -R are required to be functional, with intermodule connections running vertically and horizontally between the modules. The relation between the reconfiguration strategy, the faulty modules and faulty connections is taken into account (see [lo, formula 11) by the "bypass coverage factor, " defined as the conditional probability that a module will be bypassed, given that it is faulty. However, unfortunately the authors do not explicate how this factor can be expressed in terms of architecture complexity, interconnection density, amount of redundancies, and switching mechanisms. However, it should be noted that this formula gives rise to some critical comments, found in [17] .
Similarly, in [SI and [15] the yield evaluation of redundant chips is studied, in which s defective elements can be tolerated. The generalized binomial defect statistics and the MaxwellBoltzmann (or altemativally the Bose-Einstein) statistics are used for the scopes of the p ( n ) and the prob( CI n ) terms, respectively. Yet neither the authors deal with reconfiguration strategy nor with the relation between different types of defects. They assert (see [15, p. 7091 ) only that in case of defect type interactions the formula has to be changed accordingly, without specifying in what way. In [8] a solution is given for a particular architecture, but, as demonstrated in Section V-5.2, it is too simplistic.
V. NUMERICAL RESULTS
In the following sections a three part evaluation of the accuracy, representativeness, and ease of use features achieved by the formula proposed here will be presented by comparing results with three different existing approaches. To demonstrate its accuracy a comparison is drawn with the results obtained in [3] and in [ 6 ] ; to emphasize its representativeness and ease of use, it is contrasted with the method proposed in [8].
Formula Accuracy
In this subsection the accuracy of the proposed method is illustrated by a comparison with the exact solution provided in [6] for the M-out-of-N yield problem. We shall show that the same problem can be solved by the use of a very simple finite Markov chain with N -M + 1 states, and shall then compare results with the [6] exact solution. It should be noted that the closed form solution for the simple M-out-of-N yield problem proposed by Harden and Straden has been obtained starting with (1) (proposed in [3] ) and is used in this paper as the baseline formula. The first transition takes place with probability ( N -1 )/N, and the latter with probability 1 /N.
In Table V (9) and those obtained using the formula proposed in [6] is given. The results are shown for three different truncation levels (n*). The resulting error ( E ) ranges between lo-' and
In other words, the number n* of iteration can be limited to n* = 5 if a lo-' error can be tolerated, while by placing n* to 20, a error is obtained even for very unfavorable values of M.
Further, to show the new yield formula accuracy feature, a comparison with the approach proposed in [3] to evaluate a redundant memory chip (with ( M + r) x ( M + r) cells, in which r is the redundancy level) is presented.
To compare the two approaches we need to know all fixable fault patterns. While in our approach these can be computer evaluated (they are the walks connecting the fault-free state of the chip, state (r, r ) in Fig. 1 , with all the acceptable operating configurations ), in the cited paper, instead, they are subjectively chosen by the analyst. In particular, by examining Table   \ I in [3] the reader can see that a number of 1316 fixable FP's, have to be chosen for the yield calculation of an ( M + r ) x ( M + r ) memory chip with r = 5. However, in the cited paper only the fixable FP's (chosen by the authors) are listed for a redundancy level r = 1, so we can only compare our results to this particular case, even if, given the redundancy level, the comparison is of academic interest only.
The necessary Markov chain for our approach is schematized in Fig. 1 , while the fault parameters employed are listed in Table VI. The values represent the average number of faults per chip and reproduce the experimental data used in [3], while the defect clustering parameter is fixed at 1. In Table VI1 the yield values obtained with our method are compared with those obtained by the method proposed in [3] . The higher predicability in approximation levels featured by the proposed formula may be clearly seen. The data precision which results, obtained using (9), is To sum up, the new formula allows for the selection from .among different memory dimensions on the basis of the yield parameter, while the baseline formula did not. The discrepancy arises from the fact that the new formula permits situations confor M = 1 and vanishes for increasing values of M. (1) sidered unfixable in [3] to be considered as fixable. For example, FP3 (see [3, tables 3 and 51) which belongs to the set of all possible FP's with n = 3, is subjectively considered unfixable in the cited paper, and thus it is not entered into (1). In the case of FP3, however, based on the available redundancy level ( r = 1 ), the situation of 2 (out of the 3) faults occuring in the same row or the same column (see fault distributions FD32, FD33, FD3, and FD,, in Table IV) is a fixable situation. It is also true that such a situation is less likely to occur in larger memories, which consequently show a lower yield value than the corresponding smaller ones in Table VII . Observating Table VI1 it can also be seen that the accuracy of the conventional yield formula (1) depends on M. This proves that the subjective choice that has to be made in (1) for only a limited number of FP's can have negative and unpredictable effects on the yield estimation accuracy. These effects appear to be negligible for chips with M larger than 64. A more visible effect may be obtained by placing the redundancy level r at a value larger than 1. However, this has not been done in this paper since r = 1 is the only redundancy level for which it is possible to use the fixable FP's listed in [3].
Formula Representativeness and Ease of Use
In this subsection, the representativeness of the new yield formula and its ease of use is illustrated by proving that certain proposals (e.g., [8]) fail to consider functional relationships existing between basic and redundant circuits. Consequently these do not allow for a comparison of different reconfiguration strategies.
In [SI, the case of a square grid chip with (15 + s ) X (15 + s ) processor elements (PE's) is considered, where s is the redundancy level. When a fault in a processor or a connecting bus (between processors) occurs, the following strategy is suggested (see [S, p. 231). If the fault occurs within a processor, then all the processors in the corresponding row and column are declared connecting elements (CE's) and do not participate in later processing. If a connecting bus is faulty, only the processors in the appropriate row or column become connecting elements.
According to [8] the probability that the chip is acceptable is (see [S, formula (21)):
where Pr { Z = i, J = j } is the probability that i PE's and j communication buses are faulty. Formula (13) provides a very simple formula which is unable to take into consideration the necessary functional relationship between faulty and fault-free circuits. For example, according to (13) a configuration with (15
PE's would be accepted whenever j faults hit communication buses o n j distinct horizontal lines. In this case, if i + j > s (where for example i = 0 and j > s ) also holds, then the resulting configuration could not be reconfigured as a 15 by 15 square grid. Moreover, the yield formula (1 3) is unable to take into account the simultaneous presence of faults on the ( I , m)th PE as well as on its Zt h row and its mth column. More precisely, if two faults hit the chip, with one fault being a PE fault (say the ( 1 , m)th PE) and the second a bus fault, then (13) is unable to distinguish from among the following cases: i) the bus-fault hits the kth row, with k # I;
ii) the bus-fault hits the hth column, with h # m; iii) the bus-fault hits either the lth row or the mth column.
As a consequence, cases i), ii), and iii) are considered as unfixable cases when s = 1. On the contrary, situation iii) is actually a fixable one, when s = 1 .
With new yield formula, on the contrary, all such situations are correctly taken into account. This is possible by use of a very simple finite state Markov chain with (s + 1 ) X (s + 1 ) + 1 states. Such a chain is schematized in Fig. 3 . The state-tostate transitions are governed by the events of PE or connection bus faults, and relative transition probability values can be obtained simply considering that they are functions of the number and type of the components. For example, the transition from state (s, s) to state (( s -1 ), (s -1 ) -1 1 , ( s -1 ) ) .
The numerical consequences of the roughness of (13) are shown in Tables VIII-X obtained Table X is obtained by changing the average number of defects to X = 6. From the results of the tables one can see there are differences both in the absolute yield value (that increases with the redundancy level) and in the optimal value of the redundancy level. Indeed, in Table VI11 the yield optimal value is obtained using (1 3) for a redundancy value s = 5, while the yield optimal value is obtained using (9) for s = 6; moreover, the difference between the yield values for the optimal redundancy level is about 10%. This discrepancy increases both in Tables IX and X, where the optimal redundancy level changes from 6 to 8 and from 5 to 7 with an error of about 23 and 13 % , respectively.
VI. CONCLUSIONS
In this paper a new calculation method has been introduced for the yield calculation in VLSI fault-tolerant chips, which features ease of use without sacrificing representativeness and accuracy.
Ease of use and representativeness has been obtained by a double aggregation technique of the chip state space which replaces the infinite space of FP's (used in [3] ) by a finite state space. In particular, the paper proves that this space can be computer-generated by randomly walking the finite state space of an easily defined Markov chain. Formula accuracy is preserved by control of the formula approximation bounds.
In order to demonstrate the powerfulness of the new yield calculation method, a comparison has been made between the proposed one and three known methods existing in literature: the [3] method for memory chip yield evaluation, the [6] method for the M-out-of-N yield problem evaluation, and the [8] method for the square grid chip yield evaluation.
