The Cobb-Douglas model is widely applied in econometrics and other areas of research. The model, with strongly collinear inputs has been estimated under alternative correctly specified error terms. The impact of multicollinearity , is seen to be more severe in the multiplicative error model than in the additive error model.Our result also shows that the trend of the effect of multicollinearity is ambiguous as sample size increases-sample size cannot be said to have purged the models of the effect of multicollinearity.
INTRODUCTION
As observed by econometricians and scientists in other disciplines the p-input variable function: plays a significant role in modeling certain phenomena. In economics, for instance, it is widely applied in research works on production, demand (including transport demand) and cost functions. In biometry, the function (1.1) may be used in carrying out leaf rectangularity index analysis as in [ 3 ] and [5] . In economics, the powers of the X's are called elasticity's and their sum is interpreted as a measure of returns to scale. Each i θ (i =1,2, . . . . ,p) under some conditions gives the factor share of the associated input variable X i .
Econometric model demands the incorporation of an error term as well as the specification of its distribution. The specification of the error term is a major problem in applied econometrics. The functional form f in Equation (1.1) cannot be decided in isolation from the specification of the error term. Since economic theory cannot give precisely always what the functional form should be , as cited in [1] and [ 14 ] , this and the related problem of error specification may be resolved empirically. 
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Proof: The proof can be seen in [ 2, 7 ] . We shall use this criterion later in comparing two competing models The minimum variance criterion of [ 12 ] is replaced by minimum mean square criterion of Essi in [ 2 ] . The Essi criterion, which is in terms of the mean squared error (MSE) of the adjusted coefficient of determination is more preferred, for some obvious reasons, to that of Theil, as a basis for comparing estimates of the true and mis-specified models, especially where we use simulated models with replications. In using Theil minimum variance criterion, the response variables in both Ho and H 1 must be in the same units and the models should be linear. The use of MSE ( ) 2 ∧ R overcomes these drawbacks. We also benefit as the ratio of MSE ( ) 2 ∧ R from two competing models, can be used to assess the overall relative efficiency of a set of one model estimates to that of another.
The consequences of an incorrect form for the disturbance term, according to [ 10 ] are bias and inconsistency in the least square estimate of the parameters. Suppose that the error term is correctly specified, be it additive error or multiplicative error, what happens? Heben in [11 ] observes that there is trouble with the multiplicative error model (MEM) in that one may " encounter severe multicollinearity between K and L, especially with cross-section (rather than time -series) data and especially if our observations are for firms in a fairly homogenous industry". This, Heben says, is " because for such an industry, the capital-labour mix is fairly uniform across firms, since all use more or less the same technique, hence if the K/L ratio is, say, 3, then for all observations we would have approximately K = 3L, and hence very strong collinearity. "
Fabrycy in [ 8 ] observes that " using linear least squares regressions induce us to adopt functions which are linear in parameters. Often this imposes unrealistically rigid constraints which may create multicollinearity. Using more realistic nonlinear forms and nonlinear least squares regressions is likely to overcome this problem ." The papers [ 4 ] and [ 7 ] consider the consequences of mis-specifying the error term for the Cobb-Douglas production model . The articles [ 4 ] and [ 7 ] observe that the consequence is more serious when a multiplicative error plagued data set is fitted with an additive error based model than vice-versa .This trend, it is observed, persists in the presence of multicollinearity.
METHODOLOGY AND DATA
The two correctly specified models considered are The input matrix is made of two variables K (capital) and L(Labour) and are randomly generated and normally distributed independent variables such that they are typical of data set on capital and labour as that of [ 13 ] . We adopt the data generating process outlined in [ 4 ] and [ 7 ] The noisy Y's are obtained according to the relations (3.1) and (3. The first model to be considered is: Table 2 gives estimates for the model Table 3 shows the impact of multicollinearity of the model MEM relative to the model AEM as sample size increases. Ratios of MSE in both models are used to achieve this. Cor(K,L),between the inputs K and L gives the level of multicollinearity between K and L. Consider Table  1 and Table 2 ( Sample size T=20) and multicollinearity level Cor(K, L) = 0.03. The value of MSE in MEM is higher than MSE in AEM . The trend is the same for Cor(K,L)=0.24 and Cor(K,L)=0.45. When we go to higher sample sizes in Table 1 and  Table 2 , MEM still has higher MSE than AEM. In Table 3 
DISCUSSION

CONCLUSION
We, from the beginning do not focus on the detection of multicoliinearity as attempted by [ 9 ] but rather investigate the consequences and the seriousness of the consequences of the presence of multicollinearity.
The adverse effect of multicollinearity in MEM is worse than the adverse effect of multicollinearity in AEM . The higher values of mean square error in MEM attest to this. However, as the sample size increases, the trend of the impact of multicollinearity is ambiguous for both AEM and MEM. This make us conclude that effect of multicollinearity cannot be said to have been purged by large sample size.
