We introduce contextual explanation networks (CENs)-a class of models that learn to predict by generating and leveraging intermediate explanations. CENs combine deep networks with context-specific probabilistic models and construct explanations in the form of locally-correct hypotheses. Contrary to the existing post-hoc model-explanation tools, CENs learn to predict and to explain jointly. Our approach offers two major advantages: (i) for each prediction, valid instance-specific explanations are generated with no computational overhead and (ii) prediction via explanation acts as a regularization and boosts performance in low-resource settings. We prove that local approximations to the decision boundary of our networks are consistent with the generated explanations. Our results on image and text classification and survival analysis tasks demonstrate that CENs can easily match or outperform the state-of-the-art while offering additional insights behind each prediction, valuable for decision support.
Introduction
The recent empirical success of predictive algorithms promises to have a profound impact on shaping entire industries, from science [1] to healthcare [2] , to public transportation [3] . The main drivers behind the success are the rapid growth of ubiquitous data and the algorithms and models that utilize such data efficiently. The top-performing methods are often based on minimal assumptions and are designed to learn complicated relationships directly from the data. This comes at a cost of interpretability-humans can no longer understand and trust the reasoning behind a particular decision of a complex algorithm. While the high performance often supports the belief in predictive capabilities of a system, perturbation analysis reveals that black-box models can be easily broken in an unintuitive and unexpected manner [4] . Therefore, for a machine learning system to be used in a social context (e.g., in healthcare) it is imperative to provide a sound reasoning for each decision.
Restricting the class of models to only human-intelligible [5] (e.g., generalized linear [6] and additive [7] models, decision trees, etc.) is a potential remedy, but often is too limiting in modern practical settings. Alternatively, one may fit a complex model and explain its predictions post-hoc, e.g., by searching for a simple local approximation of the decision boundary [8] , or by inspecting the directions in the input space [9] that affect the prediction the most. While such approaches achieve their goal, the explanations are generated a posteriori, require additional computation per data instance, and, most importantly, are never the basis for the predictions made in the first place.
The explanation is a fundamental part of the human learning and decision process [10] . Inspired by this fact, we introduce contextual explanation networks (CENs)-a class of probabilistic models that learn to predict by constructing explanations. The key idea behind CENs is to combine deep networks with simple probabilistic graphical models that encode the prior knowledge. First, we note that modern datasets are often comprised of various representations, some of which are highlevel and human-interpretable (e.g., categorical features), while many are low-level or unstructured (e.g., text, image pixels, sensory inputs). We define the explanation as a probabilistic model on the high-level features. Second, to account for the information available in the low-level representations, CENs use them as a context and require explanations to be context-specific [cf. context-specific PGM, 11, Ch. 5.3]. In particular, given a low-level representation of a data point (text, image, time series, etc.), we use a deep network designed for learning from such data modality to produce a contextual hypothesis, i.e., a probabilistic model that is applicable within the given context. For prediction, we apply the obtained hypothesis to the corresponding high-level features of the data instance. Importantly, the explanation mechanism is an integral part of CEN, and our models are trained to predict and to explain jointly.
A motivating example. Consider a CEN for diagnosing the risk of developing heart arrhythmia ( Figure 1a ). The causes of the condition are quite diverse, ranging from smoking and diabetes to an injury from previous heart attacks, and may carry different effects on the risk of arrhythmia in different contexts. Assume that the data for each patient consists of medical notes in the form of raw text (which is used as the context) and a number of specific attributes (such as high blood pressure, diabetes, smoking, etc.). Further, assume that we have access to a parametric class of expert-designed models that relate the attributes to the condition. The CEN maps the medical notes to the parameters of the model class to produce a context-specific hypothesis, which is further used to make a prediction.
In the sequel, we formalize these intuitions and refer to this toy example in our discussion to illustrate different aspects of the framework. The main contributions of the paper are as follows:
• We formally define CENs as a class of probabilistic models, consider special cases (e.g., mixture of experts [12] ), and derive learning and inference algorithms for simple and structured outputs.
• We prove that explanations generated by CENs are consistent with the ones produced post-hoc via local approximations [8] . We also show that, in practice, while both methods generate explanations that are virtually identical, CENs construct them orders of magnitude faster.
• We implement CENs by extending a number of established domain-specific deep architectures for image and text data and design new architectures for survival analysis. Experimentally, we demonstrate the value of learning with explanations for prediction and model diagnostics.
Methods
We consider the problem of learning from a collection of data where each instance is represented by three random variables: the context, C ∈ C, and the attributes, X ∈ X , and the targets, Y ∈ Y. The goal is to learn a model, p w (Y | X, C), parametrized by w that can predict Y from X and C. We define contextual explanation networks as models that assume the following form of the generative process and the predictive distribution (an example graphical model for CEN is given in Figure 1b ):
where p (Y | X, θ) is a context-specific model (or hypothesis), which is parametrized by θ and depends on the attributes but not on the context. We call such hypotheses explanations 1 , since they explicitly relate interpretable variables, X, to the targets, Y. For example, when the targets are scalar and binary, explanations may take the form of logistic regression; when the targets are more complex, dependencies between the components of Y can be modeled by a conditional random field [13] . Figure 2 : An example of CEN architecture. The context is represented by an image and transformed by a convnet encoder into an attention vector, which is used to construct a contextual hypothesis from a dictionary of sparse atoms. MoE uses a similar attention mechanism but for combining predictions of each model in the dictionary.
CENs assume that each explanation is context-specific: p w (θ | C) defines a conditional probability of a hypothesis θ being valid in the context C. To make a prediction, we marginalize out θ's; to interpret a prediction, Y = y, for a given data instance, (x, c), we infer the posterior, p w (θ | Y = y, x, c).
The main advantage of this approach is that it allows modeling conditional probabilities, p w (θ | C), in a black-box fashion while keeping the class of explanations, p (Y | X, θ), simple and interpretable. For instance, when the context is given as raw text, we could choose p w (θ | C) to be represented with a recurrent neural network, while p (Y | X, θ) could be in the generalized linear class.
We discuss implications of the assumptions made by (1) in Appendix A. Here, we move on to describing a number of practical choices for p w (θ | C) and learning and inference for those.
Contextual Explanation Networks
As a practical implementation of CEN, we represent p w (θ | C) with a neural network that encodes the context into the parameter space of explanations. There are multiple ways to construct an encoder, which we consider below.
Deterministic Encoding. Consider p w (θ | C) := δ (φ w (C), θ), where δ(·, ·) is a delta-function. Collapsing the conditional distribution to a delta-function makes θ depend deterministically on C and results into the following tractable conditional log-likelihood:
The conditional log-likelihood of each data point is local and determined by the corresponding explanation,
, the posterior also collapses to θ i = φ w (c i ), and hence the inference is done via a single forward pass.
Constrained Deterministic Maps. The downside of deterministic encoding is the lack of constraints on the generated explanations. There are multiple reasons why this might be an issue: (i) when the context encoder is unrestricted, it might generate unstable, overfitted local models, (ii) explanations are not guaranteed to be human-interpretable per se, and often require imposing additional constraints, such as sparsity, and (iii) when we want to reason about the patterns in the data as a whole, local explanations are not enough. To address these issues, we constrain the space of explanations by introducing a global dictionary,
, where each atom of the dictionary, θ k , is required to be sparse. The encoder generates context-specific explanations using soft attention over the dictionary (Figure 2 ), i.e., each local model becomes a convex combination of the sparse atoms:
where α w (c) is the context-specific attention over the dictionary. The model is trained by learning both the dictionary, D, and the weights of the attention-based encoder, w. The log-likelihood has the same form as given in (2), and both learning and inference are done via a single forward pass.
Mixtures of Experts. So far, we represented p w (θ | C) by a delta-function centered around the output of an encoder. It is natural to extend p w (θ | C) to a mixture of such delta-distributions, in which case CENs recover the well known class of models called mixtures of experts (MoE) [12] . In By sampling from a distribution sharply concentrated around (x, c), we ensure thatθ will recover θ with high probability. This result establishes an equivalence between the explanations generated by CENs and those generated by LIME post-hoc. The proof of the result is given in Appendix B.
Structured Explanations
We have shown that CEN-generated and post-hoc explanations turn out to be equivalent in the case of simple classification (i.e., when Y is scalar). However, when Y is structured (e.g., as a sequence), constructing coherent local approximation in a post-hoc manner is non-trivial. At the same time, CENs naturally let us represent p (Y | X, θ) using arbitrary graphical models. In this paper, we consider sequentially structured outputs and construct CENs with CRF-based explanations which we further apply to solve the survival analysis task, re-formulated as a structured prediction problem [17] . The general setup is as follows. Again, the data instances consist of contexts, attributes, and targets, (C, X, Y), where now targets are sequences of m binary variables, Y := (y 1 , . . . , y m ), that indicate occurrence of an event (e.g., death of a patient): if the event occurred at time t ∈ [t i , t i+1 ), then y j = 0, ∀j ≤ i and y k = 1, ∀k > i. Note that here, only m + 1 binary sequences are valid, i.e., assigned non-zero probability by the model. The CRF-based CEN is defined as follows:
Here, the potentials between the attributes, x, and the targets, y 1:m , are linear, parameterized by θ 1:m ; the pairwise potentials between targets, ω(y i , y i+1 ), ensure that configurations (y i , y i+1 ) = (1, 0) are improbable (i.e., ω(1, 0) = −∞). Following Chun-Nam et al. [17] , we derive a tractable conditional log-likelihood in Appendix E. For p w (θ | C), we chose to use a deterministic encoder with a global learnable dictionary. Learning and inference are done as described in the previous section.
Related work
As we have shown, CEN is a way to combine deep networks with structured probabilistic models. The idea of combining such models has been explored extensively; to mention a few, recent papers include work on structured prediction [e.g. 18, 19, 20] , kernel learning [e.g., 21, 22] , and state-space modeling [e.g., 23, 24] . The key difference between CENs and the previous art is that the latter proposed to directly integrate neural networks into the graphical models as components (e.g., neural potential functions). While flexible, the resulting deep graphical models could no longer be clearly interpreted in terms of crisp relationships between specific variables. The idea of generating parameters of deep network by another network is related and has been considered for zero-shot learning [25] . Other approaches to model interpretability, such as feature selection [26] and example-based model criticism [27, 28] , are different but complementary to our explanation networks. Finally, we point out that our framework encompasses the class of so-called personalized or instance-specific models that learn to partition the space of inputs and fit local sub-models [e.g., 29].
Experiments
In this section, we proceed with an experimental evaluation of CENs. In particular, we consider applications that involve different data modalities of the context: image, text, and time series. In each case, CENs are based on deep architectures designed for learning from a given type of context; for the explanations, we use either a logistic regression (LR) or a conditional random field (CRF) [13] .
We conduct experiments to verify the following statements:
(i) CENs are able to match or surpass the performance of their vanilla deep network counterparts. Jointly learning to predict and to explain acts as a regularization and further boosts performance, especially in the small training data scenarios. (ii) Explanations generated by CENs are close to the ones generated post-hoc by LIME [8] not only in theory but also in practice. This means that CEN-generated explanations inherit the interpretability of LIME while eliminating the post-processing computation. (iii) Performance of CEN depends on how predictive the high-level features are of the targets, while LIME can overfit the decision boundary and hence lead to erroneous interpretations. Best previous results for similar LSTMs: 8.1% (supervised) and 6.6% (semi-supervised) [30] . 
Classification tasks
Classical datasets. We consider the two classical image datasets, MNIST 3 and CIFAR10 4 , and a text dataset for sentiment classification of the IMDB reviews [31] . For MNIST and CIFAR: the images are used as context; to imitate high-level features, we use (a) the original images cubically downscaled to 20 × 20 pixels, gray-scaled and normalized, and (b) HOG descriptors [32] ; a simple convnet (2 convolutions followed by a max pooling layer) for MNIST and the VGG-16 architecture [33] for CIFAR10 are used as baselines and also as the context encoders in CEN. For IMDB: the context is represented by sequences of words; for high-level features we use (a) the bag-of-words (BoW) representation and (b) a topic representation produced by a separately trained topic model; a bidirectional LSTM with pooling [30] is used as a baseline and context encoder.
Remote sensing. We also consider the problem of poverty prediction for household clusters in a developing country (Uganda) from satellite imagery and survey data. Each household cluster is represented by a collection of 400 × 400 satellite images and a vector of categorical features. The satellite images are considered as the context; 65 variables from living standards measurement survey (LSMS) are used as the high-level interpretable features (these data representations are not derivatives of each other). The task is binary classification of households in Uganda into poor and not poor. We closely follow the original study of Jean et al. [34] and use a pretrained VGG-F network for embedding the images into a 4096-dimensional space on top of which we build our contextual models. Note that this datasets is fairly small (642 points), and hence we keep the VGG-F frozen to avoid overfitting. Models. For each task, we used linear regression and the vanilla deep networks as baselines. CENs used the baseline deep nets as context encoders and were of three types: (a) mixture of experts (MoE), (b) deterministic context encoding (CEN) and (c) variational context autoencoding (VCEN), all with the dictionary constraint and sparsity regularization (see Section 2.1). Additional details on the parametrization and training procedures are given in Appendix F.
Quantitative analysis. Performance of the models across different tasks is given in Table 1 . In each task, CENs are trained to simultaneously generate predictions and construct explanations using a dictionary (the size varied from 2 to 1024, see Figure 3 , upper panel) and are able to match or outperform the vanilla deep nets and linear models. On the image data, CENs with linear explanations on HOG descriptors give a slight improvement over the baseline performance. On the IMDB text data, CENs surpass the state of the art result for supervised classification attainable by the LSTM architectures [30] . When the models are trained on a subset of data (the size varied from 1% to 20% for MNIST and from 2% to 40% for IMDB), we notice that explanations play the role of a regularizer which strongly improves the sample complexity of our models ( Figure 3, lower panel) . This becomes even more evident from the results on the Satellite dataset that had only 500 training points. There, CEN, VCEN, and MoE models use satellite imagery as context and significantly improved upon the sparse linear models on the survey features (known as the gold standard in remote sensing techniques). Note that training an MLP on both encoded satellite images and survey features, while beneficial, does not come close to the result achieved by contextual explanation networks. Qualitative analysis. To analyze CEN-generated explanations qualitatively, we focus on the poverty prediction task (see Appendix F for visualizations of the learned models for images and text). We discover that, after convergence, CENs tend to sharply select one of the two linear models (M1 and M2) for different household clusters in Uganda (Figure 4a ). In the survey data, each household cluster is marked as either urban or rural; we notice that CEN tends to pick M1 for urban areas and M2 for rural 5 ( Figure 4b ). Notice that the models weigh different categorical features, such as reliability of the water source or the proportion of houses with walls made of unburnt brick, quite differently. When visualized on the map, we see that CEN selects M1 more frequently around the major city areas, which also correlates with high nightlight intensity in those areas (Figures 4c-4d ). Comparison with LIME. While training models to jointly predict and explain is a powerful regularization mechanism, the primary use case for explanations themselves is model diagnostics. LIME [8] is positioned as a useful tool for the latter purpose.
As we have shown in Section 2.2, under certain conditions, LIME applied to CEN recovers the original explanations with high probability (Theorem 1). We test this experimentally on the IMDB dataset and CEN bow model: First, we use a trained CEN model to generate linear explanations on the BoW features for a number of validation points. Then, we generate explanations using LIME by sampling 10k points in the neighborhood of each point 6 and approximating the decision boundary. The relative L 1 -distance between the CEN-and LIME-generated explanations is 4.1 ± 0.6% indicating that the explanations are virtually identical. Further, we compare CEN and LIME in terms of the compute time overhead (Table 2) : While CENs have a negligible overhead in training time compared to the vanilla deep nets, they generate explanations via a single forward pass and are orders of magnitude faster than LIME 7 . Finally, we ask the question, what happens if the high-level features used for model explanation were poorly correlated with the targets? To test this, we add noise to the features, X, but not to the context, C, and train CEN (on C and noisy X) and a vanilla deep network (only on C). To produce explanations for the latter, we fit LIME to predict outputs of the deep network from noisy X. As more noise is added, CEN's performance deteriorates. At the same time, regardless of the amount of added noise, LIME is able to more or less accurately fit and "explain" the decision boundary of the deep network ( Figure 5 ). This shows one of the main drawbacks of the post-hoc explanations: when constructed using poor or noisy features, they can overfit the decision boundary and produce explanations that are likely to be misleading. 
Survival Analysis
Finally, we apply CENs to survival analysis of the intense care unit (ICU) patients. In survival analysis, the goal is to learn a predictor for the time of occurrence of an event (in this case, the death of a patient) as well as be able to assess the risk (or hazard) of the occurrence. The classical models for this task are the Aalen's additive model [35] and the Cox proportional hazard model [36] , which linearly regress attributes of a particular patient, X, to the hazard function. Recently, it has been shown that CRF is more suitable, shows better performance in certain cases, and can be interpreted as a sequence of time-specific linear models [17] . Hence, as described in Section 4.2, we cast the survival analysis problem into structured prediction and use linear CRF-based explanations.
Datasets and metrics. We use two publicly available datasets for survival analysis of the ICU patients: (a) SUPPORT2 8 (9105 patient records, 51 attributes), and (b) data from the PhysioNet 2012 challenge 9 (each data instance is represented by a 48-hour irregularly sampled 37-dimensional time-series for 4000 patients). The data is used as follows:
(a) We duplicate the attributes and assume that the context and the high-level features are the same (i.e., C ≡ X); the context is encoded by a multi-layer perceptron (MLP). (b) The full time-series are used as the context; for high-level features, we take the values of the last available measurement for each variable in the time-series; LSTM is used for context encoding. For metrics, we used accuracy of predicting survival of a patient at times that corresponded to 25%, 50%, and 75% population-level quantiles and the relative absolute error (RAE) measured as in [17] .
Results. The results are given in Table 3 . Our implementation of the CRF baseline reproduces (and even slightly improves) the performance reported by Chun-Nam et al. [17] . MLP-CRF and LSTM-CRF use hidden representations produced by the neural networks as CRF features. While improving performance, these models assign weights to features of the hidden neural representations and can no longer be interpreted in terms of the original variables. Using MLP and LSTM as context encoders, CENs are able to attain very competitive results while providing explanations for each risk prediction at each point in time.
Conclusion
In this paper, we have introduced contextual explanation networks (CENs)-models that learn to predict by constructing and applying simple context-specific hypotheses. We have formally defined CENs as a class of probabilistic models, considered a number of special cases (e.g., the mixture of experts), and derived learning and inference procedures within the encoder-decoder framework for simple and sequentially-structured outputs. Learning to predict and to explain jointly turned out to have a number of benefits, including strong regularization, consistency, and the ability to generate explanations with no computational overhead. As shown both theoretically and experimentally, under certain conditions, explanations generated by CENs are close or equivalent to those generated post-hoc. We believe that the proposed class of models may be quite useful not only for improving prediction capabilities, but also for model diagnostics, pattern discovery, and general data analysis, especially when machine learning is used for decision support in high-stakes applications.
A Analysis of the assumptions made by CEN
As described in the main text, CENs represent the predictive distribution in the following form:
and the assumed generative process behind the data is either:
when we model the joint distribution of the explanations, θ, and contexts, C, e.g., using encoder-decoder framework.
We would like to understand whether CEN, as defined above, can represent any conditional distribution, p (Y | X, C), when the class of explanations is limited (e.g., to linear models), and, if not, what are the limitations?
Generally, CEN can be seen as a mixture of predictors. Such mixture models could be quite powerful as long as the mixing distribution, p (θ | C), is rich enough. In fact, even a finite mixture exponential family regression models can approximate any smooth d-dimensional density at a rate O(m −4/d ) in the KL-distance [1] . This result suggests that representing the predictive distribution with contextual mixtures should not limit the representational power of the model. The two caveats are:
(i) In practice, p (θ | C) is limited, e.g., either deterministic encoding, a finite mixture, or a simple distribution parametrized by a deep network. (ii) The classical setting of predictive mixtures does not separate inputs into two subsets, (C, X).
We do this intentionally to produce hypotheses/explanations in terms of specific features that could be useful for interpretability or model diagnostics down the line. However, it could be the case that X contains only some limited information about Y, which could limit the predictive power of the full model. 
Remark 1. All the encoding distributions, p (θ | C), considered in the main text of the paper, including delta functions, their mixtures, and encoders parametrized by neural nets fully factorize over the dimensions of θ. Remark 2. The proposition has no implications for the case of scalar targets, Y. However, in case of structured prediction, regardless of how good the context encoder is, CEN will assume the same set of independencies as given by the class of hypotheses, p (Y | X, θ).
B Approximating the Decision Boundary of CEN
Ribeiro et al. [2] proposed to construct approximations of the of the decision boundary of an arbitrary predictor, f , in the locality of a specified point, x, by solving the following optimization problem:
where L(f, g, π x ) measures the quality of g as an approximation to f in the neighborhood of x defined by π x and Ω(g) is a regularizer that is usually used to ensure human-interpretability of the selected local hypotheses (e.g., sparsity). Now, consider the case when f is defined by a CEN, instead of x we have (c, x), and the class of approximations, G, coincides with the class of explanations, and hence can be represented by θ. In this setting, we can pose the same problem as:
Suppose that CEN produces θ explanation for the context c using a deterministic encoder, φ. The question is whether and under which conditionsθ can recover θ . Theorem 1 answers the question in affirmative and provides a concentration result for the case when hypotheses are linear. Here, we prove Theorem 1 for a little more general class of log-linear explanations:
where a is a C-Lipschitz vector-valued function whose values have a zero-mean distribution when (x, c) are sampled from π x,c 10 . For simplicity of the analysis, we consider binary classification and omit the regularization term, Ω(g). We define the loss function, L(f, θ, π x,c ), as:
where (x k , c k ) ∼ π x,c and π x,c := π x π c is a distribution concentrated around (x, c). Without loss of generality, we also drop the bias terms in the linear models and assume that a(x k − x) are centered.
Proof of Theorem 1. The optimization problem (14) reduces to the least squares linear regression:
We consider deterministic encoding, p (θ | c) := δ(θ, φ(c)), and hence logit p (Y = 1 | x k − x, c k ) takes the following form:
To simplify the notation, we denote a k := a(x k − x), φ k := φ(c k ), and φ := φ(c). The solution of (16) now can be written in a closed form:
Note thatθ is a random variable since (x k , c k ) are randomly generated from π x,c . To further simplify the notation, denote M :
To get a concentration bound on θ − θ , we will use the continuity of φ(·) and a(·), concentration properties of π x,c around (x, c), and some elementary results from random matrix theory. To be more concrete, since we assumed that π x,c factorizes, we further let π x and π c concentrate such that p πx ( x − x > t) < ε x (t) and p πc ( c − c > t) < ε c (t), respectively, where ε x (t) and ε c (t) both go to 0 as t → ∞, potentially at different rates.
First, we have the following bound from the convexity of the norm:
By making use of the inequality Ax ≤ A x , where A denotes the spectral norm of the matrix A, the L-Lipschitz property of φ(c), the C-Lipschitz property of a(x), and the concentration of x k around x, we have
Note that we used the fact that the spectral norm of a rank-1 matrix, a(x k )a(x k ) , is simply the norm of a(x k ), and the spectral norm of the pseudo-inverse of a matrix is equal to the inverse of the least non-zero singular value of the original matrix:
min (M ). Finally, we need a concentration bound on λ min M/(Cτ ) 2 to complete the proof. Note that
, where the norm of
Cτ is bounded by 1. If we denote µ min (Cτ ) the minimal eigenvalue of Cov a k Cτ , we can write the matrix Chernoff inequality [3] as follows:
where d is the dimension of a k , α := L C 2 t , and D(a b) denotes the binary information divergence:
The final concentration bound has the following form:
We see that as τ → ∞ and t → ∞ all terms on the right hand side vanish, and henceθ concentrates around θ . Note that as long as µ min (Cτ ) is far from 0, the first term can be made negligibly small by sampling more points around (x, c). Finally, we set τ ≡ t and denote the right hand side by δ K,L,C (t) that goes to 0 as t → ∞ to recover the statement of the original theorem.
Remark 3.
We have shown thatθ concentrates around θ under mild conditions. With more assumptions on the sampling distribution, π x,c , (e.g., sub-gaussian) one could derive precise convergence rates. Note that we are in total control of any assumptions we put on π x,c since precisely that distribution is used for sampling. This is a major difference between the local approximation setup here and the setup of linear regression with random design; in the latter case, we have no control over the distribution of the design matrix, and any assumptions we make could potentially be unrealistic. Remark 4. Note that concentration analysis of a more general case when the loss L is a general convex function and Ω(g) is a decomposable regularizer could be done by using results from the M-estimation theory [4] , but would be much more involved and unnecessary for our purposes.
C Learning and Inference in the Contextual Mixture of Experts
As noted in the main text, to make a prediction, MoE uses each of the K experts where the predictive distribution is computed as follows:
Since each expert contributes to the predictive probability, we can explain a prediction,ŷ, for the instance (x, c) in terms of the posterior weights assigned to each expert model:
If the p (k |ŷ, x, c) assigns very high weight to a single expert, we can treat that expert model as an explanation. Note that however, in general, this may not be the case and posterior weights could be quite spread out (especially, if the number of experts is small and the class of expert models, p (Y | X, θ), is too simple and limited). Therefore, there may not exist an equivalent local explanation in the class of expert models that would faithfully approximate the decision boundary.
To learn contextual MoE, we can either directly optimize the conditional log-likelihood, which is non-convex yet tractable, or use expectation maximization (EM) procedure. For the latter, we write the log likelihood in the following form:
At each iteration, we do two steps:
(E-step) Compute posteriors for each data instance,
It is well known that this iterative procedure is guaranteed to converge to a local optimum.
D Contextual Variational Autoencoders
We can express the evidence for contextual variational autoencoders as follows:
where L(w, u; Y, X, C) is the evidence lower bound (ELBO):
We notice that the ELBO consists of three terms:
(1) the expected conditional likelihood of the explanation, E qw [log p (Y | X, θ)], (2) the expected context reconstruction error, E qw [log p u (C | θ)], and (3) the KL-based regularization term, −KL (q (θ | C) p (θ)).
We can optimize the ELBO using first-order methods by estimating the gradients via Monte Carlo sampling with reparametrization. When the encoder has a classical form of a Gaussian distribution (or any other location-scale type of distribution), q w (θ | C) = N (θ; µ w (C), diag (σ w (C))), reparametrization of the samples is straightforward [5] .
In our experiments, we mainly consider encoders that output probability distributions over a simplex spanned by a dictionary, D, which turned out to have better performance and faster convergence. In particular, sampling from the encoder is as follows:
The samples, θ, will be logistic normal distributed and are easy to be re-parametrized. For prior, we use the Dirichlet distribution over γ with the parameter vector α. In that case, the stochastic estimate of the KL-based regularization term has the following form:
log N log γ 
E Contextual Conditional Random Fields for Survival Analysis
In case of the structured outputs, p (Y | X, θ) could be represented by a CRF of an arbitrary structure. In general, prediction would require inference; when the inference can be exact (e.g., for linearly structured CRFs we can use the forward-backward algorithm), it can be incorporated as a part of the computation graph 11 .
Chun-Nam et al. [6] show that linear chain CRF can naturally account for censored data. When we have hard constraints on some transitions (as described in the main text), it turns out that inference becomes straightforward and can be done in linear time, and the censored (unobserved) events can be marginalized out also in linear time. This allows us to write the likelihood of an uncensored event that happened at time t j as:
and the likelihood of an event censored at time t j in the following form:
The joint log-likelihood will consist of two parts: (a) the sum over the non-censored instances, for which we compute log p (T = t j | x, Θ), and (b) sum over the censored instances, for which we use log p (T ≥ t j | x, Θ) computed as in (37). We optimize the objective using stochastic gradient method, and hence for each mini-batch, depending on which instances are censored and which are non-censored, we construct the objective function accordingly. To implement this in TensorFlow, we define the objective using the standard control flow primitives that select either (36) or (37) for each sample in the mini-batch based on the censorship indicator. , and adversarial (right) digits. Adversarial examples were generated using the fast gradient sign method (FGSM) [9] .
F Addendum to Experiments
This section provides details on the experimental setups including architectures, training protocols and procedures, etc. Additionally, we include complete dictionary visualizations learned by CENs.
F.1 Additional Details on the Datasets and Experiment Setups
MNIST. We used the classical split of the dataset into 50k training, 10k validation, and 10k testing points. All models were trained for 100 epochs using the Adam optimizer with the learning rate of 10 −3 . No data augmentation was used in any of our experiments. HOG representations were computed using 3 × 3 blocks.
CIFAR10. For this set of experiments, we followed the setup given Zagoruyko [7] , reimplemented in Keras with TensorFlow backend. The input images were global contrast normalized (a.k.a. GCN whitened) while the rescaled image representations were simply standardized. Again, HOG representations were computed using 3×3 blocks. No data augmentation was used in our experiments.
IMDB. We considered the labeled part of the data only (50k reviews total). The data were split into 20k train, 5k validation, and 25k test points. All models were trained with the Adam optimizers with 10 −2 learning rate. The models were initialized randomly; no pre-training or any other unsupervised/semi-supervised technique was used.
Satellite. As described in the main text, we used a pre-trained VGG-16 network 12 to extract features from the satellite imagery. Further, we added one fully connected layer network with 128 hidden units used as the context encoder. For the VCEN model, we used dictionary-based encoding with Dirichlet prior and logistic normal distribution as the output of the inference network. For the decoder, we used an MLP of the same architecture as the encoder network. All models were trained with Adam optimizer with 0.05 learning rate. The results were obtained by 5-fold cross-validation.
Medical data. We have used minimal pre-processing of both SUPPORT2 and PhysioNet datasets limited to standardization and missing-value filling. We found that denoting missing values with negative entries (−1) often led a slightly improved performance compared to any other NA-filling techniques. PhysioNet time series data was irregularly sampled across the time, so we had to resample temporal sequences at regular intervals of 30 min (consequently, this has created quite a few missing values for some of the measurements). All models were trained using Adam optimizer with 10 −2 learning rate.
F.2 Model Architectures
Architectures of the model used in our experiments are summarized in Tables 4, 5, 6.
F.3 Dictionaries Learned by CENs
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