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Abstract
We study which square matrices are sums of idempotents over a field
of positive characteristic; in particular, we prove that any such matrix,
provided it is large enough, is actually a sum of five idempotents, and even
of four when the field is a prime one.
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1 Introduction
In this article, K will denote a field of characteristic char(K) = p 6= 0. The
prime subfield of K is then isomorphic to Fp, so we can assume, without loss of
generality, that it is precisely Fp. We choose an algebraic closure K of K. We
will use the French convention for the set of integers: N will denote the set of
non-negative integers, and N∗ the one of positive integers.
An idempotent matrix of Mn(K) is a matrix P verifying P
2 = P , i.e. idempotent
matrices represent projectors in finite dimensional vector spaces. Of course, any
matrix similar to an idempotent is itself an idempotent.
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In recent history, decomposition of matrices into sums of idempotents have
been extensively studied over fields of characteristic 0. In this paper, we wish to
determine:
(i) Which matrices of Mn(K) are sums of idempotents?
(ii) What is the lowest integer sn(K) such that every matrix of Mn(K) which
is a sum of idempotents can actually be decomposed as a sum of sn(K)
idempotents?
The first question will be easily answered in section 3 (the trace says it all . . . ),
but the second is in general a very hard one. We will nevertheless determine
sn(K) for small fields and fields of small characteristic, give good lower and upper
bounds for sn(K) in the general case, and actually calculate sn(K) for large n.
In order to do so, we will need a few technical results on cyclic matrices, which
we have reviewed in section 4. We will start by reviewing classic results of
Hartwig, Putcha and the author on sums and differences of idempotents in a
matrix algebra (see [3] and [5]).
2 Additional notations
Given a list (A1, . . . , Ap) of square matrices, we will denote by
D(A1, . . . , Ap) :=


A1 0 0
0 A2
...
...
. . .
0 . . . Ap


the block-diagonal matrix with diagonal blocks A1, . . . , Ap.
Similarity of two matrices A and B of Mn(K) will be written A ∼ B.
We denote by Hn,p the elementary matrix


0 · · · 0 1
...
...
0 · · · 0 0

 ∈ Mn,p(K) with only
non-zero coefficient located on the first row and p-th column.
For k ∈ N∗, we set
Fk := D(0, . . . , 0, 1) ∈ Mk(K).
2
3 Sums and differences of two idempotents
Definition 1. Let A be a K-algebra and (α1, . . . , αn) ∈ (K
∗)n. An element
x ∈ A will be called an (α1, . . . , αn)-composite when there are idempotents
p1, . . . , pn such that x =
n∑
k=1
αk.pk.
Notation 2. When A is a matrix of Mn(K), λ ∈ K and k ∈ N
∗, we denote by
nk(A,λ) := dimKer(A− λ.In)
k − dimKer(A− λ.In)
k−1,
i.e. nk(A,λ) is the number of size greater or equal to k for the eigenvalue λ in
the Jordan reduction of A (in particular, it is zero when λ is not an eigenvalue of
A). We also denote by jk(A,λ) the number of blocks of size k for the eigenvalue
λ in the Jordan reduction of A.
Definition 3. Two sequences (uk)k≥1 and (vk)k≥1 are said to be intertwined
when:
∀k ∈ N∗, vk ≤ uk+1 and uk ≤ vk+1.
With that in mind, the problem of determining whether a particular matrix
A ∈ Mn(K) is a (1,−1)-composite or a (1, 1)-composite is completely answered
by the following theorems, proved in [3] and [5].
Theorem 1. Assume char(K) 6= 2 and let A ∈ Mn(K). Then A is a (1,−1)-
composite iff all the following conditions hold:
(i) The sequences (nk(A, 1))k≥1 and (nk(A,−1))k≥1 are intertwined.
(ii) ∀λ ∈ Kr {0, 1,−1}, ∀k ∈ N∗, jk(A, 1) = jk(A,−1).
In particular, every nilpotent matrix is a difference of idempotents.
Theorem 2. Assume char(K) 6= 2, and let A ∈ Mn(K). Then A is a (1, 1)-
composite iff all the following conditions hold:
(i) The sequences (nk(A, 0))k≥1 and (nk(A, 2))k≥1 are intertwined.
(ii) ∀λ ∈ Kr {0, 1, 2}, ∀k ∈ N∗, jk(A,λ) = jk(A, 2− λ).
Theorem 3. Assume char(K) = 2 and let A ∈ Mn(K). Then A is a (1,−1)-
composite iff for every λ ∈ K r {0, 1}, all blocks in the Jordan reduction of A
with respect to λ have an even size.
In particular, every triangularizable matrix with eigenvalues in {0, 1} is a sum
(and a difference) of two idempotents.
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4 When is a matrix of Mn(K) a sum of idempotents?
Theorem 4.
A matrix A ∈ Mn(K) is a sum of idempotents iff trA ∈ Fp.
In particular, every matrix of Mn(Fp) is a sum of idempotents.
Proof. The “only if” part is clear because an idempotent of rank r in Mn(K) has
trace r.1K ∈ Fp.
Conversely, let us first remark that any nilpotent matrix N is a sum of idem-
potents: indeed, by Proposition 1 of [3], there are idempotents Q1 and Q2 such
that Q1 −Q2 = N , so N = Q1 + (p − 1).Q2.
Assume trA ∈ Fp, and choose k ∈ N such that trA = k.1K.
Let us choose an idempotent Q ∈ Mn(K) of rank 1, and set B := A − k.Q, so
trB = 0. It suffices to prove that B is itself a sum of idempotents. Since this is
trivial when B = 0, we now assume B 6= 0.
• The case B is not scalar. Then (cf. [1]) B is similar to a matrix C with
diagonal coefficients all equal to zero; such a C can thus be written as the
sum of a strictly upper triangular matrix and a strictly lower triangular
matrix, each of which is nilpotent. Therefore, B is a sum of idempotents.
• The case B is scalar. Since B 6= 0, we must have n ≥ 2, so we can choose
a non-zero nilpotent N ∈ Mn(K). Hence B −N is not scalar and satisfies
the conditions of the first case, so it is a sum of idempotents. Therefore,
B = (B −N) +N is a sum of idempotents.
In all cases, B is a sum of idempotents, which finishes our proof.
A closer inspection at the previous proof shows that any matrix of Mn(K)
with trace in Fp is a sum of at most 4 p idempotents. In the rest of our paper,
we will try to find a much tighter upper bound.
5 A review of cyclic matrices
The characteristic polynomial of a matrix M will be denoted by χM .
Let P = Xn −
n−1∑
k=0
akX
k ∈ K[X] be a monic polynomial with degree n. Its
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companion matrix is
C(P ) :=


0 0 a0
1 0 a1
0
. . .
. . .
...
... 0 an−2
0 1 an−1


.
Its characteristic polynomial is precisely P , and so is its minimal polynomial.
We will set trP := trC(P ) = an−1 and degP := n (the degree of P ). We
will use repeatedly the following basic fact (cf. [2]): when P and Q denote two
mutually prime monic polynomials, one has
C(P Q) ∼
[
C(P ) 0
0 C(Q)
]
.
Let A ∈ Mn(K). We say that A is cyclic when A ∼ C(P ) for some polynomial
P (and then P = χA). A good cyclic matrix is a matrix of the form
A =


a1,1 a1,2 a1,n
1 a2,2
0
. . .
. . .
...
... an−1,n−1 an−1,n
0 1 an,n


with no condition on the ai,j’s for j ≥ i.
This last lemma has been proven in [4] and is the key to some of the results
featured here:
Lemma 5 (Choice of polynomial lemma). Let A ∈ Mn(K) and B ∈ Mp(K)
denote two good cyclic matrices, and P denote a monic polynomial of degree
n+ p such that trP = trA+ trB.
Then there exists a matrix D ∈ Mn,p(K) such that
[
A D
Hp,n B
]
∼ C(P ).
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6 General results on minimal decompositions
Notation 4. For n ∈ N∗, we let sn(K) denote the lowest integer N such that
every matrix A ∈ Mn(K) with trA ∈ Fp is a sum of N idempotents.
A lower bound for sn(K) can easily found using the trace:
Proposition 6. For every integer n ≥ 1, one has:
sn(K) ≥
p− 1
n
and equality cannot hold if n > 1.
Proof. Let n ∈ N∗. Let M ∈ Mn(K) such that trM = (p− 1).1K.
Then M is a sum of sn(K) idempotents, each with a trace of the form k.1K for
some k ∈ [[0, n]], so n sn(K) ≥ p− 1. If n sn(K) = p− 1, then M would be a sum
of sn(K) copies of Ip, so it would be scalar. However, if n ≥ 2, we can find a
non-scalar M ∈ Mn(K) such that trM = (p− 1).1K, so equality n sn(K) = p− 1
cannot hold.
Theorem 7. For all n ∈ Nr {0, 1}, we have
sn(K) ≤ 5 +
[p− 1
n
]
,
where [x] denotes the greatest integer k such that k ≤ x.
In particular, if n ≥ p, then every matrix of Mn(K) with trace in Fp is a sum of
five idempotents.
Used in conjunction with Proposition 6, this yields:
Corollary 8. For all n ∈ Nr {0, 1},
1 +
[p− 1
n
]
≤ sn(K) ≤ 5 +
[p− 1
n
]
.
Proof of Theorem 7. Let n ∈ N r {0, 1} and A ∈ Mn(K) such that trA ∈ Fp.
The proof has two major steps:
(i) There are two idempotents Q1 and Q2 such that A−Q1 −Q2 is cyclic.
(ii) Every cyclic matrix of Mn(K) with trace in Fp is a sum of 3+
[p−1
n
]
idem-
potents.
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By reduction to a rational canonical form, we can find companion matrices
C(P1), . . . , C(PN ) such that
A ∼ D
(
C(P1), . . . , C(PN )
)
,
hence A can be replaced with A′ := D
(
C(P1), . . . , C(PN )
)
. Let nk := degPk for
all k ∈ [[1, N ]]. Let then
Q1 :=


Fn1 0 0
−Hn2,n1 0n2
. . .
0 0 Fn3
. . .
... 0 −Hn4,n3 0n4
. . .
0
. . .
. . .


∈ Mn(K)
and
Q2 :=


0n1 0 0
0 Fn2
. . .
0 −Hn3,n2 0n3
. . .
... 0 0 Fn4
. . .
−Hn5,n4 0n5
. . .


∈ Mn(K).
Straightforward computation shows that Q1 and Q2 are idempotents, and
A−Q1−Q2 is clearly a good cyclic matrix with trace trA− trQ1− trQ2 ∈ Fp.
It now remains to prove step (ii).
Let then B ∈Mn(K) be a cyclic matrix with trace t ∈ Fp.
Without loss of generality, we may assume B is a companion matrix.
It will of course suffice to prove that B−In can be written as −Q0+
2+[(p−1)/k]∑
k=1
Qk
where the Qk’s are idempotents.
Set k ∈ [[0, p − 1]] such that tr(B − In) = k.1K. We can decompose k = an + ℓ
for some a ∈ [[0, [(p − 1)/n]]] and some ℓ ∈ [[0, n − 1]].
Set then ℓ′ := max(ℓ, 1), and let us decompose
B−(a+1).In =
[
B1 D1
Hn−ℓ′,ℓ′ B2
]
with B1 ∈ Mℓ′(K), B2 ∈ Mn−ℓ′(K) and D1 ∈ Mℓ′,n−ℓ′(K).
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The matrices B1 − Iℓ′ and B2 are good cyclic ones, and
tr(B1 − Iℓ′) + trB2 = trB − (an+ ℓ
′).1K ∈ {0,−1},
so Lemma 5 provides some D2 ∈ Mℓ′,n−ℓ′(K) such that B
′ :=
[
B1 − Iℓ′ D2
Hn−ℓ′,ℓ′ B2
]
is
similar to either C(Xn−1(X+1)) or C(Xn). In any case, Theorems 1 and 3 show
that B′ = B − (a + 1).In −
[
Iℓ′ D1 −D2
0 0
]
is a difference of two idempotents.
Since
[
Iℓ′ D1 −D2
0 0
]
is an idempotent itself, we conclude that B is a sum of
a+ 3 idempotents, which finishes our proof.
7 The case of F2 and F3
Proposition 9. Assume #K ≤ 3. Then, for every n ∈ N∗, every matrix of
Mn(K) is a sum of three idempotents.
Proof. If #K ≤ 2, then the previous theorem is an easy consequence of Theorem
1 of [4], but we will give here a more elementary proof. By reduction to the
rational canonical form, it suffices to prove that every cyclic matrix of Mn(K) is
a sum of three idempotents.
Let then P ∈ K[X] be a monic irreducible polynomial of degree m. Set J :=
(δi,j+1)1≤i,j≤n, and let us write
C(P ) =
[
J C
H1,n−1 trP
]
with C ∈ Mn−1,1(K).
Set P1 := (X − 1)
m−1(X − trP +m.1K), so
C(P1) =
[
J C1
H1,n−1 trP − 1
]
for some C1 ∈ Mn−1,1(K)
and C(P1) is a sum of two idempotents by Theorems 2 and 3 since #K ≤ 3.
Finally
C(P )− C(P1) =
[
0 C − C1
0 1
]
is an idempotent, so C(P ) is a sum of three idempotents.
8
The previous result fails for fields with at least 4 elements, even if we only
consider matrices with trace in Fp:
(i) Assume K ≃ Fp for some prime p ≥ 5.
Then (p−1).In is not a sum of three idempotents. Indeed, for any idempo-
tent Q, the matrix (p− 1).In −Q is never a sum of two idempotents since
it is diagonalizable with eigenvalues in {(p− 1)1K, (p− 2)1K} (cf. Theorem
2).
(ii) Assume K is not a prime field. Let α ∈ Kr Fp. Then the matrix α.Ip has
trace 0, and the same line of reasoning as in (i) shows that it is not a sum
of three idempotents.
8 Fields of characteristic 2 or 3
Proposition 10. Set p := char(K) and assume p ∈ {2, 3}. Then every matrix
of Mn(K) which is a sum of idempotents is actually a sum of four idempotents.
Proof. Let A ∈ Mn(K) such that trA ∈ Fp. By reduction to a rational canon-
ical form, we find that A ∼ D
(
C(P1), C(P2), . . . , C(PN ), α.Iq
)
for some monic
polynomials P1, . . . , PN of degree at least 2, some α ∈ K and some q ∈ N. We
first study the case q = p and N = 0.
• Assume char(K) = 2. Then α.I2 is a sum of four idempotent matrices: in-
deed α.I2−
[
1 0
−1 0
]
is cyclic, so it is a sum of three idempotents (according
to point (ii) in the proof of Theorem 7), whilst
[
1 0
−1 0
]
is idempotent.
• Assume char(K) = 3. We then contend that α.I3 is a sum of four idempo-
tents: setting β := α − 2, it suffices to prove that β.I3 is a (1,−1, 1,−1)-
composite. Indeed, we know that D(0, β,−β) is a difference of two idem-
potents, and β.I3 − D(0, β,−β) = D(β, 0,−β) is also a difference of two
idempotents, which proves our claim1.
In any case, we may reduce the study to the case q ∈ {0, 1, 2} by “moding out”
the α.Ip blocks (notice that the trace is unaltered by doing so). From now on,
we will assume q ∈ {0, 1, 2}.
1More generally, for any field K of characteristic p > 0, and every α ∈ K, the scalar matrix
α.Ip is a sum of four idempotents.
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If then q = 2, we write A ∼ D(α,C(P1), C(P2), . . . , C(PN ), α). In any case, we
have found non-constant monic polynomials R1, . . . , RM such that degRi ≥ 2
for all i ∈ [[2,M − 1]] and
A ∼ A′ := D
(
C(R1), C(R2), . . . , C(RM )
)
.
It will thus suffice to prove that A′ is a sum of four idempotents.
For every k ∈ [[1,M ]], set nk := degRk, and define
Q :=


Fn1 0 · · · 0
−Hn2,n1 Fn2
. . .
...
0
. . .
. . . 0
0 −HnN ,nN−1 FnN

 .
Then Q is idempotent and A−Q is a good cyclic matrix with trace in Fp. We
write A−Q =
[
B1 C
H1,n−1 B2
]
with B1 ∈ Mn−1(K), C ∈ Mn−1,1(K) and B2 ∈ K.
If p = 2, then the proof from Proposition 7 shows that A−Q is a sum of three
idempotents.
Assume finally that p = 3 and set δ := tr(A − Q) − (n + 1).1K. By Lemma 5,
there exists a column matrix C ′ ∈ Mn−1,1(K) such that[
B1 C
′
H1,n−1 B2 − (n+ 1).1K
]
∼ C(Xn−1(X − δ)).
Since δ ∈ {0, 1,−1}, Theorems 2 and 3 then show that
A−Q− In −
[
0 C − C ′
0 1
]
=
[
B1 C
′
H1,n−1 B2 − (n+ 1).1K
]
is a difference of two idempotents, hence A is a sum of four idempotents.
9 A lower asymptotic upper bound for prime fields
In this final part, we will prove that for a prime field, the asymptotic bound of
five idempotents from Theorem 7 can actually be lowered to four.
Theorem 11. Assume K = Fp for some prime p.
Then there exists an integer n0 such that, for every n ≥ n0, any matrix of Mn(K)
is a sum of 4 idempotents.
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It will of course suffice to prove that, for some integer n0, any matrix of
Mn(K) with n ≥ n0 is a (1,−1, 1,−1)-composite.
We start by tackling the case of scalar matrices:
Lemma 12. There exists an integer n0 such that, for every α ∈ Fp and every
integer n ≥ n0, the matrix α.In is a (1,−1, 1,−1)-composite.
Proof. Let α ∈ Fp. Since Fp is finite, it will suffice to prove that α.In is a
(1,−1, 1,−1)-composite for large enough n.
If α ∈ {−1, 0, 1}, then the result is trivial. Assume now this is not the case (and
so p ≥ 5). We wish to prove that, for large enough n, there is a diagonal matrixD
such that both D−α.In and D are differences of idempotents. Let then D be an
arbitrary diagonal matrix, and, for every λ ∈ K, set n(λ) := dimKer(D− λ.In).
Theorem 1 then shows that forD to satisfy the previous conditions, it is sufficient
(and necessary) that:
(i) n(−λ) = n(λ) for every λ ∈ Fp r {0, 1,−1};
(ii) n(λ) = n(2α− λ) for every λ ∈ Fp r {α,α + 1, α − 1}.
Our lemma will thus be proven if we show that, for every large enough n, there
is a family (ak)k∈Fp of non-negative integers such that:
(i) a−k = ak for every k ∈ Fp r {0, 1,−1};
(ii) ak = a2α−k for every k ∈ Fp r {α,α − 1, α+ 1};
(iii)
∑
k∈Fp
ak = n.
Consider the two involutions σ : k 7→ −k and τ : k 7→ 2α − k of Fp. Let R
denote the equivalence relation on Fp generated by the two sets of elementary
relations:
• ∀k ∈ Fp r {1,−1}, σ(k) ∼ k;
• ∀k ∈ Fp r {α+ 1, α − 1}, τ(k) ∼ k.
We wish to show that R is non-trivial relation, i.e. that it has at least two
classes. Clearly, we can pick two distinct elements a and b in the set {1,−1, α+
1, α− 1}r {1}. Assume 1Ra and 1Rb.
Then there are two minimal chains 1 = a0 ∼ a1 ∼ a2 ∼ · · · ∼ ar = a and
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1 = b0 ∼ b1 ∼ b2 ∼ · · · ∼ bs = b. Since σ and τ are involutions, an easy induction
proves that ai+1 = τ(ai) and bi+1 = τ(bi) for every even i, and ai+1 = σ(ai)
and bi+1 = σ(bi) for every odd i. It follows that ai 6∈ {1,−1, α + 1, α − 1} and
bj 6∈ {1,−1, α + 1, α − 1} for any (i, j) ∈ [[1, r − 1]] × [[1, s − 1]]. Hence the two
previous chains are equal, which leads to the contradiction a = b.
The previous reductio ad absurdum proves that there are at least two classes for
the equivalence relation R.
Therefore, all the integers2 #x, for x ∈ Fp/R, belong to [[1, p − 1]], and since
their sum is the prime p, they are globally mutually prime (i.e. their greatest
common divisor is 1). Since Fp has only finitely many partitions, Lemma 12 can
be deduced from the classic lemma of number theory that follows.
Lemma 13. Let a1, . . . , ar be positive integers that are globally mutually prime.
Then there exists a positive integer N such that
∀n ≥ N, ∃(b1, . . . , br) ∈ N
r : n =
r∑
k=1
br ar.
We now move on to the second key lemma:
Lemma 14. Let P1, . . . , Ps denote non-constant monic polynomials of K[X].
Set nk := degPk for all k, then N :=
s∑
k=1
nk and A := D
(
C(P1), . . . , C(Ps)) ∈
MN (K).
Assume degPs ≥ 2. Then, for every integer r ∈ [[s + 1, N + 1]] and for every
monic polynomial P of degree N and trace tr(A)−r.1K, there are two idempotents
Q and Q′ of MN (K) such that A−Q−Q
′ ∼ C(P ).
Proof. For every k ∈ [[1, s − 1]], we choose arbitrarily two column matrices Ck
and C ′k in Mnk,1(K) and a diagonal matrix Dk = D(1, . . . , 1, 0, . . . , 0) ∈ Mnk(K)
with last coefficient 0. We also choose arbitrarily two column matrices Cs and
C ′s in Mns−1,1(K) and a diagonal matrix Ds ∈ Mns−1(K) with coefficients in
2Of course, #x denotes here the cardinal of the equivalence class x.
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{0, 1}. We set
B =


D1 + Fn1 0
−Hn2,n1 0 0
0 0 D3 + Fn3
. . .
...
. . .

 ; B
′ =


0 0 0
0 D2 + Fn2 0
0 −Hn3,n2 0 0
0 0 0 D4 + Fn4
0 0 0 −Hn5,n4
. . .
...
. . .


C =


C1
C2
...
Cs

 ; C ′ =


C ′1
C ′2
...
C ′s

 .
Finally, we set
Q =
[
B C
0 1
]
and Q′ =
[
B C ′
0 1
]
.
Straightforward computation shows that the matrices Q and Q′ are both idem-
potents provided the following conditions hold:
(i) Ck = 0 for every odd integer k;
(ii) C ′k = 0 for every even integer k.
We now choose an arbitrary column matrix C0 ∈ MN−1,1(K) : the Ck’s and C
′
k’s
can be chosen so as to satisfy the previous conditions together with C0 = C+C
′,
and we choose them accordingly. Hence Q and Q′ are idempotents, and
A−Q−Q′ =
[
B1 C0
H1,N−1 ?
]
for some good cyclic matrix B1 which depends only on the choice of D1, . . . ,Ds.
Hence Lemma 5 shows that for every monic polynomial P of degree N and trace
tr(A−Q−Q′), we can choose C0 such that
A−Q−Q′ ∼ C(P ).
To conclude, we simply remark that
tr(A−Q−Q′) = tr(A)− (s+ 1)−
s∑
k=1
trDk
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and that any element of
{
k.1K | 0 ≤ k ≤ N − s
}
can be reached by
s∑
k=1
trDk if
the Dk’s are carefully chosen.
Corollary 15. With the assumptions from Lemma 14, for every integer r ∈
[[s+1−N, 1]] and every monic polynomial P of degree N and trace tr(A)− r.1K,
there are idempotents Q and Q′ of MN (K) such that A− (Q−Q
′) ∼ C(P ).
Proof. It suffices to apply Lemma 14 to the matrix A′ = A+ IN .
Finally, we will need the following lemma:
Lemma 16 (Embedding lemma). Let r ≥ 2 and P be a monic polynomial of
degree r. Then there is an integer mr, depending only on r, such that the matrix[
C(P ) 0
0 0mr
]
∈ Mr+mr(K) is a (1,−1, 1,−1)-composite.
Proof. To start with, let us remark that if mr is a solution, any integer greater
that mr is also a solution. We first choose an integer k ∈ [[0, p − 1]] such that
tr(P )− (r + k + 1).1K = 0. Corollary 15 then provides idempotents Q1 and Q2
in Mr+k(K) such that
[
C(P ) 0
0 0k
]
− (Q1 −Q2) ∼ C((X − 1)
r+k).
Consider then the block-diagonal matrix
B := D
(
(X+1)r+k, (X−1)r+k−1, (X+1)r+k−1, (X−1)r+k−2, . . . , (X−1), (X+1)
)
.
Theorems 1 and 3 ensure that B is a difference of two idempotents Q′1 and Q
′
2.
Letting N denote the size of B, we obtain
[
C(P ) 0
0 0N+k
]
−
[
Q1 0
0 Q′2
]
+
[
Q2 0
0 Q′1
]
∼ D
(
C((X − 1)r+k), B
)
.
Another use of Theorems 1 and 3 proves then that this last matrix is itself a
(1,−1)-composite. Roughly N + k ≤ p+ (p+ r) + 2 (p+r−1) (p+r)2 , so the integer
mr = 2 p+ r + (p+ r)
2 is a solution.
We are now ready to prove Theorem 11.
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Let A ∈ Mn(K). By reduction to the rational canonical form, we find an α ∈ K,
an integer q ≥ 0 and monic polynomials P1, . . . , Ps of degree greater or equal to
2 such that
A ∼ C
(
α.Iq, C(P1), . . . , C(Ps)
)
.
Set N := n− q =
s∑
k=1
degPk.
We wish to prove that, provided n is large enough, A is automatically a (1,−1, 1,−1)-
composite. Lemma 12 already provides an integer n0 such that β.Im is a
(1,−1, 1,−1)-composite for every β ∈ Fp and every integer m ≥ n0.
• Assume first N ≥ 2p. Then N − s ≥ N2 ≥ p. Hence tr(A) ≡ r mod. p for
some r ∈ [[s − N + 1, 1]], and Corollary 15 provides idempotents Q1 and
Q2 such that A− (Q1 −Q2) ∼ C(X
n), so A− (Q1 −Q2) is nilpotent and
itself a difference of idempotents.
• Assume N < 2 p, q ≥ p+ n0 and α 6= 0. We write
A ∼
[
α.Iq 0
0 A1
]
with A1 ∼ D
(
C(P1), . . . , C(Ps)
)
.
Since α 6= 0, we have trA1 − 1 + t.α = 0 for some t ∈ [[0, p]]. Decompose
then
A ∼
[
α.Iq−t 0
0 A2
]
with A2 =
[
α.It 0
0 A1
]
.
Corollary 15 provides idempotents Q and Q′ such that A2 − (Q − Q
′) ∼
C(XN−t) so A2 is a (1,−1, 1,−1)-composite.
Since q − t ≥ n0, we learn that α.Iq−t is also a (1,−1, 1,−1)-composite.
It then follows that A is itself a (1,−1, 1,−1)-composite.
• Assume finally that N < 2 p and α = 0. Choose, for every integer r ≥ 2,
an integer mr provided by Lemma 16. Assume q ≥ p max
2≤r<2 p
mr. We can
then decompose
A ∼ D(A1, . . . , As, 0, . . . , 0)
with, for every k ∈ [[1, s]],
Ak ∼
[
C(Pk) 0
0 0mk
]
.
By Lemma 16, every Ak is a (1,−1, 1,−1)-composite, so A also is.
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Finally, provided n is large enough3, then A automatically falls into one of the
three categories we have just inspected. This finishes our proof of Theorem 11.
Remark 1. Whether this upper bound of 4 idempotents still holds for an ar-
bitrary non-prime field of positive characteristic remains an open problem so
far.
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