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Resume
Un processus danalyse syntaxique et detiquetage ecace est determinante dans lelaboration de
structures danalyse de langages naturels Ce papier introduit un environnement de developpement
permettant limplementation du support formel des langages naturels a partir de deux points de
vue analyse syntaxique et etiquetage Le probleme de lanalyse syntaxique repose sur lanalyse
de grammaires algebriques sans restrictions et celui de letiquetage sur des automates nis non
deterministes
Lanalyseur syntaxique prends en entree un texte arbitraire et suit la structure designee par
une grammaire algebrique Le partage syntaxique est optimise de fa	con a favoriser lelimination
des ambig
uites pendant le processus semantique Les automates a etats nis sont utilises comme
formalisme operationnel pour etiqueter les corpora de fa	con ecace specialement pour les langages
dont lanalyse morphologique a une relevance accrue Les deux activites analyse syntaxique et
etiquetage sont integrees dans un meme outil Galena
 
 fournissant lincrementalite comme
fonctionnalite favorisant la reutilisabilite des composantes dun point de vue genie logiciel
Mots cles Analyse Syntaxique Analyse Morphologique Automates a

Etats Finis Automates a
Piles Foret Partagee

Etiquetage
  Introduction
Lutilisation de grammaires algebriques pour la description de langages naturels a pris de linteret
du point de vue de la linguistique theorique pendant ces dernieres annees Ces grammaires sont
adaptees a limplementation	 et montrent quavec leur utilisation les systemes danalyse de langages
naturels peuvent incorporer des composantes a la fois e
caces du point de vue du traitement
et elegantes du point de vue linguistique	 a loppose des approches heuristiques des systemes
conventionnels Nous ne suggerons pas quil existe une grammaire algebrique pour decrire chaque
langage naturel il est probablement plus indique de voir la grammaire comme une structure de
controle guidant lanalyse du texte en entree	 lanalyse semantique posterieure etant motivee par
un modele linguistique plus sophistique
La section  decrit le fonctionnement du module detiquetage du systeme Le generateur
danalyseurs syntaxiques est presente dans la section  Les analyseurs syntaxiques generes
peuvent etre utilises suivant deux modes de fonctionnement standard et incremental	 decrits
respectivement dans les sections  et  Apres une description generale de linterface utilisateur dans
la section 	 nous deroulons dans la section  un exemple concret an de montrer le fonctionnement
du systeme Les statistiques et les performances du systeme sont analysees dans la section 
Finalement	 les conclusions et les perspectives font lobjet de la section 
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Pour Generador de Analizadores para Lenguages Naturales
 Lanalyse lexicale
Lanalyse lexicale constitue la premiere phase dans le processus informatique des langages naturels	
comprenant letiquetage des mots ainsi que la detection et lelimination des possibles ambiguites
A ce propos	 notre travail pretend donner un traitement essentiellement pratique au probleme	
xant notre attention sur les langages ayant une composante morphologique importante


Pour repondre a ces besoins	 nous avons pris comme point de depart lexperience accumulee
pendant des annees dans le traitement du meme probleme au niveau des langages formels Cette
approche implique lutilisation dun meme concept	 celui des automates nis	 a la fois comme
formalisme operationnel et comme formalisme de description de la structure morphologique du
langage
Pour chaque mot du texte en entree	 notre analyseur fournit	 dans son etat actuel	 une etiquette
avec les champs Categorie	 Type	 Genre	 Nombre	 Mode Verbal	 Temps Verbal	 Personne	
Determination	 Cas	 Comparaison et Forme Canonique La categorie est le champ principal	 et elle
determine lexistence de valeurs signicatives dans les autres champs Les dierentes categories
reconnues sont Adjectif	 Adverbe	 Conjonction	 Determinant	 Nom	 Phrase Faite	 Ponctuation	
Preposition	 Pronom	 Verbe et Verbe

Etre Dautre part	 le champ Type est une specialisation
de la Categorie	 ainsi par exemple	 nous povons dierencier les Noms Communs des Propres les
Conjonctions Coordonees des Subordonnees les Adverbes Nucleaires des Modieurs ou des Relatifs
ou les Determinants Articles des Demonstratifs	 Possessifs	 Ordinaux ou encore des Cardinaux	
etc Le systeme fournit a ce niveau une interface graphique specialisee permettant lutilisateur de
maintenir facilement la base lexicale
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 ICEgen
 LALR(1)  Earley File
%token determinant nom pronom preposition verbe
 
%start S
 
%%
S : GN GV;
  | S GP;
 
GN : nom;
   | pronom;
   | determinant nom;
   | GN GP;
 
GP : preposition GN;
 
GV : verb GN;
%%
 
 
 
 
 
 
 
 
 
 
 
 
/home/alonso/tesina/code/aida/code/
Main Menu
? (init-iceeditor)
Initializing ice...
** de : redefined function : gcalarm
Initializing ICEeditor...
Calling ICEeditor...
Loading textedit module...
= <{application}:iceeditor:(119 . 24824)>
? ICEeditor: Loading language fr...
/home/alonso/fr/lexfr loaded.
/home/alonso/fr/yaccfr.tab.c loaded.
ICEeditor: Language loaded.
ICEeditor: Calling to parser...
ICEeditor: End of parsing.
Figure  Environnement danalyse de textes

Tel est le cas des langages dorigine latine en general du Francais en particulier
 Le generateur danalyseurs syntaxiques
Le but de cette section est de presenter les principes utilises pour la generation danalyseurs
syntaxiques pour les langages naturels	 basee sur lapproche de Ice 	 un environnement de
developpement de langages algebriques arbitraires
Notre but est de proposer un environnement de generation et validation de langages Dans ce
contexte les grammaires evoluent	 car elles ne sont pas encore xees	 ce qui demande une vitesse
accrue de la part du generateur Il est egalement important dassurer la portabilite de loutil	 ce
qui est assure au niveau de limplementation par le choix du langage C et au niveau de lutilisation
par lincorporation dun formalisme standard de description de grammaires	 celui de Bison 	 un
des plus performants generateurs danalyseurs de langages de programmation sur Unix
De facon a favoriser la conception de langages	 il faut assurer une certaine exibilite dans le choix
du type danalyseur a generer Nous proposons deux options qui se correspondent a des approches
fondamentales dans le traitement des langages naturels les analyseurs diriges par des grammaires
et les analyseurs supportes par des automates
Finalement	 il faut permettre une validation aisee du langage genere	 en supportant des etapes
successives de correction et danalyse de textes dentree

A ce propos	 notre outil inclut une
fonctionnalite incrementale generique applicable au processus danalyse syntaxique	 independante
du type danalyseur genere par le systeme
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EXPAND for token 4, at possition #[6]
 
 
EXPAND for token 0, at possition #[7]
 
Unification state 0, symbol 8, in branch (1)
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EXPAND for token 0, at possition #[8]
 
Applying incremental parsing
Parsing change
 
EXPAND for token 6, at possition #[1 0]
 
 
EXPAND for token 3, at possition #[2 0]
 
 
EXPAND for token 4, at possition #[3 0]
 
 
EXPAND for token 7, at possition #[4 0]
 
Trap from here
 
EXPAND for token 3, at possition #[5 0]
 
Grouped recovery
 
EXPAND for token 6, at possition #[1 3]
 
Non determinism 1 at state 13. Fork of branch (1)
, in branches:
((1) . 1)
((1) . 2)
Grouped recovery
 
EXPAND for token 0, at possition #[1 6]
 
Unification state 0, symbol 8, in branch (1)
Unification state 0, symbol 8, in branch (1)
Pseudo-total recovery
Figure  Environnement danalyse de textes
 Lanalyse syntaxique standard
Avec Galena	 lutilisateur peut choisir parmi deux schemas danalyse syntaxique	 la methode
dEarley  et un schema LALR etendu An dillustrer la discussion qui suit	 considerons la
minigrammaire G suivante
  S a  S GN GV  S S GP
 GN nom  GN pronom  GN determinant nom
 GN GN GP  GP preposition GN  GV verbe GN
 Le modele descriptif
Une dierence apparamment majeure de notre approche face a la plupart des analyseurs
syntaxiques vient de la structure de sortie choisie pour representer la foret partagee En eet	
nous utilisons une grammaire algebrique comme structure de sortie
Φ
0
verb
S
12
7 8
6 3 45
GVGP
pronomdeterminant nom
GN
preposition
Figure  Graphe ETOU de la minigrammaire G
Cependant	 cette dierence est seulement apparente Les grammaires algebriques peuvent etre
representees par des graphes ETOU	 proches des representations syntaxiques classiques  Plus
precisement	 nimporte quel graphe ETOU tel que toutes les etiquettes des noeuds sont dierentes	
peut etre traduit sous forme de grammaire algebrique ou chaque etiquette dun noeud ET represente
une regle	 et chaque etiquette dun noeud OU represente une categorie syntaxique Les etiquettes
des feuilles sont quant a elles les categories lexicales
Le formalisme utilise permet de partager la foret resultante de lanalyse syntaxique de facon
optimale	 ce qui peut etre prouve formellement Comme exemple	 nous montrons une possible
representation de notre minigrammaire G dans la Figure 
 Le modele operationnel
Lalgorithme dEarley est une methode classique danalyse dirigee par une grammaire algebrique	
qui utilise les techniques de programmation dynamique Cellesci permettent a lalgorithme de
ne pas atteindre la complexite maximale	 de meme pour lespace comme pour le temps	 dans
la plupart des cas pratiques	 ce qui represente une avantage fondamentale face aux algorithmes
de type CKY 	 	  ayant seulement un interet asymptotique 	  Essentiellement	 Earley
associe a chaque symbole du texte dentree un ensemble de  regles pointees! contenant la position
dans la production et lendroit ou nous avons commence a la reconna"tre Ce type dalgorithme
sadapte facilement aux changements de la grammaire puisquil na pas une phase preliminaire
de traitement de celleci Cependant	 pour chaque etape danalyse toute linformation doit etre
trouvee a partir de la grammaire malgre ce manque de
cacite	 la methode dEarley a ete etendue
pour la reconnaissance de la parole  et pour la generation dinterpretes logiques  Simple
et puissant	 cet algorithme est la reference de toute une ecole dans le domaine du traitement de
langages algebriques 	 	  et plus generalement naturels 	 	 ce qui justie son inclusion
dans notre systeme
La construction dynamique consideree par Earley peut etre naturellement etendue aux modeles
de traducteurs a piles 	 an deviter les problemes derives des contraintes grammaticales de
la methode originale Lidee consiste a separer la strategie dexecution de limplementation du
traducteur Nous pouvons ainsi obtenir une famille danalyseurs syntaxiques paralleles pour chaque
famille danalyseurs syntaxiques deterministes	 en simulant tous les calculs avec une complexite du
meme ordre que celle dEarley Notre experience  a montre que les modeles de traducteurs a
piles proches aux methodes ascendantes les plus simples telles que LALR sont les plus appropries
pour implementer ce type danalyseur	 ce qui est en concordance avec les resultats obtenus par des
travaux precedents 	  Dautres modeles plus performants dans le cas deterministe tels que
LRk	 k  	 ou encore LALRk	 k   	 ne conservent pas leur e
cacite lorsquils sont etendus
au nondeterminisme En eet	 ce gain de
cacite a son origine dans des mecanismes qui reduisent
considerablement le domaine deterministe en multipliant les schemas danalyse	 ce qui empeche le
partage de calculs identiques

 Ceci a comme eet une ine
cacite accrue dans le traitement de
phenomenes de determinisme local

	 dou linclusion de la methode LALR etendue dans notre
systeme
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Figure  Environnement danalyse de textes
 Lanalyse syntaxique incrementale
Loutil inclut une fonctionnalite incrementale pour lanalyse syntaxique  qui assure la
reconstruction des sousarbres avec le meme niveau de partage fourni par le mode non incremental
Ce choix se justie par le besoin dun traitement e
cace lorsque des corrections dans le texte
dentree ont ete realisees
Puisque nous nous interessons au traitement de mises a jour arbitraires dans le texte	 il faut
analyser de quelle facon elles peuvent aecter la foret partagee Ce qui nous amene a considerer
les quatre cas de recuperation incrementale qui sont schematises dans la Figure 
  Recuperation Totale	 lorsque lanalyse devient independante des modications dans ce qui
reste a analyser

On prend en compte des contextes irrelevants danalyse syntaxique typiquement en relation a lutilisation de
lookaheads ou de techniques predictives pour la generation de lautomate

Les ambiguites ont souvent un comportement local puisque lutilisateur ecrit la plupart du temps des messages
non ambigus et une analyse deterministe de cette partie du texte est donc possible
  Recuperation Partielle Nous y distingons trois cas Dabord	 lorsque la recuperation est
possible pour toutes les branches sur un intervalle propre du texte pas encore analyse	 nous
parlons de recuperation groupee Deuxiemement	 si la recuperation est possible dans ce
qui reste a analyser	 mais seulement pour quelques branches de la foret	 nous parlons de
recuperation isolee Finalement	 la recuperation peut etre possible pour quelques branches	
dans un intervalle propre du texte pas encore analyse il sagit de la recuperation selective
recuperation totale recuperation isolee
parties nouvelles parties recuperees
recuperation groupee recuperation selective
Figure  Types de recuperation incrementale
Meme si tous les cas de recuperation incrementale ont ete etudies	 lexperience montre que
ce traitement nest interessant que si toutes les branches de la foret peuvent etre recuperees
dans un intervalle donne du texte dentree	 cas le plus courant lorsque la grammaire possede
un nombre raisonnable dambiguites En consequence	 nous considerons seulement la recuperation
incrementale dans les cas totale et groupee Le critere essentiel justiant ce choix est le
cacite
En eet	 recuperer un ensemble propre de branches dans un intervalle de texte est equivalent a
recuperer des arbres isoles de la foret dans un noeud ambigu An de garantir un partage optimal
de la foret resultante de lanalyse incrementale	 il serait necessaire de mettre en place un algorithme
plus complexe pour la reconstruction de la foret Ceci implique un cout temporel trop eleve Dans
la pratique	 les ambiguites sont bien localisees et ce type de phenomene est limite
Finalement	 un dernier aspect important que nous avons aborde est la possible inuence de
lutilisation de la fonctionnalite incrementale sur les performances du processus danalyse en mode
standard

A ce propos	 les tests ont prouve que les performances ne sont pratiquement pas aectees
par les verications additionelles requises par le mode incremental
 Linterface utilisateur
Le systeme Galena possede une interface utilisateur multifenetre a menus deroulants 
implementee sur X Linterface utilisateur associee au generateur danalyseurs unie lapparence
des algorithmes de generation disponibles dans le systeme Loutil propose un editeur dedie	 ICEgen	
pour lecriture de la grammaire avec le meme formalisme de Bison  Ainsi a tout moment	 a
partir de cette description lutilisateur peut demander la compilation de la grammaire suivant un
schema choisi Les fenetres dedition peuvent egalement etre personnalisees lutilisateur dispose
ainsi dun moyen pour ajouter	 par exemple	 un nouvel editeur plus specialise
Linterface correspondante a lenvironnement dedition de textes	 ICEeditor	 ore la possibilite
de choisir parmi les dierents algorithmes danalyse disponibles sur le systeme et de charger
un langage genere precedemment Lutilisateur peut editer un texte et lanalyser en invoquant
lanalyseur correspondant sous lun des modes disponibles standard ou incremental Le systeme
garantit	 dans tous les cas	 un niveau optimal de partage de la foret syntaxique resultante De
plus	 un ensemble doptions determinent le type dinformation reportee par le systeme ambiguites
detectees	 statistiques sur la quantite de travail produite	 etc Les fonctionnalites de trace incluent
egalement des informations sur le processus incremental en permettant ainsi des tests comparatifs
entre dierents algorithmes danalyse De la meme facon	 les erreurs sont reportees Dautre part	
linterface utilisateur permet de recuperer et de parcourir facilement la foret
An de disposer dun outil plus convivial	 nous avons prevu la possibilite de selectionner la
langue des commandes parmi lEspagnol	 le Galicien

	 le Francais et lAnglais

Egalement	 des
fonctionnalites daide sont disponibles a tout moment an de repondre aux possibles questions sur
lutilisation du systeme Finalement	 les ressources graphiques telles les polices de caracteres ou
les couleurs sont exploitees au niveau semantique pour ledition


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Figure  Temps de generation danalyseurs et temps danalyse
	 Le fonctionnement du syst
eme
An dexpliquer le comportement de notre environnement pour une session de travail	 nous allons
construire un analyseur pour le langage deni par la grammaire G de notre exemple Nous faisons
ici reference aux Figures 	  et 	 contenant les fenetres de linterface graphique a dierents
moments du processus
Dans la premiere etape	 nous construisons un chier decrivant la grammaire en utilisant loutil
ICEgen La fenetre principale de cet outil	 presentee en haut a droite de la Figure 	 contient
lediteur pour introduire les regles de la grammaire Tous les editeurs utilises dans le systeme sont
inspires par Emacs 	 editeur standard sur Unix
Pour compiler la grammaire	 nous disposons dun bouton pour chacun des algorithmes de
generation danalyseurs disponibles Les messages derreur de la compilation sont montres dans
la sousfenetre en bas de ICEgen En cliquant sur un message	 lediteur se positionne sur la ligne
qui a provoque lerreur Sil ny a pas derreur	 lanalyseur est genere

A ce moment	 la phase de
validation du langage peut commencer
Loutil ICEeditor appara"t en haut a gauche des Figures 	  et  Des boutons sont prevus
pour les operations elementaires telles linsertion	 lelimination ou le remplacement de texte	 en
plus de lannulation des dernieres editions

A chaque fois quun texte est analyse	 une fenetre
contenant les messages produits par lanalyse est activee	 appelee ICEmessages dans les Figures 
et  Lutilisateur peut choisir le niveau dinformation fourni par cette fenetre	 allant du mode
 muet! a celui ou toute action elementaire

de lanalyse est montree Il peut egalement naviguer
dans la foret partagee	 en utilisant loutil ICEnavigate apparaissant en bas a gauche des Figures 	
 et  Dans chaque mouvement au niveau de la foret	 des informations additionelles sont fournies
au sujet du nombre de ls et dambiguites possibles du noeud visite Si necessaire	 les structures
generees pendant ces analyses peuvent etre sauvegardees

Langue ocielle avec lEspagnol dans la Communaute Autonome de Galice

Ainsi une couleur donnee peut etre identiee avec un type doperation dedition particuliere par exemple
linsertion

Meme par exemple les actions de plus bas niveau des automates LALR empiler et depiler
En suivant avec notre exemple	 nous avons edite a laide de ICEeditor un texte simple an
dillustrer le processus precedemment decrit	 en commencant par lecran de la Figure  Si nous
ne specions pas de langage	 le systeme prend par defaut celui qui est specie par lextension du
chier contenant le texte dentree

	 fr pour les textes ecrits avec notre grammaire dexemple Sur
ce meme ecran	 dans la fenetre ICEgen	 nous pouvons voir lexpression de la grammaire qui a genere
le langage
La fenetre ICEmessages de la Figure  montre une trace partielle du processus danalyse du
texte de la fenetre ICEeditor	 qui presente linsertion du groupe nominal dans la chambre par
rapport a celui du premier ecran Nous pouvons y observer les branches correspondantes aux deux
interpretations possibles de lanalyseur	 et aussi comment elles sont uniees plus tard De la meme
facon	 nous pouvons voir que dans ce cas la recuperation incrementale partielle est possible une fois
la modication analysee Nous pouvons ensuite demander plus de detail a propos des categories
lexicales du texte
	
a laide du bouton prevu a cet eet
Maintenant	 nous allons eacer le groupe nominal precedemment introduit an de montrer le
fonctionnement de la recuperation incrementale totale La Figure  montre le deroulement de ce
processus
Avec un schema LALR(1)
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Avec un schema Earley
Figure  Resultats de lanalyse incrementale
 Resultats empiriques
Premierement	 nous nous sommes interesses aux performances du module danalyse lexicale Nous
pouvons donner a titre indicatif un temps detiquetage mesure sur un texte en Espagnol litteraire
su
samment representatif Avec un extrait de  mots environ	 nous obtenons autour de 
secondes tout en observant un comportement lineaire selon la taille de lextrait Toutes les mesures
presentees dans cette section ont ete realisees sur une Sun SPARCstation  dediee
Dautre part	 nous avons compare Galena avec les environnements danalyse syntaxique a
notre avis les plus e
caces	 dapres deux points de vue dierents la generation danalyseurs et le
processus danalyse Nous montrons egalement le
cacite de lanalyse incrementale par rapport
au mode standard
En ce qui concerne la generation danalyseurs	 nous avons compare loutil de generation de
langages de programmation Bison  avec le generateur LALR de Galena
 

	 ce qui implique
que nous nous mettons en desavantage au niveau de la complexite des tests puisque le processus

Dans le cas ou le texte vient detre introduit via lediteur il faut donner explicitement le nom du langage
	
Par exemple le contenu des etiquettes correspondantes au mot en question ainsi que sa position par rapport au
texte
 

Dans ce cas nous ne pouvons pas considerer la methode dEarley car elle ninclut pas cette etape de generation
de lanalyseur
considere est plus simple dans le cas deterministe Les resultats de ces tests sont presentes dans
le premier schema de la Figure  en fonction du concept daction elementaire de construction	
que nous denissons comme etant une action representant soit lintroduction ditems dans la base
ou dans la fermeture de chaque etat de lautomate	 soit la generation de transitions entre deux
etats Cette notion nous permet dexprimer de facon objective la quantite de travail realisee par le
generateur pour chacun des tests	 caracterises par le nombre de regles de la grammaire denissant
le langage	 le nombre detats de lautomate LALR et le nombre de conits detectes
Notre but est maintenant de mesurer la qualite de notre approche par rapport aux performances
des analyseurs generes

A ce niveau	 nous comparons les resultats de trois algorithmes dierents
la methode classique dEarley	 lalgorithme de Tomita  et notre adaptation de lalgorithme de
Lang  Concretement	 nous considerons les implementations dEarley et du schema LALR
proposees par Galena	 et les plus performantes des implementations de lalgorithme de Tomita a
notre connaissance	 celles de Sdf  et Glr 
Pour ce faire	 nous nous interessons a un scenario qui ne puisse pas etre qualie comme favorable	
quelquesoit le point de vue considere

A ce point	 nous cherchons des grammaires avec les
caracteristiques suivantes le nombre de regles et la taille des textes utilises doivent etre aussi
limites que possible	 de facon a favoriser la comprehension Pour la meme raison	 le langage genere
doit etre largement connu	 et de plus il doit generer des textes avec une proportion importante
dambiguites an de prouver ladequation du systeme a cette caracteristique Les tests doivent
inclure un nombre important de mises a jour des textes	 pour montrer le niveau dinteractivite
entre lutilisateur et le systeme	 en sinteressant aux temps de reponse des operations dedition
Finalement	 la grammaire doit inclure la possibilite de generer un nombre important darbres
syntaxiques croises	 cas le plus defavorable pour appliquer lalgorithme incremental
En relation aux besoins decrits	 il semble raisonnable de penser que les langages naturels ne sont
pas les plus appropries pour realiser ces tests La grammaire consideree est decrite par lensemble
de regles suivant
 S  S # S  S  S  S  S   S   S  number
Cette grammaire est de petite taille	 elle genere un langage universellement connu	 celui des
expressions arithmetiques ambigues	 et il est tres simple decrire des textes courts contenant un
tres grand nombre dambiguites et darbres croises	 sajustant ainsi a toutes les contraintes voulues
Concretement	 nous avons considere des textes dentree de la forme suivante
bf#bg
i
ou i est le nombre de symboles # Comme la grammaire contient une regle
S  S # S
les textes consideres demandent un nombre danalyses qui grandit de facon exponentielle avec i
Les resultats des analyses standard sont presentes dans le deuxieme diagramme de la Figure 
An de fournir des tests pour lincrementalite ou le nombre de modications est important	 nous
changeons des expressions b # b par b dans les exemples precedents Les resultats de cette etude
sont montres dans la Figure 
Tous les tests ont ete developpes en utilisant les memes textes dentree pour chacun des analyseurs
syntaxiques	 et le temps necessaire pour la sortie en ecran des arbres na pas ete pris en compte
 Conclusions
Le systeme Galena presente dans ce travail est une tentative pour orir un support pour
le developpement danalyseurs de langages naturels	 uniant dans un meme environnement la
conception du langage et sa validation Ainsi	 le systeme supporte ledition simultanee de langages
et de textes ecrits dans ces langages	 en utilisant un mecanisme de description standard sur Unix
pour la denition des grammaires Une caracteristique importante	 en relation a la conception de
langages	 est la modularite de larchitecture de generation danalyseurs	 permettant a lutilisateur
de considerer des algorithmes specialises selon ses besoins	 ou de comparer les performances
de lensemble des methodes disponibles Par rapport aux generateurs danalyseurs les plus
performants	 le systeme propose non seulement semble ameliorer les resultats precedents	 mais
egalement il permet le traitement de nimporte quel type de grammaire algebrique independamment
de sa forme
De facon a obtenir une e
cacite accrue pendant le processus danalyse	 les analyseurs generes par
notre systeme incluent une fonctionnalite incrementale Meme si lincrementalite ne semble pas etre
un probleme trivial	 nous avons abouti a le resoudre tout en preservant une complexite raisonnable
au niveau du processus Ainsi	 lanalyse de parties de texte peut etre entreprise e
cacement	
sans exiger a lutilisateur une ecriture soignee des textes au risque de devoir repeter lanalyse de
la totalite du texte Des tests pratiques ont prouve la validite de lapproche proposee lorsque le
nombre dambiguites reste raisonnable
Le systeme inclut une interface graphique qui supporte tout le processus et qui est ouverte a
une personnalisation de la part de lutilisateur Pour ce faire	 chaque composante de Galena est
largement parametrisee
An de completer le systeme	 nous travaillons dans lextension des analyseurs syntaxiques generes
dans deux sens le traitement des grammaires dunication	 essentiel pour lanalyse syntaxique des
elements fonctionnels qui constituent le texte	 et la correction automatique des erreurs syntaxiques
De plus	 nous integrerons un module statistique de desambiguation lexicale qui completera les
possibilites de desambiguation des analyseurs syntaxiques
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