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The stationary conditional quasi-stationary distribution of the linear birth, death and catastrophe 
process is shown to exist iff the decrement distribution has a finite second order moment. 
Conditional limit theorems for the population size are found when this moment is infinite and a 
regular variation condition is satisfied. The relevance of the results in this paper to the general 
theory of quasi-stationary distributions is discussed. 
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1. Introduction 
In this paper we discuss the population size process, (X, ; t z 0), of a linear birth 
and death process (BDP) having an additional catastrophe component. Roughly 
speaking, catastrophes are assumed to occur at an instantaneous rate proportional 
to the current population size, and when a catastrophe occurs it removes, if available, 
j individuals with a probability depending only onj. The decrements due to different 
catastrophe events are independent. It was shown by Pakes (1986) that the Markov 
branching generalisation of this set up can be parametrised in such a way that the 
population size process (X,) can be regarded as a radom walk moving on N, with 
an increment distribution {h _,: j t Z} and stopped at {0}, and evolving in continuous 
time such that if X, = i then the process jumps once in (t, t+ h) with probability 
pih + o(h) (h + 0). The linear birth and death case is obtained by setting bj = 0 when 
,j< -1. 
Consequently we will follow the conventions of Pakes (1986) and define (X,) to 
be the Feller process with state space N, and generator 
41, = i&, (l~jGi-tl,i#j), 
q,. = ipgr and q,, = -ip, 
(1.1) 
where & =C, _i b,. This parametrisation was used by Pakes (1987) and, as will be 
made evident below, the present paper supplements some of the results in that 
reference. Further comments on the parametrisation of this process can be found 
in Pakes (1987) and Pakes (1989), and the former motivates the study of this class 
of processes and reviews earlier work. 
We always assume that b_, > 0, bj > 0 for some j 2 1 and b,, = 0. The familiar 
linear birth and death process is recovered by setting b, = 0 when ja-2. It is 
notationally convenient to set a = b , in the sequel. 
It was shown in Pakes (1987) that many properties of (X,) can be inferred from 
those of a dual Markov branching process (MBP) which we denote by (Z,: ta0). 
This dual process has per capita jump rate p and offspring probability generating 
function (pgf) j(s) = C, _. bj_,s’ (Athreya and Ney (1972, Chapter 3)). The connec- 
tion between the two processes is as follows. Let b(s) =f(s) --s and B(s) = 
pm’s:, dy/b(y), which is defined in [0, U) where o is the least positive solution of 
b(s) = 0. If F( ) is the inverse of B( . ) then 
F(s, t) = F( t+ B(s)). (1.2) 
is the pg,f of 2,. In addition F( .) is the distribution function (DF) of the extinction 
time of the MBP when Z,, = 1. 
Let P,(.)=P(.IX,,=i),p,,(f)==P,(X,=j) and P,(s, t) = 1, _, s’p,,( t). The distribu- 
tions of (X,) are determined by those of (Z,) via the following identities: 
P,(s, t) =(Slb(s))b(F(.s, r))(F(s, t))’ ’ ha 1) (1.3) 
and if 7; (1) = P, (X, > 0) then 
r,(r)= b(F(f))lo(l- F(t)) (1.4) 
and 
c .27-,(t) = sb(F(s, [)I 
I ‘I b(s)(l- F(s, r))’ 
(1.5) 
Clearly the state (0) is absorbing for (X,) and N is an irreducible and transient 
set. Let T = inf{t: X, = 0) be the time to extinction of the population, and let 
q, = P,( T < CO). As shown in the MBP context by Pakes (1986), the behaviour of the 
q, is determined by the drift D = 1 -f’( 1-) of the imbedded random walk. If D s 0 
then q, = 1, and if D > 0, the supercritical case, then qr < 1 when i 2 1. Indeed the 
q, are determined by 
1 q,s’=s(l/(l-s)-D/b(s)). 
r--I 
(1.6) 
The behaviour of (X,) when D s 0 was elucidated in Pakes (1987). When D > 0 
it was shown in Pakes (1987, 1988) that, with n, = 1 - F(t), the normed process 
(n,X,) converges a.s. to W, say, whose DF is a finite mixture of gamma laws and 
P,( W = 0) = qt. These results characterise the rate of growth of the population size 
on the set {T = 00). 
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It is our purpose in this paper to explore aspects of the behaviour of (X,) on the 
set {T <a} when D> 0. This was not considered by Pakes (1987) because the 
analogous problem for the BDP, or more generally for the MBP, is so trivial. The 
distribution of the size at time t of a supercritical MBP conditioned on eventual 
extinction after t coincides in distribution with a subcritical MBP whose offspring 
distribution has finite moments of all orders. In effect then, the behaviour of the 
supercritical MBP conditioned on eventual extinction is subsumed by the theory of 
the subcritical MBP. See Athreya and Ney (1972, p. 52) for the discrete time verson 
of these comments. Consider the particular case of the supercritical BDP obtained 
from (1.1) by setting b, = 0 when j 2 2. Then h, > a > 0, and we set q = a/b,. Then 
the stationary conditional quasi-stationary distribution (SC-QSD) (see Flaspohler 
(1974) for this terminology), defined by n, = lim,,,, E’;(X, =j 1 t < T < ~0) exists and 
s-,=(I-q)q’ ‘(,~EN). Ob serve that z-, is proportional to q’, the probability of 
eventual extinction when X,, =,j. 
In Section 2 we prove an extension of this result for the case where catastrophes 
may occur. We will show that the SC-QSD, when it exists, is proportional to the 
extinction probabilities and that it exists iff y =f”( l-)/2<c0. When y = co the 
conditioned sample paths of (X,) grow to infinity in probability and the question 
arises of finding a norming and/or centering allowing convergence to a proper 
distribution. In Section 3 we show (Theorems 3.1 and 3.2) that this is possible under 
a regular variation condition on f(s), (2.3) below. 
The proofs of Theorems 2.1, 3.1 and 3.2 use the evaluation of lim,,, u,(t)/u,(t) 
where u,(t) = P,( t < T< m), and as shown in Pakes (1987), (2.3) is a sufficient 
condition for the existence of this limit. In Section 4 we will prove the converse 
result that the existence of these limits entails (2.3). 
Section 5 deals with the special case where the catastrophe distribution has a 
geometric distribution. Here we can explicitly identify the SC-QSD of Theorem 2.1. 
Pakes (1987) derived the doubly limiting quasi-stationary distribution (DL-QSD; 
see Flaspohler (1974) for this terminology) defined by 
d,=lim lim P,(X,=jls+f<T<os) 
I-iv ,+x 
which exists when (2.3) holds and in addition 6 = 1. Thus when 6 = 1 and y = co 
we have an example of a A-positive recurrent process which has a DL-QSD but no 
SC-QSD. We discuss this further in Section 5 in relation to general results on the 
existence of QSD’s. 
2. Existence of a quasi-stationary distribution 
Recall that 
r,(t) = (9, -p,,,(t))l(q, -pro(r)). 
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Our proofs require expressions for r, = lim,,, r5( t). This problem was addressed by 
Pakes (1987) and the solution is as follows. Let 
Q(s) = 1 -exp(-pDB(s)) (2.1) 
which is a pgf, and it is known that 
lim (1 -F(s, t))/(l -F(f)) = I - Q(s), (2.2) 
,+I‘ 
i.e., Q(s) is the pgf of the SC-QSD of (Z,), which is subcritical when D > 0. When 
O<SGl, 
Q,As)=l-(I-Q(s)Y 
is also a pgf and we define quantities .<, (ia 1) by 
C 2,s’ = PQ,Y(s)IG 
c-1 
where j_~ = a/D. Pakes (1987) proved that if 
h(s)=D(l-s)+(l-s)‘+‘L(l/(l-s)) (2.3) 
where L( . ) is slowly varying (SV) at infinity (Seneta, 1976) then 
r, = 6,. (2.4) 
Let y =,f”(l-)/2. We now prove the following theorem on the existence of the 
SC-QSD of (X,). 
Theorem 2.1. lf D > 0 and y > CX, then, ,for j E N, 
limP,(X,=jlt<T<cc)=Dq,/y. 
,+“c 
(2.5) 
Conversely, if y = ~3 then there is no SC-QSD. 
Proof. Suppose y < ~0 and let u,(t) = q, -plo( t). It follows from (1.4) and (1.6) that 
u,(f) = b(F(r))-D(1-F(1))=(1-F(t))8L(l/(l-F(t)))/a, 
a(1 -F(t)) 
(2.6) 
where we have assumed (2.3), which holds here with 8 = 1 and L(x) + y as x + ~0. 
Now F(s, t) + 1 as t + cc and hence it follows from (1.3), (2.3) and (2.6) that 
P,(s, t)lu,(t)+ (Daslyb(s))(I - Q(s)) = (D/Y) C s’ig,. (2.7) 
I -1 
It follows from Proposition 2.1 in Pakes (1987) and (2.4) that p,,( t I/ u,( f> * D/ 7. But 
Pc(X,=jlf< T<‘=))=fA,(r)q,lu,(t) 
and the limit assertion of the theorem follows. Finally we easily deduce from (1.6) 
and (2.3) that 
,C, q, = Y/D 
and the first assertion follows. (We mention that Pakes (1987) observed that if the 
q1 decrease to zero so fast that their sum is finite, then y~c0.j 
To prove the converse it suffices to observe that the limiting operation in (2.7) is 
still valid when y=c~, but that the limit is identically zero. In particular 
lim,,, P,(X, = 11 t < T < a~?) = 0. However, since N is an irreducible class, this limit 
would be positive if a non-degenerate quasi-stationary distribution existed. This 
comples the proof. 0 
3. The case 6 < 1 
The proof of the converse part of Theorem 2.1 shows that if y = ~0 then, conditionally 
on t < T < W, X, + a3 in probability. We now investigate the possibility of resealing 
X, to give a proper limiting distribution. Progress can be made under the condition 
(2.3) and we begin by assuming first that 6 < 1. The following notation was used 
by Pakes (1987) and we will need to use it here. First, we define numbers f,, (iz 1, 
ja0) by 
2 s’t,, =.~Q’(s)(Q(.~))‘. 
I -I 
They satisfy r,, 2 0, I,, = 0 if j 2 i and q, + C,,. ,, , t,, = 1. Let G,, (.u) be the gamma DF 
whose density is (x”/l’( If (Y jje ‘. Recall that n, = 1 - F(t). 
Theorem 3.1. Let D> 0 and (2.3) hold with S < 1. Then 
Remark. 
lim P,(n,X,sxlt< T<~)=(p/i<,) 1 t,, 
j-S 
( > .i 
G,+,+ii(.x). 
I-fX o- ,’ , 
This limit distribution co-incides with the double limit 
lim lim P,(n,X,~xlt+v< T<co) 
I-x L’_;c 
(3.1 j 
obtained by Pakes (1987), Theorem 6.4. 
Proof. Let 0, = &I,. Use of (1.3), (1.6) and (2.3) yields 
1 s’E,(exp(-0,X,); t< T<w) 
, -I 
= (slb(s))b(F(s, t)Hexp(-0,)) C q,[F(s, I) exp(-O,)l’ ’ 
I -1 
= (slb(s)){h(F(s, f))(exp(-~,))lh[F(s, 1) exp(-&)lI 
x{[l- F(s, t) exp(-0,)l”L[ll(l- FI.5 t) exp(-O,))lI 
- (slb(s))(l- F(s, 11) 
(3.2) 
It follows from (2.2) that 
l-F(s,r)exp(-0,)-(1-F(r))(l-Q(s)+8) 
and using (2.2) again, and (2.6), we obtain 
lim C siE,(exp(-&,X,); 1< T<co)/u,(t) 
I-T I -I 
=(as/b(s))[l-Q(.s)]/[l-Q(s)+@]‘? 
The right hand side also occurs as the limit in eq. (6.5) of Pakes (1987) where it is 
shown that it has the power series expansion 
P c s’ c tr, 
j-S 
I -I , -0 ( > j (l+B))“+‘+“i’. 
We can now invoke Proposition 2.1 in Pakes (1987) and the continuity theorem 
for Laplace-Stieltjes transforms to conclude that 
P,(n,X,sx; t< T<m)/u,(t)+p 1 t,, G,+ ,-fi(.x) (3.3) 
; -0 
and the assertion now follows by observing that the left hand side of (3.1) is obtained 
by multiplying the left hand side of (3.3) by u,( [)/u,(f) whose limit, as f + 00, is ix”,; 
see (2.4). q 
The following result covers the boundary case 6 = 1 and y = 00. It shows that a 
nonlinear SV transformation of X, gives a limit theorem. Limit theorems of this 
kind occur in renewal theory (Erickson, 1970, Theorem 6), in random walk theory 
(Doney, 1977, Theorem 3), and they are ubiquitous in branching process theory; 
see, for example, Barbour and Pakes (1979) and references therein. 
Theorem 3.2. If D > 0, and (2.3) holds with S = 1 and y = CC then, .for 0 <x < 1, 
lim Pi(L(X,)/L(l/(l-F(t)))GxIt<T<co)=_x. 
I-.Y 
We will need the following lemma which occurs as Lemma 10 in Erickson (1970), 
and it is also proved right at the end of Doney (1977). 
Lemma 3.3. Let L( . ) be SV at injinit~~ and strictlqt increasing to inJinitJ>. [f h (. ) is the 
inverse qf L( . ) and 0 < x < 1 then 
lim h(xL(t))/t=O. 
I-X 
Proof of Theorem 3.2. The SV function L in (2.3) satisfies the conditions of Lemma 
(3.3) when S = 1 and y = 00. If we choose O< x < 1 and 0, = on, where n, = 
l/h (xL( l/(1 - F(t))) then 0, + 0 and, from (2.2), (1 - F(s, r))/0, + 0. It follows from 
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(2.6) and (3.2) that 
C s’E,[exp(-0,X,); t< T<cc]/u,(t) 
8 .I 
-(as/h(s))(l-Q(s))L(l/B,)/L(l/(l-F(r)))~x c S’iX,. 
I -1 
We conclude that E,[exp( -0n,X,) j t < T < m] + x. The limit is the Laplace-Stieltjes 
transform of the measure which assigns mass x to {0} and no mass in (0, cc). The 
extended continuity theorem (Feller, 1971, p. 433) yields f,( n,X, c 1 j t < T < co) + x 
and the assertion follows because n,X, sl iff L(X,)GxL(l/(l-F(r))). 0 
4. The necessity of (2.3). 
In this section we prove the following theorem. 
Theorem 4.1. Suppose lim,,, r,(t) = r, exists,for each i E N. Then (2.3) holds,for some 
0<6Cl. 
Proof. We always have the expansion 
b(s)=D(1-.~)+(l-s)V(l--S) (4.1) 
where V( 1 ~ s) is strictly decreasing to zero as s ,P 1. Recalling that ri( t) = u,(t)/ u,( t), 
we infer from (1.5) and (1.6) that 
c s’r,( t) = [as/h(s)][ v( 1 - F(s, t))/ v( 1 - F(t))] (4.2) 
i -1 
and we now show that the limit as t+m of the left hand side exists and is finite 
for each s E (0, 1). 
Let 0 < s <x < 1. Since F(t) < F(x, t) we have V( 1 - F(x, t))/ v( 1 - F(t)) < 1 and 
it follows from (4.2) that s’r,( t) s (ax/h(.x))(.s/x)‘. The limit assertion follows from 
the dominated convergence theorem. 
Now let R(x) = V( l/x), which is defined on [l, ~0) and strictly decreasing to zero 
as x + OC,. It follows from (4.2) that 
limR(l/(l-F(s,t)))/R(l/(l-F(t)))=@(s) (4.3) 
I-U 
exists and is finite for 0~ s < 1. Moreover, d(s) is non-increasing and continuous. 
Since F( ., t) is increasing, it follows from (2.2) that for O< s < 1 and F > 0 chosen 
so small that O<S-F<s+F<~, 
for all t large enough. By setting c = l/( 1 - Q(s)) we deduce from (4.3) that the 
liminf and Iimsup as Z+KJ of R(cz)/R(z) lie in the interval [$(s+F),~(s-F)]. 
Letting F +O shows that lim,,, R( cz)/ R( z) exists and is finite for each c > 1. It 
follows from Theorem 1.8 in Seneta (1976) that R( .) is regularly varying, and 
referring to (4.1) it follows that v(s) = s”L(l/s) where 0~ 6 G 1 and L( .) is SV at 
infinity. q 
5. Geometric catastrophes 
We can obtain explicit resuls in the important special case where 6, takes the form 
b,=b(l-cu)cu’ ‘, jsl, 
where LY > 0 and b = 1 -a. Thus given a jump occurs in the population size it is a 
catastrophe with probability b and the size of the catastrophe is determined by a 
geometric distribution. Notice that if cy = 0 we recover the simple (linear) birth and 
death process. 
A straightforward calculation shows that 
f’(s)=a+b(l-c&/(1-cus), 
and hence that 
D=a-b/(1-a), 7=2b/(l-cu)’ 
and 
b(s)=a(l-s)(l-/3s)/(l-as), 
where /3 = cy + b/a. 
As above, we shall restrict ourselves to the supercritical case, that is, where p < 1. 
Theorem 2.1 shows that the SC-QSD exists and, because b, has such a simple form, 
the absorption probabilities (q,, j 3 1) that appear in (2.5) can be computed explicitly. 
Another straightforward calculation using (1.6) shows that when these are nor- 
malised to give the SC-QSD they are given by 
Dq;/y=(l-p)p’? 
6. On the general theory of quasi-stationary distributions 
Owing to the special structure of the birth, death and catastrophe process we have 
been able to provide results concerning the existence of quasi-stationary distributions 
that are stronger than the general theory permits at present (see Flaspohler (1974), 
Pollett (1986, 1988) and Vere-Jones (1969)). Here A-positive recurrence is always 
assumed as a premise together with summability conditions which, with the exception 
of Theorem 3 of Vere-Jones (1969), are sufficient but may not be necessary. 
Let [q,;(t): i, jEN+] be the transition matrix of the dual MBP (Z,) and A = PD. 
It was shown by Pakes (1987) that (1.3) implies that jp;,( t) = iq,,( t) when i, j EN. 
Since the function x, = j is a A-invariant vector of (Z,) it follows that the measure 
A.G. Pakes, P. K. Pollett / Population prows~ 169 
giving unit mass to each natural number is A-invariant for (X,). When D > 0 it is 
known that the distribution {Q,} defined by (2.1) is a A-invariant measure for the 
dual MBP, and hence {,jo,} is a A-invariant vector of (X,). These results are implicit 
in Pakes (1987). When A > 0 it is the decay parameter of the dual MBP and hence 
also of (X,). 
Now when D> 0 it is clear from (1.3) and (2.2) that (X,) is A-positive iff 
lim I-X e”‘( 1 - F(t)) > 0 and this occurs iff p = 1 h,j logj < “; see Pakes (1987), eq. 
(2.17) and (2.20). This condition is satisfied whenever (2.3) is in force. Thus the 
first part of Theorem 2.1 can be deduced from, say, Theorem 1 of Flaspohler (1974). 
In the present context Flaspohler’s summability condition is y<cn and we have 
shown that this is necessary for the existence of a non-degenerate SC-QSD. Our 
remaining results provide information about the long-term behaviour of the process 
when this condition fails. We emphasise that the process is still A-positive under 
the assumptions in Section 3. 
When Y<W, Flaspohler’s Theorem 2 shows that the DL-QSD 
lim,,, lim,,,, P,(X, =j 1 s + t < T < 00) exists and is the A-invariant vector normalised 
to be a probability distribution. It was shown by Pakes (1987) [see Theorem 6.21 
that with (2.3) in force, this limit exists as stated iff 6 = 1. Thus the summability 
condition is not necessary. The condition 6 = 1 is required to ensure that the 
quantities u,(t) decay to zero at the correct rate (that is, proportionally to exp(-At)) 
so that the double limit will be positive. It follows that (X,) is A-positive when S = 1 
and y =a, as we have mentioned above, and the DL-QSD exists as a proper 
non-degenerate distribution, but not the SC-QSD. 
This situation stands in interesting contrast with the subcritical MBP for which 
the SC-QSD always exists, but the existence of the DL-QSD requires a further 
moment condition (see, e.g., Athreya and Ney (1972, p. 59)). In general then, the 
existence of one of these distributions implies nothing about the existence of the 
other. 
We now complete the above discussion on the A -classification of (X,) by showing 
that when p =a3 the process can be A-null or A-transient. This is equivalent to 
showing the same dichotomy for the dual MBP. It again follows from (1.3) and 
(2.2) that Iz e*‘p,,( t) dt < CC (i S 1) iff Jt eA’(l -F(t)) dt < “0, and since F( .) is the 
inverse of B( . ), the last condition is equivalent to 
I= I’ exp[A!?(s)] ds<a. 0 
We see then that this condition is necessary and sufficient for A-transience. 
Consider the special case where, for sufficiently largej, b, = K/j’(logj)‘+’ where 
K is a constant and 6>0. Then m=C,h,_,<ao and P=CO iff 0<6~1. Now in 
general, 
(1-D(1-~)lb(.~))l(~-~)-(~-[1-.f(~)ll[~-~l)/~(l-~) 
= D- ’ 1 s’ 1 6,. 
, -0 1 -/ 
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In our particular case, 1, ., 6, - K/6(1 + 6)(log,j)“. Using an Abelian theorem for 
power series it follows that there is a constant c > 0 such that 
D/b(s)~[l+c(-log(l-.~))-8]/(l-.~) 
or 
exp[hB(s)]s K,(l -s)-’ exp[-c(-log(1 -s))‘+‘], 
where K, > 0 is a constant. It follows that I <CO; (X,) is A-transient. 
Similarly, when 6 = 1 there are constants c’ and K' such that for all s close enough 
to 1, 
exp[hB(s)]s K’(l-s))‘[-log(l-s)]“. 
We can choose c’ arbitrarily close to K/2 D, and we are free to choose K < 2 D. 
In such a case I = CC, and the process is A -null. 
References 
S. Asmussen and H. Hering, Branching Processes (Birkhauser, Boston, 1983). 
K.B. Athreya and P.E. Ney, Branching Processes (Springer-Verlag, Berlin, 1972). 
A.D. Barbour and A.G. Pakes, Limit theorems for the simple branching process allowing immigration, 
II. The case of infinite oftspring mean, Adv. Appl. Prob. 11 (1979) 63-72. 
R.A. Doney, A note on a condition satisfied by certain random walks, J. Appl. Prob. 14 ( 1977) 843-849. 
K.B. Erickson, Strong renewal theorems with infinite mean, Trans. Amer. math. Sot. 151 (1970) 263-291. 
W. Feller, An Introduction to Probability Theory and its Applications, Vol. 11, 2nd edition (Wiley, New 
York, 1971). 
D.C. Flaspohler, Quasi-stationary distibutions for absorbing continuous-time denumerable Markov 
chains, Ann. Inst. Statist. Math. 26 (1974) 351-356. 
A.G. Pakes, The Markov branching-catastrophe process, Stochastic Processes Appl. 23 ( 1986) l-33. 
A.G. Pakes, Limit theorems for the population size of a birth and death process allowing catastrophes, 
J. Math. Biology 25 (1987) 307-325. 
A.G. Pakes. The supercritical birth, death and catastrophe process: Limit theorems on the set of 
non-extinction, J. Math. Biology 26 (1988) 405-420. 
A.G. Pakes, Asymptotic results for the extinction time of Markov branching processes allowing emigration, 
I. Random walk decrements, Adv. Appl. Prob. 21 ( 1989), to appear. 
P.K. Pollett, On the equivalence of F-invariant measures for the minimal process and its q-matrix, 
Stochastic Process. Appl. 22 (1986) 203-221. 
P.K. Pollett, Reversibility, invariance and p-invariance, Adv. Appl. Prob. 20 (1988) 600-621. 
E. Seneta, Regularly Varying Functions, Lecture Notes in Mathematics 508 (Springer-Verlag. Berlin, 
1976). 
D. Vere-Jones, Some limit theorems for evanescent processes, Aust. J. Statist. 11 (1969) 67-78. 
