Abstract. In the era of big data, information generally flows in the form of data. Nowadays, data have penetrated into every industry and business functional area and are no longer unavailable. For most enterprises and organizations, they uphold the customer-oriented principle whose ultimate goal is to use these data to discover a pattern that could identify their potential customers. In this paper, a customer identification model is built with SPSS based on factor analysis and discriminant analysis. The empirical data are collected by questionnaire to analyze and test the model. Additionally, SPSS functionalities are used throughout this paper to carry out multiple calculations, and SPSS outputs are used to demonstrate the statistical results.
Introduction
Apart from fulfilling the basic job responsibilities a company's sales managers also need to identify market opportunities by identifying company's potential customer. Customer identification involves targeting the population who have a great possibility to become customers and profitable to the company, which usually depends on sales managers' experience. However, this instinct-based ability can be replaced by objective and data-based analytics. In fact, by utilizing customer information, a company is able to build a customer identification model and its basic idea is to decide whether an individual is a potential customer on the basis of several attributes of company's existing customers. It first divide customers into two categories-active user and inactive user and then generate a discriminant equation to determine a given person's group placement. If a person falls into the active user group, there is a high probability that he or she will become a potential customer of the company. In this paper, the modeling process is divided into three major steps: data collection and preparation, factor analysis, and discriminant analysis.
Data Collection and Preparation
Data collection and preparation is the fundamental step in the modelling process, it involves collecting required data from the questionnaire survey of the company's existing customers, and preparing the data. Variables fall into four categories based on market segmentation which are geographic, demographic, psychographic, and behavioral attributes. Furthermore, consumers who are being lost by the company should also be included in the survey to ensure the integrity of the data. For data preparation, the modeler needs to encode the nominal data and hold out part of the data to test the validation of the model.
A survey of a random sample of 200 customers of a mobile telecommunication company who are currently on fixed term plans has been conducted by the company's Research & Development (R&D) department and its data are used as an example in this paper to build a customer identification model, among them six are attitudinal responses which are coded based on the five-point Likert scale and three are numeric variables which require no coding. The variables are in the following table and the questionnaire used by the company can be found in the appendix.
The validation of the model may be magnified by predicting with the same sample or within sample variables; therefore, it is necessary to perform a holding out procedure in order to accurately test the correctness of the model. The whole data set involves 200 random samples, in which only the former 150 observations are selected as the analysis data and the last 50 observations are held out as the verification data. 
Factor Analysis
During the data collection process, it is inevitable for the modeler to encounter two major issues. One of which is that there may be too much information thus too many predictors to use in a single discriminant function. Another is that many of the predictor variables are likely to be strongly correlated and may jeopardize the model. Factor analysis is a statistical technique used to narrow correlated variables down to several unobserved factors. Considering that the six attitudinal variables may be strongly correlated and the other variables are the basic predictors of the equation, this section mainly focuses on the factor analysis of the six attitudinal variables.
Factor extraction: In this section, the modeler will identify the exact number of factors that can be reduced to and then extract the factors, during which time the principle component analysis needs to be conducted. Principle component analysis is used to reduce the dimensionality of a set of correlated variables and convert it into a set of uncorrelated orthogonal variables [1] . In SPSS, the number of factors is determined by the number of components whose eigenvalues are greater than 1. As indicated in Table 2 , the eigenvalues of the first three components are greater than 1; therefore it suggests that the six attitudinal variables can be reduced to 3 factors. Factor rotation: After factor extraction, the modeler needs to determine which variables can be replaced by a factor based on factor rotation. In order to do so, the modeler needs to look for high absolute loadings in the Rotated Component Matrix. As demonstrated in Figure 1 , 'Knowledge' and 'Useful' load heavily onto Factor 1; 'Informative' and 'Current' load heavily onto Factor 2; 'Payment' and 'Economic' load heavily onto Factor 3. Therefore, the variations in six observed attitudinal variables can mainly be reflected by the variations in three unobserved variables. 
Discriminant Analysis
Factor analysis has reduced the number of relevant variables and ensured their low correlations. The following task is to perform discriminant analysis by saving the factor scores and using them along with other basic variables to generate the discriminant function. Discriminant analysis is used to determine whether a set of variables is valid in predicting group membership [2] . The purpose of this section is to construct a discriminant function that can classify a given customer's group placement. Before performing factor analysis, the prediction equation contains 12 variables, where 1 =Informative; 2 =Current; 3 =Economic; 4 =Knowledge; 5 =Payment; 6 =Useful; 7 =Age; 8 =Gender; 9 =Marital; 10 =Job; 11 =Income; 12 =Bill. However, the factor analysis reduces the first six attitudinal variables to three factors, and the equation converts into 
Centroids & Demarcation:
The mid-point of the two groups' mean is vital to the customer prediction as it demarcates the group placement of a customer. SPSS calculates the average value of the discriminant function for each actual group (not predicted group), which can easily separate the two groups. As shown in Table 3 , the mean of inactive users is negative which is -1.290, and the mean of active users is 1.070. The value of mid-point is(−1.290 + 1.070) ÷ 2 = −0.11, which means if the calculated value is smaller than -0.11, the customer will belong to the inactive user group; on the contrary, if the calculated value is larger than -0.11, the customer will belong to the active user group.
Apply the Model
Using the discriminant function, determine whether a person with the following characteristics is likely to be the company's potential customer: A 30 years old married male in full-time employment, earns an annual income of $65,000 and pays monthly bill of $69 who also strongly agrees with the statements about 'Informative' and 'Current' and agrees with the other four statements. 274. Since Group=1.274 > -0.11, the person would be assigned to active user group instead of inactive user group; therefore, the given person is likely to be the company's potential customer.
Model Hit Ratio & Validation
A good model should be aware of how good is the classification as well as how well it predicts the values of the dependent variable (group placement). Classification procedure works well when groups are classified at a higher correctly classified percentage than expected. As indicated in Table 9 , for selected cases, 93.3% of selected original grouped cases are correctly classified, which means there is a 93.3% chance that this model will successfully predict the values of the dependent variable. For not-selected 98.0% of unselected original grouped cases are correctly classified. 
Model Deficiencies
The model is flawed, for the reason that the model's validity depends in part on the reliability of survey data. Since some of the questions involve personal information, customers may be reluctant to give accurate information, which can be problematic and will compromise the model. Another reason is that discriminant analysis assumes there is a multivariate normal distribution among the discriminant variables, that is, each variable has a normal distribution for the fixed values of all other variables. If this assumption is violated, the calculated group placement value will be inaccurate; therefore, the customer identification function will be jeopardized.
Summary
This paper describes the whole process of building a customer identification model. The key to the model is the group placement equation which can be constructed by factor analysis and discriminant analysis with SPSS. In this paper, it builds a model for a mobile telecommunication company. Similarly, this model is applicable and performable to many industries; for example, it can predict potential customer for fashion industry. For different industries, the building process of model remains unchanged; however, the variables in the prediction equation are subject to different situations. By utilizing this model, salesmen's instinct-based ability to identify potential customer can be transformed into objective and data-based analytics as they can pinpoint whether a person is profitable to their company.
