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In this paper, we show that in the multiple measurement vector model we can take advantage of having 
multiple samples to learn the properties of the distributions of the sources as part of the recovery 
process and demonstrate that this improves the recovery performance. We propose a method to solve 
the simultaneous sparse approximation problem using a mixture of Gaussians prior, inspired by existing 
Sparse Bayesian Learning approaches. We justify our proposed prior by showing that there are a number 
of signals modelled better by a mixture of Gaussians prior than the standard zero-mean Gaussian prior, 
such as communications signals which often have a multimodal distribution. We further show that this 
method can be applied to data distributed according to an alpha-stable distribution. We also show that 
our proposed method can be applied to compressed sensing of ultrasound images and demonstrate an 
improvement over existing methods.
© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Compressed sensing is a new ﬁeld, having grown out of work 
by Candès, Romberg, Tao, and Donoho [1]. It has risen to promi-
nence due to the need for more eﬃcient sensor systems, caused 
by growth in data acquisition outstripping growth in data storage 
and processing capabilities [2], traditionally, band-limited signals 
needed to be sampled at least at twice the rate of the highest fre-
quency components of the signal, referred to as the Nyquist rate. 
Compressed sensing takes advantage of signal structure in order to 
be able to sample at signiﬁcantly lower rates.
In particular, compressed sensing methods have found use in 
wireless monitoring systems, where the reduced power draw by 
transmitting signiﬁcantly less data is important due to the po-
tential of signiﬁcantly improving battery life [3]. However, it has 
been shown that in this case, a signiﬁcant improvement may be 
achieved only if the sensing matrix is a binary matrix, and so not 
all methods are suitable. It is also worth noting that theoretical 
analysis of these algorithms mostly assumes inﬁnite measurement 
precision, however it has been shown that precision has a signiﬁ-
cant effect on the performance of these techniques [4].
Sparsity itself is not a new concept in signal processing. In par-
ticular, it has found use in image and video compression with 
transform coding methods such as JPEG [5] and MPEG [6]. How-
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large number of samples, effectively discarding a lot of the in-
formation required. Compressed sensing effectively allows us to 
combine the compression and acquisition steps, allowing for ef-
ﬁcient sampling.
Although compressed sensing methods require knowledge of 
the mixing model, there are methods such as SOBIUM [7] that 
can recover the mixing matrix up to permutation and scaling in 
the underdetermined case. Therefore, by combining methods it is 
possible to have a truly blind method, as permutation and scaling 
of sources caused by the blind identiﬁcation of the mixing model 
preserve the sparsity that compressed sensing methods rely upon.
Sparse Bayesian learning was ﬁrst introduced for the single 
measurement vector (SMV) model by Wipf and Rao in [8], and ex-
tended to the multiple measurement vector (MMV) model in [9]. 
It has found applications in ultrasound imaging [10], machine 
learning [11], magnetic resonance imaging (MRI) [12], and image 
processing [13]. Sparse Bayesian Learning has been used for com-
pressed sensing in [14]. In this and other Bayesian approaches to 
compressed sensing, the prior used is a zero-mean Gaussian. This 
is in sharp contrast to the related ﬁeld of Blind Source Separation, 
where the necessary assumption is usually that the sources are 
non-Gaussian [15], and Blind Source Separation techniques using a 
Mixture of Gaussians technique have been developed [16,17].
Blind Source Separation (BSS) has a number of applications in 
medical imaging [18], speech recognition (both in terms of speech-
to-text algorithms [19], and in improving ease of speech recogni-
tion with hearing aids [20]), communications [21], and ECG [22]. 
Although it is a relatively new ﬁeld, having been ﬁrst proposed  under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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very well developed, with many methods and applications. The lin-
ear over- or even-determined (i.e. the number of sensors is more 
than or equal to the number of sources) case is very well studied, 
and a large number of methods have been developed, including 
Principal Components Analysis, and a variety of Independent Com-
ponents Analysis methods, including FastICA [24], JADE [25] and 
InfoMax [26]. Under some weak assumptions, these methods can 
typically recover the original sources up to permutation and scal-
ing (and without any extra information, this is the best that can be 
done). There are other methods which require stronger assump-
tions, such as Non-Negative mixtures [27], or requiring temporal 
continuity [28].
Underdetermined (i.e. less sources than sensors) source separa-
tion is known to be a diﬃcult problem, as knowing the mixture 
model and the observations is insuﬃcient to reconstruct the orig-
inal sources accurately, even in the noise free case. In this case, 
unlike in the over-determined case, the recovery of the sources 
and the mixing model is no longer equivalent, since recovery of 
the sources (with a suﬃcient number of samples) recovers the 
mixing model, but recovering the mixing model does not recover 
the sources. As such, it is necessary to know more for successful 
source recovery. This can be taking advantage of the underlying 
structure of the sources as in [29], or by assuming the sources 
are sparse [28]. These techniques have been particularly success-
ful in the audio domain [30,31], which is most likely due to the 
natural structure and high redundancy of such signals as they 
are likely to be sparse in the frequency domain. Non-Linear Blind 
Source Separation is better studied than the underdetermined case. 
This often consists of approximating the problem to a linear Blind 
Source Separation method, such as post-nonlinear mixtures [32]
and MISEP [33]. Blind Source Separation techniques have found 
use in compressed sensing as a preprocessing step [34], and con-
versely compressed sensing techniques have found use in BSS 
problems [35].
In this paper, we propose a compressed sensing technique with 
a Mixture of Gaussians prior taking advantage of the multiple sam-
ples available in the MMV model in order to learn the statistical 
properties of the sources. We further show that this can be inte-
grated into the compressed sensing framework in order to provide 
improved recovery performance.
The rest of this paper is organised as follows. We ﬁrst give some 
necessary mathematical background in Section 2, then in Section 3, 
we justify modifying the prior used, in Section 4 we describe our 
proposed method as an adaptation of the method given in [36], 
Section 5 shows a number of results, and in Section 6 we conclude 
our paper.
2. Background
2.1. Notation
• ‖x‖0,‖x‖1,‖x‖2 denote the 0 pseudo-norm, and the 1 and 2
norms of the vector x.
• Ai. denotes the ith row of the matrix A, and A. j denotes the 
jth column of the matrix A.
• A ⊗ B denotes the Kronecker product of matrices A and B .
• As in [36], we use the symbol ∝ to denote that irrelevant 
terms have been dropped.
2.2. Measurement models
The standard model for compressed sensing is given in equa-
tion (1).
y = x+ v (1)Here, y ∈ RN×1 represents the observed measurements,  ∈
R
N×M is the measurement (or sensing) matrix, v ∈RN×1 is a noise 
vector, and x ∈RM is the source vector we want to recover. This is 
referred to as the SMV model.
However, we are interested in the MMV model, given in equa-
tion (2).
Y = X + V (2)
Here, Y ∈ RN×L represents the observed measurements,  ∈
R
N×M is the measurement (or sensing) matrix, V ∈ RN×L is a 
noise matrix, and X ∈ RM×L is the source matrix we want to re-
cover, with each row corresponding to a possible source.
We assume that this is an underdetermined system, with 
N < M and that  is known. In order to be able to solve the in-
verse, we make the further assumption that X is row-sparse in the 
sense that at most K rows of X are non-zero. It has been shown 
[37] that in the noise-free MMV model, L = N = K + 1 is suﬃ-
cient to guarantee exact recovery. It is easy to see that N = K will 
always be insuﬃcient for this as it would be possible to simply 
choose any K rows to be non-zero and ﬁnd X such that Y = X .
In the MMV case, we can hope to use the multiple samples to 
learn the properties of each source as part of the process of learn-
ing X , and use these properties to produce an improved estimate 
of X . If we tried to do this by exhaustively checking every possible 
subset of sources (assuming that at most N −1 sources are active), 
then we would have to check O(MN−1) possibilities, as shown by 
equation (3).
N−1∑
k=0
(
M
k
)
=O(MN−1) (3)
If we further assume that N = cM with c < 1 a ﬁxed constant, 
we would have to check O(MaM) possibilities, where a is a con-
stant. This is worse than exponential in M , and hence impractical, 
so we must seek more eﬃcient approximate methods.
Equation (2) can also be referred to as the mixture model.
3. Source modelling
The standard assumption in compressed sensing has always 
been that both the sources and the noise are distributed accord-
ing to a zero-mean Gaussian distribution. Whilst this produces tidy 
analytic solutions, it is not always an accurate assumption, and al-
though the methods are usually still robust in these cases it should 
be possible to adjust the prior used in the method to produce im-
proved results. In this section, we provide examples of situations 
where this is the case.
3.1. QPSK signals
Quadrature phase-shift keying (QPSK) commonly ﬁnds use in 
communications signals [38].
QPSK signals can be modelled as a series of Dirac pulses, with 
weights drawn from a constellation in C. We take the constellation 
set to be {e π i4 , e π i4 + 2π i4 , e π i4 +π i, e π i4 + 3π i2 } (although any rotation of 
this constellation would also be suitable). This gives us the sig-
nal x(t)
x(t) =
K∑
k=1
ckδ(t − kT − τ ) (4)
This is then ﬁltered with a root raised cosine (rrc) ﬁlter
rrcT ,α(t) = 1√
T
sin(π(1−α)tT ) + 4αtT cos(παtT )
πt (1− ( 4αt )2) (5)T T
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Ideally, we would prefer to use a sinc pulse to have frequency 
response 1 in the band we wish to transmit in and 0 outside. 
However, the roll off in the time domain is too slow, leading to 
signiﬁcant intersymbol interference.
This gives us the signal B(t)
B(t) =
∞∫
−∞
x(t′)rrcT ,α(t − t′)dt′
=
∞∫
−∞
∑
k
ckδ(t
′ − kT − τ )rrcT ,α(t − t′)dt′
=
∑
k
ckrrcT ,α(t − kT − τ ) (6)
This is then multiplied by the carrier wave C(t), giving us the 
transmitted signal B(t).
C(t) = e2π i( f t+φ) (7)
S(t) = C(t)B(t) (8)
Communications signals are a good ﬁt for our proposed method, 
as due to high data rates, it is easy to acquire suﬃcient samples 
to accurately ﬁt the distribution of the sources. Fig. 1 shows the 
histogram of samples of the real part of a QPSK signal, and it is 
easy to see that its multimodal nature does not ﬁt the standard 
zero-mean Gaussian assumption.
3.2. Heavy tailed signals
α-Stable distributions have found applications in blind identiﬁ-
cation [39], ﬁnance [40], and signal processing [41].
In particular, it has been shown [42] that ultrasound RF echoes 
are better modelled by α-stable distributions than by the standard 
Gaussian assumption. It is hoped that a more suitable source prior 
will be more robust in recovering the sources.
It can be shown by the generalised central limit theorem that 
the α-stable distributions are the only limiting distributions of a 
sum of i.i.d. random variables [43].
3.3. Local vs. global
There are a number of signals where if a suﬃcient number of 
samples are taken, they will be distributed according to a Gaussian 
distribution. However, because the samples are not independent, if 
a small number of samples are taken, they may be distributed in 
such a way that using a different prior would provide better re-
sults. For example, Fig. 2c shows the histogram for all samples of 
an EEG signal, which appears to be a normal distribution. Fig. 2a Fig. 2. Histograms of (a) 100 samples drawn from a normal distribution, 
(b) 100 samples drawn from an EEG source, (c) all samples from the same EEG 
source.
shows the histogram of 100 samples drawn from a normal distri-
bution, and the histogram appears very similar to a normal distri-
bution, however Fig. 2b shows the histogram of 100 consecutive 
samples from the same EEG signal, and does not appear to ﬁt well 
to a normal distribution, but rather a multimodal mixture of Gaus-
sians distribution.
3.4. Choice of prior
In this work, we use a Mixture of Gaussians prior. For the QPSK 
signals, this is an obvious choice to deal with the multimodality. 
For the heavy-tailed signals, it has been shown that they can be 
modelled by a mixture of Gaussians distribution [44], and for the 
signals from Section 3.3, again the multimodality makes a mix-
ture of Gaussians prior appropriate. This choice has the advantage 
of keeping many of the tidy analytic results that come from us-
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such as QPSK, the better ﬁt that can be achieved is obvious. In 
other cases, we rely on the result that continuous probability dis-
tributions can be approximated by a Mixture of Gaussians [45], 
although it should be noted that in some cases a good enough ap-
proximation will require too many components to be practically 
useful, as the more components we estimate, the more samples 
we need for a reasonable estimate of the parameters of each com-
ponent.
A source with a Mixture of Gaussians distribution with source 
means {ω1, . . . , ωn}, variances {σ 21 , . . . , σ 2n } and weights {p1,
. . . , pn} can be generated for each sample by choosing an integer 
k ∈ {1, . . . , n} in such a way that P(k = i) = pi , and then draw-
ing that sample from a Gaussian distribution with mean ωk and 
variance σk .
4. Proposed method: T-MSBL-MoG-a
Our proposed method is inspired by the T-MSBL method de-
scribed in [36], which is a Sparse Bayesian Learning method that 
takes into account the temporal correlation of the sources. We 
wish to use a prior consisting of a mixture of Gaussians for each 
source. Consider the generative model for a Mixture of Gaussians 
described in Section 3, and source i with means {ωi1, . . . , ωin}, 
variances {σ 2i1, . . . , σ 2in} and weights {pi1, . . . , pin}. If the jth sam-
ples for this source came from the kth component, then set 
i j = ωik . If we knew , it would be suﬃcient to use the exist-
ing T-MSBL algorithm [36] on Y −  and add  to the result. 
However, knowing  is equivalent to knowing which sources are 
active, so we need some way of estimating .
We follow the steps from [36] to ﬁrst obtain a modiﬁed version 
of the T-SBL algorithm assuming we know M We ﬁrst transform 
the problem back into the SMV model by setting y = vec(Y T), x =
vec(XT), D =  ⊗ I L , v = vec(V T), m = vec(T). This gives us the 
problem in the SMV framework, as shown in equation (9).
y = Dx+ v (9)
If we assume that within each source, the components all have 
the same variance, we obtain the prior
p(x;γi, Bi,∀i) =N (vec(T ),0) (10)
where
0 =
⎡
⎢⎢⎢⎣
γ1B1
.
.
.
γMBM
⎤
⎥⎥⎥⎦ (11)
Here, Bi can be viewed as the covariance matrix of the ith 
source and γi the variance.
Assuming the noise is Gaussian, we obtain
p(y|x);λ) =Ny|x(Dx, λI) (12)
Making use of Bayes’ rule we obtain the posterior density of 
x −m, given by
p(x−m|y;λ,γi, Bi,∀i) =Nx(μx,x) (13)
The mean μx and the covariance matrix x are given by the 
following equations, respectively.
μx = 1
λ
xD
T (y − Dm) (14)
x = (−10 +
1
λ
DT D)−1
= 0 − 0DT (λI + D0DT )−1D0 (15)From this, we obtain the maximum a posteriori (MAP) estimate 
of x, x∗ as
x∗ μx = (λ−10 + DT D)−1DT y
= 0DT (λI + D0DT )−1 y (16)
As in [36], we assume that Bi = B j = B∀i, j in order to avoid 
problems with overﬁtting [46] (estimating the Bi individually 
would require estimating more parameters than we have mea-
surements). Therefore, equation (11) becomes 0 =  ⊗ B , where 
 = diag(γ1, . . . , γm).
To ﬁnd the hyperparameters  = {γ1, . . . , γm, B, λ}, we use the 
Expectation-Maximisation method as in [36] to maximise p(y −
Dm; ), and this is equivalent to minimising − log(p(y − Dm; ), 
yielding the effective cost function given in the following.
L() = (y − Dm)T−1y−Dm(y − Dm) + log |y−Dm| (17)
We proceed with the EM formulation by treating x as hidden 
variables, and maximising Q ()
Q () = Ex−m|y−Dm;(old) [log p(y − Dm, x−m;)]
= Ex−m|y−Dm;(old) [log p(y − Dm|x−m;λ)]
+Ex−m|y−Dm;(old) [log p(x−m;γ1, . . . , γm, B)]
(18)
To estimate γ  [γ1, . . . , γm] and B , we ﬁrst notice that the ﬁrst 
term in equation (18) does not depend on γ or B , and so the Q
function can be simpliﬁed as
Q () = Ex−m|y−Dm;(old) [log p(x−m;γ , B)] (19)
It can be shown that
log p(x−m;γ , B) ∝ − 1
2
log(||L |B|M)
− 1
2
(x−m)T (−1 ⊗ B−1)(x−m) (20)
Q (γ , B) ∝ − L
2
log(||) − M
2
log(|B|)
− 1
2
Tr[−1 ⊗ B−1)(x + μxμTx )] (21)
Differentiating Q with respect to γi , we obtain
dQ
dγi
= − L
2γi
+ 1
2γ 2i
Tr[B−1(ix + μix(μix)T ] (22)
μix and 
i
x are deﬁned as
μix μx((i − 1)L + 1 : iL)
ix x((i − 1)L + 1 : iL, (i − 1)L + 1 : iL) (23)
This gives us a learning rule for γi
γi ← Tr[B
−1(ix + μix(μix)T )]
L
(24)
The gradient of Q with respect to B is given by
∂Q
∂B
= −M
2
B−1 + 1
2
M∑
i=1
1
γi
B−1(ix + μix(μix)T B−1 (25)
This gives us the learning rule for B
B ← 1
M
M∑  + μix(μix)T
γii=1
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Q (λ) = Ex−m|y−Dm;(old) [log p(y − Dm|x−m;λ)]
∝ −NL
2
logλ
− 1
2λ
Ex−m|y−Dm[‖y − Dm− D(x−m)‖22]
= −NL
2
logλ − 1
2λ
[‖y − Dμx‖22]
+Ex−m|y−Dm;(old)[‖D(x− μx)‖22]
= −NL
2
logλ − 1
2λ
[‖y − Dμx‖22 + Tr(xDT D)]
= −NL
2
logλ − 1
2λ
[‖y − Dμx‖22
+ λˆTr(x(−1x − −10 ))]
= −NL
2
logλ − 1
2λ
[‖y − Dμx‖22
+ λˆ[ML − Tr(x−10 )] (26)
Here, λˆ is the λ estimated in the previous iteration. This gives 
us the λ learning rule
λ ← ‖y − Dμx‖
2
2 + λˆ[ML − Tr(x−10 )]
NL
(27)
As in [36], we ﬁrst list for reference the learning rules for the 
MSBL algorithm proposed in [9],
 = (−1 + 1
λ
T)−1 (28)
X = T (λI + T )−1Y (29)
γi = 1
L
‖Xi.‖22 + ()ii (30)
As in [36], we adopt the following approximation
(λINL + D0DT )−1 = (λINL + (T ) ⊗ B)−1
≈ (λIN + T )−1 ⊗ B−1
We now simplify the γi rule given in equation (24). We ﬁrst 
consider 1L Tr(B
−1ix), and the simpliﬁcation is given as
1
L
Tr(B−1ix) =
1
L
Tr[γi I L − γ 2i (φTi ⊗ I L)(λINL
+ D0DT )−1(φi ⊗ I L) · B
≈ γi − γ
2
i
L
Tr[([φTi (λIN
+ T )−1φi] ⊗ B−1)B]
= γi − γ
2
i
L
Tr[(φTi (λIn
+ T )−1φi)I L]
= γi − γ 2i φTi (λIN + T )−1φi
= (x)ii (31)
Making use of the same approximation, we can simplify μx , as 
follows
μx ≈ ( ⊗ B)(T ⊗ I)
· [(λI + T )−1 ⊗ B−1vec(( − )T )
= [T (λI + T )−1] ⊗ I · vec(( − )T )= vec((Y − )T (λI + T )−1)
= vec((X − )T ) (32)
These simpliﬁcations lead to the simpliﬁed learning rule for γi
given by
γi ← 1
L
(X − )i.B−1(X − )Ti. + ()ii, ∀i (33)
In order to simplify the learning rule for B , we ﬁrst rewrite x
as
x = 0 − 0DT (λI + DDT )−1D0
=  ⊗ B − ( ⊗ B)(T ⊗ I)(λI + D0DT )−1
· ( ⊗ I)( ⊗ B)
≈  ⊗ B − [(T ) ⊗ B][(λI + T )−1 ⊗ B−1]
· [() ⊗ B]
= ( − T (λI + T )−1) ⊗ B
= x ⊗ B (34)
This leads to the following learning rule for B
B ← ( 1
M
M∑
i=1
()ii
γi
)B + 1
M
M∑
i=1
(X − )Ti. (X − )i.
γi
(35)
From this, we can construct a ﬁxed-point learning rule for B , 
given by equation (36), where ρ = 1M
∑M
i=1 γ
−1
i (x)ii
B ← 1
M(1− ρ)
M∑
i=1
(X − )Ti. (X − )i.
γi
(36)
We simplify the learning rule for λ in a similar way.
λ ← ‖y − Dμx‖
2
2 + λ[ML − Tr(x−10 )]
NL
= ‖y − Dμx‖
2
2 + λTr(0DT−1y D)
NL
≈ 1
NL
‖Y − X‖2F +
λ
NL
Tr[( ⊗ B)(T ⊗ I)
· ((λI + T )−1 ⊗ B−1)( ⊗ I)]
= 1
NL
‖Y − X‖2F
+ λ
N
Tr[T (λI + T )−1] (37)
It is worth noting that these learning rules are very similar to 
those in [36], and indeed we could have obtained the same results 
by simply replacing X with X −  and Y with Y − . However, 
they were derived assuming prior knowledge of , and so it is now 
necessary to devise a learning rule for . We ﬁrst ﬁx the number 
of components, and then for each source using the estimates of 
the ith source Xˆi. , use an Expectation-Maximisation algorithm (we 
use the gmdistribution.ﬁt method from the MATLAB Statistics and 
Machine Learning Toolbox) to estimate the means {ωi1, . . . , ωin}, 
variances {σ 2i1, . . . , σ 2in} and weights {pi1, . . . , pin}. To estimate , 
for each i and j, for the jth samples of the ith source, calculate 
the probability that it came from the kth component of source i
for each k.
ρi jk = pik 1√
2πσik
e
− ( ˆXi j−ωik)
2
2σ2ik (38)
We then normalise these probabilities so that they add to 1.
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maximise ρi jk , and set i j to ωik . However, due to the iterative 
nature of the algorithm, better results can be obtained as follows:
Choose an integer k ∈ {1, . . . , n} such that P(k = i) = ρi jk , and 
set i j to ωik , after each update of , there must be a suﬃcient 
number of iterations to have the estimate of  become reasonably 
stable. We have chosen to allow 100 iterations between each up-
date. This number was chosen in an arbitrary manner, and other 
choices may provide better results. The advantage of choosing a 
relatively high number is that it minimises the extra computational 
workload incurred by using the proposed method over the original 
method.
In addition, there is an extra procedure for updating the esti-
mate of . For each i, calculate i , as
i =
⎛
⎝ L∑
j=1
∣∣Xij∣∣
L
⎞
⎠
1
2
(39)
Then, use a clustering algorithm on  to split it into large 
entries and small entries. If i is small entry, set i j = 0 for 
j = 1, . . . , L
We refer to this algorithm as T-MSBL-MoG-a, where a is the 
number of components we have assumed exists in the Mixture of 
Gaussians priors for the sources.
5. Results
We now present the results of applying our method to a variety 
of synthetic, simulated and real data and compare it to the results 
obtained with the T-MSBL algorithm. In order to make meaningful 
comparisons between the two methods, we deﬁne a number of 
performance metrics.
5.1. Performance metrics
5.1.1. Mean Square Error
The Mean Squared Error (MSE) is deﬁned as
MSE( Xˆ, X) =
∑N
i=1
∑L
j=1
∣∣∣ Xˆi j − Xij
∣∣∣2
NL
(40)
In some instances, for example in the case of a heavy tailed 
distribution, the expected MSE could be inﬁnite. For this situation, 
we can use the Mean Square Root Error (MSRE), deﬁned as
MSRE( Xˆ, X) =
∑N
i=1
∑L
j=1
∣∣∣ Xˆi j − Xij
∣∣∣
1
2
NL
(41)
5.1.2. Success rate
In order to calculate the success rate, we ﬁrst calculate κi for 
each i, as
κi =
∑L
j=1
∣∣Xij∣∣ρ
L
(42)
This is a performance metric, so we can have access to the data 
pre-subsampling, and so we know that there are K active sources, 
and we also know which of the sources are active. Take the K
largest κi , and for each of these that corresponds to a source that 
was active, add one to J . The success rate is then deﬁned to be JK . 
A success rate of 1 means the algorithm correctly picked which 
sources were active, and a success rate of KN would correspond 
to an algorithm that simply picked K sources at random, with 
equal probability for choosing each source. Typically, ρ = 2, cor-
responding to the standard assumption of Gaussianity and the use of MSE to measure performance but in some situations (in par-
ticular, when dealing with heavy-tailed sources) other values may 
provide more relevant results.
5.1.3. Image quality
When considering the reconstruction of ultrasound images, we 
consider both the Structural Similarity Index (SSIM) [47] and the 
peak signal-to-noise ratio (PSNR).
Given an image I and its reconstruction Iˆ , the SSIM is given in 
equation (43)
SSIM( Iˆ, I) = (2μIμ Iˆ + c1)(2σI Iˆ + c2)
(μ2I + μ2Iˆ + c1)(σ 21 + σ 2Iˆ + c2)
(43)
Here μI and σI are the mean and standard deviation of I (similarly 
for I). σI Iˆ denotes the correlation coeﬃcient of the two images, and 
c1 and c2 are regularisation constants.
The PSNR is given in equation (44).
PSNR( Iˆ, I) = 20 log10(MAXI ) − 10 log10(MSE( Iˆ, I) (44)
Here, MAXI is the maximum possible pixel value in the image.
5.2. Multimodal data
For our ﬁrst test, we consider the case of bimodal data. We 
generate three bimodal sources and set the ﬁrst three rows of the 
10 ×211 source matrix X to correspond to these sources. The sens-
ing matrix  is a 6 × 10 matrix with entries drawn from a zero 
mean Gaussian distribution with variance one. The results of this 
simulation can be seen in Fig. 3a and Fig. 3b.
For data that more closely matches the case of QPSK, we now 
examine the performance of the new algorithm on data drawn 
from trimodal distributions. Fig. 3c shows the results for this case, 
where there are three active sources out of a possible ten, and the 
sensing matrix is a 4 × 10 matrix whose entries are drawn from a 
Gaussian distribution with mean zero and variance one.
5.3. Results with simulated QPSK signals
Fig. 3d shows the recovery performance in the case where there 
are three sources (each corresponding to the real part of a QPSK 
signal) active out of a possible ten and four sensors, with the en-
tries of the sensing matrix being drawn from a zero mean Gaussian 
distribution with variance 1. Fig. 3e shows the performance when 
the number of sensors is increased to six. We see that increasing 
the number of sensors signiﬁcantly improved the performance of 
the modiﬁed algorithm, but had little effect on the performance of 
the original.
We believe that the improvement of our proposed method 
when the number of sensors increases is due to additional in-
formation allowing for improved estimates of the distributions of 
the sources. We further note that the advantage of our improved 
method appears to increase as the amount of noise increases.
5.4. Heavy tailed distributions
Although the most obvious application of a Mixture of Gaus-
sians source prior is to multimodal sources, it is also the case 
that probability distributions can be approximated by a Mixture 
of Gaussians. We therefore consider sources with heavy tails, and 
in particular, sources generated from alpha-stable distributions.
5.4.1. Cauchy distributions (α = 1)
All sources were generated using an alpha stable distribution 
using the MATLAB command stblrnd [48] with parameters α = 1, 
β = 0, γ = 1, δ = 0. Out of a total of 12 sources, 3 were active, 
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random from a Gaussian distribution with mean zero and vari-
ance 1. 500 samples were used. The results (averaged over a total 
of 80 iterations) can be seen in Fig. 3f and show a clear improve-
ment for the modiﬁed method, aside from a single spike when 
using the modiﬁed method with 3 components, which was sup-
pressed by using 4 components. The success rate was recorded, 
but was almost always 100% for these values of noise, and so is 
not shown.A further test using the same data was carried out, over a 
wider range of noise. Since the distribution used does not have 
a ﬁnite 2nd moment,1 the mean square root error was used as 
well. Fig. 3h shows the mean square error, and Fig. 3g shows the 
mean square root error in this case. Fig. 4a shows that the suc-
1 Although it may be the case that the distribution of the difference between the 
original and the estimate may be distributed in such a way that it has ﬁnite second 
moment.
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better. After reducing the number of samples to 100, which is 
expected to cause most problems for the mixture of Gaussians al-
gorithms due to the added diﬃculty in learning the parameters 
of the components (due to having less samples to work with). 
Fig. 4b shows the mean square root error, and Fig. 4c shows the 
success rate. From these, we can see that there is still signiﬁcant 
improvement in the mean square root error, and the improvement 
in the success rate can be seen very clearly with T-MSBL-MoG-3 and T-MSBL-MoG-4 showing an improvement of approximately 5% 
over T-MSBL.
5.5. Other values of α
After seeing the results for α = 1, the obvious question is if the 
results hold for other values of α. A Gaussian distribution corre-
sponds to α = 2, so as α gets closer to 2, the improvement of the 
Mixture of Gaussians method would be expected to be less signif-
10 R. Porter et al. / Digital Signal Processing 45 (2015) 2–12Fig. 5. RF image 3 (a) Original Image, and reconstruction after being subsampled at the 40% level with (b) T-MSBL, and (c) T-MSBL-MoG-4.icant. Fig. 4d shows the mean square root error in the case α = 1, 
and we see that by this metric, the Mixture of Gaussians meth-
ods still provides signiﬁcant and consistent improvement. However, 
Fig. 4e shows the success rate, which does not produce nearly 
as good results. Fig. 4f shows the Mean square root error in the 
case α = 1.75 with the number of samples increased to 1000, and 
Fig. 4g shows the success rate, and it actually looks slightly better 
(for the Mixture of Gaussians methods, speciﬁcally with 3 compo-
nents) than for α = 1.5 with 500 samples.
5.6. Reconstruction of subsampled ultrasound images
Table 1 shows the reconstruction results of 3 ultrasound images 
in terms of the PSNR and SSIM performance metrics.
Fig. 5 shows the reconstruction of RF image 3. We can see 
that T-MSBL-MoG-4 provides noticeably better reconstruction than 
T-MSBL, and this agrees with the PSNR values from Table 1, but not 
with SSIM values. In general, we have observed that the PSNR val-
ues provide a better guide to the subjective visual quality of a re-
constructed image. However, both SSIM and PSNR are constructed 
with the assumption that the image has a Gaussian distribution, 
and so care must be taken when this is not true, as is the case for 
ultrasound images.
6. Conclusions
We have shown that by taking advantage of the multiple sam-
ples available in the MMV model of compressed sensing, it is pos-
sible to learn the properties of the distributions of the sources as 
part of the recovery algorithm and use this information to improve 
the recovery of the sources.
We have tested our proposed method on a variety of synthetic, 
simulated and real data, and we have shown that our proposed Table 1
Performance metrics for reconstruction.
RF image MN Method
T-MSBL T-MSBL-MoG
-2 -3 -4
1 0.1 0.5899 
(29.27)
0.5905 
(29.29)
0.5898 
(29.22)
0.5956 
(29.32)
0.2 0.6847 
(31.05)
0.6848 
(31.06)
0.6747 
(30.92)
0.6786 
(31.09)
0.3 0.7424 
(32.37)
0.7416 
(32.36)
0.7329 
(32.28)
0.7350 
(32.48)
0.4 0.7861 
(33.71)
0.7853 
(33.67)
0.7750 
(33.51)
0.7796 
(33.84)
2 0.1 0.8027 
(34.67)
0.7995 
(34.55)
0.8116 
(34.75)
0.8136 
(34.80)
0.2 0.8630 
(37.91)
0.8626 
(37.89)
0.8642 
(38.05)
0.8653 
(38.31)
0.3 0.8972 
(40.16)
0.8984 
(40.23)
0.8991 
(40.42)
0.9006 
(40.62)
0.4 0.9232 
(41.97)
0.9240 
(42.06)
0.9244 
(42.15)
0.9243 
(42.25)
3 0.1 0.7479 
(33.77)
0.7478 
(33.79)
0.7440 
(33.63)
0.7439 
(33.46)
0.2 0.8168 
(35.91)
0.8152 
(35.92)
0.8088 
(35.78)
0.8114 
(35.79)
0.3 0.8558 
(37.34)
0.8536 
(37.41)
0.8536 
(37.41)
0.8536 
(37.52)
0.4 0.8851 
(38.91)
0.8845 
(39.03)
0.8804 
(38.95)
0.8840 
(39.29)
method can provide signiﬁcant improvements over the T-MSBL 
method.
In this work, we assumed that nothing is known about the 
source priors except the number of components in the Mixture of 
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improved performance by taking further knowledge of the prior 
into account. For example, in the case of QPSK signals we can see 
from Fig. 1 that we would expect the prior to be symmetric.
Future work could include assuming all the sources have the 
same prior, reducing the number of samples needed to learn the 
prior, as well as modifying other Bayesian compressed sensing al-
gorithms to use a Mixture of Gaussians prior.
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