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Abstract
We give a complete proof of the fact that the trace of the curvature
of the connection associated to a planar d-web (d > 3) is the sum of
the Blaschke curvature of its sub 3-webs.
Keywords: planar webs
1 Introduction.
Un d-tissu du plan est une famille de d feuilletages d’un ouvert du plan qui
sont deux a` deux transverses. Il y a plusieurs me´thodes e´quivalentes pour
donner ces feuilletages. Il y a des me´thodes ”explicites” ou` chaque feuilletage
est donne´ soit par les trajectoires d’un champ ou, ce qui revient au meˆme,
en se donnant les pentes mi(x, y) de chaque feuilletage dans un syste`me de
coordonne´es (x, y) ou bien encore en se donnant ses inte´grales premie`res
fi (les feuilletages sont donne´s par les courbes de niveau des fi). Alain
He´naut a de´veloppe´ la me´thode ”implicite” qui pre´sente les feuilles comme
les trajectoires d’une e´quation diffe´rentielle implicite du type F (x, y, y′) = 0
ou` F est un polynoˆme de degre´ d en y′ a` coefficients de´pendant de x et y.
Pour une bibliographie relativement comple`te sur ce domaine nous renvoyons
au livre de J.V. Pereira et L. Pirio de 2015 [PP] ou au texte de J. V. Periera
au Se´minaire Bourbaki de 2007 [JP].
Dans ce travail, on conside`re un d-tissu W (f1, . . . , fd) sur un ouvert
U du plan donne´ (explicitement) par ses d inte´grales premie`res f1, . . . , fd.
Un invariant important d’un tel tissu est son ”rang”, c’est la dimension
de l’espace vectoriel de ses ”relations abe´liennes”
∑d
i=1 hi(fi) = 0 ou` les
hi sont des fonctions d’une variable, nulles en un point fixe´. En 2004 et
dans le contexte ”implicite” Alain He´naut [AH] a montre´ que l’on pouvait
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associer au tissu un fibre´ vectoriel sur U muni d’une connexion ∇ dont l’une
des proprie´te´s est que sa courbure est nulle si et seulement si le rang du
tissu a la valeur maximale possible (d − 1)(d − 2)/2. A la meˆme e´poque L.
Pirio a soutenu sa the`se [P] dans laquelle, entre autre, il revisite des travaux
anciens de A. Pantazi [AP], pour construire une connexion analogue dans le
cas ”explicite”. En 2005 Olivier Ripoll [OR], sous la direction d’A.He´naut,
a soutenu une the`se sur ces sujets. Ces deux auteurs ont construit des
programmes Maple qui calculent la connexion et sa courbure pour d = 3, d =
4 et d = 5, dans le cas ”explicite” pour L. Pirio et dans le cas ”implicite” pour
O. Ripoll. En 2007 Vincent Cavalier et Daniel Lehmann [CL] ont ge´ne´ralise´
les constructions pre´ce´dentes aux tissus de codimension 1 en dimension n
arbitraire, pourvu que ceux-ci soient ”ordinaires” (ce qui est toujours le
cas pour n = 2) et tels qu’il existe un entier k0 tel que d = (n − 1 +
k0)!/((n − 1)!k0!) (ce qui est toujours le cas pour n = 2 avec k0 = d − 1).
Travaillant dans le cas ”explicite” avec les pentes des feuilletages, ils ont
construit un fibre´ vectoriel muni d’une connexion qui ge´ne´ralise celle de
A.Pantazi. En 2014 D. Lehmann et l’auteur [DL] ont reconstruit ce fibre´
vectoriel et sa connexion a` partir des inte´grales premie`res des feuilletages et
re´dige´ un programme Maple qui, non seulement calcule la connexion et la
courbure des d-tissus plans pour tout d, mais aussi qui peut fonctionner en
toute dimension. Dans la suite on note ∇ cette connexion.
En 1933 W. Blaschke [WB] avait attache´ une ”courbure” aux 3-tissus du
plan. La courbure de Blaschke est celle de ∇ dans le cas particulier d = 3.
Dans leurs the`ses et travaux suivants L. Pirio et O. Ripoll ont conjecture´
le re´sultat suivant.
FORMULE DE LA TRACE. La trace de la courbure de ∇ est la
somme des courbures de Blaschke des sous-3-tissus W (fi, fj, fk) de
W (f1, . . . , fd).
Nous voyons la courbure de Blaschke, et la trace de la courbure de ∇,
comme des 2-formes a` valeurs scalaires sur le plan ; cela donne sens a` la
formule pre´ce´dente.
On peut voir les pre´misses de cette formule dans les travaux de N. Mi-
haileanu [NM] et A. Pantazi [AP]. L. Pirio et O. Ripoll inde´pendamment en
ont donne´ des preuves pour d = 4, 5 et 6 Ils ont aussi pre´sente´ un plan de
de´monstration pre´cis pour d quelconque. L. Pirio a donne´ a` cette formule
le nom de ”formule de Mihaleanu.”
Dans ce travail nous proposons une de´monstration comple`te de ce re´sultat
base´e sur la me´thode utilise´e pour construire le programme de D. Lehmann
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et de l’auteur [DL]. Elle est un peu longue mais tous les calculs sont ex-
plicite´s et e´le´mentaires. La me´thode ”explicite” a l’avantage de permettre
des raisonnements par re´currence sur le nombre d car on peut comprendre
plus facilement ce qui advient de la connexion quand on rajoute une (d+1)-
e`me fonction. Dans le cadre ”implicite” on ne travaille qu’avec les polynoˆmes
syme´triques de ces fonctions et l’effet de l’ajout d’une nouvelle fonction est
un peu plus cache´. Ceci dit, le de´tail des calculs que l’on trouvera dans
certaines parties de la de´monstration laisse penser que l’on pourrait avoir
une de´monstration plus simple dans le contexte ”implicite”.
2 Construction de la connexion du d-tissu.
Nous rappelons, sans e´crire tous les de´tails, comment nous construisons le
fibre´ vectoriel et la connexion dans le texte de D. Lehmann et l’auteur[DL].
On travaille au voisinage d’un point P du plan et on impose que les
fonctions f1,...,fd soient nulles en P . On choisit des coordonne´es locales x
et y qui s’annulent elles aussi en P. Si f est une fonction de´finie sur un
voisinage de P, fx (resp. fy) de´signe la de´rive´e de f par rapport a` x (resp.
y). Ainsi fxx de´signe la de´rive´e seconde de f par rapport a` x....
Les relations abe´liennes de notre tissu sont les relations
d∑
i=1
hi(fi) = 0
ou` les hi sont des fonctions d’une variable qui s’annulent a` l’origine.
Pour e´tudier cette relation on de´rive successivement ses deux membres
par rapport aux deux variables.
On note ωri = h
(r)
i (fi) , ou` h
(r)
i de´signe la de´rive´e r-ie`me de hi.
A l’ordre 1 on a les deux e´quations
d∑
i=1
ω1i fx = 0
d∑
i=1
ω1i fy = 0
que l’on re´crit sous forme matricielle
P2(ω
1
1, . . . , ω
1
d) = 0
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ou` P2 est la matrice jacobienne de (x, y) 7→ (f1(x, y), . . . , fd(x, y)).
A l’ordre 2 on a 3 e´quations que l’on range en prenant pour premie`re
celle qui correspond a` la de´rive´e ∂
∂x2
, la deuxie`me a` ∂
∂x∂y
, la troisie`me a` ∂
∂y2
.
On les e´crit matriciellement sous la forme
G23(ω
1
1 , . . . , ω
1
d) + P3(ω
2
1 , . . . , ω
2
d) = 0
.
Plus ge´ne´ralement, on range les e´quations d’ordre r − 1 en imposant
l’ordre
∂
∂xr−1
,
∂
∂xr−2∂y
, . . . ,
∂
∂yr−1
pour les de´rivations et on les re´crit sous la forme matricielle
Gr−1r (ω
1
1 , . . . , ω
1
d) + · · · +G
2
r(ω
r−2
1 , . . . , ω
r−2
d ) + Pr(ω
r−1
1 , . . . , ω
r−1
d ) = 0.
Les matrices Gjr ont des coefficients qui sont des expressions polynomiales
des de´rive´es partielles des fi d’ordre 1 a` j.
Lorsque cela nous paraˆıtra utile pour rendre notre texte plus clair, nous
rajouterons l’indice (f1, . . . , fd) a` nos matrices. Ainsi on e´crira G
i
j;f1,...,fd
a`
la place de Gij pour pre´ciser quelles sont les fonctions en jeu.
La premie`re e´tape du programme donne´ dans [DL] calcule les coefficients
des matrices Gsr et Pr par re´currence. Nous retiendrons simplement que les
matrices Pr ont des colonnes de la forme
f r−1i =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(fix)
r−1
(fix)
r−2(fiy)
.
.
(fix)
r−j(fiy)
j−1
.
.
(fiy)
r−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
et que, si l’on note Gr(fi) les colonnes de G
2
r et G
r+(fi) la (r − 1)-colonne
obtenue en supprimant la dernie`re composante de Gr(fi), on a les relations
de re´currence
Gr+(fi) = fix.G
r−1(fi) +
∂f r−2i
∂x
.
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On construit par blocs la matrice a` (d + 1)(d − 2)/2 lignes et (d − 2)d
colonnes
MM =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P2 0 . . . 0
G23 P3 0 . . 0
G34 G
2
4 P4 0 . 0
. . . . . .
. . . . . .
. . . . . .
Gd−2d−1 G
d−3
d−1 . . G
2
d−1 Pd−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Le noyau de cette matrice donne le fibre´ de rang (d−1)(d−2)/2, et de base
le plan des (x, y), sur lequel la connexion ∇ sera de´finie.
On construit ∇ comme suit.
On conside`re d’abord la matrice par blocs a` (d − 2)d lignes et (d − 2)d
colonnes
∆ =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 Idd 0 . . 0
0 0 Idd 0 . 0
. . . . . .
. . . . . .
. . . . . .
0 . . . 0 Idd
Ad−1 Ad−2 . . A3 A2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ou` Idd de´signe la matrice identite´ a` d lignes et
Aj = −P
−1
d .G
j
d.
On note Dx (resp. Dy) la matrice diagonale dont les e´le´ments diagonaux
sont (f1x, . . . , fdx) (resp. (f1y, . . . , fdy)). On conside`re maintenant la matrice
DDx (resp. DDy) diagonale par blocs, a` (d − 2)d lignes, dont les blocs
diagonaux sont tous e´gaux a` Dx (resp. Dy).
On conside`re la matrice carre´e a` (d − 2)d colonnes ∆x = DDx.∆ (resp.
∆y = DDy.∆).
Les coefficients des deux matrices ∆x et ∆y de´pendent de (x, y) ; elles
donnent donc des morphismes du fibre´ trivial de rang (d − 2)d sur le plan.
On a une connexion ∇0 sur ce fibre´ en prenant ∇0∂
∂x
= ∂
∂x
−∆x et la meˆme
chose en remplac¸ant x par y. On peut voir que cette connexion pre´serve le
sous-fibre´ donne´ par le noyau de MM .
La connexion ∇ est alors la restriction de ∇0 au noyau de MM .
Pour construire une base du noyau de MM nous proce´dons comme suit.
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On remarque que chacun des blocs ”diagonaux” Pr de MM est tel que
ses r premie`res colonnes forment une sous-matrice inversible. Cela nous
me`ne a` changer un peu l’e´criture de nos variables : on re´crit
(ω11 , ..., ω
1
d ;ω
2
1 , ..., ω
2
d; ...;ω
d−2
1 , ..., ω
d−2
d ),
plutoˆt sous la forme
(ω11, ω
1
2 , β
1
3 , ..., β
1
d ;ω
2
1 , ω
2
2 , ω
2
3, β
2
4 , ..., β
2
d ; ...;ω
d−2
1 , ..., ω
d−2
d−1 , β
d−2
d ).
C’est a` dire que l’on remplace ωri par β
r
i pour i > r + 1.
On obtient une base
B = {e13, . . . , e
1
d; e
2
4, . . . , e
2
d; . . . ; e
d−3
d−1, e
d−3
d ; e
d−2
d }
du noyau de MM en prenant pour eri le vecteur du noyau de MM dont les
coordonne´es βsj sont toutes nulles sauf β
r
i qui est 1.
Notons Ωx (resp. Ωy) les matrices de ∇ ∂
∂x
(resp. ∇ ∂
∂y
) par rapport a`
la base B. Ses coefficients sont obtenus comme suit. On remarque d’abord
que si l’on de´rive n’importe quel vecteur eri de la base B par rapport a` x ou
y on obtient un vecteur dont toutes les composantes βsj sont nulles. Ainsi
∇ ∂
∂x
(eri ) a des composantes β
s
j qui sont celles de −∆x(e
r
i ). On note Ω
r,i
x,s,j sa
composante βsj ; c’est sa composante sur le vecteur de base e
s
j . Alors Ωx est
la matrice qui a les coefficients Ωr,ix,s,j ; autrement dit, on a
−∆x(e
r
i ) =
d−2∑
s=1
d∑
j=s+2
Ωr,ix,s,je
s
j .
On agit de meˆme en permutant x et y pour calculer Ωy.
3 Calcul de la trace de la courbure.
De´finition. On conside`re le tissu W (f1, . . . , fs) donne´ par ses s inte´grales
premie`res locales f1, . . . , fs (s > 2). On lui associe les matrices Ps−1 =
Ps−1;f1,...,fs , Ps = Ps;f1,...,fs et G
2
s = G
2
s;f1,...,fs
de´finies comme dans le para-
graphe pre´ce´dent. La matrice Ps−1 est de rang s − 1 et a un noyau de
dimension 1 engendre´ par un vecteur du type (X1,X2, . . . ,Xs−1, 1). On ap-
pelle e´le´ment de trace de f1, . . . , fs et on note γ(f1, . . . , fs) la dernie`re
composante du vecteur
−P−1s G
2
s(X1,X2, . . . ,Xs−1, 1).
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Cet e´le´ment de trace est aussi caracte´rise´ par le fait que la matrice par
blocs
Mf1,...,fs =
∣∣∣∣
Ps−1;f1,...,fs 0
G2s;f1,...,fs Ps;f1,...,fs
∣∣∣∣
a un noyau engendre´ par un vecteur de la forme
(X1,X2, . . . ,Xs−1, 1;Y1, Y2, . . . , Ys−1, γ(f1, . . . , fs)).
Etudions maintenant l’expression de la courbure de ∇ dans la base
donne´e dans la section pre´ce´dente. Elle a la matrice
K =
∂
∂y
(Ωx)−
∂
∂x
(Ωy) + Ωx.Ωy − Ωy.Ωx.
Le commutateur Ωx.Ωy−Ωy.Ωx a une trace nulle, donc la trace de la courbure
est la trace de la matrice
KK =
∂
∂y
(Ωx)−
∂
∂x
(Ωy).
Remarque. Dans un prochain travail avec D. Lehmann nous prouverons
que la matrice K a toutes ses lignes nulles sauf la dernie`re. Donc sa trace se
re´duit au seul terme diagonal sur la cette dernie`re ligne. On aurait pu penser
que ce re´sultat serait un ingre´dient essentiel de toute preuve de la formule
de la trace. Dans la de´monstration suivante nous proce´dons autrement, en
n’utilisant que KK.
Pour calculer la trace de K, il suffit donc de calculer la trace de Ωx, de la
de´river par rapport a` y, puis de retrancher ce que l’on obtient en e´changeant
les roˆles de x et y.
La trace de Ωx est la somme des Ω
r,i
x,r,i.
Dans la suite de cette section on calcule Ωr,ix,r,i pour r et i fixe´s. Pour
cela on rappelle que eri est le (d− 2)d-vecteur
(ω11 , ω
1
2 , β
1
3 , ..., β
1
d ;ω
2
1 , ω
2
2, ω
2
3 , β
2
4 , ..., β
2
d ; ...;ω
d−2
1 , ..., ω
d−2
d−1 , β
d−2
d )
du noyau de MM dont les coordonne´es βsj sont toutes nulles sauf β
r
i qui est
1. La forme ”triangulaire infe´rieure par blocs” de MM implique que les ωsi
sont tous nuls pour s < r. C’est dire que eri a la forme
(0, ..., 0; ...; 0, ..., 0;ωr1 , ..., ω
r
r+1, 0, ..., 0, 1, 0, ..., 0;ω
r+1
1 , ..., ω
r+1
r+2 , 0, ..., 0;ω
r+2
1 ...),
ou` le 1 est a` la i-e`me place entre les deux points virgules qui l’encadrent.
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On va distinguer deux cas :
Le cas r < d− 2. Etudions −∆x(e
r
i ) ; c’est, avec les notations de la section
pre´ce´dente, −DDx.∆(e
r
j). La structure des lignes par blocs Idd de la partie
supe´rieure de ∆ fait que l’on a
−∆x(e
r
i ) = (θ
1
1, ..., θ
1
d; ....; θ
d−2
1 , ..., θ
d−2
d )
ou` les θsi sont tous nuls pour s < r − 1,
(θr−11 , ..., θ
r−1
d ) = (−f1xω
r
1, ...,−f(r−1)xω
r
r+1, 0, ..., 0,−fix, 0, ..., 0)
(ces deux conditions n’ayant de sens que pour r > 1) et
(θr1, ..., θ
r
d) = (−f1xω
r+1
1 , ...,−f(r+2)xω
r+1
r+2, 0, ..., 0).
On en de´duit
Ωr,ix,r,i = 0
si i > r + 2 et
Ωr,r+2x,r,r+2 = −f(r+2)xω
r+1
r+2.
Exprimons maintenant ce qu’est ωr+1r+2
Revenant un peu en arrie`re (avec i = r+2) nous remarquons que le fait
que err+2 soit dans le noyau de MM et que ses composantes β
s
j soient nulles
pour j > r + 2 et s = r ou s = r + 1 nous donne la relation
Mf1,...,fr+2(ω
r
1, ..., ω
r
r+1, 1;ω
r+1
1 , ..., ω
r+1
r+2) = 0.
D’apre`s la de´finition de de´but de cette section cela veut dire que ωr+1r+2 est
l’e´le´ment de trace γ(f1, . . . , fr+2). 0n en de´duit finalement
Ωr,r+2x,r,r+2 = −f(r+2)xγ(f1, . . . , fr+2).
Le cas r = d− 2.
On a ed−2d = (0; ...; 0;X) avec X = (ω
d−2
1 , · · · , ω
d−2
d−1, 1) et Pd−1(X) = 0
(notation de la section pre´ce´dente). On a
−∆x(e
d−2
d ) = (0; ...; 0;−Dx(X);−Dx.A2(X).
Or, par de´finition, la dernie`re composante de A2(X) = −P
−1G2(X) est
l’e´le´ment de trace γ(f1, . . . , fd). On en tire une formule analogue a` celle des
cas pre´ce´dents
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Ωd−2,dx,d−2,d = −fdxγ(f1, . . . , fd).
On a le re´sultat analogue lorsque l’on e´change x et y et on en tire facile-
ment la proposition suivante.
Proposition. La trace de la courbure du tissu W (f1, . . . , fd) est la 2-forme
−
d∑
r=3
dfr ∧ dγ(f1, . . . , fr).
4 Le cas des 3-tissus.
On conside`re d’abord un 3-tissu W (f, g, h) du plan. Trivialement sa cour-
bure classique de Blaschke est aussi la trace de la courbure de la connexion
associe´e. Suivant la proce´dure de´crite dans la section pre´ce´dente, on l’obtient
en calculant d’abord l’e´le´ment de courbure γ(f, g, h). Nous allons donner
son expression pre´cise dans le cas particulier ou` h(x, y) = y et fx et gx ne
s’annulent pas.
On adopte les notations mf = fy/fx et mg = gy/gx. On prend
X1 =
1
(mg −mf )fx
, X2 =
1
(mf −mg)gx
et on voit que (X1,X2, 1) engendre le noyau de
P2;f,g,h =
∣∣∣∣
fx gx 0
fy gy 1
∣∣∣∣ .
Alors γ(f, g, h) est la dernie`re composante du vecteur
−P−13;f,g,hG
2
3;f,g,h(X1,X2, 1)
en prenant :
P3;f,g,h =
∣∣∣∣∣∣
(fx)
2 (gx)
2 0
fxfy gxgy 0
(fy)
2 (gy)
2 1
∣∣∣∣∣∣
,
G23;f,g,h =
∣∣∣∣∣∣
fxx gxx 0
fxy gxy 0
fyy gyy 0
∣∣∣∣∣∣
.
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Or le meˆme argument que celui qui permet de calculer la matrice inverse
d’une matrice de Vandermonde, montre que la dernie`re ligne de P−13;f,g,h est
(mfmg,−(mf +mg), 1) ; on en tire
γ(f, g, h) = −(mfmg,−(mf +mg), 1).G
2
3;f,g,h(X1,X2, 1),
ce qui me`ne facilement a`
γ(f, g, h) =
1
mf −mg
{mfmg(fxx/fx − gxx/gx)−
(mf +mg)(fxy/fx − gxy/gx) + (fyy/fx − gyy/gx)}.
On en tire une formule explicite pour la courburede Blaschke de notre
tissu :
−dy ∧ dγ(f, g, y).
5 La me´thode de de´monstration de la formule de
la trace.
Pour le tissu W (f1, . . . , fs) la somme des courbures des sous 3-tissus est
SC(f1, . . . , fs) = −
∑
0<i<j<r≤s
dfr ∧ dγ(fi, fj, fr).
On note
Tr(f1, . . . , fs)(= −
s∑
r=3
(dfr ∧ dγ(f1, . . . , fr))
la trace de la courbure de la connexion ∇ associe´e comme plus haut. La
formule de la trace dit que l’on a
SC(f1, . . . , fs) = Tr(f1, . . . , fs)
pour tout s plus grand que 3.
La formule est triviale pour s = 3. Nous la de´montrons par re´currence
sur s ; pour cela nous la supposons montre´e a` l’ordre d− 1 et nous allons la
prouver a` l’ordre d. Comme SC(f1, . . . , fd) et Tr(f1, . . . , fd) sont des quan-
tite´s qui ne de´pendent pas des coordonne´es on peut choisir ces coordonne´es
pour avoir fd = y et la non-nullite´ des fix pour i variant de 1 a` d− 1.
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La formule a` l’ordre d− 1 nous donne
d−1∑
r=3
(dfr ∧ d(
∑
0<i<j<r
γ(fi, fj , fr)) =
d−1∑
r=3
(dfr ∧ dγ(f1, . . . , fr)).
Pour prouver la formule a` l’ordre d il suffit de prouver la relation
γ(f1, . . . , fd) =
∑
0<i<j<d
γ(fi, fj , fd).
C’est ce que nous allons faire dans la suite de ce travail en utilisant l’hypothe`se
simplificatrice fd = y.
Les quantite´s γ(f1, . . . , fd) et
∑
0<i<j<d γ(fi, fj, fd) ont des expressions
line´aires dans les de´rive´es secondes fsxx, fsxy et fsyy avec des coefficients
qui ne de´pendent que des de´rive´es premie`res. On va voir que ces coefficients
sont les meˆmes dans les deux expressions.
6 La somme des courbures des sous 3-tissus.
La section 4 montre que l’on a la formule
∑
0<i<j<d
γ(fi, fj , y) =
∑
0<i<j<d
1
mi −mj
{mimj(fixx/fix − fjxx/fjx)−
(mi +mj)(fixy/fix − fjxy/fjx) + (fiyy/fix − fjyy/fjx)}
avec la notation mk = fky/fkx. On en de´duit un de´veloppement
∑
0<i<j<d
γ(fi, fj , y) =
∑
s<d
Asfsxx +Bsfsxy + Csfsxx
avec
As =
1
fsx
∑
j 6=s
msmj
ms −mj
Bs =
−1
fsx
∑
j 6=s
ms +mj
ms −mj
Cs =
1
fsx
∑
j 6=s
1
ms −mj
.
Dans les sections suivantes nous allons montrer que γ(f1, . . . , fd) a le meˆme
de´veloppement.
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7 Calcul du noyau de Pd−1.
Il nous faut calculer l’e´le´ment de trace γ(f1, . . . , fd) (avec fd = y). Si l’on
revient sur sa de´finition, donne´e dans la section 3, il nous faut d’abord
calculer le vecteur (X1, . . . ,Xd−1, 1) qui engendre le noyau de Pd−1.
En tenant compte du fait que fd = y, le syte`me Pd−1(X1, . . . ,Xd−1, 1) =
0 se re´crit sous la forme
d−1∑
i=1
fd−1−jix f
j−1
iy Xi = 0
d−1∑
i=1
fd−2iy Xi = −1
ou` j varie de 1 a` d − 1. Si l’on pose Yi = f
d−2
ix Xi et mi = fiy/fix les d − 1
premie`res e´quations donnent un syste`me matriciel VM((Y1, . . . , Yd−1)) =
(0, . . . , 0,−1) ou` VM est une matrice de Vandermonde dont le coefficient sur
la s-ie`me ligne et la r-ie`me colonne est ms−1r . On en tire que (Y1, . . . , Yd−1)
est l’oppose´ de la transpose´e de la dernie`re colonne de VM−1.
On a alors
Yi =
−1∏
j 6=i(mi −mj)
et donc
Xi =
−1
fd−2ix
∏
j 6=i(mi −mj)
pour i variant de 1 a` d− 1.
8 Calcul de la matrice G2d.
Dans la section 2 nous avions note´ Gd(f1), . . . , G
d(fd), ses colonnes (avec
fd = y).
On remarque d’abord que, pour une fonction arbitraire f , le i-e`me coef-
ficient de Gd(f) est de la forme
Gdi (f) = a
d
i f
d−i−2
x f
i−1
y fxx + b
d
i f
d−i−1
x f
i−2
y fxy + c
d
i f
d−i
x f
i−3
y fyy,
avec la convention d’e´criture que les puissances ne´gatives des fx ou fy sont
nulles ; les adi , b
d
i et c
d
i sont des nombres que nous allons de´terminer.
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Pour des raisons de syme´trie par rapport aux deux de´rivations ∂/∂x et
∂/∂y, on a les relations suivantes :
adi = c
d
d−i+1, b
d
i = b
d
d−i+1.
Nous utilisons la relation de re´currence
Gd+(f) = fx.G
d−1(f) +
∂fd−2i
∂x
que nous avions donne´e en section 2. Elle nous donne
Gdi (f) = fxG
d−1
i (f) + (d− 1− i)f
d−i−2
x f
i−1
y fxx + (i− 1)f
d−i−1
x f
i−2
y fxy
pour i < d.
On en tire les relations de re´currence :
adi = a
d−1
i + d− 1− i
bdi = b
d−1
i + i− 1
cdi = c
k−1
i
pour i < d.
On a aussi les relations e´videntes :
a31 = 1, b
3
1 = c
3
1 = 0
a32 = 0, b
3
2 = 1, c
3
1 = 0
a31 = b
3
1 = 0, c
3
1 = 1.
Utilisant ces relations, les relations de syme´trie et de re´currence ci-dessus
on obtient :
adi =
(d− 1− i)(d − i)
2
bdi = (i− 1)(d − i)
cdi =
(i− 2)(i− 1))
2
pour i compris entre 1 et d.
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9 La dernie`re ligne de P−1d .
Pour calculer l’e´le´ment de trace γ(f1, . . . , fd−1, y) nous aurons besoin d’un
autre ingre´dient : la dernie`re ligne α = (α1, . . . , αd) de P
−1
d . Cette ligne est
caracte´rise´e par le fait que le produit de cette ligne avec chacune des r − 1
premie`res colonnes de Pd est nul et son produit avec la dernie`re colonne est
1. On a donc les e´quations
d−1∑
j=1
αjf
d−j
ix f
j−1
iy = 0
pour tout i variant de 1 a` d− 1 et
αd = 1.
En divisant les deux membres des d− 1 premie`res e´quations par fix on peut
les remplacer par
d−1∑
j=1
αjm
j−1
i = 0.
Comme lorsque l’on calcule l’inverse d’une matrice de Vandermonde, on
introduit le polynoˆme P (t) =
∑d−1
j=1 αjt
j−1 et les relations pre´ce´dentes mon-
trent que ce polynoˆme admet les racinesm1, . . . ,md−1 et 1 comme coefficient
du terme de plus haut degre´. On en de´duit
α = ((−1)d−1Sd−1, (−1)
d−2Sd−2, . . . ,−S1, 1),
ou` les Si sont les polynoˆmes syme´triques en m1,m2, . . . ,md−1.
10 Le calcul de l’e´le´ment de trace γ(f1, . . . , fr−1, y).
Rappelons que, par de´finition, γ(f1, . . . , fr−1, y) est le dernier coefficient de
−P−1k G
2
d(X1, . . . ,Xd−1, 1) ou` les Xi sont ceux de la section 7 ; donc c’est le
produit scalaire usuel des deux vecteurs α (voir section 9) etG2d(X1, . . . ,Xd−1, 1).
On e´crit ce re´sultat sous la forme
γ(f1, . . . , fr−1, y) = −α.G
2
d(X1, . . . ,Xd−1, 1).
On en de´duit
γ(f1, . . . , fr−1, y) = −
d−1∑
s=1
Xs(α.G
d(fs))
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en remarquant que Gd(y) est nulle.
On rappelle la formule de la section 8 :
Gdi (fs) = a
d
i f
d−i−2
sx f
i−1
sy fsxx + b
d
i f
d−i−1
sx f
i−2
sy fsxy + c
d
i f
d−i
sx f
i−3
sy fsyy
pour la i-e`me composante de Gd(fs). On rappelle que, pour cette formule,
les puissances ne´gatives de de´rive´es de fonctions sont nulles par convention.
On a donc la formule
α.Gd(fs) = a
sfsxx + b
sfsxy + c
sfsyy,
avec
as =
d∑
i=1
αia
d
i f
d−i−2
sx f
i−1
sy ,
bs =
d∑
i=1
αib
d
i f
d−i−1
sx f
i−2
sy ,
cs =
d∑
i=1
αic
d
i f
d−i
sx f
i−3
sy .
Plus pre´cise´ment, on a donc
as =
d∑
i=1
(−1)d−i
(d− i− 1)(d− i)
2
Sd−if
d−i−2
sx f
i−1
sy ,
bs =
d∑
i=1
(−1)d−i(i− 1)(d − i)Sd−if
d−i−1
sx f
i−2
sy ,
cs =
d∑
i=1
(−1)d−i
(i− 1)(i− 2)
2
Sd−if
d−i
sx f
i−3
sy
ou encore
as = fd−3sx
d∑
i=1
(−1)d−i
(d− i− 1)(d− i)
2
Sd−im
i−1
s ,
bs = fd−3sx
d∑
i=1
(−1)d−i(i− 1)(d − i)Sd−im
i−2
s ,
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cs = fd−3sx
d∑
i=1
(−1)d−i
(i− 1)(i − 2)
2
Sd−im
i−3
s .
On a la formule
Sd−i = msS
s
d−i−1 + S
s
d−i,
en notant Ssk le k-ie`me polynoˆme syme´trique dans les variables
m1, . . . ,ms−1,ms+1, . . . ,md−1
avec, par convention, Ssj = 0 pour j < 0 ou j > d− 2. C’est dire l’on oublie
ms dans les S
s
j . En portant cela dans e´quations pre´ce´dentes on obtient
as = fd−3sx
d∑
i=1
(−1)d−i
(d− i− 1)(d − i)
2
(Ssd−im
i−1
s + S
s
d−i−1m
i
s),
bs = fd−3sx
d∑
i=1
(−1)d−i(i− 1)(d − i)(Ssd−im
i−2
s + S
s
d−i−1m
i−1
s ),
cs = fd−3sx
d∑
i=1
(−1)d−i
(i− 1)(i − 2)
2
(Ssd−im
i−3
s + S
s
d−i−1m
i−2
s ).
En re´ordonnant les termes en fonction des puissances de ms, on arrive a`
as = fd−3sx
d∑
i=1
(−1)d−i(d− i− 1)Ssd−i−1m
i
s,
bs = fd−3sx
d∑
i=1
(−1)d−i(d− 2i− 2)Ssd−i−2m
i
s,
cs = fd−3sx
d∑
i=1
(−1)d−i−1(i+ 1)Ssd−i−3m
i
s.
11 Fin de la preuve de la formule de la trace.
On a la relation
γ(f1, . . . , fd−1, y) = −
d−1∑
s=1
Xs(a
sfsxx + b
sfsxy + c
sfsyy).
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Donc nous aurons montre´ la formule de la trace si l’on prouve les relations
Xsa
s = −As, Xsb
s = −Bs, Xsc
s = −Cs,
les As, Bs et Cs e´tant ceux de´finis dans la section 6. Il revient au meˆme de
prouver les relations
as = −As/Xs, b
s = −Bs/Xs, c
s = −Cs/Xs.
Pour simplifier les notations on ne de´montrera ces relations que dans le cas
s = d− 1 car exactement la meˆme me´thode fonctionne dans les autres cas.
Toujours pour simplifier, nous e´crirons m a` la place de md−1. On a
−Ad−1/Xd−1 =
1
fd−3(d−1)x
(
d−2∏
r=1
(m−mr))
d−2∑
j=1
mmj
m−mj
.
On a la relation
(
d−2∏
r=1
(m−mr))
d−2∑
j=1
mmj
m−mj
=
d−2∑
j=1
(m−m1) · · · (m−mj−1)mmj(m−mj+1) · · · (m−md−2)
Pour calculer cette quantite´ on introduit la fonction
P (t) =
d−2∏
j=1
(t−mj)
et il est facile de voir que l’on la relation
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
tmj
t−mj
= t(tP ′(t)− (d− 2)P (t)).
Mais P (t) est aussi le polynoˆme
P (t) =
d−2∑
j=1
(−1)d−2−jSd−1d−2−jt
j,
ou` Sd−1r est le polynoˆme syme´trique de degre´ r dans les variables m1,
...,md−2. Cela me`ne a`
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
tmj
t−mj
=
d−2∑
i=1
(−1)d−i(d− i− 1)Sd−1d−i−1t
i,
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et, en posant t = m et rajoutant le facteur 1
fd−3
(d−1)x
, on obtient
ad−1 = −Ad−1/Xd−1,
et, par la meˆme me´thode, a`
as = −As/Xs,
pour tout s.
Par ailleurs, on a
−Bd−1/Xd−1 =
1
fd−3(d−1)x
(
d−2∏
r=1
(m−mr))
d−2∑
j=1
m+mj
m−mj
.
Comme pour le calcul pre´ce´dent on obtient facilement
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
t+mj
t−mj
= 2tP ′(t)− (d− 2)P (t)
qui, en revenant l`’expression polynomiale de P (t), me`ne a`
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
t+mj
t−mj
=
d−2∑
i=1
(−1)d−i−1(d− 2i+ 2)Sd−1d−i−2t
i,
d’ou` il de´coule
bd−1 = −Bd−1/Xd−1
et de la meˆme manie`re
bs = −Bs/Xs
pour tout s.
Enfin, on a
−Cd−1/Xd−1 =
1
fd−3(d−1)x
(
d−2∏
r=1
(m−mr))
d−2∑
j=1
1
m−mj
.
Comme
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
1
t−mj
= P ′(t),
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on a
(
d−2∏
r=1
(t−mr))
d−2∑
j=1
1
t−mj
=
d−2∑
j=1
(−1)d−2−jjSd−1d−2−jt
j−1,
et
cd−1 = −Cd−1/Xd−1
puis, par la meˆme me´thode,
cs = −Cs/Xs,
pour tout s.
Ceci ache`ve notre de´monstration de la formule de la trace pour les tissus
planaires.
12 Exemple d’application de la formule de la trace.
Alain He´naut a propose´ la conjecture suivante. Soit W un d-tissu du plan
donne´ de manie`re implicite par le polynoˆme
F = (y′)d + f(x, y) ;
alors la courbure de la connexion associe´e est nulle si et seulement si f(x, y)
est de´composable, c’est a` dire de la forme X(x)Y (y).
Remarquons que dans l’ouvert ou` F est non nul, les d racines de F
sont toutes de la forme mi = R(x, y)λi ou` les λi sont des constantes deux
a` deux diffe´rentes et la fonction R(x, y) est inde´pendante de l’indice i. De
plus f(x, y) est de´composable si et seulement si R(x, y) l’est.
Alors la conjecture d’He´naut est un corollaire du lemme suivant.
Lemme. Soit W un d-tissu plan donne´ par ses pentes mi pour i variant
de 1 a` d. On suppose que l’on a
mi = R(x, y)λi
ou` les λi sont des constantes deux a` deux diffe´rentes et la fonction R(x, y)
est inde´pendante de l’indice i et non nulle. Alors la courbure de la connexion
associe´e est nulle si et seulement si R(x, y) est de´composable.
Nous allons donner une preuve de ce lemme en montrant d’abord le sens
direct : si R(x, y) est de la forme X(x)Y (y) alors la courbure est nulle puis
la re´ciproque.
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1- On suppose R(x, y) = A(x)B(y).
Les feuilles des d feuilletages sont les trajectoires des d champs de vecteurs
Xi =
∂
∂x
+A(x)B(y)λi
∂
∂y
.
Ce sont aussi les trajectoires de
Yi = 1/A(x)
∂
∂x
+ λiB(y)
∂
∂y
.
Or des changements de la coordonne´e x, d’une part, et y, d’autre part, per-
mettent de rectifier les champs de vecteurs 1/A(x) ∂
∂x
et B(y) ∂
∂y
. Ces change-
ments nous rame`nent au cas ou` tous les Yi sont a` coefficients constants, donc
au cas ou` les d feuilletages sont tous forme´s de segments paralle`les. Or on
sait que ces tissus sont a` courbure nulle.
2- La re´ciproque. On suppose que W est de courbure nulle. Alors la
trace de cette courbure est encore nulle, donc, par la formule de la trace,
la somme des courbure des sous 3-tissus de W est nulle. Etudions le sous
3-tissu de W donne´ par les pentes mi, mj et mk. Un calcul e´le´mentaire (qui
peut eˆtre fait par Maple) montre que sa coubure est
∂2
∂x∂y
ln(R(x, y)).
Ainsi on voit que la somme des courbures des sous 3-tissus est nulle si et
seulement si ∂
2
∂x∂y
ln(R(x, y)) = 0, ou, ce qui est e´quivalent, que la fonction
R(x, y) est de´composable. Ceci ache`ve la de´monstration.
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