Abstract. Let A represent the class of all normalized analytic functions f in the unit disc ∆. In the present work, we first obtain a necessary condition for convex functions in ∆. Conditions are established for a certain combination of functions to be starlike or convex in ∆. Also, using the Hadamard product as a tool, we obtain sufficient conditions for functions to be in the class of functions whose real part is positive. Moreover, we derive conditions on f and µ so that the non-linear integral transform
Introduction.
Let H denote the class of all functions analytic in the unit disc ∆ = {z : |z| < 1}, and A the class of all normalized functions f (f (0) = f ′ (0) − 1 = 0) in H. Let S denote the univalent subclass of A, and S * denote the subclass of f ∈ S for which f (∆) is starlike with respect to the origin. Recall the prominent subclasses studied in the theory of univalent functions (see [7] ), for 0 ≤ β < 1:
R(β) = {f ∈ A : zf ′ ∈ P(β)}, S * (β) = f ∈ A : Re zf ′ (z) f (z) > β, z ∈ ∆ ,
K(β) = {f ∈ A : zf ′ ∈ S * (β)}.
It is well known that K ≡ K(0) S * (1/2). Functions in S * β are called strongly starlike of order β, while those in S * (β) are starlike of order β. For β < 0, S * (β) S, while for 0 < β < 1, S * (β) S * S, and functions in S * (0) ≡ S * are simply referred to as starlike. For 0 < β < 1, clearly, S * β S * and S * 1 ≡ S * . For a, b, c ∈ C and c = 0, −1, −2, . . . , the Gaussian hypergeometric series F (a, b; c; z) is defined as
where (a) n = a(a+1)(a+2) · · · (a+n−1) and (a) 0 = 1. This series represents an analytic function in ∆ and has an analytic continuation throughout the finite complex plane except at most for the cut [1, ∞). Let B denote another important subclass, of all analytic functions ω ∈ H such that ω(0) = 0 and ω(∆) ⊆ ∆. A function f ∈ H is called subordinate to another function g ∈ H, and one writes f (z) ≺ g(z), if there exists an ω ∈ B such that f (z) = g(ω(z)) for all z ∈ ∆. It is well known that this implies in particular f (0) = g(0) and f (∆) ⊂ g(∆), and that these two conditions are also sufficient for f (z) ≺ g(z) whenever g is univalent in ∆. Next, we remark that if f ∈ H, f (0) = 0 and |f (z)| ≤ M on ∆, then this can be equivalently expressed in the form
and so f (z) ≺ M z.
In [8] , R. Singh and S. Paul showed that for all real λ and µ with 0 ≤ µ ≤ λ/2 one has the following implication:
We observe that the well known strict inclusion result, namely K S * (1/2), does not follow from the above one way implication. In view of this, in Theorem 2.1 we use a different approach and determine R = R(λ, µ) such that
for all real values of λ and µ with |µ| ≤ λ/2. Trimble [11] showed that if f ∈ K, then F defined by
is in S * (β), where β = (1 − 3λ)/(2(2 + λ)) with 0 ≤ λ ≤ 1/3. Related problems were considered in [2, 12] , by imposing an additional condition on f . In Theorem 2.3, we impose conditions on f ∈ A n := {f ∈ A : [2, 12] and obtain the starlikeness Univalence and integral transforms
for all λ < 1. It follows that the integral (1.2) is well defined or convergent only for Re α > 0 and also at α = 0 as a limiting case, because
. . , where the principal branches of possible multiplevalued power functions are considered. We remark that the relation (1.2) looks much simpler in the following differential form:
Thus, for a given f ∈ A n , there is exactly one solution F ∈ A n of the equation (1.3) if and only if α ∈ C \ {−1/j : j = n, n + 1, n + 2, . . .}:
We use this observation in the proof of Theorem 2.3.
Also, we provide a condition on β such that Re zf ′′ (z) > −β(1 − λ) implies that Re(f (z)/z) > λ (see Theorem 2.6). In addition to these results, in Theorem 2.7, we obtain conditions so that the non-linear operator
is univalent. Finally, we derive a sufficient condition for f to be strongly starlike of order α.
Main results
for all real λ and µ with 0 < µ ≤ λ/2, and
for all real λ and µ with −λ/2 ≤ µ < 0.
Proof. Let f ∈ K. Since K S * (1/2), we exclude the trivial case µ = 0 < |λ| as this may be obtained as a limiting case. Then, for all z and w in ∆, it is known that
where the expression is defined by its limit when z = w. Further, for f ∈ K it is also known that Re(f (z)/z) > 1/2 in ∆ and hence, for 0 < µ ≤ λ/2, this shows that
Since f ∈ K, the image of f covers the disc |ζ| < 1/2 and therefore, it can be readily seen that there exists w ∈ ∆ such that
From (2.3) and (2.4),
which proves the first assertion (2.1) for 0 < µ < λ/2. If µ = λ/2, then the last inequality becomes
which is same as (2.1) in the limiting case. Next, we observe that for −λ/2 ≤ µ < 0,
This observation shows that
which proves the second assertion (2.2).
Then, for all real λ and µ such that 0 < µ ≤ λ/2, we have
and for −λ/2 ≤ µ < 0, we have |G(z, w) − λ| < λ.
Proof. Since f ′ (w) = 0 in ∆, we consider a disc automorphism of ∆ and define g by
As the convexity is preserved under disc automorphisms, we have g ∈ K if and only if f ∈ K. Writing z = (w + ζ)/(1 + ζw), it can be shown that
where G(z, w) is given by (2.5). Since g ∈ K, the desired conclusion follows from Theorem 2.1 and the last equality.
Theorem 2.3. Let n ∈ N, α ∈ C \ {−1/j : j = n, n + 1, n + 2, . . .} with Re α > −1/n and let f ∈ A n satisfy the condition
for some λ < 1. Then, for F defined by (1.3), we have
Proof. From the representation (1.4), we easily see that
and thus,
Suppose that f satisfies condition (2.6), which may be rewritten as
where B n = {ω ∈ H : |ω(z)| < 1 and ω (k) (0) = 0 for k = 0, 1, . . . , n − 1}. Schwarz' lemma then shows that |ω(z)| ≤ |z| n for z ∈ ∆. Therefore, (2.7) becomes
and hence, by the condition on α, it follows that
Then (see [7, 10] ) we have
.
In particular, F is starlike for 0 < µ ≤ n Re α + 1 and convex if 0 < µ ≤ (n Re α + 1)/2.
The case n = 1 of Theorem 2.3 gives Corollary 2.4. Let Re α > −1 and let f ∈ A satisfy the condition
for some λ < 1. Then, for F defined by (1.2), we have
Note that z + (c/2)z 2 / ∈ S whenever |c| > 1. Define
Now, if we let 1−µ < λ ≤ 1, then µ/(1−λ) > 1 and hence f is not univalent but satisfies (2.10). On the other hand, the corresponding F defined by (1.2) is starlike for 0 < µ ≤ Re α+1 and is in fact convex for 0 < µ ≤ (Re α+1)/2.
Lemma 2.5. Let p be analytic in ∆ and p(0) = 1. Suppose that
for some α > 1, λ < 1 and 0 < β ≤ β(α), where
Then Re p(z) > λ for z ∈ ∆. In particular , if
Proof. We consider a more general differential equation
where Re φ(z) > 0 in ∆, and φ(0) = 1. If p and φ are of the form
respectively, then, by comparing the coefficients of z n on both sides of (2.11), it follows that
which gives
It can be easily seen that p(z) has the integral representation (see [5, 
and therefore,
The desired conclusion follows.
Theorem 2.6. Let f ∈ A satisfy the condition
Then f ∈ P(λ). In particular ,
and therefore, the desired conclusion follows from Lemma 2.5, since F (1, 2; 3; −1) = 2(1 − log 2).
Remark. From [1] , we recall that if Re zf ′′ (z) > −β for 0 < β ≤ 1/log 4 ≈ 0.721348, then f ∈ S * . We observe that S * (1/2) P(1/2). From Theorem 2.6, it follows that if f ∈ A satisfies the differential inequality
It is interesting to recall that if f ∈ A satisfies (2.12) then f is convex whenever 0 < β ≤ β c = 1/log 4.
Note that β 0 > β c and we know that a convex function f ∈ A does not necessarily satisfy Re f ′ (z) > 0 for z ∈ ∆, and conversely, a function f satisfying the last condition does not always have the convexity property. Indeed, even the assumption that |f ′ (z) − 1| < λ in ∆ does not necessarily imply that f is starlike unless λ ≤ 2/ √ 5 (see [3, 9] ).
Our next result, which is of independent interest, is a reformulated version of a result from [6] in our setting.
and let
In particular , Re g ′ (z) > 0 whenever 0 < µ ≤ n/(1 + λ).
In particular ,
and therefore (using |w(z)| ≤ |z| n for z ∈ ∆), it follows that
which gives the required conclusion. In particular, for 0 < µ ≤ n/(1 + λ), we have Re g ′ (z) > 0 for z ∈ ∆.
For the case µ = n, proceeding as above but with w(z) = ∞ k=n+1 b k z k , we get the required result. 
Suppose it is not true that |w(z)| < 1, z ∈ ∆. Then there exists a z 0 ∈ ∆ such that |w(z 0 )| = 1 and, by Jack's well known lemma, z 0 w ′ (z 0 ) = kw(z 0 ) with k ≥ 1. If we put w(z 0 ) = e iθ , then from (2.16), we obtain
f (z 0 ) = 1 + e iθ 1 − e iθ α + αλ 2ke iθ 1 − e 2iθ (2.17) = (i cot(θ/2)) α + i λkα sin θ .
