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Wirkliches Neuland in einer Wissenschaft kann wohl nur gewonnen werden, wenn
man an einer entscheidenden Stelle bereit ist, den Grund zu verlassen, auf dem
die bisherige Wissenschaft ruht, und gewissermaßen ins Leere zu springen.
Werner Heisenberg (1901 - 1976)
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Abstract
An emotional experience is associated with changes in behavior (e.g., facial ex-
pression), physiological parameters (e.g., increased heart rate), and subjective ex-
perience (e.g., feeling anxious). The diﬀerent response parameters are said to be
changing synchronously during an emotion in order to ensure an optimal reaction
to the triggering stimulus (e.g., to ﬂee from a bear; Ekman, 1992; Levenson, 1994).
The common simultaneous change over time is referred to as response synchrony
(Bulteel et al., 2014). According to the basic emotion approaches, synchrony is
regarded as an essential component of emotional experience (Ekman, 1992). In
empirical studies, however, the results concerning the synchrony of diﬀerent re-
sponse parameters are diverse (Hollenstein & Lanteigne, 2014). The lack of em-
pirical support may be due to the complex multivariate and non-stationary data
structure which have a large eﬀect on methods that make over-simplifying assump-
tions. For instance, previous approaches for quantifying synchrony disregarded
the non-stationarity of the data, that is the ﬂuctuation of mean and variance over
time, and analyzed data only on an interindividual level (e.g., averaging over sev-
eral individuals). The possibility to describe synchrony in the course of time or
to provide evidence of synchrony in single individuals is thus not given. On the
other hand, there are theoretical approaches such as psychological construction
approaches that question the necessity of synchrony for an emotional experience
(e.g., Barrett, 2006a; Cunningham, Dunﬁeld, & Stillman, 2013). Therefore, one
aim of this doctoral thesis was to develop and to apply a new approach to quantify
physiological synchrony.
Related to the question of the synchronous change of physiological parameters
is the question whether individuals or even diﬀerent emotional states can be cor-
rectly classiﬁed based on changes in physiological parameters. Here, the focus lies
on the change of physiological parameters to a speciﬁc pattern depending on the
evoked emotion which is described by the term response patterning (Bulteel et al.,
2014). The majority of the studies collect data to classify individuals or emotions
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only on one measurement occasion. Such a procedure neglects the daily variations
and intraindividual changes of physiological data at diﬀerent times and tends to
overestimate the accuracy of the classiﬁcation (R. A. Calvo, Brown, & Scheding,
2009; Picard, Vyzas, & Healey, 2001). For this reason, another aim of this doctoral
thesis was the classiﬁcation of individuals and emotions when data were collected
at two diﬀerent measurement occasions.
This cumulus contains three Manuscripts. The aim of Manuscript A (N = 58)
was to develop a new time-frequency-based approach to quantify synchrony of phys-
iological parameters on a latent level. Using the new approach, multivariate and
non-stationary time series can be analyzed on an intraindividual level. The quan-
tiﬁcation of synchrony consists of two steps. In a ﬁrst step, time-varying bivariate
coherences of two physiological signals (e.g., electrocardiogram and electrodermal
activity) are calculated. Due to the joint time-frequency-based approach, the non-
stationarity of the data is taken into account. In a second step, these bivariate
coherences are used in a state-space model as manifest indicator variables to form
a latent synchrony variable at time t. The synchrony measure can take values be-
tween 0 and 1, where 0 means that the manifest coherences variables are completely
uncorrelated and 1 means that they change synchronously. The results showed that
the overall physiological synchrony variable was close to 1 in some parts of the ﬁlm
clip which was rated as more funny. Further, a high interindividual variability in
the synchrony of physiological parameters was found. Compared to the network ap-
proach of Hsieh et al. (2011), the new method is capable of mapping the time course
of physiological synchrony and revealing inter- and intraindividual diﬀerences. The
network approach only returned results that counted for the entire sample under
the assumption of stationarity and did not allow for individual variability.
The aim of Manuscript B (N = 42) was the further application of the newly
developed approach for the quantiﬁcation of physiological synchrony. The research
question if the synchrony of physiological parameters during the emotional expe-
rience of disgust is higher than during a neutral emotional state was addressed.
Further, the interindividual variability and the correlation between the subjective
intensity level of disgust and the physiological synchrony were investigated. For
this, participants were shown neutral and disgusting pictures. The results showed
that synchrony was signiﬁcantly higher shortly after showing a disgusting picture
as compared to shortly after showing a neutral picture. At the same time, there
were large interindividual diﬀerences in the temporal course of synchrony. Further,
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physiological synchrony started to increase before the actual picture was shown
which raises the question, to what extent an orienting response can be responsi-
ble for the changes in physiological synchrony. The subjective intensity rating of
disgust was measured continuously with a rating dial. It was at a maximum when
physiological synchrony had already decreased back to the baseline level. A pos-
sible explanation could be motor and cognitive processes which are necessary for
turning the rating dial.
The aim of Manuscript C (N = 36) was the classiﬁcation of individuals and
emotions by means of peripheral physiological data. In contrast to many previous
studies, data were collected on two measurement occasions with a time interval of
six weeks between them. Two well-established methods were applied as classiﬁers
(k -nearest neighbors (KNN) and support vector machines (SVM)) that both take
into account the nonlinear separability of the features that were extracted from the
data. Pictures and ﬁlm clips were used to induce fear. Fear could be better diﬀer-
entiated from a neutral state when ﬁlm clips (77.50% KNN; 81.90% SVM) instead
of pictures (64.40% KNN; 66.20% SVM) were used as induction method. Further,
initial attempts were made to classify diﬀerent levels of fear and to compare them
with continuous ratings of fear. On a descriptive level, a connection between the
classiﬁcation and the subjective rating could be shown. In addition to the emotion
classiﬁcation task, individuals were classiﬁed using features from the electrocar-
diogram signal. In terms of classifying individuals, the correct classiﬁcation rate
showed a clear decline from 54.53% to 23.16% using the KNN and from 56.70% to
26.93% using the SVM when the training and testing data were from two diﬀerent
measurement occasions. This result demonstrates the high intraindividual variabil-
ity of physiological data. However, compared to previous results, the classiﬁcation
rates were rather low which could be related to the emotion induction on a rather
low intensity level.
In summary, in this doctoral thesis the synchrony of physiological parameters
during an emotion is examined. Further, this thesis investigates to what extent
physiological changes can be used to distinguish a given emotion from a neutral
state. In a general discussion, the results are compared with the prevailing emotion
theories. In conclusion, the results of this thesis show that physiological synchrony
during an emotion exists with great interindividual diﬀerences. The results suggest
that future studies on physiological parameters should not be evaluated on an
interindividual, aggregated level, but rather consider intraindividual processes.
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Zusammenfassung
Eine Emotion soll mit Veränderungen im Verhalten (z.B. Gesichtsausdruck), in
physiologischen Parametern (z.B. erhöhte Herzfrequenz) und im subjektiven Er-
leben (z.B. Angst zu empﬁnden) einhergehen. Die unterschiedlichen Reaktionspa-
rameter sollen sich während einer Emotion synchron verändern, um eine optimale
Reaktion gegenüber dem auslösenden Stimulus (z.B. von einem Bären ﬂiehen) zu
gewährleisten (e.g., Ekman, 1992; Levenson, 1994). Die gemeinsame, simultane
Veränderung über die Zeit wird auch Response Synchronität genannt (Bulteel et
al., 2014). Synchronität wird nach den Basic Emotion Theorien als essentieller
Bestandteil des emotionalen Erlebens angesehen (Ekman, 1992). In der Empirie
sind die Ergebnisse bezüglich Synchronität verschiedener Reaktionsparameter je-
doch uneinheitlich (Hollenstein & Lanteigne, 2014). Die mangelnde empirische
Bestätigung von Synchronität kann an den komplexen multivariaten und nicht-
stationären Daten liegen, die einen großen Eﬀekt auf Methoden haben, die die
Annahmen über die vorhandene Datenstruktur vereinfachen. Zum Beispiel, bish-
erige Methoden zur Quantiﬁzierung von Synchronität vernachlässigen die nicht
vorhandene Stationarität der Daten, sprich die Schwankungen von Mittelwert und
Varianz über die Zeit und analysieren die Daten nur auf einer interindividuellen
(d.h. gemittelt über mehrere Personen) Ebene. Die Möglichkeit, Synchronität
im Zeitverlauf zu beschreiben oder für einzelne Personen nachzuweisen, ist so nicht
gegeben. Auf der anderen Seite gibt es theoretische Ansätze, wie die psychologisch-
konstruktivistischen Emotionstheorien, die die Notwendigkeit der Synchronität für
ein emotionales Erleben in Frage stellen (e.g., Barrett, 2006a; Cunningham et al.,
2013). Ein Ziel dieser Doktorarbeit war daher die Entwicklung und Anwendung
einer neuen Methode zur Quantiﬁzierung der Synchronität von physiologischen Pa-
rametern.
Verwandt mit der Frage der synchronen Veränderung physiologischer Parameter
ist die Frage, ob Personen oder auch verschiedene emotionale Zustände aufgrund
der Veränderung von physiologischen Parametern korrekt klassiﬁziert werden kön-
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nen. Dabei liegt der Fokus auf den Veränderungen der physiologischen Parameter
zu einem bestimmten Muster, in Abhängigkeit von der hervorgerufenen Emotion.
Dies wird auch als Response Muster bezeichnet (Bulteel et al., 2014). Die Mehrzahl
der Studien erhebt Daten zur Klassiﬁzierung von Personen oder Emotionen nur an
einem Messzeitpunkt. Diese Vorgehensweise vernachlässigt Tagesschwankungen
sowie intraindividuelle Veränderungen physiologischer Daten zu unterschiedlichen
Zeitpunkten und führt in der Regel zu einer Überschätzung der Klassiﬁkationsrate
(R. A. Calvo et al., 2009; Picard et al., 2001). Aus diesem Grund war ein weiteres
Ziel dieser Doktorarbeit die Klassiﬁzierung von Personen und Emotionen, wenn
Daten zu zwei verschiedenen Messzeitpunkten erhoben wurden.
In diesem Kumulus sind drei Manuskripte enthalten. Ziel von Manuskript A
(N = 58) war die Entwicklung einer neuen Zeit-Frequenz basierten Methode auf
latenter Ebene zur Quantiﬁzierung von Synchronität physiologischer Parameter.
Mit Hilfe der neuen Methode können multivariate und nichtstationäre Zeitreihen
auf einem intraindividuellen Level analysiert werden. Die Quantiﬁzierung der Syn-
chronität besteht aus zwei Schritten. Im ersten Schritt werden zeitlich variierende,
bivariate Kohärenzen von jeweils zwei physiologischen Signalen (z.B. Elektrokar-
diogramm und Hautleitfähigkeit) berechnet. Aufgrund des Zeit-Frequenz basierten
Ansatzes werden dabei die Nichtstationarität der Daten berücksichtigt. In einem
zweiten Schritt werden diese bivariaten Kohärenzen in einem State-Space Modell
als manifeste Indikatorvariablen zur Bildung einer latenten Synchronität zum Zeit-
punkt t verwendet. Das Synchronitätsmaß kannWerte zwischen 0 und 1 annehmen,
wobei 0 bedeutet, dass die manifesten Kohärenz Variablen unkorreliert sind und 1
bedeutet, dass sie sich synchron verändern. Die Ergebnisse zeigten, dass die phys-
iologische Synchronität für den Film, der als "lustiger" bewertet wurde, nahezu
1 war. Ferner, wurde eine hohe interindividuelle Variabilität in der Synchronität
physiologischer Parameter gefunden. Im Vergleich zu dem Netzwerkansatz von
Hsieh et al. (2011), ist die neue Methode in der Lage den Zeitverlauf von physiol-
ogischer Synchronität sowie inter- und intraindividuelle Unterschiede aufzuzeigen.
Die Ergebnisse des Netzwerkansatzes galten nur für die gesamte Stichprobe unter
der Annahme von Stationarität und bildeten keine individuelle Variabilität ab.
Ziel von Manuskript B (N = 42) war die weitere Anwendung der neu entwick-
elten Methode zur Quantiﬁzierung physiologischer Synchronität. Dabei sollte die
Hypothese geprüft werden, ob die Synchronität physiologischer Parameter während
des emotionalen Erlebens von Ekel höher ist als während eines neutralen emo-
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tionalen Zustandes. Des Weiteren wurden die interindividuelle Variabilität und
der Zusammenhang zwischen der subjektiven Ekelintensität und der physiologis-
chen Synchronität untersucht. Hierfür schauten die Probanden neutrale und ek-
lige Bilder an. Die Ergebnisse zeigten, dass die Synchronität kurz nachdem ein
ekliges Bild gezeigt wurde signiﬁkant höher war als kurz nach einem neutralen
Bild. Gleichzeitig gab es große interindividuelle Unterschiede im zeitlichen Verlauf.
Ferner, ﬁng die physiologische Synchronität an zu steigen, bevor das eigentliche Bild
gezeigt wurde. Die subjektive Ekelintensität wurde kontinuierlich mit einem Regler
gemessen und war maximal als die physiologische Synchronität bereits wieder auf
das Grundniveau gesunken war. Eine mögliche Erklärung könnten motorische und
kognitive Prozesse sein, die notwendig sind um den Regler zu drehen.
Ziel von Manuskript C (N = 36) war die Klassiﬁzierung von Personen und
Emotionen mit Hilfe von physiologischen Daten. Im Vergleich zu vielen bisheri-
gen Studien wurden anwendungsnah Daten zu zwei verschiedenen Messzeitpunkten
mit einem Zeitabstand von sechs Wochen erhoben. Als Klassiﬁzierer wurden zwei
etablierte Methoden (k -nearest neighbours (KNN) und support vector machines
(SVM)) angewendet, die die nichtlineare Trennbarkeit der Features, die aus den
Daten extrahiert wurden, berücksichtigen. Bilder und Filmausschnitte wurden ver-
wendet um Angst zu induzieren. Angst konnte besser von einem neutralen Zustand
diﬀerenziert werden, wenn Filme (77.50% KNN; 81.90% SVM) anstelle von Bildern
(64.40% KNN; 66.20% SVM) als Induktionsmethode verwendet wurden. Des Weit-
eren wurden erste Versuche unternommen, unterschiedliche Intensitäten von Angst
zu klassiﬁzieren und diese mit kontinuierlichen subjektiven Ratings der Angstin-
tensität zu vergleichen. Ein Zusammenhang konnte auf der deskriptiven Ebene
gezeigt werden. Zusätzlich zu der Klassiﬁzierung von Emotionen wurden Perso-
nen mit Hilfe der Features aus dem Elektrokardiogramm klassiﬁziert. In Bezug
auf die Klassiﬁzierung von Individuen sank die Klassiﬁkationsrate von 54.53% zu
23.16% beim KNN und von 56.70% zu 26.93% beim SVM, wenn die Training- und
Testdaten von zwei verschiedenen Messzeitpunkten stammten. Dieses Ergebnis
verdeutlich die hohe intraindividuelle Variabilität physiologischer Daten. Dennoch
sind die hier berichteten Klassiﬁkationsraten im Vergleich zu bisherigen Studien
niedrig. Dies könnte mit der Emotionsinduktion auf einem niedrigen Intensität-
sniveau in Zusammenhang stehen.
Zusammenfassend wird in dieser Doktorarbeit die Synchronität von sich verän-
dernden physiologischen Parametern während einer Emotion untersucht. Des Weit-
8
eren wird geschaut, inwieweit sich Veränderungen von physiologischen Daten dazu
eignen, eine Emotionen von einem neutralen Zustand zu unterscheiden. In der
allgemeinen Diskussion werden die Ergebnisse in Bezug zu den vorherrschenden
Emotionstheorien gesetzt. Im Allgemeinen zeigen die Ergebnisse dieser Arbeit, dass
physiologische Synchronität während einer Emotion mit großen interindividuellen
Unterschieden existiert. Die Ergebnisse weisen darauf hin zukünftige Studien in
Bezug auf physiologische Parameter nicht auf einem interindividuellen, aggregierten
Level auszuwerten, sondern intraindividuelle Prozesse zu beachten.
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1. Theoretical Background
1.1. Synchrony of Response Parameters
There is still no theoretical and empirical consensus on the question whether - dur-
ing an emotion - diﬀerent response parameters undergo correlated changes (Barrett,
2006a; Ekman, 1992). However, there is a broad consensus that emotions go along
with changes in the behavioral (e.g., facial expression), the physiological (e.g., heart
rate), and the subjective (e.g., self-reported emotional states) response modality
(e.g., Mauss & Robinson, 2009). Most studies have used diﬀerent terms to de-
scribe the simultaneous change of behavior, physiology, and subjective experience:
coherence (e.g., Dan-Glauser & Gross, 2013; Hsieh et al., 2011; Mauss, Levenson,
McCarter, Wilhelm, & Gross, 2005), concordance (e.g., Butler, Gross, & Barnard,
2014; Friedman, Stephens, & Thayer, 2014; Hollenstein & Lanteigne, 2014), syn-
chrony (e.g., Grandjean, Sander, & Scherer, 2008; Scherer, 2009), and the organiza-
tion of response systems (e.g., Levenson, 1994). Throughout this cumulus generally
the term synchrony or response synchrony will be used to describe the common
change between these diﬀerent response modalities that are linearly related. Stud-
ies that only examine the simultaneous change within one response system such
as facial expressions (e.g., Gentsch, Grandjean, & Scherer, 2014) or physiological
changes (e.g., Bulteel et al., 2014) just evolved recently. This thesis concentrates
on the synchrony of physiological changes. The term physiological synchrony will
be used to refer to the synchronous changes only within the physiological response
modality.
Further, it is important to distinguish between response patterning and response
synchrony (see Bulteel et al., 2014). On the one hand, response patterning refers
to the change in one or all modalities to a speciﬁc pattern depending on the evoked
emotion (Bulteel et al., 2014). This refers to the direction of change in various
parameters during an emotional episode (e.g., heart rate and skin conductance
increase during fear, Kreibig, 2010). Discrete recurring response patterns for dif-
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ferent emotions are very important for the ability to classify diﬀerent emotional
states in humans. On the other hand, response synchrony describes the increased
covariation of diﬀerent parameters over time (Bulteel et al., 2014). Hence, the
direction of the change is not important, the focus is on correlated changes within
a relatively short time window. The ﬁrst part of the cumulus deals with response
synchrony, how it can be quantiﬁed and what theoretical assumptions are behind
it. The second part deals with response patterning in the form of the classiﬁcation
of emotions.
In the past 20 years, two theoretical approaches have determined the scien-
tiﬁc study of emotions. In the following sections, both approaches are introduced
and their core statements regarding the synchrony of response parameters are pre-
sented. First, the main assumptions of the basic emotion approaches are described.
Subsequently, the main points of the psychological construction theories and their
criticism of the basic emotion approaches are presented. Finally, both theoretical
assumptions are placed in relation to the classiﬁcation of emotions. A link between
the synchrony and classiﬁcation of emotions on the basis of physiological data is
established.
1.1.1. Basic emotion approaches
The basic emotion approaches inﬂuenced the scientiﬁc models, methodologies, and
experimental settings over the past 50 years. According to the basic emotion ap-
proaches (e.g., Ekman & Cordaro, 2011; Izard, 2011; Levenson, 2011; Panksepp
& Watt, 2011; Tomkins, 1962), basic emotions fulﬁll an evolutionary function and
they are distinctive emotional categories that meet certain criteria. The idea that
the expression of distinct emotional states is a product of human evolution can
be traced back to Darwin (1872/1965). Basic emotion approaches assume that
emotions have direct causal inﬂuence on motivation and behavior in human beings
(Tracy & Randles, 2011). This is especially the case, if the elicitors of emotions are
related to an evolutionary basis (e.g, a bear appears during a walk), if they appear
suddenly, and if they are intense (e.g., Izard, 2011; Levenson, 2011). The number
of basic emotions varied, depending on the approach and the respective underlying
criteria between six to eight basic emotions (see Tracy & Randles, 2011, for an
overview). Recently, Ekman (2016) reported in his survey that the majority of the
scientiﬁc community agreed upon ﬁve empirically established discrete emotions:
anger, fear, disgust, sadness, and happiness.
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The list of criteria for basic emotions is similar to the diﬀerent approaches, so
the criteria of Ekman and Cordaro (2011) and Levenson (2011) are discussed as
representing typical examples. Ekman and Cordaro (2011) postulated amongst
others the following criteria: distinctive universal signals, distinctive physiological
pattern, automatic appraisal, distinctive universals in antecedent events, can be
of brief duration, presence in other primates, capable of quick onset, unbidden
occurrence, and distinctive subjective experience. Levenson (2011) condensed these
criteria to three main criteria: distinctness in behavior, expression, and physiology;
hard-wiredness (basic emotions can not be learned, but are predisposed from birth);
functionality (basic emotions should solve problems which are critical to species
survival and thriving).
Further, basic emotion approaches assume that every basic emotion can be
assigned to a particular neural circuit in the brain (Ekman, 1992; Izard, 1977;
Levenson, 1994; Tomkins, 1962). These circuits are supposed to be installed by
evolution, since they ensure the survival of the species. The speciﬁc circuit is
triggered through certain stimuli. Once activated it leads to speciﬁc action ten-
dencies, speciﬁc responses, and speciﬁc emotional experiences (see Moors, 2009, for
an overview). The synchronous response of diﬀerent response parameters during
an emotional experience (next to a distinctive facial expression, distinctive phys-
iological patterns, and universality) is seen as indirect evidence for the existence
of a neural circuit (Ekman, 1992). Hence, the synchrony of response parameters
plays an important role regarding the empirical evidence of the basic emotion as-
sumptions. Likewise distinctive physiological patterns are not only the indirect
evidence for distinctive neural circuits in the brain but also lay the foundation for
the possibility to classify diﬀerent emotional states.
Some of the so-called appraisal approaches share similar ideas, with the diﬀer-
ence that the emotions are not evoked through a stimulus itself, but rather through
the person's appraisal of the stimulus (e.g., Lazarus, 1991; Roseman, Spindel, &
Jose, 1990). Figure 1.1 depicts the assumptions about the emergence of an emotion
according to the basic emotion approaches.
Functionality of synchrony in response parameters.
The development of an emotion is described by the basic emotion approaches as
follows: A stimulus elicits an emotion, which, by activating certain brain circuits,
causes emotion-speciﬁc changes in multiple response modalities (e.g., physiological
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Figure 1.1. According to the basic emotion approaches (e.g., Ekman, 1992), a stim-
ulus activates an emotion speciﬁc circuit in the brain, which leads to a synchronized
change in physiological parameters, behavior, and subjective experience.
parameters, behavior, and subjective experience; Ekman & Cordaro, 2011; Izard,
2011; Panksepp &Watt, 2011). These changes ought to be synchronous and similar
across individuals (Ekman, 1992). As synchronous responses between the diﬀerent
emotional response patterns serve as an optimal preparation towards environmental
demands (e.g., ﬁght or ﬂight in dangerous situations), synchrony should increase
with the intensity of an emotional stimulus (e.g., Davidson, 1992; Hodgson &
Rachman, 1974; Levenson, 1994; Rosenberg & Ekman, 1994). Synchrony between
or within the diﬀerent response systems should be low if the emotion is weak, as
there is no need for a physiologically/behavioral preparation (Hodgson & Rachman,
1974; Levenson, Ekman, & Friesen, 1990; Mauss et al., 2005).
For example, an emotion-eliciting situation, such as a contaminated toilet,
would activate the disgust circuit, which would cause the synchronous activation of
distinct response patterns of physiological (e.g., decreased heart rate), behavioral
(e.g., wrinkling one's nose), and subjective parameters (e.g., feeling nauseated; see
Figure 1.1). Thereby, the level of activation should correspond to the intensity level
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of disgust (e.g., Coan, 2010; Davidson, 1992; Hodgson & Rachman, 1974; Leven-
son, 1994; Rosenberg & Ekman, 1994). Summing up, from this point of view,
the synchronous change between or within a response modality is seen as a core
element of an emotional experience and serves as a biological function in terms of
optimal preparation for action (Levenson, 1994; Rosenberg & Ekman, 1994).
1.1.2. Psychological construction approaches
Over the years the criticism of the basic emotion approaches has increased. In addi-
tion to theoretical considerations, the inconsistency and the lack of reproducibility
of the scientiﬁc results were criticized and considered as insuﬃcient evidence for the
basic emotion approaches (Barrett, 2006a; Ortony & Turner, 1990). While Darwin,
Tomkins, and Ekman saw an evolutionary function of emotions, interindividual
variability was not always accounted for in their assumptions (Ekman, 1992). In-
terindividual variability indicates that individuals in the same situation may diﬀer
in the way they react. Intraindividual variability describes that the same individual
in the same situation at a diﬀerent time may react diﬀerently (see also Cacioppo et
al., 1992). Therefore, James' (1884) ideas that emotional experiences are self per-
ceptions (interpretation of information in the body) and that physiological change
precedes the emotion instead of being a consequence of it, gained in importance.
These ideas were picked up and developed further by representatives of psycho-
logical construction approaches (e.g., Barrett, 2006a; Cunningham et al., 2013;
Ortony, Clore, & Collins, 1988; Russell, 2009). However, before the psychological
construction approaches will be introduced in more detail, the profound criticism
on the basic emotion approaches is presented.
1. Studies have reported distinctive cortical areas for basic emotions (e.g.,
Kassam, Markey, Cherkassky, Loewenstein, & Just, 2013; Kragel & LaBar,
2015; Saarimäki et al., 2016). However, others contradict these results and
claim that empirical evidence for emotion-speciﬁc circuits in the brain is
missing (e.g., Clark-Polner, Johnson, & Barrett, 2017; Lindquist, Wager,
Kober, Bliss-Moreau, & Barrett, 2012; Murphy, Nimmo-Smith, & Lawrence,
2003; Touroutoglou, Lindquist, Dickerson, & Barrett, 2015). Barrett (2017b)
pointed out that the respective distinctive reaction pattern in the brain re-
ported by some studies can not be reproduced in other studies.
2. Studies have reported speciﬁc physiological patterns for basic emotions (e.g.,
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Kragel & LaBar, 2013; Kreibig, 2010; Stephens, Christie, & Friedman, 2010).
Although the same elicitation method, population, and experimental methods
are used, some of the results can not be replicated (Barrett, 2017b).
3. Studies have shown that there is a wide heterogeneity of emotional categories
between cultures (e.g., Russell, 1991) and individuals (e.g., Ceulemans, Kup-
pens, & van Mechelen, 2012; Kuppens, van Mechelen, Smits, de Boeck, &
Ceulemans, 2007; Nezlek, Vansteelandt, van Mechelen, & Kuppens, 2008),
although homogeneity was originally expected by basic emotion approaches
(Ekman, 1992). The borders between diﬀerent emotions do not appear to be
all that well-deﬁned (Russell, 2009).
4. Response synchrony is assumed by the basic emotion approaches (as im-
plicit evidence for an existing neural circuit; Ekman, 1992). However, empir-
ical evidence regarding response synchrony is almost non-existent (Davidson,
1978; Friedman et al., 2014; Lazarus, Speisman, & Mordkoﬀ, 1963; Mauss,
Wilhelm, & Gross, 2004; Reisenzein, 2000) or exhibits great interindividual
diﬀerences (Bulteel et al., 2014; Hsieh et al., 2011).
These major criticisms of the basic emotion approaches made the assumptions
of the psychological construction approaches more important. In that framework,
rather than postulating an aﬀective program that has been installed in the course
of evolution, an emotion is thought to emerge through the process of evaluating
incoming contextual, bodily, and cognitive information. There is no ﬁxed number
of distinct emotional categories; instead, emotions have some sort of core aﬀect,
such as valence (e.g., Clore & Ortony, 2013; Cunningham et al., 2013), arousal (e.g.,
Schachter & Singer, 1962), or valence and arousal (e.g., Lindquist, Siegel, Quigley,
& Barrett, 2013; Russell, 2003). According to Russell and Barrett (1999) the core
aﬀect of valence and arousal is also associated with distinctive neural circuits in
the brain. However, compared to the evolutionary aﬀect program of the basic
emotion approaches, the situation, personal history, and experience all shape the
aﬀective core which is then labeled, for instance, disgust, thereby allowing for inter-
and intraindividual variability (Barrett, 2013; Coan, 2010). Figure 1.2 depicts the
assumptions about the emergence of an emotion according to the psychological
construction approaches.
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Functionality of synchrony in response parameters.
According to the psychological construction approaches, the synchrony of reaction
parameters is not essential for the experience of an emotion (Barrett, 2006a; Clore
& Ortony, 2013; Coan, 2010). One reason is the missing assumption of an emotion-
speciﬁc circuit in the brain. Instead, psychological construction approaches place a
special emphasis on physiological change (e.g., Clore & Ortony, 2013; Cunningham
et al., 2013; Lindquist et al., 2013). For an emotion to emerge, a psychologically
relevant situation causes or inﬂuences some sort of physiological change which is
made psychologically meaningful through continuously reinterpreting one's sensa-
tion in the light of personal goals, intentions, and values (Barrett, 2013; Coan,
2010). Therefore, physiological change, such as decreasing heart rate, does not
result from the elicitation of disgust; but rather, the situation (e.g., contaminated
toilet) causes the physiological change along with other reactions (e.g., wrinkling
one's nose or avoidance behavior), which, through ongoing appraisal processes, re-
sults in disgust (see Figure 1.2). Furthermore, individuals in the same situation -
but also the same individual in the same situation at a diﬀerent time - can experi-
ence diﬀerent degrees of disgust (Clore & Ortony, 2013; Coan, 2010; Lindquist et
al., 2013). On the other hand, if the disgust circuit in the basic emotion approaches
is activated on a lower level, all response parameters must be activated on a lower
level as well (Coan, 2010; Ekman, 1992; Tomkins, 1962).
Summing up, response synchrony within or between response modalities is seen
as core element by the basic emotion approaches. Here, synchrony is the direct
consequence of an evoked emotion and provides evidence for a causal mechanism
in the brain. On the other hand, psychological construction approaches do not see
response synchrony as essential for having an emotional experience. From their
perspective, changes in response modalities lead through cognitive processes to an
emotional episode. In this dissertation, the assumptions of the basic emotion ap-
proaches are taken as underlying theoretical model, which inﬂuenced the design
of the experiments and the stimulus material. The critics of the basic emotion
approaches take the lack of empirical evidence as proof that response synchrony
does not exist. However, the speciﬁcs of how synchrony is quantiﬁed, the experi-
mental design, and the level of analysis also have a considerable inﬂuence on the
possible detection of response synchrony. This dissertation tries to meet some of
the methodological issues regarding the quantiﬁcation of response synchrony in
emotions (see the following Section 1.1.3).
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Cognitive processes constantly (re)evaluating incoming information
Cognitive processes evaluate the incoming information and
compare it with past experience, form a category, and label it
Figure 1.2. According to the psychological construction approaches (e.g., Barrett,
2006a), a situation leads to change in various response parameters. The changes
do not have to happen at the same time. The changes are registered by the brain,
evaluated by appraisal processes, compared with old experiences, and categorized.
Throughout this process incoming information is considered.
1.1.3. Methodological Issues
In the literature, each study operationalized synchrony with diﬀerent physiologi-
cal, behavioral, and subjective parameters, quantiﬁcation methods, and emotion
induction methods. The inﬂuence of those methodological aspects on the analysis
of response synchrony are discussed in the following section.
In general, the attempt of previous studies was to show the existence of an over-
all, aggregated increased synchrony during emotional episodes. These intentions
have not been fulﬁlled, as many studies only found low or non existing response
synchrony (e.g., Davidson, 1978; Friedman et al., 2014; Lazarus et al., 1963; Mauss
et al., 2004). On the other hand, some studies support the idea that synchrony in-
creased with the stimulus intensity (Mauss et al., 2005; Hsieh et al., 2011). There
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are several reasons for the low synchrony or the heterogenous ﬁndings. Theo-
retical considerations that assume response synchrony (Ekman, 1992) might not
hold. However, if we assume that synchrony exists in principle, the apparent lack
may be a result of methodological issues (see also Mauss et al., 2005). The ﬁrst
methodological diﬃculty to be mentioned here is the problem of inducing emo-
tions of a certain type and intensity (e.g. Davidson, 1992; Rosenberg & Ekman,
1994). Low synchrony could be caused by inducing emotions on a low intensity
level, for example, a ﬁlm clip that is not funny enough. Further, the temporal
development of response synchrony or of an emotional response in general is not
well known (Bulteel et al., 2014). Hence, during a ﬁlm sequence it is diﬃcult to
know in which segment of the data one should look for a synchronous response.
Second, the multivariate, non-stationary data structure needs to be considered in
order to detect response synchrony (Hollenstein & Lanteigne, 2014). For instance,
only bivariate analysis or aggregation of data might aﬀect the magnitude of the
ﬁndings (e.g. Rosenberg & Ekman, 1994). A third methodological issue has been
described by Cacioppo et al. (1992), where the authors emphasize that between-
and within-perspectives on the data can lead to diﬀerent conclusions regarding the
relationship between variables.
Temporal dynamics of synchrony
The beginning, development over time, and end of an emotion are diﬃcult to cap-
ture but crucial for the study of synchrony because simultaneous changes in various
parameters in time series data are at the center of an analysis. Most studies have
induced emotions with pictures (e.g., Bulteel et al., 2014; Dan-Glauser & Gross,
2013) or ﬁlm clips (e.g., Hsieh et al., 2011; Mauss et al., 2005) in a laboratory set-
ting. In most cases, the time period from the beginning to the end of an emotional
experience has been seen as equal to the duration of an emotion-evoking stimu-
lus (Hsieh et al., 2011; Friedman et al., 2014). Others chose diﬀerent time lags
such as 10 s (Mauss et al., 2005) or 8 s (Dan-Glauser & Gross, 2013). Neverthe-
less, the individual time frame of the emotional experience may deviate from the
presented stimulus (Bulteel et al., 2014; Waugh & Schirillo, 2012). For instance,
basic emotions are supposed to have a quick onset and duration (0 to 4 s; Ekman,
1984). Magnetic resonance imaging has detected changes in brain activity during
disgust after 140 ms (Esslen, Pascual-Marqui, Hell, Kochi, & Lehmann, 2004; Hot
& Sequeira, 2013). Likewise, facial expression changed within milliseconds after
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emotion induction (Ekman, 1992). However, the time course of physiological pa-
rameters or even physiological synchrony is largely unknown (Bulteel et al., 2014).
Just recently, Bulteel et al. (2014) reported that physiological synchrony was high-
est when they presented a positive cue that signaled the valence of the upcoming
picture. Thus, physiological change occurred solely due to the anticipation of an
emotional cue. However, the possibility that synchrony functions as an orienting
response to a stimulus and not as part of the emotional response itself could not
be ruled out, either.
Quantiﬁcation of response synchrony
In the past, response synchrony has been quantiﬁed using diﬀerent approaches:
cross-correlations (Dan-Glauser & Gross, 2013; Mauss et al., 2005; Sze, Gyurak,
Yuan, & Levenson, 2010), ANOVA (Dan-Glauser & Gross, 2013), multilevel anal-
ysis (Butler et al., 2014), simultaneous regression analyses (Evers et al., 2014),
DeCon (Bulteel et al., 2014), redundancy analysis (Friedman et al., 2014), hier-
archical linear modeling (Hastings et al., 2009), or ROC-Analysis and Spearman
Rank correlation (Hsieh et al., 2011). In the following, some of the approaches and
results will be described in more detail.
Mauss et al. (2005) used time-lagged correlations to assess the covariation for
each pair of measures (skin conductance and heart rate, heart rate and continuous
subjective ratings, etc.) within an individual over time. They picked the maximum
pairwise correlation within lags of -10 s to 10 s of each person. They showed that
synchrony and intensity level of the emotional stimulus are positively associated
for amusement, but not for sadness. Furthermore, they found high intraindividual
variability, suggesting that people do not tend to react homogeneously. However,
the applied method of Mauss et al. (2005) does not specify a single synchrony
variable, therefore, only pairwise values and not one overall synchrony value can
be reported.
Hsieh et al. (2011) developed a stochastic network conﬁguration approach to
quantify synchrony. They showed that synchrony of 15 physiological, behavioral
and subjective variables was increased for more intense emotional stimuli (amuse-
ment and sadness compared to neutral states). They also discovered diﬀerent re-
sponse timings towards negative (sadness) and positive (amusement) stimuli, with
the response coming and going quicker in the case of a positive emotion. The
problem is that their results only account for the whole sample. However, they
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found that people diﬀer in their synchrony response, questioning if results on the
aggregated level are even appropriate.
Bulteel et al. (2014) analyzed physiological synchrony using a DeCon change
point detection method. In contrast to the other approaches mentioned above,
they analyzed data also on an intraindividual level. They found that during the
presentation of a positive picture physiological parameters were on average more
synchronized. However, while physiological synchrony was found on an interindi-
vidual level across participants, they were able to show large diﬀerences between
individuals. For some individuals physiological synchrony rather decreased than
increased while watching the positive slides. Further, they reported that the most
consistent change in physiological synchrony was when the stimulus, which indi-
cated the valence of the next picture, appeared, not the image itself. Their study
was the ﬁrst to make statements about the timing of physiological synchrony.
Level of analysis
Analyzing data with an interindividual approach provides information about syn-
chrony on an aggregated level (e.g., individuals who report stronger emotional
experience compared to other individuals would be expected to show a more syn-
chronous physiological response; Mauss et al., 2005). On the other hand, analyzing
data with an intraindividual approach provides information about the synchrony
of an individual across time (e.g., synchrony would be expected to be higher dur-
ing time periods where the individual reports more emotional experience compared
to time periods where the individual reports less emotional experience; Mauss et
al., 2005). Most studies have conﬁrmed large diﬀerences between individuals in
response synchrony (e.g., Bulteel et al., 2014; Hsieh et al., 2011; Mauss et al.,
2005). These high variations often prevent that synchrony on an aggregated level
can be found (Hollenstein & Lanteigne, 2014). In addition, diﬀerent patterns of
response styles for a given individual could lead to a lack of (global) synchrony
across individuals, while in fact, it exists on the intraindividual level. Hence, the
interindividual approach alone might not be the most adequate method for captur-
ing how tightly response parameters are coupled during emotions (Cacioppo et al.,
1992; Stemmler, 1992). Therefore, the analysis of synchrony within an individual
across time is becoming a focus of current research (Bulteel et al., 2014). Instead
of looking for an aggregated eﬀect, the attention moved to intraindividual analysis,
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thus the analysis of the course of synchrony of one individual over a certain time
period (Bulteel et al., 2014).
Summing up, the inconsistent results regarding the existence and level of re-
sponse synchrony during an emotion might be due to theoretical considerations.
However, methodological issues like emotion intensity, temporal development, un-
derlying data structure, and level of analysis might have prevented that response
synchrony has been reliably found in the past. The presented quantiﬁcation ap-
proaches all have pitfalls: either they do not account for non-stationary data, they
do not consider multivariate data, or they do not provide information on an intrain-
dividual level, hence, course of synchrony for one individual across time. To adjust
for these drawbacks, a new time-frequency quantiﬁcation method was developed
and applied which will be presented in Manuscript A and B.
1.2. Classiﬁcation of Emotions
The theoretical approaches that have just been discussed above also play a role
in the classiﬁcation of diﬀerent emotions. Instead of response synchrony, response
patterning (the speciﬁc change of parameters for diﬀerent emotions) is now the
focus (see Section 1.1). Emotion or aﬀect classiﬁcation is especially important for
human-computer interactions. One of the aims of aﬀect detection is to respond to
the user's aﬀective state in an intelligent fashion to improve the usability of the
respective device (e.g., computer games, smart phones, online-learning tutorials,
cars, etc.; Cai & Lin, 2011; D'Mello, Craig, Witherspoon, McDaniel, & Graesser,
2008). However, aﬀect detection may also play an important part in the interaction
with patients that have diﬃculties to recognize emotions by themselves or in oth-
ers, or are not able to communicate their own emotional state (e.g., patients with
autism, elderly patients, or somatic patients; Liu, Conn, Sarkar, & Stone, 2008).
D'Mello and Kory (2015), among others, point out that emotion classiﬁcation is a
diﬃcult undertaking, since emotions are psychological constructs and not directly
observable. Further, emotions are sensitive to the situational, social, individual,
and cultural context (Barrett, 2006a; Russell, 2003). In addition, emotion clas-
siﬁcation is based on multivariate noise-sensitive data (e.g., physiological signals)
or can be willingly inﬂuenced (e.g., facial expression or voice; Gu, Wong, & Tan,
2012; Picard et al., 2001).
Both of the theoretical approaches presented in this doctoral thesis are applied
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in the study of emotion classiﬁcation. On the one hand, emotions are classiﬁed ac-
cording to the assumptions of the basic emotion approaches, implying that discrete
emotions cause unique and distinctive response patterns of physiological, behav-
ioral, and subjective parameters (e.g., Kragel & LaBar, 2013; Stephens et al., 2010;
Wei & Jia, 2016). On the other hand, some of the psychological construction ap-
proaches classify emotions according to the core aﬀect of emotions, namely valence
and arousal (Swangnetr & Kaber, 2013; Walter et al., 2013; Wiem & Lachiri, 2017).
Some meta-analyses claim that emotion classiﬁcation according to the assumptions
of the basic emotion approaches provide better classiﬁcation rates than the classiﬁ-
cation of valence and arousal (e.g., Kragel & LaBar, 2013; Lench, Flores, & Bench,
2011; Stephens et al., 2010). However, Barrett (2017a) criticized these studies.
She claims that the unique emotion-speciﬁc patterns, which distinguished discrete
emotions from each other in one study, are not replicated in other studies. Nev-
ertheless, one aim of this thesis was to observe the temporal development of the
subjective experience of fear and how diﬀerent levels of fear can be accurately clas-
siﬁed. Hence, the basic emotion approach was taken as the underlying theoretical
model.
Apart from the theoretical approach that is used, D'Mello and Kory (2015)
reported in their meta-analysis that 97% of all reviewed studies collected training
and validation data on the same measurement occasion. This is a problem, since
high inter- and intraindividual diﬀerences with regard to physiological data in emo-
tions are reported (e.g., Kukolja, Popovic, Horvat, Kovac, & Cosic, 2014; Li, Xu,
& Feng, 2016). Using only one measurement occasion leads to an overestimation
of the correct classiﬁcation rate and does not meet the demands of real world ap-
plications (Abdat, Maaoui, & Pruski, 2011; R. A. Calvo et al., 2009; Picard et al.,
2001). One of the aims of this thesis was to classify an emotional state using two
measurement occasions and therefore, be able to consider inter- and intraindividual
variability of physiological data.
1.2.1. Classiﬁcation of emotions and response synchrony
According to the basic emotion approaches, there should be synchrony between
the individual response parameters, since they are triggered by a speciﬁc circuit
in the brain (Ekman, 1992). Hence, the activation of the fear circuit should lead
to changes in behavior (e.g., facial expression, voice, body posture), physiological
parameters (e.g., heart rate, skin conductance, respiration), and subjective expe-
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rience. These assumptions of the basic emotion approaches are very important
for aﬀect detection. If one wants to detect anger in a car driver, anger should be
accompanied by speciﬁc, reliable changes in physiology and behavior. Hence, the
classiﬁcation rate should increase, if more than one modality (e.g., physiological
data and behavior) is used to classify the emotional state. This assumption con-
tains the connection between response synchrony and response patterning. Studies
have shown that classiﬁcation rates increased when additional modalities were in-
cluded in the data used for classiﬁcation (Abdat et al., 2011; Bailenson et al., 2008).
These results support the basic emotion approaches. However, D'Mello and Kory
(2015) argued in their meta-analysis that the additional multimodal eﬀect was only
modest, too modest to support the basic emotion assumptions and rather support-
ing the psychological construction approaches. With the presented quantiﬁcation
method of response synchrony in this thesis, it should be easier to answer these
questions in the future.
1.3. Research Question
This doctoral thesis consists of three manuscripts - one of them published, one of
them to be revised and resubmitted, and one of them submitted - each contains one
experimental study. In the following section, the broad research questions, which
derived from the theoretical considerations outlined above, are presented.
1. Synchrony of physiological parameters in emotion
One of the major aims of this doctoral thesis is the presentation and ap-
plication of a newly developed approach for the quantiﬁcation of response
synchrony. Thereby the focus lies on the quantiﬁcation of physiological syn-
chrony. The new approach quantiﬁes one latent overall synchrony variable
and takes the non-stationarity of the multivariate physiological data into
account. One goal is to present results not only on an interindividual, ag-
gregated level but also on an intraindividual level. Linked to this goal is the
clariﬁcation of two theoretical aspects: First, can physiological synchrony for
emotions like amusement or disgust be found with an appropriate quantiﬁ-
cation approach? Second, if it exists, is it similar for diﬀerent individuals,
how is the level and time course, and how is the time course related to the
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subjective experience? These questions are based on the two opposing theo-
retical approaches (basic emotion approaches and psychological construction
approaches) which have diﬀerent views on physiological response synchrony
and its function. The research questions have a descriptive character since
previous solutions for these problems do not exist. Therefore, there is little
to no prior knowledge of the level, temporal course, and interindividual dif-
ferences of physiological response synchrony. These research questions will
be addressed in Manuscript A and B.
2. Classiﬁcation of fear using physiological parameters from multiple
measurement occasions
The ﬁrst part of the dissertation deals with physiological response synchrony
while the second part refers to response patterning and the classiﬁcation of
emotion based on physiological parameters. The aim is to see whether fear
can be distinguished from a neutral emotional state when training and testing
data do not derive from the same measurement occasion. Further, individu-
als are classiﬁed based on physiological data of two measurement occasions.
Here, the inﬂuence of the number of measurement occasions as well as that
of a larger sample size (more individuals) on the classiﬁcation accuracy is
investigated. Two prominent classiﬁers, k -nearest neighbors (KNN; Cover &
Hart, 1967) and support vector machines (SVM; pioneered by Vapnik, 1998)
are compared to each other as well as pictures with ﬁlm clips in terms of
the induction methods. The study design oﬀers a larger sample size com-
pared to previous research as well as two measurement occasions and hence,
considers realistic conditions that better meet the requirements of real world
applications. Third, on the basis of the physiological data, predictive proba-
bilities for belonging to the fear class were estimated over time and compared
with a continuous self-reported rating of fear. The goal is to compare the
probability estimates with continuous self-reported data and to analyze, if a
higher probability estimation for the fear class is accompanied by a higher
subjective fear rating and vice versa. Prior studies only used retrospective
subjective experience data for emotion intensity. These research questions
will be addressed in Manuscript C.
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2. Overview of the Manuscripts
2.1. Manuscript A: A new Approach for the
Quantiﬁcation of Synchrony of Multivariate
Non-Stationary Psychophysiological Variables
During Emotion Eliciting Stimuli1
2.1.1. Purpose of the study
The synchrony of response parameters is seen as a fundamental part of an emotional
episode by various emotion theories (e.g., Ekman, 1992; Izard, 1977; Levenson,
1994; Tomkins, 1962). Others question whether the simultaneous change between,
for example, physiological parameters and facial expression, is even necessary for
an emotional episode (e.g., Barrett, 2013; Coan, 2010; Lewis, 2005). In the past,
empirical ﬁndings regarding response synchrony during an emotional experience
have been inconsistent. Only a few studies were able to ﬁnd synchrony within or
between response modalities (Bulteel et al., 2014; Hsieh et al., 2011). The lack
of empirical evidence can have several reasons: First, the existence of response
synchrony proposed by basic emotion theories might be false. Second, methodolo-
gies pertinent to an 'interindividual subjects design', like computing correlations
across individuals, have been applied (e.g., Mauss et al., 2005). Aggregating data
across individuals may disguise synchronous responses of sole individuals (Bulteel
et al., 2014). Hence, beside the theoretical assumptions, synchrony might not have
been found due to the methodological approach applied (Hollenstein & Lanteigne,
2014). Third, if analyzing synchrony of response parameters one is confronted with
multivariate and non-stationary indicators where distributions of variables change
1Kelava, A., Muma, M., Deja, M., Dagdagan, J. Y., & Zoubir, A. M. (2015). A new approach
for the quantiﬁcation of synchrony of multivariate non-stationary psychophysiological variables
during emotion eliciting stimuli. Frontiers in Psychology, 5. DOI: 10.3389/fpsyg.2014.01507.
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over time (Butler et al., 2014). When the non-stationarity of the underlying data
is not considered, information about the temporal development of synchrony is
lost. Hence, new tools should be developed to adequately quantify response syn-
chrony (Gross, 2010). The purpose of Manuscript A was to develop and apply
a new time-frequency based latent variable approach to measure intra- as well as
interindividual physiological synchrony of multivariate non-stationary time series.
2.1.2. Method
First, a time-frequency based approach was used to quantify bivariate coherences
(Matz & Hlawatsch, 2000; Muma, Iskander, & Collins, 2010; White & Boashash,
1990), for example, the coherence of the ECG and respiratory signals. In this
case, coherence describes the linear relation at a certain frequency between to
signals. Time-frequency bivariate coherence account for the non-stationarity of
the underlying physiological signals, hence the temporal variation of its mean and
covariance function (Muma et al., 2010). In total, six pairwise coherence time series
were calculated. Each coherence time series as well as the overall latent variable
later on is bounded by 0 and 1. If the two signals are completely uncorrelated, their
coherence equals zero. Second, a latent state-space model (Durbin & Koopman,
2001) was used to quantify one latent synchronized variable. The latent state-space
model consists of a measurement model and a structural model. The basic idea
of the state-space procedure is similar to a structural equation model. First, the
measurement model uses the six pair-wise coherences as indicator variables and
operationalizes a latent variable that represents an underlying state of the overall
system-wise physiological synchrony at a certain point in time. It gives an overall
latent physiological synchrony variable (latent state), for example, 100 ms after the
start of the experiment. The same procedure is conducted 200 ms after the start of
the experiment. In the structural model, the so resulting latent state vector is (auto-
)regressed on a previous state vector. In this way, continuous predictions of latent
states can be calculated, for example, by applying the Kalman ﬁlter (e.g. Grewal
& Andrews, 2001; Shumway & Stoﬀer, 2006). The time series of the resulting latent
states represents the course of the overall physiological synchrony. The approach
was applied to a data set of 58 German male students who watched two funny
ﬁlm clips. Physiological measures were continuously sampled with the Biopac MP
150 System and the AcqKnowledge 4.2 Software (Biopac Systems Inc, 2011). The
analysis was restricted to the electrocardiogram (ECG), the electrodermal activity
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(EDA), and the respiration signal. Retrospective subjective data were collected
after watching the ﬁlm clip.
2.1.3. Results and discussion
In total, six pairwise coherence indicators were obtained using the ECG, EDA, and
respiration signal. These six pair-wise coherences were used to build an overall la-
tent synchrony variable. The results showed that individuals responded diﬀerently
towards the funny ﬁlm clips and had diﬀerent temporal developments. For the ﬁlm
clip, which was rated as "more funny", physiological synchrony was close to 1 for
some participants. This result shows that physiological synchrony can be found in
empirical data and hence, that physiological synchrony does exist which goes along
with the assumptions of the basic emotion approach. Manuscript A compared the
new approach with the network approach of Hsieh et al. (2011). When the same
data was analyzed with the network approach, a probability of 5.1% to achieve
system-wise synchrony was calculated under the assumption of stationarity. This
result counts for the whole sample and does not diﬀerentiate between individuals.
Therefore, it neglects that the probability might diﬀer for diﬀerent participants at
diﬀerent points in time. On the other hand, the time-frequency approach is able
to detect physiological synchrony for sole individuals over a certain time period.
Further, it considered the non-stationarity of the data and accounts for the high
inter- and intraindividual diﬀerences in the temporal course and intensity level of
emotions even in the same context. However, an overall mean can still be calcu-
lated. Thus, the question should not be if synchrony exists but rather why people
diﬀer.
2.2. Manuscript B: Synchrony of
Psychophysiological Parameters in Disgust2
2.2.1. Purpose of the study
The purpose of Manuscript B was to apply the time-frequency based latent vari-
able approach developed in Manuscript A in order to quantify synchrony of phys-
2Deja, M., Muma, M., Hoppe, D. & Kelava, A. (to be revised and resubmit). Synchrony of
psychophysiological parameters in disgust. International Journal of Psychophysiology, 56 pages.
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iological parameters in disgust. With the newly developed quantiﬁcation method
the temporal course of physiological synchrony was analyzed. According to the
basic emotion approaches, physiological synchrony should be higher at the begin-
ning of a disgusting picture than at the beginning of a neutral picture (Ekman,
1992). Psychological construction approaches do not necessarily expect a synchro-
nized response during an emotion (Barrett, 2013). Besides the level of synchrony,
the interindividual variability and the time course of physiological synchrony were
also of interest. The basic emotion approaches would expect similar physiological
synchrony responses across several individuals (Ekman, 1992). The psychological
construction approaches emphasize interindividual diﬀerences in the physiological
response to an emotion. Further, the course of physiological synchrony was com-
pared to a continuously recorded subjective rating of disgust.
2.2.2. Method
In total, 42 participants (21 female) watched neutral and disgusting pictures from
the International Aﬀective Picture System (IAPS; Lang, Bradley, & Cuthbert,
2008) in a laboratory setting. The pictures were displayed for 7 s with a black
screen (3 s) between them. Physiological parameters such as ECG, respiration,
and EDA were measured with the Biopac MP 150 System and the AcqKnowledge
4.2 Software (Biopac Systems Inc, 2011). As in Manuscript A, in a ﬁrst step, bi-
variate coherences were calculated. In contrast to Manuscript A, ﬁve instead of
six bivariate coherences resulted from the calculation. The coherence of the EDA
and ECG signals in the pulse frequency range was excluded because these high
frequency EDA components are interferences from the ECG signal due to the mea-
surement process rather than physiologically generated signal content (Boucsein,
1988). In a second step, the overall latent physiological synchrony variable was
calculated by applying a state-space model. After seeing the neutral and the dis-
gusting picture block, participants retrospectively rated their level of disgust as
well as other emotions using the Diﬀerential Aﬀect Scale (DAS; Merten & Krause,
1993). At the same time, they continuously rated their level of disgust for each
picture throughout the course of the experiment using a rating dial. A manipu-
lation check using subjective ratings and physiological features was conducted to
check whether disgust had been evoked successfully.
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2.2.3. Results and discussion
The manipulation check revealed that the emotion induction led to disgust-speciﬁc
changes in physiological parameters, decreasing heart rate while increasing elec-
trodermal activity. The subjective rating of disgust was signiﬁcantly higher than
for other negative emotions. In the moment of a picture change, physiological syn-
chrony was signiﬁcantly higher when the subsequent picture was disgusting instead
of neutral. On the one hand, the results showed the existence of an increased phys-
iological synchrony at the beginning of a disgusting picture which supports the
basic emotion approach (Ekman, 1992). On the other hand, alternative explana-
tions such as orienting response should be discussed (see section 3). Further, the
interindividual variability and temporal development of physiological synchrony
was of interest. There were large interindividual diﬀerences in the time course and
level of physiological synchrony which supports Barrett's (2013) point of view. On
average, physiological synchrony already increased when the black screen was pre-
sented and reached its maximum in the moment of the picture change, irrespective
of the content of the following picture. If the picture after the black screen was neu-
tral, physiological synchrony decreased rapidly and increased again. If the picture
after the black screen was disgusting, physiological synchrony declined back to zero
within 2 s. The quick decrease of physiological synchrony during the neutral picture
could be a form of relief that no disgusting content was displayed. Interestingly, in
disgusting pictures synchrony decreased already back to zero, when the subjective
rating dial reached its maximum. Hence, subjective experience and physiological
synchrony did not reach their maxima at the same time.
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2.3. Manuscript C: Person- and Emotion
Classiﬁcation of Fear Using Peripheral
Physiological Data3
2.3.1. Purpose of the study
In the past, the classiﬁcation of individuals using physiological parameters has
often neglected the high intraindividual variability of physiological parameters in
diﬀerent situations by only using one measurement occasion (e.g., Bailenson et
al., 2008; Kolodyazhniy, Kreibig, Gross, Roth, & Wilhelm, 2011; Kreibig, 2010).
Therefore, one purpose of the present study was the classiﬁcation of individuals
using data from two measurement occasions to meet the demands of a real-world
application to a greater extent. In an analogous manner, the high intraindividual
variability of physiological data was neglected in studies regarding the classiﬁcation
of emotions by using one measurement occasion and small sample sizes (4-12),
leading to an overestimation of classiﬁcation results (e.g., C.-Y. Chang, Tsai, Wang,
& Chung, 2009; Gouizi, Bereksi-Reguig, & Maaoui, 2011; Jang, Park, Kim, &
Sohn, 2012). Hence, the second purpose of the study was the classiﬁcation of
fear using two measurement occasions with a sample size of 36 individuals. In
addition, the temporal development of an emotional experience and the course
of emotional intensity has just recently been considered in classiﬁcation research
(Walecki, Rudovic, Pavlovic, & Pantic, 2017). Most studies used retrospective
subjective data to operationalize emotional intensity (e.g., Rani, Liu, Sarkar, &
Vanman, 2006). A third purpose of Manuscript C was to classify diﬀerent levels of
the emotion elicited, and to validate them based on subjective ratings of fear.
2.3.2. Method
In total, 36 participants (20 female) watched neutral and fear-eliciting pictures and
ﬁlm clips on two measurement occasions with a time interval of six weeks between
them. Afterwards they were asked to retrospectively rate their level of various
emotional states using the Diﬀerential Aﬀect Scale (DAS; Merten & Krause, 1993).
At the same time, they rated their level of fear continuously with a rating dial.
3Deja, M., Muma, M., Richter, S., Entringer, T., Hoppe, D. & Kelava, A. (submitted). Person-
and emotion classiﬁcation of fear using peripheral physiological data. Psychological Test and
Assessment Modeling, 46 pages.
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Physiological parameters such as ECG, respiration, and EDA were measured with
the Biopac MP 150 System and the AcqKnowledge 4.2 Software (Biopac Systems
Inc, 2011). From the ECG features we constructed a feature vector of seven features
for classiﬁcation of individuals. From the ECG, respiratory, and EDA features we
constructed a feature vector of nine features for emotion classiﬁcation according
to Gramann and Schandry (2009). Two nonlinear classiﬁers, namely the k -nearest
neighbours (KNN; Cover & Hart, 1967) and the support vector machines (SVM;
pioneered by Vapnik, 1998) were applied as classiﬁcation methods. Further, an
extension of the SVM (T. F. Wu, Lin, & Weng, 2004) was used to compare a more
continuous classiﬁcation of fear (probability values instead of 0 and 1) with the
subjective intensity ratings of fear.
2.3.3. Results and discussion
The manipulation check showed that the emotion induction of fear was more suc-
cessful when using ﬁlm clips rather than pictures as an induction method. First,
for the classiﬁcation of individuals, the random chance of correct classiﬁcation was
2.78% (since we had 36 individuals). If training and testing data derived from
the same measurement occasion, 56.70% (54.53%) of all individuals were correctly
classiﬁed using the SVM (KNN). There was a high interindividual variability with
regard to how good each individual could be classiﬁed on the grounds of ECG
features. If training and testing data derived from two diﬀerent measurement
occasions, 26.93% (23.16%) of all individuals were correctly identiﬁed using the
SVM (KNN). Second, as the number of individuals decreased, classiﬁcation rate
increased. Hence, small sample sizes and one measurement occasion have lead to an
overestimation of the correct classiﬁcation of individuals using ECG features in the
past. If fear was induced with pictures, the person-dependent classiﬁcation with a
two-fold cross validation correct classiﬁcation rate reached 66.20% (64.40%) using
the SVM (KNN). If fear was induced with ﬁlm clips, the best correct classiﬁcation
rate was achieved for the SVM with 81.90%. In both scenarios, random chance
of classiﬁcation was 50% (since we only had fear or no-fear as a possible class).
The results showed that the emotion induction method and the applied classiﬁca-
tion method have an inﬂuence on the correct classiﬁcation rate. Third, the two
amplitudes of the continuous subjective rating of fear were also visible in peaks of
the classiﬁcation probabilities. Hence, the increase of the probability to belong to
the fear class increased with the subjective intensity level of fear. The results of
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Manuscript C showed that daily variations across several measurement occasions
deserve further study in classiﬁcation research. The SVM outperformed the KNN.
Emotion induction using ﬁlm clips was more successful than using pictures. It is
doubtful whether the probability ratings of the SVM extension may be interpreted
as a classiﬁcation of (fear) intensity levels. The corresponding course of the sub-
jective fear indicator, conveyed by the continuous dial adjustments, however, lends
support to that interpretation.
38
3. General Discussion and
Conclusions
This doctoral thesis investigated, on the one hand, the synchrony of physiological
response parameters during an emotion (response synchrony) and, on the other
hand, the discrimination of an emotion and a neutral state by using physiological
parameters (response patterning). For this purpose, three studies were conducted.
In total, 136 participants took part in the experiments and three diﬀerent emotional
states, namely amusement, disgust, and fear were elicited using pictures and ﬁlm
clips. This section presents a brief summary of the results. Following, theoretical
implications and the resulting consequences for practical application are discussed.
Finally, limitations and future directions reported in this thesis are summarized.
3.1. Summary of Results
The goal of Manuscript A was the development of a new method to quantify the
synchrony of multivariate response parameters. Therefore, a new time-frequency
based latent variable approach was presented. The new approach considered the
non-stationarity of the underlying multivariate physiological data and analyzed
them on an interindividual as well as on an intraindividual level. Further, the new
method was compared with a previously published method of Hsieh et al. (2011).
Unlike in the past, the new approach was capable of mapping the individual tem-
poral course of physiological synchrony during the experience of amusement. Thus,
interindividual diﬀerences in the amount and the temporal course of physiological
synchrony were detected. For some individuals, physiological synchrony was close
to 1 during the funny ﬁlm clips. By contrast, the method of Hsieh et al. (2011)
only provided probabilities for response synchrony that are not person-speciﬁc and
do not consider the non-stationarity of the data.
Manuscript B is directly related to Manuscript A. Here, the newly developed
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quantiﬁcation method was applied to measure synchrony of physiological response
parameters in disgust. The results showed that at the beginning of a disgusting pic-
ture, physiological synchrony was at a maximum level and signiﬁcantly higher than
physiological synchrony at the beginning of a neutral picture. However, physiolog-
ical synchrony in both cases started to increase before the respective picture was
presented and thus, can conﬁrm results of previous studies by Bulteel et al. (2014).
Obviously, the anticipation of an emotional stimulus (in both cases participants
did not know the content of the upcoming picture) already leads to a synchronized
response of physiological parameters as a form of preparedness of what might come.
Upon closer examination high interindividual variability was found which means
not everyone reacted with a physiological synchronized response during disgust.
However, physiological synchrony in disgust was detected for a majority of the par-
ticipants. Further, the time course of physiological synchrony was compared with
an online subjective rating of disgust. Interestingly, the maximum level of subjec-
tive disgust was experienced 3-4 s later than the maximum level of physiological
synchrony. This ﬁnding implies that the conscious awareness of disgust is fully
developed when the physiological response is already over. Hence, physiological
parameters do not change synchronously with the subjective experience.
Rather than on response synchrony, the focus of Manuscript C was on response
patterning, hence the direction and not the simultaneity of change of physiological
parameters was important. The aim of Manuscript C was to detect fear in compar-
ison to a neutral emotional state based on physiological parameters. Two instead of
one measurement occasion for training and testing data were used to better reﬂect
real-world ﬂuctuations of emotional states. Further, to investigate the temporal
stability of physiological parameters, individuals were also classiﬁed using ECG
features. ECG features of each individual from one measurement occasion were
used to classify the same individual on the other measurement occasion. The re-
sults showed that the correct classiﬁcation rate for the classiﬁcation of individuals
decreased if training and testing data did not derive from the same measurement
occasion. Hence, physiological data alone can vary as a result of the measurement
occasion, and thus the starting point for a change in physiological parameters dur-
ing an emotion is always dependent on the respective measuring time. This should
be taken into account when, in the future, machines should recognize individuals or
even emotions. A fact that has often been ignored by psychological classiﬁcation
studies. Further results showed that the correct classiﬁcation rate was higher if
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ﬁlm clips instead of pictures were used as emotion induction method. This may be
due to the intensity level of fear. The subjective fear rating was higher for the ﬁlm
clips than for the pictures. Finally, in order to classify the intensity of an emotion,
an extension of the SVM classiﬁer has been used. The results are encouraging since
similar patterns could be extracted for the subjective fear intensity rating and the
(objective) fear level classiﬁcation probability.
3.2. Theoretical Conclusions and Practical
Implications
The presented thesis contributes to an ongoing theoretical debate about whether
synchrony of response parameters constitutes a core element of an emotional
episode, or not. The new approach presented in this thesis is able to compensate for
some disadvantages (e.g., overall synchrony variable, time course, intraindividual
level, non-stationarity) of the methods used so far. The application of the new ap-
proach does, in small steps, contribute to the clariﬁcation of the theoretical debate
as was demonstrated in this doctoral thesis. Furthermore, the work shows how
important it is to consider individual factors such as the time of the measurement
when working with physiological parameters. Instead of averaging across individ-
uals, the thesis strongly suggests to analyze physiological data on an individual
basis. In the following, the theoretical conclusions and practical implications of
the thesis are discussed.
3.2.1. Basic emotion approaches vs. psychological
construction approaches
Both of the theoretical approaches discussed make diﬀerent assumptions regarding
the formation of an emotion as well as the functionality of response synchrony.
Basic emotion approaches see the response synchrony as a core element of an emo-
tion. Further, the synchronous response should be similar across diﬀerent individ-
uals (e.g., Ekman, 1992). Psychological Construction approaches do not see the
response synchrony as elementary for the experience of an emotion. Changes in
diﬀerent modalities "construct" an emotion with the help of cognitive processes. So
far, the temporal course of diﬀerent response parameters like physiological change
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and change of subjective experience could not be analyzed due to the absence of a
corresponding method.
The results of Manuscript A and Manuscript B revealed large interindividual
diﬀerence in physiological synchrony during amusement and disgust. Hence, for
some individuals an emotional experience was accompanied with physiological syn-
chrony. For others, physiological synchrony did not occur. The basic emotion
approaches per se do not assume such diﬀerences in the synchronous response,
since it fulﬁlls an evolutionary function (Ekman, 1992). Hence, the interindividual
diﬀerences of physiological synchrony found in Manuscript A and Manuscript B
rather support the assumptions of the psychological construction approaches.
However, in Manuscript B, in addition to the interindividual diﬀerences, on av-
erage, a signiﬁcantly higher physiological synchrony could be found in disgusting
pictures compared to neutral pictures. Further, the standard deviation of physio-
logical response synchrony was smallest when the physiological synchrony reached
its maximum level. This means that at the highest level of physiological synchrony
the participants responded in the most similar way. Hence, the temporal course of
the physiological synchrony to reach a maximum shortly after the picture change
and then to decrease again, seems to have been similar in diﬀerent individuals.
The course of the increase and decrease, however, varied. These ﬁndings support
the assumption of basic emotion approaches that physiological response synchrony
during an emotion exists and similarities in the temporal course can be found.
The temporal course of physiological synchrony and the online subjective rating
of disgust revealed that the maximum rating of disgust occurred 3 to 4 s after phys-
iological synchrony reached its maximum. The physiological synchrony response
happened within the range of 0-4 s which fulﬁlls the criteria of a quick response
in basic emotions (Ekman, 1992). Thus, the onset of the subjective response and
the increase in psychophysiological synchrony did not occur simultaneously. The
results go along with the view of psychological construction approaches (Barrett,
2013; based on the assumptions of James, 1884) that emotions evolve through the
process of making meaning of internal body sensations. The basic emotion ap-
proaches rather postulate a simultaneous change of physiological and subjective
parameters, since they are both activated through the brain (see also the latent
variable model of Coan, 2010). However, the cognitive and behavioral processes
which lead a participant to turn the rating dial may take more time than the phys-
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iological response. Therefore, the basic emotion approach can not be ruled out,
either.
The results of Manuscript C showed that the physiological parameters for the
same individual measured on diﬀerent days varied although the situational param-
eters were comparable. According to the basic emotion approaches the distinctive
physiological pattern discriminates emotional states from each other. However,
most of psychological studies only used one measurement occasion. Hence, day-
to-day variations of physiological data have not been considered. Compared to
previous studies, the correct classiﬁcation rates reported in this thesis are lower
than in other studies (e.g., Kolodyazhniy et al., 2011). This might be due to
the two measurement occasions investigated or the less successful emotion induc-
tion. However, the rather low classiﬁcation rates support the assumptions of the
psychological construction approaches. The approaches include individual and sit-
uational inﬂuences on physiological parameters and similar reaction patterns are
not necessarily expected (Barrett, 2006a). On the other hand, in the basic emotion
approaches, once the fear circuit is activated the response should be similar for
diﬀerent individuals in diﬀerent situations (Ekman, 1992).
Summing up, some of the results support the basic emotion approaches, namely
on average a signiﬁcant increase of physiological synchrony during disgust. How-
ever, the results of this doctoral thesis partly support the assumptions of the psy-
chological construction approaches as well, namely the high interindividual diﬀer-
ences. The low classiﬁcation rates and the time diﬀerences between the physiolog-
ical synchrony and subjective rating dial may be explained by theoretical assump-
tions of the psychological construction approaches. On the other hand, there are
other reasonable explanations such as failed emotion induction or cognitive and
motor processes. Hence, the assignment of which approach can be supported is not
clear.
3.2.2. Practical implications
The introduced approach to quantify physiological synchrony has also interesting
applications in the context of aﬀective computing or the classiﬁcation of emotions,
respectively. According to the basic emotion approaches, parameters of diﬀer-
ent modalities (e.g., behavior and physiology) should change synchronously during
an emotional experience (Ekman, 1992). From this point of view, the classiﬁca-
tion accuracy should increase if more than one modality is used for the classiﬁca-
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tion of an emotion. Some studies report an increase in classiﬁcation accuracy if
more than one modality is used (e.g., Abdat et al., 2011; Bailenson et al., 2008).
D'Mello and Kory (2015), however, reported only modest multimodal eﬀects in
their meta-analysis. Their ﬁndings stand in line with the psychological construction
approaches (Barrett, 2013; Coan, 2010). In future research, the present, newly de-
veloped approach might help to determine which modalities change synchronously
- and to what extent - and which do not.
Furthermore, the quantiﬁcation of synchrony could be important in the area of
clinical psychology. H. S. Schaefer, Larson, Davidson, and Coan (2014) showed in
their study that phobic participants had a greater synchrony between neural ac-
tivation, physiological parameters, and self-report. However, it is unclear whether
synchrony is an indicator of psychopathology or just of the much more intense
sensation the patients tend to experience. Further, borderline personality disorder
(BPD) is supposed to be associated with a higher emotional reactivity, a higher
baseline emotion intensity, and maladaptive emotion regulation (Linehan, 1993).
Some empirical studies ﬁnd diﬀerences in the physiological and subjective reaction
towards emotion eliciting stimuli between patients with BPD and control groups
(Aleknaviciute et al., 2016), while others only report deviation only in sole pa-
rameters (Dixon-Gordon, Yiu, & Chapman, 2013), or no diﬀerences are reported
(Herpertz & Koetting, 2005). Hence, the research of physiological and subjective
synchrony during baseline and emotion eliciting conditions could provide valuable
information about the emotion processing for patients with BPD. In general, the
approach could be applied in future studies to help answer the question if the syn-
chrony of response parameters during emotions diﬀers in patients with a psychiatric
diagnosis.
Further, Sze et al. (2010) showed in their study that synchrony between car-
diac responses and subjective ratings during an emotion was higher for meditators
and dancers than for control subjects. They conclude that participants with a
higher body awareness have a more synchronous response in emotion. If response
synchrony is a trainable and changeable variable, it could be important for biofeed-
back applications (Thompson & Thompson L., 2003).
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3.3. Limitations and Future Perspectives
In the following section the limitations in terms of emotion elicitation and method-
ological issues are discussed. Furthermore, future perspectives are presented on the
basis of the results of this doctoral thesis.
3.3.1. Emotion elicitation
In this doctoral thesis, amusement, disgust, and fear were induced in a laboratory
setting by using pictures and ﬁlm-clips. In an artiﬁcial setting like the laboratory,
emotion might not be as naturalistic and intense as the daily emotional experi-
ence (Wilhelm & Grossman, 2010). The emotion elicitation of fear with pictures
revealed very low subjective intensity ratings. Whether the emotion was induced
with suﬃcient intensity, is doubtful and might be reﬂected in the low correct clas-
siﬁcation rates of fear when using pictures. On the other hand, the induction of
disgust with pictures led to high subjective intensity ratings. The use of other
physiological sensors, which can be more seamlessly connected to the participants,
such as wearable heart rate sensing devices might make it possible, in future stud-
ies, to induce emotions in a more realistic setting (Schäck, Sledz, Muma, & Zoubir,
2015). However, a more realistic setting for emotion induction often goes along
with an increase of body movements and outside noise, which reduces the validity
of the experiment. Further, physiological sensors are sensitive to body movements,
which could make the attribution to an emotional reaction more diﬃcult.
In each of the three presented studies in this doctoral thesis, only one emotion
was induced at a time. Further, in Manuscript B and Manuscript C the diﬀerent
intensity levels within the respective emotion were important. One might argue
that in each experiment diﬀerent emotional states should haven been induced in
order to see whether, for example, fear or anger was measured. On the other hand,
well validated and often applied material was used for the emotion induction in
each study. Furthermore, the discrimination between arousal and, for example,
fear was not made in this thesis. Arousal and intensity rating of an emotional state
is seen independently (e.g., Reisenzein, 1994) because one can have a high intensity
rating of boredom but a low arousal (Lyusin & Ovsyannikova, 2016). No supple-
mental material for the detection of valence and arousal was provided in the here
presented studies. In future studies, diﬀerent emotional states might be induced as
well as complementary material for the assessment of valence and arousal. In this
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way, physiological synchrony can be compared for diﬀerent emotional experiences
and for diﬀerent levels of valence and arousal. Another relevant factor should be
mentioned here. The majority of studies that classiﬁed emotions based on physio-
logical parameters induced at least one of the basic emotions (fear, anger, disgust,
sadness, happiness). However, in his meta-analysis D'Mello (2013) points out that
emotional states such as boredom, frustration, or engagement do not fulﬁll all cri-
teria of the basic emotions but are often more important for the user devices like
computer games or learning tutorials than the basic emotions themselves. Hence,
in the future, application-oriented emotions should be induced.
In the study of physiological synchrony, large interindividual diﬀerences were
observed which is in accordance with previous empirical results (Bulteel et al.,
2014; Hsieh et al., 2011; Mauss et al., 2005). Possible reasons for the interindi-
vidual diﬀerences are dispositional factors (e.g., interoceptive sensitivity; see also
Barrett, Quigley, Bliss-Moreau, & Aronson, 2004; Herbert, Pollatos, & Schandry,
2007) and situational factors (e.g., social acceptance of expression an emotion; see
also Cacioppo et al., 1992). However future studies are necessary to investigate the
reasons of the interindividual diﬀerences. Further, sex diﬀerences might account
for the variance as well (Polá£ková olcová & La£ev, 2017). Previous studies re-
garding synchrony mostly only had female participants (Bulteel et al., 2014; Butler
et al., 2014; Gentsch et al., 2014; Mauss et al., 2005; H. S. Schaefer et al., 2014).
Some results from gender research show that women have a higher emotional ex-
pressibility (Chaplin, 2014; Kring & Gordon, 1998) and show a higher increased
skin conductance level in disgust (Rohrmann & Hopp, 2008). Gender diﬀerences
in physiological and subjective synchrony in disgust or amusement was not the
research focus of this doctoral thesis, but should be considered in future studies.
3.3.2. Methodological issues
The studies presented in this cumulus also have methodological limitations that
will be discussed in the following section.
In general, the two studies reported concerning the research of synchrony limited
the investigation to the synchrony of physiological parameters. Hence, the results
can not be transferred to the synchrony between diﬀerent response modalities,
for example, the behavioral and physiological response modality. However, with
the approach presented in this thesis it will be possible to examine synchrony
between response modalities on an inter- and intraindividual level. Further, the
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three physiological parameters (heart, electrodermal activity, and respiration) were
selected, as they were repeatedly used in research to discriminate between diﬀerent
emotions (Kreibig, 2010). Of course, there are other physiological parameters that
can be included as indicator variables for a latent variable model, such as change
in electromyographic activity or ﬁnger temperature. Moreover, the connection
between brain activity and physiological changes would also be of interest. Using
the new approach, indicators of e.g. an electroencephalography can be inserted
into the model or used exclusively.
The presented quantiﬁcation approach in Manuscript A accounts for the non-
stationarity of the physiological data. However, synchrony of physiological param-
eters might be more complex and nonlinear (Lewis, 2005). The applied synchrony
measure is able to reveal linear interactions between the signals. The approach will
be extended to capture nonlinear interactions between the signals, even in presence
of motion artifacts, which will allow for assessing physiological synchrony in a more
naturalistic setting (see Schäck, Muma, Feng, Guan, & Zoubir, 2017). Further, the
approach can not include signals of constant amplitude, such as the data of the rat-
ing dial (similar to calculating the correlation between numbers that change with a
high frequency and numbers that change with a low frequency). Participants con-
tinuously rated their subjective experience during the emotional stimuli. However,
they did not constantly change their subjective rating, hence, values of the rating
dial remain constant for a certain time period. For such time intervals, the pro-
posed approach can not be used for the quantiﬁcation of synchrony of physiological
and subjective data. For the time being, this problem remains unsolved.
In retrospective, the study designs of Manuscript A and B can be improved
for future studies. In Manuscript A two funny ﬁlm clips were shown. In this
case, it is very diﬃcult to deﬁne when an emotion starts, when it ends and at
what point in time the participants found the respective ﬁlm clip funny. A rating
dial as in Manuscript B would have helped. Further, it is important to include
neutral stimulus material. Through the comparison of neutral and emotion eliciting
material, changes in physiological parameters can be attributed to the content
and not to a stimulus itself. In Manuscript B, pictures of neutral content were
shown in a baseline block and pictures of disgusting and neutral content were
shown in the experimental block. From 15 disgust pictures in total, the ﬁve most
disgusting pictures were chosen to ensure that emotions were evoked on a high
intensity level. In future, the number of pictures should be reduced to two to three
47
neutral-disgusting picture sequences and the disgusting picture block should also
include neutral-neutral picture sequences. In this form, it can be analyzed whether
the same response pattern can be found for neutral-neutral picture sequences when
the expectancy of a disgust picture might be higher. Moreover, following studies
should include pictures with a positive valence to see whether the early increase of
physiological synchrony can also be observed here (see also Bulteel et al., 2014). In
this scenario, anticipatory anxiety should be ruled out as a possible explanation.
Further, neutral and disgusting pictures were shown for 7 s with a 3 s black screen
in between. The chosen time frames were similar to other experimental designs
(e.g., Lang, Greenwald, Bradley, & Hamm, 1993; Stark, Walter, Schienle, & Vaitl,
2005). However, it may be possible that the total time of 10 s between the pictures
was not long enough to ensure that the arousal from the previous picture did not
interfere with the arousal of the following picture. Hence, in the future, as in
the experimental design of Manuscript C, pictures should have a longer exposure
time with a longer black screen between them. At last, it was not controlled for
possible avoidance behavior of the participants in Manuscript B and Manuscript C
(e.g., turning away, closing eyes). In future studies, avoidance behavior should be
controlled for, to prevent emotion regulatory eﬀects on the physiological data.
For the classiﬁcation of fear, two well-established classiﬁers from machine learn-
ing (kNN and SVM) were used in this doctoral thesis. Both classiﬁers are still being
used (e.g., Jatupaiboon, Pan-Ngum, & Israsena, 2015; Li et al., 2016). However, re-
cently more sophisticated methods have been applied, such as deep neural networks
(e.g., Al-Nafjan, Hosny, Al-Wabil, & Al-Ohali, 2017). Further, feature selection al-
gorithms (Swangnetr & Kaber, 2013; Wei & Jia, 2016) were not applied to the data,
since emotion relevant features according to Gramann and Schandry (2009) were
a priori selected. Since the applied features were not the main research question,
individual feature performance in classiﬁcation and the rank of features were not
presented. In future studies the respective feature performance should be presented
as well. In general, a standardization of physiological features used for classiﬁca-
tion analysis should be the focus of future studies. Moreover, a person-dependent
emotion classiﬁcation approach was used. This means that training and testing
data derived from the same person. Of course, for applications such as emotion
detection in vehicles of a car sharing provider, a person-independent classiﬁcation
is necessary. Here, an unknown person would be classiﬁed with the help of a large
training data base (Chueh et al., 2012). Because of the large interindividual dif-
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ferences in physiological parameters this is a diﬃcult task but the problem should
be addressed in the future. Further, an extension for the SVM classiﬁer was used
(T. F. Wu et al., 2004) to yield probability values for the respective class instead
of nominal zero/one results. Therefore, ﬁlm clips were divided into 15 s segments.
To ensure a classiﬁcation of emotions that is closer to real-time classiﬁcation, the
time segments should be reduced.
Summing up, the main contributions of this thesis were the presentation and
application of a new approach to quantify synchrony of response parameters in
emotion. Despite theoretical controversies, physiological synchrony in disgust and
amusement were shown. The classiﬁcation rates presented in this thesis were rather
low but emphasized the diﬃcult undertaking of classifying emotional states based
on physiological data on two diﬀerent measurment occasions.
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4. Manuscript A: A new
Approach for the
Quantiﬁcation of Synchrony of
Multivariate Non-Stationary
Psychophysiological Variables
During Emotion Eliciting
Stimuli
Abstract
Emotion eliciting situations are accompanied by changes of multiple variables asso-
ciated with subjective, physiological and behavioral responses. The quantiﬁcation
of the overall simultaneous synchrony of psychophysiological reactions plays a major
role in emotion theories and has received increased attention in recent years. From
a psychometric perspective, the reactions represent multivariate non-stationary in-
traindividual time series. In this paper, a new time-frequency based latent variable
approach for the quantiﬁcation of the synchrony of the responses is presented. The
approach is applied to empirical data, collected during an emotion eliciting situa-
tion. The results are compared with a complementary interindividual approach of
Hsieh et al. (2011). Finally, the proposed approach is discussed in the context of
emotion theories, and possible future applications and limitations are provided.
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4.1. Introduction
Researchers agree that emotion eliciting situations are accompanied by changes
of multiple variables associated with subjective, physiological and behavioural re-
sponses. The reasons for a possible coupling of the response variables is a topic of
ongoing discussion in various emotion theories. There is no uniform terminology to
describe the simultaneous changes of the response variables. The term 'coherence'
is frequently used (e.g., Dan-Glauser & Gross, 2013; Herring, Burleson, Roberts, &
Devine, 2011; Hsieh et al., 2011; Mauss et al., 2005; Reisenzein, 2000; Rosenberg
& Ekman, 1994; Sze et al., 2010) to describe the simultaneity of changes in the re-
sponse variables. Further terms that are used in the research community to describe
the interrelation of the responses are 'synchronization', 'organization of response
systems', or 'concordance'. Throughout this paper, the terms synchronization and
synchrony are interchangeably used to describe the simultaneous changes of re-
sponse variables. This article introduces a new approach for the quantiﬁcation of
the synchrony of the response variables that is able to account for non-stationarity.
A signal is non-stationary if its mean and covariance function are time-varying
(Brillinger, 2001). First, diﬀerent assumptions regarding the functionality of the
synchrony concept in diﬀerent emotion theories are explained. Subsequently, the
new approach, which basically consists of two steps, is introduced. In a ﬁrst step,
time-frequency based bivariate coherence measures are derived (Muma et al., 2010).
In a second step, these measures are used in an state space modeling approach to
obtain an overall synchrony measure of the simultaneous activation of psychophysi-
ological responses. The approach is then applied to empirical data collected during
an emotion eliciting situation and compared with a complementary approach of
Hsieh et al. (2011). Finally, the proposed approach is discussed in the context of
emotion theories, and possible future applications and limitations are provided.
On the functionality of synchrony of responses in emotion
theories
Emotion theories make diﬀerent assumptions regarding the functionality of a syn-
chrony of response variables: Basic emotion theories state that diﬀerent emotions
have distinct and coordinated patterns of physiological responses. According to
basic emotion theories, the speciﬁc psychophysiological response variables are acti-
vated simultaneously during an emotional experience but are less associated with
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each other during rest (Ekman, 1992; Izard, 1977; Levenson, 1994; Tomkins, 1962).
A synchronized response is desirable as it prepares the body for an adequate reac-
tion to a stimulus and leads to an appropriate reaction to environmental demands
(Ekman, 1992; Izard, 1977; Levenson, 1994; Tomkins, 1962). Diﬀerent emotional
responses are organized by central mechanisms in the brain, such as the amyg-
dala (e.g., LeDoux, 2000; Murphy et al., 2003; Whalen et al., 1998), orbitofrontal
cortex (e.g., Goodkind et al., 2012; Hornak, 2003; Murphy et al., 2003), the insu-
lar (e.g., Damasio et al., 2000; MacLean, 1990; Murphy et al., 2003), and other
brain regions (e.g., Ekman, 1992; Izard, 2011; Panksepp, 2008). The synchronized
speciﬁc responses in time and intensity have been interpreted as evidence for the
existence of a causal mechanism (e.g., Kettunen, Ravaja, Näätänen, Keskivaara, &
Keltikangas-Järvinen, 1998; Levenson, 2003). Further, emotions can also activate
so called 'aﬀect programs' that include behavioral and physiological changes, that
might be similar for diﬀerent individuals (Ekman & Cordaro, 2011; Tomkins, 1962).
For example, fear, anger, or amusement may be accompanied by a speciﬁc reaction
pattern in terms of subjective experience, physiology, and behavior (Ekman, 1992;
Levenson, 2011; Murphy et al., 2003; Panksepp & Watt, 2011).
A diﬀerent viewpoint is taken by so-called dimensional approaches that do not
classify the emotional experience in distinctive categories, such as anger or fear.
Instead, these approaches discriminate between diﬀerent emotional states by intro-
ducing a two-dimensional space that is spanned by valence (pleasure/displeasure)
and arousal (activated/deactivated) as suﬃcient means to discriminate between
diﬀerent emotional states (Barrett, 2006a; Barrett & Russell, 1998; Russell, 1980,
2003). Higher dimensional spaces have been proposed by, e.g., Bradley and Lang
(1994) or Fontaine, Scherer, Roesch, and Ellsworth (2007). The assumption that
an event causes an emotion and the emotion causes a synchronized, speciﬁc change
in cognition, behavior, and physiological reaction is criticized by Russell (2003).
Instead, in the conceptual framework of the core aﬀect, the hypothesis is made
that that emotions do not have a common cause. From this perspective, a syn-
chrony between the responses is not required (see also Barrett, 2006a; Russell,
2009). On grounds of genetic diﬀerences, personal experiences (e.g., Lykken &
Tellegen, 1996), responsiveness to stimuli, attributions, and other factors, individ-
uals can respond diﬀerently to the same emotion eliciting situation (Russell, 2003).
Hormonal changes, endocrine dysfunction, illness, satiety and diurnal rhythms can
internally inﬂuence the emotional response (Russell, 2003), which results in very
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speciﬁc patterns of psychophysiological variables on the intra- and interindividual
level.
A third body of research relies on the concept of appraisal. Appraisal indi-
cates an evaluation of the situation regarding its personal signiﬁcance (Lazarus,
1991) and therefore, in the same situation there can be a great variation between
the emotional state of individuals (Kuppens, Stouten, & Mesquita, 2009; Scherer,
Dan, & Flykt, 2006). Still, a synchronous response during an emotional episode is
expected (Scherer, 2009). Some of the appraisal theories view the appraisal of a sit-
uation, and not the event itself (as projected by the basic emotion theory; Russell,
2003), as a causal mechanism responsible for the elicitation of an emotion (e.g.,
LeDoux, 1989; Roseman et al., 1990; Schachter & Singer, 1962; Scherer, 1993).
Lewis (2005), on the other hand, assumes a recursive, complex relationship be-
tween subsystems of the nervous system and hence, not a linear relationship of one
causal mechanism followed by a cascade of responses. Grandjean et al. (2008) con-
sider various feedback loops between the synchronized response of the peripheral-,
motivational-, monitor-, cognitive-, and motor-system to be responsible for the con-
scious awareness of an emotion (e.g., Fries, 2005; Scherer & Ekman, 1984; Scherer,
1987, 2009). The synchrony of multiple response variables, however, is considered
to be necessary for a conscious emotional experience (Grandjean et al., 2008). Also,
several appraisal approaches support discrete categories of emotion (e.g., Oatley &
Johnson-laird, 1987; Roseman et al., 1990) while others approve the dimensional
perspective (e.g., Kuppens, Champagne, & Tuerlinckx, 2012; Scherer et al., 2006;
L. Wu, Winkler, Andreatta, Hajcak, & Pauli, 2012). The above approaches are
theoretical and the question remains how to quantify the synchrony of the response
variables. The speciﬁc response variables constitute multivariate time series with
time-varying distributions. Additionally, Dan-Glauser and Gross (2013) recently
stated that deﬁning a measure of synchrony is a challenging and timely topic in
emotion theory. In the following section, the results concerning the synchrony of
peripheral physiological response variables during emotion eliciting situations are
reviewed.
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The synchrony of peripheral physiological response variables
during emotion eliciting situations: A brief review of results
In early psychological research of emotion and stress, the synchrony of peripheral
physiological measures was a major focus of the analyses (Lacey & Lacey, 1958;
Lazarus et al., 1963; Nesse et al., 1985; Wenger, 1942). For example, the auto-
nomic response system (ANS) plays an important role during stress (e.g., Bibbey,
Carroll, Roseboom, Phillips, & de Rooij, 2013; Carroll, Lovallo, & Phillips, 2009),
posttraumatic stress disorder (e.g., Ehlers et al., 2010; Zucker, Samuelson, Muench,
Greenberg, & Gevirtz, 2009) or anxiety-disorders like panic-attacks (e.g., Meuret
et al., 2011; Roth, Telch, Barr Taylor, & Stewart Agras, 1988). Information on the
temporal interdependences of peripheral physiological measures can enhance the
understanding of the underlying functioning of the ANS (Kettunen et al., 1998;
McAssey, Helm, Hsieh, Sbarra, & Ferrer, 2013) and can provide important in-
formation about the psychophysiological processes during an emotional episode
(McAssey et al., 2013). However, it is unclear under which conditions, and to
what exact quantitative extent, a synchronous physiological reaction occurs (Hsieh
et al., 2011; McAssey et al., 2013). Applying intraindividual time series models,
Kettunen et al. (1998) reported that the synchronization between electrodermal
activity and heart rate within an individual is associated with a higher level of
arousal and behavioral activity (see also Lazarus et al., 1963). In their stochastic
network conﬁguration approach, Hsieh et al. (2011) found three clusters within an
overall system that is formed by 15 psychophysiological signals: one behavioral
cluster and two physiological clusters (blood pressure and cardiovascular param-
eters). They reported a higher synchronization between the diﬀerent clusters as
the intensity of an emotional stimuli was measured from a neutral condition, sug-
gesting that there is a higher association during an emotional experience episode.
A higher synchrony was also reported within each cluster. Based on brain activ-
ity analysis, Costa, Rognoni, and Galati (2006) found by using a synchronization
index, a higher synchrony of various EEG channels during emotional ﬁlm stimuli
than during neutral ﬁlm clips. Their results indicate a higher information exchange
during emotional responses (for similar results see also e.g., Miskovic & Schmidt,
2010).
Numerous studies on psychophysiological correlates of emotional stimuli have
been undertaken. However, reactions from emotion eliciting stimuli are not uni-
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versal on the inter- and intraindividual levels. Individuals vary in the intensity
and duration of an emotional episode in terms of subjective experience, physiolog-
ical and behavioral reactions (e.g., Grandjean et al., 2008; Kuppens et al., 2009).
Thus physiological response patterns during emotion tend to diﬀer between indi-
viduals (e.g., Kristjansson, Kircher, & Webb, 2007; Marwitz & Stemmler, 1998).
Kristjansson et al. (2007) applied a two level growth curve model, in which the
ﬁrst level explains the variance within participants and the second level the vari-
ance between participants. Marwitz and Stemmler (1998) used correlations and
ANOVA to analyze individual response speciﬁcity. The physiological responses
were found to be inﬂuenced by the individual appraisal (see Scherer, 2009, for an
overview), emotion regulation (e.g., Dan-Glauser & Gross, 2011; Gross & Leven-
son, 1993, 1997), and context speciﬁc attributes (see Cacioppo et al., 1992, for an
overview). Dan-Glauser and Gross (2011), Gross and Levenson (1993), and Gross
and Levenson (1997) used ANOVAs to detect the eﬀect of emotion regulation on
physiological data. Dan-Glauser and Gross (2013) showed in their study, by apply-
ing cross-correlations, that synchrony within the physiological channel decreased, if
participants were instructed to suppress their emotions. Lacey and Lacey (1958),
on the other hand, showed that the physiological response can also vary within
an individual (see also Cacioppo et al., 1992). As described in the previous sec-
tion, basic emotion theory, as well as some of the appraisal approaches, suggest
a higher intraindividual synchrony during emotion. Nevertheless, some responses,
e.g., respiratory and cardiovascular measures (respiratory sinus arrhythmia; RSA)
are also synchronized in order to assist biological functions within our body (Ben-
Tal, Shamailov, & Paton, 2012; Garcia, Koschnitzky, Dashevskiy, & Ramirez, 2013;
Yasuma, 2004).
In contrast to the large number of studies that examine the correlates of
emotional response systems to emotional stimuli (Bonanno & Keltner, 2004;
M. G. Calvo & Miguel-Tobal, 1998; Dan-Glauser & Gross, 2013; Hsieh et al.,
2011; Mauss et al., 2005; Reisenzein, 2000; Rosenberg & Ekman, 1994; Sze et al.,
2010), there are only a few empirical studies that provide a quantitative measure
of synchrony (Kettunen et al., 1998; Lacey & Lacey, 1958; Lazarus et al., 1963;
Nesse et al., 1985; Wenger, 1942). There may be several reasons for this: Firstly,
the analysis of physiological response variables is diﬃcult, since they require multi-
variate, nonlinear, and non-stationary analysis methods (Zong & Chetouani, 2009).
Non-stationarity arises when the joint probability density function (pdf) of the re-
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sponse variables changes over time (see next section for more details). Most of the
approaches applied so far e.g., cross-correlation, implicitly rely on the stationar-
ity of the physiological signals, and such an assumption is not fulﬁlled in practice
(Muma et al., 2010).
Secondly, specifying a model that quantiﬁes a time-varying synchrony of mul-
tiple response variables is not trivial (Dan-Glauser & Gross, 2013).
Thirdly, not only the psychophysiological responses, but also the emotions, im-
pose additional challenges and the demand for sophisticated analytical methods.
Emotions have often been treated as static phenomena, similar for diﬀerent indi-
viduals, and have been analyzed by using nomothetic approaches, neglecting the
intraindividual variability and the dynamic process of an emotional experience
(Kuppens et al., 2009). interindividual analysis of the mean values of physiolog-
ical responses overlooks the possible synchronous response within an individual
over time. Therefore, an intraindividual analysis is more appropriate for the anal-
ysis of synchrony (Hsieh et al., 2011; Lazarus et al., 1963; Mauss et al., 2005).
In the following section, a new approach, which takes the non-stationarity of the
data into account, is introduced for analyzing multivariate synchrony of peripheral
physiological measures in an individual during an emotional event.
4.2. A New Approach for the Quantiﬁcation of
Synchrony of Multivariate
Psychophysiological Signals
In this section, we introduce a new time-frequency based latent variable approach
for the quantiﬁcation of the synchrony of peripheral physiological responses, such
as the activity of the heart, respiration, and the electrodermal activity level. The
concepts of spectral bivariate coherence and time-frequency bivariate coherence
from a signal processing perspective are ﬁrst discussed. These concepts provide
the basis for the quantiﬁcation of synchrony of non-stationary psychophysiological
response variables. Bivariate coherences are used as indicators of a latent state-
space model, which quantiﬁes one latent synchronized variable4.
4In this paper a distinction between spectral coherence and synchrony is made. Spectral co-
herence is a well deﬁned bivariate measure in the signal processing literature (Brillinger, 2001;
Marple, 1987). The term 'synchrony' deﬁnes an underlying latent state of an overall system-wise
synchrony.
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Spectral bivariate coherence
A frequently used function to examine the linear relation at frequency f between
two signals x(t) and y(t), which are a function of time t, is the spectral coherence
CXY (f) (Brillinger, 2001; Marple, 1987), which is deﬁned according to
CXY (f) =
SXY (f)√
SXX(f)SY Y (f)
. (4.1)
Here, SXY (f), SXX(f), and SY Y (f) denote the cross-spectrum and the auto-spectra
of x(t) and y(t), respectively. The signals x(t) and y(t) can, e.g., be two diﬀerent
psychophysiological time series measurements. In practice, spectra can be esti-
mated, e.g. based on the periodogram, which is computationally eﬃcient, since
it uses the fast Fourier transform (FFT; Brigham, 2002). The raw periodogram
is not a consistent spectral estimate, since its mean-squared error does not de-
crease to zero as the number of samples used in the computation increases to
inﬁnity (Marple, 1987). Consistent spectral estimates can be obtained, e.g. by
Welch's and Bartlett's methods, by approaches that: (i) split the original measure-
ment into K segments, for which the periodogram is computed and (ii) obtain the
overall spectral estimate by averaging over the K periodograms of the segments.
Alternatively, consistency can be achieved by the Blackman-Tukey estimator which
performs a smoothing of the periodogram. This is achieved by a convolution of the
periodogram with a spectral window to reduce the variance. In the time-domain,
this operation corresponds to a multiplication of the sample covariance sequence
with a lag window of smaller size than the data size (Stoica & Moses, 2005).
CXY (f) displays the consistency-of-phase-relationship between x(t) and y(t)
and provides a frequency selective measure of the phase coupling between the two
signals (Brillinger, 2001).
The values of the magnitude squared coherence |CXY (f)|2 will always satisfy
the relationship 0 ≤ |CXY (f)|2 ≤ 1. Since CXY (f) is normalized by the prod-
uct of the auto-spectra (see Equation (4.1)), it is independent, e.g., of diﬀerent
amplitudes of x(t) and y(t). If x(t) and y(t) are completely uncorrelated, their
coherence will be zero. If, on the other hand, |CXY (f)|2 = 1 then y(t) can be
fully predicted from x(t) by a linear and time-invariant system (Marple, 1987).
The case |CXY (f)|2 < 1, as described in Bendat and Piersol (1990), may be either
due to: (i) noise entering the measurements, (ii) a non-linear functional relation-
ship between the signals, or (iii) further inputs in addition to x(t) contributing to
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the output. It should be emphasized, however, that the above mentioned state-
ments about CXY (f) are only valid for second order stationary signals (Bendat &
Piersol, 1990; Brillinger, 2001; Marple, 1987). Second order stationarity implies
a constant mean and variance, as well as an autocovariance function that does
not depend on t. To overcome the limitations that arise from the assumption of
stationary signals, coherence measures for non-stationary signals have been devel-
oped. These are based on the wavelet transform (Grinsted, Moore, & Jevrejeva,
2004) and time-frequency distribution based methods (Matz & Hlawatsch, 2000;
Muma et al., 2010; Orini, Bailón, Mainardi, Laguna, & Flandrin, 2012; White &
Boashash, 1990). The following example illustrates some limitations of classical
spectral coherence analysis and provides motivation for the use of time-frequency
representations. Figure 4.1 displays the time, frequency, and joint time-frequency
representations of two non-stationary signals x(t) and y(t).
• x(t) consists of a superposition of a linear frequency modulated signal (a
signal that consists of a single frequency component whose instantaneous
frequency changes linearly over time; starting at 1 Hz for t = 0 and reaching
2 Hz at t = 20 seconds) and two sinusoidal signals with frequencies of 3 Hz
and 4 Hz.
• y(t) consists of a superposition of a linear frequency modulated signal (an
instantaneous frequency starting at 1 Hz for t = 0 and reaching 2 Hz at
t = 20 seconds) and a sinusoidal signal with a frequency of 4 Hz and of 10
seconds duration.
The time-frequency representation, like a sheet of music, displays the frequency
content of a signal evolving over time. This wealth of information is lost when
only the frequency domain is considered, since in the spectrum estimation process,
averaging over time is performed. The loss of information is passed on to the
spectral coherence measure CXY (f). Figure 4.2 (ﬁrst panel) displays the spectral
coherence estimate for the above example. CXY (f) only indicates that there is
a high synchrony between x(t) and y(t) in the frequency region between 1 and 2
Hz, but the evolution/progression over time is averaged out. Furthermore, CXY (f)
takes a value of about 0.5 at a frequency of 4 Hz, suggesting a moderate coupling
between the signals. This average value neglects the fact that the coherence is
nearly equal to one for half of the time and zero for half of the time. These
examples illustrate, if the signals are non-stationary, i.e. their spectra evolve over
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time, that it is important to take the time variation information into account when
establishing measures of coherence.
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Figure 4.1. Example of two non-stationary signals in time, frequency and time-
frequency domains.
Time-frequency bivariate coherence
The notion of time-frequency (TF) coherence was ﬁrst deﬁned by White and
Boashash (1990) and then extended by Matz and Hlawatsch (2000). The deﬁnition
is
CXY (t, f) =
SXY (t, f)√
SXX(t, f)SY Y (t, f)
, (4.2)
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Figure 4.2. Spectral coherence and time-frequency coherence of the simulated non-
stationary signals.
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where SXY (t, f), SXX(t, f) and SY Y (t, f) are the cross and auto time-frequency
distributions of x(t) and y(t), respectively. There exist some conditions, which are
stated in Matz and Hlawatsch (2000), that are necessary for CXY (t, f) to be well
deﬁned and produces meaningful results. In particular, these conditions guarantee
that 0 ≤ |CXY (t, f)|2 ≤ 1, where |CXY (t, f)|2 = 0 for uncorrelated signals and
|CXY (t, f)|2 = 1 if x(t) and y(t) are related via a linear time-invariant ﬁlter of
suﬃciently short length compared to the stationarity width (for details see White
& Boashash, 1990).
The time-frequency distribution used in this paper, is the spectrogram which
satisﬁes the conditions for CXY (t, f) to be well deﬁned and has been suggested for
use in TF coherence estimation by White and Boashash (1990). The spectrogram
is based on the short-term Fourier transform (STFT), and is simply a sequence
of FFTs of windowed data segments, where the windows overlap in time. The
spectrogram is deﬁned as the magnitude square of the elements of the STFT. The
spectrogram yields a time-frequency plot which contains columns of spectral esti-
mates for a speciﬁc moment in time. In addition to the choice of the nature of the
time-frequency distributions that underpin SXX(t, f), SY Y (t, f) and SXY (t, f), it
is also necessary to perform a smoothing operation on the distributions, Matz and
Hlawatsch (2000). In this paper, as in Muma et al. (2010), the smoothing is per-
formed by a 2 dimensional ﬁltering with a Gaussian kernel as shown in Figure 4.3.
The parameters of the Gaussian kernel deﬁne the time and frequency resolution
capability of CXY (t, f) and have been chosen such that both sharp changes in time
(time resolution) and individual frequency regions of interest (frequency resolu-
tion) can be resolved. Figure 4.2 (second panel) illustrates the resolution capabili-
ties based on the signals displayed in Figure 4.1. It can be seen that CXY (t, f) is
able to display the time-varying coherence of the two non-stationary signals. As
discussed earlier, this is not possible with the spectral coherence CXY (f), alone.
Similarly, time domain methods, that rely on stationarity, e.g. correlation coef-
ﬁcients, cannot adequately describe the time-varying relationship between these
two exemplary non-stationary signals. In particular, computing the correlation
coeﬃcient relies on a non time-varying correlation function (i.e., stationarity).
To illustrate the usefulness of time-frequency based methods for analyzing psy-
chophysiological data, three synchronously measured signals have been considered:
An electrocardiogram (ECG) signal, a respiratory signal, and a signal measuring
the electrodermal activity level (EDA). The results are shown in Figure 4.4. Vi-
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Figure 4.3. The implementation of the Gaussian smoothing kernel. Smoothing of
the time-frequency distributions is necessary for CXY (t, f) to be well deﬁned and
produce meaningful results.
sual inspection quickly reveals that the spectra change over time, indicating the
non-stationarity of the signals. A more formal testing for stationarity of some
physiological signals, among them ECG signals and respiratory signals, has been
performed in Muma et al. (2010) using a frequency domain test, suggested by
Brcich and Iskander (2006). The test is able to determine if stationarity exists at
a given frequency region of interest. The test, in general, rejected the hypothesis
of stationarity for ECG and respiratory signals.
As can be seen in Figure 4.4, the power of the signals is not evenly spread out
in the time-frequency plane, but instead is concentrated in delineated regions. If
only one such region exists, the signal is referred to as 'mono-component', while
if multiple delineated regions exist, the signal is referred to as 'multi-component'.
For example, a linear frequency modulated signal is a mono-component signal. An
ECG signal is a multi-component signal, which consists of the pulse frequency re-
gion (varying between about 1.2 and 1.4 Hz for the example shown in Figure 4.4,
ﬁrst panel) and its harmonics, which are located in regions given by integer mul-
tiples of the pulse region. The power of the EDA (Figure 4.4, second panel) and
respiration (Figure 4.4, third panel) signals is primarily concentrated in one region,
with only a small amount of power in other regions. Unlike the ECG and respi-
ration signals, the EDA, in general, does not have a cyclic nature, but contains
trends and abrupt changes. Most of its signal power is concentrated in the lowest
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frequencies (see Figure 4.4, second panel) and forms the delineated region of the
EDA in the time-frequency plane. However, analysis of the EDA data showed that
the EDA signal also contains power in other regions during some time intervals. For
example, frequency domain analysis shows that both the EDA data of Figure 4.5
(ﬁrst panel) and the synchronously measured respiration signal Figure 4.5 (second
panel) contain power in the region around 0.4 Hz. Coherence analysis can reveal
whether this is a coincidence. An interesting question is if or when this coherence
occurs and whether the method of coupling depends on an emotional state. The
existence of a small amount of power in higher frequency regions of the EDA sig-
nal, is evident in Figure 4.6 where the element-wise logarithm of the time-frequency
distribution of the EDA signal depicted in Figure 4.4, second panel, is shown. For
this example, the pulse frequency region and its harmonics become clearly visible
in the EDA signal. For a thorough analysis of EDA signals, the interested reader
is referred to (Lim et al., 1997) .
Figure 4.7 plots the pairwise coherences (as given by Equation (4.2)) of the three
signals. For this example, the coherence between the ECG and EDA signals (ﬁrst
panel) is 'high' in the pulse frequency region and its harmonics, while it is 'low' in
the frequency region that contains most of the EDA signal power. The coherence
between the ECG and respiration signals (second panel), on the other hand, takes
maximal values at the respiration frequency region, is 'moderate' at the pulse
frequency region and its harmonics, and 'low' elsewhere. The coherence between
the EDA and the respiration signals (third panel) is low for the respiration and EDA
frequency regions and 'moderate' elsewhere. Instead of a narrative description of
the pairwise relationships, we brieﬂy describe a scalar measure which quantiﬁes
this information. For this, the concept of coherences within delineated regions in
the time-frequency plane, as detailed in Muma et al. (2010), is followed. Figure 4.8
shows the pulse and respiration frequency regions. Muma et al. (2010) proposed
an algorithm to detect these regions within the time-frequency plane. The idea of
the algorithm, in brief, is: First, the frequency of the auto-spectrum that contains
maximal energy fmax,0 is determined for a data segment, in our case, of length
10 seconds. The frequency of maximal energy fmax(t) of the non-stationary signal
varies around fmax,0 and can be found by searching near the maximal value of the
periodogram at each time instant. The delineated regions include all neighboring
frequencies for which the power drops less than 3 decibel compared to fmax(t). By
applying a mask onto CXY (t, f), which is equal to one within the detected regions
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Figure 4.4. Example of ECG, EDA and respiration signals in time, frequency and
time-frequency domains.
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Time−Frequency Representation
Figure 4.5. Example of synchronously measured EDA and respiration signals that
both contain a cyclic component at the frequency region of approx. 0.4 Hz.
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Figure 4.6. Element-wise logarithm of the time-frequency distribution of the EDA
signal depicted in Figure 4.4, second panel. For this example, the pulse frequency
region and its harmonics become clearly visible in the EDA signal.
and zero elsewhere (see Figure 4.8), analysis is restricted to the regions of interest.
Note that, unlike classical spectrum based heart rate variability (HRV) analysis,
(e.g., Niskanen, Tarvainen, Ranta-Aho, & Karjalainen, 2004; Acharya, Joseph,
Kannathal, Lim, & Suri, 2006) and references therein, ﬁxed frequency bands (VLF,
LF, HF), which are set a-priori and remain constant over time, are not assumed.
Our algorithm automatically adapts the frequency region of interest over time to the
data at hand. Based on this, scalar time-varying coherence measures between two
signals, such as, for example, the average coherence at a frequency region of interest
for each time instant, can be determined. Figure 4.9 plots the pairwise (bivariate)
coherence measure for the three signals in the respective frequency regions. It
is clearly visible from these examples that a coupling between the signals exists
and that the amount of synchronization varies over time. In the next section, a
system-wise coherence measure based on the pairwise coherences, is deﬁned.
A latent state space modeling approach to a system-wise
synchrony measure
In this subsection, the well-known state space modeling approach (e.g., Durbin &
Koopman, 2001) is used to specify an overall synchrony measure. The basic idea
is to use the multivariate time series of pair-wise coherence measures within delin-
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Figure 4.7. Example of coherences between ECG, EDA, and respiration signals
in the time-frequency domain. The ﬁrst panel shows the coherence between the
ECG and EDA signals, the second panel shows the coherence between the ECG
and respiration signals, and the third panel shows the coherence between the EDA
and respiration signals.
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Figure 4.8. Example of coherences within delineated regions, i.e. the pulse and
respiration regions, between ECG and respiration signals.
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Figure 4.9. Example of the pairwise coherence measure based on the concept of
delineated regions in the time-frequency plane as shown in Figure 4.8. Series 1 & 2
plots the coherence of the ECG and EDA signals in the pulse region (solid) and EDA
region (dashed), respectively. Series 3 & 4 depict the coherence of the respiration
and EDA signals in the respiration region (solid) and EDA region (dashed). Series
5 & 6 depict the coherence of the respiration and ECG signals in the pulse region
(solid) and respiration region (dashed).
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eated frequency regions (see previous subsection and Figure 4.9) and to specify a
measurement model that operationalizes a latent variable which represents an un-
derlying state of an overall system-wise synchrony. In addition to the measurement
model, a structural model describes the regression of a state relative to its previous
states.
For a given individual i, the speciﬁcation of the measurement and structural
model is given in the so-called non-innovation form (e.g., P. D. Gilbert, 1993):
zit = Htξit +Rteit (4.3)
ξit = Ftξi(t−1) +Gtuit +Qtηit (4.4)
In the measurement model (Equation (4.3)), we assume that a given p-
dimensional observed variable zit, at time point t, can be regressed on a q-
dimensional (latent) state vector ξit, where eit is a p-dimensional residual vector
(white noise). The variable zit hereby includes the pair-wise coherence measures in
selected frequency regions (delineated regions), whereas ξit represents the overall
synchrony for an individual i at time point t, which is the variable of interest. The
estimation of the pair-wise coherence measures is described in the previous section.
Ht and Rt are time-varying coeﬃcient matrices, respectively of dimensions (p× q)
and (p × p) that reﬂect the time-varying relationship between the latent variable
vector ξit and the observed variable vector zit, and the time-varying relationship
between the residual vector eit and the observed variable vector zit, respectively.
In the structural model (Equation (4.4)), it is assumed that the state vector ξit can
be regressed on a previous state vector ξi(t−1) and on a m-dimensional covariate
vector uit (e.g. an intervention), where ηit is a q-dimensional latent residual (white
noise) vector. Again, Ft(q×q), Gt(q×m), and Qt(q×q) are time-varying coeﬃcient
matrices. The coeﬃcient matrix Ht indicates the time-dependent strength of the
relationship of the state variable ξit and its indicators/measures.
Predictions of latent states (ξi(t+1)) can be conducted, for example, by applying
the Kalman ﬁlter (e.g. Grewal & Andrews, 2001; Shumway & Stoﬀer, 2006). By
using a smoothing algorithm (e.g. Durbin & Koopman, 2001), scores for the latent
variable ξit can be derived for the time series. The model parameters can be, for
example, determined via a maximum likelihood estimator and imposing additional
distributional assumptions (for example, normality of the latent variable ξit). It
is not possible to freely estimate all the parameters in Equations (4.3) and (4.4).
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In order to have an identiﬁed model, the typical additional restrictions of latent
variable modeling (e.g. scaling variables) are needed (Bollen, 1989). For a given
individual i the time-dependent pattern of the parameters reﬂects the changing
structural relationship of the individual reactions in the observed variables over the
course of time; speciﬁcally, here, the psychophysiological responses (e.g. Marwitz
& Stemmler, 1998). The time series of the resulting latent states ξit represents the
course of the overall system-wise synchrony.
Figure 4.10 gives an example of a time series of the system-wise synchrony mea-
sure (latent state variable ξit) during an emotional episode. The ﬁrst ten seconds
(100 points) show the synchrony while a participant was watching a aﬀective neu-
tral picture (barstool: #7025) of the International Aﬀective Picture System (IAPS;
Lang et al., 2008). During the last ten seconds (100 points) the participant was
confronted with a disgust eliciting picture (half ripped-oﬀ ﬁnger: #3150). As a
descriptive result, it can be seen the overall synchrony measure was, on average,
higher during the disgust eliciting picture than during the neutral picture.
Figure 4.10. Example of an overall synchrony measure while a participant was
watching a neutral picture and a disgust eliciting picture for 10 seconds each.
4.3. Application of Two Approaches for the
Quantiﬁcation of Synchrony Using Data from
an Emotion Regulation Study
In this section, we illustrate the application of the proposed measure of synchrony,
and the application of a measure proposed by Hsieh et al. (2011), to data from a
larger emotion regulation study where psychophysiological signals were collected
while participants were watching funny ﬁlm clips. First, a short description of the
larger study, is given. Second, assuming that the induction of emotions leads to
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person-speciﬁc changes in synchrony of the psychophysiological signals, the time
series of the overall synchrony measure is analyzed by applying the proposed ap-
proach. Third, the results are compared with those obtained by using the approach
for the quantiﬁcation of the (aggregated) synchrony of Hsieh et al. (2011).
Description of the emotion regulation study
Participants The sample of the emotion regulation study consisted of 58 German
male undergraduate students of engineering. The mean age of the overall sample
was 23.11 years (SD = 3.72). The procedure was fully explained to participants
before written informed consent was obtained. Participants took part in a lottery
where they could win a portable media player.
Procedure Participants watched a random sequence of two funny clips (each
ten-minutes long), which were cuts of the German version of the slapstick comedy
ﬁlm "You Don't Mess with the Zohan", starring Adam Sandler. In a small pilot-
study, ratings of the clips showed that one ﬁlm clip was slightly funnier than the
other. Blood pressure was measured ﬁve and ten minutes after each clip. Physiolog-
ical measures were obtained continuously, and self-reported ratings of experienced
amusement were collected for each ﬁlm clip.
Measures The data consisted of physiological and subjective responses during
the ﬁlm clips. The subjective responses are not considered here. Physiological mea-
sures were continuously sampled with a frequency of 256 Hz. The following signals
were obtained using a BIOPAC MP150 System (Biopac Systems Inc, 2011): ECG,
EDA, and respiration signals. In addition to these continuous signals, discrete mea-
sures of systolic and diastolic blood pressure were taken every ﬁve minutes. In this
article, analysis was restricted to the ECG, the EDA, and the respiration signal.
Motion artifacts in the ECG signals were removed using a method proposed by
Strasser, Muma, and Zoubir (2012).
Application of the proposed approach for the quantiﬁcation
of synchrony
In order to obtain an overall quantity of the synchrony, the following two step pro-
cedure was applied. First, the time-frequency based pairwise coherence measures
were obtained. Using three signals (here: ECG, EDA, and respiration) results in
six pairwise measures (two measures for each pair of physiological signals; see for
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example Figure 4.9). Figure 4.11 gives an example of the six resulting time series
for one participant over a period of 120 seconds. During the ﬁrst 60 seconds, the
participant was watching the ﬁlm clip, which was rated as moderately funny. Dur-
ing the last 60 seconds, the participant was shown the funnier ﬁlm clip. As can be
seen from Figure 4.11, some of the pairwise measures are very similar (for example
Series 5 and 6).
Figure 4.11. Example of six time-frequency based pairwise coherence measures
(series) for one individual watching funny ﬁlm clips. Series 1: ECG-EDA coherence
(EDA region), Series 2: ECG-EDA coherence (ECG region), Series 3: RE-ECG
coherence (ECG region), Series 4: RE-ECG coherence (RE region), Series 5: RE-
EDA coherence (EDA region), Series 6: RE-EDA coherence (RE region). During
the ﬁrst 60 seconds, the participant was watching a ﬁlm clip, which was rated as
moderately funny. During the last 60 seconds, the participant was shown a funnier
ﬁlm clip.
Second, the obtained pairwise measures zit = (z1it, z2it, ..., z6it)T were indicators
of a single overall latent variable ξit time series of the system-wise synchrony using
the state-space modeling approach as described above (cp. Equation (4.3)). For a
given person i, the measurement variable vector is given as:
zit = (z1it, z2it, ..., z6it)
T = (a1i, a2i, ..., a6i)
T + (h1i, h2i, ..., h6i)
Tξit + (e1it, e2it, ..., e6it)
T
(4.5)
where a1i, ..., a6i represent additional intercepts, h1i, h2i, ..., h6i are loadings, and
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e1it, ..., e6it ∼ N(0, σe). N(0, σe) is the zero Gaussian distribution with a standard
deviation equal to σe. The latent variable ξit was assumed to be uni-dimensional
(see Equation(4.4)), reﬂecting the overall synchrony. For a given person i, the
structural model is given as:
ξit = g1i + f1iξi(t−1) + ηit (4.6)
where g1i is an intercept, f1i is a regression coeﬃcient, and ηit ∼ N(0, ση). Figure
4.12 provides examples of overall synchrony measures for two participants. Again,
during the ﬁrst 60 seconds, participants were watching a ﬁlm clip, which was rated
as moderately funny. During the last 60 seconds the participants were shown a
funnier ﬁlm clip.
Figure 4.12. Example for two overall synchrony measures for two participants.
During the ﬁrst 60 seconds, the participants were watching a ﬁlm clip, which was
rated as moderately funny. During the last 60 seconds, the participants were shown
a funnier ﬁlm clip.
Table 4.1 presents parameter estimates, standard error estimates, and conﬁ-
dence intervals for two participants (see Equations (4.5) and (4.6)). The results
between the two participants vary substantially. As can be seen from Table 4.1, for
participant #1 the loadings h1 and h3 are not signiﬁcant and thus the measures z1
and z3 are not reliable indicators of synchrony. The other indicators (z2, z4, z5, z6)
indicate the degree of overall synchrony. In contrast, for participant #2 a diﬀerent
set of indicators (z1, z4, z5, z6) imply an overall level of synchrony. Furthermore, the
sign of the loading of indicator z4 is diﬀerent, which means that for participant #1
an increase in the overall synchrony leads to an increase in the relationship of the
two variables associated with respiration and EDA (h4 = 0.97), while for partici-
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pant #2 an increase in the overall synchrony leads to an decrease in the relationship
of the two variables associated with respiration and EDA (h4 = −0.39). These sim-
ple examples show that the patterns of synchrony of the psychophysiological signals
are very person-speciﬁc.
Table 4.1.
Parameter Estimates (Est.), Standard Errors (SE) and 95%-Conﬁdence Intervals
(CI) of the Parameter Estimates Obtained From the Estimated Latent State Space
Model Approach for the Quantiﬁcation of an Overall Measure of Synchrony. During
the First 60 Seconds, the Participants Were Watching a Film Clip, Which was Rated
as Moderately Funny. During the Last 60 Seconds, the Participants Were Shown a
Funnier Film Clip.
Participant #1 Participant #2
Est. SE low.CI up.CI Est. SE low.CI up.CI
h1 0.0166 0.1157 -0.2283 0.2320 1.1227 0.1289 0.8430 1.3720
h2 0.3134 0.1146 0.0795 0.5366 -0.2842 0.1435 -0.5420 0.0113
h3 0.2358 0.1144 -0.0162 0.4614 -0.0065 0.1526 -0.2967 0.2801
h4 0.9739 0.0988 0.7768 1.1625 -0.3869 0.1470 -0.6510 -0.0572
h5 1.4766 0.0924 1.2625 1.6341 1.3736 0.1205 1.1132 1.5821
h6 1.5386 0.0897 1.3394 1.6910 1.4772 0.1185 1.2175 1.6918
a1 0.7722 0.0731 0.6328 0.9305 -0.0278 0.0846 -0.1662 0.1657
a2 0.5616 0.0730 0.4189 0.7109 0.7988 0.0854 0.6161 0.9467
a3 0.4650 0.0714 0.3289 0.6155 0.5641 0.0911 0.3933 0.7405
a4 0.0404 0.0654 -0.0762 0.1814 0.9493 0.0888 0.7423 1.1042
a5 -0.4537 0.0635 -0.5592 -0.2991 -0.3172 0.0801 -0.4389 -0.1175
a6 -0.5598 0.0603 -0.6554 -0.4261 -0.4451 0.0818 -0.5591 -0.2404
σe 0.0225 0.0012 0.0198 0.0248 0.0285 0.0016 0.0251 0.0313
f1 0.9243 0.0566 0.7389 0.9580 0.9145 0.0578 0.7267 0.9585
g1 0.0462 0.0343 0.0254 0.1575 0.0499 0.0325 0.0221 0.1488
ση 0.0035 0.0010 0.0018 0.0056 0.0028 0.0009 0.0012 0.0050
ξ0 0.6832 0.0968 0.5025 0.8725 0.7912 0.0945 0.6101 0.9928
Note. Conﬁdence intervals were obtained using a (parametric) bootstrap procedure provided by
the MARSS package in R-project.
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Application of a complementary approach for the
quantiﬁcation of the synchrony proposed by Hsieh et al.
(2011)
To provide a comparison to existing procedures, the recently proposed method by
Hsieh et al. (2011) is applied to the dataset. The method estimates an aggregated
system-wise synchrony by creating a stochastic network, where high connectivity
corresponds to high synchrony of the J = 3 signals (here: ECG, EDA, and respi-
ration signals).
First, receiver operating characteristics (ROC) were obtained. For a random
variable X, the ROC displays the probability of correct detection, i.e. the prob-
ability of correctly accepting the null hypothesis, as a function of x, versus the
probability of false alarm, i.e. the probability of falsely accepting the null hypoth-
esis, as a function of x. In our experiment the null hypothesis (H0) is associated
to the time interval with the moderate funny ﬁlm clip, i.e. the baseline, while the
alternative (H1) is associated with the funnier (emotionally more activating) ﬁlm
clip. The ROC area A is deﬁned as the area between the ROC curve and a diagonal
line given by an identity function:
A =
∫ 1
0
(P (H0|H0, x)− c(x))dP (H0|H1, x)
dx
dc(x).
Here, c(x) is a linear function, that maps the interval of x onto the interval
[0, 1], which is equivalent with the diagonal line in this context. P (H0|H0, x)
and P (H0|H1, x) are the probabilities of correct detection and false alarm given
a threshold at x, respectively (Hsieh et al., 2011). For the signals acquired while
the participants were watching both ﬁlm clips, in accordance with Hsieh et al.
(2011), are divided into K
2
= 12 non overlapping segments. The ROC areas were
then calculated by deﬁning P (H0|H0) as the probability of deciding for a particular
ﬁlm clip given that the participants were actually watching this ﬁlm clip. In this
case, we used the cumulative distribution function (CDF) of the single segments,
and P (H0|H1) as the probability of deciding for a particular ﬁlm clip given that
the other ﬁlm clip was watched. P (H0|H0) and P (H0|H1) are used to form the
CDFs of the baseline and of the activation phase, respectively.
In the second step, the Spearman rank coeﬃcients of the ROC areas of 24
non-overlapping blocks were calculated. These were formed by 12 blocks of 50
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seconds each from the emotionally neutral phase and 12 blocks of 50 seconds each
from the emotionally eliciting phases. It should be noted that the acquired signal
blocks exhibited a non-stationary character. By calculating the Spearman rank
coeﬃcients of the ROC area sequences of the non-stationary signal blocks for each
individual and signal-pair, a single scalar value is obtained as an averaged measure
of coherence. This scalar does not take into account any stochastic changes of the
signals, and, hence, it disregards signiﬁcant information. Applying this procedure
to every subject and signal pair, yields a J × J rank coeﬃcient matrix for each
subject and phase. Applying
pˆ(h|j, j′) = 1
M
max
{
M∑
m=1
1{ρˆ(m)(j,j′)>h},
M∑
m=1
1{ρˆ(m)(j,j′)<−h}
}
(4.7)
from Hsieh et al. (2011) with the critical value h = 0.344 taken from the Spearman
rank distribution table (see Spearman; for n = 24 and α(1) = 0.05), yields a J × J
matrix, called the partition matrix:
pˆ(h) =
 − 0.3820 0.47200.3820 − 0.3146
0.4270 0.3146 −
 ,
Here the 1st, 2nd, and 3rd rows and columns belong to the ECG, EDA, and
respiratory signals, respectively.
In the third step, a stochastic network was deﬁned, where the nodes corre-
spond to the ECG, EDA, and respiratory signals, and the edges were deﬁned
by values from the partition matrix pˆ(h). To introduce randomness, a matrix
u was formed whose entries were generated by the uniform distribution on the
interval [0, 1]. In general, an edge between two nodes j, j′ was established, if
bcon(j, j
′) = p(j, j′) > u(j, j′), i.e., if the Boolean matrix bcon had a '1' entry at
(j, j′). If p(j, j′) ≤ u(j, j′), there was no connection between j and j′ nd the cor-
respondent entry in the bcon matrix was 0. Each node of the stochastic network is
either activated or inactive. To test for system-wise synchrony, in the beginning, a
node must be selected for activation. After activation, the node sends a signal, via
its edges, to other directly connected nodes, which then activate their neighboring
nodes. After sending out the signal, the node that was activated in the ﬁrst place
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becomes inactive. This activation, and inactivation, of nodes was iterated until (i)
all nodes became activated, in which case system-wise synchrony was achieved, or
(ii) a system state was obtained for which system-wise synchrony was impossible
to achieve. For J nodes, this was done J times, each time activating a diﬀerent
node at the beginning. In our case of J = 3 nodes, system-wise synchrony could
only be achieved by a fully connected network. Based on a Monte Carlo simulation
with 10,000 repetitions, the stochastic network achieved system-wise synchrony 511
times. Thus, the resulting stochastic network had a probability of about 5.1% to
achieve system-wise synchrony.
Due to the previous averaging over the subjects, the calculated probability gives
us an expected value for achieving system-wise coherence for any of the given sub-
jects. It is important to realise that the result of the simulation is not dependent on
an individual subject and that the results depend on the assumption of stationarity.
4.4. Discussion
A new approach for the quantiﬁcation of synchrony of multivariate non-stationary
psychophysiological signals has been proposed. After calculating bivariate time-
frequency based coherence measures, a state space modeling procedure was applied
to obtain an overall measure of synchrony. The approach gives information on the
intraindividual level about the course of synchrony of psychophysiological reactions.
Methodological and substantive considerations
The use of multivariate time series of physiological reactions for the quantiﬁcation
of an overall synchrony has several methodological and substantive implications.
Firstly, the approach provides time-sensitive information about the intraindividual
level of synchrony. Thus, it is complementary to alternative approaches, which give
information on cross-subjects based (aggregated) synchrony. See, for example the
approach proposed by Hsieh et al. (2011)5.
5On p. 143 of their publication, Hsieh et al. write: There is a growing body of psychological
literature questioning whether aggregates are useful descriptions of the individual (e.g., Hamaker,
Dolan, & Molenaar, 2005; Molenaar, 2004; Nesselroade & Molenaar, 1999. Our ROC curve
analyses were conducted at the individual level and this information was then compiled in all
subsequent analytic steps. Although perhaps not an optimal approach, our analyses were built
upon individual information."
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Secondly, the proposed approach also provides information about the interindi-
vidual diﬀerence of the structure of the synchrony measure. Speciﬁcally, the person-
speciﬁc reaction patterns of how the physiological signals are related with the (la-
tent variable) synchrony have been quantiﬁed. The factor loadings within the state
space approach provide person-speciﬁc information on how the simultaneous acti-
vation of two given signals, e.g. ECG and EDA signals, is determined by an overall
synchrony and whether the same signals are reliable indicators of synchrony across
individuals. As we have seen from the above discussed empirical example, this is
not necessarily the case.
Thirdly, by applying the time-frequency based procedure from Muma et al.
(2010), the proposed approach directly addresses problems of non-stationarity. In
general, non-stationarity is a challenge in the examination of time series (Scharf,
1991; Vaseghi, 2008). When a relationship between longitudinal data has to be
quantiﬁed, non-stationarity leads to a underestimation of the time-dependent rela-
tionship (see examples from above).
Fourthly, a practical implication of the proposed approach is that researchers
are given a simple two step tool, which is able to answer foundational research
questions from emotion theory. The (real time) temporal resolution of synchrony
of (non-stationary) measures allows for a person-orientated identiﬁcation of re-
sponse systems that have changing distributional characteristics over time (for ex-
ample respiration rate). By addressing substantive questions on the intraindividual
level the construct validity of concepts based on psychophysiological data can be
strengthened (Borsboom, Mellenbergh, & van Heerden, 2003).
Lastly, there are implications for emotion theory. The proposed approach fa-
cilitates assessing whether emotion eliciting stimuli lead to a stronger synchrony
of psychophysiological reactions during positive and negative emotional states. In
principle, within the time series representation of the state space model, treatment
eﬀects can be speciﬁed. With our empirical data collected from a study on humor
we only found weak (descriptive) eﬀects between two funny ﬁlm clips. However, re-
cent results from other studies on disgust indicate that diﬀerences between phases
can be found. Based on our research, it is possible to conclude that testing for
treatment eﬀects in a time series is a precise and powerful tool which is in some
cases superior to examining treatment eﬀects with aggregated data.
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Limitations and future directions
The proposed approach provides novel possibilities for analyzing psychophysiolog-
ical signals, nevertheless it also has some limitations. Both are brieﬂy discussed:
Although being able to incorporate non-stationary signals, the proposed approach
is not capable of analyzing signals of constant amplitude. For example, when sub-
jective data are measured using a potentiometer, participants can continuously
adjust their subjective experience during emotional stimuli. Unfortunately, partic-
ipants do not change their ratings continuously. Between changes in the position of
the potentiometer, the signals are constant. For such time intervals, the proposed
approach can not be used for the quantiﬁcation of synchrony of physiological and
subjective data. Nevertheless, participants have an enduring/varying emotional
experience in this period. This general problem, which also occurs for (retrospec-
tive) paper-and-pencil ratings, remains unsolved. A potential solution could be an
extension of the proposed approach, which operates on a feature space of the sig-
nals. Speciﬁcally, instead of looking directly at the bivariate coherence of measured
signals, a feature estimation step could be added that extracts psychophysiological
features from the signals (on a higher data level). The bivariate coherence from the
ﬁrst step may be based on the synchrony of these features. Enhanced robustness
and a higher ﬂexibility would possibly be the result. Also utilizing the feature space
may save computational resources: Features change more slowly, which allows for
reducing the sampling frequency in the coherence computation.
An additional limitation of the proposed approach is the assumed linearity of
the bivariate coherences. In future work, the linear coupling between the signals
could be relaxed, which would reﬂect a more realistic speciﬁcation of underlying
processes.
A possible future research direction consists in a detailed examination of coher-
ence, and overall synchrony patterns, for speciﬁc individuals during speciﬁc emo-
tion eliciting situations. On the one hand, individuals and their emotions could
be recognized in applied settings (e.g., man-machine interaction). On the other
hand, basic research questions of emotion theory could be addressed on a more
detailed level. For this, further evaluation of more psychophysiological signal types
in diﬀerent emotion eliciting situations will be necessary. For example, the pro-
posed approach works well in situations, in which emotions are elicited during a
relatively long period of time (here several seconds). However, it is unclear how
the proposed approach performs in the case of, for example, emotional priming, in
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which emotions are elicited for a very short period of time. The applicability of the
proposed approach strongly depends on the responsiveness of physiological signals
that were chosen for the analysis. Respiration, ECG, and EDA, for instance, are
very slow or inadequate for the representation of aﬀective responses in the context
of priming. Therefore adequate signals such as EEG waves should be chosen for
the analysis.
From a practical perspective, it would be interesting to extend the use of the
proposed approach to applications in the context of the strongly developing re-
search ﬁeld of aﬀective computing (e.g., Picard, 1995, 1997; Scherer, Banziger,
& Roesch, 2010). Computers, which recognize, interpret, and process emotions
could be used not only in health services, but also in education science, human-
computer-interaction and other applications. Regarding the performance of the
aﬀect detection, the comparison of diﬀerent algorithms (in terms of classiﬁers),
would be an important ﬁeld of research (Hudlicka, 2003; Kolodyazhniy et al., 2011),
which also depends on the integration of diﬀerent measured response signals, for
example speech, physiological, and behavioral/mimic measures. Clearly, response
signals diﬀer in the sense that some are more informative than others, depending
on which emotions need to be separated (e.g., Larsen, Norris, & Cacioppo, 2003).
Furthermore, as an important application, biofeedback might be considered
(Thompson & Thompson L., 2003). Since biofeedback addresses numerous signal
types, such as behavior, muscle tone, brainwaves, breath, skin conductance, heart
rate, temperature and pain perception, and many more, an adaptation of the pro-
posed approach needs to be conducted in future research in order to be applicable
in diﬀerent settings (e.g., Dawson, Schell, & Filion, 2007; Tassinary, Cacioppo, &
Vanman, 2007; LaVaque, 2003).
Finally, although beyond the scope of this article, an interesting ﬁeld of re-
search has emerged that examines the synchrony of psychophysiological signals
and empathy (Hulsman, Smets, Karemaker, & de Haes, 2011; Marci & Orr, 2006;
Oliveira-Silva & Gonçalves, 2011; Reed, Randall, Post, & Butler, 2013). In this
research, couples of subjects have been examined with respect to their synchrony
of psychophysiological responses in the context of empathy (Levenson, 1992). Al-
though, the neurobiological mechanisms underlying the synchronous empathic re-
sponses are mostly unclear, an adaption of the proposed approach might be helpful
for further research in the ﬁeld. The extension is not straightforward, because the
interindividual level is added to the current setting. Therefore, it might be inter-
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esting from a psychometric perspective to examine the synchrony of responses that
stem from related but not identical subjects.
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5. Manuscript B: Synchrony of
Psychophysiological
Parameters in Disgust
Abstract
The synchrony of physiological reactions constitutes an inherent part of many emo-
tional theories. Recently, new quantiﬁcation methods have been introduced but the
temporal characteristics of a physiological synchrony response are largely unknown.
Our aim was to explore short-term intraindividual changes in the physiological syn-
chrony of selected heart, respiratory, and skin conductance parameters in disgust.
Thus, we focused on the beginning, time course, end, and level of physiological
synchrony in reactions to disgusting versus neutral pictures. The temporal de-
scription of a peripheral physiological synchrony response is novel in itself. We
applied Kelava, Muma, Deja, Dagdagan, and Zoubir's (2015) new quantiﬁcation
procedure which accounts for the complex data structure of multivariate and non-
stationary input variables for which the probability distributions of variables change
over time. We also considered the synchronously acquired continuous self-reported
intensity of disgust measured with a rating dial. The sample consisted of 42 par-
ticipants, who watched neutral and disgusting pictures. On average, physiological
synchrony began to increase in a similar fashion for neutral and disgusting pictures
while the participants viewed the black screen that preceded a new picture. How-
ever, physiological synchrony was signiﬁcantly higher when a disgusting picture
appeared compared with a neutral picture. In addition, the average physiological
synchronization was faster and shorter than subjective ratings of disgust. In line
with current empirical research results, large interindividual diﬀerences in the am-
plitude, slope, and duration of physiological synchrony were observed. The results
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are discussed in the light of emotion theories and embedded in current empirical
research.
5.1. Introduction
In the past, many theoretical approaches have been proposed to explain the ap-
pearance of an emotion and the associated changes in the brain, cognition, body,
behavior, and subjective experience (for an overview, see Moors, 2009). The ap-
proaches vary, amongst others, in their assumptions about the temporal order of
the changes and the causal mechanisms of emotions (e.g., Barrett, 2006a; Lazarus,
1991; Panksepp, 1982; Schachter & Singer, 1962; Scherer, 2009; Tomkins, 1962).
Furthermore, some approaches propose a distinct number of distinguishable emo-
tional categories, such as fear and joy (e.g., Ekman, 1992; Izard, 1977; Levenson,
1994; Tomkins, 1962), whereas others propose that emotional experience can in-
stead be explained through diﬀerent dimensions, such as valence and arousal (e.g.,
Barrett, 2006a; Russell, 1980). These diﬀerent theoretical assumptions result in
diﬀerent views about the functionality of synchrony in emotional response param-
eters, meaning the joint co-occurrence of physiological, behavioral, and subjective
changes during an emotional experience6 (e.g., Barrett, 2013; Clore & Ortony,
2013; Coan, 2010; Ekman, 1992; Levenson, 1994).
In this old but still ongoing debate (e.g., Lench et al., 2011; Lindquist, 2013),
there are two main positions, which, for example, can be traced back to early
statements made by Darwin (1872/1965) and James (1884). On the one hand,
beginning with Darwin's point of view, which was picked up and developed further
by representatives of the basic emotion approaches (e.g., Ekman, 1992; Izard, 1977;
Levenson, 1994; Tomkins, 1962), a stimulus elicits an emotion, which, by activating
certain brain circuits, causes emotion-speciﬁc changes in multiple response modal-
ities (e.g., physiological parameters, behavior, and subjective experience). These
changes should be synchronous and similar across individuals (Ekman, 1992). Some
of the so-called appraisal approaches share similar ideas, with the diﬀerence that the
6Several terms have been introduced to describe these simultaneous changes in response variables:
coherence (e.g., Dan-Glauser & Gross, 2013; Evers et al., 2014; Hsieh et al., 2011; Mauss et al.,
2005; Rosenberg & Ekman, 1994; Sze et al., 2010), concordance (e.g., Bulteel et al., 2014; Butler
et al., 2014; Friedman et al., 2014; Hollenstein & Lanteigne, 2014), synchrony (e.g., Grandjean et
al., 2008; Kelava, Muma, Deja, Dagdagan, & Zoubir, 2015; Scherer, 2009), and the organization
of response systems (e.g., Levenson, 1994). Throughout this paper, we use the term synchrony.
84
emotions are not evoked through a stimulus itself, but rather through the person's
appraisal of the stimulus (e.g., Lazarus, 1991; Roseman et al., 1990). Recently,
Coan (2010) incorporated these assumptions into a measurement model called the
latent variable model. Here, the emotion as the latent exogenous variable causes
changes in the indicator variables, such as neural activity (e.g., amygdala activity),
physiological signals (e.g., change in heart rate), behavioral change (e.g., facial
expression), and subjective experience (Coan, 2010). Thereby, the level of syn-
chrony depends on the intensity level of the elicited emotion (Coan, 2010), which
corresponds with the assumptions of the basic emotion approaches (e.g., Ekman,
1992; Levenson, 1994; Rosenberg & Ekman, 1994). From this point of view, the
synchronous change serves as a biological function in terms of optimal preparation
for action (Levenson, 1994; Rosenberg & Ekman, 1994).
On the other hand, beginning with James' point of view, which was picked up
and developed further by Schachter and Singer (1962) and representatives of psy-
chological construction approaches (e.g., Barrett, 2006a; Cunningham et al., 2013;
Ortony et al., 1988; Russell, 2009), an emotion emerges through the process of eval-
uating incoming contextual, bodily, and cognitive information. There is no ﬁxed
number of distinct emotional categories; instead, emotions have some sort of aﬀec-
tive core, such as valence (e.g., Clore & Ortony, 2013; Cunningham et al., 2013),
arousal (e.g., Schachter & Singer, 1962), or valence and arousal (e.g., Lindquist et
al., 2013; Russell, 2003). The situation, personal history, and experience all shape
the aﬀective core, which is then labeled, for instance, disgust, thereby allowing for
inter- and intraindividual variability (Barrett, 2013). Coan (2010) integrated the
emerging idea of emotional experience into a second measurement model called
the emergent variable model. The model suggests that the synchrony of manifest
indicators, which are used to measure a certain emotion, cause or rather create
this emotion, which is accompanied by appraisal processes (Coan, 2010), an idea
that stands in line with the assumptions of psychological construction approaches
(Clore & Ortony, 2013). In contrast to the latent variable model, the synchronous
response of the diﬀerent parameters is determined by the elements of the situa-
tion and not by a latent brain unit or by the appraisal of the situation. Instead,
appraisal gives meaning to the undiﬀerentiated aﬀective reaction to the situation,
which results in a speciﬁc emotion. Thereby, inter- and intraindividual variability
in the degree of synchrony, emotional intensity, and activated response modalities
are included in the model (Coan, 2010).
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The technical ability to quantify synchronous changes in multiple response vari-
ables when an emotion is induced should aid in clarifying the functionality of
synchrony. This is a diﬃcult task, due to, among other examples, the complex
structure of multivariate and non-stationary indicators where distributions of vari-
ables change over time (Butler et al., 2014; Kelava et al., 2015). So far, aggregating
data on an interindividual level for a time-sensitive measure such as synchrony has
led to poor empirical results (e.g., Friedman et al., 2014; Hollenstein & Lanteigne,
2014; Mauss et al., 2004). Just recently, there has been a shift in the perspective
on the psychological methodology that is usually applied to capture synchronous
responses. Instead of looking for an aggregated eﬀect, attention is now focused on
intraindividual analyses, thus, the analysis of the course of synchronous change in
one individual across a certain period of time (Bulteel et al., 2014; Kelava et al.,
2015). With the present study, we want to contribute to the debate and present new
empirical results regarding the synchronous response of physiological parameters in
disgust. Our goal was to quantify the synchrony of physiological parameters dur-
ing the emotional experience of disgust, and to ﬁnd out whether the synchronous
response is diﬀerent for a neutral state, and how physiological synchrony is tem-
porally related to the conscious awareness of disgust. To do so, we applied a new
quantiﬁcation procedure proposed by Kelava et al. (2015). The approach accounts
for the complex structure of multivariate and non-stationary input variables where
distributions of variables change over time.
The paper is organized as follows: First, we present empirical support for the
latent variable model and basic emotion approaches, which share the perspective
that emotions cause changes, as well as for the emergent variable model and psy-
chological construction, which share the perspective that emotions emerge because
of changes. Next, we provide a brief overview of the physiology of disgust. Then,
we introduce the applied quantiﬁcation approach and the study design. Finally,
we present our results on selected peripheral physiological parameters of disgust
and physiological and subjective synchrony and discuss our ﬁndings with regard to
emotion theory.
Emotion causing changes
Coan (2010) described the key ideas of the latent variable model with an illustrative
example: If we see the prominent bear in the woods, the latent variable model would
expect the bear (or the appraisal of the bear; Lazarus, 1991; Roseman et al., 1990)
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to activate the fear circuit, which would result in synchronous changes (similar
across diﬀerent individuals) in physiological parameters (e.g., increased heart rate),
behavioral level (e.g., freezing), and subjective experience (e.g., feeling afraid; see
also Ekman & Cordaro, 2011; Panksepp & Watt, 2011; Tomkins, 1962). Another
emotion-eliciting situation, such as a contaminated toilet would activate the disgust
circuit, instead of the fear circuit, which would cause the synchronous activation of
distinct response patterns of physiological (e.g., decreased heart rate), behavioral
(e.g., wrinkling one's nose), and subjective parameters (e.g., feeling nauseated).
Thereby, the level of activation should correspond to the intensity level of the
latent emotion (e.g., Coan, 2010; Davidson, 1992; Hodgson & Rachman, 1974;
Levenson, 1994; Rosenberg & Ekman, 1994).
Empirical studies that have addressed the above-mentioned hypotheses gener-
ated by the latent variable model and basic emotion approaches have produced
inconsistent results. Distinct response patterns for basic emotions have been re-
ported by some studies (e.g., Christie & Friedman, 2004; Ekman, Levenson, &
Friesen, 1983; Kragel & LaBar, 2013; Kreibig, 2010; Lench et al., 2011; Levenson,
1992; Stephens et al., 2010), but such empirical evidence has been questioned by
others (e.g., Barrett, 2006b; Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2000;
Mauss & Robinson, 2009; Ortony & Turner, 1990; Quigley & Barrett, 2014; Rus-
sell, 2003). Further, empirical evidence for emotion-speciﬁc circuits in the brain is
missing (Lindquist et al., 2012; Murphy et al., 2003; Touroutoglou et al., 2015).
So far, aggregating data on an interindividual level for a time-sensitive measure
such as synchrony has led to poor empirical results, meaning that synchronous
responses have been weak or nonexistent (e.g., Davidson, 1978; Friedman et al.,
2014; Lazarus et al., 1963; Mauss et al., 2004; Reisenzein, 2000). However, some
studies have supported the idea that synchrony increases with stimulus intensity
(Hsieh et al., 2011; Mauss et al., 2005). Nevertheless, studies have also identiﬁed
large individual diﬀerences (Bulteel et al., 2014; Hsieh et al., 2011; Mauss et al.,
2005), which were not intended by the basic emotion approach (Barrett, 2009).
Therefore, interindividual variability has instead been attributed to measurement
error, inappropriate methodological application, and emotion regulation (Barrett,
2006b, 2009). Due to the mixed empirical results, diﬀerent theoretical perspectives,
such as the emergent variable model or psychological construction, require more
attention.
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Emotions emerge from changes
If we go back to the prominent bear in the woods scenario, Coan (2010) described
the key ideas of the emergent variable model as follows: The situation itself (i.e., a
bear appears) leads to diﬀerent unique problem-solving mechanisms: avoidance be-
havior, the automatic nervous systems prepares for quick reactions, the amygdala
is activated after factoring in one's previous experience, and, ﬁnally, the collective
activity results in a conscious awareness of a fear state. The conscious awareness
might also occur at a later time (Clore & Ortony, 2013; Coan, 2010). In addition,
psychological construction approaches place a special emphasis on physiological
change (e.g., Clore & Ortony, 2013; Cunningham et al., 2013; Lindquist et al.,
2013). For an emotion to emerge, a psychologically relevant situation causes or
inﬂuences some sort of physiological change, which is made psychologically mean-
ingful through continuously reinterpreting one's sensation in the light of personal
goals, intentions, and values (Barrett, 2013). Therefore, physiological change, such
as decreasing heart rate, does not result from the elicitation of disgust; but rather,
the situation (e.g., contaminated toilet) causes the physiological change along with
other reactions (e.g., wrinkling one's nose or avoidance behavior), which, through
ongoing appraisal processes, results in disgust. Furthermore, individuals in the
same situation - but also the same individual in the same situation at a diﬀerent
time - can experience diﬀerent degrees of disgust, given diﬀerent patterns and levels
of activated indicator variables (Clore & Ortony, 2013; Coan, 2010; Lindquist et
al., 2013). On the other hand, if the disgust circuit in the latent variable model
or basic emotion approaches is activated on a lower level, all indicators must be
activated on a lower level as well (Coan, 2010; Ekman, 1992; Tomkins, 1962).
Studies have shown that there is a great deal of heterogeneity in emotional
categories between individuals (e.g., Ceulemans et al., 2012; Kuppens et al., 2007;
Nezlek et al., 2008). Further, studies regarding the measurement of synchrony have
emphasized large interindividual diﬀerences in synchrony during the same emotion
as well (e.g., Bulteel et al., 2014; Hsieh et al., 2011), a ﬁnding that supports the
propositions of the emerging theories. However, to increase the empirical founda-
tion, Barrett (2013) called for new experimental approaches that apply a complex
analysis of interacting systems over time, which we tried to establish in the present
study. Furthermore, instead of looking for an aggregated eﬀect, attention tends to
focus on intraindividual analyses, that is, the analysis of the course of synchronous
change in one individual across a certain period of time (Bulteel et al., 2014; Kelava
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et al., 2015). In addition, such new empirical approaches must address the ques-
tion of temporal dynamics. The time course of physiological parameters or even
physiological synchrony is largely unknown (Bulteel et al., 2014). In analyzing the
synchrony of physiological parameters, most studies have induced emotions with
pictures (e.g., Bulteel et al., 2014; Dan-Glauser & Gross, 2013) or ﬁlm clips (e.g.,
Hsieh et al., 2011; Mauss et al., 2005) in a laboratory setting. In most cases, the
time period from the beginning to the end of an emotional experience has been
seen as equal to the duration of an emotion-evoking stimulus (Hsieh et al., 2011;
Friedman et al., 2014) or diﬀerent time lags such as 10 s (Mauss et al., 2005) or 8 s
(Dan-Glauser & Gross, 2013) have been chosen. Nevertheless, the actual time frame
of the individual's emotional experience may deviate from the presented stimulus
(Bulteel et al., 2014; Waugh & Schirillo, 2012), a concept that we elaborate on
in our study. Therefore, the present paper applied a new, complex, multivariate,
time-sensitive, intraindividual approach in emotion research, following Barrett's
(2013) appeal.
Research questions
The aim of our study was to apply advanced multivariate methods to analyze the
synchrony of physiological parameters in a neutral state and a disgusting state
and to determine how physiological synchrony is temporally related to the con-
scious awareness of disgust. Overall, we had three main research questions in the
present paper: First, with Research Question 1, we investigated whether there was
a change in physiological synchrony during the switchover (t = 0) to a disgusting
picture and whether the change also occurred when the subsequent picture was
neutral in content. Almost all of the presented approaches have proposed that
some sort of synchrony between response parameters is essential for the emotional
experience. However, they have diﬀered in their allowance of inter- and intrain-
dividual variability in the level and course of physiological synchrony. The basic
emotion approaches and the latent variable model suggest that individuals will
react similarly, at least at the very beginning of the emotional experience, given
the biological function of emotion (Coan, 2010; Ekman, 1992; Tomkins, 1962).
By contrast, the psychological construction approaches and the emergent variable
model allow for diﬀerent reaction patterns in diﬀerent individuals and even within
the same individual due to changes in appraisal processes, contextual information,
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personal history, learning experience, and so forth (Barrett, 2006a; Clore & Ortony,
2013; Coan, 2010).
Second, with Research Question 2, we took a closer look at the temporal course
of physiological synchrony. In particular, we were interested in identifying when
synchrony would increase, reach its maximum, and decrease after a picture change.
Due to the quantiﬁcation method we applied and therefore due to the high temporal
resolution that resulted, we were able to observe real-time changes in physiological
synchrony without aggregating data across a longer time period. The basic emotion
approaches and latent variable model suggest that the stimulus (or the appraisal
of the stimulus) activates some form of disgust circuit in the brain, which then
aﬀects physiological, behavioral, and subjective response parameters (Coan, 2010;
Ekman & Cordaro, 2011; Panksepp & Watt, 2011). On the basis of this idea,
physiological synchrony should start to increase after the disgust circuit causes
the change, hence, after the stimulus presentation. By contrast, the psychological
construction approaches and the emergent variable model see physiological change
and the determinants of the situation as evolving into an emotional experience,
without deﬁning an explicit trigger (Barrett, 2006a; Clore & Ortony, 2013; Coan,
2010).
With Research Question 3, we explored temporal diﬀerences in the time course
of the estimated physiological synchrony and the continuously reported subjective
disgust ratings of the pictures. We would like to emphasize the exploratory char-
acter of this research question because, due to the aggregation of data across time
(e.g., Friedman et al., 2014; Mauss et al., 2005) or the use of retrospective sub-
jective ratings with questionnaires (e.g., Friedman et al., 2014; H. S. Schaefer et
al., 2014), direct comparisons of temporal courses have not been performed in the
past. To the best of our knowledge, we are the ﬁrst to report such a comparison.
According to the basic emotion approaches and the latent variable model, all mani-
fest indicator (physiological and subjective) variables would be expected to change
more or less synchronously (Coan, 2010; Ekman, 1992). By contrast, according to
the psychological construction approaches and the emergent variable model, the
conscious awareness of an emotional state evolves through the joint activity of re-
sponse modalities, thereby allowing conscious awareness to appear at a later time
(Clore & Ortony, 2013; Coan, 2010).
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5.2. Method
Participants
In total, 51 participants were invited to take part in our study. In our screening
questionnaire, we collected data on chronic illnesses, mental illnesses, psychothera-
peutic treatment, drug ingestion, smoking, alcohol consumption, substance abuse,
vision, and pregnancy. Four participants were excluded from the study due to men-
tal illnesses, drug ingestion, and chronic illness. Five additional participants were
excluded because they had smoked or consumed caﬀeine 2 hr before the experiment.
The ﬁnal sample consisted of 42 participants (50% female). The participants' mean
age was 30.29 years (SD = 12.19, age range: 21-67 years). In total, 60% of the
sample were students (52% psychology, 48% other), and 40% were working or re-
tired. All participants took part in a drawing for three 25-Euro Amazon gift cards.
The student participants additionally received course credit. The experiment was
approved by the local ethics committee.
Procedure
The participants were welcomed and seated on a normal oﬃce chair in a 4 × 6
m laboratory room at a distance of 0.5 m from the computer screen. First, the
experimenter informed the participants about the procedure. Participants were told
that, during the experiment, they were going to see pictures that could provoke
feelings of disgust. They were asked to continuously report their feelings of disgust
by turning a rating dial while looking at a picture. Zero on the rating dial meant
not disgusting at all, whereas 10 meant very disgusting. After each picture, they
were asked to turn the dial back to 0 and rate the following stimuli, beginning
at 0. Furthermore, they were supposed to keep in mind that they were to rate
only their feelings of disgust. They were not supposed to rate feelings such as
happiness or sadness or to report whether they liked or disliked a picture. At
the end of the introduction, the participants had to ﬁll out an informed consent
form and a screening questionnaire; afterwards, the psychophysiological sensors
were attached to their bodies. Then a sample baseline measurement of 5 min was
taken. Throughout this phase, participants were asked to stay still, but there was
no neutral material presented to them.
The experiment was divided into two blocks. First, the participants viewed
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a baseline block with 21 neutral pictures from the International Aﬀective Picture
System (IAPS; Lang et al., 2008) followed by a disgust block, again with 21 pictures
(15 disgust and 6 neutral). Within each block, pictures were displayed for 7 s, with
a black screen presented for 3 s between pictures. The duration of time for which
the pictures were displayed was similar to ones that have been used before (e.g.,
Lang et al., 1993; Stark et al., 2005). Within each block, all pictures were shown
in a random order. Each block lasted for 3 min 48 s. After each block, participants
ﬁlled out questionnaires. For the programming of the sequence of the pictures as
well as for the processing of the experiment, we used the software Matlab R2011b
(MathWorks, 2011).
Self-report measures
To control whether we evoked only feelings of disgust or other negative emotions,
participants were asked to ﬁll out the Diﬀerential Aﬀect Scale (DAS; Merten &
Krause, 1993). The DAS is a German translation of the Diﬀerential Emotions
Scale (DES; Izard, Dougherty, Bloxom, & Kotsch, 1974), which has previously been
applied to diﬀerentiate between disgust and fear (e.g., Marzillier & Davey, 2005).
The DAS assesses 10 emotions such as amusement, surprise, fear, disgust, anger,
and so forth. Each emotion is measured with three adjectives (e.g., sick, nauseated,
and disgusted for disgust) on a 5-point Likert scale (0 = not at all, 5 = very
strong). Participants had to rate retrospectively how strongly they felt a particular
emotional adjective while viewing the pictures. The DAS was administered twice,
one time after the neutral pictures and one time after the disgusting pictures.
Thus, it reﬂects the participant's overall rating of the neutral baseline block and
overall rating of the disgusting block. Due to the applied measurement setup, the
rating dial response, which constituted the second form of self-report measure in
this study, is described in the following paragraph.
Physiological measures
The electrocardiogram, respiration, and skin conductance responses as well as the
rating dial were measured with the Biopac MP 150 System and the AcqKnowledge
4.2 Software (Biopac Systems Inc, 2011). The data were sampled with a sampling
frequency of 250 Hz. Electrocardiogram: To record the electrocardiogram, we used
pregelled Ag/AgCl electrodes. The white electrode was placed at the beginning
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and the black electrode at the end of the sternum. The red electrode was attached
to the left side of the chest, on the third rib, bottom up. The gain was set to 2000
using a normal ECG acquisition mode. Skin conductance response: To record elec-
trodermal activity, two Ag/AgCl electrodes (diameter, 8 mm) ﬁlled with isotonic
gel (0.5% saline in a neutral base) were attached to the palm of the nondominant
hand. The GSR100c used a constant voltage of 0.5 V. Respiration: To record res-
piratory eﬀort, the TSD201 transducer belt was attached around the participant's
thorax. The participant was told to exhale completely, then the belt was tight-
ened when the circumference was at its minimum. The respiration transducer was
attached to the participant in a sitting position, which the participant stayed in
throughout the experiment. The signals were ﬁltered by a 10-Hz low-pass ﬁlter.
Continuous rating dial : In each block, participants continuously rated their per-
sonal feelings of disgust by turning a rating dial. The online rating method does
not appear to disturb participants' emotional experiences (Mauss et al., 2005). The
potentiometer was attached to an UIM100C module from the biopac system and
sampled at a sampling frequency of 250 Hz. The potentiometer has a scale ranging
from 0 (not disgusting at all) to 10 (very disgusting) and an incoming voltage range
from 0 to 5 V. The dial was placed in a hemicycle on a 20 × 13 × 8 cm box. Before
each block, participants saw a written introduction with explanations about the
dial on the computer screen.
Material
Disgust has been elicited successfully by using pictures in the past (e.g., Lang et
al., 1993; Overbeek, van Boxtel, & Westerink, 2012; Ritz, Thons, Fahrenkrug, &
Dahme, 2005; Rohrmann & Hopp, 2008; Schienle, Stark, & Vaitl, 2001; Stark et
al., 2005). We displayed 21 neutral IAPS pictures7 in the baseline block, followed
by 15 disgust and 6 neutral pictures8 in the disgust block. The pictures were part
of a larger study on disgust in general; therefore, we randomized the order of the
pictures to avoid sequence eﬀects (e.g., Rohrmann & Hopp, 2008; Stark et al.,
2005). Neutral pictures were included in the disgust block because we wanted to
lighten the, in some parts, heavy content of the pictures. We chose the content of
7IAPS picture numbers in the baseline block: IAPS no. = 5201, 5220, 5260, 5551, 5600, 5635,
5661, 5720, 5740, 5891, 7002, 7006, 7009, 7010, 7030, 7039, 7050, 7052, 7150, 7224, 7235.
8IAPS picture numbers in the disgust block: IAPS no. = 1270, 3100, 3130, 3150, 5660, 5780,
7004, 7025, 7211, 7175, 7359, 9290, 9301, 9320.
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the pictures according to the ﬁve disgust-eliciting domains presented by Schienle,
Walter, Stark, and Vaitl (2002): death, body secretions, hygiene, spoilage, and oral
rejection. We picked three content-related pictures from each disgust category. In
order to complete the pictures within each category, we selected seven pictures (e.g.,
a toilet with excrement, a picture of puke in a car) that did not come from the
IAPS data base. To ensure that our selected stimuli evoked disgust, we conducted
a prestudy (N = 10). Table A1 in the Appendix displays the mean rating dial
scores for the ﬁve most disgusting pictures. The pictures that belonged to Schienle
et al.'s (2002) disgust categories of death, hygiene, and oral rejection were rated as
the most disgusting. These results were conﬁrmed in our main study. Even though
participants viewed all 21 pictures during the disgust block, we chose only the
ﬁve most disgusting pictures for further analysis because research has repeatedly
emphasized that a lack of emotional intensity might be the reason for the lack of
empirical support (Hollenstein & Lanteigne, 2014; H. S. Schaefer et al., 2014). One
goal of this paper was to evaluate the eﬀect of emotional stimuli on synchrony.
Therefore, we wanted to ensure that disgust was evoked.
Applied quantiﬁcation of synchrony
For the quantiﬁcation of synchrony, we applied a new time-frequency-based latent
variable approach by Kelava et al. (2015). We brieﬂy introduce the key ideas of the
approach below. First, we explain the indicator variables of the latent synchrony
variable, and then we describe the approach of state-space models. The interested
reader can consult Kelava et al. (2015) for a more detailed description.
Indicator variables
Many of the most powerful and eﬀective signal processing algorithms rely on the
assumption of stationarity. Signals of physiological origin, however, often do not
comply with this assumption. As a ﬁrst step, to derive the indicator variables,
we therefore resort to time-frequency analysis, which is able to deal with non-
stationary signals. The time-frequency domain jointly displays the evolution of a
signal's power in time and frequency, and has been regularly used in the signal
processing community to analyze physiological data (Boashash, 2015; Hlawatsch &
Auger, 2013; Lander & Berbari, 1997; Novak & Novak, 1993; Peláez-Coca, Orini,
Lázaro, Bailón, & Gil, 2013). The pairwise coherence measure for each time instant
94
and frequency point is deﬁned by:
CXY (t, f) =
SXY (t, f)√
SXX(t, f)SY Y (t, f)
, (5.1)
where SXY (t, f), SXX(t, f), and SY Y (t, f) are the cross and auto time-frequency
distributions of the time signals x(t) and y(t), respectively.
In this paper, as in Kelava et al. (2015), the time-frequency coherence was
smoothed by performing a two dimensional ﬁltering with a Gaussian kernel, to
ensure that CXY (t, f) has the below mentioned properties. The parameters of the
Gaussian kernel deﬁne the time and frequency resolution capability of CXY (t, f)
and were chosen on the basis of synthetic test signals (see Kelava et al., 2015), such
that both sharp changes in time (time resolution) and individual frequency regions
of interest (frequency resolution) can be resolved. Time-frequency coherence dis-
plays the linear coupling between x(t) and y(t) at time instant t in frequency f . It
is bounded by 0 and 1. If x(t) and y(t) are completely uncorrelated, their coherence
equals zero. If, on the other hand, |CXY (t, f)|2 = 1, y(t) can be fully predicted at
time instant t from x(t) by a linear system. When |0 < CXY (f)|2 < 1, as described
in Bendat and Piersol (1990), this can be due to, for example, noise entering the
measurements or because of a nonlinear functional relation between the signals.
The indicator variables of the latent synchrony variable at time t can then be ob-
tained by averaging CXY (t, f) at time t across all frequencies within the detected
delineated frequency region. Our approach is thus based on time-varying frequency
speciﬁc coherence analysis followed by state-space modeling. There is also an ongo-
ing and interesting research on cross-frequency phase coupling (mainly applied to
EEG data). As discussed, for example, in Cohen (2008) the cross-frequency phase
coupling approach has both advantages and limitations.
The power of the considered physiological signals is not evenly spread out in
the time-frequency plane but is instead concentrated in delineated regions (Kelava
et al., 2015; Muma et al., 2010). In the case of the ECG signal, most of the power
is concentrated in the pulse frequency region that can vary in a broad frequency
range approximately between 0.67 and 3.33 Hz (corresponding to 40 - 200 beats
per minute) and its harmonics, which are integer multiples of the pulse region.
The power of the respiratory signal, on the other hand, is mostly concentrated in
a single region that represents the respiratory cycles. The EDA signal is somewhat
diﬀerent because, in general, it does not have a cyclical nature but rather trends and
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abrupt changes. Most of its signal power is concentrated in the lowest frequencies
of the time-frequency plane (for a detailed and thorough analysis of EDA signals,
see Lim et al., 1997). In this paper, we have used an algorithm that was published
in Kelava et al. (2015) and Muma et al. (2010) to detect for each time-instant
the above described delineated regions. The interested reader is referred to these
publications, as well as to additional material9, where we provide an annotated
tutorial-style Matlab code that exactly describes how the time-frequency coherences
and the delineated regions were computed.
By detecting the above-described delineated regions and applying the concept
of time-frequency coherence, as deﬁned in Equation 1, we were able to determine
pairwise, scalar, time-varying coherence measures between two signals. In this
paper, we considered three physiological signals, each of which had one particular
region of interest. Normally, this would result in six indicators. For example, one
indicator is the average coherence of respiration and ECG within the respiration
region for each time instant. The intercorrelation between these two cardiovascular
signals is well known and has been analyzed in time-frequency (and time-scale)
domain (Keissar, Davrath, & Akselrod, 2009). However, in a diﬀerent way from
Kelava et al. (2015), we excluded the coherence of the EDA and ECG signals in
the pulse frequency range, even though we could observe small signal powers in the
pulse frequency range, which are correlated to the ECG signal. The indicator was
excluded because these high frequency EDA components are in fact interferences
from the ECG signal due to the measurement process rather than physiologically
generated signal content (Boucsein, 1988). The remaining ﬁve indicator variables
were used to determine the overall synchrony, as detailed in the following section.
Figure 5.1 exempliﬁes the ﬁve indicators for the duration of the viewing of a neutral
picture followed by a disgusting picture for a selected Participant A. At t = 10 s,
the picture switched from neutral to disgusting.
State-space models
As a second step, a latent state-space modeling approach was introduced by Kelava
et al. (2015) to specify an overall synchrony measure that was based on the coher-
ence indicators that were described in the previous section. The basic idea of the
state-space procedure is to specify a measurement model that operationalizes a
9Additional material: http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4299432/bin/
DataSheet1.ZIP.
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Figure 5.1. An example (Participant A) of the ﬁve scalar time-varying coherence
measures that were used as indicators of the latent synchrony variable. At t = 10 s,
the picture switched from neutral to disgusting (highlighted by the dashed vertical
line). CECG−EDA(t), Cre−ECG(t), and Cre−EDA(t) refer to the pairwise time-varying
coherences in the ECG, respiration, and EDA signals. The time-frequency regions
of interest for the coherence analysis were the pulse, respiration, and EDA regions.
The scalar coherence value that is plotted represents the average pairwise coherence
between two signals, whereby the average was taken for each time point over the
frequencies contained in a given region of interest.
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latent variable that represents an underlying state of the overall system-wise syn-
chrony. This measurement model (see Equation 2) describes the relationship be-
tween the manifest coherence indicators from above and a latent variable (ξ), which
represents the overall synchrony for a speciﬁc time point (i.e., a state variable of
synchrony). Given a ﬁnite number of measured psychophysiological signals, the
overall synchrony measure is not an entity that refers to all physiological changes
in the body but only to those that were chosen in the study. In addition to the
measurement model, a structural model (see Equation 3) describes the regression
of a state of synchrony relative to its previous states.
For a given individual i, the measurement and structural models are:
zit = Htξit +Rteit (5.2)
and
ξit = Ftξi(t−1) +Gtuit +Qtηit, (5.3)
respectively. In the measurement model (Equation 5.2), a given p-dimensional
observed variable zit, at time point t, is regressed onto a q-dimensional (latent)
state vector ξit, where eit is a p-dimensional residual vector (white noise). The
variable zit hereby represents the above-described pairwise coherence indicators,
and ξit denotes the individual's time-varying overall synchrony that is sought for
an individual i at time point t. Ht and Rt are time-varying coeﬃcient matrices of
dimensions p× q and p×p that describe the time-varying relations between zit and
ξit, and zit and eit, respectively.
In the structural model (Equation 5.3), the state vector ξit is (auto-)regressed
on a previous state vector ξi(t−1) and on an m-dimensional covariate vector uit (e.g.,
an intervention), where ηit is a q-dimensional latent residual (white noise) vector.
Again, F,G, and Q are time-varying coeﬃcient matrices of dimensions q×q, q×m,
and q × q, respectively. The coeﬃcient matrix Ht displays the time-dependent
strength of the relations between the overall synchrony and its indicators. In the
present study, the analysis was conducted with the R-package dse by P. Gilbert
(2013). The coherence indicators were calculated with Matlab, and the R software
(R Core Team, 2012) was used for the state-space model. Details and codes are
provided in Kelava et al. (2015).
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Data analysis
Manipulation check
Subjective data. By using the DAS (Merten & Krause, 1993), we aimed to
ensure that only the emotion of disgust and not fear, surprise, anger, or sadness
would be evoked in our experiment. To evaluate this, in a ﬁrst step, we calculated
the DASemotion - DASbaseline diﬀerence for each emotion and each participant. In
a second step, we computed the mean of the diﬀerences (MD) for each emotion.
In order to test whether disgust was evoked, we compared the obtained means
of diﬀerences by using two-tailed paired t tests. Because we were interested only
in whether disgust was induced in a larger quantity than fear, surprise, anger,
or sadness, we compared the MD of disgust against that of fear, surprise, and so
forth. We applied theBonferroni correction to control the familywise error rate.
We calculated Cohen's d as a measure of eﬀect size.
Physiological features. In addition to our manipulation check of the subjec-
tive data, we also evaluated whether we were able to evoke a measurable eﬀect of
disgust in the physiological signals. For this analysis, we selected Pictures 9 to 13
from the neutral baseline block and the ﬁve most disgusting pictures identiﬁed in
the prestudy. We chose the middle pictures from the baseline block for two reasons:
ﬁrst, to assure that the initial excitement had already decreased. We believed that
after participants were confronted with eight neutral baseline pictures, these eﬀects
would be reduced. Second, we expected excitement in the later baseline pictures,
induced by the expectation that the upcoming pictures would induce disgust. The
pictures were displayed in a random order. We calculated HR, HRV, SCR, and ID.
Our evaluation of these physiological features was independent of our evaluation of
the synchrony measure and served only as parameters for conducting our manipu-
lation check. The HR, HRV, SCR, and ID values were estimated as follows. HR:
After data acquisition, a low-pass ﬁlter was applied with a cutoﬀ frequency of 20
Hz. Motion artifacts in the ECG signals were removed by applying a method pro-
posed by Strasser et al. (2012). The HR signal in beats per minute was estimated
with a peak detection algorithm (see also Strasser et al., 2012). HRV : We used
the time diﬀerence between two detected R-peaks to compute the HRV estimate.
To extract the R-R intervals, we applied the QRS detector by Pan and Tompkins
(1985), as implemented by Cliﬀord (2002). SCR: We used the largest increase in
skin conductance that occurred between 0 s and 4 s after the picture onset as the
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SCR estimate (e.g., Lang et al., 1993; Stark et al., 2005). ID : The endpoints of
the inhalation and exhalation process represented the maxima and minima, respec-
tively, in the respiration signal. We determined these via a peak-ﬁnding algorithm.
The diﬀerences between consecutive maxima and minima served as estimates of
ID. All physiological features were downsampled from 250 Hz to 10 Hz to reduce
the size of the data.
Main analysis
To examine the change in physiological synchrony that occurred during the change
in pictures, we again chose only the ﬁve middle baseline pictures and the ﬁve
most disgusting pictures as determined by the prestudy. To examine the eﬀect
of a picture, we focused our analysis on a time interval that contained a picture
change. The interval included the 7 s in which a new picture was displayed as
well as the 3 s before and after, when a black screen was shown. For this time
interval, we measured the subjective experience of disgust via the rating dial and
computed the overall physiological synchrony ξit as detailed above. To establish
an average time course of the overall physiological synchrony for the neutral and
disgusting pictures, we aggregated ξit across all individuals i (maintaining the time
course) of each class separately. In this way, an average time course of physiological
synchrony was obtained for the neutral and the disgusting pictures (see Figure 5.4).
We performed the same type of aggregation across individuals for the rating dial
values, resulting in an average time course for the neutral and disgusting pictures.
Because we were interested in only the reactions to the pictures and not in the
absolute level of synchrony, we subtracted the sample mean from the average overall
synchrony in order to center the data.
5.3. Results
Manipulation check
Diﬀerential aﬀect scale
The means, standard errors, t values, corrected p-values, and Cohen's d are pre-
sented in Table A2 in the Appendix. Due to our manipulation, disgust had a signiﬁ-
cantly larger DAS value compared with fear, surprise, anger, or sadness. Figure 5.2
displays the mean DAS scores for disgust, fear, surprise, anger, and sadness after
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the neutral baseline block and after the disgust block. Disgust had the statistically
signiﬁcantly largest increase compared with the other negative emotions. On the
basis of these results, we were conﬁdent that we evoked primarily the emotion of
disgust.
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Figure 5.2. Manipulation check of the mean scores from the Diﬀerential Aﬀect
Scale (DAS; Merten & Krause, 1993) for neutral and disgusting pictures.
Physiological data
We estimated the mean HR, HRV, SCR, and ID signals for the neutral baseline and
disgust blocks (see Figure 5.3). While participants viewed the disgusting pictures,
HR10 decreased, whereas HRV and SCR increased. ID did not diﬀer between the
neutral and disgusting pictures. The diﬀerences between the neutral baseline block
and the disgust block (disgust t2 - neutral t1) was shown to be signiﬁcant for
HR, HRV, and SCR (see Table A3 in the Appendix). Thus, our signal measures
conﬁrmed that the pictures evoked sympathetic and parasympathetic activation
and physiological reactions to disgust. In addition to the subjective data, the
10The purpose of Figure 5.3 was to display the intraindividual diﬀerences between the HR when
showing neutral pictures, compared to the HR when showing disgusting pictures. The absolute
value of the HR was not of particular importance.
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physiological data provided further evidence that disgust, as opposed to any other
negative emotion, was elicited by our stimulus material.
Figure 5.3. Mean physiological parameters for the neutral baseline and disgusting
pictures. Participants are plotted in ascending order of the neutral pictures.
Research Question 1
With our ﬁrst research question, we explored whether there was a change in phys-
iological synchrony when the picture switched to a disgusting picture and whether
the change was diﬀerent than when the picture came from the neutral picture set.
First, we want to highlight that there were large interindividual diﬀerences in phys-
iological synchrony. Figure A1 in the Appendix shows the average physiological
synchrony (not centered) and average rating dial values for the neutral and the dis-
gusting picture changes for each participant, respectively. Participants diﬀered in
their physiological synchrony response in terms of level, time course, beginning, and
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end. Acknowledging the interindividual diﬀerences, we proceeded with Research
Question 1 by investigating the average time course of the participants' reactions
across all participants. Clearly, the average should convey similarities, whereas the
standard deviation should express variability. We also considered other statisti-
cal characteristics of the population such as the median and the median absolute
deviation, both of which are less sensitive to outliers than the sample mean and
standard deviation (Zoubir, Koivunen, Chakhchoukh, & Muma, 2012). Because
the results were very similar to the results for the sample mean and standard devi-
ation, only the classical measures are reported in this paper. Because the nonrobust
and robust measures showed similar results, we were also able to conclude that the
empirical probability distributions of the time courses were not heavy tailed (i.e.,
did not contain outliers; Tukey, 1979).
Figure 5.4 shows the average time course of physiological synchrony (ξit) com-
puted over all individuals i for the neutral and disgusting pictures. The x-axis of
Figure 5.4 displays the times when the pictures changed. The time t = 0 s corre-
sponds to the moment when a new picture (either neutral or disgusting) was shown
to the participant. This picture was shown for 7 s. Before and after the picture,
a black screen appeared for a duration of 3 s (i.e., a black screen appeared at t =
-3 s and at t = 7 s). Therefore, t < -3 s and t > 7 s correspond to the previous
and subsequent pictures, respectively. The y-axis of Figure 5.4 depicts the average
time course of the overall physiological synchrony for the neutral and disgusting
pictures. With Research Question 1, because we were mainly interested in the
changes in the reactions to the pictures, the sample mean was subtracted from the
average overall synchrony in order to center the data. Figure 5.4 also shows the
average time course of the rating dial results, which captured participants' sub-
jective feelings of disgust. Again, the average was computed over all individuals
in each class separately. For visual clarity only, the time course of the rating dial
results was scaled by a constant factor so that the subjective and physiological
signals could be better displayed in a single plot. At time point t = 0, at the
moment that the picture changed, a signiﬁcant diﬀerence in the level of synchrony
between neutral and disgusting pictures was observed (MDisgust = 0.12; MNeutral
= -0.04), t(41) = -15.12, p < .01. At time point t = -2 s, on the other hand,
when participants viewed the black screen without knowing whether a neutral or a
disgusting picture would appear, the level of synchrony did not diﬀer signiﬁcantly
between the neutral and disgusting picture classes (MDisgust = -0.02; MNeutral =
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-0.01), t(41) = -0.42, p > .67. The diﬀerences between the average synchrony for
the neutral and disgusting picture classes are highlighted in Figure 5.5, which plots
the diﬀerence between the two time courses by subtracting the neutral from the
disgust time course. Thus, a positive value in Figure 5.5 means that, at this point
in time, physiological synchrony as a reaction to disgusting pictures was higher
than physiological synchrony as a reaction to neutral pictures. The diﬀerence had
its maximal value at the moment at which the pictures changed. To evaluate the
variability in the synchrony time courses, Figure 5.6 depicts the standard devia-
tion of synchrony for all participants for each time point during the neutral and
disgusting picture sequences. The x-axis of Figure 5.6 is identical to the previous
ﬁgures. It is interesting that the smallest variability in the participants' synchrony
occurred at the moment when synchrony was highest. In other words, this means
that at this time point, the participants' reactions were most similar.
Research Question 2
The second research question concentrated on the temporal course of physiological
synchrony when disgusting and neutral pictures were displayed. In particular, we
were interested in determining the point in time (with reference to the time of the
appearance of a new picture) when synchrony increased, reached its maximum, and
decreased. We would like to emphasize here that, to the best of our knowledge, the
temporal description of a physiological synchrony response in disgust and nonemo-
tional contexts constitutes a novelty in itself. First, we looked for the beginning of
the slope, representing the increase in synchrony. This is deﬁned by the closest zero
crossing of the ﬁrst derivative, and this corresponds to the ﬁrst sample for which
the ﬁrst derivative is positive. For the average synchrony for disgusting pictures,
this occurred at t = -1.2 s (i.e., while the black screen was presented before the
emotional stimulus; see Figure 5.4). Thus, on average, physiological synchrony be-
gan to increase while participants viewed the black screen, without the inﬂuence of
an emotional stimulus. The maximum level of physiological synchrony was reached
0.3 s after the disgusting pictures appeared. On average, synchrony then decreased
continuously until the ﬁrst derivative crossed the zero line at t = 2.4 s after the pic-
ture was shown. Thus, when viewing these time points as the starting and ending
points of the synchronization for disgust, the reaction lasted for an average of 3.6
s. We next analyzed the average time course of synchrony when neutral pictures
were shown. Similar to the disgusting pictures, the beginning of the slope repre-
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Figure 5.4. Average (Avg.) time course of the overall physiological synchrony
(Synch.) for the neutral (Neutr.) and the ﬁve most disgusting (Disg.) pictures.
Synchrony was averaged across all individuals for the neutral and disgusting pic-
tures separately. The same type of averaging across individuals was performed for
the rating dial values, resulting in two average time courses. The absolute level of
synchrony was subtracted by centering the data. The x-axis represents the time in
seconds. The point in time t = 0 s corresponds to the moment when a new picture
(either neutral or disgusting) was shown to the participant. This picture was shown
for 7 s. Before and after the picture, a black screen appeared for a duration of 3
s (i.e., a black screen appeared at t = -3 s and at t = 7 s), t < -3 s and t > 7 s
correspond to the previous and subsequent pictures, respectively. At the moment
when the picture changed (t = 0 s), on average, synchrony was signiﬁcantly higher
for the disgusting than for the neutral pictures.
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Figure 5.5. Diﬀerence between the average (Avg.) time course of the overall phys-
iological synchrony (Synch.) for the neutral (Neutr.) and the ﬁve most disgusting
(Disg.) pictures. The x-axis is the same as in Figure 5.4. A positive value on the
y-axis means that physiological synchrony as a response to the disgusting pictures
was higher than physiological synchrony as a response to the neutral pictures. The
diﬀerence was highest at the moment at which the picture changed.
senting the increase in synchrony occurred on average at t = -1.3 s before a new
picture was shown (i.e., while participants viewed the black screen that preceded
the picture). At the moment when a neutral picture appeared, synchrony showed
a marked decrease for a brief duration of t = 0.1 s. Then, at t = 0.2 s, synchrony
reached approximately the value it had before the picture had appeared (at t =
-0.1 s) before continuously decreasing until the ﬁrst derivative crossed the zero line
from the bottom for the ﬁrst time at t = 1.3 s. Again, taking the starting and
ending points of the slope as the beginning and end of the synchronization reac-
tion, for the neutral pictures, the reaction lasted an average of 2.9 s. In particular,
compared with the disgusting pictures, the end point of the slope occurred 1.1 s
earlier. All temporal characteristics that we analyzed are summarized in Table 5.1.
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Figure 5.6. Standard deviations (SD) of the physiological synchrony (Synch.) of
all participants for the ﬁve most disgusting (Disg.)- and the ﬁve middle neutral
(Neutr.) baseline picture sequences. The x-axis is the same as in Figures 5.4 and
5.5. The variability between participants was smallest in the interval capturing the
moment at which a new picture appeared.
Research Question 3
With our third research question, we were interested in the diﬀerences in the time
courses of physiological synchrony and the subjective ratings. First, we would
like to point out that participants turned the rating dial when they viewed the
disgusting pictures, but they did not turn it when they viewed the neutral pictures.
This is a further indication of a successful emotion manipulation. Our results
showed that, on average, subjectively reported disgust feelings increased much
more slowly than the physiological synchronization (see Figure 5.4). Whereas,
on average, physiological synchrony reached its maximum 0.3 s after the picture
change, the rating dial reached its maximum at t = 3.9 s. Also, the subjective
disgust ratings expressed with the dial lasted longer (on average 9.8 s) than the
physiological reaction (see Table 5.1).
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Table 5.1.
Time Values of Interest in Describing Change in the Average and Centered Physio-
logical Synchrony and Average Subjective Ratings of Disgusting or Neutral Pictures
According to Figure 5.4
Disgust Neutral
tSynch. Synch. tRD tSynch. Synch.
Beginning of increase -1.2 s -0.02 -1.3 s -1.3 s -0.03
1. Maximum 0.3 s 0.14 3.9 s -0.1 s 0.10
2. Maximum - - - 0.2 s 0.11
End of decrease 2.4 s -0.03 8.5 s 1.6 s 0.02
Note. t = time values of interest; Synch. = overall physiological synchrony averaged across
all participants and centered by subtracting the sample mean; RD = average rating dial.
5.4. Discussion
The quantiﬁcation of the synchrony of physiological reactions to emotional stimuli
has recently attracted much attention. However, to our knowledge, the synchrony
of selected physiological parameters in disgust had yet to be investigated. Thus,
we explored short-term intraindividual changes in physiological synchrony and sub-
jective ratings of disgust and compared them with a neutral stimulus in terms of
level, beginning, duration, and end. In the following, we will discuss the results
in more detail and embed them into the current empirical ﬁndings and theoretical
approaches.
With our ﬁrst research question, we aimed to explore changes in physiological
synchrony during the onset of disgusting and neutral pictures. The results showed
that, on average, heart activity, respiration, and skin conductance were more tightly
coupled at the instant at which a disgusting picture was presented, compared with
a neutral picture. This observation is consistent with assumptions of the basic
emotion approaches and the psychological construction approaches, as they pos-
tulate some form of synchrony between response parameters during an emotional
episode (Clore & Ortony, 2013; Ekman, 1992; Levenson, 1994). However, the basic
emotion approaches and the latent variable model expect the changes to be similar
for diﬀerent individuals (Coan, 2010; Ekman, 1992), at least at the very begin-
ning of the emotional experience and when the stimulus is intense (e.g., Ekman
& Cordaro, 2011). In our study, while viewing disgusting pictures, participants
reacted most similarly when synchrony was at a maximum, less than 1 s after the
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disgusting picture was presented, which coincides with what is posited by the basic
emotion approaches (Ekman & Cordaro, 2011; Izard, 2011; Levenson, 2011). On
the other hand, our data supports the presence of large inter- and even intraindi-
vidual diﬀerences in the course and level of physiological synchrony. The results
conﬁrm previous studies that reported large interindividual diﬀerences in response
synchrony (Bulteel et al., 2014; Hsieh et al., 2011; Mauss et al., 2005). On average,
as described above, the participants reacted with an additional increase in syn-
chrony when the following picture was disgusting and with a short-term decrease
when the following picture was neutral. However, some participants' reactions were
completely diﬀerent; for example, they experienced a decrease or delayed increase
in synchrony when viewing disgusting pictures. Further, the individual reaction
times appeared to vary between individuals and also seemed to be diﬀerent for
diﬀerent pictures. Keeping the basic emotion assumptions in mind, emotion reg-
ulation might be at least a partial explanation for the interindividual diﬀerences.
The inﬂuence of emotion regulation strategies (e.g., suppression or reappraisal) on
the behavioral, subjective, or physiological levels of disgust has been investigated
by numerous empirical studies (e.g., Demaree et al., 2006; Gross, 1998; Gross &
Levenson, 1993; Rohrmann, Hopp, Schienle, & Hodapp, 2009). Further, the inﬂu-
ence of emotion regulation on response synchrony has been shown in the past as
well (Butler et al., 2014; Dan-Glauser & Gross, 2013). Despite the fact that we did
not give any explicit emotion regulation instructions in our study, we cannot rule
out the possibility that some participants regulated their emotions automatically,
without explicitly being told to do so (e.g., Gyurak, Gross, & Etkin, 2011). Besides
emotion regulation, as one possible source for the high interindividual variability
in physiological synchrony, our sample had a large range and high standard devi-
ation in age. Previous studies have usually collected data on female participants
(Bulteel et al., 2014; Butler et al., 2014; Gentsch et al., 2014; Mauss et al., 2005;
H. S. Schaefer et al., 2014). Even though these previous participants had a lower
standard deviation for age and the same gender, high interindividual diﬀerences
in physiological response synchrony were reported (Hsieh et al., 2011; Mauss et
al., 2005), which speaks against a strong inﬂuence of age on our results. However,
the inﬂuence of age on physiological synchrony during emotional experience is an
interesting question that should be addressed in the future. The above given expla-
nations for interindividual diﬀerences, such as emotion regulation, age, or gender
are indeed plausible but they cannot account for the intraindividual diﬀerences in
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our study. Further, according to the basic emotion approaches, these strong inter-
and intraindividual variations in synchrony should not really be expected (Barrett,
2009). By contrast, the psychological construction approaches and the emergent
variable model allow for inter- and intraindividual variability in response synchrony
due to the diﬀerent contexts (e.g., picture content), current circumstances, learn-
ing experiences, and life history (Barrett, 2009; Clore & Ortony, 2013; Coan, 2010;
Quigley & Barrett, 2014). Summing up, physiological synchrony was signiﬁcantly
higher at the onset of a disgusting picture, than at the onset of a neutral picture.
This empirical ﬁnding is in accordance with the propositions of the basic emotion
approaches and the latent variable model, but at the same time, this result does
not contradict the physiological construction approaches or the emergent variable
model either. However, the great interindividual and intraindividual diﬀerences
in our results tend to support the key ideas of the psychological construction ap-
proaches and the emergent variable model.
With our second and third research question, we focused in particular on the
temporal course of physiological synchrony and the conscious awareness of the emo-
tional state because little is known about their temporal characteristics (Hollenstein
& Lanteigne, 2014). By applying Kelava et al.'s (2015) synchrony quantiﬁcation
method and simultaneously monitoring the subjective experience of disgust via a
rating dial, we were able to compare the real-time changes in physiological syn-
chrony and subjective ratings. Our results revealed that physiological synchrony
for neutral and disgusting pictures began to increase in a similar fashion while the
participants viewed the black screen that preceded a new picture. We would like
to point out that the participants did not know whether the next picture would be
neutral or disgusting. The early increase in synchrony stands in line with current
empirical results by Bulteel et al. (2014), who reported that the most consistent
changes in physiological synchrony can be found at the moment at which the cue,
which indicates the upcoming valence of the next picture, was presented. The rat-
ing dial, in the present study, was turned after the disgusting picture appeared,
and reached its maximum level seconds after the physiological synchrony response,
which almost decreased back to zero at this point. The delayed maximum emo-
tional experience might be due to the motor process of turning the dial or emotion
regulation strategies such as suppression or reappraisal inﬂuenced the temporal
diﬀerence between physiological synchrony and emotional experience. For exam-
ple, Gross and Levenson (1993) showed that emotion regulation in disgust has an
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inﬂuence on the physiological but not the subjective level. However, the rating
dial values started to increase right after the picture change, and thus, the change
itself appeared at the same time when physiological synchrony was at its maximum
level. Further, theoretical approaches can also provide potential explanations for
our ﬁnding. On the one hand, taking the basic emotion approaches or the latent
variable model as the underlying theoretical model, the causal chain of emotion
elicitation expects the disgusting picture to activate a certain brain circuit, which
then causes changes in physiological parameters and subjective experience (Coan,
2010; Ekman, 1992; Tomkins, 1962). During the presentation of the black screen,
no obvious stimulus was presented to activate the brain circuit; therefore, the basic
emotion approaches and the latent variable model do not seem to be adequate for
explaining the early increase in physiological synchrony and delayed emotional ex-
perience. On the other hand, the key assumptions of the emergent variable model
and the psychological construction approaches might be better able to explain our
ﬁndings. Throughout the experiment, our participants had already been watching
a variable number of pictures before they saw the ones that we included in our main
analysis. Thus, one can assume that besides the individual's prior life experiences,
a certain preparedness was established throughout the experiment. Due to the
context (being in an experimental setting, the possibility that upcoming pictures
will be disgusting), physiological parameters begin to change more or less syn-
chronously while participants viewed the black screen, possibly as a form of bodily
preparation. Because the subsequent picture is unknown, the process is similar for
neutral and disgusting pictures. If the disgusting picture appears, physiological
parameters almost automatically change synchronously, appraisal processes start
to evaluate the incoming bodily information, the content of the disgusting picture
(e.g., a half ripped-oﬀ ﬁnger), including the aﬀective core (valence and/or arousal),
life experience (e.g., working as a physician), and so forth, lead to a delayed con-
scious awareness of a disgusting state, which leads a participant to turn (or not to
turn) the rating dial to a particular level. Thereby, contextual information (pic-
ture content) and life experience could inﬂuence the emotion-emerging process.
For example, a physician might have a diﬀerent aﬀective core response to the half
ripped-oﬀ ﬁnger than a psychology student, and this diﬀerence, amongst others,
could explain the interindividual diﬀerences. However, the physician him- or herself
might also have a diﬀerent aﬀective core response to a picture of a contaminated
toilet compared with a picture of a half ripped-oﬀ ﬁnger, which, amongst others,
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could explain the intraindividual diﬀerences. If the neutral picture appears, physi-
ological parameters are brieﬂy less synchronously, and appraisal processes begin to
be applied to evaluate the incoming bodily information, the content of the neutral
picture (e.g., a lamp), including the aﬀective core (valence and/or arousal), and
so forth. The participant might have the subjective experience that no emotional
state has evolved and therefore, they will not turn the rating dial.
Of course, other explanations are also possible. In both studies (i.e., Bulteel et
al., 2014, and the present paper), the changes that occurred prior to the picture
could be attributed to some form of orienting response or, in our case, anticipatory
anxiety, respectively. In this case, the very brief physiological synchrony around
the picture change would denote only a response to the perceptual change and the
fulﬁlled expectation of seeing something disgusting. Hence, no actual experience of
disgust would be necessary to evoke changes in physiological synchrony. However,
given that the majority of the participants turned the rating dial and reported
some sort of disgusting feeling in the situation as well as after the situation, we
will assume that the observed eﬀect in synchrony resulted from disgust rather than
anticipatory anxiety.11 In sum, in our view, the early increase in physiological
synchrony and the delayed conscious awareness of the subjective experience of dis-
gust support the psychological construction approaches and the emergent variable
model.
Methodological issues
Experimental design
In the present study, we used pictures to elicit emotions. Physiological patterns
comparable to our study in terms of HR deceleration, increased HRV, and in-
creased SCR have been found in numerous studies of disgust, independent of which
emotion-induction method was applied (see Kreibig, 2010, for an overview). The
11At this point, we would like to brieﬂy refer to the results of another study of ours. The
experimental setup was comparable to the one used in the present study (NFear = 34), but
neutral and fear-evoking pictures were shown for 15 s with a black screen of 4 s between the
pictures and we had two measurement points (with a time interval of 6 weeks between them). At
both measurement points, we were able to reproduce the course of physiological synchrony with
regard to the neutral pictures (see Figure A2 in the Appendix). Thus, the short-term decrease
does not seem to be some kind of artifact but a pattern reﬂecting what might be a brief relief.
Further, we again found the early increase in physiological synchrony while participants viewed
the black screen. The temporal duration of the physiological synchrony response was also
comparable to the one found in the present study.
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subjective data revealed the largest emotional increase for disgust as compared with
fear, anger, or sadness. Even if some of the IAPS pictures that we administered
could have evoked emotional states such as fear or anger as well, our manipulation
check still supported the successful induction of disgust via pictures. Nevertheless,
future experiments should include positive pictures as well to better explain the
anticipatory increase in synchrony. For example, future studies could investigate
whether the anticipatory increase still appears when participants do not expect the
appearance of a negative picture. In one of our prestudies, we showed only neutral
and positive pictures and observed the same anticipatory increase in synchrony as
we did for disgusting or fear pictures.
Choice of indicator variables for the latent synchrony
As indicators of the latent state synchrony, we chose ﬁve pairwise coherence indi-
cators on the basis of their average coherence within delineated regions of interest
in the time-frequency plane. Pertaining to disgust, future research is needed to
decide, which time-frequency regions have the highest validity and whether other
physiological parameters such as saliva or cortisol levels should be included as in-
dicators of the synchrony measure. We would like to emphasize, however, that
the applied synchrony measure accounts for many properties of physiological sig-
nals, such as non-stationarity, diﬀerences in signal power, shape, and so forth. By
applying the concept of coherence in delineated regions, we were able to show com-
plex interactions. Note also that these pairwise indicators of coherence have been
applied successfully to provide insights into the inﬂuence of the cardiopulmonary
system on the dynamics of the eye's aberrations (Muma et al., 2010).
Limitations and future directions
The high temporal resolution, the intraindividual quantiﬁcation approach, and the
synchronously acquired online subjective rating are novel and interesting aspects
of the current study. Needless to say, our study also has some limitations. First,
we focused on physiological synchrony and continuous subjective disgust ratings
and did not include the behavioral response system (e.g., facial expression) or brain
activity (e.g., electroencephalography). In the future, it would be productive to
include more indicator variables in the state-space models and, thus, to provide
broader conclusions about the synchrony response in disgust. Second, like nu-
113
merous studies before, we induced disgust in a controlled laboratory setting via
pictures. The artiﬁcial emotion-induction method cannot be applied to address
the question of whether disgust in the laboratory evokes the same physiological
and subjective responses as in a naturalistic setting (Wilhelm & Grossman, 2010).
However, body movements and outside stimuli need to be reduced in order to val-
idate the physiological recordings. The use of other physiological sensors that can
be more seamlessly connected to the participants (e.g., wearable heart rate sensing
devices that use photoplethysmography; Schäck et al., 2015) might make it pos-
sible to induce emotions in a more realistic setting in future studies. Third, the
temporal characteristics concerning the beginning, duration, and end of the physi-
ological synchrony response to disgusting and neutral pictures certainly depended
on our study design. However, they provided a ﬁrst important step in exploring
the temporal resolution of physiological synchrony in general. Future research is
necessary to conﬁrm these temporal characteristics for diﬀerent emotion-induction
methods as well as for diﬀerent emotions. Fourth, in our study, we observed large
interindividual diﬀerences, a ﬁnding that is in accordance with previous empirical
results (Bulteel et al., 2014; Hsieh et al., 2011; Mauss et al., 2005). Possible reasons
for the interindividual diﬀerences are dispositional factors (e.g., disgust sensitivity)
and situational factors (e.g., diﬀerent disgust categories); however, future studies
are necessary to investigate the reasons for such interindividual diﬀerences.
Final conclusion
In sum, we found a signiﬁcant diﬀerence in physiological synchrony during the
onset of a disgusting compared with a neutral picture. Further, we showed that
physiological synchrony increased before the actual emotional or neutral picture
was presented while the participants watched a black screen that preceded the pic-
ture. Our ﬁndings support the propositions of Coan's (2010) emergent variable
model and of the psychological construction approaches (Barrett, 2013). Physio-
logical synchronization was on average faster and shorter than subjective ratings
of disgust. In line with current empirical research results, large interindividual
diﬀerences in the amplitude, slope, and duration of physiological synchrony were
observed. The results of our study might serve as a ﬁrst step toward a new and
emerging research area and provide important fundamental information for future
research on physiological synchrony in emotional states.
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6. Manuscript C: Person- and
Emotion Classiﬁcation of Fear
Using Peripheral Physiological
Data
Abstract
The classiﬁcation of individuals and emotions by use of measured physiological pa-
rameters is often restricted to a small sample size, or only a single measurement
occasion. The present study is an attempt at taking into account some demanding
requirements that typically occur in real world applications: First, individuals were
classiﬁed from 36 individuals. Second, we considered the challenging case that test
and training data were recorded on two measurement occasions separated by an
interval of six weeks. Third, the focus was on the person-dependent distinction
between fear and a neutral state using nonlinear classiﬁers. Fourth, in order to
estimate the variation of the intensity of an emotion over time, we adapted an
extension of support vector machines proposed by Wu, Lin, and Wenig (2004) to
estimate time-continuous probability values of the fear state. These values were
validated by a continuous subjective online rating measured with a rating dial. Fear
was elicited using pictures and ﬁlm clips. Features derived from the electrocardio-
gram, the respiration signal, and measured electrodermal activity. Results showed
that the classiﬁcation accuracy of individuals varied depending on the number of
measurement occasions and sample size. Film clips produced better classiﬁcation
results compared to pictures for emotion classiﬁcation. Furthermore, the mean esti-
mated probability values and the subjective ratings of fear showed similar patterns
in ﬁlm clips over time. This unique ﬁnding suggests that the probability estimates
may serve as an indicator of emotional intensity.
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6.1. Introduction
The classiﬁcation of emotions has been a dynamic and growing research area in
psychology over the last decade. The communication eﬃciency, safety, and conve-
nience of technical equipment such as, e.g., automobiles (e.g., Cai & Lin, 2011) or
online learning methods (e.g., D'Mello et al., 2008), would greatly beneﬁt from the
capability of sensing and responding to emotional states of its user (Agrawal, Liu,
& Sarkar, 2008; Jang et al., 2012). For instance, an online learning program can
pause or simplify the questions, if the computer senses frustration in the learner
and hence, increase the learner's motivation (D'Mello et al., 2008). Further, a real
time classiﬁcation of the emotional state can be used as a biofeedback method
in interventions and therewith help to train the patient's emotional recognition,
perception, and clarity in disorders like, e.g. autism (Liu et al., 2008).
The applied modalities to categorize emotional states vary across studies. Some
studies utilize facial expression (Valstar & Pantic, 2012; Walecki et al., 2017), ges-
ture (Berthouze et al., 2003; Kleinsmith, Bianchi-Berthouze, & Steed, 2011), voice
(Attabi & Dumouchel, 2013; Lee & Narayanan, 2005), or physiological signals
(Kragel & LaBar, 2013; Wiem & Lachiri, 2017), while others use combinations of
diﬀerent modalities (Bailenson et al., 2008; Wöllmer, Kaiser, Eyben, Schuller, &
Rigoll, 2013). In the present study, we classiﬁed individuals and emotions using
peripheral physiological data. First, physiological data are less prone to the en-
vironment, e.g., illumination conditions and sounds (Jang et al., 2012; Jerritta,
Murugappan, Nagarajan, & Wan, 2011), second, they can continuously observe
the emotional state in real time (Agrawal et al., 2008; Jang et al., 2012; Jerritta et
al., 2011), third, they are independent of overt emotion expression (Agrawal et al.,
2008) and hence, can be used to classify emotions in persons that can not speak
or do not display facial expressions, fourth, physiological data are directly inﬂu-
enced by the autonomic nervous system and tend to be less consciously mediated
by cognitive or social factors compared to facial expressions or speech (Gu et al.,
2012; Picard et al., 2001). According to Rani, Sarkar, and Adams (2007), they
represent an implicit emotion indicator and might be less interpretable by other
humans than by computers. We next highlight some important challenges that
appear in emotion classiﬁcation using physiological signals.
First, in many practical applications, a requirement for any emotion classiﬁca-
tion method is to perform person-independent classiﬁcation (Jerritta et al., 2011).
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Person-independence refers to the source of training and testing data for the clas-
siﬁer, here, training and testing data do not derive from the same person. For
instance, person-independent systems become necessary in situations where many
diﬀerent people use the same interface. This is for example the case, when sensing
emotions at gaming machines, or in rental cars. With person-independent classiﬁ-
cation methods, the emotional state of a person can be classiﬁed, even though the
device did not previously capture training data from this speciﬁc individual. How-
ever, person-independence is a challenging requirement, since physiological signals
strongly vary across individuals, even in the same situational context (Lacey &
Lacey, 1958; Kukolja et al., 2014; Rani et al., 2007). This variation impedes the
classiﬁcation accuracy (Kolodyazhniy et al., 2011). Hence, for the implementation
of a person-independent classiﬁcation, a large physiological database is necessary
to account for the interindividual diﬀerences (Chueh et al., 2012; Jerritta et al.,
2011). In a person-dependent classiﬁcation, training and testing data stem from
the same person. Person-dependent systems can be applied in private scenarios
where the number of individuals that use a speciﬁc device is limited, such as, for
example, in private computer games, fostering, tutorial systems, or car driving.
For instance, a tutorial system may be assumed to have training data from each
individual and classiﬁes the emotional state with the help of the individual training
data. Person-dependent classiﬁcation by far outperforms person-independent clas-
siﬁcation (Kolodyazhniy et al., 2011; Maaoui & Pruski, 2008). Some researchers
even question the usability of person-independent classiﬁcation systems (Chueh et
al., 2012). A possible hybrid approach to deal with person-dependent or indepen-
dent systems can be a combination of person-identiﬁcation and, in a second step,
emotion classiﬁcation (Kim & Andre, 2008; Li et al., 2016). This is important
in practical applications, where it cannot be assumed that the device knows the
person for which it performs emotion classiﬁcation.
A second issue that is highly relevant for emotion classiﬁcation using physiologi-
cal signals are the high variabilities or non-stationarities of physiological signals over
multiple sessions/recordings. Non-stationarity denotes that the physiological sig-
nals statistical properties (e.g. the mean, variance, or covariance function) change
over time which propagates on to the extracted physiological features (AlZoubi,
Fossati, D'Mello, & Calvo, 2013). As a consequence, there is also a high intrain-
dividual variability in physiological data over a longer time period. Classiﬁcation
algorithms are best when training and testing data originate from the same popula-
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tion, therefore, the non-stationarity represents a great challenge to the development
of reliable classiﬁcation methodologies (AlZoubi et al., 2013; Wei & Jia, 2016). Psy-
chological research has often disregarded the daily variations of physiological signals
and measured physiological data only on one single occasion (e.g., Bailenson et al.,
2008; Christie & Friedman, 2004; Kolodyazhniy et al., 2011; Kreibig, 2010). This
leads to an overestimation of the correct classiﬁcation rate and does not meet the
demands of real world applications (Abdat et al., 2011; R. A. Calvo et al., 2009;
Picard et al., 2001). A further challenge stems from the fact that physiological
signals are not in general linearly separable in the feature space that is used by the
classiﬁer (Zong & Chetouani, 2009). However, studies often concentrate on linear
classiﬁcation methods (Kreibig, Wilhelm, Roth, & Gross, 2007; Rainville, Bechara,
Naqvi, & Damasio, 2006; Sinha & Parsons, 1996; Stephens et al., 2010). When a
linear separability is not given, nonlinear classiﬁers outperform linear classiﬁcation
methods and are therefore considered to be a more appropriate method for classi-
ﬁcation when dealing with physiological signals (Bailenson et al., 2008; Gu, Tan,
Wong, Ho, & Qu, 2009; Jang et al., 2012; Kolodyazhniy et al., 2011).
The last aspect which we would like to highlight here is that of accessing the
emotional intensity. Some attempts have been made to classify emotion intensity
with the help of retrospective subjective data (Agrawal et al., 2008; Rani et al.,
2006). However, emotion intensity can strongly vary even during a single ﬁlm clip
(Bailenson et al., 2008), which is not captured through retrospective ratings af-
ter the emotion induction. Hence, an online rating method can be a helpful tool
for the estimation of emotion intensity. Although, emotional states have success-
fully been classiﬁed in terms of on/oﬀ, a more distinguished classiﬁcation has not
been reported, yet. Summing up, physiological signals bear a high variation be-
tween individuals. In addition, they have a strong time-dependence which leads
to intraindividual variations, e.g. between signals measured at diﬀerent occasions.
Further, the features may not be linearly separable and emotional intensity may
vary during a single measurement. As a consequence, it is diﬃcult to build a reli-
able classiﬁcation method that fulﬁlls the demands of real world applications. Since
these factors have often been ignored correct classiﬁcation rates were overestimated
(Picard et al., 2001).
In the present paper, our contributions are threefold: First, we considered the
classiﬁcation of individuals and emotions using peripheral physiological signals. To
the best of our knowledge, the inclusion of person classiﬁcation has not been re-
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ported in psychological research so far. It gives an indication for the intraindividual
stability of physiological data over time, which has been a major research topic in
psychophysiology (Hinz, Hueber, Schreinicke, & Seibt, 2002; Rani et al., 2007).
Therefore, we collected data of 36 participants on two measurement occasions sep-
arated by a time interval of six weeks. In this way, we included intraindividual
variations of physiological data over time, which yielded a more realistic picture in
terms of classiﬁcation accuracy. Second, we concentrated on the person-dependent
distinction between fear and neutral states using nonlinear classiﬁers. Fear was
induced with pictures and ﬁlm clips. Existing research has often restricted the
setup to only one measurement occasion (e.g., Kreibig et al., 2007; Rainville et
al., 2006; Stephens et al., 2010). Only a few have collected data in a repeated
measurement design (e.g., Agrawal et al., 2008; R. A. Calvo et al., 2009; Kukolja
et al., 2014; Picard et al., 2001; Rani et al., 2006). As a drawback, these studies
have only used 1 to 15 participants. In the present study, data derived from two
measurement occasions with 36 participants. Third, in order to estimate the varia-
tion of the intensity of an emotion over time, we adapted an extension of T. F. Wu
et al. (2004) for one of the nonlinear classiﬁcation methods applied in our study.
The extension provided an estimate for the probability of an observation to be-
long to a certain class. This allowed for a more continuous distinction between
the emotional states. The computed probabilities were compared to a subjective
online rating that was measured with a continuous rating dial. To the best of our
knowledge, this approach has not been applied in emotion classiﬁcation research,
so far.
The paper is organized as follows: First, we discuss some important theoretical
models of emotion that have been applied in emotion classiﬁcation research. Sec-
ond, we give a short overview of the research on this area including classiﬁcation
methods and related empirical work. Following, we point out our research aims,
describe in detail the proposed methodology, and provide and discuss the obtained
results both for person- and for emotion classiﬁcation.
Theoretical background
The underlying theoretical model of emotions to be used in emotion classiﬁcation
research is a topic of ongoing controversial debate. On the one hand, the basic
emotion approach assumes unique and distinctive response patterns of physiologi-
cal, behavioral, and subjective channels for diﬀerent emotions like fear, anger, joy,
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or disgust (Ekman, 1992; Izard, 1977; Levenson, 1994; Tomkins, 1962). This ap-
proach has been applied in various studies (Kragel & LaBar, 2013; Picard et al.,
2001; Stephens et al., 2010; Walecki et al., 2017). On the other hand, the dimen-
sional approach arranges diﬀerent emotions in a two dimensional space spanned by
valence (positive/negative) and arousal (high/low; Barrett, 2006a; Barrett & Rus-
sell, 1998; Russell, 1980, 2003) and has been applied for emotion classiﬁcation as
well (Gu et al., 2012; Haag, Goronzy, Schaich, &Williams, 2004; Jatupaiboon et al.,
2015; Swangnetr & Kaber, 2013; Walter et al., 2013). The results supporting either
model are mixed: Some support the idea of emotion speciﬁc subject independent
response patterns (Ekman et al., 1983; Friedman & Kreibig, 2010; Levenson, 1992;
Rainville et al., 2006; Stephens et al., 2010), others question response speciﬁcity in
emotion (Cacioppo et al., 2000; Ortony & Turner, 1990; Russell, 2009). Further,
the exact number of basic emotions and the distinction between basic-emotion and
non-basic emotion are not conclusively determined and are thus the subject of an
ongoing scientiﬁc debate (Barrett, 2006a; Grandjean et al., 2008; Ortony & Turner,
1990; Russell, 2009). For instance, Ekman and Cordaro (2011) proposed a set of
seven basic emotions: anger, fear, surprise, sadness, disgust, contempt, and hap-
piness, while Izard (2011) recommended the use of six basic emotions (interest,
enjoyment/happiness/contentment, sadness, anger, disgust, and fear). Pertain-
ing to the dimensional approach, some researchers consider the two-dimensional
space to be an insuﬃcient model for emotion classiﬁcation (Bradley & Lang, 1994;
Fontaine et al., 2007). In addition, there are diﬀering scientiﬁc opinions on the
interpretation of the axes themselves: Some theorists claim an inverse relationship
between positive and negative emotions, while others assume them to be indepen-
dent (Mauss & Robinson, 2009). Further, the reduction of an emotional state to
two or three dimensions is also criticized by some researchers (DeSteno, Petty, We-
gener, & Rucker, 2000; Lerner, Dahl, Hariri, & Taylor, 2007; Rosenberg & Ekman,
1994). Kragel and LaBar (2013) compared the discrete and dimensional approach
using multivariate physiological parameters. Their results supported the discrete
approach (see also Chanel, Kierkels, Soleymani, & Pun, 2009; Lench et al., 2011;
Stephens et al., 2010). Although we are fully aware of the shortcomings, in this
work, based on the above results, we treat fear as a distinctive emotional state that
can be divided in diﬀerent intensity levels.
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Classiﬁcation methods
All studies reported in this short overview used physiological data as underlying
modality. One of the most commonly applied linear classiﬁers are the linear dis-
criminant functions (e.g., Christie & Friedman, 2004; Rainville et al., 2006; Sinha
& Parsons, 1996), in which a hyperplane divides the input space into two classes.
Extensions for multiple classes have been developed and the parameters of the dis-
criminant functions can be estimated using least squares, among other approaches
(Bishop, 2006). Several studies demonstrated that non-linear classiﬁers like k -
nearest neighbors (KNN; Cover & Hart, 1967), support vector machines (SVM;
pioneered by Vapnik, 1998), or neural networks outperform linear classiﬁcation
methods when the features are not linearly separable (Bailenson et al., 2008; Gu
et al., 2009; Jang et al., 2012; Kolodyazhniy et al., 2011). The KNN is a non-
parametric method for classiﬁcation and was applied in a variety of studies (e.g.,
Kortelainen et al., 2012; Li et al., 2016; Zhou, Qu, Jiao, & Helander, 2014). A
new data point is classiﬁed according to the labels of its k -closest training points.
Using Bayes theorem, new data is assigned to the class with the highest posterior
probability (Bishop, 2006). The SVM determines a hyperplane with a maximal
margin to the nearby data points (called support vectors) to separate the classes
and has recently become very popular in classiﬁcation research (e.g., Abdat et al.,
2011; Cheng, Chen, & Wang, 2012; Kragel & LaBar, 2013; Wei & Jia, 2016). To
overcome the limitation of linear separability, diﬀerent kernels like the Gaussian
kernel can be applied (Bishop, 2006). A third framework of non-linear classiﬁers
is based on neural networks. Amongst these, the Multilayer Perceptron (MLP,
Haykin, 1999) is one of the most popular neural network methods. MLP is a
feedforward neural network consisting of multiple layers. These layers comprise
an input layer, one or more hidden layers, and an output layer. The connections
among the neurons are weighted according to their correlation. Classiﬁcation can
be achieved by learning weights of the network using training data (Bishop, 2006).
The MLP approach has been applied in diﬀerent studies (e.g., R. A. Calvo et al.,
2009; Kolodyazhniy et al., 2011; Wagner, Jonghwa, & Andre, 2005). It is impor-
tant to highlight that amongst these methods, there is no single best classiﬁcation
algorithm but rather the characteristics of the data determine which method should
be used (Kim & Andre, 2008). Results are generally reported in form of a correct
classiﬁcation rate (CCR) which gives the overall percentage of correctly classiﬁed
elements. In the present study we apply the KNN and SVM classiﬁers.
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Related empirical work
Classiﬁcation of individuals
The classiﬁcation of individuals via Electrocardiographic (ECG) signals has been
an active and growing area of research in recent years (e.g., Chan, Hamdy, Badre,
& Badee, 2006; da Silva, Fred, Lourenco, & Jain, 2013; Lourenco, Silva, & Fred,
2012). Practical applications include biometric services for person veriﬁcation. In
terms of methodology, neural networks (CCR = 86.10%; Boumbarov, Velchev, &
Sokolov, 2009), SVMs (CCR = 97.54%; Ye, Coimbra, & Kumar, B. V. K. V., 2010),
and the KNN (CCR = 97%; Venkatesh & Srinivasan, 2010) were applied. It is nec-
essary to mention here that the majority of the studies classify data recorded on
one measurement occasion, i.e., training and test data come from the same popu-
lation (e.g., Boumbarov et al., 2009; Fratini et al., 2013; Ye et al., 2010). Multiple
occasions are however necessary to account for the intraindividual variabilities over
time (Chan et al., 2006; da Silva et al., 2013). For instance, da Silva et al. (2013)
highlighted the variability by comparing person classiﬁcation within one and be-
tween two measurement occasions. For several subjects, the heartbeat waveforms
changed signiﬁcantly between the two occasions, even though both measurements
were taken in the same non-emotional setting. The recognition rate was higher if
only data recorded on a single day was used (for similar results see also Odinaka et
al., 2012). The results reﬂect the daily variability of physiological data and empha-
size the necessity of including multiple measurement occasions when performing
classiﬁcation. Further, the data recording in the former studies usually took place
in a calm environment without any expectation of an emotional event or excitement
on the part of the participants. Any kind of physical or psychological activation
or excitement can decrease the correct recognition rate of individuals (Matta, Lau,
Agraﬁoti, & Hatzinakos, 2011; Odinaka et al., 2012). Hence, it is questionable,
if similar classiﬁcation results can be achieved, if the individual expects emotion
evoking stimuli. Studies that consider psychological stress factors like emotions in
their person classiﬁcation are rare (Odinaka et al., 2012), more research needs to
be conducted in this ﬁeld. Summing up, most studies use data that is recorded in
a calm and unemotional session where training and test data come from a single
measurement occasion. Studies that include psychological stressors and multiple
measurement occasions are rare but necessary to realistically address the challenges
imposed by real world applications.
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Classiﬁcation of fear
Fear plays an important role in various human-machine interactions, for example
in task performance (Rani et al., 2007). Kreibig (2010) concluded in her review
that, combining all studies, fear is associated with cardiac acceleration, increased
electrodermal-, and respiratory activity. Further, a decreased heart rate variabil-
ity (HRV), increased P-wave amplitude, and decreased T-wave amplitude were
reported in most studies. A decrease in heart rate (HR) was also found by studies
presenting pictures (e.g., Bernat, Patrick, Benning, & Tellegen, 2006; Codispoti &
de Cesarei, 2007) or ﬁlm clips (e.g., Fredrickson & Levenson, 1998). When using
more realistic emotion induction methods such as sudden announcement of an ex-
ercise or outage of the light, a decreased electrodermal activity could be observed
(e.g., Krumhansl, 1997; Stemmler, 1989, for an overview see Kreibig, 2010).
Numerous studies of emotion classiﬁcation have induced fear on a single mea-
surement occasion (e.g., Christie & Friedman, 2004; Kolodyazhniy et al., 2011;
Kreibig et al., 2007; Lisetti & Nasoz, 2004; Maaoui & Pruski, 2008; Rainville et
al., 2006) and with a small sample size from 4 to 12 individuals (e.g., C.-Y. Chang
et al., 2009; Gouizi et al., 2011; Jang et al., 2012). The rate of correctly classifying
fear varied from study to study, using a linear classiﬁer the CCR reached 57.4%
(Jang et al., 2012), for the KNN, the CCR was 81% (Lisetti & Nasoz, 2004), for
neural networks the CCR reached 83% (C.-Y. Chang et al., 2009), and the SVM
achieved 91% (Maaoui & Pruski, 2008). Note, however, that a direct comparison
is not possible, since all studies used diﬀerent designs and the number of induced
emotions varied. Further, a single measurement occasion possibly leads to an over-
estimation of the CCR, since they do not include intraindividual variations of
physiological data (R. A. Calvo et al., 2009; Picard et al., 2001). Hence, our study
constitutes an important benchmark for classiﬁcation accuracy of fear in real world
applications. Summing up, though the majority of the studies found sympathetic
activation during a fear response, empirical results regarding the physiology of fear
are inconsistent. Existing research only classiﬁed fear using a single measurement
occasion. Studies with a large sample size and two measurement occasions are
missing. Hence, the present study provides an important insight in classiﬁcation
including intraindividual physiological variation.
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Continuous classiﬁcation of emotions
The classiﬁcation methods that have been applied so far are binary in terms of
their decision, i.e., they categorize whether an emotional state is present or not
(zero/one). Attempts have been made to classify diﬀerent intensity levels of an
emotional state. Recently, Walecki et al. (2017) applied successfully variable-state
Latent Conditional Random Fields to detect intensity levels of facial emotion ex-
pressions. Rani et al. (2006) induced anxiety, engagement, boredom, frustration,
and anger with computer based cognitive tasks. They divided the self-reported out-
put states in three diﬀerent intensity levels (low, medium, and high), classiﬁcation
was then conducted on each aﬀective state individually with a person-dependent
classiﬁer. Amongst other classiﬁers, they compared the KNN with the SVM (non-
linear kernel). Classiﬁcation accuracy varied between 70% and 89%, depending on
the emotion and classiﬁer. The SVM outperformed the KNN, for instance, the
recognition rate for anxiety was 80% for the KNN and it reached 89% for the SVM
(see also Agrawal et al., 2008). Summing up, retrospective, self-reported data or
facial expressions were used to classify diﬀerent intensity levels of emotion. To our
knowledge, there is no study which used continuous, online self-reported data or
a classiﬁcation method that reports diﬀerent probabilities on the certainty of the
decision for an emotion using physiological input data.
The present study
The focus of our research paper lay on three major aspects: First, we concentrated
on the classiﬁcation of individuals. Here, we wanted to investigate the inﬂuence of
the number of measurement occasions as well as that of a larger sample size (more
individuals) on the classiﬁcation accuracy. Second, we focused on the distinction
between fear and and a neutral emotional state. Therefore, we compared the clas-
siﬁcation results obtained from the KNN with those of the SVM as well as pictures
with ﬁlm clips in terms of the induction methods. Through our study design, with
a larger sample size and two measurement occasions, we considered realistic con-
ditions that better meet the requirements of real world applications, compared to
previous research. Third, we continuously estimated diﬀerent probabilities for the
fear state over time and compared the results with a continuous self-reported rat-
ing of emotion intensity. By comparing the probability estimates with continuous
self-reported data, we wanted to analyze, if a higher probability estimation for the
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fear class is accompanied by a higher subjective fear rating and vice versa. Prior
studies only used retrospective subjective experience data for emotion intensity.
Moreover, the research of classifying probabilities for a certain emotional state has,
to our knowledge, not been conducted so far.
6.2. Method
Participants
In total, 42 participants took part in our study. From the beginning, a sample of
six participants had to be excluded from the analysis because they had a diagnosis
of mental illness, they smoked before the experiment, or a technical breakdown
occurred (e.g., computer froze). Therefore, 36 participants (20 female, 16 male)
were included in the analysis (M = 23.66, SD = 4.09, range = 19-38 years). The
majority of the participants were students who could collect course credit for their
participation. All participants ﬁlled out consent forms. The experiment was ap-
proved by the local ethic committee.
Emotion Elicitation
Various emotion induction methods have been applied in emotion classiﬁcation
research: pictures (e.g., Gu et al., 2012; Haag et al., 2004), ﬁlm clips (e.g., Bailenson
et al., 2008; Leng, Lin, & Zanzi, 2007), music (e.g., Kim & Andre, 2008; Wagner
et al., 2005), or imagination of experienced emotional situations (e.g., AlZoubi,
Calvo, & Stevens, 2009; R. A. Calvo et al., 2009; Picard et al., 2001). In the
present study, we chose ﬁlm clips, because they elicit emotions eﬀectively, and can
be standardized across participants (Hewig et al., 2005; Rottenberg, Ray, & Gross,
2007; A. Schaefer, Nils, Sanchez, & Philippot, 2010). Fernandez et al. (2012)
showed that fear ﬁlms are able to produce a signiﬁcant change in physiological
data. Further, we wanted to distinguish diﬀerent probability levels of the fear
class. Watching ﬁlm clips elicits a varying level of an emotional state (Bailenson
et al., 2008), hence this method seemed appropriate for the purpose of this study.
We wanted to test our ﬁndings against undynamic yet standardized fear inducing
stimuli like pictures (Lang et al., 2008, 1993). The emotions that are elicited by
pictures generally have a shorter duration and less intensity ﬂuctuation than ﬁlm
clips. The International Aﬀective Picture System (IAPS; Lang et al., 2008) is
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categorized through the dimensions valence and arousal (Lang et al., 2008, 1993),
but attempts have been made to label the pictures according to discrete emotional
categories, showing that fear can also be successfully elicited using the IAPS (Barke,
Stahl, & Kröner-Herwig, 2012; Mikels et al., 2005). Lench et al. (2011) showed
in their study that pictures are the most eﬀective elicitation method for discrete
emotions. Hence, we have chosen pictures as a second emotion elicitation method.
Baseline block
There were three diﬀerent blocks throughout the experiment in both measurement
points (MPs; see Figure 6.1). During the baseline block, eight neutral IAPS pic-
tures12 were displayed in randomized order. Pictures for the baseline block were
selected based on their relatively neutral rating of valence and low rating of arousal
(Lang et al., 2008). Further, one neutral ﬁlm clip explaining the basics of genetics
was shown at MP 1 (8 min 26 s), a ﬁlm clip about encoding the DNA in humans
at MP 2 (7 min 26 s).
Picture block
During the picture block, two aﬀective pictures for each category: violence13 (e.g., a
gun pointed at the participant), accident scenes14 (e.g., car accident), and general
threat15 (e.g., a sinking ship) were displayed. Two neutral pictures16 (e.g., a book)
were added to ensure that participants have a relaxing phase in between. Pictures
for each MP were displayed in the following categorical order: general threat,
accident, neutral, and violence. The pictures within each category were randomly
assigned. The majority of the pictures were taken from IAPS but to counterbalance
the diﬀerent categories some pictures were added. All pictures in the experiment
12IAPS picture numbers of the baseline block MP 1:7006, 7009, 7010, 7025, 7035, 7150, 7217,
7235; IAPS picture numbers of the baseline block MP 2: 5390, 5720, 7020, 7211, 7031, 7052,
7175, 7491.
13IAPS picture numbers of violence pictures for MP 1: 6260, 6560; IAPS picture numbers of
violence pictures for MP 2: 6350, 6570.1.
14IAPS picture numbers of accident pictures for MP 1: 9901 and one picture of a train accident;
IAPS picture numbers of accident picture for MP 2: 9903 and one transporter accident.
15IAPS picture numbers of general threat picture for MP 1 and MP 2: 9050, 9600; IAPS picture
numbers of general threat pictures for MP 2: 9630, a picture of people running away from a
tsunami wave
16IAPS picture numbers of neutral pictures for MP 1: 7002, 7090; IAPS picture numbers of
neutral pictures for MP 2: 7040, 7490
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had the same quality (72 dpi) and were each displayed for 15 s (see also Haag et
al., 2004) with a 4 s black screen between each picture.
Film block
During the ﬁlm block, four ﬁlm clips (two fear inducing and two with neutral
content) were shown for each MP. The fear inducing ﬁlm clips were chosen from
the FilmStim database (A. Schaefer et al., 2010). For MP 1, a scene of The Shining
(4 min 26 s; also recommended by Rottenberg et al., 2007) and a scene of The
Blairwitch Project (4 min 5 s) were shown. Additionally, two neutral ﬁlm clips
were displayed in between, to give the participants a short period to calm down:
a scene of a documentary explaining the making and roasting of coﬀee (3 min 30
s) and a scene of a documentary about a potato ﬁeld on a typical German farm
(4 min 2 s). For MP 2, a scene of Misery (5 min 7 s) and Scream 1 (6 min 57 s)
were shown. The two neutral ﬁlm clips included a scene of a documentary about
an environment-friendly house (3 min 37 s) and a scene of a documentary about
producing a newspaper (3 min 52 s). The order of the ﬁlm clips was fear, neutral,
fear, neutral, whereby the fear and neutral ﬁlm clips where randomly assigned
within each MP.
Questionnaires
The Diﬀerentielle Aﬀekt Skala (DAS; Merten & Krause, 1993) is a German adap-
tation of the Diﬀerential Emotions Scale (Izard et al., 1974). The DAS is a list
of 30 adjectives and measures ten emotional states interest, joy, surprise, grief,
anger, disgust, contempt, fear, shame, and guilt. Each emotional state is captured
by three adjective (e.g., fear by: "frightened", "fearful", "scary"). Participants
were asked to rate their current feelings ("How do you feel right now?") on a ﬁve
point Likert scale (1 = not at all to 5 = very strong) after each block for MP 1
and MP 2.
Physiological recording equipment
ECG, respiration, electrodermal activity (EDA), and rating dial were measured
with Biopac MP 150 System and AcqKnowledge 4.2 Software (Biopac Systems
Inc, 2011). The data was sampled at a frequency of 250 HZ.
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Electrocardiogram
The ECG was recorded using pregelled silver/silver-chloride electrodes attached to
the body in a modiﬁed chest LEAD III conﬁguration. The RA lead was placed
at the beginning and the LA lead at the end of the sternum. The LL lead was
attached to the left margin of the chest, on the third rib bottom up. Electrodes
were connected to the ECG100C ampliﬁer of the MP150 polygraph. To remove
measurement artifacts that were induced when subjects moved during the ECG
recording, we applied an artifact ﬁlter by Strasser et al. (2012). The ﬁlter operates
in the stationary wavelet domain. In this domain, an ECG signal is decomposed
into a set of so-called wavelet coeﬃcients, which represent information on diﬀerent
time-scales. Using this decomposition, the artifacts can be estimated and subse-
quently subtracted from an ECG signal. By applying the algorithm an artifact
cleaned ECG signal was obtained.
Respiration
Respiratory activity was recorded with the eﬀort transducer TSD201, a stretch
sensitive belt placed below the sternum. The participant was supposed to exhale
completely, then the belt was tightened when the chest was at its smallest diameter.
The respiration transducer was attached to the subject in a sitting position, which
was maintained. Next, the belt was connected to the RSP100C ampliﬁer. No pre-
processing was done except for applying a bandpass ﬁlter with cutoﬀ frequencies
of 0.05 Hz and 10 Hz, respectively.
Electrodermal activity
EDA was recorded using 8 mm diameter silver/silver-chloride-electrodes. The elec-
trodes were ﬁlled with isotonic gel (0.5% saline in a neutral base) to provide a
continuous connection between the electrodes and the skin and were placed on the
palm of the non-dominant hand. The electrodes were connected to the GSR100c
module, ampliﬁed with a gain set at 5 µS/V and recorded using a constant voltage
of 0.5 Volt. In the preprocessing step, a butterwoth lowpass ﬁlter (Oppenheim,
Willsky, & Nawab, 1983) with a cutoﬀ frequency at 20 HZ was used to ﬁlter out
high frequency noise and the inductively coupled power hum.
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Rating dial
For each MP and each block (neutral, picture, and ﬁlm-clip), the participants rated
their emotional state with a rating dial. The online rating method does not have
an impact on the emotional experience (Mauss et al., 2005). The potentiometer
was attached to a UIM100C-modul and had a scale from 0 (not frightening at all)
to 10 (very frightening) and an incoming voltage range from 0 to 5 Volt. The dial
was placed in a hemicycle on a 20 × 13 × 8 cm box.
Procedure
Participants were invited twice to the laboratory, separated by a time interval of
six weeks. Both MPs had the same course of events, only the stimulus material
varied. At the beginning, participants were welcomed in the laboratory and seated
in a normal oﬃce chair in a 4 × 6 m laboratory room with a distance of 0.5 m to
the computer screen. They were told that they would see diﬀerent pictures and ﬁlm
clips that can evoke fear. The participants were supposed to rate their perception
of fear continuously on a rating dial. Thereby, 0 meant not frightening at all and
10 meant very frightening. The experimenter pointed out that they should only
rate their feeling of fear, they should not rate any other negative aﬀect. They could
stop the experiment at any time and still get their course credit. Further, they were
reminded to avoid unnecessary movements and to stay as calm as possible. After
the instructions, the participants were connected to the physiological measurement
devices.
The experiment can be divided into three parts (see Figure 6.1). All partici-
pants started with the baseline block. The order of pictures or the ﬁlm-clip at the
beginning of the baseline block was randomized for each participant. We always
started with the neutral material in order to assure that the baseline measurement
is not inﬂuenced by previous aﬀective material. Between each block, the partic-
ipants ﬁlled out questionnaires on the computer. After the baseline block, the
participants randomly watched ﬁrst the picture block and then the ﬁlm block or
vice versa for both MPs. In this way, sequence eﬀects of the presented material
were ruled out.
Throughout the experiment continuous physiological and subjective data were
measured and additionally, retrospective ratings were taken via questionnaires. The
experimenter was in the same room as the participant, to monitor the physiological
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experiment, however they were separated by a room divider. For programming the
experiment and the selection of pictures and ﬁlm clips, we used the software Matlab
R2011b (MathWorks, 2011).
Measurement Point 1 Measurement Point 26 weeks between
measures
Baseline Block
• film clip about genetics (8 min 26 s)
• 8 neutral IAPS pictures
Baseline Block
• film clip about DNA (7 min 13 s)
• 8 neutral IAPS pictures
Picture Block
• 8 pictures (6 affective, 2 neutral)
Picture Block
• 8 pictures (6 affective, 2 neutral)
Film Block
• 4 film clips (affective, neutral,
affective, neutral)
Film Block
• 4 film clips (affective, neutral,
affective, neutral)
DAS questionnaire
DAS questionnaire
DAS questionnaire
DAS questionnaire
DAS questionnaire DAS questionnaire
• each picture was displayed for 15 s
• between each picture and each film clip a 4 s black screen was displayed
• picture and film block were displayed in a randomized sequence
Figure 6.1. The course of the experiment at measurement point 1 and 2. DAS
stands for the Diﬀerentielle Aﬀekt Skala (Merten & Krause, 1993), IAPS for the
International Aﬀective Picture System (Lang et al., 2008).
Applied classiﬁcation algorithms
Classiﬁcation is a fundamental research topic of high interest with numerous ap-
plications, e.g. in the areas of machine learning or medical science. It deals with
the problem of determining to which of a set of predeﬁned categories a new ob-
servation belongs. There are two general types of classiﬁcation algorithms. In
supervised classiﬁcation, the new data is categorized based on a set of training
data whose class membership is known, whereas unsupervised classiﬁcation tries to
categorize the data without having any training data available (Dougherty, Kohavi,
& Sahami, 1995). In the following, two supervised classiﬁers are described in more
detail which are used for the evaluation of our experiments.
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KNN
The KNN classiﬁer is a non-parametric classiﬁcation method, that was ﬁrst intro-
duced by Cover and Hart (1967). It is a method of choice when there is little or no
prior knowledge about the distribution of the data. The KNN exploits the idea that
nearby objects are likely to have similar properties. The training phase consists
solely of storing the feature vectors with their class labels. For the classiﬁcation
of a new, unlabeled vector, the KNN-algorithm ﬁrst chooses its k nearest vectors
among the set of training vectors (Fix & Hodges, J. L.,Jr., 1989). A commonly
used distance metric is the Euclidean distance, where the distance between two
vectors x and y is given by
deuclidian(x,y) =
√√√√ D∑
d=1
(xd − yd)2. (6.1)
Here, D denotes the dimension of the feature vector (Fix & Hodges, J. L.,Jr., 1989;
Wang, Neskovic, & Cooper, 2007). The labels of these k nearest neighbours are
analyzed and the label which appears most frequently is assigned to the new feature
vector. A drawback of the KNN is the fact that its computational complexity grows
rapidly for huge data sets (Guo, Wang, Bell, Bi, & Greer, 2003). However, its simple
implementation and lack of required prior knowledge of the data makes the KNN
a popular classiﬁcation algorithm.
SVM
The SVM algorithm was proposed by Vapnik (1998). Its basic idea is to divide
the feature space by a hyperplane in such a way that the feature vectors of each
class are optimally separated from each other. There are many approaches to this
task. The optimal solution describes a hyperplane which results in the largest
separation, called margin, between the classes (Bishop, 2006). This approach,
however, supposes that the feature vectors are linearly separable. This restriction
can be circumvented by applying the kernel trick (Bishop, 2006): If the data
cannot be linearly separated in the input space, a so-called kernel function is used
to map the features to a higher dimensional space where the features are linearly
separable. For the evaluation, in this paper, the Gaussian kernel was used. The
Gaussian kernel is an exponentially decaying function in the input feature space
which has its maximum value at the position of the support vector and which is used
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to calculate the distance of a new feature vector to one of the support vectors. The
smaller the distance between the vectors becomes, the higher becomes the output of
the kernel function and the importance of this support vector for the classiﬁcation
of this feature increases. This procedure is done for every support vector. The
SVM uses a weighted linear combination of the resulting kernel functions for the
classiﬁcation while the weighting is determined by the importance of the respective
support vector for the classiﬁcation. The central idea is that the superposition of
kernel functions representing each of the two classes draws the boundary between
them. The smaller the distance of a feature to a certain kernel, the higher is
the probability that they share the same class label. The Gaussian kernel is able
to adjust to the data very well, that is why it can be used to recognize even
very complex patterns. However, the price to be paid is a higher computational
complexity (Bishop, 2006).
Since the SVM predicts only class labels without any membership probability,
we adapted a method that was introduced by T. F. Wu et al. (2004) which provides
an estimate for the probability of an observation to belong to a certain class. This
estimate is obtained by ﬁrst comparing the input data with the pairwise class
boundaries which are calculated based on training samples. These estimates of the
pairwise comparisons are combined and the results are iteratively optimized until
a probability estimate for all classes is obtained. This extension is implemented in
the Matlab LibSVM (C.-C. Chang & Lin, 2011) toolbox, which is applied in our
experiment.
Data analysis
Feature extraction
Emotion classiﬁcation studies have often reduced the extracted features to a subset
which is most eﬀective for analysis. Thereby, the number of features used for
the analysis varied from study to study. In our paper, we a priori selected nine
features, which are sensitive to capture emotional activity (Gramann & Schandry,
2009). Further, physiological signals are corrupted by external inﬂuences such as
measurement noise and artifacts. Especially artifacts caused by body movements
are critical. Therefore, each signal passed a preprocessing step to reduce the noise
and motion artifacts, as described above. Following, the features were extracted
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from the preprocessed signal. After the extraction, the feature signals were split
into segments of 15 s duration. For each segment, one feature vector was calculated.
Cardiovascular features. The cardiovascular features were extracted from
the ECG. The analysis of the ECG signals is structured as follows: First, the R-
peaks of the ECG waveform were detected with the method of Chen, Chen, and
Chan (2006). Second, from these detected R-peaks the Interbeat Interval (IBI) was
calculated by analyzing the time diﬀerence between two successive R-peaks. The
related HR can be calculated by using the formula HR = 60/IBI. In the present
study, we only used the IBI as feature, since the IBI and the HR are linearly
connected with each other and there was not a gain of information by using both
features. The HRV was calculated from the variance of the IBIs. Applying a
constrained minima and maxima search, the P, Q, S and T- points were detected
and the QT-Time and the QT-Amplitude were calculated for emotion classiﬁcation.
For the person identiﬁcation task, we classiﬁed the individuals based on the
morphology of the ECG wave. Therefore, we calculated a number of features which
describe the amplitudes and timing intervals of the ECG wave. As timing intervals
we used the QT-Time, the QS-Time, the PQ-Time, and the ST-Time which were
normalized to the current HR. We used relative feature amplitudes so as to be
independent of the absolute values which vary, depending on the measurement
setup. In particular, the QT-Amplitude / PQ-Amplitude, the QT-Amplitude /
QS-Amplitude and the QS-Amplitude / PQ-Amplitude were used for the person
classiﬁcation task. Similar procedures for person identiﬁcation were applied in
Biel, Pettersson, Philipson, and Wide (2001) or Shen, Tompkins, and Hu (2002).
Respiratory features. For feature extraction, a peak detection algorithm
searched for the inhalation peaks and the exhalation minima. The Respiration
Cylcle Time (RCT) was then calculated by the diﬀerences between two inhalation
peaks. The Respiration Frequency (RF) can be calculated by the formula RF =
1/RCT. Because the RCT and the RF are strongly correlated only the RCT was
used as feature. The Inspiratory Depth was calculated by the distance between the
inhalation peak and the exhalation minimum of the respiration signal.
Electrodermal features. The features which were calculated for each segment
were the EDA Slope, the Time of Positive Increase of the EDA, and the Time of
Negative Increase of the EDA. We only used the derivative signals of the EDA
because these are less inﬂuenced by previous segments than the EDA level itself
since the trend was canceled out.
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Statistical analysis
In order to perform emotion and subject classiﬁcation with the methods described
above, feature vectors must be formed. From the cardiovascular, respiratory, and
electrodermal features we constructed a feature vector of nine features for emotion
classiﬁcation. From the cardiovascular features we constructed a feature vector of
seven features for classiﬁcation of individuals. The features selected for emotion
identiﬁcation were assumed to be sensitive to the presented emotional content and
the features for classiﬁcation of individuals were person dependent. There were
diﬀerent measures with diﬀerent value ranges, and diﬀerent units in the vectors.
To weight the inﬂuence of each feature equally, we normalized the features by their
robust estimates of the mean and variance with the following formula:
Fnorm =
(F −median(F ))
1.4826 ·mad(F ) , (6.2)
where F is the feature, the median is a robust estimate of the mean, the median
absolute deviation (mad) is a robust estimate of the standard deviation, and the
factor 1.4826 provides consistency when assuming a Gaussian distribution of F
(Zoubir et al., 2012). Robust estimates were used, since they are insensitive towards
outliers in the feature vectors. The classiﬁcation was now performed with both
classiﬁers, i.e., the KNN and the SVM with a Gaussian Kernel.
Classiﬁcation of individuals
For the classiﬁcation of individuals we only used baseline ﬁlm clips, because the
person had a neutral stimulus input over a relatively long period and hence, more
data points were available. Two scenarios were constructed: In the ﬁrst scenario,
the individual was classiﬁed based on the data of one MP. The classiﬁcation accu-
racy was evaluated with a two-fold cross validation, whereby the baseline ﬁlm clip
was split in two equal parts, each part was assigned to one fold. Hence, training
and testing data derived from the same MP. In the second scenario, both MPs were
used for the classiﬁcation. Again, a two-fold cross validation was used, this time
the baseline clip of each MP was assigned to diﬀerent folds.
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Classiﬁcation of fear based on pictures
The pictures were shown for 15 s in the experiment. Therefore, one picture rep-
resents one feature vector in our evaluation. The ﬁrst two pictures of the baseline
were left out of the analysis to reduce the eﬀect of the initial excitement of the
participants. We conducted a two fold cross-validation, where the pictures of one
MP are assigned to one fold. Hence, the classiﬁer is trained with the pictures of
one MP and tested against the other MP.
Classiﬁcation of fear based on ﬁlm-clips
For the classiﬁcation of fear based on ﬁlm clips, we used the probability extensions
for the SVM that were described above. The KNN was applied in its usual form.
The information of the probability is an indicator for the reliability of the classi-
ﬁcation decision and facilitates the interpretation of the results over time. As for
the pictures, we applied a two fold cross-validation, and the features were calcu-
lated for 15 s frames. We trained the classiﬁer for each person separately. We then
combined the folds as follows: the middle 4 min of the initial baseline ﬁlm clip
and one of the emotional ﬁlm clips (The Shining or Blairwitch Project for MP 1
and Misery or Scream for MP 2). There were four possible video combinations: 1.
Cross-validation with The Shining and with Misery. 2. Cross-validation with The
Shining and with Scream. 3. Cross-validation with Blairwitch Project and with
Misery. 4. Cross-validation with Blairwitch Project and with Scream.
6.3. Results
Manipulation check
To ensure the elicitation of fear through our stimulus material, we analyzed the
retrospective, subjective data of the DAS. Figure 6.2 depicts the mean DAS scores
for fear, disgust, sadness, and anger after the neutral stimuli, the fear pictures,
and the fear ﬁlm clips for MP 1 and MP 2. The neutral stimuli did not elicit any
negative emotions (see Figure 6.2). Fear ratings were higher in measurement point
2 (see Figure 6.2(b)), during MP 1 the increase of fear was only slightly higher
than for sadness (see Figure 6.2(a)). Film clips produced higher fear rating than
pictures. Yet, during MP 2 disgust ratings were almost as high as fear ratings (see
135
Measurement Point 1
M
ea
n 
DA
S 
Sc
or
e
Neutral Fear Picture Fear Film
1
2
3
4
5
Fear
Disgust
Sadness
Anger
(a) Mean DAS scores on measurement point 1
Measurement Point 2
M
ea
n 
DA
S 
Sc
or
e
Neutral Fear Picture Fear Film
1
2
3
4
5
Fear
Disgust
Sadness
Anger
(b) Mean DAS scores on measurement point 2
Figure 6.2. Averaged retrospective subjective ratings of the Diﬀerential Aﬀect Scale
(DAS; Merten & Krause, 1993) after neutral stimuli, fear pictures, and fear ﬁlm
clips on measurement point 1 and 2. Fear ratings were higher using ﬁlm clips in
both measurement points.
Figure 6.2(b)). Summing up, the emotion induction with ﬁlm clips seemed to be
more successful than using pictures.
Classiﬁcation of individuals
The random chance of correct classiﬁcation was 2.78% for each individual. The
random chance of correct classiﬁcation is an important benchmark for the evalua-
tion of a successful classiﬁcation and depends on the number of participants (the
higher the number of participants the lower is the random chance of correct classi-
ﬁcation). The classiﬁcation of individuals was conducted within MP 1 and between
MP 1 and MP 2. Figure 6.3 depicts the confusion matrices for the classiﬁcation
accuracy of the SVM classiﬁer. The confusion matrix can be interpreted as follows:
Each column represents a real person while each row represents a predicted person.
The diagonal shows the probability for a correct classiﬁcation between 0 and 1 for
each individual, false alarms are displayed outside the diagonal.
The results largely supported our assumptions. First, Figure 6.3(a) displays
the confusion matrix for the classiﬁcation within MP 1. For some individuals like
no. 4, 13, or 19, the CCR was almost 100%, while for other individuals like no. 11
or 23, the CCR was between 10 and 20%. Hence, there is a high interindividual
variability in the classiﬁcation accuracy. In total, 56.70% (54.53%) of all individuals
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were correctly classiﬁed using the SVM (KNN). The results were clearly above the
random chance of correct classiﬁcation.
Second, Figure 6.3(b) depicts the confusion matrix when training data derived
from MP 1 and testing data from MP 2 of our experiment. Again, for some
individuals like no. 4, 6, 15, or 19, the CRR was close to 100%. However, compared
to Figure 6.3(a) there were more individuals with a CCR below 10% (e.g., no.
9, 13, 16, or 18) as well as more false alarms. In total, 26.93% (23.16%) of all
individuals were correctly identiﬁed using the SVM (KNN). The CCR declined
from 56.70% to 26.93%, if data recording derived from two diﬀerent measurement
occasions and hence, two diﬀerent recording setups. The impact of daily variations
in physiological data on classiﬁcation accuracy is apparent.
Since our results have lower CCR than reported in other studies, we want to
exemplarily show, which inﬂuence the sample size can have on the reported CCR.
Therefore, we used the baseline data from a similar experiment with the same
feature vectors, time frames, and classiﬁers, but with three measurement occasions
and only ﬁve participants. Two measurement occasions were used for training- and
the third occasion for testing data. Figure 6.3(c) displays the confusion matrix of
the person identiﬁcation using the SVM. Random chance of correct classiﬁcation
was by 20% for each individual. In this task, CCR reached 87.30% for the SVM
and 84.8% for the KNN, respectively.
Classiﬁcation of the fear state in pictures
The random chance of correct classiﬁcation for each picture was 50%. For person-
dependent classiﬁcation with a two-fold cross validation CCR reached 66.20%
(64.40%) using the SVM (KNN). The results only slightly were above chance.
Possible reasons for the low CCR are discussed later on.
Classiﬁcation of the fear state in ﬁlm clips
Table 6.1 displays the overall CCR for the SVM and KNN in ﬁlm-clips using two
measurement occasions. Again, the random chance of correct classiﬁcation was
50%. The CCR ﬂuctuated between 70.30% and 81.90% depending on the classiﬁer
and ﬁlm-clips. In general, the SVM outperformed the KNN. The best CCR was
achieved for the SVM, if training data derived from MP 1 Blairwitch Project and
testing data stemmed from MP 2 Misery (81.90%). The CCR was higher than
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Figure 6.3. Confusion matrix for the correct classiﬁcation of individuals within-
and between measurement points (MPs) using the support vector machine (SVM).
Each column represents a real person while each row represents a predicted person.
The diagonal shows the probability for a correct classiﬁcation between 0 and 1 for
each individual, false alarms are displayed outside the diagonal. The probability
scores can be retrieved from the bar next to the picture. For instance, if a box on
the diagonal is black, the person is correctly identiﬁed by the classiﬁer. If a box
outside the diagonal is black, the classiﬁer identiﬁed e.g., individual 19 as individual
25. Data of Figure 6.3(a) and Figure 6.3(b) derived from our experiment. Random
chance of correct classiﬁcation was 2.78% for each individual. Is the respective box
on the diagonal darker than 2.78%, the correct classiﬁcation rate was above chance.
Data of Figure 6.3(c) stemmed from another experiment with three measurement
points and only ﬁve individuals. Random chance of correct classiﬁcation was 20%
for each individual. The results show that the rate of correct classiﬁcation is higher,
if only one measurement occasion and a smaller sample size is used.
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the random chance of correct classiﬁcation. Film-clips achieved better CCRs than
pictures.
Further, we were interested in diﬀerent probabilities for the existence of a fear
state over time. Probabilities were calculated using the extension of the SVM
classiﬁer and averaged over all participants within each 15 s segment, which explains
the stepwise change of the graph in Figure 6.4. The continuous subjective ratings
were also averaged across all participants but continuously across the whole time
period. Figure 6.4(a) exemplarily depicts the probabilities for the baseline and The
Shining ﬁlm clip (MP 1), Figure 6.4(b) is equivalent for the Misery ﬁlm clip on
MP 2. First, Figure 6.4 shows that the continuous subjective fear ratings were
higher during the fear ﬁlm clips than during the baseline ﬁlm clips. Second, the
probability for the classiﬁcation of fear was below 40% for the baseline ﬁlm clips
in MP 1 and MP 2, but above 60% for The Shining and Misery. This observation
stands in line with the results of the rating dial. Third, while the rating dial and
classiﬁcation rates seemed to be more homogeneous during The Shining, there were
more up- and downturns during Misery. Further, the two amplitudes of the rating
dial in Misery were also visible in peaks of the classiﬁcation probabilities.
Table 6.1.
Overall Correct Classiﬁcation Rate for a Person-Dependent Classiﬁcation of the
Fear State in Film Clips Using two Measurement Occasions. Random Chance of
Correct Classiﬁcation was 50% for Each Film Clip.
The Shining MP 1 Blairwitch Project MP 1
KNN SVM KNN SVM
Misery MP 2 73.40% 74.00% 77.50% 81.90%
Scream MP 2 71.30% 73.30% 70.30% 71.50%
Note. MP = measurement point; KNN = k -nearest neighbors; SVM = support
vector machine.
6.4. Discussion
The aims of the present paper were the classiﬁcation of individuals and the per-
son dependent classiﬁcation of the emotional state of fear, using physiological data
and nonlinear classiﬁers like the KNN and SVM. We applied pictures and ﬁlm
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Figure 6.4. Average probabilities for the fear class using an extension of the support
vector machine (SVM) and average subjective ratings using the rating dial for the
two diﬀerent measurement points (MPs).
clips to induce fear. Physiological parameters like cardiovascular, electrodermal,
and respiratory features were used as underlying modality. Further, continuous
subjective ratings with a rating dial were recorded. The contributions of our pa-
per are thus threefold: First, the classiﬁcation of individuals was included in our
analysis. In addition, we had a relatively large sample size with 36 participants.
Second, we recorded data on two measurement occasions separated by a time in-
terval of six weeks. Hence, the inﬂuence of daily variations (i.e. intraindividual
changes) and the reattachment of recording equipment were taken into account in
our analysis. Third, we analyzed diﬀerent probability scores which give a mea-
sure of certainty whether the respective segment of ﬁlm clips belonged to the fear
class. We compared these probability scores with continuous subjective ratings.
The direct comparison of objectively estimated probability scores and subjective
data over the course of a ﬁlm clip is novel and one of the main contributions of our
paper.
In our ﬁrst research question, we investigated the inﬂuence of the number of
measurement occasions as well as the number of participants on the classiﬁcation
accuracy of individuals. Our results showed that the CCR decreased, if training
and testing data stemmed from diﬀerent measurement occasions. The result stands
in line with other empirical work (e.g., da Silva et al., 2013; Odinaka et al., 2012).
A possible explanation for the decline lies in intraindividual variabilities of the
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ECG-signal (Schijvenaars, van Herpen, & Kors, 2008). Intraindividual variabilities
can be traced back to personal factors like physical activities, drugs, or respiration
activity, or to technical factors like diﬀerences in the application of the electrodes
(Schijvenaars et al., 2008). Further, the CCR increased, when less individuals
needed to be classiﬁed. The number of overlapping feature vectors are a possible
explanation. The higher the number of participants, the higher the probability
that feature vectors of diﬀerent individuals are similar and hence, are overlapping.
In that case, it is more diﬃcult to separate individuals from each other and to
achieve a correct classiﬁcation (Bishop, 2006). Consequentially, having more than
one measurement occasion and an increasing number of participants impairs the
classiﬁcation accuracy of individuals. Both factors are important for real world
applications. For instance, a car, an ATM, or a robot in a nursing home should
be able to reliably identify the same individual as well as multiple operators on
diﬀerent days.
In our second research question, we examined the classiﬁcation accuracy of fear
states compared to a neutral, non-emotional state in pictures and ﬁlm clips. Re-
garding pictures, our results were only slightly above the random chance of correct
classiﬁcation. On the one hand, this could be due to our two measurement oc-
casions. Previous studies conﬁrmed: Classiﬁcation accuracy declined if multiple
measurement occasions are used for classiﬁcation (Abdat et al., 2011; R. A. Calvo
et al., 2009; Picard et al., 2001). On the other hand, it is possible that the picture
time frame of 15 s was not optimally chosen for the analysis of emotion. The onset
and duration of an basic emotion should be very quick and short (e.g., Ekman,
2003; Izard, 2007). It is possible that our participants experienced a physiological
change at the beginning of the picture, but through the eﬀect of habituation the
physiological reaction abated after a few seconds. Unfortunately, studies revealed
a high interindividual variability in the duration of emotional episodes, respec-
tively (Kuppens, Oravecz, & Tuerlinckx, 2010; Verduyn, van Mechelen, Tuerlinckx,
Meers, & van Coillie, 2009). Further, although, we selected well validated pictures
for the induction of fear (Lang et al., 2008), our manipulation check showed that
the emotion induction through pictures was probably not intensive enough to yield
a high classiﬁcation accuracy. Compared to the applied pictures, ﬁlm clips yielded
a higher CCR than pictures. This could be due to a more successful emotion in-
duction through additional voice and music elements, as well as moving pictures.
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This assumption is supported by our manipulation check, which displayed higher
fear ratings for ﬁlm clips than for pictures.
Overall, the SVM outperformed the KNN and achieved higher CCRs. A reason
lies in the type of decision algorithms. The decision of the KNN is solely based on
the class label of its nearest neighbours. Especially feature vectors that lie in the
border region between two classes are at risk to be misclassiﬁed. The SVM, on the
other hand, deﬁnes a border that separates classes from each other. For each new
feature vector, the algorithm checks to which side of the border the feature vector
belongs, regardless of the class membership of its neighbours (Bishop, 2006). Thus,
depending on the data structure, the SVM might give better classiﬁcation results
than the KNN for our data.
In our third research aim, we compared results of classiﬁcation analysis with con-
tinuous subjective experiences. As emotion induction method, we used ﬁlm clips,
since they do not induce one constant emotional level (Bailenson et al., 2008). Fur-
ther, we applied an extension of the SVM classiﬁer, which enabled us to calculate
probabilities for the fear class. The length of the ﬁlm clips was divided into 15 s
segments, classiﬁcation was performed for each segment and averaged over all indi-
viduals. Our results revealed that the subjective fear rating was higher during the
fear ﬁlm clips than during the neutral baseline ﬁlm clips. In addition, classiﬁcation
probabilities for the fear class were higher during the fear ﬁlm clips than during
the neutral baseline ﬁlm clips, as well. The ﬁlm clips showed diﬀerent ﬂuctuations
in the subjective intensity rating of fear. At the same time, on average, the proba-
bilities for the fear class increased and decreased in accordance with the subjective
intensity rating. This observation raises the question if the probabilities could be
interpreted as emotion intensity. In the past, intensity levels of emotion were exam-
ined by clustering retrospective subjective experiences (Agrawal et al., 2008; Rani
et al., 2006). To enable a continuous classiﬁcation of emotion intensity levels, the
extension of the SVM could be a possible solution. Moreover, the duration of the
time segments (15 s) can also be reduced and segments can be overlapped to yield
a classiﬁcation that is closer to real-time classiﬁcation.
Limitations and future directions
Although, our study yielded important implications for the classiﬁcation of indi-
viduals and emotions, there were some limitations to our study. First of all, we
used a person-dependent emotion classiﬁcation approach. Hence, the training and
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testing data were derived from the same person. For some applications in the real
world, it could be necessary that the classiﬁer identiﬁes an emotional state of an
unknown person with the help of a large training data base (Chueh et al., 2012).
This scenario seems to be a general direction of high interest in emotion classiﬁca-
tion research (D'Mello & Kory, 2015; Gu et al., 2012; Li et al., 2016), still, some
researchers question whether a reliable person-independent classiﬁcation is even
possible (Chueh et al., 2012). The reason for this opinion is a high interindividual
variability in physiological signals (Chueh et al., 2012; Jatupaiboon et al., 2015; Li
et al., 2016), which was also conﬁrmed by our results. For instance, some individ-
uals were perfectly identiﬁed while other individuals had a CCR close to 0%. A
possible solution is the combination of person- and emotion classiﬁcation (Kim &
Andre, 2008). For instance, Li et al. (2016) used physiological data and showed
that a group based Individual Response Speciﬁcity model can achieve higher classi-
ﬁcation accuracy than a general model. This approach could be a possible solution
for the conﬂict of person-dependent and -independent classiﬁcation.
Second, we concentrated on physiological signals as underlying modality.
Thereby, we did not control for arrhythmia subjects or heart diseases, which could
have decreased the recognition rate of individuals (Chiu, Chuang, & Hsu, 2008).
Although, participants were explicitly asked to reduce body movements through-
out the experiment, motion artifacts can impend classiﬁcation accuracy. Further,
we did not apply feature selection algorithms to our data, since we a priori se-
lected emotion relevant features recording to Gramann and Schandry (2009). The
number and kind of features used in classiﬁcation analysis is very heterogeneous
(R. A. Calvo & D'Mello, 2010). Future work should focus on a standardization
of physiological features used for classiﬁcation analysis. A future goal of emotion
classiﬁcation research should be the conjunction of various modalities to optimize
the classiﬁcation and to adjust for the drawbacks of each modality. Studies have
shown that the classiﬁcation rate of physiological data can be improved by adding
modalities like facial expression (Abdat et al., 2011; Bailenson et al., 2008).
Third, the degree to which our results can be generalized is limited, since we
only induced one emotional state, namely fear. It is even questionable to what
extent we only might have induced a higher arousal. Arousal and intesity level.
Hence, our results only reﬂect CCR using two measurement occasions and a low
intensity level of fear.
Fourth, we applied well established classiﬁcation methods like the SVM and
143
KNN in our study, which are still prominent in the current research (e.g.,
Jatupaiboon et al., 2015; Li et al., 2016; Wei & Jia, 2016; Wiem & Lachiri, 2017).
Due to their context modeling abilities more recent classiﬁcation methods like Long
Short-Term Memory networks (e.g., Wöllmer et al., 2013) or Conditional Random
Fields (e.g., Walecki et al., 2017 should be applied to data evolving from two mea-
surement occasions.
The present study provided an important basis for future classiﬁcation research
with psychophysiological data as underlying modality. Our results emphasized the
importance of including more than one measurement occasion in the classiﬁcation
analysis. Further, a large sample size was used to yield a more realistic classiﬁca-
tion setup. Our study presented a possible future approach for analyzing diﬀerent
intensity levels of emotions by using the extension of the SVM classiﬁer. We could
show that the probabilities of an emotional class change in accordance with the
subjective intensity rating of an emotion. This approach should be extended in
future research with more than one emotional state.
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A. Appendix
I
Table A1.
Five Most Disgusting Pictures Rated via the Rating Dial in the Prestudy
Rating dial
Picture Content M SE
IAPS no.
3150
A half ripped-oﬀ ﬁnger 4.93 0.80
IAPS no.
9301
A toilet with excrement 4.59 0.65
IAPS no.
3100
A face with a burn 4.35 0.81
Diarrhea A toilet with excrement 4.01 0.69
Vomit A picture of puke in a car 3.57 0.56
Note. M = mean; SE = standard error.
Table A2.
Manipulation Check: Paired t Tests for the Mean of the Mean Diﬀerence Scores
DAS Scale MMd SE t p Cohen's d
disgust-fear 1.78-0.37 = 1.42 .13 10.76 .00** 1.66
disgust-anger 1.78-0.17 = 1.61 .16 9.98 .00** 1.54
disgust-sadness 1.78-0.23 = 1.55 .16 9.46 .00** 1.46
disgust-surprise 1.78-0.22 = 1.56 .17 9.13 .00** 1.41
Note. DAS = Diﬀerential Aﬀect Scale. MMd= mean of the means of diﬀerences (disgust t2 − t1 -
emotion t2−t1), SE = standard error, p-values = p-values corrected by the Bonferroni correction.
N = 42; df = 41. **p < .01.
II
Table A3.
Means of the Diﬀerences, Standard Errors, t Values, p-values, and Cohen's d of
the Paired t Tests for the Physiological Parameters: Heart Rate (HR), Heart Rate
Variability (HRV), Skin Conductance Response (SCR), and Inspiratory Depth (ID)
MD SE t p Cohen's d
HR -6.08 0.79 -7.73 .00** -1.19
HRV 0.01 0.00 8.57 .00** 1.32
SCR 0.11 0.04 2.61 .04* 0.40
ID -0.27 0.20 -1.35 .74 -0.21
Note. MD = Mean of the diﬀerences (disgust t2 - neutral t1); SE= standard error of
the mean of the diﬀerences; p-values= p-values corrected by the Bonferroni correction.
N = 42; df = 41. *p < .05. **p < .01.
III
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(ap) Participant 42
Figure A1. The average intraindividual time course of the latent physiological syn-
chrony (Synch.) and average continuous rating dial values while viewing disgusting
(Disg.) and neutral (Neutr.) picture sequences for all participants. The y-axis con-
tains the latent physiological synchrony and the continuous rating dial values. The
x-axis represents the time in seconds. The point in time t = 0 s corresponds to
the moment when a new picture (either neutral or disgusting) was shown to the
participant. This picture was shown for 7 s. Before and after the picture, a black
screen appeared for a duration of 3 s (i.e., a black screen appeared at t = -3 s and
at t = 7 s), t < -3 s and t > 7 s correspond to the previous and subsequent pictures,
respectively.
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(a) Measurement point 1
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(b) Measurement point 2
Figure A2. Average (Avg.) time course of the overall physiological synchrony
(Synch.) for neutral (Neutr.) and fearful pictures at two measurement points
with a time interval of 6 weeks between them. Synchrony was averaged across
all individuals for the neutral and fearful pictures separately. The same type of
averaging across individuals was performed for the rating dial values, resulting
in two average time courses. The absolute level of synchrony was subtracted by
centering the data. The x-axis represents the time in seconds. The point in time
t = 0 s corresponds to the moment when a new picture (either neutral or fearful)
was shown to the participant. This picture was shown for 15 s, but only the ﬁrst 8
s of the picture are displayed. Before and after the picture, a black screen appeared
for a duration of 4 s (i.e., a black screen appeared at t = -4 s and at t = 15 s).
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