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Abstract. In this paper we consider model predictive control for a class of constrained discrete-time Markovian 
switching systems consisting of a family of nonlinear stochastic subsystems whose nonlinear stochastic term for 
a particular mode is described by its statistical properties. The additive nonlinearity of the subsystems is allowed 
to contain state, input, and independent noise vectors. It is allowed also that hard constraints are imposed on the 
input manipulated variables. 
 
Введение. Моделями с марковскими скачкообразными параметрами описывается широкий класс 
реальных систем [1]. Эффективным подходом к синтезу систем управления с ограничениями, 
получившим широкое признание и применение в практике управления сложными технологическими 
процессами, является метод управления с прогнозирующей моделью [2, 3]. Применению данного метода 
к управлению дискретными системами с марковскими скачками посвящены работы [4-6]. В работе [5] 
рассматривается задача управления по квадратичному критерию дискретными нелинейными системами 
при условии, что от состояния марковской цепи зависит только матрица управления системы. В 
работе [6] ставится задача управления линейной системой, при этом от состояния цепи зависит не только 
матрица управления, но и матрица динамики системы.  
Настоящая работа является обобщением результатов, полученных в [6], на случай нелинейных 
дискретных систем. Найдены уравнения синтеза оптимальных стратегий управленияс учетом «жестких» 
ограничений на управляющие переменные. 
Постановка задачи. Пусть объект управления описывается уравнением 
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×∈ , ( ) x un ni kB ×∈ , x(k) – nxмерный вектор состояния, u(k) – nu-мерный вектор управления, 
w(k) – вектор белых шумов размерности nw с нулевым средним и единичной матрицей ковариации, θi(k) 
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 (i=1,2,…,ν) – компоненты вектора θ(k), θ(k)=[δ(α(k),1),…,δ(α(k),ν)]
T, δ(α(k),j) – функция Кронекера 
( 1, )j = ν ,{α(k); k=0,1,2,…} – однородная дискретная марковская цепь с конечным множеством состояний 
{1,2, … ν} и известной матрицей переходных вероятностей ,i jP P =   . 
Вектор θ(k) допускает следующее представление в пространстве состояний [7]:
( 1) ( ) ( 1),k P k kθ + = θ + υ + где { }( )kυ  – последовательность мартингал-разностей. 
Нелинейные функции 
if  обладают следующими характеристиками: 
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jM ( 1, , 1, )j r i= = ν  – неотрицательно определенные симметричные 
матрицы. Предполагается, что состояние марковской цепи в момент времени k доступно наблюдению. 
Последовательности w(k) и θ(k) независимы.  
На управляющие воздействия наложены ограничения вида: 
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где ( ) u
q n
S k
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qu k u k ∈ . Необходимо определить закон управления системой (1) при 
ограничениях (2) из условия минимума критерия со скользящим горизонтом управления 
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где E{…/…} – оператор условного математического ожидания; m – горизонт прогноза, k – текущий 
момент времени; 1 0, ( 0( ) )R k i R k i≥ + >+  – весовые матрицы соответствующих размерностей. 
Синтез стратегий прогнозирующего управления. Для решения сформулированной задачи 
используем методологию управления с прогнозирующей моделью.  
Теорема. Стратегия прогнозирующего управления с горизонтом прогноза m, минимизирующая 
критерий (3) при ограничениях (2) на каждом шаге k равна ( ) 0 ... 0 ( ),
u u un n n




единичная матрица размерности nu, 0
un
– квадратная нулевая матрица размерности nu, 
U(k)=[uT(k/k),...,uT(k+m−1/k)]T – вектор прогнозирующих управлений, который определяется из решения 
задачи квадратичного программирования с критерием вида: 
( ) 2 ( ) ( ) ( ) ( ) ( ) ( )T TY k m k x k G k U k U k H k U k+ = + , при ограничениях min max( ) ( ) ( ) ( ),U k S k U k U k≤ ≤  где 
( ) ( ( ),..., ( 1))S k diag S k S k m= + −
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min min max maxmin max( ) ( ),..., ( 1) , ( ) ( ),..., ( 1)U k u k u k m U k u k u k m   = + − = + −    , 
H(k) и G(k) –блочные матрицы, блоки которых равны: 
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Заключение. В данной работе предложен метод синтеза стратегий прогнозирующего управления 
по квадратичному критерию длянелинейных дискретных систем с марковскими скачками. Данный 
подход позволяет в явном виде учесть ограничения на управления. Алгоритм синтеза прогнозирующей 
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