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Foreword
This document aims at providing some perspective on our pieces of research
in Statistics. These have mainly addressed the problems of estimation and hy-
pothesis testing in regression models. We include in our definition of “regression
models”, the linear model, the functional regression model on deterministic or
random design points, and the autoregression model, among others. . .
This document is organized as follows. In Chapter 1, we consider the prob-
lem of estimation by model selection. The aims and scope of model selection
procedures are presented in Section 1 and the reader will find there illustrative
examples. In Sections 2 and 3, we give an account of our contribution on the
basis of the papers B. [3, 2] and B., Comte and Viennet [6, 7].
In Chapter 2, we consider the problem of hypothesis testing and describe
some of the results obtained in the series of papers B., Huet and Laurent [11,
8, 10] and B. [4, 5]. We explain the role of tests in Statistics in Section 1 and
provide some connections between hypothesis testing and model selection in
Section 2. A description of our tests in collaboration with S. Huet and B. Laurent
can be found in Section 3. Section 4 is more theoretically oriented and gives
some perspective on B. [4] which deals with the description of minimax rates of
testing in the regression and Gaussian sequence models. Finally, an application
of hypothesis testing to the problem of building nonasymptotic confidence balls
is presented in Section 5.
Before turning to the main part of this document, we present two regression
models to which we shall repeatedly refer in view of motivating or merely illus-
trating our approach. We also hope that the description of these will be helpful
to understand the importance of regression models in experimental sciences.
Model 1 (The linear regression model). Consider the statistical model
given by
(1) Y = f + ε, where f = Φθ.
In (1), Φ is a nonrandom n × N -matrix (1 ≤ N ≤ n), θ is an unknown
parameter in RN and ε a centered random vector in Rn with i.i.d components of
common variance σ2. The data consist of the observation of the random vector
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Y = (Y1, . . . , Yn)T . Model 1 arises in studying the average relationship between
quantitative explanatory variables, say φj ’s for j = 1, . . . , N , which we can vary
and a quantitative dependent variable, y, which we observe. The index i varying
among {1, . . . , n} corresponds to a time of observation or an experiment, and
the values of y and φj at time or experiment i are respectively given by Yi and
Φi,j . A nice feature of this model is that the dependency of the mean of y on
the explanatory variables is linear. The difficulty lies in the number N of these
variables which can be large, especially when the parameters influencing the
issue of the experiment are not clearly identified. In this case, many explanatory
variables are usually introduced in view of a reliable approximation of the truth.
Model 2 (The functional regression model).
(2) Yi = f(xi) + εi, i = 1, . . . , n.
Here, f denotes an unknown real-valued function, the xi’s are distinct deter-
ministic points of the interval [0, 1] and the εi’s are i.i.d. centered random
variables with common variance σ2. The data consist of the observation of the
pair of random variables Zi = (Yi, xi) for i = 1, . . . , n. Model 2 arises in study-
ing the correlation between the mean of a quantitative variable y and another
quantitative variable x which we can vary in [0, 1]. Then, Equality (2) accounts
for the relation between the quantitative variables y and x at time i, that is
respectively Yi and xi. Unlike Model 1, the difficulty with Model 2 is that the
kind of dependency between x and the mean of y is unspecified.
CHAPTER 1
Estimation via model selection
1. Introduction
1.1. What is model selection about? The choice of a good parameter
set is one of the main problems a statistician faces. The parameter set must be
both large enough to provide a reliable approximation of the truth and also small
enough to limit the errors due to statistical estimation. Solving this dilemma
is the main concern of model selection. The problem can often be settled as
follows. Let {Pf , f ∈ F} be a family of probabilities on some space Z where
F is a subspace of a metric space (S,d). Consider the problem of estimating
the unknown parameter f on the basis of the observation of a random variable
Z ∈ Z of law Pf and a collection of spaces {Fm, m ∈Mn} ⊂ S. All along,
these spaces will be called models. For eachm ∈Mn, associate some estimator
fˆm of f in Fm. The problem of model selection is to build from Z some mˆ
amongMn for which the distance between f and the estimator fˆmˆ is as close as
possible to the minimal one among the family of estimators
{
fˆm, m ∈Mn
}
.
In the sequel, we offer two examples for which a model selection procedure can
be relevant.
Example 1.1 (Selecting the degree of an expansion).
Let us consider Model 2 and assume that f belongs to L2([0, 1], dx). Given an
Hilbert basis {φj , j ≥ 1} of L2([0, 1], dx), f can be expanded as
(3) f =
∑
j≥1
θjφj .
As (3) involves infinitely many unknown coefficients, one usually decides to
truncate the expansion at some degree J before estimating f . The question
of what the ideal J should be naturally arises. Intuitively, one must face the
following dilemma. On the one hand, the integer J must be large enough to
ensure that the truncated expansion contains sufficiently many coefficients to
approximate f well. On the other hand, J must not be too large in order to
limit the estimation errors of these coefficients. More formally, the problem of
the selection of J can be settled as follows. For each integer J ≥ 1, let us
introduce FJ the linear space generated by the functions φj for j = 1, . . . , J .
11
12 1. ESTIMATION VIA MODEL SELECTION
We can associate to each J the least-squares estimator of f onto FJ , that is
the function fˆJ which minimizes among those t in FJ the quantity
(4) γn(Z, t) =
1
n
n∑
i=1
(Yi − t(xi))2 .
The problem of selecting some best J amounts then to selecting some best
estimator (in a suitable sense) among the family
{
fˆJ , J ≥ 1
}
. A natural way
to compare these estimators is to look at their risks, that is the average distance
between these and the target function. By choosing the (pseudo) distance
dn(., .) defined for all functions s, t on [0, 1] by
(5) d2n(t, s) =
1
n
n∑
i=1
(t(xi)− s(xi))2 ,
for each J , the risk of the estimator fˆJ is then defined as the quantity E
[
d2n(f, fˆJ)
]
.
Denoting by DJ the dimension of the linear subspace of Rn{
(t(x1), . . . , t(xn))T , t ∈ FJ
}
,
the risk of fˆJ splits in two terms as follows:
(6) E
[
d2n(f, fˆJ)
]
= d2n(f,FJ) +
DJ
n
σ2.
The first term is called the bias term and measures the discrepancy between f
and FJ . The second one is the variance term and would quantify the estimation
error if f were belonging to FJ . As expected, these two terms are monotonous
functions of J : the former decreases as the latter increases. Thus, an ideal
J is one which realizes the best compromise between these two terms, that is
between approximation and complexity. Unfortunately, such a J is unknown
since it depends on f . A natural purpose for a model selection procedure is
therefore to provide an automatic choice of J , solely based on the data, in such
a way that the selected J is as close as possible to the ideal one. Note that if
the design is suitable, for those J ≥ n it is possible to find a function fJ in FJ
whose values at the xi’s coincide with these of f . Thus, for those values of J ,
the least-squares estimators fˆJ and fˆn have both the same risk, namely σ
2, and
consequently, it becomes sufficient to look for the best least-squares estimator
of f among those fˆJ for which J ∈ {1, . . . , n}. Then, the natural collection of
models to deal with is given by {FJ , J ∈Mn} where Mn = {1, . . . , n}.
Example 1.2 (Variable selection). The problem of variable selection in
Model 1 is to determine, from the observation of Y , which of the explanatory
variables φj ’s for j = 1, . . . , N are influential. The word influential refers to
an implicit trade-off. On the one hand, the number of explanatory variables
which are retained must be small enough to warrant a reliable estimation of the
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unknown parameters. On the other hand, if this number is too small, there is a
chance to omit some important explanatory variables. More precisely, for each
non void subset m of {1, . . . , N}, let Fm be the linear span generated by the
column-vectors Φ.,j for j in m and let fˆm be the least-squares estimator of f
on Fm. For each m ∈ Mn, fˆm is defined as the orthogonal projection of Y
onto Fm and its risk is given by
(7) Rn(m) = E
[
dn(f, fˆm)
]
= d2n(f,Fm) +
|m|
n
σ2,
where |m| denotes the cardinality of the set m. Thus, as in Example 1.1,
the ideal m for estimating f realizes the best compromise between approxi-
mation and complexity. For this problem, the natural collection of models is
{Fm, m ∈Mn} where Mn is the class of the non void subsets of {1, . . . , N}.
However, the cardinality of this collection is very large for large values of N and
some theoretical or computational difficulties may arise to solve the problem.
Sometimes, when the explanatory variables can be ordered according to their
presumed importance, it is easier to deal with a sub-collection of models, say
{Fm, m ∈M′n}, where the setM′n is totally ordered for the inclusion. In that
case, we shall speak of ordered variable selection.
1.2. Parametric versus nonparametric. To solve these problems and oth-
ers related to the choice of a proper model, many selection criteria were pro-
posed. To our knowledge, the first ones originated from the papers by Mal-
lows [50] and Akaike [1]. Given some collection of models {Fm, m ∈Mn},
each criterion leads to a data driven choice of a mˆ amongMn. Originally, these
criteria mainly relied on heuristics, one of the most famous being that associ-
ated to Mallows’ Cp criterion (see Chapter 1 Section 2.1). Consequently, many
efforts were made to justify these heuristics. In the literature, model selection
criteria have mostly been studied for parametric and nonparametric inferences.
Let us give an account of these.
Consider Model 1 where N is fixed and n tends to infinity. This setting
is usually called parametric since f depends on a fixed number of unknown
parameters as the number of observations tends to infinity. The problem is to
determine the “exact model” for f , that is the linear space Fm∗ corresponding to
the subset m∗ of {1, . . . , N} gathering those indices j for which θj 6= 0. For the
problem at hand, the questions of interest are typically the following ones: what
is the asymptotic probability to select m∗ or a subset of {1, . . . , N} containing
it? Does the probability of selecting a subset which does not contain m∗ tend
to 0? and if so, how fast? These questions were, for example, addressed
in the paper by Nishii [53] for numbers of model selection criteria including
Mallows’ Cp. Unfortunately, the problem of selecting m
∗ is different from that
of variable selection presented in Example 1.2. In fact, the model which achieves
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the best compromise between approximation and estimation error may coincide
with Fm∗ for none of the values of n. Assume for example that N = 2,
Φ.,1 = (1, 0, . . . , 0)T , Φ.,2 = (0, 1, 0, . . . , 0)T , and f = (θ1, θ2, 0, . . . , 0)T with
θ1 6= 0 and 0 < |θ2| < σ, then m∗ = {1, 2} but the inequality
nRn ({1}) = θ22 + σ2 < 2σ2 = nRn (m∗)
shows that for all n the least-squares estimator performs better on the linear
space F{1} rather than on the exact model. The results obtained by Nishii (and
others) provide thus little perspective on the problem of variable selection raised
in Example 1.2.
In the opposite direction, Polyak and Tsybakov [54] addressed the problem
of selecting the order of an expansion as described in Example 1.1. For this
problem, Mallows’ Cp criterion was put to the test (see also the earlier results
of Shibata [57] and Li [49] for related problems). As the function to estimate
was depending on possibly infinitely many parameters, the setting was said to be
nonparametric. The point of view of Polyak and Tsybakov was also asymptotic,
but in contrast with the parametric setting, the cardinality of their collection
of models was increasing with the number of observations n. They showed
that under suitable assumptions, the selected order Jˆ = Jˆn was asymptotically
allowing to balance at best the bias and the variance terms. Unfortunately, their
results (as those of Shibata and Li) were requiring the unpleasant condition that
the expansion (3) of f did not involve a finite number of non zero θj ’s. Thus,
their setting was excluding the parametric one.
As a consequence, the results that had been established on the performance
of Mallows’ Cp were unsatisfactory in the sense that they were not providing a
unified perspective reconciling both the parametric and nonparametric settings.
Besides, the question of how Mallows’ Cp behaved for fixed values of n was
remaining open.
1.3. A new approach to model selection. One way to reconcile the para-
metric and nonparametric settings is to adopt a nonasymptotic point of view.
Then, the distinction between these two settings vanishes. This point of view is
ours and has been developed in various regression models (including the autore-
gression model) in the papers B. [3, 2], B., Comte and Viennet [6, 7]. It was
earlier the one considered in the papers by Birge´ and Massart [15] and Barron,
Birge´ and Massart [12]. These papers had been influenced by the notion of
complexity regularization introduced in Barron and Cover [14] and extended in
Barron [13]. Barron and Cover considered the problem of estimating a density
function by selecting among a family Γn of countable candidates one which
minimized some penalized likelihood criterion. Their approach was information-
theoretically oriented. Some summability condition on Γn ensured that the
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family of candidates could be encoded by a instantaneously decodable binary
code (no codeword is the prefix of any other code word). For fixed n, the estima-
tor was proven to realize, under some suitable assumptions, a trade-off among
those q ∈ Γn between accuracy (for the Kullback-Leiber distance between q
and the true) and complexity (the length of the code for q renormalized by the
number of observation n). These inequalities were, in a certain sense, the an-
cestors of those oracle inequalities established in [12] and described in the next
section. Barron, Birge´ and Massart gave an new impulse to model selection in
their attempt to establish a general theory for minimum penalized contrast esti-
mators. Such a theory provided a new perspective on model selection in various
statistical frameworks including density estimation and regression. In particular,
it allowed to relax the assumption imposed in both Barron and Cover [14] and
Barron [13] that the number of candidate functions for estimating the “true”
was countable. Our approach to model selection is based on their theory.
2. Model selection in Rn
Models 1 and 2 can be handled simultaneously by studying the regression
model
(8) Yi = fi + εi, i = 1, . . . , n,
where f = (f1, . . . , fn)T is an unknown Rn-vector and the εi’s i.i.d. centered
random variables of common variance σ2. One recovers Model 1 by taking
f = Φθ. In the functional regression model, we shall identify the functions t on
[0, 1] with the vectors (t(x1), . . . , t(xn))T . In particular, we shall not distinguish
between the regression function f and the vector (f(x1), . . . , f(xn))T . We
denote by Pf the law of the vector (Y1, . . . , Yn)T .
For the sake of simplicity, we assume here that σ2 is known. Throughout
this section,
√
ndn(., .) denotes the Euclidean distance in Rn and γn(Y, .) the
least-squares contrast function given for t ∈ Rn by
(9) γn(Y, t) =
1
n
n∑
i=1
(Yi − ti)2 .
2.1. Mallows’ heuristic. The problems raised in Examples 1.1 and 1.2 can
be translated in Rn in the following way. Given some collection {Fm, m ∈Mn}
of linear subspaces of Rn and the corresponding sequence of least-squares es-
timators
{
fˆm, m ∈Mn
}
, how can we select from the data some mˆ among
Mn in such a way that the risk of fˆmˆ is as close as possible to the minimal
one among these estimators? In a more formal way, we would like the following
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inequality to hold true for some universal constant C as close as possible to 1
(10) E
[
d2n(f, fˆmˆ)
]
≤ C inf
m∈Mn
E
[
d2n(f, fˆm)
]
.
To solve the problem, the heuristic proposed by Mallows and known as
Mallows’ Cp relied on the following analysis of the risk. For each m ∈Mn, the
risk of fˆm is given by the formula
(11) Rn(m) = E
[
d2n(f, fˆm)
]
= d2n(f,Fm) +
Dm
n
σ2,
where Dm = dim(Fm). On the other hand, by replacing f by Y in the left-hand
side of (11) we have that
E
[
d2n(Y, fˆm)
]
= E
[
γn(Y, fˆm)
]
= d2n(f,Fm) + σ2 −
Dm
n
σ2.
Consequently, by adding the term 2σ2Dm/n to the value γn(Y, fˆm) we derive
that
E
[
γn(Y, fˆm) + 2
Dm
n
σ2
]
− σ2 = E
[
d2n(f, fˆm)
]
,
and therefore, the index m which minimizes Rn(m) also minimizes the expec-
tation of the quantity
(12) Crit(m) = γn(Y, fˆm) + 2
Dm
n
σ2.
Unlike d2n(f, fˆm), Crit(m) does not depend on f but only on the data. Thus,
the idea of Mallows is to select mˆ as the minimizer of Crit(m) among those
m ∈ Mn. This choice is of course reasonable if for all m ∈ Mn, Crit(m) is
close to its expectation.
The procedure we propose in B. [3] generalizes that by Mallows. Given
some η > 0, we study the performance of the criterion given by
(13) Crit(m) = γn(Y, fˆm) + (1 + η)
Dm
n
σ2,
the choice η = 1 corresponding thus to Mallows’ Cp. As expected, we select mˆ
as
(14) mˆ = arg min
m∈Mn
Crit(m).
2.2. From model selection to oracle inequalities. Inequalities such as (10)
are called oracle inequalities as defined by Donoho and Johnstone [26]. From
a general point of view, they show that the risk of the estimator of interest is
comparable to the minimal one among a family of estimators given beforehand.
Unfortunately, it is not always possible to obtain an oracle inequality without
any condition on the collection of estimators at hand. In the regression model
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given by (8), assume for example that the εi’s are Gaussian, so that the prob-
ability distributions {Pf , f ∈ Rn} are equivalent and consider a collection of
models {Fm, m ∈Mn} containing {0}. The least-squares estimator of f on
this particular model is necessarily 0 whatever the values of the data. If the or-
acle inequality (10) were true, then f˜ and 0 would be equal a.s. under P0, and
therefore, under any probability Pf with f ∈ Rn. In other words, the selection
criterion would always select 0!
The “oracle inequality” we get in B. [3] has the following form.
Theorem 1. Assume that τp = E [|ε1|p] is finite for some p > 4. Selecting
mˆ as in (14) results in the estimator f˜ = fˆmˆ which satisfies for some constant
κ the inequality
(15) E
[
d2n(f, f˜)
]
≤ κ
[
inf
m∈Mn
E
[
d2n(f, fˆm)
]
+∆n
σ2
n
]
.
where
∆n =
τp
σp
1 + ∑
m∈Mn,
Dm≥1
D−(p/2−2)m
 .
The constant κ only depends on η and p.
The difference between Inequalities (10) and (15) lies in the presence of
the remaining term ∆nσ2/n in the latter. The quantity ∆n measures in some
sense the complexity of the collection of models with respect to the integra-
bility of the errors. If ∆n can be bounded for all values of n by some pos-
itive constant ∆, the remaining term is of order ∆σ2/n and is thus small if
∆σ2 is small or n large enough. In this case, an oracle inequality can be de-
duced, assuming (as expected) that for all m ∈ Mn Fm 6= {0}, since then
the inequality E
[
d2n(f, fˆm)
]
≥ σ2/n (from (11)) ensures that the remain-
ing term is dominated (up to a constant depending on ∆) by the quantity
infm∈Mn E
[
d2n(f, fˆm)
]
. Then, we deduce form (15) the oracle inequality
E
[
d2n(f, f˜)
]
≤ C inf
m∈Mn
E
[
d2n(f, fˆm)
]
(16)
= C inf
m∈Mn
[
d2n(f,Fm) +
Dm
n
σ2
]
(17)
where C = κ(1 + ∆).
As an application of this result, let us consider the problem of selecting
the order of an expansion described in Example 1.1 (doing the identification
between functions and vectors). The collection of models of interest contains
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here at most one model per dimension. Assuming that τp is finite for some
p > 6, we have
∆n =
τp
σp
(
1 +
n∑
J=1
D
−(p/2−2)
J
)
≤ τp
σp
1 +∑
D≥1
D−(p/2−2)
 = ∆ < +∞,
which leads to the oracle inequality (16).
For the problem of variable selection described in Example 1.2, the collection
of models is too complex to obtain a uniform upper bound on ∆n. In fact, for
this problem oracle inequalities are impossible to establish (see Donoho and
Johnstone [26]). Nevertheless, the problem of ordered variable selection can be
handled by arguing as previously.
2.3. Model selection, adaptive estimation and approximation theory.
The aim of this section is to shed light on some connections between model
selection, adaptive estimation and approximation theory.
Throughout this section, we consider Model 2 and assume that f belongs
to some class F of functions. A classical way to compare the performances of
two estimators of f is to compare the supremum of their risks (say with respect
to pseudo distance dn(., .) defined by (5)) when f varies among F . This point
of view is called minimax. For an estimator fˆ of f , the maximal risk of fˆ over
F is thus defined by
Rmax(n,F , fˆ) = sup
f∈F
E
[
d2n(f, fˆ)
]
.
The infimum, Rmin(n,F), of Rmax(n,F , fˆ) when fˆ varies among the whole
set of estimators is called the minimax risk over F . An estimator is usually
said to be minimax if its maximal risk over F is comparable (up to a constant
depending on F) to the minimax one as n becomes large.
For illustration, let us consider the class of Ho¨lderian functions F = Hs(R)
defined for s ∈]0, 1] and R > 0 by
(18) Hs(R) = {g/ |g(x)− g(y)| ≤ R|x− y|s, ∀x, y ∈ [0, 1]}.
For this functional class, the minimax risk is known to be of order n−2s/(1+2s)
(when the design is regular in [0, 1]) and a minimax estimator can easily be
obtained by arguing as follows. Let Mn = {1, . . . , n} and define for each m
in Mn the space Fm as the linear span generated by the piecewise constant
functions over the regular partition of [0, 1] into m pieces. For each m ∈ Mn,
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the risk of the least-squares estimator, fˆm, of f onto Fm satisfies
(19) E
[
d2n(f, fˆm)
]
≤ d2n(f,Fm) +
m
n
σ2.
Some simple calculation shows that the distance in sup-norm, and therefore with
respect to dn(., .), between f and Fm is not larger than Rm−s. Consequently,
we deduce from (19) that the risk of fˆm satisfies for all f in Hs(R)
E
[
d2n(f, fˆm)
]
≤ C(R, σ2)
(
m−2s +
m
n
)
.
As the right-hand side of this inequality is now free of f , it becomes possible to
obtain an explicit value of m = m∗ for which the bias and the variance terms
are balanced. This value is given by m∗ of order n1/(1+2s) and thus, when s is
known, the estimator fˆm∗ is proven to converge at minimax rate n
−2s/(1+2s).
This method was known from Grenander [34] as the method of sieves and has
been studied by Stone [60], Shen and Wong [56] and van de Geer [63] among
other references.
This estimation procedure has the drawback to depend, via the choice of
m∗, on the prior information that f belongs to some known class of smooth
functions. By using a model selection procedure, we can take advantage of an
automatic choice ofm amongMn. More precisely, by considering the collection
of models {Fm, m ∈Mn} described above and by using Inequality (17) (which
holds true as soon as ε1 admits a moment of order larger than 6) the optimality
of f˜ can be deduced in the same way by bounding the quantity
(20) an(f) = inf
m∈Mn
[
d2n(f,Fm) +
Dm
n
σ2
]
.
It is worth emphasizing the fact that the optimality of f˜ is now obtained without
any prior knowledge of s! Such a property is known as adaptation in the minimax
sense. To our knowledge, the first result of adaptation originated from the
paper by Efroimovich and Pinsker [28]. Adaptation in the minimax sense was
intensively studied in the 90’s. Let us mention the work of Lepski [47, 48],
Donoho and Johnstone [24] and refer to Donoho and Johnstone [25] and Barron,
Birge´ and Massart [12] (Section 5) for more references on this topic.
The quantity an(f) is usually called the accuracy index. A nice feature
of Inequality (17) is that it allows an immediate connection between the ap-
proximation properties of the collection and the rate of convergence of the
estimator. As a consequence, the problem of adaptation can easily by solved by
considering collections of models with suitable approximation properties. The
problem of building adaptive estimators over Besov balls is among the most
challenging ones in statistics. These balls, usually denoted by Bs,p,∞(R) with
s > max {1/p− 1/2, 0}, p ∈ [1,∞] and R > 0, generalize the Ho¨lderian and
Sobolev balls often encountered in functional analysis. For a precise definition
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of these balls we refer to the book of DeVore and Lorentz [23]. The approxima-
tion of Besov balls (with respect to the L2([0, 1], dx)-distance d(., .)) by linear
spaces based on trigonometric polynomials, wavelets or splines is available in
the literature. Various results can indeed be found in the books by Lorentz
and DeVore [23] or Meyer [51] (for wavelets). This makes it possible to deduce
uniform rates of convergence of f˜ over these Besov balls whenever the distances
d(., .) and dn(., .) are comparable.
2.4. Model selection and empirical process theory. In Barron, Birge´
and Massart [12], the construction of inequalities such as (15) relied on tech-
niques of empirical processes. In our work as in others based on their approach,
the use of the empirical process theory is at the heart of the proofs. The aim of
this section is to describe how empirical processes get involved and what are the
probabilistic tools allowing their stochastic control. For convenience, we shall
restrict ourself to the functional regression case described in Model 2 and use
the notations introduced there.
Let us note that the least-squares contrast function (4) has some nice prop-
erties. First, it relates to the distance dn(., .) (defined by (5)) in the following
way. For all functions s, t on [0, 1]
Ef [γn(Z, t)− γn(Z, s)] = d2n(t, f)− d2n(s, f).
Moreover, the centered process
γn(Z, t)− γn(Z, s)− Ef [γn(Z, t)− γn(Z, s)] = − 1
n
n∑
i=1
εi(t(xi)− s(xi))
is a linear function of t− s. We denote it by −νn(Z, t− s). Consequently, we
have that for all s, t
(21) d2n(f, t) = d
2
n(f, s) + νn(Z, t− s) + γn(Z, t)− γn(Z, s).
This decomposition was obtained in van de Geer [62]. In the functional setting,
she used it to study the rate of convergence of the least-squares estimator fˆ
of the function f on a given functional class F . She showed how the entropy
structure of the space F could be related to the rate of convergence of the
estimator fˆ towards f . By substituting s for f and t for fˆ and using that fˆ
satisfies γn(Z, fˆ) ≤ γn(Z, f), one derives from (21) that d2n(f, fˆ) ≤ νn(Z, fˆ −
f). This inequality shows that the distance between f and its estimator is
bounded from above by the value of a centered empirical process on F , namely
g → νn(Z, g−f), at the random point g = fˆ . For a suitable normalizationN(.),
she controlled this quantity thanks to a deviation inequality on the supremum
of the empirical process g → νn(Z, g − f)/N(g) over a small ball around f .
She obtained this inequality via chaining arguments.
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One of the differences between her computations and ours is that we deal
with a collection of Fm’s and not only one. Let us fix some arbitrary m in Mn
and denote by fm the closest element to f in Fm (with respect to dn(., .)). By
definition of fˆmˆ, we have that
γn(Z, fˆmˆ)− γn(Z, fm) ≤ pen(mˆ)− pen(m)
and therefore, we deduce from (21) that
d2n(f, fˆmˆ) ≤ d2n(f, fm) + pen(m) +Nm(fˆmˆ)Umˆ − pen(mˆ),
where the Nm′(.)’s are suitable normalizations and the Um′ ’s, random variables
given by
(22) Um′ = sup
g∈Fm′
νn
(
Z,
g − fm
Nm(g)
)
.
The control of the random variable Umˆ is obtained by controlling Um′ for all
m′ ∈Mn simultaneously. This control influences the choice of the penalty term
since ideally we would like to have Nm(fˆmˆ)Umˆ − pen(mˆ) ≤ 0.
Suprema of empirical processes not only arose in our work but also in that of
Barron, Birge´ and Massart [12] and in Birge´ and Massart [15]. These two papers
differ, however, in the way they controlled these suprema. In the former, an
inequality based on chaining arguments was established whereas the latter used,
for the first time in Statistics to our knowledge, a concentration inequality. This
inequality had been established by Talagrand [61] (Theorem 1.4) and applied for
the control the fluctuations of suprema of bounded empirical processes around
their means. Since then, the use of concentration inequalities has become very
popular in Statistics and has contributed to the development of model selection,
see the work of Castellan [19] in density estimation and that of Reynaud [55]
in the estimation of the intensity of an inhomogeneous Poisson process.
Conversely, the development of model selection in Statistics has allowed the
emergence of new problems connected with the control of suprema of empirical
processes around their means and thus, has simulated in turn research in empir-
ical process theory. An illustrative example can be found in B. [3]. In fact, the
normalizations Nm(.) chosen in this paper are merely given by dn(., fm) and
consequently, the random variables Um take the simple form
(23) U = 2
n
sup
t∈B
n∑
i=1
ht(Zi)
where for all t, ht(Zi) = εit(xi) and B is the set defined by
B =
{
t ∈ S, 1
n
n∑
i=1
t2(xi) ≤ 1
}
,
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for some linear space S. Unless one assumes that the εi’s take their values inside
a compact interval, the random variable U is the supremum of an empirical
process over an unbounded class of functions and consequently, its fluctuations
around its expectation cannot be controlled by using Talagrand’s Bennett-type
inequality. To overcome this problem, we established the following inequality
that derived from Talagrand’s.
Theorem 2. Let Z1, . . . , Zn be independent random variables with values
in some measurable space E and H be some countable class of real-valued
measurable functions on E . Let us set
U = sup
h∈H
n∑
i=1
h(Zi) or U = sup
h∈H
∣∣∣∣∣
n∑
i=1
h(Zi)
∣∣∣∣∣ .
Then, in both cases, for all p ≥ 2
C−1E [|U − E [U ]|p] ≤ E
[
max
i=1,...,n
sup
h∈H
|h(Zi)|p
]
+ Ep/2
[
sup
h∈H
n∑
i=1
h2(Zi)
]
,
where C is a positive constant depending on p only.
This inequality generalizes to suprema of empirical processes an inequality
on sums of centered independent random variables known as Rosenthal’s in-
equality. The latter can be recovered by reducing H to a singleton. We derive
from Theorem 2 and Markov’s inequality a concentration inequality of the ran-
dom variable U around its expectation. More generally, this inequality can be
applied to suprema of empirical processes over classes of functions possessing
an envelope in Lp.
3. Regression with random designs
In experimental sciences, Model 2 usually arises when the design of the ex-
periment is decided before it is actually carried out. For example, in studying
the growth y of a plant as a function of the concentration x of a chemical sub-
stance in the soil, the values of the xi’s can naturally be predetermined by the
experimenter. In other situations, the values of the response y and the quanti-
tative variable x are known simultaneously, the experimenter having no control
on the latter. This is the case in the study of the correlation between height
and weight in a population for example. For these situations, the following
regression model becomes more appropriate.
Model 3 (Regression with independent random design points).
(24) Yi = f(Xi) + εi, i = 1, . . . , n
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where the Xi’s are independent real-valued random variables and the εi i.i.d.
centered random variables. The sequences of Xi’s and εi’s are independent.
The data consists of the pairs Zi = (Yi, Xi) for i = 1, . . . , n.
This model is considered in B. [2] and we propose to give an account of the
results therein. Throughout this section we assume, for the sake of simplicity,
that the Xi’s are i.i.d. uniformly distributed in [0, 1] and we denote by d(., .)
and ‖ ‖ respectively the distance and the norm associated to the Hilbert space
L2([0, 1], dx). All along we shall assume that f belongs to L2([0, 1], dx).
3.1. The problem at hand. The problem we consider in this section is
that of estimating f and to establish risk bounds with respect to the distance
d(., .) for the proposed estimator. Thus, if fˆ is an estimator of f , we measure
its performance by looking at its risk E
[
d2(f, fˆ)
]
.
This problem was considered by several authors among which Barron, Birge´
and Massart [12], Kohler [42], Wegkamp [65], Yang [66] and Catoni [20]. The
common idea of these authors is to build an estimator which achieves (up to a
constant) the minimal risk among a family of estimators given beforehand. Be-
sides assuming strong integrability conditions on the errors, a common feature
of these papers was that the proposed estimators were depending on a known
upper bound B on the sup-norm, ‖f‖∞, of the regression function. Further-
more, the risk bounds established for these estimators involve constants that are
increasing functions of B. Consequently, these constants become large when
one chooses B large enough to satisfy the condition ‖f‖∞ ≤ B. These esti-
mators were proved to possess minimax properties. However, because of the
dependency of the estimation procedure on the sup-norm of the target function,
these results were unfortunately restricted to those functional classes which were
uniformly bounded in sup-norm. This is for example the case for those Besov
balls Bs,p,∞(R) with s > 1/p and p ∈ [1,+∞]. Surprisingly, the minimax
rates over the Besov balls Bs,p,∞(R) for which s < 1/p (which are not uni-
formly bounded in sup-norm) had, to our knowledge, never been described in
the regression framework with random design points. For each s < 1/p, only
the lower bound n−2s/(1+2s) was available from the papers by Korostelev and
Tsybakov [43] or Yang and Barron [67].
In B. [2], we relaxed the assumption that the regression function was
bounded in sup-norm and thus, overcame the problems encountered earlier by
the previous authors.
3.2. The estimation procedure. We start with a collection of finite di-
mensional subspaces {Fm, m ∈Mn} of L2([0, 1], dx) and associate to each
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m ∈ Mn the least squares estimator fˆm of f onto Fm, that is the minimizer
among those t ∈ Fm of the contrast
(25) γn(Z, t) =
1
n
n∑
i=1
(Yi − t(Xi))2 .
Given some positive η, we select mˆ in Mn as the minimizer of the penalized
criterion
(26) Crit(m) = γn(Z, fˆm) + (1 + η)
Dm
n
σ2.
By setting kn = 2 exp
(
ln2(n)
)
, we define our estimator f˜ as follows
f˜ = fˆmˆ if ‖fˆmˆ‖ ≤ kn and f˜ = 0 otherwise.
3.3. Oracle types inequalities. Under the condition that ‖f‖2 ≤ K exp (2 ln2(n))σ2/n
(where K is a positive constant) and suitable assumptions (that we shall discuss
later) on the collection of models and the distribution of the errors, we obtain
the following inequality
(27) E
[
d2(f, f˜)
]
≤ C inf
m∈Mn
[
d2(f,Fm) + Dm
n
σ2
]
,
where C is a constant which does not depend on f and n. This inequality relates
to (17). However, it is not an oracle inequality as the quantity d2(f,Fm) +
Dmσ
2/n is not necessarily of the same order as the risk of fˆm, E
[
d2(f, fˆm)
]
.
In fact, there are situations for which the former quantity is finite and the latter
infinite. Therefore, we call Inequality (27) an oracle-type inequality.
Let us now give some comments on this result. First, the estimator we
consider is not the estimator fˆmˆ as in the previous section, but rather a truncated
version. By doing so, the risk of our estimator remains bounded even for an
unlucky draw of the Xi’s. However, we want, of course, f˜ and 0 to coincide
only on an exceptional set and this is the reason why the constraint that ‖f‖ is
not too large is required. Note that this constraint holds true at least for large
values of n as f is assumed to belong to L2([0, 1], dx).
Second, we have established this result under both Gaussian and weak mo-
ment conditions on the errors. In the former case, the condition on the collection
of models is less restrictive than in the former, as expected. More precisely, in
the second case the collection is assumed to contain only a few models of the
same dimension which is actually enough to handle the problem of selecting the
order of an expansion as already seen in Section 2.2. On the other hand, when
the errors are Gaussian, the collection is allowed to contain, for each D ≥ 1,
eL(η)D models of dimension D where L(η) is an increasing function of η. For
a suitable choice of η, we take advantage of this possibility to deal with the
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collections of models described in Birge´ and Massart [16] which possess remark-
able approximation properties with respect to those Besov balls Bs,p,∞(R) with
p ≥ 1, R > 0 and s > max{1/p− 1/2, 0}. By arguing as in Section 2.3, these
properties allow us to deduce that the estimator f˜ achieves the rate n−2s/(1+2s)
over each Besov ball Bs,p,∞(R) for which p ≥ 1 and s > sp where sp is a
nonnegative number (made explicit in B. [2]) satisfying
max
{
0,
1
p
− 1
2
}
≤ sp < 1
p
.
This result combined with the lower bounds we mentioned previously shows
that the minimax rate of estimation over the Besov ball Bs,p,∞(R) is still of
order n−2s/(1+2s) for those s ∈]sp, 1/p]. We conjecture that the minimax rates
are different for s < sp. Besides describing the minimax rates, our estimation
procedure provides the first adaptive estimator over these Besov spaces.
Finally, let us say a few words of the proof of (27). The difficulty mainly
lies in the control of the random variable U defined by (23). This control can
no longer be deduced from Theorem 2 since the set B is now random (for
all i = 1, . . . , n, xi = Xi). We overcame this problem by establishing some
connections between the distances d(., .) and dn(., .) (defined by (5) with Xi
in place of xi). Note that the latter is thus random. On each linear space Fm,
we show that these two distances are close to one another provided that some
conditions on the dimension of Fm and the structure of its L2(dx)-orthonormal
bases are fulfilled. The technical problems we have met in this framework were
also met in those considered in B., Comte, Viennet [6, 7].
3.4. The autoregression framework. In time series, the index i represents
a time of experiment, the result of the experiment at time i being an influential
factor for the result at time i+ 1. The evolution of temperature on earth from
day to day provides a simple illustrative example. For such a phenomenon, one
of the simplest models is given by the autoregression model of order 1 described
as follows.
Model 4 (The AR(1) model).
(28) X0, Yi = Xi = f(Xi−1) + εi, i = 1, . . . , n.
The Xi’s are real-valued random variables and X0 is independent of ε1. The εi’s
are i.i.d. centered random variables. The observations consist of the sequence of
random variables Xi for i = 1, . . . , n. For this model, the difficulty, as compared
with Model 3, lies in the dependency between the data.
Estimation by model selection in this model (and others) is considered in
B., Comte and Viennet [6, 7].
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In B., Comte and Viennet [6], we assume that the Xi’s are geometrically
β-mixing. This property is usually met under the same assumptions on f and
the distribution of the εi’s which ensure the existence of a stationary law for the
Markovian process defined by (28). Under weak moment assumptions on the
errors we establish oracle-type inequalities for the model selection criterion given
by (26). As before, we deduce from these optimality properties in the minimax
sense for our estimator. As the proof of our results only relies on the β-mixing
properties of the data, it can be generalized to other regression models among
which regression models such as Model 3 in which both the Xi’s and the εi’s
are β-mixing. In this case, we show that our model selection procedure is still
relevant provided that η in (13) is large enough. This result shows thus the
robustness of our estimation procedure with respect to a possible dependency
of the εi’s.
The proof of our oracle-type inequality is based on a Rosenthal-type inequal-
ity for suprema of empirical processes based on β-mixing data. It is established
by combining the results of B. [3, 2] with those of Viennet [64] on β-mixing
random variables.
Because of the weak moment assumptions on the errors, in B., Comte,
Viennet [6], the collection of models considered there only contain few models
of the same dimension. More general models are considered in B., Comte,
Viennet [7] at the price of a more restrictive assumption on the law of the εi’s.
It is assumed there to be sub-Gaussian, that is to satisfy for some s > 0 the
inequality
E [exp(uε1)] ≤ exp
(
u2s2
2
)
∀u ∈ R.
This conditions is fulfilled for bounded or Gaussian εi’s. Then, it becomes
possible to consider a collection of models for which our estimator is proven
to be adaptive over a large family of Besov spaces as in B. [2]. In contrast to
B., Comte, Viennet [6], the techniques allow to relax the geometrical β-mixing
assumption on the design. The proof relies on the martingale structure of the
random variable
∑n
i=1 εit(Xi).
CHAPTER 2
Hypothesis testing
1. Introduction
1.1. What is a test? In the sequel we shall call test any measurable func-
tion φ of the data which takes its values in {0, 1}. Tests are used in Statistics
to validate some “intuition” about the probability distribution P of the data.
More precisely, let α be some number in ]0, 1[ and let us consider two disjoint
families of probabilities P0 and P1 such that P belongs to P0 ∪ P1. A test φ
aims at deciding which of these two families contains P under the constraint
that the probability of error must not exceed α if P actually belongs to P0. We
then say that φ is a level α test of the null hypothesis “P ∈ P0” against the
alternative “P ∈ P1”. By convention, we shall say that the test φ accepts the
null (hypothesis) when φ = 0.
In this section we consider the regression model given by
Model 5 (The Gaussian regression model).
Yi = fi + σεi, i = 1, . . . , n,
where the fi’s are unknown real numbers, the εi’s are i.i.d. standard Gaussian
random variables and σ some unknown positive quantity. The data is given
by the observation of the vector Y = (Y1, . . . , Yn)T which is distributed as a
Gaussian vector of mean f = (f1, . . . , fn)T and covariance matrix σ2In (where
In denotes the identity matrix in Rn). We shall denote by Pf,σ2 this distribution.
This regression model corresponds to both Model 1 and Model 2 when the errors
in these models are assumed to be Gaussian. Throughout this chapter, when
considering Model 2, we shall denote by F (in place of f) the regression function.
Given some subset C of Rn, we consider the problem of testing P0 against
P1 where P0 and P1 are respectively given by
P0 = {Pf,τ , f ∈ C, τ > 0} and P1 = {Pf,τ , f ∈ Rn \ C, τ > 0} .
For simplicity, we shall merely say that we test the null hypothesis “f ∈ C”
against “f 6∈ C” and call alternative any subset of Rn disjoint from C.
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The comparison of two tests of a same level, say α, can be done in various
ways. For each f 6∈ C, one way is the compare under Pf,σ2 the probabilities
of rejection, also called powers, of these tests. A test is all the more powerful
that its power is close to one over a larger class of alternatives. Let us now
fix some β ∈]0, 1 − α[. Given some alternative A and some distance δ(., .) in
Rn, another way is to look at the smallest positive number ρ such that the
test rejects the null with probability larger than 1 − β for all those f in A
at distance larger than ρ from C. We shall call this quantity the δ-separation
rate of the test over A and for a given test φ denote it by ρn(φ,A). To keep
the notation as simple as possible the dependency with respect to α, β and C
are omitted. Comparing the performances of two tests over an alternative A
amounts then to comparing their δ-separation rates. An interesting quantity
is the infimum of those δ-separation rates over all possible level-α tests. It
describes the optimal separation rate over a given alternative. We shall call it
the δ-minimax separation rate over A, or shortly the minimax separation rate
when δ is clearly specified in the text. We denote it by ρn(A).
1.2. Case of a linear hypothesis. When C = V is a linear subspace of Rn,
one of the most famous test is the Fisher test. More precisely, the Fisher test is
classically used to test the null hypothesis “f ∈ V ” against the alternative “f ∈
W \V ” where W is a linear subspace of Rn satisfying V $W $ Rn. Denoting
by ΠW and ΠV the orthogonal projectors ontoW and V , the Fisher test consists
in rejecting the null when the ratio Tˆ = d2n(ΠWY,ΠV Y )/d
2
n(Y,ΠWY ) is large
enough. The advantages of this test are twofold. First, it is easy to implement
in practice. The law of the statistic Tˆ under the null only depends on n and the
dimensions of the linear spaces W and V . In particular, it does not depend on
the unknown variance of the errors. This makes it possible to establish a table
of quantiles for Tˆ under the null. Finally, when dim(W )/n is small compared to
one, the dn-separation rate of the Fisher over W \ V turns to be small, making
thus the testing procedure powerful over a large subset of W \ V .
Unfortunately, the use of the Fisher test requires that some alternative set
for f is specified. Moreover, the choice of this alternative has a great influence
on the issue of the test. Consider, for example, two possible alternatives , W \V
and W ′ \ V , for which the dimension of W is very small compared to that of
W ′. By choosing the first alternative, the power of the resulting Fisher test
over W ′ ∩W⊥ will not exceed its level. By choosing the second alternative,
the Fisher test will behave very poorly over W \ V compared to the former. In
other words, f being unknown, the problem of choosing among a sequence of
alternatives the one over which the Fisher test achieves its greatest power is not
an easy task. The alternative must not be too large for the test to be powerful
but also not too small for f to be, at least, close to this alternative. It is worth
1. INTRODUCTION 29
mentioning that this dilemma closely relates to that which we mentioned for the
problem of estimation. Thus, it is no wonder that procedures based on model
selection naturally arose in hypothesis testing.
This is the case for the procedure proposed by Eubank and Hart [30]. Let
us give an account of their approach in the particular case where V = {0}.
Their statistical model is given by Model 2 where the regression function, F ,
is assumed to belong to L2([0, 1], dx). They consider the expansion of F onto
some suitable basis, say the sine and cosine system, and by means of a model
selection criterion select the order of the truncated Fourier series estimator for
F . The model selection criterion is supposed to choose an order close to the
optimal one, that is, as explained in Example 1.1, one which realizes the best
trade-off between approximation and estimation error. The selecting order Jˆ
has the possibility to be 0 which then leads to estimate F by 0. This is of course
the best estimation of F under the null, the procedure rejects thus when Jˆ ≥ 1.
One of the main advantage of this approach is that it gives the opportunity to
revise the modelisation when the hypothesis is rejected, suggesting that some
terms in the expansion have not been taken into account. Unfortunately, little
is known on the optimality of this procedure in the minimax sense. . .
For the problem considered by Eubank and Hart, natural alternative sets for
f take the form
A = {(F (x1), . . . , F (xn))T , F ∈ K} \ {0},
where K is a set of smooth functions. Let √ndn(., .) be the Euclidean distance
in Rn. When K is a linear space of dimension 1, the dn-separation rate over A
is of order 1/
√
n. A test which achieves this rate over any of those A is said
to be (1/
√
n)-consistent over directional alternatives. The procedure proposed
by Eubank and Hart possesses such a property. However, nothing is known on
this dn-separation rate when K is a more general functional set as, for example,
a Ho¨lder or Sobolev ball. In fact, the literature on the topic, Staniswalis and
Severini [59], Mu¨ller [52], Ha¨rdle and Mammen [36], Hart [37], Chen [21],
Eubank and LaRiccia [31], Dette and Munk [22] among other references, never
addressed such an issue. The only exception we are aware of is the paper by
Horowitz and Spokoiny [38]. Their procedure applies for more general sets C
than linear spaces but, in the particular case we consider here, has the drawback
to be difficult to implement.
When C is a linear subspace of Rn, the procedure we propose has the
property to be optimal or nearly optimal in the minimax sense and also to be
(1/
√
n)-consistent over directional alternatives. Besides, it is easy to implement
and do not require any estimation of the nuisance parameter σ (which is the case
for the procedure proposed by Eubank and Hart). In B., Huet and Laurent [11,
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9], simulation studies show that the procedure is very powerful. Further details
on this procedure is given in Section 3.
1.3. Case of a qualitative hypothesis. Given some estimator fˆ of f , a
natural idea to test the hypothesis “f ∈ C” is to reject the null when dn(fˆ , C)
is large. When fˆ and C satisfy the condition
(29) κ2 = sup
f∈C
E
[
d2n(fˆ , f)
]
< +∞,
this approach results (by Markov’s inequality) in a level-α test by taking κ/
√
α
as the threshold. Such a test is usually called a plug-in procedure. Unfortunately,
Condition (29) cannot be satisfied when C is large, as for those sets
C≥0 = {f ∈ Rn, ∀i ∈ {1, . . . , n}, fi ≥ 0}
C↗ = {f ∈ Rn, f1 ≤ f2 ≤ . . . ≤ fn} ,
making thus the use of plug-in procedures impossible. We shall call such hy-
potheses “qualitative”. As suggested by the forms of the sets C≥0 and C↗, tests
of qualitative hypotheses usually arise in Model 2 to test a specific feature of
the regression function such as positivity or monotonicity.
In the literature, the problem of testing a qualitative hypothesis was ad-
dressed in view of detecting a local discrepancy to the null hypothesis. Let us
mention the work of Bowman et al. [18], Gijbels et al. [33], Hall and Heck-
man [35], Ghosal et al. [32] for the problem of testing the monotonicity of
a regression function. However, as for those tests of linear hypotheses, little
was known on their performances from the minimax point of view. The only
exception we know are the tests of non-monotonicity, non-negativity and non-
convexity proposed by Du¨mbgen and Spokoiny [27] in the Gaussian white noise
model. These were proved to be asymptotically optimal (as the noise level tends
to zero) when the signal was belonging to a class of Lipschitz function. The
drawback of this test is that it does not apply to the regression framework where
the variance σ is unknown and its optimality is restricted to a particular class
of alternatives.
Let us now make two comments. First, the problem of detecting a “global”
discrepancy to the null hypothesis, say with respect to the Euclidean distance,
had never been addressed in the literature. However, such a test can be of
interest at least for testing monotonicity. For example, if the index i in Model 5
represents a time of experiment, it may be more appropriate to reject the null
hypothesis if the values of the fi’s are not monotonous but oscillating with time
rather than detecting a gap between two of their consecutive values. Second,
as pointed out by Du¨mbgen and Spokoiny [27], the problem of building tests of
qualitative hypotheses which are rate optimal over Ho¨lderian balls was remaining
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open. These problems have been solved in the papers B., Huet and Laurent [8,
10].
In the sequel, we denote by ‖ ‖ the Euclidean norm in Rn and for each linear
subspace V of Rn, ΠV the orthogonal projector onto V . Finally, (e1, . . . , en)
denotes the canonical basis of Rn.
2. Multiple testing and model selection
The aim of this section is twofold. First, to give an account of the basic ideas
that underline our testing procedures and second, to establish some connections
between these and model selection.
2.1. A description of our tests. For particular subsets C of Rn, we address
the problem of testing at some level α the null hypothesis “f ∈ C” against the
alternative “f 6∈ C”. The sets C we consider have the particularity to contain
0. The tests we propose are based on the following principle.
We start with a family of tests {φm,α, m ∈Mn} of the form φm,α(Y ) =
1I
{
Tˆm − qm(α) > 0
}
where Tˆm is a test statistic and qm(α) the 1−α quantile
of Tˆm under P0,1 = N (0, In) (the reason for this choice will become clearer
later). Typically, we construct the collection of tests {φm,α,m ∈Mn} in such
a way that for each m, φm,α is a “good” test of the hypothesis “f ∈ C” against
a specific alternative of interest. For a suitable choice of positive numbers
{αm, m ∈Mn} in ]0, 1[, we reject the null when the test statistic
(30) Tˆα = sup
m∈Mn
(
Tˆm − qm(αm)
)
,
is positive. Equivalently, our test, say φα, rejects the null if one of the tests
φm,αm ’s does. Thus, our test is based on a multiple testing procedure.
The numbers αm are chosen for the test φα to be of level α, that is to
satisfy
(31) sup
τ>0
sup
f∈C
Pf,τ
[
sup
m∈Mn
(
Tˆm − qm(αm)
)
> 0
]
≤ α.
At first glance, such a condition may seem difficult to fulfill because of the
presence of the two suprema. In fact, this will be easy. Indeed, the test statistics
Tˆm are chosen to satisfy the following conditions:
• for any τ > 0, the supremum
sup
f∈C
Pf,τ
[
sup
m∈Mn
(
Tˆm − qm(αm)
)
> 0
]
is achieved for f = 0.
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• for each m ∈Mn and τ > 0, the distribution of Tˆm under P0,τ is free
from τ .
As a consequence, to satisfy Inequality (31), it is enough to ensure that
(32) P0,1
[
sup
m∈Mn
(
Tˆm − qm(αm)
)
> 0
]
≤ α
holds true. Then, we suggest two ways of choosing the αm’s. The first one is
to take αm = α′ for all m ∈Mn where α′ satisfies
(33) P0,1
[
sup
m∈Mn
(
Tˆm − qm(α′)
)
> 0
]
= α.
The quantity α′ is obtained by carrying out a simulation study. The second way
is to choose the αm’s constraint by the summability condition
∑
m∈Mn αm = α,
since the following inequalities lead to Condition (32):
P0,1
[
sup
m∈Mn
(
Tˆm − qm(αm)
)
> 0
]
≤
∑
m∈Mn
P0,1
[
Tˆm − qm(αm) > 0
]
=
∑
m∈Mn
αm = α.
This second choice of αm’s leads to a conservative procedure as the size of the
test is then smaller than α. However, when the qm(.)’s are known, this choice
allows to avoid simulations and makes thus the procedure easier to implement
in practice.
2.2. Connection with model selection. In this section, we propose to
establish some connections between the ideas underlying our approach to hy-
pothesis testing and model selection. To simplify our task, we restrict ourself
to the problem of testing “f = 0”.
As already mentioned in Section 1.2, the major drawback of the Fisher test
is that an alternative must be specified to implement it. Of course, such a
choice is a difficult task when no prior information on f is available. For the
problems considered here, the idea of our tests is to propose several alternatives,
{Fm \ {0}, m ∈Mn}, rather than a single one. For each m, Fm is a linear
subspace of Rn (Fm 6= Rn) to which we associate the Fisher test, φm, of
level αm where the αm’s for m ∈ Mn are suitably chosen. Finally, we decide
to reject the null hypothesis if one of these Fisher tests rejects. Equivalently,
our test can be seen as a model selection procedure among the family Λ =
{Fm, m ∈Mn} ∪ {0} and let us explain how. Assume for convenience that
the index 0 does not belong to Mn and set F0 = {0}, Tˆ0 = q0(u) = 0 for all
u ∈]0, 1[. For the particular choice pen(m) = qm(αm) for all m ∈ Mn ∪ {0},
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consider the model selection criterion which selects among Λ the model Fmˆ for
which mˆ is the maximizer among Mn ∪ {0} of the penalized criterion
(34) Crit(m) = Tˆm − pen(m).
Then, it is easy to see that our test rejects if and only if the selected model Fmˆ is
not F0 = {0}. This means that, equivalently, we could have built our procedure
on a model selection criterion (that given by (34)) and decide to reject the null
if the selected model is different from the {0}. This idea was earlier proposed by
Eubank and Hart [30]. In their paper Tˆm is defined as ‖ΠFmY ‖2/n and pen(m)
is taken as Cσ2Dm/n for some suitable positive constant C. Note that when
C = 2, this criterion corresponds to Mallows’ Cp! In fact, their constant C
is chosen for the so-defined test to be of level α. Consequently, our approach
mainly differs from theirs in the choice of the penalty term. It is interesting to
notice that our choice of the penalty leads to a model selection criterion which
is analogous to that proposed by Laurent and Massart [44] for estimating the
quadratic functional ‖f‖2.
3. An overview of our tests
3.1. Linear hypotheses. In B., Huet and Laurent [11], we consider the
case where C = V is a linear subspace of Rn. The test we propose is based
upon a choice of a collection of linear subspaces {Fm, m ∈Mn} of C⊥. Our
test statistic is given by (30) where Tˆm is that of the Fisher test φm,α for
testing the null hypothesis “f ∈ V ” against “f ∈ (V + Fm) \ V ”. As already
mentioned, the Fisher statistic offers the advantage to be distribution free from
the nuisance parameter σ under the null and consequently, our test does not
rely on any estimation of σ.
Our work differs from previous ones in that, for each β ∈]0, 1[, we describe
a set of vectors over which the power of our test is larger than 1 − β. When
C = {0} and σ2 = 1, this set gathers the vectors f satisfying
(35) d2n(f, C) ≥ a2α,β(f) = κ inf
m∈Mn
[
d2n(f,Fm) +
√
DmLm
n
+
Lm
n
]
where Lm = − log (αmβ/2) and κ denotes some universal constant. For suit-
able αm’s, we show that, for each β, this set is close to the set of alternatives
f which are detected with probability larger than 1 − β by at least one of the
Fisher tests φm,α’s. Our procedure is thus nearly uniformly more powerful than
the family of Fisher tests {φm,α, m ∈Mn}.
The role played by the quantity aα,β(f) in (35) is similar to that played
by the accuracy index (20) in the oracle-type inequalities. Let us provide some
illustration of this fact when C = {0}. Take Mn = {1, . . . , n− 1} and for each
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m ∈Mn, define Fm as the linear span of the ei’s for i = 1, . . . ,m. Finally, we
choose for all m ∈ Mn, αm = α/(n − 1) in order to satisfy the summability
condition
∑
m∈Mn αm = α which, in turn, ensures that our test is of level α.
Let us now consider the ellipsoid
Es,2(1) =
{
g ∈ Rn, 1
n
n∑
i=1
i2sg2i ≤ 1
}
where s denotes some positive number. It is not hard to see that for those f in
the ellipsoid, d2n(f,Fm) ≤ m−2s for each m ∈Mn. Consequently, by bounding
aα,β(f) as in Chapter 1 Section 2.3, we derive from (35) that our test achieves
a power larger than 1−β over those f in Es,2(1) satisfying dn(f, 0) ≥ ρs where
ρ2s is of order
inf
m∈Mn
(
m−2s +
√
m ln(n)
n
)
.
By optimizing this expression with respect to m, we deduce that the minimax
separation rate of our procedure over Es,2(1) is, up to a power of ln(n), of order
n−2s/(1+4s). The rate n−2s/(1+4s) is known to be the minimax rate of testing
over the ellipsoid Es,2(1) (see Section 4) making thus our procedure nearly rate
optimal. Since our procedure is not based on any prior knowledge of s, this
rate is achieved simultaneously for all s > 0. In contrast with the estimation
problem, it is not possible to achieve the rate n−2s/(1+4s) simultaneously over
each ellipsoid Es,2(1) with s > 0. A loss of efficiency is unavoidable and this is
the reason why our rate differs from the minimax one (by a ln(n)-factor). In
fact, it is possible to achieve the minimax rate up to a ln ln(n)-factor by using
a more appropriate collection of Fm’s.
3.2. Qualitative hypotheses: detecting a global discrepancy. An ex-
tension of the procedure described above to the case where C is no longer a
linear space but a cone of Rn is described in B., Huet and Laurent [8]. More
precisely, we consider the case where C is a subset of Rn containing 0 and
satisfying the following condition
∀g, h ∈ C, g + h ∈ C.
Note that these conditions hold true in the cases where C is C≥0 or C↗.
Our testing procedure can be described as follows. Let {Fm,m ∈Mn} be
a suitable collection of linear subspaces of Rn. By suitable we mean that if f
belongs to C, we require that ΠFmf still belongs to C. Besides, we assume that
there exists some linear subspace F of Rn such that F 6= Rn and⋃m∈Mn Fm ⊂
F . Our test statistic is then given by (30) where for each m ∈ Mn, Tˆm is the
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test statistic
d2n(ΠFmY, C)
d2n(Y,F)/(n− dim(F))
.
The idea of the test is to reject the null if for some m ∈ Mn, the distance
between ΠFmY (which is intuitively close to ΠFmf) and C is large. By intro-
ducing the denominator d2n(Y,F)/(n − dim(F)), the distribution of the test
statistics Tˆm is free from σ under P0,σ2 and thus the computations of the αm’s
do not require any prior estimation of the variance of the εi’s.
As for our tests of linear hypotheses, given some β ∈]0, 1[, we describe for
each value of n a subset of Rn over which we prove the test to achieve a power
larger than 1−β. When f is the vector of the values of a regression function F
at some deterministic points, we deduce uniform separation rates (with respect
to dn(., .)) as F varies among some Ho¨lderian ball Hs(R) defined by (18). Let
us emphasize that these rates are established under the a posteriori assumption
that F belongs to Hs(R) since our testing procedure does not depend on any
prior assumption on f . Over Ho¨lderian balls, the separation rates we get are of
the same order as the minimax estimation rates and we do not know whether
the formers are optimal or not. For the problem of testing positivity, only lower
bounds established by Juditsky and Nemirovski [41] in the Gaussian white noise
model are available. Their bounds differ from ours by a log(n) factor.
3.3. Qualitative hypotheses: detecting a local discrepancy. In B.,
Huet and Laurent [10] we consider the case where C is a convex subset of
Rn of the form
C = {f ∈ Rn, ∀j ∈ 1, . . . , p, < f, vj >≤ 0} ,
where < ., . > denotes the Euclidean inner product of Rn and {vj , j = 1, . . . , p}
a family of vectors which are linearly independent in Rn.
In the functional regression model, for a suitable choice of the set C, the
procedure allows to test that the derivative of order r ∈ N of F is positive.
The case r = 0, respectively r = 1, 2 corresponds to testing the positivity,
respectively the monotonicity and convexity, of F . More generally, our approach
allows to test that F satisfies a differential inequality of the form
dr
dxr
(R(x)F (x)) ≥ 0, for all x ∈]0, 1[
where r is an integer and R a non vanishing function on the interval [0, 1]. For
example, by taking r = 1 and R(x) = − exp(ax) for some positive number a >
0, the problem amounts to testing that the function F has an exponential decay
on the interval [0, 1], i.e. satisfies for all x ∈ [0, 1], F (x) ≤ F (0) exp(−ax).
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Let us now describe our procedure. Let T be the set of vectors defined by
T =
t =
p∑
j=1
λjvj , ‖t‖ = 1, λj ≥ 0 ∀j = 1, . . . , p
 .
We consider a finite subset Tn = {tm, m ∈Mn} of T and a linear space Vn
of dimension Dn smaller than n containing Tn. Our test statistic is then given
by (30) where for each m ∈ Mn, Tˆm is the studentized statistics
√
n−Dn <
Y, tm > /‖Y −ΠVnY ‖. Since for all t ∈ Tn < f, t >≤ 0 when f belongs to C,
the test is driven by the idea that the null hypothesis should be rejected when
for some t ∈ Tn < Y, t > is large. As in the previous sections, the denominator
‖Y − ΠVnY ‖ ensures that the distribution of the test statistic Tˆm is free from
σ under P0,σ2 . The vectors of Tn are typically chosen to have a small number
of nonzero coordinates, giving thus a local character to the tests φm,α.
Let us now turn to an example by considering the problem of testing that
F is nondecreasing. The set C is then given by
C = {f ∈ Rn, fi+1 − fi ≥ 0,∀i ∈ {1, . . . , n− 1}} ,
which amounts to taking p = n − 1 and for all j = 1, . . . , p, vj = ej − ej+1.
For different choices of sets Tn, our testing procedure takes different features.
We offer two examples below assuming that the xi’s are equispaced points in
[0, 1].
• For two disjoint subsets I and J , each of which consisting of consec-
utive integers among {1, . . . , n}, let us define
t′I,J =
1
|I|
∑
i∈I
ei − 1|J |
∑
i∈J
ej .
When I is to the left of J , we show that t = t′I,J/‖t′I,J‖ belongs to
T . Thus, a possible choice of Tn is a collection of those vectors t for
suitable choices of sets I and J . The resulting procedure, say TEST
T1, is based on the differences of local means.
• For a subset I of consecutive integers among {1, . . . , n}, let us define
xI (respectively 1II) as the vector of Rn the i-th coordinate of which is
xi (respectively 1) if i ∈ I and 0 otherwise. We show that the vector
tI =
(∑
i∈I xi/|I|
)
1II − xI
‖ (∑i∈I xi/|I|) 1II − xI‖ ,
belongs to T and therefore we can choose a collection Tn of such
vectors t for suitable I’s. In this case, the resulting procedure, say
TEST T2, is based on the local slope − < Y, tI > of the regression
of the Yi’s on the xi’s for i ∈ I.
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Let us mention that TEST T2 is akin to that proposed by Hall and Heck-
man [35]. Our results provide thus some perspective on the optimality of their
procedure.
We describe the power of our tests in the following way. For each β ∈]0, 1[,
we show that there exists a constant κ depending on α, β such that the power
of the test is larger than 1− β over those f satisfying both d2n(f, Vn) ≤ σ2 (at
least for n large enough) and
δTn,C(f) = max
t∈Tn
[< f, t > 1I {< f, t >≥ 0}]
≥ κ
√
ln(n)σ.(36)
An interesting feature of this result is that it is possible to relate the quantity
δTn,C(f) to a more tractable distance between F and the null hypothesis under
suitable a posteriori regularity condition on F . We use this property to establish
the rate optimality of our procedure in the minimax sense over classes of smooth
functions. To explain how we proceed, let us consider again the problem of
testing the monotonicity of F , taking for simplicity σ2 = 1. Let us also introduce
the two distances δ1(G) and δ2(G) defined for all functions G on [0, 1] as the
distance in sup-norm between G and respectively, the set of nondecreasing
functions on [0, 1] and the set of nonnegative functions on [0, 1].
In the case of TEST T1, a suitable choice of the sets I and J (free from
F ) together with the assumption that F belongs to some Ho¨lderian ball Hs(R)
allows us to establish that δTn,C(f) is bounded from below (up to a constant de-
pending on R) by
√
n (δ1(F ))
1+1/(2s). Then by combining this result with (36),
we obtain that TEST T1 rejects the null with probability larger than 1 − β as
soon as δ1(F ) is larger than (log(n)/n)s/(1+2s). This rate is known to be opti-
mal over Hs(R) (see Du¨mbgen and Spokoiny [27]).
In the case of TEST T2, for a suitable choice of set I together with the as-
sumption that F ′ belongs to some Ho¨lderian ball Hs(R), we show that δTn,C(f)
is bounded from below (up to a constant depending on R) by(
δ2(F ′) (n/ ln(n))s/(3+2s) − 1
)√
ln(n)
and by arguing as before, we obtain that TEST T2 rejects the null with proba-
bility larger than 1−β as soon as δ2(F ) is larger than (log(n)/n)s/(3+2s). This
rate is also known to be optimal over those F for which F ′ belongs to Hs(R).
In the rates specified here, we only mention the dependency with respect to
n. The dependency of these with respect to the radii R of the Ho¨lderian balls
is made explicit in B., Huet and Laurent [10], but for the sake of simplicity it
is omitted here. Nevertheless, it turns out that our procedures provide optimal
rates with respect to both parameters s and R.
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4. Nonasymptotic minimax rates of testing
When C = {0}, the description of the minimax rates of testing was mainly
obtained in the Gaussian white noise model and in the Gaussian sequence
model. In this latter framework, the case of ellipsoids was first considered
in Ermakov [29] under some conditions on the decay of the semi-axes. In the
former, other kinds of alternatives were considered in Ingster [39] including
Ho¨lderian functional spaces among others. Lepski and Spokoiny [46] described
the minimax rates of testing over Besov spaces Bs,p,q(R) with p ∈]0, 2[ (see also
Ingster and Suslina [40]) and showed an unexpected dependence (with regard
to the case p = 2) of the minimax rate of testing with respect to s.
The point of view of the previous authors was asymptotic and little was
known on the minimax rates of testing in regression for a fixed value of n. In
B. [4], our point of view is nonasymptotic and aims at describing the minimax
rates of testing in both the regression and the Gaussian sequence model. We
consider various alternatives including ellipsoids (and more generally `p-bodies).
The upper and lower bounds we get are free from any assumptions on the decay
of the semi-axes which is new in the literature. Let us now give an account of
our work mainly restricting ourself to the Gaussian sequence model.
4.1. The problem at hand. In contrast with the other sections of this
chapter, we shall assume that Y is an infinite sequence of independent Gaussian
random variables Yi of mean fi and common variance σ
2. We shall keep the
notation f for the mean of Y and assume that f belongs to
`2(N∗) =
f ∈ RN∗ , ‖f‖2 =∑
i≥1
f2i < +∞

where N∗ = N \ {0}.
For a fixed β ∈]0, 1[, we measure the performance of a level-α test, φα, by
means of the smallest radius ρ for which the power of the test is larger than 1−β
over the alternative “‖f‖ ≥ ρ and f ∈ F”. We denote by ρF (φα) this quantity,
omitting its dependency with respect to α, β and σ2. In this section, our aim
is to describe the infimum, ρF , of ρF (φα) when φα varies among all possible
level-α tests. In the literature, one usually studies the asymptotics of ρF when
the parameter σ tends to 0. The quantity ρF is then called the minimax rate
of testing (or the minimax separation rate) over F , the word “rate” referring to
the scaling parameter σ. In the sequel, we shall keep calling ρF this way even
though σ is fixed in our setting.
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4.2. Alternatives consisting of sparse sequences. For given integers N
and D (D ≤ N), B. [4] first considers the case where F = FD,N is the set of
sequences f which have at most D nonzero coordinates located among the N
first. Under the assumption that α+ β ≤ 59%, we obtain that
(37) D ln
(
1 +
N
D2
∨
√
N
D2
)
σ2 ≤ ρ2F ≤ κ
[
D ln
(
e
N
D
)
∧
√
N
]
σ2,
where κ = 2(
√
5 + 4) ln(2e/(αβ)). Let us give some elementary consequences
of this formula when σ2 = 1. First, by taking N = D and using the invariance
of the Gaussian law with respect to orthogonal transformations, we obtain that,
when F is a finite dimensional space of dimension D, the squared minimax
rate of testing is of order
√
D. Note that in the context of estimation, the
minimax estimation rate with respect to the quadratic loss ‖ ‖2 is of order D.
Second, another interesting fact is that ρ2F is of order
√
N whatever the values
of D in [
√
N,N ]. In this case, it is not necessary to take into account the fact
that at most D coordinates among {f1, . . . , fN} are nonzero to obtain a rate
optimal procedure. Only the information that fi = 0 for all i > N plays a role.
Let us mention that for the estimation problem the minimax rate is then of
order D ln (eN/D) and is thus much larger when N is large and D ∈ [√N,N ].
Finally, let us mention that the minimax rates for both estimation and testing
coincide (up to constants) for small values of D.
The classical regression framework corresponds to the case where F =
FN,N . This means that in this setting, the information that f belongs to FN,N
is available for free. It follows from (37) that the (squared) minimax rates of
testing in regression are always bounded from above (up to a constant) by
√
N .
This result is worth mentioning indeed as it is no longer true in other statistical
frameworks such as the Gaussian white noise model or the Gaussian sequence
model. For these, such information on f is no longer available.
4.3. Case of ellipsoids and `p-bodies. Considering the case where F =
FD,N may seem unusual. Its interest lies in the fact that by approximation
arguments we can derive lower bounds for the minimax rates of testing over
various sets such as ellipsoids, Besov bodies or more generally `p-bodies. Such an
approach has been already adopted by Birge´ and Massart [17] in the estimation
framework. We recall that an `p-body (in `2(N∗)) is a set of the form
Ea,p(R) =
f ∈ `2(N∗), ∑
i≥1
∣∣∣∣fiai
∣∣∣∣p ≤ Rp
 ,
where p,R are positive numbers and the ai’s a sequence of nonnegative ones
which are non-increasing towards 0. We shall use the convention that x/0 =
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+∞ for all x > 0 and 0/0 = 0. Restricting our study to the values p ∈]0, 2],
we deduce from (37) that for F = Ea,p(R) and α, β small enough
ρ2F ≥ sup
D∈I
[(
d
√
Deσ2
)
∧
(
R2a2Dd
√
De1−2/p
)]
,
where d√De denotes the smallest integer k satisfying k ≥ √D. This result is
both nonasymptotic and assumption free on the decay of the ai’s and shows
that a lower bound is obtained by finding some trade-off between two terms:
d√De which increases with D and R2a2Dd
√
De1−2/p which decreases with D.
Typically, this trade-off is achieved for some D∗ satisfying (roughly speaking)
√
D∗ ≈ RpapD∗/σp.
When for all D, aD = D−s for some s > 0, the lower bound is of order
R2/(1+4s”)σ8s”/(1+4s”) where s′′ = s − 1/4 + 1/(2p). The lower bound is
known to be optimal (up to a constant free from σ and R) from Lepski and
Spokoiny [46]. In the case where p = 2 (case of an ellipsoid), the lower bound
becomes
ρ2a,R = sup
D∈I
[(
d
√
Deσ2
)
∧ (R2a2D)] ,
and is optimal. Indeed, we show that for all σ < R, ρ2F ≤ κρ2a,R for some
constant κ depending on α and β only.
One usually compares the minimax rates of testing obtained in the Gaussian
sequence model with those obtained in the regression one by taking in the former
σ2 = 1/N where N corresponds to the number of observations in the latter.
For such a value of σ2, we deduce from the result above that when p = 2 and
aD = D−s for all D, the (squared) minimax rate of testing over the ellipsoid
Ea,2(R) is given by R2/(1+4s)N−4s/(1+4s). Note that this rate can be slower
than
√
N when s < 1/4, which contrasts with the regression setting.
4.4. Adaptive hypothesis testing. When F is a union of sets, say⋃λ∈ΛFλ,
we also consider the problem of describing for each λ ∈ Λ the minimal radius,
ρ¯Fλ , for which it is possible to find a test whose power over the union of al-
ternatives “‖f‖ ≥ ρ¯Fλ and f ∈ Fλ” is larger than 1 − β. This problem is
related to the problem of adaptation in the minimax sense. In contrast with the
estimation problem, adaptation in the minimax sense without loss of efficiency
is in general impossible. More precisely, the ratio supλ∈Λ ρ¯Fλ/ρFλ cannot be
in general bounded by some universal constant. In the Gaussian white noise
model, this fact was mentioned by Spokoiny [58] for a union of Besov balls.
In B. [4], we provide an illustration by considering the collection of ellipsoids
{Ea,2(λ), λ ∈]0,+∞[} for which the problem of adaptation addresses here to
the radius λ. For α+β small enough, we show that at least for one λ > 0 (not
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necessarily for all)
(38) ρ¯2Fλ ≥ κ sup
D≥1
[(√
DL(D)σ2
)
∧ (R2a2D)] ,
where κ denotes some positive constant and L(D) = ln ln(D+1). Denoting by
λ1 a value of λ for which (38) holds and repeating the argument for the collection
of ellipsoids {Ea,2(λ), λ ∈]0,+∞[\ {λ1}}, we can exhibit another value λ2 for
which (38) is satisfied an so on. This means that if (38) is not satisfied for all
values of λ than it is necessarily satisfied by infinitely many of these.
By arguing as previously, when for all D ≥ 1, aD = D−s for some s > 0,
we obtain that the lower bound in (38) differs from the minimax rate by an
additional ln ln(1/σ2) factor.
5. Confidence balls
In this section we propose to give an account of the results established in
B. [5]. In this paper, we consider the problem of building a nonasymptotic
Euclidean confidence ball around the vector f with prescribed probability of
coverage. Our approach is inspired by Lepski [45] and is based on a combination
of estimation and hypothesis testing. The problem considered by Lepski is more
general than the one on which we focus on here. Lepski addresses the problem of
improving the accuracy of estimation in many statistical frameworks of interest.
The construction of a confidence ball turns out to be a consequence of his
general approach. For our specific problem, we shall use more adequate tools
and different techniques.
In the sequel, let us denote by B(x, r) the Euclidean ball centered at x ∈ Rn
of radius r > 0 and by qD(u), the 1− u quantile of a χ2 random variable with
D degrees of freedom. Hereafter, we shall fix some β ∈]0, 1[. To explain the
basic ideas of our approach, let us assume that σ2 is known and that f belongs
to some known linear space F ⊂ Rn. We allow the case where F = Rn,
which is the practical one for which no information on f is available. Since
the random variable ‖f − ΠFY ‖2 is distributed as a χ2 with N = dim(F)
degrees of freedom, the Euclidean ball B(ΠFY,R) with R = qN (β) provides a
confidence ball for f with probability of coverage larger than 1 − β. However,
this confidence ball may be very broad since for large values of N , qN (β) is
of order N . To obtain sharper confidence balls with the same probability of
coverage, the idea (inspired by Lepski) is to introduce some simpler candidate
models for f , namely a collection of linear subspaces {Fm,m ∈Mn} of F .
Among this collection, we only retain those Fm’s with m ∈ M′n for which the
χ2-test based on the statistics ‖ΠFY − ΠFmY ‖2 accepts the null hypothesis
“Hm : f ∈ Fm” at some level α ∈]0, 1[. If M′n is empty, then our confidence
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ball if merely given by B(ΠFY,R). Otherwise, a sequence of positive numbers
{ρm, m ∈Mn} computed beforehand, ensures that with probability larger than
1−β, f belongs to the intersection of the balls B(ΠFmY, ρm) for thosem ∈M′n.
In particular, with probability larger than 1− β, f belongs to the one for which
the radius ρm is the smallest among M′n.
Our construction warrants that under the a posteriori information that
f belongs to Fm, the radius of the so-defined confidence ball is not larger
than ρm with probability larger than 1 − α. We show that ρ2m is of the order
bm = max{
√
NLm, Dm, Lm} where the Lm’s are chosen in the construction
to satisfy a summability condition, say
∑
m∈Mn e
−Lm ≤ β/2. For a fixed
value of m, by choosing Lm = ln(4/β), bm is of order max{
√
N,Dm} and
this order of magnitude cannot be improved. More precisely, we show that for
some positive constant κ which is made explicit in the paper and depends on
α and β only, it is not possible to find random variables fˆ , ρˆ satisfying both
Pf
[
f ∈ B(fˆ , ρˆ)
]
≥ 1 − β for all f ∈ Rn and Pf [ρˆ ≤ κbm] ≥ 1 − α for all
f ∈ Fm.
As already mentioned, the result presented above also holds true for the
choice F = Rn which requires thus no prior information on f . Yet, we have
assumed that σ2 was known. A natural question is now what happens if this
quantity is unknown and one takes F = Rn. We show that the problem is
then impossible. Even if one has some piece of information on σ such as
σ2 ∈ [(1 − η)τ2, τ2] for some τ > 0 and η ∈]0, 1[, any procedure would be
almost useless unless η is very small. More precisely, we show that for any
random variables fˆ , ρˆ satisfying both Pf
[
f ∈ B(fˆ , ρˆ)
]
≥ 1 − β for all f ∈ Rn
and Pf [ρˆ ≤ rm] ≥ 1 − α for all f ∈ Fm for some positive number rm, we
necessarily have rm ≥ κ′ηnτ2 for some positive constant κ′.
The procedures obtained in this paper extend to the problem of building
a confidence ball around f when the ratio f/σ is known to belong to some
ellipsoid in Rn. Beside, we provide an application of these to the problem of
variable selection described in (1.2) when the errors are Gaussian.
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