In this paper, we introduce a general framework for microdata and three disclosure risk measures (minimal, maximal and weighted). We classify the attributes from a given microdata in two different ways: based on their potential identification utility and based on the order relation that exists in their domain of value. We define inversion and change factors that allow data users to quantify the magnitude of masking modification incurred for values of a key attribute. The disclosure risk measures are based on these inversion and change factors, and can be computed for any specific disclosure control method, or any combination of methods applied in succession to a given microdata. Using simulated medical data in our experiments, we show that the proposed disclosure risk measures perform as expected in real-life situations.
INTRODUCTION
Governmental, public, and private institutions that systematically release data are increasingly concerned with possible misuses of their data that might lead to disclosure of confidential information [42] . Moreover, confidentiality regulation requires that privacy of individuals represented in the released data must be protected.
Microdata represents a series of records, where each record contains information on an individual entity [45] . After microdata has been masked to limit the possibility of disclosure and released for use by third parties, it is called masked or released microdata [9] . To avoid confusion, we will use the term initial microdata for microdata where no disclosure control methods were applied. Data masking methods (also called statistical disclosure control techniques) such as: sampling [35] , global and local recoding [27, 34, 40] , suppression and local suppression [34, 26] , microaggregation [13] , simulation [1] , adding noise [22] , randomization or perturbation methods [28, 24, 29, 16] , data swapping [9, 32] , substitution [37] etc. have been extensively discussed in literature [45] .
Disclosure risk is the risk that a given form of disclosure will be encountered if masked microdata is released [8] . Information loss is the quantity of information, which existed in the initial microdata but which does not occur in masked microdata because of disclosure control methods [45] . When protecting the confidentiality of individuals, the owner of the data must satisfy the two conflicting requirements: protecting confidentiality for the entities from the initial microdata and maintaining analytic properties in the masked microdata [23] . The ultimate goal is minimizing disclosure risk so as to comply with existing regulations, while simultaneously minimizing information loss for statistical inference [18] . Since fully optimal minimization of both measures is not possible (decreasing disclosure risk will usually lead to increase information loss and vice versa), the owner of the data must select a compromise between disclosure risk and information loss values [15] .
Considerable research on disclosure risk assessment [1, 4, 7, 10, 17, 19, 20, 25, 30, 36, 38] has resulted in a variety of proposed disclosure risk models, but is unanimous in the conclusion that disclosure risk cannot be eliminated completely. Accordingly, such research has focused on limiting disclosure risks to threshold levels.
One of the most intuitive ways to measure disclosure risk for microdata is to count the number of unique records with respect to a limited set of attributes [39] . The selected attributes are called keys in disclosure avoidance literature [45] . Substantial work has been done on estimating the number of population uniques from a sample of data when the population follows a particular distribution such as Poisson-Gamma [6] , Dirichlet-multinomial [40] , and negative-binomial [8] . Greenberg and Zayatz have proposed a procedure that is not dependent on a parametric statistical distribution [20] . Other approach was proposed by Lambert who defined disclosure risk as matter of perception [25] . Identity disclosure refers to the identification of an entity (such as a person or an institution) and attribute disclosure refers to an intruder finding out something new about the target entity [25] .
Recent work can be categorized into two directions: individual and global disclosure risk. Benedetti and Franconi introduced individual risk methodology [4] . The risk is computed for every released entity from masked microdata. In this scenario, the individual risk for each entity is the probability of correct identification by an intruder. All records with individual risk above a fixed threshold are defined as being at risk, and disclosure control methods must be used to protect these records. Other papers extend this approach [5, 31, 11] . Global disclosure risk is defined in terms of the expected number of identifications in the released microdata. Elliot and Skinner define a new measure of disclosure risk as the proportion of correct matches amongst those records in the population, which match a sample unique masked microdata record [17, 36] . Other approaches have been proposed in [31, 12] .
In this paper, we extend disclosure risk measures that has previously presented for specific disclosure control methods [43, 44] to be suitable when masked microdata is obtained from initial microdata by any combination of disclosure control methods. Our formulations for disclosure risk measures compute overall disclosure risks for given datasets and are not linked to target individuals. To develop those disclosure risk measures, we consider the probabilistic linkage as well as characteristics of the data and the level of protection desired by the data owner. We define a framework for microdata disclosure control that incorporates assumptions about the external information known by a presumptive intruder. Then, we define and analyze minimal, maximal and weighted disclosure risk measures.
GENERAL FRAMEWORK FOR MICRODATA
The initial microdata consists of a set of n records with values from three types of attributes: identifier (I), confidential (S) and key (K) attributes. I 1 , I 2 , .., I m are identifier attributes such as Name and SSN that can be used to identify a record. Such attributes are commonly deleted from the initial microdata in order to prevent direct identification. K 1 , K 2 , …, K p are key attributes such as Zip Code and Age that may be known by an intruder. Key attributes are commonly fields which ideally would be retained in masked microdata if possible, but which often pose potential disclosure risks. S 1 , S 2 , …, S q are confidential attributes such as Principal Diagnosis and Annual Income that are rarely known by an intruder. Confidential attributes are present in masked microdata as well as in the initial microdata.
We represent the initial microdata as a matrix (IM) with 3 partitions that correspond to different categories of attributes. The rows represent the entities (individual units) and the columns represent the attributes. Therefore: The general form of the masked microdata (M) is:
The number of records in the masked microdata (t) can differ from the number of records in initial microdata (n) due to sampling and simulation. The corresponding attribute values may also differ due to disclosure control methods that modify values (such as microaggregation, data swapping, etc.) in the disclosure control process (motivating the use of the prime notation).
We call the actions taken by the owner of the data in order to protect the initial microdata with one or more disclosure control methods the masking process. The masking process can alter the initial microdata in three different ways: changing the number of records, changing the number of attributes and changing values of specific attributes. The change in number of attributes is always used, since the removal of identifier attributes is the first step for data protection. We call this first mandatory step in the masking process the remove identifiers method. The other two types of changes may or may not be applied to the initial microdata. The most general scenario is when all three changes are applied to the given initial microdata.
While change in the number of records is caused by two techniques: simulation [1] and sampling [35] , the change of attribute values occurs during a larger number of disclosure methods (microaggregation [13] , data swapping [9] , adding noise [22] In order to describe the masking process, a few assumptions are needed. The first assumption we make is that the intruder does not have specific knowledge of any confidential information. Still, the intruder may have some unconfirmed suspicions about confidential information. For instance, if the intruder has to choose the income for a physician from two possible values, $10,000 and $100,000, the intruder would probably guess the latter. The second assumption is that an intruder knows all the key and identifier values from the initial microdata, usually through access to an external dataset. In order to identify individuals from masked microdata, the intruder will execute a record linkage operation between the external information dataset and masked microdata. This assumption maximizes the amount of external information available to an intruder. Since, disclosure risk increases when the quantity of external information increases, this second assumption guarantees that any disclosure risk value computed by one of the proposed measures is an upper bound to the disclosure risk value when the amount of external information available to an intruder is not maximal. Since, the data owner often does not have complete knowledge about the external information available to an intruder, this assumption allows the data owner to determine whether the disclosure risk is under an acceptable disclosure risk threshold value and, therefore, this assumption does not reduce the generality of the problem.
Based on the above assumptions only key attributes are subject to changes in the masking process. We consider, for simplicity of notation that the first r records from initial microdata maintain their position in the masked microdata. Since the data owner executes the masking process, he may order the records as desired without loosing generality. Therefore, x ij represents the value for record x i (for all i between 1 and r) of attribute K j (for all j between 1 and p), and, x' ij represents the corresponding value in masked microdata.
For any ordered attribute O k we define the notion of inversion. 
The maximum number of distinct pairs
In the extreme situation all such pairs are inversions. Therefore,
for any attribute O k . By definition, inv k is a positive number.
We define inversion factor for attribute O k the minimum between 1 and the number of inversions for attribute O k over average number of inversions. We label it with if k . Therefore,
We notice that when if k increases for any k disclosure risk decreases due to the possibility of false matches.
For the remaining categories of attributes, we define the terms of strong and weak change for partial ordered attributes and change for unordered attributes as follows. The pair (x ik , x' ik ) is called a change for attribute U k if x ik ≠ x' ik . The total number of changes for a given attribute, labeled ch k is:
We define change factor for attribute U k the number of changes over maximum number of possible changes.
The week and strong change are defined for partial ordered attribute. For example, in Figure 2 To characterize the "weakness" of the change, the data owner must define a set of rules to compare various weak changes. The weak change factor (labeled wcf(x ik ,x' ik )) will be associated to every pair of values, and its range will be the interval [0, 1]. The value 0, means that x ik is equal to x' ik , and the value 1 means the pair (x ik ,x' ik ) is a strong change. For Zip Code attribute, the data owner can consider 5 -the number of identical digits starting with the left divided by 5 as the weak change factor for any pair of zip codes.
The change factor for attribute PO k is defined as follows:
The inversion factor and change factor allow us to measure disclosure risk when various methods such as data swapping [9] , global and local recoding [27, 34, 40] or randomization method [28, 24, 29, 16] , are employed. We note that the change factor is not null when a PO or U attribute has been subject to changes in values. When the masking process modifies values from an ordered attribute, the inversion factor may still be equal to zero. Top and bottom coding [45] and microaggregation [13] are examples of disclosure control methods that keep the inversion factor as zero. We label those methods as order preserving disclosure control methods. We call all methods that input a nonnull inversion factor as non-order preserving methods.
DISCLOSURE RISK MEASURES
We cluster the data from initial microdata and masked microdata based on their key values [43] . In the statistical disclosure control literature, such clusters are typically referred to as equivalence classes [Zayatz 1991] or cells [8] .
We define the following notations for initial microdata (IM):
• F-the number of clusters; • A k -the set of elements from the k-th cluster for all k, 1 ≤ k ≤ F; 
represents the number of clusters with the size i;
t i represents the number of records in clusters of size i.
To relate initial microdata to masked microdata we define the classification matrix C. It represents a t x n matrix that describes the relationship between sampling set and initial microdata. Each element of C, c ij , is equal with the total number of records that appears in clusters of size i in the sampling set, and, in clusters of size j in the initial microdata. Mathematically, this definition can be expressed in the following form: for all i = 1, .., t and for all j = 1, .., n; c ij =| {x ∈ B k and x ∈ A p | |B k | = i, for all k = 1, .., f and
Various relations between the defined terms are described by Truta, Fotouhi and Barth-Jones [43] . We note that this classification is based on the chosen set of key attributes. If the set of key attributes is changed, the process of computing cluster sizes and the elements from classification matrix must be restarted. The following algorithm describes how to calculate elements of the classification matrix based on a given set of key attributes:
Algorithm (Classification matrix construction) The disclosure risk measures proposed in [43] can be generalized from any combination of sampling and microaggregation to any possible masked microdata in which the inversion factor for any ordered attribute is 0 and the changing factor for any unordered or partial ordered attribute is also 0. To further generalize those measures we need to include the inversion and change factor for corresponding key attributes. To simplify notations we define inversion-change factor (icf) as equal with inversion factor (if) for ordered attributes and equal with change factor (cf) for unordered and partial ordered attributes. To characterize disclosure risk when the change factor is not 0, we introduce the following intermediary disclosure risk measures: The disclosure risk weight matrix, W, is defined as: (3.4) with the following properties (see [43] for details):
The intermediary disclosure risk measures are not always accurate. Let us assume that the change factor for a key attribute A is 1. This rare situation occurs when, for instance, the attribute is unordered and all values are modified. In that case the intermediary disclosure risk (minimal, maximal or weighted, for any weight matrix) will be equal to 0. In reality the intruder may notice that is something wrong with values of that key attribute and, therefore, he may not consider this key attribute in the process of disclosing confidential information from masked microdata. In that case the set of useful key attributes does not include the attribute A. Similar situations may exist for a key attribute with a non-null change factor. The disclosure risk computed considering this attribute for a specified weight matrix may be lower than the disclosure risk computed without that key attribute. In order to find the correct value for disclosure risk, we have to consider all possible subsets of key attributes, compute disclosure risk for each subset and select the maximum value.
We describe the method of computing disclosure risk measures using a binary vector v with p elements (p is the number of key attributes), v = (v 1 
To compute disclosure risk, we need to consider each possible non-empty subset K v , and compute its corresponding classification matrix. We label the classification matrix with The disclosure risk for a given weight matrix (minimal and maximal disclosure risks are obtained for particular disclosure risk weight matrices [43] ) is the maximum of all disclosure risk values when all binary vectors v are considered. Therefore:
We label the vector that maximizes DR W as v(W). The subset of key attributes that maximize disclosure risk value is dependent not only of the data manipulations from the masked microdata, but also by the choice of the weights matrix. The vectors that maximizes the extreme disclosure risk measures are labeled as v(min), and v(max) respectively. Those three vectors may or may not be equal. The following two properties are true for any choice of disclosure risk weight matrix W (see Appendix 1 for their proof):
The algorithm that generates all possible subsets of key attributes to compute disclosure risk has the exponential complexity O(2 p ). Fortunately, in a real initial microdata, the number of key attributes is low (usually less than 5). Moreover, the owner of the data can reduce the number of subsets to check if the inversionchange factor is either 0 or 1. It is easy to show that the key attributes corresponding to the inversion-change factor 0 will have values of 1 on their corresponding position in v(W), for any disclosure risk weight matrix. Also, when the inversion-change factor is 1, their corresponding key attributes will be excluded from the search. We label the number of key attributes with icf equal with 0 as p 0 , and the number of key attributes with icf equal with 1 as p 1 . The number of checked combination will be reduce since the complexity becomes O(2
).We are currently investigating several polynomial heuristics based on greedy algorithms, to determine the combination of key attributes that maximizes disclosure risk for a given matrix W. Our preliminary results hold for local maximum values, and we hope to determine the global maximum.
EXPERIMENTAL RESULTS
We used simulated medical record billing data to perform a series of tests. After the identifier attributes are removed, the data contains the remaining attributes: Age, Sex, Zip and Amount_Billed. In our experiment, we used three sets of initial microdata; with sizes n=1,000 (IM1000), n=5,000 (IM5000), and n=25,000 (IM25000), all with the same set of attributes. For each initial microdata we considered the following set of key attributes: KA = {Age, Sex, Zip}. Age attribute is an ordered attribute, Sex is unordered, and Zip is partial ordered.
In the first masking process, we added random noise [28, 22] to Age attribute. The generated noise used in our experiments has a mean of 0 and a variance of cv 2 , where c is a constant defined by the data owner, and v 2 is the variance for the attribute Age. However, more advanced noise perturbation methods are have been proposed, such as correlated noise [22] , bias corrected correlated noise [41] , or multiplicative noise [23] . We choose the simplest form of noise for simplicity. After the noise is added to the Age attribute, its values may decrease beyond 0, or surpass 100. Any such extreme values were bottom and top coded to 0 and 100. In the second experiment, we sort the record based on number of occurrences of key values. We take p% records from the initial microdata with fewer occurrences of key values, and we reverse the sex of chosen records. The results when the percent of chosen records varies are depicted in Figure 4 .2. In this experiment, we notice that disclosure risk decreases only when the percentage of chosen records is low. The cause of this surprisingly result is that the disclosure risk computed using only Age and Zip attributes is greater than the disclosure risk computed for all three attributes. By using disclosure risk measures, the owner of the data can avoid the mistake of overprotecting one specific attribute without any benefit in terms of disclosure risk.
In the last experiment, we apply local recoding [40] to attribute Zip. We sort the records from all three initial microdata based on number of occurrences for Zip attribute. When a zip code has the number of occurrences less than a fixed threshold t, the last two digits of that zip code are suppressed. When t is larger then the maximum number of occurrences for a zip code, all zip values will be reduced to three digits. Minimal and maximal disclosure risk values for various values of t are showed in Figure 4 .3. Both minimal and maximal disclosure risks have the largest decrease in this last experiment. This occurs because the Zip attribute has the largest number of distinct values, compared with the other two keys attributes. In each case, when the threshold t is greater than the maximum number of occurrences for zip values, all zip values have been reduced to three digits, and the disclosure risk becomes constant. 
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Comparing the results from these experiments, a strong relationship between the decrease of the disclosure risk value and the number of distinct values in initial microdata for the masked key attribute can be seen. Based on these observations, data owners would typically benefit from starting the masking process by applying to the initial microdata disclosure control methods (such as global recording or microaggregation) that alter key attributes with large numbers of distinct values.
We have presented only a few experiments, but the generality of proposed disclosure risk measures makes possible experiments where several disclosure control methods are applied in succession to the initial microdata. The next experimental step is to include information loss computation (as those proposed in [14] ), and to analyze the relationship between disclosure risk and information loss values.
CONCLUSIONS AND FUTURE WORK
A general framework for microdata disclosure control and a customizable disclosure risk measure were proposed in this paper. The boundaries for any disclosure risk measure were established between minimal and maximal disclosure risk. Those measures can be computed for any masking process, and they may become an important decision factor for the owner of the data in selecting which disclosure control methods he should apply to a given initial microdata. The experiments we performed showed that usually the proposed disclosure risk measures decreases when the data is modified more and more from its original form. There are situations when the owner of the data modifies more than is necessary some key attributes, but those kind of potential problems can be eliminated using the proposed disclosure risk measures. An important finding is that disclosure risk decrease substantially when a key attribute with a large number of distinct values is masked. Methods that hold good results are microaggregation [43] for ordered attributes and, as seen in our experiments, global and local recoding for partial ordered attributes.
The next step in this research is to compute information loss and to analyze its relation with disclosure risk. The disclosure risk versus information loss diagrams improve the understanding of the problem and help the owner of the data to choose the disclosure risk methods as well as the parameters for each method.
The final goal is to investigate those diagrams for different masking processes, and to derive patterns of applying more than one disclosure control method to a specific initial microdata to minimize both information loss and disclosure risk.
APPENDIX
A. Proof of property 3.12 (DR min ≤ DR W ≤ DR max )
A.1. We show that DR min ≤ DR W : 
