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We present and analyze the performance of two new counting
protocols. Counting protocols use bounded headers yet provide a
reliable FIFO channel in a computer network in which packets may be
lost or delivered out of order. Using the classic alternating bit protocol
as a basis, we derive two counting protocols: (i) the one-bit protocol
which uses one bit headers and sends one packet per message under
ideal conditions, but performs extremely poorly in networks with
realistic loss rates and (ii) the mode protocol which uses multiple-bit
headers and whose performance improves as more bits are used in the
header. ] 1998 Academic Press
1. INTRODUCTION
In this paper we present and analyze the performance of
two new protocols from a class of protocols called counting
protocols. Counting protocols solve the sequence transmis-
sion problem (STP), which is an abstraction of the classic
computer network problem of providing a reliable virtual
circuit service on top of an underlying datagram (packet)
service [Tan88, Sta91]. A virtual circuit service guarantees
that an input sequence of messages originating at the service
at one site in the network is delivered in order, without loss
or duplication, at another site. A datagram service attempts
to deliver an input sequence of messages at one site to
another site but guarantees only that datagrams (packets)
are not mutated or duplicated. TCP is a standard example
of a virtual circuit. TCP is built on top of IP which provides
the functionality of a datagram service [Pos81a, Pos81b].
A protocol for STP, such as TCP, is often called an
end-to-end protocol because it is only implemented on the
remote sites and relies on an underlying network protocol
to provide the necessary services for full communication.
The standard approach to solving STP is for the sending
process to include the sequence number as part of the header
to a packet containing the nth message in the input
sequence. The receiving process will be able to reconstruct
the sequence order from the sequence numbers provided
that the protocol provides adequate error control to resend
packets that may have been lost. Since packets, and, hence,
their headers, must have bounded length, practical proto-
cols use bounded sequence numbers. For example, TCP uses
32-bit sequence numbers [Pos81b]. From a theoretical
perspective, traditional bounded sequence number proto-
cols alone do not provide reliable communication in the
presence of arbitrarily reordered packets. For this reason,
the underlying network protocol IP uses the ‘‘hop count’’
mechanism to purge old packets from the network, thereby
allowing TCP to use bounded sequence numbers and
provide reliable communication [Pos81a]. Without a
method of guaranteeing the removal of old packets from the
network, bounded sequence numbers could wrap around,
meaning a bounded sequence number protocol could fail.
In this paper we present two new protocols to solve STP
which are based on theoretical protocols for STP developed
by Attiya et al. [AFWZ89] and improved on by Afek et al.
[AAF+94], Tempero and Ladner [TL90, TL95], and
Tempero [Tem90]. A main feature of the new protocols is
that they do not use the technique of sequence numbers to
correctly maintain the order of a sequence of messages.
Rather, they use a new counting technique for maintaining
the correct sequence order. We call the new protocols
counting protocols. Most surprising is that counting proto-
cols use bounded size headers and still maintain correct
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sequence order even if the underlying network protocol
never discards old packets.
1.1. Purpose
The purpose of this paper is twofold. The first is
pedagogical in the sense that we derive the counting
protocols from the well understood alternating bit protocol
[BSW69]. The one twist is that the derivation is from a
nonstandard ‘‘receiver-driven’’ version of the alternating bit
protocol. The second purpose is to demonstrate that these
kinds of protocols can be analyzed precisely. Generally,
a counting protocol must send multiple copies of messages
as part of its error control. If there is a positive rate of packet
loss the number of copies that must be sent per message
grows exponentially in the message number [MS92]. Our
analysis describes precisely the rate of this exponential
growth.
1.2. Model
Before summarizing our results it is helpful to be more
specific about our model for protocol correctness and
analysis. We consider two asynchronous processes, the
Sender and the Receiver, which communicate with each
other over a channel. The Sender has an infinite sequence of
messages, x1 , x2 , x3 ..., xn , ... that it must transmit to the
Receiver. The Sender and Receiver may each send and
receive packets, each of which consists of a header and,
optionally, a message. Both the Sender and Receiver have
a timeout mechanism which eliminates the possibility of
waiting forever for the receipt of a packet that may be lost.
The sequence transmission problem (STP) is the problem of
designing a protocol for the Sender and Receiver which
results in the Receiver eventually writing each member of
the input sequence in order.
We identify four types of channels:
1. Non-FIFO Channel may lose packets or deliver them
in any order. A packet that is sent may be delivered at any
time in the future; thus it is impossible for the Sender or
Receiver to know if a packet is lost or simply being held in
the channel.
2. FIFO Channel may lose, but not reorder packets.
3. Statistical FIFO Channel is a FIFO channel that loses
packets at a fixed rate p.
4. Ideal Channel is a statistical FIFO channel with loss
rate zero.
Although our protocols are correct in an adversarial non-
FIFO channel, for simplicity we will evaluate the perfor-
mance of our protocols in a statistical FIFO channel.
1.3. Results
We develop two counting protocols for solving STP: the
one-bit protocol and the mode protocol. Both protocols are
correct for the non-FIFO channel. In addition, both
protocols are ‘‘stop-and-wait’’ protocols in the sense that for
all n the Sender does not attempt to send the (n+1)th
message until it knows that the n th message has been suc-
cessfully delivered to the Receiver.
The one-bit protocol, Pone , is a counting protocol which
is derived from a receiver-driven version of the alternating
bit protocol. The protocol Pone uses only one bit of header.
It is the first counting protocol to exhibit the perfect
behavior of one packet per message in an ideal channel. The
analysis of Pone is quite interesting. We show that the
expected number of packets needed to send the n th message
in a statistical FIFO channel with loss rate p>0 is 3(:n),1
where
:=
1
(1& p)2
&
1
2
+ 1(1& p)2&
3
4
.
The mode protocol Pmode is a counting protocol that uses
multiple-bit headers which essentially multiplexes multiple
instances of the one-bit protocol. The protocol’s perfor-
mance depends on how many bits are used in the header. In
a statistical FIFO channel with loss rate p>0 the protocol
Pmode with m2 modes sends approximately :nm packets on
average to deliver the n th message, where
:m= m 2(1& p)2&1.
The number of bits of header used by Pmode with m modes
is Wlog2 mX. The protocol Pone is equivalent in behavior to
Pmode with a single mode. Although Pmode is not practical
because of its exponential growth, it is interesting that the
base of the exponent can be can be made arbitrarily close to
1 by increasing the number of modes.
1.4. Related Work
There is a vast amount of literature on end-to-end
protocols for sequence transmission and several text books
cover the basics well [Tan96, Sta91]. It was unknown until
recently whether or not the sequence transmission problem
was solvable using bounded headers in a non-FIFO channel.
Indeed, the early evidence indicated that no such protocol
existed. Lynch, Mansour, and Fekete showed that any
bounded header protocol must use an unbounded number
of packets per message in a non-FIFO channel [LMF88,
AAF+94]. Surprisingly, Attiya et al., using a counting
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protocol, showed that STP was solvable using bounded
headers in a non-FIFO channel [AFWZ89]. This work was
later extended by Afek et al. [AAF+94]. Tempero and
Ladner refined the counting protocol technique [Tem90,
TL90, TL95]. Mansour and Schieber showed that any
sequence transmission protocol for non-FIFO channels
that uses bounded headers requires :n packets on average to
send the first n messages on a statistical FIFO channel, for
some : that depends on the loss rate and header size
[MS92].
Other theoretical work on the sequence transmission
problem is concerned with upper and lower bounds on the
number of packets required to send the n th message for
protocols in an adversarial non-FIFO channel [LMF88,
MS92, WZ89, TL90, AFWZ89, AAF+94]. One basic result
of Tempero and Ladner is that there is a counting protocol
with the property that, no matter how poorly the channel
behaves in delivering the first n&1 messages, if the channel
subsequently behaves well then the n th message can be
delivered using O(n) packets [TL90, TL95]. This protocol
uses two modes, a primary mode that uses at most a linear
number of packets and a backup mode that resembles our
Pone . This two-mode protocol inspired our use of multiple
modes in Pmode .
1.5. Organization of the Paper
In Section 2 we introduce the one-bit protocol, argue its
correctness, analyze it performance in a statistical FIFO
channel, and compare the one-bit protocol to the protocol
of Afek et al. [AAF+94]. In Section 3 we introduce the
mode protocol and analyze its performance. In Section 4 we
give our conclusions.
2. THE ONE-BIT PROTOCOL
We present the one-bit protocol, Pone , as a vehicle for
introducing the class of counting protocols. It has theoreti-
cal significance because it is the first protocol that solves
STP in a non-FIFO channel and sends exactly one packet
per message in an ideal channel. We begin our development
of Pone with an elegant solution to STP in a FIFO channel
known as the alternating bit protocol (ABP) [BSW69]. Our
version of the ABP is given in Fig. 1.
At this point, it is appropriate to say something about the
language we use to express the protocols presented in this
paper. Often these types of protocols are presented as an
IO automata [LT89, AAF+94]. Rather, we have chosen a
Pascal-style pseudo code which we believe to be more easily
understood and is more closely related to protocols which
have been implemented. After the presentation and proof of
correctness of our protocol we will contrast it with the A-Z
protocol of Afek et al. [LT89, AAF+94].
In all of our protocols, BeginSend and BeginReceive are
the entry points for the Sender’s and Receiver’s processes,
respectively. The procedures SendMsg and ReceiveMsg are
used to transmit one message. We show these procedures as
only having one parameter, the message number, but in fact
more information is usually required. We find that giving
more than the message number tends to complicate the
descriptions of our protocols. We will pass any other infor-
mation required using the normal Pascal scope conventions.
We will make reference to such things as ‘‘the call to
SendMsg(n)’’ (or ReceiveMsg(n)), by which we mean the
call to SendMsg (ReceiveMsg) with the parameter having
value n.
The primitives send and receive are the datagram
procedures exported by the channel to the Sender and
Receiver. The primitive send attempts to asynchronously
send the given packet to the other process. The primitive
receive will return a packet that has already been
delivered or is delivered within the time specified by the
timeout value. If no packets are delivered in this time,
receive returns a special timeout packet. This special
packet is identified by comparing it to timeout. All other
comparisons with this packet will yield false. All packets
have various fields that can be accessed in the same way the
Pascal record fields are accessed. The actual fields will vary
from protocol to protocol but will always include msg (the
message). Lastly, we use V as a ‘‘don’t-care’’ field in a packet
comparison. True is always returned when * is compared to
a field of any nontimeout packet.
This version of the alternating bit protocol may look
unfamiliar because it is receiver-driven. A receiver-driven
protocol has the property that the only actions taken by the
Sender are those dictated by the Receiver, rather than the
other way around. In a sender-driven protocol, the Sender
typically sends a packet containing a message and the
Receiver sends back an acknowledgement for this packet. In
receiver-driven protocols, the Receiver sends out a request
packet and the Sender replies to this with a packet con-
taining the requested message. This also affects how the
protocol deals with lost packets. To prevent the protocol
from deadlocking on a lost packet, a call to receive will
return timeout after a predetermined amount of time. In a
receiver-driven protocol, the Receiver is responsible for
restarting the communication cycle when it is broken by a
lost packet. On receipt of a timeout, the Receiver will send
out another request. The Sender, on the other hand,
behaves passively and, on receipt of a timeout, simply calls
receive again. All of the protocols presented in this paper
are receiver-driven. We chose to work with receiver-driven
protocols due to certain benefits they afford in a non-FIFO
channel. On close examination of the alternating bit
protocol described in Fig. 1, notice that at the beginning of
SendMsg(n) for n>1, the Sender sends a copy of the current
message. This send appears to violate the property that the
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FIG. 1. Alternating bit protocol (receiver-driven).
protocol is receiver-driven since this send does not seem to
be in response to a packet sent by the Receiver. On the
contrary, this send is in response to the packet received by
the Sender that led to the termination SendMsg(n&1).
Although this version of the ABP may look strange, it con-
tains the same fundamental algorithm.
The ABP uses a single bit of header to synchronize the
Sender and the Receiver in an environment where packets
may be lost, but must be delivered in order. We refer to this
single bit as the synch bit, and it is always equal to the
message number modulo two. The synch bit tells the Sender
if the Receiver is requesting the current message or the next
message. The Receiver uses the synch bit to verify that a
message it receives is the one it is expecting.
Both the ABP and Pone exhibit what we call the ‘‘zipper’’
property. At any given time the protocol is in one of two
states: the Sender is sending the current message to the
Receiver, or the Receiver is ready to receive the next
message and is trying to convince the Sender to move on. In
addition the protocols have the property that they alternate
between these two states. This is achieved by having the
Receiver move on only after receiving the current message
and by having the Sender move on only after the next
message is requested. Referring to the ABP in Fig. 1,
another way to express the zipper property is to say that
for all n2, (i) on a call to ReceiveMsg(n), the Sender is
executing SendMsg(n&1) and (ii) on a call to SendMsg(n),
the Receiver is executing ReceiveMsg(n). This results in
the zipper-like, lock-step behavior that is displayed
Fig. 2.
The alternating bit protocol relies heavily on the fact that
packets arrive in the same order that they are sent. A single
disruption in the order of packet delivery can cause the
protocol to fail in one of two ways. First, if a packet sent by
the Sender is delivered out of order, and the synch bit of the
packet matches that of the message that the Receiver is
expecting, the Receiver will incorrectly rewrite an old
message. Second, if a request packet sent by the Receiver is
delivered out of order and the synch bit is right, the Sender
will move on to the next message, potentially abandoning a
message that has not been written.
In the ABP the Sender decides to move on to the next
message after having seen a single request. Similarly, the
Receiver writes a message after having received a single
packet from the Sender. In the ABP, both processes ‘‘take
action’’ after having seen a single packet. This makes the
protocol efficient, but makes it vulnerable to out-of-order
delivery. The Pone protocol has the same basic structure as
ABP with the addition of a mechanism to protect it from a
non-FIFO adversary.
Intuitively, a non-FIFO channel represents a very power-
ful adversary. The non-FIFO channel can hold packets for
an arbitrary amount of time and deliver them when a
protocol is vulnerable to failure. The non-FIFO channel
is as powerful as the number of packets it has captured.
Turning this around, a non-FIFO channel is only as power-
ful as the number of packets it has captured. The key idea
for building a solution to STP in a non-FIFO channel is to
have both the Sender and Receiver monitor the adversary’s
power. Since the channel’s power lies in the captured
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FIG. 2. The zipper property.
packets, tracking the channel’s power can be accomplished
by maintaining a counter that bounds the number of cap-
tured packets.
Assume that such a counter could be maintained for both
the Sender and the Receiver. Let u be the protocol’s counter
and let C be the total number of packets captured by the
channel, such that uC. How could this counter be used to
create an alternating bit-style protocol that would function
correctly in a non-FIFO channel? In the ABP, the single bit
of header, combined with the FIFO property of the channel,
guarantees that no old packets with the correct synch bit
can be received. For this reason, it is safe for the ABP to
take action after having seen a single packet. If the same
protocol is used in a non-FIFO channel, up to C old packets
with the correct synch bit can be received. We can make our
protocol immune to the channel’s replay of packets by
allowing our protocol to take action only after having seen
u+1 copies of a packet. Since the channel can only deliver
C old packets, once u+1 copies of a packet have been seen,
the Sender or Receiver can be sure that this packet is the one
currently being sent by the other process.
Now that we recognize the potential use of such a coun-
ter, how can both the Sender and Receiver maintain it?
Since Sender and Receiver cannot maintain a shared coun-
ter because the value would have to be communicated
reliably back and forth, they each maintain a counter of
their own. Since our Pone protocol is receiver-driven, the
Sender never sends any packets without first receiving a
request from the Receiver. This makes the Receiver’s coun-
ter easy to maintain. The Receiver will timeout each time
there is not a timely response from the Sender to its request.
This lack of response indicates that either the outbound
request packet or the returning reply packet could have
been captured. Thus, on a timeout, the Receiver’s counter is
incremented by one.
The Sender’s counter is more difficult to maintain because
the Receiver may send packets that are not in response to
Sender’s packets. To manage the Sender’s counter we
require that the Receiver send two types of packets, request
packets and restart packets. The Sender’s counter will
bound only the number of request packets captured in the
channel. The Sender will have no way to bound the number
of restart packets captured. As a consequence it is only safe
for the Sender to take action, that is, advance to the next
message, when it has received enough request packets.
A request packet is sent by the Receiver when it receives a
packet it is expecting from the Sender. Thus, a request
packet from the Receiver is always sent in response to a
Sender’s packet successfully received by the Receiver. Any
packet sent by the Receiver because of a timeout is restart
packet. The Sender’s counter is maintained simply by
incrementing it by one each time it receives a restart packet.
The receipt of a restart packet is an indication that a request
packet may have been captured by the channel.
The Pone protocol is given in Figs. 3 and 4. While it
represents the straightforward combination of the ABP and
the counters explained above, Pone is still quite complicated.
Some simple explanations will dispel much of the potential
confusion.
Both the Sender and Receiver have a main infinite loop.
The Sender repeatedly reads messages and transmits them
in the subroutine SendMsg, while the Receiver repeatedly
attempts to receive messages in the subroutine ReceiveMsg
and writes them. The Sender’s counter is uS and the
Receiver’s counter is uR . Note that the counters are not
FIG. 3. The Pone protocol for the Sender.
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FIG. 4. The Pone protocol for the Receiver.
actually added to and subtracted from in the subroutines.
Rather, incremental counters dS and dR are maintained in
the way described above, and at the end of each subroutine
these subcounters are added into the main ones.
In the call to the subroutine SendMsg(n) the Sender does
two things. First, it continues to send the current message
X=xn when it is requested. Second, it accumulates the
number of requests for the next message in the variable Req
until the number exceeds the count uS . When Req>uS , it is
safe for the Sender to move on to message n+1. All but the
last request for the next message is responded to by the
Sender with a null packet. Although intuitively it makes no
sense to send an empty packet, there is no other logical
choice. There is no point in the Sender sending the current
message, since that is not the message being requested. The
Sender cannot move on and send the next message until it
has seen more than uS of these requests for the next message.
The Sender needs to send something so that the Receiver
will know that its request was received. For this reason, the
Sender acknowledges the request packet with a null packet
that does not contain a message.
In the call to the subroutine ReceiveMsg(n), the Receiver
also does two things. First, it must send enough requests to
convince the Sender to advance to the n th message. Second,
the Receiver accumulates the number of copies of messages
it has received in the array variable Req. For a given
message x, the number of copies of x it has received in
ReceiveMsg(n) is Req[x]. If for a particular x, Req[x]
>uR , then it is safe to write x as the nth message and move
on to receiving the next message.
At the beginning of SendMsg(n) for n>1, the Sender
sends a copy of the current message. As with the ABP this
send does not violate the receiver-driven property of the
protocol because this send is in response to the request
packet received by the Sender that led to the termination
SendMsg(n&1). Similarly, at the beginning of Receive
Msg(n) for n1, the Receiver sends a request packet.
Except for the case n=1, this request packet is in response
to the packet the Receiver received that caused it to ter-
minate ReceiveMsg(n&1). The only request packet ever
sent by the Receiver that is not in response to a Sender’s
packet is the very first request sent in ReceiveMsg(1).
2.1. Correctness of Pone
Thus far we have given a derivation of Pone starting from
the well-known alternating bit protocol. This derivation
contains the seeds of a correctness proof. In this subsection
we give a relatively informal proof of the correctness of the
protocol. If we let x1 , x2 , ... be the input sequence provided
to the Sender and y1 , y2 , ... be the output sequence written
by the Receiver, there are two properties to show:
Safety Property. For all n, if yn is written then yn=xn .
Liveness Property. For all n, yn is eventually written,
provided the channel is fair.
Safety says that the protocol never does the wrong thing.
Liveness says that the protocol always continues to make
progress provided the channel is fair. Fairness is a concept
used to rule out unreasonable behavior, such as the channel
losing every packet sent. No protocol could hope to be
correct in such a situation. We will explain what we mean by
a fair channel shortly.
The correctness of Pone can be stated as the following
theorem.
Theorem 2.1. If the protocol Pone is run on a non-FIFO
channel then the safety and liveness properties are satisfied.
Proof. In order to make our argument we introduce
nine new quantities:
1. requests-sent, the number of request packets that
have been sent by the Receiver,
2. requests-received, the number of request packets that
have been received by the Sender,
3. restarts-sent, the number of restart packets that have
been sent by the Receiver,
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4. restarts-received, the number of restart packets that
have been received by the Sender,
5. data-sent, the number of packets that have been sent
by the Sender,
6. data-received, the numbers of packets that have been
received by the Receiver.
7. undelivered-requests=requests-sent&requests-received,
8. undelivered-restarts=restarts-sent&restarts-received,
9. undelivered-data=data-sent&data-received.
These quantities are well defined at each moment in the
execution of the protocol. The quantities undelivered-
requests, undelivered-restarts, and undelivered-data bound
the number of request packets, restart packets, and Sender’s
packets, respectively, that can possibly have been captured
by the channel. To prove safety and liveness there are three
invariants to verify:
Sender’s counter invariant. On a call to SendMsg(n)
for n2, undelivered-requests+undelivered-datauS .
Receiver’s counter invariant. On a call to Receive
Msg(n) for n1, undelivered-requests+undelivered-restarts
+undelivered-datauR .
Zipper property. For all n2,
(i) on a call to ReceiveMsg(n), the Sender is in the
subroutine SendMsg(n&1);
(ii) on a call to SendMsg(n), the Receiver is in the
ReceiveMsg(n).
Proof of counter invariants. By observing the structure
of the one-bit protocol it can be seen that the following must
hold:
1. On a call to SendMsg(n) for n2,
(a) data-sent=requests-received
+restarts-received&1,
(b) requests-sentdata-received+1,
(c) uS=restarts-received.
2. On a call to ReceiveMsg(n) for n1,
(a) data-sentrequests-received+restarts-received,
(b) requests-sentdata-received,
(c) uR=restarts-sent.
Hence, on a call to SendMsg(n) for n2 we have
undelivered-requests+undelivered-data
=requests-sent&requests-received+data-send
&date-received
=requests-sent+restarts-received
&data-received&1 (1a)
restarts-received (1b)
=uS . (1c)
Thus, verifying the Sender’s counter invariant.
Similarly, on a call to ReceiveMsg(n) for n1 we have
undelivered-requests+undelivered-restarts
+undelivered-data
=requests-sent&requests-received+restarts-sent
&restarts-received+data-sent&data-received
requests-sent+restarts-sent&data-received (2a)
restarts-sent (2b)
=uR . (2c)
Thus, verifying the Receiver’s counter invariant.
Proof of zipper property. The zipper property is shown
by induction on n using the two counter invariants. We
begin with the base case. When ReceiveMsg(2) is called the
Receiver has made no requests for any data with synch
bit=0. Hence, the Sender cannot have terminated Send
Msg(1). On the other hand, since the Receiver did terminate
ReceiveMsg(1), it must have received at least one packet
with synch bit=1. Thus, the Sender must be executing
SendMsg(1) when ReceiveMsg(2) is called. When Send
Msg(2) is called, the Receiver has made at least one request
with synch bit=0. Hence, the Receiver has at least called
ReceiveMsg(2). By the time SendMsg(2) is called the only
packets with synch bit=0 that the Sender has sent are null
packets. Hence, the Receiver cannot have terminated
ReceiveMsg(2), because to do so implies that it has received
at least one nonnull packet from the Sender with synch
bit=0. Thus, the Receiver is executing ReceiveMsg(2) when
SendMsg(2) is called.
Assume the zipper property holds for n. We begin with
part (i) of the zipper property for n+1. On a call to
ReceiveMsg(n+1), the Receiver has just completed execut-
ing ReceiveMsg(n). Let uR be the value of the Receiver’s
counter when ReceiveMsg(n) was called. In order to ter-
minate ReceiveMsg(n), the Receiver must have received
uR+1 copies of a packet of the form (n mod 2, x) where x
is nonnull. By the induction hypothesis when Receive
Msg(n) is called, the Sender is executing SendMsg(n&1).
During the execution of SendMsg(n&1) the Sender never
sends any packets of the form (n mod 2, x), where x is non-
null. In addition, by the Receiver’s counter invariant the
Receiver could not have received more than uR copies of any
packet that were sent before the execution of Send
Msg(n&1). Hence, SendMsg(n) must have been called dur-
ing the execution ReceiveMsg(n) for the Receiver to have
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received uR+1 copies of packet of the form (n mod 2, x),
where x is nonnull.
To complete the argument for part (i) of the zipper
property we must show that having called SendMsg(n), the
Sender cannot terminate this call before ReceiveMsg(n+1)
is called. Let uS be the value of the Sender’s counter when
SendMsg(n) was called. During the execution of Receive
Msg(n) the Receiver sends no packets of the form
(n+1 mod 2, ‘‘request ’’). In addition, by the Sender’s coun-
ter invariant, at most uS packets of that form could have
been received by the Sender that were sent prior to the call
to ReceiveMsg(n). The Sender needs to receive uS+1 pack-
ets of the form (n+1 mod 2, ‘‘request ’’) in order to ter-
minate SendMsg(n). Hence, SendMsg(n) cannot terminate
before ReceiveMsg(n+1). We conclude that the Sender is
executing SendMsg(n) when ReceiveMsg(n+1) is called.
A similar argument is used to prove part (ii) of the zipper
property for n+1.
Proof of safety property. To show the safety property,
we must prove that when yn is written, yn=xn . Because yn
is written, the Receiver must have terminated execution of
ReceiveMsg(n). By the Receiver’s counter invariant, there
are no more than uR undelivered packets of any type at the
time of the call to ReceiveMsg(n). Since the call terminated,
the Receiver received uR+1 copies of a nonnull packet of
the form (n mod 2, yn). Since the number of packets cap-
tured by the channel is less than uR+1, at least one of these
packets must have been sent during the execution of
ReceiveMsg(n). By the zipper property, the only packets
with synch bit equal to n mod 2 being sent by the Sender
during Receiver’s call to ReceiveMsg(n) are sent in Send
Msg(n). Since the only nonnull packets sent by the Sender
in SendMsg(n) have the form (n mod 2, xn), we conclude
that yn=xn .
Proof of liveness property. To show the liveness
property, we need to prove that the protocol never spends
an infinite amount of time without writing a message,
provided the channel is fair. At this point we need to be
precise about what we mean by a fair channel. Our notion
of fairness is a little stronger than simply saying that if a pro-
cess sends infinitely many packets then infinitely many of
them are received. We define the channel to be fair if a pro-
cess sends infinitely many copies of a particular packet, then
infinitely many of them are received. Thus the channel may
capture as many packets as its wishes, but it cannot capture
all but a finite number of any one type of packet, unless only
finitely many were sent in the first place. Our notion of
channel fairness is certainly satisfied by any conceivable
underlying network protocol that is used to implement an
end-to-end sequence transmission protocol.
For purposes of coming to a contradiction, assume that
n is the smallest number such that yn is never written. Hence,
the Receiver executes ReceiveMsg(n) for infinitely many
steps. By the zipper property the Sender will be executing
either SendMsg(n) for infinitely many steps or Send
Msg(n&1) for infinitely many steps.
Suppose the Sender executes SendMsg(n&1) for infini-
tely many steps. With the Sender in SendMsg(n&1) and the
Receiver in ReceiveMsg(n), the Receiver is trying to con-
vince the Sender to move on to the next input message. In
doing so it sends infinitely many packets to the Sender of the
form (n mod 2, ‘‘request ’’) or (n mod 2, ‘‘restart). By fair-
ness, infinitely many of these packets are delivered to the
Sender. The Sender, because it is executing SendMsg(n&1),
is responding to each packet with a packet of the form
(n mod 2, ‘‘null ’’). Infinitely many of these are delivered to
the Receiver. In response to each of these, the Receiver sends
request packets of the form (n mod 2, ‘‘request ’’). By our
notion of fairness, infinitely many of these must be delivered
to the Sender. Each request packet delivered increases the
counter Req so that it will eventually exceed uS causing
SendMsg(n&1) to terminate. This contradicts the assump-
tion that SendMsg(n&1) took infinitely many steps.
Suppose the Sender executes SendMsg(n) for infinitely
many steps. With the Sender in SendMsg(n) and the
Receiver in ReceiveMsg(n), the Sender is trying to send
enough copies of the current message to convince the
Receiver to write it and move on. As in the previous argu-
ment, the Receiver sends infinitely many request or restart
packets to the Sender all of the form (n mod 2, ‘‘request ’’) or
(n mod 2, ‘‘restart ’’). By fairness, infinitely many of these
packets are delivered to the Sender. The Sender, because it
is executing SendMsg(n), is responding to each packet with
a packet of the form (n mod 2, xn). Infinitely many of these
are delivered to the Receiver. Each data packet delivered
increases the counter Req[xn] so that it will eventually
exceed uR causing ReceiveMsg(n) to terminate. This con-
tradicts the assumption that ReceiveMsg(n) took infinitely
many steps. K
2.2. Analysis of Pone
Although Pone is designed to be correct on a non-FIFO
channel it is very difficult to analyze in such a general set-
ting. Instead, we choose to analyze the protocol in a much
simpler setting, namely on a statistical FIFO channel,
where each packet has a chance p of being lost. We include
the additional constraint that the protocol’s timeout value is
large enough that timeouts only occur when packets are
lost.
The performance of the protocol can be measured by
seeing how many packets the Sender and Receiver send and
receive per message. Let:
v QsR(n) be the expected number of packets sent by the
Receiver during ReceiveMsg(n).
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v QrR(n) be the expected number of packets received by
the Receiver during ReceiveMsg(n).
v QsS(n) be the expected number of packets sent by the
Sender during SendMsg(n).
v QrS(n) be the expected number of packets received by
the Sender during SendMsg(n).
Alternately, one might be interested in time per message,
rather than packets per message. Since the protocol is
receiver-driven, QsR&QrR(n) is number of packets that
have been lost. If we define T to be a fixed timeout value and
R to be packet round trip time, the expected elapsed time for
the protocol is T(QsR(n)&QrR(n))+R(QrR(n)).
The expected number of packets sent or received is
intimately related to the expected size of the Sender’s and
Receiver’s counters. Since uS is ambiguous with respect to
time, for n0, define uS(n) to be the value of uS at the time
of the call to SendMsg(n+1). Similarly, let uR(n) be the
value of uR at the time of the call to ReceiveMsg(n+1).
Define u S(n) and u R(n) to be the expected value of uS(n) and
uR(n) respectively over all runs of the protocol.
Since Pone is receiver-driven, the Sender sends exactly one
packet for each packet it receives, that is, QsS(n)=QrS(n)
for all n. Moreover, the number of packets received by the
Receiver is tied directly to the number of packet sent by the
Receiver. The Receiver only receives a packet when both the
Receiver’s previous request and the Sender’s reply packet
are not lost. The chance of successfully sending two packets
in a row is (1& p)2. Thus QrR(n)=(1& p)2 QsR(n) or
QsR(n)=(1(1& p)2) QrR(n). Thus, it suffices to calculate
QrS(n) and QrR(n).
Lemma 2.1. The following equations define the expected
number of packets sent and received in terms of the expected
values of the counters. For all n1
QrR(1)=1
QrR(n)=
1
1& p
u S(n&2)+u R(n&1)+
1
1& p
, n2,
QsR(n)=
1
(1& p)2
QrR(n)
QrS(n)=
1
1& p
u R(n&1)+
1
(1& p)2
u S(n&1)+
1
(1& p)2
QsS(n)=QrS(n).
Proof. Before proceeding with the derivations of the
equations for QrR(n) and QrS(n) it is helpful to introduce the
several useful concepts. The zipper property tells us that the
Pone can be broken down into a series of alternating phases:
data phases in which the Receiver, by its requests, is trying
to get the Sender to send more copies of the current
message, and convince phases where the Receiver, by its
requests for the next message, is trying to convince the
Sender to move on to the next message. (See Fig. 5.) The
first part of SendMsg(n) and the last part ReceiveMsg(n) is
a data phase. Conversely, the last part of SendMsg(n&1)
and the first part ReceiveMsg(n) is a convince phase.
During a data phase of SendMsg(n) and ReceiveMsg(n),
there must be the successful completion of either uR(n&1)
or uR(n&1)+1 Receiver’s packet cycles, depending respec-
tively on whether or not the first packet sent by the Sender
in SendMsg(n) successfully arrived at the Receiver. A
Receiver’s packet cycle consists of a packet sent by the
Receiver, followed by a successful receipt by the Sender,
followed by a data packet sent by the Sender, and com-
pleted with a successful receipt by the Receiver. The prob-
ability of the successful completion of Receiver’s packet
cycle is exactly (1& p)2. A convince phase of Send
Msg(n&1) and ReceiveMsg(n) is similarly completed by
the successful completion of either uS(n&2) or uS(n&2)+1
Sender’s packet cycles, depending respectively on whether
or not the first packet sent by the Receiver in ReceiveMsg(n)
successfully arrived at the Sender. A Sender’s packet cycle
consists of a null packet sent by the Sender, followed by a
successful receipt by the Receiver, followed by a request
packet sent by the Receiver, and completed with a successful
receipt by the Sender. Note that a null packet followed by a
restart packet is not a Sender’s packet cycle. The probability
of the successful completion of a Sender’s packet cycle is
also (1& p)2.
There are two major distinctions between Sender’s and
Receiver’s packet cycles. First, a Sender’s packet cycle starts
with the Sender sending a null packet followed by the
Receiver sending a request packet, while a Receiver’s packet
cycle starts with the Receiver sending a request or restart
packet followed by the Sender sending a data packet.
Second, because the protocol is receiver-driven, each
Sender’s packet cycle must be triggered by the Sender’s
receipt of a packet, either a request or restart packet. This is
in contrast to a Receiver’s packet cycle which is attempted
every time it sends any packet during a data phase.
Let us begin the derivation of QrR(n) by examining a
specific execution of the protocol. First, for n=1 the
FIG. 5. Phases to deliver a message.
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Receiver will receive exactly one data packet during
ReceiveMsg(n). For n2, ReceiveMsg(n) begins with a
convince phase. With probability 1& p the Receiver’s first
request packet is successfully received leaving uS(n&2)
Sender’s packet cycles to be completed. With probability p
the Receiver’s first request packet is lost, thereby leaving
uS(n&2)+1 Sender’s packet cycles to be completed. Each
attempted Sender’s packet cycle, in which the Receiver
receives a null packet, will be successfully completed with
probability 1& p. This is because if the Receiver receives a
packet then only the resulting request packet must get
through for a Sender’s packet cycle to be completed. Thus,
1(1& p) null packets will be received on average by the
Receiver for each Sender’s packet cycle needed to complete
the convince phase. Hence, the expected number of packets
received by the Receiver during the convince phase for
ReceiveMsg(n) can be expressed as
(1& p) \ 11& p uS(n&2)++ p \
1
1& p
(uS(n&2)+1)+ .
During the data phase of ReceiveMsg(n) exactly uR(n&1)+1
data packets are received by the Receiver. Thus, simplifying
the sum of these two quantities, the total expected number
of packets received by the Receiver during the execution of
ReceiveMsg(n) is
1
1& p
uS(n&2)+uR(n&1)+
1
1& p
. (1)
For fixed values of uS(n&2) and uR(n&1), the expected
number of packets received by the Receiver during Receive
Msg(n) is linear in uS(n&2) and uR(n&1). Hence, the
unconditional expected number of packets received by the
receiver during ReceiveMsg(n), QrR is given by replacing
uS(n&2) and uR(n&1) by their expectations in the expres-
sion (1).
The expression for QrS is derived in a similar way. The
main distinction from the derivation of QrR is that the
expected number of packets received by the Sender for each
Sender’s packet cycle attempted is 1(1& p)2 and for each
Receiver’s packet cycle attempted is 1(1& p). K
These formulas tells us two things. First, the performance
of the protocol is tied directly to the value of the counters.
Second, that we need to develop expressions for the expected
value of the counters if we want to do any further perfor-
mance analysis. Analysis of the protocol demonstrates that
the expected values of the counters can be defined by a set
of recurrences.
Lemma 2.2. The values of u R(n) and u S(n) satisfy the
following recurrences:
u R(n)=
1
(1& p)2
u R(n&1)+
1&(1& p)2
(1& p)3
u S(n&2)
+
1&(1& p)2
(1& p)3
, n2,
u S(n)=
1
(1& p)2
u S(n&1)+
1&(1& p)2
(1& p)
u R(n&1)
+
1&(1& p)2
(1& p)2
, n1.
The initial conditions are u R(0)=0, u R(1)=(1&(1& p)2)
(1& p)2, and u S(0)=0.
Proof. Let us begin by deriving the equation for the
expected value of the Receiver’s counter u R(n). By initializ-
ing the counter to zero, we have u R(0)=0. The value of
u R(1) equals the expected number of failed attempts to com-
plete a Receiver’s packet cycle during ReceiveMsg(1). The
probability of a successful attempt is exactly (1& p)2. Thus,
the expected number of failures before a successful attempt
is 1(1& p)2&1=(1&(1& p)2)(1& p)2. Again, let us
focus on a specific execution of the protocol. For n1, the
value of uR(n) depends on the value of uR(n&1) for two
reasons. First, uR(n) equals uR(n&1) plus the increment
dR returned by ReceiveMsg(n). Second, during the data
phase of ReceiveMsg(n) either uR(n&1) or uR(n&1)+1
Receiver’s packet cycles need to be completed, depending
respectively on whether or not the first packet sent by the
Sender in SendMsg(n) was received by the Receiver. Each
failed attempt to complete a Receiver’s packet cycle causes
the counter dR to increase. For n2, the value of uR(n) also
depends on the value of uS(n&2) because during the
convince phase of ReceiveMsg(n) either uS(n&2) or
uS(n&2)+1 Sender’s packet cycles need to be complete,
depending respectively on whether or not the first packet
sent by the Receiver in ReceiveMsg(n) was received by the
Sender.
To derive the recurrence for u R(n) we need two quantities:
A, which is the expected increase in uR(n) caused by the
Receiver’s attempt to complete a Receiver’s packet cycle
and B, which is the expected increase in uR(n) caused by the
Senders attempt to complete a Sender’s packet cycle. The
quantity A=(1&(1& p)2)(1& p)2 as was calculated in the
previous paragraph. The quantity B is more complicated to
calculate. If the Sender’s packet cycle is successfully com-
pleted then there is no increase in uR(n). If it is not, then the
Receiver will send an average of 1(1& p) restart packets
to begin a new Sender’s packet cycle. Each restart packet
will increase uR(n) by one. Thus, B satisfies the equation
B=(1&(1& p)2)(1(1& p)+B) whose solution is B=
(1&(1& p)2)(1& p)3. The expected value of uR(n), given
uR(n&1) and uS(n&2), can be expressed as
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uR(n&1)+(1& p) AuR(n&1)+ p(1+A(uR(n&1)+1))
+(1& p) BuS(n&2)+ p \ 11& p+B(uS(n&1)+1)+ .
(2)
The first term is the previous value of the Receiver’s counter.
The next two terms come from the expected increases in
uR(n) during the data phase of ReceiveMsg(n) and the last
two terms come from expected increases during the con-
vince phase of ReceiveMsg(n). The second and fourth terms
are straightforward. The third term arises from noting that
with probability p the first packet sent by the Sender during
the data phase of ReceiveMsg(n) is not received. This will
cause uR(n) to increase by one and uR(n&1)+1 Receiver’s
packet cycles will need to be completed. The fifth term arises
from noting that with probability p the first packet sent by
the Receiver during the convince phase is not received. The
expected number of restart packets sent by the Receiver
before the first Sender’s packet cycle can start is 1(1& p).
Then, uS(n&2)+1 Sender’s packet cycles will need to be
completed. For fixed values of uS(n&2) and uR(n&1), the
expected value of uR(n) is linear in uS(n&2) and uR(n&1).
Hence, we can replace these two quantities by their expecta-
tions in expression (2) to obtain an expression for u R(n). Sim-
plification of expression (2) leads to the equation for u R(n).
The derivation of the recurrence for u S(n) proceeds in a
similar way. In this case there are three probabilities we
need to calculate: C, the expected increase in uS(n) in
attempting to complete a Sender’s packet cycle; D, the
expected increase in uS(n) in attempting to complete a
Receiver’s packet cycle, given that the initial packet sent by
the Receiver is a request packet; E, the expected increase in
uS(n) in attempting to complete a Receiver’s packet cycle,
given that the initial packet sent by the Receiver is a restart
packet. To calculate C simply note that each failed attempt
to complete a Sender’s packet cycle increases uS(n) by one.
Since the probability of a successful attempt is (1& p)2, then
C=(1&(1& p)2)(1& p)2. To calculate D note that if the
request packet is successfully received by the Sender and
the following data packet is also successfully received by
the Receiver then uS(n) does not increase. Otherwise, the
Receiver will attempt to complete a Receiver’s packet cycle
starting with a restart packet. Thus, D=(1&(1& p)2) E.
To calculate E note that each restart packet received by the
Sender increases uS(n) by one. A Receiver’s packet cycle will
be successful when the first data packet sent in response to
a restart packet is successfully received by the Receiver. This
happens with probability 1& p, meaning E=1(1& p).
Thus, the expected value of uS(n) can be expressed as
uS(n&1)+(1& p) CuS(n&1)+ p(1+C(uS(n&1)+1))
+(1& p) DuR(n&1)+ p(E+DuR(n&1)).
The derivation is similar to that for uR(n). K
We can now evaluate how well Pone performs on an ideal
channel.
Theorem 2.2. If the protocol Pone is run on an ideal
channel then the Sender sends exactly one packet per
message, that is QsS(n)=1 for all n>0.
Proof. Substituting 0 for p in the recurrences for u R(n)
and u S(n), we compute u S(n)=u R(n)=0 for n0. Hence,
QsS(n)=QrS(n)=QsR(n)=QrR(n)=1 for n1. K
If the loss rate p is positive then the expected number of
packets per message grows exponentially with the message
number.
Theorem 2.3. If the protocol Pone is run on a statistical
FIFO channel with loss rate p>0 then the expected number
of packets set by the Sender in transmitting the nth message,
QsS(n), is 3(:n), where
:=
1
(1& p)2
&
1
2
+ 1(1& p)2&
3
4
. (3)
Proof. The recurrences for u R(n) and u S(n) (Lemma 2.2)
can be solved using the method of generating functions
[GK82]. The exact solution is a very long expression. Alter-
natively, the asymptotic behavior of u R(n) and u S(n) can be
determined by ignoring the additive terms in the recurrences
and assuming that u R(n) has the form :n and u S(n) has the
form ; } :n. The recurrences yield two equations
:2=
1
(1& p)2
:+
1&(1& p)2
(1& p)3
;
:;=
1
(1& p)2
;+
1&(1& p)2
(1& p)
.
Solving for : yields Eq. (3). By Lemma 2.1 all quantities
QsS(n), QrS(n), QsR(n), and QrR(n) are 3(:n). K
2.3. Comparison of Pone with the A-Z Protocol
The A-Z protocol of Afek et al. [AAF+94] has some
similarities and some differences from our Pone protocol.
Before starting we should mention there is a superficial dif-
ference between the two protocols in that we use a computa-
tion model different than the IO automata [LT89] used to
describe the A-Z protocol. An IO automaton does not need
our timeout mechanism because it may be composed of
a number of actions which can execute independently and
asynchronously. Thus, the A-Z Receiver can have an action
which at any time sends a request packet to the Sender. The
Sender and Receiver in our protocol have a rigid sequential
flow of control, so our Receiver must be prompted by the
environment (which is not confined to a sequential flow of
control) with a timeout packet in order to achieve the same
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effect. Both mechanisms allow a protocol to avoid a situa-
tion where both Sender and Receiver are waiting for each
other to send a packet, that is, a deadlock.
With the model difference behind us, we give a brief
description of the A-Z protocol in our terminology. The A-Z
protocol is elegantly defined as a two-layer protocol, the
lower layer is defined as two FIFO channels, one Sender-to-
Receiver and the other Receiver-to-Sender. These FIFO
channels may lose, but may not reorder, packets. The upper
layer is simply a version of the alternating bit protocol
which employs the lower layer. The Sender-to-Receiver
FIFO channel is driven by the Receiver which requests
packets from the Sender. When the Receiver has enough
packets with the same message, it declares that the message
is a new one and outputs it. The Receiver maintains a coun-
ter, similar to our counter uR , to keep track of how many
packets is enough. The Sender sends a packet with its
current message only if it receives a request from the
Receiver. The reason that this Sender-to-Receiver channel
can lose packets is because the Sender can progress to the
next message at any time without verifying that the Receiver
ever got the current message. The Receiver-to-Sender chan-
nel is defined in a symmetric way where the Sender sends
requests and the Receiver only responds to requests by the
Sender. Thus, the Receiver-to-Sender channel is Sender
driven, while the Sender-to-Receiver channel is Receiver
driven.
Normally, in the alternating bit protocol progress can be
made in a cycle of two packets, one by the Sender contain-
ing the current message and the alternating bit and then one
by the Receiver containing its acknowledgement. In order
for the A-Z protocol to make progress it must execute its
version of the alternating bit protocol using its two FIFO
channels. In the best case progress is made in a cycle of four
packets, two sent by the Sender and two by the Receiver:
1. Receiver sends a request for a message to the Sender
within the protocol for the Sender-to-Receiver channel.
2. Sender sends (m, b) to the Receiver within the
protocol for the Sender-to-Receiver channel, where m is the
current message and b is the current value of the alternating
bit.
3. Sender sends request for an acknowledgement to the
Receiver within the protocol for the Receiver-to-Sender
channel.
4. Receiver sends b to the Sender within the protocol for
the Receiver-to-Sender channel.
Thus, if we measure the best performance of the two
protocols by the number of packets per message sent by the
Sender, the A-Z protocol has two packets per message while
the Pone protocol has one packet per message.
It appears that the performance of the A-Z protocol could
be easily improved, at the expense of elegance, to achieve
one packet per message by using the well-known technique
of piggybacking. For example, the Sender could put its
request for an acknowledgement in the same packet as the
one that contains the message. It is not as easy at it seems.
The Sender is only allowed to send (m, b) in response to a
request, but it can send a request for an acknowledgement
at any time. The constraints on what and when the Sender
can send are complicated enough that managing the
piggybacking is nontrivial. Nonetheless, piggybacking can
be done to reduce the number of packets per message from
two to one. Indeed, one can view our Pone protocol as an
implementation of the A-Z protocol using piggybacking.
We should note, however, that Pone was developed from
protocols in our previous work [Tem90, TL90, TL95].
3. THE MODE PROTOCOL
The Pone protocol uses only one bit of header. An interest-
ing theoretical problem is how best to utilize additional bits
of header in order to improve the performance of a counting
protocol on a statistical FIFO channel. The inefficiency in
Pone comes from the compounding effect that lost packets
have. Lost packets result in the incrementing of the pro-
cesses counters, which in turn result in more packets being
sent per message which increases the expected number of
lost packets per message. Ideally, we would like to add a
mechanism that would slow the growth of the processes’
counters. The rate of growth, however, is determined by the
behavior of the channel and cannot be changed without
changing the semantics of the counter.
One approach to solving this problem would be to simply
multiplex m copies of the Pone protocol, distinguishing the
copies using Wlog2 mX bits of header. The ith copy of Pone
is responsible for sending messages indexed n where
n mod m=i. This would allow lost packets to be spread
among the counters of the copies of Pone , reducing the
average counter value and as a result would make the
protocol more efficient. Since we are interested in defining a
stop-and-wait protocol, some mechanism would have to be
included in the protocol to control which copy of the Pone
protocol is currently active. Our protocol Pmode , which
employs multiple counters, essentially implements this idea.
The Pmode protocol is given in Figs. 6 and 7.
Packets in Pmode are Pone packets with the addition of a
b bit field to the headers. We call this the mode field, and it
allows for m2b modes, although Pmode need not use all the
modes possible with b bits. Since packets with different
modes are clearly distinguishable, the protocol no longer
needs to maintain a single counter. Instead, it can maintain
a single counter per mode. Rather than maintaining the
counters uS and uR , the processes will maintain counter vec-
tors uS[0 } } } m&1] and uR[0 } } } m&1]. The addition of
modes also offers the advantage that packets lost in a
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FIG. 6. The Pmode protocol for the Sender.
particular mode minimally affect the performance of
messages sent in a different mode. In order to utilize all of
the modes, message n is sent in mode n mod m.
Converting Pone to work with multiple counters involves
the following straightforward changes. The Receiver sends
all requests for message n in mode n mod m. If the Receiver
times out in ReceiveMsg(n), it sends a restart packet with
mode n mod m and increments the temporary counter dR .
The execution of ReceiveMsg(n) no longer terminates after
receiving uR+1 copies of a packet. Rather, the Receiver only
needs to receive uR[n mod m]+1 copies of a packet. While
this make the protocol more efficient, it adds a constraint.
Since the Receiver is now convinced by uR[n mod m]+1
copies of a packet, the Receiver can only make progress on
packets with mode n mod m. This constraint is reflected in
the tests made in the Receiver’s case statement.
In Pone , the Receiver assumes the Sender always replies
with packets having the same synch bit as the request.
Similarly, in Pmode the Receiver assumes that all replies from
FIG. 7. The Pmode protocol for the Receiver.
the Sender have the same mode as the initial request.2 This
assumption allows the Receiver to properly maintain its
counters. Since the only requests sent during ReceiveMsg(n)
have mode n mod m, the only packets that can be captured
have mode n mod m. Thus the counter dR represents
captured packets with mode n mod m. For this reason,
after the termination of ReceiveMsg(n), dR is added to
uR[n mod m].
As before, the Sender only sends a packet after receiving
a request from the Receiver. As before, the Sender expects
either requests for the current message or requests for the
next message. Requests for the current message will have
mode n mod m and requests for the next message will have
mode n+1 mod m. This makes the Sender’s counters more
difficult to maintain. In SendMsg(n), the Sender can receive
a restart packet for either mode n mod m or n+1 mod m.
For this reason, the Sender maintains two temporary coun-
ters. dS is used to represent packets captured in the current
mode and cS is used to represent packets captured in the
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next mode. After SendMsg(n) returns, dS is added to
uS[n mod m] and cS is added to uS[n+1 mod m].
As before, the Sender makes progress by receiving request
packets for the next message. Pmode adds the constraint that
these request packets must have mode n+1 mod m. As a
result, the Sender only needs to receive uS[n+1 mod m] of
these requests before returning from SendMsg(n).
The proof of correctness for the Pmode protocol has the
same structure as the proof for the Pone protocol. The nine
quantities presented in the Pone proof all take on an addi-
tional dimension which specifies the modes of the packets.
In addition, the interpretation of data-received[i] is the
number of packets of mode i received by the Receiver during
the execution of ReceiveMsg(ki) for some k. Similarly, the
interpretation of requests-receives[i] and restarts-received[i]
apply to packets received by the Sender during the execu-
tion of SendMsg(ki) and SendMsg(ki&1) for some k. In
addition, the lemmas and invariants change to only draw
conclusions about quantities with same mode.
3.1. Analysis of the Mode Protocol
The analysis of the performance Pmode has many
similarities to the analysis of Pone . We define QsR , QrR , QsS ,
and QrS just as before, indicating the expected number of
packets sent and received by the Receiver and Sender,
respectively. As before, the expected number of packets sent
or received is intimately related to the expected size of the
Sender’s and Receiver’s counters. In this case both the
Receiver and Sender have m counters, where m is the num-
ber of modes. For 0i<m and for n0, define uS[i](n) to
be the value of uS[i] at the time of the call to Send
Msg(n+1). Similarly, let uR[i](n) be the value of uR[i] at
the time of the call to ReceiveMsg(n+1). Define u S[i](n)
and u R[i](n) to be the expected value of uS[i](n) and
uR[i](n), respectively, over all runs of the protocol.
The relationship between the expected number of packets
sent and received in Pmode is similar and derived in the same
way as with Pone .
Lemma 3.1. For all n1
QrR(1)=1
QrR(n)=
1
1& p
u S[n mod m](n&2)
+u R[n mod m](n&1)+
1
1& p
, n2,
QsR(n)=
1
(1& p)2
QrR(n)
QrS(n)=
1
1& p
u R[n mod m](n&1)
+
1
(1& p)2
u S[n+1 mod m](n&1)+
1
(1& p)2
QsS(n)=QrS(n).
If m=1 then the analysis of Pmode is identical to that of
Pone . If m2 then the expected values of the counters are
given in the following lemma.
Lemma 3.2. For m2
u R[i](n)
1
(1& p)2
u R[i](n&1)+
1&(1& p)2
(1& p)3
u S[i](n&2)
={ +1&(1& p)2(1& p)3 , i#n mod m,
u R[i](n&1), in mod m
u S[i](n)
u S[i](n&1)+
1&(1& p)2
(1& p)
u R[i](n&1)+
p
1& p
,
i#n mod m
= 1
(1& p)2
u S[i](n&1)+
p
(1& p)2
,
i#n+1 mod m
u S[i](n&1), in mod m; in+1 mod m.
The recurrence for u R[i](n) holds for all n2 and the
recurrence for u S[i](n) holds for all n1. The initial condi-
tions are u R[i](0)=0, u R[i](1)=(1&(1& p)2)(1& p)2,
and u S[i](0)=0 for 0im&1.
Proof. The recurrence for u R[i](n) is derived in exactly
the same way as the similar recurrence for Pone by consider-
ing the expected number of Sender’s and Receiver’s packet
cycles during the execution of ReceiveMsg(n). The main
thing to note is that during the execution of ReceiveMsg(n)
the only counter that is changed is uR[n mod m].
The recurrence for u S[i](n) takes into account that dur-
ing the data phase of SendMsg(n) the counter uS[n mod m]
is changed and during the convince phase the counter
uS[n+1 mod m] is changed. All other counters remain
unchanged during the execution of SendMsg(n). Similar to
the analysis of Pone , the expected increase in uS[n mod m](n)
is
(1& p) DuR[n+1 mod m](n&1)
+ p(E+DuR[n+1 mod m](n&1)),
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where D=(1&(1& p)2)(1& p). Recall that D is the
expected increase in uS[n+1 mod m](n) in attempting to
complete a Receiver’s packet cycle during the data phase,
given that the initial packet sent by the Receiver is a request
packet, and E is the expected increase in uS[n+1 mod m](n)
in attempting to complete a Receiver’s packet cycle during
the data phase, given that the initial packet sent by the
Receiver is a restart packet. The expected increase in
uS[n+1 mod m](n) is
(1& p) CuS[n mod m](n&1)
+ p(1+C(uS[n mod m](n&1)+1)),
where C=(1&(1& p)2)(1& p)2. Recall that C is the
expected increase in uS[n mod m](n) in attempting to com-
plete a Sender’s packet cycle during the convince phase. K
The counter recurrences can be solved by defining three
new quantities:
R(n)=u R[n mod m](n)
D(n)=u S[n mod m](n)
C(n)=u S[n+1 mod m](n).
Intuitively, R(n) is the expected size of the Receiver’s counter
that actually changes during the execution of ReceiveMsg(n),
D(n) is the expected size of the Sender’s counter that
changes during the data phase of SendMsg(n), and C(n) is
the expected size of the Sender’s counter that changes
during the convince phase of SendMsg(n). The expected
counter values can be recovered from the values of R, D,
and C using the equations:
u R[i](n)=R(n&((n&i) mod m))
u S[i](n)={D(n&((n&i) mod m)), in+1 mod m,C(n), i#n+1 mod m.
We use the convention that R(n)=D(n)=C(n)=0 if n0.
The values of R(n), D(n), and C(n) can expressed with the
recurrences:
R(n)=
1
(1& p)2
R(n&m)+
1&(1& p)2
(1& p)3
D(n&m)
+
1&(1& p)2
(1& p)3
, n2,
D(n)=C(n&1)+
1&(1& p)2
1& p
R(n&m)+
p
1& p
, n1,
C(n)=
1
(1& p)2
D(n&m+1)+
p
(1& p)2
, n1.
The initial conditions are R(n)=D(n)=C(n)=0 for n0
and R(1)=(1&(1& p)2)(1& p)2. These three recurrences
can immediately be reduced to two by substituting the
expression for C(n&1) into the expression for D(n), obtaining
D(n)=
1
(1& p)2
D(n&m)+
1&(1& p)2
1& p)
R(n&m)
+
1&(1& p)2
(1& p)2
, n1.
Interestingly, the values of R(n) and D(n) can be closely
bounded by simple exponential forms for all n0,
1
2(1& p)
:nm&
1
2(1& p)
R(n)
2&(1& p)2
2(1& p)3
:nm&
1
2(1& p)
1
2
:nm&
1
2
D(n)
2&(1& p)2
2(1& p)2
:nm&
1
2
,
where
:m= m 2(1& p)2&1 .
For small p and n0, these bounds can be approximated
by3
R(n)tD(n)t 12 :nm& 12 .
The bounds on C(n) for n0 follow immediately from the
bounds on D(n) using the recurrence for C(n).
Returning to the performance of Pmode , the equations for
the expected number of packets sent or received by the
Sender and Receiver can be rewritten in terms of the func-
tions R and D as
QrR(1)=1
QrR(n)=
1
1& p
D(n&m)+R(n&m)+
1
1& p
, n2
QsR(n)=
1
(1& p)2
QrR(n)
QrS(n)=
1
1& p
R(n&m)+
1
(1& p)2
D(n&m+1)
+
1
(1& p)2
QsS(n)=QrS(n).
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3 If Fp(n) and Gp(n) are two nonnegative valued functions parameterized
by p then we say that Fp(n)tGp(n) if for all =>0 there is P>0 such that
for all p<P and n, (1&=) Gp(n)Fp(n)(1+=) Gp(n). The relation t is
an equivalence relation on functions parameterized by p.
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Thus, we have the following theorem.
Theorem 3.1. For small p and n1
QrR(n)tQsR(n)tQrS(n)tQsS(n)t:nm ,
where :m= m- 2(1& p)2&1.
It is interesting to evaluate the effect of header size on
QsS(n), the expected number of packets sent by the Sender
in order to deliver the n th message. Assume, the loss rate
is 0.0001 and we are interested in the cost of sending the
10,000 th message using Pmode with m modes. If m=2 then
QsS(10,000) is approximately 480,000,000. If m=16 then
QsS(10,000) is approximately 12. Thus, using just 4 bits of
header) instead of 1 bit of header, can have a dramatic
effect on the efficiency of the algorithm. Before we get too
excited, realize that for m=16 the Sender expects to send
approximately 71,000,000,000 packets to deliver the
100,000 th message. The bottom line is that the mode
protocol eventually degrades exponentially and thus is
not practical.
4. CONCLUSIONS
In this paper we have shown how to build counting
protocols which use bounded header size and solve the
sequence transmission problem for non-FIFO channels.
In addition we have analyzed the protocols on a statistical
FIFO channel. The protocol Pone uses one packet per
message on an ideal channel. For the protocols, Pone and
Pmode , we can obtain good expressions for the expected
number of packets per message sent by the protocols on a
statistical FIFO channel with positive lose rate. Although
the protocols are interesting theoretically, they exhibit the
exponential type of inefficiency demonstrated by the lower
bounds of Mansour and Schieber [MS92].
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