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ITERATIVE OSCILLATION TESTS FOR DIFFERENCE
EQUATIONS WITH SEVERAL NON-MONOTONE ARGUMENTS
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Abstract. We consider difference equations with several non-monotone deviating arguments and
nonnegative coefficients. The deviations (delays and advances) are, generally, unbounded. Sufficient
oscillation conditions are obtained in an explicit iterative form. Additional results in terms of lim inf
are obtained for bounded deviations. Examples illustrating the oscillation tests are presented.
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1. INTRODUCTION
The paper deals with the difference equation with several variable retarded arguments of the
form
∆x(n) +
m∑
i=1
pi(n)x(τi(n)) = 0, n ∈ N0, (ER)
where N0 is the set of nonnegative integers, and the (dual) difference equation with several variable
advanced arguments of the form
∇x(n)−
m∑
i=1
pi(n)x(σi(n)) = 0, n ∈ N. (EA)
Equations (ER) and (EA) are studied under the following assumptions: everywhere (pi(n)), 1 ≤
i ≤ m, are sequences of nonnegative real numbers, (τi(n)), 1 ≤ i ≤ m, are sequences of integers
such that either
τi(n) ≤ n− 1, ∀n ∈ N0, and lim
n→∞
τi(n) =∞, 1 ≤ i ≤ m, (1.1)
or
τi(n) ≤ n− 1, ∀n ∈ N0 and ∃ Mi > 0 such that n− τi(n) ≤Mi, 1 ≤ i ≤ m (1.1′)
and (σi(n)), 1 ≤ i ≤ m, are sequences of integers such that either
σi(n) ≥ n+ 1, ∀n ∈ N, 1 ≤ i ≤ m, (1.2)
or
σi(n) ≥ n+ 1,∀n ∈ N and ∃ µi > 0 such that σi(n)− n ≤ µi, 1 ≤ i ≤ m. (1.2′)
Here, ∆ denotes the forward difference operator ∆x(n) = x(n + 1) − x(n) and ∇ corresponds to
the backward difference operator ∇x(n) = x(n)− x(n− 1).
Let us note that the condition τi(n) ≤ n − 1 (σi(n) ≥ n + 1) is not essential for lim sup-type
tests; all the results of Section 2 apply to the case when τi(n) ≤ n and there is a non-delay term
τj(n) = n. However, the requirement limn→∞ τi(n) = ∞ is significant, as Example 2.2 illustrates.
A similar remark applies to advanced difference equation (EA).
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In the special case m = 1 equations (ER) and (EA) reduce to the equations
∆x(n) + p(n)x(τ(n)) = 0, n ∈ N0 (1.3)
and
∇x(n)− p(n)x(σ(n)) = 0, n ∈ N, (1.4)
respectively.
Set
w = − min
n≥0
1≤i≤m
τi(n).
Clearly, w is a finite positive integer if (1.1) holds.
By a solution of (ER), we mean a sequence of real numbers (x(n))n≥−w which satisfies (ER) for
all n ≥ 0. It is clear that, for each choice of real numbers c−w, c−w+1, ..., c−1, c0, there exists a
unique solution (x(n))n≥−w of (ER) which satisfies the initial conditions x(−w) = c−w, x(−w+1) =
c−w+1, ..., x(−1) = c−1, x(0) = c0.
By a solution of (EA), we mean a sequence of real numbers (x(n))n≥0 which satisfies (EA) for all
n ≥ 1.
A solution (x(n))n≥−w (or (x(n))n≥0) of (ER) (or (EA)) is called oscillatory, if the terms x(n)
of the sequence are neither eventually positive nor eventually negative. Otherwise, the solution is
said to be nonoscillatory. An equation is oscillatory if all its solutions oscillate.
In the last few decades, the oscillatory behavior and the existence of positive solutions of differ-
ence equations with several deviating arguments have been extensively studied, see, for example,
papers [1-5,7-15] and references cited therein. More precicely, in 1999, Zhang et al. [14] studied the
existence and nonexistence of positive solutions and in 1999 and 2001, Tang et al. [10,11] considered
(ER) with constant delays, introduced some new techniques to analyze generalized characteristic
equations and obtained several sharp oscillation conditions including infinite sums. In 2002, Zhang
et al. [15] presented some oscillation criteria involving lim sup for (ER) with constant delays, while
Li et al. [7] investigated only (EA) under the assumption that the advances are constant and es-
tablished a new oscillation condition involving lim inf. In 2003, Wang [12] considered (ER) with
constant delays and obtained some new oscillation criteria involving lim sup, while Luo et al. [8]
studied a nonlinear difference equation with several constant delays and established some sufficient
oscillation conditions. In 2005, Yan et al. [13] got oscillation criteria for (ER) with variable delays.
In 2006, Berezansky et al. [1] mostly investigated non-oscillation but also obtained the following
sufficient oscillation test (Theorem 5.16): If
lim sup
n→∞
m∑
i=1
pi(n) > 0 and lim inf
n→∞
m∑
i=1
n−1∑
j=τ(n)
pi(j) >
1
e
,
where τ(n) = max1≤i≤m τi(n), ∀n ≥ 0, then all solutions of (ER) oscillate. In the recent papers
[3-5], Chatzarakis et al. studied equations (ER) and (EA) and presented some oscillation conditions
involving lim sup and lim inf.
However, most oscillation results presented in the previous papers, require that the arguments
be monotone increasing. While this condition is satisfied by a variety of differential equations with
variable delays, for difference equations, due to the discrete nature of the arguments, if retarded
arguments are strictly increasing, then the deviations are eventually constant. This is one of
motivations to investigate difference equations with non-monotone arguments. The challenge of
this study is illustrated by the fact that, according to [2, Theorem 3], there is no constant A > 0
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such that the inequalities
lim sup
n→∞
(n− τ(n))p(n) > A and lim inf
n→∞
n−1∑
j=τ(n)
pi(j) > A
guarantee oscillation of (1.3).
The paper is organized as follows. Section 2 contains oscillation conditions for both retarded
and advanced equations in terms of lim sup, where deviations of the argument, generally, are not
assumed to be bounded. In Section 3 conditions in terms of lim inf are obtained in the case when
deviations of the argument are bounded; however, a weaker result is valid for unbounded delays.
Section 4 illustrates the results of the present paper with examples where oscillation could not have
been established using previously known results.
2. UNBOUNDED DEVIATIONS OF ARGUMENTS AND ITERATIVE TESTS
In 2011, Braverman and Karpuz [2] and in 2014, Stavroulakis [10], established the following
results for the special case of Eq. (1.3) under the assumption that the argument τ(n) is non-
monotone, (1.1) holds and ξ(n) = max0≤s≤n τ(s).
Theorem 2.1 ([2, Theorem 5]). If
lim sup
n→∞
n∑
j=ξ(n)
p(j)
ξ(n)−1∏
i=τ(j)
1
1− p(i) > 1, (2.1)
then all solutions of (1.3) oscillate.
Theorem 2.2 ([9, Theorem 3.6]). Assume that a = lim inf
n→∞
n−1∑
i=τ(n)
p(i) and
lim sup
n→∞
n∑
j=ξ(n)
p (j)
ξ(n)−1∏
i=τ(j)
1
1− p(i) > 1− c(a), (2.2)
where
c(a) =


1
2
(
1− a−√1− 2a− a2
)
, if 0 < a ≤ 1/e,
1
4
(
2− 3a−√4− 12a + a2
)
, if 0 < a ≤ 6− 4√2 and p(n) ≥ α2 .
Then all solutions of equation (1.3) oscillate.
In this section, we study oscillation of (ER) and (EA). We establish new sufficient oscillation
conditions involving lim sup under the assumption that the arguments are non-monotone and (1.1)
holds. Even for equation (1.3) with one delay, our results improve (2.1) and (2.2). The method we
use is based on the iterative application of the Gronwall inequality.
2.1. Retarded difference equations. Let
ϕi(n) = max
0≤s≤n
τi(s), n ≥ 0 (2.3)
and
ϕ(n) = max
1≤i≤m
ϕi(n), n ≥ 0. (2.4)
Clearly, the sequences of integers ϕ(n), ϕi(n), 1 ≤ i ≤ m are non-decreasing and ϕ(n) ≤ n − 1,
ϕi(n) ≤ n− 1, 1 ≤ i ≤ m for all n ≥ 0.
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The following simple result is cited to explain why we can consider only the case
m∑
i=1
pi(n) < 1, ∀n ≥ 0. (2.5)
Theorem 2.3. Assume that there exists a subsequence θ(n), n ∈ N of positive integers such
that
m∑
i=1
pi(θ(n)) ≥ 1, ∀n ∈ N. (2.6)
Then all solutions of (ER) oscillate.
Proof. Assume, for the sake of contradiction, that (x(n))n≥−w is a nonoscillatory solution of (ER).
Then it is either eventually positive or eventually negative. As (−x(n))n≥−w is also a solution of
(ER), we may restrict ourselves only to the case where x(n) > 0 for all large n. Let n1 ≥ −w be
an integer such that x(n) > 0 for all n ≥ n1. Then, there exists n2 ≥ n1 such that x(τi(n)) > 0,
∀n ≥ n2, 1 ≤ i ≤ m. In view of this, Eq.(ER) becomes
∆x(n) = −
m∑
i=1
pi(n)x(τi(n)) ≤ 0, ∀θ(n) ≥ n2,
which means that the sequence (x(n)) is eventually decreasing.
Taking into account the fact that (2.6) holds, equation (ER) gives
x(θ(n) + 1) = x(θ(n))−
m∑
i=1
pi(θ(n))x(τi(θ(n))) ≤ x(θ(n))− x(θ(n))
m∑
i=1
pi(θ(n))
= x(θ(n))
(
1−
m∑
i=1
pi(θ(n))
)
≤ 0, for all θ(n) ≥ n2,
where θ(n)→∞ as n→∞, which contradicts the assumption that x(n) > 0 for all n ≥ n1. 
In a series of further computations, we try to extend the iterative result, established by Ko-
platadze and Kvinikadze in [6] for a differential equation with a single delay, to difference equations
with several retarded arguments. The following lemma provides an estimation of a positive solution
rate of decay, which is a useful tool for obtaining oscillation conditions.
Lemma 2.1. Assume that (2.5) holds and x(n) is a positive solution of (ER). Set
a1(n, k) :=
n−1∏
i=k
[
1−
m∑
ℓ=1
pℓ(i)
]
(2.7)
and
ar+1(n, k) :=
n−1∏
i=k
[
1−
m∑
ℓ=1
pℓ(i)a
−1
r (i, τℓ(i))
]
, r ∈ N. (2.8)
Then
x(n) ≤ ar(n, k)x(k), r ∈ N. (2.9)
Proof. Since x(n) is a positive solution of (ER),
∆x(n) = −
m∑
i=1
pi(n)x(τi(n)) ≤ 0, ∀n ∈ N0,
which means that the sequence (x(n)) is decreasing.
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From (ER) and the decreasing character of (x(n)) , we have
∆x(n) + x(n)
m∑
i=1
pi(n) ≤ 0, ∀n ∈ N0.
Applying the discrete Gronwall inequality, we obtain
x(n) ≤ x(k)
n−1∏
i=k
[
1−
m∑
ℓ=1
pℓ(i)
]
= a1(n, k)x(k), ∀n ≥ k ≥ 0,
which justifies (2.9) for r = 1.
Assume that (2.9) holds for some r > 1. Substituting
x(τℓ(n)) ≥ x(n)a−1r (n, τℓ(n))
into (ER) leads to the inequality
∆x(n) +
m∑
ℓ=1
pℓ(n)x(n)a
−1
r (n, τℓ(n)) ≤ 0, for sufficiently large n.
Again, applying the discrete Gronwall inequality, we obtain
x(n) ≤ x(k)
n−1∏
i=k
[
1−
m∑
ℓ=1
pℓ(i)a
−1
r (i, τℓ(i))
]
= ar+1(n, k)x(k),
due to the definition of ar+1 in (2.8), which concludes the induction step. The proof of the lemma
is complete. 
It is interesting to see how the estimate developed in Lemma 2.1 works in the case of autonomous
equations.
Example 2.1. For the equation
∆x(n) +
1
4
x(n− 1) = 0,
inequality (2.9) for k = n− 1 has the form
x(n) ≤ ar(n, n− 1)x(n − 1).
Here a1(n, n − 1) = 34 , a2(n, n− 1) = 23 , a3(n, n − 1) = 58 , a4(n, n− 1) = 35 , a5(n, n − 1) = 712 , . . . ,
a2k−1 =
2k+1
4k , a2k =
k+1
2k+1 , thus the best possible estimate of the rate of decrease of a nonoscillatory
solution is x(n+ 1) ≤ 12x(n), or x(n) ≤ x(0)(12 )n, which is in compliance with the fact that λ = 12
is the (double) root of the characteristic equation λ2 − λ+ 14 = 0.
Theorem 2.4. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers,
(1.1) and (2.5) hold, ϕ(n) is defined by (2.4) and ar(n, k) are denoted in (2.7),(2.8). If
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) > 1, (2.10)
then all solutions of (ER) oscillate.
Proof. Assume, for the sake of contradiction, that (x(n))n≥−w is a nonoscillatory solution of (ER).
Then it is either eventually positive or eventually negative. Similarly to the proof of Theorem 2.3,
we may restrict ourselves only to the case x(n) > 0 for all large n. Let n1 ≥ −w be an integer
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such that x(n) > 0 for all n ≥ n1. By (1.1), there exists n2 ≥ n1 such that x(τi(n)) > 0, ∀n ≥ n2,
1 ≤ i ≤ m. In view of this, Eq.(ER) becomes
∆x(n) = −
m∑
i=1
pi(n)x(τi(n)) ≤ 0, ∀n ≥ n2,
which means that the sequence (x(n)) is eventually decreasing.
Summing up (ER) from ϕ(n) to n, and using the fact that the function x is non-increasing, while
the function ϕ (as defined by (2.4)) is non-decreasing, and taking into account that
τi(j) ≤ ϕ(n) and x(τi(j)) ≥ x(ϕ(n))a−1r (ϕ(n), τi(j)),
we obtain, for sufficiently large n,
x(ϕ(n)) = x(n+ 1) +
n∑
j=ϕ(n)
m∑
i=1
pi (j) x(τi(j))
≥
n∑
j=ϕ(n)
m∑
i=1
pi (j) x(τi(j)) ≥ x(ϕ(n))
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)).
Consequently,
x(ϕ(n))

1− n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j))

 ≤ 0,
which gives
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) ≤ 1.
This contradicts (2.10) and the proof of the theorem is complete. 
To establish the next theorem we need the following lemma.
Lemma 2.2. (cf. [3, Lemma 2.1]). Assume that (1.1) holds, (x(n)) is an eventually positive
solution of (ER), and
α = min {αi : 1 ≤ i ≤ m} , (2.11)
where
αi = lim inf
n→∞
n−1∑
j=ϕi(n)
pi (j) . (2.12)
If 0 < α ≤ −1 +√2, then
lim inf
n→∞
x(n+ 1)
x(ϕ(n))
≥ 1− α−
√
1− 2α− α2
2
. (2.13)
Theorem 2.5. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers,
(1.1) and (2.5) hold, and ϕ(n) is defined by (2.4). If 0 < α ≤ 1/e, where α is denoted by (2.11),
and
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) > 1−
1− α−√1− 2α− α2
2
, (2.14)
where ar(n, k) is as in (2.7), (2.8), then all solutions of (ER) oscillate.
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Proof. Assume, for the sake of contradiction, that (x(n))n≥−w is a nonoscillatory solution of
(ER). Then, as in the proof of Theorem 2.4, for sufficiently large n, we obtain
x(ϕ(n)) = x(n+ 1) +
n∑
j=ϕ(n)
m∑
i=1
pi (j) x(τi(j))
≥ x(n+ 1) + x(ϕ(n))
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)).
that is,
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) ≤ 1−
x(n+ 1)
x(ϕ(n))
,
which gives
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) ≤ 1− lim inf
n→∞
x(n+ 1)
x(ϕ(n))
.
Assume that 0 < α ≤ 1/e (clearly, α < −1 +√2) and, by Lemma 2.2, inequality (2.13) holds, and
so the last inequality leads to
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
r (ϕ(n), τi(j)) ≤ 1−
1− α−√1− 2α − α2
2
,
which contradicts condition (2.14).
The proof of the theorem is complete.
Remark 2.1. Observe that conditions (2.1) and (2.2) are special cases of (2.10) and (2.14)
respectively, when r = 1.
Remark 2.2. The following example illustrates the significance of the condition lim
n→∞
τi(n) =∞,
1 ≤ i ≤ m, in Theorems 2.4 and 2.5.
Example 2.2. Consider the retarded difference equation (1.3) with
p(n) =
{
1/2, if n = 3k,
3/10, if n 6= 3k, τ(n) =
{ −1, if n = 3k,
n− 1, if n 6= 3k, k ∈ N0.
Obviously (2.5) is satisfied. Also, by (2.4),
ϕ(n) = max
0≤s≤n
τ(s) =
{
n− 2, if n = 3k,
n− 1, if n 6= 3k, k ∈ N0.
If n = 3k, then
n∑
j=ϕ(n)
p(j) =
n∑
j=n−2
p(j) =
3
10
+
3
10
+
1
2
=
11
10
.
Therefore lim sup
n→∞
n∑
j=ϕ(n)
pi(j) ≥ 11
10
> 1, which means that (2.10) is satisfied for any r.
Also, if n = 3k, then
n−1∑
j=ϕ(n)
pi (j) =
n−1∑
j=n−2
pi (j) =
3
10
+
3
10
=
3
5
7
and, if n 6= 3k, then
n−1∑
j=ϕ(n)
p(j) =
n−1∑
j=n−1
p(j) =
{
1/2, if n = 3k + 1,
3/10, if n = 3k + 2,
k ∈ N0.
Therefore
α = lim inf
n→∞
n−1∑
j=ϕ(n)
pi (j) = min
{
3
5
,
1
2
,
3
10
}
=
3
10
<
1
e
and
n∑
j=ϕ(n)
pi(j) =
11
10
> 1− 1− α−
√
1− 2α− α2
2
≃ 0.928388218,
which means that (2.14) is satisfied for any r. Observe, however, that equation (1.3) has a nonoscil-
latory solution
x(−1) = −127 , x(0) = 1, x(1) =
13
7
, x(2) =
109
70
,
x(3) = 1, x(4) =
13
7
, x(5) =
109
70
, x(6) = 1, . . .
which illustrates the significance of the condition lim
n→∞
τ(n) =∞ in Theorems 2.4 and 2.5.
2.2. Advanced difference equations. Similar oscillation theorems for the (dual) advanced dif-
ference equation (EA) can be derived easily. The proofs of these theorems are omitted, since they
follow a similar procedure as in Subsection 2.1.
Denote
ρi(n) = min
s≥n
σi(s), n ≥ 0 (2.15)
and
ρ(n) = min
1≤i≤m
ρi(n), n ≥ 0. (2.16)
Clearly, the sequences of integers ρ(n), ρi(n), 1 ≤ i ≤ m are non-decreasing and ρ(n) ≥ n + 1,
ρi(n) ≥ n+ 1, 1 ≤ i ≤ m for all n ≥ 0.
Theorem 2.3′. Assume that there exists a subsequence θ(n), n ∈ N of positive integers such
that
m∑
i=1
pi(θ(n)) ≥ 1 ∀n ∈ N.
Then all solutions of (EA) oscillate.
Theorem 2.4′. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers,
(1.2) and (2.5) hold, ρ(n) is defined by (2.16) and
b1(n, k) :=
k∏
i=n+1
[
1−
m∑
ℓ=1
pℓ(i)
]
(2.17)
and
br+1(n, k) :=
k∏
i=n+1
[
1−
m∑
ℓ=1
pℓ(i)b
−1
r (i, σℓ(i))
]
, r ∈ N. (2.18)
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If
lim sup
n→∞
ρ(n)∑
j=n
m∑
i=1
pi(j)b
−1
r (ρ(n), σi(j)) > 1, (2.19)
then all solutions of (EA) oscillate.
Lemma 2.2′ (cf. [3, Lemma 2.1]). Assume that (1.2) holds, (x(n)) is a n eventually positive
solution of (ER), and
α = min {αi : 1 ≤ i ≤ m} , (2.20)
where
αi = lim inf
n→∞
ρi(n)∑
j=n+1
pi (j) . (2.21)
If 0 < α ≤ −1 +√2, then
lim inf
n→∞
x(n− 1)
x(ρ(n))
≥ 1− α−
√
1− 2α− α2
2
. (2.22)
Theorem 2.5′. Assume that (pi(n)), 1 ≤ i ≤ m are sequences of nonnegative real numbers,
(1.2) and (2.5) hold, ρ(n) is defined by (2.16), and a is denoted by (2.20). If 0 < α ≤ 1/e, and
lim sup
n→∞
ρ(n)∑
j=n
m∑
i=1
pi(j)b
−1
r (ρ(n), σi(j)) > 1−
1− α−√1− 2α− α2
2
, (2.23)
where br(n, k) is defined in (2.17), (2.18), then all solutions of (EA) oscillate.
3. BOUNDED DEVIATIONS OF ARGUMENTS
In this section, new sufficient oscillation conditions, involving lim inf, under the assumption that
all the delays (advances) are bounded and (1.1′)
(
or (1.2′)
)
holds, are established for equations
(ER) and (EA). These conditions improve Theorem 5.16 in [1] and extend the following oscillation
results by Chatzarakis et al. [5] to the case of non-monotone arguments.
Theorem 3.1 ([5, Theorem 2.2]). Assume that the sequences (τi(n)), 1 ≤ i ≤ m are increasing,
(1.1) holds,
lim sup
n→∞
m∑
i=1
pi(n) > 0 and lim inf
n→∞
m∑
i=1
n−1∑
j=τi(n)
pi(j) >
1
e
. (3.1)
Then all solutions of Eq. (ER) oscillate.
Theorem 3.2 ([5, Theorem 3.2]). Assume that the sequences (σi(n)), 1 ≤ i ≤ m are increasing,
(1.2) holds,
lim sup
n→∞
m∑
i=1
pi(n) > 0 and lim inf
n→∞
m∑
i=1
σi(n)∑
j=n+1
pi(j) >
1
e
. (3.2)
Then all solutions of Eq. (EA) oscillate.
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3.1. Retarded difference equations. We present a new sufficient oscillation condition for (ER),
under the assumption that all the delays are bounded and (1.1′) holds.
Theorem 3.3. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers,
(1.1′) holds and for each k = 1, . . . ,m,
lim inf
n→∞
m∑
i=1
n−1∑
j=τk(n)
pi(j) >
(
Mk
Mk + 1
)Mk+1
, (3.3)
then all solutions of (ER) oscillate.
Proof. Assume, for the sake of contradiction, that (x(n))n≥−w is a nonoscillatory solution of (ER).
Without loss of generality, we can assume that x(n) > 0 for all n ≥ n1. Then, there exists n2 ≥ n1
such that x(τi(n)) > 0, ∀n ≥ n2, 1 ≤ i ≤ m. In view of this, Eq.(ER) becomes
∆x(n) = −
m∑
i=1
pi(n)x(τi(n)) ≤ 0, ∀n ≥ n2,
which means that the sequence (x(n))n≥n2 is non-increasing. The sequences
bk(n) =
(
n− τk(n)
n− τk(n) + 1
)n−τk(n)+1
satisfy the inequality
1
4
≤ bk(n) ≤
(
Mk
Mk + 1
)Mk+1
, n ≥ 1, 1 ≤ k ≤ m. (3.4)
Due to (3.3), for each k = 1, . . . ,m, we can choose n0(k) ≥ n2 and εk > 0 such that for n ≥ n0(k),
m∑
i=1
n−1∑
j=τk(n)
pi(j) >
(
Mk
Mk + 1
)Mk+1
+ εk
and
dk :=
(
Mk
Mk + 1
)−Mk−1 [( Mk
Mk + 1
)Mk+1
+ εk
]
> 1.
Denoting
ε0 := min
1≤k≤m
εk > 0, d := min
1≤k≤m
dk > 1,
we obtain
m∑
i=1
n−1∑
j=τk(n)
pi(j) >
(
Mk
Mk + 1
)Mk+1
+ ε0
and (
Mk
Mk + 1
)−Mk−1 [( Mk
Mk + 1
)Mk+1
+ ε0
]
≥ d > 1,
which together with (3.3) immediately implies for any k = 1, . . . ,m
m∑
i=1
n−1∑
j=τk(n)
pi(j)
bk(n)
≥
(
Mk
Mk + 1
)−Mk−1 m∑
i=1
n−1∑
j=τk(n)
pi(j) > d > 1.
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Dividing (ER) by x(n) we have
x(n+ 1)
x(n)
= 1−
m∑
i=1
pi(n)
x(τi(n))
x(n)
, n ≥ n0.
Multiplying and taking into account that x(τi(n))/x(n) ≥ 1, we obtain the estimate
x(n)
x(τk(n))
=
n−1∏
j=τk(n)
x(j + 1)
x(j)
≤
n−1∏
j=τk(n)
(
1−
m∑
i=1
pi(j)
)
.
Using this estimate and the relation between the arithmetic and the geometric means, we have
x(n)
x(τk(n))
≤

1− 1
n− τk(n)
m∑
i=1
n−1∑
j=τk(n)
pi(j)


n−τk(n)
. (3.5)
Observe that the function f : (0, 1)→ R defined as
f(y) := y(1− y)ρ, ρ ∈ N,
attains its maximum at y = 11+ρ , which equals fmax =
ρρ
(1 + ρ)1+ρ
. In the inequality
y(1− y)ρ ≤ ρ
ρ
(1 + ρ)1+ρ
, y ∈ (0, 1), ρ ∈ N,
assuming ρ = n− τk(n), y = x/ρ, where x =
m∑
i=1
n−1∑
j=τk(n)
pi(j), we obtain from (3.5)
x(τk(n))
x(n)
≥
m∑
i=1
n−1∑
j=τk(n)
pi(j)
(
n− τk(n) + 1
n− τk(n)
)n−τk(n)+1
=
m∑
i=1
n−1∑
j=τk(n)
pi(j)
bk(n)
> d
for any n ≥ n0(k). Denote n0 = max{n0(1), . . . , n0(m)}. If we continue this procedure assuming
n ≥ n0+M , where M = max1≤i≤mMi, and using the properties of the geometric and the algebraic
mean, we have
x(n)
x(τk(n))
=
n−1∏
j=τk(n)
x(j + 1)
x(j)
=
n−1∏
j=τk(n)
(
1−
m∑
i=1
pi(j)
x(τi(j))
x(j)
)
≤
n−1∏
j=τk(n)
(
1− d
m∑
i=1
pi(j)
)
≤

1− d
n− τk(n)
m∑
i=1
n−1∑
j=τk(n)
pi(j)


n−τk(n)
.
Applying the same argument, we obtain
x(τk(n))
x(n)
≥ d
m∑
i=1
n−1∑
j=τk(n)
pi(j)
bk(n)
> d2, n ≥ n0 + 2M, k = 1, . . . ,m,
x(τk(n))
x(n)
> dr, n ≥ n0 + rM, k = 1, . . . ,m.
Due to (3.3), we observe that for any k
lim sup
n→∞
m∑
i=1
pi(n) ≥ 1
Mk
(
Mk
Mk + 1
)Mk+1
.
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Since the function h(x) :=
1
x
xx+1
(x+ 1)x+1
=
xx
(x+ 1)x+1
, x ≥ 1, is decreasing and Mk ≤ M , we
conclude that
lim sup
n→∞
m∑
i=1
pi(n) ≥ c := 1
M
(
M
M + 1
)M+1
(3.6)
and choose a subsequence (θ(n)) of N such that
m∑
i=1
pi(θ(n)) ≥ c > 0.
Since
0 <
x(n+ 1)
x(n)
= 1−
m∑
i=1
pi(n)
x(τi(n))
x(n)
,
we have
m∑
i=1
pi(n)
x(τi(n))
x(n)
< 1.
In particular,
min
1≤k≤m
x(τk(θ(n)))
x(θ(n))
m∑
i=1
pi(θ(n)) < 1.
Choosing r ∈ N such that dr > 1
c
, where c was defined in (3.6), θ(n) ≥ n0 + rM and noticing that
dr < min
1≤k≤m
x(τk(θ(n)))
x(θ(n))
≤
(
m∑
i=1
pi(θ(n))
)−1
≤ 1
c
,
we obtain a contradiction, which concludes the proof. 
The following result is valid as
(
n
n+ 1
)n+1
<
1
e
. In (3.7) a non-strict inequality is also sufficient.
Theorem 3.4. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers
and (1.1) holds. If
lim inf
n→∞
m∑
i=1
n−1∑
j=τk(n)
pi(j) >
1
e
, , k = 1, . . . ,m, (3.7)
then all solutions of (ER) oscillate.
3.2 Advanced difference equations. Similar oscillation theorems for the (dual) advanced
difference equation (EA) can be derived easily. The proofs of these theorems are omitted, since
they follow the schemes of Subsection 3.1.
Theorem 3.3′. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers, all
the advances are bounded, (1.2′) holds.
lim inf
n→∞
m∑
i=1
σk(n)∑
j=n+1
pi(j) >
(
µk
µk + 1
)µk+1
, k = 1, . . . ,m, (3.8)
then all solutions of (EA) oscillate.
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Theorem 3.4′. Assume that (pi(n)), 1 ≤ i ≤ m, are sequences of nonnegative real numbers,
all the advances are bounded and (1.2) holds. If
lim inf
n→∞
m∑
i=1
σk(n)∑
j=n+1
pi(j) >
1
e
, k = 1, . . . ,m, (3.9)
then all solutions of (EA) oscillate.
4. EXAMPLES
In this section, we present examples illustrating the significance of our results. Observe that most
of the relevant oscillation results cited in the introduction cannot be applied because they assume
that the delays (advances) are constant and consequently the deviating arguments are increasing.
When possible, we compare our results to the known ones, for variable deviations of the argument
and non-monotone arguments.
Example 4.1. Consider the retarded difference equation
∆x(n) + px (τ(n)) = 0, n ∈ N0, (4.1)
where p < 1 is a constant coefficient, and
τ(n) =


n− 1 = 3k − 1, if n = 3k
n− 2 = 3k − 1, if n = 3k + 1
n− 4 = 3k − 2, if n = 3k + 2
, k ∈ N0.
Obviously (1.1) and (2.5) are satisfied. Also, by (2.4) we have
ϕ(n) = max
0≤s≤n
τ(s) =


n− 1 = 3k − 1, if n = 3k
n− 2 = 3k − 1, if n = 3k + 1
n− 3 = 3k − 1, if n = 3k + 2
, k ∈ N0.
If n = 3k, then ϕ(n) = n− 1 = τ(n) and, in view of (2.7), the left-hand side in (2.10) is
n∑
j=ϕ(n)
p(j)a−13 (ϕ(n), τ(j)) =
n∑
j=n−1
p(j)a−13 (n− 1, τ(j))
= p
1
a3(n − 1, τ(n − 1)) + p
1
a3(n− 1, τ(n))
= p
1
a3(n − 1, n − 5) + p
1
a3(n− 1, n − 1)
= p
1
n−2∏
i=n−5
(
1− p 1
a2(i,τ(i))
) + p,
13
where
n−2∏
i=n−5
(
1− p 1
a2(i, τ (i))
)
=
(
1− p 1
a2(n− 5, τ (n− 5))
)(
1− p 1
a2(n− 4, τ (n− 4))
)
×
×
(
1− p 1
a2(n− 3, τ (n− 3))
)(
1− p 1
a2(n− 2, τ (n− 2))
)
=
(
1− p
a2(n− 5, n− 7)
)(
1− p
a2(n− 4, n − 8)
)(
1− p
a2(n − 3, n − 4)
)(
1− p
a2(n− 2, n− 4)
)
=
(
1− p
a2(n− 5, n− 7)
)(
1− p
a2(n− 4, n − 8)
)(
1− p
a2(n − 3, n − 4)
)(
1− p
a2(n− 2, n− 4)
)
=

1− p(
1− p
1− p
(1−p)4
)(
1− p
1− p
1−p
)


2
1− p
1− p
1− p
(1−p)4

×
×

1− p(
1− p
1− p
(1−p)2
)2(
1− p
1− p
(1−p)4
)(
1− p
1− p
1−p
)


Therefore
n∑
j=ϕ(n)
p(j)a−13 (ϕ(n), τ(j)) = p+
+
p
1− p(
1− p
1−
p
(1−p)4
)(
1− p
1−
p
1−p
)


2

1− p(
1− p
1−
p
(1−p)2
)2(
1− p
1−
p
(1−p)4
)(
1− p
1−
p
1−p
)


(
1− p
1− p
1−
p
(1−p)4
) .
The computation immediately implies that, if p ∈ (0.174816, 0.183) then
lim sup
n→∞
n∑
j=ϕ(n)
p(j)a−13 (ϕ(n), τ(j)) > 1.
For example, for p = 0.175 inequality (2.10) holds for r = 3, which means that all solutions of (4.1)
oscillate. Nevertheless, for p ∈ (0.1741, 0.183) condition (2.14) is satisfied for r = 3, since
lim sup
n→∞
n∑
j=ϕ(n)
p(j)a−13 (ϕ(n), τ(j)) > 1−
1
2
(
1− p−
√
1− 2p− p2
)
.
Observe, however, that
a = lim inf
n→∞
n−1∑
i=τ(n)
p(i) = lim inf
n→∞
n−1∑
i=n−1
p(i) = p
and
c(a) =
1
2
(
1− a−
√
1− 2a− a2
)
=
1
2
(
1− p−
√
1− 2p − p2
)
.
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Also,
n∑
j=ϕ(n)
p(j)
ϕ(n)−1∏
i=τ(j)
1
1− p(i) =


p 1
(1−p)4
+ p, if n = 3k
p 1
(1−p)4
+ 2p, if n = 3k + 1
p 1
(1−p)4
+ 2p + p 11−p , if n = 3k + 2
, k ∈ N0.
Thus
max
{
p
1
(1− p)4 + p, p
1
(1− p)4 + 2p, p
1
(1− p)4 + 2p+ p
1
1− p
}
= p
1
(1− p)4 + 2p+ p
1
1− p .
If p < 0.1829, the computation immediately implies that
p
1
(1− p)4 + 2p + p
1
1− p ≤ 1
and, if p < 0.1801, then
p
1
(1− p)4 + 2p+ p
1
1− p ≤ 1−
1
2
(
1− p−
√
1− 2p − p2
)
.
Therefore, if p ∈ (0.174816, 0.1801), the conditions (2.1) and (2.2) are not satisfied.
Moreover, observe that if p ∈ (0.1741, 0.174816), condition (2.14) holds for r = 3 while (2.10 )
and also (2.1) and (2.2) are not satisfied. For example, for p = 0.1742 only (2.14) holds for r = 3.
At this point we should remark that in condition (2.14) an extra requirement is needed: 0 < α ≤
1/e. Thus, when α→ 0 (2.14) coincides with (2.10).
Example 4.2. Consider the delay difference equation
∆x(n) +
1
8
x (τ1(n)) +
1
12
x (τ2(n)) = 0, n ≥ 0, (4.2)
with
τ1(n) =
{
n− 3 if n is even
n− 1 if n is odd and τ2(n) =
{
n− 4 if n is even
n− 1 if n is odd .
Here, it is clear that (1.1) and (2.5) are satisfied. Also, by (2.3) and (2.4) we have
ϕ1(n) = ϕ2(n) =
{
n− 2 if n is even
n− 1 if n is odd
and
ϕ(n) = max
1≤i≤2
ϕi(n) =
{
n− 2 if n is even
n− 1 if n is odd .
If n is even, then ϕ(n) = n− 2, τ1(n) = n− 3, τ2(n) = n− 4 and, in view of (2.7), (2.10) gives
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
1 (ϕ(n), τi(j)) =
n∑
j=n−2
2∑
i=1
pi(j)a
−1
1 (n− 2, τi(j))
=
1
8
·
[
1(
1− 524
)3 + 1 + 11− 524
]
+
1
12
·
[
1(
1− 524
)4 + 1 + 1(
1− 524
)2
]
≃ 0.963276895.
Also
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
2 (ϕ(n), τi(j)) =
n∑
j=n−2
2∑
i=1
pi(j)a
−1
2 (n− 2, τi(j))
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=
1/8[
1− 18 · 11− 5
24
− 112 · 11− 5
24
]2 [
1− 18 · 1(1− 524)3
− 112 · 1(1− 524)4
]
+
1/12[
1− 18 · 1(1− 524)3
− 112 · 1(1− 524)4
]2 [
1− 18 · 11− 5
24
− 112 · 11− 5
24
]2
+
1
8
+
1
12
+
1/8[
1− 18 · 11− 5
24
− 112 · 11− 5
24
]
+
1/12[
1− 18 · 1(1− 524)3
− 112 · 1(1− 524)4
] [
1− 18 · 11− 5
24
− 112 · 11− 5
24
]
i.e.,
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
2 (ϕ(n), τi(j)) ≃ 1.553022949
Therefore
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
2 (ϕ(n), τi(j)) ≥ 1.553022949 > 1,
that is, condition (2.10) of Theorem 2.4 is satisfied and therefore all solutions of (4.2) oscillate.
Also,
a1 = lim inf
n→∞
n−1∑
i=ϕ1(n)
p1(i) =
1
8
and a2 = lim inf
n→∞
n−1∑
i=ϕ2(n)
p2(i) =
1
12
and therefore
α = min {αi : 1 ≤ i ≤ 2} = 1
12
.
Hence
lim sup
n→∞
n∑
j=ϕ(n)
m∑
i=1
pi(j)a
−1
2 (ϕ(n), τi(j)) > 1−
1
2
(
1− a−
√
1− 2a− a2
)
≃ 0.996196338,
that is, condition (2.14) of Theorem 2.5 is also satisfied.
Here, it is obvious that
n− τ1(n) ≤ 3 = M1 and n− τ2(n) ≤ 4 = M2
and therefore
M = max
1≤i≤2
Mi = 4.
Observe that
lim inf
n→∞
2∑
i=1
n−1∑
j=τi(n)
pi(j) =
1
8
+
1
12
=
5
24
<
(
M
M + 1
)M+1
= 0.32768.
That is, condition (3.3) is not satisfied. Also the second condition in (3.1) is not satisfied.
Fig. 1 below illustrates a couple of solutions of (4.2). As can be observed, both solutions are
oscillatory.
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Figure 1: Two solutions of (4.2) for (left) −4 ≤ n ≤ 100, (middle) 30 ≤ n ≤ 65, (right) 60 ≤ n ≤ 90.
Both solutions are oscillatory.
Example 4.3. Consider the delay difference equation
∆x(n) + a(n)x (τ1(n)) +
1
125
x (τ2(n)) = 0, n ≥ 0, (4.3)
with
τ1(n) =
{
n− 1 if n is even,
n− 2 if n is odd, τ2(n) =
{
n− 2 if n is even,
n− 3 if n is odd,
a(n) =


3
125 if n is even,
37
125 if n is odd.
Evidently
n− τ1(n) ≤ 2 = M1 and n− τ2(n) ≤ 3 = M2
and therefore for k = 1
lim inf
n→∞
2∑
i=1
n−1∑
j=τ1(n)
pi(j) =
37
125
+
1
125
=
38
125
= 0.304 >
(
M1
M1 + 1
)M1+1
≈ 0.2962963,
while for k = 2
lim inf
n→∞
2∑
i=1
n−1∑
j=τ2(n)
pi(j) =
37
125
+
3
125
+
2
125
= 0.336 >
(
M2
M2 + 1
)M2+1
≈ 0.31640625,
that is, condition (3.3) is satisfied and, by Theorem 3.3, all solutions of Eq.(4.3) oscillate.
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