Abstract-In this paper, we propose an analytical model to evaluate the average packet delay and its standard deviation in a saturated IEEE 802.16 network. In addition, the bandwidth utilization of an uplink data frame and packet loss probability are also derived from the model. We show that our analytical model is accurate for a range of parameters by comparing it with simulation results. Using the analytical model we then suggest an appropriate parameter setting for the uplink data frame to better utilize the bandwidth and to minimize the packet loss probability for both saturated and unsaturated networks.
I. INTRODUCTION
The rapid growth in demand for high-speed internet access from residential and small business customers has created a large demand of broadband last mile access. Traditionally, this is provided by coaxial cable networks or public switched access networks using digital subscriber line (xDSL) technologies. Recently, the IEEE 802.16 standard [1] based broadband wireless access technology emerges as an alternative solution. This technology, also referred as Worldwide Interoperability for Micorwave Access (WiMAX) in industry, has the advantages of rapid deployment, high scalability and low maintenance cost. With the amendment specified in 802.16e-2005 [2] , WiMAX can also support mobility, which makes it more attractive.
In order to flexibly support currently known applications and unforseen future applications, four service classes are defined in the 802.16 standard, each to support applications with similar traffic characteristics and quality of service (QoS) requirements. These service classes, referred to as scheduling services [3] , are unsolicited grant service (UGS), real-time polling service (rtPS), non-real-time polling service (nrtPS) and best effort (BE) service. In this paper we will focus on the mechanisms for supporting QoS at the IEEE 802.16 medium access control (MAC) layer. In particular, we consider an IEEE 802.16 network operating in a point-to-multipoint (PMP) mode where transmissions from subscribers (SSs) are directed to and centrally coordinated by a base station (BS) in the uplink. On the downlink, however, the BS will broadcast to all SSs in its antenna sector. Uplink bandwidths are granted to the SSs by the BS based on their bandwidth request before uplink data transmissions. For this purpose, several request/grant mechanisms at the MAC layer have been specified including unsolicited granting, unicast polling and broadcast polling [1] .
Among the above bandwidth reservation mechanisms, only the broadcast polling could result in collision between bandwidth requests from different SSs which might lead to unexpected delay and under utilization of the wireless link. Characterizing and evaluating this delay are thus important in order to meet QoS requirements across service classes and to better utilize the resources in 802.16 networks. In [6] , the delay performance of the contention-free unicast polling request mechanism was studied. The delay of the random access protocol specified in the IEEE 802.16 standard was investigated in [8] for a saturated network using Markov models. An alternate modelling approach was also proposed in [5] . The work in [8] was later extended to investigate the case with Bernoulli request arrival originating from each of the SSs [9] . Analyses in [5] , [8] and [9] , however, did not take into account the delay incurred by data packet transmission after a request is successfully transmitted. Also, the delay is measured in terms of transmission frame, instead of measuring the time between the first attempt of a request and the completion of the packet transmission.
In this paper, we develop an analytical model to evaluate the average packet delay and its standard deviation in a saturated IEEE 802.16 network where broadcast polling is used for uplink channel allocation. A closed form expression for the mean and standard deviation of the delay together with the uplink data frame utilization and packet loss probability are derived from the model as a function of the system parameters.
The remainder of this paper is organized as follows. In Section II, we describe the IEEE 802.16 MAC protocol using broadcast polling for bandwidth reservation. We develop our analytical model in Section III. Explicit expressions for the average packet delay, its standard deviation, the frame utilization and packet loss probability are given in Section IV based on the analytical model. In Section V, we verify the accuracy of our model by comparison with extensive simulation results. We then use the analytical model to investigate the impact of system parameters on the MAC performance in 802.16 networks and to suggest suitable parameter setting for better utilizing the uplink data frame. Finally, Section VI concludes the paper.
II. IEEE 802.16 MAC PROTOCOL
The MAC frame structure defined by the IEEE 802.16 standard with time division duplexing (TDD) channel allocation in PMP mode is shown in Fig. 1 . In this scheme, the channel is time slotted into fixed-length frames; each consisting of a downlink and uplink sub-frame. The duration of the downlink and uplink sub-frames is dynamically controlled by the BS via broadcasting the so-called downlink map (DL Map) and uplink map (UL Map) messages at the beginning of each frame (as indicated in Fig. 1 ). The UL Map contains data or information element that informs the SSs about transmission opportunities, that is, the time slots in the uplink sub-frame where an SS could send a bandwidth request for transmitting its data in the next frame. Upon receiving the bandwidth requests, the BS then allocates bandwidth or data slots for data transmission in the uplink sub-frame based on its scheduler. In the following, we consider a scenario where broadcast polling is used by the BS with m (fixed) transmission opportunities for bandwidth requests. In this case, if there is only one request submitted to a transmission opportunity slot, the request is successful. On the other hand, if there are two or more SSs submitting their requests in the same time slot, collision occurs and backoff mechanisms can be used to resolve the contention. Herein, the SSs are only allowed to request bandwidth to transmit one packet per request (and all packets are assumed to have the same length throughout this paper).
The contention resolution among bandwidth requests is again controlled by the BS, and even though a truncated binary exponential backoff is supported, we assume here that the BS will use the same backoff window of m request slots, each of length t, in all the frames for fairness and simplicity. In other words, an SS will uniformly choose a slot among m transmission opportunities to transmit its bandwidth request to the BS.
Furthermore, we assume that the BS always allocates the same amount of uplink capacity consisting of m data slots in every IEEE 802.16 frame for uplink traffic. Each data slot is of length T (T t) which is the transmission time of a packet. As the standard does not define scheduling algorithms for both BS and SSs, we propose here that the BS uplink scheduler will uniformly allocate bandwidth to SSs whose bandwidth request is successful in the previous frame. Clearly, if there are only j < m successful requests in the previous frame, then (m−j) > 0 data slots in the current frame will be unused and wasted. We will provide later in Section V a way to reduce the unused capacity by choosing appropriate parameter for uplink sub-frame in an IEEE 802.16 network based on the above protocol.
III. ANALYTICAL MODEL
Consider an IEEE 802.16 network consisting of N subscribers (SSs) operating in the PMP mode. Assume that all the SSs are in saturated condition, i.e., they always have packets to send. The packet delay is defined as the time duration from its first bandwidth request until the packet transmission has finished. Note that if the bandwidth reservation of a packet is successful, the packet will be removed from the head of the queue into a transmission queue waiting for its transmission in the coming uplink sub-frame. Thus the next packet (now is at the head of the queue) can request its bandwidth in the same frame in which the previous packet is being transmitted.
Given that there are N saturated SSs, as discussed in the previous section, an active SS will uniformly choose a transmission opportunity (referred to as a request slot) among m available slots to send its bandwidth request. The probability that the request of an active (tagged) SS will be successful is given by
Thus with probability p given in (1) the tagged SS will be allocated a data slot by the BS in the subsequent frame to transmit one of its packets. Let U and V be the random variables (RVs) representing the time durations from the time of sending the request until the end of the reservation interval, and from the start of the corresponding uplink data frame until a packet of the tagged SS has been transmitted, respectively. As shown in Fig. 1 , the duration of the uplink sub-frame is given by T UL = T RE + T DA , where T RE = mt and T DA = mT are the length of the reservation interval and the uplink data frame, respectively.
Given that the tagged SS is successful in its first attempt of sending bandwidth request, the packet delay X is therefore given by
where Δ is the duration of an IEEE 802.16 frame (including both downlink (T DL ), uplink sub-frames (T UL ) and their guard times), and w.p. stands for "with probability". For the case when the tagged SS is not successful in its first attempt but is successful in the second attempt of sending bandwidth request, the service time can be expressed as
where p(1 − p) is the probability that the request is successful in the second attempt. In summary, we give the probability mass function (pmf) of the RV X as in (2) assuming the tagged SS will continue sending bandwidth request until it is successful.
To complete the expression of X, we now determine the pmf of the U, V RVs. As the tagged SS uniformly chooses the request slot, the pmf of the RV U is then given below
where t is the length of one transmission opportunity (or the request slot's length). Equation (3) assumes that an SS always sends its request at the beginning of the chosen slot. Let k be the maximum possible number of successful requests among all the SSs in the frame immediately before the frame where the packet of the tagged SS is transmitted (clearly the tagged node is among those who successfully transmitted their request). Since there are m transmission opportunities and N subscribers, we have k = min(m, N ).
Knowing that there are m request slots available, the probability that there are j, 0 ≤ j ≤ k successful requests among N SSs can be calculated as in (4) . Note that in (4) we have taken into account the fact that if m ≥ N and there are N − 1 successful requests, then all N SSs will be granted bandwidth in the next frame as the last SS's request can not collide with itself. If N > m, however, the probability that there are m successful requests is zero as there will be at least one request slot where collision occurs. The probability that there are j successful requests other than the tagged SS is given by
Since the BS uniformly allocates data slots among successful requests, using (5) the pmf of the RV V can be expressed as
2T w.p.
. . .
where T is the length of one data slot (i.e. the packet transmission time).
IV. MEAN AND SECOND MOMENT OF PACKET DELAY
In this section we express the mean and second moment of the packet delay (X, X 2 ) using the means and second moments of their constituent random variables U, V . Unless otherwise specified, we will denote the expectation operator of a RV Z by Z in the rest of this paper.
From (2) we write X, X 2 as follows
where the guard times are assumed to be already included in sub-frames, i.e. Δ = T DL + T RE + T DA = T DL + T UL . Note that X 2 is the second moment of X and is calculated by squaring and taking expected value of both sides of (2) . It remains to determine U , U 2 , V and V 2 from (3) and (6), and can be expressed as
where q(j) is given in (5).
To measure the efficiency of the MAC protocol in terms of bandwidth usage, we define the uplink data frame utilization as an average ratio (in percentage) between the number of used data slots and the total duration of the data frame T DA . Using (4) the data frame utilization η can be expressed as
Note that it is possible for BS to allocate less capacity for data transmission in the uplink to reduce the number of unused data slots. In this case, however, some subscribers may not receive bandwidth allocation in the next frame despite the fact that its bandwidth request was successful in the current frame. Even though the bandwidth can eventually be allocated for all the successful bandwidth requests in a later frame (but not necessary right after the frame where the request was transmitted); in this paper, we will consider a data packet to be lost if its bandwidth request is successful but no bandwidth was allocated in the consecutive frame.
The packet loss probability can be derived from (4) and is given as follows
where d ≤ m is the number of data slots set by BS in the uplink data frame. The objective of this section is twofold: i) to validate the analytical model via simulation, and ii) to discuss the use of the model in designing the uplink sub-frame so that to maximize bandwidth utilization given the bandwidth request mechanism specified in Section II.
The following parameters taken from the standard [1] are used in our investigations. The frame duration is 1 msec consisting of 5000 physical slots or 2500 mini slots each of 0.4 μsec length. The data rate is 120 Mbps employing the 64-QAM modulation scheme at 25 MHz. Each bandwidth request consists of 6 mini slots including 3 mini slots for subscriber station transition gap (SSTG), 2 mini slots for preamble and one mini slot for a bandwidth request message of 48 bits. The length of a data slot including the preamble and transition gap is 37.6 μsec (i.e. 94 mini slots) which allows the transmission of approximately 0.5 KB packet per data slot. The summary of these parameters is given in Table I .
To achieve the first objective, we have developed a simulator [7] to simulate the broadcast polling MAC protocol of IEEE 802.6 described in Section II. The simulator is event-driven and developed using C++. The duration of each simulation run was 10,000 seconds, with a warm-up period of 3,000 seconds. All the simulation results are plotted with 95% confidence intervals resulting from six runs for each point in the graphs. Note that the confidence intervals are all very small and thus not noticeable.
To corroborate the accuracy of our analytical model, we first compare simulation results for the mean and standard deviation of packet delay with their numerical values obtained from our model, as shown in Fig. 2(a) and Fig. 3(a) , respectively. It can be seen that the analytical results match well with their corresponding values from the simulation. Our results show that for a given number of bandwidth request slots, the mean and standard deviation of packet delay increase exponentially as the number of subscribers increases. On the other hand, as we also expected, the reverse trend can be seen for a given number of SSs with increasing number of available request slots.
In order to find the maximum achievable utilization (as defined in (9)) given the specified bandwidth request mechanism, we plot the utilization as a function of number of subscribers for a given number of request slots (m = 10) and vice visa in Fig. 2(b) and Fig. 3(b) . Observe that the utilization is maximized when the number of bandwidth request slots is equal to the number of subscribers. This is consistent with the previous finding regarding multiple access protocols that the throughput is maximized when the backoff window (i.e. number of request slots) is approximately a linear function of the number of contending nodes in the network [4] .
However, even when the utilization is maximized, the uplink data frame has only been utilized at about 40% while the network is saturated. Because of the apparent inefficiency of the request mechanism, it is possible to design the uplink frame such that the number of available data slots is only a fraction of the total available number of request slots. By doing so we will be able to better utilize the uplink data frame at the cost of occasional packet dropping due to the lack of data slots to accommodate all the successful bandwidth requests. Figure 4 shows the utilization of the uplink data frame and the corresponding packet dropping probability using various number of available data slots for a fixed number of SSs (N = 10) and bandwidth request opportunities (m = 10). Observe that if there are m = 10 request slots, then we can actually achieve more than 70% utilization of the uplink subframe with a total of five data slots while facing less than 6% packet loss in a saturated network. In an unsaturated network, however, we would expect that the packet loss will be less.
To check this intuition, we have conducted a range of simulations using different traffic load in an unsaturated 802.16 network where packets arrive at an SS according to a Poisson process with rate λ [packets/sec]. The utilization and packet loss probability with N = m = 10 are shown in Table II . The number of data slots is set to 5 as observed in the saturated network. It can be seen from Table II that while the network remains unsaturated, the link utilization at high traffic load is also close to 70% but with smaller packet loss probability. As the traffic load decreases, the utilization and packet loss probability also decrease. Unsaturated analytical model for low to medium traffic load will be investigated in our future work.
VI. CONCLUSION
In this paper we developed an analytical model for performance evaluation of a saturated IEEE 802.16 network in terms of mean and standard deviation of packets' delay, and utilization of the uplink data frame. Explicit forms of the above performance metrics have been derived from the analytical model and validated against simulation. Without packet loss, we found that the the utilization is maximized when the number of bandwidth request slots is equal to the number of subscribers for a given specified bandwidth request mechanism. From our results, we conclude that the utilization can be significantly improved by an appropriate parameter setting provided that some data loss could be tolerated.
