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Fig. 1. An Example of our novel and fast Dehazing Algorithm: Forest image
on hazy condition (left), and output images of our method with two different settings
(middle & right). The one in the middle works with homogeneous haze mostly(λ is
fixed), and the other works with homogeneous and non-homogeneous haze. We use
clahe [48] for these two outputs.
Abstract. Dehazing is in the image processing and computer vision
communities, the task of enhancing the image taken in foggy conditions.
To better understand this type of algorithm, we present in this document
a dehazing method which is suitable for several local contrast adjustment
algorithms. We base it on two filters. The first filter is built with a step of
normalization with some other statistical tricks while the last represents
the local contrast improvement algorithm. Thus, it can work on both
CPU and GPU for real-time applications. We hope that our approach
will open the door to new ideas in the community. Other advantages
of our method are first that it does not need to be trained, then it
does not need additional optimization processing. Furthermore, it can
be used as a pre-treatment or post-processing step in many vision tasks.
In addition, that it does not need to convert the problem into a physical
interpretation, and finally that it is very fast. This family of defogging
algorithms is fairly simple, but it shows promising results compared to
state-of-the-art algorithms based not only on a visual assessment but
also on objective criteria. . . .
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1 Introduction
Haze, fog, dust, mist or smoke represent a major visibility issue in outdoor or in-
door computer vision applications. In fact, these natural or artificial phenomena
degrade the quality of images and it is not possible to process images without
providing a solution to these issues. Thus, solving dehazing problems has at-
tracted many researchers in the field of computer vision in the past two decades.
Dehazing algorithms can be roughly divided into two categories: learning
approaches and non-learning approaches. Earlier work focuses on non-learning
based approaches, while later work more likely addresses learning approaches.
Furthermore, we can even divide non-learning techniques in two categories: single
image dehazing v. multiple inputs dehazing. Multiple inputs dehazing techniques
appear in the earliest [36], [32], [33], [34], but they may also appear in more recent
papers [5]. Single image dehazing pioneering work come with Tan [43] and Fattal
[8]. While Tan based his work on a contrast enhancement technique, Fattal
used a method based on the haze physical model introduced by Koschmieder.
The following single image dehazing techniques are either based on a contrast
enhancement method [45], [1], [30], [7] or on physical techniques[18], [24], [44],
[9], [3], [6]. Learning approaches essentially used supervised machine learning
techniques. Some notable algorithms are in [4], [27], [40], [28], [47].
While these algorithms are effective, the mechanism that makes them efficient
is often unclear, and they could not be unified in a single framework. In this
paper, we provide a general framework to enhance the images taken in hazy
or foggy conditions. This family of algorithms consists of two filters. The first
filter employs a simple normalization with a statistical artifice on the input hazy
image, and it tends to darken and homogenize the haze density over the entire
image. In addition, it is implemented in a per-pixel fashion. While the second
filter goal is to remove the remaining haze from the output of the first filter stage
based on an image local contrast enhancement scheme. The fundamental aims
of our novel algorithm are first to propose a family of algorithms for dehazing
based on well-known image enhancement algorithms. Second, the possibilities
for this family of algorithms to work on video processing tasks for those that
have a fast subroutine. Third, because of its speed both on CPUs and GPUs,
it can be used as a step of pre or post-treatment in many vision applications.
Other gains are i) It does not need any training to function, ii) It does not
need an optimization trick to give amazing results iii) The principle behind its
implementation is quite straightforward iv) It is not a physical based method. We
are the first or among the first presenting such a general, simple and effective
framework using a set of local contrast enhancement (LCE) algorithms. Our
technique based on LCE routines, resemble to the work of [43], [45], [1], [30]
or [7], [11], [12], [10]. However, in contrast to some of these state-of-the-art
methods, ours appears simple and more general-purpose. Also, our algorithm
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clearly outperform these state-of-the-art algorithms in many hazy circumstances.
Our approach is different from the work of [46], because their work is based on
global constrained histogram flattening scheme, whereas ours is tested on many
LCE algorithm, and its pipeline is different also. It is worth noting that the
algorithm in [10] has also a general-purpose behaviour, and that ours does not
work with pure Retinex algorithms [25], [21], [39], but does work with Retinex-
like algorithms that incorporate a spatial high-pass filter component.
2 Related Work
Visibility is a crucial indicator for understanding and dealing with the interior
and exterior scene in vision applications. Image defogging algorithms can be
classified into many categories depending on the type of input that provides the
final result.
Earliest work on the problem of scene recovery in bad weather condition are
based on estimating the scene depth in order to recover the scene most useful
properties. The work of [36], [33] are notable advances in this categories. In [36],
the algorithm exploits the direct transmission to estimate the relative depths of
the light sources from two images taken under different scattering coefficients at
night. The work in [33] set the goal to compute absolute depth map from im-
age taken in scattering media. Another type of algorithm principally works on
multiple input images in order to solve the dehazing task [32], [34], [5], [29]. For
instance, Narasimhan and Nayar [32] introduce a method which uses two images
under different weather conditions to derive the haze-free image and the depth
information to reconstruct the 3D scene. To achieve this, they assume that both
images share the same color of atmospheric light, but different color of direct
transmission is speculated. Later on, the same authors in [34] develop another al-
gorithm based on multiple images. A third type of algorithm works on polarizing
filters [42]. In [42], the authors established a relationship between the image for-
mation process and the polarization effects of atmospheric veil. The problem is
then solved with two or more images through a polarizer at different orientations.
Known depth based dehazing algorithm is another singular approach [37], [31],
[16], [23]. In this category, Oakley and Satherley [37] design a single defogging
algorithm into two steps. In the first, they estimated parameters from a physical
model. In the final step, they used the parameters for contrast enhancement. Sin-
gle image haze removal capital work were the work of Tan [43] and the work of
Fattal [8]. Tan solved the defogging problem thanks to two assumptions. First he
assumed that the atmospheric light has the brightest value. Second, he hypoth-
esized that the scene reflection has the maximum contrast. On the other hand,
Fattal fixed the problem by presuming that the shading and the transmission
are locally and statistically uncorrelated. He et al. [18] proposed a distinguished
prior called the dark channel. The dark channel is based on a key observation -
most local patches in haze-free outdoor images contain some pixels which have
very low intensities in at least one color channel. Using this new assumption,
they are able to estimate the thickness of the haze and recover a high quality
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haze-free image. Tarel and Hautie`re [45], as Tan Did, also made the maximal
contrast assumption. They then hypothesized that the airlight is normalized and
upper bounded. Ancuti and Ancuti [1] bring forward a new dehazing algorithm
based on the Gray-world colour constancy and a global contrast enhancement
method. Their method did not rely on a physical meaning of the problem. Meng
et al. [30] enlarged the concept of dark channel prior by applying it to the trans-
mission map. Tang et al. [44] used a machine learning crude features to find out
a solution of the transmission map. Fattal [9] suggested a new prior, the color
lines, and he derived a local formation model that explains the color-lines in the
context of hazy scenes. In contrary to other previous work, the assumption is not
applied to the entire image, thus this trick allowed the approach to have more
success than previous methods. Choi et al. [7] have introduced DEFADE, a per-
ceptual image defogging method based on image Natural Scene Statistics (NSS)
and fog aware statistical features. DEFADE achieves better results on darker,
denser foggy images as well as on standard defog test images than state-of-the-
art dehazing algorithms. Berman and colleagues [3], as Fattal did, contemplated
the solution over an adaptive prior that they called haze-line. In that case as
well, their algorithm was able to avoid artifacts found in many state-of-the-art
approaches. Galdran et al. [10] provided a rigorous mathematical proof of the
dual relation linking the problems of image dehazing and non-uniform lighting
separation, showing that the application of a Retinex operation on an inverted
image followed by an inversion of the result provides again a dehazed result,
and vice versa. Cho et al. [6] mixed a model-based method and a fusion-based
method, where the input images were broken down into intensity and Laplacian
modules for pixel and level enhancement degraded to improve images taken in
hazy conditions. Their concept was a further test for single image comparison
and for robots vision.
A sub-category of single image dehazing algorithm are algorithms that use ma-
chine learning supervised model to learn parameters of dehazing Equation or
generate the haze-free image directly. Among this category, we can mention the
work of [4], [27], [40], [28], [47]. Cai et al. [4] presented a trainable end to end deep
learning network, DehazeNet. The network was designed to learn the medium
transmission map that it is latterly use to recover a new hazy image. In [27], Li
et al. introduced a new end-to-end design based on re-formulated atmospheric
scaterring model called All-in-One Dehazing Network (AOD-Net). Ren et al.
[40] trained their auto-encoder network with three different transform plus the
original hazy image: white balance, contrast enhancement and Gamma correc-
tion. Li et al. [28] introduced a new haze removal algorithm based on conditional
generative adversarial networks (cGANs) approach. After having demonstrated
the importance of luminance channel in the YCbCr color space, Wang and col-
leagues [47]introduced the Atmospheric illumination Prior over a CNN network
called AIPNet for short.
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3 Proposed Approach
Dehazing problems can be solved with various techniques. One common way of
doing this is to use Koschmieder physical model:
I(x) = J(x)t(x) +A(1− t(x)) (1)
Where x is a pixel (single-pixel or not). The hazy image is the sum of the
scene’s radiance J(x) and the atmospheric light A, weighted by a transmission
factor t(x). The A is the airlight scattered by an object located at infinity with
respect to the observer. Here, we use another way to solve the problem. Our
method relies on local contrast improvement techniques, it does not require any
post-processing or any optimization procedure to function.
Our dehazing algorithm has been tested on some local contrast enhancement
scheme, and it clearly shows satisfying results. Thus, it represents a family of
dehazing algorithms that deals with local contrast filtering algorithms such as
[15], [35] ace [13], [41], stress [22] or clahe [48]. It is a very fast algorithm when
the local contrast subroutine is also fast. It can enhance both dense and non-
dense images taken in hazy or foggy conditions. However, it appears to be more
suitable for non-dense conditions. This simple and novel algorithm is composed
of two steps of filtering. The front-end filter that uses a simple normalization
step combined with a statistical trick, and it tends to darken and homogenize
the haze density over the entire image. Let xi denote a given sample in the
image, xmin and xmax are respectively the minimum and the maximum sample
in the entire image. The initial filter is computed in two stages as follows:
finit(xi) =
xi − xmin
xmax − xmin (2)
Before applying the second filter, we further extend the previous filter to the
more general filters as the following:
fg(xi) = finit(xi)− λ(xi)‖finit(xi)‖ (3)
Where the function λ is either a constant ∈ [0, 1] or any other specified
function. In our settings, we have tested λ = 0.35 and the inverted intensity
function of the first filter, that is:
λ(xi) = 1− finit(xi) (4)
One can notice here that the inverted intensity function is also ∈ [0, 1]. ‖.‖
represents the distance of a given pixel over the three chromatic channels. We
have only investigated Euclidean norm in this paper, but the other norm may
be interesting also.
We experimentally notice that when Equation 4 is used in Equation 8, then
it can serve as a dehazing algorithm directly. Because its appearance might look
too dark for some images, the contrast enhancement techniques or a gamma
correction algorithm may be necessary to have the final output.
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Empirically, we notice that the general form of Equation 2 is as the following:
finit(xi) = α
xi − xmin
xmax − xmin + β (5)
α and β are two real numbers. In the experiment presented here, we have set
α = 1.0 and β = 0.0.
The back-end and final filter is an image local contrast enhancement scheme
that takes the output of the front-end filter and it can be expressed as follows:
ffinal(xi) = fLCE(fg(xi)) (6)
Where fLCE represents a local contrast enhancement algorithm such as clahe.
We have empirically checked that fLCE functions share a local contrast property
(see supplementary documents for more details on this). One can notice that the
initial and the final filter algorithms work on global and local contrast schemes
respectively, and the algorithm does not require an explicit segmentation as well.
This family of algorithm can appear to be useful even in some challenging cases
such as dense haze removal problem. We have use two main settings in our
research. The first one (λ is fixed) works with homogeneous haze. The second (λ
is dynamic) not only fits homogeneous haze, but meets also non-homogeneous
haze.
This stage dehazing can be further augmented with a haze physical constraint
procedure to tackle white balancing issue by using soft matting [26], [20] to
refine the transmission in the model. We refer the reader to the supplementary
materials for more on this.
4 Experiment and Results
We did our test on Linux platforms. We perform an assessment both subjectively
and objectively. For this experiment, we are considering images from different
databases of state-of-the-art approaches. We first visually compare results of the
outputs of our family of algorithms with each other. Then, a visual comparison
is made between the family of algorithms with some state-of-the-art approaches.
Finally, we use two objective metrics [7], [17] to compare the outputs of our set
of algorithms with advanced literature techniques.
We carry out our experiment on many images. We present here only the
results of 6 images chosen in state-of-the-art database. We call these images:
Bridge for the image on the first line, Beach for the second image, Dubai, Forest,
Florence, and House for the third, fourth, fifth and sixth respectively.
For our experiment, we use the following six algorithms from advanced works
in the literature: Berman et al.[3], Cho et al.[6], Choi et al.[7], He et al.[18], Meng
et al.[30], Tarel and Hautie`re [45]. The configuration of these methods was done
on the basis of the configurations used in the associated documents. Because
of their implementation the case of the Meng et al.[30] and Berman et al.[3]
methods can have various configurations. To stay clear and consistent about our
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Fig. 2. Samples #1 from our dataset with our methods compared to each
other. First column represents the original image taken in bad weather. The next
three columns represent from left to right, the inverted intensities function for λ, the
last three images use λ = 0.35. Each of these settings of λ used ace[13], clahe[48] and
stress [22] respectively
work, for Meng, we have always used the clearest part of the sky or in the whole
image. For Berman, we have chosen a single configuration present in the initial
document.
For our family of algorithms, we consider two parameters, namely the inverse
intensity function and the constant function λ = 0.35. We then applied these
two parameters to three local contrast filtering algorithms, ace [13], clahe [48]
and stress [22]. This, therefore, results in six configurations for our family of
algorithms. Fig. 12 and Fig. 3 show the visual appearance of these compared
configurations on the one hand, and on the other hand, of the best of these
configurations with that of the advanced methods chosen. The complete settings
of our procedure is given as supplementary material, although it is worth noting
that we use the same settings for all the configurations presented.
By analyzing the objective data from our family of algorithms in the Table.
3, we can notice there is little or no difference between [13] and [22] when we use
our constant function λ (columns 6 and 8). This is no longer true when we use a λ
function which is variable on space and on the three chromatic channels (columns
3 and 5). Even with the performance similarity noted for applying [13] and [22]
when λ is constant, their visual appearance is not identical. We invite the reader
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to zoom in to check the visual difference of these two renderings (column 5 and
7 in Fig. 12). This clearly suggests that the defogging measure used in [7] has
certain drawbacks related to the similarity of appearance of haze-free images.
Table. 3 of this set of images puts a bug in the ear that clahe surpasses the
other local improvement techniques for the two configurations λ used. We also
invite readers here and elsewhere to zoom in to analyze the visual difference
between the methods presented, even if it is a completely subjective task.
As said above, Table. 4 shows the results of state-of-the-art methods com-
pared to ours. In the first line which corresponds to the Bridge image, our best
configuration using stress outperforms state-of-the-art approaches in terms of ob-
jective evaluation. The second-best output is objectively given by He et al.[18]
method, while the third-best is obtained with Meng et al.[30] approach.
image original ace(2) clahe(2) stress(2) ace(1) clahe(1) stress(1)
Bridge 2.451 0.370 0.329 0.239 0.487 0.275 0.487
Beach 0.580 0.382 0.168 0.172 0.353 0.234 0.353
Dubai 1.036 0.253 0.135 0.139 0.336 0.303 0.335
Forest 0.389 0.176 0.118 0.131 0.257 0.178 0.257
Florence 0.847 0.438 0.197 0.244 0.441 0.310 0.441
House 0.261 0.154 0.119 0.122 0.201 0.160 0.201
Table 1. Our method compared to each other .
In the image Beach, the best score is given with the Choi et al. [7] method,
and the second place is deserved by Cho et al. [6], while our clahe-based method
won the third place.
Like the first series of comparison, our method leads the ranking with Dubai
image. Here, the approaches Choi et al.[7] and Cho et al.[6] occupy second and
third places respectively.
In the image Forest , we got the second-best place, while in the image Flo-
rence, we are again third. We are also third with House, however Tarel and
Hautie`re [45] have an identical score. Except for the first image, all of our best
results used clahe.
The first place in Forest is won with Cho et al.[6] approach, and the third
is awarded to Berman et al.[3]. For the case of image Florence, Berman et al.[3]
and Cho et al.[6] are respectively first and second. In House, the first and second
place are respectively occupied by Cho et al.[6], Choi et al.[7] methods.
We refer the reader to the additional documents provided for further com-
parison and analysis of the proposed method.
We can notice here that our clahe-based methods appear in the Table. 3 in
second and third place with a lambda constant and a non-constant functions
respectively for the image Bridge. This means that if we do not mention stress
method for these series, our technique based on clahe will remain in the three
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Fig. 3. Samples #1 from our dataset with advanced techniques compared
to our best configuration. First column represents the original image taken in bad
weather. The other columns represent from left to right, Berman et al.[3], Cho et al.[6],
Choi et al.[7], He et al.[18], Meng et al.[30], Tarel and Hautie`re [45], and Ours (the
final best output selected from the previous figure) respectively.
main methods for this image. Thus, it will also appear in the three leading
methods in Table. 4.
To sum up the results in the Table. 4, our method clearly appears in the
three leading methods in this comparison set. The other remark for these image
samples is the stability of the method of Cho et al.[6] which also appears in the
three leading results except for the first series of images. Other stable techniques
are the methods of Choi et al. [7] and Berman et al. [3] which appear quite often
in dominant results for this set of images.
5 Discussion
From this experiment and the results obtained, we think that the algorithm
obtains its dehazing property from the first filter in the λ function and from
the local color contrast algorithm used. We believe this will open the door to
further exploration of such a dehazing algorithm family in the community. Even
if the two functions λ presented are not very successful with a dense haze case,
we think that by finding appropriate λ and a good local contrast filter, we can
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image original Berman Cho Choi He Meng Tarel Ours
Bridge 2.451 0.393 0.414 0.775 0.295 0.345 0.617 0.239
Beach 0.580 0.176 0.161 0.154 0.204 0.225 0.212 0.168
Dubai 1.036 0.230 0.163 0.154 0.184 0.193 0.443 0.135
Forest 0.389 0.128 0.114 0.135 0.166 0.178 0.182 0.118
Florence 0.847 0.155 0.158 0.200 0.235 0.646 0.226 0.197
House 0.261 0.135 0.112 0.116 0.133 0.132 0.119 0.119
Table 2. Our method compared to Berman et al. [3], Cho et al.[6], Choi et al. [7], He
et al.[18], Meng et al. [30], Tarel and Hautie`re [45], and Ours (Best)
diffuse these extreme cases which are more suited to deep learning algorithms
to date. Examples of such algorithms can be found in [2].
Another interesting point is that all these algorithms, that is to say, ours and
state-of-the-art approaches can be tuned. Here we only set a default configuration
to work with. This suggests that these algorithms cannot be strictly evaluated
on only these default parameters and that our comments are only related to the
chosen settings.
6 Conclusion
In this paper, we present a general-purpose framework that uses local contrast
techniques to enhance the images taken in foggy conditions. Even with its sim-
plicity, our algorithm is fast, it has no post-processing trick, it clearly competes
with advanced work, and it shows promising ways of exploring dehazing algo-
rithms. As many non-learning dehazing procedures, its main drawback is that it
fails to enhance dense haze, fog, mist, smoke situation. In future work, we will
explore this engaging problem within this family of dehazing algorithms.
References
1. Ancuti, C.O., Ancuti, C.: Single image dehazing by multi-scale fusion. IEEE Trans.
Image Processing 22(8), 3271–3282 (2013)
2. Ancuti, C.O., Ancuti, C., Timofte, R., Gool, L.V., Zhang, L., Yang, M.H., et al.:
Ntire 2019 image dehazing challenge report. In: CVPR Workshops (2019)
3. Berman, D., Treibitz, T., Avidan, S.: Non-local image dehazing. 2016 IEEE Confer-
ence on Computer Vision and Pattern Recognition (CVPR) pp. 1674–1682 (2016)
4. Cai, B., Xu, X., Jia, K., Qing, C., Tao, D.: Dehazenet: An end-to-end system for
single image haze removal. IEEE Transactions on Image Processing 25, 5187–5198
(2016)
5. Caraffa, L., Tarel, J.P.: Stereo reconstruction and contrast restoration in daytime
fog. pp. 13–25 (11 2012)
6. Cho, Y., Jeong, J., Kim, A.: Model assisted multi-band fusion for single image
enhancement and applications to robot vision. IEEE Robotics and Automation
Letters (2018), accepted. To appear.
A General Purpose Dehazing Algorithm based on LCE Approaches 11
7. Choi, L.K., You, J., Bovik, A.C.: Referenceless prediction of perceptual fog density
and perceptual image defogging. IEEE Transactions on Image Processing 24(11),
3888–3901 (Nov 2015)
8. Fattal, R.: Single image dehazing. ACM Trans. Graph. 27(3), 72:1–72:9 (Aug
2008), http://doi.acm.org/10.1145/1360612.1360671
9. Fattal, R.: Dehazing using color-lines. ACM Trans. Graph. 34(1), 13:1–13:14 (Dec
2014)
10. Galdran, A., Alvarez-Gila, A., Bria, A., Vazquez-Corral, J., Bertalmı´o, M.: On
the duality between retinex and image dehazing. 2018 IEEE/CVF Conference on
Computer Vision and Pattern Recognition pp. 8212–8221 (2017)
11. Galdran, A., Vazquez-Corral, J., Pardo, D., Bertalmı´o, M.: A variational framework
for single image dehazing. In: Agapito, L., Bronstein, M.M., Rother, C. (eds.)
Computer Vision - ECCV 2014 Workshops. pp. 259–270. Springer International
Publishing, Cham (2015)
12. Galdran, A., Vazquez-Corral, J., Pardo, D., Bertalmo, M.: Enhanced variational
image dehazing. SIAM Journal on Imaging Sciences 8(3), 1519–1546 (2015)
13. Gatta, C., Rizzi, A., Marini, D.: Ace: An automatic color equalization algorithm.
In: CGIV (2002)
14. Getreuer, P.: Automatic color enhancement (ace) and its fast implementation.
IPOL Journal 2, 266–277 (2012)
15. Harris, J.L.: Constant variance enhancement: a digital processing technique. Appl.
Opt. 16(5), 1268–1271 (May 1977)
16. Hautie`re, N., Tarel, J.P., Aubert, D.: Towards fog-free in-vehicle vision systems
through contrast restoration. 2007 IEEE Conference on Computer Vision and Pat-
tern Recognition pp. 1–8 (2007)
17. Hautire, N., Tarel, J.P., Aubert, D., Dumont, E.: Blind contrast restoration assess-
ment by gradient ratioing at visible edges (07 2008)
18. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior.
IEEE Transactions on Pattern Analysis and Machine Intelligence 33(12), 2341–
2353 (Dec 2011)
19. He, K., Sun, J., Tang, X.: Single image haze removal using dark channel prior.
2009 IEEE Conference on Computer Vision and Pattern Recognition pp. 1956–
1963 (2009)
20. Hsu, E., Mertens, T., Paris, S., Avidan, S., Durand, F.: Light mixture estimation
for spatially varying white balance. ACM Trans. Graph. 27(3), 70 (2008)
21. Jobson, D.J., Rahman, Z., Woodell, G.A.: A multiscale retinex for bridging the gap
between color images and the human observation of scenes. IEEE Transactions on
Image Processing 6(7), 965–976 (July 1997)
22. Kol˚as, O., Farup, I., Rizzi, A.: Spatio-temporal retinex-inspired envelope with
stochastic sampling: a framework for spatial color algorithms. Journal of Imag-
ing Science and Technology 55(4), 040503–1040503–10 (Jul-Aug 2011)
23. Kopf, J., Neubert, B., Chen, B., Cohen, M., Cohen-Or, D., Deussen, O., Uytten-
daele, M., Lischinski, D.: Deep photo: Model-based photograph enhancement and
viewing. ACM Trans. Graph. 27(5), 116:1–116:10 (Dec 2008)
24. Kratz, L., Nishino, K.: Factorizing scene albedo and depth from a single foggy
image. 2009 IEEE 12th International Conference on Computer Vision pp. 1701–
1708 (2009)
25. Land, E.H., McCann, J.J.: Lightness and retinex theory. Journal of the Optical
Society of America 61 1, 1–11 (1971)
12 B. Sun et al.
26. Levin, A., Lischinski, D., Weiss, Y.: A closed form solution to natural image mat-
ting. In: Proceedings of the 2006 IEEE Computer Society Conference on Computer
Vision and Pattern Recognition - Volume 1. p. 6168. CVPR 06, IEEE Computer
Society, USA (2006)
27. Li, B., Peng, X., Wang, Z., Xu, J., Feng, D.: Aod-net: All-in-one dehazing network.
In: The IEEE International Conference on Computer Vision (ICCV) (Oct 2017)
28. Li, R., Pan, J., Li, Z., Tang, J.: Single image dehazing via conditional generative
adversarial network. In: The IEEE Conference on Computer Vision and Pattern
Recognition (CVPR) (June 2018)
29. Li, Z., Tan, P., Tan, R.T., Zou, D., Zhou, S.Z., Cheong, L.F.: Simultaneous video
defogging and stereo reconstruction. 2015 IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) pp. 4988–4997 (2015)
30. Meng, G., Wang, Y., Duan, J., Xiang, S., Pan, C.: Efficient image dehazing with
boundary constraint and contextual regularization. 2013 IEEE International Con-
ference on Computer Vision pp. 617–624 (2013)
31. Narasimhan, S., Nayar, S.: Interactive (de)weathering of an image using physical
models. IEEE Workshop on Color and Photometric Methods in Computer Vision
10 (12 2003)
32. Narasimhan, S.G., Nayar, S.K.: Chromatic framework for vision in bad weather.
Proceedings IEEE Conference on Computer Vision and Pattern Recognition.
CVPR 2000 (Cat. No.PR00662) 1, 598–605 vol.1 (2000)
33. Narasimhan, S.G., Nayar, S.K.: Vision and the atmosphere. International Journal
of Computer Vision 48, 233–254 (2002)
34. Narasimhan, S.G., Nayar, S.K.: Contrast restoration of weather degraded images.
IEEE Trans. Pattern Anal. Mach. Intell. 25, 713–724 (2003)
35. Narendra, P.M., Fitch, R.C.: Real-time adaptive contrast enhancement. IEEE
Transactions on Pattern Analysis and Machine Intelligence PAMI-3, 655–661
(1981)
36. Nayar, S.K., Narasimhan, S.G.: Vision in bad weather. In: Proceedings of the
Seventh IEEE International Conference on Computer Vision. vol. 2, pp. 820–827
vol.2 (Sep 1999). https://doi.org/10.1109/ICCV.1999.790306
37. Oakley, J.P., Satherley, B.L.: Improving image quality in poor visibility conditions
using a physical model for contrast degradation. IEEE Transactions on Image
Processing 7(2), 167–179 (Feb 1998). https://doi.org/10.1109/83.660994
38. Pizer, S.M., Amburn, E.P., Austin, J.D., Cromartie, R., Geselowitz, A., Greer,
T., ter Haar Romeny, B., Zimmerman, J.B., Zuiderveld, K.: Adaptive histogram
equalization and its variations. Computer Vision, Graphics, and Image Processing
39(3), 355 – 368 (1987)
39. Provenzi, E., Fierro, M., Rizzi, A., Carli, L.D., Gadia, D., Marini, D.: Random
spray retinex: A new retinex implementation to investigate the local properties of
the model. IEEE Transactions on Image Processing 16, 162–171 (2007)
40. Ren, W., Ma, L., Zhang, J., Pan, J., Cao, X., Liu, W., Yang, M.H.: Gated fusion
network for single image dehazing. In: The IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) (June 2018)
41. Rizzi, A., Gatta, C., Marini, D.: A new algorithm for unsupervised global and local
color correction. Pattern Recognit. Lett. 24, 1663–1677 (2003)
42. Schechner, Y.Y., Narasimhan, S.G., Nayar, S.K.: Instant dehazing of images us-
ing polarization. Proceedings of the 2001 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition. CVPR 2001 1, I–I (2001)
A General Purpose Dehazing Algorithm based on LCE Approaches 13
43. Tan, R.T.: Visibility in bad weather from a single image. In: 2008 IEEE Con-
ference on Computer Vision and Pattern Recognition. pp. 1–8 (June 2008).
https://doi.org/10.1109/CVPR.2008.4587643
44. Tang, K., Yang, J., Wang, J.: Investigating haze-relevant features in a learning
framework for image dehazing. In: Proceedings of the 2014 IEEE Conference on
Computer Vision and Pattern Recognition. pp. 2995–3002. CVPR ’14, IEEE Com-
puter Society, Washington, DC, USA (2014), https://doi.org/10.1109/CVPR.
2014.383
45. Tarel, J.P., Hautie`re, N.: Fast visibility restoration from a single color or gray
level image. 2009 IEEE 12th International Conference on Computer Vision pp.
2201–2208 (2009)
46. Vazquez-Corral, J., Galdran, A., Cyriac, P., Bertalmı´o, M.: A fast image dehaz-
ing method that does not introduce color artifacts. Journal of Real-Time Image
Processing pp. 1–16 (2018)
47. Wang, A., Wang, W., Liu, J., Gu, N.: Aipnet: Image-to-image single image dehazing
with atmospheric illumination prior. IEEE Transactions on Image Processing PP,
1–1 (09 2018)
48. Zuiderveld, K.: Graphics gems iv. chap. Contrast Limited Adaptive Histogram
Equalization, pp. 474–485. Academic Press Professional, Inc., San Diego, CA, USA
(1994), http://dl.acm.org/citation.cfm?id=180895.180940
[Supplementary Materials]
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– What properties of contrast enhancement algorithms are empirically neces-
sary for dehazing in our framework?
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– Code
– Miscellaneous
A Relationship between ace, clahe and stress
The general idea behind the local contrast improvement algorithm is that a
weighted average of the pixel intensities controlled by a standard deviation
is calculated in a contextual region of the pixel of interest based on a given
sampling scheme. This computation is made in the spatial domain (e.g., ace
[13], [41], clahe [48], stress [22]). Each of these filtering methods is a form of
unsharp masking technique in which high frequency components have remained
dominant since unsharp masking presuppose blending an image’s high frequency
components and low frequency components to improve its quality.
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B What properties of contrast enhancement algorithms
are empirically necessary for dehazing in our
framework?
In the main paper, we define two filters that help us to carry out the dehazing
task in our procedure. The first filter is defined as follows:
finit(xi) =
xi − xmin
xmax − xmin (7)
We then further extend this filter to the more general filter as the following:
fg(xi) = finit(xi)− λ(xi)‖finit(xi)‖ (8)
The back-end and final filter is an image local contrast enhancement scheme
that takes the output of the front-end filter and it can be expressed as follows:
ffinal(xi) = fLCE(fg(xi)) (9)
Consequently, our solution consists, roughly speaking, in applying a normal-
ization scheme to the entire image by blackening pixels, then using a technique
of enhancement of the low-contrast generated to improve the image in order to
obtain the final haze-free image.
In our experiment, we use three spatial local contrast enhancement algo-
rithms. However, Ace [13], [41], clahe [48] and stress [22] are not only local con-
trast enhancement methods, but they are also low-contrast enhancement tech-
niques. Thus, one can wonder which criterion (or criteria) shares these algorithms
so that they contribute to improve the image taken in foggy conditions.
To check out which criteria help in the defogging procedure, we empirically
begin by analyzing the output of Equations 8 and 9 separately.
Fig. 4. An Example of outputs from the two filters: Lack in Desert image on
hazy condition (left), and output images of the two filters (middle & right). The one in
the middle is the result of the first filter in Equation 8 (λ here represents the inverted
intensites function), while the other use clahe [48] as the filter fLCE in Equation 9 for
its output.
Looking closely at Fig. 4, we can notice that the haze density seems uniform
throughout the image and that the first filter not only removes the fog in the
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image, but it also darkens the scene. In the last image (from left to right) which
represents the last filter, the low-contrast observed in the middle image is re-
stored. This makes sense since these local contrast enhancement techniques also
enhance a low-contrast image.
At the same time, applying gamma correction to the output of the Equation
8 using a constant λ function does not dehaze the image that much. An example
is given in Fig. 5.
For our investigation, We divide filters into three groups:
1. The first filter in Equation 8: As we said in the main paper, this filter is
already a dehazing filter on its own when the inverted intensity function is
used. As we observe that the dehazing procedure is more efficient with the
inverted intensity function than with the constant function λ, we consider
only the first function λ in our comparison.
2. The second filter: We consider the function fLCE as a low-contrast enhance-
ment method that has a local contrast enhancement property such as ace[13],
clahe[48] and stress [22]
3. The second option for fLCE : A low-contrast enhancement algorithm that
does not incorporate a local contrast requirements, for example, simple his-
togram equalization, gamma correction or any other stationary contrast
mapping function.
After having observed more than 200 images with these filters on their own,
the following observations turn up. The first filter emerges as a more powerful
dehazing procedure, but it often dims the scene. The second pops up as a more
likely dehazing filter on objects close to the camera. We notice that both filters
remove fog from the original image and that their order (when combined) also
has its impact. The best combination in our opinion is the one indicated in our
procedure above. Fig. 4 shows the outputs of the filter in Equation 8 (without
any local contrast enhancement technique) and Equation 9 (using clahe as a
local contrast enhancement procedure) respectively.
While we are testing the effect of filters that have low-contrast enhancement
property but do not have local contrast enhancement property (e.g., histogram
equalization), we notice that the haze suppression property is not meaningful
with these filters as is the case of the previous two filters.
To recap, we empirically note that the first two filter groups have somewhat
improved the hazy image on their own, and the third does not significantly
enhance the foggy image by its own nature. However, we need to tone down
our conclusion here. Vanilla histogram equalization, even without local contrast
enhancement property, is more suited to dehazing than to a simple gamma cor-
rection. This suggests the low-contrast property is not the only property that
works for histogram equalization and that it benefits some degree of contrast
enhancement properties that are suitable with dehazing. Another critical point
for dehazing with histogram equalilization and the gamma correction filtering
procedure is the increase in the density of haze related to the depth. Since
these algorithms are global contrast improvement techniques, they are clearly
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Fig. 5. An Example of outputs from the two filters using gamma correction
as the last filter House image on hazy condition (left), and output images of the
two filters (middle & right). The one in the middle is the result of the first filter
in Equation 8 (λ = 0.35 here one can observe that the algorithm homogenizes and
blackens the original somewhow), while the other use gamma correction as the filter
fLCE in Equation 9 for its output. This example clearly shows that gamma correction
does not help for removing fog
less effective than local contrast filtering techniques which acclimate to the local
context of images as the human visual system does [25], [38].
Reasons why we do not mention that the framework can work with any kind
of contrast enhancement technique are already justified above. Furthermore,
we observe difference of the rendering of a basic implementation of histogram
equalization algorithm depending on the library used, and the dehazing property
of this filter is not always obvious. So from our experiment, both low-contrast
and local contrast improvement properties (e.g., [15], [35], [13], [41], [22], [48])
are necessary for the image enhancement algorithm in the dehazing procedure
for general cases of the definition of Equation 8.
C Adding prior and optmization procedure to our
algorithm
The solution propose in the main document using the inverted intensity function
tends to darken too much the image. To overcome this, we assume our haze
solution has a white balancing issue at some extent. Typically, our inverted
intensity function resemble to the transmission map estimation used in [19].
So we applied this prior to our proposed solution and we obtain the following
definition:
λ(xi) = 1−min
c
( min
yi∈Ω
(
finit(yi)
Ac
)) (10)
where Ac is computed as the atmospheric light of the image finit. We trans-
pose the problem in hands as a white balancing problem, and we use soft matting
[26], [20] to refine our transmission λ by minimizing the following cost function:
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E(λ) = λTLλ+ β(λ− λˆ)T (λ− λˆ) (11)
The optimal λ is found by solving the sparse linear system defined as follows:
(L+ βU)λ = βλˆ (12)
Once our optimal λ obtained from the above equation, we normalize it us-
ing finit and we call the result λnorm. We then compute its inverted intensity
λinvert = 1 − λnorm. The final matrix λfinal is computed as the minimum of
λnorm and λinvert. This expression is put in Equation 8 to deduce the dehazed
result in Equation 9.
We can observe here that we are not only using the exact definition of the
transmission employed in [19]. In fact, the exact definition of the transmission
of [19] does not provide satisfactory results. The resulting image contains an
unreasonable number of visible artifacts. In order to decrease the number of ar-
tifacts, we use two normalized functions from which we consider the minimum
values to form the final function. This new approach gives a more satisfactory
result. There are certainly other ways to improve the rendering using the trans-
mission described in [19], but here our objective is to show how we can use this
transmission in our solution or to give usable tracks for future research.
Fig. 6. Outputs from the two filters using our inverted intensities map and
the transmission function defined in [19] House image on hazy condition (left),
and output images of two functions λ (middle & right). The one in the middle is the
result of the second filter in Equation 9 (with λ = 1 − finit), the other uses λ as the
transmission map in Section C. One can observe that the haze removal is effective with
this last approach, however the result may contain some artifacts.
The Figure above shows that adding more complexity to our haze removal
procedure does not necessarily improve previous results. We have indeed less
darkness than expected, though some parts of the image appear unusual. This
section suggests that the simplicity of the proposed algorithm makes it easier to
add more complexity; as we can see we are augmenting it here with a physical
formulation.
18 B. Sun et al.
D Experimental setup details
The main procedure is quite simple, and it can be implemented using openCV,
Matlab, Scikit-image, openGL or any other computer vision framework. The
local contrast enhancement algorithms ace [13], [41], stress [22] or clahe [48] are
tuned as follows:
1. ace: We use the fast algorithm described in [14] for fast computations. We
set two parameters from the previous paper:
(a) α that defined the slope function is set to 5
(b) w = 1/
√
x2 + y2 the weighted function which use the level interpolation
formulation with J = 8 levels.
2. clahe: Here we use two settings depending on the fact that we are working
with λ = 0.35 or with λ = 1 − finit. We essentially use the clip limit and
the kernel size as the main parameters of the clahe algorithm. For both
configurations, we use the default value of 0.008 for the clip limit
(a) λ = 0.35: we set the kernel size as the product of 1/8width× 1/8height
of the image
(b) λ = 1− finit: We use the default value 800 for all the images.
3. stress: We use the following parameters from the initial framework:
(a) the number of samples ns = 5
(b) the number of iteration ni = 150
(c) the spray radius is set to the maximum of the width and height of the
image.
For state-of-the-art dehazing algorithms used in our experiment, we use the
default parameters tuning described in the original paper except for Berman et
al.[3] and Meng et al.[30]. For Meng et al.[30], we have always used the clearest
part of the sky or at a place where the selection is made on a white object in the
scene. Whereas for Berman et al.[3] we choose the following parameters γ = 1,
and the atmospheric light A = [0.81, 0.81, 0.82]T for all images.
E More comparison and analyses
In this Section, we first report objective measure (Table 3 and Table 4) of the
experiment made in the main paper based on the metrics developed in [17]. In
the Table 3 and the Table4, the measures e and r¯ must be high while the measure
Σ must be low in terms evaluation of fog suppression algorithms. On this basis,
we clearly see that the results obtained by our approach compete with advanced
algorithms.
We then effectuate more visual inspection of the results of our three local
color contrast enhancement algorithm in our framework that we compare to
state-of-the-art methods. Here, because our analysis is based on a suggestive
approach, we do not present the six configurations as was the case with the
main document. We alternate the presentation of the renderings according to
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the two lambda functions used to which we compare four algorithms among the
six advanced algorithms previously used in the main document.
In this document, rather than presenting a large number of compressed re-
sults whose quality cannot really be analyzed by the reader, we present a limited
number of our results which can be analyzed by the reader more easily. We will
put all of our data online very soon so that it is available to the community.
image metrics Ace(2) clahe(2) stress(2) Ace(1) clahe(1) stress(1)
e 1.5004e+03 1.3976e+03 1.4510e+03 1.2452e+03 1.4872e+03 1.3817e+03
Σ 1.9903e-04 0.2152 0.0184 1.0663e-05 0.0796 0.0141
r¯ 6.4746 5.4336 8.3459 4.3654 7.4685 14.1843
e 0.0749 0.0502 0.2896 0.0587 0.0995 0.2442
Σ 3.2257e-05 0.3222 0.0974 1.2096e-05 0.0142 0.0205
r¯ 1.6979 1.3737 1.3587 1.2503 1.5416 1.7714
e 0.3007 0.3886 0.4330 0.3336 0.2670 0.5765
Σ 0.2524 0.3222 0.2093 1.3748e-05 6.2425e-05 0.0055
r¯ 3.1414 2.0935 2.8515 1.8727 1.9007 2.8913
e 0.3255 0.2544 0.3057 0.1885 0.2559 0.3231
Σ 1.5089e-04 0.3553 0.0882 4.4929e-05 0.0648 0.0631
r¯ 2.4058 1.6371 2.6854 1.6429 1.7346 3.1291
e -0.0917 -0.1293 0.0050 0.0692 0.0747 0.2295
Σ 1.3599e-05 0.0730 0.0882 5.7027e-06 0.0125 0.0204
r¯ 2.2124 1.6648 1.7559 1.9170 2.2655 2.9467
e 0.0069 0.0306 0.2814 0.1016 0.1982 0.1656
Σ 6.3973e-05 0.3961 0.2814 3.3670e-05 0.1189 0.0529
r¯ 2.4009 1.4403 1.4572 1.5347 1.5691 2.0522
Table 3. Our method compared to Berman et al. [3], Cho et al.[6], Choi et al. [7],
Fattal [9], He et al.[18], Meng et al. [30], Tarel and Hautie`re [45], Ours (Automatic
STRESS) and ours(Fast)
F Code
All the code will be released soon.
G Miscellaneous
This is a work in progress that we have not yet submitted in a review. However,
it can already serve the community at this stage. Since we have not based most
of our deduction on exhaustive experimentation, some of our conclusions need
to be confirmed with a more formal approach.
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image metrics Berman Cho Choi He Meng Tarel
e 1.0752e+03 1.1079e+03 163.4217 691.7711 534.3373 197.2410
Σ 0.0034 2.3813e-04 0 1.3269e-04 0.0017 0
r¯ 5.0297 5.5577 2.3449 4.0315 4.1035 2.7611
e 0.0783 0.1157 0.1361 0.2714 0.1593 0.3936
Σ 0.0810 0.0870 0.1860 0.0023 0.0024 0
r¯ 1.5234 2.0351 1.5672 1.3563 1.9339 1.6603
e 0.3428 0.5221 0.4975 0.6521 0.4822 0.4745
Σ 0.0035 0.0380 0.0013 0.0023 0.0014 0
r¯ 2.0490 3.0302 2.0163 2.2240 2.6319 2.1493
e 0.1833 0.1710 0.2666 0.3104 0.2416 0.5729
Σ 0.1029 0.0835 0.0793 0.0065 0.0040 2.5431e-04
r¯ 1.9830 2.7679 1.7357 1.3044 1.3818 1.5025
e 0.1658 0.1205 -0.0212 0.3886 0.0381 0.4568
Σ 0.1092 0.0896 0.1428 0.0043 6.3168e-04 0
r¯ 2.0207 2.3525 1.5966 1.8087 1.6475 2.4840
e 0.0519 0.0362 0.1060 0.1958 0.2013 0.2319
Σ 0.0861 0.1076 0.2078 0.0269 0.0464 0.0337
r¯ 1.6679 2.3421 1.4748 1.4209 1.6516 1.7850
Table 4. Our method compared to Berman et al. [3], Cho et al.[6], Choi et al. [7],
Fattal [9], He et al.[18], Meng et al. [30], Tarel and Hautie`re [45], Ours (Automatic
STRESS) and ours(Fast)
A General Purpose Dehazing Algorithm based on LCE Approaches 21
Fig. 7. Samples #2 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 0.35 using ace[13], clahe[48] and stress [22] respectively. Bottom row with Berman
et al.[3], Cho et al.[6], Meng et al.[30] and Tarel and Hautie`re [45]
Fig. 8. Samples #8 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 1 − finit using ace[13], clahe[48] and stress [22] respectively. Bottom row with
Berman et al.[3], Cho et al.[6], Choi et al.[7] and He et al.[18]
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Fig. 9. Samples #9 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 0.35 using ace[13], clahe[48] and stress [22] respectively. Bottom row with Berman
et al.[3], Cho et al.[6], Meng et al.[30] and Tarel and Hautie`re [45]
Fig. 10. Samples #10 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 1 − finit using ace[13], clahe[48] and stress [22] respectively. Bottom row with
Berman et al.[3], Cho et al.[6], Meng et al.[30] and Tarel and Hautie`re [45]
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Fig. 11. Samples #11 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 0.35 using ace[13], clahe[48] and stress [22] respectively. Bottom row with Choi et
al.[7], He et al.[18], Meng et al.[30] and Tarel and Hautie`re [45]
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Fig. 12. Samples #12 from our dataset with our methods compared to each
other and to state-of-the-art methods. First column represents the original image
taken in bad weather. The next three columns represent from left to right, settings of
λ = 1 − finit using ace[13], clahe[48] and stress [22] respectively. Bottom row with
Berman et al.[3], Cho et al.[6], Choi et al.[7] and He et al.[18]
