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Comparaison par simulation de Monte Carlo 
des propriétés de deux estimateurs du paramètre 
d'échelle de la loi exponentielle : 
méthode du maximum de vraisemblance (MV) 
et méthode des moindres carrés (MC) 
Comparison of statistical properties of two estimators 
(the method of maximum of likelihood estimator 
and the method of least squares estimator) 
of the simple exponential distribution using 
a Monte Carlo simulation method 
S. SAMBOU 
Reçu le 1 " octobre 2002, accepté le 15 mai 2003*. 
SUMMARY 
Exponential distributions are frequently applied in hydrology: drought fre-
quency analysis of the duration and severity of water flow conditions 
MATHIEU L. and al. (1991); régional frequency of storm intensities 
ARNAUD P., LAVABRE J. (1999); partial duration of hydrological droughts 
KJELDSEN T. R. and al. (1999); and daily rainfall modelling CHAPMAN T.G. 
(1997); KABAILI Z. (1983). This method has only one parameter, and it is 
easy to use. Its parameter is mainly estimated using the maximum likelihood 
estimator (MLE) or the method of moments estimator (MOME), but the least 
square estimator (LSE) can also be applied. For the one-parameter exponen-
tial distribution, MOME and MLE give the same expression for the parame-
ter: 
k = l 
x -
0
 E 
X 
Using LSE requires a Ex size sample of exponential variables and involves 
the following steps: 
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1. Sorting the Ex variables in the sample in ascending order 
2. Associating to each quantité xk whose rank is k in the sorted sample an 
k - 0.5 
empirical frequency Fk using Hazen's law such as : F. = E, 
»(l-fr*)' 3. Plotting xk against ln^l - FkJ and using LSE to calculate x0 by : 
E, I xkln\l-Fk 
In this paper we compare the asymptotic behaviour of the statistical proper-
ties (mean and variance) of the MLE and the LSE. Thèse comparisons must 
be made by using a great number of sample parameter estimations. In prac-
tice, only one historical sample of variables issued from a known exponential 
distribution was available, from which only one parameter can be calculated. 
To overcome this difficulty, samples of variables whose original theoretical 
exponential distribution is known are generated using the Monte Carlo 
numerical method. Samples of estimated parameters (using the MLE or the 
LSE) are then created from the above samples of random variables, and the 
statistical properties of the two estimators are then calculated. Thèse diffé-
rent successive steps are summarised below: 
1. Generate sample of finite size Ex for known exponential variables 
2. Use this sample to estimate one parameter using MLE or LSE 
3. Do steps 1 to 2 N times to collect a N size sample of parameter estima-
tions 
4. Use this sample to calculate statistical properties (mean and variance) for 
the two estimators. 
According to this approach, sizes Ex and N should influence the statistical 
properties of the two estimators. We hâve verified this with a one-parameter 
exponential law, with a known theoretical parameter x0 = 1. Samples of esti-
mated parameters of size N hâve been generated from virtual samples of 
size Ex issued from a population following the above statistical distribution. 
During this opération, one of thèse sizes, Ex or N , has been held constant, 
while the other, Np or Ex, changed with a constant step. Statistical properties 
of the estimators hâve then been calculated for each of the two cases. 
Let VarE \x0\NpJf and EE \XQ\N )J be statistical properties (variance and 
mean) of the two estimators for fixed values of Ex, and VarN yx^E^j and 
HEh , the same statistical properties for fixed values of Np. 
Plotting VarE (x0(ivj) for Ex = 10 and Ex = 100 shows that for large values of 
Np (1000 to 5000) variance tends towards a constant value, close to 0.1 for 
Ex=10 (figure la) and to 0.01 for Ex=100 (figure lb), both equal to 1/EX, when 
the MLE is used. When parameters are estimated with the LSE, variance 
tends towards a constant value, greater than the preceding ones (figure la 
and figure lb) . Plotting VarN [x0\ExJJ when Np=1000 is constant, the 
variance decreases as Ex grows whatever the estimator, but for a given value 
of Ex, the variance is always greater when the LSE is used (figure 3). Thèse 
two calculations show that asymptotic variance dépends only on size Ex of 
samples of known exponential distribution. 
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RESUME 
Plotting EE \XQ\N JJ when Ex =10, for important values of N , the mean 
is close to the trûe parameter for the MLE, and greater than this true para-
meter for the LSE (figure 2a). When Ex=100, the mean is close to the true 
parameter for the two estimators (figure 2b). From thèse calculations we 
notice that the asymptotic mean dépends only on the size of Ex for known 
exponential variables and on the used estimator. The MLE seems to présent 
no bias for the mean, while the LSE présents a bias for small values of Ex, 
but this bias disappears as Ex increases. To quantify this degree of depen-
dence, we hâve plotted EN \x^Ex)) for Np = 1000 (figure 4). For the two esti-
mators, the mean présents an initial bias, when Ex is low and the bias disap-
pears when Ex becomes higher. The initial bias is more important with the 
LSE. 
In summary, the asymptotic statistical properties of the two estimators 
(mean and variance) dépend only on the size of Ex for known exponential dis-
tribution variables. 
Empirical plots are unstable for low sample sizes, are sensitive to sam-
pling, and are very difficult to explain. Analytical expressions for the asymp-
totic statistical propert ies of the two estimators are needed for realistic 
comparison. According to formulae (1) and (2), statistical properties dépend 
on EjyXkj and E^Jx^ respectively and the asymptotic mean of xk and xk. 
E^\xkJ and E^xk) hâve been derived using the density of probability of xk 
through statistics of rank. Asymptotic statistical properties of the two estima-
tors hâve then been evaluated using the expressions of E M (xJ and EJ/k). 
We let / ^ [ x ^ i y J be the asymptotic mean of estimator, VarM[x0^£'JjJ be 
the asymptotic variance, and x0 be the theoretical parameter of exponential 
distribution. By plotting Z ^ î o l f i J J for x0 =1, we note that this expression 
has a constant value, equal to unity when the MLE was applied, and that it 
decreases quickly to unity when the LSE was applied (figure 6). By plotting 
VarM[x0 |zïJj for x9 = 1, we also note that the theoretical asymptotic variance 
diminishes as Ex grows, but is greater when the LSE was applied (figure 5). 
By comparing with empirical plots when x0 = 1, we establish the same trends. 
Theoretical dérivations of asymptotic statistical proprieties hâve con-
firmed empirical expériences: 
• The MLE for a one-parameter exponential présents no bias. 
• The LSE for a one-parameter exponential is a consistent estimator of 
the simple exponential parameter. 
Key words: one-parameter exponential distribution, Monte Carlo numerical 
simulation, maximum of likelihood estimator, least squares estimator, mean, 
variance. 
La loi exponentielle est très répandue en hydrologie : elle est faiblement 
paramétrée, de mise en œuvre aisée. Deux méthodes sont fréquemment utili-
sées pour estimer son paramètre : la méthode du maximum de vraisemblance 
et la méthode des moments, qui fournissent la même estimation. A côté de ces 
deux méthodes, il y a celle des moindres carrés qui est très rarement utilisée 
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pour cette loi. Dans cet article, nous comparons le comportement asympto-
tique de l'estimateur de la méthode des moindres carrés avec celui de la 
méthode du maximum de vraisemblance en partant d'une loi exponentielle à 
un seul paramètre a connu, puis en généralisant les résultats obtenus à partir 
de la dérivation des expressions analytiques. L'échantillon historique dispo-
nible en pratique étant unique, et de longueur généralement courte par rap-
port à l'information que l'on désire en tirer, l'étude des propriétés 
statistiques des estimateurs ne pourra se faire qu'à partir d'échantillons de 
variables aléatoires représentant des réalisations virtuelles du phénomène 
hydrologique concerné obtenus par simulations de Monte Carlo. L'étude par 
simulation de Monte Carlo montre que pour de faibles échantillons, l'espé-
rance mathématique des deux estimateurs tend vers le paramètre réel, et que 
la variance de l'estimateur des moindres carrés est supérieure à celle de 
l'estimateur du maximum de vraisemblance. 
Mots clés : distribution exponentielle, simulation numérique, Monte Carlo, méthode 
des moindres carrés, méthode du maximum de vraisemblance, moyenne, variance. 
1 - INTRODUCTION 
La loi exponentielle est très populaire en hydrologie dans le domaine de la 
gestion des ressources en eau où ses applications sont fort nombreuses et 
l'énumération que nous allons en faire est loin d'être exhaustive : sévérités des 
étiages (MATHIEU et al., 1991), distribution des pluies non nulles en une station 
(LEBEL et al., 1995), modélisation des débits caractéristiques (GALÉA et PRUD-
HOMME, 1997), modélisation des pluies journalières (CHAPMAN, 1997 ; PAN-
TOGLOU etTziAFETAS, 1989 ; KÉBAILI, 1983), modélisation des débits journaliers 
(H0YBYE et LÀSLZLÔ, 1997), génération de hyétogrammes horaires (ARNAUD et 
LAVABRE, 1999), modélisation des sécheresses hydrologiques (KJELDSEN et al., 
2000). Sous sa forme générale, elle comporte deux paramètres (un de position 
et un d'échelle). Cependant la version à un seul paramètre, qui se déduit aisé-
ment de la première (LANG ef al., 1999), est la plus usitée, et c'est sur celle-ci 
que nous allons porter notre attention ; nous la désignerons par la suite par L1. 
L'unique paramètre peut être estimé par la méthode du maximum de vraisem-
blance (MV) ou des moments (M), et par la méthode des moindres carrés (MC) 
qui est une autre méthode d'estimation. Si les deux premières qui fournissent 
une estimation triviale du paramètre sont très courantes pour cette loi, il n'en 
est pas de même de la troisième. Nous nous proposons donc dans cet article 
de comparer les propriétés statistiques (moyenne, variance) des méthodes 
(MV) et (MC). Deux approches ont été utilisées pour la comparaison : 
• l'approche empirique qui est fondée sur la simulation numérique de Monte 
Carlo 
• l'approche théorique qui repose sur la dérivation d'expressions analy-
tiques des caractéristiques des estimateurs à partir de celles des observations 
de rang k dans un classement en ordre croissant de l'échantillon. 
Dans l'approche empirique un nombre Np de simulations d'échantillons de 
variables aléatoires de taille N est utilisé pour générer un échantillon de 
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paramètres d'effectif Np estimés par la méthode MV ou par la méthode MC. 
Ces variables aléatoires ont été extraites d'une population suivant une loi L1 
connue après tirages successifs indépendants dans une loi uniforme. La vari-
ance et l'espérance mathématique empiriques des deux estimateurs ont 
ensuite été calculées puis comparées entre elles. Le résultat obtenu montre en 
particulier que la variance est plus faible quand on utilise la méthode MV. 
L'approche théorique repose sur le mode d'estimation du paramètre par 
les méthodes MV et MC, à partir d'échantillons de variables aléatoires classées 
par ordre croissant. L'expression du paramètre fait intervenir alors la réalisation 
de rang k dans un classement en ordre croissant, xk. Les expressions analy-
tiques des caractéristiques statistiques des deux estimateurs (moyenne <xk> et 
variance Var(xk)) dépendent des caractéristiques statistiques des observations 
de rang k dans un classement par ordre croissant de l'échantillon, et diffèrent 
entre elles du coefficient de ces derniers. Une étude poussée de ces coeffi-
cients a été faite par simulation de Monte Carlo. Il en ressort qu'aux erreurs 
d'échantillons près, l'espérance mathématique des deux estimateurs tend vers 
la vraie valeur du paramètre, et que la variance est plus faible quand on utilise 
la méthode MV. Ce dernier résultat est du à l'influence des coefficients et à la 
prépondérance des termes en Cov(xk, x) dans l'expression de la variance du 
paramètre selon l'estimateur. 
L'intérêt de ce travail est purement théorique, et la simplicité de la formula-
tion de la loi exponentielle à un seul paramètre a beaucoup facilité le traitement 
par simulation de Monte Carlo. 
2 - PRÉSENTATION DE LA LOI EXPONENTIELLE 
2.1 Loi exponentielle à deux paramètres ou L2 
Sous sa forme théorique, la fonction de répartition de la loi exponentielle à 
deux paramètres s'exprime par : 
F(X)= Pr ob(x< x)=1-eL ^ a "
 (1) 
où x0 paramètre de position, a paramètre d'échelle. 
Ses caractéristiques statistiques théoriques se déduisent de cette expres-
sion par : 
• Espérance mathématique : 
E(X) = x0 + a (2) 
• Variance 
Var{X) = a2 (3) 
Ses paramètres peuvent être estimés par la méthode du maximum de 
vraisemblance ou par la méthode des moindres carrés. 
Dans le premier cas (il s'agit du maximum de vraisemblance) on a : 
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x0 = Min ( x , , / = 1,..., N) 
1 w 
N ;=1 
Dans le second cas on a : 
x0 = Min (x , , / = 1,..., N) 
(4) 
(5) 
(6) 
a = 
/f=i 
k=i (7) 
/ c - 0 . 5 
ou Ffc = (formule de Hazen) 
Dans le cas d'un processus de Poisson, la loi exponentielle à deux 
paramètres utilisée pour les valeurs supérieures à un seuil donné correspond à 
la loi de Gumbel utilisée pour les valeurs maximales annuelles (LANG et al., 
1999). 
2.2 Loi exponentielle à un paramètre ou L1 
Si X variable aléatoire supérieure à un seuil S suit une loi exponentielle à 
deux paramètres (x0,a) alors (x - x0) suit une loi exponentielle à un paramètre 
d'expression mathématique (LANG étal., 1999) : 
F ( x ) = 1 (8) 
3 - M E T H O D O L O G I E 
L'étude que nous voulons mener dans cet article est basée sur un nombre 
élevé d'échantillons de tailles différentes d'observations issues d'une popula-
tion suivant une loi de type L1 dont le paramètre est connu. En pratique un seul 
échantillon historique de taille finie est disponible. Pour y remédier, on utilise en 
général la procédure de simulation de Monte Carlo pour générer les échantil-
lons de réalisations virtuelles des variables aléatoires issues d'une population 
exponentielle connue selon la démarche ci-dessous : 
1. tirer au hasard, dans une loi uniforme, une fréquence théorique F 
comprise entre 0 et 1, 
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2. calculer une variable aléatoire par x = - aLn(1 -F) où a est connu, 
3. répéter les étapes 1 et 2 N fois, ce qui donne un échantillon d'observa-
tions d'effectif N, 
4. utiliser cet échantillon pour calculer une estimation â du paramètre 
théorique a, par la méthode MC ou par la méthode MV, 
5. répéter les étapes 3 et 4 Np fois, pour obtenir, suivant la méthode d'esti-
mation, un échantillon d'effectif Np d'estimations â de ce paramètre, 
6. cet échantillon de paramètres virtuels joue un rôle important dans l'étude 
que nous allons entreprendre. Il fournit directement la variance et l'espérance 
mathématique de l'estimateur. 
3.1 Effet de N et Np sur les propriétés des estimateurs 
La taille N de l'échantillon et le nombre Np de simulations d'échantillons 
vont avoir un effet sur les caractéristiques statistiques des estimateurs utilisés, 
que nous étudions sur l'exemple d'une population représentée par une loi 
exponentielle de paramètre connu et égal à l'unité. Une variable aléatoire 
extraite de cette population s'exprime par : 
x = -Ln(1 - F) où F est une fréquence comprise entre 0 et 1. 
En utilisant la procédure de Monte Carlo, nous avons généré Np simula-
tions d'échantillons de paramètres à partir d'échantillons de variables aléa-
toires de taille N issues d'une population suivant une loi exponentielle de 
paramètre connu a=1, en faisant varier respectivement N (ou Np) avec un pas 
constant. Les courbes empiriques représentant l'évolution des caractéristiques 
statistiques des estimateurs des deux méthodes MV et MC, <â/N> et <â/Np> 
pour la moyenne, Var(â/N) et Var(â/Np) pour la variance ont été tracées. En les 
comparant entre elles, nous constatons que : 
Pour N fixé, 
• Var(â/N) se stabilise à partir de Np = 1 000 ; elle tend vers 1/N quand on 
utilise la méthode MV, et vers une constante supérieure à cette valeur quand 
on utilise la méthode MC (figure 1 a et 1 b). 
• <â/N> est stable dès que Np dépasse 4 000 ; elle tend vers la vraie valeur 
pour les deux méthodes ; l'écart entre les deux méthodes diminue lorsque Np 
augmente (figure 2a et 2b). 
Pour Np fixé, 
• Var(â/N' ) décroît pour les deux méthodes quand N augmente ; elle est 
plus faible quand on utilise la méthode MV (figure 3). 
• <â/Np> présente un biais initial correspondant aux erreurs d'échantillon-
nage qui se stabilise très vite et tend vers la vraie valeur lorsque N croît quelle 
que soit la méthode utilisée (figure 4). 
Il ressort de cette comparaison que : 
• la variance des deux estimateurs ne dépend pas du nombre Np de simula-
tions, pourvu qu'il soit suffisamment élevé, mais plutôt de l'effectif N des 
échantillons des variables aléatoires obtenues par tirages dans une population 
suivant une loi exponentielle connue ; 
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• la variance est sensible à l'estimateur : elle est plus faible quand on utilise 
la méthode MV ; 
• l'espérance mathématique est moins sensible à l'estimateur ; pour Np 
suffisamment élevé, il tend asymptotiquement vers la valeur du vrai paramètre 
dans les deux cas, avec un biais plus ou moins important. 
3.2 Détermination des estimateurs du paramètre de la loi L1 
par simulation de Monte Carlo 
Pour calculer les caractéristiques statistiques des estimateurs, nous 
réalisons Np simulations selon la procédure ci-dessous : 
• la population parente de la variable aléatoire est connue : elle est 
représentée par une loi exponentielle de paramètre a, 
• de cette population parente est extrait un échantillon de réalisations 
virtuelles x de la variable aléatoire d'effectif N par tirages successifs et 
indépendants dans une loi uniforme, 
• cet échantillon est classé par ordre croissant, 
• à chaque réalisation x de rang k de la variable aléatoire nous associons 
A 
une fréquence empirique au non-dépassement Fk estimée par une formule de 
probabilité empirique générale (CUNNANE C , 1978) : 
k-d 
F,= 
N +\-2d 
Dans cette étude nous avons utilisé la loi de Hazen qui correspond à 
d = 0.5. L'estimation â obtenue à partir de la ième simulation de N variables 
aléatoires est alors calculée par l'une des deux méthodes suivantes : 
• méthode MC : 
Y,xkJLnv-Fk) 
(â /N) ; , M C = ^ 
*=
1
 (9) 
• méthode MV 
(â/A/),. 1
 N 
M^Xk' MV~ . . / ,*k.i NM (10) 
où xkJ est la variable aléatoire de rang k dans un classement en ordre crois-
sant de l'échantillon de N observations obtenues lors de la simulation d'ordre /. 
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3.3 Caractéristiques statistiques de l'estimateur des Moindres 
Carrés 
3.3.1 Estimation de l'espérance mathématique E(â/N)MC 
À partir de l'équation 9, la moyenne des paramètres obtenus après Np 
simulations s'exprime par : 
Nr 
â/N) 
MC
 N 
1I 
; = 1 
^xkiLn(l-Fk) 
k=: 
SW-p.ï' 
k = -\ 
Après arrangement, cette expression peut être mise sous la forme 
n/ 
£(xfc)Ln(l-Fk) 
â//v). =- fc=i 
' M C N 
l M i - ^ ' 
/f = 1 
avec Nn 
:**)=i-lx*., 
/ = i 
ni) 
(12) 
(13) 
D'après l'équation (13), <xk> est la moyenne des observations de rang k de 
l'ensemble des Np simulations. 
3.3.2 Expression analytique de la variance Vai{âMC/N) 
Par définition, la variance de l'estimateur la méthode MC s'écrit sous la forme : 
Var(â/N) MC ' (â2/A/\ -(â/N) \ 'MC 
2 
MC (14) 
Pour calculer le premier terme, nous élevons (11) au carré : 
a2/N 
i,MC 
^xkJLn(l-Fk) 
/c = 1 
XM'-^Ï 
K=I 
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Le carré moyen obtenu après N simulations s'exprime alors par : 
Nr 
à2/N L-TTX I MC N 
k = -\ 
/v 
^xkiiLn\\-Fk) 
/c=i 
N 
SM-F.Ï' 
k = -\ 
Après développement et arrangement, nous obtenons : 
N
 î w ~ 1 w 
X(^)M I -F*J+ 2 X X^^M-i-^***/) 
) = ^ 
IMC 
â2/N k = -\ l=k + 1 
IMI-FJ 
/f = 1 (15) 
avec 
<^N 
1
 W P
 1 ^ 
/= i 
Pour calculer le second terme de (14), nous élevons (12) au carré. Après 
développement et arrangement des termes, nous obtenons : 
N W - 1 N 
X(**) 2Mi- Fk)r+2X E L n ( 1 - ^)Ln(1- ^/)(x/)(^> 
là/Nf IzJ *=1 ' = ^ 1 
zM-a 
fc=1 (16) 
La soustraction membre à membre des équations (15) et (16), nous conduit 
a : 
W - 1 N 
Var(â/N)M 
X t n ( 1 - /yPM**) + 2 XL"(1 -F*)Ln(1 -F/)C0v(xk,x,) 
/c=i ; = ( c + i 
EW-^Ï 
ou 
et 
Var(xk) = (x2kj-{xk)2 
Cov(xk,xj) = <xkxl> - <xk><xj> 
(17) 
(18) 
(19) 
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3.4 Caractéristiques statistiques de l'estimateur du Maximum 
de Vraisemblance 
3.4.1 Estimation de l'espérance mathématique 
D'après l'équation (10), l'estimation de l'espérance mathématique du 
paramètre après Np simulations est : 
lâ/N) 1
 MV ^ 1 
/=1 
*k,i 
k = -\ 
Cette expression peut être réarrangée sous la forme : 
1 W 
^=1 (20) 
3.4.2 Estimation de la variance 
Comme précédemment, la variance est définie par : 
Var{à/N)m=U2/N) -(â/w) 
lu 
2 
MV (21) 
Pour évaluer le premier terme, nous élevons l'équation (10) au carré, nous 
obtenons, pour une simulation d'ordre ; : 
2 
â2/N 
i,MV */£**•' 
k = \ 
et le carré moyen après N simulations devient : 
Nr 
a
2/N 
MV 
Nr 
p
 /=1 fc=i 
ce qui conduit, après développement et arrangement à : 
N W - 1 N 
lk2/N) 
\ Il MV yv k = -\ /c = 1 l=k + t (22) 
Le second terme est obtenu en élevant au carré la relation (20). Il vient 
après développement et arrangement : 
â/N) 1 
~N2 
N W - 1 N 
/c = 1 k = M=k + -\ (23) 
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En soustrayant les équations (22) et (23), nous obtenons l'expression ci-
dessous de la variance de l'estimateur de la méthode MV : 
Mâ/*/) /w=Jlr N' 
N W - 1 N 
X Var (X*)+ 2 S S COV(Xk ' ^  
/c = 1 k = 1 l = î (24) 
où Var(xk) et Cov(xk,x) ont été respectivement définis par les équations (18) 
et (19). 
4 - COMPARAISON DES EXPRESSIONS ANALYTIQUES 
DES ESTIMATEURS 
D'après les équations (12), (17), (20) et (24), les caractéristiques statistiques 
des estimateurs dépendent des caractéristiques statistiques moyenne, 
variance - covariance des observations de rang k (dans un classement en ordre 
croissant) obtenus au bout de Np simulations. 
Pour Np = 1000, N = 100 et a = 1, nous représentons aux figures 5a) et 5b) 
l'évolution de la moyenne <xk>, et de la variance var{xk} de xk. Dans les deux 
cas, la moyenne et la variance augmentent avec k. 
5 -
- 4 
Figure 5a <xk> en fonction de k pour N = 100. 
<xk> as a function of kforN= 100. 
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Figure 5b Varftk) en fonction de k pour N = 100. 
Var(xk) as a fu net ion of kforN= 100. 
4.1 Comparaison de ia moyenne des estimateurs 
Nous écrivons l'espérance mathématique des deux estimateurs respective-
ment sous la forme ci-dessous : 
4.1.1 Méthode MC 
[â/N)MC=lLFMC(-k^ 
k = -\ 
OU FMC (k) = Ln LAI 
Xt»Ml ! 
L k = i 
4.1.2 Méthode MV 
ou 
'\à/N)MV=ÏLFMV^ 
k = 1 
FMV(k)= 
(25) 
(26) 
(27) 
(28) 
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D'après les équations (25) et (27) les moyennes des deux estimateurs dif-
fèrent du coefficient de <xk>, qui est selon l'estimateur utilisé FMC(k) pour la 
méthode MC et FMV{k) pour la méthode MV. Pour N fixé, ce coefficient dépend 
du rang k pour la méthode MC ; il est constant pour la méthode MV. Comparer 
la moyenne des deux estimateurs revient donc à comparer ces coefficients. 
Nous avons posé Np = 1000, N = 100, et a = 1, et simulé Np échantillons de 
variables aléatoires d'effectif N issues d'une loi exponentielle de paramètre a. 
Ces échantillons ont été classés par ordre croissant. La moyenne <xk> des 
réalisations xk de rang k, les coefficients FMV(k), FMC(k) et les produits FMV{k)* 
<xk> et FMC(k)*<xk> ont été calculés et représentés en fonction de k, figure (6a) 
et figure (6b). Nous notons sur la figure (6a) que FMV(k) est constant alors que 
FMC(k) varie avec k d'une part, et que d'autre part FMV{k) > FMC(k) sauf pour 
les dernières valeurs {k > 87), pour lesquelles l'inégalité change de sens. C'est 
ce que nous observons sur la figure (6b) où FMV(k)*<xk> > FMC(k)*<xk> pour 
k < 87. Ce changement de signe de l'écart nous a amené à représenter l'évolu-
k 
tion en fonction du rang k du cumul des produits /jFMC{j)*(xl) et 
H 
k 
Y FMV ( / ) * (xj) pour k = 1,...,100 sur la figure (6c). Au fur et à mesure 
y=i 
que k croît, les deux courbes tendent vers la même valeur qui est le paramètre 
réel a = 1 ; la valeur finale est cependant plus proche du vrai paramètre pour la 
méthode MV. C'est ce que nous observons sur la figure 4 représentant l'évolu-
tion de <â/N>MC et <â/N>MV avec Np=1000, pour quelques valeurs de N allant 
de 5 à 100. 
0,03 -i 1 
0 10 20 30 - 40 50 60 70 80 90 100 
k 
Figure 6a Coefficients de <xk> en fonction de k pour N = 100. 
Coefficients of <xk> against kforN= 100. 
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Figure 6b Produit de <xk> par son coefficient en fonction de k pour N = 100. 
Product <xk> and its coefficient as a function of k for N = 700. 
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Figure 6c Cumul des produits de <xk> par son coefficient en fonction de k pour 
N = 100. 
Sum of products of <xk> and its coefficient as a function of k for N = 
100. 
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4.2 Comparaison des expressions analytiques de la variance selon 
l'estimateur 
Nous mettons également la variance des deux estimateurs sous la forme : 
4.2.1 Méthode MC 
N N-1 N 
Var(â/N)MC=^ FMC2{k)*Var{xk)+2^ £ FMc(k)*TMC(l)*Cov{xk,x) 
fr=1 /c=1 l=k+1 (29) 
4.2.2 Méthode MV 
W W-1 N 
Var(àlN)MV=Y, FMV2(k)var(xk)+2^ £ FMv{k)*FMV{l)*Cov{xk,x^ 
*=1 M /=k+i ( 3 0 ) 
De l'examen des équations (29) et (30), il ressort que les variance des deux 
estimateurs dépendent de la variance de l'observation de rang xk, Var(xk), et de 
la covariance des observations de rangs k et /, xk et x,, Coi/(xfcx;). Elles diffèrent 
des coefficients de ces quantités, qui sont : 
• FM\fi{k) ou FMC2(k) pour la variance, selon que selon que l'on utilise la 
méthode MV ou la méthode MC ; 
• FMC(k)*FMC(I) ou FMV{k)*FMV(l) pour la covariance, selon que l'on utilise 
la méthode MC ou MV. 
Ce coefficient est dans tous les cas constant quand on utilise la méthode 
MV ; il varie en fonction de k quand on utilise la méthode MC. 
Pour comparer les variances des deux estimateurs, nous générons comme 
précédemment, par simulation de Monte Carlo Np = 1000 échantillons de 
N = 100 réalisations virtuelles de variables aléatoires issues d'une loi exponen-
tielle à un seul paramètre connu a = 1 ; pour chaque simulation, les observa-
tions sont classées en ordre croissant. 
Nous calculons et représentons l'évolution en fonction de k : 
• des coefficients de Var(xk), FMC2{k) pour la méthode MV et FMI/^/c) pour 
la méthode M, figure (7a) ; 
• les produits FMV^ikfVati^^ pour la méthode MV et FMC2(k)*Var(xk), pour 
la méthode MC, figure (7b ) ; 
• la covariance entre les observations de rang k et /, Coi/fc^x,) pour k = 1, et 
1 = 2, ...,100, figure (7c) ; 
• les produits FMC{kyFMC{iyCov^k,x^ et FMV(k)*FMV({)*Cov^k,x^ pour k = 1 
et / = 2, ...,100, figure (7c) et figure (16). 
Nous notons que : 
• pour k < 87, nous avons toujours FMV2(k) > FMC2{k) Figure (7a) et 
FMV^ikyVarfrk) > FMC2(k)*Var{xk) figure (7b) ; l'inégalité change de sens dans le 
cas contraire où k > 87 et l'amplitude des écarts devient alors beaucoup plus 
important ; l'effet de ces derniers termes doit être prépondérant sur la valeur 
numérique de la variance du paramètre selon l'estimateur. 
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• pour k = 1, et / = 2, ...,100, FMCikyFMC^Covix^xj} est en valeur absolue 
plus élevé que FMV(kfFMV{l)*Cov^k,x^, figure (7d). 
Pour juger de l'effet des derniers termes, nous avons poussé l'analyse en 
étudiant l'évolution des cumuls : 
k k 
• ^FMC2(j)*Var{x) e\^FMV2{j)*Var{x) pour/c = 1, ...,N (figure 7(e)) 
y=i y=i 
k N k N 
• ]T ^F/WC(y)*FMC(/)*Coi/(xy . ,x ;) et £ ^ F W ( / ) * F W ( / ) * C o \ / ' ( x / > x / ) 
y=i /=k+i y=i i=k+-\ 
pou r / c= 1, ..., N-1. Figure 7(f)). 
Les figures 7 e) et 7 f) mettent en évidence le poids des derniers termes sur 
le résultat final : les cumuls relatifs à la méthode MC sont supérieurs à ceux 
relatifs à la méthode MV jusqu 'aux dernières valeurs de k pour lesquelles la 
tendance s' inverse. Ce sont donc les derniers termes du cumul qui sont déter-
minent le résultat f inal, et qui expliquent que la variance soit plus élevée pour la 
méthode MC que pour la méthode MV : ces derniers sont plus élevés quand on 
utilise la méthode MC. Nous avons comparé sur la f igure 7g) les cumuls des 
termes en Var(xk) et des termes en Cov{xk,xj). Il ressort de la comparaison que 
ce sont les derniers qui imposent le résultat final. 
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T 1  
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Figure 7a Coefficients de Var<xk> en fonction de k pour N = 100. 
Coefficients of Var<xu> as a function of kforN= 100. 
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Figure 7b Produits Var<xk> par son coefficient en fonction de k pour N = 100. 
Product of Var<xk> and its coefficient as a function of WforN = 100. 
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Figure 7c Cov<xk=1,Xi> pour N = 100. 
Cov<xfc=1 ,X|> pour N = 700. 
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Figure 7d Cumul du produit de Var<xk> par son coefficient pour N = 100. 
Sum ofproduct of Var<xk> and its coefficient for N = 100. 
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Figure 7e Produit de Var<xk> par son coefficient pour N = 100. 
Product of Var<xk> and its coefficient for N = 100. 
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Figure 7f Cumul du produit de Cov(xk,xl) par son coefficient en fonction de k 
pour N = 100. 
Sum of product of coefficient of Cov(xk,X|) and its coefficient as a 
function of kforN= 100. 
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Figure 7g Cumul du produit de Var{xk) et de Cov(xk,x^ par leurs coefficients 
pour N = 100. 
Sum of product of Var(xk) and Cov(xk,X|) and their coefficient for N=100. 
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5 - SYNTHÈSE DES ESSAIS 
La simulation numérique de Monte Carlo a d'abord été utilisée pour 
comparer les caractéristiques statistiques de deux estimateurs du paramètre a 
de la loi exponentielle à un paramètre : la méthode MV et la méthode MC. 
L'application a été faite pour a = 1. L'analyse des graphes obtenus montre 
que : 
• quelle que soit la méthode utilisée, pour un nombre suffisamment élevé de 
simulation Np, l'espérance mathématique de l'estimateur tend vers la vraie 
valeur du paramètre avec un biais plus ou moins important provenant des 
erreurs d'échantillonnage ; 
• la variance des estimateurs ne dépend pas du nombre Np des simula-
tions, mais de l'effectif N des échantillons de variables aléatoires. Elle décroît 
en fonction de l'effectif N des échantillons d'observations virtuelles pour les 
deux méthodes. Elle est plus faible quand on utilise la méthode MV. 
L'expression analytique des estimateurs a été dérivée pour des échantillons 
de réalisations virtuelles d'observations classés en ordre croissant. L'examen 
des expressions obtenues montre que ces caractéristiques statistiques dépen-
dent de celles des observations de rang k, xk, moyenne <xk>, variance Var(xk) et 
covariance Cov{xk,xj) et diffèrent des coefficients de ces quantités. 
Pour N fixé, ce coefficient est constant quand on utilise la méthode MV et 
varie avec le rang k de xk quand on utilise la méthode MC. Ce coefficient 
influence les valeurs des caractéristiques statistiques des estimateurs, 
particulièrement la variance. Une application faite pour a = 1 montre que : 
• l'espérance mathématique présente pour les deux méthodes (MV et MC) 
un biais initial qui décroît très vite quand N augmente ; elle tend vers la vraie 
valeur du paramètre dans les deux cas, avec un biais du aux erreurs d'échantil-
lonnage ; 
• la variance des deux estimateurs décroît quand N augmente et reste plus 
faible quand on utilise la méthode MV. Ce dernier provient de la prépondérance 
des termes en Cov(x^x;) et de l'influence des derniers termes des cumuls des 
produits. Nous retrouvons ainsi un résultat déjà connu pour la loi de Gumbel 
(LOWERY et NASH, 1970). 
6 - C O N C L U S I O N 
Deux méthodes d'estimation sont généralement utilisées pour calculer le 
paramètre de la loi exponentielle à un seul paramètre : la méthode du maxi-
mum de vraisemblance (méthode MV) et la méthode des moments 
(méthode M). Ces méthodes fournissent une estimation triviale du paramètre. 
La méthode des moindres carrés (méthode MC) est très peu utilisée. Dans cet 
article nous avons comparé les caractéristiques statistiques (moyenne et 
variance) de deux estimateurs : méthode MV et méthode MC, empiriquement 
par simulation de Monte Carlo, théoriquement après dérivation des exprès-
Comparaison par simulation de Monte Carlo des propriétés de deux estimateurs 47 
sions analytiques de ces caractéristiques statistiques à partir de la statistique 
des rangs. L'étude par simulation de Monte Carlo a montré que pour un 
nombre suffisamment élevé de simulations, l'espérance mathématique des 
deux estimateurs tend vers le vrai paramètre, alors que la variance est plus 
faible quand on utilise la méthode MV. Ce dernier résultat provient de l'effet 
des coefficients de Var(xk) et Cov(xk,x^ du poids relative des termes en 
Cov{xk,x^ dans l'expression analytique de la variance selon l'estimateur. 
LOWERY et NASH, (1970) ont abouti à une conclusion similaire pour la loi de 
Gumbel. 
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