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SOMMAIRE
Le the`me de cette the`se est l’estimation non-parame´trique, en particulier l’e´tude des
performances the´oriques de l’estimation de fonctions de re´gression, une partie importante
d’un des domaines mathe´matiques connue sous le nom de statistique mathe´matique.
Une partie de cette the`se est re´dige´e en anglais, car ce sont des preprints ou des articles
soumis. Les chapitres 1 et 2 sont quant a` eux re´dige´s en franc¸ais. C’est pourquoi nous avons
fait pre´ce´der chaque chapitre d’un court re´sume´ en franc¸ais.
Ce manuscrit est organise´ comme suit :
– Le chapitre 1 est une introduction aux mode`les de re´gression, aux crite`res de perfor-
mance en vigueur et aux me´thodes adaptatives avec se´lection de feneˆtres.
– Dans le chapitre 2, le lecteur peut trouver les principaux re´sultats de cette the`se pour
deux nouveaux types d’estimateurs. Notons qu’un lecteur non-spe´cialiste du domaine
aura recours au chapitre 1 pour sa compre´hension.
Nous proposons aussi quelques perspectives a` ce travail. Notamment, une liste d’une
quinzaine de proble`mes ouverts est donne´e a` la fin de ce chapitre.
– Les chapitres 3 et 4 traitent de l’estimation baye´sienne.
– Le chapitre 5 introduit l’estimateur de Huber et quelques re´sultats sur ses perfor-
mances.
Les re´sultats the´oriques sont accompagne´s d’expe´riences nume´riques. En particulier, on
pourra comparer les estimateurs baye´sien et de Huber avec les estimateurs line´aires.
Les chapitres 3 a` 5 peuvent eˆtre lus inde´pendamment des autres (ce qui est a` l’origine de
quelques re´pe´titions). Il reste ne´anmoins quelques liens (limite´s aux outils probabilistes et
a` des re´sultats techniques communs). Nous avons fait tout notre possible pour uniformiser
nos notations, que nous de´finissons avant le chapitre 3 et qui sont rede´finies ensuite pour
chaque chapitre.
La version e´lectronique de cette the`se (a` te´le´charger sur la page web de l’auteur :
http ://www.latp.univ-mrs.fr/∼chichign/doku.php ?id=acceuil) comprend des liens hyper-
ref qui permettent de se retrouver au chapitre, a` la section, a` la formule ou a` la citation
en un simple clic sur la re´fe´rence. Nous incitons le lecteur a` l’utiliser pour une recherche
M. CHICHIGNOUD
bibliographique ou un re´sultat technique, bien que la version papier reste la plus agre´able a`
lire.
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Chapitre 1
Re´gression Non-Parame´trique
Nous pre´sentons, dans ce chapitre introductif, les mode`les de re´gression non-parame´triques
que nous e´tudions. Nous introduirons l’approche localement parame´trique, le risque mini-
max et la notion d’adaptation. Les estimateurs, utilise´s dans cette the`se, sont pre´sente´s
dans la section 1.3. Une partie importante de l’introduction est consacre´e a` une pre´sentation
de´taille´e de la me´thode dite de Lepski (voir Section 1.5.2).
1.1 Objet de la The`se
Dans cette the`se, nous e´tudions un domaine de la statistique mathe´matique : l’estima-
tion non-parame´trique. Ceci consiste a` estimer des fonctions (objets de dimensions infinies)
a` partir d’observations “bruite´es”. Ce genre d’approche s’est conside´rablement de´veloppe´
ces dernie`res anne´es dans le monde scientifique. L’imagerie (me´dicale ou astronomique),
l’e´tude du ge´nome (puces a` ADN en grande dimension) ou encore les proble`mes inverses
(physique des mate´riaux, tomographie en imagerie me´dicale, etc.) ont recours a` l’estimation
non-parame´trique. Les statistiques ont un attrait particulier du fait qu’elles utilisent des
the´ories mathe´matiques pour mode´liser des proble`mes re´els. En particulier, l’introduction,
de la notion d’ale´a (en anglais : random) dans les observations, permet au statisticien de
construire des me´thodes d’estimation “fiables” en the´orie.
La mode´lisation de proble`me se fait de la manie`re suivante. On dispose d’un nombre n
de donne´es, note´es Y = (Y1, Y2, ..., Yn) ∈ Rn, issues d’une expe´rience re´elle. On mode´lise les
observations en utilisant deux the´ories mathe´matiques, l’analyse fonctionnelle et les proba-
bilite´s. On peut de´composer les observations Y de la fac¸on suivante :
Yi = f(Xi) + “bruit”, i = 1, ..., n, Xi ∈ Rd,
que l’on appele mode`le additif, ou` f est une fonction “re´gulie`re” a` d variables de Rd →
R. Nous supposerons pour toute cette the`se que la fonction f est dans un certain espace
fonctionnel note´ Fβ de dimension infinie ou` β est un parame`tre de re´gularite´.
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On suppose e´galement que nos observations sont de´grade´es par un ale´a inconnu que
nous mode´lisons par une variable ale´atoire comme nous le voyons souvent en statistique
(voir Section 1.2).
A partir de ce mode`le mathe´matique, on veut re´soudre le proble`me suivant : Estimer ou
reconstruire la fonction f a` partir des observations (Y1, Y2, ..., Yn). Pour cela nous de´veloppons
des outils mathe´matiques ade´quats. Dans les mode`les additifs, comme le mode`le gaussien, des
me´thodes d’estimation ont e´te´ largement de´veloppe´es depuis un demi-sie`cle et sont devenus
un outil courant de l’estimation non-parame´trique : estimateurs a` noyau (voir Rosenblatt
[1956], Parzen [1962], Nadaraya [1964], Watson [1964] et Borovkov [1987]) ou plus re´cemment
la de´composition en bases d’ondelettes (Donoho, Johnstone, Kerkyacharian, et Picard [1995]
et Ha¨rdle, Kerkyacharian, Picard, et Tsybakov [1998]).
Il est bien connu que les estimateurs line´aires (par rapport aux observations, voir De´finition
4) ne sont pas robustes (non-sensibles aux valeurs extreˆmes, en anglais outliers). Par exem-
ple, si le bruit est une variable ale´atoire de Cauchy (sans moment d’ordre 1), ces estimateurs
sont inefficaces (Voir Exemple 1.1).
Si les observations admettent un moment d’ordre deux (EY 2 < ∞), on sait, d’apre`s
le the´ore`me central limite, que la moyenne empirique converge (en probabilite´) vers son
espe´rance a` la vitesse 1/
√
n. Ainsi, les estimateurs line´aires ne feront jamais mieux que cette
vitesse. Ce qui implique que les estimateurs line´aires ne sont pas optimaux pour certains
mode`les (voir Exemple 1.1 et Section 1.2).
L’utilisation du phe´nome`ne de Stein [1981] repose sur le fait que le bruit est gaussien. En
effet, Stein [1981] met au e´vidence la contraction de Stein dans le mode`le de suites gaussi-
ennes qui n’est valable seulement si le bruit est gaussien ou sous-gaussien. Bien que l’esti-
mateur de James/Stein soit ”meilleur” que la moyenne empirique, ces proprie`te´s the´oriques
sont valables seulement dans le cas Gaussien.
L’adaptation, en estimation non-parame´trique, est aussi tre`s ”gourmande” en bruit
gaussien, notamment pour l’obtention d’ine´galite´s exponentielles de concentration. Par ex-
emple pour l’estimateur a` noyau, ceci est ne´cessaire (voir Section 1.5).
Exemple 1. Dans le cas parame´trique, on peut trouver des mode`les dans lesquels les
estimateurs line´aires ne sont pas optimaux. Par exemple, si les observations suivent une loi
uniforme continue sur l’intervalle [0, θ], Yi ∼ U[0,θ], i = 1, ..., n, alors la moyenne empirique
note´e Y¯ permet d’estimer θ ≥ 0 avec la vitesse 1/√n,
2Y¯
n−1/2−−−→
n→∞
θ, en probabilite´.
On peut construire un estimateur plus rapide dans ce mode`le,
max
i
Yi
n−1−−−→
n→∞
θ, en probabilite´,
un estimateur non-line´aire qui atteint la vitesse 1/n. Nous e´tudions certains mode`les avec
cette particularite´ dans le cas non-parame´trique et nous de´veloppons un estimateur baye´sien
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non-line´aire. Celui-ci nous permet d’atteindre les vitesses de convergence optimales (Voir
De´finition de l’optimalite´, Section 1.4).
Exemple 2. On regarde maintenant le mode`le de Cauchy, pour lequel, beaucoup d’estima-
teurs ont e´choue´, notamment les estimateurs line´aires. On prend les variables Yi = θ+Ci, i =
1, ..., n avec Ci une variable de Cauchy (De´finition 1.2.4). Il est facile de voir que la moyenne
empirique Y¯ n’est pas convergente. Dans ce cas, on utilise la me´diane empirique Med(Y ) et
sa normalite´ asymptotique (voir par exemple Brown, Cai, et Zhou [2008]). Ainsi, la me´diane
empirique converge vers θ a` la vitesse 1/
√
n,
Med(Y )
n−1/2−−−→
n→∞
θ, en probabilite´.
Pour le cas non-parame´trique, nous proposons un estimateur fonde´ sur cette ide´e que nous
appelons estimateur de Huber.
Nous venons de pre´senter deux exemples ou` les estimateurs line´aires ne sont pas efficaces
(voir inutilisables). Ces remarques motivent le travail de cette the`se avec l’introduction de
nouveaux estimateurs non-line´aires.
Dans cette the`se, nous de´veloppons de nouveaux estimateurs localement parame´triques
capables (sous certaines conditions) de s’adapter aux diffe´rents bruits (gaussien, Cauchy,
etc.) et a` la forme du mode`le (additif ou multiplicatif). Ainsi, nous pre´sentons deux types
d’estimateurs : estimateur baye´sien et estimateur de Huber. Nous montrons que pour diffe´rents
mode`les de re´gression, ces estimateurs sont optimaux au sens minimax (De´finition 8) sur les
espaces de Ho¨lder isotropes (De´finition 1).
La notion d’adaptation, introduite depuis une vingtaine d’anne´es, est un point incon-
tournable en estimation non-parame´trique (Stone [1982] et Efromovich et Pinsker [1984]).
Nous proposons plusieurs proce´dures adaptatives reposant sur la me´thode dite de Lepski
pour le choix de la feneˆtre. Ces proce´dures permettent aux estimateurs conside´re´s d’attein-
dre des vitesses de convergences adaptatives optimales en un certain sens (voir Section 4.3).
L’utilisation de la me´thode dite de Lepski est fre´quente dans cette the`se. De ce fait, nous
pre´sentons dans ce chapitre, l’ide´e de la me´thode ainsi que les conditions suffisantes a` la
mise en oeuvre de la proce´dure.
L’inte´reˆt de l’estimation de´passe largement le cadre pratique et algorithmique. Il y a
un vrai inte´reˆt a` de´velopper des proce´dures qui sont optimales en the´orie et de pouvoir les
utiliser dans diffe´rents domaines d’applications. Ainsi, les performances the´oriques de nos
estimateurs adaptatifs reposent sur le controˆle des grandes de´viations. Ce controˆle peut eˆtre
obtenu par des ine´galite´s de type ine´galite´s de concentration pour les processus empiriques
qui ont e´te´ tre`s de´veloppe´es, entre autres par Talagrand [1995,1996a,1996b], Ledoux [1997],
Birge´ et Massart [1998],
Massart [2000, 2007], Bousquet [2002], Boucheron, Bousquet, et Lugosi [2004], Golubev et
Spokoiny [2009] et Goldenshluger et Lepski [2009b], du fait de leur ne´cessite´.
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1.2 Mode`les de Re´gression et Espaces Fonctionnels
Dans cette section, nous pre´sentons les espaces fonctionnels utilise´s (espaces de Ho¨lder),
ainsi que les diffe´rents mode`les de re´gression e´tudie´s dans cette the`se. Dans un premier
temps, nous parlerons du mode`le de re´gression ge´ne´rale , et diffe´rents exemples de celui-ci,
comme la re´gression additive avec densite´ inconnue, la re´gression gaussienne, la re´gression α
et la re´gression avec bruit multiplicatif uniforme. Un rapide survol est donne´ sur les mode`les
des statistiques non-parame´triques en fin de section.
1.2.1 Espaces de Ho¨lder Isotropes
Tout au long de ce manuscrit, nous travaillerons exclusivement avec les espaces de Ho¨lder
isotropes, i.e. la fonction de re´gression inconnue est suppose´e a` plusieurs variables avec la
meˆme re´gularite´ ho¨lderienne dans chaque direction (par rapport a` chaque variable).
Pour tout (p1, ..., pd) ∈ Nd nous notons ~p = (p1, ..., pd) et |~p| = p1 + ...+ pd.
De´finition 1. Soient β > 0, L > 0, M > 0, d ∈ N∗ et bβc le plus grand entier strictement
infe´rieur a` β. La classe de Ho¨lder isotrope Hd(β, L,M) est l’ensemble des fonctions f :
[0, 1]d → R ayant sur [0, 1]d toutes ses de´rive´es d’ordre bβc et telles que ∀x, y ∈ [0, 1]d
bβc∑
m=0
∑
|~p|=m
sup
x∈[0,1]d
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd
∣∣∣∣ ≤ M,
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd − ∂
|~p|f(y)
∂yp11 · · · ∂ypdd
∣∣∣∣ ≤ L‖x− y‖β−bβc1 , ∀ ∣∣~p∣∣ = bβc.
La the´orie Minimax repose essentiellement sur le fait que la fonction a` estimer est dans un
espace fonctionnnel, ici Hd(β, L,M). Les re´sultats minimax pre´sente´s dans la suite peuvent
eˆtre e´tendus aux espaces anisotropes. Mais nous verrons dans la section 2.4 que les me´thodes
adaptatives ne sont pas conc¸ues pour les espaces anisotropes dans le cas ou` l’estimateur est
non-line´aire.
Pour e´tudier les mode`les de re´gression inhomoge`ne de Poisson et de re´gression mul-
tiplicative uniforme, une contrainte supple´mentaire doit eˆtre rajoute´e sur le support de
f ∈ Hd(β, L,M,A) ou`
Hd(β, L,M,A) =
{
f ∈ Hd(β, L,M) : inf
x∈[0,1]d
f(x) ≥ A
}
, A > 0.
Remarque 1. Cette hypothe`se est suffisante pour l’utilisation de l’estimateur baye´sien pour
les re´gressions inhomoge`ne de Poisson et multiplicative uniforme, celle-ci est purement
the´orique (ne´cessaire) et n’est pas justifie´e en pratique. Si on prend la re´gression multi-
plicative uniforme (de´finie dans la section 1.2.7), et si f admet des points de nullite´, alors
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Yi = 0. Avec cette observation, il est difficile de dire si cela est duˆ a` la fonction ou au bruit
(qui a une probabilite´ non-ne´gligeable d’eˆtre proche de 0). Pour la re´gression inhomoge`ne de
Poisson, le parame`tre de la loi de Poisson est toujours positif. Ainsi en pratique, on prendra
A proche de 0 pour minimiser cette restriction. Sans cette restriction, le proble`me est ouvert.
La classe des fonctions de Ho¨lder est incluse dans les espaces de Besov qui sont souvent
utilise´s dans l’approche maxiset ou avec les estimateurs par ondelettes (Autin [2004]). Nous
donnons la de´finition de ces espaces ci-dessous.
Les espaces de Besov Multidimensionnels. Nous rappelons la de´finition des espaces
de Besov pour les fonctions unidimensionnelles et quelques inclusions avec les espaces de
Ho¨lder et Sobolev. On de´finit les espaces de Besov, dans le cas de fonctions de [0, 1]d dans
R. Il faut pour cela carate´riser le module de continuite´ d’une fonction f de Lp
(
[0, 1]d
)
. Pour
tout x dans [0, 1]d, notons ∆hf(x) = f(x− h)− f(x), et pour tout entier u, on note l’ite´re´e
∆uhf = ∆h ◦ · · · ◦ ∆hf . On de´finit alors le ue module de continuite´ pour la norme p (avec
p ∈ [1,∞]) et pour tout t > 0 de la manie`re suivante
ωp(f, t) = sup
‖h‖2≤t
(∫
Ju,h
|∆uhf(x)|pdx
)1/p
,
ou` Ju,h = {x ∈ [0, 1]d, x+ uh ∈ [0, 1]d} et ‖.‖2 est la norme `2 sur Rd.
De´finition 2. Soient p ∈ [1,∞], q ∈ [1,∞], s ∈]0,∞[ et u = dse (ou` dse est le plus petit
entier strictement plus grand que s). On dit qu’une fonction f appartenant a` Lp
(
[0, 1]d
)
est
dans l’espace de Besov Bsp,q
(
[0, 1]d
)
, quand γspq(f) <∞ ou`
γspq(f) =

∫ ∞
0
(
t−sωp(f, t)
)q dt
t
, si 1 ≤ q <∞ ,
sup
t
|t−sωp(f, t)|, si q =∞ .
On note Bsp,q(L) une boule de Besov de rayon L, munie de la norme :
‖f‖J sp,q = ‖f‖p + γspq(f).
Les espaces de Besov constituent une tre`s grande famille de fonctions. En particulier,
rappelons que l’espace de Sobolev Ss correspond pre´cise´ment a` l’espace Bs2,2 et l’espace de
Ho¨lder Hd(s, L) (avec 0 < s /∈ N) a` l’espace Bs∞,∞(L) ou` L est le rayon de la boule de Besov.
Ces espaces sont tre`s utilise´s dans l’approche par ondelettes. En effet, il est possible de
de´finir les espaces de Besov a` partir des coefficients dans la base d’ondelettes (voir Ha¨rdle,
Kerkyacharian, Picard, et Tsybakov [1998]). Pour plus de de´tails sur ces espaces, on se
re´fe´rera aux travaux de Bergh et Lo¨fstro¨m [1976], Peetre [1976], Meyer [1992] ou DeVore et
Lorentz [1993].
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1.2.2 Re´gression Ge´ne´rale
Dans notre mode`le, on observe les couples de variables ale´atoires inde´pendantes (X1, Y1)
, ..., (Xn, Yn) note´es
(1.2.1) Zn =
(
Xi, Yi
)
i=1,...,n
,
ou`Xi est un vecteur dit de variables explicatives (appele´ design) qui de´termine la distribution
de l’observation Yi. Le vecteur Xi ∈ [0, 1]d de dimension d peut eˆtre vu comme une variable
temporelle ou spatiale et Yi ∈ R l’observation au point Xi. Notre mode`le suppose que les
valeurs Xi peuvent eˆtre ale´atoires ou fixe´es et que la distribution de chaque Yi est de´termine´e
par un parame`tre fi qui peut de´pendre de la position Xi, fi = f(Xi). Dans beaucoup
de cas, la parame´trisation naturelle est choisie de la fac¸on suivante fi = E
(
Yi|Xi
)
(E est
l’espe´rance mathe´matique). On note g(., fi) la densite´ sur R de l’observation Yi par rapport
a` la mesure de Lebesgue. Pour la re´gression additive, nous conside`rerons le design ale´atoire
de loi uniforme sur [0, 1]d. Le proble`me d’estimation est de reconstruire la fonction f en tout
point y. Ce mode`le que nous appelons Re´gression ge´ne´rale, sera traite´ dans le Chapitre 3.
Un estimateur dit baye´sien est construit pour ce mode`le tre`s ge´ne´ral. Nous verrons que
sous certaines conditions (voir hypothe`ses 3), cet estimateur atteint les vitesses de conver-
gence adaptatives optimales. Dans cette the`se, cette approche introduite par Has’minskii et
Ibragimov [1981], pour l’estimation parame´trique, est ge´ne´ralise´e a` l’adaptation. Certains
mode`les, ou` la densite´ g des observations est discontinue, sont e´tudie´s.
1.2.3 Re´gression Additive
Dans ce mode`le, on observe les couples de variables ale´atoires inde´pendantes (Xi, Yi)i
qui ve´rifient l’e´quation :
(1.2.2) Yi = f(Xi) + ξi, i = 1, ..., n,
ou` le bruit est une variable ale´atoire de densite´ gξ(.). Xi est le design ale´atoire de loi uniforme
sur [0, 1]d et Xi est inde´pendant de ξi. La fonction de re´gression f est suppose´e appartenir
a` une boule de Ho¨lder Hd(β, L,M). Nous supposerons ve´rifie´es les hypothe`ses suivantes :
Hypothe`ses 1.
1. gξ est paire,
2. gξ(0) ≥ A > 0,
3. gξ est continue en 0.
Remarque 2. La syme´trie du bruit (hypothe`se 1.1) est une supposition assez faible. En
ge´ne´ral, on suppose que les effets du bruit sont les meˆmes a` gauche et a` droite de la me´diane
qui vaut 0. Notons qu’un grand nombre de densite´s, utilise´es dans cette the`se, ve´rifient cette
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hypothe`se. Les deux autres hypothe`ses sont ne´cessaires pour controˆler les grandes de´viations
de l’estimateur de Huber (voir Chapitre 5). Elles permettent aussi de ve´rifier l’assertion
suivante. Avec ces hypothe`ses, on peut voir que ξ admet une me´diane the´orique unique e´gale
a` 0, i.e. 0 est unique solution de l’e´quation P(ξ < x) = 1/2. Noter qu’il existe de nombreux
mode`les classiques ve´rifiant ces hypothe`ses (Re´gressions gaussienne, de Cauchy et α). On
peut remarquer que la re´gression additive est un cas particulier de la re´gression ge´ne´rale. En
effet, il suffit de prendre g
(
., f(Xi)
)
= gξ(.− f(Xi)).
L’e´tude de ce mode`le ne´cessite la construction d’un estimateur fonde´ sur l’ide´e de la
me´diane (estimateur de Huber, voir Chapitre 5). En particulier, nous de´veloppons une
proce´dure adaptative dans le cas ou` la re´gularite´ de la fonction cible est inconnue.
Hall et Jones [1990] ont utilise´ une me´thode de Validation croise´e (voir Tsybakov [2008])
sur une famille d’estimateurs robustes pour obtenir des re´sultats adaptatifs avec le risque
L2. Peu apre`s, Ha¨rdle et Tsybakov [1992] ont e´tandu ce re´sultat, avec une me´thode de Plug-
in (introduit par Woodroofe [1970]), pour des fonctions de contrast plus ge´ne´rales, avec un
choix ale´atoire local de la feneˆtre, mais seulement des re´suultats de normalite´ asymptotique
sont donne´s.
L’adaptation dans la re´gression additive a fait l’objet d’un autre travail. En effet, Brown,
Cai, et Zhou [2008] utilisent la normalite´ asymptotique de la me´diane pour approximer ce
mode`le par le mode`le gaussien avec une me´thode de me´diane par blocs. Une e´tape in-
terme´diaire est de projeter les nouvelles observations dans une base d’ondelettes. Ensuite,
la me´thode de Stein par blocs (voir Cai [1999]) est utilise´e pour l’adaptation en estimation
globale. En revanche, cette approche ne´cessite des hypothe`ses plus fortes que les hypothe`ses
1 qui sont suffisantes pour l’utilisation de l’estimateur de Huber.
Plus re´cemment, Reiss, Rozenholc, et Cuenod [2009] utilise la me´thode de Lepski pour
de´velopper un estimateur de Huber adaptatif dans le mode`le additif. Les re´sultats obtenus
sont pour l’estimation ponctuelle mais pour les fonctions localement constante (i.e. β ≤ 1).
Dans la suite, nous pre´sentons plusieurs cas particuliers ou` les estimateurs baye´sien et de
Huber peuvent eˆtre utilise´s. En effet nous ve´rifions dans le cas de la re´gression gaussienne,
si nos estimateurs sont applicables. Pour le bruit de Cauchy, l’estimateur de Huber est
tout de´signe´ pour estimer la fonction de re´gression (voir Chapitre 5). Nous pre´sentons des
mode`les peu connus dans la litte´rature (voir Re´gressions α et multiplicative uniforme). Nous
utilisons l’estimateur baye´sien dans le cadre du mode`le inhomoge`ne de Poisson (tre`s utilise´
en imagerie, voir notamment Polzehl et Spokoiny [2006] et Katkovnik et Spokoiny [2008]).
Ici la vitesse de convergence est la meˆme que pour le mode`le gaussien (qui peut eˆtre obtenu
avec un estimateur line´aire). Les re´gressions, dites α et multiplicative uniforme, sont de tre`s
bons exemples dans lesquels la vitesse de convergence devient meilleure que la vitesse des
estimateurs line´aires. Pour plus de de´tails, voir Section 2.1.4.
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1.2.4 Re´gression Gaussienne et de Cauchy
Les re´gressions gaussienne ou de Cauchy sont des cas particuliers de la re´gression additive
ou` la densite´ gξ(.) prend respectivement les formes suivantes
Densite´ gaussienne : gξ(x) =
(
2piσ2
)−1/2
exp
{
− x
2
2σ2
}
, σ > 0,
Densite´ de Cauchy : gξ(x) =
1
pi
a
a2 + x2
, a > 0.
(a) Fonction de re´gression. (b) Re´gression Gaussienne (c) Re´gression de Cauchy.
Figure 1.1 – Observations dans les re´gressions gaussiennes et de cauchy.
Ne´anmoins, elles suscitent un inte´reˆt particulier. En effet le bruit gaussien est utilise´ de
fac¸on syste´matique dans le domaine des statistiques et le bruit de Cauchy est une variable
ale´atoire sans moment d’ordre 1. Pour le bruit gaussien, on peut trouver une multitude
d’articles qui l’e´tudient. Citons deux livres de Nemirovski [2000] et Tsybakov [2008] pour
une introduction a` ce mode`le et aux me´thodes classiques d’estimation non-parame´trique.
Nous introduisons ce mode`le standard pour ve´rifier que les estimateurs de´veloppe´s dans
cette the`se fonctionnent correctement dans ce mode`le classique (voir Chapitres 3 et 5).
L’estimateur de Huber est particulie`rement bien adapte´ aux bruits dont les densite´s sont
a` queues lourdes (par exemple bruit de Cauchy, voir Chapitre 5). On peut constater une
diffe´rence notable, entre les bruits gaussien et de Cauchy, dans la figure 1.1. En effet pour le
bruit de Cauchy, on constate un nombre plus important de valeurs extreˆmes. Ceci explique
l’inefficacite´ des estimateurs line´aires pour ce bruit.
1.2.5 Re´gression Inhomoge`ne de Poisson
Conside´rons la re´gression ge´ne´rale, cette fois avec la particularite´ que les observations
sont discre`tes Yi ∈ N. Nous supposons que Yi suit une loi de Poisson de parame`tre f(Xi)
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(Yi ∼ P
(
f(Xi)
)
). On e´crit la densite´
g(k, f(Xi)) = Pf (Yi = k) =
[
f(Xi)
]k
k!
exp
{− f(Xi)}, k ∈ N, f ∈ Hd(β, L,M,A).
Les points du design (Xi)i∈1,...,n sont de´terministes et sans perte de ge´ne´ralite´ nous supposons
qu’ils sont re´partis de manie`re uniforme sur la grille suivante :
(1.2.3) Xi ∈
{
1/n1/d, 2/n1/d, . . . , 1
}d
, i = 1, . . . , n.
Remarquons la restriction de f a` l’espace Hd(β, L,M,A), cette restriction (f = A) est
retrouve´e dans la re´gression multiplicative uniforme. Ce mode`le est tre`s utilise´ en imagerie,
en particulier pour mode´liser la photome´trie des appareils photo nume´rique. On le trouve
aussi en tomographie, il mode´lise la re´sonance magne´tique des positons utilise´e pour obtenir
des IRM d’une ou plusieurs parties du corps humain.
Les travaux de Anscombe [1948] permettent de passer approximativement de la re´gression
de Poisson a` la gaussienne par une transformation des observations par la fonction x →
2
√
x+ 3/8. Dans la figure 1.2, nous donnons des exemples de densite´s de Poisson et un
e´chantillon d’observations simule´ a` partir d’une fonction de re´gression.
(a) Densite´s d’une loi de Poisson de parame`tre t. (b) Observations de Poisson.
Figure 1.2 – Densite´ de la loi de Poisson de parame`tre t > 0 et observations.
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Image Originale. Bruit de Poisson. Bruit Gaussien.
Figure 1.3 – Illustration d’images issues d’observations de Poisson (zoomer sur la version
nume´rique).
1.2.6 Re´gression α
Le mode`le de re´gression α est le suivant
(1.2.4) Yi = f(Xi) + i, i = 1, ..., n,
ou` i a pour densite´ gα(x) = C(α) exp {−|x|α} avec 0 < α < 1/2. C(α) est une constante
choisie pour que gα soit bien une densite´. Ici le design Xi est choisi comme dans (1.2.3)
et f ∈ Hd(β, L,M). La particularite´ de ce mode`le est que pour α < 1/2 la vitesse de
convergence change en fonction de α (voir Chapitre 3).
La figure 1.4 pre´sente les observations de ce mode`le pour α = 1/4. On constate qu’il y a
un tre`s grand nombre d’observations e´loigne´es de la fonction de re´gression f . Mais un petit
nombre est tre`s proche de f (a` comparer avec la figure 1.1), cela nous donne une information
tre`s pre´cieuse qui peut se ve´rifier en the´orie a` travers de meilleures vitesses de convergence.
En effet, nous verrons que l’estimateur baye´sien est plus rapide (au sens des vitesses de
convergence) que les estimateurs line´aires (voir Sections 2.1 et 3.4.3).
Nous donnons la figure 1.5 pour illustrer ce comportement. En effet, la queue de dis-
tribution ne joue pas un roˆle majeur entre les densite´s. Le comportement de la densite´, a`
mettre en avant, est la concentration du bruit au voisinage de 0. Le voisinage de la gaussi-
enne (on parle de l’intervalle [−3, 3]) est assez large, tandis que le voisinage de gα est plus
concentre´ autour de 0 (on constate un pic en 0 de la fonction gα). Donc bien que la queue
de distribution gaussienne soit la plus faible, le comportement autour de 0, handicape cette
loi. Nous avons aussi fait apparaˆıtre la loi de Cauchy qui a le meˆme comportement que la
gaussienne au voisinage de 0, mais une queue de distribution lourde.
Dans la figure 1.5, nous avons choisi les parame`tres de chaque densite´, pour que toutes
soient e´gales a` 1 au point 0. Ceci est utilise´ comme crite`re de comparaison de la dispersion
(ou la variance, mais n’existe pas pour la loi de Cauchy) de chaque densite´.
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(a) Re´gression Gaussienne. (b) Re´gression α.
Figure 1.4 – Comparaison entre des observations gaussiennes et des observations issues de
la re´gression α pour α = 1/4.
Figure 1.5 – Densite´s gaussienne, de Cauchy et α, α = 1/4
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1.2.7 Re´gression Multiplicative Uniforme
Soit l’expe´rience statistique ge´ne´re´e par les observations Zn = (Xi, Yi)i=1,...n, n ∈ N∗, ou`
(Xi, Yi) satisfont a` l’e´quation
(1.2.5) Yi = f(Xi)× Ui, i = 1, . . . , n,
ou` f ∈ Hd(β, L,M,A). Les variables ale´atoires (Ui)i∈1,...,n sont suppose´es inde´pendantes et
uniforme´ment distribue´es sur [0, 1]. Le design Xi est choisi comme dans (1.2.3). Ce mode`le
est e´tudie´ dans le chapitre 4 pour lequel on utilise l’estimateur baye´sien pour estimer la
fonction de re´gression. Ce type de mode`le peut eˆtre utilise´ dans le cadre des mode`les de
frontie`re de´veloppe´s par Simar et Wilson [2000]. Outre le cadre pratique, il est inte´ressant
de voir que les estimateurs line´aires sont inefficaces dans ce mode`le (voir Section 2).
Nous verrons que pour ce mode`le, la vitesse de convergence minimax est tre`s rapide. Elle
est meilleure que toutes celles des mode`les pre´ce´dents. Visuellement, on peut le constater
a` l’aide de la figure 1.6. En effet, toutes les observations sont en dessous de la fonction de
re´gression f . Et on voit distinctement apparaˆıtre la fonction cible, en regardant le maximum
par morceaux des observations. L’estimateur baye´sien sera, dans ce mode`le, beaucoup plus
rapide que les estimateurs line´aires (Voir Sections 2.1 et 3.4.4).
Figure 1.6 – Observations d’une fonction bruite´e avec un bruit multiplicatif uniforme.
24
M. CHICHIGNOUD1.2. MODE`LES DE RE´GRESSION ET ESPACES FONCTIONNELS
Autres Mode`les. On peut citer d’autres mode`les des statistiques non-parame´triques : le
mode`le du bruit blanc et les proble`mes inverses. Le mode`le de bruit blanc gaussien est de´fini
par l’e´quation diffe´rentielle stochastique :
dYt = f(t)dt+
σ√
n
dWt, t ∈ Rd,
ou` f est la fonction a` estimer a` partir des observations (Yt)t∈Rd , Wt est un champ Brownien
sur Rd (Processus de Wiener), σ > 0 et n ∈ N∗. Le mode`le de bruit blanc gaussien joue
un roˆle important en Statistiques (voir Has’minskii et Ibragimov [1981]). L’avantage de ce
mode`le est qu’il est simple a` utiliser et qu’il approche d’autres mode`les statistiques, en
particulier la re´gression gaussienne (Brown et Low [1996] et Nussbaum [1996]).
Pour ce mode`le, les estimateurs a` noyau sont utilise´s pour l’adaptation (voir les travaux
les plus re´cents de Kerkyacharian, Lepski, et Picard [2001], Klutchnikoff [2005], Goldensh-
luger et Lepski [2008], Goldenshluger et Lepski [2009a]).
Les proble`mes inverses sont le re´sultat de l’e´quation suivante :
dYt = Af(t)dt+
σ√
n
dWt, t ∈ Rd,
ou` A est un ope´rateur line´aire de´fini sur un espace fonctionnel. L’heuristique de ce mode`le
est que l’on observe indirectement la fonction cible, a` travers une transformation de celle-
ci, par l’ope´rateur A connu mais pas force´ment inversible. Les proble`mes inverses sont tre`s
connus pour leurs applications en pratique (e´quation de la chaleur, tomographie aux rayons
X, etc.). Depuis ces dix dernie`res anne´es, de nombreuses me´thodes ont e´te´ de´veloppe´es pour
l’estimation adaptative de la fonction f (voir par exemple Cavalier et Tsybakov [2002] et
Cavalier, Golubev, Picard, et Tsybakov [2002]). Par exemple, la me´thode de Stein par blocs
est fre´quemment utilise´e. Le mode`le est projete´ dans une base et on obtient le mode`le de
suite gaussienne. On observe alors les coefficients de la fonction f , multiplie´s par les valeurs
singulie`res de l’ope´rateur A, auxquels on ajoute un bruit gaussien. Une autre me´thode,
de´veloppe´e pour les proble`mes inverses tre`s mal pose´s (l’ope´rateur A n’est pas inversible),
est appele´e enveloppe du risque et introduite par Cavalier et Golubev [2006], Cavalier [2008]
et Marteau [2009].
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1.3 Approche Localement Parame´trique
Dans cette section, nous pre´sentons l’approche localement parame´trique (en anglais : local
parametric fitting). Plus pre´cisemment, nous traitons l’approche polynomiale locale qui nous
permet d’approximer localement la fonction f par un polynoˆme note´ fθ lui-meˆme inconnu.
Ensuite, nous proposons deux estimateurs permettant d’estimer les coefficients du polynoˆme
d’approximation fθ. Cette technique est appele´e Me´thode des polynoˆmes locaux, elle a e´te´
utilise´e pour la premie`re fois par Katkovnik [1985] (pour plus de de´tails voir Tsybakov
[2008]). Notons que, en pratique, le degre´ du polynoˆme d’approximation est choisi assez
petit (degre´ = 0, 1 ou encore 2), ceci est duˆ au temps de calculs qui est exponentiellement
grand par rapport au nombre de coefficients a` estimer.
L’approche localement parame´trique ne s’arreˆte pas qu’aux polynoˆmes. On peut imag-
iner approximer la fonction f par tout autre objet parame´trique. Par exemple, on peut
de´composer f dans une base orthogonale ou` l’on ne gardera qu’un nombre fini de coeffi-
cients.
Me´thode des Polynoˆmes Locaux. On se place dans le mode`le de re´gression ge´ne´rale
de´fini dans (1.2.1). Soit f ∈ Hd(β, L,M) avec L,M > 0 et β ∈ [0, b[ ou` b ∈ N∗ peut eˆtre
choisi arbitrairement grand (b est la re´gularite´ maximale des fonctions que l’on e´tudie). Soit
(1.3.1) Vh(y) =
{
Xi ∈
d⊗
j=1
[
yj − h/2, yj + h/2
] ∩ [0, 1]d} ,
un voisinage de y tel que Vh(y) ⊆ [0, 1]d, ou` est h ∈ (0, 1) un scalaire donne´. Soit
(1.3.2) Db =
b∑
m=0
(
m+ d− 1
d− 1
)
.
Soit K(z), ∀z ∈ Rd le vecteur de dimension Db des polynoˆmes du type suivant :
K>(z) =
(
d∏
j=1
z
pj
j , (p1, . . . , pd) ∈ Nd : 0 ≤ p1 + · · ·+ pd ≤ b
)
,
ou` le signe > repre´sente la fonction tranposition. Ensuite, pour tout t ∈ RDb , ou` t> =(
tp1,....,pd , (p1, . . . , pd) ∈ Nd : 0 ≤ p1 + · · ·+ pd ≤ b
)
, on de´finit le polynoˆme local
ft(x) = t
>K
(
x− y
h
)
IVh(y)(x), x ∈ [0, 1]d,(1.3.3)
ou` I est la fonction indicatrice. Notons que ft(y) = t0,...,0. Introduisons l’ensemble des coef-
ficients
Θ
(
M
)
=
{
t ∈ RDb : ‖t‖1 ≤M
} ⊂ RDb ,(1.3.4)
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ou` ‖.‖1 est la norme `1 sur RDb . Remarquons que pour tout f ∈ Hd(β, L,M)
∃θ = θ(f, y, h) ∈ Θ(M) : sup
x∈Vh(y)
∣∣f(x)− fθ(x)∣∣ ≤ Ldhβ.
Figure 1.7 – Illustration d’une approximation locale d’une fonction (ligne) par une droite
ou un polynoˆme d’ordre 1 (pointille´)).
Le polynoˆme local fθ peut eˆtre vu comme une approximation localement parame´trique
de la fonction de re´gression f sur le voisinage Vy(h). Par exemple, on peut choisir pour fθ
le polynoˆme de Taylor de la fonction f au point y (voir Figure 1.7).
Comme nous l’avons pre´cise´ en de´but de chapitre, la restriction aux polynoˆmes locaux
n’est pas ne´cessaire, si l’on trouve un autre objet parame´trique capable d’approcher la fonc-
tion cible (par exemple, une de´composition en base d’ondelettes a` coefficients finis).
L’ide´e principale est que si h est choisi suffisament petit, les observations originales (1.2.1)
sont bien approxime´es par le mode`le parame´trique Yi de densite´ g(., fθ(Xi)) dans lequel, sous
certaines conditions sur g(.), les estimateurs de Huber et baye´sien sont optimaux au sens des
vitesses de convergences. Dans la suite nous pre´sentons les estimateurs qui nous permettent
d’estimer θ, en rappelant pour commencer, la de´finition d’un estimateur.
De´finition 3. On dit que f˜ est un estimateur si f˜(.) = f˜
(
.,Zn
)
est une fonction mesurable
des observations.
De´finition 4. On dit que f˜ est un estimateur line´aire si il existe K : [0, 1]d × [0, 1]d → R
telle que :
f˜(y) =
d∑
i=1
K
(
Xi, y
)
Yi, ∀f ∈ Hd(β, L), ∀y ∈ [0, 1]d.
On peut trouver cette de´finition dans les notes de Nemirovski [2000].
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De´finition 5. On appelle fθˆ estimateur par polynoˆmes locaux si θˆ est solution du proble`me
de minimisation suivant :
min
t∈Θ(M)
`
(Zn, ft),
ou` `(., .) est un crite`re a` choisir.
Dans cette the`se, on rencontre les crite`res baye´sien, des moindres carre´s, des valeurs
absolues et de Huber (voir ci-dessous).
1.3.1 Estimateur Baye´sien
Conside´rons, dans cette section, le mode`le de re´gression ge´ne´rale de´finie dans la section
1.2.2 et soit Ef = Enf l’espe´rance mathe´matique par rapport a` la loi de probabilite´ Pf = Pnf
des observations Zn. De´finissons la pseudo vraisemblance
Lh (t,Zn) =
∏
Xi∈Vh(y)
g
(
Yi, ft(Xi)
)
, t ∈ Θ(M),(1.3.5)
et le crite`re baye´sien
(1.3.6) pih(t) =
∫
Θ(M)
‖t− u‖1
[
Lh
(
u,Zn
)]1/m
du, t ∈ Θ(M).
ou` m est une constante positive choisie dans la suite (voir Hypothe`ses 1, Chapitre 3).
Soit θˆ(h) la solution du proble`me de minimisation suivant :
(1.3.7) θˆ(h) = arg min
t∈Θ(M)
pih(t),
ou` ‖.‖1 est la norme `1 sur RDb . L’estimateur localement baye´sien fˆh(y) de f(y) est de´fini
maintenant comme fˆh(y) = θˆ0,...,0(h).
Nous constatons que la vraisemblance joue le roˆle de la loi a priori sur le parame`tre a`
estimer. Il est possible de rajouter un autre a priori sur le parame`tre. En effet, on a l’habitude
de voir (Has’minskii et Ibragimov [1981]) un crite`re de la forme
∫ ‖t−u‖1Lh(u)q(u)du ou` q(.)
est une densite´ sur Θ(M) (dans notre cas q(.) ≡ 1). Dans l’approche baye´sienne, le but est
de choisir de fac¸on optimale cette densite´. Ici, nous nous inte´ressons seulement au proble`me
d’optimalite´ des vitesses de convergence. On remarque aussi que la vraisemblance est e´leve´e
a` la puissance 1/m (m est a` choisir). C’est une nouvelle fac¸on de conside´rer l’estimateur de
type baye´sien, traditionnellement m = 1. Le choix de m permet d’affaiblir les hypothe`ses
sur la densite´ g(.) et d’avoir une meilleure compre´hension de la de´monstration. Dans le
chapitre 4 nous prenons m = 1, en revanche dans le chapitre 3 nous conside´rons m a` choisir
(par exemple m = 2 pour la re´gression gaussienne). Le chapitre 4 est un cas particulier du
chapitre 3 du point de vue des mode`les, mais les de´monstrations sont plus complexes dans
le chapitre 4 car m = 1 est mal ajuste´.
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Le choix de la fonction de perte, ici la norme `1, n’est pas restrictif. Ceci nous permet
d’ame´liorer les constantes de majoration du risque. On peut prendre notamment la norme
`2 qui permet de donner une forme explicite de θˆ pour l’estimation parame´trique unidimen-
sionnelle (Has’minskii et Ibragimov [1981]) :
θˆ(h) =
∫
Θ(M)
u
[
Lh
(
u,Zn
)]1/m
du∫
Θ(M)
[
Lh
(
v,Zn
)]1/m
dv
.
Cet estimateur est aussi connu sous le nom d’estimateur de Pitman (voir Has’minskii et
Ibragimov [1981]). Cette version de l’estimateur baye´sien donne un estimateur line´aire pour
la re´gression gaussienne. Mais cela ne de´pend pas de la norme `2 utilise´e ici. En effet la
forme de l’estimateur baye´sien de´pend directement de la densite´ g(., .) des observations
et non de la fonction de perte utilise´e pour sa construction. Notons que cette me´thode est
similaire a` une approche localement parame´trique e´tablie a` partir d’estimateurs du maximum
de vraisemblance re´cemment de´veloppe´s par Polzehl et Spokoiny [2006] et Katkovnik et
Spokoiny [2008] pour les mode`les statistiques re´guliers.
Le principal avantage de ce nouvel estimateur baye´sien, est qu’il atteint la vitesse de con-
vergence optimale du mode`le. Par exemple, pour les re´gressions gaussienne et multiplicative
uniforme, notre estimateur atteint respectivement les vitesses minimax (voir De´finition 8)
n−
β
2β+d et n−
β
β+d sous les hypothe`ses 3. Nous pouvons dire que l’estimateur baye´sien con-
currence (fait mieux ou aussi bien que) les estimateurs line´aires dans certains mode`les (voir
Section 2.1).
Estimateur du Maximum de Vraisemblance
Il est tre`s important de se poser la question suivante : existe-t-il d’autres estimateurs
optimaux comme l’estimateur baye´sien ?
La re´ponse a` cette question est positive. En effet, l’exemple le plus connu est l’estimateur
du maximum de vraisemblance. Cet estimateur concurrence les estimateurs line´aires au
meˆme titre que l’estimateur baye´sien. On peut expliquer ce phe´nome`ne par le fait que ces
deux estimateurs utilisent l’information contenue dans la vraisemblance du mode`le et donc
sont capables d’ame´liorer la vitesse. De´finissons cet estimateur
f˚h(y) = arg max
t∈Θ(M)
Lh (t,Zn)
Dans le cas parame´trique, si l’on conside`re le mode`le Yi ∼ U[0,θ], i = 1, ..., n, l’estimateur du
maximum de vraisemblance correspondant est maxi=1,...,n Yi. Comme cet estimateur est base´
sur le maximum des observations, donc non-line´aire, il est possible d’ame´liorer la vitesse de
convergence. Ainsi, l’estimateur maxi=1,...,n Yi converge vers θ a` la vitesse 1/n contre 1/
√
n
pour les estimateurs line´aires.
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On peut ge´ne´raliser cette approche au cas non-parame´trique en utilisant comme esti-
mateur maxXi∈Vh(y) Yi (estimateur localement constant). Il semble tre`s difficile de pouvoir
ge´ne´raliser cette approche pour un estimateur localement polynoˆmial d’ordre Db quelconque.
Un autre proble`me est qu’il faut supposer une hypothe`se supple´mentaire (par rapport a`
l’estimateur baye´sien) de continuite´ sur la vraisemblance. Has’minskii et Ibragimov [1981]
(voir Chapitre 1, Section 5, The´ore`me 5.1) supposent cette hypothe`se pour l’estimation
parame´trique. Mais jusqu’a` pre´sent, on ne trouve pas dans la litte´rature une extension de
l’estimateur du maximum de vraisemblance local comme nous l’avons fait pour l’estimateur
baye´sien dans le proble`me non-parame´trique.
Polzehl et Spokoiny [2006] utilisent l’estimateur du maximum de vraisemblance dans
les mode`les de famille exponentielles dans le cadre localement parame´trique (fonctions lo-
calement constantes). Les auteurs donnent des re´sultats tre`s ge´ne´raux sur ces mode`les en
supposant l’existence de l’information de Fisher (mode`le re´gulier). Mais les vitesses de con-
vergences ne sont pas ame´liore´es et restent les meˆmes que pour les estimateurs line´aires.
Ainsi, pour la re´gression multiplicative uniforme non-parame´trique, il n’est pas prouve´
que l’on peut utiliser l’estimateur du maximum de vraisemblance et cela semble un objectif
difficile.
Comme on vient de le voir, les raisons de l’utilisation de l’estimateur baye´sien (pre´fe´re´ a`
l’estimateur du maximum de vraisemblance) sont essentiellement techniques.
1.3.2 Estimateur de Huber
On se place, dans cette section, dans le cadre de la re´gression additive avec la densite´ gξ
inconnue definie dans (1.2.2), Nous supposons vraies les hypothe`ses 1 sur la densite´ gξ. Nous
introduisons une variante de l’estimateur de la me´diane, plus commune´ment appele´ estima-
teur de Huber, de´veloppe´ pour l’estimation non-parame´trique par Tsybakov [1982a, 1982b,
1983, 1986] et Ha¨rdle et Tsybakov [1988, 1992]. Ce dernier donne une re`gle de se´lection locale
pour la feneˆtre base´e sur la me´thode Plug-in avec des re´sultats en normalite´ asymptotique.
Un peu plus toˆt Hall et Jones [1990] propose d’utiliser la validation croise´e pour le risque
L2. Plus re´cemment, Reiss, Rozenholc, et Cuenod [2009] ont de´veloppe´ l’adaptation d’es-
timateurs robustes, en particulier le crite`re de Huber mais seulement pour les estimateurs
localement constants. Conside´rons la fonction de Huber,
Q(z) =
z2
2
I|z|≤1 +
(
|z| − 1
2
)
I|z|>1,(1.3.8)
ou` I est la fonction indicatrice.
De´finissons le crite`re de Huber
m˜h(t) = m˜h
(
t,Zn
)
:=
1
nhd
n∑
i=1
Q (Yi − ft(Xi)) I{Xi∈Vh(y)}(1.3.9)
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Fonction Carre´e z2. Fonction Valeur Absolue |z|. Fonction de Huber Q(z).
De´rive´e Carre´e 2z. De´rive´e Valeur Absolue Sign(z). De´rive´e de Huber Q′(z).
Figure 1.8 – Courbes des fonctions carre´, valeur absolue, de Huber et leurs de´rive´es.
On introduit le crite`re de Huber qui allie les proprie´te´s pratiques (robustesse) du crite`re
`1 et les proprie´te´s the´oriques du crite`re `2 (de´rivabilite´). On parle d’estimateur robuste si
l’estimateur en question n’est pas sensible aux valeurs extreˆmes, (voir Rousseeuw et Leroy
[1987] et Huber et Ronchetti [2009]).
Ce crite`re fait partie de la famille des crite`res par polynoˆmes locaux. Par exemple, on peut
utiliser le crite`re `2 appele´e moindres carre´s (Q(z) = z
2, voir Tsybakov [2008], Chapitre 1),
ou bien le crite`re `1 appele´ valeurs absolues (Q(z) = |z|).
Le crite`re `2, qui donne un estimateur fonde´ sur la moyenne, est beaucoup plus sensible
aux valeurs extreˆmes (voir Figure 1.8, la de´rive´e de la fonction carre´e). En pratique, quand
on cherche un estimateur robuste, on utilise le crite`re `1 qui conduit a` une estimateur fonde´
sur la me´diane. Mais en estimation non-parame´trique, cela pose un proble`me car la fonction
valeur absolue n’est pas de´rivable en 0 (voir Figure 1.8). L’avantage de la fonction de Huber
est que sa de´rive´e est continue sur R, tandis que la de´rive´e de la fonction valeur absolue
n’est pas continue en 0 (voir Figure 1.8). On peut voir dans le chapitre 5, que le controˆle des
grandes de´viations (Proposition 7) est de´montre´ a` l’aide d’un argument de chaˆınage, celui-ci
ne´cessite la continuite´ de la de´rive´e de la fonction Q utilise´e dans le crite`re.
Soit θ˘(h) la solution du proble`me de minimisation suivant :
(1.3.10) θ˘(h) = arg min
t∈Θ(M)
m˜h(t).
L’estimateur de Huber local f˘h(y) de f(y) est de´fini comme f˘h(y) = θ˘0,...,0(h).
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La fonction de Huber a e´te´ introduite par Huber [1964,1981] dans l’ide´e de de´velopper
des estimateurs robustes par rapport aux valeurs extreˆmes. Cette ide´e a e´te´ reprise en pra-
tique par Petrus [1999] pour la re´gression gaussienne dans le cadre de la reconstruction
d’images, et par Chang et Guo [2005] dans le mode`le parame´trique gaussien pour l’esti-
mation du positionnement par satellite. Nous proposons dans le chaptire 5 de de´montrer
les performances statistiques de cet estimateur. En outre, nous de´montrons que la vitesse
de convergence atteinte est n−
β
2β+1 pour toute densite´ gξ ve´rifiant les hypothe`ses 1. Tsy-
bakov [1982a] a de´montre´ que cette vitesse est minimax pour le risque en probabilite´ avec
la condition suivante sur gξ.
∃p∗ > 0, v0 > 0 :
∫
R
gξ(u) ln
gξ(u)
gξ(u+ v)
du ≤ p∗v2,
pour tout |v| ≤ v0. Cette condition n’est autre qu’un controˆle de la distance de Kullback entre
les deux probabilite´s (Voir Tsybakov [2008], Chapitre 2). On peut montrer que les densite´s
gaussienne et de cauchy ve´rifient cette condition. Mais par exemple, pour la re´gression α
(α < 1/2), cette condition n’est pas ve´rifie´e.
Un cadre plus ge´ne´ral est de´veloppe´ par Arias-Castro et Donoho [2009] pour les me´dianes
locales ite´re´es, justement ple´biscite´e pour leur capacite´ a` traiter les sauts, et pas uniquement
les zones homoge`nes. Leurs re´sultats sont aussi de type minimax pour des fonctions locale-
ment Lipschitz (dans le cadre unidimensionnel et bidimensionnel). Arias-Castro et Donoho
[2009] montrent que le risque est du meˆme ordre de grandeur pour les me´thodes par moyennes
locales ou par me´dianes locales dans le cadre re´gulier (fonctions globalement lipschitziennes).
En revanche, si la fonction cible est discontinue et si les courbes re´gulie`res sont suffisamment
se´pare´es, ils montrent qu’une double ite´ration de la me´thode par me´dianes locales permet
de diminuer la vitesse du risque par rapport au cas par moyennes ou me´dianes locales. Ce
dernier article motive le fait que le crite`re `1 est plus performant que le crite`re `2, notamment
quand celui-ci e´choue (par exemple, fonctions discontinues ou bruit sans moment).
Notons que la fonction de Huber utilise deux re´gimes, l’un reposant sur le crite`re `1
et l’autre sur le cirte`re `2. En effet, on constate que le crite`re `2 traite les petits re´sidus
(sur l’intervalle [−1, 1]) et le crite`re `1 les re´sidus plus importants notamment les valeurs
extreˆmes. La norme `1 permet d’obtenir un estimateur plus robuste (que les estimateurs
line´aires par exemple). L’utilisation du crite`re `2 au voisinage de 0 implique que la de´rive´e
de la fonction de Huber existe et est C0 en 0. Ce dernier point est ne´cessaire pour controˆler
les grandes de´viations (Proposition 7) de l’estimateur de Huber. Mais, on peut utiliser le
crite`re `2 sur n’importe quel intervalle [−K,K] ou` K est un parame`tre de transition entre
les deux normes. En effet, il est facile d’observer que les re´sultats the´oriques sont ve´rifie´s
pour toute constante K > 0. En pratique le proble`me du choix de cette constante est un
proble`me ouvert.
L’avantage, de cette approche, est que l’on peut estimer la fonction de re´gression dans
le mode`le de re´gression additive avec densite´ inconnue, i.e. l’estimateur de Huber ne de´pend
pas de la densite´ gξ du bruit.
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Dans le chapitre 2 (Section 2.2), nous proposons un estimateur de Huber adaptatif, con-
struit a` l’aide de la me´thode de Lepski. Cette me´thode ne´cessite un nouveau type d’ine´galite´
de concentration de cet estimateur, de´veloppe´ dans le chapitre 5.
1.4 Mesure de l’Erreur
Apre`s avoir de´veloppe´ les me´thodes de construction d’estimateurs, on veut de´sormais
choisir celui qui se sera le plus performant dans un mode`le donne´. Pour cela, il nous faut
introduire des outils mathe´matiques permettant d’e´valuer la performance des estimateurs et
de les comparer pour choisir le meilleur. L’approche minimax est le premier outil de´veloppe´
(voir Stone [1980], Has’minskii et Ibragimov [1981] et Stone [1982]) dans ce sens pour l’esti-
mation non-parame´trique. Pour l’adaptation, nous parlerons d’adaptation au sens minimax
(voir Efromovich et Pinsker [1984], Lepski [1990]). Ces deux notions sont pre´sente´es dans
les sections suivantes et sont utilise´es tout au long de cette the`se. Notons qu’un paragraphe
est consacre´ a` l’approche oracle et aux ine´galite´s oracle.
1.4.1 Approche Minimax Ponctuelle
Pour mesurer les performances des proce´dures d’estimation sur l’espace Hd(β, L,M), on
utilise l’approche minimax. Fixons les parame`tres de l’espace β, L, M > 0.
Rappelons que Ef = Enf est l’espe´rance mathe´matique par rapport a` la loi de proba-
bilite´ Pf = Pnf des observations Zn satisfaisant le mode`le de re´gression ge´ne´rale (1.2.2).
Premie`rement nous de´finissons le risque maximal sur Hd(β, L,M) correspondant a` l’esti-
mation de la fonction f en un point donne´ y ∈ [0, 1]d. On parlera d’estimation ponctuelle.
Deuxie`mement, on de´finit le risque minimax, et enfin les notions, de vitesse de convergence
minimax et estimateurs minimax, sont donne´es.
Soit f˜ un estimateur construit a` partir des observations Zn et choisi de fac¸on arbitraire.
De´finition 6. Soit q > 0, on appelle risque maximal de l’estimateur f˜ sur Hd(β, L,M) la
quantite´ suivante
Rn,q
[
f˜ ,Hd(β, L,M)
]
= sup
f∈Hd(β,L,M)
Ef
∣∣f˜(y)− f(y)∣∣q.
En ge´ne´ral, on s’inte´resse a` la vitesse de convergence ψn vers 0 du risque maximal d’un
estimateur f˜ , nous cherchons un estimateur qui atteint la “meilleure” vitesse de convergence
pour le risque maximal. Remarquons que cette vitesse sera donne´e pour la pire fonction a`
estimer dans la classe de Ho¨lder Hd(β, L,M), cette approche est souvent conside´re´e comme
pessimiste, mais elle est ne´cessaire lorsque l’on suppose que la fonction f appartient a` un
espace fonctionnel. Il est bon de noter que le risque maximal est utilise´ dans cette the`se avec
la semi-norme ponctuelle. L’avantage principale de ce risque est de choisir de fac¸on locale la
feneˆtre d’estimation. Donc on aura un estimateur qui s’adapte localement a` la re´gularite´ de
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la fonction f a` estimer. Les re´sultats de type borne supe´rieure pour ce risque sont souvent les
plus techniques a` e´tablir, il est possible d’obtenir le risque “global” en norme Lp en inte´grant
le risque “ponctuel” et en utilisant le the´ore`me de Fubini.
De´finition 7. On appelle risque minimax sur Hd(β, L,M) la quantite´ suivante
Rn,q
[
Hd(β, L,M)
]
= inf
f˜
Rn,q
[
f˜ ,Hd(β, L,M)
]
,
ou` inf est pris sur l’ensemble des estimateurs (fonctions mesurables des observations).
Cette quantite´ peut eˆtre de´crite de la fac¸on suivante : “on mesure de manie`re the´orique
le risque du meilleur estimateur possible pour la pire fonction a` estimer dans une boule de
Ho¨lder”.
De´finition 8. La suite de normalisations ψn(β) est appele´e vitesse de convergence minimax
et l’estimateur fˆ est dit minimax (asymptotiquement minimax) si
lim inf
n→∞
ψ−qn (β) Rn,q
[
fˆ ,Hd(β, L,M)
]
> 0;
lim sup
n→∞
ψ−qn (β) Rn,q
[
fˆ ,Hd(β, L,M)
]
< ∞.
Pour un mode`le donne´, notre but est de construire l’estimateur minimax (celui qui atteint
la vitesse minimax). Techniquement, il nous faut montrer une borne supe´rieure du risque
maximal et une borne infe´rieure pour le risque minimax. Ces deux bornes doivent eˆtre e´gales
a` constante pre`s. Pour la borne infe´rieure, de nombreuses techniques ont e´te´ mises en place,
on renvoie le lecteur au livre de Tsybakov [2008] pour une pre´sentation de ces me´thodes. Plus
re´cemment, dans l’article Chichignoud [2010a] (Chapitre 4, Section 4.2), nous utilisons le
crite`re introduit par Klutchnikoff [2005] pour obtenir la borne infe´rieure du risque minimax
(voir Chapitre 4). Pour les bornes supe´rieures, la forme de l’estimateur en question et des
techniques classiques sont utilise´es comme la de´composition biais-variance.
Dans la majorite´ des cas, les estimateurs minimax de´pendent des parame`tres de re´gularite´
β et L, (fˆ = fˆβ,L). En pratique, le proble`me est que les parame`tres de re´gularite´ β, L ne
sont pas connus par le statisticien. De plus, ces parame`tres ne peuvent pas eˆtre estime´s au
pre´alable a` l’inverse de la borne supe´rieure M . Dans ce sens, l’adaptation a e´te´ de´veloppe´e
dans les anne´es 90 par Efromovich et Pinsker [1984], Lepski [1990], Donoho et Johnstone
[1994], Barron, Birge´, et Massart [1999], etc. Ces me´thodes permettent de construire des
estimateurs qui ne de´pendent pas de la re´gularite´ de la fonction cible et qui ont une “bonne”
performance.
Approche Maxiset. Plus re´cemment, la notion de maxiset a e´te´ introduite par Kerky-
acharian et Picard [2002] et largement de´veloppe´e par Autin [2006], Autin, Picard, et
Rivoirard [2006] et Autin [2008]. Cette approche est comple´mentaire aux motivations e´nonce´es
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dans ce paragraphe. Etant donne´s un estimateur fˆ et une vitesse de convergence ϕn, l’ide´e
est de chercher l’espace fonctionnel le plus grand possible sur lequel fˆ atteint la vitesse ϕn.
Cette notion est beaucoup moins pessimiste que le risque minimax puisqu’un estimateur
n’est plus de´fini par “la plus mauvaise” performance sur un espace pre´alablement fixe´, mais
par l’ensemble des fonctions pouvant eˆtre estime´es par fˆ a` la vitesse ϕn. Cette approche peut
eˆtre utilise´e pour une large gamme de mode`les. Cette approche, qui peut eˆtre inte´ressante
pour les praticiens, dans le sens ou` elle exhibe les fonctions ”bien estime´es” (a` vitesse choisie)
par un estimateur choisi. L’inconve´nient est que deux estimateurs ne sont pas toujours com-
parables si leurs maxisets ne sont pas emboˆıte´s (par exemple, seuillage par blocs et seuillage
par arbre).
1.4.2 Approche Minimax Adaptative
Dans cette section, nous pre´sentons les contraintes de l’adaptation et les re´sultats atten-
dus. Le but de l’adaptation au sens minimax est de choisir un estimateur fˆ ∗ qui ne de´pend
pas de β, L et qui atteint la “meilleure” vitesse de convergence pour tout β, L. Nous verrons
qu’il est souvent ne´cessaire de payer un prix pour l’adaptation, c’est-a`-dire que l’on peut
construire un estimateur qui ne de´pend pas de β, L mais qui atteint seulement la vitesse ψpn
minimax pe´nalise´e. La question que l’on se pose naturellement est la suivante : Existe-t-il un
estimateur fˆ ∗ qui ne de´pend pas de β, L et qui atteint la vitesse minimax ψn ? Pour les risques
Lp la re´ponse a` cette question est positive, voir Efromovich et Pinsker [1984], Lepski [1991],
Donoho, Johnstone, Kerkyacharian, et Picard [1995], Lepski, Mammen, et Spokoiny [1997],
Goldenshluger et Nemirovski [1997], Juditsky [1997] et Goldenshluger et Lepski [2008]. Pour
le risque ponctuel, le prix a` payer n’est pas nul, Lepski [1990,1992a,1992b], Brown et Low
[1996], Spokoiny [1996], Lepski et Spokoiny [1997], Tsybakov [1998], Klutchnikoff [2005],
Chichignoud [2010a,2010b,2010c]. En ge´ne´ral, le prix a` payer est une puissance de lnn.
De´finition 9. On appelle {ψpn(β)}β,L une famille de normalisations indexe´e par les parame`tres
de re´gularite´. On dit que l’estimateur fˆ ∗ est ψ-adaptatif si et seulement si ∀β, L on a
lim sup
n→∞
(
ψpn(β)
)−q
Rn,q
[
fˆ ∗,Hd(β, L,M)
]
<∞.
Remarquons que la vitesse de convergence ne de´pend pas de L. C’est en effet souvent
le cas : la constante de Lipschitz intervient de fac¸on polynoˆmiale dans les constantes de la
borne supe´rieure.
La recherche de la meilleure famille de normalisations (celle qui tend le plus vite vers 0)
est une priorite´. L’optimalite´ de ces familles a e´te´ e´tudie´e par Lepski [1992a], Lepski [1992b],
Lepski et Spokoiny [1997], Tsybakov [1998], Klutchnikoff [2005] et Chichignoud [2010a]. Pour
obtenir les bornes supe´rieures, le recours a` des ine´galite´s de concentration exponentielles est
ne´cessaire (voir Section 1.5). On renvoie le lecteur au livre de Massart [2007] sur les ine´galite´s
maximales et de concentration. Rappelons que notre estimateur fˆ ∗ est adaptatif pour la pire
fonction dans la boule de Ho¨lder. Ce point de vue est souvent conside´re´ comme pessimiste.
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Approche Oracle. Il est possible de construire des me´thodes adaptatives a` toutes fonc-
tions dans un espace de Hilbert H. Etant donne´es une me´thode fˆ et une famille d’estimateurs
Λ, une ine´galite´ du type :
Ef‖fˆ − f‖2 ≤ (1 + ρn) inf
f˜∈Λ
Ef‖f˜ − f‖2 + Tn, ∀f ∈ H,
et ρn ≥ 0 est appele´e ine´galite´ oracle.
On appelle oracle l’estimateur fˆ0 = arg minf˜∈Λ Ef‖f˜ − f‖2. Connaissant la fonction f ,
fˆ0 correspond au meilleur estimateur possible dans la famille Λ. Tn est un terme re´siduel a`
controˆler.
Dans de nombreuses situations, une ine´galite´ oracle est un tre`s bon moyen d’obtenir
des re´sultats d’adaptation au sens minimax, i.e. en utilisant le fait que l’oracle dans la
famille est un estimateur minimax (re´sultat a` de´montrer au pre´alable), on peut montrer
que l’estimateur fˆ est adaptatif optimal (atteint la vitesse minimax et ne de´pend pas de la
re´gularite´ de l’espace conside´re´). Noter qu’en ge´ne´ral ceci est possible seulement dans le cas
de l’estimation globale (en norme Lp), les ine´galite´s d’oracle pour la semi-norme ponctuelle
n’apparaissent pas dans la litte´rature, notamment pour leur diffe´rence (prix a` payer pour
l’adaptation) avec la norme Lp. Ce type de re´sultat est cependant beaucoup plus fort, il est
e´tabli sans aucune restriction sur la fonction f . Par ailleurs, une ine´galite´ oracle pre´sente
un caracte`re non-asymptotique dans la mesure ou` elle permet de comparer les performances
d’une me´thode a` un estimateur “ide´al” fˆ0, et ce, quelque soit le nombre d’observations.
L’estimation en grande dimension est aussi tre`s e´tudie´e aujourd’hui. En outre, la notion
de parcimonie (en anglais : sparsity) est syste´matiquement utilise´e pour obtenir des re´sultats
du type ine´galite´s oracle (voir par exemple, Bunea, Tsybakov, et Wegkamp [2007]).
Dans cette the`se, les re´sultats pre´sente´s sont asymptotiques par souci de pre´sentation.
Ne´anmoins, au vu des preuves, il est possible d’obtenir des re´sultats non-asymptotiques,
c’est-a`-dire que notre borne supe´rieure sera compose´e de la vitesse ψpn, plus un reste Tn. En
ge´ne´ral, on choisit n assez grand pour que le reste soit ne´gligeable. Nous verrons dans la
section 1.5.2 que la me´thode de Lepski n’a nullement un caracte`re asymptotique.
Pour l’approche oracle, rappelons que la norme ‖.‖ est une norme Lp. Il est souvent
difficile d’obtenir des ine´galite´s oracle avec une semi-norme ponctuelle. Seuls les travaux
de Plancade [2008], sur l’estimation de la densite´ du bruit dans le mode`le de re´gression
homosce´dastique, vont dans ce sens. Nos re´sultats sont tous donne´s avec le risque ponctuel.
Nous verrons que la principale difficulte´ est d’obtenir un controˆle des grandes de´viations
avec la semi-norme ponctuelle.
1.5 Adaptation
Cette partie contient un panorama sur les me´thodes adaptatives de´veloppe´es ces vingt
dernie`res anne´es. Nous utilisons, dans cette the`se, la me´thode de Lepski pour l’adaptation.
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Une section y est consacre´e pour pre´senter l’ide´e ge´ne´rale et les conditions ne´cessaires a`
l’application de la me´thode.
1.5.1 Ge´ne´ralite´s
Une des premie`res me´thodes adaptatives a e´te´ de´veloppe´e par Lepski [1990]. Nous la
pre´sentons dans la section 1.5.2. On citera, sans plus de de´tails, une autre approche possi-
ble pour l’adaptation, les me´thodes dites d’agre´gation d’estimateurs (voir notamment Ne-
mirovski [2000], Rigollet et Tsybakov [2007] et Lecue´ et Mendelson [2009]). Dans la suite,
nous pre´sentons deux me´thodes d’adaptation tre`s populaires : le seuillage par ondelettes et
la se´lection de mode`les
Seuillage par ondelettes. Suite a` la cre´ation des ondelettes par Meyer [1992], les premie`res
me´thodes adaptatives fonde´es sur les ondelettes sont apparues sous l’impulsion de Donoho
et Johnstone [1994] et Donoho, Johnstone, Kerkyacharian, et Picard [1995]. L’ide´e est de
projeter la fonction de re´gression dans une base d’ondelettes et d’estimer les coefficients.
On proce`de par un seuillage (de´terministe ou ale´atoire) des coefficients pour ne retenir que
les plus grands coefficients a` savoir ceux qui contiennent l’information. D’un point de vue
maxiset, les me´thodes de seuillage par arbre ou par blocs ont e´te´ juge´es tre`s performantes
par Autin [2004]. En particulier, leur maxiset contient les espaces de Besov.
Se´lection de mode`les. On souhaite construire une proce´dure e´tablie a` partir des obser-
vations (Yi)i qui permet de choisir un estimateur parmi la collection {fˆm : m ∈ M} ou` fˆm
est un minimiseur de γn sur Sm, {Sm : m ∈M} une collection de mode`les. L’objectif est de
choisir un estimateur dont le risque est aussi proche que possible de celui de l’oracle. Pour
faire ce choix, on proce`de par pe´nalisation. On choisit l’estimateur adaptatif fˆmˆ tel que
mˆ = arg min
[
γn
(
fˆm
)
+ pen(m)
]
,
ou` γn(.) est un contraste empirique et pen(m) est une pe´nalite´ a` choisir. Les premiers
re´sultats obtenus par crite`re pe´nalise´ sont duˆs a` Akaike [1973] pour l’estimation de den-
site´ par vraisemblance pe´nalise´e et a` Mallows [1973] pour l’estimation de la fonction de
re´gression dans un cadre gaussien. Pour la pe´nalite´ penAkaike(m) = Dm ou` Dm est la di-
mension de Sm, Akaike a obtenu le crite`re AIC et, pour la pe´nalite´ penMallows(m) = 2σDm,
le crite`re s’appelle Cp de Mallows. Birge´ et Massart [2001] ont montre´ que ces crite`res sont
asymptotiquement optimaux a` condition que la taille deM ne soit pas trop grande. Dans un
cadre non-asymptotique, Birge´ et Massart [2001] ont introduit des pe´nalite´s plus ge´ne´rales
que celle de Mallows
penbm = C σ
2Dm
(
1 +
√
2Lm
)2
, m ∈M,
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ou` C > 1 et
{
Lm : m ∈M
}
une collection de poids positifs. Birge´ et Massart ont obtenu un
controˆle sur le risque de f quelque soit la taille de la collection de mode`les. La construction de
leur proce´dure se base sur des re´sultats de concentration de la mesure gaussienne. La qualite´
d’une proce´dure de se´lection de mode`le correspond a` sa capacite´ a` choisir un estimateur f˜
parmi une collection {fˆm : m ∈ M} qui ait un risque faible. Afin d’e´valuer cette qualite´,
on peut conside´rer les ine´galite´s de type oracle pour valider the´oriquement la qualite´ de
l’estimateur f˜ . Il nous faut donc e´tablir des ine´galite´s de la forme
Ef l(f, f˜) ≤ K inf
m∈M
{
inf
f ′∈Sm
l
(
f, f ′
)
+ pen(m)
}
+R, ∀f,
ou` l(., .) est une fonction de perte, K est une constante universelle et R un terme de reste.
En ge´ne´ral, la fonction de perte est celle des moindres carre´es ou la divergence de Kullback-
Leibler. Le principal avantage est qu’elle n’impose aucune restriction sur la fonction a` estimer
f . En pratique, cette me´thode pose la question du choix de la constante C, qui est une
constante de re´gularite´.
Plus re´cemment, les travaux de Cavalier et Golubev [2006] et Marteau [2009] utilisent une
me´thode dite d’enveloppe du risque, fonde´e sur la se´lection de mode`les, pour les proble`mes
inverses tre`s mal-pose´s.
1.5.2 Choix de la Feneˆtre : Me´thode de Lepski
Comme nous l’avons vu, les me´thodes utilisant une feneˆtre fixe ne peuvent rendre compte
de la ge´ome´trie (ou de re´gularite´) de la fonction. Une ame´lioration possible est alors de
choisir le voisinage de manie`re locale, en s’appuyant sur les donne´es observe´es. L’ide´e de
ce type d’approche est de se´lectionner le voisinage le plus pertinent possible a` partir des
observations. Cette ide´e bien connue sous le nom de me´thode dite de Lepski (Lepski [1990])
permet de se´lectionner la feneˆtre de fac¸on adaptative parmi une grille, cette me´thode repose
sur la comparaison d’estimateurs appartenant a` une grille finie. Cette ope´ration est souvent
tre`s che`re en complexite´ de calcul.
Chronologie. La premie`re proce´dure adaptative fuˆt donne´e par Efromovich et Pinsker
[1984]. Stone [1982] avait pose´, sans la re´soudre, la question de l’existence d’un estimateur
ne de´pendant pas de la re´gularite´ de la fonction cible. Lepski [1990] donna une nouvelle
proce´dure qui portera plus tard son nom. Il construit un estimateur adaptatif pour choisir
la re´gularite´ de Ho¨lder dans le mode`le du bruit blanc gaussien pour l’estimation ponctuelle.
Il de´montra qu’il n’existe pas d’estimateur adaptatif efficace. En effet, il est fre´quent de
payer un prix
√
ln ε−1 pour l’adaptation. C’est-a`-dire que l’on ne peut pas faire mieux que
la vitesse (εsqrtln ε−1)
2β
2β+1 .
Dans l’article Lepski [1991], une proce´dure plus ge´ne´rale est donne´e pour n’importe quel
type d’estimateurs d’une fonction. On peut trouver dans cet article les conditions suffisantes
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pour obtenir un estimateur adaptatif efficace pour le risque Lp. Dans les deux articles Lepski
[1992a,1992b], on peut trouver des exemples ou` il n’existe pas d’estimateurs efficaces. Cela
de´pend ge´ne´ralement de la fonction de perte utilise´e dans le risque (norme Lp, semi-norme
ponctuelle ou encore norme infinie). Ces trois articles traitent entre autres le mode`le du
bruit blanc, d’estimateurs a` noyau et d’estimateurs par polynoˆmes locaux.
Plusieurs articles ont ensuite utilise´ la me´thode de Lepski pour l’adaptation et ont con-
tribue´ a` l’ame´lioration de celle-ci. Un choix de la feneˆtre est propose´ dans Lepski, Mammen,
et Spokoiny [1997] pour les estimateurs a` noyau. Ils obtiennent sur les espaces de Besov les
vitesses adaptatives efficaces, qui e´taient de´ja` connues par Donoho, Johnstone, Kerkyachar-
ian, et Picard [1995] avec les ondelettes. A noter que dans cet article, le choix de la feneˆtre
est fait avec une me´thode ponctuelle et les vitesses sont obtenues en norme Lp.
La re´gression gaussienne a` design fixe a fait l’objet d’un article de Goldenshluger et
Nemirovski [1997], ou` l’estimateur des polynoˆmes locaux est utilise´ avec le risque ponctuel
et Lp sur les espaces de Sobolev. Spokoiny [1998] a e´tudie´ les fonctions discontinues et
propose une me´thode adaptative reposant sur l’ide´e de Lepski.
Lepski et Levit [1999] et Kerkyacharian, Lepski, et Picard [2001] proposent des me´thodes
adaptatives pour les fonctions anisotropes. La nouveaute´ est dans le caracte`re multidi-
mensionnel de la feneˆtre d’estimation, avec l’introduction d’un estimateur artificiel dans
la proce´dure de Lepski. On note la pre´sence d’ine´galite´s oracle dans Kerkyacharian, Lepski,
et Picard [2001] avec le risque Lp. Citons les travaux de Klutchnikoff [2005] sur l’estimation
ponctuelle de fonctions de Ho¨lder anisotropes. Plus re´cemment, l’article de Goldenshluger et
Lepski [2008] donne une proce´dure s’appuyant sur l’ide´e de Lepski pour un large choix d’es-
timateurs line´aires sans condition sur le mode`le (re´gression gaussienne, bruit blanc gaussien
et mode`le de densite´). Goldenshluger et Lepski [2009a] donnent une proce´dure qui permet
d’obtenir des ine´galite´s oracle sur une tre`s large famille d’estimateurs line´aires.
Il est possible d’utiliser la re`gle de Lepski pour les me´thodes de seuillage des coefficients
d’ondelettes. En effet, Autin [2004] a mis en place une proce´dure dite proce´dure hard tree, qui
utilise la re`gle de Lepski pour choisir les coefficients a` seuiller dans l’arbre. Dans le mode`le
du bruit blanc gaussien, cette me´thode permet d’avoir un maxiset plus important que pour
les me´thodes de seuillage classiques.
La me´thode de Lepski a aussi e´te´ utilise´e pour les proble`mes inverses. L’article de Mathe´
[2006] est une tre`s bonne description de la me´thode dans le cas des proble`mes inverses
de´terministes et ale´atoires. Plus re´cemment, on peut citer une nouvelle proce´dure de test
introduite par Spokoiny et Vial [2009] pour les proble`mes inverses.
En pratique, on retrouve souvent la re`gle de Lepski du fait de son imple´mentation as-
sez simple, malgre´ le couˆt important de la complexite´. En effet, il est ne´cessaire de calculer
tous les estimateurs dans la famille que nous conside´rons. Les travaux de Polzehl et Spokoiny
[2000,2003] ont conside´re´ la me´thode de Lepski pour le de´bruitage d’images. L’estimateur du
maximum de vraisemblance local est utilise´ pour l’adaptation dans les mode`les dits re´guliers
dans les articles de Polzehl et Spokoiny [2006] et Katkovnik et Spokoiny [2008], notamment
pour les mode`les poissonniens adapte´s aux images. Dans le meˆme temps, Katkovnik [1999] et,
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par la suite Astola, Egiazarian, et Katkovnik [2002] et Astola, Egiazarian, Foi, et Katkovnik
[2010], donnent une tre`s bonne illustration de comment utiliser la re`gle de Lepski en pratique.
Par exemple, ils introduisent une nouvelle interpre´tation de cette me´thode que Katkovnik
[1999] nomme ICI (en anglais : Intersection of Confidence Intervals) et utilisent des voisi-
nages anisotropes circulaires, ce qui ame´liore le de´bruitage de l’image. Cette me´thode, ex-
plicite´e plus loin, permet de re´duire conside´rablement la complexite´ de la me´thode tout en
gardant ces bonnes proprie´te´s the´oriques.
Figure 1.9 – Illustration de l’effet poivre et sel sur une image traite´e avec la me´thode de
Kervrann et Boulanger [2006] (voir par exemple le coin en bas a` droite)
Kervrann et Boulanger [2006] ont utilise´ la me´thode de Lepski pour le choix de la zone
de recherche pour les Moyennes Non Locales (en anglais : Non-Local Means ou encore NL-
Means, voir Buades, Coll, et Morel [2005]). Ces articles mettent en avant un inconve´nient, en
pratique, de la me´thode : l’image obtenue apre`s traitement a une tendance a` eˆtre de´grade´e
par un bruit de type poivre et sel (Figure 1.9). Ceci est duˆ a` la proce´dure, qui avec une prob-
abilite´ faible, s’arreˆte trop toˆt (voir Description). Pour combler cette de´faillance, l’utilisation
de filtres me´dians est souvent pre´fe´re´e a` celle des filtres line´aires (voir Astola, Egiazarian,
Foi, et Katkovnik [2010]).
L’ide´e de cette section est de comprendre comment on peut utiliser la me´thode de Lep-
ski, donner les ide´es de la preuve, e´taye´es par quelques calculs, et expliquer les conditions
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suffisantes a` rassembler pour garantir la performance de la proce´dure.
Description. Comme nous l’avons pre´cise´ ci-dessus, l’approche de´veloppe´e par Lepski
[1991] est conc¸ue pour l’adaptation au sens minimax. On peut cependant de´velopper une
approche oracle (voir Goldenshluger et Lepski [2009a]). Dans cette partie, nous conside´rons
la re´gression ge´ne´ralise´e de´finie dans la section 1.2.2 et l’estimateur localement parame´trique
f˚h(y) = θ˚0,...,0(h) tel que
θ˚(h) = arg min
t∈Θ(M)
δ
(
t,Zn
)
,
ou` δ(., .) est un contraste empirique. Par exemple, δ(., .) peut eˆtre le crite`re des moindres
carre´s ou bien le crite`re baye´sien (1.3.7) ou encore le crite`re de Huber (1.3.9). Rappelons que
f appartient a` une boule de Ho¨lder Hd(β, L) (voir De´finition 1), ou` β et L sont inconnus
pour le statisticien.
Supposons que nous connaissons de´ja` la vitesse minimax que nous noterons ψn,γ(β) =
n−
β
γβ+d , 1 ≤ γ ≤ 2. Nous verrons que, dans le mode`le de re´gression gaussienne, la vitesse
est ψn,2(β) et dans le mode`le de re´gression multiplicative uniforme la vitesse est ψn,1(β)
(voir Section 3.4). Nous supposons aussi connue la construction de l’estimateur minimax
note´ f˚h(β,L) ou` h(β, L) est l’argument qui permet d’e´quilibrer le biais et la variance de notre
estimateur que l’on peut e´crire comme la solution du proble`me de minimisation suivant :
(1.5.1) h(β, L) = (Lγn)−
1
γβ+d = arg min
h>0
Ldhβ +
(
nhd
)− 1
γ .
L’estimateur f˚h(β,L) de´pend explicitement de β, L a` travers la feneˆtre h(β, L). Choisir la
re´gularite´ de fac¸on adaptative revient alors a` choisir la feneˆtre. La proce´dure que nous
pre´sentons est celle de´veloppe´e par Lepski, Mammen, et Spokoiny [1997] que l’on appelle
abusivement me´thode de Lepski. Cette proce´dure a e´te´ donne´e spe´cialement pour le choix de
la feneˆtre, et donc pour les estimateurs localement parame´triques. Ne´anmoins, l’ide´e peut
eˆtre utilise´e dans un autre contexte. Spokoiny et Vial [2009] utilisent le principe de Lepski
pour les proble`mes inverses. Leur estimateur est la somme successive des coefficients bruite´es
de la fonction cible. Cet estimateur s’arreˆte au N -ie`me coefficient. La question est de savoir
a` quel rang s’arreˆter. Les auteurs de´veloppent une me´thode pour tester si l’on peut passer
au rang supe´rieur ou non. Ceci est fait a` partir de l’ide´e de Lepski [1990].
L’ide´e de l’adaptation est la suivante : on dispose d’une famille d’estimateurs
{
f˚h
}
h∈Hn
,
ou`Hn ⊆ [0, 1] tel que h(β, L) ∈ Hn. Cette famille contient un oracle, ici l’estimateur minimax
f˚h(β,L). Nous supposons inconnues les quantite´s β et L, et on admet connaˆıtre l’information
supple´mentaire que β ∈]0, b] et L > 0 ou` b ∈ N∗ est connu. Pour la contante L, aucune
restriction n’est impose´e, en effet, son roˆle est minimise´ dans le choix de la feneˆtre, du fait
qu’elle n’intervient pas dans la vitesse de convergence.
Notons Hn = [hmin, hmax] ou` hmin < hmax sont a` choisir pour que h(β, L) ∈ Hn. La
proce´dure de Lepski commence par la construction d’une grille sur l’ensemble Hn des
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feneˆtres, soit
(1.5.2) hk = 2
−khmax, k = 0, . . . ,kn,
ou` kn est le plus grand entier tel que hkn ∈ Hn. Soit
(1.5.3) F =
{
f˚ (k)(y) = f˚hk(y), k = 0, . . . ,kn
}
,
la grille construit sur notre famille d’estimateurs localement parame´triques.
Objectif. Le but de l’adaptation est de choisir un estimateur f˚ (kˆ) ∈ F ou` kˆ est une
fonction mesurable des observations Zn. Une fois la proce´dure e´tablie, il nous faut ve´rifier
que notre estimateur est bien adaptatif (voir De´finition 9). C’est-a`-dire qu’il atteint simul-
tane´ment sur chaque espace Hd(β, L) la vitesse ψpn(β), ∀β ∈ [0, b[. Notons que cette famille
de normalisations doit eˆtre optimale (voir par exemple Chapitre 4). On peut e´crire la vitesse
adaptative de la fac¸on suivante :
ψpn(β) =
(
n−1ρn(β)
) β
γβ+d ,
ou` ρn(β) est un terme dit de pe´nalite´ ou de prix a` payer pour l’adaptation. En ge´ne´ral,
pour l’estimation ponctuelle, on choisit la pe´nalite´ e´gale a`
[
1 + (b − β) lnn]1/γ (voir Lep-
ski [1990,1992a,1992b], Brown et Low [1996], Spokoiny [1996], Lepski et Spokoiny [1997],
Tsybakov [1998], Klutchnikoff [2005], Chichignoud [2010a,2010b,2010c]), la description de
la proce´dure permettra d’expliquer ce choix. En norme Lp, la pe´nalite´ est souvent e´gale a`
1 (voir Efromovich et Pinsker [1984], Lepski [1991], Donoho, Johnstone, Kerkyacharian, et
Picard [1995], Lepski, Mammen, et Spokoiny [1997], Goldenshluger et Nemirovski [1997],
Juditsky [1997] et Goldenshluger et Lepski [2008]).
Re`gle de se´lection pour deux feneˆtres.
Pour commencer conside´rons la me´thode dans le cas simple du choix entre deux estima-
teurs. Notons les f˚ (1) = f˚h1 , 0 < h1 < 1 et f˚
(2) = f˚h2 , h1 < h2 < 1, on est dans le cas ou`
Card(F) = 2. On dispose de l’information supple´mentaire : “un des deux estimateurs est
minimax sur Hd(β, L)” par construction de F . Nous allons construire une proce´dure pour
choisir un estimateur parmi les deux pour atteindre la vitesse adaptative. Soit la re`gle de
se´lection suivante :
f ∗ =

f˚ (2),
∣∣f˚ (1)(y)− f˚ (2)(y)∣∣ ≤ C σp(h1)
f˚ (1),
∣∣f˚ (1)(y)− f˚ (2)(y)∣∣ > C σp(h1)
Nous appelons e´cart-type σh =
(
nhd
)−1/γ
et e´cart-type pe´nalise´ σp(h) = penh×σ(h) avec
penh une pe´nalisation a` choisir en fonction du proble`me. C est une constante que l’on peut
voir comme un parame`tre de seuillage de la me´thode. Nous choisirons celle-ci plus tard.
Nous pouvons garantir la performance de notre estimateur par le re´sultat suivant.
42
M. CHICHIGNOUD 1.5. ADAPTATION
Proposition 1. Pour tout β, L ∈ [0, b[×R+ on a
sup
f∈Hd(β,L)
Ef
∣∣f ∗(y)− f(y)∣∣ ≤ (2c1 + c2)ψpn(β) +Rn,
ou` c1, c2 sont des constantes positives et Rn est un terme de reste que l’on de´finira dans la
suite.
Avec ce proposition, l’estimateur f ∗ atteint la vitesse ψpn(β) pour tout β, L ∈ [0, b[×R+.
Ide´e de la preuve. Soit hp(β, L) =
(
ρn(β)
Lγn
)− 1
γβ+d
la feneˆtre minimax pe´nalise´e. Dans ce
paragraphe, nous expliquons comment fonctionnne la me´thode de Lepski. On peut compren-
dre comment choisir la vitesse pe´nalise´e, la constante C et la variance pe´nalise´e.
1er cas : f˚ (1) est minimax pe´nalise´, c’est-a`-dire que h1 = h
p(β, L). De´finissons l’e´ve´nement
A =
{∣∣f˚ (1)(y)− f˚ (2)(y)∣∣ ≤ C σp(h1)} .
1) Si Ac est re´alise´ alors la re`gle de se´lection donne f ∗ = f˚ (1) (la re`gle a choisi le bon
estimateur). Comme f˚ (1) est minimax, on a
Ef
∣∣f ∗(y)− f(y)∣∣IAc ≤ Ef ∣∣f˚ (1)(y)− f(y)∣∣ ≤ c1ψpn(β).
2) Si A est re´alise´ alors f ∗ = f˚ (2) (ici la proce´dure s’est trompe´e d’estimateur), nous
allons regarder quelle est la perte duˆe a` cette erreur.
Ef
∣∣f ∗(y)− f(y)∣∣IA = Ef ∣∣f˚ (2)(y)− f(y)∣∣IA ≤ Ef ∣∣f˚ (2)(y)− f˚ (1)(y)∣∣IA + Ef ∣∣f˚ (1)(y)− f(y)∣∣IA.
Sous l’e´ve´nement A, le premier terme est controˆle´ par C σp(h1) et comme f˚
(1) est minimax,
il existe une constante c1 telle que
Ef
∣∣f ∗(y)− f(y)∣∣IA ≤ C σp(h1) + c1ψpn(β).
Nous pouvons montrer que si penhp(β,L) = ρn(β) alors il existe une constante c2 telle que
σp(h1) = σp(h
p
(
β, L)
) ≤ c2ψpn(β),
ainsi on obtient avec les deux ine´galite´s ci-dessus.
Ef
∣∣f ∗(y)− f(y)∣∣IA ≤ (c1 + c2) ψpn(β).
2e`me cas : f˚ (2) est minimax pe´nalise´ (h2 = h
p(β, L)). Dans ce cas, la probabilite´ que
l’e´ve´nement Ac se re´alise est faible.
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1) Si A est re´alise´ alors f ∗ = f˚ (2) (la proce´dure donne le bon estimateur). Ainsi
Ef
∣∣f ∗(y)− f(y)∣∣IA ≤ Ef ∣∣f˚ (2)(y)− f(y)∣∣ ≤ c1ψpn(β).
2) Si Ac est re´alise´ alors la re`gle de se´lection donne f ∗ = f˚ (1) (la proce´dure s’est trompe´e).
En utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient :
Ef
∣∣f ∗(y)− f(y)∣∣IAc ≤ (Ef ∣∣f˚ (1)(y)− f(y)∣∣2)1/2√Pf {Ac}.
Le premier facteur (risque de l’estimateur f˚ (1)) tend vers 0 (car c’est un estimateur de la
fonction f avec une mauvaise feneˆtre) mais pas a` la bonne vitesse. Il est facile de montrer
que ce facteur est ne´anmoins borne´ par une constante K. Dans certains exemples, on peut
le calculer explicitement et connaˆıtre sa vitesse. Le second terme
√
Pf {Ac} va compenser la
perte. Nous pouvons donner une condition suffisante pour que la re`gle de se´lection a` deux
feneˆtres fonctionne. S’il existe une constante c3, une pe´nalite´ penh, une constante C et une
contante a = a(C) > 1 telles que penhp(β,L) = ρn(β) et
(1.5.4)
(
Pf
{∣∣f˚ (1)(y)− f˚ (2)(y)∣∣ > C σp(h1)})1/2 ≤ c3n−a.
Alors d’apre`s les cas traite´s ci-dessus, on a
Ef
∣∣f ∗(y)− f(y)∣∣ ≤ (2c1 + c2)ψpn(β) +Kc3n−a, ∀β, L ∈ [0, b[×R+.
ou` Rn = Kc3n
−a est le terme de reste. Le proposition 1 est de´montre´.
Nous pouvons donner un sche´ma qui permet de controˆler la probabilite´ (1.5.4). Rappelons
que nous sommes dans le cas ou` h1 < h2 = h
p(β, L), et que h1 < h2 ⇒ σp(h1) > σp(h2) si
penh est de´croissante en h. On peut e´crire
Pf
{∣∣f˚ (1)(y)− f˚2(y)∣∣ > C σp(h1)} ≤ Pf {∣∣f˚ (1)(y)− f(y)∣∣ > C
2
σp(h1)
}
+Pf
{∣∣f(y)− f˚ (2)(y)∣∣ > C
2
σp(h1)
}
=
∑
j=1,2
Pf
{∣∣f˚ (j)(y)− f(y)∣∣ > C
2
σp(hj)
}
.
Controˆler la probabilite´ (1.5.4) revient a` controˆler les grandes de´viations de l’estimateur
f˚ (j). Une grande partie de cette the`se est consacre´e a` la recherche de ce controˆle pour les
estimateurs non-line´aires (voir Sections 2.1.3 et 2.2.2). Dans la suite, un exemple de controˆle
des grandes de´viations est donne´ pour l’estimateur de la moyenne locale dans le mode`le
de la re´gression gaussienne. La de´composition biais-variance joue un roˆle particulie`rement
important, notamment sur le fait que le biais soit croissant et que la variance soit de´croissante
en h.
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Grandes de´viations : Moyenne locale. Conside´rons les observations Zn dans le cadre
de la re´gression gaussienne avec design fixe uniforme comme de´finie dans la section 1.2.4. Sup-
posons que nhd ∈ N∗ pour simplifier les e´critures et de´finissons l’estimateur de la moyenne
locale :
f˙h =
1
nhd
∑
Xi∈Vh(y)
Yi, ∀h ∈ [0, 1].
Dans ce cas, l’estimation de la fonction f revient a` approximer celle-ci par une constante
sur un voisinage. Ici, nous prendrons b = 1, si β ∈]0, 1], les fonctions f ∈ H(β, L) sont
approche´es par des polynoˆmes de degre´ nul.
On est en pre´sence d’un estimateur line´aire. Dans cette exemple la de´composition biais-
variance est imme´diate.
∣∣f˙h(y)− f(y)∣∣ ≤ Ldhβ +
∣∣∣∣∣∣ 1nhd
∑
Xi∈Vh(y)
ξi
∣∣∣∣∣∣ , ξi ∼ N (0, σ2).
Supposons ici que la feneˆtre h ≤ hp(β, L). Ainsi, par croissance du biais, de´croissance de la
variance et compromis biais-variance, on a
(1.5.5) Ldhβ ≤ Ld(hp(β, L))β = σp(hp(β, L)) ≤ σp(h).
On obtient
Pf
{∣∣f˙h(y)− f(y)∣∣ > C
2
σp(h)
}
≤ Pf

∣∣∣∣∣∣ 1nhd
∑
Xi∈Vh(y)
ξi
∣∣∣∣∣∣ > C − 22 σp(h)
 .
Dans le cas gaussien γ = 2 ainsi il existe une constante c5 = c5(σ
2) > 0 telle que
Pf

∣∣∣∣∣∣ 1nhd
∑
Xi∈Vh(y)
ξi
∣∣∣∣∣∣ > C − 22 σp(h)
 ≤ c5 exp
{
−
(
C − 2
2
penh
)2}
.
Cette ine´galite´ s’obtient en inte´grant la probabilite´. Si nous choisissons la pe´nalite´ penh =√
1 + ln hmax
h
, on a
Pf
{∣∣f˙h(y)− f(y)∣∣ > C
2
σp(h)
}
≤ c5
(
hmax
h
)−(C−22 )2
.
Si l’on choisit h, hmax telles que hmaxh
−1 ≥ nc6 , on obtient le re´sultat avec C = 2
√
2
c6
+ 2.
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Nous venons de voir que la me´thode de Lepski repose sur des ine´galite´s exponentielles
de concentration, qui permettent de controˆler les grandes de´viations. Ceci a e´te´ une diffi-
culte´ importante qu’il a fallu surmonter dans cette the`se, notamment pour les estimateurs
non-line´aires. Regardons maintenant la re`gle de se´lection ge´ne´rale pour une grille finie d’es-
timateurs f˚ (k).
Re`gle de Se´lection Ge´ne´rale
Reconside´rons la famille des estimateurs F . Nous pouvons maintenant donner la proce´dure
de Lepski e´tablie a` partir de la re`gle de se´lection a` deux feneˆtres. On prend f ∗(y) = f˚ (kˆ)(y),
ou` f˚ (kˆ)(y) est se´lectionne´ dans F suivant la re`gle suivante :
kˆ = inf
{
k = 0,kn :
∣∣f˚ (k)(y)− f˚ (l)(y)∣∣ ≤ Cσp(hl), l = k + 1,kn} ,(1.5.6)
ou` kn est de´finie dans (1.5.2), 0,kn = 0, ...,kn et la constante C est a` choisir comme dans le
cas pre´ce´dent. Pour des exemples, on peut regarder les sections 2.1 et 2.2. kn et F sont de´finis
respectivement par (1.5.2) et (1.5.3). Notons que la feneˆtre hl est une fonction de´croissante
en l et la variance pe´nalise´e σp(hl) est croissante en l.
Interpre´tation de la re`gle de Lepski
La re`gle de Lepski peut eˆtre explique´e par la description suivante. Conside´rons les feneˆtres
0 < hmin ≤ hkn < ... < h0 = hmax, on en de´duit l’inclusion ∅ 6= Vhkn (y) ⊂ ... ⊂ Vh1(y). Dans
ce cas, la variance de notre estimateur f˚ (k) est croissante V ar
(
f˚ (k)
) ≤ V ar(f˚ (k+1)), k =
1, ...,kn−1. En d’autres termes, le bias est en ge´ne´ral de´croissant quand le voisinage diminue
Vhk(y). La me´thode de Lepski peut eˆtre interpre´te´e comme une proce´dure de tests multiples
ou` l’hypothe`se, que f est une polynoˆme sur Vhk(y), qui est teste´ contre le fait que l’e´cart
entre les estimateurs est important. Notons cette hypothe`se H0(k) : fθ Vhk (y)
= f Vhk (y)
, ou`
θ est la suite des coefficients des polynoˆmes de Taylor.
Supposons H0(kn) est vraie, nous testons successivement si H0(k − 1) is acceptable a`
condition que l’hypothe`se H0(l) soit ve´rifie´e pour tout l ≥ k. Une fois le test de H0(k − 1)
rejete´, nous choisissons l’estimateur f˘ (k) correspondant a` la dernie`re hypothe`se. Le point
principal est donc de bien de´finir les tests d’acceptation pour H0(k − 1) : la me´thode de
Lepski accepte H0(k − 1) si l’e´ve´nement
∣∣f˚ (k−1)(y) − f˚ (l)(y)∣∣ ≤ CSn(l) est vrai pour tout
l ≥ k − 1 avec des valeurs de seuillage CSn(l) approprie´es. Cette quantite´ CSn(l) peut eˆtre
vu comme l’e´cart-type pe´nalise´ de f˚ l a` une constante C-pre`s.
Imple´mentation de la re`gle de Lepski
Soit Aj,l =
{∣∣f˚ (j)(y)− f˚ (l)(y)∣∣ ≤ Cσp(hl)}. Pour l’imple´mentation, on constate qu’il est
ne´cessaire de calculer tous les estimateurs f˚ (l) de la grille F . Ceci donne la re`gle suivante :
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on dit qu’un estimateur f˚ (j) est admissible si l’e´ve´nement
⋂
j<l≤kn Aj,l est re´alise´.
1. On commence par ve´rifier si l’estimateur f˚ (0) est admissible, ,
2. si il est admissible, on choisit f ∗ = f˚ (0), sinon on passe au suivant f˚ (1).
3. on s’arreˆte au premier instant ou` l’estimateur f˚ (j) est admissible et tous les pre´ce´dents
f˚ (0), ..., f˚ (j−1) ne le sont pas. Ainsi, on prend f ∗ = f˚ (j) ou` j = kˆ est la plus petite des
valeurs admissibles.
Donc, de`s le de´but de l’algorithme, pour ve´rifier que f˚ (0) est admissible ou non, on
construit tous les estimateurs de la grille F .
Pour contourner ce proble`me, on peut utiliser l’imple´mentation de Katkovnik [1999] avec
les ICI (en anglais : Intersection of Confidence Intervals), qui ne ne´cessite pas de calculer
tous les estimateurs f˚ (l) de la grille F . La re`gle ICI est la suivante :
Imple´mentation des ICI
1. Classons par odre croissant les feneˆtres hkn < hkn−1 < ... < h1 < h0.
2. Conside´rons les intersections des intervalles de confiance Ij =
⋂j
i=kn
Di pour j ∈
{kn,kn − 1, ..., 1, 0}, avec
Di =
[
f˚ (j)(y)− Cςj, f˚ (j)(y) + Cςj
]
,
ςj = Std
(
f˚ (j)(y)
)
est l’e´cart-type de f˚ (j)(y).
3. Soit j+ l’entier tel que pour tout j > j+ on a Ij 6= ∅, Ij+ 6= ∅ et Ij+−1 = ∅. Ainsi,
l’estimateur adaptatif est f˚ (j
+)(y).
Une illustration des ICI est donne´e par la figure 1.10. On constate que si j diminue,
alors l’e´cart-type associe´ ςj diminue. Ainsi, les intervalles de confiance diminuent quand j
diminue. L’ide´e ge´ne´rale, cache´e derrie`re les ICI, est que l’estimation du biais est plus petite,
a` constante pre`s, que la variance tant que les intersections sont non-vides. La re`gle s’arreˆte
quand l’estimation du biais et la variance sont proches.
La figure 1.11 permet de constater quelle feneˆtre la me´thode a choisie. La feneˆtre hk−1
est trop petit, elle n’est pas optimale, nous pouvons encore l’agrandir. On passe a` la feneˆtre
supe´rieure, on voit que celle-ci convient. La feneˆtre hk−3 est trop grande et implique que
Ik−3 est vide.
Si f˚ (j) est un estimateur a` noyau avec un noyau Kh, l’e´cart-type ςj peut facilement eˆtre
calcule´ par ς‖Khj‖2 (norme `2 du noyau, ς est l’e´cart-type du bruit). Dans les autres cas, on
peut remplacer ςj par σp(hj).
Asymptotiquement, on peut de´montrer que l’estimateur ICI-adaptatif est proche de f ∗,
f˚ (j
+)(y) ≈ f ∗(y) (voir Goldenshluger et Nemirovski [1997]). Pour les calculs the´oriques, nous
utiliserons l’estimateur f ∗ choisi par la re`gle de Lepski. En pratique, nous utiliserons f˚ (j
+)
l’estimateur choisi par la re`gle des ICI.
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Figure 1.10 – Illustration de la re`gle ICI de´veloppe´e par Katkovnik [1999] (f˚j = f˚
(j)(y) et
h+ = hj+ ).
Figure 1.11 – Choix de la feneˆtre h+ = hj+ en trac¸ant la fonction cible (exemple ou` la
fonction est localement constante).
Comme nous venons de le voir, l’interpre´tation de la me´thode de Lepski par les tests
statistiques et son imple´mentation tre`s simple par la me´thode ICI ont fait le succe`s de cette
me´thode.
Nous pouvons de´montrer que l’estimateur f ∗ est adaptatif.
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Proposition 2. Pour tout β, L ∈ [0, b[×R+ on a
sup
f∈Hd(β,L)
Ef
∣∣f ∗(y)− f(y)∣∣ ≤ (Cc∗1 + c∗2)ψpn(β) + Tn,
ou` c∗1, c
∗
2 sont des constantes positives et Tn est un terme de reste que l’on de´finira dans la
preuve.
Dans la proce´dure (1.5.6), on peut remplacer C par une constante C ′ telle que C ′ > C.
Le re´sultat du Proposition 2 reste vrai en remplac¸ant C par C ′ dans la borne supe´rieure
(voir Preuve).
Ide´e de la preuve. Soit l’entier κ de´fini de la fac¸on suivante.
2−κhmax ≤ hp(β, L) < 2−κ+1hmax.
On a aussi
Ef
∣∣f˚ (kˆ)(y)− f(y)∣∣ ≤ Ef ∣∣f˚ (kˆ)(y)− f(y)∣∣Ikˆ≤κ + Ef ∣∣f˚ (kˆ)(y)− f(y)∣∣Ikˆ>κ
:= R1(f) +R2(f).(1.5.7)
Premie`rement, nous controˆlons R1. Ainsi∣∣f˚ (kˆ)(y)− f(y)∣∣ ≤ ∣∣f˚ (kˆ)(y)− f˚ (κ)(y)∣∣+ ∣∣f˚ (κ)(y)− f(y)∣∣.
La de´finition de kˆ entraˆıne que∣∣f˚ (kˆ)(y)− f˚ (κ)(y)∣∣Ikˆ≤κ ≤ Cσp(hκ).
Par de´finition de κ, l’estimateur f˚ (κ) est le plus proche de l’estimateur minimax pe´nalise´ dans
la grille F . Il est facile de de´montrer qu’il existe une constante c∗1 telle que σp
(
hκ
) ≤ c∗1ψp(β)
et une constante c∗2 telle que
Ef
∣∣f˚ (κ)(y)− f(y)∣∣ ≤ c∗2ψp(β).
D’ou` R1(f) ≤ (Cc∗1 + c∗2)ψp(β).
Maintenant, il nous faut borner R2. Appliquons l’ine´galite´ de Cauchy-Schwarz
R2(f) =
kn∑
k>κ
Ef
∣∣f˚ (k)(y)− f(y)∣∣I[
kˆ=k,G
]
≤
∑
k>κ
(
Ef
∣∣f˚ (k)(y)− f(y)∣∣2)1/2√Pf{kˆ = k}.
49
1.5. ADAPTATION M. CHICHIGNOUD
Remarquons que l’indice kˆ est ale´atoire, nous le controˆlons a` l’aide de la somme qui rend l’in-
dexation de´terminisme. Cela va nous permettre d’utiliser un controˆle des grandes de´viations
pour l’estimateur en question. Car si le parame`tre l de l’estimateur localement polynoˆmial
f˚ (k) est ale´atoire (choisi a` partir des donne´es), alors cet estimateur n’est plus localement
parame´trique. Ainsi le controˆle des grandes de´viations est plus difficile a` obtenir. Par exem-
ple, les ine´galite´s de concentration dit de Bernstein ou de Berstein (que l’on peut trouver
dans Boucheron, Bousquet, et Lugosi [2004]) peuvent eˆtre utilise´es pour les estimateurs
line´aires seulement si la feneˆtre est de´terministe. Notons que pour tout k ≥ κ + 1 et par
de´finition de kˆ (1.5.6){
kˆ = k
}
= ∪l≥k
{∣∣f˚ (k−1)(y)− f˚ (l)(y)∣∣ > Cσp(hl)} .
Notons que σp
(
hl
)
est strictement croissant en l, donc,{
kˆ = k
} ⊆ {∣∣f˚ (k−1)(y)− f(y)∣∣ > 2−1Cσp(hk−1)}
∪
[
∪l≥k
{∣∣f˚ (l)(y)− f(y)∣∣ > 2−1Cσp(hl)}] .
On arrive a` l’ine´galite´ suivante : pour tout k ≥ κ+ 1
Pf
(
kˆ = k
) ≤ Pf {∣∣f˚ (k−1)(y)− f˚(y)∣∣ > 2−1Cσp(hk−1)}
+
∑
l≥k
Pf
{∣∣fˆ (l)(y)− f(y)∣∣ > 2−1Cσp(hl)} .
A ce moment de la preuve, nous pouvons donner une hypothe`se pour finir la de´monstration.
Hypothe`ses 2. Pour tout k ≥ κ, il existe une constante c∗3 telle que
Pf
{∣∣fˆ (k)(y)− f(y)∣∣ > 2−1Cσp(hk)} ≤ c∗3 exp{−(C − c∗42 penhk
)γ}
.
Dans cette the`se, nous prendrons la pe´nalite´ penhk =
(
1 + ln
[
hmaxh
−1
k
])1/γ
=
(
1 +
k ln 2
)1/γ
. Avec l’hypothe`se pre´ce´dente, nous controˆlons
Pf
(
kˆ = k
) ≤ c∗5 exp{−(C − c∗42
)γ
(k − 1) ln 2
}
,
ou` c∗5 = c
∗
3
∑+∞
l=0 exp
{
−
(
C−c∗4
2
)γ
l ln 2
}
. Ainsi, il est facile de controˆler le risque suivant. Il
existe une constante c∗6 telle que(
Ef
∣∣f˚ (k)(y)− f(y)∣∣2)1/2 ≤ c∗6σp(hk).
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On obtient ce re´sultat en inte´grant la probabilite´ de l’hypothe`se 2. D’ou`
R2(f) ≤
∑
k>κ
c∗6σp
(
hk
)√
c∗5 exp
{
−1
2
(
C − c∗4
2
)γ
(k − 1) ln 2
}
.
Avec le choix de C = 2(2d)1/γ + c∗4, on obtient
R2(f) ≤ Tn = 1(
nhdmax
)1/γ ∑
k>0
c∗6
√
c∗5
(
1 + k ln 2
)1/γ
exp
{
−1
2
(
C − c∗4
2
)γ
(k − 1) ln 2
}
.
Avec cette ine´galite´, l’assertion du proposition est de´montre´e.
La recherche, du controˆle des grandes de´viations, est une partie technique mais indispens-
able pour de´montrer les re´sultats d’adaptation. Cette the`se consacre une partie importante
a` la recherche de ce type d’ine´galite´s notamment pour les estimateurs non-line´aires. De
nombreux papiers sont consacre´s a` ces re´sultats dans le but de l’adaptation (voir notam-
ment Talagrand [1994], Ledoux [1997], Massart [2000, 2007], Boucheron, Bousquet, et Lugosi
[2004] et Goldenshluger et Lepski [2009b]).
Nous insistons sur le fait que le biais et la variance de notre estimateur doivent eˆtre respec-
tivement croissant et de´croissante (voir l’e´quation (1.5.5)). Pour les fonctions anisotropes,
le biais n’est pas monotone. Dans ce sens, les articles de Kerkyacharian, Lepski, et Picard
[2001], Klutchnikoff [2005], Goldenshluger et Lepski [2008] et Goldenshluger et Lepski [2009a]
utilisent une me´thode s’appuyant sur une comparaison des biais. La notion d’emboˆıtement
est ine´vitable. En effet il est ne´cessaire de trouver un ordre sur l’ensemble des feneˆtres pour
que la variance soit monotone. En ge´ne´ral, pour l’approche localement parame´trique, le
nombre d’observations appartenant a` Vh(y) augmente quand la feneˆtre augmente, d’ou` la
diminution de la variance.
Dans cette proce´dure, nous avions un “point d’appui”, f˚ (κ) l’estimateur minimax pe´nalise´,
qui est notre oracle. Ainsi, la me´thode de Lepski peut donner des ine´galite´s oracle (voir Gold-
enshluger et Lepski [2009a]), mais cela demande des re´sultats un peu plus techniques (bornes
uniformes de fonctions ale´atoires, voir Goldenshluger et Lepski [2009b]).
La me´thode de Lepski (Lepski, Mammen, et Spokoiny [1997]) nous a permis de con-
struire des estimateurs baye´sien et de Huber adaptatifs optimaux. Nous pre´sentons dans le
chapitre suivant les re´sultats obtenus dans cette the`se notamment graˆce a` cette me´thode.
Dans la section 2.3, la performance de cette me´thode est e´value´e (par rapport a` l’oracle).
Une illustration de la calibration de la constante C est aussi pre´sente´e.
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Chapitre 2
Re´sultats et Perspectives
Apre`s avoir de´fini les mode`les, les nouvelles me´thodes d’estimation et la proce´dure adap-
tative, nous pre´sentons les diffe´rents the´ore`mes qui mesurent les performances des estima-
teurs propose´s. D’un point vue minimax dans un premier temps, nous de´veloppons ensuite
des proce´dures adaptatives base´e sur l’ide´e de Lepski. Comme nous l’avons de´ja` souligne´
ci-dessus, nos re´sultats sont de´duits du controˆle des grandes de´viations de nos diffe´rents
estimateurs. Ces ine´galite´s font l’objet de sous-sections pour chaque me´thode d’estimation,
et peuvent eˆtre e´tudie´es de fac¸on inde´pendante des autres re´sultats. En fin de paragraphe,
nous parlerons des suites a` donner a` ces travaux, ainsi que des proble`mes ouverts.
2.1 Approche Baye´sienne
Nous donnons les re´sultats obtenus pour l’estimateur baye´sien dans le mode`le de la
re´gression ge´ne´rale. Tout d’abord nous pre´cisons quelques hypothe`ses : la vitesse de conver-
gence minimax est suppose´e connue ϕn,γ(β) = n
− β
γβ+d sur les espaces de Ho¨lder Hd(β, L), ou`
1 ≤ γ ≤ 2 est une constante qui de´pend de la densite´ g(., .) des observations. Une proprie´te´
remarquable de l’estimateur baye´sien est qu’il s’adapte a` la densite´ du mode`le pour eˆtre
optimal au sens des vitesses de convergence minimax. Comme tout estimateur localement
parame´trique, le choix de la feneˆtre est primordial pour construire un estimateur qui ne
de´pend pas de la fonction a` estimer. Nous proposons une proce´dure adaptative pour le choix
de la feneˆtre, base´e sur l’ide´e de Lepski, qui construit un estimateur adaptatif optimal. Nous
verrons quelques exemples d’optimalite´ pour certains mode`les (section 4.3). Comme nous
l’avons vu dans la section 1.5.2, le controˆle des grandes de´viations pour l’estimateur baye´sien
indexe´ par h doit eˆtre obtenu pour tout h. Ici, l’estimateur baye´sien n’est pas line´aire et on
ne connaˆıt pas sa forme explicite. Nous utiliserons le fait qu’il minimise un crite`re partic-
ulier pour controˆler les grandes de´viations. Une fois les re´sultats e´nonce´s pour le mode`le de
re´gression ge´ne´rale, nous e´tudions quelques exemples comme la re´gression gaussienne et la
re´gression inhomoge`ne de Poisson avec la vitesse ϕn,2(β) , la re´gression α avec ϕn,1+2α(β) et
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la re´gression multiplicative uniforme avec ϕn,1(β).
Nous proposons une proce´dure adaptative pour l’estimateur baye´sien. Cette proce´dure
permet un choix a` partir des observations de la feneˆtre d’estimation (en anglais : bandwidth).
Les re´sultats obtenus sont de type minimax adaptatifs pour le risque ponctuel. En partic-
ulier notre estimateur adaptatif atteint la vitesse ϕn,γ(β), ∀β ∈]0, b], nous verrons plusieurs
mode`les dans lesquels cette vitesse est optimale. Notons toutefois que l’adaptation pour
l’approche baye´sienne est de´ja` apparue, par exemple dans les travaux de Ghosal, Lember,
et Van der Vaart [2008] et Van der Vaart et Van Zanten [2009].
2.1.1 Recherche de la Vitesse Minimax
Rappelons le cadre dans lequel on travaille.
1. Le mode`le est celui de la re´gression ge´ne´rale de´fini dans (1.2.2) avec une densite´ g(., .),
2. f ∈ Hd(β, L,M) (De´finition 1),
3. on utilise l’estimateur baye´sien fˆ de´fini dans (1.3.7), avec la constante m a` choisir qui
correspond a` l’inverse de la puissance du rapport de vraisemblance,
4. on suppose que la vitesse minimax est connue et e´gale a` ϕn,γ(β) = n
− β
γβ+d avec γ
connue.
Pour obtenir la borne supe´rieure du risque maximal (De´finition 6), nous avons besoin des
hypothe`ses suivantes. Pour cela , on introduit les notations suivantes. Pour tout θ ∈ Θ(M),
soit Un = Nh
[
Θ
(
M
)− θ]. Donnons aussi Nh = (nhd)1/γ ou` γ ≥ 1 et ∀u ∈ Un le pseudo
rapport de vraisemblance
Zn,θ(u) =
Lh
(
θ + u N−1h ,Zn
)
Lh
(
θ,Zn
) .(2.1.1)
Soit Hn, n > 1 le sous-intervalle suivant de (0, 1).
(2.1.2) Hn = [hmin, hmax] , hmin =
(
lnn
) 1
γd+d2 n−1/d, hmax = (lnn)
− 1
γb+d .
Dans la suite, nous conside´rons seulement les valeurs de h appartenant a` Hn. Soit fθ(x),
avec θ ∈ Θ(M), le polynoˆme local d’approximation de f sur Vh(y) et soit bh l’erreur d’ap-
proximation correspondante, i.e.
(2.1.3) bh = sup
x∈Vh(y)
∣∣fθ(x)− f(x)∣∣.
Finalement, de´finissons N (h) = (bh ×Nh)γ et
(2.1.4) Eh = exp {N (h)} .
Soit le sous-intervalle Γδ ⊆ Θ
(
M
)
tel que
∫
Γδ
du = δDb , δ > 0.
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Hypothe`ses 3. On suppose qu’il existe plusieurs constantes τ,m > 0 et
c1, c2, c3, C1, C2, s1, s2 > 0 telles que pour tout n > 1, f ∈ Hd(β, L,M), θ ∈ Θ
(
M
)
et
h ∈ Hn, on a
1.
∫
Γδ
Ef
[
1− Z1/mn,θ (u)
]
+
du ≤ C1 Ec1h δDb+τ , ∀δ < s1,
2. EfZ1/mn,θ (u) ≤ C2 Ec2h exp {−c3 ‖u‖γ1} , ∀u ∈ Un : ‖u‖1 ≥ s2 N (h).
ou` a+ = max(a, 0), a ∈ R.
Remarque 3. On suppose aussi connues les constantes c3, s2, τ, m and γ, l’existence des
autres constantes est suffisante. Notons que le processus Zn,θ(.) n’est pas toujours de´fini, par
exemple si la mesure de probabilite´ Pf
θ+uN−1
h
n’est pas absolument continue par rapport a` Pfθ .
Dans ce cas, le proble`me est ouvert.
Par le passe´, Has’minskii et Ibragimov [1981] ont e´nonce´ des hypothe`ses similaires pour
les mode`les parame´triques. Ils utilisent l’estimateur baye´sien
∫ ||t− u||L(u)du mais sans la
puissance 1/m. Ainsi, les hypothe`ses ci-dessus sont plus faibles que celles de Has’minskii
et Ibragimov [1981] et Chichignoud [2010a] (voir Chapitre 4). Ces hypothe`ses sont donne´es
par Chichignoud [2010b] (Chapitre 3). La continuite´ du processus Zn,θ(.), et donc de la
vraisemblance, n’est pas ne´cessaire pour l’approche baye´sienne. En revanche, Zn,θ est de´fini
comme le rapport de deux mesures de probabilite´s, il est donc ne´cessaire que Pf
θ+uN−1
h
soit
absolument continue par rapport a` Pfθ . Le prochain the´ore`me montre qu’avec un choix
judicieux de la feneˆtre h, l’estimateur baye´sien local est optimal d’un point de vue minimax
sur les espaces de Ho¨lder. Posons h¯ =
(
Lγn
)− 1
γβ+d et soit f¯ h¯(y) = θˆ0,...,0
(
h¯
)
donne´ par (1.3.4),
(1.3.6) et (1.3.7) avec h = h¯.
The´ore`me 1. Soient β > 0, L > 0 et M > 0 fixe´es. Supposons que les hypothe`ses 3 sont
ve´rifie´es. Alors, il existe une constante C∗ telle que pour tout n ∈ N∗ satisfaisant Nh¯ ≥ 1,
ϕ−qn,γ(β)Rn,q
[
f¯ h¯(y),Hd(β, L,M)
]
≤ C∗, ∀q ≥ 1.
Remarque 4. Sous les hypothe`ses 3, nous savons construire un estimateur minimax. Nous
verrons dans les sections 2.1.4 et 3.4 dans quels mode`les ces hypothe`ses sont ve´rifie´es. Les
estimateurs de type baye´sien ou de Pitman ont e´te´ introduits dans le livre de Has’minskii et
Ibragimov [1981] pour l’estimation parame´trique, dans le but d’atteindre la vitesse optimale
pour diffe´rents mode`les ou` la vitesse varie. Dans la preuve (section 3.5), la constante C∗ est
exprime´e de fac¸on explicite. Notons que la borne infe´rieure n’est pas calcule´e car nous avons
suppose´ la vitesse minimax connue. Dans les exemples (section 2.1.4), les bornes infe´rieures
du risque minimax sont calcule´es.
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2.1.2 Proce´dure Adaptative
Cette section est voue´e a` l’estimation adaptative sur la collection de classes{
Hd(β, L,M)
}
β,L,M
. Nous n’allons pas imposer de restriction sur les valeurs possibles de
L,M . En effet, L,M joue un roˆle secondaire en intervenant dans les constantes, a` l’inverse
de β qui a une influence sur la vitesse. Nous supposerons que β ∈ (0, b], ou` b, est un entier
choisi arbitrairement a priori. Notons aussi que la constante M peut eˆtre estime´e par un
estimateur non ne´cessairement optimal (voir Chichignoud [2010a] ou Chapitre 4, Section
4.3). En revanche, il n’existe aucune me´thode capable d’estimer β et L.
Soit Φ la famille de normalisations suivante :
φn,γ(β) =
(
ρn,γ(β)
n
) β
γβ+d
, ρn,γ(β) =
[
1 +
γ(b− β)
(γb+ d)(γβ + d)
lnn
] 1
γ
, β ∈ (0, b].
On remarque que φn,γ(b) = ϕn,γ(b) et ρn,γ(β) ∼
(
lnn
) 1
γ pour tout β 6= b. On con-
state une perte dans la vitesse adaptative. Ceci est en ge´ne´ral toujours vrai pour l’esti-
mation ponctuelle (voir notamment Lepski [1990], Tsybakov [1998], Klutchnikoff [2005] et
Chichignoud [2010a]). Nous verrons que cette perte est ne´cessaire pour controˆler les grandes
de´viations pour l’estimateur baye´sien local.
Construction de l’estimateur Φ-adaptatif. Comme mentionne´ dans la section 1.5.2,
la construction de notre proce´dure d’estimation comprend deux e´tapes. Premie`rement, nous
de´finissons la famille des estimateurs baye´siens locaux. Ensuite, s’appuyant sur la me´thode
de Lepski, nous proposons une se´lection adaptative pour cette famille.
1e`re e´tape : Collection d’estimateurs baye´siens locaux. Posons
hk = 2
−khmax, k = 0, . . . ,kn,
ou` kn est le plus grand entier tel que hkn ∈ Hn de´fini dans (2.1.2). Soit
Fˆ =
{
fˆ (k)(y) = θˆ0,...,0(hk), k = 0, . . . ,kn
}
,
ou` θˆ0,...,0(hk) est donne´ par (1.3.4), (1.3.6) et (1.3.7) avec h = hk.
2e`me e´tape : Se´lection parmi la collection Fˆ . On pose fˆ ∗(y) = fˆ (kˆ)(y), ou` fˆ (kˆ)(y) est
se´lectionne´ dans Fˆ avec la re`gle de de´cision suivante :
kˆ = inf
{
k = 0,kn :
∣∣fˆ (k)(y)− fˆ (l)(y)∣∣ ≤ CSn(l), l = k + 1,kn} .(2.1.5)
Ici, on a utilise´ les notations suivantes, pour q ≥ 1 :
(2.1.6) C =
(
sγ2 ∨
22γ+2(γ + dq)
c3γ
(
1 ∧ τ D−1b
)) 1γ , Sn(l) = [1 + l ln 2
n
(
hl
)d
] 1
γ
, l = 0, 1, . . . , kn.
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The´ore`me 2. Soit b > 0 fixe´. Supposons que les hypothe`ses 3 soient ve´rifie´es, alors pour
tout β ∈ (0, b], L > 0, M > 0 et q ≥ 1
lim sup
n→∞
φ−qn,γ(β)Rn,q
[
fˆ ∗(y),Hd(β, L,M)
]
<∞.
Remarque 5. Ce the´ore`me correspond au the´ore`me 5 dans le chapitre 3. L’assertion de ce
the´ore`me montre que l’estimateur propose´ fˆ ∗(y) est Φ-adaptatif. Cela implique que la famille
de normalisations Φ est admissible. Par exemple, nous pouvons de´montrer l’optimalite´ de
Φ dans la re´gression multiplicative uniforme avec le crite`re de Klutchnikoff [2005] (voir
Section 4.6). Nous avons choisi d’e´crire le the´ore`me de fac¸on asymptotique pour simplifier la
pre´sentation, au vue de la preuve (section 3.5) nous pourrions e´crire la borne supe´rieure sous
la forme φn,γ + Rn comme pre´sente´e dans la section 1.5.2. La connaissance des constantes
s2, γ, c3 est ne´cessaire pour construire la constante C intervenant dans la proce´dure. En
pratique, on peut calibrer la constante C sur des jeux de donne´es et ainsi e´viter ce proble`me.
2.1.3 Grandes De´viations
Nous avions pre´cise´ dans la section 1.5.2 que le controˆle des grandes de´viations est indis-
pensable pour obtenir l’adaptation. Ainsi, nous avons pu e´tablir un nouveau type d’ine´galite´s
exponentielles. Il existe ε0, ω1, ω2 et ω3 des constantes positives. Pour tout n > 1, h ∈ Hn
et f ∈ Hd(β, L,M), alors ∀ε ≥ ε0 ×N (h)
Pf
(
Nh
∣∣fˆh(y)− f(y)∣∣ ≥ ε) ≤ ω1Eω2h exp {−ω3εγ} ,
ou` l’estimateur baye´sien fˆh(y) est donne´ par (1.3.4), (1.3.6) et (1.3.7). Ce re´sultat est e´nonce´
dans la proposition 3, la preuve est disponible dans la section 3.5.4. La nouveaute´ ici est la
puissance γ dans l’exponentielle. En effet la puissance conditionne la vitesse φn,γ(β) (voir
aussi Has’minskii et Ibragimov [1981]). A noter aussi l’apparition du terme Eh = exp{bhNh}.
Ce terme peut e´ventuellement tendre vers l’infini si le nombre d’observations augmente.
Pour le controˆler, nous utiliserons le compromis biais-variance, i.e. N (h) = bhNh ≤ Ldhβ ×(
nhd
)1/γ
, nous pouvons voir ce terme comme le rapport biais/variance. Pour l’estimateur
minimax, la borne supe´rieure du risque s’obtient par inte´gration de cette probabilite´.
Dans la suite, nous donnons quelques ide´es essentielles de la preuve. Notamment comment
utiliser les hypothe`ses 3 et le crite`re baye´sien.
Ide´e de la preuve. La de´finition de θˆ(h) et θ = θ(f, y, h) les coefficients du polynoˆme de
Taylor associe´ a` f , impliquent que ∀ε > 0
Pf
(
Nh
∣∣fˆh(y)− f(y)∣∣ ≥ ε) ≤ Pf (Nh∣∣θˆ0(h)− θ0∣∣ ≥ ε)
≤ Pf
(
Nh
∥∥θˆ(h)− θ∥∥
1
≥ ε
)
.(2.1.7)
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Quelques remarques sont a` faire. Premie`rement, par de´finition on a θ ∈ Θ(M). Rappelons
que θˆ(h) minimise pih de´fini par (1.3.6) et donc, l’inclusion suivante est vraie si θˆ(h) ∈ Θ(M).{
Nh
∥∥θˆ(h)− θ∥∥
1
≥ ε
}
⊆
{
inf
Nh‖t−θ‖1≥ε
pih(t) ≤ pih(θ)
}
.(2.1.8)
En outre,
pih(t) = N
−1
h
∫
Θ
‖Nh(t− u)‖1
[
Lh
(
u,Zn
)]1/m
du
= N−Db−1h
∫
Un
‖Nh(t− θ)− u‖1
[
Lh
(
θ + uN−1h ,Zn
)]1/m
du
= N−Db−1h
[
Lh
(
θ,Zn
)]1/m ∫
Un
‖Nh(t− θ)− u‖1 Z1/mn,θ (u)du.
D’ou`, τn = Nh
(
θˆ(h)− θ) est le minimiseur de
χn(s) =
∫
Un
∥∥s− u∥∥
1
Z
1/m
n,θ (u)∫
Un
Z
1/m
n,θ (v)dv
du,
et on obtient avec (2.1.7) et (2.1.8) pour tout ε > 0
Pf
{∥∥∥Nh(θˆ(h)− θ)∥∥∥
1
> ε
}
≤ Pf
{
inf
‖s‖1>ε
χn(s) ≤ χn(0)
}
.(2.1.9)
Soient ν > 0 et 0 < r < ε/3 deux parame`tres a` choisir, apre`s quelques minorations et
majorations de χn(.), on obtient
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ 2Pf
{∫
Un∩(‖u‖1>r)
‖u‖1Z1/mn,θ (u)du > r ν/4
}
+2Pf
{∫
Un
Z
1/m
n,θ (v)dv < ν/2
}
.
En utilisant l’ine´galite´ de Markov, le premier terme peut eˆtre controˆle´ par une ine´galite´
exponentielle avec l’hypothe`se 3.2. L’hypothe`se 3.1 est utilise´e pour controˆler le deuxie`me
terme en retranchant vZ
1/m
n,θ (0) dans l’ine´galite´. Ainsi, le controˆle des grandes de´viations avec
la puissance γ est obtenu pour l’estimateur baye´sien dans le mode`le de re´gression ge´ne´rale.
Plus de de´tails sont donne´s dans la preuve 3.5.4 de la proposition 3.
2.1.4 Exemples de Mode`les avec des Vitesses Diffe´rentes
Dans cette partie, nous pre´cisons les mode`les de re´gression (gaussienne, inhomoge`ne de
Poisson, α et multiplicative uniforme) ou` les hypothe`ses 3 sont ve´rifie´es. Pour chaque mode`le,
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on construit un estimateur baye´sien local minimax. A l’aide de la proce´dure adaptative, nous
donnons un estimateur baye´sien adaptatif optimal pour chaque mode`le.
Nous nous inte´ressons a` trouver des mode`les dans lequels les estimateurs line´aires ne sont
pas optimaux (au sens minimax et adaptation minimax). Par exemple, dans les re´gressions
α et multiplicative uniforme, les vitesses minimax sont respectivement ϕn,1+2α(β) et ϕn,1(β)
et donc bien meilleures que ϕn,2(β) la vitesse des estimateurs line´aires. Nous pouvons dire
que la famille des estimateurs baye´siens indexe´s par la feneˆtre est plus “riche” que celle des
estimateurs line´aires.
Nous ne pre´cisons pas encore, a` ce stade, comment ve´rifier les hypothe`ses 3. Ce travail
est pre´sente´ dans la section 3.4. Les de´monstrations doivent eˆtre faites a` la “main”, i.e. pour
une densite´ g(., .) donne´e, on doit rechercher les constantes qui ve´rifient les hypothe`ses 3.
Re´gression Gaussienne. La re´gression gaussienne est tre`s connue en statistiques non-
parame´triques. Beaucoup d’estimateurs line´aires ont de´ja` e´te´ de´veloppe´s et sont optimaux.
On veut ve´rifier que notre estimateur baye´sien fait aussi bien que les estimateurs line´aires
dans ce cadre tre`s classique. Rappelons le mode`le additif gaussien
Yi = f(Xi) + ξi, ξi ∼ N (0, σ2), i = 1, ..., n,
ou` f ∈ H(β, L,M) et σ > 0. Ici la densite´ des observations s’e´crit
g(., f(Xi)) = gξ(.− f(Xi)) =
(
2piσ2
)−1/2
exp
{
−
(
.− f(Xi)
)2
2σ2
}
.
On peut ve´rifier les hypothe`ses 3 avec γ = 2. Ainsi, l’estimateur baye´sien local atteint les
vitesses minimax ϕn,2(β) = n
− β
2β+d et adaptative φn,2(β) pe´nalise´e (voir The´rore`me 6) avec
un
√
lnn qui est optimale pour la re´gression gaussienne. Le choix des feneˆtres minimax et
adaptatives est donne´ respectivement dans les sections 2.1.1 et 2.1.2.
Re´gression Inhomoge`ne de Poisson. Nous sommes ici dans le cas discret, avec une
densite´
g(k, f(Xi)) = Pf (Yi = k) =
[f(Xi)]
k
k!
exp {−f(Xi)} , k ∈ N, f ∈ Hd(β, L,M,A).
Dans ce cadre, on peut dire que Yi ∼ P
(
f(Xi)
)
. Les hypothe`ses 3 sont ve´rifie´s avec γ = 2
(Lemma 2). Ainsi, l’estimateur baye´sien local atteint les vitesses minimax ϕn,2(β) = n
− β
2β+d
et adaptative φn,2(β) pe´nalise´e avec un
√
lnn (The´rore`me 7). Les choix des feneˆtres minimax
et adaptatives sont donne´es respectivement dans les sections 2.1.1 et 2.1.2. Les vitesses de
convergence sont les meˆmes que celles de la re´gression gaussienne. Ce qui est naturel par
e´quivalence asymptotique entre ces deux mode`les (voir Anscombe [1948]).
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Re´gression α. La re´gression α justifie la construction de l’estimateur baye´sien. En effet,
la vitesse de convergence de´pend de α et s’ame´liore de`s que α < 1/2. Rappelons le mode`le
Yi = f(Xi) + i, i = 1, ..., n,
ou` i a pour densite´ gα(x) = C(α) exp {−|x|α} avec 0 < α < 1/2. C(α) est une constante
choisie pour que gα soit bien une densite´. Ici le design Xi est de´terministe uniforme´ment
re´parti sur [0, 1]d et f ∈ Hd(β, L,M).
Nous de´montrons que l’estimateur baye´sien atteint la vitesse ϕn,1+2α(β) = n
− β
(1+2α)β+d
si l’on connaˆıt β. La proce´dure adaptative, donne´e dans la section 2.1.2, permet de con-
struire un estimateur baye´sien adaptatif qui atteint la vitesse φn,1+2α(β) pe´nalise´e avec un(
lnn
) 1
(1+2α) . On remarque que pour α < 1/2, on a la vitesse de convergence ϕn,1+2α(β) <
ϕn,2(β). Ainsi, dans ce mode`le, l’estimateur baye´sien est “meilleur” (converge plus vite) que
les estimateurs line´aires.
Has’minskii et Ibragimov [1981] de´montrent, dans le cas parame´trique, que pour α > 1/2
la vitesse est n−1/2 et pour α = 1/2 on a la vitesse
(
n lnn
)−1/2
. Donc 1/2 est la frontie`re avec
la “pire” vitesse ϕn,2(β). On remarque que si α ≈ 0 alors ϕn,1+2α(β) ≈ ϕn,1(β) ou` ϕn,1(β)
est apparemment la “meilleure” vitesse que l’on peut atteindre en estimation.
Re´gression Multiplicative Uniforme. Le mode`le est
Yi = f(Xi)× Ui, i = 1, . . . , n,
ou` f ∈ Hd(β, L,M,A). Les variables ale´atoires (Ui)i∈1,...,n sont suppose´es inde´pendantes et
uniforme´ment distribue´es sur [0, 1] et les points du design (Xi)i∈1,...,n sont de´terministes.
L’e´tude de ce mode`le est l’objet du chapitre 4. L’approche baye´sienne de´veloppe´e ne
peut pas s’appliquer directement. Premie`rement, nous avons construit deux estimateurs Aˆ
et Mˆ de A et de M , et introduit l’estimateur baye´sien construit sur l’ensemble des coeffi-
cients ale´atoires. Deuxie`mement, le processus Zn,θ n’est pas toujours de´fini (les mesures de
probabilite´ ne sont pas absolument continues). Il nous a fallu choisir de fac¸on judicieuse le
polynoˆme d’approximation fθ avec la condition fθ = f .
Ainsi nous prouvons que la vitesse minimax est ϕn,1(β) = n
− β
β+d (The´ore`me 10) et
que notre estimateur baye´sien est minimax (voir The´ore`me 11, Section 4.2). Dans le cadre
adaptatif, nous donnons une proce´dure plus spe´cifique que celle pre´sente´e ci-dessus, qui
nous permet de trouver un estimateur φn,1(β)-adaptatif (The´ore`me 14) ou` la pe´nalite´ est
en lnn. Nous de´montrons a` l’aide du crite`re de Klutchnikoff [2005] que cette famille de
normalisations est adaptative optimale (voir The´ore`me 13). On rappelle qu’il y a toujours
un prix a` payer pour l’adaptation en estimation ponctuelle.
On rappelle que pour utiliser l’estimateur baye´sien, les hypothe`ses 3 doivent eˆtre ve´rifie´es,
en particulier pour les exemples ci-dessus. On peut trouver plus de de´tails dans la section
3.4 (Chapitre 3).
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2.2 Crite`re de Huber
Cette partie pre´sente un estimateur “robuste” (peu sensibles aux valeurs extreˆmes, en
anglais outliers) de type M-estimateur que nous appelons estimateur de Huber. Comme nous
l’avons vu dans la section pre´ce´dente, l’estimateur baye´sien recherche la vitesse optimale pour
un mode`le donne´. L’inconve´nient de l’approche baye´sienne est qu’il faut supposer connue la
densite´ des observations g(., .) pour ve´rifier les hypothe`ses 3. Nous proposons un estimateur
qui ne de´pend pas de la densite´ gξ des observations (avec gξ ve´rifiant les hypothe`ses 1). En
revanche, l’estimateur de Huber n’est pas toujours optimal (par exemple re´gression α ou
re´gression additive uniforme).
Rappelons dans quel cadre on travaille.
1. Le mode`le est celui de la re´gression additive avec design ale´atoire (inde´pendant du
bruit) de´fini dans la section 1.2.3 avec une densite´ gξ(.) ve´rifiant les hypothe`ses 1,
Yi = f(Xi) + ξi, i = 1, ..., n,
2. f ∈ Hd(β, L,M) (De´finition 1),
3. on utilise l’estimateur de Huber f˘ de´fini dans (1.3.10),
4. on ne regarde pas le point de vue minimax dans ce paragraphe, mais plutoˆt la vitesse
du risque maximal (De´finition 6) de notre estimateur de Huber.
L’adaptation dans la re´gression additive a de´ja` fait l’objet d’un travail. En effet, Brown,
Cai, et Zhou [2008] utilisent la normalite´ asymptotique de la me´diane pour approximer
ce mode`le par le mode`le gaussien avec une me´thode de me´diane par blocs. Une e´tape in-
terme´diaire est de projeter les nouvelles observations dans une base d’ondelettes. Ensuite,
la me´thode de Stein par blocs (voir Stein [1981] et Cai [1999]) est utilise´e pour l’adaptation.
En revanche, cette approche ne´cessite des hypothe`ses plus fortes que les hypothe`ses 1 qui
sont suffisantes pour l’utilisation de l’estimateur de Huber.
Tsybakov [1982a, 1982b, 1983, 1986] fuˆt le premier a` introduire l’ide´e de Huber [1981]
pour l’estimation non-parame´trique locale et plus ge´ne´ralement pour l’estimation robuste.
2.2.1 Adaptation
Graˆce au crite`re de Huber, on de´montre que notre estimateur f˘ est φn,2(β)-adaptatif sur
la collection des espaces de Ho¨lder isotropes
{
Hd(β, L,M)
}
β,L
pour l’estimation ponctuelle.
Pour l’estimateur de Huber, citons les papiers de Hall et Jones [1990] et Ha¨rdle et Tsy-
bakov [1992], avec les me´thodes adaptatives de validation croise´e et de Plug-in. Reiss, Rozen-
holc, et Cuenod [2009] de´veloppe un estimateur adaptatif pour les fonction localement con-
stantes. Dans la suite, nous proposons une ge´ne´ralisation de cette approche a` toutes fonctions
qui peuvent eˆtre, localement, approche´es par un objet parame´trique.
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Nous supposons que β ∈]0, b] (b est la borne supe´rieure de la re´gularite´) et aucune
restriction sur les constantes L et M . Soit Φ la famille de normalisations suivantes :
φn(β) =
(
ρn(β)
n
) β
2β+d
, ρn(β) =
(
1 +
2(b− β)
(2β + d)(2b+ d)
lnn
)1/2
, β ∈ (0, b].
On remarque que φn(b) = ϕn(b) et ρn(β) ∼
(
(b − β)lnn)1/2 pour tout β 6= b. Il est facile
de de´montrer que cette famille de normalisations est adaptative optimale sous le crite`re de
Klutchnikoff [2005] pour la re´gression gaussienne.
Construction de l’estimateur Φ-adaptatif. Premie`rement, nous de´terminons la famille
des estimateurs de Huber locaux. Ensuite, base´e sur la me´thode de Lepski, nous proposons
une re`gle de se´lection dans cette famille a` partir des donne´es.
On prend f˘h l’estimateur de´fini par (1.3.4), (1.3.9) et (1.3.10). Ainsi, on de´finit la famille
des estimateurs de Huber locaux F˘ . Posons hmax = n− 12b+d et
hk = 2
−khmax, k = 0, . . . ,kn,
ou` kn est le plus grand entier tel que hkn ≥ hmin = n−1/d ln
b
d(2b+d) n. Soit
F˘ =
{
f˘ (k)(y) = θ˘0,...,0(hk), k = 0, . . . ,kn
}
.(2.2.1)
On pose f˘ ∗(y) = f˘ (kˆ)(y), ou` f˘ (kˆ)(y) est se´lectionne´ a` partir de F˘ avec la re`gle de se´lection
suivante :
kˆ = inf
{
k = 0,kn :
∣∣f˘ (k)(y)− f˘ (l)(y)∣∣ ≤ CSn(l), l = k + 1,kn} .(2.2.2)
Avec les notations suivantes :
(2.2.3) C = 2Db
√
48λrd, Sn(l) =
[
1 + l ln 2
n
(
hl
)d
]1/2
, l = 0, 1, . . . ,kn,
ou` λ > 0 est la plus petite des valeurs propres de la matrice du design de´finie dans le lemme
13 et Db est le nombre de de´rive´es partielles d’ordre plus petit ou e´gal a` b (1.3.2).
The´ore`me 3. Soit b > 0. Alors, pour toute densite´ gξ(.) ve´rifiant les hypothe`ses 1, pour
tout β ∈ (0, b], L > 0, M > 0 et r ≥ 1
lim sup
n→∞
φ−rn,2(β)Rn,r
[
f˘ ∗(y),Hd(β, L,M)
]
<∞.
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Remarque 6. Ce the´ore`me correspond au the´ore`me 5 dans le chapitre 3. La constante
M sert a` la construction de l’ensemble des coefficients Θ(M) (1.3.10), on peut remplacer
M par lnn ou l’estimer avec une me´thode de me´diane locale. La constante λ de´pend de∫ 1
−1 gξ(z)dz (voir Preuve du lemme 13), inconnue en pratique, mais on peut l’estimer a`
l’aide de l’estimateur
Gˆ =
1
n
n∑
i=1
I[−1,1](Yi − f˜(Xi)),
ou` f˜ est un estimateur de f (par exemple l’estimateur de la me´diane locale). Il est facile de
voir par construction que Gˆ estime la quantite´ Pf (−1 ≤ ξ ≤ 1) =
∫ 1
−1 gξ(z)dz. Une solution,
tre`s utilise´e en pratique, est de calibrer la constante C avec un jeu de donne´es.
Ce re´sultat est valable dans le mode`le de re´gression additive sous les hypothe`ses 1, en
particulier l’estimateur de Huber adaptatif f˘ ∗(y) atteint la vitesse φn,2(β) pour les re´gressions
gaussienne, de Cauchy, re´gression α et additive uniforme.
Comme pour l’approche baye´sienne, nous donnons le re´sultat sous forme asymptotique.
Nous pouvons une nouvelle fois pre´ciser que la borne supe´rieure peut s’e´crire comme la
vitesse plus un reste (voir Section 5.4).
Maintenant, nous allons nous inte´resser a` controˆler les grandes de´viations de l’estimateur
de Huber.
2.2.2 Grandes De´viations
Nous expliquons ici comment obtenir le controˆle des grandes de´viations avec l’estimateur
de Huber. Les ide´es de la preuve reposent sur la diffe´rentielle du crite`re de Huber en t, du
processus limite de celle-ci (M-estimation) et d’un argument de chaˆınage combine´ avec
l’ine´galite´ de Bernstein (Boucheron, Bousquet, et Lugosi [2004]). Tout d’abord, e´nonc¸ons le
re´sultat.
Pour tout n ∈ N∗, h ∈ Hn, f ∈ Hd(β, L,M), alors ∀ε ≥ Db ε0(h)/
√
λ on a
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε) ≤ Σ exp
−
(
ε
√
λD−1b − ε0(h)
)2
8 + 8
3
√
nhd
ε
√
λD−1b
 ,
ou` ε0(h) =
(
1 ∨ bh Nh
)
. Notons que ce re´sultat est conditionne´ par un e´ve´nement dont
son comple´mentaire a une probabilite´ exponentiellement petite de se re´aliser (pour plus de
pre´cisions, voir Section 5.4).
Ide´e de la preuve. Posons la de´rive´e de la fonction de Huber (1.3.8)
(2.2.4) q(z) := Q′(z) = I]1,+∞[(z)− I]−∞,−1[(z) + z I[−1,1](z), z ∈ R.
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Il est facile de voir que cette fonction est continue et borne´e par 1. Notons D˜h(.) la diffe´rentielle
du crite`re de Huber m˜h(.) de´fini par (1.3.9). Remarquons que chaque coordonne´e de D˜h(.)
est une somme de variables ale´atoires borne´es et D˜h
(
θ˘(h)
)
= (0, ..., 0) (q′ est continue). Soit
Dh(.) = EfD˜h(.), l’ide´e principale de cette preuve repose sur le fait que D˜h(t)
∆h+N
−1
h−−−−−→
n→∞
Dh(t)
en probabilite´ uniforme´ment en t, alors on a θ˘(h)
∆h+N
−1
h−−−−−→
n→∞
θ ou` θ ∈ Θ(M) est l’unique solu-
tion de Dh(θ) = 0 et ∆h est le terme de biais est vaut environ Lhβ. C’est l’ide´e ge´ne´rale de
la m-estimation : regarder si le processus limite admet comme solution le parame`tre que l’on
cherche a` estimer (voir par exemple le livre de Van de Geer [2000]). Pour obtenir la bonne
vitesse de convergence, il suffit d’utiliser les she´mas classiques du compromis du biais Lhβ
et de la variance 1/sqrtnhd. On donne le diagramme suivant qui re´sume ces explications
(Figure 2.1).
Figure 2.1 – Illustration des principe des M-estimateurs
La de´finition de θ˘(h) et θ = θ(f, y, h) les coefficients du de´veloppement de Taylor im-
pliquent que ∀ε ≥ Db ε0(h)/
√
λ
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε) ≤ Pf (Nh∣∣θ˘0(h)− θ0∣∣ ≥ ε)
≤ Pf
(
Nh
√
Db
∥∥θ˘(h)− θ∥∥
2
≥ ε
)
.
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En de´montrant que la jacobienne de Dh(.) est inversible, on peut e´crire (Lemme 13) que
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε) ≤ Pf (Nh√Db√
λ
∥∥∥Dh(θ˘(h))−Dh(θ)∥∥∥
2
≥ ε
)
.
Maintenant, rappelons que D˜h
(
θ˘(h)
)
= (0, ..., 0) et Dh(θ) = (0, ..., 0) et∥∥∥Dh(θ˘(h))−Dh(θ)∥∥∥
2
=
∥∥∥Dh(θ˘(h))∥∥∥
2
=
∥∥∥Dh(θ˘(h))− D˜h(θ˘(h))∥∥∥
2
≤ sup
t∈Θ(M)
∥∥∥Dh(t)− D˜h(t)∥∥∥
2
.
Ainsi
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε) ≤ Pf (Nh√Db√
λ
sup
t∈Θ(M)
∥∥∥Dh(t)− D˜h(t)∥∥∥
2
≥ ε
)
En utilisant un argument de chaˆınage et l’ine´galite´ de Bernstein (voir Lemme 15), on obtient
le re´sultat
(2.2.5) Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε) ≤ Σ exp
−
(
ε
√
λD−1b −∆h
)2
8 + 8
3
√
nhd
ε
√
λD−1b
 .
Pour plus de de´tails, regarder la proposition 7 dans la section 5.4. On peut voir Dh
(
t
)−D˜h(t)
comme une somme de variable ale´atoires inde´pendantes et borne´es
∑n
i=1Wt(Xi, ξi) (proces-
sus empirique). Deux nombreux outils ont e´te´ de´veloppe´s ces quinze dernie`res anne´es et
peuvent remplacer l’utilisation d’un argument de chaˆınage et d’une ine´galite´ de concentra-
tion classique.
2.2.3 Ine´galite´s Maximales pour les processus empiriques
Cette sous-section a pour but de pre´senter la notion de processus empirique et les
ine´galite´s de concentration du maxima de ces processus que l’on peut trouver dans la
litte´rature. Ces ine´galite´s sont tre`s utilise´es en statistique mathe´matique notamment pour
l’adaptation (Voir l’exemple ci-dessus). Elles sont couramment appele´es ine´galite´s maximales
(en anglais : maximal inequalities).
Posons les notations pour de´finir un processus empirique. Soit G une classe de fonc-
tions borne´es de Ω → R ou` (Ω,A,P) est un espace de probabilite´ et E de´signe l’espe´rance
mathe´matique par rapport a` P. Notons Z1, ..., Zn une suite de variables ale´atoires inde´pendantes
a` valeurs dans Ω. On appelle processus empirique
∑n
i=1 g(Zi) et maxima d’un processus em-
pirique Z = supg∈G
∑n
i=1
∣∣g(Zi)− Eg(Zi)∣∣.
Ine´galite´ de Talagrand :
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Pour la premie`re fois, Talagrand [1994, 1995, 1996a, 1996b] donne des ine´galite´s de
concentration pour le maxima d’un processus empirique. Soient b > 0 tel que ‖g‖∞ ≤ b pour
tout g ∈ G et v = E supg∈G
∑n
i=1 g
2(Zi), alors pour tout re´el positif
P (Z ≥ E[Z] + x) ≤ K exp
{
− x
2
2(c1v + c2bx)
}
,
ou` c1, c2 et K sont des constantes universelles.
On peut remarquer que si G est restreint a` une seule fonction, alors on obtient l’ine´galite´
de Bernstein
P
(
n∑
i=1
∣∣g(Zi)− Eg(Zi)∣∣ ≥ x) ≤ 2 exp{− x2
2(v + bx/3)
}
.
Dans ce cas, les constantes correspondantes c1 et c2 sont connues explicitement. L’ine´galite´
de Talagrand permet de prouver l’existence d’ine´galite´s exponentielles, mais pose le proble`me
de la connaissance des constantes. En effet, les proce´dures adaptatives contiennent des
parame`tres qui, une fois optimise´s, de´pendent des constantes c1 et c2 (Voir le parame`tre
C dans la proce´dure de Lepski). De plus, il n’est pas toujours e´vident de calculer l’espe´rance
de E[Z] (pour plus de de´tails, voir Massart [2007], Chapitre 6). En fait, cela demande l’utili-
sation d’un argument de chaˆınage et donc du calcul de l’entropie de l’espace G conside´re´.
Ine´galite´ de Massart 1 :
Pour re´soudre les proble`mes que pose l’ine´galite´ de Talagrand, Ledoux [1997] propose
une de´monstration de cette ine´galite´, en utilisant des ine´galite´s d’entropie sur des mesures
produit. Puis Massart [2000] donne une ine´galite´ de type Bennett avec des constantes con-
nues. On peut toujours e´crire une ine´galite´ de type Bennett comme une ine´galite´ de type
Bernstein qui est souvent privilie`ge´e pour l’adaptation. Soit σ2 = supg∈G
∑n
i=1 V ar
(
g(Zi)
)
,
alors pour tous re´els strictement positifs z et ε
P (Z ≥ (1 + ε)E[Z] + x) ≤ exp
{
− x
2
2(κσ2 + κ(ε)bx)
}
,
ou` κ = 4 et κ(ε) = 2.5 + 32ε−1.
La connaissance des constantes est tre`s importante pour l’adaptation. Le proble`me, qui
vient ensuite, est l’optimisation de ces constantes (les plus petites possibles).
Ine´galite´ de Bousquet :
Contrairement a` l’ine´galite´ de Massart 1, Bousquet [2002] montre que l’on peut obtenir
les constantes optimales (comme dans l’ine´galite´ de Bernstein) avec des variables ale´atoires
Z1, ..., Zn inde´pendantes et identiquement distribue´es. Supposons que supg∈G ‖g‖∞ ≤ 1, alors
pour tout x ≥ 0
P (Z ≥ E[Z] + x) ≤ exp
{
− x
2
2(σ2 + x/3)
}
.
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Meˆme avec les constantes optimales, il reste un proble`me de taille a` re´soudre : le calcul
ou la majoration de E[Z] (l’espe´rance du maxima de la somme de variables ale´atoires
inde´pendantes et borne´es). On peut utiliser un re´sultat disponible dans le livre de Van der
Vaart et Wellner [1996] pour les processus (Xt)t∈T dit sub-gaussiens quand ils ve´rifient
P (|Xs −Xt| > x) ≤ 2 exp
{−x2/2d2(s, t)} , s, t ∈ T, x > 0,
ou` d(·, ·) est une semi-me´trique sur T . Dans le chapitre 2 (Empirical processes), Section 2
(Maximal inequalies), corollaire 2.2.8, on y trouve une majoration de l’espe´rance du maxima
du processus Xt : pour t0 ∈ T fixe´ arbitrairement, on a
E sup
t∈T
|Xt| ≤ E|Xt0|+K
∫ ∞
0
√
lnN(r/2, d)dr,
pour K une constante universelle et N(r, d) est le nombre minimal de boules de rayon r (avec
la semi-me´trique d) ne´cessaire pour recouvrir l’espace T . lnN(r/2, d) est appele´e entropie
de l’espace T .
La de´monstration de ce corollaire ne´cessite l’utilisation d’un argument de chaˆınage et
donc le calcul de l’entropie de l’espace conside´re´. Mais ici, la constante K est inconnue.
Ceci pose encore le proble`me de l’adaptation dans lequel les parame`tres des proce´dures
adaptatives doivent eˆtre connues. Dans ce sens, Massart [2007] de´veloppa des ine´galite´s
maximales qui ne´cessitent seulement le calcul de l’entropie.
Ine´galite´ de Massart 2 :
On peut trouver dans le livre de Massart [2007] au Chapitre 6 (Maximal Inequalities), Sec-
tion 6.2 (Function-indexed empirical processes), des ine´galite´s exponentielles pour le maxima
de processus empiriques (somme de variables ale´atoires inde´pendantes et borne´es). Nous ex-
pliquerons dans la suite que si le supremum du processus empirique
∑
iWt(Xi, ξi) est inde´xe´
en t alors il est ne´cessaire que Wt(·, ·) soit continue en t. Ainsi, le re´sultat e´nonce´ par Mas-
sart [2007] dans le corollaire 6.9 se pre´sente comme suit. L’auteur introduit la fonction H(δ)
comme l’entropie de G avec une notion de Bracketing (un peu plus rafine´e que l’entropie
habituelle). Soit σ2 = supg∈G
∑n
i=1 Eg2(Zi) et b = supg∈G ‖g‖∞, alors, pour tout ε ∈]0, 1] et
x ≥ 0
P (Z ≥ E + x) ≤ exp
{
− x
2
2(1 + 6ε)2nσ2 + 4bx/3
}
,
ou` pour une constante absolue κ = 27
E =
κ
ε
√
n
∫ εσ
0
√
H(u) ∨ ndu+ 2(b/3 + σ)H(σ)
Ici tout le travail a e´te´ fait, en particulier la majoration de EZ par E qui contient l’inte´grale
de l’entropie avec les contantes connues.
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Revenons au cas de l’estimateur de Huber, avec le maxima du processus empirique
supt∈Θ
∑
iWt(Xi, ξi) (Θ = Θ(M) est un compact de RDb) ou` Wt(x, z) = q
(
z + f(x) −
ft(x)
) (
x−y
h
)
Ix∈Vh(y), et q est la de´rive´e de la fonction de Huber definie dans (1.3.8). Comme
nous l’avons pre´cise´ ci-dessus, le calcul de l’entropie sur l’espace G = WΘ =
{W =Wt : t ∈
Θ
}
est assez difficile voir impossible. Ainsi, il est souvent choisi de se ramener a` l’entropie
de l’espace Θ qui est plus facile a` calculer. Ceci ne´cessite la continuite´ de Wt en t et donc
de la continuite´ de la fonction q (de´rive´e de Huber) dans notre exemple a` nous.
L’ine´galite´ de Massart 2 convient parfaitement pour le controˆle des grandes de´viations de
l’estimateur de Huber. Mais dans notre de´monstration (Chapitre 5, Preuve de la proposition
7), nous avons choisi de faire les calculs a` la main avec l’utilisation d’un argument de chaˆınage
et l’ine´galite´ de Bernstein (l’ine´galite´ de Hoeffding est suffisante si le design est de´terministe).
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2.3 Expe´riences nume´riques
Dans cette section, nous donnons quelques re´sultats pratiques (avec le logiciel Matlab)
pour toutes les me´thodes de´veloppe´es. Nos simulations sont effectue´es sur 3 fonctions f1, f2
et f3.
Figure 2.2 – Fonctions utilise´es pour nos simulations.
Notre e´tude se limite aux fonctions unidimensionnelles. En fait, les comportements, que
l’on peut observer sur les fonctions isotropes a` plusieurs variables, sont semblables a` ceux
observe´s sur les trois fonctions ci-dessus.
Rappelons que notre estimateur est un polynoˆme dont on estime les coefficients. Pour
des raisons de complexite´, nous nous limiterons aux polynoˆmes de degre´ 1, i.e. que nous
n’e´tudierons que les fonctions f ∈ Hd(β, L,M) avec β ≤ 2.
Nous testons nos estimateurs dans les diffe´rents mode`les e´tudie´s dans cette the`se. Pour
chacun d’entre eux, nous allons comparer les estimateurs baye´siens et de Huber avec leurs
oracles.
De´finition 10. L’estimateur f˚ ∗(y) = f˚h
∗
(y) est appele´ oracle de la famille
{
f˚h(y)
}
h>0
si
h∗ = arg min
h>0
Ef
∣∣f˚h(y)− f(y)∣∣.
h∗ est appele´e feneˆtre oracle.
Notons que pour chaque point y, on y associe un oracle. L’oracle peut eˆtre interpre´te´
comme le meilleur estimateur dans la famille connaissant la fonction f .
Nous pre´sentons les re´sultats de la fac¸on suivante : nous calculons les rapports
r∗B(y) =
Ef
∣∣fˆ ∗B(y)− f(y)∣∣
Ef
∣∣fˆh+BB (y)− f(y)∣∣ , r∗H(y) =
Ef
∣∣f˘ ∗H(y)− f(y)∣∣
Ef
∣∣f˘h+HH (y)− f(y)∣∣ ,
ou` fˆ ∗B(y) et f˘
∗
H(y) sont respectivement les oracles des familles d’estimateurs baye´siens
{
fˆh(y)
}
h>0
et de Huber
{
f˘h(y)
}
h>0
. h+B et h
+
H sont respectivement les feneˆtres adaptatives des estima-
teurs baye´sien et de Huber, donne´es par les proce´dures (2.1.5) et (2.2.2). L’espe´rance de la
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fonction de perte est approche´e par une me´thode de Monte-Carlo avec T = 10000 ite´rations.
On construit la suite finie d’e´le´ments y1, y2, ..., yv uniforme´ment re´partis sur l’intervalle [0, 1].
On appelle oracle baye´sien / estimateur baye´sien et oracle de Huber / estimateur de Huber
les rapports suivants :
r∗B =
1
v
v∑
j=1
r∗B(yj), r
∗
H =
1
v
v∑
j=1
r∗H(yj).
Nous choisirons v = 200 pour l’imple´mentation. Ces rapports permettent d’e´valuer la qualite´
des proce´dures adaptatives que nous avons introduit dans cette the`se (voir Sections 2.1 et
2.2). Rappelons que ces proce´dures contiennent un parame`tre de seuillage, note´ C (voir
(2.2.3) et (2.1.6)). Nous proposons un choix the´orique connu de ce parame`tre, mais en
pratique, on peut le choisir de fac¸on optimale. La figure 2.3 illustre le choix optimal de ce
parame`tre. En effet, il suffit de le calibrer par rapport a` un jeu de donne´es ou de fonctions
fantoˆmes pour calculer l’oracle et regarder la distance qui se´pare notre estimateur a` cet
oracle.
Figure 2.3 – Illustration de la calibration de la constante C a` travers un jeu de donne´es
connu. Ici, le mode`le est celui de la re´gression gaussienne (avec la fonction f1), avec n = 1000
observations. Nous ite´rons T = 10000 se´ries d’observations pour approximer l’espe´rance du
risque. La feneˆtre de l’estimateur baye´sien adaptatif est choisie avec la proce´dure donne´e
dans la section 2.1. Nous avons remarquer que le Cth est cinq a` dix fois plus grand que le
Copt.
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Nous constatons ici une nette diffe´rence entre le risque de notre estimateur et celui de
l’oracle (avec un rapport le´ge´rement supe´rieur a` 1/2). Ceci met en e´vidence les points faibles
de l’approche adaptative au sens minimax et de l’estimation ponctuelle (prix a` payer). En
effet, Nous aimerions que notre rapport r∗ soit le plus proche possible de 1, au minimum en
Copt. Une perspective serait d’utiliser une me´thode adaptative pour obtenir des ine´galite´s
oracle (Voir Section 2.4).
Nous donnons aussi, quand cela est possible, les rapports oracle line´aire / estimateur
baye´sien et oracle line´aire / estimateur de Huber, note´s r∗LB et r
∗
LH , ou` l’oracle Line´aire
est celui d’une famille d’estimateurs a` noyau classique (noyau d’Epanechnikov). Cela nous
permet de comparer la qualite´ des nouveaux estimateurs, de´veloppe´s dans cette the`se, avec
les plus classiques comme les estimateurs line´aires.
Rappelons que la complexite´ des estimateurs baye´sien et de Huber est plus grande que
celle des estimateurs line´aires. Pour le crite`re de Huber qui est convexe, cela peut se faire
avec une me´thode de descendte du gradient. En revenche, le crite`re baye´sien n’est pas du
tout e´vident a` minimiser surtout si la densite´ des observations est discontinue. Ceci est
le point faible de ces nouveux estimateurs (non explicites). En revanche, avec le meˆme
d’observations, l’estimateur baye´sien est plus rapide dans certains cas, ce qui entraˆıne un
besoin moins important en observations. En pratique, la construction d’observations peut
couˆter cher en temps et en argent. Un autre aspect est de conside´rer les mode`les ou` les
estimateurs line´aires ne sont pas consistants (par exemple, mode`le de Cauchy). Ainsi, nous
pouvons utiliser l’estimateur de Huber pour construire un estimateur au moins consistant.
Le´gende. Pour chaque mode`le, nous illustrons nos simulations en trac¸ant les courbes r∗B,
r∗H , r
∗
LB et r
∗
LH en fonction de n (jusqu’a` n = 10000). Ceci est effectue´ pour chaque fonction
de re´gression f1, f2 et f3. Dans le meˆme temps, nous calculons la probabilite´ Pf
(
h∗ < h+
)
pour chaque estimateur adaptatif. Cette probabilite´ correspond aux grandes de´viations de
l’estimateur en question. Le choix du parame`tre de seuillage C est fait de fac¸on optimale
(voir Figure 2.3) et est donne´ pour chaque mode`le.
Re´gression Gaussienne
On peut voir sur la figure 2.4 que l’oracle baye´sien fait aussi ”bien” que l’oracle line´aire.
Ce qui confirme les re´sultats the´oriques obtenus pour ce mode`le (voir Section 2.1.4). A
une constante pre`s, les deux estimateurs ont la meˆme vitesse φn,2. La famille d’estimateurs
baye´siens est donc aussi “riche” que celle des estimateurs line´aires.
On constate sur cette illustration (Figure 2.5) que le risque de l’estimateur adaptatif est
deux fois plus grand que celui de l’oracle. Ceci est classique en estimation ponctuelle du
fait du prix a` payer (ln1/γ n) pour l’adaptation (Voir The´ore`me 2). Il faudrait prendre un
nombre d’observations n  10000 (bien plus grand que 10000) pour voir le rapport tendre
vers 1. Ce phe´nome`ne s’explique en particulier par le fait que les grandes de´viations sont
environ e´gales a` 4%.
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r∗LB,f1 r
∗
LB,f2
r∗LB,f3
Figure 2.4 – Rapport oracle line´aire / oracle baye´sien (mode`le gaussien).
r∗B,f1 r
∗
B,f2
r∗B,f3
Figure 2.5 – Rapport oracle baye´sien / baye´sien adaptatif : Copt = 1.2 and P
(
hˆ < h∗
) '
0.0411 (mode`le gaussien).
r∗LH,f1 r
∗
LH,f2
r∗LH,f3
Figure 2.6 – Rapport oracle Line´aire / oracle Huber (mode`le gaussien).
De meˆme que l’oracle baye´sien, l’oracle de Huber fait aussi bien que l’oracle line´aire
(Figure 2.6). Nous signalons que le rapport est le´ge`rement en-dessous de 1 (plutoˆt 0.9). Ceci
est duˆ aux constants de la borne supe´rieure pour l’estimateur de Huber. Cette constante
est en effet plus grande que celle que l’on peut obtenir pour un estimateur line´aire. Ce
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phe´nome`ne se retrouve entre la me´diane et la moyenne empirique.
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r∗H,f1 r
∗
H,f2
r∗H,f3
Figure 2.7 – Rapport oracle Huber / Huber adaptatif : Copt = 1.2 and P
(
hˆ < h∗
) ' 0.065
(mode`le gaussien).
Nous constatons le meˆme effet que dans le cas pre´ce´dent. L’estimateur adaptatif de Huber
est deux fois moins bon que l’oracle de Huber (Figure 2.7). Comme cette remarque a de´ja`
e´te´ faite pour l’estimateur baye´sien adaptatif, nous pensons que cela est duˆ au mode`le avec
des grandes de´viations e´gales a` 6.5%. La forme de l’estimateur en question ne joue aucun
roˆle, nous mettrons en avant la sensibilite´ de la me´thode de Lepski par rapport au mode`le.
Nous verrons dans la suite d’autres mode`les ou` les valeurs des rapports oracle / estimateur
adaptatif changent.
Re´gression Inhomoge`ne de Poisson
r∗LB,f1 r
∗
LB,f2
r∗LB,f3
Figure 2.8 – Rapport oracle line´aire / oracle baye´sien (Mode`le de Poisson).
Le mode`le de Poisson est asymptotiquement e´quivalent au mode`le gaussien (voir Anscombe
[1948]). De ce fait, on retrouve les meˆmes caracte´ristiques que le mode`le gaussien. L’oracle
baye´sien est aussi bon que l’oracle line´aire (Figure 2.8). Le rapport oracle baye´sien / baye´sien
adaptatif vaut environ 1/2 avec P
(
hˆ < h∗
) ' 0.0480 (Figure 2.9).
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r∗B,f1 r
∗
B,f2
r∗B,f3
Figure 2.9 – Rapport oracle baye´sien / baye´sien adaptatif : Copt = 1.2 and P
(
hˆ < h∗
) '
0.0480 (Mode`le de Poisson).
Re´gression α = 1/4
Nous avons choisi pour nos simulations α = 1/4.
r∗LB,f1 r
∗
LB,f2
r∗LB,f3
Figure 2.10 – Rapport oracle line´aire / oracle baye´sien (mode`le α).
Comme nous l’avons vu dans la section 2.1.4, la vitesse atteinte par l’estimateur baye´sien
est φn,1.5. Elle est donc meilleure que la vitesse des estimateurs line´aires φn,2. Nous constatons
ce phe´nome`ne sur les simulations du rapport oracle line´aire / oracle baye´sien (Figure 2.10).
Ici, le rapport peut atteindre la valeur de 10 pour n = 10000, i.e que l’oracle baye´sien est
dix fois plus rapide que l’oracle line´aire.
L’e´tude de la performance de la me´thode adapatative (me´thode de Lepski) pour la
re´gression α, re´ve`le que celle-ci est assez faible. En effet, le rapport oracle baye´sien / baye´sien
adaptatif est quasiment e´gal a` 0.1 (Figure 2.11). Ce qui veut dire que le risque de l’estima-
teur adapatif est 10 fois moins bon que celui de l’oracle. On l’explique par le fait que les
grandes de´viations sont relativement e´leve´es (par rapport aux mode`les pre´ce´dents, e´gales
a` 17%). Ce mode`le comporte un certain nombre de valeurs extreˆmes qui peut nous laisser
penser que celles-ci mettent a` mal la me´thode de Lepski. En effet, nous avons mentionne´
dans la section 1.5.2 que cette me´thode s’arreˆte trop toˆt en pre´cence de valeurs extreˆmes.
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r∗B,f1 r
∗
B,f2
r∗B,f3
Figure 2.11 – Rapport oracle baye´sien / baye´sien adaptatif : Copt = 2 and P
(
hˆ < h∗
) '
0.1703 (mode`le α).
Re´gression Multiplicative Uniforme
r∗LB,f1 r
∗
LB,f2
r∗LB,f3
Figure 2.12 – Rapport oracle line´aire / oracle baye´sien (mode`le multiplicatif uniforme).
Dans cette illustration (Figure 2.12), on constate un net avantage pour l’oracle baye´sien.
En effet, pour la fonction f1, le rapport oracle line´aire / oracle baye´sien atteint 250. Ensuite,
pour les fonctions irre´gulie`res f2 et f3, nous avons des valeurs qui sont de l’ordre de 10
5 et
108. Remarquons que pour la fonction f3, nous nous sommes arreˆte´ a` n = 3000, a` cause
des valeurs trop petites du risque de l’oracle baye´sien que le logiciel Matlab arrondit a` 0.
Deux remarques permettent d’expliquer les bonnes performances de l’estimateur baye´sien.
Premie`rement, la vitesse atteinte φn,1 est meilleure que φn,2. Deuxie`mement, pour les fonc-
tions irre´gulie`res, l’estimateur baye´sien est plus performant pour l’estimation au voisinage
des points de discontinuite´, tandis que l’estimateur line´aire devient tre`s mauvais pour ce
genre de fonctions.
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r∗B,f1 r
∗
B,f2
r∗B,f3
Figure 2.13 – Rapport oracle baye´sien / baye´sien adaptatif : Copt = 2 and P
(
hˆ < h∗
) ' 0
(mode`le multiplicatif uniforme).
En constatant que l’estimateur adaptatif fait aussi bien que son oracle (Figure 2.13),
nous pouvons souligner une nouvelle fois la robustesse de notre estimateur, car les grandes
de´viations sont nulles. Ce dernier mode`le souligne une nouvelle fois, l’inte´reˆt de trouver
la vitesse optimale et l’estimateur qui l’atteigne. Dans ce sens, l’estimateur baye´sien joue
pleinement son roˆle.
Re´gression de Cauchy
Pour le mode`le de Cauchy, il n’est pas possible de construire les estimateurs line´aires,
du fait qu’ils ne sont pas consistants. Nous donnons, pour e´valuer la performance de notre
estimateur de Huber, le risque de l’estimateur adaptatif en moyenne pour les trois fonctions
(n = 10000) :
1
v
v∑
j=1
Ef
∣∣f˘h+HH (yj)− f(yj)∣∣ ' 10−1.
r∗B,f1 r
∗
B,f2
r∗B,f3
Figure 2.14 – Rapport oracle de Huber / Huber adaptatif : Copt = 3 and P
(
hˆ < h∗
) ' 4.7%
(mode`le de Cauchy).
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Ceci est une bonne performance si on prend en compte les constantes de la borne
supe´rieure et la vitesse qui vaut environ 1/
√
10000 = 10−2 pour les fonctions discontin-
ues.
Pour la partie adaptation, nous constatons que le rapport oracle de Huber / Huber
adaptatif vaut 0.6 pour les trois fonctions (Figure 2.14). Nous soulignons le caracte`re robuste
de l’estimateur de Huber qui, malgre´ un bruit de Cauchy (avec un grand nombre de valeurs
extreˆmes), rend stable la proce´dure de Lepski avec seulement P
(
hˆ < h∗
) ' 0.047%.
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2.4 Perspectives
Nous avons pre´sente´ dans cette the`se deux nouvelles me´thodes d’estimation : l’une qui
recherche la vitesse optimale (baye´sienne) et l’autre qui est robuste et qui ne de´pend pas
de la densite´ du bruit (Huber). Nous donnons, dans la suite, une quinzaine de proble`mes
ouverts relatifs a` ces deux approches.
2.4.1 Approche Baye´sienne
1. L’approche baye´sienne est de´duite des travaux de Has’minskii et Ibragimov [1981]
pour les mode`les parame´triques. Nous avons insiste´ sur le fait que le processus Zn,θ(.)
(rapport de vraisemblance) doit ve´rifier les hypothe`ses 3. Mais en re´alite´, on peut
prendre n’importe quel processus qui ve´rifie ces hypothe`ses. Par exemple, dans le
mode`le de la re´gression additive uniforme de´finie par
Yi = f(Xi) + Ui, Ui ∼ U[−1,1], i = 1, ..., n.
Avec ce mode`le, nous ne pouvons pas de´finir le processus Zn,θ(.) car les mesures de
probabilite´ ne sont absolument pas continues.
Proble`me Ouvert 1. Choisir un processus Z ′n,θ qui ve´rifie les hypothe`ses 3 et
qui permet de de´montrer que l’estimateur baye´sien atteint la vitesse minimax
n−
β
β+d pour la re´gression additive uniforme ci-dessus. Ensuite, montrer que
l’estimateur baye´sien adaptatif atteint la vitesse φn,γ.
2. Pour le mode`le multiplicatif uniforme, nous avons e´mis des hypothe`ses supple´mentaires
0 < A ≤ f ≤M . La borne supe´rieure de la fonction f est une hypothe`se classique. En
revanche, l’hypothe`se de positivite´ de celle-ci est absolument ne´cessaire pour l’approche
baye´sienne mais non justifie´e.
Proble`me Ouvert 2. Pour le mode`le de re´gression multiplicatif uniforme,
affaiblir l’hypothe`se de positivite´ de la fonction f a` estimer, i.e. supposer seule-
ment que ‖f‖∞ <∞.
3. Nous pensons que l’on peut atteindre la vitesse n−
β
β+d pour tout mode`le ou` la densite´
des observations admet un nombre fini de points de discontinuite´. Cela a de´ja` e´te´
de´montre´ dans le cas parame´trique par Has’minskii et Ibragimov [1981] (Chapitre 5,
Section 1).
Proble`me Ouvert 3. Soit le mode`le de re´gression ge´ne´rale (voir 1.2.2), ou`
la densite´ g admet un nombre fini de points de discontinuite´. De´montrer que
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la vitesse n−
β
β+d est atteinte par l’estimateur baye´sien, i.e. que les hypothe`ses
3 sont ve´rifie´es avec γ = 1.
4. Dans cette the`se, nous avons suppose´ une hypothe`se d’inde´pendance des observations,
mais celle-ci n’est pas ne´cessaire. On pourra alors traiter des mode`les avec des obser-
vations de´pendantes.
Proble`me Ouvert 4. Utiliser l’approche baye´sienne de´veloppe´e dans cette
the`se pour des mode`les ou` les observations ne sont pas inde´pendantes (par
exemple, faiblement de´pendantes).
5. L’e´tude des mode`les he´te´roscedastiques (i.e. la variance n’est pas constante, Yi =
f(Xi) + σ(Xi)ξi) est une perspective inte´ressante. Nous pensons que l’estimateur
baye´sien peut eˆtre applique´ a` ce genre de mode`les.
Proble`me Ouvert 5. Peut-on utiliser l’estimateur baye´sien dans des mode`les
he´te´roscedastiques ?
6. Dans notre travail, nous nous sommes restreints aux espaces isotropes. Cela est duˆ a`
l’adaptation et a` la me´thode de Lepski. Il est possible d’atteindre la vitesse n
− β¯
γβ¯+1 (β¯
est la moyenne harmonique) sur les espaces de Ho¨lder anisotropes avec l’estimateur
baye´sien dans le mode`le de re´gression ge´ne´rale. En revanche, pour l’adaptation sur
ces espaces, la me´thode de´veloppe´e par Kerkyacharian, Lepski, et Picard [2001] ne
convient pas pour les estimateurs non-line´aires.
Proble`me Ouvert 6. Existe-t-il une me´thode adaptative capable d’estimer
de fac¸on optimale (atteindre la vitesse φn,γ(β¯)) les fonctions anisotropes avec
l’estimateur baye´sien ?
7. Le point de vue minimax adaptatif est souvent vu comme pessimiste. La recherche
d’ine´galite´s de type oracle permet d’e´liminer ce proble`me.
Proble`me Ouvert 7. Obtenir des ine´galite´s oracle pour la famille des esti-
mateurs baye´siens inde´xe´s par la feneˆtre. Par exemple, l’approche de Golden-
shluger et Lepski [2009a] peut convenir pour l’e´tude des fonctions isotropes.
8. Les hypothe`ses 3 sont suffisantes pour montrer que l’estimateur baye´sien est adaptatif
et optimal (dans certains mode`les). La question peut se formuler comme suit.
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Proble`me Ouvert 8. Existe-t-il des hypothe`ses ne´cessaires pour montrer que
l’estimateur baye´sien est adaptatif optimal ? Plus ge´ne´ralement, peut-on trouver
les hypothe`ses ne´cessaires pour l’existence d’un estimateur adaptatif optimal ?
9. Nous avons montre´ que l’estimateur baye´sien atteignait la vitesse φn,γ pour la re´gression
ge´ne´rale sous les hypothe`ses 3. De fac¸on ge´ne´rale, il n’est pas prouve´ que cette vitesse
est optimale. On peut seulement montrer son optimalite´ mode`le par mode`le. Une per-
spective est de le de´montrer pour n’importe quel mode`le.
Proble`me Ouvert 9. De´montrer, avec le crite`re de Klutchnikoff [2005], que
la vitesse φn,γ est optimale pour tout mode`le sous les hypothe`ses 3.
10. Un autre proble`me ouvert est celui des hypothe`ses. Nous constatons que les conditions
sur la densite´ g(., .) se font a` travers les hypothe`ses 3 sur le rapport de vraisemblance
Zn,θ. Nous aimerions trouver les conditions ne´cessaires sur la densite´ (a` l’aide de la
distance d’Hellinger) pour construire un estimateur baye´sien adaptatif optimal.
Proble`me Ouvert 10. Peut-on donner des hypothe`ses sur la densite´ g qui
impliquent les hypothe`ses 3 ?
11. L’approche baye´sienne consiste a` mettre une loi a priori sur le parame`tre a` estimer.
Dans ce cas, le crite`re baye´sien devient
∫ ‖t−u‖da(u)du, ou` da(u) remplace la vraisem-
blance
(
Lh(u)
)1/m
utilise´e dans cette the`se. Il est possible de de´montrer nos re´sultats
pour n’importe quel a priori da(u) sous les hypothe`ses 3.
Proble`me Ouvert 11. Remplacer Zn,θ par un a priori et donner une me´thode
pour choisir l’a priori optimal sous les hypothe`ses 3 (voir par exemple Ghosal,
Lember, et Van der Vaart [2008] et Van der Vaart et Van Zanten [2009]).
2.4.2 Crite`re de Huber
L’approche de Huber est nouvelle pour l’adapatation. Seuls les re´sultats de Reiss, Rozen-
holc, et Cuenod [2009] traˆıtent du sujet pour l’estimateur localement constant et non locale-
ment polynoˆmial avec un degre´ quelconque.
1. Pour cette approche, nous nous sommes aussi restreints aux espaces isotropes. En
effet, les approches de´veloppe´es par Kerkyacharian, Lepski, et Picard [2001], Golden-
shluger et Lepski [2008] et Goldenshluger et Lepski [2009a] ne conviennent pas pour
les estimateurs non-line´aires (on ne peut pas comparer les biais avec des estimateurs
non-line´aires). Nous avons espoir de trouver de nouvelles me´thodes qui permettent de
traiter les fonctions anisotropes. La recherche d’ine´galite´s oracle est aussi une perspec-
tive.
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Proble`me Ouvert 12. Existe-t-il une me´thode adaptative pour obtenir des
ine´galite´s oracle pour les fonctions anisotropes avec la famille des estimateurs
de Huber inde´xe´s par la feneˆtre ?
2. Comme pour l’approche baye´sienne, nous pensons pouvoir utiliser l’approche de Huber
pour les mode`les he´te´roscedastiques. En effet, le controˆle des grandes de´viations repose
sur l’ine´galite´ de Bernstein qui peut eˆtre e´tablie dans le cas he´te´roscedastique. En
revanche, l’inde´pendance des observations est absolument ne´cessaire pour utiliser cet
estimateur.
Proble`me Ouvert 13. Peut-on utiliser l’estimateur de Huber dans des mode`les
he´te´roscedastiques ?
3. Nous pensons aussi que les hypothe`ses 1 peuvent eˆtre affaiblies. Notamment, il serait
inte´ressant d’e´tudier le proble`me ouvert suivant.
Proble`me Ouvert 14. Peut-on obtenir les meˆmes re´sultats avec l’approche
de Huber avec seulement l’hypothe`se de syme´trie du bruit ? Dans le cas ou` le
bruit est syme´trique et g(0) = 0, peut-on trouver une vitesse de convergence
meilleure que celle obtenue jusqu’ici par l’estimateur de Huber ? (l’information
de Fisher est e´gale a` l’infinie).
4. Il est important de prouver que la vitesse φn,2 (atteinte par l’estimateur de Huber),
est optimale. Par exemple, pour le bruit gaussien ou de Cauchy, il est possible de le
de´montrer (avec les travaux de Klutchnikoff [2005], dans le cas minimax voir Tsybakov
[2008], Chapitre 2). En revanche, dans le mode`le du bruit additif uniforme, cette vitesse
n’est pas optimale, car de´ja` dans le cas minimax, on a n−
β
β+d .
Proble`me Ouvert 15. A l’aide des travaux de Klutchnikoff [2005], donner les
conditions ne´cessaires sur gξ, pour que la vitesse adaptative φn,2 soit optimale.
5. Remarquons que la fonction de Huber me´lange la norme `1 et la norme `2. La norme `1
est la` pour controˆler les valeurs extreˆmes (cela utilise les avantages de la me´diane) et la
norme `2 est utilise´e autour de 0 pour rendre le crite`re continu dans son comportement.
La taille du voisinage autour de 0 ou` est utilise´e la norme `2 peut eˆtre change´e (dans
notre cas, la taille est e´gale a` 1). Cela ne change rien en the´orie mais en pratique, ce
voisinage est a` calibrer. Les estimateurs robustes sont de plus en plus demande´s en
imagerie pour leur stabilite´ (voir Arias-Castro et Donoho [2009] ou Astola, Egiazarian,
Foi, et Katkovnik [2010]). De´velopper cette approche pour l’imagerie (ou d’autres
domaines) est une perspective inte´ressante.
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Proble`me Ouvert 16. En pratique, est-ce que la taille du voisinage, de la
norme `2 dans le crite`re de Huber, ame´liore la performance ?
6. Au vue des preuves du chapitre 5, il est possible d’utiliser d’autre crite`re que celui de
Huber.
Proble`me Ouvert 17. Trouver les conditions ne´cessaires sur le crite`re (par
exemple, convexite´, de´rive´e borne´e, etc.) pour construire un estimateur adap-
tatif qui atteigne la vitesse φn,2 dans le mode`le de re´gression additive (voir
Section 1.2.3).
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Chapter 3
General Locally Bayesian Approach
Ce chapitre traite du mode`le de re´gression ge´ne´rale pre´sente´ dans la section 1.2. Nous
de´veloppons un estimateur Baye´sien de´ja` pre´sente´ en section 1.3.1. Le contenu de ce chapitre
peut eˆtre trouve´ dans l’article de Chichignoud [2010b], qui ge´ne´ralise le chapitre 4 et l’article
de Chichignoud [2010a]. Sous certaines hypothe`ses 1 sur la densite´ du mode`le, nous mon-
trerons que notre estimateur Baye´sien est optimal au sens minimax et minimax adaptatif
(voir sections 3.2 et 3.3). Dans la section 3.4 nous pre´sentons des exemples de mode`les de
re´gression, nous donnons en particulier les preuves qui permettent de ve´rifier les hypothe`ses 1
pour ces exemples et ainsi e´tablir les vitesses de convergences minimax pour chaque mode`le.
Le contenu de ce chapitre ge´ne´ralise les re´sultats du chapitre 4. Les re´sultats de ce chapitre
permettent de conclure le fait suivant : la famille des estimateurs Baye´siens est plus “riche”
que les estimateurs line´aires.
3.1 Introduction
Let statistical experiment
Gn =
{[
[0, 1]d × R]n , B(n),P(n)f , f ∈ F} , n ∈ N∗,
be generated by independent random observations
(3.1.1) Zn = (Xi, Yi)i=1,...n,
where the d-dimensional vector Xi ∈ [0, 1]d can be viewed as a location in time or space
and Yi as the “observation at Xi”.Here f : [0, 1]
d → R is unknown function and we are
interested in estimating f at a given point y ∈ [0, 1]d from observation Zn.
The design points (Xi)i∈1,...,n are deterministic and without loss of generality, we will
assume that
Xi ∈
{
1/n1/d, 2/n1/d, . . . , 1
}d
, i = 1, . . . , n.
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The design can be considered random and the proof is the same. But, we choose the
deterministic design to simplify the notation.
Our model assumes that the values Xi are given and a distribution g(., fi) of each Yi
is determined by a parameter fi, which may depend on the location Xi, fi = f(Xi). The
estimation problem is to reconstruct f(y) from the data Zn. Let us illustrate this set-up by
few special cases.
1. Gaussian regression. Let Zi = (Xi, Yi) with Xi ∈ [0, 1]d and Yi ∈ R obeying the
regression equation Yi = f(Xi) + ξi with a regression function f and i.i.d. Gaussian
errors ξi ∼ N (0, 1).
2. Inhomogeneous Poisson regression. Here the observation is discrete Yi ∈ N and Xi ∈
[0, 1]d is deterministic. The law of probability of Yi can be written
g(k, fi) = Pf (Yi = k) =
[f(Xi)]
k
k!
exp {−f(Xi)} , k ∈ N.
This is the Poisson distribution with parameter f(Xi). The goal is to estimate the
function f at a given point y.
3. α Regression Let 0 < α < 1/2 and Zi = (Xi, Yi) satisfied the regression equation Yi =
f(Xi) + i where (i)i are i.i.d. random variables of density g(x) = C(α) e
−|x|α , x ∈ R.
4. Multiplicative uniform regression. Here Zi = (Xi, Yi) satisfied the regression equation
Yi = f(Xi)× Ui where Ui ∼ U[
0,1
].
Along this thesis, the unknown function f is supposed to be smooth, in particular, it
belongs to the Ho¨lder ball of isotropic functions F = Hd(β, L,M) (see Definition 11 below).
Here β > 0 is the smoothness of f , M is the upper bound of f and its partial derivatives
and L > 0 is Lipshitz constant. We assume that we know the minimax rate of convergence
(See Definition 12) given by the sequence
(3.1.2) ϕn,γ(β) = n
− β
γβ+d ,
where the parameter γ is known and depend on the function g(.). For example, if Zn satisfied
the gaussian regression then γ = 2 and if Zn satisfied the multiplicative uniform regression
then γ = 1.
Minimax estimation. The first part of this chapter is devoted to the minimax over
Hd(β, L,M) estimation. This means, in particular, that the parameters β, L and M are
supposed to be known a priori. We propose the estimator being optimal in minimax sense
(see Definition 12), i.e. the estimator attaining the normalising sequence (3.1.2). To con-
struct the minimax estimator we use so-called locally bayesian estimation construction which
consists in the following. Let
Vh(y) =
{
i = 1, ..., n : Xi ∈ [0, 1]d ∩
d⊗
j=1
[
yj − h/2, yj + h/2
]}
,
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be the neighborhood around y, where h ∈ (0, 1) be a given scalar. Fix b > 0 (without loss
of generality we will assume that b is integer) and let
Db =
b∑
m=0
(
m+ d− 1
d− 1
)
.
Let K(z), z ∈ Rd be the Db-dimensional vector of polynomials of the following type (the
sign > below means the transposition):
K>(z) =
(
d∏
j=1
z
pj
j , (p1, . . . , pd) ∈ Nd : 0 ≤ p1 + · · ·+ pd ≤ b
)
.
For any t ∈ RDb we define the local polynomial
ft(x) = t
>K
(
x− y
h
)
IVh(y)(x), x ∈ [0, 1]d,(3.1.3)
where I denotes the indicator function. The local polynomial ft can be viewed as an ap-
proximation of the regression function f inside of the neighborhood Vy(h). Introduce the
following subset of RDb
Θ
(
M
)
=
{
t ∈ RDb : ‖t‖1 ≤M
}
,(3.1.4)
where ‖.‖1 is `1-norm on RDb . For any i = 1, ..., n remark that g
(
., f(Xi)
)
is the density
of the observation Yi. Let Ef = Enf be the mathematical expectation with respect to the
probability law Pf = Pnf of the observation Zn. Consider the pseudo likelihood ratio
Lh (t,Zn) =
∏
Xi∈Vh(y)
g
(
Yi, ft(Xi)
)
, t ∈ Θ(M),(3.1.5)
Set also
(3.1.6) pih(t) =
∫
Θ(M)
‖t− u‖1
[
Lh
(
u,Zn
)]1/m
du, t ∈ Θ(M).
where m is a positive constant chosen in Assumptions 1. Let θˆ(h) be the solution of the
following minimization problem:
(3.1.7) θˆ(h) = arg min
t∈Θ(M)
pih(t).
The locally bayesian estimator f¯h(y) of f(y) is defined now as f¯h(y) = θˆ0,...,0(h).
We note that similar locally parametric approach based on maximum likelihood esti-
mators was recently proposed in Polzehl and Spokoiny [2006] and Katkovnik and Spokoiny
[2008] for regular statistical models.
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As we see our construction contains an extra-parameter h to be chosen. To make this
choice, we use quite standard arguments. First, we note that in view of f ∈ Hd(β, L,M)
∃θ = θ(f, y, h) ∈ Θ(M) : sup
x∈Vh(y)
∣∣f(x)− fθ(x)∣∣ ≤ Ldhβ.
Thus, if h is chosen sufficiently small our original observation (3.1.1) is well approximated
inside of Vh(y) by the “parametric” observation Yi with the density g
(
.− fθ(Xi)
)
in which
the bayesian estimator θˆ is rate-optimal (See Theorem 4).
Finally, hn(β, L) is chosen as the solution of the following minimization problem
(3.1.8) N−1h + Ldh
β → min
h
and we show that corresponding estimator f¯hn(β,L)(y) is minimax for f(y) on Hd(β, L,M) if
β ≤ b. Since the parameter b > 0 can be chosen on arbitrary way, the proposed estimator
is minimax for any given value of the parameter β > 0.
Adaptive estimation. The second part of this chapter is devoted to the adaptive minimax
estimation over collection of isotropic functional classes. To our knowledge, the problem
of optimal adaptive estimation in the general regression, with no-linear estimators, is not
studied in the literature.
Well-known drawback of minimax approach is the dependence of the minimax estimator
on the parameters describing functional class on which the maximal risk is determined. In
particular, the locally bayesian estimator f¯h(·) depends obviously on the parameter M via
the solution of the minimization problem (3.1.7). Moreover, hn(β, L) optimally chosen in
view of (3.1.8) depends explicitly on β and L. To overcome this drawback the minimax
adaptive approach was proposed (see Lepski [1990], Lepski [1991], Lepski, Mammen, and
Spokoiny [1997]). The first question arising in the adaptation (reduced to the problem at
hand) can be formulated as follows.
Does there exist an estimator which would be minimax on Hd(β, L,M) simultaneously
for all values of β, L and M belonging to some given subset of R3+ ?
In section 3.3, we determine that the answer on this question is negative, that is typical
for the estimation of the function at a given point (Lepski and Spokoiny [1997]). This
answer can be reformulated in the following manner: the family of rates of convergence{
ϕn,γ(β), β ∈ R∗+
}
is unattainable for the problem under consideration.
Thus, we need to find another family of normalizations for maximal risk which would be
attainable and, moreover, optimal in view of some criterion of optimality. Nowadays, the
most developed criterion of optimality is due to Klutchnikoff [2005].
We can show that the family of normalizations, being optimal in several models (gaussian
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γ = 2, uniform γ = 1 or α regression γ = 1 + 2α) in view of this criterion, is
(3.1.9) φn,γ(β) =
(
ρn,γ(β)
n
) β
γβ+d
, ρn,γ(β) =
[
1 +
γ(b− β)
(γb+ d)(γβ + d)
lnn
] 1
γ
,
whenever β ∈]0, b]. The factor ρn,γ can be considered as price to pay for adaptation (Lepski
[1990]).
The most important step in proving the optimality of the family (3.1.9) is to find an
estimator, called adaptive, which attains the optimal family of normalizations. Obviously,
we seek an estimator whose construction is parameter-free, i.e. independent of β and L. In
order to explain our estimation procedure, let us make several remarks.
First, we note that the role of the constants β, L in the construction of the minimax
estimator is quite different. Indeed, the constant M is used in order to determine the set
Θ
(
M
)
needed for the construction of the locally bayesian estimator, see (3.1.6) and (3.1.7).
However, this set does not dependent on the localisation parameter h > 0, in other words,
the quantity M is not involved in the selection of optimal size of the local neighborhood
given by (3.1.8). Contrary to that, the constants β, L are used for the derivation of the
optimal size of the local neighborhood (3.1.8), but they are not involved in the construction
of the collection of locally bayesian estimators
{
fˆh, h > 0
}
.
In order to select an “optimal” estimator from the family
{
fˆh, h > 0
}
we use general
adaptation scheme due to Lepski [1990,1992a]. Lepski’s procedure is typically applied to
the selection from the collection of linear estimator (kernel estimators, locally polynomial
estimator, etc.). In the present paper, we apply this method to a very complicated family of
non-linear estimators, obtained by the use of bayesian approach on the random parameter
set. It required, in particular, to establish the exponential inequality for the deviation of
locally bayesian estimator from the parameter to be estimated (Proposition 3). It generalizes
the inequality proved for the parametric model (Has’minskii and Ibragimov [1981]). This
results seems to be new.
3.2 Minimax Estimation
In this section we present a upper bound concerning minimax estimation. First, we
establish lower bound for minimax risk defined on Hd(β, L,M) for any β, L and M . For any
(p1, ..., pd) ∈ Nd we denote ~p = (p1, ..., pd) and |~p| = p1 + ...+ pd.
Definition 11. Fix β > 0, L > 0 and M > 0 and let bβc be the largest integer strictly less
than β. The isotropic Ho¨lder class Hd(β, L,M) is the set of functions f : [0, 1]d → R having
on [0, 1]d all partial derivatives of order bβc and such that ∀x, y ∈ [0, 1]d
89
3.2. MINIMAX ESTIMATION M. CHICHIGNOUD
bβc∑
m=0
∑
|~p|=m
sup
x∈[0,1]d
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd
∣∣∣∣ ≤ M,
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd − ∂
|~p|f(y)
∂yp11 · · · ∂ypdd
∣∣∣∣ ≤ L[‖x− y‖1]β−bβc, ∀ ∣∣~p∣∣ = bβc.
Maximal and Minimax Risk on Hd(β, L,M). To measure the performance of estima-
tion procedures on Hd(β, L,M) we will use minimax approach.
First, we define the maximal risk on Hd(β, L,M) corresponding to the estimation of the
function f at a given point y ∈ [0, 1]d.
Let f˜ be an arbitrary estimator built from the observation Zn. Let ∀q > 0
Rn,q
[
f˜ ,Hd(β, L,M)
]
= sup
f∈Hd(β,L,M)
Ef
∣∣f˜(y)− f(y)∣∣q.
The quantity Rn,q
[
f˜ ,Hd(β, L,M)
]
is called maximal risk of the estimator f˜ on Hd(β, L,M)
and the minimax risk on Hd(β, L,M) is defined as
Rn,q
[
Hd(β, L,M)
]
= inf
f˜
Rn,q
[
f˜ ,Hd(β, L,M)
]
,
where inf is taken over the set of all estimators.
Definition 12. The normalising sequence ψn is called minimax rate of convergence and the
estimator fˆ is called minimax (asymptotically minimax) if
lim inf
n→∞
ψ−qn Rn,q
[
fˆ ,Hd(β, L,M,A)
]
> 0;
lim sup
n→∞
ψ−qn Rn,q
[
fˆ ,Hd(β, L,M,A)
]
< ∞.
We remember that the first assumption of this chapter is that ϕn,γ defined in (3.1.2) is
the minimax rate of convergence. To obtain the upper bound of minimax risk, we need to
the following assumptions.
Let us introduce the following notations. For any θ ∈ Θ(M), let Un = Nh
[
Θ
(
M
)− θ].
Put also Nh = Nh(γ) =
(
nhd
)1/γ
where γ ≥ 1 and ∀u ∈ Un
Zn,θ(u) =
Lh
(
θ + u N−1h ,Zn
)
Lh
(
θ,Zn
) .(3.2.1)
Let Hn, n > 1 be the following subinterval of (0, 1).
(3.2.2) Hn = [hmin, hmax] , hmin =
(
lnn
) 1
γd+d2 n−1/d, hmax = (lnn)
− 1
γb+d .
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Later on we will consider only the values of h belonging to Hn. Let fθ(x), with θ ∈ Θ
(
M
)
,
be the local polynomial approximation of f inside Vh(y) and let bh be the corresponding
approximation error, i.e.
(3.2.3) bh = sup
x∈Vh(y)
∣∣fθ(x)− f(x)∣∣.
Put finally N (h) = (bh ×Nh)γ and define
(3.2.4) Eh = exp {N (h)} .
Let the subset Γδ ⊆ Θ
(
M
)
such that
∫
Γδ
du = δDb , δ > 0.
Assumptions 1. We suppose that it exists several constants τ,m > 0 and
c1, c2, c3, C1, C2, s1, s2 > 0 such that for any ∀n > 1, f ∈ Hd(β, L,M), θ ∈ Θ
(
M
)
and
h ∈ Hn, we have
1.
∫
Γδ
Ef
[
1− Z1/mn,θ (u)
]
+
du ≤ C1 Ec1h δDb+τ , ∀δ < s1,
2. EfZ1/mn,θ (u) ≤ C2 Ec2h exp {−c3 ‖u‖γ1} , ∀u ∈ Un : ‖u‖1 ≥ s2 N (h).
where a+ = max(a, 0), a ∈ R. We also assume the acknowledgement of constants c3, s2, τ, m
and γ.
The next theorem shows how to construct the minimax estimator basing on locally
bayesian approach. Put h¯ =
(
Lγn
)− 1
γβ+d and let f¯ h¯(y) = θˆ0,...,0
(
h¯
)
is given by (3.1.4),
(3.1.6) and (3.1.7) with h = h¯.
Theorem 4. Let β > 0, L > 0 and M > 0 be fixed. Assume that Assumptions 1 are verified.
Then it exists the constant C∗ such that for any n ∈ N∗ satisfying Nh¯ ≥ 1,
ϕ−qn,γ(β)Rn,q
[
f¯ h¯(y),Hd(β, L,M)
]
≤ C∗, ∀q ≥ 1.
3.3 Adaptive Rule
This section is devoted to the adaptive estimation over the collection of the classes{
Hd(β, L,M)
}
β,L,M
. We will not impose any restriction on possible values of L,M , but we
will assume that β ∈ (0, b], where b, as previously, is an arbitrary a priori chosen integer.
Let Φ be the following family of normalizations:
φn,γ(β) =
(
ρn,γ(β)
n
) β
γβ+d
, ρn,γ(β) =
[
1 +
γ(b− β)
(γb+ d)(γβ + d)
lnn
] 1
γ
, β ∈ (0, b].
We remark that φn,γ(b) = ϕn,γ(b) and ρn,γ(β) ∼
(
lnn
) 1
γ for any β 6= b.
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Construction of Φ-Adaptive Estimator. As it was already mentioned in Introduction
the construction of our estimation procedure consists of two steps. First, we define the
family of locally bayesian estimators. Next, based on Lepski’s method, we propose data-
driven selection from this family.
First step: Collection of locally bayesian estimators. Put
hk = 2
−khmax, k = 0, . . . ,kn,
where kn is largest integer such that hkn ∈ Hn defined in (3.2.2). Set
Fˆ =
{
fˆ (k)(y) = θˆ0,...,0(hk), k = 0, . . . ,kn
}
,
where θˆ0,...,0(hk) is given by (3.1.4), (3.1.6) and (3.1.7) with h = hk.
Second step: Data-driven selection from the collection Fˆ . We put fˆ ∗(y) = fˆ (kˆ)(y), where
fˆ (kˆ)(y) is selected from Fˆ in accordance with the rule:
kˆ = inf
{
k = 0,kn :
∣∣fˆ (k)(y)− fˆ (l)(y)∣∣ ≤ CSn(l), l = k + 1,kn} .(3.3.1)
Here we have used the following notation.
(3.3.2) C =
(
sγ2 ∨
22γ+1(2γ + 2dq)
c3γ
(
1 ∧ τ D−1b
)) 1γ , Sn(l) = [1 + l ln 2
n
(
hl
)d
] 1
γ
, l = 0, 1, . . . , kn.
Theorem 5. Let b > 0 be fixed. Assume that Assumptions 1 are verified, then for any
β ∈ (0, b], L > 0, M > 0 and q ≥ 1
lim sup
n→∞
φ−qn,γ(β)Rn,q
[
fˆ ∗(y),Hd(β, L,M)
]
<∞.
Remark 7. The assertion of the theorem means that the proposed estimator fˆ ∗(y) is Φ-
adaptive. It implies in particular that the family of normalizations Φ is admissible. For
example (Section 4.6), we can state the optimality of Φ in view of Klutchnikoff criterion.
3.4 Applications
In this section, we show how the upper bounds of Theorems 4 and 5 can be used for the
derivation of minimax and adaptive minimax results for different additive models of type
3.1.1. In particular, in following sections, we consider four particular problems:
1. g(.− fi) is the normal distribution N (0, 1),
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2. g(k, fi) = Pf (Yi = k) = [f(Xi)]
k
k!
exp {−f(Xi)} , k ∈ N,
3. g(x, fi) = C(α) exp
{−∣∣x− fi∣∣α} , x ∈ R,
4. g(., fi) is the uniform distribution on [0, fi].
Our goal here is to show how the assumption on g(.) leads to bayesian estimators with
optimal statistical properties. Note that in each particular case for adaptation, the bayesian
estimators are obtained by the same selection rule presented in Section 3.3. Here, we always
assume that the unknown f ∈ Hd(β, L,M).
3.4.1 Gaussian Regression
Consider the model 3.1.1 with g(x, fi) =
(√
2pi
)−1
exp {−(x− fi)2/2}, we obtain the
following model:
Yi = f(Xi) + ξi, i = 1, ..., n.(3.4.1)
According to Tsybakov [2008], it is well-known that the minimax rate is n−
β
2β+d , thus here
we take γ = 2. By definition (3.2.1) the process Zn,θ can be formulate like
Zn,θ(u) =
∏
Xi∈Vy(h)
exp
{
−2−1(Yi − fθ+uN−1h (Xi))2 + 2−1(Yi − fθ(Xi))2}
Put λn(h) the smallest eigenvalue of the matrix
Mnh(y) = 1
nhd
n∑
i=1
K
(
Xi − y
h
)
K>
(
Xi − y
h
)
IVh(y)(Xi),(3.4.2)
which is completely determined by the design points and by the number of observations. We
will prove that it exists λ > 0, such that λn(h) ≥ λ for any n ≥ 1 and any h ∈
[
hmin, hmax
]
(see Lemma 9 in Chapter 4). Let us give the following lemma which verified Assumptions 1
on Zn,θ.
Lemma 1. For any f ∈ Hd(β, L,M), n ≥ 1, h ∈ Hn, θ ∈ Θ(M)
1.
∫
[0,δ]Db
Ef
[
1− Z1/2n,θ (u)
]
+
du ≤ 2EhδDb+2, ∀δ < 1,
2. EfZ1/2n,θ (u) ≤ exp
{
−Dbλn(h)
16
‖u‖21
}
, ∀u ∈ Un : ‖u‖1 ≥ 8
Dbλn(h)
N (h).
The proof is given in Appendix. We use the adaptive bayesian estimator noted fˆ ∗1 (y) and
developed in Section 3.3 with model 3.4.1, by identification we take constants γ = 2, τ =
2, m = 2, s2 = 8D
−1
b λ
−1
n (h), c3 = 2
−4Db λn(h).
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Theorem 6. Let b > 0 be fixed, then for any β ∈ (0, b], L > 0, M > 0 and q ≥ 1
lim sup
n→∞
φ−qn,2(β)Rn,q
[
fˆ ∗1 (y),Hd(β, L,M)
]
<∞.
Remark 8. The proof of the theorem is omitted; it is a straightforward consequence of
Theorem 5 and Lemma 1. We can deduced the minimax result to take b = β and remark
that φn,2(b) = ϕn,2(b). With Klutchnikoff criterion, we can prove that {φn,2(β)}β∈]0,b] is
adaptive optimal for the Gaussian regression and the pointwise estimation (See Klutchnikoff
[2005]).
3.4.2 Inhomogeous Poisson Regression
Consider the model 3.1.1 with g(k, fi) = Pf (Yi = k) = [f(Xi)]
k
k!
exp {−f(Xi)} , k ∈ N.
Assume that f ∈ H(β, L,M,A), M ≥ A > 0, where
H
(
β, L,M,A
)
=
{
f ∈ H(β, L,M) : inf
x∈[0,1]d
f(x) ≥ A
}
.
By definition (3.2.1) the process Zn,θ can be formulate like
Zn,θ(u) =
∏
Xi∈Vy(h)
(
1 +
fuN−1h
(Xi)
fθ(Xi)
)Yi
exp
{
−fuN−1h (Xi)
}
, Nh =
(
nhd
)1/2
.
Put λn(h) given in the previous section. Let us give the following lemma which verified
Assumptions 1 on Zn,θ. Let us introduce the following notation
Θ
(
A,M
)
=
{
t ∈ RDb : 2t0,...,0 − ‖t‖1 ≥ A, ‖t‖1 ≤M
}
.(3.4.3)
Lemma 2. For any f ∈ Hd(β, L,M), n ≥ n0, h ∈ Hn, θ ∈ Θ
(
A,M
)
1.
∫
[0,δ]Db
Ef
[
1− Z1/2n,θ (u)
]
+
du ≤
√
2 +M + 2A
2A
E1/2h δDb+1/2, ∀δ < 1,
2. EfZ1/2n,θ (u) ≤ e1 exp
{
−λn(h)A
8M2
‖u‖21
}
, ∀u ∈ Un : ‖u‖1 ≥ 4M
2
λn(h)
N (h).
Here, Un = Nh
(
Θ
(
A,M
)− θ).
The proof is given in Appendix. Remark that this result is given for n ≥ n0, this do not
change the final result which is asymptotic. We use the adaptive bayesian estimator noted
fˆ ∗2 (y) and developed in Section 3.3, by identification we take constants γ = 2, τ = 0.5, m =
2, s2 = 4M
2λ−1n (h), c3 = 2
−3M−2λn(h)A.
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Theorem 7. Let b > 0 be fixed, then for any β ∈ (0, b], L > 0, M ≥ A > 0 and q ≥ 1
lim sup
n→∞
φ−qn,2(β)Rn,q
[
fˆ ∗2 (y),Hd(β, L,M,A)
]
<∞.
Remark 9. The proof of the theorem is omitted; it is a straightforward consequence of
Theorem 5 and Lemma 2. We can deduced the minimax result to take b = β and remark
that φn,2(b) = ϕn,2(b). A good exercice is to prove that {φn,2(β)}β∈]0,b] is adaptive optimal
for the Poisson regression and the pointwise estimation (See Klutchnikoff [2005]). In this
case, the constant c3 depends explicitly of A,M , unknown in practice. We can construct
no-optimal estimators of A,M to choose the constant C in the Lepski’s procedure. Few
examples of estimators are given for the multiplicative uniform regression (Chapter 4).
3.4.3 α Regression
We call α regression the following model
(3.4.4) Yi = f(Xi) + i, i = 1, ..., n,
where i has for density gα(x) = C(α) exp {−|x|α} with 0 < α < 1/2. C(α) is a constant
chosen so that gα density is well. Here the design Xi is deterministic uniform on [0, 1]
d and
f ∈ Hd(β, L,M).
In this model, we want to achieve the rate of convergence n−
β
(1+2α)β+d (given by Has’minskii
and Ibragimov [1981] in the parametric estimation). Thus, we take γ = 1+2α. By definition
(3.2.1) the process Zn,θ can be formulate like
Zn,θ(u) =
∏
Xi∈Vy(h)
exp
{
−∣∣Yi − fθ+uN−1h (Xi)∣∣α + ∣∣Yi − fθ(Xi)∣∣α}
Put λn(h) given in Section 3.4.1. Let us give the following lemma which verified Assumptions
1 on Zn,θ.
Lemma 3. For any f ∈ Hd(β, L,M), it exists c1, C, n0 such that for n ≥ n0, h ∈ Hn,
θ ∈ Θ(M), we have
1.
∫
[0,δ]Db
Ef
[
1− Z1/2n,θ (u)
]
+
du ≤ CEc1h δDb+α+1/2, ∀δ < 1,
2. EfZ1/2n,θ (u) ≤ E
1+C(α)
2(1+α)
h exp
{−c3 ‖u‖1+2α1 } , ∀u ∈ Un,
where c3 = λn(h)2
α−4 C(α)(1 + 2α)−1 exp
{
−1
2
(2M)α
}
.
The proof is given in Appendix. Remark that we do not know values of c1, C, it is
not necessary to construct the adaptive estimator. We use the adaptive bayesian estimator
noted fˆ ∗3 (y) and developed in Section 3.3 with model 3.4.4.
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Theorem 8. Let b > 0 be fixed, then for any β ∈ (0, b], L > 0, M > 0 and q ≥ 1
lim sup
n→∞
φ−qn,1+2α(β)Rn,q
[
fˆ ∗3 (y),Hd(β, L,M)
]
<∞.
Remark 10. The proof of the theorem is omitted, it is a straightforward consequence of
Theorem 5 and Lemma 3. The optimality of φn,1+2α(β) is not proved, it is a open problem.
Here Lemma 3 is given with n ≥ n0, it will not be a problem because Theorem 8 is a
asymptotic result. We can construct the minimax estimator with Theorem 4, because in the
case minimax, the term Eh (in Assumptions 1) is a constant for h = h¯.
3.4.4 Multiplicative Uniform Regression
We consider the following model:
Yi = f(Xi)× Ui, i = 1, ..., n,(3.4.5)
where (Ui)i is a sequence independent identically distributed of uniform law on [0, 1]. This
chapter 4 is devoted to the study of this model. So, we can find the minimax rate n−
β
β+d ,
thus, here we take γ = 1. The proof of Assumptions 1 is a consequence of Lemma 8 in
Chapter 4 and we give the following lemma
Lemma 4. For any f ∈ Hd(β, L,M,A), n ≥ 1, h ∈ Hn, θ ∈ Θ
(
A,M
)
1.
∫
[0,δ]Db
Ef
[
1− Z1/2n,θ (u)
]
+
du ≤ 3
2A
δDb+1, ∀δ < 1,
2. EfZ1/2n,θ (u) ≤ E1/Ah exp
{
− λn(h)
18MDb
‖u‖1
}
, ∀u ∈ Nh
(
Θ
(
A,M
)− θ).
where
Zn,θ(u) =
∏
Xi∈Vy(h)
fθ(Xi)
fθ+uN−1h
(Xi)
I{
Yi≤fθ+uN−1
h
(Xi)
}.
This case requires us to several restrictions on the function f. Indeed, we assume that
f = A > 0 (f ∈ Hd(β, L,M,A)) and the polynomial approximation is constructed with
the constraint fθ = f . We find a lot of details in Chapter 4, in particular this lemma is a
consequence of Lemma 8.
We use the adaptive bayesian estimator noted fˆ ∗4 (y) and developed in Section 3.3 with
model 3.4.5. By identification, we take constants γ = 1, τ = 1, m = 2, s2 = 0, c3 =
λn(h)
18MDb
.
Theorem 9. Let b > 0 be fixed, then for any β ∈ (0, b], L > 0, M > 0 and q ≥ 1
lim sup
n→∞
φ−qn,1(β)Rn,q
[
fˆ ∗4 (y),Hd(β, L,M,A)
]
<∞.
96
M. CHICHIGNOUD 3.5. PROOFS OF MAIN RESULTS
Remark 11. The proof of the theorem is omitted, it is a straightforward consequence of
Theorem 5 and Lemma 4. With Klutchnikoff criterion, we can prove that {φn,1(β)}β∈]0,b] is
adaptive optimal for the multiplicative uniform regression and the pointwise estimation (See
Theorem 13 in Chapter 4).
3.5 Proofs of Main Results
In this section we give the proofs of Theorems 4 and 5.
3.5.1 Auxiliary Results: Large Deviations
For the sequel we fixe, for any h > 0 satisfying (3.2.2) and f ∈ Hd(β, L,M), θ =
θ(f, y, h) =
{
θ~p : ~p ∈ Nd : 0 ≤ |~p| ≤ b
}
such that bh ≤ Ldhβ and θ ∈ Θ
(
M
)
. For example,
we can take θ the coefficients of expansion Taylor series.
The next proposition is the milestone for all results proved in the paper. Introduce the
following notations ω2 = c12
−1 ∨ c2,
ω1 = 16 C2
∫ +∞
0
(z + 1)e−c3z
γ
dz + 4
√
C1, ω3 = c32
−2γ−1
(
1 ∧ τ
Db
)
,
where C1, C2, c1, c2, c2, c3 are defined in section 3.2. Put
(3.5.1) M(f) =
b∑
m=0
∑
p1+...+pd=m
∣∣∣∣ ∂mf(y)∂xp11 · · · ∂xpdd
∣∣∣∣ .
The following agreement will be used in the sequel: if the function f and m ≥ 1 be such
that ∂mf does not exist we will put formally ∂mf = 0 in the definition of M(f).
Proposition 3. Let ε0 = 4 s2 ∨
(
c−13 2
2γ+1
(
M ∧ ln s1
)
+
)1/γ
. For any n > 1, h ∈ Hn and
any f such that M(f) <∞, then ∀ε ≥ ε0 N (h)
Pf
(
Nh
∣∣fˆh(y)− f(y)∣∣ ≥ ε) ≤ ω1Eω2h exp {−ω3εγ} ,
where fˆh(y) is given by (3.1.4), (3.1.6) and (3.1.7) and s1, s2 are defined in Assumptions 1
in Section 3.2.
The proof of this proposition is given in section 3.5.4.
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3.5.2 Proof of Theorem 4
By integration of the inequality of Proposition 3, we obtain for any n > 1, h ∈ Hn and
any f such that M(f) <∞
Ef |fˆh(y)− f(y)|q ≤ CqE
[
q∨(ω2−ω3ε0/2)
]
h N
−q
h ,(3.5.2)
where Cq = 2ε
q
0 +
4qω1
ω3
supη≥0 [η
q−1 exp{−ω3ηγ/2}]. By definition of h¯ = (Ln)−
1
β+d ∈ Hn, we
have
Ldnhγβ+d = d, N−q
h¯
= L
γqd
γβ+dϕqn,γ(β).
Using (3.5.2) and last equalities, we obtain for any f ∈ Hd(β, L,M)
Ef
∣∣f¯ h¯(y)− f(y)∣∣q ≤ Cq ed[q∨(ω2−ω3ε0/2)] L qdγγβ+d ϕqn,γ(β).
Theorem 4 is proved.
3.5.3 Proof of Theorem 5
We start the proof with formulating some auxiliary results whose proofs are given in
Appendix 3.6. Define J1 = ω2 and
h∗ =
[
c ργn,γ(β)
Lγdγn
] 1
γβ+d
, c < (2J1)
−γ.
and let the integer κ be defined as follows.
(3.5.3) 2−κhmax ≤ h∗ < 2−κ+1hmax.
Lemma 5. For any f ∈ Hd(β, L,M) and any k ≥ κ+ 1
P
(
kˆ = k
) ≤ J2 exp{J1n(h∗)γβ+d} 2−(k−1) 2γ+2dqγ ,
where J2 = ω1
(
1− 2− 2γ+2dqγ
)−1
.
Proof of Theorem 5. Note that h∗ ∈ Hn and hl ∈ Hn, l = 0, ...,kn. The definition of h∗
and κ in (3.5.3) implies that by integration of the inequality obtained in Proposition 3 with
h = hk, we obtain:
(3.5.4) Ef
∣∣fˆ (k)(y)− f(y)∣∣q ≤ C¯q (1 + k ln 2) qγ
N qhk
, ∀k ≥ κ,
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where C¯q = 2
(
1 ∨ c1/γ)q (ω2
ω3
ε0 ∨ 1
)q (
1 + q ω1
∫ +∞
0
(η + 1)q−1e−ω3η
γ
dη
)
. We also have
Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣q
≤ Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIkˆ≤κ + Ef ∣∣fˆ (kˆ)(y)− f(y)∣∣qIkˆ>κ
:= R1(f) +R2(f).(3.5.5)
First, we control R1. Obviously∣∣fˆ (kˆ)(y)− f(y)∣∣ ≤ ∣∣fˆ (kˆ)(y)− fˆ (κ)(y)∣∣+ ∣∣fˆ (κ)(y)− f(y)∣∣.
The definition of kˆ yields∣∣fˆ (kˆ)(y)− fˆ (κ)(y)∣∣Ikˆ≤κ ≤ Csn(κ), sn(k) = (1 + k ln 2) qγN−qhk ,
where C =
(
ω−13
4γ + 4dq
γ
)1/γ
. In view of (3.5.4) we also get
Ef
∣∣fˆ (κ)(y)− f(y)∣∣q ≤ C¯qsn(κ).
Noting that the right hand side of the obtain inequality is independent of f and taking into
account the definition of κ and h∗ we obtain
lim sup
n→∞
sup
f∈Hd(β,L,M)
φ−qn (β)R1(f) <∞.(3.5.6)
Now let us bounded from above R2. Applying Cauchy-Schwarz inequality we have in view
of Lemma 5
R2(f) =
kn∑
k>κ
Ef
∣∣fˆ (k)(y)− f(y)∣∣qI[
kˆ=k,G
]
≤
∑
k>κ
(
Ef
∣∣fˆ (k)(y)− f(y)∣∣2q)1/2√Pf{kˆ = k}
= ∆(h∗)
∑
k>κ
(
Ef
∣∣fˆ (k)(y)− f(y)∣∣2q)1/22−(k−1) γ+dqγ ,(3.5.7)
where we have put ∆(h∗) = J2 exp
{
J1n(h
∗)γβ+d
}
. We obtain from (3.5.4) and (3.5.7)
R2(f) ≤ J3 N−qhmax exp
{
J1n(h
∗)γβ+d
}
,(3.5.8)
where
J3 = J2 2
γ+dq
γ C¯
1/2
2q
∑
s≥0
(1 + s ln 2)
q
γ 2−s.
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It remains to note that the definition of h∗ implies that
lim sup
n→∞
φ−qn (β)N
−q
hmax
exp
{
J1n(h
∗)γβ+d
}
<∞
and that the right hand side of (3.5.8) is independent of f . Thus, we have
lim sup
n→∞
sup
f∈Hd(β,L,M)
φ−qn (β)R2(f) <∞.
that yields together with (3.5.5) and (3.5.6)
lim sup
n→∞
sup
f∈Hd(β,L,M)
φ−qn (β)Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣q <∞.
3.5.4 Proof of Proposition 3
Auxiliary Lemmas. Set for any a > 0
Qa =
∫
Un∩
{
‖u‖1>a
} ‖u‖1Z1/mn,θ (u)du.
where Un := Nh
(
Θ − θ), Θ defined in (3.1.4) and Zn,θ defined in (3.2.1). Remember that
γ > 0 is the constant which defined the minimax rate of convergence ϕn,γ and depends on
the density g(.).
Lemma 6. For any f such that M(f) <∞ and h ∈ Hn, if the assumption (1) is verified,
then
Pf
{∫
Un
Z
1/m
n,θ (u)du <
1
2
δDb
}
< 2C1 Ec1h δτ , ∀δ ∈
]
0, 1 ∧M].
Lemma 7. For all h ∈ Hn and any f such that M(f) <∞, if the assumption 1.2 is verified,
then for any a > s2 N (h)
Ef
{
Qa
} ≤ 2C2 a Ec2h I1 e−c3aγ ,
where s2 is defined in Section 3.2 and
I1 =
∫ +∞
0
(z + 1)e−c3z
γ
dz
This lemmas are proved in section 3.6.
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Proof of Proposition 3. The definition of θˆ(h) and θ = θ(f, y, h) implies ∀ε > 0
Pf
(
Nh
∣∣fˆh(y)− f(y)∣∣ ≥ ε) ≤ Pf (Nh∣∣θˆ0(h)− θ0∣∣ ≥ ε)
≤ Pf
(
Nh
∥∥θˆ(h)− θ∥∥
1
≥ ε
)
.(3.5.9)
Let us do some remarks. First, by definition we have θ ∈ Θ(M). Remind also that θˆ(h)
minimizes pih defined in (3.1.6) and, therefore, the following inclusion holds since θˆ(h) ∈ Θ.{
Nh
∥∥θˆ(h)− θ∥∥
1
≥ ε
}
⊆
{
inf
Nh‖t−θ‖1≥ε
pih(t) ≤ pih(θ)
}
.(3.5.10)
Moreover,
pih(t) = N
−1
h
∫
Θ
‖Nh(t− u)‖1
[
Lh
(
u,Zn
)]1/m
du
= N−Db−1h
∫
Un
‖Nh(t− θ)− u‖1
[
Lh
(
θ + uN−1h ,Zn
)]1/m
du
= N−Db−1h
[
Lh
(
θ,Zn
)]1/m ∫
Un
‖Nh(t− θ)− u‖1 Z1/mn,θ (u)du.
Hence, τn = Nh
(
θˆ(h)− θ) is the minimizer of
χn(s) =
∫
Un
∥∥s− u∥∥
1
zn(u)du, zn(u) =
Z
1/m
n,θ (u)∫
Un
Z
1/m
n,θ (v)dv
,
and we obtain from (3.5.9) and (3.5.10) for any ε > 0
Pf
{∥∥∥Nh(θˆ(h)− θ)∥∥∥
1
> ε
}
≤ Pf
{
inf
‖s‖1>ε
χn(s) ≤ χn(0)
}
.(3.5.11)
Let 0 < r < ε/3, a number whose will be done later. We have
χn(0) ≤ r
∫
Un∩(‖u‖1≤r)
zn(u)du+
∫
Un∩(‖u‖1>r)
‖u‖1zn(u)du.
Note also that
inf
‖s‖1>ε
χn(s) ≥ inf‖s‖1>ε
[∫
Un∩(‖u‖1≤r)
(‖s‖1 − ‖u‖1)zn(u)du]
≥ (ε− r)
∫
Un∩(‖u‖1≤r)
zn(u)du.
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It yields in particular
χn(0)− inf‖s‖1>εχn(s) ≤ −(ε− 2r)
∫
Un∩(‖u‖1≤r)
zn(u)du+
∫
Un∩(‖u‖1>r)
‖u‖1zn(u)du.
Thus, ∀r ∈ (0, ε/3)
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ Pf
{∫
Un∩(‖u‖1>r)
‖u‖1zn(u)du > (ε− 2r)
∫
Un∩(‖u‖1≤r)
zn(u)du
}
≤ Pf
{∫
Un∩(‖u‖1>r)
‖u‖1zn(u)du > r/2
}
+Pf
{
(ε− 2r)
∫
Un∩(‖u‖1≤r)
zn(u)du < r/2
}
.(3.5.12)
We note that the second term in (3.5.12) can be to control by the first one whenever 0 <
r < ε/3. Indeed, putting Un(r) = Un ∩ (‖u‖1 > r) we get
Pf
{
(ε− 2r)
∫
Un∩(‖u‖1≤r)
zn(u)du < r/2
}
≤ Pf
{
r
∫
Un
Z
1/m
n,θ (v)dv − r
∫
Un(r)
Z
1/m
n,θ (u)du <
r
2
∫
Un
Z
1/m
n,θ (v)dv
}
≤ Pf
{
r
∫
Un(r)
Z
1/m
n,θ (u)du >
r
2
∫
Un
Z
1/m
n,θ (v)dv
}
≤ Pf
{∫
Un(r)
‖u‖1zn(u)du > r/2
}
.
The last inequality and (3.5.12) yield
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ 2Pf
{∫
Un(r)
‖u‖1zn(u)du > r/2
}
.
Let ν > 0 the parameter whose choice will be done later, then by definition of zn and the
last inequality, we obtain
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ 2Pf
{∫
Un(r)
‖u‖1Z1/mn,θ (u)du > r ν/4
}
+2Pf
{∫
Un
Z
1/m
n,θ (v)dv < ν/2
}
.(3.5.13)
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In view of Lemma 7 and the Markov inequality, choosing r = ε/4 ≥ s2 we get
Pf
{∫
Un∩(‖u‖1>ε/4)
‖u‖1Z1/mn,θ (u)du >
εν
16
}
≤ 8C2 I1 Ec2h ν−1 e−c32
−2γεγ .(3.5.14)
Applying Lemma 6, we have for ν ≤M
Pf
{∫
Un
Z
1/m
n,θ (v)dv < ν/2
}
≤ 2C1 Ec1h ν
τ
Db(3.5.15)
In view of (3.5.13), (3.5.15), we establish that
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ 16C2I1 Ec2h ν−1e−c32
−2γεγ + 4C1 Ec1h Ec1h ν
τ
Db .
Choosing ν = e−c32
−2γ−1εγ , we obtain
Pf
{
χn(0)− inf‖s‖1>εχn(s) > 0
}
≤ 16C2I1 Ec2h e−c32
−2γ−1εγ + 4C1 Ec1h e−c3
2−2γ−1τ
Db
εγ
.
The assertion of the theorem follows now from (3.5.9), (3.5.13) and the definitions of
ω1, ω2, ω3.
3.6 Appendix
In this part, we consider nhd ∈ N∗, in order to simplify the proofs.
Proof of Lemma 1. 1. By definition of model 3.4.1, we have ∀u ∈ Un
Zn,θ(u) =
∏
Xi∈Vh(y)
exp
{
−1
2
(
Yi − fθ+u N−1h (Xi)
)2
+
1
2
(
Yi − fθ(Xi)
)2}
.
Let us give the notation
Σ =
∑
Xi∈Vh(y)
1
4
(
Yi − fθ+u N−1h (Xi)
)2 − 1
4
(
Yi − fθ(Xi)
)2
.
Applying 1−e−ρ ≤ ρ, ρ ∈ R and Cauchy-Schwarz inequality, we obtain for any u : ‖u‖1 < 1
Ef
(
1− Z1/2n,θ (u)
)
+
= Ef
(
1− e−Σ) I[0,+∞[ (Σ)
≤ Ef (Σ) I[0,+∞[ (Σ)
≤ 2Eh‖u‖21.
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Using the last inequality and define Γδ = [0, δ]
Db , we establish∫
[0,δ]Db
Ef
[
1− Z1/2n,θ (u)
]
+
du ≤ 2EhδDb+2, ∀δ < 1.
2. Using Eeλε = eλ2/2, with ε ∼ N (0, 1) and λ ∈ R, we have
EfZ1/2n,θ (u) = exp
−18 ∑
Xi∈Vh(y)
f 2
u N−1h
(Xi) +
1
2
∑
Xi∈Vh(y)
fu N−1h
(Xi)
(
f(Xi)− fθ(Xi)
) .(3.6.1)
Remark that fu N−1h
(Xi) ≤ ‖u‖1N−1h , f(Xi)− fθ(Xi) ≤ bh and∑
Xi∈Vh(y)
f 2
u N−1h
(Xi) = u
>Mnh(y) u.
In view of Lemma 9 in Chapter 4, ∃λ > 0 such that λn(h) ≥ λ and u>Mnh(y)u ≥ λn(h)u>u.
Applying (3.6.1), we have
EfZ1/2n,θ (u) ≤ exp
{
−λn(h)
8
‖u‖22 +
‖u‖1
2
N (h)
}
,
By equivalence between the `1-norm and `2-norm, we obtain
EfZ1/2n,θ (u) ≤ exp
{
−Dbλn(h)
8
‖u‖21 +
‖u‖1
2
N (h)
}
≤ exp
{
−Dbλn(h)
16
‖u‖21
}
, ∀u ∈ Un : ‖u‖1 ≥ 8
Db λn(h)
N (h).
Proof of Lemma 2. 1. Remember that we have ∀u ∈ Un = Nh
(
Θ
(
A,M
)− θ)
Zn,θ(u) =
∏
Xi∈Vy(h)
(
1 +
fuN−1h
(Xi)
fθ(Xi)
)Yi
exp
{
−fuN−1h (Xi)
}
, Nh =
(
nhd
)1/2
.
Using the Cauchy-Schwarz inequality, we obtain for u ∈ Un : ‖u‖1 < 1
(3.6.2) Ef
(
1− Z1/2n,θ (u)
)
+
≤
(
Ef
∣∣1− Z1/2n,θ (u)∣∣2)1/2 = (Ef(1 + Zn,θ(u)− 2Z1/2n,θ (u)))1/2 .
It is easy to show that for n ≥ n0
EfZn,θ(u) ≤ 1 + A+N (h)
A
‖u‖1.
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So, using (3.6.2) we have
(3.6.3) Ef
(
1− Z1/2n,θ (u)
)
+
≤
(
A+N (h)
A
‖u‖1 + 2
(
1− EfZ1/2n,θ (u)
))1/2
.
It remains to calculate the term
EfZ1/2n,θ (u) =
∏
Xi∈Vh(y)
Ef
(
1 +
fuN−1h
(Xi)
fθ(Xi)
)Yi/2
exp
{
−fuN−1h (Xi)/2
}
=
∏
Xi∈Vh(y)
∞∑
k=0
(
f(Xi)
)k
k!
(
1 +
fuN−1h
(Xi)
fθ(Xi)
)k/2
exp
{
−f(Xi)− 1
2
fuN−1h
(Xi)
}
=
∏
Xi∈Vh(y)
exp
−f(Xi)− 12fuN−1h (Xi) + f(Xi)
(
1 +
fuN−1h
(Xi)
fθ(Xi)
)1/2(3.6.4)
Using the Taylor expansion series, for n ≥ n0 we get(
1 +
fuN−1h
(Xi)
fθ(Xi)
)1/2
= 1 +
1
2
fuN−1h
(Xi)
fθ(Xi)
− 1
4
(
fuN−1h
(Xi)
fθ(Xi)
)2
+O
(fuN−1h (Xi)
fθ(Xi)
)3 ,
where O(ρ3)
ρ→0−−→ 0. Applying last equality and (3.6.4), we have
EfZ1/2n,θ (u) =
∏
Xi∈Vh(y)
exp
{
−1
2
fuN−1h
(Xi)
fθ(Xi)− f(Xi)
fθ(Xi)
− 1
4
(
fuN−1h
(Xi)
f(Xi)
fθ(Xi)
)2
+ f(Xi)O
(fuN−1h (Xi)
fθ(Xi)
)3 .(3.6.5)
Using the inequality 1− e−ρ ≤ ρ, ρ ≥ 0, (3.6.3), (3.6.4) and (3.6.5), we have for n ≥ n0,
Ef
(
1− Z1/2n,θ (u)
)
+
≤
√
2 +M + 2A
2A
E1/2h ‖u‖1/21 , u ∈ [0, δ]Db , δ < 1.
By integration,the first assertion of the lemma is proved.
2. Using (3.6.5) we have for n ≥ n0 and ∀u ∈ Un : ‖u‖1 ≥ 4M2λn(h)N (h), in view of Lemma
9 in Chapter 4,
EfZ1/2n,θ (u) ≤ e1 exp
{
−λn(h)A
8M2
‖u‖21
}
,
where λn(h) is defined in Section 3.4.
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Proof of Lemma 3. Remember that we have ∀u ∈ Un = Nh
(
Θ
(
M
)− θ)
Zn,θ(u) =
Lh
(
θ + u N−1h ,Zn
)
Lh
(
θ,Zn
)
=
∏
Xi∈Vy(h)
exp
{
−∣∣Yi − fθ+uN−1h (Xi)∣∣α + ∣∣Yi − fθ(Xi)∣∣α} , Nh = (nhd)1/(1+2α).
It is easy to see that for m ≥ 1
EfZ1/mn,θ (u) =
∏
Xi∈Vh(y)
∫
R
C(α) exp
{
− 1
m
|y − bi − vi|α + 1
m
|y − bi|α − |y|α
}
,
where bi = fθ(Xi)−f(Xi) and vi = fuN−1h (Xi). Remark that if we choose the approximation
polynomial fθ such that fθ = f (for construction, see Chapter 4), then bi ≥ 0,∀i. Without
loss of generality we choose vi ≥ 0. Introduce
Gm(v) =
∫
R
C(α) exp
{
− 1
m
|y − b− v|α + 1
m
|y − b|α − |y|α
}
, v ≥ 0, b ≥ 0.
We will prove that Gm(v) ≤ 1 − T1v1+2α for m > 1. Indeed, we use standard schema such
that
(3.6.6) Gm(v) = Gm(0) +
∫ v
0
G ′m(v˜)dv˜.
It remains to prove that G ′m(v˜) ≤ −T2v˜2α. For it, we decompose the function Gm of the
following way
Gm(v) =
∫ ∞
v
C(α) exp
{
− 1
m
(y − v)α + 1
m
yα − (y + b)α
}
dy
+
∫ v
0
C(α) exp
{
− 1
m
(v − y)α + 1
m
yα − (y + b)α
}
dy
+
∫ 0
−b
C(α) exp
{
− 1
m
(v − y)α + 1
m
(−y)α − (y + b)α
}
dy
+
∫ −b
−∞
C(α) exp
{
− 1
m
(v − y)α + 1
m
(−y)α − (y + b)α
}
dy
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The derivative of Gm can be formulate like
G ′m(v) = −C(α) exp
{
vα
m
− (v + b)α
}
+ C(α) exp
{
vα
m
− (v + b)α
}
+
∫ ∞
v
C(α)
α
m
(y − v)α−1 exp
{
− 1
m
(y − v)α + 1
m
yα − (y + b)α
}
dy
−
∫ v
0
C(α)
α
m
(v − y)α−1 exp
{
− 1
m
(v − y)α + 1
m
yα − (y + b)α
}
dy
−
∫ 0
−b
C(α)
α
m
(v − y)α−1 exp
{
− 1
m
(v − y)α + 1
m
(−y)α − (y + b)α
}
dy
−
∫ −b
−∞
C(α)
α
m
(v − y)α−1 exp
{
− 1
m
(v − y)α + 1
m
(−y)α − (y + b)α
}
dy.
By changing variables and summation of integrals, we obtain
G ′m(v) =
∫ ∞
v+b
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}[
exp
{
1
m
(z + v)α − (z + v + b)α
}
(3.6.7)
− exp
{
1
m
(z − v)α − (z − v − b)α
}]
dz
+
∫ v+b
v
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}[
exp
{
1
m
(z + v)α − (z + v + b)α
}
(3.6.8)
− exp
{
1
m
(z − v)α − (v − z + b)α
}]
dz
+
∫ v
0
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}[
exp
{
1
m
(z + v)α − (z + v + b)α
}
(3.6.9)
− exp
{
1
m
(v − z)α − (v − z + b)α
}]
dz.
By expansion Taylor series of order 1 and for any n ≥ n0, the term (3.6.9) can be controlled
by
∫ v
0
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}(
bα
m
− m− 1
m
(v − z + b)α − m− 1
m
(z + v + b)α +O
(
b2α
))
dz
≤ (1 + C(α))vαbα
m2
.
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The second term (3.6.8) can be bounded by
(
1 + C(α)
)
vαbα
m2
. We note that the first term is
the integral of a negative function, so we can increase it by∫ 2v+b
v+b
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}(
−m− 1
m
(z − v − b)α − m− 1
m
(z + v + b)α +O
(
v2α
))
dz
≤ −
∫ 2v+b
v+b
C(α)
α
m
zα−1 exp
{
− 1
m
zα
}
m− 1
m
(2z)αdz +O
(
v3α
)
≤ −v2α 2α−2 C(α)m− 1
m2
exp
{
− 1
m
vα
}
.
So we obtain
G ′m(v) ≤ 2
(
1 + C(α)
)vαbα
m2
− 2α−2 C(α)m− 1
m2
exp
{
− 1
m
vα
}
v2α,
Using (3.6.6), the last inequality implies that ∀m > 1
(3.6.10) Gm(v) ≤ 1 + 2
(
1 +C(α)
) bα|v|1+α
(1 + α)m2
−2α−2C(α) m− 1
(1 + 2α)m2
exp
{
− 1
m
vα
}
|v|1+2α,
with Gm(0) = 1. We can also show that it exists positive constants T3, T4 such that
(3.6.11) G1(v) ≤ 1 + T3|v|1+2α + T4|v|1+αbα, v ∈ R.
1. Let us prove the first assumption,
Ef
(
1− Z1/2n,θ (u)
)
+
≤ Ef
∣∣1− Z1/2n,θ (u)∣∣ = Ef 1
L
1/2
h
(
θ,Zn
) ∣∣∣L1/2h (θ,Zn)− L1/2h (θ + u,Zn)∣∣∣ .
Let us note ph(x, f) =
∏
Xi∈Vh(y) gα
(
xi, f(Xi)
)
, where x ∈ Rnhd . By integration and Cauchy-
Schwarz inequality, we obtain that
Ef
(
1− Z1/2n,θ (u)
)
+
≤
∫
Rnhd
∣∣∣p1/2h (x, fθ+u N−1h )− p1/2h (x, fθ)∣∣∣ ph
(
x, f
)
p
1/2
h
(
x, fθ
) dx
≤
(∫
Rnhd
∣∣∣p1/2h (x, fθ+u N−1h )− p1/2h (x, fθ)∣∣∣2 dx
∫
Rnhd
p2h
(
x, f
)
ph
(
x, fθ
) dx)1/2 .(3.6.12)
Introduce
H2
(
Pf
θ+u N−1
h
,Pfθ
)
=
∫
Rnhd
∣∣∣p1/2h (x, fθ+u N−1h )− p1/2h (x, fθ)∣∣∣2 dx,
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where H(., .) is the Hellinger distance between probability measures. More details are given
in Tsybakov [2008] (Chapter 2). Remark that Pfθ is a product measure Pfθ = ⊗Xi∈Vh(y)Pifθ
where Pifθ = Pfθ(Xi) the probability law of Yi. By property of Hellinger distance, we obtain
(3.6.13) H2
(
Pf
θ+u N−1
h
,Pfθ
)
= 2
1− ∏
Xi∈Vh(y)
(
1− 1
2
H2
(
Pif
θ+u N−1
h
,Pifθ
)) ,
where
H2
(
Pif
θ+u N−1
h
,Pifθ
)
=
∫
R
∣∣∣g1/2α (x− fθ+u N−1h (Xi))− g1/2α (x− fθ(Xi))∣∣∣2 dx,
=
∫
R
∣∣∣g1/2α (x− fu N−1h (Xi))− g1/2α (x)∣∣∣2 dx, i : Xi ∈ Vh(y).
Has’minskii and Ibragimov [1981] showed that gα possess singularities of order 2α for α <
1/2. In particular they gave the following result on gα:
(3.6.14)
∫
R
∣∣g1/2α (x− η)− g1/2α (x)∣∣2 dx = O(η1+2α), η → 0.
For more details, see Has’minskii and Ibragimov [1981] (Chapter 6, section 1, Theorem 1.1).
Using (3.6.12), (3.6.13) and 3.6.14, then it exists a constant C such that for n ≥ n0
(3.6.15) Ef
(
1− Z1/2n,θ (u)
)
+
≤ C‖u‖α+1/21
(∫
Rnhd
p2h
(
x, f
)
ph
(
x, fθ
) dx)1/2 .
In order to show the assumption 1.1, it remains to prove the following assertion
(3.6.16)
(∫
Rnhd
p2h
(
x, f
)
ph
(
x, fθ
) dx)1/2 ≤ exp{T3 + T4
2
N (h)1+2α
}
.
For it, we note that ∫
Rnhd
p2h
(
x, f
)
ph
(
x, fθ
) dx = ∏
Xi∈Vh(y)
G1(−bi).
So, applying (3.6.11) with v = −bi, we obtain (3.6.16). Using (3.6.15), the first assertion of
the lemma is proved.
2. Using (3.6.10) with m = 2 and v = ui, we obtain
EfZ1/2n,θ (u) ≤ exp
1 + C(α)2(1 + α)N (h)− 2α−4 C(α)(1 + 2α) exp{1
2
(2M)α
} ∑
Xi∈Vh(y)
|fu(Xi)|1+2α
nhd
 .
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Remark that
∑
Xi∈Vh(y)
|fu(Xi)|1+2α
nhd
≥
∑
Xi∈Vh(y)
|fu(Xi)|2
nhd‖u‖1−2α1
and
∑
Xi∈Vh(y)
f 2
u N−1h
(Xi) = u
>Mnh(y) u.
In view of Lemma 9 (in Chapter 4) and last inequality, we have
EfZ1/2n,θ (u) ≤ exp
{
1 + C(α)
2(1 + α)
N (h)
}
× exp
{
− λn(h)2
α−4 C(α)
(1 + 2α) exp
{
1
2
(2M)α
}‖u‖1+2α1
}
,
where λn(h) is defined in Section 3.4.
Proof of Lemma 5. Note that for any k ≥ κ+ 1 and by definition of kˆ (3.3.1){
kˆ = k
}
= ∪l≥k
{∣∣fˆ (k−1)(y)− fˆ (l)(y)∣∣ > Sn(l)} .
Note that Sn(l) is monotonically increasing in l and, therefore,{
kˆ = k
} ⊆ {∣∣fˆ (k−1)(y)− f(y)∣∣ > 2−1Sn(k − 1)}
∪
[
∪l≥k
{∣∣fˆ (l)(y)− f(y)∣∣ > 2−1Sn(l)}] .
We come to the following inequality: for any k ≥ κ+ 1
Pf
(
kˆ = k
) ≤ Pf {∣∣fˆ (k−1)(y)− fˆ(y)∣∣ > 2−1Sn(k − 1)}
+
∑
l≥k
Pf
{∣∣fˆ (l)(y)− f(y)∣∣ > 2−1Sn(l)} .(3.6.17)
Note that the definition of Sn(l) yields
Nhl Sn(l) =
(
sγ2 ∨
22γ+1(2γ + 2dq)
c3γ
(
1 ∧ τ D−1b
)) 1γ [1 + ln (hmax/hl)]1/γ.
Thus, applying Proposition 3 with J1 = Ldω2 and ε = Nhl Sn(l), we obtain ∀l ≥ k − 1
Pf
{∣∣fˆ (l)(y)− f(y)∣∣ > 2−1Sn(l)} ≤ ω1Eω2hl [hmax/hl]− 2γ+2dqγ
= ω1Eω2hl 2−l
2γ+2dq
γ .(3.6.18)
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Note that bhl ≤ Ld hβl and hl ≤ hκ ≤ h∗ since f ∈ Hd(β, L,M) and, therefore,
N (hl) ≤ L d n(hl)γβ+d ≤ L d n(h∗)γβ+d, ∀l ≥ k − 1.(3.6.19)
Here we have also used that k ≥ κ+ 1. We obtain from (3.6.17), (3.6.18) and (3.6.19) that
k ≥ κ+ 1
Pf
(
kˆ = k
) ≤ J2 exp{J1n(h∗)γβ+d}2−(k−1) 2γ+2dqγ ,
where J2 = ω1
(
1− 2− 2γ+2dqγ
)−1
.
Proof of Lemma 6. Applying Markov inequality, Fubini theorem and assumption 1.1
Pf
{∫
Un
Z
1/m
n,θ (u)du <
1
2
δDb , G
}
= Pf
{∫
Γδ
(
Z
1/m
n,θ (u)− 1
)
du < −1
2
δDb ,
}
≤ Pf
{∫
Γδ
(
1− Z1/mn,θ (u)
)
+
du >
1
2
δDb
}
≤ 2δ−Db
∫
Γδ
Ef
(
1− Z1/mn,θ (u)
)
+
du
≤ 2C1Ec1h δτ .
Proof of Lemma 7. Applying the assumption 1.2 we obtain
Ef
∫
Un∩(‖u‖1>a)
‖u‖1Z1/mn,θ (u) du ≤ C2Ec2h
∫
Un∩(‖u‖1>a)
‖u‖1 exp {−c3‖u‖γ1} du.
Simplifying the last inequality, we have
Ef
{
Qa
} ≤ 2C2 a Ec2h exp {−c3aγ}∫ +∞
0
(z + 1) exp {−c3zγ} dz.
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Chapter 4
Locally Bayesian Approach for
Multiplicative Uniform Regression
Ce chapitre correspond a` l’article Chichignoud [2010a]. Dans cet article, nous pre´sentons
l’estimateur Baye´sien sous une forme diffe´rente que celle dans le chapitre pre´ce´dent. La
de´monstration des grandes de´viations est plus complexe et longue que dans le chapitre
pre´ce´dent. Pour le lecteur ce chapitre contient la preuve des hypothe`ses 1 pour le mode`le de
re´gression avec un bruit multiplicatif uniforme (Voir lemme 8) , ainsi que la borne infe´rieure
du risque minimax (Section 4.2) et l’optimalite´ de la vitesse adaptative (Section 4.3) pour
ce mode`le.
4.1 Introduction
Let statistical experiment be generated by the couples of observations Y (n) = (Xi, Yi)i=1,...n, n ∈
N∗ where (Xi, Yi) satisfies the equation
(4.1.1) Yi = f(Xi)× Ui, i = 1, . . . , n.
Here f : [0, 1]d → R is unknown function and we are interested in estimating f at a given
point y ∈ [0, 1]d from observation Y (n).
The random variables (noise) (Ui)i∈1,...,n are supposed to be independent and uniformly
distributed on [0, 1].
The design points (Xi)i∈1,...,n are deterministic and without loss of generality we will
assume that
Xi ∈
{
1/n1/d, 2/n1/d, . . . , 1
}d
, i = 1, . . . , n.
Along the paper the unknown function f is supposed to be smooth, in particular, it belongs
to the Holder ball of functions Hd(β, L,M) (see Definition 13 below). Here β > 0 is the
smoothness of f , M is the upper bound of f and its partial derivatives and L > 0 is Lipschitz
constant.
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Moreover, we will consider only the functions f separated away from zero by some
positive constant. Thus, from now on we will suppose that there exists 0 < A < M such
that f ∈ Hd(β, L,M,A), where
Hd(β, L,M,A) =
{
g ∈ Hd(β, L,M) : inf
x∈[0,1]d
g(x) ≥ A
}
.
Motivation. The multiplicative regression model is quite popular in various domains of
applications, in particular, in volatility estimation Ha¨rlde and Tsybakov [1997] or in noise
speckle imaging Aubert and Aujol [2008]. Another source of the interest to multiplicative
regression is so-called nonparametric frontier model (see Simar and Wilson [2000]), where
the reconstruction of the regression function f can be viewed as the estimation a production
set P . Indeed, Yi ≤ f(Xi), ∀i, and, therefore, the estimation of f is reduced to finding the
upper boundary of P . In this context one can also cite Korostele¨v and Tsybakov [1993]
dealing with the estimation of function’s support.
The theoretical interest to the multiplicative regression model (4.1.1) with discontinuous
noise is dictated by the following fact. The typical approach to the study of the models
with multiplicative noise consists in their transformation into the model with an additive
noise and in the application, after that, the linear smoothing technique, based on standard
methods like kernel smoothing, local polynomials etc. Let us illustrate the latter approach
by the consideration of one of the most popular non-parametric model namely multiplicative
gaussian regression
(4.1.2) Yi = σ(Xi)ξi, i = 1, . . . , n.
Here ξi, i = 1, . . . , n are i.i.d. standard gaussian random variables and the goal is to estimate
the variance σ2(·).
Putting Y ′i = Y
2
i and ηi = ξ
2
i − 1 one can transform the model (4.1.2) into the het-
eroscedastic additive regression:
(4.1.3) Y ′i = σ
2(Xi) + σ
2(Xi)ηi, i = 1, . . . , n,
where, obviously, Eηi = 0. Applying any of the linear methods mentioned above to the
estimation of σ2(·) one can construct an estimator whose estimation accuracy is given by
n−
β
2β+d and which is optimal in minimax sense (See Definition 14). The latter result is
proved under assumptions on σ2(·) which are similar to the assumption imposed on the
function f(·). In particular, β denotes the regularity of the function σ2(·). The same result
can be obtained for any noise variables ξi with known, continuously differentiable density,
possessing sufficiently many moments.
The situation changes dramatically when one considers the noise with discontinuous
distribution density. Although, the transformation of the original multiplicative model to
the additive one is still possible, in particular, the model (4.1.1) can be rewritten as
Y ′i = f(Xi) + f(Xi)ηi, Y
′
i = 2Yi, ηi = 2ui − 1, i = 1, . . . , n,
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the linear methods are not optimal anymore. As it is proved in Theorem 10 the optimal
accuracy is given by n−
β
β+d . To achieve this rate the non-linear estimation procedure, based
on locally bayesian approach, is proposed in Section 4.2.
The interesting feature of the model is that the uniform distribution leads to an im-
proved estimation rate, it is always the case with a discontinuous density of the noise (see
Has’minskii and Ibragimov [1981], Chapter 6). The parameter of a uniform [0, θ] distribu-
tion is easier to estimate. Indeed, it is well known that we can use the maximum likelihood
estimator based on the maximum of observations (nonlinear). For instance, if f is known
to be Lipshitz β, then its approximation by a constant function in an hypercube of length
h gives a bias of order d hβ, and the constant can be estimated at the order 1/nhd, because
there are nhd observations in the interval. The latter improved rate (improved over 1/
√
nhd
as usual) leads to an optimal bandwidth of h = h¯(β) = n−
1
β+d , and hence estimation rate
n−
β
β+d , faster than usual. Typically, in any model, it is possible to improve the rate of
convergence if the Fisher information is not finite.
In regular statistical models, the locally maximum likelihood approach is ideal (see
Has’minskii and Ibragimov [1981] Chapter 1, Section 5 and recently Polzehl and Spokoiny
[2006], Katkovnik and Spokoiny [2008]). But when the density of observations is discontinu-
ous, an bayesian approach is often preferred (see Has’minskii and Ibragimov [1981], Chapter
1, Section 5). The study of local maximum likelihood estimator for model (4.1.1) stays an
open problem.
Recently several approaches to the selection from the family of linear estimators were pro-
posed, see for instance Goldenshluger and Lepski [2008], Goldenshluger and Lepski [2009a],
Juditsky, Lepski, and Tsybakov [2009] and the references therein. These technologies are
used in the construction of data-driven (adaptive) procedures and they are heavily based
on the linearity property. As we already mentioned the locally bayesian estimators are
non-linear and in Section 4.3 we propose the selection rule from this family. It requires, in
particular, to develop new non-asymptotical exponential inequalities, which may have an
independent interest.
Minimax estimation. The first part of the paper is devoted to the minimax overHd(β, L,M,A)
estimation. This means, in particular, that the parameters β, L,M and A are supposed to
be known a priori. We find the minimax rate of convergence (4.1.4) on Hd(β, L,M,A) and
propose the estimator being optimal in minimax sense (see Definition 14). Our first result
in this direction consists in establishing a lower bound for maximal risk on Hd(β, L,M,A).
We show that for any β ∈ R∗+, the minimax rate of convergence is bounded from below by
the sequence
(4.1.4) ϕn(β) = n
− β
β+d .
Next, we propose the minimax estimator, i.e. the estimator attaining the normalizing
sequence (4.1.4). To construct the minimax estimator we use so-called locally bayesian
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estimation construction which consists in the following. Let
Vh(y) =
d⊗
j=1
[
yj − h/2, yj + h/2
]
,
be the neighborhood around y such that Vh(y) ⊆ [0, 1]d, where h ∈ (0, 1) is a given scalar.
Fix an integer number b > 0 and let
Db =
b∑
m=0
(
m+ d− 1
d− 1
)
.
Let Pb = {p = (p1, . . . , pd) : pi ∈ N, 0 ≤ |p| ≤ b} , |p| = p1 + · · ·+ pd, we define the local
polynomial
ft(x) =
∑
p∈Pb
tp
(
x− y
h
)p
IVh(y)(x), x ∈ Rd, t = (tp : p ∈ Pb),(4.1.5)
where zp = zp11 · · · zpdd for z = (z1, . . . , zd) and I denotes the indicator function. The local
polynomial ft can be viewed as an approximation of the regression function f inside of
the neighborhood Vh and Db the number of coefficients of this polynomial. Introduce the
following subset of RDb
Θ
(
A,M
)
=
{
t ∈ RDb : 2t0,...,0 − ‖t‖1 ≥ A, ‖t‖1 ≤M
}
,(4.1.6)
where ‖.‖1 is l1-norm on RDb . Θ(A,M) can be viewed as the set of coefficients t such that
A ≤ ft(x) ≤M for all t ∈ Θ(A,M) and for all x in the neighbourhood Vh(y). Consider the
pseudo likelihood ratio
Lh
(
t, Y (n)
)
=
∏
i:Xi∈Vh(y)
[
ft(Xi)
]−1I[
0,ft(Xi)
](Yi), t ∈ Θ(A,M).
Set also
(4.1.7) pih(t) =
∫
Θ(A,M)
‖t− u‖1 Lh
(
u, Y (n)
)
du, t ∈ Θ(A,M).
Let θˆ(h) be the solution of the following minimization problem:
(4.1.8) θˆ(h) = arg min
t∈Θ(A,M)
pih(t).
The locally bayesian estimator f¯h(y) of f(y) is defined now as f¯h(y) = θˆ0,...,0(h). Note that
this local approach allows to estimate successive derivatives of function f . In this paper,
only the estimation of f at a given point is studied.
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We note that similar locally parametric approach based on maximum likelihood esti-
mators was recently proposed in Polzehl and Spokoiny [2006] and Katkovnik and Spokoiny
[2008] for regular statistical models.
As we see our construction contains an extra-parameter h to be chosen. To make this
choice we use quite standard arguments. First, we note that in view of f ∈ Hd(β, L,M,A)
∃θ = θ(f, y, h) ∈ Θ(A,M) : sup
x∈Vh(y)
∣∣f(x)− fθ(x)∣∣ ≤ Lhβ.
For example, fθ can be chosen like the Taylor polynomial (defined in (4.5.2)). With the
property of isotropic Holder functions (see Definition 13), the last assertion is trivial. Thus,
if h is chosen sufficiently small our original model (4.1.1) is well approximated inside of Vh(y)
by the ”parametric” model
Yi = fθ(Xi)× Ui, i = 1, . . . , nhd, nhd ∈ N∗
in which the bayesian estimator θˆ is rate-optimal (See Theorem 11).
It is worth mentioning that the analysis of the deviation of (Xi,Yi)i=1,...nhd from Y (nhd)
is not simple. Namely here requirements 0 < A ≤ f(x) ≤ M,∀x ∈ [0, 1]d, are used.
This assumption, which seems not to be necessary, allows us to make the presentation of
basic ideas clear and to simplify routine computations (see also Remark 12). Without this
assumption, the problem is open.
Finally, hn(β, L) is chosen as the solution of the following minimization problem
(4.1.9) (nhd)−1 + Lhβ → min
h
and we show that corresponding estimator f¯hn(β,L)(y) is minimax for f(y) on Hd(β, L,M,A)
if β ≤ b. Since the parameter b > 0 can be chosen in arbitrary way, the proposed estimator
is minimax for any given value of the parameter β > 0.
Adaptive estimation. The second part of the paper is devoted to the adaptive minimax
estimation over collection of isotropic functional classes in the model (4.1.1). At our knowl-
edge, the problem of adaptive estimation in the multiplicative regression with the noise,
having discontinuous density, is not studied in the literature.
Well-known drawback of minimax approach is the dependence of the minimax estimator
on the parameters describing functional class on which the maximal risk is determined.
In particular, the locally bayesian estimator f¯h(·) depends obviously on the parameters A
and M via the solution of the minimization problem (4.1.8). Moreover hn(β, L) optimally
chosen in view of (4.1.9) depends explicitly on β and L. To overcome this drawback the
minimax adaptive approach was proposed (see Lepski [1990],Lepski [1991],Lepski, Mammen,
and Spokoiny [1997]). The first question arising in the adaptation (reduced to the problem
at hand) can be formulated as follows.
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Does there exist an estimator which would be minimax on H(β, L,M,A) simultaneously
for all values of β, L,A and M belonging to some given subset of R4+ ?
In section 4.3, we show that the answer to this question is negative, that is typical for the
estimation of the function at a given point Lepski and Spokoiny [1997]. This answer can be
reformulated in the following manner: the family of rates of convergence
{
ϕn(β), β ∈ R∗+
}
is unattainable for the problem under consideration.
Thus, we need to find another family of normalizations for maximal risk which would be
attainable and, moreover, optimal in view of some criterion of optimality. Nowadays, the
most developed criterion of optimality is due to Klutchnikoff Klutchnikoff [2005].
We show that the family of normalizations, being optimal in view of this criterion, is
(4.1.10) φn(β) =
(
ρn(β)
n
) β
β+d
, ρn(β) = 1 + ln
(
ϕn(β)
ϕn(b)
)
,
whenever β ∈]0, b]. The factor ρn can be considered as price to pay for adaptation Lepski
[1990].
The most important step in proving the optimality of the family (4.1.10) is to find an
estimator, called adaptive, which attains the optimal family of normalizations. Obviously,
we seek an estimator whose construction is parameter-free, i.e. independent of β, L,A and
M . In order to explain our estimation procedure let us make several remarks.
First we note that the role of the constants A,M and β, L in the construction of the
minimax estimator is quite different. Indeed, the constants A,M are used in order to
determine the set Θ
(
A,M
)
needed for the construction of the locally bayesian estimator,
see (4.1.7) and (4.1.8). However, this set does not depend on the localization parameter
h > 0, in other words, the quantities A and M are not involved in the selection of optimal
size of the local neighborhood given by (4.1.9). Contrary to that, the constants β, L are
used for the derivation of the optimal size of the local neighborhood (4.1.9), but they are
not involved in the construction of the collection of locally bayesian estimators
{
fˆh, h > 0
}
.
Next remark explains how to replace the unknown quantities A and M in the definition
of Θ
(
A,M
)
. Our first simple observation consists in the following: the estimator f¯hn(β,L)
remains minimax if we replace Θ
(
A,M
)
in (4.1.7) and (4.1.8) by Θ
(
A˜, M˜
)
with any 0 < A˜ ≤
A and M ≤ M˜ < ∞. It follows from obvious inclusion Hd(β, L,A,M) ⊆ Hd(β, L, A˜, M˜).
The next observation is less trivial and it follows from Proposition 4. Put hmax = n
− 1
b+d and
define for any function f
(4.1.11) A(f) = inf
x∈Vhmax (y)
f(x), M(f) =
b∑
m=0
∑
p1+...+pd=m
∣∣∣∣ ∂mf(y)∂xp11 · · · ∂xpdd
∣∣∣∣ .
The following agreement will be used in the sequel: if the function f and m ≥ 1 be such
that ∂mf does not exist we will put formally ∂mf = 0 in the definition of M(f).
118
M. CHICHIGNOUD 4.1. INTRODUCTION
Then, f¯hn(β,L) remains minimax if we replace Θ
(
A,M
)
in (4.1.7) by
Θ
(
A(f),M(f)
)
. It remains to note that contrary to the quantities A and M the functionals
A(f) and M(f) can be consistently estimated from the observation (4.1.1) and let Aˆ and
Mˆ be the corresponding estimators. The idea now is to determine the collection of locally
bayesian estimators
{
fˆh, h > 0
}
by replacing Θ
(
A,M
)
in (4.1.7) and (4.1.8) by the random
parameter set Θˆ which is defined as follows.
Θˆ =
{
t ∈ RDb : 2t0,...,0 − ‖t‖1 ≥ 2−1Aˆ, ‖t‖1 ≤ 4Mˆ
}
.
In this context it is important to emphasize that the estimators Aˆ and Mˆ are built from the
same observation which is used for the construction of the family
{
fˆh, h > 0
}
.
Contrary to all saying above, the constants β and L cannot be estimated consistently. In
order to select an ”optimal” estimator from the family
{
fˆh, h > 0
}
we use general adaptation
scheme due to Lepski Lepski [1990], Lepski [1992a]. To the best of our knowledge it is the
first time when this method is applied in the statistical model with multiplicative noise
and discontinuous distribution. Moreover, except already mentioned papers Polzehl and
Spokoiny [2006] and Katkovnik and Spokoiny [2008], Lepski’s procedure is typically applied
to the selection from the collection of linear estimators (kernel estimators, locally polynomial
estimator, etc.). In the present paper we apply this method to very complicated family of
nonlinear estimators, obtained by the use of bayesian approach on the random parameter
set. It required, in particular, to establish the exponential inequality for the deviation of
locally bayesian estimator from the parameter to be estimated (Proposition 4). It generalizes
the inequality proved for the parametric model Has’minskii and Ibragimov [1981] (Chapter
1, Section 5). This result seems to be new.
Simulations. The interest to the multiplicative models is explained by their popularity in
the image processing, for example, SAR images Re´fre´gier [2002]. If the model is parametric
then the use of the maximum likelihood estimator is rather standard at least if the likelihood
is convex Bhattachar and Sundareshan [2000]. In the present paper we adopt the local para-
metric approximation to a purely non parametric model. As it proved, this strategy leads
to the theoretically optimal statistical decisions. But the minimax as well as the minimax
adaptive approach are asymptotical and it seems natural to check how proposed estimators
work for reasonable sample size. In the simulation study, we test the bayesian estimator in
the parametric and nonparametric cases. We show that the adaptive estimator approaches
the oracle estimator. The oracle estimator is selected from the family
{
fˆh, h > 0
}
under
the hypothesis f that is known. We show that the bayesian estimator performs well starting
with n ≥ 100.
This paper is organized as follows. In Section 4.2 we present the results concerning
minimax estimation and Section 4.3 is devoted to the adaptive estimation. The simulations
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are given in Section 4.4. The proofs of main results are proved in Section 4.5 (upper bounds)
and section 4.6 (lower bounds). Auxiliary lemmas are postponed to Appendix (Section 4.7)
contains the proofs of technical results.
4.2 Minimax estimation on isotropic Ho¨lder class
In this section we present several results concerning minimax estimation. First, we
establish lower bound for minimax risk defined on Hd(β, L,M,A) for any β, L,M and A.
For any (p1, ..., pd) ∈ Nd we denote p = (p1, ..., pd) and |p| = p1 + ...+ pd.
Definition 13. Fix β > 0, L > 0 and M > 0 and let bβc be the largest integer strictly less
than β. The isotropic Ho¨lder class Hd(β, L,M) is the set of functions f : [0, 1]d → R having
on [0, 1]d all partial derivatives of order bβc and such that ∀x, y ∈ [0, 1]d
bβc∑
m=0
∑
|p|=m
sup
x∈[0,1]d
∣∣∣∣ ∂|p|f(x)∂xp11 · · · ∂xpdd
∣∣∣∣ ≤ M,
∣∣∣∣ ∂|p|f(x)∂xp11 · · · ∂xpdd − ∂
|p|f(y)
∂yp11 · · · ∂ypdd
∣∣∣∣ ≤ L[‖x− y‖1]β−bβc, ∀ |p| = bβc.
This definition implies that if f ∈ Hd(β, L,M,A), then A ≤ A(f) and M(f) ≤ M ,
where Hd(β, L,M,A) is defined in the beginning of this paper. A(f) and M(f) are defined
in (4.1.11).
Maximal and minimax risk on Hd(β, L,M,A). To measure the performance of esti-
mation procedures on Hd(β, L,M,A) we will use minimax approach.
Let Ef = Enf be the mathematical expectation with respect to the probability law of
the observation Y (n) satisfying (4.1.1). We define first the maximal risk on Hd(β, L,M,A)
corresponding to the estimation of the function f at a given point y ∈ [0, 1]d.
Let f˜ be an arbitrary estimator built from the observation Y (n). Let ∀q > 0
Rn,q
[
f˜ ,Hd(β, L,M,A)
]
= sup
f∈Hd(β,L,M,A)
Ef
∣∣f˜(y)− f(y)∣∣q.
The quantityRn,q
[
f˜ ,Hd(β, L,M,A)
]
is called maximal risk of the estimator f˜ onHd(β, L,M,A)
and the minimax risk on Hd(β, L,M,A) is defined as
Rn,q
[
Hd(β, L,M,A)
]
= inf
f˜
Rn,q
[
f˜ ,Hd(β, L,M,A)
]
,
where inf is taken over the set of all estimators.
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Definition 14. The normalizing sequence ψn is called minimax rate of convergence (MRT)
and the estimator fˆ is called minimax (asymptotically minimax) if
lim inf
n→∞
ψ−qn Rn,q
[
fˆ ,Hd(β, L,M,A)
]
> 0;
lim sup
n→∞
ψ−qn Rn,q
[
fˆ ,Hd(β, L,M,A)
]
< ∞.
Theorem 10. For any β > 0, L > 0, M > 0, A > 0, q ≥ 1 and d ≥ 1
lim inf
n→∞
ϕ−qn (β)Rn,q
[
Hd(β, L,M,A)
]
> 0, ϕn(β) = n
− β
β+d .
Remark 12. The obtained result shows that on Hd
(
β, L,M,A
)
the minimax rate of con-
vergence cannot be faster than n−
β
β+d . In view of the obvious inclusion Hd(β, L,M,A) ⊂
Hd(β, L,M) the minimax rate of convergence on an isotropic Ho¨lder class is also bounded
from below by n−
β
β+d .
The next theorem shows how to construct the minimax estimator basing on locally
bayesian approach. Put h¯ = (Ln)−
1
β+d and let f¯ h¯(y) = θˆ0,...,0
(
h¯
)
is given by (4.1.6), (4.1.7)
and (4.1.8) with h = h¯.
Theorem 11. Let β > 0, L > 0, M > 0 and A > 0 be fixed. Then there exists the constant
C∗ such that for any n ∈ N∗ satisfying nh¯d ≥
(bβc+ 1)d
ϕ−qn (β)Rn,q
[
f¯ h¯(y),Hd(β, L,M,A)
]
≤ C∗, ∀q ≥ 1.
The explicit form of C∗ is given in the proof.
Remark 13. We deduce from Theorems 10 and 11 that the estimator f¯ h¯(y) is minimax on
Hd(β, L,M,A).
4.3 Adaptive estimation on isotropic Ho¨lder classes
This section is devoted to the adaptive estimation over the collection of the classes{
Hd(β, L,M,A)
}
β,L,M,A
. We will not impose any restriction on possible values of L,M,A,
but we will assume that β ∈ (0, b], where b, as previously, is an arbitrary a priori chosen
integer.
We start with formulating the result showing that there is no optimally adaptive estima-
tor (here we follow the terminology introduced in Lepski [1991], Lepski [1992a]). It means
that there is no an estimator which would be minimax simultaneously for several values of
parameter β even if all other parameters L,M and A are supposed to be fixed. This result
does not require any restriction on β as well.
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Theorem 12. For any subset of R+ \{0} noted B such that card(B) ≥ 2, for any β1, β2 ∈ B
and any L > 0, M > 0, A > 0
lim inf
n→∞
inf
f˜
[
ϕ−qn (β1)Rn,q
(
f˜ ,Hd(β1, L,M,A)
)
+ϕ−qn (β2)Rn,q
(
f˜ ,Hd(β2, L,M,A)
)]
= +∞,
where inf is taken over all possible estimators.
The assertion of Theorem 12 can be considerably specified if B = (0, b]. To do that we
will need the following definition. Let Ψ = {ψn(β)}β∈(0,b] be a given family of normalizations.
Definition 15. The family Ψ is called admissible if there exist an estimator fˆn such that
for some L > 0,M > 0 and A > 0
(4.3.1) lim sup
n→∞
ψ−qn (β)Rn,q
(
fˆ ,Hd(β, L,M,A)
)
<∞, ∀β ∈ (0, b].
The estimator fˆn satisfying (4.3.1) is called Ψ-attainable. The estimator fˆn is called Ψ-
adaptive if (4.3.1) holds for any L > 0,M > 0 and A > 0.
Note that the result proved in Theorem 12 means that the family of rates of convergence
{ϕn(β)}β∈(0,b] is not admissible. Let Φ be the following family of normalizations:
φn(β) =
(
ρn(β)
n
) β
β+d
, ρn(β) = 1 + ln
(
ϕn(β)
ϕn(b)
)
, β ∈ (0, b].
We remark that φn(b) = ϕn(b) and ρn(β) ∼ lnn for any β 6= b.
Theorem 13. Let Ψ = {ψn(β)}β∈(0,b] be an arbitrary admissible family of normalizations.
I. For any α ∈ (0, b] such that ψn(α) 6= ϕn(α), there exists an admissible family {υn(β)}β∈(0,b]
for which
lim
n→∞
υn(α)ψ
−1
n (α) = 0.
II. If there exists γ ∈ (0, b) such that
(4.3.2) lim
n→∞
ψn(γ)φ
−1
n (γ) = 0,
then necessarily
(a) lim
n→∞
ψn(β)φ
−1
n (β) > 0, ∀β ∈ (0, γ);
(b) lim
n→∞
[
ψn(γ)
φn(γ)
] [
φn(β)
ψn(β)
]
= 0, ∀β ∈ (γ, b].
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Several remarks are in order.
1. We note that if the family of normalizations Φ is admissible, i.e. one can construct
Φ-attainable estimator, then Φ is in an optimal family of normalizations in view of
Kluchnikoff criterion Klutchnikoff [2005]. It follows from the second assertion of the
theorem. We note however that a Φ-attainable estimator may depend on L > 0,M > 0
and A > 0, and, therefore, this estimator have only theoretical interest. In the next
section we construct Φ-adaptive estimator, which is, by its definition, fully parameter-
free. Moreover, this estimator obviously proves that Φ is admissible, and, therefore,
optimal as it was mentioned above.
2. The assertions of Theorem 13 allows us to give rather simple interpretation of Kluchnikoff
criterion. Indeed, the first assertion, which is easily deduced from Theorem 12, shows
that any admissible family of normalizations can be improved by another admissible
family at any given point α ∈ (0, b] except maybe one. In particular, it concerns
the family Φ if it is admissible. On the other hand, the second assertion of the the-
orem shows that there is no admissible family which would outperform the family
Φ at two points. Moreover, in view of (b), Φ-adaptive (attainable) estimator, if ex-
ists, has the same precision on Hd(β, L,M,A), β < γ, as any Ψ-adaptive(attainable)
estimator whenever Ψ satisfies (4.3.2). Additionally, (a) implies that the gain in
the precision provided by Ψ-adaptive (attainable) estimator on Hd(γ, L,M,A) leads
automatically to much more losses on Hd(β, L,M,A) for any β > γ with respect
to the precision provided by Φ-adaptive(attainable) estimator. We conclude that
Φ-adaptive(attainable) estimator outperforms any Ψ-adaptive(attainable) estimator
whenever Ψ satisfies (4.3.2). It remains to note that any admissible family not satis-
fying (4.3.2) is asymptotically equivalent to Φ.
Construction of Φ-adaptive estimator. As it was already mentioned in Introduction
the construction of our estimation procedure consists of several steps. First, we determine
the set Θˆ, built from observation, which is used after that in order to define the family of
locally bayesian estimators. Next, based on Lepski’s method (see Lepski [1991] and Lepski,
Mammen, and Spokoiny [1997]), we propose data-driven selection from this family.
First step: Determination of parameter set. Put hmax = n
− 1
b+d and let θ˜ be the solution
of the following minimization problem.
inf
t∈RDb
n∑
i:Xi∈Vmax(y)
[
2Yi − t K>
(
Xi − y
hmax
)]2
, Vmax(y) = Vhmax(y),(4.3.3)
where the Db-dimensional vector K(z) = (z
p : p ∈ Pb) and the sign > below means the
transposition. Thus, θ˜ is the local least squared estimator and its explicit expression is given
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by
(4.3.4) θ˜ = 2
 n∑
i:Xi∈Vmax(y)
K>
(
Xi − y
hmax
)
K
(
Xi − y
hmax
)−1 [Kn(y)]>Y,
where Y = (Y1, . . . , Yn) and Kn(y) =
[
K>
(
Xi−y
hmax
)
IVmax(y)(Xi)
]
i=1,...n
is the design matrix.
Put
δ˜p = p1!...pd! h
−|p|
max θ˜p, |p| ≤ b.
Introduce the following quantities
Aˆ = δ˜0...,0, Mˆ =
∥∥δ˜∥∥
1
,(4.3.5)
and define the random parameter set as follows.
Θˆ =
{
t ∈ RDb : 2t0,...,0 − ‖t‖1 ≥ 2−1Aˆ, ‖t‖1 ≤ 4Mˆ
}
.(4.3.6)
Second step: Collection of locally bayesian estimators. Put
pˆih(t) =
∫
Θˆ
‖t− u‖1 Lh
(
u, Y (n)
)
du;(4.3.7)
θˆ∗(h) = arg min
t∈Θˆ
pˆih(t).(4.3.8)
The family of locally bayesian estimator Fˆ is defined now as follows.
Fˆ =
{
fˆh(y) = θˆ∗0,...,0(h), h ∈
(
0, hmax
]}
.(4.3.9)
Third step: Data-driven selection from the collection Fˆ . Put
hk = 2
−khmax, k = 0, . . . , kn,
where kn is smallest integer such that hkn ≥ hmin = ln
b
d(b+d) n−1/d. Set
Fˆ∗ =
{
fˆ (k)(y) = θˆ∗0,...,0(hk), k = 0, . . . , kn
}
.
We put fˆ ∗(y) = fˆ (kˆ)(y), where fˆ (kˆ)(y) is selected from Fˆ∗ in accordance with the rule:
kˆ = inf
{
k = 0, kn :
∣∣fˆ (k)(y)− fˆ (l)(y)∣∣ ≤ MˆSn(l), l = k + 1, kn} .(4.3.10)
Here we have used the following notations.
(4.3.11) Sn(l) = 432D
3
b (32qd+ 16) λ
−1
n
(
hl
) [1 + l ln 2
n
(
hl
)d
]
, l = 0, 1, . . . , kn,
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and λn(h) is the smallest eigenvalue of the matrix
Mnh(y) = 1
nhd
n∑
i=1
K>
(
Xi − y
h
)
K
(
Xi − y
h
)
IVh(y)(Xi),(4.3.12)
which is completely determined by the design points and by the number of observations.
We will prove that there exists a nonnegative real λ, such that λn(h) ≥ λ for any n ≥ 1 and
any h ∈ [hmin, hmax] (see Lemma 9).
Theorem 14. Let an integer number b > 0 be fixed. Then for any β ∈ (0, b], L > 0, M >
0, A > 0 and q ≥ 1
lim sup
n→∞
φ−qn (β)Rn,q
[
fˆ ∗(y),Hd(β, L,M,A)
]
<∞.
Remark 14. The assertion of the theorem means that the proposed estimator fˆ ∗(y) is Φ-
adaptive. It implies in particular that the family of normalizations Φ is admissible. This,
together with Theorem 13 allows us to state the optimality of Φ in view of Kluchnikoff
criterion (see Klutchnikoff [2005]).
4.4 Simulation study
We will consider the case d = 1. The data are simulated accordingly to the model (4.1.1),
where we use the following functions (Figure 4.1).
Figure 4.1:
Here f1(x) = cos(2pix) + 2, f2(x) = 2.I[x≤1/3] + 1.I[1/3<x≤2/3] + 3.I[2/3<x] and f3(x) =
cos(2pix) + 2 + 0.3 sin(19pix)
To construct the family of estimators we use the linear approximation (b = 2), i.e. within
the neighbourhoods of the given size h, the locally bayesian estimator has the form
fˆh(x) = θˆ0 + θˆ1x, x ∈ [0, 1].
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We define the ideal (oracle) value of the parameter h˜ = h˜(f) as the minimizer of the risk:
h˜ = arg inf
h∈[1/n,1]
Ef
∣∣fˆh(y)− f(y)∣∣.
To compute it we apply Monte-Carlo simulations (10000 repetitions). Our first objective
is to compare the risk provided by the ”oracle” estimator fˆ h˜(·) and whose provided by
the adaptive estimator from Section 4.3. Figure 4.2 shows the deviation of the adaptive
estimator from the function to be estimated. In several points, for example in y = 1/2, we
remark so-called over-smoothing phenomenon, inherent to any adaptive estimator.
Figure 4.2:
Oracle-adaptive ratio. We compute the risks of the oracle and the adaptive estimator
in 100 points of the interval (0, 1). The next tabular presents the mean value of the ratio
oracle risk/adaptive risk calculated for the functions f1, f2, f3 and n = 100, 1000.
n = 100 n = 1000
function adaptive
risk
oracle-
adaptive
ratio
adaptive
risk
oracle-
adaptive
ratio
f1 0.13 0.84 0.03 0.85
f2 0.3 0.71 0.1 0.75
f3 0.28 0.65 0.2 0.68
Figure 4.3 presents the ”oracle risk/adaptive risk” ratio as the function of the number of
observations n.
Adaptation versus parametric estimation. We consider the function f4 (figure 4.4),
which is linear inside the neighborhood of size h∗ = 1/8 around point 1/2 and simulate
n = 1000 observations in accordance with the model (4.1.1). Using only the observations
corresponding to the interval [3/8, 5/8] we construct the bayesian estimator fˆ 1/8(1/2).
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Figure 4.3:
Figure 4.4:
It is important to emphasize that this estimator is efficient Has’minskii and Ibragimov
[1981] since the model is parametric. Our objective now is to compare the risk of our adaptive
estimator with the risk provided by the estimator fˆ 1/8(1/2). We also try to understand how
far is the localization parameter hkˆ, inherent to the construction of our adaptive estimator,
from the true value 1/8. We compute the risk of each estimator via Monte-Carlo method
with 10000 repetitions. For each repetition the procedure select the adaptive bandwidth
h
(j)
kˆ
, j = 1, ..., 10000. We confirm once again the over-smoothing phenomenon since
h
(j)
kˆ
∼ 0.1405 > h∗ = 0.1250, j = 1, ..., 10000.
Note however that the adaptive procedure selects the neighborhood of the size which is quite
close to the true one. We also compute the risks of both estimators: ”bayesian risk”=0.0206
and ”adaptive risk=0.0308”. We conclude that the estimation accuracy provided by our
adaptive procedure is quite satisfactory.
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4.5 Proofs of main results: upper bounds
Let Hn, n > 1 be the following subinterval of (0, 1).
(4.5.1) Hn =
(b+ 1) ∨ ( lnn) 1(d+d2)
n1/d
,
(
1
lnn
) 1
b+d
 .
Later on we will consider only the values of h belonging to Hn. We begin by stating the
control of large deviations which is necessary to prove minimax and adaptive results.
4.5.1 Auxiliary results
Introduce the following notations. For any h > 0 satisfying (4.5.1) put ω = ω(f, y, h) ={
ωp : p ∈ Pb
}
, where ω0 = ω0,...,0 = f(y) and
(4.5.2) ωp =
∂|p|f(y)
∂yp11 · · · ∂ypdd
h|p|
p1!...pd!
, pPb.
Remind the agreement which we follow in the present paper: if the function f and vector p
are such that ∂|p|f does not exist we put ωp = 0.
Let fω(x), given by (4.1.5), be the local polynomial approximation of f inside Vh(y) and
let bh be the corresponding approximation error, i.e.
(4.5.3) bh = sup
x∈Vh(y)
∣∣fω(x)− f(x)∣∣.
It is easy to show that bh ≤ Ldhβ by definition of ω in (4.5.2). Put finally the bias-variance
ratio and an other term which are necessary for the interpretation of the following results.
(4.5.4) Nh = bh × nhd, E(h) = exp
{
(1 + 6D2b )Nh
6A(f)D2b
}
.
Introduce the random events GMˆ =
{∣∣Mˆ −M(f)∣∣ ≤ M(f)/2} and GAˆ = {∣∣Aˆ − A(f)∣∣ ≤
A(f)/2
}
and put G = GMˆ ∩GAˆ where Aˆ and Mˆ are defined in (4.3.5) in Section 4.3. Recall
that λn(h) (defined in Section 4.3) is the smallest eigenvalue of the matrix
Mnh(y) = 1
nhd
n∑
i=1
K>
(
Xi − y
h
)
K
(
Xi − y
h
)
IVh(y)(Xi),
and K(z) is the Db-dimensional vector of the monomials z
p, p ∈ Pb.
The next proposition is the milestone for all results proved in the paper.
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Proposition 4. For any h satisfying (4.5.1) and any f such that A(f) > 0 and M(f) <∞,
then ∀ε > 0
Pf
(
nhd
∣∣fˆh(y)− f(y)∣∣ ≥ ε, G) ≤ B(A(f),M(f))E(h) exp{− λn(h) ε
432M(f)D3b
}
,
where fˆh(y) ∈ Fˆ defined in (4.3.9). The explicit expression of the function B(·, ·) is given
in the beginning of the proof of the proposition.
In seeking this type of result (control of large deviations), the new point is to control
the term E(h) which can be very large compared to the normalization (nhd)−1. It is a
consequence that the bayesian estimator is non-linear. The bias-variance ratio Nh (defined
in (4.5.4)), which appears in E(h), allows to obtain similar results with linear estimators
(including the choice of the bandwidth).
The next proposition provides us with upper bound for the risk of a locally bayesian
estimator.
Proposition 5. For any n ∈ N∗, h ∈ Hn and any f ∈ Hd(β, L,M,A), then ∃λ > 0 does
not depend of n such that:
Ef
∣∣fˆh(y)− f(y)∣∣qIG ≤ C∗q [1 ∨ Ld nhβ+dnhd
]q
, q ≥ 1.
where
C∗q =
B(A,M)
q
(
144M(f)Db
A(f)λ(1 + 6D2b )
−1
)q ∫ +∞
0
(η + 1)q−1 exp
{
− λ η
432M(f)D3b
}
.
4.5.2 Proof of Proposition 4
Before beginning this proof, we introduce several notations which simplify understanding
and we state Lemma 8. The knowledge of the likelihood Lh is not directly involved in the
proof of Proposition 1, but only in the proof of Lemma 8. In fact, the proof of Proposition
4 requires only Lemma 8 and using the bayesian estimator with the local non-parametric
approach. For it, we use standard arguments like Markov inequality or the following inclusion{
nhd
∥∥θˆ∗(h)− θ∥∥
1
≥ ε
}
⊆
{
inf
nhd‖t−θ‖1≥ε
pˆih(t) ≤ pˆih(θ)
}
.
where θˆ∗(h) minimizes pˆih defined in (4.3.7).
Set for z > 0, u > 0 and v > 0 Define finally for any u > 0, v > 0
B(u, v) = sup
z≥0
16e
(
1 ∨Dbu−1
)
Σ∗(v) [Bz + 6] exp
{
− λz
432vD3b
}
,(4.5.5)
129
4.5. PROOFS OF MAIN RESULTS: UPPER BOUNDS M. CHICHIGNOUD
where Bz = zDb+1 + 2Db(2z + 2
)Db
2 + 6 + Db
(
zDb + (2z + 2
)Db
2
−1
)
, λ > 0 is described in
Lemma 9 and does not depend of n, and
(4.5.6) Σ∗(v) =
c2(v)
(
3− c(v))(
1− c(v))3 , c(v) = exp{− (54vD2b )−1}.
Auxiliary Lemma. Introduce the vector θ = θ(f, y, h) =
{
θp : p ∈ Pb
}
, where
(4.5.7) θ0 = θ0,...,0 = ω0 + bh, θp = ωp, |p| 6= 0,
where ω is the coefficients of Taylor polynomial defined in (4.5.2). The definition of bh
implies obviously
fθ(x) ≥ f(x), ∀x ∈ Vh(y).(4.5.8)
This trivial inequality will be extensively exploited in the sequel.
Let Un =
{
u ∈ RDb : u = nhd(t− θ), t ∈ Θ(A(f)/4, 9M(f))}. For any u ∈ Un, put the
process
Zh,θ(u) =
Lh
(
θ + (nhd)−1u, Y (n)
)
Lh
(
θ, Y (n)
) .
Note that in view of (4.5.8), the event Yi ≤ fθ(Xi) is always realized, because the multiplica-
tive noise belongs to [0, 1], therefore Yi ≤ f(Xi) ≤ fθ(Xi). By definition of Lh, the process
Zh,θ can be written as follows
(4.5.9) Zh,θ(u) =
∏
i:Xi∈Vh(y)
fθ(Xi)
fθ+u(nhd)−1(Xi)
I[Yi≤ fθ+u(nhd)−1 (Xi)], u ∈ Un.
Lemma 8. For any f ∈ Hd(β, L,M,A) and h ∈ Hn
1. sup
u1,u2∈Un
‖u1 − u2‖−11 Ef
∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ ≤ Ch,
2. EfZ1/2n,θ (u) ≤ e−gh
(
||u||1
)
, ∀u ∈ Un,
3. Pf
{∫
[0,δ]Db
Zh,θ(u)du <
δDb
2
}
< 2Chδ, ∀δ > 0.
where
Ch = 8
(
1 ∨DbA−1(f)
)
exp {1 +Nh/A(f)} , gh(a) = λn(h)a
18M(f)Db
− Nh
A(f)
.
λn(h) is the smallest eigenvalue of the matrix Mnh(y) defined in (4.3.12).
The knowledge of the likelihood occurs only in the proof of previous lemma.
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Proof of Proposition 4. This proof is based on a result, already known in nonparametric
estimation, given by Has’minskii and Ibragimov [1981] in their book (Chapter 1, Section 5,
Theorem 5.2). We begin by stating two assertions which will prove in the first and second
parts of this proof. Finally, we conclude easily with these two assertions and the Markov
inequality. Let us introduce a new process zh which is the renormalized process Zh,θ.
zh(u) =
Zh,θ(u)∫
Uˆn
Zh,θ(v)dv
, u ∈ Uˆn
where Uˆn = nh
d
(
Θˆ− θ) where the set Θˆ is defined in (4.3.6). Remind that θ = θ(f, y, h) is
defined in (4.5.7).
Assertion 1. For any ε > 0, and for all r such that 0 < r < ε/3, we assume
Pf
(
nhd
∣∣fˆh(y)− f(y)∣∣ ≥ ε,G) ≤ 2Pf (∫
Uˆn(r)
‖u‖1zh(u)du > r
2
, G
)
.
The proof of Assertion 1 use the definition of the process zh and the following inclusion{
nhd
∥∥θˆ∗(h)− θ∥∥
1
≥ ε
}
⊆
{
inf
nhd‖t−θ‖1≥ε
pˆih(t) ≤ pˆih(θ)
}
.
where θˆ∗(h) minimizes pˆih defined in (4.3.7).
Assertion 2. For all h ∈ Hn and any f such that A(f) > 0 and M(f) <∞, then for any
a > 0
Ef
[∫
Uˆn∩
{
‖u‖1>a
} ‖u‖1zh(u) du IG] ≤ aΣ∗(M(f)) Ba Ch exp{− 1
6Db
gh(a)
}
,
where gh(.) is defined in Lemma 8.
This assertion requires Markov inequality and Lemma 8.
First step: Proof of Assertion 1.
The definition of θˆ∗(h) and θ = θ(f, y, h) implies ∀ε > 0
Pf
(
nhd
∣∣fˆh(y)− f(y)∣∣ ≥ ε,G) ≤ Pf (nhd∣∣θˆ∗0(h)− θ0∣∣ ≥ ε,G)
≤ Pf
(
nhd
∥∥θˆ∗(h)− θ∥∥
1
≥ ε,G
)
.(4.5.10)
Some remarks are in order. First, it is easily seen that θ ∈ Θ(A(f), 3M(f)). Therefore, if
the event G holds then θ ∈ Θˆ. Remind also that θˆ∗(h) minimizes pˆih defined in (4.3.7) and,
therefore, the following inclusion holds since θˆ∗(h) ∈ Θˆ.{(
nhd
∥∥θˆ∗(h)− θ∥∥
1
≥ ε
)
∩G
}
⊆
{(
inf
nhd‖t−θ‖1≥ε
pˆih(t) ≤ pˆih(θ)
)
∩G
}
.(4.5.11)
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Moreover,
pˆih(t) = (nh
d)−1
∫
Θˆ
∥∥nhd(t− u)∥∥
1
Lh
(
u, Y (n)
)
du
= (nhd)−Db−1
∫
Uˆn
∥∥nhd(t− θ)− u∥∥
1
Lh
(
θ + u(nhd)−1, Y (n)
)
du
= (nhd)−Db−1Lh
(
θ, Y (n)
) ∫
Uˆn
∥∥nhd(t− θ)− u∥∥
1
Zh,θ(u)du.
Hence, τn = nh
d
(
θˆ∗(h)− θ) is the minimizer of
χn(s) =
∫
Uˆn
∥∥s− u∥∥
1
Zh,θ(u)∫
Uˆn
Zh,θ(v)dv
du
and we obtain from (4.5.10) and (4.5.11) for any ε > 0
Pf
(∥∥nhd(θˆ∗(h)− θ)∥∥
1
> ε,G
)
≤ Pf
(
inf
‖s‖1>ε
χn(s) ≤ χn(0), G
)
.(4.5.12)
Let 0 < r < ε/3, be a number whose choice will be done later. We have
χn(0) ≤ r
∫
Uˆn∩(‖u‖1≤r)
zh(u)du+
∫
Uˆn∩(‖u‖1>r)
‖u‖1zh(u)du.
Note also that
inf
‖s‖1>ε
χn(s) ≥ inf‖s‖1>ε
[∫
Uˆn∩(‖u‖1≤r)
(‖s‖1 − ‖u‖1)zh(u)du]
≥ (ε− r)
∫
Uˆn∩(‖u‖1≤r)
zh(u)du.
It yields in particular
χn(0)− inf‖s‖1>εχn(s)
≤ −(ε− 2r)
∫
Uˆn∩(‖u‖1≤r)
zh(u)du+
∫
Uˆn∩(‖u‖1>r)
‖u‖1zh(u)du.
Thus, ∀r ∈ (0, ε/3)
Pf
(
χn(0)− inf‖s‖1>εχn(s) > 0, G
)
≤ Pf
(∫
Uˆn∩(‖u‖1>r)
‖u‖1zh(u)du > (ε− 2r)
∫
Uˆn∩(‖u‖1≤r)
zh(u)du,G
)
≤ Pf
(∫
Uˆn∩(‖u‖1>r)
‖u‖1zh(u)du > r/2, G
)
+Pf
(
(ε− 2r)
∫
Uˆn∩(‖u‖1≤r)
zh(u)du < r/2, G
)
.(4.5.13)
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We note that the second term in (4.5.13) can be control by the first one whenever 0 < r <
ε/3. Indeed, putting Uˆn(r) = Uˆn ∩ (u ∈ RDb : ‖u‖1 > r) we get
Pf
(
(ε− 2r)
∫
Uˆn∩(‖u‖1≤r)
zh(u)du < r/2, G
)
≤ Pf
(
r
∫
Uˆn
Zh,θ(v)dv − r
∫
Uˆn(r)
Zh,θ(u)du <
r
2
∫
Uˆn
Zh,θ(v)dv,G
)
≤ Pf
(
r
∫
Uˆn(r)
Zh,θ(u)du >
r
2
∫
Uˆn
Zh,θ(v)dv,G
)
≤ Pf
(∫
Uˆn(r)
‖u‖1zh(u)du > r/2, G
)
.
The last inequality together with (4.5.10), (4.5.12) and (4.5.13) yields
Pf
(
nhd
∣∣fˆh(y)− f(y)∣∣ ≥ ε,G) ≤ 2Pf (∫
Uˆn(r)
‖u‖1zh(u)du > r
2
, G
)
.(4.5.14)
Second step: Proof of Assertion 2.
Put Un(a) = Un ∩ (u ∈ RDb : ‖u‖1 > a) for all a > 0 and Γυ = Un(υ + 1) \ Un(υ) for any
υ > a. Introduce the following notations.
Iυ =
∫
Γυ
Zh,θ(u)du, Qυ = Iυ∫
Uˆn
Zh,θ(u)du
.
We divide the set Γυ into T
Db nonintersecting parts ∆1,∆2, . . . ,∆TDb such that
Γυ =
TDb⋃
j=1
∆j, ∆j ∩∆l = ∅, ∀j, l.
The integer number T will be chosen later. Let ui be the point arbitrary chosen in the set
∆i. Then
Sυ =
∑
i
∫
∆i
Zh,θ(ui)du.
In fact, we seek to approach the process Iυ with a process in steps Sυ. Obviously Γ¯υ =
∫
Γυ
du
and we get for any σ > 0
Pf
(
Sυ > σ
) ≤ Pf (max
i
Z
1/2
h,θ (ui)
√
Γ¯υ >
√
σ
)
≤
∑
i
Pf
(
Z
1/2
h,θ (ui) >
(
Γ¯υ
)−1/2√
σ
)
.
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Note that the number of summands on the right-hand side of the last inequality is equal to
TDb . Applying Markov inequality and Lemma 8.2, we obtain
(4.5.15) Pf
(
Sυ > σ
) ≤ TDb√Γ¯υσ−1/2e−gh(υ).
In view of to Lemma 8.1,
Ef
∣∣Sυ − Iυ∣∣ ≤∑
i
∫
∆i
Ef
∣∣Zh,θ(u)− Zh,θ(ui)∣∣du ≤ Ch∑
i
∫
∆i
‖u− ui‖1du.
Note that each summand does not exceed
(
υT−1
)Db+1 and, therefore,
(4.5.16) Ef
∣∣Sυ − Iυ∣∣ ≤ ChυDb+1T−1.
One has
Pf
(Iυ > 2σ) ≤ Pf(Sυ > σ)+ Pf(∣∣Sυ − Iυ∣∣ > σ).
Using (4.5.15), (4.5.16) and applying Markov inequality, we get
Pf
(Iυ > 2σ) ≤ TDb√Γ¯υσ−1/2e−gh(υ) + ChυDb+1T−1σ−1.(4.5.17)
Note A =
{∫
Uˆn
Zh,θ(u)du <
δDb
2
}
. Since Qυ ≤ 1 we obtain for any δ > 0 and σ > 0
EfQυ = Ef [Qυ IA +Qυ IIυ>2σ,Ac +QυI Iυ≤2σ,Ac ]
≤ Pf
(∫
Uˆn
Zh,θ(u)du <
δDb
2
)
+ Pf
(Iυ > 2σ)+ 4δ−Dbσ.
Using to Lemma 8.3 and the inequality (4.5.17), we have
EfQυ ≤ 2Chδ + TDb
√
Γ¯υσ
−1/2e−gh(υ) + ChυDb+1T−1σ−1 + 4δ−Dbσ.
Choosing T =
⌊
exp
{
1
2Db
gh(υ)
}⌋
+ 1, σ = exp
{
− 1
3Db
gh(υ)
}
and
δ = exp
{
− 1
6D2b
gh(a)
}
, we obtain
EfQυ ≤
[
2Ch + 2Db
√
Γ¯υ + ChυDb+1 + 4
]
exp
{
− 1
6D2b
gh(a)
}
.
Simplest algebra shows that
√
Γ¯υ ≤
(
2υ + 2
)Db
2 , we get
EfQυ ≤
[
υDb+1 + 2Db(2υ + 2
)Db
2 + 6
] Ch exp{− 1
6D2b
gh(a)
}
,(4.5.18)
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Note that if the event G is realized then Uˆn(r) ⊆ Un(r) and Un(a) =
⋃∞
j=0 Γa+j. we obtain
in view of (4.5.18)
Ef
∫
Uˆn∩(‖u‖1>a)
‖u‖1zh(u) IG du ≤
∞∑
j=0
(
a+ j + 1
)
EfQa+j
= Σ∗
(
M(f)
)
aBa Ch exp
{
− 1
6D2b
gh(a)
}
.
where we have put Ba = aDb+1 + 2Db(2a+ 2
)Db
2 + 6 +Db
(
aDb + (2a+ 2
)Db
2
−1
)
.
Third step: Conclusion.
In view of Assertion 2, choosing r = ε/4 we get
Ef
∫
Uˆn∩(‖u‖1>ε/4)
‖u‖1zh(u) IG du ≤ ε
4
Σ∗
(
M(f)
) Bε/4 Ch e− 16D2b gh(ε/4).(4.5.19)
Using the Markov inequality, we have in view of (4.5.19)
Pf
(∫
Uˆn∩(‖u‖1>ε/4)
‖u‖1zh(u)du > ε
8
, G
)
≤ 2Σ∗(M(f)) Bε/4 Ch e− 16D2b gh(ε/4).
The assertion of Pro follows now from the last inequality, Assertion 1 and the definitions of
Ch, gh(·) and the function B(·, ·).
4.5.3 Proof of Proposition 5
To prove the proposition it suffice to integrate the inequality obtained in Proposition 4
and to use the following lemma which will be extensively exploited in the sequel.
Lemma 9. There exists λ > 0 such that ∀n > 1 and ∀h ∈ Hn, we have
λn(h) ≥ λ.
where λn(h) is the smallest eigenvalue of the matrix
Mnh(y) = 1
nhd
n∑
i=1
K>
(
Xi − y
h
)
K
(
Xi − y
h
)
IVh(y)(Xi),
and K(z) is the Db-dimensional vector of the monomials z
p, p ∈ Pb.
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Proof of Proposition 5. In order to simplify the proof, let us introduce the following
constants
(4.5.20) c1 =
(1 + 6D2b )
6A(f)D2b
, c2 =
λ
432M(f)D3b
.
By definition of A(f), M(f), B(., .) respectively in (4.1.11), (4.5.5) and A, M , we have the
following inequality B
(
A(f),M(f)
) ≤ B(A,M). By integration of Proposition 4 and using
Lemma 9, we get for any q ≥ 1 and f ∈ Hd(β, L,M,A)
Ef
∣∣fˆh(y)− f(y)∣∣qIG
=
∫ +∞
0
ηq−1Pf
(∣∣fˆh(y)− f(y)∣∣ ≥ η,G) dη
= (nhd)−q
∫ +∞
0
ηq−1Pf
(∣∣fˆh(y)− f(y)∣∣ ≥ η
nhd
, G
)
dη
= (nhd)−q
[∫ c1
c2
Nh
0
ηq−1 dη
+
∫ +∞
c1
c2
Nh
ηq−1Pf
(∣∣fˆh(y)− f(y)∣∣ ≥ η
nhd
, G
)
dη
]
≤ (nhd)−q
[
cq1
q cq2
N qh +
∫ +∞
c1
c2
Nh
ηq−1B(A,M) E(h) e−c2η dη
]
.(4.5.21)
In seeking this type of result (Control of the risk), the new point is to control the term E(h)
which can be very large compared to the rate (nhd)−1. It is a consequence that the bayesian
estimator is non-linear. The bias-variance ratio Nh (defined in (4.5.4)), which appears in
E(h), allows to obtain similar results with linear estimators.
By calculation of the integral in (4.5.21), bh and Nh respectively defined in (4.5.3) and
(4.5.4), the assertion of Proposition 5 is proved.
4.5.4 Proof of Theorem 11
By definition of h¯ = (Ln)−
1
β+d , we have
(4.5.22) Ldnh¯β+d = d, (nh¯d)−q = L
qd
β+dϕqn(β).
We take Mˆ = M and Aˆ = A (known in minimax case), by definition of f¯ h¯ in (4.1.7), (4.1.8),
therefore Proposition 5 can be obtained by replacing fˆ by f¯ . Indeed the event G, defined
in Section 4.5.1, is not necessary when the set of coefficients Θ(A,M), in the definition of
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f¯ (see (4.1.6)), is not random. In this case, the reasoning of proofs of Propositions 4 and
5 remains true for the estimator f¯ , then Proposition 5 can be applied for the estimator f¯
with same constants. Using (4.5.22), we obtain
Ef
∣∣f¯ h¯(y)− f(y)∣∣q ≤ C∗q d L qdβ+dϕqn(β).
where λ is defined in the Lemma 5 in Section 4.5.3. The theorem 11 is proved.
4.5.5 Proof of Theorem 14
This Proof is based on the Lepski scheme developed by Lepski [1991] and adapted for
the bandwidth selection by Lepski, Mammen, and Spokoiny [1997]. We start the proof with
formulating auxiliary Lemmas whose proofs are given in Appendix (Section 4.7). Define
J1 = Ld(1 + 6D
2
b )/6A(f)D
2
b and
h∗ =
[
c(1 + (b− β) lnn)
n
] 1
β+d
, c <
1 ∧ qdJ−11
(b+ d)(β + d)
.
and let the integer κ be defined as follows.
(4.5.23) 2−κhmax ≤ h∗ < 2−κ+1hmax.
The definitions of h∗ and κ (4.5.23) imply the following Lemmas.
Lemma 10.
Ef
∣∣fˆ (k)(y)− f(y)∣∣qIG ≤ C¯q (1 + k ln 2)q
(nhdk)
q
, ∀k ≥ κ,
where C¯q = C
∗
q
(β + d)(1 ∧ qdJ−11 )
(β + d− 1)(Ld)−1 .
Lemma 11. For any f ∈ Hd(β, L,M,A) and any k ≥ κ+ 1
Pf
(
kˆ = k, G
) ≤ J2B(A,M) exp{J1n(h∗)β+d}2−(k−1)(8qd+4),
where J2 = (1− 2−(8qd+4))−1.
Lemma 12. There exists a universal constant ϑ > 0 such that
lim sup
n→∞
sup
f∈Hd(β,L,M,A)
exp
{
An
b
b+d
16Mϑ2D2b
}
Pf
(
Gc
)
= 0.
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Proof of Theorem 14. We decompose the risk as follows
Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIG
≤ Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIkˆ≤κ,G + Ef ∣∣fˆ (kˆ)(y)− f(y)∣∣qIkˆ>κ,G
= R1(f) +R2(f).(4.5.24)
First we control R1. Obviously∣∣fˆ (kˆ)(y)− f(y)∣∣ ≤ ∣∣fˆ (kˆ)(y)− fˆ (κ)(y)∣∣+ ∣∣fˆ (κ)(y)− f(y)∣∣.
Note that the realization of the event G implies Mˆ ≤ 3M(f)/2. This together with the
definition of kˆ yields∣∣fˆ (kˆ)(y)− fˆ (κ)(y)∣∣Ikˆ≤κ,G ≤ Csn(κ), sn(k) = (1 + k ln 2)q(nhdk)−q,
where C = 288MD3bλ
−1(32qd+ 16). In view of Lemma 10 we also get
Ef
∣∣fˆ (κ)(y)− f(y)∣∣q ≤ C¯qsn(κ).
Noting that the right hand side of the obtain inequality is independent of f and taking into
account the definition of κ and h∗ we obtain
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−qn (β)R1(f) <∞.(4.5.25)
Now let us bounded from above R2. Applying Cauchy-Schwartz inequality we have in view
of Lemma 11
R2(f) =
kn∑
k>κ
Ef
∣∣fˆ (k)(y)− f(y)∣∣qI[
kˆ=k,G
]
≤
∑
k>κ
(
Ef
∣∣fˆ (k)(y)− f(y)∣∣2q)1/2√Pf{kˆ = k,G}
= ∆(h∗)
∑
k>κ
(
Ef
∣∣fˆ (k)(y)− f(y)∣∣2q)1/22−(k−1)(4qd+2),(4.5.26)
where we have put ∆(h∗) = J2B(A,M) exp
{
J1n(h
∗)β+d
}
. We obtain from Lemma 10 and
(4.5.26)
R2(f) ≤ J3 (nhdmax)−q exp
{
J1n(h
∗)β+d
}
,(4.5.27)
where
J3 = J2B(A,M) 2
4qd+2 C¯
1/2
2q
∑
s≥0
(1 + s ln 2)q2−3sdq−2.
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It remains to note that the definition of h∗ implies that
lim sup
n→∞
φ−qn (β)(nh
d
max)
−q exp
{
J1n(h
∗)β+d
}
<∞
and that the right hand side of (4.5.27) is independent of f . Thus,we have
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−qn (β)R2(f) <∞.
that yields together with (4.5.24) and (4.5.25)
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−qn (β)Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIG <∞.
To get the assertion of the theorem it suffices to show that
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−qn (β)Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIGc <∞.(4.5.28)
Note that fˆ (kˆ)(y) ≤ 4Mˆ in view of (4.3.6). Note also that the local least square estimator δ˜
is linear function of observation Y (n) and, moreover 0 ≤ Yi ≤ M, i = 1, ..., n. This together
with the definition of Mˆ , (expression (4.3.5)) allows us to state that there exist 0 < J4 < +∞
such that
∣∣fˆ (kˆ)(y)− f(y)∣∣ ≤ J4M . Here we also have taken into account that ||f ||∞ ≤M .
Finally we obtain
Ef
∣∣fˆ (kˆ)(y)− f(y)∣∣qIGc ≤ Jq4 M qPf{Gc}.
and (4.5.28) follows now from Lemma 11.
4.6 Proofs of lower bounds
The proofs of Theorems 10 and 13 are based on the following proposition.
Put φn(γ) =
[
n−1
(
1 + (b− γ) lnn)] γγ+d , γ ∈ (0, b] and let
R(q)n (f˜ , v) = sup
f∈Hd(α,L,M,A)
Ef
[
φ−qn (α)|f˜(y)− f(y)|q
]
+ sup
f∈Hd(β,L,M,A)
Ef
[
n−vqφ−qn (β)|f˜(y)− f(y)|q
]
.
where v ≥ 0 and α, β ∈ (0, b]2.
Proposition 6. Let Ψ be admissible family of normalizations such that
ψn(α)
/
φn(α) −−−→
n→∞
0.
Then, for any 0 ≤ v < (β − α)/(β + 1)(α + 1)
lim inf
n→∞
inf
f˜
R(q)n (f˜ , v) > 0.
The proof is given in section 4.6.3.
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4.6.1 Proof of Theorem 10
Using the proposition 6 for β = α, we have to choose v = 0 and one gets
Rn,q
[
Hd(β, L,M,A)
]
= R(q)n (f˜ , 0)
= sup
f∈Hd(α,L,M,A)
Ef
[
n−q
α
α+1
∣∣f˜(y)− f(y)∣∣q] > 0, ∀f˜ .
4.6.2 Proof of Theorem 13
I. To proof of the first assertion of the theorem it suffices to consider the family {υn(β)}β∈(0,b],
where υn(α) = ϕn(α) and υn(β) = 1 for any β 6= α. The corresponding attainable estimator
is the estimator being minimax on Hd(α,L,M,A).
II. Let us consider the family {φn(β)}β∈]0,b], which is admissible in view of Theorem 14.
First, we note that γ = b is not possible since φn(b) = ϕn(b) the minimax rate of convergence
on Hd(b, L,M,A).
Thus we assume that γ satisfying (4.3.2) belongs to δ ∈]0, b[. Let fˆΨ be a Ψ(n)-attainable
estimator. Since ψn(α)/φn(α)→ 0, n→∞ in view of (4.3.2) then obviously
lim sup
n→∞
sup
f∈Hd(γ,L,M,A)
Ef
[
φ−qn (γ)
∣∣fˆΨ(y)− f(y)∣∣q] = 0.
Therefore, applying Proposition 6 with v = 0 we have for any β < γ
lim sup
n→∞
sup
f∈Hd(β,L,M,A)
Ef
[
φ−qn (β)
∣∣fˆΨ(y)− f(y)∣∣q] > 0.
We conclude that necessarily ψn(β) & φn(β) for any β < γ.
Moreover for anyβ > γ applying Proposition 6 with an arbitrary 0 ≤ v < (β − γ)/(β +
1)(γ + 1) we obtain that
ψn(β) & nvφn(β), β > γ.
It remains to note that the form of rate of convergence proved in Theorem 10 implies that
φn(γ)
/
ψn(γ) = o
(
[lnn]
γ
γ+d
)
.
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4.6.3 Proof of Proposition 6
Let κ > 0 the parameter whose choice will be done later. Put
h =
(
κ
1 + (β − α) lnn
n
) 1
α+d
.
Later on without loss of generality we will assume that L > 1.
Consider the functions: f0 ≡ 1 and
f1(x) = 1−
(
L− 1)κ αα+dφn(α)F (x1 − y1
h
, ...,
xd − yd
h
)
, x ∈ [0, 1]d.
Here F is a compactly supported positive function belonging to Hd(α, 1,M,A) such that
F (0) = 1 = maxx F (x).
It is easily seen that f1 ∈ Hd(α,L,M,A). Therefore, we have
R(q)n (f˜ , v) ≥ E0
∣∣∣n−vφ−1n (β)(f˜(y)− 1)∣∣∣q + E1 ∣∣∣φ−1n (α)(f˜(y)− f1(y))∣∣∣q
≥ E0
∣∣∣n−vφ−1n (β)(f˜(y)− 1)∣∣∣q + E1 ∣∣∣φ−1n (α)(f˜(y)− 1)+ z∣∣∣q ,
where z =
(
L− 1)κ αα+1F (0). Set
λ˜ = φ−1n (α)
(
1− f˜(y)), ςn = n−vφn(α)
φn(β)
= n−v
(
lnn
n
)−%
,
where % = β−α
(β+1)(α+1)
. We get
R(q)n (f˜ , v) ≥ E0
∣∣ςnλ˜∣∣q + E1∣∣z − λ˜∣∣q
≥ E0
∣∣ςnλ˜∣∣qI{|λ˜|>z/2} + E1∣∣z − λ˜∣∣qI{|λ˜|≤z/2}
≥ E0
∣∣ςn z
2
∣∣qI{|λ˜|>z/2} + E1∣∣z2 ∣∣qI{|λ˜|≤z/2}.(4.6.1)
Noting that f1 ≤ f0, since F is positive, and putting cn
(
Y (n)
)
= I{|λ˜|>z/2} we obtain
R(q)n (f˜ , v) ≥ ςqn
zq
2q
∏n
i=1 f1(Xi)∏n
i=1 f1(Xi)
∫ f1(X1)
0
. . .
∫ f1(Xn)
0
cn(x)dx1 . . . dxn
+
zq
2q
1∏n
i=1 f1(Xi)
∫ f1(X1)
0
. . .
∫ f1(Xn)
0
1− cn(x)dx1 . . . dxn.(4.6.2)
We have
n∏
i=1
f1(Xi) =
n∏
i=1
(
1− (L− 1)κ αα+dφn(α)F
(
Xi − y
h
))
≥
(
1− (L− 1)κ αα+dφn(α)
)nhd
≥ e−(L−1)κn−(L−1)κ(β−α).(4.6.3)
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We obtain in view of (4.6.2) and (4.6.3)
R(q)n (f˜ , v) ≥ ςqn
zq
2q
e−(L−1)κn−(L−1)κ(β−α)
× 1∏n
i=1 f1(Xi)
∫ f1(X1)
0
. . .
∫ f1(Xn)
0
cn(x)dx1 . . . dxn
+
zq
2q
1∏n
i=1 f1(Xi)
∫ f1(X1)
0
. . .
∫ f1(Xn)
0
1− cn(x)dx1 . . . dxn
≥ z
q
2q
(
1 ∧ ςqne−(L−1)κn−(L−1)κ(β−α)
)
.
Case 1: β = α. Choosing κ = 1, and noting that ςn = 1 and
∏n
i=1 f1(Xi) ≥ e−(L−1), we
deduce from (4.6.2) that yields:
inf
f˜
R(q)n (f˜ , v) ≥
(L− 1)q
2q
e−(L−1) > 0.
Case 2: β > α. Put
κ =
q
(
%− v)− tn
1 + (L− 1)(β − α) > 0, tn =
q
lnn
ln
1(
1 + (β − α) lnn)−% −−−→n→∞ 0.
This choice provides us with the following bound
ςqne
−(L−1)κn−(L−1)κ(β−α) =
(
1 + (β − α) lnn)−q%e−(L−1)κnq(%−v)−(L−1)κ(β−α)
≥ (1 + (β − α) lnn)−q%e− 23 q(L−1)ntn ≥ e− 23 q(L−1).
This yields
inf
f˜
R(q)n (f˜ , v) ≥
(L− 1)qκq αα+1
2q
e−
2
3
q(L−1) > 0.
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4.7 Appendix
Proof of Lemma 8 Later on without loss generality we will suppose that nhd ∈ N∗.
In order to simplify understanding of this proof, we note the approximation polynomial
Aiu = fθ+u(nhd)−1(Xi), i = 1, . . . , n for all u ∈ Un.
1. Note that for u ∈ Un
(4.7.1) EfZh,θ(u) ≤
∏
i:Xi∈Vh(y)
Ai0
f(Xi)
≤ eNh/A(f).
This result is the consequence of the definition of Zh,θ in (4.5.9) and the following calculation
EfI[Yi≤Aiu] = Pf
(
Yi ≤ Aiu
)
= 1 ∧ A
i
u
f(Xi)
.
In (4.7.1), the second inequality is obtained with classical inequality 1 + ρ ≤ eρ, ρ ∈ R and
recall that fθ(x) ≥ f(x).∏
i:Xi∈Vh(y)
Ai0
f(Xi)
=
∏
i:Xi∈Vh(y)
(
1 +
Ai0 − f(Xi)
f(Xi)
)
≤ exp{bh × nhd/A(f)}
Case 1: If ‖u1 − u2‖1 ≥ 1, the inequality (4.7.1) allows to get
Ef
∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ ≤ EfZh,θ(u1) + EfZh,θ(u2) ≤ 2eNh/A(f)‖u1 − u2‖1.
Case 2: Assume now that ‖u1 − u2‖1 < 1 and introduce the random events
F1 =
{∀i = 1, . . . , n : Yi ≤ Aiu1 ∧ Aiu2} ,
F2 =
{∀i = 1, . . . , n : Yi ≤ Aiu1 ∨ Aiu2}
∩{∃i : Yi > Aiu1 ∧ Aiu2} ,
F3 =
{∃i : Yi > Aiu1 ∨ Aiu2} .
We have used the following notations: a∧ b = min(a, b) and a∨ b = max(a, b), a, b ∈ R. For
any (u1, u2) ∈ U2n, we have
Ef
∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ = Ef ∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ I[F1]
+Ef
∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ I[F2] + Ef ∣∣Zh,θ(u1)− Zh,θ(u2)∣∣ I[F3]
= K1 +K2 +K3.
The following bound will be extensively exploited in the sequel.
fv(x) ≥ 2v0,...,0 − ||v||1 ≥ 0.25A(f), ∀v ∈ Θ(A(f)/4, 9M(f)), x ∈ [0, 1]d.
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Control of K1.
(4.7.2) K1 =
∣∣∣∣∣∣
∏
i:Xi∈Vh(y)
Ai0
Aiu1
−
∏
i:Xi∈Vh(y)
Ai0
Aiu2
∣∣∣∣∣∣Pf{F1},
and
(4.7.3) Pf
{
F1
}
=
∏
i:Xi∈Vh(y)
Pf
{
Yi ≤ Aiu1 ∧ Aiu2
} ≤ ∏
i:Xi∈Vh(y)
Aiu1 ∧ Aiu2
f(Xi)
.
Therefore,
K1 ≤
1− ∏
i:Xi∈Vh(y)
Aiu1 ∧ Aiu2
Aiu1 ∨ Aiu2
 ∏
i:Xi∈Vh(y)
Ai0
f(Xi)
≤ eNh/A(f)
1− exp
 ∑
i:Xi∈Vh(y)
ln
Aiu1 ∧ Aiu2
Aiu1 ∨ Aiu2

 .(4.7.4)
Remember that
∣∣Aiu1−Aiu2∣∣ ≤ (nhd)−1‖u1−u2‖1 and Aiu ≥ A(f)/4. Let us give the following
calculation with inequality of finite increments
ln
Aiu1 ∧ Aiu2
Aiu1 ∨ Aiu2
= − ∣∣lnAiu1 ∧ Aiu2 − lnAiu1 ∨ Aiu2∣∣ ≥ −(nhd)−1‖u1 − u2‖1Aiu1 ∧ Aiu2
Using last inequalities, (4.7.2), (4.7.3), (4.7.4) and the well known inequality 1 − e−ρ ≤ ρ,
we have
K1 ≤ 1
A(f)
eNh/A(f)‖u1 − u2‖1.
Control of K2. Put
F2 =
{∀i = 1, . . . , n : Yi ≤ Aiu1 ∨ Aiu2}
\{∀i = 1, . . . , n : Yi ≤ Aiu1 ∧ Aiu2}
= G\F1.
and define
G1 =
{
Xi ∈ Vh(y) : Aiu1 ∨ Aiu2 < f(Xi)
}
,
G2 =
{
Xi ∈ Vh(y) : Aiu1 ∧ Aiu2 < f(Xi)
}
.
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Note that F1 ⊆ G and, therefore,
K2 ≤
∏
i:Xi∈Vh(y)
Ai0
Aiu1 ∧ Aiu2
(
Pf
{
G
}− Pf{F1})
=
∏
i:Xi∈Vh(y)
Ai0
Aiu1 ∧ Aiu2
( ∏
i:Xi∈G1
Aiu1 ∨ Aiu2
f(Xi)
−
∏
i:Xi∈G2
Aiu1 ∧ Aiu2
f(Xi)
)
The definition of G2 implies∏
i:Xi∈Vh(y)
1
Aiu1 ∧ Aiu2
≤
∏
i:Xi∈G2
1
Aiu1 ∧ Aiu2
∏
i:Xi∈Gc2
1
f(Xi)
Since G1 ⊆ G2, ‖u1 − u2‖1 < 1 and |fu(x)| ≤ ||u||1, ∀x ∈ [0, 1]d, ∀u ∈ Un, using the last
inequality, we obtain
K2 ≤
∏
i:Xi∈Vh(y)
Ai0
f(Xi)
( ∏
i:Xi∈G2
Aiu1 ∨ Aiu2
Aiu1 ∧ Aiu2
− 1
)
≤ 4Dbe1+Nh/A(f)‖u1 − u2‖1/A(f).
It remains to note that K3 = 0 and the first assertion of the lemma is proved with the
bounds of K1 and K2.
2. For any u ∈ Un, since the random variables (Yi)i are independent we have,
EfZ1/2n,θ (u) =
∏
i:Xi∈Vh(y)
√
Ai0
Aiu
Pf
{
Yi ≤ Aiu
}
.
For any i, we have√
Ai0
Aiu
Pf
{
Yi ≤ Aiu
}
=
√
Ai0
Aiu
[
1 ∧ A
i
u
f(Xi)
]
≤ A
i
0
f(Xi)
[
f(Xi)√
Ai0
√Aiu ∧
√Aiu√
Ai0
]
.
Remind that in view of (4.5.8) fθ(x) ≥ f(x) and 0 < fθ(x) ≤ 3M(f) for x ∈ Vh(y).
Moreover, for u ∈ Un = nhd
(
Θ
(
A(f)/4, 9M(f)
) − θ) , 0 < fθ+u(nhd)−1(x) ≤ 9M(f).
Thus for all i : Xi ∈ Vh(y),√
Ai0
Aiu
Pf
{
Yi ≤ Aiu
} ≤ Ai0
f(Xi)
[√
Ai0√Aiu ∧
√Aiu√
Ai0
]
≤ A
i
0
f(Xi)
[
1− |A
i
0 −Aiu|
9M(f)
]1/2
.
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The last inequality implies
EfZ1/2n,θ (u) ≤
∏
i:Xi∈Vh(y)
Ai0
f(Xi)
√
1− |fu(nhd)−1(Xi)|
9M(f)
≤ eNh/A(f) exp
− 118M(f) nhd ∑
i:Xi∈Vh(y)
∣∣fu(Xi)∣∣
 .(4.7.5)
It remains to show
1
nhd
∑
i:Xi∈Vh(y)
∣∣fu(Xi)∣∣ ≥ λn(h)D−1b ||u||1.(4.7.6)
Let us remember that u = (up, p ∈ Pb) (where Pb is defined in (4.1.5)). First, we get from
the definition of fu
fu(x) = u K
>
(
x− y
h
)
= K
(
x− y
h
)
u>, ∀x ∈ [0, 1]d,
and, therefore,
1
nhd
∑
i:Xi∈Vh(y)
∣∣fu(Xi)∣∣ = 1
nhd
∑
i:Xi∈Vh(y)
∣∣∣∣u K>(Xi − yh
)∣∣∣∣ .
Assume u 6= 0 and put v = u/||u||1. Noting that |fv(x)| ≤ 1, ∀x ∈ [0, 1]d, we have
1
nhd
∑
i:Xi∈Vh(y)
∣∣fu(Xi)∣∣
≥ 1
nhd
∑
i:Xi∈Vh(y)
∣∣∣∣u K>(Xi − yh
)∣∣∣∣ |fv(Xi)|
=
1
||u||1nhd
∑
i:Xi∈Vh(y)
∣∣∣∣u K>(Xi − yh
)
K
(
Xi − y
h
)
u>
∣∣∣∣
≥ 1||u||1
∣∣∣∣∣∣u 1nhd
∑
i:Xi∈Vh(y)
K>
(
Xi − y
h
)
K
(
Xi − y
h
)
u>
∣∣∣∣∣∣ .
The bound (4.7.6) follows now from Lemma 9. The assertion of the lemma follows from
(4.7.5) and (4.7.6).
3. In view of Lemma 8.1, we have
Ef
∣∣Zh,θ(u)− Zh,θ(0)∣∣ ≤ Ch‖u‖1, u ∈ Un.(4.7.7)
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Taking into account that Zh,θ(0) = 1 we obtain applying (4.7.7), Fubini’s theorem and
Markov inequality
Pf
{∫ δ
0
· · ·
∫ δ
0
Zh,θ(v)dv <
1
2
δDb
}
= Pf
{∫ δ
0
· · ·
∫ δ
0
(
Zh,θ(v)− Zh,θ(0)
)
dv < −1
2
δDb
}
≤ Pf
{∫ δ
0
· · ·
∫ δ
0
∣∣Zh,θ(v)− Zh,θ(0)∣∣dv > 1
2
δDb
}
≤ 2δ−Db
∫ δ
0
· · ·
∫ δ
0
Ef
∣∣Zh,θ(v)− Zh,θ(0)∣∣dv
≤ 2Chδ
Proof of Lemma 9 First step: Mnh(y) is a nonnegative positive matrix.
Let Hn, n > 1 is defined in (4.5.1). First, we prove that
inf
h∈Hn
λn(h) > 0, ∀n > 1.(4.7.8)
Suppose that ∃n1 > 1, hn1 ∈ Hn1 such that λn1
(
hn1
)
= 0. Recall that ft(x) = tK(h
−1(x−y))
for all t ∈ RDb and note that ∀τ ∈ RDb
τ>Mn1hn1 (y) τ =
1
nhdn1
∑
i:Xi∈Vhn1 (y)
[
τ K>
(
Xi − y
hn1
)]2
=
1
nhdn1
∑
i:Xi∈Vhn1 (y)
[
fτ (Xi)
]2 ≥ 0.
Since λn1
(
hn1
)
is the smallest eigenvalue of the matrixMn1hn1 (y) the assumption λn1
(
hn1
)
=
0 implies that there exist τ ∗ belonging to the unit sphere of RDb such that
1
nhdn1
∑
i:Xi∈Vhn1 (y)
[
fτ (Xi)
]2
= 0.
It obviously implies that fτ∗(Xi) = 0 for all Xi ∈ Vhn1 (y). It remains to note that nhdn1 ≥(
b+ 1
)d
since hn1 ∈ Hn and to apply the result obtained in Nemirovski [2000] (page 20). It
yields τ ∗ = 0 and the obtained contradiction proves (4.7.8).
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Second step: Mnh(y) n→∞−−−→M.
Let λ0 be the smallest eigenvalue of the matrix
M =
∫
[−1/2,1/2]d
K>(x)K(x) dx
whose general term is given by
Mp,q =
d∏
j=1
∫ 1
2
− 1
2
x
pj+qj
j dxj, 0 ≤ |p|, |q| ≤ b.
Let us prove that
lim sup
n→∞
sup
h∈Hn
∣∣λn(h)− λ0∣∣ = 0.(4.7.9)
Put m = n1/d and without loss of generality we will assume that m is integer. Remind that
the general term of the matrix Mnh(y) is given by
(Mnh(y))p,q = 1nhd ∑
i:Xi∈Vh(y)
d∏
j=1
(
Xij − yj
h
)pj+qj
.
where Xij = ij/m for all j = 1, . . . , d and Xi =
(
Xi1 , ..., Xid
)
. We get
1
nhd
∑
i:Xi∈Vh(y)
d∏
j=1
∫ ij
ij−1
(
xj/m− yj
h
)pj+qj
dxj
≤ 1
nhd
∑
i:Xi∈Vh(y)
d∏
j=1
(
Xij − yj
h
)pj+qj
≤ 1
nhd
∑
i:Xi∈Vh(y)
d∏
j=1
∫ ij+1
ij
(
xj/m− yj
h
)pj+qj
dxj,
It yields by change of variables that
d∏
j=1
∫ 1
2
− 1
2
−2(nhd)−1
x
pj+qj
j dxj ≤
1
nhd
∑
i:Xi∈Vh(y)
d∏
j=1
(
Xij − yj
h
)pj+qj
≤
d∏
j=1
∫ 1
2
+2(nhd)−1
− 1
2
x
pj+qj
j dxj,(4.7.10)
Note that nhd ≥ ln 11+d (n) for any h ∈ Hn. This together with (4.7.10) yields
lim sup
n→∞
sup
h∈Hn
∣∣∣(Mnh(y))p,q −Mp,q∣∣∣ = 0, 0 ≤ |p|, |q| ≤ b.
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The last result obviously imply (4.7.9).
Third step: Conclusion.
First we show that λ0 > 0. Indeed, ∀τ ∈ RDb
τ>Mτ =
∫
[−1/2,1/2]d
[
fτ (x)
]2
dx ≥ 0.
Since λ0 is smallest eigenvalue of the matrix M the assumption λ0 = 0 would imply that
there exists τ ∗ belonging to the unit sphere of RDb such that fτ∗ ≡ 0. Since fτ∗ is a
polynomial the last identity is possible if and only if τ ∗ = 0. The obtained contradiction
shows that λ0 > 0.
Next, note that in view of (4.7.9) there exists n0 such that ∀n > n0 and ∀h ∈ Hn,
λn(h) ≥ λ0/2.
On the other hand in view of (4.7.8) minn≤n0 infh∈Hn λn(h) > 0. It remains to define
λ > 0 as
λ = min
(
min
n≤n0
inf
h∈Hn
λn(h), λ0/2
)
.
Proof of Lemma 10 Remind that hk ≤ hκ ≤ h∗ by definition of hk, h∗ and κ (see
(4.5.23)). Using Proposition 5 with h = hk, it yields
Ef
∣∣fˆ (k)(y)− f(y)∣∣qIG ≤ C∗q
(
1 ∨ Ld nhβ+dk
nhdk
)q
≤ C∗q
(
1 ∨ Ld n(h∗)β+d
nhdk
)q
.(4.7.11)
The control of n(h∗)β+d requires the following calculation.
(4.7.12) n(h∗)β+d ≤ 1 + b− β
(b+ d)(β + d)
lnn = ρn(β)
where ρn(β) is the price to pay for adaptation defined in (4.1.10). By definition of hk, we
have
1 + κ ln 2 = 1 + ln
hmax
hk
≥ 1 + ln hmax
h∗
≥ 1 + b− β
(b+ d)(β + d)
lnn− 1
β + d
ln
[
c
(
1 + (b− β) lnn)].
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Using the classical inequality ln(1 + x) ≤ x and c ≤ 1/(β + d)(b + d), we obtain with the
last inequality
(4.7.13)
β + d− 1
β + d
ρn(β) ≤ 1 + κ ln 2 ≤ 1 + k ln 2, ∀k ≥ κ.
According to (4.7.11),(4.7.12) and (4.7.13), Lemma 10 is proved.
Proof of Lemma 11 Note that for any k ≥ κ+ 1 and by definition of kˆ (4.3.10){
kˆ = k
}
= ∪l≥k
{∣∣fˆ (k−1)(y)− fˆ (l)(y)∣∣ > MˆSn(l)} .
Note that Sn(l) is monotonically increasing in l and, therefore,{
kˆ = k
} ⊆ {∣∣fˆ (k−1)(y)− f(y)∣∣ > 2−1MˆSn(k − 1)}
∪
[
∪l≥k
{∣∣fˆ (l)(y)− f(y)∣∣ > 2−1MˆSn(l)}] .
Taking into account that the eventG implies the realization of the event Mˆ ≥M(f)/2 ≥ A/2
we come to the following inequality: for any k ≥ κ+ 1
P
(
kˆ = k, G
) ≤ P{∣∣fˆ (k−1)(y)− fˆ(y)∣∣ > 4−1M(f) Sn(k − 1), G}
+
∑
l≥k
P
{∣∣fˆ (l)(y)− f(y)∣∣ > 4−1M(f) Sn(l), G} .(4.7.14)
Note that the definition of Sn(l) yields
nhdl Sn(l) ≥ 432D3b (32qd+ 16)λ−1(hl)
[
1 + ln
(
hmax/hl
)]
.
Thus, applying Proposition 4 and Lemma 9 with J1 = Ld(1 + 6D
2
b )/6A(f)D
2
b and ε =
J1λ
−1(hl)
[
1 + ln
(
hmax/hl
)]
, we obtain ∀l ≥ k − 1
P
{∣∣fˆ (l)(y)− f(y)∣∣ > (M(f)/4) Sn(l), G} ≤ B(A,M)E(hl) [hmax/hl]−8qd−4
= B(A,M)E(hl)2−l(8qd+4).(4.7.15)
Note that bhl ≤ Ldhβl since f ∈ Hd(β, L,A,M) and, therefore,
N (hl) ≤ Ldn(hl)β+d ≤ Ldn(hκ)β+d ≤ Ldn(h∗)β+d, ∀l ≥ k − 1.(4.7.16)
Here we have also used that k ≥ κ+ 1. We obtain from (4.7.14), (4.7.15) and (4.7.16) that
k ≥ κ+ 1
P
(
kˆ = k, G
) ≤ J2B(A,M) exp{J1n(h∗)β+d}2−(k−1)(8qd+4),
where J2 = (1− 2−(8qd+4))−1.
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Proof of Lemma 12 Put for any p ∈ Pb
W pni(y) = p1!...pd!
h
d−|p|
max
n
K>(0)M−1nhmax(y)K
(
Xi − y
hmax
)
IVmax(y)(Xi),
and note that δ˜p =
∑d
i=1 2YiW
p
ni(y).
The model (4.1.1) can be rewritten as 2Yi = f(Xi) + f(Xi)(2Ui − 1). Thus, putting
F (X) =
(
f(Xi)
)
i=1,...,n
, V (X) =
(
f(Xi)(2Ui − 1)
)
i=1,...,n
and
D(f) =
(
∂|p|f(y)
∂yp11 · · · ∂ypdd
, p ∈ Pβ
)
,
we obtain
|Mˆ −M(f)| ≤ ||δ˜ −D(f)||1 ≤ ‖V F (X)−D(f)‖1 + ‖V V (X)‖1 .
Here V is Db× n-matrix of general term Vpi = W pni(y) and ‖.‖1 is the `1-norm. Let us prove
that
(4.7.17) Pf
{
|Mˆ −M(f)| > M(f)/2
}
≤ exp
{
− n
b
b+d
8ϑ22D
2
b
}
.
In view of the result proved in Ha¨rlde, Hart, Marron, and Tsybakov [1992] and Tsybakov
[2008] there exist ϑ1, ϑ2 > 0 such that
‖V F (X)−D(f)‖1 ≤ ϑ1hβ−bβcmax ,
sup
i,x
|W pni(y)| ≤
ϑ2
nhdmax
, p ∈ Pβ.
Remind that hmax
n→∞−−−→ 0 and, therefore, ∃n0 such that ϑ1hβ−bβcmax ≤M(f)/4 for any n ≥ n0.
Note that n0 can be chosen independent on f since M(f)/4 ≥ A/4. Thus, we get
Pf
{
|Mˆ −M(f)| > M(f)/2
}
≤
∑
p∈Nd: 0≤|p|≤β
Pf

∣∣∣∣∣∣
∑
Xi∈[0,1]d
f(Xi)(2Ui − 1)W pni(y)
∣∣∣∣∣∣ > M(f)4Db
 .
Noting that
∣∣f(Xi)(2Ui−1)W pni(y)∣∣ ≤M(f) ϑ2nhdmax , applying Ho¨effding inequality Boucheron,
Bousquet, and Lugosi [2004] and the last inequality, we obtain
∑
p∈Nd: 0≤|p|≤β
Pf

∣∣∣∣∣∣
∑
Xi∈[0,1]d
f(Xi)(2Ui − 1)W pni(y)
∣∣∣∣∣∣ > M(f)4Db

≤ Db exp
{
− nh
d
max
8ϑ22D
2
b
}
= Db exp
{
− n
b
b+d
8ϑ22D
2
b
}
.(4.7.18)
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Therefore (4.7.17) is proved. Since |f(y)− A(f)| ≤ Ldhβmax ≤ A(f)/4 for n ≥ n0 one has
Pf
{
|Aˆ− A(f)| > A(f)/2
}
≤ Pf
{
|Mˆ −M(f)| > A(f)/4
}
.
Repeating previous calculations we obtain
Pf
{
|Aˆ− A(f)| > A(f)/2
}
≤ Db exp
{
−
[
A(f)
]2
n
b
b+d
16
[
M(f)
]2
ϑ22D
2
b
}
≤ Db exp
{
− An
b
b+d
16Mϑ22D
2
b
}
.(4.7.19)
Since Pf
(
Gc
) ≤ Pf(GcAˆ) + Pf(GcMˆ) the assertion of the lemma follows from (4.7.18) and
(4.7.19).
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Chapter 5
Huber Estimation
Ce chapitre correspond a` l’article Chichignoud [2010c]. L’estimateur de Huber est de´fini
pour la premie`re fois dans le cas non-parame´trique. Une caracte´ristique importante de cet
estimateur est sa robustesse. En effet, nous de´montrons que l’estimateur de Huber estime
la fonction de re´gression dans le mode`le de re´gression additive (de´fini par (1.2.2)) pour
toute densite´ gξ ve´rifiant les hypothe`ses 1. Si les parame`tres de re´gularite´ β, L sont connus,
l’estimateur atteint la vitesse ϕn,2(β). Pour l’adaptation, la vitesse atteinte est φn,2(β). Le
crite`re de Huber s’appuye sur l’ide´e de la me´diane (norme `1) et la moyenne (norme `2) au
voisinage de 0, ce qui permet d’avoir un comportement plus continu que pour le crite`re `1.
De plus, celui-ci adopte un comportement robuste. Nous accordons une importance toute
particulie`re a` la proposition 7 qui est un re´sultat sur les grandes de´viations de l’estimation
de Huber.
5.1 Introduction
Let statistical experiment is generated by the observation Z(n) = (Xi, Yi)i=1,...n, n ∈ N∗,
where (Xi, Yi) satisfies the equation
(5.1.1) Yi = f(Xi) + ξi, i = 1, . . . , n.
Here f : [0, 1]d → R is unknown function and we are interested in estimating f at a given
point y ∈ [0, 1]d from observation Z(n).
The random variables (noise) (ξi)i∈1,...,n are supposed to be independent and identically
distributed of law ξ of unknown density gξ(.) with respect to the Lebesgue’s measure R.
The design points (Xi)i∈1,...,n are random, independent and uniformly distributed on
[0, 1]d. The random vector (Xi)i∈1,...,n is independent of (ξi)i∈1,...,n.
Along the paper, the unknown function f is supposed to be smooth, in particular, it
belongs to the Holder ball of functions Hd(β, L,M) (see Definition 16 below). Here β > 0
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is the smoothness of f , M is the upper bound of f and its partial derivatives and L > 0 is
Lipschitz constant.
The main goal is to estimate f at a given point y ∈ [0, 1]d, for it, we assume following
conditions on the unknown density gξ of the noise.
Assumptions 2.
1. gξ is symmetric,
2. gξ(0) ≥ A > 0,
3. gξ is continuous in 0.
Remark that we do not need the existence of the mean for the noise. We suppose in the
first assumption that the noise is symmetric. It is reasonable in practice. The other both
assumptions imply that it exits an unique theoretical median equals 0 of the noise. i.e. 0 is
the unique solution of the equation P(ξ < 0) = 1/2.
Motivation. In this paper, we deal with robust nonparametric estimation, in particular
the idea of the median. We search an estimator which is not sensitive to outliers. It is
well-known that the median is more robust than average (see Rousseeuw and Leroy [1987]
or Huber and Ronchetti [2009]). In imaging, people use more and more of median filters to
reconstruct images (Astola, Egiazarian, Foi, and Katkovnik [2010]).
This idea has also used by Arias-Castro and Donoho [2009]. The robustness of the
median is studied for estimation of the no-continuous functions, the authors developed a
new method so-Called Two-scale median filte to improve the minimax rate of convergence.
The asymptotic normality of the median is used by Brown, Cai, and Zhou [2008] to
approximate the regression model by the wavelet sequence data and use BlockJS wavelet
(see Stein [1981] et Cai [1999]) for adaptation. But their conditions on the density gξ are
stronger than Assumptions 2 and only unidimensional functions are studied. Another new
point is studied in this paper : the random design of uniform law on a compact of Rd. It is
the first time where a estimator, which does not depend on the density gξ, is studied from
the initial observations.
The principle of the median falls within the framework of M-estimation Van de Geer
[2000]. Indeed, it is well-known that the median is the solution to the problem of mini-
mization of absolute values. The main problem is the discontinuity absolutes values of the
derivative at 0. In this sense, Huber developed the so-Called Huber function Huber [1964,
1981] for the estimation. This theory has been widely taken up by Rousseeuw [1984] in
parametric models.
Today, many areas of applications use the Huber function in relative GPS positioning
Chang and Guo [2005] or imaging Petrus [1999]. In nonparametric estimation, the Huber
approach is introduced by Tsybakov [1982a, 1982b, 1983, 1986] and Ha¨rdle and Tsybakov
[1988, 1992]. Hall and Jones [1990] and Ha¨rdle and Tsybakov [1992] used respectively the
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Cross Validation and Plug-in method for the L2-risk and pointwise asymptotic normality.
Only, Reiss, Rozenholc, and Cuenod [2009] proposed the adaptation for the pointwise risk
over locally almost constant functions (i.e. β ≤ 1).
Recently, several approaches of the selection from the family of linear estimators were
proposed, see for instance Goldenshluger and Lepski [2009a, 2009b] and Juditsky, Lepski, and
Tsybakov [2009] and the references therein. These technologies are used in the construction
of data-driven (adaptive) procedures and they are heavily based on the linearity property.
As we already mentioned, the locally Huber estimators are completely non-linear and in
Section 5.3 we propose the selection rule from this family. It requires, in particular, to
develop new non-asymptotical exponential inequalities, which may have an independent
interest (Proposition 7).
We propose a method of estimation based on the idea of median estimator with the
Huber function (5.1.6). Actually, we use a locally parametric method, we approximate the
function f by a polynomial fθ on a neighborhood Vy(h) of size h
d and we estimate the
coefficients θ by the Huber estimator (5.1.7). We study the maximal risk on the isotropic
Ho¨lder spaces and we develop an adaptive procedure based on the Lepski’s method for the
pointwise estimation.
A possible result of this work is the study of estimating anisotropic functions. Indeed,
the methods developed by Kerkyacharian, Lepski, and Picard [2001], Klutchnikoff [2005]
and Goldenshluger and Lepski [2008,2009a] are based on the linear properties and they do
not agree to these estimators. Another perspective is looking for an oracle inequality for the
family of Huber estimators indexed by the bandwidth.
Huber estimation and maximal risk. The first part of the paper is devoted to estimate
over Hd(β, L,M) estimation, in particular, when the parameters β, L,M and A are supposed
to be known a priori. We find the rate of convergence (5.1.2) on Hd(β, L,M) and propose
the estimator with a deterministic choice of hn(β, L) which achieves the rate (5.1.2). We
show that for any β ∈ R∗+, the rate of convergence is bounded from below by the sequence
(5.1.2) ϕn(β) = n
− β
2β+d .
We note that (5.1.2) is the rate of linear estimators. But it is not necessarily optimal
according to the density of the noise. For example, if ξ is an uniform random variable, it is
well-known that the minimax rate is n−
β
β+d . In the Gaussian model, we have the same rate
n−
β
2β+d which is minimax.
To construct our estimator, we use so-called local Huber estimation which consists in the
following. Let
Vh(y) =
d⊗
j=1
[
yj − h/2, yj + h/2
]
,
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be the neighborhood around y such that Vh(y) ⊆ [0, 1]d, where h ∈ (0, 1) be a given scalar.
Fix b > 0 (without loss of generality we will assume that b is integer) and let
(5.1.3) Db =
b∑
m=0
(
m+ d− 1
d− 1
)
.
Let K(z), z ∈ Rd be the Db-dimensional vector of polynomials of the following type (the
sign > below means the transposition):
K>(z) =
(
d∏
j=1
z
pj
j , (p1, . . . , pd) ∈ Nd : 0 ≤ p1 + · · ·+ pd ≤ b
)
.
For any t ∈ RDb we define the local polynomial
ft(x) = t
>K
(
x− y
h
)
IVh(y)(x), x ∈ [0, 1]d,(5.1.4)
where I denotes the indicator function. The local polynomial ft can be viewed as an approx-
imation of the regression function f inside of the neighborhood Vh. Introduce the following
subset of RDb
Θ
(
M
)
=
{
t ∈ RDb : ‖t‖1 ≤M
}
,(5.1.5)
where ‖.‖1 is `1-norm on RDb . Consider the Huber function,
Q(z) =
z2
2
I|z|≤1 +
(
|z| − 1
2
)
I|z|>1,(5.1.6)
where I denotes the indicator function. Put the Huber criterion
m˜h(t) = m˜h
(
t, Z(n)
)
:=
1
nhd
n∑
i=1
Q (Yi − ft(Xi)) I{Xi∈Vh(y)}(5.1.7)
Let θ˘(h) be the solution of the following minimization problem :
(5.1.8) θ˘(h) = arg min
t∈Θ(M)
m˜h(t).
The locally Huber estimator f˘h(y) of f(y) is defined now as f˘h(y) = θ˘0,...,0(h). We note that
similar locally parametric approach based on maximum likelihood estimators was recently
proposed in Katkovnik and Spokoiny [2008] for regular statistical models or based on bayesian
estimators was recently proposed in Chichignoud [2010a] for non-linear models.
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As we see, our construction contains an extra-parameter h to be chosen. To make this
choice, we use quite standard arguments. First, we note that in view of f ∈ Hd(β, L,M)
∃θ = θ(f, y, h) ∈ Θ(M) : sup
x∈Vh(y)
∣∣f(x)− fθ(x)∣∣ ≤ Ldhβ.
Thus, if h is chosen sufficiently small our original model (5.1.1) is well approximated inside
of Vh(y) by the “parametric” model
Yi = fθ(Xi) + ξi, i = 1, . . . , Nh, Nh =
(
nhd
)1/2
,
in which the Huber estimator θ˘ is achieves the rate N−1h (See Theorem 15).
Finally, hn(β, L) is chosen as the solution of the following minimization problem
(5.1.9) N−1h + Ldh
β → min
h
.
and we show that corresponding estimator f˘hn(β,L)(y) achieves (5.1.2) for f(y) onHd(β, L,M).
For the upper bounds (maximal risk and adaptation), we establish majoration of probability:
Pf
(∣∣f˘h(y)− f(y)∣∣ ≥ ε
Nh
)
≤ C1 exp
{
−C2 ε
2
A+Bε
}
.
With Bernstein inequality, the well known point is Bε. For adaptation, ε can be large
(
√
lnn), in general, the term B = Bn is such that Bn
√
lnn
n→∞−−−→ 0.
Adaptive estimation. The second part of the paper is devoted to the adaptive minimax
estimation over collection of isotropic functional classes in the model (5.1.1). To our knowl-
edge, the problem of adaptive estimation, with Huber estimator in pointwise estimation, is
not study in the literature. As we mentioned above we consider only the case β ∈ (0, b] and
L ∈ [l∗, l∗] will be studied.
Well-known disadvantage of maximal approach is the dependence of the estimator on
the parameters describing functional class on which the maximal risk is determined. In
particular, hn(β, L) optimally chosen in view of (5.1.9) depends explicitly on β and L.
To overcome this drawback, the maximal adaptive approach was proposed by Lepski [1990,
1991] and Lepski, Mammen, and Spokoiny [1997]. The first question arising in the adaptation
(reduced to the problem at hand) can be formulated as follows.
Does there exist an estimator which would be minimax on H(β, L,M) simultaneously for
all values of β and L belonging to some given set B ⊆ [R+ \ 0]× [R+ \ 0] ?
We can show that the answer of this question is negative, that is typical for the estimation
of the function at a given point Lepski and Spokoiny [1997]. This answer can be reformulated
in the following manner: the family of rates of convergence
{
ϕn(β, L), (β, L) ∈ B
}
is
unattainable for the problem under consideration.
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Thus, we need to find another family of normalizations for maximal risk which would be
attainable and, moreover, optimal in view of some criterion of optimality. Nowadays, the
most developed criterion of optimality is due to Klutchnikoff [2005] in the Gaussian model.
The most important step is to find an estimator, called adaptive, which attains this
family of normalizations:
(5.1.10) φn(β, L) =
(
ρn(β, L)
n
) β
2β+d
with ρn(β, L) =
(
1 + 2(b−β)
(2β+d)(2b+d)
lnn
)1/2
. The factor ρn can be considered as price to pay
for adaptation Lepski [1990].
In the present paper, we construct such estimator using general adaptation scheme due
to Lepski, Mammen, and Spokoiny [1997] (so-called Lepski’s method). To our knowledge, it
is the first time that this method is applied with Huber estimator and in the statistical model
with the unknown density of the noise. However, the limitation concerning the consideration
of isotropic classes of functions is also due to the use of Lepski’s procedure. It seems that to
be able to treat the adaptation over the scale of anisotropic classes, another scheme should
be applied Kerkyacharian, Lepski, and Picard [2001], Klutchnikoff [2005] and Goldenshluger
and Lepski [2008]. For the model (5.1.1) this problem is still open.
This paper is organized as follows. In Section 5.2 we present the results concerning
maximal risk and Section 5.3 is devoted to the adaptive estimation. The proofs of main
results are given in Section 5.4 (upper bound), technical lemmas are postponed to Appendix.
5.2 Maximal Risk on Hd(β, L,M)
In this section, we present several results concerning Maximal risk. We propose the
estimator which is bounded the maximal risk on this class of functions under some additional
restrictions imposed on these parameters. For any (p1, ..., pd) ∈ Nd we denote ~p = (p1, ..., pd)
and |~p| = p1 + ...+ pd.
Definition 16. Fix β > 0, L > 0, M > 0 and let bβc be the largest integer strictly less than
β. The isotropic Ho¨lder class Hd(β, L,M) is the set of functions f : [0, 1]d → R having on
[0, 1]d all partial derivatives of order bβc and such that ∀x, y ∈ [0, 1]d
bβc∑
m=0
∑
|~p|=m
sup
x∈[0,1]d
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd
∣∣∣∣ ≤ M,
∣∣∣∣ ∂|~p|f(x)∂xp11 · · · ∂xpdd − ∂
|~p|f(y)
∂yp11 · · · ∂ypdd
∣∣∣∣ ≤ L[‖x− y‖1]β−bβc, ∀ ∣∣~p∣∣ = bβc.
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To measure the performance of estimation procedures on Hd(β, L) we will use maximal
approach.
Let Ef = Enf be the mathematical expectation with respect to the probability law of
the observation Z(n) satisfying (5.1.1). Firstly, we define the maximal risk on Hd(β, L)
corresponding to the estimation of the function f at a given point y ∈ [0, 1]d.
Let f˜n be an arbitrary estimator built from the observation Z
(n). Set ∀r > 0
Rn,r
[
f˜n,Hd(β, L)
]
= sup
f∈Hd(β,L)
Ef
∣∣f˜n(y)− f(y)∣∣r.
The quantity Rn,r
[
f˜n,Hd(β, L)
]
is called maximal risk of the estimator f˜n on Hd(β, L).
Upper bound for maximal risk. Let us start with the construction of our estimator
based on local Huber estimation.
Let
(5.2.1) h¯ = (L2n)−
1
2β+d , j = 1, . . . , d.
The next theorem shows how to construct the estimator basing on locally Huber approach
which achieves the rate (5.1.2). Let f¯ h¯(y) = θ˘0,...,0
(
h¯
)
is given by (5.1.5), (5.1.7) and (5.1.8)
with h = h¯.
Theorem 15. Let β > 0, L > 0 and M > 0 be fixed. Then for any density gξ verified
Assumptions 2, we have
lim sup
n→∞
ϕ−rn (β)Rn,r
[
f¯ h¯(y),Hd(β, L,M)
]
<∞, ∀r ≥ 1,
Remark 15. We can see that, asymptotically, the rate of convergence of risk is ϕn(β). We
can show in some models that n−
β
2β+d is minimax (gaussian and Cauchy models, Tsybakov
[2008]). Tsybakov [1982a] showed lower bounds for minimax probability risk over Ho¨lder
classes with the additive model (5.1.1). But if gξ is the density of uniform random variable,
then the minimax rate is n−
β
β+d , so our Huber estimator is not optimal in this sense. The
advantage of this approach is that we do not assume knowledge of the density gξ, only a few
conditions (see Assumptions 2), we talk “robust estimation”.
5.3 Bandwidth Selector of Huber Estimator
This section is devoted to the adaptive estimation over the collection of the classes{
Hd(β, L,M)
}
β,L
, we suppose M known. We will not impose any restriction on possible
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value of L, but we will assume that β ∈ (0, b], where b, as previously, is an arbitrary a priori
chosen integer.
We start with formulating the remark showing that there is not optimally adaptive
estimator (here we follow the terminology introduced in Lepski [1990, 1992a, 1992b]). It
means that there is not an estimator which would be minimax simultaneously for several
values of parameter β even if L is supposed to be fixed. This result does not require any
restriction on β as well. Let Ψ = {ψn(β)}β∈(0,b] be a given family of normalizations.
Definition 17. The family Ψ is called admissible if there exists an estimator f˘n such that
for some L,M > 0
(5.3.1) lim sup
n→∞
ψ−rn (β) Rn,r
(
f˘n,Hd(β, L,M)
)
<∞, ∀β ∈ (0, b].
The estimator f˘n satisfying (5.3.1) is called Ψ-attainable. The estimator f˘n is called Ψ-
adaptive if (5.3.1) holds for any L > 0 and M > 0.
Remark 16. Note that the family of rates of convergence {ϕn(β)}β∈(0,b] is not admissible.
We can show this assertion with Lepski and Spokoiny [1997] in Gaussian model.
Let Φ be the following family of normalizations:
φn(β) =
(
ρn(β)
n
) β
2β+d
, ρn(β) =
(
1 +
2(b− β)
(2β + d)(2b+ d)
lnn
)1/2
, β ∈ (0, b].
We remark that φn(b) = ϕn(b) and ρn(β) ∼
√
lnn for any β 6= b.
Remark 17. We can show that this family Φ is adaptive optimal using Klutchnikoff’s Cri-
terion Klutchnikoff [2005] in Gaussian model.
Construction of Φ-adaptive estimator. As it was already mentioned in Introduction,
the construction of our estimation procedure consists of several steps. First, we determine
family of locally Huber estimators. Next, based on so-called Lepski’s method, we propose
data-driven selection from this family.
We take f˘h the estimator given by (5.1.5), (5.1.7) and (5.1.8), so the family of locally
bayesian estimator F˘ is defined now as follows. Put hmax = n− 12b+d and
hk = 2
−khmax, k = 0, . . . ,kn,
where kn is the largest integer such that hkn ≥ hmin = n−1/d ln
b
d(2b+d) n. Set
F˘ =
{
f˘ (k)(y) = θ˘0,...,0(hk), k = 0, . . . ,kn
}
.(5.3.2)
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We put f˘ ∗(y) = f˘ (kˆ)(y), where f˘ (kˆ)(y) is selected from F˘ in accordance with the rule:
kˆ = inf
{
k = 0,kn :
∣∣f˘ (k)(y)− f˘ (l)(y)∣∣ ≤ CSn(l), l = k + 1,kn} .(5.3.3)
Here we have used the following notations.
(5.3.4) C = 8rd
D2b
λ
(
8 +
4
√
λ
3Db
)
, Sn(l) =
[
1 + l ln 2
n
(
hl
)d
]1/2
, l = 0, 1, . . . ,kn,
where λ > 0 is a constant defined in Lemma 13 and Db defined in (5.1.3).
Theorem 16. Let b > 0,M > 0 be fixed. Then, for any density gξ verified Assumptions 2,
for any β ∈ (0, b], L > 0 and r ≥ 1
lim sup
n→∞
φ−rn (β)Rn,r
[
f˘ ∗(y),Hd(β, L,M)
]
<∞.
Remark 18. The assertion of the theorem means that the proposed estimator f˘ ∗(y) is Φ-
adaptive. It implies in particular that the family of normalizations Φ is admissible.
Remark 19. Remark that M is involved in construction of the set of coefficients Θ(M), for
example we can replace M by lnn. The constant λ depends on gξ(0) and ‖gξ‖∞ (see Proof
of Lemma 13), unknown in practice, but we can calibrate the constant C.
5.4 Proofs of Main Results: Upper Bounds
Let Hn, n > 1 be the following subinterval of (0, 1).
(5.4.1) Hn =
( lnn) 1d
n1/d
,
(
1
lnn
) 1
2b+d
 .
Later on, we will consider only the values of h belonging to Hn. Put also Nh =
(
nhd
)1/2
.
5.4.1 Auxiliary Results: Large Deviations for M-estimators
Let h ∈ Hn, put θ = θ(f, y, h) =
{
θ~p : ~p ∈ Nd : 0 ≤ |~p| ≤ b
}
, where θ0 = θ0,...,0 = f(y)
and
θ~p =
∂|~p|f(y)
∂yp11 · · · ∂ypdd
h|~p|
p1!...pd!
, p ∈ Nd : 0 < |~p| ≤ b.
Remind the agreement which we follow in the present paper: if the function f and vector ~p
be such that ∂|~p|f does not exist we put θ~p = 0.
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Let fθ(x), given by (5.1.4), be the local polynomial approximation of f inside Vh(y) and
let bh be the corresponding approximation error, i.e.
bh := sup
x∈Vh(y)
∣∣fθ(x)− f(x)∣∣.
Introduce for any function f
(5.4.2) M(f) =
b∑
m=0
∑
p1+...+pd=m
∣∣∣∣ ∂mf(y)∂xp11 · · · ∂xpdd
∣∣∣∣ .
The following agreement will be used in the sequel: if the function f and m ≥ 1 be such
that ∂mf does not exist, we will put formally ∂mf = 0 in the definition of M(f).
Put
(5.4.3) q(z) := Q′(z) = I]1,+∞[(z)− I]−∞,−1[(z) + z I[−1,1](z), z ∈ R,
where Q′ is the derivative of Huber function Q defined in (5.1.6). Set Sb =
{
~q ∈ Nd : |~q| ≤ b}
and for any t ∈ Θ(M) define the so-called partial derivative of Huber criterion
(5.4.4) D˜~ph(t) =
∂|~p|m˜h(t)
∂t~p
= − 1
nhd
n∑
i=1
q
(
Yi − ft(Xi)
) (Xi − y
h
)~p
IXi∈Vy(h), ~p ∈ Sb,
where x~p = xp11 ...x
pd
d , ∀x ∈ [0, 1]d. Put the expectation of partial derivative of Huber criterion:
E~ph(t) := Ef
[
D˜~ph(t)
]
= − 1
hd
∫
Vy(h)
(
x− y
h
)~p [∫ +∞
1+ft(x)−f(x)
gξ(z)dz −
∫ −1+ft(x)−f(x)
−∞
gξ(z)dz
+
∫ 1+ft(x)−f(x)
−1+ft(x)−f(x)
(
z − ft(x) + f(x)
)
gξ(z)dz
]
dx, ~p ∈ Sb,(5.4.5)
We decompose E~ph in two parts: E~ph(t) = D~ph(t) + ∆~ph(t), where
D~ph(t) = −
1
hd
∫
Vy(h)
(
x− y
h
)~p [∫ +∞
1
gξ
(
z + ft−θ(x)
)
dz −
∫ −1
−∞
gξ
(
z + ft−θ(x)
)
dz
+
∫ 1
−1
z gξ
(
z + ft−θ(x)
)
dz
]
dx, ~p ∈ Sb.(5.4.6)
and to simplify we note
∆~ph(t) = E~ph(t)−D~ph(t), ~p ∈ Sb,(5.4.7)
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∆h(t) =
(
∆~ph(t)
)>
~p∈Sb and Dh(t) =
(
D~ph(t)
)>
~p∈Sb are respectively so-called bias term and
deterministic criterion. Finally, let us define the partial derivative of deterministic criterion
by the following notation
∇~p,~qh (t) =
∂|~q|D~ph(t)
∂t~q
=
1
hd
∫
Vh(y)
(
x− y
h
)~p+~q ∫ 1
−1
gξ
(
z + ft−θ(x)
)
dz dx, ~p, ~q ∈ S2b .(5.4.8)
We call Jacobian matrix of deterministic criterion
JD(t) =
(
∇~p,~qh (t)
)
~p,~q∈S2b
.(5.4.9)
The main property of the matrix JD(.) is that it exists a neighborhood V of θ does not
depend on n such that JD(.) is invertible on V (see Lemma 13). The next proposition is the
milestone for all results proved in the paper.
Put the random sets for any h, z > 0
Ghz =
{
θ˘(h) ∈ B(θ, z)}, B(θ, z) = {t ∈ θ(M) : ‖t− θ‖2 ≤ z} .(5.4.10)
Proposition 7. For any n ∈ N∗, h ∈ Hn, f such that M(f) < ∞ and δ > 0 such that
B(θ, δ) ⊆ V, then ∀ε ≥ Db ε0(h)/√λ we have
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε, Ghδ) ≤ Σ exp
−
(
ε
√
λD−1b − ε0(h)
)2
8 + 8
3Nh
ε
√
λD−1b
 ,
where ε0(h) =
(
1∨ bhNh
)
, f˘h(y) defined in (5.1.5), (5.1.7), (5.1.8), λ is a positive constant
defined in Lemma 13 and Σ is defined in Lemma 15.
The next proposition provides us with upper bound for the risk of a locally Huber
estimator. Put
(5.4.11)
C¯r =
Drb
λr/2
1 + ∫ +∞
0
(D−1b
√
λη + 1)r−1 exp
− η28(1 + η + L√λD−1b )
 dη
 , r ≥ 1.
Proposition 8. For any n ∈ N∗, h ∈ Hn, δ > 0 such that B
(
θ, δ
) ⊆ V and f such that
M(f) <∞, then
Ef
∣∣f˘h(y)− f(y)∣∣rIGhδ ≤ C¯r εr0(h)N−rh , r ≥ 1.
The proof of this proposition is elementary by integration of Proposition 7.
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5.4.2 Proof of Proposition 7
Auxiliary lemmas. We give the following lemma concerning deterministic criterion.
Lemma 13. For any gξ verified Assumptions 2, then
1. JD(θ) is positive definite matrix.
2. θ is unique solution of Dh(.) = (0, ..., 0).
3. ∀h ∈ Hn, it exists a neighborhood V of θ, which does not depend on n, such that
‖θ˜ − θ‖2 ≤ λ−1/2
∥∥∥Dh(θ˜)−Dh(θ)∥∥∥
2
, θ˜ ∈ V ,
where λ = inf θ˜∈V λθ˜, λθ˜ is the smallest eigenvalue of matrix JD
(
θ˜
)>
JD
(
θ˜
)
and ‖.‖2 is
the `2-norm on RDb.
The proof is given in Appendix. Let us give a lemma which allows to control the bias
term.
Lemma 14. For any h ∈ Hn and f such that M(f) <∞, we have∣∣∆~ph(t)∣∣ ≤ bh, ~p ∈ Sb, t ∈ θM .,
where ‖.‖∞ is the sup-norm
The next result allows to control the large deviations of partial derivatives of Huber
criterion.
Lemma 15. For any f such that M(f) <∞ and h ∈ Hn , we have ∀z ≥
(
1 ∨ bh Nh
)
Pf
(
Nh sup
t∈Θ(M)
∣∣∣D˜~ph(t)−D~ph(t)∣∣∣ ≥ z
)
≤ Σ exp
{
−(z − bh Nh)
2
8 + 8
3Nh
z
}
, ~p ∈ Sb,
where Σ is defined in the proof.
The proof (given in Appendix) is based on a chaining argument and Bernstein inequality.
It is required that the Huber criterion is C1.
Lemma 16. For any f ∈ Hd(β, L,M), δ > 0 such that B(θ, δ) ⊆ V and n ∈ N∗, h ∈ Hn
such that
bh ≤ κδ
2
√
Db
, Nh ≥ 2
√
Db
κδ
, κδ = inf
t∈Θ(M)\B(θ,δ)
‖Dh(t)‖2
2
,
then
Pf
[(
Ghδ
)c] ≤ DbΣ exp{− nhdκ2δ
4Db
(
8 + 4κδ/(3
√
Db)
)} ,
where
(
Ghδ
)c
is the additional event of Ghδ , V defined in Lemma 13.
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Proof of Proposition 7. Remark that D˜h
(
θ˘
)
= (0, ..., 0) where D˜h(.) =
(
D˜~ph(.)
)>
~p∈Sb
defined in (5.4.4). The main idea of this proof is that if D˜h(t)
N−1h−−−→
n→∞
Eh(t) in probability
uniformly in t then we have θ˘(h)
N−1h−−−→
n→∞
θ. This is the idea of M-estimation Van de Geer
[2000]. The definition of θ˘(h) and θ = θ(f, y, h) implies that ∀ε ≥ Db
√
λ ε0(h)
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε, Ghδ) ≤ Pf (Nh∣∣θ˘0(h)− θ0∣∣ ≥ ε, Ghδ)
≤ Pf
(
Nh
√
Db
∥∥θ˘(h)− θ∥∥
2
≥ ε, Ghδ
)
.
Under the event Ghδ we have θ˘(h) ∈ V , according Lemma 13 we obtain that
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε, Ghδ) ≤ Pf (Nh√Db√
λ
∥∥∥Dh(θ˘(h))−Dh(θ)∥∥∥
2
≥ ε
)
.
Remember that Dh(θ) = 0 and D˜h
(
θ˘(h)
)
= 0. Using the last inequality, we get
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε, Ghδ) ≤ Pf (Nh√Db√
λ
∥∥∥Dh(θ˘(h))− D˜h(θ˘(h))∥∥∥
2
≥ ε
)
≤
∑
~p∈Sb
Pf
(
Nh sup
t∈Θ(M)
∣∣∣D˜~ph(t)−D~ph(t)∣∣∣ ≥ ε√λDb
)
.
Applying Lemma 15 with z = ε
√
λ/Db and last inequality, finally we have the assertion of
Proposition 7
Pf
(
Nh
∣∣f˘h(y)− f(y)∣∣ ≥ ε, Ghδ) ≤ Σ exp
−
(
ε
√
λD−1b − ε0(h)
)2
8 + 8
3Nh
ε
√
λD−1b
 .
5.4.3 Proof of Theorem 15
By definition of h¯ = (L2n)−
1
2β+d , we have bh¯ Nh¯ = d, N
−r
h¯
= L
rd
2β+dϕrn(β). So we obtain
that the term ε0
(
h¯
)
defined in Proposition 7 can be written as ε0
(
h¯
)
= d. We get
(5.4.12) Ef
∣∣f¯ h¯(y)− f(y)∣∣r = Ef ∣∣f¯ h¯(y)− f(y)∣∣rIGh¯δ + Ef ∣∣f¯ h¯(y)− f(y)∣∣rI(Gh¯δ)c .
165
5.4. PROOFS OF MAIN RESULTS: UPPER BOUNDS M. CHICHIGNOUD
The right hand side is controlled by Lemma 16. Indeed, we can use the Cauchy-Schwarz
inequality,
Ef
∣∣f¯ h¯(y)− f(y)∣∣rI(
Gh¯δ
)c ≤ (Ef ∣∣f¯ h¯(y)− f(y)∣∣2rPf {(Gh¯δ)c})1/2
≤ (2M)rDbΣ exp
{
− nh
dκ2δ
4Db
(
8 + 4κδ/(3
√
Db)
)} .(5.4.13)
Using Proposition 8, (5.4.12) and (5.4.13), we obtain
Ef
∣∣f¯ h¯(y)− f(y)∣∣rIGh¯δ ≤ C¯rd L rd2β+dϕrn(β) + (2M)rDbΣ exp
{
− nh
dκ2δ
4Db
(
8 + 4κδ/(3
√
Db)
)} .
By passing to the limit in n, the theorem 15 is proved.
5.4.4 Proof of Theorem 16
We start the proof with formulating some auxiliary results whose proofs are given in
Appendix. Define J1 =
√
λ/Db and
h∗ =
[
c ρ2n(β)
L2d2 n
] 1
2β+d
, c < (2J1)
−2.
and let the integer κ be defined as follows.
(5.4.14) 2−κhmax ≤ h∗ < 2−κ+1hmax.
Lemma 17. For any f ∈ Hd(β, L,M,A) and any k ≥ κ+ 1
Pf
(
kˆ = k,Ghkδ
) ≤ J2 2−2(k−1)rd,
where J2 = DbΣ
(
1 + (1− 2−2rd)−1).
Proof of Theorem 16. This proof is based on the scheme due to Lepski, Mammen, and
Spokoiny [1997]. The definition of h∗ and κ (5.4.14) implies that
ε0
(
hk
) ≤ Db√1 + k ln 2√
λ
, ∀k ≥ κ,
where ε0(.) defined in Propostion 7. Last inequality yields
(5.4.15) Ef
∣∣f˘ (k)(y)− f(y)∣∣rI
G
hk
δ
≤ C¯rDrbλ−r/2Srn(k), ∀k ≥ κ.
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To get this result we have applied Proposition 8 with h = hk. We also have
Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣r
= Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣rI
kˆ≤κ,Ghkˆδ
+ Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣rI
kˆ>κ,G
h
kˆ
δ
+Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣rI(
G
h
kˆ
δ
)c
:= R1(f) +R2(f) +R3(f).(5.4.16)
First we control R1. Obviously∣∣f˘ (kˆ)(y)− f(y)∣∣r ≤ 2r−1∣∣f˘ (kˆ)(y)− f˘ (κ)(y)∣∣r + 2r−1∣∣f˘ (κ)(y)− f(y)∣∣r.
The definition of kˆ yields ∣∣f˘ (kˆ)(y)− f˘ (κ)(y)∣∣rI
kˆ≤κ,Ghkˆδ
≤ CrSrn(κ),
In view of (5.4.15) and definitions of hκ and h
∗, we also get
Ef
∣∣f˘ (κ)(y)− f(y)∣∣rI
kˆ≤κ,Ghkˆδ
≤ C¯rDrbλ−r/2Srn(κ).
Noting that the right hand side of the obtain inequality is independent of f and taking into
account the definition of κ and h∗ we obtain
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−rn (β)R1(f) <∞.(5.4.17)
Now, let us bounded from above R2. Applying Cauchy-Schwarz inequality we have in view
of Lemma 17
R2(f) =
kn∑
k=κ
Ef
∣∣f˘ (k)(y)− f(y)∣∣rI
G
hk
δ
≤
∑
k>κ
(
Ef
∣∣f˘ (k)(y)− f(y)∣∣2rI
G
hk
δ
)1/2√
Pf
{
kˆ = k,Ghkδ
}
=
√
J2
∑
k>κ
(
Ef
∣∣f˘ (k)(y)− f(y)∣∣2rI
G
hk
δ
)1/2
2−(k−1)rd.(5.4.18)
We obtain from (5.4.15) and (5.4.18)
R2(f) ≤ N−rhmax ×Db
C¯r2r 2
rd
√
J2(√
λ
)r ∑
s≥0
(1 + k ln 2)r/22−srd.(5.4.19)
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It remains to note that the right hand side of (5.4.19) is independent of f . Thus, we have
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−rn (β)R2(f) <∞.
that yields together with (5.4.16) and (5.4.17)
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−rn (β)Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣rI
G
h
kˆ
δ
<∞.
To get the assertion of the theorem it suffices to show that
lim sup
n→∞
sup
f∈Hd(β,L,A,M)
φ−rn (β)Ef
∣∣f˘ (kˆ)(y)− f(y)∣∣rI(
G
h
kˆ
δ
)c <∞.(5.4.20)
Note that |f˘ (kˆ)(y)| ≤ M by definition. This allows us to state that ∣∣f˘ (kˆ)(y) − f(y)∣∣ ≤ 2M .
Here we also have taken into account that ||f ||∞ ≤M .
Finally we obtain
R3(f) ≤ 2r M rPf
{(
G
hkˆ
δ
)c}
.
and (5.4.20) follows now from Lemma 16.
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5.5 Appendix
Proof of lemma 13. 1) Remember that for any ~p, ~q ∈ S2b
∇~p,~qh (θ) =
1
hd
∫
Vh(y)
(
x− y
h
)~p+~q ∫ 1
−1
gξ
(
z
)
dz dx =
∫ 1
−1
gξ
(
z
)
dz
∫[
− 1
2
, 1
2
]d x~p+~q dx.
So we can write that
JD(θ) =
∫ 1
−1
gξ
(
z
)
dz
∫[
− 1
2
, 1
2
]d K(x)K>(x) dx.
According to Assumptions 2, we have that
∫ 1
−1 gξ
(
z
)
dz > 0. Now we show that∫[
− 1
2
, 1
2
]d K(x)K>(x) dx is symmetric definite matrix, indeed for any τ ∈ RDb\0
τ>
∫[
− 1
2
, 1
2
]d K(x)K>(x) dx τ = ∫[
− 1
2
, 1
2
]d [τ>K(x)]2 dx > 0.
As q′ is almost continuous everywhere and by definition of JD(.) in (5.4.9), it exists a
neighborhood of θ noted V such that the matrix JD
(
θ˜
)
is invertible for all θ˜ ∈ V .
2) With Assumptions 2, in particular that gξ is even, by definition of Dh in (5.4.6) we
have that Dh(θ) = 0. According to 1), the function Dh is locally invertible around θ, so
Dh(θ) = 0 is unique solution on V . Then, we can see that each partial derivative (5.4.8) is
positive, thus θ is the unique solution of Dh(.) = (0, ..., 0) on RDb .
3) We can write the following equalities, for any θ˜ ∈ V then ∃θ¯ ∈ V such that Dh
(
θ˜
)−
Dh(θ) = JD
(
θ¯
)(
θ˜ − θ) and
‖Dh
(
θ˜
)−Dh(θ)‖22 = (θ˜ − θ)>JD(θ¯)>JD(θ¯)(θ˜ − θ).
It is elementary to show that JD
(
θ¯
)>
JD
(
θ¯
)
is definite positive matrix if JD
(
θ¯
)
is invertible.
Indeed, for τ ∈ RDb\0 such that
τ>JD
(
θ¯
)>
JD
(
θ¯
)
τ = 0⇒ JD
(
θ¯
)
τ = 0⇒ τ = 0,
it is a contradiction. Thus with 1)
‖Dh
(
θ˜
)−Dh(θ)‖2 ≥ √λ ‖θ˜ − θ‖2, θ˜ ∈ V ,(5.5.1)
where λ = inf θ¯∈V λθ¯ and λθ¯ is the smallest eigenvalue of matrix JD
(
θ¯
)>
JD
(
θ¯
)
. It follows
that λ > 0.
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Proof of lemma 14. By definition of D~ph (5.4.6) and E~ph (5.4.5), ∆~ph (5.4.7) can be written
as
∆~ph(t) = −
1
hd
∫
Vy(h)
(
x− y
h
)~p [∫ 1+ft−θ(x)
1+ft(x)−f(x)
gξ(z)dz −
∫ −1+ft(x)−f(x)
−1+ft−θ(x)
gξ(z)dz
+
∫ 1+ft(x)−f(x)
1+ft−θ(x)
(
z − ft(x) + f(x)
)
gξ(z)dz
+
∫ −1+ft−θ(x)
−1+ft(x)−f(x)
(
z − ft(x) + f(x)
)
gξ(z)dz
+
∫ 1+ft−θ(x)
−1+ft−θ(x)
(
f(x)− fθ(x)
)
gξ(z)dz
]
dx.
With simple calculations, we bound the bias term
|∆~ph(t)| ≤ bh.
Proof of lemma 15. First, let us bound the following term for any ~p ∈ Sb
sup
t∈Θ(M)
∣∣∣D˜~ph(t)−D~ph(t)∣∣∣ ≤ sup
t∈Θ(M)
∣∣∣D˜~ph(t)− E~ph(t)∣∣∣+ sup
t∈Θ(M)
∣∣∣∆~ph(t)∣∣∣ ,
where E~ph and ∆~ph are respectively defined in (5.4.5) and (5.4.7). In view of Lemma 14, we
get
(5.5.2) sup
t∈Θ(M)
∣∣∣D˜~ph(t)−D~ph(t)∣∣∣ ≤ sup
t∈Θ(M)
∣∣∣D˜~ph(t)− E~ph(t)∣∣∣+ bh.
Note the function L(.) = D˜~ph(.) − E~ph(.). To show the assertion of the lemma, we use a
chaining argument on L(.). Remember that Θ(M) is a compact of RDb . Let t0 ∈ Θ(M)
fixed and for any l ∈ N∗ put Γl a a−l-net on Θ(M) where the constant a = exp
{
4pi16
e1842
}
.
Introduce the following notations
u0(t) = t0, ul(t) = arg inf
u∈Γl
‖u− t‖1, l ∈ N∗.
The chaining argument rests on the following decomposition:
L(t) = L(t0) +
∞∑
l=1
L
(
ul(t)
)− L(ul−1(t)), ∀t ∈ Θ(M).(5.5.3)
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Using (5.5.2) and (5.5.3), we obtain
Pf
(
Nh sup
t∈Θ(M)
|L(t)| ≥ z − bh Nh
)
≤ Pf
(
|L(t0)|+ sup
t∈Θ(M)
∞∑
l=1
∣∣L(ul(t))− L(ul−1(t))∣∣ ≥ z
Nh
− bh
)
.(5.5.4)
We can control the second term as follows.
sup
t∈Θ(M)
∞∑
l=1
∣∣L(ul(t))− L(ul−1(t))∣∣ ≤ ∞∑
l=1
sup
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
|L(u)− L(v)| ,
where Γ0 = {t0}.Using (5.5.4) and last inequality, we get
Pf
(
Nh sup
t∈Θ(M)
|L(t)| ≥ z − bh Nh
)
≤ Pf
(
Nh |L(t0)| ≥ z/2− bh Nh/2
)
+Pf
Nh ∞∑
l=1
sup
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
∣∣L(u)− L(v)∣∣ ≥ z/2− bh Nh/2
 .(5.5.5)
We define the function Wt(x, z) = 1Nh q
(
z + f(x)− ft(x)
) (
x−y
h
)~p Ix∈Vh(y), then the process
Nh L(.) can be written as an empirical process (sum of independent zero-mean random
variables)
(5.5.6) Nh L(t) =
n∑
i=1
Wt
(
Xi, ξi
)− EfWt(Xi, ξi), t ∈ Θ(M)
At a fixed point t0, we can use classical exponential inequalities for empirical process. If the
design is deterministic, Hoeffding inequality is sufficient. But the random design requires
the Bernstein inequality (see Boucheron, Bousquet, and Lugosi [2004], for example) which
takes into account the variance of random variables. By definition ofWt(., .) (in (5.5.6)), we
have
(5.5.7)
n∑
i=1
EfW2t (Xi, ξi) ≤ 1, ‖Wt(., .)‖∞ ≤ 1/Nh,
where ‖.‖∞ is the sup-norm.
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For the first term of (5.5.5), we use Bernstein inequality. Indeed, we are in the presence
of independent random variables bounded by 1/Nh (see definition of D˜
~p
h in (5.4.4)) and with
finite variance (see 5.5.7), then
Pf
(
Nh
∣∣∣D˜~ph(t0)− E~ph(t0)∣∣∣ ≥ z/2− bh Nh/2) ≤ 2 exp
{
− (z − bh Nh)
2
8 + 8
3Nh
(z − bh Nh)
}
.(5.5.8)
Secondly, in view of (5.5.5), we write the probability with the following form,
Pf
Nh ∞∑
l=1
sup
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
∣∣L(u)− L(v)∣∣ ≥ z/2− bh Nh/2

≤
∞∑
l=1
∑
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
Pf
(
Nh
pi2
6
l2
∣∣L(u)− L(v)∣∣ ≥ z/2− bh Nh/2) .
Recall that
Nh
[
L(u)− L(v)] = n∑
i=1
Wu
(
Xi, ξi
)−Wv(Xi, ξi)− Ef [Wu(Xi, ξi)−Wv(Xi, ξi)] ,
then we have a sum of independent centred random variables with finite variance and
bounded. The main property of Huber function is that its derivative q is Lipshitz, then
we have the following assertions.
(5.5.9)
n∑
i=1
Ef [Wu(Xi, ξi)−Wv(Xi, ξi)]2 ≤ ‖u− v‖21, ‖Wu(., .)−Wv(., .)‖∞ ≤ ‖u− v‖1/Nh,
Using Bernstein inequality and last inequalities, we obtain
Pf
Nh ∞∑
l=1
sup
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
∣∣L(u)− L(v)∣∣ ≥ z/2− bh Nh/2

≤ 2
∞∑
l=1
∑
u,v∈Γl×Γl−1
‖u−v‖1≤a−l
exp
{
−36‖u− v‖
−1
1
pi4l4
(z − bh Nh)2
8‖u− v‖1 + 83Nh (z − bh Nh)
}
≤ 2
∞∑
l=1
#(Γl) #(Γl−1) exp
{
−36 a
l
pi4l4
(z − bh Nh)2
8 + 8
3Nh
(z − bh Nh)
}
,(5.5.10)
where #(Γl) is the cardinal of Γl. Recall that minl>0
al
l4
= 1, z ≥ (1 ∨ bh Nh) and Σ =
2 + 2
∑∞
l=1 #(Γl) #(Γl−1) exp
{
−18 al
pi4l4
}
< ∞, using (5.5.4), (5.5.5), (5.5.8) and the last
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inequality, we have
Pf
(
Nh sup
t∈Θ(M)
∣∣∣D˜~ph(t)− E~ph(t)∣∣∣ ≥ z
)
≤ Σ exp
{
−(z − bh Nh)
2
8 + 8
3Nh
z
}
.
The lemma is proved.
Proof of Lemma 16. Remember that the event
(
Ghδ
)c
can be written as
(
Ghδ
)c
=
{
θ˘(h) /∈
B(θ, δ)} and θ˘(h) and θ are respectively the unique solutions of equations D˜h(θ˘(h)) = 0 and
Dh(θ) = 0. We can remark the following inclusion{
θ˘(h) /∈ B(θ, δ)} ⊆ { sup
t∈Θ(M)\B(θ,δ)
‖D˜h(t)−Dh(t)‖2 ≥ κδ
}
.
where κδ = inf
t∈Θ(M)\B(θ,δ)
‖Dh(t)‖2
2
. In view of Lemma 13, κδ is strictly positive and does not
depend on n. Applying the last inclusion, we obtain
Pf
((
Ghδ
)c) ≤∑
~p∈Sb
Pf
(
Nh sup
t∈Θ(M)\B(θ,δ)
∣∣D˜~ph(t)−D~ph(t)∣∣ > Nhκδ√Db
)
The assumptions on n, h in Lemma 16 allow to show that
Nhκδ
2
√
Db
≥ (1 ∨ bh Nh).
Using Lemma 15, we have
Pf
((
Ghδ
)c) ≤ DbΣ exp{− nhdκ2δ
4Db
(
8 + 4κδ/(3
√
Db)
)} .
The lemma is proved.
Proof of Lemma 17. Note that for any k ≥ κ+ 1 and by definition of kˆ (5.3.3){
kˆ = k
}
= ∪l≥k
{∣∣f˘ (k−1)(y)− f˘ (l)(y)∣∣ > C Sn(l)} .
Note that Sn(l) is monotonically increasing in l and, therefore,{
kˆ = k
} ⊆ {∣∣f˘ (k−1)(y)− f(y)∣∣ > 2−1C Sn(k − 1)}
∪
[
∪l≥k
{∣∣f˘ (l)(y)− f(y)∣∣ > 2−1C Sn(l)}] .
173
5.5. APPENDIX M. CHICHIGNOUD
We come to the following inequality: for any k ≥ κ+ 1
P
(
kˆ = k,Ghkδ
)
≤ P
{∣∣f˘ (k−1)(y)− f˘(y)∣∣ > 2−1C Sn(k − 1), Ghkδ }
+
∑
l≥k
P
{∣∣f˘ (l)(y)− f(y)∣∣ > 2−1C Sn(l), Ghkδ } .(5.5.11)
Note that the definition of Sn(l) yields
Nhl Sn(l) ≥
[
1 + ln
(
hmax/hl
)]1/2
.
Thus, applying Proposition 7 with ε = C
[
1 + ln
(
hmax/hl
)]1/2
, we obtain ∀l ≥ k − 1
P
{∣∣f˘ (l)(y)− f(y)∣∣ > 2−1C Sn(l), Ghkδ } ≤ DbΣ [hmax/hl]−2rd
= DbΣ 2
−2rd l.(5.5.12)
Here, we have also used that k ≥ κ+ 1. We obtain from (5.5.11) and (5.5.12) that k ≥ κ+ 1
P
(
kˆ = k,Ghkδ
)
≤ J22−2(k−1)rd,
where J2 = DbΣ
(
1 + (1− 2−2rd)−1).
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Re´sume´
On se place dans le cadre de l’estimation non parame´trique dans le mode`le de re´gression. Dans un
premier temps, on dispose des observations Y dont la densite´ g est connue et de´pend d’une fonction de
re´gression f(X) inconnue. Dans cette the`se, cette fonction est suppose´e re´gulie`re, i.e. appartenant a` une
boule de Ho¨lder. Le but est d’estimer la fonction f a` un point y (estimation ponctuelle). Pour cela, nous
de´veloppons un estimateur local de type baye´sien, construit a` partir de la densite´ g des observations. Nous
proposons une proce´dure adaptative s’appuyant sur la me´thode de Lepski, qui permet de construire un
estimateur adaptatif choisi dans la famille des estimateurs baye´siens locales indexe´s par la feneˆtre. Sous
certaines hypothe`ses suffisantes sur la densite´ g, notre estimateur atteint la vitesse adaptative optimale
(en un certain sens). En outre, nous constatons que dans certains mode`les, l’estimateur baye´sien est plus
performant que les estimateurs line´aires.
Ensuite, une autre approche est conside´re´e. Nous nous plac¸ons dans le mode`le de re´gression additive, ou`
la densite´ du bruit est inconnue, mais suppose´e syme´trique. Dans ce cadre, nous de´veloppons un estimateur
dit de Huber reposant sur l’ide´e de la me´diane. Cet estimateur permet d’estimer la fonction de re´gression,
quelque soit la densite´ du bruit additif (par exemple, densite´ gaussienne ou densite´ de Cauchy). Avec
la me´thode de Lepski, nous se´lectionnons un estimateur qui atteint la vitesse adaptative classique des
estimateurs line´aires sur les espaces de Ho¨lder.
Mots Cle´s : Approche Baye´sienne Locale, Crite`re de Huber, Estimation Robuste, Me´thode de Lepski,
Adaptation Minimax, Re´gression Multiplicative, Se´lection de la Feneˆtre, Vitesses Adaptatives Optimales.
Abstract
We work in the context of nonparametric estimation in the regression model. Firstly, we consider
observations Y where the density g is known and depends on a regression function f(X) unknown. In this
thesis, this function is assumed regular, i.e. belonging to a Ho¨lder ball. The goal is to estimate the function
f to a point y (pointwise estimation). For it, we develop a local bayesian estimator, constructed from the
density g of the observations. We propose an adaptive procedure based on the Lepski’s method, which
allows to construct an adaptive estimator chosen from the family of local bayesian estimators indexed by
the bandwidth. Under some sufficient assumptions on the density g, our estimator achieves the adaptive
optimal rate (in a particular sense). In addition, we remark that, in some models, the bayesian estimator is
more efficient than linear estimators.
Secondly, another approach is considered. We consider the additive regression model, where the density
of the noise is unknown and assumed to be symmetric. In this framework, we develop the so-called Huber
estimator based on the idea of the median (`1 criterion). This estimator allows to estimate the regression
function, for any density of the additive noise (for example : Gaussian density or Cauchy density). With the
Lepski’s method, we select an estimator that achieves the rate of conventional adaptive linear estimators on
Ho¨lder spaces without depends on the symmetric density of the noise.
Keywords : Bandwidth Selector, Adaptive Optimal Rate, Huber Criterion, Lepski’s Method, Local
Bayesian Fitting, Minimax Adaptation, Multiplicative Regression, Robust Estimation.
AMS 2000 subject classification: 62G08, 62G20.
