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Abstract
Despite the wide use of partial differential equation (PDE) solvers, lack of automation still
hinders realizing their full potential in assisting engineering analysis and design. In partic-
ular, the process of establishing a suitable mesh for a given problem often requires heavy
person-in-the-loop involvement. This thesis presents work toward the development of a ro-
bust PDE solution framework that provides a reliable output prediction in a fully-automated
manner. The framework consists of: a simplex cut-cell technique which allows the mesh gen-
eration process to be independent of the geometry of interest; a discontinuous Galerkin (DG)
discretization which permits an easy extension to high-order accuracy; and an anisotropic
output-based adaptation which improves the discretization mesh for an accurate output
prediction in a fully-automated manner.
Two issues are addressed that limit the automation and robustness of the existing sim-
plex cut-cell technique in three dimensions. The first is the intersection ambiguity due to
numerical precision. We introduce adaptive precision arithmetic that guarantees intersection
correctness, and develop various techniques to improve the efficiency of using this arithmetic.
The second is the poor quadrature quality for arbitrarily shaped elements. We propose a
high-quality and efficient cut-cell quadrature rule that satisfies a quality measure we define,
and demonstrate the improvement in nonlinear solver robustness using this quadrature rule.
The robustness and automation of the solution framework is then demonstrated through a
range of aerodynamics problems, including inviscid and laminar flows.
We develop a high-order DG method with a dual-consistent output evaluation for el-
liptic interface problems, and extend the simplex cut-cell technique for these problems,
together with a metric-optimization adaptation algorithm to handle cut elements. This so-
lution strategy is further extended for multi-physics problems, governed by different PDEs
across the interfaces. Through numerical examples, including elliptic interface problems and
a conjugate heat transfer problem, high-order accuracy is demonstrated on non-interface-
conforming meshes constructed by the cut-cell technique, and mesh element size and shape
on each material are automatically adjusted for an accurate output prediction.
Thesis Supervisor: David L. Darmofal
Title: Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
1.1 Motivation
Over the past several decades, numerical simulation has become an indispensable com-
ponent in engineering analysis and design, and has been considered by many the third
paradigm of scientific research, along with theory and experimentation. Being one
important aspect of numerical simulation, partial differential equation (PDE) solvers
have been widely used to analyze and study a variety of physical phenomena, ranging
from fluid dynamics to solid mechanics to electromagnetics. Due to both algorithm
development and increasing computational power, the complexity of problems - either
from geometry, or physics, or both - that can be simulated has increased dramati-
cally. However, despite the wide use of PDE solvers, lack of automation still hinders
realizing their full potential. In particular, the process of establishing a suitable mesh
for a given problem still often requires heavy person-in-the-loop involvement. This
involvement is extensive in two stages of the process: making the decision of where a
refined mesh resolution is needed, and generating a mesh that satisfies this decision
and at the same time respects the geometry in question.
The process of manually specifying mesh resolution is not only costly in terms of
person-hours, but also encounters great difficulties in leading to a reliable prediction
of engineering outputs. In the context of computational fluid dynamics (CFD) simula-
17
tions in the aerospace industry, the results from the AIAA Drag Prediction Workshops
illustrate the difficulties in. producing grid-converged results on even very fine meshes
that are carefully "hand-crafted" by experts [84]. More specifically, Mavriplis [84]
considered two families of meshes, and solved a transonic, turbulent flow over a wing
using an industrial-strength CFD solver. The two mesh families were generated inde-
pendently by NASA Langley and Cessna Aircraft Co., based on the best practices of
each organization. A difference of seven drag counts was observed on the finest meshes
of the two organizations, which had about ten times more degrees of freedom than
typically used in practice. This difference is significant, as one drag count translates to
four to eight passengers for a long-range passenger jet [48, 120]. Mavriplis concluded
that fully resolving all features in computational aerodynamics problems is infeasible
via successive global refinements of an arbitrary initial mesh. In other words, manu-
ally identifying all important features and specifying mesh resolution for an accurate
output prediction can be very challenging, if possible at all, even on a geometry that
is frequently encountered in practice.
Mesh adaptation provides a significant promise to reduce the amount of human
intervention and also to produce a more reliable output prediction. However, mesh
generation presents another barrier to an automated CFD simulation, especially when
multiple meshes with different resolution requests are required in an adaptive pro-
cess. In fact, mesh generation often represents the bottleneck in the CAD-to-mesh-to-
solution cycle, as demonstrated for example in the context of applying CFD in indus-
trial applications [40, 93]. For complex three-dimensional geometries in aerospace ap-
plications, generating a suitable mesh is particularly difficult, since highly anisotropic
elements are often desired on the geometry surface for a sufficient boundary layer res-
olution. In addition, as higher-order discretizations receive more and more attention
for CFD applications, elements on the geometry surface also have to be curved in
order to maintain the benefit of higher-order discretizations [15].
Another difficulty for mesh generation comes from engineering applications that
involve multiple materials separated by interfaces. These so-called interface problems
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are often governed by PDEs with discontinuous parameters across the material in-
terfaces, or more generally, by different PDEs across the interfaces. Two examples
in the aerospace industry include conjugate heat transfer (CHT) problems and fluid-
structure interaction (FSI) problems. As the interface can be arbitrarily complex and
curved or even moving, generating a suitable mesh is even more demanding than for
a single-material problem. While the meshes on the two sides of the interface can
require vastly different resolutions, they may be also required to match each other on
the interface for a discretization method without special interface treatment.
1.2 Thesis Objective
The objective of this thesis is to develop a robust PDE solution framework that pro-
vides a reliable output prediction in a fully-automated manner, and to assess the frame-
work through a wide range of applications, including aerodynamics and multi-physics
problems. To be fully-automated, the framework must not require user interactions or
detailed previous knowledge at both mesh generation stage and solution stage; and to
be robust, the framework must be able to provide reliable solutions for a wide range
of geometries and physical conditions. The proposed solution framework incorporates
a simplex cut-cell technique, a high-order discretization, and an anisotropic output-
based adaptation. The motivation and background for each of these components are
presented in the following section.
1.3 Background
1.3.1 Simplex Cut-Cell Method
The difficulties for the mesh generation mechanics, including those imposed by high
anisotropy and curved geometries, motivate an alternative for a more automated and
robust meshing process: cut cells. For a cut-cell mesh, the mesh generation process
does not need to respect the geometry of interest. More specifically, a background
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mesh is first generated on a box without conforming to the geometry, which is often
referred to as the embedded geometry. This background mesh then intersects with
the embedded geometry, and the part that is outside of the computational domain
is discarded, resulting in a cut mesh that has arbitrarily shaped elements inside the
computational domain. An example is shown in Figure 1-1. This technique effectively
simplifies the problem of meshing an arbitrary geometry to meshing a box, and hence
significantly improves the robustness and automation for mesh generation. However,
the discretization method now needs to account for the arbitrarily shaped elements
on the cut-cell mesh.
Background Mesh Cut Mesh
(a) Background mesh (b) Cut mesh, with embedded geometry
Figure 1-1: Example of cut-cell mesh
Purvis and Burkhalter were the first to consider the cut-cell method [102], where
they worked with the full potential equations on Cartesian background meshes. The
Cartesian cut-cell method was later used extensively in the CFD community for treat-
ing problems with complex boundaries; see for example [2, 69, 131]. One prominent
example is Cart3D [2], which is a three-dimensional solver for Euler equations and has
been shown capable of handling very complex geometries [90]. However, the usage
of Cartesian grids limits the achievable directions of element anisotropy, making the
discretization of arbitrarily oriented features inefficient.
Recently, a simplex cut-cell method was developed by Fidkowski and Darmofal
for embedded boundary problems in two and three dimensions [50]. They further
combined the method with a high-order discontinuous Galerkin discretization, and
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represented the embedded geometries using cubic splines and quadratic patches in
two and three dimensions, respectively. However, the original algorithm suffered from
several weaknesses that limit the robustness and automation promised by the cut-cell
method:
1. intersection ambiguity due to limitations of numerical precision;
2. poor quadrature quality for cut cells of arbitrary shapes, resulting in poor con-
vergence behavior for nonlinear solvers;
3. small volume ratios between neighbor elements, causing inaccuracy and poor
conditioning.
Items 2 and 3 were investigated in two dimensions by Modisette [87]. In particular,
Item 2 was tackled by recognizing "canonical" shapes for three- and four-side cut
elements. However, extension of this approach to three dimensions is not trivial,
as will be discussed in more detail in Chapter 3. Item 3 was greatly mitigated by
merging the two neighbor elements together, and this approach is equally applicable
in three dimensions. In this thesis, we will demonstrate the limitations due to Items 1
and 2 in three dimensions, and propose solutions for these items to improve the overall
robustness of the method.
For interface problems, removing the constraint of being interface-conforming would
also greatly improve the robustness and automation of the meshing process. In fact,
many methods have been proposed on non-interface-conforming meshes, for example,
the immersed interface method [73], the ghost fluid method [47], and the immersed
finite element method [74]. A more complete literature review will be provided in
Chapter 6. However, these methods remain largely second-order accurate, and/or
extension to multi-physics problems with a more general interface coupling remains
non-trivial. As the cut-cell technique has shown success for problems with complex
boundaries, we will extend this technique to solve multi-material and multi-physics
problems in this thesis.
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1.3.2 Adaptive High-Order Discretization
High-order methods are characterized by their ability to achieve higher fidelity at a
lower cost. In general, a discretization method has its error converging as E ~ 0(h'),
where E is some measure of error, e.g. L2-error, and h is some measure of mesh size.
High-order methods aim to improve the simulation accuracy by increasing the conver-
gence rate r, and in this work, high-order methods are those that achieve r > 2 (for
L 2-error). While these methods are known to provide a high convergence rate for
smooth problems, for problems with singularities, the convergence rate r is often lim-
ited by solution regularity. In order to realize the benefit of high-order methods for
these problems, the effect of singularities has to be controlled, by for example adaptive
meshes. A well-know example is the Poisson problem on an L-shaped domain, which
can be treated on graded meshes for better convergence [29]. For more complex prob-
lems with singularities, Yano et al. achieved high-order convergence by combining a
high-order discretization with adaptation in the aerodynamics context [128].
The finite element framework provides a conceptually easy path to high-order
methods by increasing the degree of basis polynomials. In this work, a discontinuous
Galerkin (DG) method is employed. As the DG method imposes element coupling and
boundary conditions only through face fluxes, it easily permits elements of arbitrary
shapes, which are needed for using non-geometry-conforming meshes. Further, the DG
method allows solution discontinuity across elements, and thus has an element-wise
compact support of basis functions.
The first DG method was introduced by Reed and Hill for scalar hyperbolic equa-
tions [103], and its error analysis was later provided by Johnson and Pitkdranta [65]
and Richter [104]. The method was extended for nonlinear hyperbolic problems by
incorporating Godunov's flux [28]. Cockburn and Shu and their co-authors com-
bined the DG spatial discretization with a Runge-Kutta explicit time integration for
non-linear systems of hyperbolic equations, and presented their method in a series of
papers [30, 32, 33, 35]. Separately, Allmaras and Giles presented a second-order DG
method for Euler equations [4, 5]. A review of the early development of DG methods
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is provided by Cockburn et al. [31].
Independent of the development for hyperbolic problems, DG was also developed
for elliptic problems, beginning with the interior penalty methods [6, 9, 122]. More
recently, Bassi and Rebay developed a DG discretization of diffusive operator, known
as BR1 [16]. They later improved BRI and presented the so-called BR2 method [17],
which achieves stability for purely elliptic problems and recovers an element-wise com-
pact stencil. Cockburn and Shu generalized the BR1 method and introduced the local
discontinuous Galerkin (LDG) method [34]. It was then modified by Peraire and Pers-
son to recover an element-wise compact stencil, yielding the compact discontinuous
Galerkin (CDG) method [96]. A unified analysis of DG methods for elliptic problems
is provided by Arnold et al. [7].
1.3.3 Output-Based Error Estimation and Adaptation
Engineering applications often require an accurate prediction of certain output quan-
tities. Output-based adaptation provides an autonomous means to reduce the error
in an output to a specified level. The adaptive framework is illustrated in Figure 1-2,
where as inputs, a governing PDE, an output of interest, an error tolerance, and a
maximum allowable run-time are specified. From these inputs, the PDE is discretized
on an initial (typically coarse) grid, and the error in the output solution is estimated.
If the error and time tolerances are not met, the output error is then localized to
elements, and an adapted mesh is generated according to the localized error, e.g. by
refining the elements causing large errors. The whole process then repeats until either
the error tolerance is met or time is exhausted. The two key components in the adap-
tive framework are the output error estimation and the mechanics for improving the
mesh quality to reduce the output error.
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" PDE
* PDE Solution
* Output Solve PDE Estimate P rror met
" Max error and output output error Time over 0 Output
* Error Estimate
" Max time Adapt
grid based
on error
Figure 1-2: Illustration of the autonomous output-based adaptive framework
Error Estimation
In the adaptive framework, error estimation serves two critical functions: (1) estimat-
ing the global error to assess the quality of the discretized solution, and (2) localizing
the error to elements and identifying the elements with large errors. A posteriori error
estimation techniques have been developed over the past decades for these purposes.
For instance, error estimates based on energy [3] and interpolation error [41] have been
used for adaptation. However, these methods generally fail for hyperbolic problems,
where upstream errors can propagate downstream [116].
More recently, output-based error estimation techniques have been developed.
These techniques estimate and localize the output error by explicitly incorporating
the dual problem associated with the output. The solution to the dual problem,
the adjoint, links local residuals to the output error, and hence identifies the regions
that are important for the accurate prediction of the output. In this work, the dual-
weighted residual (DWR) method proposed by Becker and Rannacher [18, 19] is used.
The method has been applied to a wide range of engineering applications; see for ex-
ample [10, 53].
Anisotropic Output-Based Adaptation
Given an error indicator, the goal of adaptation is to decrease the error by modi-
fying the discretization mesh. The DWR method provides a localized output error
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for each element, which is sufficient for an isotropic output-based adaptation. For
example, a fixed-fraction strategy can be employed, where a fixed percentage of el-
ements that have the largest error are refined and those with the smallest error are
coarsened. However, the localized error alone does not provide enough information
for an anisotropic adaptation. Anisotropic information is often formulated as metric
tensor field, which contains the information of size and orientation of each element;
see for example [57, 121]. This field is taken as input by many anisotropic mesh
generators, for example, in BAMG [21, 59] and EPIC [85]. Therefore, an anisotropy
detection strategy that provides local metric tensors is also required in the adaptation
framework.
Motivated by the fact that interpolation errors are closely related to solution Hes-
sian for linear interpolations, Peraire et al. [95] introduced an anisotropy detection
method based on estimating the Hessian of a scalar solution field. Venditti and Dar-
mofal [121] combined this technique (using the Hessian of the Mach number) with
the DWR method, and proposed an anisotropic output-based adaptation algorithm
for the compressible Navier-Stokes equations. Fidkowski and Darmofal [50] later gen-
eralized the idea to high-order discretizations based on high-order derivatives of the
Mach number. A variant of the strategy based on the jump in Mach number across
elements was proposed for quadrilateral elements with a DG discretization by Leicht
and Hartmann [72]. While these methods have been successful for anisotropic adap-
tation, the choice of Mach number is arbitrary, and more importantly, the anisotropy
of the adjoint is not taken into account.
Recently, Yano and Darmofal proposed the Mesh Optimization via Error Sampling
and Synthesis (MOESS) algorithm for anisotropic output-based adaptation [124, 127].
The algorithm casts the adaptation problem as a continuous constrained optimization
problem with the design variable being the metric tensor field M and the objective
function being the output error S. The sensitivity, E'[M] (OM), is approximated
through local error re-computation on different configurations due to edge splits for
each element. This strategy resolves the aforementioned shortcomings of the Hessian-
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based methods, as it incorporates both primal and dual solution behaviors by directly
monitoring the output error, and treats low regularity features more robustly by re-
moving any a priori assumption on error convergence behavior. While this method
has been shown superior to the Hessian-based methods, it is not readily suitable for
elements of arbitrary shapes. This is because for those elements, the duality between
the metric and the mesh as well as the error sampling through local solves is not well
defined. In this thesis, we will extend this method to handle cut-cell meshes for both
embedded boundary and interface problems.
For multi-physics problems, which involve multiple sub-domains governed by dif-
ferent PDEs, an adaptive scheme needs to consider the entire coupled system and
employ appropriate mesh resolution on each sub-domain. For these problems, sev-
eral researchers have recently combined the DWR output error estimation with local
adaptive mesh refinement schemes [71, 105], and have demonstrated the framework
on (Cartesian) interface-conforming meshes for simple geometries. In this thesis, we
will demonstrate our anisotropic output-based adaptation scheme on simplex non-
interface-conforming meshes through a conjugate heat transfer problem.
1.4 Thesis Overview
This thesis presents work toward the development of a robust PDE solution framework
that provides a reliable output prediction in a fully-automated manner. In particular,
the framework consists of a simplex cut-cell technique, a high-order DG discretiza-
tion, and an output-based adaptation. The primary contributions of the thesis are as
follows.
" Development of a robust intersection algorithm for cut cells in three dimensions,
with an efficient use of adaptive precision arithmetic.
* Development of a high-quality and efficient quadrature rule for arbitrary shapes
in two and three dimensions, and demonstration of the robustness improvement
in nonlinear solvers using the proposed quadrature rule.
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" Demonstration of the robustness and automation of the framework for a range of
three-dimensional aerodynamics problems, including inviscid and laminar flows.
" Extension of the MOESS adaptation algorithm to cut-cell meshes for embedded
boundary and interface problems.
" Development of a high-order discontinuous Galerkin method with a dual-consistent
output evaluation for elliptic interface problems, and demonstration of high-
order accuracy on non-interface-conforming meshes constructed by the cut-cell
technique.
" Extension of the elliptic interface strategy (as a monolithic approach) to multi-
physics problems, and demonstration through a conjugate heat transfer problem,
where output-based adaptation adjusts mesh element size and shape on each
material in a fully-automated manner.
The thesis is organized as follows. Chapter 2 presents the efficient use of adaptive
precision arithmetic for robust cut-cell intersections. Chapter 3 proposes a high-quality
quadrature rule for cut cells. Chapter 4 first provides the background of the DG dis-
cretization and the DWR output error estimation, and then extends the MOESS
algorithm to handle cut-cell meshes. In Chapter 5, we first show the impact of an
improved quadrature quality on the convergence behavior of the nonlinear solver, and
then demonstrate the robustness and automation of our framework through a range of
three-dimensional aerodynamics problems. Chapter 6 derives the DG method for el-
liptic interface problems, and extends the method to non-interface-conforming meshes
using the cut-cell technique. Chapter 7 presents the DG method for multi-physics
problems, and demonstrates the developed solution framework through a conjugate
heat transfer problem.
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Chapter 2
Robust Intersection for Cut-Cell
Mesh Generation
While the cut-cell method simplifies the problem of meshing an arbitrary geometry to
meshing a box, a robust intersection algorithm is a fundamental requirement for the
method to be fully automated. For any input of a geometry definition and a back-
ground mesh that does not conform to the geometry, the algorithm has to always yield
a topologically consistent cut mesh that defines a valid tessellation of the computa-
tional domain. In Section 2.1, we briefly review the robustness issues in computational
geometry in general, and introduce adaptive precision arithmetic to overcome these
issues. Section 2.2 gives a brief overview of the intersection algorithm. In Section 2.3,
we show that an implementation with epsilon-tweaking is not sufficient for a robust
cut-cell construction, and demonstrate that using the adaptive precision arithmetic
does ensure intersection correctness but is unacceptably slow. Section 2.4 describes
the many techniques developed to make this arithmetic computationally affordable for
cut-cell intersections. Results are shown in Section 2.5 to demonstrate the robustness
and efficiency of the developed intersection algorithm. A detailed description of the
entire algorithm including pseudocodes is provided in Appendix B, with an emphasis
on how the adaptive precision arithmetic is used in every step of the intersection. Note
in this chapter, we assume the geometry definition represents an embedded domain
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boundary. If the geometry represents an embedded interface instead, the developed
intersection algorithm is still applicable, but the cut mesh needs to be constructed on
both sides of the geometry.
2.1 Background
In computational geometry, most algorithms are designed and proven to be correct
in the context of assuming all arithmetic on real numbers is exact. When the exact
arithmetic is replaced by finite-precision arithmetic in implementation, for example
the IEEE standard 754 floating-point arithmetic, many geometric algorithms can lead
to unpredictable failures, including inconsistent or self-contradictory geometry struc-
tures. A geometric algorithm or implementation with such failures for certain inputs
is often called non-robust. In the context of cut-cell construction, a non-robust in-
tersection algorithm does not always return a consistent cut mesh, and thus would
eliminate the potential of full automation promised by the proposed PDE solution
strategy.
The difficulties in making geometric algorithms robust come from the fact that in
addition to numerical outputs, geometric algorithms also need to return combinatorial
structures that are consistent with the numerical outputs. Citing a notation used by
Yap [129], geometric computing can be decomposed into two parts:
Geometric Computing = Combinatorial + Numerical Computing.
The combinatorial part derives geometric relationship among geometric entities, for
example, it answers the question whether a point lies inside a given triangle. The
numerical part finds the numerical values of geometric entities, such as coordinates
of intersection points. One key step in the combinatorial part is to evaluate geomet-
ric predicates, which are conditional tests that branch the algorithm into different
topologies (or geometry structures), and only one of these topologies corresponds to
the theoretical result. The conditional tests almost always involve numerical calcula-
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tions, and if all the calculations for every predicate are evaluated using exact arith-
metic, the algorithm will always be in a state equivalent to its theoretical counterpart.
The robustness of a geometric algorithm thus lies in every predicate being answered
correctly.
In an implementation, the predicate often involves comparing two numerical val-
ues. Without loss of generality, we can assume one of the values is zero, i.e. the
predicate needs to query the sign of certain expression based on some numerical input
f ((input)), and hence the key ingredient in robust geometric algorithms is a correct
sign computation. While we query the sign of f, we have only its approximation f
due to finite precision, where If - f I < 6 and 6 is defined by the precision involved.
Evaluating the predicate can therefore only be based on the approximation f. Unlike
numerical computation where the round-off errors in approximating f can be tracked
and quantified, the effect of round-off errors is often unpredictable for geometric com-
putation due to the combinatorial nature of predicates. A widely used method to
decide f > 0 given I, often named epsilon-tweaking, is based on an introduced cmagic:
f > 0 -> f > Emagic,
where Emagic is usually chosen by trial and error, i.e. it is adjusted until no catastrophic
output happens for the tested inputs. However, choosing an Emagic that works for any
input is tedious and non-trivial, if possible at all. As one incorrect sign computation
may result in a wrong topology, using epsilon-tweaking for many geometry problems
can lead to severe robustness issues. This will be demonstrated in Section 2.3 for the
cut-cell intersection problem.
For a couple of decades, significant research effort has been devoted to tackle the
robustness and reliability issues in computational geometry. Schirra [110] and Hoff-
mann [61] provide excellent overviews about the development in this field. One way
is to design geometric algorithms that can deal with imprecise inputs and calcula-
tions. A simple example is to represent every straight line by a tubular region with
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thickness defined based on round-off errors. The result of this approach is not always
exact, i.e. same as the theoretical result, but consistency between the combinatorial
structures and numerical outputs is ensured. While this approach has shown success
for a small number of problems, for example intersection of polygons as demonstrated
by Milenkovic [86], there is no general theory on how to design geometric algorithms
with imprecision. Guibas provides a summary of current difficulties in pursuing this
route [55].
Another route toward robust geometric algorithms is through exact geometric com-
putation (EGC), where geometric predicates are always correctly evaluated. An obvi-
ous EGC approach is to compute every number involved in the predicates using exact
arithmetic. Note, however, that this does not require exact representations for all
numerical outputs in the algorithm. As numerical inputs are almost always rationals
given as floating-point numbers (or integers), an exact rational arithmetic can elim-
inate the robustness issue when operations involve only +, -, x, and +. However,
such an arithmetic is 10,000 times slower than floating-point arithmetic for a Delaunay
triangulation as reported in [68].
While computing every expression f for predicates using exact arithmetic is slow,
it is recognized that using its approximation f instead of f is sufficient for sign compu-
tation for most of cases. Failure occurs only in certain degenerate or nearly-degenerate
cases. Inspired by this fact, adaptive precision arithmetic has been developed, where
precision is refined to be just sufficient for the theoretical correctness of the geo-
metric algorithm. Shewchuk developed such an arithmetic using a multi-component
format for storing floating-point numbers [112], but his arithmetic supports only +,
-, and x, and our cut-cell intersection problem requires polynomial root-finding as
shown in Section 2.3. Yap and Dub6 [44] and Burnikel et al. [26] encoded adaptive pre-
cision arithmetic in the libraries CORE and LEDA, respectively. Both execute exact
sign computation with the help of separation bounds for algebraic numbers (roots of
polynomials with rational coefficients), and hence support root-finding for such poly-
nomials. Appendix A. 1 briefly introduces the representation of algebraic numbers and
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their sign computation. In this work, the data type LEDA real is used for intersec-
tion. Although the correctness of sign computation is guaranteed using real, simply
replacing standard double precision type by real is not computationally affordable as
demonstrated in Section 2.3.
2.2 Intersection Overview
For three-dimensional applications in this work, curved surfaces are approximated by
patches of quadratic triangles, which are proposed for cut-cell applications in Fid-
kowski's work [49]. Each quadratic patch is defined based on a parametric mapping
from a unit reference triangle, via
6
x = #i(Xxi, (2.1)
where X E R2 is the coordinate in reference space, xi E R3 are the coordinates of
the six patch nodes (corner nodes plus edge midpoints) in physical space, and qi are
the quadratic Lagrange polynomials defined on the reference triangle. Quadratic-patch
representation guarantees a watertight geometry, and enables an analytical solution for
the intersection problem. Geometry slope discontinuities are present between patches,
but they can be controlled by refinement of the patches.
Starting with a quadratic-patch representation of the geometry and a simplex
background mesh, the intersection algorithm constructs the topology of the cut mesh.
An illustration is shown in Figure 2-1(a), where a background element intersects a
quadratic-patch surface. Figure 2-1(b) shows the wire-frame of the two resulting cut
elements, one of which is outside the computational domain and so not constructed
by the intersection algorithm. The skeleton of the algorithm is similar to Fidkowski's
implementation [49], which consists of four steps:
1. computation of intersection points, named zerod objects;
2. construction of intersection edges (oned objects) by ordering and connecting the
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zerod objects;
3. construction of intersection faces (twod objects) by connecting the oned objects
into loops;
4. construction of cut elements (threed objects) by making the twod objects into
closed volumes.
Details of each step are provided in Appendix B, with an emphasis on our changes
to Fidkowski's implementation. Most of the changes are for numerical conditioning
concerns and for efficiency improvement when using adaptive precision arithmetic,
which will be introduced and discussed in the rest of this chapter.
zerode
B
oned 
A
..... --. 
- -... erod4
zerod 3
... , zerod 5 zerod 2 oned,
... Oned4
Pze rod.....
C
A
(a) (b)
Figure 2-1: Example intersection between a background tetrahedron and a quadratic-
patch surface
2.3 Epsilon- Tweaking and Adaptive Precision Arith-
metic
Because each step in the intersection algorithm is built upon the previous steps, a
correct construction of the zerod objects lays the foundation for the whole algorithm.
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One major component in the zerod object construction is to find the intersection
points between tetrahedron edges and patches, for example, the intersection point P
between the edge AB and the patches in Figure 2-1(a). Let the edge be represented
by x = XA + t(XB - XA), and one quadratic patch is defined as in (2.1). Then the
problem is: find X, Y, and t such that
6
#i(X, Y)xi = XA - t(XB - XA) (2.2)
tE[0,1], XY>0, X+Y<1, (2.3)
which is a system of three quadratic equations in three variables and has an analytical
solution. The question whether (2.2) has a solution in the range of (2.3) represents a
geometric predicate that branches the algorithm into two different topologies. Only
one of them is valid, and hence answering this predicate correctly is critical. A simple
implementation is to solve (2.2) using an analytical formula (root-finding for cubic
equations involved) and verify the constraints (2.3) for the found roots with epsilon-
tweaking. Such an implementation is similar to that in the work of Fidkowski [49].
However, this method suffers from severe robustness issues. As an illustration, the
intersection algorithm is applied to a patch representation of ONERA M6 wing with
6500 quadratic patches as in Figure 2-2(a). The intersection is carried out for 15
similar background meshes, each of which has about 7000 tetrahedra and results in
about 1200 cut elements. Figure 2-2(b) shows one of the meshes. With the epsilon-
tweaking method, eight of the meshes cannot return a topologically valid cut mesh due
to incorrect evaluation of predicates, for example, the verification of the range (2.3).
The same algorithm is then implemented using LEDA real. One difficulty in using
real is the need to deal with transcendental functions, which are not supported for
algebraic numbers. The intersection curve between a plane and a quadratic patch is
a conic in the reference space of the patch, as proven in [49]. As an illustration, the
shaded twod object in Figure 2-3(a) is shown in the reference space of the parent patch
in Figure 2-3(b). Both onedi and oned2 result from an intersection between a plane
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(a) (b)
Figure 2-2: Quadratic-patch representation of ONERA M6 wing and an example
background mesh
and a patch, and are conic sections in Figure 2-3(b). For each conic section, all the
zerod objects on it need to be ordered, and this needs a parameterization of the conic,
which often requires transcendental functions as in Fidkowski's implementation [49].
One fix is to use a rational Bezier representation for conics [101], but a much simpler
and more efficient method relies on the convex properties of conics. Johnston proved
that the order of points on a convex segment is the same as the order on the convex
hull formed by these points [66]. This effectively turns the ordering problem into
ordering on a convex polygon, which needs only orientation tests and enables the use
of LEDA real. Details are provided in the description of oned object construction in
Appendix B.2.
With transcendental functions removed, all the double numbers are changed to
LEDA real, and the entire intersection code is made "epsilon-free" by removing all
the Eagi,'s. The same tests on ONERA M6 wing are carried out, and each of the 15
background meshes returns a valid cut mesh. However, constructing each one of these
cut meshes takes even longer than the solution time of an inviscid transonic flow on
the wing using the ProjectX DG solver [13, 43, 51].
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2.4 Efficiency Improvement
In the library of LEDA (or CORE), every algebraic number has its entire construction
history stored as a directed acyclic graph (DAG), whose internal nodes represent
arithmetic operations (e.g. +) and whose leaf nodes are the input numbers. Each
internal node is also stored with its round-off error, and a positive number known
as separation bound, which is used to ensure correct sign computation. More details
(including an example of DAG) are provided in Appendix A. 1, and separation bounds
derived for LEDA real are described in [25]. When the precision of the number needs to
be refined for sign computation, the whole DAG needs to be updated. Also, when the
number in the query is exactly zero, the precision required is much higher, especially
if root-finding and division are in the DAG as these operations have much looser
separation bounds. Therefore, for efficiency concerns, double precision arithmetic
should be used whenever possible, and if adaptive precision arithmetic has to be used,
it is important to:
(1) keep the construction history of every number simple;
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(2) avoid polynomial root-finding (if possible);
(3) keep the degree of every algebraic number low;
(4) avoid asking for the sign of a number that is exactly zero (if possible).
Various techniques are developed to make the adaptive precision arithmetic affordable
for our cut-cell intersection problem. The key concepts are described in the rest of
this section, and more discussion is given in Appendix A.2.
Intersection Detection
The most computationally expensive step in the intersection algorithm is in solv-
ing (2.2), which governs the intersection between each pair of a background tetra-
hedron edge and a patch. As most of these pairs do not intersect, it is appealing to
quickly identify such a case without attempting to solve (2.2). Two tests are developed
for this purpose.
The first is a bounding-box test, where an axis-aligned bounding box (AABB) is
computed for each quadratic patch. Note the AABB is defined based on the extrema
of the patch in each coordinate direction. Possible overlap between the AABB and
a background tetrahedron edge (or face) is examined before attempting to solve the
intersection problem. The method of separating axis, see for example [45], is ap-
plied for this examination. This method is a simple and efficient way for determining
whether two convex sets intersect by projecting the two sets onto one or more lines.
Further, because AABB's are not tight even when computed exactly, round-off errors
are tolerable in this case. Thus, the bounding-box test is implemented using double
precision.
The second test is based on polynomial root-bounding. Because the system (2.2)
is linear in t, we can eliminate t easily and obtain a bivariate quadratic system in X
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and Y. Let each equation in the system (2.2) be denoted by
6
Fd -- 5(X, Y)X - (xd + aAt) 0, (2.4)
where ad X x - xd, and d G {1, 2, 3} represents the dimension index of coordinates.
Let j denote the dimension for the largest ad, i.e. d arg max ad, then a biquadratic
d
system that has the same roots in X and Y as (2.4) can be obtained:
S1 (X, Y) adFmod(j+1, 3) - amod(j+1, 3 )Fd = 0
S2 (X, Y) adFmod(j+2 ,3) - amod(d+ 2,3 )Fd = 0
Note a mathematically equivalent formulation to Eq. (2.5) is
Fmod(d+1,3) _ amod(J+1,3) F = 0aJ
Fmod(d+2,3) - amod(d+2,3) F = 0
With adaptive precision arithmetic, this formulation can be prohibitively expensive
for certain degenerate cases due to the division operator, for which the separation
bound is less tight than for the other basic arithmetic operators [25].
As solving the system (2.5) requires root-finding for a polynomial that is at least
cubic, detecting possible roots without solving leads to a significant reduction in com-
putational cost. This is done by first computing the two Sylvester resultants of the
bivariate system, each of which is a univariate quartic polynomial and has the same
roots as the original system. This quartic polynomial is first classified based on its
number of real roots, and then Sturm's Theorem is applied to the resultants to detect
the existence of roots in [0, 1]. This whole process does not involve any root-finding
of polynomials. Further, the Sturm's sequence for a quartic polynomial can be ex-
pressed in terms of its discriminant and invariants, which are already computed for
its classification; see Appendix A.3. Description of Sturm's Theorem and definitions
of polynomial resultants can be found in algebra textbooks, for example, [130].
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Conic-Conic Intersection
The obtained bivariate quadratic system (2.5) represents a conic-conic intersection
problem between the two conics S1 (X, Y) = 0 and S2 (X, Y) = 0. One way to solve
this intersection problem is to identify an S3 = aS + bS 2 that eliminates X 2 (or Y 2 )
term. Then S3 is linear in X, and can be solved for X in terms of Y. This equation for
X is substituted into either Si or S2, yielding a quartic equation in Y. Another way
is to consider the conic pencil S3 = Si + pS2 and identify the parameter p that makes
S3 a degenerate conic. This involves solving a cubic instead of a quartic equation in A,
of which we need only one real root. 53 is then decomposed into one or two lines, and
the lines are then intersected with either Si or S2. Details can be found, for example,
in Art. 187 in [113]. Both methods were used in Fidkowski's implementation [49], and
do not differ in speed when implemented in double precision. However, in adaptive
precision, the second method is preferred as lower-degree polynomials are involved.
Note we attempt to intersect S3 with S1 or S2 only if S3 intersects with the reference
triangle; this is easily verified because S3 represents straight line(s). Further, the
choice of Si or S2 to intersect with S3 depends on the magnitude of A. For example,
when p is very small, S 3 will be nearly identical to Si, and intersecting them may
require a large amount of precision refinement.
Root-Finding for Cubic Equations
The most expensive step in solving the conic-conic intersection problem lies in solving
the cubic equation of p. While there are analytical formula for roots of cubic equations
(see for example [60]), the formula for the case with three distinct roots involves
complex numbers or trigonometric functions, which are not available for algebraic
numbers. In LEDA, the root for a cubic equation is represented using the diamond
operator for algebraic numbers [111], which applies Newton's method for root finding
whenever precision refinement is needed for sign computation. It is thus critical not
to query a duplicate or nearly-duplicate root for performance concerns. We can derive
expressions that relate the distance between two roots to the equation coefficients,
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and thus identify and avoid a duplicate or nearly-duplicate root before solving the
equation. Furthermore, these expressions involve only the discriminant and invariants
of the equation, which are already computed for classifying the cubic equation. Details
are provided in Appendix A.4.
Validity of oned Objects
When oned objects along background tetrahedron edges are constructed (see oned3
and oned4 in Figure 2-1(b)), we need to determine their validity, where being valid
means inside the computational domain or on its boundary. This information can be
achieved by evaluating the inward patch normal at the intersecting zerod object (zerod4
in Figure 2-1(b)). This evaluation is a very expensive step because the coordinates
of the zerod objects are the roots of (2.2) and hence have a complex construction
DAG. Instead of performing this evaluation for every oned object, we evaluate the
validity of only one using this method, and the validity of very other background-edge
oned object can be deduced based on topology by traversing through each background
edge. Whenever an intersection point with an odd multiplicity is encountered when
traversing, the validity of the next oned object is switched from that of the current
one. For instance, traversing from oned3 to oned4 in Figure 2-1(b) encounters an
intersection point zerod4, and so these two oned objects must be on different sides of
the quadratic-patch geometry.
We also determine the validity of oned objects on patch edges and faces based
on the same principle when using the adaptive precision arithmetic. We rely on
topology information whenever possible instead of computing based on the coordinates
of intersection points, which can involve a large construction DAG. Construction of
each type of oned object is described in detail in Appendix B.2.
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2.5 Results for Robustness and Efficiency
With all the techniques implemented for efficiency improvement, the testing results
for the 15 similar background meshes intersecting with the ONERA M6 geometry is
summarized in Table 2.1. The timing results represent the average time of intersecting
the 15 meshes (or the meshes that return a valid cut mesh in the case of using double
precision). The solution time is for an inviscid transonic flow on the same mesh using
the ProjectX DG solver [13, 43, 51]. The DG discretization has a polynomial degree of
p = 1, and the nonlinear solver starts from a converged flow solution on a similar mesh.
The flow has a freestream Mach number of 0.8395, an angle of attack of 3.06', and a
sideslip angle of 00. With the efficiency improvement, the intersection time represents
only a small fraction of the solution time on these coarse meshes. Furthermore, the
intersection code is parallelized by partitioning the background mesh, and almost a
linear speedup is observed. Note that the EGC guarantees the consistency between
cut topologies across partitions, and hence ensures a correct parallelized intersection
algorithm. Details of the parallelization implementation are provided in Appendix B.4.
Table 2.1: Correctness and performance for cut-cell intersection
Approximate fractionType Correctness o ouintm
of solution time
double precision 47% 0.1%
Adaptive precision 100% 400%
Adaptive precision with 100% 5%
efficiency improvement
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Chapter 3
High-Quality Quadrature Rule for
Cut Cells
3.1 Introduction
As a cut-cell mesh can have arbitrarily shaped elements, a quadrature rule for each
of these elements and their faces is required in a finite element discretization. One
possible approach is to subdivide each cut element into possibly-curved simplices on
which standard quadrature rules can be applied. However, this approach cycles back
to the original problem of meshing an arbitrary (curved) domain. A more general
quadrature rule is thus needed: find a quadrature rule, {xq, Wq}, such that for an
integrand f(x), we have
flq
ff (x)dx ~: Wqf (xq), (3.1)
q=1
where Q is an arbitrary closed domain in two or three dimensions, and the choice
of {Xq, Wq} is independent of the function f(x). Because the whole solution strategy
is promised to be fully-automated, the generation of the quadrature rules needs to
be achieved in an automated manner. In addition, a high quadrature quality is also
required, since lack of integration quality has an adverse impact on the quality of
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residual (and Jacobian matrix) evaluation for a finite element discretization. Such
impact can result in poor nonlinear solver convergence, especially when higher-order
polynomial approximation is employed. This will be demonstrated in Section 5.1 for
a discontinuous Galerkin discretization applied to aerodynamics problems.
Quadrature rules are typically deigned such that (3.1) is exact for every function
in the polynomial space Pd, which spans all polynomials of a (total) degree p in d
variables. The degree p is often referred to as the algebraic degree of the quadrature
rule:
Definition 3.1. A quadrature rule, {xq, Wq}, has an algebraic degree p if it is exact
for all polynomials of degree at most p but not exact for at least one polynomial of
degree p + 1.
Let {i} denote the basis functions of the space pI, where nb -dim pd. Then a
necessary and sufficient condition for a degree-p quadrature rule is (3.1) being exact
for each O':
(x)dx =E q (xq), i = 1, ... nb. (3.2)
q=1
Assuming we have means to compute f2 0j(x)dx, then (3.2) represents a polynomial
system of nb equations for (d + 1)nq variables: {Xq}i 1 and {Wq}I,1. Note when
nq > nb, this system is guaranteed to have solutions with each xq inside Q and each
Wq non-negative [37]. Cools [37, 38] provides excellent reviews on the construction
of quadrature rules based on (3.2), and classifies the existing methods into two main
approaches:
1. solve the system (3.2) directly, using for example Newton's method;
2. search for quadrature points at which a set of orthogonal polynomials vanish.
The first approach involves root-finding for polynomial systems, and often lacks ro-
bustness in converging an iterative solver. This approach is thus usually applied when
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certain symmetry structure exists for the integration domain and can reduce the size
of the system (3.2); see for example [132] where quadrature rules are derived using
this approach on triangles and tetrahedra. Mousavi et al. [89] pursued this route for
arbitrary polygons without symmetry structures, but the method requires an initial
set of degree-p quadrature points, and the convergence of the Newton's method is
very sensitive on the choice of the initial points. For the second approach, it is well
known in one dimension that the n roots of a degree-n polynomial that is orthogonal
to all lower-degree polynomials lead to a quadrature rule of degree 2n - 1. However,
extension of this idea to higher dimensions encounters significant difficulty, even for
standard regions such as triangles. One main challenge is to construct a proper set of
(multivariate) orthogonal polynomials that has a sufficient number of common roots.
A review on the current state of the art and challenges for this approach can be found
in [36]. Therefore, neither approach is robust and/or computationally affordable for
cut-cell applications, where a quadrature rule needs to be derived for each cut element
in a fully-automated manner.
Another route to high-quality quadrature is through approximating the integra-
tion region by "canonical" shapes, for which high-quality quadrature rule is available.
For example, Modisette recognized certain cut elements in two dimensions through
parametric polynomial mapping over triangles and quadrilaterals [87]; Sommariva
and Vianello approximated an arbitrarily shaped two-dimensional domain using poly-
nomial splines [114]. However, in addition to the fact that these methods modify
the definition of the embedded geometry, their extension to three dimensions is non-
trivial. More specifically, when two faces that share a common edge are approximated
(by polynomial mappings), it is not easy to ensure the two approximated faces still
define a common edge. This can undermine the premise of quadratic-patch represen-
tation being watertight. The focus of this chapter is thus on deriving quadrature rules
for arbitrarily shaped elements without appealing to the "canonical" shapes. Another
method of approximating an integration domain is proposed by Natarajan et al., where
an arbitrary polygon is mapped into a unit circle through conformal mapping [91];
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however, this method does not have an obvious extension to three dimensions either.
The objective of this chapter is to develop an algorithm that generates a high-
quality quadrature rule in an automated manner for each arbitrarily shaped element
in two and three dimensions. We first explore proper metrics for evaluating quadra-
ture quality, and propose two criteria in Section 3.2 for the cut-cell quadrature rule to
satisfy: algebraic degree and a defined quadrature quality measure. The quadrature
weights are computed to fulfill the criterion on algebraic degree, and the quadrature
points are selected to improve the quadrature quality as presented in Sections 3.3. Sec-
tion 3.4 describes how the integration of basis polynomials is evaluated, and numerical
examples are presented in Section 3.5. In Section 3.6, we summarize the entire algo-
rithm for generating the cut-cell quadrature rule. The proposed algorithm does not
rely upon any symmetry information or geometry approximation, and does not involve
high-order polynomial root-finding. Note, without loss of generality, we always assume
the integration domain has a unit volume in this chapter for presentation brevity.
3.2 Criteria for Cut-Cell Quadrature Rule
Before attempting to construct a quadrature rule for cut cells, we need to first define
metrics for assessing the quality of quadrature rules. In this section, we define two
such metrics, and propose two corresponding criteria for the cut-cell quadrature rule
to satisfy.
3.2.1 Algebraic Degree
A standard measure for quadrature quality is the algebraic degree p defined in Defi-
nition 3.1. The first criterion is thus:
Criterion 3.2. The cut-cell quadrature rule has a user-specified algebraic degree p,
and so satisfies Eq. (3.2), or written in matrix form:
Vw = b, (3.3)
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where w E R fq is the vector of quadrature weights, V C R lbX" is the Vandermonde
matrix on quadrature points with Viq = /)(Xq), and b E Rfb has bi = f2 Oi(x)dx.
In this work, we achieve this criterion through manipulating only {wq}, while {Xq}
will be chosen based on the second criterion we propose. More specifically, given a
set of nq points, where nq > nb, we define {wq} through a projection of the integrand
f(x) onto the polynomial space pd: find F c Rnb such that
nq nb2
F = arg min cq Fi<i(Xq) - f (xq)) (3.4)
q=1 i=
where cq is the (approximate) volume of the Voronoi cell around Xq. This weighted
least-squares problem has a solution of
F = (VCVT) 1 VCf, (3.5)
where C E RlqXflq is a diagonal matrix with entries being cq, and f EC R fq has
fq = f(xq). The integral of the function f(x) is then approximated by the integral
of the projected polynomial:
f (x)dx ~ Fi~i(x)dx = FTb = fTCVT (VCVT) 1 b,
and we can define the quadrature weights as
w = CVT (VCVT) 1 b, (3.6)
which is independent of the integrand f (x). If the integrand f (x) belongs to the
polynomial space Pd, the projected polynomial will be equal to the integrand due
to (3.4), i.e. f(x) = En, Fiti(x), making (3.3) satisfied. Note this approach is
generalized from the derivation of quadrature weights in Fidkowski's work [49], where
cq was unity for every quadrature point.
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One of the reasons that the algebraic degree has been a standard measure for
quadrature quality is that a smooth function f(x) has exponentially decaying spec-
tral expansion coefficients. By capturing the integral of its first p spectral terms, the
quadrature rule is expected to capture the integral of the function itself. Hence increas-
ing the quadrature degree p should lead to an exponential convergence of quadrature
error. However, one important aspect is overlooked in this reasoning. Although the
quadrature rule integrates exactly the first p terms, the rule may magnify the higher-
degree terms not captured, and may produce large errors that pollute the result. A
similar argument is also demonstrated in the work of Trefethen [119], which shows that
Clenshaw-Curtis quadrature is as competitive as Gauss quadrature even though it has
a lower degree for the same number of points. Thus, merely increasing quadrature
degree is not sufficient for a high-quality integration.
3.2.2 Quality Measure
For a general quadrature rule {xq, Wq}q 1, we define the quantity:
Q WTC-1w, (3.7)
where w is the vector of quadrature weights, and C is defined as in (3.5). In this
section, we first characterize the quadrature rule defined by (3.6) and discuss the
properties of Q, and then demonstrate Q can be a measure of quadrature quality for
this rule.
Let Xq represent a set of quadrature points {xq}Iq , and let {Xnq} _1 represent
a sequence of such sets. For a sequence that satisfies Assumption 3.3 given below,
Theorem 3.4 characterizes the asymptotic behavior of the quadrature rule (3.6). The
proof is provided in Appendix C.1.
Assumption 3.3. Let f(x) be a Riemman integrable function. For the sequence
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{Xnq}n 1 of quadrature point sets Xn, = {Xq}q, we assume
lim cqf (xq) = f(x)dx,
where cq is the volume of the Voronoi cell around xq. We also assume a convergence
rate r > 0:
nq
cqf(xq) - f (x)dx O (n). (3.8)
q=1
Theorem 3.4. Let a set of quadrature points {xq} q 1 belong to a sequence {Xnq}
satisfying Assumption 3.3, and let the quadrature weights {wq} "n_1 be defined by (3.6).
Then we have the following:
1. the quadrature error converges to zero:
lim wqf (xq)= f (x)dx; (3.9)
q=1 f~~x
2. Q defined by (3.7) converges to one from above:
Q > 1, and lim Q = 1; (3.10)
nq-00
3. the quadrature weight for each point converges to the volume of its Voronoi cell:
lim wq = cq, Vq. (3.11)
nq +00
Wilson [123] and Huybrechs [63] also derived the quadrature weights {wq} in (3.6)
but from a different perspective, which will be presented later in Eq. (3.12). Both
authors discussed Item 3 of Theorem 3.4 in more detail. In particular, if {Cq} is
chosen such that the convergence rate r in (3.8) is higher, the quadrature rule defined
by {Wq} will also have the same higher rate for the convergence in (3.9). For uniformly
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spaced points, with cq being the volume of Voronoi cell, we have r = 2 (for a sufficiently
smooth integrand); and the convergence rate for Q in (3.10) is observed to be 2r. A
numerical example defining {cq} by Simpson's rule in one dimension is demonstrated
in [63]. Although the quadrature rules defined by {Wq} and {Cq} have the same
convergence rate with respect to nq, the weight {wq} gives an algebraic degree p
regardless the choice of {cq}, and is interpreted as a higher-degree correction to {cq}
in [63, 123].
For any degree-p quadrature rule, we can bound the quadrature error using Q as
stated in the following theorem. The proof follows the proof for Theorem 4.1 in [119],
and is provided in Appendix C.1.
Theorem 3.5. For any degree-p quadrature rule, {Xq, W} 1 1, where p ; 0, we have
flq
Zwqf (xq) f (x)dx < C(1 + vQ),
q=1
where Q is defined in (3.7), and C is a constant based on the integrand f(x).
For the quadrature rule defined by (3.6), it is conjectured from numerical evidence
that a tighter bound in terms of Q = vQ - 1 exists for the quadrature error. Fig-
ure 3-1 shows one example, where we generate 1000 fifth-degree quadrature rules on
the domain [0, 1]. Each rule has nq = 15 nb quadrature points randomly sampled from
a uniform distribution, and quadrature weights computed from (3.6). We then apply
each rule to integrate a smooth function sin(7rx), for which the spectral expansion
terms decay exponentially, and the quadrature error can reflect whether the rule mag-
nifies the higher-degree spectral terms. Figure 3-1 plots the quadrature error versus
Q, and a strong correlation between the error (or its upper bound) and Q is observed.
As we also observe the quadrature error and Q converge to zero at the same rate as
nq increases, we expect a similar correlation for a higher nq as well. Further, even
though each rule in Figure 3-1 has the same algebraic degree, the error upper bound
varies almost three orders of magnitude. Therefore, in addition to achieving a specified
algebraic degree, we propose the second criterion for the cut-cell quadrature rule:
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Criterion 3.6. The cut-cell quadrature rule needs to have a value of Q less than a
user-specified Qhreshold.
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Figure 3-1: Quadrature error vs. \/Q - 1
As Q is a reasonable measure of quadrature quality, designing a rule with mini-
mum Q may be desirable. Such a rule corresponds to the solution of an optimization
formulation: given {xq}I, 1 , where nq > nb, find
W* = arg min w T C 1 w, subject to Vw = b, (3.12)
w
where C is defined in (3.5), and V and b are defined in (3.3). This optimization
formulation is also proposed in [63, 123], and has a unique closed-form solution. How-
ever, the optimal solution w* is in fact identical to the quadrature weights defined
by (3.6). This suggests that a decrease in Q has to be achieved in the choice of {Xq},
which will be discussed in Section 3.3.
Another common measure for quadrature quality is the positivity of quadrature
weights. A positive quadrature rule is one with all positive weights, and its existence
for an arbitrary domain was first proven by Tchakloff [118] when nq = nb. Davis
later provided another proof by proposing a construction method of such a rule [39],
but the method serves more as a mathematical proof than a practical construction
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algorithm. Huybrechs [63] proposed an approach using non-negative least squares on
a large number of sample points. However, when the number of sample points is not
sufficient, the approach can lead to a (positive) rule that violates (3.2) and does not
even integrate a constant function exactly. Note that the quadrature weights defined
by (3.6) are in fact also positive for a sufficiently large nq due to Item 3 in Theorem 3.4.
3.3 Quadrature Point Selection
Given a set of quadrature points {xq}, let the quadrature weights be computed
from (3.6), then Q defined in (3.7) is equal to
Q({xq}) = bT(VCVT)-1b, (3.13)
which is independent of the chosen polynomial basis. For a given basis, b is indepen-
dent of {Xq}, and so Q in (3.13) decreases in general if {Xq} is selected such that the
matrix VCVT is better conditioned. While each column in V is for one quadrature
point and independent of other points, each entry cq in C corresponds to the volume
of the Voronoi cell around xq and relies on the choice of the entire set {Xq}. We
thus consider a simpler problem of choosing {Xq} to improve the conditioning of the
matrix VVT instead. A natural solution to this problem is the Fekete points, which
consist of a set of nb points that maximizes the absolute value of the determinant
of V. However, they are known analytically in only very few instances, for example
in a circle or a cube. Taylor et al. proposed a steepest ascent algorithm to find the
Fekete points in a triangle [117], but the method is not affordable if we need to find
a different quadrature rule for every cut element. In this work, we use the empirical
interpolation points developed by Barrault et al. [11], which are applied to polynomial
interpolation by Maday et al. [83] and named the magic points. In the rest of this
section, we first briefly review the construction of the magic points, and then prove
they are asymptotically equivalent to the Fekete points under certain conditions.
Let U denote a set of functions in L (Q), where the cardinality of U can be infinite.
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The objective of the magic point construction is to find a space XM C L'(Q) and a
set of interpolation points {xi} i1 , such that the interpolation error IIU - IM [U LO(Q)
is small for any u E U, where dim(XM) = M, and the interpolant -EM : U - XM is
defined by
1M U (xi) = U(Xi), i = 1, ... ,M.
This is achieved through a greedy procedure. We first define u1 as
ul = arg max lUHLo(Q),
and define the first interpolation point by
xi = arg max lui(x).
xE?!
Then suppose that {xi} 1 has been chosen, the next interpolation point is determined
according to:
UM+1 = arg max 11U - -M[U] Lo-(Q), (3.14)
UEU
xM+1 = arg max UM+1(X) - IM[UM+1(x)1. (3.15)
xE11
In implementation, the set U is replaced by a set of monomials with a total degree
up to a specified degree n, denoted by W,; and the domain n is discretized using a
large number of (uniformly spaced) sample points, denoted by S. The optimization
problems (3.14) and (3.15) are then approximated by
UM+1 = arg max U - IM[U IL(Q) (3.16)
nEW'
xM+1 = arg max UM+1 (X) - iM [UM+1 (X) , (3.17)
xES
which are solved using an exhaustive search. The interpolant -EM is constructed by
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solving for the coefficients { #j} i from
M
Im [u] = 1: j q (xi) = u (xi), I ,.. M, (3.18)
j=1
where the interpolation basis qj is defined during the greedy process of choosing ui
and xi:
U1
q, U, (X,)'
qm~l uM+1 - M UM+11 _1qM1 ~M +1 1 MM1]M;> 1.
UM+1(XM+1) -IM UM+11 (xM+1)'
Note the linear system (3.18) is lower triangular with unity diagonal (and hence in-
vertible) as proven in [83].
The point selection based on (3.15) is in fact equivalent to maximizing the absolute
value of the Vandermonde determinant, as stated in Lemma 3.7. We then present the
asymptotic behavior of the magic points in Theorem 3.9, assuming the set of sample
points S belongs to a weakly admissible mesh (WAM) defined in Definition 3.8; see [22]
for more properties of a WAM.
Lemma 3.7. The optimization problem (3.15) is equivalent to
XM+1 = arg max det(VfM1(X, ... , XM, X)) (3.19)
xEQ
where Vf .M+1(X1I, ...XM, x) E R(M+1)x(M+-1) is the Vandermonde matrix of the func-
tions {ui}l evaluated at the points {x }_ 1 U x.
Proof. From (3.18), there exists {ay , such that
M
IM[uM+1](xi) - Zajuj(xi) = uM+1(xi), i = 1, ... , M. (3.20)
j=1
This is because span{qi, ... , qm} coincide with span{u1 , ... , UM} as proven in [83]. We
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then have for any x C n:
1'
uM+1 (xi)
uM+1 (XM)
uM+1 (X)
0
uM+1 (XM j= eu XM
UM±1(X1 - 1 ai ui xi
0
'LM±1 (XM -= ~ajuj (xM)
uM+1(X) - Z e!1  X
uM+1(X) - IM UM+11 X
where the first factor is equal to det(V~ig. (x 1, ..., XM)) , which is independent of x.
Therefore, the objective functions in (3.15) and (3.19) are the same up to a constant
factor, and so lead to the same point xM+1.
Definition 3.8. Let S, denote a set of points in Q, then a weakly admissible mesh (WAM)
is a sequence of such sets, {S,} _1, such that
IPLOO( ) 5 C(Sn) IPI Lo(Sn), np P,
where both C(Sn) and JSnJ grow at most polynomially with n.
Theorem 3.9. Let Wn-- {w1, ... , wN} represent a set of monomials in the order of
increasing total degree up to n, i.e. deg(wi) < deg(wj) < n for i < j. Let Sn denote a
set of points that belongs to a WAM defined in Definition 3.8. If we let the function
choice in (3.16) be simply uM+1 ~ wM+1, then the points selected from Sn using (3.17)
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det(Vg}M+1 (x1, ... , XM, X))
=Idet
... UM(x1)
... UM(XM)
... UM(x)
... UM(X1)
... UM(xM)
... UM(x)
... UM(Xi)
... UM(XM)
ui(xi)
u1 (xM)
Ui(X)
ui(xi)
u1 (xM)
ui(x)
u1 (XM)
U, (XM)
= det
= det
will asymptotically lead to the Fekete points as n -- o.
Proof. Based on Lemma 3.7, the point selection from (3.17) is identical to that
from (3.19) with i being discretized by the same set of sample points S,. Further, the
optimization problem (3.19) is in fact the same as the definition for the discrete Leja
points presented in [23], which are proven to have the same asymptotic distribution as
the Fekete points when Wn and Sn satisfy the conditions stated in the theorem. El
3.4 Integration of Basis Polynomials
When we compute the quadrature weights from (3.6), we need to evaluate the vec-
tor b, which is the integration of the basis polynomials Oj's in Q. We follow the idea
in [49], that is, for each 4j, we define a vector function Gik, k = 1, ..., d, such that
ZkkeGik = 0j. Then we apply the divergence theorem:
I' r d] 'idx = j k G4dS (3.21)
where the surface integral is evaluated using the quadrature rule in the dimension
d -- 1. In this work, Gik is defined on the oriented bounding box of Q. For presentation
brevity, assume the bounding box is axis aligned: Xk E [Xmin xm], then Gik is defined
as
d min
G ~ ~~i =k -X - Xk)fGik = (Xk - XT" O#ij Xmax Xmn , k = 1, ...,I d,
j=1 k k
where each #i, is the Legendre polynomials defined on [0, 1], and its total degree is
smaller than (or equal to) the degree of the quadrature rule, i.e. E deg(i,) < p.
When we evaluate (3.21) on the surface of quadratic patches, the term far(-)dS
involves integration (of polynomials) along conics, which requires a parameterization
of conics. An overview of different conic parameterizations can be found in Chapter 7
of [101]. In this work, we choose the one with the property that a point sequence
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from evenly spaced parameters forms a polygon that encloses the maximum inscribed
area [101]. However, this parameterization can be very sensitive to precision when
the conic shape is close to being a straight line. For such a conic, a polar represen-
tation [88] with respect to a carefully chosen origin is used. More details about these
two parameterizations are provided in Appendix C.2.
3.5 Numerical Examples
In this section, we demonstrate two examples where the quadrature points are selected
based on (3.16) and (3.17), and the quadrature weights are computed from (3.6)
for a specified degree p. The set W, in (3.16) initially consists of monomials with
a degree up to n = p. Let {ui 1 denote the M monomials that have been se-
lected based on (3.16). As M increases, the space spanned by {ui} 1 becomes
larger, i.e. span ({ui}L 1) D span ({ui}±j), and the objective function in (3.16),
11U - IM [U] Loo(Q), in general decreases for any u E W,. When M ~ IWa,1 this ob-
jective function can be (almost) machine precision for any u E W., making round-off
error affect the choice of uM+1 from (3.16). Therefore, we should always keep 1Wn1
sufficiently large compared to M. In this work, when M > 0.751Wnl, we enlarge the
set W, by increasing n by one. The set S in (3.17) consists of a large number of uni-
formly spaced points inside the integration domain. In this section, we intentionally
do not have any sample point on the domain boundary, because for a cut element, the
sample points are generated based on its bounding box, and are in general not on the
element boundary.
Example 1: "Crown" Shape in Two Dimensions
In this example, we consider a non-convex domain of a "crown" shape as shown in
Figure 3-2. In the figure, we also show 150 points selected using (3.17) from a sample
of about 4000 uniformly spaced points. After each point is added, we generate a fifth-
degree quadrature rule, and integrate a smooth function f(x) = sin(rx) sin(wy) in the
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domain. Figure 3-3 shows the quadrature quality measure Q and the quadrature error,
both of which decrease with the number of quadrature points nq. The rate of decrease
for v/Q - 1 and (the upper bound of) the error is about the same. Furthermore, for
comparison, we also include the results from using uniformly spaced points, which
lead to a poorer quadrature quality both in terms of the measure Q and the error.
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Figure 3-2: "Crown" shape in two dimensions, with 150 points
4000 points using (3.17)
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Figure 3-3: Quadrature quality measure and error for the "crown" shape
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Example 2: Curved Element in Three Dimensions
This example has an integration region enclosed by the three coordinate planes and
the curved surface z = -x2- y2 + 1 as shown in Figure 3-4. The requested quadrature
degree is p = 6, and the number of basis functions is nb = (p + 1)(p + 2)(p + 3). The
number of sample points for (3.17) is 100nb, and the integrand is sin(wrx) sin(ry) sin(rz).
Figure 3-5 shows the decrease of Q and the error with nq.
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Figure 3-4: Curved element in three dimensions
3.6 Summary: Cut-Cell Quadrature Rule
This section presents the entire algorithm for generating the cut-cell quadrature rule
in two and three dimensions. As input, we are given a specified (total) degree p, and a
quality threshold, Qthreshold, which is set to 5 in this work. Define n = dim'P, and let
Q denote an arbitrary cut element, and B, its oriented bounding box. Denote the set
of quadrature points by X, which is initially empty. The algorithm is given as follows:
1. Generate a set S of uniformly spaced sample points in Q, where ISI ~ 10 0 nb. This
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Figure 3-5: Quadrature quality measure and error for the curved element in three
dimensions
is achieved by populating points in B, and those outside T are discarded.
2. Let n = p, and let W, consist of monomials up to degree n.
3. Select one point x from S based on the formulation (3.16) and (3.17), and add
x to X.
4. If |XJ > 0.75|Wnj, increase n by one, and enlarge Wn to include the new mono-
mials.
5. If XJ ;> nb, evaluate the quadrature weights w for the specified degree p
from (3.6); the choice of basis functions and their integrations are described
in Section 3.4.
6. Compute the quality measure Q from (3.7).
7. If Q < Qthreshold or JXJ = ISI, return X and w as the quadrature rule; otherwise,
go to Step 3.
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Note in the implementation of computing w from (3.6), we perform a QR factor-
ization on the matrix V/_CVT, so that we have
w = v/UQR-T b,
where /UiVT = QR. Further, we also need to compute cq, the volume of the Voronoi
cell around the point xq E X. This is approximated by counting the number of sample
points in S that are closer to xq than to any other x E X, that is, we define a set for
Xq:
Sx, = {S E S Ijq - S11 < HX -- S1, VX E X},
and cq is approximated by |SxqI/S.
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Chapter 4
Discretization, and Output-Based
Error Estimation and Adaptation
In this chapter, we first review the discontinuous Galerkin (DG) method for general
conservation laws, and describe the choice of solution spaces for cut cells. We then
present the dual-weighted residual method proposed by Becker and Rannacher [18, 19]
for output error estimation. The adaptation scheme used in this work is the metric
optimization framework proposed by Yano and Darmofal [127], and we extend this
framework to handle cut cells.
4.1 Discontinuous Galerkin Method for Conserva-
tion Laws
This section reviews the DG method for general conservation laws. Let Q C Rd be an
open, bounded domain in a d-dimensional space, and I C R+ be the time interval
of interest. A general time-dependent conservation law in the domain Q expressed in
the strong form is given by
+ V . F (u, x, t) - V .- (u, VU, x, t) = S(u, Vu, x, t), Vx E Q, t E l, (4.1)
at
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with the boundary conditions
B(u, F'(u, Vu, x, t) -f, x, t; BC) = 0, Vx E WQ, t E I, (4.2)
where u(x, t) : Rd x R+ -+ R' is the m-state solution vector. The inviscid flux F,
the viscous flux f7, and the source term S characterize the governing equations to
be solved. In this work, the governing equations considered include the advection-
diffusion-reaction equation and the Navier-Stokes equations, both of which have the
form of the conservation law given in Eq. (4.1). Definitions of these equations are
provided in Appendix E.
Let Th be a triangulation of the domain Q with non-overlapping elements, K, such
that Q UKET K. The DG discretization seeks a solution in a finite-dimensional
approximation space V,p:
Vh,p - {v C (L(Q)) m : v a gK C (PP(Kref)) m , VK C Th}, (4.3)
where PP denotes the space of p-th degree polynomials, and gK denotes the mapping
from the reference element Kref to the physical element K. Multiplying Eq. (4.1) by a
test function, v e V,p, and integrating by parts over every element leads to the weak
formulation of the conservation law, which reads as follows: find uh,p (, t) E V,p such
that
V 'l&hp + Rh,p(Uh,p, V) = 0, Vv E Vh,p. (4.4)
KETh
The semi-linear weighted residual lZh,p : V,p x V,p -+ R consists of three terms:
Zh,p (uh,p, V) = Zp (Uh,p, V) + h, (Uh,p, V) + 'h,p (h,p, v), (4.5)
where 7ZR,P, IZV, 7Zp denote the discretizations for the inviscid, viscous, and source
terms, respectively. In this work, we use Roe's approximate Riemann solver [106]
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for the inviscid numerical flux, the second form of Bassi and Rebay (BR2) [17] for
the viscous discretization, and a mixed form of Bassi et al. [14] for the source term
with Vu dependence, which is asymptotically dual-consistent [92]. Boundary condi-
tions (4.2) are enforced weakly by appropriately setting the numerical fluxes on the
domain boundaries. For the Navier-Stokes equations, the boundary treatment follows
the work of Oliver [92]. Details of the discretization defined by (4.5) and also the
discrete solution strategy are provided in Appendix F. Note the particular treatment
for interface problems with material discontinuity will be presented in Chapter 6.
4.2 Finite Element Solution Space for Cut Cells
On a cut-cell mesh, let the background mesh be denoted by Th,b, which does not
conform to the embedded geometry and consists of simplices from the mesh generation
process. The mesh after the cutting process is named the cut mesh, and denoted by
Th, which consists of elements of arbitrary shapes along the geometry. These elements
are permitted in the DG scheme defined by (4.5), which requires only integrations on
each element K and its faces 9K; see Appendix F for details of each term in (4.5). In
consequence, we can apply the DG method on the cut mesh Th.
On a typical (high-order) boundary-conforming mesh, each element mapping gK
in (4.3) is often defined by a polynomial of degree q, i.e. gK E (pq(Kef))d. However,
such a well-defined mapping gK from a standard reference element often does not exist
for cut elements with arbitrary shapes. For these cut elements, we create a linear
shadow element in the physical space, and define the mapping gK from the reference
element to the shadow element. Because the shadow element is linear, gK defines an
affine mapping, and the polynomial basis functions in Kref will remain polynomials in
physical coordinates. In this work, the choice of the shadow element for each cut cell
K is based on the work of Modisette [87]. More specifically, we have three options as
listed below in descending order of preference. The hierarchy of these options is set
up in an effort to provide the best overlap between the shadow element and the cut
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element.
1. If a non-singular polynomial mapping gK G (p(Krf))d is found for K, then K
can be treated as a "canonical" element (e.g. a high-order triangle defined by
the mapping gK), and the shadow element will be the linear portion of K. Note
this option has only been implemented for Kref being triangle or quadrilateral
in two dimensions.
2. If no such mapping is found, the parent background element Kb will be the
shadow element when the cut element accounts for more than 50% volume of
Kb; an example is the element A in Figure 4-1.
3. When the first two options are unavailable, the shadow element will be the
largest simplex in the oriented bounding box of the cut element; an example is
the element B in Figure 4-1.
On the cut mesh, an arbitrarily small volume ratio between two neighbor elements
can be produced, i.e. an arbitrarily small cut element can be next to a much larger
neighbor. The small volume ratio is detrimental to both solution accuracy and linear
system conditioning. A detailed analysis was conducted in [87], which also proposed
a merging technique to eliminate the issues caused by small volume ratios. More
specifically, let two neighbor elements with a small volume ratio be denoted by K1
and K 2, then we introduce a new merged element Kmerged = K1 U K 2 into the cut mesh
Th, and remove K1 and K 2. For the merged element Kmerged, the shadow element will
be the largest simplex in the oriented bounding box of Kmerged, i.e. the third from
the previous list of shadow element options. This merging process is repeated until
the volume ratio between any two neighbor elements is higher than some specified
threshold value. In our work, the same merging technique is also employed. Note
for interface problems, we allow merging of two elements only if they are in the same
sub-domain.
66
Reference Element
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K. 9K
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KW
Element B
Figure 4-1: Illustration of linear shadow element options assuming a polynomial map-
ping is not found
4.3 Output Error Estimation
In this work, output error estimation is achieved using the dual-weighted residual
(DWR) method proposed by Becker and Rannacher [18, 19]. The method explicitly
incorporates the dual problem associated with the output, which links local residuals to
the output error. More specifically, let the output of interest be denoted by J = J(u),
where u E V denotes the exact solution to the governing PDE, and J(.) : V -+ R is
the output functional. Denote the DG solution by Uh,p satisfying
R7h,(Uh,p, v) = 0, VV E Vh,,, (4.6)
where Rh,p is the weighted residual from (4.5). The approximate output value com-
puted from Uh,p is denoted by Jh,p = Jh,p(uh,p), where Jh,p(-) : Vh,p -+ R is the discrete
functional.
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Shadow Element
In the DWR method, the output error can be expressed as
Strue = J - h,p = -lZh,p(Uh,p, ), (4.7)
where the adjoint solution 4' E W = V + V,p satisfies
Vw E W. (4.8)
Here, 1/,p[u, uh,p] :W x W - R and -'j~u, u :,] W -+ R are the mean-value
linearizations defined by
R'1,p[Ou + (1 - O)uh,p](w, v)dO
Y p [U, Uh,pl(W) 1 Jl,p [Ou + (1 - 0)uh,p](w)d6,
where R',p[z](-,.) and Jh,P[z](.) denote the Frechet derivative of Rh,p(,-) and J,p(-)
with respect to the first argument evaluated about the state z.
As Eq. (4.8) involves an infinite dimensional space W and also the exact solution u,
the adjoint solution 4 is in general not computable. In this work, we approximate 4
by 4h,p+1 in an enriched space Vh,p+1 D Vh,p, computed from linearization about nh,p:
h,P+1 [uh,p] (V, Oh,p+1) = Jh,p+l Uh,p (V), VV E Vh,p+1-
The output error is then estimated by
Strue ~'- -7h,p (Uh,p, ih,p+l). 49
For the purpose of adaptation, a localized error estimate is also defined for each
element K by
77K = Ah,p (Uh,p, Oh,p+ 11 K) 14.10)
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Kh ,[U, Uh,p] W, V)) = Jh p [U, U,p] (W),
Rh~p [U, Uh,p] W, V) f 1
where K denotes the restriction on the element K. A conservative error estimate for
the output of interest is then obtained by the summation of the locally positive error
estimate:
T= r (4.11)
KE-h
Note that in Eq. (4.10), the residual is computed about p instead of p + 1 so that the
resulting error estimate is both globally and locally convergent; see [125] for a detailed
analysis.
4.4 Output-Based Adaptation
While the DWR method gives a localized output error for each element, the method
does not provide enough information for an anisotropic adaptation. Anisotropic in-
formation for a simplex element K can be formulated as a metric tensor MK, often
named as the implied metric of K, which is a symmetric positive definite matrix en-
coding the information of element size and orientation; see, for example, [57, 121].
While a collection of the metric tensors, {MK}KETh, provides a discontinuous tensor
field in the computational domain Q, a continuous representation {M (x) .EQ can also
be constructed [24, 80]. Given a mesh Th, the field {MK}KETh is uniquely defined;
on the other hand, given a metric tensor field (continuous or not), a family of non-
unique discrete meshes can conform to the given field. An example of metric-mesh
pair is shown in Figure 4-2. In the work of Loseille and Alauzet [80, 81], this family of
metric-conforming meshes is proven to have similar approximation properties with lin-
ear polynomials. An extension of their theory to higher-order polynomials is provided
by Yano [124], who further proved that the output error for the DG discretization is
also a function of the metric field. This lays the foundation for metric-based adap-
tation algorithms, which strive to decrease the output error (or interpolation error)
by manipulating the metric field. In this work, we extend the metric optimization
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Figure 4-2: Example of metric-mesh pair (Modisette [87])
framework proposed by Yano and Darmofal [127] to handle cut-cell meshes.
In addition, many anisotropic mesh generators take a prescribed metric tensor
field as input. In this work, we use the Bidimensional Anisotropic Mesh Genera-
tor (BAMG) [21, 59] developed by INRIA to generate all two-dimensional metric-
conforming meshes, and the Edge Primitive Insertion and Collapse (EPIC) [85] devel-
oped by The Boeing Company for three dimensions.
4.4.1 Mesh Optimization via Error Sampling and Synthesis
The adaptation scheme used in this work is the Mesh Optimization via Error Sampling
and Synthesis (MOESS) algorithm developed by Yano and Darmofal [127]. This sec-
tion briefly reviews the MOESS algorithm, in preparation for presenting its extension
to handle cut cells in Section 4.4.2.
The objective of mesh adaptation is to improve the triangulation Th for a better
output prediction. This can be formulated as an optimization problem, which is to
find the optimal triangulation Th*:
* = arg inf (7h) subject to C(Th) < doftarget, (4.12)
where S(-) denotes the error functional, and the cost functional C(.) measures the
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number of degrees of freedom (DOF) on Th. As the triangulation Th is defined by
both the node locations and node connectivity, this continuous-discrete optimization
problem is in general intractable. Loseille and Alauzet proposed a continuous re-
laxation of this optimization problem [79], by appealing to the fact that the metric
field, A4 {M (x) },, controls the approximation properties of a metric-conforming
mesh. The relaxed problem reads as: find the optimal A4* such that
M* arg inf S(M) subject to C(M) < N. (4.13)
The cost functional C(M) is given by
C(M) = cV/ det(M(x))dx, (4.14)
where cp is a constant for each element dependent on the solution polynomial order.
As for the error functional 8(M), a locality assumption for the output error is made
in the MOESS algorithm. Under the assumption, each elemental error contribution qK
is a function of the elemental metric tensor: TJK = 7K(MK), and the output functional
8(M) in (4.13) can be expressed as
E(M) ~ K(MK)- (4.15)
KeTh
The local error function TK(MK) is in general not known analytically, and so a sur-
rogate model is constructed.
Local Error Sampling The construction of the surrogate model is achieved by
directly monitoring the elemental error change on different local configurations. More
specifically, for an element K, let {Cil}lonfg denote a set of new configurations, each
of which is due to splitting one or multiple edges of K. By convention, Co denotes
the original configuration. A metric M is associated to the configuration Ci based
on the metric tensors of elements on Cj; see Figure 4-3 for an example. On each
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configuration Ci, a local problem is solved: find the local solution uh E Vh,,(C) such
that
Zip (n , v) = 0, Vv E V,p(Ci), (4.16)
where the local semi-linear form Ri,(, -) is from the DG discretization (4.5), and
prescribes the boundary fluxes on C, by assuming the solution on the neighbor elements
does not change. A localized error estimate corresponding to Ci is then computed:
C h,p p I)h,p+1 K) (4.17)
C
0
0
CECm
0,
0
Original
C1
Edge Split 1
C2
C2
Edge Split 2
C3
Edge Split 3
C4
Uniform Split
Figure 4-3: Example configurations
(Yano [124])
together with the associated metric tensors
Local Error Model Synthesis After collecting the set of metric-error pairs, {MC=, 1C.
a continuous local error model 'K(-) : Symj - + is then synthesized. More specif-
ically, the change in the metric tensor from Co to a new configuration Ci is measured
based on the affine invariant framework [94]:
SC log (M 1/2Mc.M ,/2) (4.18)
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and the change in error is defined as
& = log (rci/c.) - (4.19)
The proposed error model in the MOESS algorithm has a form of
fK(SK) = tr(JKSK),
where the matrix Rk is synthesized from the pairs {Sc) f} , , and represents the
local error sensitivity with respect to the local element shape and size as argued
in [124]. The local error model is then in terms of S:
77K(SK) = qco exp(tr(RKSK)) (4.20)
Model Optimization Once the local error model is constructed, the optimization
problem (4.13) is then solved using a gradient-based method. In particular, the metric
field A4 is represented using the vertex values {MV}veV(Th), and the element metric
change SK is assigned based on the vertex value S, via an arithmetic average:
SK {Sv}vEV(K) (K)| S
vEV(K)
where V(K) denotes the vertices of K. Then the objective function in (4.13) (or
equivalently (4.15)) becomes
({SV}vEV(Th)) ~ 7K ({SV}V(K))
KETh
where the design variables are {Sv}vEv(Th). The gradient is computed by
[K (fsv vEV(K)) V(K)RK] 1 (4.21)
KEw(v)
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where w(v) denotes the set of elements adjoining the vertex v.
4.4.2 Extension to Cut Cells
In this section, we extend the MOESS algorithm to handle cut elements with arbitrary
shapes. To achieve this, the goal of adaptation for a cut-cell mesh is defined to improve
the background triangulation Th,b. The optimization problem (4.12) becomes to find
the optimal Th*,b:
b = arg inf 6(Th,b) subject to C(Th,b) < dOftarget, (4.22)Th,b
where &(bb) and C(Th,b) measure the error and DOF evaluated on the cut mesh T,
which is generated from intersecting Th,b and the embedded geometry. Following the
same approach as for problem (4.12), we consider a continuous relaxation of (4.22),
by assuming the metric field, A4 = {M(x)}xEQ, controls the discretization error of a
metric-conforming mesh that may not be geometry-conforming. The relaxed problem
has the same formulation as (4.13), but the error functional S(M) is approximated
by
E(M)~ Z 7Kb (MKb)
KbETh,b
where qKb is the sum of errors on all the cut elements generated from Kb, and is
assumed to be a function of MKb. Note TlKb is set to zero when Kb is outside the
computational domain.
Same as in Section 4.4.2, a local error model ,Kb (SKb) is constructed in the form
of (4.20) for each background element Kb. The matrix RKb, representing the local
error sensitivity, is again constructed through local error re-computation on different
configurations of Kb. On each configuration Ci, we first construct the cut elements by
intersecting Ci with the embedded geometry. Figure 4-4 shows an example of different
configurations due to edge splits of a background element. We then perform local
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solve (4.16) on these cut elements, and evaluate the corresponding error estimate 7c,
from (4.17). The associated metric Mci is computed based on the metric tensors
of the split background elements on Ci. The changes in the error and the metric,
& and Sc, are computed from (4.19) and (4.18), respectively. The error model
oKb(SKb) is then synthesized from the collected samples { f n,,c, , and the same
optimization algorithm as before is applied to obtain a description of vertex-based
metric change, {Sv}vev(Thb).
(a) Configuration C1  (b) Configuration C2  (c) Configuration C3
Figure 4-4: Example of different configurations due to edge splits; configurations C1
and C3 have four cut elements, and C2 has three
Note for a background element Kb that intersects with the embedded geometry,
the error-metric relationship can be "noisy". The reason is as following: while the
error nKb is evaluated from the cut elements generated from Kb, the metric MKb
may not well represent the shapes of these cut elements. However, on many of the
intersecting background elements, the surrogate error model we construct still has a
valid error sensitivity information, ZKb . This is in particular true when the cut cell
occupies a large fraction of the volume of its parent background element. For instance
in Figure 4-4, if the underlying PDE solution has a thin anisotropic layer along the
embedded geometry (in the sub-domain above the geometry), the configurations C1
and C2 will likely have a lower error than C3 , and the surrogate error model with this
information will drive the optimization algorithm toward a better background mesh.
In addition, the optimization is based on the vertex-based metric description, where
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the gradient for a vertex v is computed from an error-weighted average of the error
sensitivities in the surrounding elements as in (4.21). This vertex-based gradient will
therefore lead to an improved mesh, as long as not all the surrounding elements have
a poor-quality sensitivity information, JZKb.
On a cut-cell mesh for an embedded-boundary problem, the null elements outside
the computational domain Q do not have an associated error or error model. The
vertices surrounded by such elements, named as null vertices, are thus not considered
in the metric optimization problem (4.13). However, we still need to define metrics
on them, {MV}VEVnu1, for the purpose of generating an adapted background mesh.
These metrics can have an impact on the elements generated near the embedded
boundary, and so it is desirable to have {Mv}yVEnun similar to the optimized metrics
near the boundary inside the computational domain. On the other hand, filling the
null region with a large number of elements may slow down the mesh generation
process. Therefore, the metrics {Mv}VEVnul are assigned as follows.
We first assign a layer number L for each vertex on Th,b. Any vertex v on a
background element that has any fraction inside Q is assigned 12(v) = 0; then a vertex
v with C(v) = n > 0 means there is a path consisting of n edges on Th,b from a
layer-0 vertex to v. An example of layer numbers is shown in Figure 4-5, where the
computational domain is on top of the embedded geometry. The requested metrics
on layer-0 vertices are from the MOESS algorithm. For a vertex with 2 = n > 0, its
requested metric is set to be the barycentric average of the requested metrics on its
neighbor vertices with 1 = n - 1. Further, we apply a volume growth rate of 1.15
between the requested metrics for vertices on levels n - 1 and n.
4.4.3 Results
In this section, we present two numerical examples for the MOESS algorithm for
cut cells, and compare with the results on boundary-conforming meshes. In the first
example, we solve an advection-diffusion equation on a computational domain with
embedded interfaces of different shapes. The second example presents a subsonic,
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Figure 4-5: Example of vertex layer numbers; computational domain is on top of the
embedded geometry denoted by the red line
turbulent flow over a RAE2822 airfoil, which is treated as an embedded boundary
in the background mesh. Note the governing equation for this case is the Reynolds-
Averaged Navier-Stokes equations, with the Spalart-Allmaras turbulence model [115];
see Appendix E.2.2 for detailed description.
Example 1: Advection-Diffusion Equation, Arbitrary Embedded Interfaces
This example is taken from [127], where we solve an advection-diffusion equation with
a Peclet number of 10-3 on a rectangular domain. The solution has a boundary layer
along the bottom wall, shown in Figure 4-6(a). The output of interest is the heat
transfer across the bottom wall, and the associated dual solution is shown in Figure 4-
6(b). We first solve the problem with the MOESS algorithm on boundary-conforming
meshes. The DG solution polynomials have an order of p = 2. Figure 4-7 shows
the initial mesh, and Figure 4-8 shows the adapted mesh obtained from the MOESS
algorithm with a target DOF of 1800.
We then introduce interfaces of different shapes into the computation domain.
Note the PDE parameters on the two sides of the introduced interfaces remain the
same, i.e. the interfaces do not alter the PDE solution. On the other hand, arbitrarily-
shaped elements are created along the interfaces, and the MOESS algorithm for cut
cells is tested. The initial mesh is the same as in Figure 4-7, and the target DOF is
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still 1800. Figure 4-9 shows the adapted meshes for each introduced interface (shown
in red line). It is seen that these meshes are similar to each other, and also similar to
the adapted mesh without interface in Figure 4-8. Figure 4-10 shows the adaptation
history, where all the cases have the same error convergence. Note the cut-cell cases
have slightly higher DOF because each background element on the interface is cut into
multiple cut elements.
(a) Primal solution (b) Dual solution
Figure 4-6: Solutions to the advection-diffusion boundary-layer problem
0.
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Figure 4-7: Initial mesh for the advection-diffusion boundary-layer problem
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Figure 4-8: Adapted mesh for the advection-diffusion boundary-layer problem without
interface introduced
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Figure 4-9: Adapted cut-cell meshes for the advection-diffusion boundary-layer prob-
lem with different interface shapes
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Figure 4-10: Adaptation history for the advection-diffusion boundary-layer problem
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Example 2: RANS, RAE2822 Airfoil
In this example, we consider a subsonic, turbulent flow over a RAE2822 airfoil. The
freestream Mach number is M,, = 0.3, the Reynolds number is Re, = 6.5 x 106, and
the angle of attack is a = 2.31'. The Mach number distribution for this case is shown
in Figure 4-11. The MOESS algorithm is applied on both boundary-conforming and
cut-cell meshes. The DG solution has a polynomial degree of p = 2, and the target
DOF is 20k. The initial boundary-conforming mesh is an isotropic mesh, as shown in
Figure 4-12(a). This mesh is then used to make the initial cut-cell mesh, where we
move the boundary nodes on the airfoil into the null region by a small distance, and
triangulate the region using only these nodes. Figure 4-12(b) shows the initial cut-cell
mesh, which has essentially the same topology as the initial boundary-conforming one.
Figure 4-13 shows the adaptation history for 20 adaptation iterations. In the early
iterations where the elements in the boundary layer gradually transition to anisotropic
shapes, the cut-cell case has a higher error and takes a couple more adaptation iter-
ations for this transition. This is due to the fact that the local error model for some
cut cells does not result in a correct error to metric sensitivity. The adapted meshes
at iteration 8 are shown in Figure 4-14, where the boundary-conforming mesh has
a more appropriate anisotropy in the boundary layer. As the adaptation progresses,
both cut-cell and boundary-conforming cases reach the same error level, and both
capture the boundary layer with highly anisotropic elements, shown in Figure 4-15.
Note for adaptation at a higher DOF, we can start from the mesh adapted at a lower
DOF (if available), which usually already possesses an appropriate anisotropy. Start-
ing from such a mesh, the impact of the poorer-quality error model on cut elements
is decreased, and the boundary-conforming and cut-cell adaptation histories are even
more similar.
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Figure 4-11: Mach number distribution for the RAE2822 subsonic RANS-SA problem
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Figure 4-12: Initial meshes for the RAE2822 subsonic RANS-SA problem
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Figure 4-13: Adaptation history for the RAE2822 subsonic RANS-SA problem
81
0.2
0
-0.2
0.2
0
-0.2
Boundary Conforming
102
10 a
10- _
w
S10-
10-6
10-7100
0.2
0.1 -
0-
-0.1
-0.2
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
0.08
0.07
-005
0.06
0.1
-0.1 F
-0.2
-0.2 0 0.2 0.4 0.6 0.8 1 1.2
0.08
0.
-- 0.0
0.4 0.42 0.44 0.46 0.48 0.5 0.46 0.48 0.5 0.52 0.54 0.56
(b) Cut-cell mesh
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Chapter 5
Aerodynamics Problems in Three
Dimensions
This chapter applies our solution framework to three-dimensional aerodynamic flows
governed by Euler and compressible Navier-Stokes equations; see Appendix E for a
description of these equations. In particular, Section 5.1 shows the robustness im-
provement for nonlinear solvers using the proposed cut-cell quadrature rule. Note in
this work, the nonlinear solver applies a pseudo-time stepping to march the solution
to a steady state using a backward Euler integrator; see Appendix F.3 for details. In
Section 5.2, we demonstrate the robustness and automation of our framework through
a range of aerodynamics problems, including subsonic through supersonic regimes.
Note the adaptation scheme in this chapter is based on a fixed-fraction strategy [128],
with anisotropy detection based on higher-order derivatives of the Mach number [50].
The MOESS adaptation algorithm has not been implemented for cut-cell meshes in
three dimensions. Generation of the (three-dimensional) background meshes is carried
out using the Edge Primitive Insertion and Collapse (EPIC) [85] developed by The
Boeing Company.
85
5.1 Impact of Quadrature Rules
As quadrature rules are typically designed to be exact for certain polynomials, quadra-
ture error is introduced in the residual evaluations for a DG discretization of Navier-
Stokes equations, for which the fluxes present non-polynomial functions (of the conser-
vative variables). Such error can result in poor nonlinear solver convergence, especially
when higher-order polynomial approximation is employed. This is demonstrated in
this section through an example of a subsonic, inviscid flow, where the geometry is a
body of revolution defined by
r=0.3x(1-x), y=rcos(O), z=rsin(), 0 < x < 1, 0 < 0 < 7r, (5.1)
and shown in Figure 5-1. This geometry is also considered in Fidkowski [49], and
is named "football" in this chapter. The flow has a freestream Mach number of
M,, = 0.3, an angle of attack of a = 0, and an sideslip angle of / = 0. Figure 5-2
shows the Mach number distribution for this flow.
Figure 5-1: "Football" geometry produced by revolving a quadratic curve
To examine the robustness of the nonlinear solver, we consider 25 similar back-
ground meshes obtained from the adaptation process. Adaptation results will be
discussed in Section 5.2. On each mesh, we attempt to solve the flow using polyno-
mial degrees of p = 0 through p = 3. At p = 0, we start the time-marching from a
uniform flow of freestream conditions; and at higher p, we start from the converged
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Figure 5-2: Mach number distribution on the "football" geometry, M,, = 0.3
solution at p - 1.
Two sets of quadrature rules for the cut elements are considered. Both quadrature
rules have the same algebraic degree, six for elements and nine for faces. The first
consists of a set of uniformly spaced points inside each cut element (and face), with
quadrature weights computed from Eq. (3.6). The number of quadrature points is
about 2 nb, where nb is the dimension of the polynomial space for which the rule
integrates exactly. Figure 5-3(a) shows the nonlinear convergence histories on the 25
meshes, where the solver cannot converge on about a third of the meshes even for the
p = 1 discretization. The quadrature quality measure Q, defined in Eq. (3.7), is shown
in red in Figure 5-4. In the figure, each dot represents the quality on each cut element
on one of the meshes where the solver did not converge. Denote this mesh by Vail
As shown in the figure, several cut elements have a very large value of Q, resulting in
a poor quadrature quality. Similar distribution of Q is also observed on other meshes
with convergence difficulty.
The second quadrature rule considered is the cut-cell quadrature rule proposed in
Section 3.6. Although this rule has the same algebraic degree as the first rule, the
nonlinear solver converges on all the meshes for the DG polynomial degrees of p = 0
through p = 3 as shown in Figure 5-3(b). Figure 5-4 shows the quality measure Q
for each cut element on the mesh aI, and Table 5.1 lists the number of quadrature
points. With at most 1 .5nb points, every cut element achieves a quadrature quality
87
measure of Q < Qthreshold =5
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Figure 5-3: Nonlinear convergence history on 25 meshes for discretization degrees of
p = 0 through p = 3; each line represents the history on one mesh
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Figure 5-4: Quadrature quality Q for cut elements
nq Fraction of cut elements
nb nq 5 1 .25 nb 60%
1. 2 5nb < nq < 1 .5nb 40%
nfq> 1 .5nb 0%
Table 5.1: Number of quadrature points for the proposed rule
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5.2 Robustness and Accuracy of the Solution Strat-
egy
The main objective of this section is to demonstrate the robustness of the developed so-
lution strategy through simulations of three-dimensional aerodynamic flows. For each
presented case, the cut-cell method is applied on 100 to 200 adapted meshes, ranging
from a very coarse mesh with the geometry inside almost one background element, to
an adapted mesh with flow features resolved for an accurate output prediction. No
human intervention is involved in the process from the initial to the final mesh, includ-
ing the cut-cell intersection procedure and flow solves using DG polynomial degrees
of p = 1 and p = 2.
5.2.1 "Football", Inviscid, Subsonic
The first case to demonstrate the robustness of the solution strategy is the inviscid
subsonic flow over the "football" geometry presented in Section 5.1. The output
adaptation is performed upon drag. Solution singularities are present at the leading
and trailing tips of the football.
A fixed-DOF adaptation algorithm [128] is applied at several degrees of freedom
(DOF) for the DG polynomial degrees of p = 1 and p = 2. At each DOF, 20 adapted
meshes are generated and solved. For the total of 200 meshes, no human interaction
is involved from the initial to the final mesh. Figure 5-5 shows the adaptation history
with each dot representing one adapted mesh. The true drag value for this flow is
nearly zero, but not exactly due to the finite proximity of the domain boundaries.
Hence, the CD plotted in the figure also represents the error in CD. Note the reference
area for computing CD is the frontal cross-section area. Despite the presence of solution
singularities, the optimal output error convergence of h2P+l is observed for both finite
element degrees, and the p = 2 discretization is superior to p = 1 at all considered
DOFs and error levels. This is due to strong mesh gradings around the leading and
trailing tips achieved on the adapted meshes. Figure 5-6 shows the initial and the
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adapted meshes on the symmetry plane zoomed at the geometry.
100
10'
10-2
103
10~-4
0
1 p=1
o p=2
13 a
. ciCh
0
-0.99
- -1.68
5k 10k 20k 40k 80k 160k
DOF
Figure 5-5: Drag adaptation history for the "football" geometry, inviscid, M,, = 0.3
(a) Initial Mesh
(b) Adapted mesh, p = 1, DOF = 80k (c) Adapted mesh, p = 2, DOF = 80k
Figure 5-6: Initial and adapted meshes on the symmetry plane for the "football"
geometry, inviscid, Moo = 0.3
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5.2.2 ONERA M6 Wing, Inviscid, Transonic
This case presents an inviscid transonic flow over the ONERA M6 wing with M"' = 0.8395,
a = 3.060, and # = 0. The adaptation is based on drag. The Mach number distribu-
tion is shown in Figure 5-7, which is obtained from a cut-cell mesh of DOF = 800k
using p = 1 discretization. Appendix D describes the visualization of DG solutions on
cut-cell meshes.
Figure 5-7: Mach number distribution for ONERA M6 wing, M,, = 0.8395, a = 3.06';
solution on the adapted mesh, p = 1, DOF = 800k
For this case, the same fixed-DOF algorithm is applied. At each DOF, 15 meshes
are generated and solved for each p. The initial mesh is shown in Figure 5-8 together
with the Mach number solution using the p = 1 discretization on this mesh, where
the shock waves are not at all resolved. From the same initial mesh, the adaptation
using p = 1 and p = 2 lead to the adapted meshes in Figure 5-9, where all background
elements that intersect with the upper surface of the wing are shown. Again, the
process from the initial to the adapted meshes is fully-automated. On these adapted
meshes, the adaptation employs anisotropic elements along the leading and trailing
edges and along the wing tip, and has additional refinement for resolving the shock
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waves. Note the anisotropic elements on the wing surface pose no issues to the cut-cell
intersection algorithm.
(a) Initial mesh (b) Mach number distribution, p = 1
Figure 5-8: Initial mesh for ONERA M6 wing, M.. = 0.8395, a = 3.06'
(a) p = 1, DOF = 800k (b) p = 2, DOF = 800k
Figure 5-9: Adapted meshes for ONERA M6 wing, M,, = 0.8395, a = 3.06'
Figure 5-10 shows the adaptation history for the drag coefficient CD, where the
planform area is used for computing CD, and the reference value is obtained using
a p = 2 discretization with DOF = 2.5M. Note this reference value may still have
a considerable error compared to the true CD value for this case. The output error
indicator is computed from (4.11), which is the agglomeration of the absolute value
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of the elemental error estimate, and can overestimate the true output error. For this
case where the shock waves are the only dominant features for the output prediction,
the benefit of a higher-order discretization is not obvious, especially at lower DOFs.
This is consistent with the adaptation results for inviscid transonic flows in two dimen-
sions [126]. However, at a DOF of about 800k, the p = 2 discretization still appears
more accurate than the p = 1 counterpart, as all the adapted meshes for p = 2 predict
a drag value within 1% of the reference value.
Note for this case, the p = 2 results may be more accurate with the MOESS
adaptation. In particular, the requested element anisotropy using the p + 1 derivative
of the Mach number may have a very poor quality on the trailing edge, where the
solution presents an edge singularity and may not have a well-defined third derivative.
This is in fact reflected in Figure 5-9(b), where the elements on the trailing edge may
not have an optimal anisotropy. With a proper anisotropy detection, fewer DOFs
would be employed on the trailing edge, allowing more DOFs to resolve the shock
waves.
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Figure 5-10: Adaptation history for ONERA M6 wing, M), = 0.8395, a = 3.06';
reference value is obtained at p = 2, DOF = 2.5M
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5.2.3 "Football", Inviscid, Supersonic
This case has an inviscid supersonic flow over the "football" geometry with M, = 1.8,
a = 0, and /3 = 0. The output of interest is the pressure perturbation on the outflow
boundary: f 0u((P -- P)/P.)2dS. The distribution of the pressure perturbation is
shown in Figure 5-11.
Figure 5-11: Pressure perturbation distribution for "football", inviscid, M. = 1.8
Same as the previous cases, the fixed-DOF adaptation is applied, and about 200
adapted meshes are generated and solved. Figure 5-12 shows the initial and the
adapted meshes. The initial mesh is very coarse, and the geometry is inside almost
one single background element. The adapted meshes for both p = 1 and p = 2 focus on
resolving the shock propagation from the geometry to the outflow boundary. Figure 5-
13 shows the adaptation history. For this case where the shock propagation is the only
feature for the output prediction, the higher-order discretization is not more efficient
at the DOFs considered.
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(a) Initial Mesh
(b) Adapted mesh, p = 1, DOF = 160k (c) Adapted mesh, p = 2, DOF = 160k
Figure 5-12: Initial and adapted meshes for "football", inviscid, M. = 1.8
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Figure 5-13: Adaptation history for "football", inviscid, M, = 1.8; reference value is
obtained at p = 2, DOF = 320k
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5.2.4 Cylinder, Laminar, Subsonic
This case presents a laminar flow over a cylinder of radius r. The setup of this problem
is produced by extruding a two-dimensional case into the third dimension by r. The
baseline two-dimensional problem has a circle with a radius of r, at the center of a
rectangular box, which has a length of 1OOr in the flow direction, and 30r in the cross-
flow direction. The flow has a Reynolds number of Re, = 50 and a freestream Mach
number of M, = 0.1. For the extruded problem in three dimensions, we specify total
temperature, total pressure, and zero flow angles on the inflow boundary, and static
pressure on the outflow. A slip boundary condition is imposed on all the other walls
of the box, and an adiabatic no-slip condition is imposed on the cylinder. The Mach
number distribution for this case is shown in Figure 5-14, where a recirculation region
exists behind the cylinder.
Figure 5-14: Mach number distribution, cylinder, Re, = 50, Mz = 0.1
The output of interest is drag. Figure 5-15 shows the initial and the adapted
meshes. The initial mesh is a uniform mesh, and the adaptation employs anisotropic
elements for the boundary layer and the wake. To resolve these smooth features, the
p = 2 discretization needs many fewer DOFs than p = 1. The adaptation history
is shown in Figure 5-16, where the p = 2 discretization is superior for all DOFs
considered. The reference area for computing the drag coefficient is the frontal area.
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(a) Initial mesh
(b) Adapted mesh, p = 1, DOF = 80k
(c) Adapted mesh, p = 2, DOF = 80k
Figure 5-15: Initial and adapted meshes on the bottom plane, cylinder, Re, = 50,
Mo = 0.1
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Figure 5-16: Adaptation history for cylinder, Re, = 50, M" = 0.1; reference value
obtained from two-dimensional simulations
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5.2.5 Body of Revolution (NACA0012), Laminar, Subsonic
This case presents a laminar flow over a geometry produced by revolving the NACA0012
airfoil. Note the airfoil is modified to be closed at x = 1. The flow conditions are
Re, = 5000, M,, = 0.5, a = 10, and / = 0. The output of interest is drag. The
Mach number distribution for this case is shown in Figure 5-17. For this case, a to-
tal of 150 meshes are generated and solved. Figure 5-18 shows the initial and the
adapted meshes. The initial mesh is so coarse that the geometry is inside almost one
background element, and the adaptation employs anisotropic elements to resolve the
boundary layer and the wake. Figure 5-19 shows the convergence history of the drag
coefficient CD, where the p = 2 discretization is superior to p = 1. The reference area
for CD calculation is the frontal area.
Figure 5-17: Mach number distribution, body of revolution (NACA0012), Re, = 5000,
Moo = 0.5
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(a) Initial mesh
(b) Adapted mesh, p = 1, DOF = 160k
(c) Adapted mesh, p = 2, DOF = 160k
Figure 5-18: Initial and adapted meshes on the symmetry plane, body of revolution
(NACA0012), Re, = 5000, M, = 0.5
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Chapter 6
Scalar Elliptic Interface Problems
Many engineering applications involve computational domains with multiple materi-
als separated by interfaces of arbitrary shapes. These so-called interface problems are
often governed by partial differential equations (PDEs) with discontinuous parame-
ters across the material interfaces, or more generally, by different PDEs across the
interfaces. In this chapter, we consider elliptic interface problems defined by
N
-V - (KVu) = f in Q(i), (6.1)
i=1
U = UD on O,
where the computational domain 1= Uj Q) contains multiple interfaces E = Q i Q0 )
as illustrated in Figure 6-1(a) for an example of two sub-domains. The coefficient i'
can be discontinuous across E. In addition, an interface condition (IC) is imposed:
[u] = a on E, [Vu - f] = b on E, (6.2)
where [z] -- z(-) - z(+) for any scalar field z, and z( and z(+) denote the restriction
of z on the neighbor sub-domains.
For general interface problems, generating an interface-conforming mesh can be
very time-consuming and can require a large amount of human interaction. Many
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discretization methods have thus been proposed for using non-interface-conforming
meshes (also called unfitted meshes), where meshing does not have to conform to
the interface and so allows inner-element material discontinuity; an example is illus-
trated in Figure 6-1(b). However, these methods remain largely at most second-order
accurate, and reaching higher-order remains non-trivial.
(a) Example interface problem (b) Example non-interface-conforming mesh
Figure 6-1: Example interface problem and non-conforming mesh
In this chapter, we propose a high-order accurate method for elliptic interface
problems on unfitted meshes. Specifically, the solution strategy includes a high-order
discontinuous Galerkin (DG) discretization and a simplex cut-cell method. We first
derive the DG discretization in a unified form for elliptic interface problems on fitted
meshes, and show that no modification on the DG bilinear form is needed for interface
treatment. We then extend the method to unfitted meshes using the cut-cell tech-
nique, where the interface definition is completely separate from the mesh generation
process. No assumption is made on the interface shape (other than Lipschitz continu-
ity). We also combine our strategy with the adaptive scheme presented in Chapter 4
in order to control the effect of possible singularities induced by interface shapes,
e.g. corners. Through numerical examples, we demonstrate high-order convergence
for elliptic interface problems with both smooth and non-smooth interface shapes. A
dual-consistent output evaluation is also derived for the developed DG scheme, and
output superconvergence of ((hP) is observed.
102
6.1 Overview of Unfitted Methods and High-Order
Extensions
In this section, we briefly review the existing unfitted methods for interface problems,
and we discuss their potential for high-order extensions. These methods can be clas-
sified based on how the interface condition (IC) is imposed. Specifically, we classify
the methods as follows: 1) finite difference with different treatments of IC, 2) finite
element with IC strongly imposed, and 3) finite element and finite volume with IC
weakly imposed. We then introduce the cut-cell method as one belonging to the third
type in our classification, and highlight its potential for convenient extension to high-
order accuracy for complex interface problems.
Finite Difference
Finite difference schemes have been proposed when the interface E lies between grid
nodes. Peskin proposed the immersed boundary method (IBM) [107], where the
boundary of an immersed object is treated as a singular force along the boundary;
see [99] for a review of its applications. Second-order accuracy is shown in one di-
mension [20]. LeVeque and Li [73] then developed a second-order accurate method
for higher dimensions, namely the immersed interface method (IIM), in which the
interface jump condition (6.2) is incorporated into the local Taylor expansion; see [76]
for a review. Another popular approach is the ghost fluid method (GFM) [47], which
is also generally first-order. The key idea of the method is to extrapolate solutions on
one side of the interface into ghost cells or fictitious nodes on the other side.
Since the initial publications of the IIM and GFM methods, there have been several
researchers developing high-order extensions to these methods. One natural high-order
extension to the IIM method is to use (or approximate) the jump interface conditions
in higher derivatives of u [77, 133]. High-order methods using fictitious nodes were
also developed for elliptic interface problems [52, 134]. While these methods are at
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least fourth-order accurate for smooth problems, they require a large stencil, and there
has been little progress in rigorous stability or convergence proofs for these methods
on interface problems.
Finite Element, Strong Imposition of IC
The immersed interface method has been extended to finite element discretizations,
and is often named the immersed finite element (IFE) method. The interface condi-
tion (6.2) is strongly imposed by modifying the basis functions. In one through three
dimensions, (6.2) is sufficient in defining a unique linear nodal basis as demonstrated
in [67, 74, 75], and the optimal a priori convergence rate is proven in each dimension.
Extending the IFE method to high order is intrinsically difficult. The first difficulty
lies in the fact that condition (6.2) alone is not sufficient in defining a unique high-
order basis [27]. Different constraints on the high-order basis functions have been
proposed [1, 27], mainly for one dimension. While it was observed that some choices
of the constraints lead to suboptimal convergence, it is unclear how to systematically
choose a correct set of constraints. The second difficulty is in constructing a basis
function when E has a complex shape in one element. The previous works for two
and three dimensions (e.g. [67, 74]) need to assume certain shapes on E, for example
intersecting each triangle only twice. When these assumptions are not met, it is
difficult, if not impossible, to construct even a linear basis.
Finite Element/Finite Volume, Weak Imposition of IC
Another approach for interface problems is to weakly impose the interface condi-
tion (6.2) while allowing the elements not to conform to E. Many methods belong to
this group, for example, a penalty method to impose (6.2) [8, 12, 58], a Lagrange mul-
tiplier method for an embedded boundary condition [54], and a mortar finite element
method [62]. Note for the last example, interface-conforming meshes are still required,
but they do not have to match from the two sides of the interface. These ideas are
the same as enforcing a Dirichlet boundary condition through penalties for elliptic
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boundary value problems; see [7] for example. A second-order finite volume method
using Cartesian cut cells has also been developed for elliptic interface problems [64],
where the interface condition is imposed through numerical fluxes.
With the interface condition imposed weakly, only an integration along the inter-
face is needed. As a result, elements of arbitrary shapes are allowed in the scheme,
provided that integration can be performed on these shapes. Furthermore, no con-
straint from the interface condition needs to be imposed on the finite element basis
functions, and this facilitates the extension to a high-order basis in any dimension.
However, there has been little development on high-order finite element method for
interface problems with arbitrary interface shapes in two and three dimensions.
As the cut-cell technique has shown success for problems with complex boundaries
(see for example [2, 50, 69, 87, 131]), we extend the simplex cut-cell technique to
solving interface problems in our work. In particular, we combine the technique with
a high-order DG discretization, which easily allows weak imposition of the interface
condition (6.2). The key features of our solution strategy include:
" arbitrarily shaped elements enabled to handle complex interfaces;
* easy extension to high order;
" arbitrary anisotropy permitted by simplex elements.
6.2 Discontinuous Galerkin Method for Interface
Problems
In this section, we first derive the DG discretization in a unified form for elliptic
interface problems on fitted meshes. The consistency of the unified form is then
proven by imposing certain constraints on the numerical fluxes. We then choose our
numerical fluxes that satisfy these constraints. More specifically, we use the second
form of Bassi and Rebay (BR2) [17] for non-interface faces, and the construction of
numerical fluxes for interface faces is inspired by the work of Guyomarc'h and Lee [56].
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For these choices, we show that in the bilinear form, the interface faces are in fact
treated exactly the same as for non-interface faces. At the end of this section, we
prove the stability and the optimal convergence of the scheme.
6.2.1 Notations
To derive a unified DG formulation for elliptic interface problems defined in Eq. (6.1)
and (6.2), we follow the notations and derivations in the work of Arnold et al. [7]. For
simplicity of presentation, we assume a homogeneous Dirichlet boundary condition is
imposed on &Q in this section, i.e. UD = 0. Define a triangulation Th of the domain Q
into non-overlapping elements K of characteristic size h. Denote all element faces by
IPA UK OK, and let the mesh be fitted, i.e. E c PA. Denote the set of non-interface
faces by IF FA\E, and the set of non-interface interior faces by IF, FA\( U aQ).
Further, we denote the set of faces of all elements in Q(') by FA UKCQ(i) aK, and the
interfaces on the boundary of Q(') by EM) - En f Q(). We then define r(') p()\E()
and F() A \ (
We define the space
and for DG discretization, we denote a finite-dimensional approximation space Vh,p on
Th by
Vh, - {v c L2 (Q) VK E PP(K), VK E Th},
and similarly, denote
V(') {v E L2 (Qi)) VIK E PP(K), VK c Q(M}.
In addition, the jump operator [ and average operator {.} follow the definitions
in [7]. Specifically, on a non-boundary face e C FA\&Q, we define for an arbitrary
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scalar function x and vector function y:
Ix - x-n- + x+n+)
{x} = I(x- + x+),2
1{y}E (y-
where (.)~ and (.)+ denote the trace values on e of any quantity (-) evaluated for the
neighbor elements, K- and K+, and ft and n+ are the unit normal vector pointing
exterior to K- and K+, respectively. On a boundary face e E 0Q, we define
[Xj = Xin, y] y -ni
{x} = x, {y}=y,
where n denotes the unit normal vector pointing exterior to Q. Also, for any function
q C V + Vh,p, q(') denotes its restriction on Q(.
6.2.2 Mixed and Primal Formulations
We first rewrite Eq. (6.1) on each Q(') as two first-order equations:
(6.3)
(6.4)-V - (,(i)c(i)) = f(W.
Let uh E V,p and -h E [Vhp]d denote the DG solutions, and we follow the same
derivation in [7] but for each Q(i) separately, then Eq. (6.3) and (6.4) lead to the
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Uo 0 = VUf0
mixed formulation on each Q('):
a W dQ = -
10)
(j)u() - VvdQ -h
u iV - TdQ + }ds + f {t' } Tlds
+ j UO) -Ti()ds
'M~i
}vds - KHJ(G){v}ds -
= Ff (vdQ,
(6.5)
ds
(6.6)
for arbitrary test functions T E [VC ld and v E Vh,) where n( is the unit normal
vector on EM pointing out of Q('), and f and iu represent the numerical fluxes. On
the interface E('), ft(') and KN(i) denote the numerical fluxes evaluated from the side
of Q W.
To derive the primal formulation, we first apply integration by parts on the right-
hand side of (6.5):
Vu W . TdQ + f(i) -U - {T}ds +
n) ds, VT E
f {GW -U }ds
rh
(6.7)
We then let T = r,()Vv in (6.7), and substituting into (6.6) gives the primal formulation
on each Q('):
Vu M . ,&z)VvdQ + ( ) -U - {i&NVv} - {(i - dsKUr) >
+ J ({p)
+ J (p)
- }[xvv - [ {} ds
- WV -(ds =
f ( 6d , Vv E V.8 )
(6.8)
We then sum Eq. (6.8) over i, and the interface term f (.)ds can be combined into
the non-interface terms. This gives the discretized weak form of the interface problem
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L)
LM>
Fon) 01( -rdQ 1(F>
+ ( -- Uh )r -
- U M WVV
froi) (l~ - { T
on Q: find Uh E Vh,p such that
Bh,p(uhV) = h,p(V)
where
Bh,p(uh, v) = JVUh - ,VvdQ +
+ J A \ 19 Q
lh,p(V) = j fvdQ.
J rA
({z2 - Uh}[VV1" - [rZ]{v}) ds
To complete the primal formulation, we still need to express -h in terms of uh
We sum (6.7) over i, and define the lifting operators r : [L 2 (PA h4[ ad and
: L2 (FA\Q) - hp]d:
r(o) - rdQ = - I -{T}ds,Tr L (q) - Td = - q r ds, Vr E [Vhp],
(6.12)
then we obtain
O~h = Vuh - r( fl - Uh]) - l(Ii - Uh})- (6.13)
6.2.3 Primal Consistency
Let u be the solution to Eq. (6.1) and satisfy the interface condition Eq. (6.2). Let
the numerical flux U^ satisfy
f - u] = 0, {' - u} = 0 on e c rA, (6.14)
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VV E Vh,p (6.9)
(6.10)
(6.11)
4
(f -~ Uhl - f re} -- f{K'~} - ovl ds
then Uh(U) = Vu from Eq. (6.13). If we further let i' satisfy
[G - Ku i = 0, on e E FA, (6.15)
then substituting the conditions (6.14) and (6.15) into (6.10) can easily prove the
consistency of the scheme. Also, note the jump conditions in (6.14) and (6.15) on E
are equivalent to
f] = an , [K] = b on E, (6.16)
which weakly imposes the interface condition Eq. (6.2).
6.2.4 Numerical Fluxes and Final Discretized Form
Eq. (6.9) defines a family of DG schemes, where consistency is guaranteed when ft
and i' satisfy (6.14) and (6.15) as discussed. In this section, we present one choice
of consistent numerical fluxes. On non-interface faces, we use BR2 [17] for numerical
fluxes:
f = {Uh}, ' = { [Vnh + rereG([h])]},
ft = UD = 0, no 4Vuh + TerT(hD)],
on e C ]I,
on e E OQ,
where 7Te is a positive number on each face e E PA, and re(.) is the local lifting operator
defined by
re (#) - TdQ = - je0 - {T}ds, VT C [Vh,P]d
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(6.17)
(6.18)
(6.19)
and Q' is the union of elements sharing the face e. On interface faces, e E E, we need
to modify Eq. (6.17) in order to satisfy condition (6.16). One natural choice is
(-) = f{uh} + 'a K0 = {[Vuh + ,ere(dhj - af(-))]} + li{ 2
{l+ Uh} - !a {o =' K[V'U, +ree~h - afi(-))]} - lbi-
where the terms ±a and ±bn(1 ) are also proposed in [56] for a particular form of
local DG method on interface problems, and re(.) is defined in (6.19). Substituting
these numerical fluxes into Eq. (6.9) gives the final discretized form:
Bh,,(uh, v) = VUh - rVvdQ - j ( 'hJ {KVV} + {jVuh}. v]) ds
:- je{kre([Uah)}. [vods (6.20)
eErA
hp (V) = fvdQ - (a{rVv} ft() - b{v}) ds - Rere (a n(-))}I - vds,
e EE e
(6.21)
where the bilinear form treats the interface faces exactly the same as non-interface
faces.
6.2.5 Optimal Convergence
Our choice of numerical fluxes leads to consistency of the scheme as discussed in the
previous sections. Further, because our bilinear form in Eq. (6.20) is identical to a
case without interface, the proof for boundedness and stability is very similar to the
proof in [7], and is shown in Appendix G.1. Optimal convergence then follows from
the consistency and stability, see [7].
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6.3 Dual Consistency and Output Superconvergence
In this section, we prove a dual-consistent evaluation for common outputs, and the
dual consistency leads to output superconvergence for the developed DG scheme on
interface problems. Let Uh,p E Vh,p denote the DG solution, which satisfies
Bh,p(uh,p, v) - lh,p(V) = 0, Vv E Vh,p,
where Bh,p(-, -) and lh,p(-) are defined in Eq. (6.20) and (6.21), respectively. We are
interested in the output defined by
J = J(u)I g) udQ J gaVu - ids - j (-)u(-) - in(-)ds,
(6.22)
where gQ, gaQ, and g. are functions defined on Q, 9Q, and E, respectively. Denote the
approximate output value computed from Uh,p by Jh,p = Jh,p(uh,p) Jhl,p(Uii,p)+ J"p
where J,,(-) : Vh,p -* R is a linear functional. For a more accurate prediction of the
output value, the discrete evaluation Jh,p(uh,p) needs to be dual consistent, i.e. the
exact dual solution, 4' E W = V + Vh,p, needs to satisfy the discrete adjoint equation:
Bh,p(w, 4) - J,p (w) = 0, Vw E W. (6.23)
When Eq. (6.23) is satisfied, we can observe superconvergence for the output value as
proven in [53, 82].
In this work, we evaluate the output in Eq. (6.22) by
Jh,P(uh,p) 9 i)d( - [VUh,p ± eT fidsh,p . n
ON eEaQ
S j9 f{ Vuh,p + 77ere (Uh,p - an)]} . - j gbds,
eE6
(6.24)
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where the last term is for primal consistency, and qe and re(.) are defined in Sec-
tion 6.2.4. To prove dual consistency of Jh,p(uh,p) defined in (6.24), we first derive the
continuous dual problem, which is found to be
-V. (tV ) = g() in Q(i),
= aQ on aQ
' = n(-)
Vi (6.25)
(6.26)
(6.27)[rIV44 = 0 on E.
Detailed derivation is in Appendix G.2. Then from Eq. (6.20), we have
Bh,(w, /) = I Vw - tV4/dQ - IV -{KVV/} + { Vw} - HO/ds
(6.28)
- I je{Ire()} s
where 4 is solution to Eq. (6.25) through (6.27), and so satisfies
S= ga on e E Q,
O1 = 0 on e (E IF, M = gEn on e E E.
Thus, applying integration by parts to the first term in (6.28) leads to
Bh,p(w,4 ) = - jwV - (KV ) -j KVW - gaQnds - E jere( WD
eEaQ
- j{fVW} -gfi(-)ds - je{Kre ([w)} - g5n(-)ds.
Also, from Eq. (6.24), we have
S g iWd j , [Vw + nere[w)] . ga0 fids4()
- { [ j Vw + r7ere(w]]} - gfi()ds.
eES
-g fids
Jhp(w) =
(6.29)
(6.30)
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Combining Eq. (6.29) and (6.30) gives
Bh,p(w, b) - J,(w) = - zJ+ V . (r/VOW) dQ - 0,
where the last equality is because of (6.25), and this proves the dual consistency.
6.4 Cut-Cell Technique for Interface Problems
On a cut-cell mesh, the mesh generation process does not conform to the interface,
i.e. the interface definition is completely separate from the background mesh, which
is denoted by Th,b consisting of elements Kb. The interface then intersects with Th,b,
and cuts Th,b into separate parts {T()}, each of which completely lies inside one QW.
For example, Figure 6-2 shows a background element Kb cut by the interface into two
elements, KM and K(, lying completely in QM and Q(2 ), respectively. The mesh
after the cutting process is named a cut mesh, and denoted by Th = Ui'T,,), which
consists of elements of arbitrary shapes along the interface.
The DG discretization derived in Section 6.2 is applied on the cut mesh Th, and the
choice of the DG space for cut elements was presented in Section 4.2. While the derived
DG method has no assumption on physical dimensions, in this work we consider two-
dimensional interface problems. The mechanism of constructing a two-dimensional
cut mesh, as well as the quadrature rule generation, will be briefly described in the
rest of this section. Throughout this work, no assumption is made on the interface
shape (other than Lipschitz continuity). Note the techniques developed in Chapters 2
and 3 for three dimensions are also applicable to interface problems, but were not
implemented in two dimensions at the time of writing this chapter.
In this work, the interface geometry for two-dimensional problems is represented by
piecewise cubic splines as in [50, 87], and the orientation of each spline defines normal
vectors pointing into one QW. Given a cubic spline representation and a simplex
background mesh, the intersection algorithm constructs the topology of the cut mesh
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Figure 6-2: Example of background elements cut into two elements, KM and K(2 )
Th. The algorithm consists of first solving for all the intersection points between the
splines and every background edge, for example, points A and B in Figure 6-2. Then
the cut background edges are constructed, e.g. AC and AD in Figure 6-2. For each
cut background edge, we determine in which Q(') it lies, based on the orientation of
the splines. The final step consists of connecting the cut background edges and cut
splines into cut elements. The details of the intersection algorithm can be found in
the work of Modisette [87], where the main difference from this work is that Modisette
constructs cut elements on only one side of the interface, which is in fact the domain
boundary in his work.
As a cut-cell mesh can have arbitrarily shaped elements, a quadrature rule for
each of these elements and their faces is required in the DG discretization defined
in Eq. (6.20) and (6.21). For a cut element K in two dimensions, the quadrature
points xq are chosen to be equidistant points in the oriented bounding box of K but
lying inside K. An example is shown in Figure 6-3. The quadrature weights Wq are
calculated using the algorithm proposed in [50], which is based on minimization of
projection error on xq's. In addition, because most cut elements have three or four
sides, they can often be mapped to triangles or quadrilaterals, respectively, using high-
order Lagrange basis, as proposed in [87]. We can then employ standard integration
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rules for the cut elements that are converted to these "canonical" shapes; and this
integration procedure is shown to be more efficient [87]. An example cut element
that can be converted to a high-order triangle is shown in Figure 6-4 together with
the quadrature points. Note when an element K on the interface F is converted
to "canonical" by a mapping gK, the interface geometry on 9K is in fact redefined
according to gK, and may not be the same as the original geometry. The information
of this redefinition has to be shared with the neighbors of K, so that two neighbor
elements still define the same common face.
Figure 6-3: Example cut element with Figure 6-4: Example cut element con-
equidistant quadrature points in the ori- verted to canonical element, with canon-
ented bounding box ical quadrature points
6.5 Results
In this section, we present four numerical examples that confirm the optimal order of
convergence for our scheme. The first two examples have a smooth interface, where
we demonstrate the optimal L2 -error convergence, and the superconvergence of dif-
fusive flux error. The latter two examples have solution singularities induced by the
interface shapes. We demonstrate that the effect of singularities can be controlled by
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mesh adaptation, and output superconvergence can be achieved despite the present
singularities. Moreover, the last example presents a case of reaction-diffusion equation,
where an anisotropic feature exists along the interface. Note the adaptation scheme
is the MOESS algorithm presented in Section 4.4.
Example 1: L2-Error Convergence
This example is from [64], where the interface geometry is defined in polar coordinates
by r(6) = 0.32+0.05 cos(69), and the computational domain is [-0.75, 0.75] x [-0.75, 0.75]
as shown in Figure 6-5(a). The diffusivities are given by K(') - 1 and ,(2) = 10.
The source function, the boundary conditions, and the interface condition defined
in Eq. (6.2) are imposed such that we have an exact solution given by
e (X2 siny + y2) in Q() ,(6.31)
-(y2 + y2) in Q(2 )
which is shown in Figure 6-5(b). This example is then solved on a sequence of uni-
formly refined background meshes, the coarsest of which is shown in Figure 6-6. Fig-
ure 6-7 shows the L2-error convergence for p = 1 through 4, and we do observe the
optimal convergence rate hP+l for each p. Note that the error reaches machine preci-
sion level on the finest mesh using p = 4.
Example 2: Diffusive Flux Error Convergence
This example demonstrates error convergence for heat flux defined in Eq. (6.22) with
gq = 0 and gaQ = 0, and confirms the discrete evaluation in Eq. (6.24) is dual-
consistent. The interface geometry and computational domain are the same as in
Example 1, and the exact solution u is also given by Eq. (6.31).
We let g. = sin 26, where 0 represents the angle with respect to the positive x-
axis. Figure 6-8 shows the adjoint solution for this case. The output-based adaptive
scheme is then applied for p = 1 and p = 3 at four different DOFs: 2k, 4k, 8k, and
117
(a) Computational domain
Figure 6-5:
problems
0
-0.2
-0.4
-0.6
-0.8
-1
(b) Primal solution
Computational domain and primal solution of Example 1 for interface
Figure 6-6: Example background mesh for Example 1 for interface problems
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Figure 6-7: L2-error convergence for Example 1 for interface problems (h defined as
N- 1/2)
elem/
16k. The error convergence is shown in Figure 6-9, where we see that the method
achieves output superconvergence rate of h2p or DOF-P for both p = 1 and p = 3.
The "DOF-optimal" meshes for p = 1 are essentially uniform, and those for p = 3 are
uniform in Q) and very coarsen in Q(2) because the true solution in Q( 2) is quadratic
and can be exactly captured. Examples of these meshes are shown in Figure 6-10.
0.8
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
-0.8
Figure 6-8: Adjoint solution for Example 2 for interface problems
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Figure 6-9: Error convergence for Example 2 for interface problems
(a) p = 1, DOF = 8k (b) p = 3, DOF = 16k
Figure 6-10: Adapted cut-cell meshes for Example 2 for interface problems
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Example 3: Geometry-Induced Singularity
This section presents a case where the interface shape has corners, as shown in Fig-
ure 6-11(a). The computational domain is [-0.5,0.5] x [-0.5,0.5], and the interface
defines an L-shaped domain with top-left corner at [-0.25,0.25], bottom-right cor-
ner at [0.25, -0.25], and center at [0, 0]. The diffusivities are given by K(1) = 0.1
and ,(2) - 1. Homogeneous Dirichlet boundary condition and homogeneous interface
condition (a = b = 0 in Eq. (6.2)) are imposed, and the source function is
1
10
on Q(')
on Q( 2)
The solution is shown in Figure 6-11(b). For this case, the output of interest is the
volume term in Eq. (6.22), i.e. gaQ = 0 and g. = 0, and the integral weight gQ = f,
which represents an interest only in Q(l). For such an output, the adjoint solution is
the same as the primal solution shown in Figure 6-11(b).
0.12
0.1
0.08
0.06
0.04
0.02
0
(a) Computational domain (b) Primal solution
Figure 6-11: Computational domain and primal solution of Example 3 for interface
problems
This case is first solved on a sequence of uniformly refined structured meshes that
are interface-conforming. The coarsest of these is shown in Figure 6-12(a). Figure 6-13
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shows in dashed lines the error convergence on these uniformly refined meshes, where
the convergence rate for p = 3 is limited by the corner singularities. Note we also tried
to solve on a sequence of uniformly refined structured meshes that are not interface-
conforming. On such a sequence of meshes, the cut cell shapes on the interface are
different from one mesh to the next, and so the error does not converge at the expected
rate and hence is not shown. We will see that this "noise" due to arbitrary cut shapes
is not apparent on adaptive meshes.
The adaptive scheme is applied for both p's at different DOFs, starting from a
uniform unstructured mesh in Figure 6-12(b). For each DOF, 15 adaptation iterations
were carried out, and the average of the 5 last iterations at each DOF is shown in
Figure 6-13 as solid lines, where output superconvergence of hP or DOF-P is observed
for both p's. Further, the error of each of the 5 last iterations is also plotted, and it
is clear that the "noise" caused by arbitrary cut shapes on these adaptive meshes is
negligible. Figure 6-14 shows examples of the "DOF-optimal" meshes for p = 1 and
p = 3, where smaller elements are observed at all the corners, and the mesh grading
around corners is much stronger for p = 3.
(a) Initial mesh for uniform refinement (b) Initial mesh for adaptation
Figure 6-12: Initial meshes for Example 3 for interface problems
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Figure 6-13: Error convergence for Example 3 for interface problems
(a) p = 1, DOF = 8k (b) p = 3, DOF = 16k
Figure 6-14: Adapted cut-cell meshes for Example 3 for interface problems
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Example 4: Anisotropic Solution
In this example, we introduce a reaction term into our model PDE:
-V - (iVu) + u = f in Q(1 U Q(2),
so that the solution has an anisotropic layer along the interface E. The computational
domain and the interface are the same as in Example 3, and homogeneous Dirichlet
boundary condition and homogeneous interface condition are imposed. The diffusiv-
ities are rM = 10-4 and ,(2) = 1, and the source function is f = 1 in Q(l) U Q(2.
Figure 6-15 shows the solution, where a boundary layer exists along the interface.
For this case, the output is the volume integral defined in Eq. (6.22), i.e. g., = 0
and g. = 0, and the integral weight gQ = f so that the adjoint solution is the same
as the primal solution. The adaptation scheme is applied for p 1 and p = 3 at
different DOFs, starting from the mesh in Figure 6-12(b). Figure 6-16 shows the error
convergence, where output superconvergence is observed for both p's. Figure 6-17
shows the "DOF-optimal" meshes for p = 1 and p = 3, where we observe the adaptive
scheme employs strongly anisotropic elements along the interface.
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0
Figure 6-15: Primal solution for Example 4 for interface problems
124
0-310 -
10
1-
10
10-
10-8
103 104
DOF
Figure 6-16: Error convergence for Example 4 for interface problems
(a) p = 1, DOF = 8k (b) p = 3, DOF - 16k
Figure 6-17: Adapted cut-cell meshes for Example 4 for interface problems
125
=0- 1
-A-p =3
-1.29
-3.23
10 5

Chapter 7
Multi-Physics Problems
In this chapter, we extend the framework developed in Chapter 6 to handle multi-
physics problems, which are interface problems governed by different PDEs across the
interfaces. Section 7.1 derives the DG method for interface problems with general
systems of (linear) elliptic equations, which have different parameters and different
number of unknown states across the interfaces. Section 7.2 extends the method to
conjugate heat transfer (CHT) problems. In Section 7.3, we demonstrate our adaptive,
cut-cell framework with the DG discretization through a CHT problem.
7.1 DG for Interface Problems: Systems of Elliptic
Equations
In this section, let the computational domain consist of only two sub-domains for
simplicity, = U u(2) , and the sub-domains are separated by an interface E. On
each Q(), the solution () E [H1(Q())]m() satisfies
-V - (A(')Vu(')) - f('), () = 0 on
where A(' is the diffusivity tensor, m() is the number of unknown states for U(0), and
we allow m) # M(. Without loss of generality, we assume m( > 1 and m(2 ) = 1 in
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this section, and we define m _ m(') for notation simplicity. Assuming A(') has a full
rank, we impose the following interface conditions on E:
g(u(1 )) = U(), (7.1)
h(A*)Vuu) - n() = -A* -j n,(2) (7.2)
B(u(1 )) = 0, (7.3)
where the conditions are assumed to be linear in this section: g(u())) gTu(l),
h(A Vu () - n() = hT(A(l)Vu() - i)), and B(u(')) = B u(l). Conditions (7.1)
and (7.2) enforce solution continuity and flux continuity, respectively. Condition (7.3)
is for the full specification of u( on E, where B E Rmx(m-) has a rank of m - 1, and
each column of B is linearly independent of g E Rm and h E Rm.
For the DG discretization of this problem, the notations and derivations closely fol-
low those in Section 6.2. Recall the notations for different sets of faces: IF = UKCO(i )K,
A \E, and Fp Ij\OQ(). Denote the space:
vh {v E[L2(Q)m() : VK E [PP(K)]m(i), VK c Q()}.
Then the primal formulation on each Q('), i = 1, 2, is identical to (6.8), which is
restated here:
j Vu) - A( VvdQ + j - u {A(Vv} - { A I } -v ds
+ ({&2) - - ds
+ j ((A -u)AVv - Ao ) - ds = j f(vdQ, Vv E V(')u(')A(')v -i~ LMh,p~
(7.4)
Note Eq. (7.4) on each sub-domain Q(') has an interface term fE(.)ds. This term
involves the unknown 0) evaluated on the interface, which can represent a different
physical quantity for a different i. We then define the lifting operators based on (6.7),
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which is restated:
I - - . TdQQoo>) j VuW. TdQ + fj(i) - {T}dS +jroi> h r-f >d
+ (t(i) - U )r - ii ds,
-U } Trds
VT E (7.5)
More specifically, we define r() (.), i)(.), and r (-) by
rZ ($) TdQ
;)O l('(q) - TdQ =
= - $r f()ds
q Tjds,
VT E [Vh ],
and Eq. (7.5) leads to
0- = Vu M - r(in)(Ti - Uth) - ()({j - Uh}) - rM (it(2) - Uf ) (7.6)
As in Section 6.2.3, we require the numerical fluxes on E to satisfy the interface
conditions for primal consistency:
hT(Ao. n) = -A(2 . n(2) and BT(l) = 0,
based on which we have the following choices. The numerical fluxes fL(i), i = 1, 2, are
defined by solving the linear system
-(2) = g Tf(l) -
BTI(I) = 0
0.5(gTu + 2))
and A n.ii) i = 1, 2, are defined from
T(2) T (1)
-A -n() - hT(c - n1 )) - 0.5(hT(AAu)o-I -nil))
BT (Acx( - nil)) =B7()ol) - niu))
+ A(2)o-2) . ())
129
fou) r )($) - TdQ = - j $ {T}ds,
L>
(7.7)
{ ,(7.8)
g Tftu) = t(2, I
where o< on a face e E E is defined by
VUh - rlerf e( - UhI. (7.9)
The local lifting operator r.'(-) is defined by:
r.(#) TdQ f = - j# ( - )ds, VT e [VE(),
(i))h~
where Qe is the element in QW neighboring the face e. Note the linear systems
[gT; BT] and [hT; BT] are invertible as each column of B is linearly independent of
g and h.
7.2 DG for Interface Problems: Conjugate Heat
Transfer
Conjugate heat transfer (CHT) refers to the process of thermal interaction between
heat conduction on a solid body and heat convection in an adjacent fluid. Accurate
prediction of temperature and/or heat flux distribution in such a process is important
in a wide range of applications, for example, turbine blade cooling, aerodynamic heat-
ing for re-entry vehicles, and aircraft de-icing. This section applies the DG formulation
developed in Section 7.1 to the CHT problems (as a monolithic approach).
As in Section 7.1, we assume two sub-domains in the computational domain,
-= a U . The sub-domain Q(l) is governed by Navier-Stokes equations with
unknown 0) = [p, pu, pE]T, and Q( 2) is governed by heat equation with unknown
U(2) = T. Both equations are described in Appendix E, and a description of the vis-
cosity tensor A for Navier-Stokes equations can be found in [78]. On the interface E,
we impose temperature continuity, heat flux continuity, and no-slip condition. More
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specifically, the general interface conditions (7.1) through (7.3) become
T(u)) = U(2, (7.10)
yheat(U(1). ) = _pheat(U(2)) . (2)(7.11)
u = 0, (7.12)
where T(.) is the temperature functional, Fheat =TVT is the heat flux functional,
and KT is the thermal conductivity. Note the main difference from (7.1) through (7.3)
is that the viscosity tensor A for Navier-Stokes equations is rank deficient. More
specifically, the viscous flux for these equations contains no mass diffusion, and the
conditions (7.10) to (7.12) alone do not fully specify u() on E.
The DG discretization for this problem has the same bilinear form as given in
Eq. (7.4), and the choice of numerical fluxes follows (7.7) and (7.8). Let {T} be the
average temperature on the interface E, {T} = 0.5(T l) + T ). Then ft(, = 1, 2,
are defined by
Ph
n = 0 , and f( 2 )= {T}.
pI{T R
The fluxes A- - ni(, i = 1, 2, are defined by
(A(1 of" - nN~l)mass
Ao- (1 (A(1)or() - i(1 ))nornenturn
h T ~h0.5(Ajoj(1n))energy + (2) (2) (1n)
and Ao( fl 0.5 ((A or f )energy + K (2 - nh ),
where the viscosity matrix A(') is evaluated at ft(l), and gh is the lifted viscous
flux defined in (7.9). Note that at &1), which satisfies the no-slip condition, the
term (A(1)uo,1) - fn(l))energy is the same as the heat flux, r n
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We also need to define the inviscid numerical fluxes N() on the interface E. From
the side of Q(1), W() is computed using fi(1), and has only the pressure contribution
because (l) satisfies the no-slip condition. From the side of Q(2) governed by heat
equation, the inviscid flux (2) is zero.
7.3 Results
As a proof of concept, we demonstrate our solution strategy for conjugate heat trans-
fer in a laminar, external flow, where the geometry is a RAE2822 airfoil with cooling
chambers, as shown in Figure 7-1. The ratio of thermal conductivities at room tem-
perature is K(1)// 5 (2 ) = 10-3 . The conductivity r(1) relates to viscosity through Prandtl
number, and the viscosity changes with temperature according to Sutherland's law;
see Appendix E for more details. The conductivity r(2) is assumed to be constant.
The inflow conditions are M,, = 0.3, a = 2.31', and Re, = 104. Cooling is imposed
on the wall of the cooling chambers through a Robin boundary condition:
-KVT = h(T - T,),
where h is the convective heat transfer coefficient, and T, is the cooling temperature.
In this work, h = '(2) /c, and T, = 0.5T,,, where c is the airfoil chord length. Figure 7-2
shows the temperature distribution for this case.
The output of interest is the temperature on the airfoil, fairfoil TdQ, and the adap-
tive scheme is applied for p = 1 and p = 3 at three different DOFs. The error
convergence is shown in Figure 7-3, where we see that the method achieves output
superconvergence rate of h2P or DOF-P for both p = 1 and p = 3. The "DOF-optimal"
meshes for p = 1 and p = 3 are shown in Figure 7-4, where the adaptation automati-
cally adjusts the mesh on both sides of the interface for an accurate prediction of the
output. In particular, anisotropic elements are employed for the boundary layer, and
isotropic elements inside the airfoil. Also, a mesh grading is observed on the corners of
the cooling chambers, especially for the adapted meshes from the p = 3 discretization.
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Figure 7-1: RAE2822 airfoil with cooling chambers
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Figure 7-2: Temperature distribution, T/TO
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Figure 7-3: Error convergence for the CHT case
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(a) Initial mesh
(b) Adapted mesh, p = 1, DOF = 8k
(c) Adapted mesh, p = 3, DOF = 16k
Figure 7-4: Initial and adapted cut-cell meshes for the CHT case
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Chapter 8
Conclusions
8.1 Summary and Conclusions
This thesis presents work toward the development of a robust PDE solution framework
that provides a reliable output prediction in a fully-automated manner. In particular,
the framework consists of a simplex cut-cell technique, a high-order DG discretization,
and an anisotropic output-based adaptation. The simplex cut-cell method is based on
the work of Fidkowski and Darmofal [50]. We significantly improved the robustness
and automation of their original algorithm in three dimensions by tackling two issues:
intersection ambiguity due to numerical precision, and poor quadrature quality for
cut cells. In addition, we derived a DG method for multi-material and multi-physics
problems, and extended the adaptive, cut-cell framework for these problems.
For the three-dimensional cut-cell intersection problem with the embedded ge-
ometry represented by quadratic patches, we demonstrated the robustness issues of
using standard double precision. We then introduced the adaptive precision arith-
metic provided by the LEDA library [26], which guarantees intersection correctness
but is computationally unaffordable. Various techniques were developed to improve
the efficiency of using the adaptive precision arithmetic. With the improvement, the
intersection cost represents only a small fraction of the flow solution cost in terms of
CPU time. In addition, the intersection algorithm was parallelized by partitioning the
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background mesh, and almost a linear speedup was observed.
We proposed a high-quality and efficient cut-cell quadrature rule that satisfies a
quality measure we defined. More specifically, the quadrature points are selected based
on the idea of the magic points [83], which we proved are asymptotically the same as
Fekete points, and improve the quality measure. The quadrature weights are com-
puted based on a weighted least-squares problem to minimize certain projection error.
Through an aerodynamics problem, we demonstrated the improvement in nonlinear
solver robustness using the proposed quadrature rule. In addition, the proposed algo-
rithm does not rely upon any symmetry information or geometry approximation, and
does not involve high-order polynomial root-finding.
With the robust intersection algorithm and the high-quality cut-cell quadrature
rule, we demonstrated the automation and robustness of the solution framework
through a range of aerodynamics problems, including inviscid and laminar flows. For
each presented problem, the cut-cell method was applied on 100 to 200 adapted meshes,
ranging from a very coarse mesh with the geometry inside almost one background
element, to an adapted mesh with flow features resolved for an accurate output pre-
diction. No human intervention was involved in the process from the initial to the
final mesh, including the cut-cell intersection procedure and flow solves using DG
polynomial degrees of p = 1 and p = 2.
We then extended our solution framework for scalar elliptic interface problems. We
first derived the DG discretization in a unified form for these problems on fitted meshes,
and showed that no modification on the DG bilinear form is needed for interface
treatment. We then combined the cut-cell technique, so that the mesh generation
process becomes completely separate from the interface definition. No assumption was
made on the interface shape (other than Lipschitz continuity). We also extended the
MOESS adaptation algorithm [124] to handle cut cells for both embedded boundary
and interface problems. Through numerical examples, we demonstrated high-order
convergence on cut-cell meshes for elliptic interface problems with both smooth and
non-smooth interface shapes. A dual-consistent output evaluation was also derived
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for the developed DG scheme, and output superconvergence was observed.
We then extended the framework to handle multi-physics problems, which are in-
terface problems governed by different PDEs across the interfaces. The DG method
was modified to account for more general interface conditions, and non-interface-
conforming meshes were used with the cut-cell technique. The framework was demon-
strated (as a monolithic approach) through a conjugate heat transfer problem, where
mesh element size and shape on each material are adjusted in a fully-automated man-
ner for an accurate output prediction.
8.2 Future Work
During the course of this work, we identified several areas for potential future research
as listed below.
Three-dimensional RANS simulations
With the significant improvements to the robustness of the cut-cell algorithm, simula-
tion of three-dimensional RANS equations on cut-cell meshes can be one potential fu-
ture work. If successful, this would significantly improve automation of the mesh gen-
eration process for aerodynamics problems on complex geometries. Two-dimensional
RANS simulations on cut-cell meshes have been demonstrated by Modisette [87].
Three-dimensional interface problems
While we only considered two-dimensional interface problems, our proposed framework
is extendable to three dimensions. In particular, the DG discretization developed for
interface problems and the adaptation framework have no assumption on dimensions.
The intersection and quadrature rule generation developed for embedded boundary
problems in this thesis are also applicable for interface problems, and the implemen-
tation will be considered in future.
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Adaptation of quadratic patches
One source of numerical error that was not considered in this thesis is the quadratic-
patch approximation of the geometry surface, which is often represented by a CAD
model. This error can be more prominent if a higher-fidelity simulation is required,
using for example a higher approximation polynomial degree. One possible solution
is to identify the impact of this error on the output prediction through an adjoint
analysis. Then an automated adjustment of the quadratic-patch resolution can be
incorporated in the adaptive framework.
Extension to problems with moving geometries
While the applications in this thesis are mainly for aerodynamics and heat transfer,
the proposed PDE solution framework can be extendable to other applications gov-
erned by different PDEs. One particular interest is the extension to problems with
a moving boundary or interface, for example, the aeroelastic studies based on fluid-
structure interactions. While the cut-cell intersection will need to be carried out much
more frequently for such problems, a variety of other issues must also be addressed,
including adjoint analysis and output-based adaptation for unsteady (and possibly
chaotic) systems.
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Appendix A
Notes on Cut-Cell Intersection
Algorithm
A.1 Sign Computation for Algebraic Numbers
In the library of LEDA [26] (or CORE [44]), every algebraic number has its entire
construction history stored as a directed acyclic graph (DAG), whose internal nodes
represent arithmetic operations (e.g. +) and whose leaf nodes are the input numbers.
Figure A-I shows an example of DAG, for the number (VY+VT2) x (V17- V12) -5.
Each internal node is also stored with the accumulated round-off error involved, and
a positive number known as separation bound used for sign computation, which will
be explained later in this appendix.
Let E represent an arithmetic expression with value f. With finite precision, let the
upper bound for round-off error be 6, i.e. If - fI < 6 where f is the approximated f.
The problem we want to solve is the sign of f given the value of f and 6. This can be
easily solved when f is not zero: if IfI > 6, then f and f have the same sign; otherwise
IfI < 6, we then keep refining the precision for f and hence reduce 6 until we have
fI > 6. An illustration is shown in Figure A-2. This problem is more complicated
when f = 0, as precision refinement for f will drive both f and 6 to zero.
In the case of f = 0, we then need the concept of separation bound to indicate
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Figure A-1: Example of a directed acyclic graph for (v 17 + V12) x (V'i7 - v 12) - 5
(LEDA Manual)
f is identically zero. A separation bound sep(E) for the expression E with value f
is a positive number such that |f < sep(E) implies f = 0. A simple example of
separation bound on integer arithmetic is the number 1. For algebraic expressions,
separation bounds are always computable; see for example [25]. Therefore, if <  6,
or equivalently If I < 26, we then keep refining the precision for f until we have either
IfI > 6 or 26 < sep(E). In the latter case, we then have IfI < 26 < sep(E), and then
f = 0 can be deduced.
Possible range of f
I 1 I I Bip
0 f4 f f4
(a) IfI > 6, then f and f have the same sign
Possible range of f
f-6 0 f f-6
(b) IfI < 6, then need to reduce 6 to compute sign(f)
Figure A-2: Sign computation for f given f and 6, where If - fI <6
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A.2 More on Efficiency Improvement
Various techniques were developed to make the adaptive precision arithmetic afford-
able for the cut-cell intersection problem. Section 2.4 describes the key concepts while
this appendix provides additional discussion.
Background-Edge Intersection
As described in Section 2.3, an intersection problem between a background edge AB
and a quadratic patch {xi}_ can be formulated as in Eq. (2.2), which is rewritten
here: find X, Y, and t such that
6 Z i (X, Y)xi = XA + t(XB - XA) (A.1)
i=1
t C [0, 1], X, Y > 0 X + Y < 1.
The details of how this system is solved with the adaptive precision arithmetic are
described in Section 2.4.
Another formulation is to represent the background edge as the intersection line
between two planes (e.g. two adjoining background faces). Denote their normal vectors
by i and ii2 , respectively. Then in the patch reference space, the intersection curve
between each plane and the patch is given by
6
S (X, Y) -- i(X, Y)i - xA = 0, j = 1,2. (A.2)
The intersection point between the background edge and the patch is thus the solution
of the system S1 (X, Y) = 0 and S2(X, Y) = 0, which represents a conic-conic inter-
section problem. This formulation is the same as Fidkowski's implementation [49].
In this work, both formulations were implemented using the adaptive precision
arithmetic, where the conic-conic intersection problem is solved using the method
described in Section 2.4. Figure A-3 shows a test case where point A is fixed, the
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intersection point P is uniformly sampled on the patch, and B is extended from the
line AP such that API = JBPJ. We then solve the intersection problem between AB
and the patch for 100 times using both formulations, and the difference in efficiency
is listed in Table A.1 1. The formulation from Eq. (A.1) is about two times faster,
as the coefficients for the system (A.1) have simpler construction DAG. Note the two
formulations have no difference in speed for double precision.
B
P
A
Figure A-3: A test case with random background-edge intersection point
Table A.1: Efficiency of the two formulations for background-edge intersections
Formulation Wall Clock Time (s)
Eq. (A.1) 0.96
Eq. (A.2) 2.01
Sorting Points Along Conic Sections: Branch Determination
As described in Section B.2, we need to sort a set of points, {Xj, Y _ along conic
sections. For conics with two branches, i.e. hyperbola and degenerate conics with two
lines, we need to first group the points onto each branch. For hyperbola, we first find
one of its asymptotes, aX + bY + c = 0; see Art. 174 in [113]. Then for each point
{Xj, Y}, we determine the branch according to the sign of aXi + bY + c.
'Wall clock time measured on an Intel Xeon 5570 processor at 2.93GHz. O/S: Ubuntu 11.04.
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For degenerate conics with two lines, let the two lines be denoted by a1X + bjY + c1 = 0
and a2X + b2Y + c2 = 0. One way to determine which line has {Xj, Y} is to determine
whether a1Xj + biY + ci or a2Xi + b2Yi + c2 is zero. This leads to severe efficiency
issues as we query the sign of an expression that is identically zero and may have
a very complex construction DAG involving solutions from conic-conic intersections.
One alternative is to define for each {X, Y }:
A, = (a1Xi + biY + ci) + (a 2Xi + b2Yi + c2 ),
A2 = (a1 Xi + b1Y + c1) - (a2 Xi + b2Yi + c2 ).
Then A1 and A2 are neither zero, and if they have the same sign, {Xj, Y} is on the
line a 2 X + b2 Y + c2 = 0; otherwise, {Xj, Yi} is on a1X + bjY + c1 = 0.
Special Case for Linear Patches
When the geometry surface is planar, the quadratic patches defined by (2.1) reduce to
linear, and so does the system (2.2). While we can still use the method described in
Section 2.4, the conics in the system (2.5) will be straight lines. As all the coefficients
for quadratic terms are identically zero, querying their signs with the adaptive precision
arithmetic causes significant slowdown for the intersection algorithm. Therefore, as
an input to the intersection algorithm, we explicitly specify a patch is linear if the
geometry is planar, and assign all the quadratic terms to zero without computation.
Reuse of Data
In the whole intersection algorithm, we always try to reuse the variables whose preci-
sion has been refined. For example, the normal vectors of background faces (or conic
coefficients) are present in the construction DAG for many intersection points, and so
may have a refined precision. They should be reused when needed during the stage of
oned construction.
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A.3 Classification and Sturm's Sequence for Quar-
tic Equations
Let a quartic equation be defined by
f(x) = ax4 - 4bx 3 + 6cx 2 - 4dx + e = 0. (A.3)
Without loss of generality, we assume a > 0 in this section. The classification of quartic
equations based on the number of real roots can be found in, for example, [46]. Using
the notations in [46], we define
W1 = ad - bc,
W2 = be - cd,
W3= ae - bd,
A, = A 3 - 27B 2,
A2= b2 - ac,
A 3 = C - bd,
T1= -W3A2- 3W2 + 9A 2 A 3,
T2= AW 1 - 3dB,
where A = W3 + 3A 3 and B = -dW 1 - eA 2 - cA 3 . Note a small typographical error
for T2 in [46]. All these terms are used in the classification of the quartic equation,
and we will see that its Sturm sequence can also be expressed using these terms.
Let P(x) be a polynomial in x. The Sturm sequence of polynomials is defined as
Po(x) = P(x), P1 (x) = P'(x)
Pn(x) = -rem(Pn- 2 , Pn-1 ), n > 2,
where rem(Pn- 2, Pn-1 ) denotes the remainder of Pn- 2 upon division by Pn-1 . The
sequence terminates at P once it is zero. The Sturm sequence of a general quartic
polynomials defined in (A.3), with A2 7 0 and T, # 0, can be derived to be
Po = ax4 - 4bx 3 + 6cx 2 - 4dx + e,
P 2 = -(3A 2x2 + 3W 1x - W3),a
P1 = 4ax 3 - 12bx 2 + 12cx - 4d,
4aA1A2
P3 = 2 (Tx + T2), P4- = 123A 2 ~
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Because we need only signs of these polynomials, we redefine {P}i- 2 as
P2 = 3A 2x 2 + 3W 1x - W3 , P3 = Tx + T2 , P4 = A 1 .
There are several special cases:
* A 2 = 0, Wi # 0: the Sturm sequence terminates at P3 with
P2 = 3W 1x - W3, P3 = - 4aA,27W 1
where the sign of P3 is the same as -A 1 W1 .
* A2 = 0, W1 = 0: the Sturm sequence terminates at P 2, with P 2 = W3;
* A2 # 0, T1 = 0: the Sturm sequence terminates at P3, with P3 = T2 .
A.4 Nearly-Duplicate Roots for Cubic Equations
For the conic-conic intersection problem described in Section 2.4, a cubic equation is
encountered, and only one real root is needed. In LEDA, the root for a cubic equation
is represented using the diamond operator for algebraic numbers [111], which applies
Newton's method for one specified real root (i.e. the smallest, the second smallest or
the largest). It is thus critical not to seek a duplicate or nearly-duplicate root due
to efficiency concerns. In this section, we develop methods to identify and avoid a
duplicate or nearly-duplicate root without solving the equation.
Let a cubic equation be defined by
ax+3 bx 2 + cx + d = 0.
As described in [46], the classification of the equation based on the number of real
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roots uses these terms:
S = W2 - 4A 2 A 3 ), A 2 = b2 - 3ac, A 3 = C2 - 3bd,
3 7 (A. 4)
W =bc - 9ad, P = 2bA 2 - 3aW.
In this section, we always assume the cubic equation has three distinct real roots,
because we have analytical formula with only algebraic numbers otherwise.
Let a cubic equation (with three distinct real roots) be constructed by
(x-xo)(x-xo-a)(x-xo-l) =0, 3> a> 0,
which has roots: xO, xO+a, and xo + /. We can show that the discriminant A, defined
in (A.4) is related to the distance among the three roots by
A1 = a 2 0 2 (o - a) 2
Further, define t = a/0 E (0, 1), then t being close to 0 or 1 indicates the existence of
two roots that are close to each other, i.e. two nearly-degenerate real roots. We can
show that A 2 = a 2 + f 2 - a, and so derive the quantity:
A 1/ 3  (t 2 -t)2/3
A2 t 2 -t+1+
Figure A-4 shows the plot of A, and it is clear that A can be an indicator for the
magnitude of t; if A is below some specified threshold, we conclude there are nearly-
degenerate roots. Further, the indicator A involves only A, and A 2, the signs of which
have been determined when classifying the cubic equation.
When there are indeed two nearly-degenerate roots, the third root should be the
one we seek for using the diamond operator. Thus we need to identify the relative
position of the third root, i.e. whether it is the smallest or the largest. We can deduce
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Figure A-4: Detecting nearly-degenerate roots for cubic equations
this information based on the sign of P defined in (A.4), which can be derived to be
P = - 2 (a + 0)(t - 2)(2t - 1).
When the two nearly-degenerate roots are smaller than the third root (i.e. t is close
to 0), we have P < 0; and when the two nearly-degenerate roots are larger than the
third root (i.e. t is close to 1), we have P > 0.
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Appendix B
Cut-Cell Mesh Construction
The cut-cell intersection algorithm constructs the topology of the cut mesh from a
simplex background mesh and a geometry defined by quadratic patches. The skeleton
of the intersection algorithm in this work is similar to Fidkowski's implementation [49].
Changes are made mainly for numerical conditioning concerns and for efficiency im-
provement to use the adaptive precision arithmetic, as discussed in Chapter 2. This
appendix provides the detail for each of the four steps in the intersection algorithm:
1. computation of intersection points, named zerod objects, or simply zerod for
brevity;
2. construction of intersection edges (oned objects or simply oned) by ordering and
connecting the zerod objects;
3. construction of intersection faces (twod objects or simply twod) by connecting
the oned objects into loops;
4. construction of cut elements (threed objects or simply threed) by making the
twod objects into closed volumes.
Note in this appendix, the adaptive precision arithmetic provided by LEDA real [26]
is used for all calculations unless otherwise stated.
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An example of one single tetrahedron intersecting quadratic patches is illustrated
in Figure 2-1 in Chapter 2, and is shown here again in Figure B-1. For presentation
convenience, we define a background edge (or face) as an edge (or face) of a background
element, for example AB in Figure B-1(a) as a background edge, and ACB as a
background face. We also define a patch edge as an edge of a (quadratic) patch on
the geometry surface.
zerod7
B
oned 3
Fiur B Ei e e a rd n erodriB zerod 3
... zerod5 zerod 2 oned4
...... .  d. ........ n e
all the intersecion points.(.e...objects)..A.hig-level.pseudocod.for.this.step.i
C
A
(a) (b)
Figure B-1: Example intersection between a background tetrahedron and a quadratic-
patch surface
B.1 Construction of Intersection Points (zerod Ob-
jects)
This section describes the first step of the intersection algorithm: computation of
all the intersection points (zerod objects). A high-level pseudocode for this step is
provided in Algorithm B.1, and details are in the rest of this section. Algorithm B.1
is decomposed into three parts based on the positions of the intersection points:
1. Find intersection points between all patch edges and the background mesh.
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2. Find intersection points between all background edges and the geometry surface.
3. Detect cases where the intersection curve between a patch and a background
face lies completely inside the patch and the face, i.e. no intersection point
exists on the patch edge or the background edge. An example is illustrated in
Figure B-2(a). For such a case, we store two points on the intersection curve as
zerod objects.
Input: Background grid, quadratic-patch geometry
Output: zerod objects
/* Part 1: patch-edge intersection points
for each patch edge ep do
background face fb do
tersection detected by bounding-box test then
Solve the intersection points between ep and fb based on Eq. (B.2)
1
2: background-edge intersection points
for each background edge eb do
for each
if in
e S
end
end
e nd
/* Part 3:
patch face f, do
tersection detected by bounding-box test then
olve the intersection points between eb and fp based on Eq. (2.2);
Background-face-patch-face intersection points
for each patch face f, do
for each background face fb do
C <- intersection conic between f, and fb in the reference space of f,;
if C is an ellipse and C has no intersection point associated then
I Store the two extrema points of C as zerod objects
end
end
end
Algorithm B.1: Construction of zerod objects
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for ea
if i
en
end
end
/* Part
*/
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Figure B-2: Example where the intersection curve
inside a patch face and a background face
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Part 1: Patch-Edge Intersection Points
We first find all the intersection points on patch edges, including those coincident with
patch vertices. This is achieved by solving an intersection problem for each pair of a
patch edge ep and a background face fb. Note these intersection points can also lie on
background edges or coincide with background vertices. Examples of the patch-edge
intersection points are zerod2 and zerod5 in Figure B-1(b).
For the pair of ep and fb, a bounding-box test is first performed using double
precision. Using the method of separating axis [45], we examine whether fb has an
overlap with the bounding boxes of the neighbor patches of ep. Note the bounding
box of a patch is defined based on the its extrema in each coordinate direction. We
then proceed to the intersection problem only if an overlap is detected.
Let the plane containing the background face fb be defined by its normal vector n'
and any point on the plane vo. The patch edge ep can be shown to be a planar curve
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mapping from a unit segment, via
3
x(s) = Z4j(s)xj, (B.1)
j=1
where s E [0, 1] is the coordinate along the patch edge, 4''s are the quadratic Lagrange
polynomials defined on a unit segment, and xj's are the nodes defining the edge. Then
the intersection points satisfy
3
j(s)xj - VO -n = 0, (B.2)
j=1
which is a quadratic equation in s. We determine whether there are roots in [0, 1]
based on the equation coefficients, and then solve the equation if such roots exist.
Note for this simple quadratic equation, we can also directly solve for all the roots
and then determine the range. The speed difference is not significant except in some
rare cases (e.g. a tangent intersection point coincident with patch vertex). We then
find the physical coordinates of the intersection points from Eq. (B.1), and determine
whether these points lie inside the background face fb.
There exists a special case where the patch edge ep lies entirely inside the back-
ground face fb. Such a case is detected when all the coefficients of the quadratic
equation (B.2) are zero. For this case, the two vertices of ep are stored as zerod
objects.
Part 2: Background-Edge Intersection
We then find all the intersection points on background edges, including those coinci-
dent with background vertices. This is achieved by solving an intersection problem for
each pair of a background edge eb and a patch face f,. Examples of such intersection
points are zerodi and zerod4 in Figure B-1(b). Note a quadratic patch face can inter-
sect with a line for up to four times; see the work of Peters and Reif, who classified
all possible quadratic surfaces [100].
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For the pair of eb and f,, a bounding-box test is first performed using double
precision. We examine whether the bounding box of the patch f, has an overlap with
the background edge eb, and we proceed to the intersection problem only if an overlap
is detected. The intersection problem is governed by the polynomial system (2.4),
and as described in Section 2.4, we convert the system into a bivariate quadratic
system (2.5). We then determine the existence of real roots in the range of [0, 1]2,
and solve the conic-conic intersection using the method discussed in Section 2.4. Note
this formulation is different from Fidkowski's implementation [49], and the efficiency
implication of this difference is discussed in Appendix A.2.
Part 3: Background-Face-Patch-Face Intersection
We then detect the case where the intersection curve between a patch and background
face lies completely inside the patch and the face, as shown in Figure B-2 for an
example. Such a case has an intersection conic that is an ellipse lying completely
inside the reference triangle of the patch and has no intersection points (zerod objects)
associated. To verify whether an ellipse is contained in a triangle, we inspect whether
its extrema points (points with maximum and minimum x-coordinate) are inside the
triangle. For data storage, we store the two extrema points as zerod objects as shown
in Figure B-2(b), which will be connected by oned objects.
B.2 Construction of Intersection Edges (oned Ob-
jects)
From the set of zerod objects, a set of oned objects is then built. For instance, in
Figure B-1, onedi links zerodi and zerod2 . A high-level pseudocode for the construction
of oned objects is in Algorithm B.2, which consists of three parts separated based on
the positions of the oned objects. Details of each part of the algorithm are given in
the rest of this section.
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Input: Background grid, quadratic-patch geometry, zerod objects
Output: oned objects
/* Part 1: Patch-edge oned objects
for each patch edge ep do
Collect all zerod objects on ep;
Sort these zerod's based on their reference coordinates on ep;
for each two consecutive zerod objects, {zerodi, zerodi+1} do
Create an oned object, onedi, that links zerodi and zerodi+1
if onedi is outside computational domain then
I Remove onedi from the oned list;
else
I Find the index of background element (or face) that onedi lies in;
end
end
end
/* Part 2: Background-edge oned objects
for each background edge eb do
Collect all zerod objects on eb;
Sort these zerod's based on their reference coordinates on eb;
for each two consecutive zerod objects, {zerodi, zerodi+1} do
Create an oned object, onedi, that links zerodi and zerodi+1
if onedi is outside computational domain then
I Remove onedi from the oned list;
end
end
end
/* Part 3: Patch-face oned objects
for each patch face f, do
for each background face fb do
C <- intersection conic between fP and fb in the reference space of f,;
Collect all zerod objects on C;
Sort these zerod's on C by taking advantage of the convexity of C;
for each two consecutive zerod objects, {zerodi, zerodi+1} do
Create an oned object, onedi, that links zerodi and zerodi+1
if onedi is outside the reference triangle of f,
or onedi is outside of fb in the physical space then
I Remove onedi from the oned list;
end
end
end
end
Algorithm B.2: Construction of oned objects
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Part 1: Patch-Edge oned Objects
We first construct the oned objects on patch edges. For each patch edge, we sort all
the associated zerod objects based on their reference coordinates on the edge, and each
two consecutive zerod objects form an oned object. The wire-frame of one cut element
in Figure B-1(b) is shown again in Figure B-3 with more patch-edge oned's denoted.
Then for each patch-edge oned, we need to determine its null state, i.e. whether it
is outside the computational domain. We then discard the null oned's; and for each
non-null oned, we need to determine which background element (or face) it lies in,
and this information will be used later for the construction of twod objects. For the
example in Figure B-3, we need to mark oned5 and oned8 as null, and mark oned6 and
oned7 as inside the only background element.
zerod,
dzerod zerod
zerod
.. ... ...
o:Wed........... 8
zerod . oide
zerod8
Figure B-3: Example of oned objects on patch edges
To deduce the null state for each patch-edge oned, we start from a patch-edge
oned that intersects with a background face, for instance, oned5 in Figure B-3, which
intersects a background face at zerod5 . By evaluating the tangent vector of the patch
edge at zerod5 , we can determine the null state of oned5 . Then we traverse through
each patch edge, and deduce the null state of each other patch-edge oned based on
topology. For example, traversing from oned5 to oned6 encounters an intersection
point on a background face (with odd multiplicity), then these two oned objects have
to be in the two neighbor background elements (or on the two sides of the domain
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boundary); traversing from oned to oned7 encounters no intersection point, and hence
these two oned's must be in the same background element. More logic is built into
the algorithm if an encountered intersection point happens to be on a background
edge or background vertex. There are still some cases, though rare, where tangent
information is required. Figure B-4 shows such an example, where a patch-edge oned
has both its endpoint zerod objects on background edges.
zrod,
Figure B-4: Example where null state of patch-edge oned object cannot be deduced
solely based on topology
Part 2: Background-Edge oned Objects
We then construct the oned objects on background edges, for example, oned3 in Fig-
ure B-1 (b). The zerod objects on each background edge are sorted and connected into
oned objects. We also need to determine the null state of each formed background-edge
oned, i.e. whether it is outside the computational domain. As described in Section 2.4,
the null state of one oned is first determined by evaluating the patch normal vector,
and the null state of each other oned can be deduced solely based on topology by
traversing through each background edge. Again, there are still some cases, though
rare, where the patch normal vector is required.
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Part 3: Patch-Face oned Objects
We then construct the oned objects on patch faces, which are also named embedded
oned objects. In patch reference space, they are defined by conic sections, as shown
in Figure 2-3 in Chapter 2, where oned1 and oned2 are such examples. Thus, for the
conic defined by each pair of a patch face and a background face, we collect all the
associated zerod's, and we need to connect them in order. An example is shown in
Figure B-5, where we need to order six zerod's on one conic.
1.5
1-
zerod zerod
5 oned 5
0.5 -% onedoned% oe4
zerod o erod
z d zerod on
zerod n- zerod2
-0.5
-0.5 0 0.5 1 1.5
(a) Physical space (b) Patch reference space
Figure B-5: An example where the intersection curve between a patch and a back-
ground face has six zerod objects and three null embedded oned objects
For conics with two branches (e.g. hyperbola), we first need to group the zerod's
into different branches. Achieving this efficiently using the adaptive precision arith-
metic is described in Appendix A.2. We then sort the points along each branch of
conic sections. As described in Section 2.3, this is done by exploiting the convexity of
conic sections without the need for their parameterizations. On a convex segment, the
order of points is the same as the order on the convex hull formed by these points [66].
Therefore, we can choose an origin to be the center of all the zerod's that need to be
ordered, and this origin is guaranteed to be inside the convex hull due to convexity
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of the conic section. One example is shown in Figure B-6(a), with the six zerod's
from Figure B-5(b). Then the ordering of the points can be deduced based on the
angle of the vector pointing from the origin to each zerod. Note for conics that are
not closed, this algorithm is still valid, but one constructed oned will in fact connect
at an infinite distance. This does not cause an issue as this oned is certainly outside
the unit triangle and will be discarded when the null state of each oned is inspected.
One special case is when the conic is degenerate or nearly-degenerate, shown in
Figure B-6(b) for an example. A case is treated as nearly-degenerate if the angle
between the vector from for example zerodi to every other zerod is smaller than 0.5'.
Note this test is implemented in double precision. For such a case, choosing the
origin to be the center of all zerod's will lead to severe conditioning problems, and
consequently efficiency issues when we sort the zerod's using the adaptive precision
arithmetic. Instead, we first find the two zerod objects that are the farthest from each
other. Denote their coordinates by vo and vi, then the origin is chosen as
1 1
-(vo + vi) + -H1vi - vo 1fi,2 2
where nt is the unit vector such that i - (vi - vo) = 0.
After the zerod objects on the conic section are connected to oned objects, we
then determine the null state of each oned, i.e. whether it is outside the patch face,
or equivalently outside the unit triangle in the reference space. For the example in
Figure B-5(b), we need to determine that three of the six oned objects are null. Same
as for other oned types we have described, we first determine the null state of one
oned, then the rest can be determined based on topology. For instance, the null state
of oned1 has to be different from oned2 because of the intersection point zerodl. In
fact, null state of the first oned can also be deduced based on topology because a conic
can intersect a triangle only in a limited number of ways. Therefore, no arithmetic is
needed at all for this section except in some rare cases where a conic only intersects
at patch vertices. Figure B-7 shows such an example, where we need to compute the
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0 0.5 1
(a) Example from Figure B-5(b)
0.8 F
0.6
0.4
0.2
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1.5 -0.2 0 0.2
(b) Example of
0.4 0.6 0.8 1 1.2
nearly-degenerate conics
Figure B-6: Sorting points along conic sections
tangent vector at zerod2 for deducing the null states of the two adjoining oned objects.
0.8-
0.6-
0.4-
0.2-
0
I I
I
* I
I j
zerod\
zerod' 
- - - - zerod3
02 0 0.2 0.4 0.6
Figure B-7: A special case where determining the
requires tangent computation
0.8 1 1.2
null state of embedded oned objects
For certain cases, the embedded oned objects can be outside the background face,
and such oned objects are also marked as null. An example is the oned3 shown
in Figure B-8. Again, we determine the null state of one oned based on tangent
information, and march along the conic in the patch reference space to deduce the
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Figure B-8: Example where embedded oned objects are outside background face
B.3 Construction of Intersection Faces and Vol-
umes (twod and threed Objects)
After all the oned objects are constructed, they are then used to form the intersection
faces, referred to as the twod objects. There are two types of twod objects: on patch
face and on background face. For the patch-face type, we collect all the embedded
oned's in each background element, and connect them into one or multiple loops.
For the background-face type, we collect all the oned's on each background face, and
connect them into loops.
The last step in the intersection algorithm is to construct the intersection volumes,
namely cut elements. For each background element, we collect all the associated twod
objects, and join them to form closed volumes. Note each background element can
have multiple cut elements. A pseudocode for the construction of twod and threed
objects is given in Algorithm B.3.
161
At the end, all the intersection point coordinates and conic coefficients are con-
verted to double precision. They define the geometry of each cut element, and will
also be used to compute the associated quadrature rule.
Input: Background grid, quadratic-patch geometry, zerod objects, oned objects
Output: twod objects, threed objects
/* Patch-face twod objects
for each background element Kb do
Collect all embedded oned objects inside Kb and on its faces;
Connect these oned objects into loops, and store each loop as a twod object;
end
/* Background-face twod objects
for each background face fb do
Collect all oned objects on fb and on its edges;
Connect these oned objects into loops, and store each loop as a twod object;
end
/* threed objects
for each background element Kb do
Collect all twod objects inside Kb and on its faces;
Connect these twod objects into enclosed volumes, and store each volume as
a threed object;
end
Algorithm B.3: Construction of twod and threed objects
B.4 Parallelization
We parallelize the whole intersection algorithm, together with the quadrature-rule gen-
eration described in Chapter 3. Before partitioning, each background element is tested
for potential intersection based on its bounding box, and a large weight is assigned
if the test is positive. The background mesh is then partitioned using ParMetis [70],
which computes a partitioning such that the number of connections is minimized and
that each partition has approximately the same amount of weights. The quadratic-
patch definition of the geometry is copied to each processor, which then solves the
intersection problem on the partitioned background mesh. The cut topology is guar-
anteed to be consistent across partitions, because the adaptive precision arithmetic
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ensures the cut topology on each partition to be equivalent to the theoretical result.
The cut mesh on each partition is then assembled on the root processor, and a
global cut mesh is constructed. This global mesh is used when we apply the merging
technique, which combines two (or more) cut elements into one element as explained
in Section 4.2. Also, if a partitioned background mesh has no intersection with the
geometry (e.g. Q3 in Figure B-9), we cannot easily determine whether the whole
partition is inside the computational domain without communicating with other par-
titions. For such a partition, this information is thus deduced after the global cut
mesh is constructed.
Figure B-9: An example partitioned background mesh, with one partition not inter-
secting the geometry
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Appendix C
Notes on Cut-Cell Quadrature Rule
C. 1 Quadrature Quality Measure
This section provides proofs for the theorems stated in Section 3.2.2. Again, for
presentation brevity, we always assume the integration domain Q has a unit volume.
We first prove Theorem 3.4:
Proof. The proof for Item 3 of the theorem can be found in [63, 123], so we only prove
Items 1 and 2 here. Based on Assumption 3.3, Eq. (3.4) gives
F = lim F = arg min
nflq 0 0 F L
Fioi(x) - f (x) )
which is the L2 projection problem of f(x) onto the space P]d. The solution F' thus
satisfies
f (x) P(x)dx = 49 F i(x) (x)dx, Vol E Pp.
Since a constant function is in Pd , we have
F( xnb
lim+0 Fi i (x) dx,j f (x)dx = F i(x)dx =
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2
dx,
which proves Item 1.
From the definition of Q in (3.7), we have
nq I nW 1
_ =W2 =1+( 
-c)2 >1,
q=1 q q=1 q
(C.1)
where the second equality uses the fact that
nrq nq
S W = 1, and E Cq = 1.
q=1 q=1
Note (C.1) shows that Q - 1 essentially measures the difference between {cq} and
{Wq}. For the weights {wq} defined in (3.6), this difference makes {wq} a degree-p
quadrature rule regardless of the choice of {Cq}. Further, for {wq} in (3.6), the value
of Q is given in (3.13):
Q =bT (VCVT)-1 b
-1
Zq cq0c (Xq) 2
=bT
Based on Assumption 3.3, Eq. (C.3) gives
lim Q = bT lim
fq-+0 = b l-q b,[
- bTM- b)
b
Eq Cq#1i(Xq )2
Eq cq4Oi(xq)Oj(xq)
(C.4)
where M is the mass matrix, i.e. Mij = f12 0i(x)oj (x)dx. As (C.2) is independent of
the basis polynomials, we can let {Vi} be a set of orthonormal basis with b1 (x) = 1.
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Eq cqq#(xq)bj (xq)
(C.2)
(C.3)b.
Then M is the identity matrix, and b = [1, 0, 0, ... ]T. Therefore, (C.4) gives
lim Q = 1.
Tw -+ao
The proof for Theorem 3.5 follows that for Theorem 4.1 in [119], and is given below.
Proof. Let f* IP' denote the best approximation of f
Let I(-) denote the integral f2(-)dx, and let Ip(-) denote
given degree-p quadrature rule {Xq, Wq}. Then we have
II(f) - I(f)
=K
= f - fp*o|(1 +5 E Wq)
q
- 11f - ffl0 0C)(1 + Q),
where the last inequality is due to
on Q with respect to 11 - ||2.
the approximation using the
2 2
1 1
I~qj /C/ - Wq~ J
q q q
C.2 Parameterization of Conics
This section reviews the parameterizations we use for integration of polynomials along
conics. For a general conic, we use the parameterization with the property that a point
sequence from evenly spaced parameters forms a polygon that encloses the maximum
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I(f - fH*) - I(f - f *) 0
I1(f - f*)|I+|II,(f - f*)|I
If - f*||xo +( | Wg|||f - f*||xo
inscribed area [101]. More specifically, for an ellipse with a center 0, a semi-major
axis of a along X, and a semi-minor axis of b along Y, the parameterization is
C(u) = 0 + acosuX + bsinuY; (C.5)
similarly, a hyperbola is given by
C(u) = 0 - a cosh uX - b sinh uY; (C.6)
and for a parabola with a vertex 0, an axis X with a focal length a, a tangent
direction Y at the vertex, the parameterization is
C(u) = 0 + au2X + 2auY. (C.7)
This parameterization can be very sensitive to precision when the conic section is close
to being a straight line segment. This is demonstrated in the following test case, where
we compute the arc length of a circular arc centered at (u, u), u > 1, and passing by
(1, 0) and (0, 1), as shown in Figure C-1. As u increases, the arc approaches to a
straight line segment. The standard Legendre-Gauss integration rule of an order 39
is used in the parameter space. The dashed line in Figure C-2 shows the error using
this parameterization, and as the arc becomes close to being a straight segment, the
quadrature error rapidly increases.
In this work, a "nearly straight" conic section is detected by computing the angle
between the normal vectors at the end points, vo and v1 . If the angle is less than 50, we
use the polar parameterization described below; more details can be found on page 87
of [88]. With respect to an origin 0, let a general conic be
Ax2 + 2Bxy + Cy 2 + 2Dx + 2Ey + F = 0.
The polar representation can be found by substituting x = r cos 0 and y = r sin 0, and
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we then obtain
1/r = T 1 sin6 + T2 cosO ± /T 3 sin20 + T4 cos 20 + T5 ,
where
E D DE-BF
T1 - T2 =-- T 3 =F F' F 2
D 2 -AF-E 2 +CF D2 -AF+ 2 -CF
T4 2F 2  T 5 = 2F2-
The key in this parameterization is the choice of the origin. As we only use this
parameterization for sections that are nearly straight, the origin is chosen to be
10 -(vo + v) +||v1 -V1 lln,2
where nt is a unit vector such that f - (vi - vo) = 0. The error for the previous test
case is in Figure C-2, which shows that this parameterization does not suffer when the
section is close to being straight. Note for a general conic that is not nearly degenerate,
choosing a proper origin point is not easy, and we still use the parameterization defined
in (C.5) through (C.7). More specifically, if the line from the origin to a point on the
conic section is tangent to the section, the parameterization can lead to a set of very
poorly spaced quadrature points.
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Figure C-1: Example for conic parameterization
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Figure C-2: Quadrature error for nearly-degenerate conic sections
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Appendix D
Visualization of Cut Cells
D.1 Two Dimensions
To visualize cut-cell meshes in two dimensions, each cut element is represented by a
polygon, whose vertices include all the zerod objects on the cut element. In addition,
each oned object on the spline geometry is divided by ten additional points, which
are evenly spaced in the parameter space of the spline. These additional points are
also included in the polygon vertices. The polygon is then triangulated, and the result
triangles are used for visualizing PDE solutions on the cut-cell mesh. One example of
the triangulated polygons for cut-cell visualization is shown in Figure D-1.
WV
(a) Background mesh and geometry (b) Cut cells represented by triangulated
polygons
Figure D-1: Example for cut-cell visualization in two dimensions
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D.2 Three Dimensions
For cut-cell meshes in three dimensions, we only developed visualization of results on
the embedded geometry and on background boundary faces. More specifically, each
quadratic patch is split into regions enclosed by conic lines in the reference space. An
example can be found in Figure 2-3 in Chapter 2. For visualization, each of these
regions is approximated by a polygon, whose vertices are defined by all the zerod
objects on the region. The polygon is then triangulated in the reference space, and
each triangle is used for visualization. For background boundary faces, each cut face
is approximated by a polygon in the physical coordinate space, and the polygon is
triangulated for visualization.
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Appendix E
Governing Equations
This appendix describes the governing equations considered in this work: the advection-
diffusion-reaction equation and the Navier-Stokes equations. They both have the form
of a conservation law defined in Eq. (4.1), which is written again:
0U+ V - (U,x, t) - V. -'(U, Vu, xt) =S(u, Vu, x, t), VxGE O t E ,at
where u(x, t) : Rd x R+ -+ R' is the m-state solution vector.
E. 1 Advection-Diffusion-Reaction Equation
For the advection-diffusion-reaction equation, the inviscid and viscous fluxes in the
i-th coordinate direction, and the source term are defined as
au
OFj=3u, .F4 j c xj S=' yu,
where /i is the advection velocity in the i-th coordinate direction, r is the diffusivity
tensor, and -y is the reaction coefficient. Note in this appendix, summation on repeated
indices is implied unless otherwise stated.
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E.2 Compressible Navier-Stokes Equations
E.2.1 Euler and Navier-Stokes Equation
For the compressible Navier-Stokes equations, the conservative state vector is u = [p, pVj, pE]T,
where p is the density, v is the velocity in the j-th coordinate direction, and E is the
specific total internal energy. The inviscid and viscous fluxes in the i-th coordinate
direction are given by
poi 0
F = poVji + 6ijp , T Fi ij ( E. 1)
pHvi Tjgj +nr _,l.
where p is the static pressure, H = E + p/p is the specific total enthalpy, T is the
temperature calculated from the ideal gas law, rIT is the thermal conductivity, and T
is the shear stress, for which a Newtonian fluid is assumed:
Tii=1tD + i +Oi A ,
x xi DXk
and p is the dynamic viscosity, and A = -2/3p is the bulk viscosity coefficient. The
pressure is related to the state vector by
p = (-Y - l)p E - 1vivi)
where -y is the ratio of specific heats. The dynamic viscosity is modeled using Suther-
land's law:
P = Pref (T) 1 5 Tref+Ts (E.2)
Tref T + Ts
unless otherwise stated. The thermal conductivity, rT, is related to p by the Prandtl
number, Pr, according to KT = cp-, where cp is the specific heat at constant pressure.
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E.2.2 Reynolds-Averaged Navier-Stokes Equations
The Reynolds-Averaged Navier-Stokes (RANS) Equations are derived by temporally
averaging the Navier-Stokes equations with Favre averaging procedure. In this work,
the closure of the RANS equation is accomplished by the Spalart-Allmaras (SA) tur-
bulence model [115]. The specific form of the model is based on the work of Oliver [92],
where two modifications to the original SA model were made. The first is a general-
ization of the model to compressible flows, and the second is a set of modifications
intended to improve the robustness for higher-order simulations.
The conservative state vector for the RANS-SA equations corresponds to the mean
flow states, and is denoted by u = [p, pvj, pE, pj]T, where I/ is the working variable
for the SA model, and is algebraically related to the eddy viscosity, Pt:
pif'1, ;> 0
0, fv < 0
where
X3 x
/3 + C3
and v = p/p is the kinematic viscosity. The inviscid and viscous fluxes of the RANS-
SA system in the i-th coordinate direction are given by
pVj 0
£ R ANS
PVjVi + jijp = TAs
pHVj !rANS RANS&T
U 1
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where the effective shear stress, TRAN , and the thermal conductivity, 1 TANa
TRANS [viT = (/ [k\ Oax, + ava) +±60 9Vk]
RANS
and the diffusion coefficient for the SA equation, q, is
x > 0
x < 0
P({ + X),
p(1 +X + 2),
The source term of the RANS-SA system is
0
0
S=
0
P - D+ Cb2Pa aCb2Po (9Xk
Here, the production term, P, is
CblSPi,
Cb1 SpignI
X > 0
x < 0
where g, = 1 - f9,x 2 /(1 + x 2 ), fg, = 10', and
S ;> -c, 2 S
s(c 2 S+c'3S)(C,3-2C,2) S-S
and S = 22;5Q0 is the
S < -c, 2 S
magnitude of the vorticity, Qjj = (ai - 2i), and the2axj ,
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(Pr Prt
S +
=S +
near-wall correction term is given by
K2d2 with 
fv2 = 1 -
1+ xf~i
where d is the distance to the nearest wall. The destruction term, D, is given by
D=cwifW( d
-
1 2{ CWI 2,
x > 0
x < 0
where
6 1/6f. =g w36+cc) , g = r + cw 2 (r6 _ r),
The constants of the turbulence model are set to: Cbl = 0.1355, o- = 2/3, Cb2 = 0.622,
K = 0.41, cwi = CbI/K 2 + (1+ Cb2)/U, Cw2 = 0.3, C,3 = 2, cv, = 7.1, c,2 = 0.7, CO3 = 0.9,
and Prt = 0.9.
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and r =gK2d2'

Appendix F
Discontinuous Galerkin Method
and Solution Strategy
This appendix describes the discontinuous Galerkin (DG) discretization and the dis-
crete solution strategy for the conservation law defined in Eq. (4.1), which is written
again:
U+ V -Fi(U, X, t) - V -.J '(U, VU, x, t) = S(u, Vu, x, t), Vx E Q, t E ,at
with the boundary conditions
B(u, F(u, Vu, x, t) - t, x, t; BC) = 0, VxG EQ, t E 1,
where u(x, t) : Rd x R+ -+ RI is the m-state solution vector, F', FJ, and S denote
the inviscid flux, viscous flux, and the source term, respectively. Note in this appendix,
the dependency of the fluxes and the source term on x and t are always implied, and
will not be explicitly stated.
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F.1 Discontinuous Galerkin Discretization
The weak form from the spatial DG discretization reads: find u E Vh,p such that
Rh,p(Uh,p, V) = 0, Vv E Vh,p, (F.1)
where lZh,p : Vh,p x Vh,p --+ R consists of discretizations of the inviscid term, viscous
term, and the source term:
TZhp (Uhp, V) = DGv diceiztV) + the invsci V) + gRe)b
The DG discretization for the inviscid term is given by
h ,p(Uh,p, v) =
K E ThIK
-F(uh,p)dQ + I J(v+ - v-)TH(ug,, u- ; fn+)ds
eGF1
+ - V +Tfv -(up, ub(u +; BC); fi+)ds,
eEQ Je
where (.)+ and (-)- denote the trace values on the two sides of a face e, fn+ is the
normal vector pointing from + to -, and W and 7 1b are numerical flux functions
on interior and boundary faces, respectively. On boundary faces, the interior side is
always the + side by convention, and the boundary state, Lb, is in general a function
of the interior state and the boundary conditions. In this work, the numerical flux N
uses Roe's approximate Riemann solver [106]:
1(U, ; n+) = 1 ARoe n++ _ILh,PUhfl 2 hTIU,) hl 2 ~ Uh, u~p; fi±) I(Uh+, - Uhip),
where AROe is the flux Jacobian matrix computed at the Roe's mean state. The
implementation for the boundary conditions follows the work [92].
The viscous term is discretized according to the second form of Bassi and Re-
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bay (BR2) [17]. Let the viscous flux have the form of
Ev(u, Vu) = A(u)Vu,
and then the semi-linear form for the viscous term is given by
K VvT -A(Uh,p)Vuh,pdQ
[{AT (uh,p)vv}T. [u, + . {A(uh,p)(Vuh,p + ire(r[uh,pD)}1 ds
[(fi+ -A TVV+) T (u -
+v+Tf1+ -Ab(Vub + ere((u+ - Ub)fl+)) ds,
where Ub = U (U +,; BC), Ab = Ab(Ub; BC), and VUb = Vub(Vu +; BC) are chosen
to specify the boundary flux according to the boundary condition. In addition, Tqe is
the BR2 stabilization parameter, re [Vhp(e)]d - [Vh,p]d is the local lifting operator
defined by
rT- r6 (#)dQ = - {}T - #ds, V#, 7 E [Vh,Pd,,
and Q' is the union of elements sharing the face e. The jump and average operators
for scalar function x and vector function y are defined as
i =_ x-n- + x+n+, yj - y- - n- + y+ n
{X} - + x+),2 y (y- + y+).
The source term is discretized using a mixed form of Bassi et al. [14], which is
asymptotically dual-consistent [92]. The semi-linear form is given by
Z,,(Uhp, v) =
KE -hI vTS(uh,p, VUh,p - r+lob(Uhp)dQ,K
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RvPp(Uhp, v) =
KETh
-z
eEF1
-z
where the global lifting operator rglob Vhp -+ [Vp is defined by
'K 7 T rglob(uh,p)dQ = -- {fZ uh,p idsKE T K~r
-
T - f(Uh,p - Ub)dS, V7 h,p]d.
Note the global lifting operator is related to the local lifting operator by
rglob(Uh,p) = r eUhpD + r e(n(Uhp - Ub)).
eEF eECQ
F.2 Shock Capturing
Shock capturing in this work uses the PDE-based artificial viscosity model developed
by Barter and Darmofal [13], with modifications by Yano [124]. In particular, a shock
indicator that measures the local solution regularity is used as a forcing term in an
diffusive PDE, which smoothly propagates the effect of discontinuity and generates a
smooth artificial viscosity field.
The jump-based shock indicator for element K is given by
SK(w) =log LK 2g(w)g(w)(g(w±) ± g(W) J d
where g(w) is a scalar quantity defined from the PDE solution for detecting solution
discontinuity. To prevent addition of artificial diffusion in smooth regions or addition
of excessive viscosity, a filter originally developed by Persson and Peraire [97] is applied
to yield
0, SK SO(p) - S
SK (SK) 1 +sin SO)) P - AS <SK SO + AS
Smax, So(p) + AS < SK
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with a polynomial-degree-dependent function So(p) and parameters AS = 0.5 and
Smax = 1.
The indicator SK(SK) then used as a source term in the artificial viscosity PDE:
aVart 
_=a (rh3 aVart) +I [- Ama(U)K(U) - art inQ
at axi T ax9  T P
7ij aVart CIC " (ninjHjj)(Vart, - Vart) on aQ. (F.2)
a xj  1min
Here, H(x) = M- 1/ 2 (x) is the generalized length scale based on the metric-tensor,
7rij = C2HikHkj is the diffusion coefficient, T = hmin/(CpAmax(U)) is the time scale
based on the maximum wave speed, Amax(U), hmin = mini Ai(H) is the minimum
(anisotropic) element size, and h = (det(H))l/d is the volume based element size. The
two constants are set to C1 = 3 and C2 = 5. The resulting artificial viscosity field,
Vart, is again filtered to remove artificial viscosity in smooth regions and to cap the
maximum viscosity.
F.3 Discrete Solution Strategy
To obtain the discrete form of the discretized equation (F.1), a basis for the func-
tion space, Vh,p, is chosen. Denote this basis by {i} for i = 1, ..., N, and let
U E RN be the vector of expansion coefficients for the solution Uh,p E Vh,,, that is,
Up = 1 Uioi(x). Then the discrete form of (F.1) can be written as a system of
algebraic equations: find U such that
R9(U) = 0, (F.3)
where R,(U) is the discrete residual vector such that R,(U) = R1h,p(uh,p, #).
The system defined in Eq. (F.3) is solved using a pseudo-time continuation and
backward Euler time integration. Given a discrete solution U', the solution after one
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time step, Uf+l, is solved from
Rt(Un+1) = M-(Un+l - Un) + R8 (U) = 0, (F.4)
where Mt is the mass matrix weighted by local time step AtK. The time step AtK
is based on a global CFL number: AtK = CFLg-, where hK is a measure of element
size, and AK is the maximum characteristic speed in K. A single step of Newton's
method is applied for Eq. (F.4) at each time step:
Un+1 = U- Mt + ) R,(Un). (F.5)
The solution process is marched forward in time until ||R,(Un) 112 is smaller than a
user-specified tolerance. The CFL number is updated at each time step based on a
physicality check, and a line search based on the unsteady residual, Rt, is implemented
to improve the robustness of the continuation procedure [87].
The linear system in Eq. (F.5) is solved using a restarted GMRES algorithm [108,
109]. To expedite the convergence of the GMRES algorithm, the linear system is pre-
conditioned with an in-place block-ILU(0) factorization [43] with minimum discarded
fill reordering scheme [98]. For parallel applications, an additive Schwarz precondi-
tioner with overlap is used [42].
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Appendix G
Proofs for Discretization of
Interface Problems
G.1 Boundedness and Stability of DG Scheme for
Interface Problems
This section proves boundedness and stability of the bilinear form Bh defined in
Eq. (6.20), which can also be written as
SVUh - KVvdQ - I ( Uh] - {KVv} + {kVuh} - [v1) ds
+ S j re1,reUthD- re([v])dQ,
eCr A
where the local lifting operator re(.) is defined in (6.19). The proof is very similar
to the analysis in [7]. We define space V(h) -- Vh,, + (H2 (Q(1 )) e H 2 (Q( 2 ))), and we
define the following semi-norms and norms:
1,h =1,K,
K
v = ,h +
eErUE
E
K
h K + V1
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Bh(uh, v) =
(G.1)
Boundedness
We show the boundedness of Bh with respect to 111-111:
Bh(w,v) Cb|||W|||||V|||, Vw,v E V(h).
We first bound Bh(w, v) by
Bh(w,v) <sup
Q
(4 Vw Vv d + I - {Vv} + {w} -V ds
+ 1: j0 7e re(q[w]. re(pvj) dQ)
and the term in the parentheses is bounded by Cj||wj| lv|| as proven in [7]. This proves
the boundedness (G.2).
Stability
In this section we prove the stability of the bilinear form:
Bh(v,v) > CS|Iv1112, Vv E Vh,p. (G.3)
From Eq. (G.1), we first write Bh(V, v) as
+ r(Hvb 2K Vv r(v)2 d 
z,
eGrA
where the lifting operator r(.) is defined in (6.12).
geometric mean inequality, 2ab <
bound (G.4) for any E > 0 by
J r7e re() 2,dQ, (G.4)
Then we apply the arithmetic-
a2e + b2 /E, on the first term of (G.4), we can
(G.5)+inf 7e inf .
e Q
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(G.2)
Bh(v,v) =
Bh(v,v) > inf (V11,h(1 - e) + (1 - 1/E) lr([vj)|, - sup r, - |r( vj) 11,
On triangular meshes, we have from [7]:
Vv c V(h).
Then for any E < 1, (G.5) can be further bounded by
S(1-\) Veh+ (3inf g(1-e1/c)-3supr'+/inf infQ)v*Q Q e Q
Since we can choose E as close to 1 as possible, a sufficient condition for stability (G.3)
is
inf 7e > 3 supQ K
e infQ
Note this bound is very loose. A much tighter bound can be obtained by bounding
each elemental contribution in (G.4), which is found to be
supK K
Tle > 3 max ..
KEQe infK K
G.2 Adjoint Formulation for Interface Problems
In this section, we derive the dual problem of Eq. (6.1) and (6.2) with respect to the
output defined in Eq. (6.22). We first form the Lagrangian:
gaQVu - fids -I(u, )
f(i)) dQ, (G.6)
- 2 ( ( -( i) ui) -
where u satisfies Eq. (6.1) and (6.2). The dual problem is defined by
L'[u] (w, 0) = 0 V permissible w,
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Bh (V, V) > inf K
0
9,,K(')Vu(') -fi(')ds
r(j) 112 < 31v 1,
i.e. w E W, and [w] = 0 and [KVwJ = 0 on E, and w = 0 on OQ. From Eq. (G.6),
we have
LMu
gQ) w( )dcQ ganQVw - ids -
+ j O5()v. (i&(i)Vw(i)) dQ
I JW d- g 8 KVw - fids -
, u> Oan
+ (jan)
I
4z
x(Cjw) - l(') - wj x()v@(j)- fi(i ds
+ fw(Ov 
- (r(OVOWC) dQ
WM V (i.V@ + g/ ) d
+ g(( )- g () (Vw2) - W (2) ds
+ 4VW( - gi(l))ds - w nVO]ds = 0 V permissible w.
Therefore, the continuous adjoint solution b satisfies
-V - (KVO) = g() in Q(i) Vi
= gaQ on OQ
11)1 = gjn(l), [xV@b = 0 on E.
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L'[u] (w,0)
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