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a b s t r a c t
A derivative-free simulated annealing driven multi-start algorithm for continuous global
optimization is presented. We first propose a trial point generation scheme in continuous
simulated annealing which eliminates the need for the gradient-based trial point genera-
tion.We then suitably embed themulti-start procedure within the simulated annealing al-
gorithm.Wemodify the derivative-free pattern searchmethod and use it as the local search
in themulti-start procedure.We study the convergence properties of the algorithmand test
its performance on a set of 50 problems. Numerical results are presented which show the
robustness of the algorithm. Numerical comparisons with a gradient-based simulated an-
nealing algorithm and three population-based global optimization algorithms show that
the new algorithm could offer a reasonable alternative to many currently available global
optimization algorithms, specially for problems requiring ‘direct search’ type algorithm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider the problem of finding the global minimum of the optimization problem
minimize f (x) subject to x ∈ Ω, (1)
where f : Ω ⊂ Rn → R is a continuous real-valued function and Ω = {(x1, x2, . . . , xn) ∈ Rn|li ≤ xi ≤ ui, li, ui ∈ R}. A
point x∗ is said to be a global minimizer of f if f ∗ = f (x∗) ≤ f (x),∀x ∈ Ω . In many applications, for example, in applied
sciences and engineering, the function of interest may be non-linear, non-smooth or simulation based. It is with this view in
mind that some search methods that do not require much information about the function were developed. These methods,
popularly known as the direct search methods, are applicable to a wide range of problems. There are many direct search
methods for global optimization that exist in the literature, but the widely used ones are population based [1–4]. In this
paper, we restrict ourselves to the single point-based methods such as simulated annealing (SA) [5] and two phase multi-
start methods such as multi-level single linkage (MSL) [6,7].
Continuous simulated annealing is a single point-based global optimization algorithm. To date, several continuous SA
algorithms have been suggested in the literature [5,8–10]. The main shortcoming of these algorithms lies in the finite time
implementation of the cooling schedule. This means that the performance of SA is sensitive to the parameter values of the
cooling schedule.
On the other hand, performance of the clustering-based efficient multi-starts such as MSL depends on the so-called
‘critical distance’ needed for cluster formation. Moreover, its derivation requires the second derivative information of the
objective function [6]. Another shortcoming of MSL lies in the Bayesian stopping rule. This stopping rule is based on the
estimated number of local minimizers, and it performs poorly on functions with moderate to many local minimizers [11].
In this paper, we integrate continuous SA with MSL where the fundamental structure of SA is kept intact, i.e. the cooling
schedule is used. We embed a single iteration-based MSL within the framework of simulated annealing. This integration,
on the one hand, makes the parameters of the cooling schedule of SA less sensitive with respect to obtaining the global
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minimum value. On the other hand, the ‘critical distance’ becomes adaptive in nature and its derivation does not need
any properties of the objective function. The new algorithm, therefore, retains the ‘efficient multi-start’ feature of MSL but
eliminates its weaknesses related to the Bayesian stopping condition.
We make the new hybrid algorithm derivative-free by introducing a derivative-free point generation scheme in SA, and
using thederivative-free pattern search (PS) [12,13] as the local searchprocedure inMSL.Wealsomodify the searchdirection
used by PS. The new algorithm is called the ‘simulated annealing drivenmulti-start’ or SAMS in short. SAMS uses the cooling
schedule of SA and therefore there is no need for the Bayesian stopping rule (of MSL). We have shown in the numerical
section that SAMS is very robust in finding the global minimum value.
This paper is organized as follows. Section 2 briefly introduces continuous SA and the pattern search method, and then
presents the full details of the SAMS algorithm. Section 2 also presents the single iteration-basedMSL. Results are presented
in Section 3 and conclusions are made in Section 4.
2. Simulated annealing driven multi-start (SAMS)
In this section, we present the full details of SAMS. It is a continuous SA equippedwith the single iteration-basedMSL. SA
acts as the driver routine for the single iteration-basedMSLwhichmay be invokedmultiple times. Therefore, the ingredients
of SAMS are the continuous SA, the single iteration-based MSL, and the PS method used in MSL. We make modifications to
PS and propose a derivative-free trial point generation scheme in SA.
We first present the PS method and the modifications made to it. We then present continuous SA before fully presenting
the SAMS algorithm. We also present the single iteration-based MSL towards the end of this section for the completeness
of the paper.
2.1. The PS method
PS is a derivative-free iterative local search procedure with convergence properties [12]. In its basic form PS works as
follows. Starting with an initial point xk and an initial step length∆k, k = 0, PS generates trial points around xk (k being the
iteration counter of PS) by successively using directions di, where di form the columns of the matrix
D = (d1, . . . , dn, dn+1, . . . , d2n) = (e1, . . . , en,−e1, . . . ,−en) , (2)
ei being the ith unit coordinate vector. The trial points generated for each k are members of the poll set
Pk = {pi ∈ Rn | pi = xk +∆kdi : di ∈ D, i = 1, . . . , 2n}. (3)
At each kth iteration of PS, the ith trial point pi is examined to see if it is better than the current iterate xk. If a point pi ∈ Pk
satisfies f (pi) < f (xk), then the trial point generation at the current poll stops, the step length ∆k+1 increases and a new
poll starts at the new current iterate xk+1 = pi. If f (pi) ≥ f (xk), ∀ pi ∈ Pk then the step length ∆k+1 is decreased and the
current iterate is retained i.e. xk+1 = xk. Therefore, the next iterate is updated as follows:
xk+1 =
{
pi if f (pi) < f (xk), for some pi ∈ Pk,
xk otherwise.
The step size is updated [12] as follows:
∆k+1 =
{




The above two updatings continue until∆k gets sufficiently small (within the tolerance∆tol), thus ensuring convergence to
a local minimum. The step by step description of the basic PS method is given below.
Algorithm 1: The PS algorithm.
1. Initialization:
Initialize xk ∈ Ω and∆k > 0. Initialize Dwith jth column being the direction dj, j = 1, 2, . . . , 2n. Set
k := 0 and i := 1. Set∆tol > 0.
2. Trial point generation:
2(a) Evaluate f (pi)where pi := (xk +∆kdi) ∈ Pk, di ∈ D.
2(b) If f (pi) < f (xk) then set xk+1 := pi and go to step 3.
Otherwise, set i := i+ 1 and go to step 2(c).
2(c) If i ≤ 2n then go to step 2(a).
Otherwise, set xk+1 := xk and go to step 4.
3. Update∆k+1 := 2∆k. Set i := 1 and go to step 5.
4. Update∆k+1 := 12∆k. Set i := 1 and go to step 5.
5. If∆k+1 < ∆tol then stop. Otherwise, set k := k+ 1 and go to step 2.
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Remark 1. In order to avoid generating trial points along the coordinate directions, we propose the following modification
where the trial points, p˜i ∈ Pk, at the current iterate xk are generated along the ‘perturbed coordinate directions’ such that:
Pk = {p˜i|p˜i = pi + η∆ku, pi = xk + di∆k, i = 1, 2, . . . 2n} , (4)
where u = (u1, . . . , un)T , uj = rj/(r21 + · · · + r2n )1/2, j = 1, . . . , n, rj uniform in [−1, 1] for each j, i.e. rj ∼ Unif [−1, 1]
and η is a parameter, η = 0.15 [14]. PS performs significantly better with the above modification, see the results presented
in [14].
2.2. SA for continuous optimization
We now discuss the SA algorithm for continuous problem. In particular, we briefly present the SA algorithm of Dekkers
and Aarts [5]. The theoretical aspects of continuous SA have been studied by fewer authors [5,8,15] than its discrete
counterpart. However, the study of continuous simulated annealing in [5] has been the most valuable as they have not
only presented the theoretical convergence proof, but also designed an algorithm for solving continuous problems. Most
importantly, the continuous SA algorithm presented in [5] is similar to the discrete SA algorithm.
One of the complications arises in going from the discrete to the continuous application of SA is that of the point






if ω ≤ ψ,
LS(x) if ω > ψ,
(5)
wherem(Ω) is the measure ofΩ , ω ∼ Unif (0, 1) andψ = 0.75. LS(x) denotes a local technique that generates a point y in
a descent direction from x such that f (y) ≤ f (x). The local technique LS(x) from x is not a complete local technique but only
a few steps of some appropriate descent search. Thus, if f (y) < f (x) then y is not necessarily a local minimizer. gxy is the
density function of the next candidate point y while x is the current point. Dekkers and Aarts [5] also used the Metropolis
acceptance rule:
Axy(Tt) = min{1, exp(−(f (y)− f (x))/Tt)}, (6)
where Tt is the temperature at the tth Markov chain (MC). We denote the SA algorithm of Dekkers and Aarts by LSA. It has
two loops (after initialization): the outer loop controls Tt and the inner loop generates Lt number of trial points at each MC.
We present below the algorithm for LSA.
Algorithm 2: The LSA algorithm.
begin
initialize Tt , t = 0, and the starting point x
while stop criterion= false do
begin
for i := 1 to Lt do
begin
generate y from x using (5);
if f (y)− f (x) ≤ 0 then accept;
else if exp(−(f (y)− f (x) )/Tt ) >random(0, 1) then accept;
if accept then x := y;
end;
set t := t + 1 and lower Tt ;
end;
end.
Remark 2. GM (5) of Dekkers and Aarts combines the uniform distribution, Unif , with a gradient-based local descent
algorithm. This means that the LSA algorithm is not general purpose. To overcome this, we propose the following trial point
generation mechanism in LSA which is then used in SAMS.





if ω ≤ ψ,
RD(x) if ω > ψ,
(7)
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where ω and ψ are as defined in (5), and RD(·) (stands for random direction) is a local technique. RD(x) generates the trial
point y in the neighborhood of x. Clearly, the generation scheme (7) is similar to the scheme (5) of LSA, except for RD(x)
replacing LS(x) in (5). An important feature of RD(x) is that only one function call is needed each time it is invoked. When
RD(x) is invoked at the tth MC, the procedure of generating y from x is as follows. The trial point y is calculated by moving
a step of length∆sat from x along the direction d, i.e.,
y = x+∆sat d, (8)
where d ∼ Unif (D) = Unif {d1, . . . , dn, dn+1, . . . , d2n}. The step length∆sat is initialized as:
∆sa0 = ζ max{ui − li | i = 1, . . . , n}, (9)
where ζ ∈ (0, 0.1) is a small parameter. The step length,∆sat , is updated at the end of each MC.
Updating of∆sat :∆
sa





where nops is the number of times RD(·) is invoked to generate trial points and nacp is the number of times the trial points
generated by RD(·) are accepted at the tth MC. The ratio, ra, determines whether to increase or to decrease ∆sat . Thus, the
next step length∆sat+1 to be used at the (t + 1)th MC is updated as follows:
∆sat+1 =
{
(1+ α)∆sat if ra ≥ 0.6,
(1− α)∆sat if ra < 0.4,
∆sat if 0.4 ≤ ra < 0.6,
(11)
where α ∈ (0, 0.2) is a parameter. The motivation for the above update can be found in [14].
Remarks:
3. The step length∆k defined in Section 2.1 is used in PS while∆sat is used in GM-I for generating trial points via RD(·).∆sat
is initialized once using (9).
4. When y is generated by RD(x) (or p˜i by PS using (4)), there are instances for which y 6∈ Ω , i.e. either yi > ui or yi < li. If
this occurs, we re-calculates yi as: yi = xi + ω(ui − xi) or yi = li + ω(xi − li), where ω ∼ Unif (0, 1).
2.3. Cooling schedule for SAMS
The choice of a cooling scheduling has an important bearing on the performance of the SA algorithm. We implement the
cooling schedule suggested in [5], except the stopping condition.
The initial temperature, T0: T0 is obtained by generating a sample of size m0, and requiring that the initial acceptance
ratio χ0 is close to 1, where χ0 is the ratio of the number of accepted transitions and the number of proposed transitions.
The initial T0 is given by







wherem1 andm2 denote the number of trials (m1+m2 = m0) with∆fxy ≤ 0 and∆fxy > 0, respectively.∆f + is the average
value of those∆fxy-values, for which∆fxy > 0 (f (y)− f (x) = ∆fxy).
The length of MC: Dekkers and Aarts [5] suggested an approach which generates a fixed number of points, i.e.,
Lt = 10n. (13)
The decrement rule for Tt : Tt is decreased at the end of each MC. Dekkers and Aarts [5] suggested the following scheme:
Tt+1 = Tt
(




where σ(Tt) denotes the standard deviation of the values of the objective function at the points in the MC at Tt , and δ is
called the distance parameter.
Stopping condition: The stopping condition used here is different from [5]. We make the following simplistic choice to
terminate the algorithm i.e. we stop SAMS when
Tt ≤ ε, (15)
where ε is user provided.
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2.4. The SAMS algorithm
We now present the full details of SAMS. It includes all steps of LSA presented in Algorithm 2.We describe all these steps
together with the additional steps in SAMS. As with any other SA, SAMS has three major steps: the initialization step, the
outer and inner loops.
As in LSA, SAMS initializes the initial temperature, Tt , and the length of MC, Lt , t = 0. The additional initializations
in SAMS are the initialization of the step length ∆sat used in GM-I, and the initialization of a set S
t of N points, initially
S0 = {x1, x2, . . . , xN}, xi ∼ Unif (Ω), ∀i. SAMS then initializes the starting point x as x = x1, where x1 is the best point in
S0. Points in St are targeted to be replaced with better points at each tth MC. The set St is used by the single iteration-based
MSL within the inner loop of SAMS.1
In the outer loop, as in LSA, SAMS decreases the temperature Tt . Additionally, SAMS updates∆sat via (11).
In the inner loop, SAMS generates Lt trial points using GM-I (LSA uses GM). Like LSA, SAMS jumps around the search space
using the metropolis acceptance/rejection criterion (6). The additional steps, within the inner loop, performed by SAMS are
now described below:
• During the execution of the tth MC, SAMS keeps a record of the number of times RD(·) is invoked and the number of
times the trial points generated by RD(·) are accepted. This information is then used in (11) for the updating of∆sat in the
outer loop.
• During the execution of the tth MC, the worst point xN ∈ St is targeted repeatedly and an attempt is made to replace it
with the trial point y. That is, if f (y) < f (xN) then xN in St is replaced by y. The best point x1 and the worst point xN in
St are found each time the worst point xN is replaced. This process of updating St with new points continues until all N
members of St are replaced. A complete replacement of points in St requires at least N replacements. The replacement
process requires more that N replacements especially when a new point y enters into the set St (by replacing the worst
point xN ) and becomes the worst point in St . The duration of replacement of the whole set St depends on the size of it.
For smaller St more than one replacements may take place in a single MC. On the other hand, a replacement of St may
extend over a number of MCs for larger St .
• As soon as a new St is created, i.e. all members of St are replaced with the new ones, a single iteration-based MSL is
invoked using St . The best minimizer, xb, obtained so far by MSL is saved and the SA procedure within SAMS continues
after the execution of MSL.
To explain how St evolves into a complete new set (at which timeMSL is invoked using St ), we introduce a subscript j and
denote the set by Stj where j is the index representing the number of complete replacements. Hence, the initial set S
0 = S00
and the first new set at some tth MC is St1, S
0
0 ∩ St1 = φ.
For argument sake, let us consider two complete replacements. If two consecutive replacements, say jth and (j + 1)th
replacements take place at the tthMC (none, one or evenmore than two replacementsmay occur) thenMSLwill be invoked




j ∩ Stj+1 = φ. If, however, two replacements occur at two different MCs, say at tth
and `th, Stj ∩ S`j+1 = φ, then MSL will be invoked at tth and `th MC, respectively.
If a new Stj is created before the completion of the tth MC then the tth MC stops temporarily and a single iteration-based
MSL is invoked using Stj . After the completion ofMSL, the tthMC continues until the length Lt of theMC is reached. However,
if a new Stj is created at the end of the tth Markov chain, then the single iteration-based MSL is invoked before the (t + 1)th
MC begins. The best minimizer, xb, may be updated each time MSL is invoked.
After the execution ofMSL using Stj , the process of targeting S
t
j within the inner loop of SAMS continues until either a new
set, S•j+1, is created or SAMS is stopped. The stopping condition used in SAMS is based on the final temperature, see (15). We
present the detailed structure of SAMS using a flowchart with Fig. 3 in Appendix. The step by step description of the SAMS
algorithm is given in Algorithm 3.
2.5. Convergence properties of SAMS
In this section, we prove the convergence of SAMS. We first prove the convergence of SAMS without embedding the
multi-start procedure MSL. In this case, there is no need to generate and maintain the population set St at which MSL is
applied. We denote this version of SAMS by SA, and prove its convergence. Finally, we prove that SAMS converges to the
global minimizer faster than SA.
2.5.1. Convergence of SA
To prove the convergence of SA, we need the following items:
1 The computer implementation of St is done by an arraywhere the best point (having the lowest function value) and theworst point (having the highest
function value) are stored in the 1st and the Nth positions respectively. Rank ordering of other points between the best point x1 and the worst point xN is
not needed.
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(i) the step length parameter of RD(·) approaches to zero,2 i.e.∆sat → 0 as t →∞.
(ii) the random direction local, RD(·), always starts at the trial point generated by Unif , see (7).
Our motivation for (ii) is as follows.
At the tth MC, trial points y are generated by GM-I inΩ . If y is generated uniformly i.e. y ∼ Unif (Ω) then we denote y
by xt,u, where u is the index of the point generated using Unif and t is the temperature counter. Similarly, we associate a
subscript `with the local point generated by RD(·). For instance, xt,u` = RD(xt,u) or xt,u`+1 = RD(xt,u` ). Suppose that at the tth
MC, the series of point generated by GM-I is given by{
xt,1, xt,2, xt,3, xt,31 (= RD(xt,3)), xt,4, xt,5, xt,51 (= RD(xt,5)), xt,52 (= RD(xt,51 )), . . . , xt,u, xt,u` (= RD(xt,u)), . . .
}
, (16)
where xt,u ∼ Unif (Ω), u = 1, 2, . . .. It can be seen in (16) that RD(·) first starts at the uniform point xt,3 and generates the
trial point xt,3` , ` = 1, local to xt,3. The second local search starts at the uniform point xt,5 and generates the local point xt,51 .
The third local search, RD(·), then starts at xt,51 generating xt,52 .
Clearly, the points xt,51 and x
t,5
2 are local to the uniform point x
t,5 where the second local search starts. Hence, we can
treat these two points as local points generated as a result of the application of RD(·) at the uniform point xt,5. In the event
that xt,51 was not an accepted point, RD(·)would have started anew at xt,5 generating a new local point. Therefore, the local
points are generated as a result of the application of RD(·) at the uniform point. This justifies our assumption (ii).
Theorem 1. The random direction local search, RD(·), becomes a descent local search as Tt → 0, t →∞.
Proof. According to assumption (ii), the local search RD(·) always starts at xt,u, xt,u ∼ Unif (Ω).
The set {xt,u` · · ·} of local point(s) generated by RD(·) belongs to the mesh originated at xt,u. That is, at the tth MC,
{xt,u` , xt,u`+1 · · ·} ∈ M(xt,u,∆sat ), ∀u, where
M(xt,u,∆sat ) =
{
x|x = xt,u +∆sat Dq, q ∈ Z2n+
}
, (17)
Z+ is the set of all positive integers. If xt,u and xt,u
′
are two consecutive accepted points where the local search RD(·) starts
then the average number of rejected local points in-between xt,u and xt,u
′
grows with Tt → 0, t →∞. This means:
(a) At high values of t , the set of directions D is fully explored at each point where RD(·) is invoked, including xt,u.
(b) ∆sat → 0 and hence the meshM(xt,u,∆sat ) becomes finner, Tt → 0, t →∞.
Since at least one of the members of D is always descent and∆sat → 0, (a) implies that RD(·) produces a point with lower
function value, when applied at any xt,u or at xt,u` . The proof of the theorem is completed. 
Remark 5. As a consequence of Theorem 1, the point generation mechanism, GM-I, resembles the generation mechanism,
GM, of Dekkers and Aarts [5], see (5). Therefore, the convergence properties of LSA in [5] apply to SA.
2.5.2. Convergence of SAMS
We now prove the convergence of SAMS. We recall that the initial set S0 is generated before the first MC of SAMS starts.
Furthermore, the best point of S0 is used as the starting point (initial point) of the first MC in SAMS (see Step 1 in Algorithm
3, also paragraph 2 of Section 2.4). Since, SA converges to x∗, there is a subsequence
I = {x1, x2, . . . , xi, . . . , } (18)
of pointswith improving function values, i.e. f (xi+1) < f (xi), generated by SAwhich converges to x∗ as Tt → 0, see Remark 5.
We consider the following two cases.
Case 1. Let St be the singleton set. Consider the j-th set S•j (created, say at the t-th MC). Clearly,
j⋃
k=1
S•k = I = {x1, x2, . . . , xi}, (19)
where xi is the current best point generated at the t-th MC. When MSL is invoked at S•j = {xi}, ∀j, the local search is carried
out at xi. Therefore local searchwill be applied at eachmember of I . Let L(I) be the set of all minimizers obtained by applying
local search to the members of the set I . Clearly, L(I) converges to the global minimizer faster than the subsequence (18).
2 Since the objective function is bounded below, it is easy to prove that∆sat → 0 as t →∞.
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Case 2. Let St has N members, N > 1. Consider the j-th set S•j created3 at the t-th MC.
SAMS starts by generating S0 and treating the best member, x, of S0 as the initial point of the first MC. Then the set
S•1 is created by replacing the members of S0 (with better members). S
•
1 is created as soon as the best member, x, of S
0 is
replaced. Similarly, S•j is created by replacing members of S
•
j−1. Clearly, the (j − 1)-th improving member, xj−1, of I is the
best member of S•j−1; the j-th improving member, xj, of I is the best member of S
•
j and so on. It is therefore clear that when
I = {x1, x2, . . . , xi}, xi is the best member of S•i . When MSL is invoked the local search is always starts at the best point xi of
S•i (in addition to the other points of S
•
i ). Clearly, MSL is invoked at S
•
i , ∀i, means that the local search is performed at each
members of I (in addition to other points of S•i , ∀i). As in Case 1, SAMS converges to the global minimizer faster than the
subsequence (18). This proves the convergence of SAMS.
Algorithm 3: The SAMS algorithm.
1. Initialization: Compute Tt , t = 0, using (12) and initialize the starting point x. Calculate ∆sa0 using (9).
Initialization Stj = {x1, . . . , xN}, j = 0 and the initial point x = x1. Let xb = x1. Assign values of γ and
β .
2. The inner and outer loops:
while stopping condition is not satisfied do
begin
for i := 1 to Lt do
begin
generate y from x using GM-I in (7);
if f (y)− f (x) ≤ 0 then accept;
if exp(−(f (y)− f (x) )/Tt ) > random(0, 1) then accept;
if accept then x = y;
if f (xN) > f (x) then xN = x and find the best and worst points in Stj ;
if the set Stj is replaced entirely then
begin





t = ∆sat else∆ct = β∆sa0 ;
start Algorithm 4, i.e. perform the single iteration-based MSL using Stj+1;
end;
end;
t := t + 1;
update∆sat using equation (11);
lower Tt using equation (14);
end.
Remark 6. The inner and outer loops of Algorithm 3 are similar to those of Algorithm 2, but the significant changes are
highlighted in bold.
2.6. The single iteration-based MSL algorithm
MSL is a clustering-based multi-start algorithm [6,7] which iteratively utilizes a set of sample points. The size of the
sample set increases with the iteration number. MSL stops by using a Bayesian stopping rule.
Here, we use the first iteration of MSL each time it is invoked using Stj . Therefore the size, N , of the sample set, S
t
j , used
by the single iteration-based MSL remains fixed.
The process involved in the single iteration-based MSL algorithm is described as follows. The members of Stj is ordered
and a fraction, say γN , 0 < γ ≤ 1, of the best points is used. The derivative-free modified PS is then applied to some
potential members of Stj . The number of local searches applied to S
t
j depends on the ‘critical distance’,∆
c
t . We use
∆ct = max{∆sat , β∆sa0 }, (20)
where β > 1 is a parameter. This choice of the ‘critical distance’ is completely different from the one suggested in [6,7].
3 If S•j is created inside the MC then xi ∈ S•j , where xi is the best member of I . If S•j is created at the end of the t-th MC then xi ∈ S•j , where the best
member, xi , of I is the last point of the MC.
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The smaller ∆ct means the higher number of local searches which in turn means the repetition of the local minimizers.
We now see how this is minimized in SAMS. It is clear from (20) that initially∆c0 = β∆sa0 . However, we do not invoke MSL
using the initial set, S00 . The first MSL is invoked using S
t
1. The step length∆
sa
t is used by RD(·) in GM-I. At the high values of
Tt , the acceptance rate is high in SA and thus ∆sat increases from its initial value, ∆
sa
0 . Hence, there exists a t¯ > 0 such that
∆sa0 < ∆
sa
t ≤ β∆sa0 for all t ∈ [0, t¯). Clearly, at high Tt ,∆ct = β∆sa0 , t < t¯ .
On the other hand, at lower values of Tt the acceptance rate becomes smaller, i.e. Tt → 0 implies∆sat → 0. Hence, at low
Tt ,∆ct = β∆sa0 . Therefore, β∆sa0 is used as the cut-off value for which β plays a major role in controlling the number of local
searches performed. We have studied the sensitivity of β in the numerical section.
The ‘critical distance’, ∆ct = ∆sat for ∆sat > β∆sa0 . Thus, when the ∆ct is above the cut-off level it is guided by the
acceptance/rejection learningmechanism of the SA part of SAMS.We now present the single iteration-basedMSL algorithm.
Algorithm 4: The single iteration-based MSL algorithm.
Step 1 Order the sample points xi ∈ Stj such that f (xi) < f (xi+1), 1 6 i 6 γN − 1. Set i := 1.
Step 2 Apply the local search procedure, PS, to x1. For every i = 2, . . . , γN , apply PS to the sample
point xi except if there is another sample point, or previous detected local minimumwithin the
critical distance∆ct of x
i. Update xb, if necessary.
Remark 7. When MSL is invoked using the jth updated set Stj , PS is applied to a number of sample points. Each time PS is
applied to a sample point it uses the initial step length∆0. We use the following initialization:
∆0 = ∆sat , (21)
where∆sat is the step length parameter in GM-I used by RD(·) at the tth MC during which MSL is invoked.
3. Numerical results
In this section, we numerically compare SAMS with LSA [5] of Dekkers and Aarts. We also compare SAMS with three
recent population-based global optimization algorithms, namely the controlled random search algorithm (CRS4) [16], the
differential-free differential evolution algorithm (FDE) [17] and the improved particle swarm (PSO-RPB) [4].
We use 50 test problems (P) as benchmark problems [18] to determine the robustness and efficiency of SAMS. The
problems range from 2 to 20 in dimension and have a variety of inherent difficulties. We run each algorithm 100 times
on each problem to determine the success rate, sr . There are 5000 runs in total for each algorithm. The success rate, sr , the
average number of function evaluations, fe, and average cpu times, cpu, are used as the criteria for comparison. The averages
are computed using those runs for which the global minima are obtained.
3.1. The parameter values and the results of SAMS
SAMS implements the cooling schedule of Dekkers and Aarts [5]. The values of the parameters in the cooling schedule
are kept the same as suggested in [5]. For instance, T0 in (12) is calculated using m0 = 10n and χ0 = 0.9. Lt = 10n is used
in (13). We have also used the same temperature decrement rule (14) with δ = 0.1 as suggested in [5]. Indeed, we have run
SAMS on the test problem set using δ = 0.1, 0.3 and 0.5. Results obtained have shown that δ = 0.1 is the best value [14].
The parameter of the stopping condition is ε used in (15). We have used
ε = min{10−3, 10−3T0}. (22)
T0 varies widely from problem to problem. Therefore, the above choice is made to ensure that the final temperature is scaled
according to the initial temperature. Although, each run of an algorithm generates a different T0 for a problem, we use the
same T0 for all 100 runs of the algorithm.
Other parameters are ζ , used in calculating∆sa0 in (9), α used in updating∆
sa
t+1 in (11), the size N of the sample set S
t
j , γ
used by MSL and β in (20) for the ‘critical distance’,∆ct , of MSL.
We have conducted a series of numerical testings of parameters ζ and α (by fixing one and varying the other), using
ζ ∈ {0.005, 0.01, 0.03, 0.05.0.1} and α ∈ {0.1, 0.15, 0.2}. We use N = 3n, γ = 1 and β = 20 for these experiments.
The results obtained suggest that the parameter α is more sensitive than ζ [14]. The values ζ = 0.01 and α = 0.15 [14]
have obtained the best results. Hence, we use these values in our numerical experiments. We have numerically studied the
sensitivity of N using the above parameter values (and values in the cooling schedule). Results suggest the suitable value for
N is 5n. These results are reported in [14]. We have also numerically studied the sensitivity of the parameters γ and β and
presented the summarized results for them later in this section. A run is considered successful if the following condition is
satisfied:∣∣fopt − f ∗∣∣ ≤ 0.01 (23)
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Table 1
Results of SAMS using N = 5n & γ = 0.5 using 43 problems.
P(n) T0 fe sr cpu nps(ng ) nc
ACK(10) 28.84 28790 100 0.120 3(3) 3
AP(2) 3 949.00 2612 100 0.003 3(3) 3
BL(2) 96.97 2620 100 0.003 4(4) 2
B1(2) 15157.49 2743 100 0.003 2(2) 2
B2(2) 15154.47 2786 98 0.003 3(2) 2
BR(2) 446.91 2258 100 0.003 2(2) 2
CB3(2) 2 394.86 2381 100 0.003 2(2) 2
CB6(2) 8 410.76 2405 100 0.003 3(3) 3
CM(4) 7.49 6308 100 0.010 3(3) 2
DA(2) 9469730.00 2843 98 0.003 6(4) 5
EP(2) 0.90 1618 97 0.003 7(7) 6
EXP(10) 2.20 24209 100 0.070 3(3) 2
GP(2) 63901.00 2447 97 0.003 3(2) 3
GW(10) 1 583.55 48335 100 0.160 2(2) 2
GRP(3) 23.23 8450 100 0.130 4(4) 3
H3(3) 3.68 2808 100 0.020 4(4) 3
H6(6) 2.63 15702 99 0.190 9(9) 8
HV(3) 69139.00 11700 78 0.010 5(2) 5
HSK(2) 1.97 1749 100 0.003 3(3) 3
KL(2) 0.23 4608 100 0.070 2(2) 1
LM1(3) 201.55 4594 100 0.006 3(2) 2
LM2(10) 79.16 34145 100 0.110 2(2) 2
MC(2) 11.30 2271 100 0.003 3(3) 3
MR(3) 348426.00 15410 100 0.010 3(3) 2
MCP(4) 8.64 8538 100 0.020 4(4) 3
MRP(2) 154127.00 2577 100 0.003 3(3) 2
MGP(2) 2.68 1821 100 0.007 2(2) 2
NF2(4) 689690.00 14039 19 0.130 5(2) 4
NF3(10) 18299.00 173192 100 0.300 20(20) 19
PP(10) 184.43 35219 100 0.140 3(3) 2
PRD(2) 0.19 1751 100 0.003 2(2) 2
PWQ(4) 36236.00 9628 100 0.010 3(3) 3
RG(10) 616.90 37953 100 0.110 7(3) 2
RB(10) 9653091.00 79549 100 0.170 4(2) 3
SAL(10) 57.17 25288 98 0.070 3(1) 3
SF1(2) 0.69 1796 100 0.002 3(2) 2
SBT(2) 212.80 1979 80 0.003 3(2) 2
SWF(10) 11908.00 38529 100 0.120 3(2) 2
S5(4) 10.37 5202 100 0.008 5(3) 3
S7(4) 10.60 5065 100 0.008 5(3) 3
S10(4) 10.64 4973 100 0.009 5(3) 3
SIN(20) 4.99 141043 100 1.100 5(3) 2
WP(4) 1452635.00 9487 100 0.010 3(3) 3
tr 831421 4172 3.165 172(142) 136
where fopt is such that fopt = f (xopt), xopt being the best minimizer obtained by an algorithm (SAMS or LSA). The condition
(23) is used after each run of SAMS (respectively LSA) is completed.
We now present in Table 1 the full set of best results obtained by SAMS using ζ = 0.01, α = 0.15, N = 5n, γ = 0.5 and
β = 20. We have also presented the initial temperature, T0. In Table 1, we denote the average number of times the single
iteration-based MSL is invoked per run by nc , and the average number of times the modified PS is applied per MSL by nps.
We also denote the average number of PS, out of nps, that obtains the global minimum by ng . The first column of Table 1
contains the problem name. The dimension of the problem is also given in bracket in column 1. We note that SAMS has
not succeeded in finding the global minimum of 7 test problems, namely Epistatic Michalewicz (EM), Modified Langerman
(ML), Odd Square (OSP), Price’s Transistor modelling (PTM), Schaffer 2 (SF2), Shekel’s foxholes (FX) and Storn’s Tchebychev
(ST9). The results of the 43 problems are therefore presented in Table 1, where tr denotes the total result. From the total
results, we see that SAMS is successful in 4172 runs out of 4300 runs with total fe = 831 421. The total number of nps(ng) is
172(142) which indicates that about 82% of total nps obtains the global minimum. This shows PS can escape local minimizers
and obtain the global minimum. This capability of PS has been studied in [14].
We now present the results obtained for various values of β and γ . Results are obtained using ζ = 0.01, α = 0.15 and
N = 3n. In these experiments the same 43 problems, as given in Table 1, are always solved. Hence, the summarized results
are based on 43 problems.
First, we present the summarized results for β in Table 2. Table 2 shows that the best results are obtained for β = 20.
However, if we increase β further then sr decreases [14]. The full set of results of these experiments can be found in [14].
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Table 2
Total results of SAMS for different values of β , γ = 1, N = 3n.
β = 10 β = 15 β = 20
fe sr (nps, ng , nc ) fe sr (nps, ng , nc ) fe sr (nps, ng , nc )
1384360 4178 (299, 227, 175) 1147738 4179 (258, 199, 173) 1021630 4178 (237, 181, 170)
Table 3
Total results of SAMS for different values of γ , β = 20, N = 5n.
γ = 1 γ = 0.5 γ = 0.25
fe sr (nps, ng , nc ) fe sr (nps, ng , nc ) fe sr (nps, ng , nc )
911598 4167 (175, 149, 140) 831421 4172 (172, 142, 136) 766764 4154 (148, 136, 136)
Table 4
Effect of MSL in SAMS measured using 41 problems.
Algorithm fe sr cpu Psol
SA 496291 3700 1.73 41
SAMS 748229 4053 2.56 43
We now study the effect of β in nps and nc . Table 2 shows that SAMS performs nc = 175, 173 and 170 single iteration-
based MSL for β = 10, 15 and 20 respectively. The total numbers of local searches in the above MSL calls are nps = 299, 258
and 237, respectively, for β = 10, 15 and 20. Although the total number of local searches in each of the above cases is high
but the number of local search per MSL is considerably low. For example, there are 1.7 (= 299175 ), 1.5 and 1.4 local searches
per MSL for β = 10, 15 and 20, respectively. The numbers of successful local searches were ng = 227 out of nps = 299,
ng = 199 out of nps = 258, and ng = 181 out of nps = 237 for β = 10, 15 and 20 respectively. This shows that about
76%, 77% and 76% local searches are, respectively, successful in locating the global minimum value. Table 2 shows that fe
decreases as β increases. This is because nps is inversely proportional to β .
Next, we present the summarized results for various values of γ in Table 3. Table 3 shows that SAMS is successful in 4167,
4172 and 4154 runs out of 4300 runs for γ = 1, 0.5 and 0.25 respectively. SAMS achieves these successes with fe = 911 598,
835340 and 766764 for γ = 1, 0.5 and 0.25 respectively. Clearly, fe deceases when γ deceases. However, sr is the lowest
for γ = 0.25. On average, γ = 0.5 is the best value. For this value, the total number of nps(ng) is 172(142) which shows that
82% of the total nps attains the global minimum.
It is clear from Table 3 that γ has an effect on nps, i.e., nps decreases as γ decreases. This is because the number of nps
depends on the number of points, γN , used in the single iteration-based MSL. Clearly, the smaller the number of points
used in MSL, the smaller the nps value. A comparison of Tables 2 and 3 shows that N = 5n has produced better results with
γ = 0.5 (for which the full results are presented in Table 1).
We now study the effect of MSL in SAMS. For this we, run SAMS without implementing MSL. We denote this
implementation of SAMS by SA. Thus SA does not use the set Stj nor does it incorporate the local search PS. Hence, SA is a
direct search type simulated annealing with generation mechanism GM-I. The parameters of SA (apart from the parameters
of the cooling schedule) are ζ and α (ζ = 0.01 and α = 0.15 are used). SA solves 41 problems out of 50 problems (SA cannot
solve GRP and NF2 of Table 1). We present the comparison using the total results based on 41 problems for which both SA
and SAMS are successful. Comparisons are made in Table 4, where Psol denotes the total number of problems solved. The full
results for SA can be found in [14]. The total results for SAMS are extracted from Table 1.
Table 4 shows the superiority of SAMS over SA in terms of sr . SAMS is inferior to SA in terms of cpu and fe. This is because
SAMS uses of PS which incurs additional fe and cpu.
Finally, we graphically study how the ‘critical distance’,∆ct , varies with the number of MC, nmarkov . For this study, we use
two functions (Branin (BR) and Kowalik (KL)) and run SAMS using the best parameter values found. Results are presented
in Figs. 1 and 2, where the x-axis represents the number of MCs; y-axis represents∆sat on the left-hand side and∆
c
t on the
right-hand side. In each figure, we have indicated the value of∆ct with a ‘∗’ when MSL is invoked. MSL is invoked twice for
each problem. In Fig. 1 MSL is first invoked after 20th MC, while in Fig. 2 MSL is invoked at about 4th MC. Figures also show
that no local searches are performed when Tt is small. The horizontal dotted lines in each figure indicate the cut-off value
of∆ct , i.e.∆
c
t = β∆sa0 as discussed in Section 2.6.
3.2. Comparison of SAMS with LSA
We now compare SAMSwith LSA of Dekkers and Aarts [5]. We exclude all non-differentiable functions except the Ackley
function (ACK) from this comparison. ACK is differentiable everywhere except at the origin. Hence, we use 38 representative
problems. LSA implements the cooling schedule of Dekkers and Aarts [5]. SAMS also implements the same cooling schedule
except the stopping condition. Both SAMS and LSA use the criterion (23) for counting the successes. The results for LSA are
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Fig. 1. Profile of∆ct and∆
sa
t for the BR problem.























Fig. 2. Profile of∆ct and∆
sa
t for the KL problem.
obtained by implementing the BFGS algorithmwith Armijo’s line search. We invoke one call of line search per LS(x) as more
than one call increases fe significantly. The comparison is shown in Table 5, where the last three problems (Zakharov, Colville
and Dixon) are taken from [19]). In Table 5, we have included fe and cpu for functions with sr = 0.
Table 5 shows that LSA is unsuccessful for all 10 dimensional problems except for EXP, LM2, NF3 and DX, and for 20
dimensional SIN function it is successful only for two runs. LSA fails on the Rastrigin (RG) function which, like SIN, is
symmetrical about the global minimizer. This means that the derivative-based LSA gets stuck easily at the local minimizer
for functions where the global minimizer is embedded in many local minimizers distributed in lattice-like structure. The
steepest descent search direction (single call of line search in BFGS) used might also have caused the failure of LSA on RB
(Rosenbrock) and NF2 (Neumaier 2). On the other hand, SAMS is very successful on these problems. Table 5 shows that LSA
fails on seven problems while SAMS is successful on all 38 problems. A comparison using total results shows that SAMS
is superior to LSA in terms of sr . SAMS achieves 3688 successes as opposed to LSA which achieves 2163 successes out of
3800 runs in total. LSA is, however, superior to SAMS in terms of fe and cpu. This is because LSA uses less fe and cpu for easy
functions where it is success rate is 100%. i.e. sr = 100.
3.3. Comparison of SAMS with population-based algorithms
Finally, we compare SAMS with some population-based algorithms. We use controlled random search (CRS4) [16],
differential evolution (FDE) [17], particle swarm optimization (PSO-RPB) [4]. These are all derivative-free recent algorithms.
The comparisons are presented in the compact format. Results of PS0-RPB and FDE are taken from their respective references
while the results of CRS4 are taken from [20]. Results of SAMS are taken from Table 1. We compare the number of problems,
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Table 5
Comparison of SAMS and LSA using 38 problems.
P(n) SAMS LSA
fe sr cpu fe sr cpu
ACK(10) 28790 100 0.120 37352 0 0.310
AP(2) 2 612 100 0.003 1492 68 0.002
B1(2) 2 743 100 0.003 1032 100 0.001
B2(2) 2 786 98 0.003 1205 100 0.001
BR(2) 2 258 100 0.003 1235 100 0.001
CB3(2) 2 381 100 0.003 1852 100 0.001
CB6(2) 2 405 100 0.003 2012 100 0.002
CM(4) 6 308 100 0.010 13232 73 0.007
DA(2) 2 843 98 0.003 6398 7 0.021
EP(2) 1 618 97 0.003 854 100 0.001
EXP(10) 24209 100 0.070 6369 100 0.006
GP(2) 2 447 97 0.003 3428 95 0.002
GW(10) 48335 100 0.160 42384 0 0.080
H3(3) 2 808 100 0.020 3217 100 0.005
H6(6) 15702 99 0.190 3842 86 0.015
HSK(2) 1 749 100 0.003 784 100 0.001
LM1(3) 4 594 100 0.006 3467 100 0.003
LM2(10) 34145 100 0.110 24115 70 0.042
MC(2) 2 271 100 0.003 1258 86 0.003
MR(3) 15410 100 0.010 3643 95 0.005
MCP(4) 8 538 100 0.020 2238 0 0.002
MRP(2) 2 577 100 0.003 5708 78 0.002
NF2(4) 14039 19 0.130 10176 0 0.052
NF3(10) 173192 100 0.300 8241 91 0.009
PRD(2) 1 751 100 0.003 3947 100 0.004
PWQ(4) 9 628 100 0.010 3987 8 0.005
RG(10) 37953 100 0.110 22824 0 0.192
RB(10) 79549 100 0.170 37854 0 0.213
SBT(2) 1 979 80 0.003 1321 92 0.004
SF1(2) 1 796 100 0.002 2104 2 0.01
S5(4) 5 202 100 0.008 2029 54 0.003
S7(4) 5 065 100 0.008 1897 61 0.003
S10(4) 4 973 100 0.009 1742 52 0.002
SIN(20) 141043 100 1.100 95363 2 1.25
WP(4) 9 487 100 0.010 7641 6 0.03
ZAK(10) 4 073 100 0.049 31984 0 0.036
CV(4) 14104 100 0.022 9756 23 0.012
DX(10) 32837 100 0.080 37664 14 0.14
tr 754200 3688 2.762 445647 2163 2.48
Table 6
Comparison of fe per problem using the number of successful problems.
SAMS PSO-RPB FDE CRS4
sr 4172 3701 4081 3756
Psol 43 44 48 42
fe 831421 1033327 1627853 429829
fpp 19335 23484 33913 10234
out of 50 problems, solved by each algorithm and the corresponding total fe. The comparison is presented in Table 6, where
Psol denotes the number of problems solved and fpp denotes fe per problem.
The comparison shows CRS4 is the best followed by SAMS in terms of fe but SAMS outperforms CRS4 in terms of sr . This
shows that SAMS has a role to play in global optimization.
4. Conclusion
The objective of this research is to develop a user-friendly derivative-free simulated annealing algorithm for global
optimization. To achieve this, we have proposed a derivative-free trial point generation scheme in the simulated annealing
algorithm. We then integrate derivative-free simulated annealing with a single iteration-based multi-level single linkage
algorithm. We have presented the convergence properties of the resulting algorithm.
We have carried out an extensive numerical testing of the new algorithm and compared its performance with a well-
known simulated annealing algorithm as well as three population-based algorithms from the literature. Results suggest the
superiority of the new algorithm in terms of obtaining the global minimizer over the simulated annealing algorithm. The
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Fig. 3. Flowchart for the SAMS algorithm.
new algorithm also outperforms two out of the three population-based algorithms in terms of success rate and the number
of function calls. Hence, it offers a reasonable alternative to many recent global optimization algorithms.
Appendix
See Fig. 3.
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