Introduction
The numerical integration of the equations governing atmospheric flow using a latitude-longitude grid presents certain practical problems. One of the problems is due to the convergence of the meridians near the north and south poles. This property requires that a very small time step be used to avoid computational instability. Of the various solutions that have been proposed or adopted, the procedure of Fourier filtering first suggested by Arakawa and tested by Holloway et al. (1 973) has found considerable favour. It was used by Holloway et al. and by Merilees (1974) with apparently no noticeable detrimental effects. In retrospect, we might have expected to pay a price for a benefit that appeared to be almost free. This paper will report on some experiments originally designed to provide unambiguous answers to the question of the relative efficiency of the pseudospectral algorithm and the 4th-order finite difference schemes, but which turned out to be a study of polar filtering errors. This occurred because in the experiments performed, the polar filtering turned out to be a 'Present Address: McGill University, Montreal, Quebec. T h e University Corporation for Atmospheric Research operates the National Center for Atmospheric Research, which is sponsored by the National Science Foundation.
Atmosphere Volume 15 Number 1 1977 source of error, making it very difficult to compare efficiencies of the two numerical schemes.
The numerical experiments performed are novel in the sense that the exact solution of the equations is known. This is accomplished by artificially forcing the equations by terms that imply an exact specified solution. Thus the numerical results are always compared to the exact solution. The resolution of the numerical models is large compared to the wavelength of the specified solution so that the resulting errors are relatively small. Nevertheless, these errors are bothersome because they appear to neutralize any possible gain from higher order approximations to derivatives.
As an alternative to polar filtering some experiments with a one-dimensional semi-implicit algorithm have been performed, and we present a report on these experiments as well.
The experimental approach
When experiments are performed to test different numerical schemes or approaches one usually begins testing with relatively simple situations. For example, one may test stationary solutions as did Merilees (1 973), and Williamson and Browning (1973) . This is very useful since one knows the exact solution of the equations. In the case of the nonlinear shallow-water equations, this is the only known solution of the equations. Lacking the knowledge of the solution of the equations one is forced to perform sensitivity experiments. That it, one may perform a control experiment with very high resolution in space or time and regard such an integration as the exact solution. Other experimental results are then compared with the standard. The approach taken here is somewhat different. A solution is specified and then the equations modified to fit this solution. The modification takes the form of a forcing function applied to the basic shallow-water equations on a sphere. Thus the experiments are concerned with simulating solutions of the equations,
a cos 4 ax a+ I where f * = 2 n sin + + u tan +/a and the other symbols have their usual meteorological meaning. The functions GI, GI", G3 are specified functions such that the solution of ( 1 ) to (3 ) is given by
Philip E. Merilees, Pierre Ducharme, and Ghislain Jacques where m is the zonal wave number; K, A are arbitrary parameters and We note that the solution is nondivergent for all time and is in a state of near geostrophy. The required expressions for GI, G2, G1 may be obtained by substituting ( 4 ) to ( 6 ) into ( 1 ) to (3). In all of the experiments reported here, m = 4 while K = A = 7.848 x 10-6 s-I and ho = 3000 m. The structure of the specified solution is shown in Fig. 1 . With the given conditions the specified solution translates eastward at a speed of 12.2 degrees of longitude per day. In this map and any subsequent maps we present only one quarter of the entire field because of their symmetry properties. The "window" covers an interval of 180' of longitude, 90' of latitude. Both coordinates vary linearly.
The experiments proceeded as follows. Initial conditions obtained from the specified solution were applied to the numerical model, which was then integrated for a period of 8 days. The numerical solution obtained was then compared with the specified solution either in the form of difference maps or in an area-weighted RMS sense for each of the three variables.
The models used were formulated on a latitude-longitude grid with the same angular interval in both directions. The grid is displaced one-half of a grid length away from the poles. The 4th-order model and the pseudospectral model are as described in Merilees (1974) and are identical except for the evaluation of derivatives. One important point is that the polar filter operates so that wave numbers greater than 3 are filtered at the grid latitude circle closest to the poles; then wave numbers greater than 9 at the next closest; wave numbers greater than 15 at the next, and so on. Thus wave number 4 is filtered at the grid latitude closest to the poles. The results of the numerical experiments were looked at in two ways. Firstly, we have calculated the ratio of the area-weighted root mean square difference between the numerical solution and the specified solution to the square root of the variance of the analytical solution. That is, if X ( h , +, t ) represents the analytical solution of one of the variables and X * ( A , 4, t ) represents the corresponding numerical solution, we have calculated
where and then taken the ratio of E to V as a relative measure of error. This ratio expressed in per cent is what is meant by the error plotted in the graphs. All graphs presented show the relative errors in the u-field. The relative errors in the u and h fields are very similar to that of the u-field as long as we compare the differences with that part of the u and h fields that vary with time.
Secondly, we have studied the distributions of the differences between the 
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Philip E. Merilees, Pierre Ducharme, and Ghislain Jacques numerical solution and the specified solution and these results are presented in isopleth form. A typical result and the one which led to this study of the polar filter is given in Fig. 2 showing the error in the v-component of the wind as a function of time for a 4th-order model with 64 grid points on a latitude circle (FD4-64), a 4th-order model with 32 grid points (FD4-32) and a pseudospectral model with 32 grid points (PS-32). Each of these were run with a time step of 5 min. We note that the error of the PS-32 is considerably less than that of the FD4-32. On the other hand the error of the PS-32 grows exponentially and exceeds that of the FD4-64 after four days of integration. Since the experiments were meant to test the hypothesis that the pseudospectral algorithm should be at least equivalent to a 4th-order scheme of twice the number of points, this result was of some concern. Further, the characteristics of the growth of error in the pseudospectral model were bothersome since the finite difference error grew very slowly after what appeared to be an initial adjustment period.
For these reasons various experiments with and without the polar filter were carried out.
Experiments with and without polar filter
In order to try to discover what was the cause of the exponential growth of error in the pseudospectral model, the first step was to integrate both the pseudospectral model and finite difference models without the polar filter. In Fig. 3 we present the results of such integrations where we have used a time step of 60 s. We note that the errors for the finite difference models remain almost the same while the errors in the pseudospectral model have decreased by two orders of magnitude. Further the growth rate of the errors in the pseudospectral model is considerably less. In fact the errors in the pseudospectral model appear to be almost entirely time truncation errors. This latter statement is supported by Fig. 4 , which shows the errors in the pseudospectral model and the results of a theoretical calculation of the time truncation error. The theoretical curve is obtained from the solution of the time difference equation for a propagating wave whose frequency is equal to that of the specified solution. The time differencing is leap-frog, modified by the Robert filter (see Asselin, 1972) .
The final link in the chain is provided by an experiment with a time step of 60 s, but using the polar filter (even though it is unnecessary). The error curves obtained are almost indistinguishable from the case with a time step of 300 s, and are thus not presented. The errors in the finite difference models appear to be due largely to space truncation error. This latter statement is supported by Fig. 5 , which shows the error in the finite difference model at various times as a function of the number of grid points. Each of the cases was run without a polar filter and a time step of 60 s. The values plotted for a resolution of 64 were multiplied by 16, while those of resolution 128 were multiplied by 256 in accordance with an expected behaviour of space truncation errors of a 4th-order scheme. Except for the last two days of the integrations, the errors seem to follow reasonably well what one would expect from space truncation errors. One might expect the space truncation error to be so small in the case of the finite difference of resolution 128 that the error due to polar filtering would show up. This is not the case, however, because with a resolution of 128 points, the closest grid latitude (where wave number 4 is filtered) is considerably closer to the pole, and so the effect produced by filtering will be correspondingly less severe.
These results permit us to conclude that the application of the polar filter produces errors that grow rapidly and within a relatively short period of time may nullify any gain in accuracy obtained from the use of the pseudospectral algorithm. This latter statement is supported by the results of an experiment with the PS-32 model and a special polar filter. The special polar filter does not eliminate completely any wave number, but extrapolates the amplitudes from a specified latitude in accordance with the near-pole behaviour of Fourier amplitudes (Orszag, 1974) . The results of that experiment showed a similar exponential growth rate as the experiment with the regular polar filter except that the absolute values were smaller. described here, the absolute value of these errors is not very large. Errors of the order of 1 to 10% translate into absolute values of 0.3 to 3 m s-l in the north-south component of the wind in a RMS sense, and these occur only after about eight days of simulation. Compared to other sources of error in prediction models, these magnitudes are certainly quite small. On the other hand, the model and initial conditions used are certainly quite simple compared to prediction and general circulation models that are in general use. Further, the fact that the error at least begins in the polar regions is bothersome because of the past history of difficulties in the long-term simulation of the atmosphere (Holloway et al., 1973) . Thus it was deemed important to examine more closely the structure of the error due to polar filtering. During the eight-day integrations, the polar filtering does not have much effect on the errors of the finite &fferences models for reasons stated above. Thus we will examine the structure of the errors in the pseudospectral model produced by the polar filtering and compare it with the sorts of errors obtained when no polar filtering is applied.
In Fig. 6 we present the difference between the numerical solution and the specified solution after 1.5 days in the case of no polar smoothing, while Fig. 7 has polar smoothing applied. We note that the polar smoothing has generated errors of the order of 0.2 m s-l in the wind fields near the poles. This is basically due to the fact that the specified solutions have wind component values of this order in this region. The errors in the case of no polar smoothing are, as expected, of very small magnitude and have a structure very much the same as the varying time part of the specified solution. This basic structure persists for the entire eight-day period of integration as shown in Fig. 8 .
The error field in this case is originally 90' out of phase with the specified solution. However, it very rapidly propagates to be about 180" out of phase and then maintains this relative phase by translating with the same phase speed as the specified solution. This behaviour indicates that the error is largely due to the smoothing effect of the Robert filter.
The error field in the case of the polar filter (Fig. 9 ) has a rather different behaviour. The phase relation to the specified solution is difficult to determine as the error field is strongly tilted with latitude. Since the specified solution has no tilt, the error is due to the tilt in the numerical solution. The tilting produces transports of momentum and we notice a deficit of momentum in latitudes around 60°N (and south) and an excess of momentum in the equatorial latitudes. We also note that the numerical solution has transported mass from lower latitudes to the higher latitudes.
An alternative to polar filtering
We have seen that the polar filtering produces errors which have the effect of changing the latitudinal distribution of mass and momentum under the conditions of these experiments. Such a tendency could be detrimental to the successful simulation of long-term distributions of atmospheric variables, even though the magnitude of the errors in these experiments is small. There is an alternative 
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Philip E. Merilees, Pierre Ducharme, and Ghislain Jacques to the polar filtering other than an explicitly stable time step, which makes use of a semi-implicit algorithm. The semi-implicit algorithm was designed by Robert (1969) to operate in conjunction with a spectral model. Its application to the shallow-water equations over the sphere requires the solution of a Helmhotz equation. In terms of the spectral model such an application is relatively simple; in terms of a grid point model it is considerably more difficult. However, our interest in such an algorithm is simply to avoid the small time step necessary because of the convergence of meridians.
Thus we apply the algorithm in a one-dimensional sense along latitude circles, in which case we require the solution of a one-dimensional Helmhotz equation with periodic boundary conditions. Such a solution is easily accomplished with a fast Fourier transform (FFT) .
We may write (1 ) to ( 3 ) without approximation as where and is a function of latitude and time, and A, B, C represent all the remaining terms. We treat ( 9 ) explicitly and the terms A and C explicitly, so that the semi-implicit algorithm will take the form If we now express the fields, u, h, A, C in a finite Fourier series at the particular latitude, then ( 1 1 ), (1 2 ) will be transformed into a number of pairs of algebraic equations to be solved for the new amplitudes of the Fourier coefficients of u and h which can then be used to reconstruct the fields at the grid points. This procedure will be the same for both the pseudospectral algorithm and a finite difference model, except the finite difference model will introduce a response function multiplying the differentiated terms. Of course one can generalize the procedure to include many other terms simply by expressing each term as the sum of two terms, one of which is linear with respect to functions of longitude. In the experiments we have performed, we have only treated the pressure gradient and divergence terms in this way. The code for the pseudospectral model was modified to apply this algorithm and the polar filter was removed. Experiments of the same nature as previously described were then performed. It was found that the model with the semiimplicit algorithm was stable with time steps twice as large as that permitted with the polar filtering. This is consistent with the fact that the polar filter was applied only for latitudes greater than 60°N and 60's. The results are shown in Fig. 10 for the v component of the wind. Note that the relative error remains less than 0.05% throughout the eight-day integration whereas the relative error using the polar filter reaches 1 % by the sixth day. The error level at this point is about 10 times larger than that obtained with the explicit time differencing, but we have used a time step 10 times larger. The errors obtained with 3 0
Philip E. Merilees, Pierre Ducharme, and Ghislain Jacques the one-dimensional semi-implicit algorithm vary approximately linearly with At, as shown in Fig. 11 . They appear to be due to the use of the Robert filter which has a slight smoothing effect on the numerical solution. This idea was supported by experiments performed with a different value of the Robert filter coefficient, which showed that as it was increased the errors increased in a proportional way. The structure of the error fields after eight days of integration are shown in Fig. 12 . We note that the errors show no tendency to have a "tilt" nor do they indicate any accumulation of mass nor momentum in any latitude belts.
Conclusion
The use of polar filtering to increase the time step in a numerical model of the shallow-water equations has been shown to cause errors that work against the increased accuracy expected from higher order difference schemes. Further, the structure of the errors indicates that polar filtering can lead to artificial transports of mass and momentum. It is not clear if similar effects will be produced in realistic global circulation models, but it may be worthwhile to perform some control experiments without polar filtering.
The one-dimensional semi-implicit algorithm performed extremely well in the cases tested. Since the algorithm can be solved using a FFT, it can be efficiently implemented. In fact, as a replacement for a polar filter its implementation requires little additional computer time since the polar filter uses FFTs to accomplish its purpose.
A One-Dimensional Semi-Implicit Algorithm
The use of a semi-implicit scheme in order to increase the time step also makes sense from a physical point of view, because it modifies only the highfrequency motions whereas the polar filter modifies both the high frequencies and low frequencies.
