To obtain accurate underwater target tracking results, an improved kernelized correlation filter (IKCF) algorithm is proposed to track the target in forward-looking sonar image sequences. Specifically, a base sample with a dynamically continuous scale is first applied to solve the poor performance of fixed-scale filters. Then, in order to prevent the filter from drifting when the target disappears and appears again, an adaptive filter update strategy with the peak to sidelobe ratio (PSR) of the response diagram is developed to solve the following target tracking errors. Finally, the experimental results show that the proposed IKCF can obtain accurate tracking results for the underwater targets. Compared to other algorithms, the proposed IKCF has obvious superiority and effectiveness.
Introduction
With the rapid development of the world economy, the strategic position of the ocean has become more and more important [1] . Forward-looking sonar is a device that detects oceans by sound waves. It is mainly used for underwater target location, underwater target tracking, and obstacle avoidance [2] . In particular, underwater target tracking in forward-looking sonar image sequences has gradually attracted more global attention. Therefore, numerous approaches have recently been proposed for providing exceptional underwater target tracking performance.
At present, the underwater target tracking methods are mainly the extension of optical image target tracking methods. Among them, mean-shift [3] , Kalman filter (KF) [4] , and particle filter (PF) [5] are the most commonly used. Lane D. M. et al. [6] introduced the optical flow motion estimation to track the target in sonar image sequences. The method is shown to work well, with a good tracking performance when objects merge, split, and change shape. In order to solve the problem of large computations of the optical flow motion estimation tracking method, Chu H. et al. [7] improved the target's alternating problem and occlusion problem using the combination of mean-shift and improved KF, through which the accuracy of target tracking is guaranteed. For underwater target tracking, Quidu et al. [8] introduced the KF for multitarget tracking in forward-looking sonar image sequences; this algorithm was designed for still target lying on a flat seafloor. On this basis, a framework using navigation data for performing robust multitarget tracking based on the KF is proposed to track an obstacle in a series of sonar images [9] , but this work cannot be used for the tracking of moving obstacles. In addition, Zhang T et al. [10] introduced the PF to track the target in forward-looking sonar image sequences. The experimental results show that the PF has robustness in target tracking. Later, Li et al. [11] adopted an improved Otsu method to detect the underwater target, and then carried out
Kernelized Correlation Filter Algorithm
The KCF is based on the correlation filter framework; it converts the solution of the filter into the problem of training binary classifier. Specifically, a sample centered on the target is selected as a positive sample and a negative sample around the target is selected to train the classifier. Then, the next frame image is detected with the classifier, and the result of the detection is used as the location of target in the next frame.
In the KCF, assuming that a number of training samples and their tag values are given as {(χ 1 , y 1 ) , (χ 2 , y 2 ) , . . . , (χ i , y i ) , . . . , (χ n , y n )}, the purpose of training is to find a function f (z) = w T z, which makes the label f (χ i ) of sample χ i predicted by the classifier model have the minimum mean square error with its real tag y i . It can be expressed as:
where χ i represents the ith sample, w is the coefficient vector of the linear classifier, y i is the label of the ith sample, and λ is the regularization parameter, which is used to prevent overfitting. A closed-form solution can be obtained by finding the partial derivative of w and equating the derivative result to zero. Therefore, w is defined as follows:
where the matrix X is composed of samples,
, y is the column vector formed by the label of the sample, y = [y 1 , y 2 , . . . y i , . . . y n ], and I is the identity matrix. Equation (2) to the complex domain can be expressed as:
where X H is a Hermitian transpose. Then, the coefficients w of the linear regression classifier f (x) are solved and the training of the linear classifier is finished. In order to reduce the computational complexity, the KCF uses cyclic shift to construct the training sample X. The cyclic shift operation is carried out on the base sample. The base sample is a rectangular image block whose center is the target and the size is a fixed multiple of the target size. Assuming that
T is used to represent the base sample, the cyclic shift operation of the base sample in one dimension is expressed as follows:
where u represents the direction and time of cyclic shifts, P is a permutation matrix, and the specific form of P is expressed as:
A training sample X generated by shifting one element of the base sample χ = [ε 1 , ε 2 , . . .
T is shown as: 
where C (χ) represents a circular matrix generated by χ.
According to the properties of the circulant matrix, X can be diagonalized by the discrete Fourier transform. It is:
where F is a discrete Fourier transform matrix, which is a constant value.χ represents the discrete Fourier transform of generating vector χ of the cyclic matrix, and diag (χ) represents the diagonal matrix generated by diagonal elementsχ. To simplify the solving process w, Equation (7) is substituted by Equation (3) to solve the linear classifier coefficient w. w can be obtained as follows:
When the data are characterized by nonlinear distribution, the linear regression classifier cannot show a good performance, and a more robust nonlinear regression function is needed to be used as a classifier. The KCF extends the problem to nonlinear space, through a kernel trick, and the solution of the nonlinear problem in low dimensional space is mapped to the high dimensional kernel space. By solving the linear problem in high dimensional space, the solution of the nonlinear problem in the original low dimensional space is obtained. After mapping with the kernel function, the linear regression coefficient of linear problems in high dimensional kernel space is:
where ϕ (χ) means that the base sample χ is mapped to the dual space relative to the original space of w, and α represents the coefficient of the dual space. Therefore, the linear regression function in the high dimensional kernel space can be expressed as:
where κ refers tothe kernel function. The KCF uses the Gauss kernel by default, and the calculation process of the kernel function is:
where σ is the standard deviation, * means complex conjugation, and F −1 means inverse Fourier transformation. Therefore, the solution of regression coefficient is transformed into the solution of α. The solution of ridge regression based on kernel function is:
where K is a n × n kernel matrix. It can be expressed as:
Since the Gaussian kernel function satisfies Theorem 1, the corresponding kernel matrix K can be proven to be a cyclic matrix, and then the solution of α can be simplified as follows:
whereˆexpresses the Discrete Fourier Transform. κ χχ is the first row of kernel matrix K = C (κ χχ ), which is sample χ and the value of itself calculated by the kernel function.
Theorem 1.
Given circulant data C (χ), the corresponding kernel matrix K is circulant if the kernel function satisfies κ (χ, χ ) = κ (Mχ, Mχ ) for any permutation matrix M.
After training α using the above method, the sample can be tested. Since all the samples to be detected Z are generated by cyclic shift of the base sample z and the training sample X is generated by cyclic shift of the base sample χ, it is easy to verify that this kernel matrix satisfies Theorem 1. The kernel matrix is:
According to Equation (10), the response output value of all input samples can be calculated:
For more efficient calculations, K z can be diagonalized by the Discrete Fourier Transform:
Target tracking with the KCF is considered an efficient algorithm, since it obtains the fastest and highest performance among the recent top-performing algorithms. However, the KFC cannot effectively track targets with varying scales or targets that disappear and appear again. To overcome this drawback, an IKCF is proposed to track the underwater target in forward-looking sonar image sequences in this paper.
Improved Kernelized Correlation Filter Algorithm
In the proposed IKCF, a base sample with a dynamically continuous scale is firstly presented to solve the problem, which is the poor performance of fixed-scale filters in detecting targets with varying scales. Then, to solve the problem of large computation and filter drift caused by the filter's frequent updating, an adaptive filter update strategy based on PSR is adopted, so as to obtain a better tracking result.
Base Sample With Dynamically Continuous Scale
The traditional KCF uses a fixed-size base sample for training; when the target size changes in the tracking process, it will cause the filter training effect not to be good, resulting in tracking failure. In order to solve the problem of a poor training effect with a fixed-size base sample in the KCF, a base sample with a dynamically continuous scale is proposed. Figure 1 is a few frames extracted from image sequences; the target marked by the red rectangle in the image (target size is 27 × 29) has been getting larger. Figure 2 is a response diagram corresponding to Figure 1 , which is tracked by the traditional KCF at a fixed-size base sample of 5.5 times the target size.
From Figure 2 , it can be seen that when the target is getting larger, the corresponding output response diagram peak increases first and then decreases. Figures 1b and 2b show that the underwater target scale is advantageous for the detection of the filter when it becomes larger. Figures 1c and 2c show that if the target scale exceeds a certain value, the detection effect of the filter will begin to decrease and the tracking accuracy will decrease.
In order to avoid the influence of the target scale change on tracking accuracy, the base sample with a dynamically continuous scale is proposed to solve this problem. Firstly, the features of the histogram of oriented gradients are extracted for base samples of a different scale. Then, using the target feature template υ = {υ 1 , υ 2 , ..., υ n } and the base sample feature τ = {τ 1 , τ 2 , ..., τ n } in the filter model to perform the kernelized correlation operations, the result of kernelized correlation operations is:
where F −1 means inverse Fourier transformation, * means complex conjugation, andτ is the Fourier transform of the variable τ. The results of the kernelized correlation operations κ τυ = {κ 1 τυ , κ 2 τυ , ..., κ n τυ } and filter coefficients α = {α 1 , α 2 , . . . , α n } are converted to the frequency domain, and a plurality of response diagram f = { f 1 , f 2 , . . . , f n } in the spatial domain is obtained by Fourier inverse transformation, and the response diagram can be calculated by:
where i = 1, 2, ..., n, represents the point multiplication operation between elements. The optimal position of the target can be predicted based on the response diagram with maximum peak.
Adaptive Filter Update Strategy Based on PSR
The traditional KCF adopts a frame-by-frame linear updating strategy in the update of the filter model, which enhances the adaptability of the filter model to environmental changes. However, this strategy also leads to many problems. First, the model is updated frame by frame, making the update too frequent, which not only leads to a large amount of calculation, but also causes a decrease in robustness due to overfitting. Second, when the target disappears and appears again, the updating method of linear interpolation will introduce erroneous information to the filter model. In order to solve this problem, an adaptive filter update strategy based on PSR is proposed.
In the process of the filter model updating, some method should be used to make the detection tracking process aware of whether the tracking result has a large deviation, and to timely update the model according to the result. The PSR is used as the basis for judging whether the tracking result is wrong. The PSR calculation process is:
where p is the response diagram peak value of the tth frame. The area around the peak is the sidelobe area. µ and σ are the mean and standard deviation of the sidelobe regions. Figure 3 is the PSR obtained by KCF in the image sequences. It can be seen from Figure 3 that the PSRs of the 8th, 9th, 10th, 11th, and 12th frames are generally lower, while the 45th and 68th frames are higher. It can be analyzed that the disappearance of the target appears in the 8th, 9th, 10th, 11th, and 12th frames, and the target in the 45th and 68th frames is clear and normal, so it can be concluded that the larger the value of the PSR is, the better the tracking result. Based on this conclusion, an update threshold is set. In the tracking process, the tracking filter model is updated only when the PSR of the current frame is higher than the threshold. Otherwise, it is not updated. With this update strategy, there are several advantages. First, this is an indirect update method, which reduces the amount of computation caused by frequent frame-by-frame updates to a certain extent. Secondly, the proposed update strategy can automatically avoid updating the model under the current unfavorable situation when encountering the situation of tracking deviation, so as to prevent the model from drifting due to the introduction of erroneous information.
The filter model is mainly composed of two parts: One is the regression coefficient α, and the other is target template x in the nonlinear space. x is a feature extracted from the target region. α is obtained by the ridge regression training. The update process of the entire filter model is as follows:
where (α t , x t ) indicates the filter model trained by the new detection results at the tth frame. (α t−1 , x t−1 ) indicate the filter model at the t − 1th frame and η is interpolated coefficients.
Experimental Results and Analysis
This section shows numerical examples to validate the generality and effectiveness of the proposed IKCF for underwater target tracking in forward-looking sonar image sequences; the experimental data are the real forward-looking sonar data obtained in Qiandao Lake. The selected image sequences are processed by pseudocolor processing [20] in this paper. To evaluate the performance of the proposed IKCF for underwater target tracking, the normal target, the target with varying scales, and the target that disappears and appears again are selected for experimental comparison, and the proposed IKCF is compared with KCF [16] , CSK [14] , MOSSE [13] , and mean-shift [7] to verify the effectiveness.
To demonstrate the effectiveness of the proposed IKCF for tracking the normal target, the 1st frame to the 60th frame are selected in forward-looking sonar image sequences. Figure 4 shows the tracking results of the normal target when the frame is 12th, 25th, 34th, and 51th, respectively. Center position error curves (1st frame to 60th frame) of normal target are shown in Figure 5 . Location error precision curves (1st frame to 60th frame) of the normal target are shown in Figure 6 . Overlap precision curves (1st frame to 60th frame) of the normal target are shown in Figure 7 . The center position error [21] is the Euclidean distance between the real position of the underwater target and the position of the underwater target tracked by the algorithm, which is used to determine the accuracy of the tracking algorithm. The location error precision [16] shows the percentage of correctly tracked frames for a range of distance thresholds. The overlap precision [22] shows the percentage of correctly tracked frames for a range of overlap thresholds.
As seen from Figure 4 and 5, the mean-shift, KCF, and MOSSE have serious tracking errors in the tracking process; although the initial tracking error is relatively small, with the frame number increase, the error appears to have an upward trend. The proposed IKCF has a higher tracking accuracy and stability. As further seen in Figure 6 , the ratio of the image frame number to the total frame numbers of the proposed IKCF is far superior to that of the other algorithms in the tracking result, and the center position error value of all the image frames is within 6 pixels, while that of the KCF, CSK, MOSSE, and mean-shift algorithms is within 10 pixels, 8 pixels, 14 pixels, and 20 pixels, respectively. Therefore, the proposed IKCF has a higher tracking accuracy. From Figure 7 , the location error precision of the proposed IKCF is far superior to that of the other algorithms in the tracking result, and the overlap threshold of all the image frames is within 0.76, while that for the KCF, CSK, MOSSE, and mean-shift algorithms is within 0.64, 0.74, 0.48, and 0.38, respectively. Therefore, the proposed IKCF has a higher tracking accuracy. Figure 8 shows the tracking results of the target with varying scales when the frame is 1087th, 1093th, 1112th, and 1132th, respectively. Center position error curves (1082nd frame to 1152nd frame) of the target with varying scales are shown in Figure 9 . Location error precision curves (1082nd frame to 1152nd frame) of the target with varying scales are shown in Figure 10 . Overlap precision curves (1082nd frame to 1152nd frame) of the target with varying scales are shown in Figure 11 . From Figure 8 , it can be concluded that each algorithm in the first 1112 frames can track the position of the underwater target relatively correctly, while at the 1112nd frame, the mean-shift begins to deviate during the tracking process, and then at the 1132nd frame, the mean-shift and MOSSE algorithms all show tracking errors. In order to describe the underwater target tracking results more clearly, as can be further seen in Figure 9 , the mean-shift and MOSSE algorithms have serious tracking errors in the tracking process. The KCF and CSK were compared with the proposed IKCF. The results showed that the proposed IKCF has a high tracking accuracy and can effectively track underwater targets. Figure 10 shows that even if the maximum center error is 30 pixels, the ratios of the image frame number to the total frame number are only 48% and 65% in the tracking result of the mean-shift and MOSSE, respectively, for the same central position error value. The ratio of the image frame to the total frame of the proposed IKCF is higher than that of the KCF and CSK, and the central position error value of all the image frame numbers is within 12 pixels, while the KCF and CSK are within 19 pixels and 18 pixels, respectively. Therefore, the tracking accuracy of the proposed IKCF is higher when the target scale is changed in the image sequences. It is further seen from Figure 11 that the proposed IKCF is much better than the KCF, CSK, MOSSE, and mean-shift. Therefore, when the target scale changes, the proposed IKCF has stronger adaptability than other algorithms and can maintain a high tracking accuracy. Figure 12 shows the tracking results when the target disappears and appears again when frame is 359th, 365th, 393rd, and 403rd, respectively. Center position error curves (354th frame to 434th frame) of the occluded target are shown in Figure 13 . Location error precision curves (354th frame to 434th frame) of the occluded target are shown in Figure 14 . Overlap precision curves (354th frame to 434th frame) of the target that disappears and appears again are shown in Figure 15 . From the tracking results in Figure 12 , when the target disappears and appears again at the 365th frame, all the other algorithms could track the position of the underwater target correctly except CSK, and after the 365th frame, the tracking deviation of KCF, MOSSE, and mean-shift gradually increased. Until the 393rd frame, the MOSSE has a tracking error, at the 403rd frame, the KCF and mean-shift also have tracking errors; only the proposed IKCF still maintains the correct tracking trajectory and has a high tracking accuracy. As can be further seen in Figure 13 , the central position error of the KCF, CSK, MOSSE, and mean-shift increases as the target disappears, whereas the proposed IKCF still has a high tracking accuracy and stability, and has strong robustness. From Figures 14 and 15 , regardless of the location error and the overlap threshold, the ratio of the image frame number to the total frame number cannot reach 100% of the KCF, CSK, MOSSE, and mean-shift algorithms. The proposed IKCF has a higher tracking accuracy compared with other algorithms and has a certain adaptability and effectiveness. The traditional KCF uses a fixed-size base sample for training when tracking the target. In this way, if the target size is reduced, the background information contained in the base sample will increase, and the introduction of a large amount of background information eventually leads to poor training of the filter. If the target is enlarged, the background information contained in the base sample is correspondingly reduced, resulting in too many positive samples and too few negative samples, which is ultimately not conducive to filter training. The poor training effect of the filter means that it is likely to fail when the filter is used to detect the target in the detection process, and the failure of the detection will affect the subsequent detection and tracking process. Once the error is accumulated, it will eventually lead to tracking failure. For the base sample with a dynamically continuous scale proposed in this paper, when the target scale changes, the base sample also dynamically changes accordingly, which can ensure that the background information contained in the base sample is just right, neither too much nor too little, which in turn can guarantee the training effect of the filter.
The traditional KCF adopts a frame-by-frame linear updating strategy in the update of the filter model. However, the model is updated frame by frame, making the updates too frequent, which leads to a large amount of calculation. When the target disappears and appears again, the linear updating strategy will introduce erroneous information to the filter model, due to the accumulation of tracking error, and the error will be continuously amplified, which will eventually lead to the drift of the model and cause tracking failure. The proposed adaptive filter update strategy based on PSR can reduce the amount of computation caused by frame-by-frame linear updating to a certain extent, and the proposed method can automatically avoid updating the model under the adverse circumstances when the tracking deviation occurs, so as to prevent the model from drifting due to the introduction of the erroneous information.
Through the above verification and comparative experimental analysis, it is clear that the proposed IKCF has a better tracking accuracy in forward-looking sonar image sequences, and it still has effectiveness and adaptability, to some extent, with targets with varying scales and targets that disappear and appears again.
Conclusions
Considering the growing requirements of underwater target tracking, the IKCF was proposed to track targets in underwater sonar image sequences. For the first time, in order to solve the problem of the poor training effect with a fixed-size base in traditional KCF, a base sample with a dynamically continuous scale was proposed. Then, an adaptive filter update strategy based on PSR was adopted. In the process of filter model updating, the PSR was used to judge whether the model needs to be updated, which can reduce the computation and solve the filter drift problem caused by the target disappearing and appearing again. The visual and quantitative experimental results have shown that the proposed IKCF has a higher tracking accuracy and better effectiveness. Therefore, the proposed method can provide better underwater target tracking and has important theoretical and practical value.
