3D map for mobile devices provide more realistic view of an environment and serves as better navigation aid. Previous research studies shows differences in 3D maps effect on acquiring of spatial knowledge. This is attributed to the differences in mobile device computational capabilities. Crucial to this is the time it takes for 3D map dataset to be rendered for a required complete navigation task. Different findings suggest different approaches on solving the problem of time required for both in-core (inside mobile) and out-core (remote) rendering of 3D dataset. Unfortunately, studies on analytical techniques required to show the impact of computational resources required for the use of 3D map on mobile devices were neglected by the research communities. This paper uses Support Vector Machine (SVM) to analytically classified mobile device computational capabilities required for 3D map that will be suitable for use as navigation aid. Fifty different Smart phones were categorized on the bases of their Graphical Processing Unit (GPU), display resolution, memory and size. The result of the proposed classification shows high accuracy.
I. INTRODUCTION
Mobile devices, especially smart phones are now able to render 3D map which provide more realistic view of an environment and serves as better navigation aid [1] . The main advantage of 3D map is enhancing the visualization quality and when use as a navigation aid improves navigation practices [2] . The current mobile devices resources combined with an increasing wireless networking capabilities and Global Positioning System (GPS) receiver, offers an opportunity for navigation [3] . There is a need for computing communities to take advantage of these properties in order to improve mobile services and enhance special knowledge.
There are many research studies which shows the positive impact of 3D maps on acquiring of spatial knowledge [4] [5] . Some studies also reveals that 3D map for navigation aid is directly associated with mobile device computational capabilities, mobile device physical structures and the practices of navigation task in both physical and virtual world [4, [6] [7] [8] [9] . Crucial to this, is the time it takes for 3D map dataset to be rendered for a required complete navigation task [4] . Different findings suggest different approaches on solving the problem of time required for both in-core (inside mobile) and out-core (remote) rendering of 3D dataset [4, [7] [8] . The majority also added that visualization is a major control variable needed to solve navigation tasks with the aid of 3D map [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Unfortunately, analytical durations for both in-core and out-core rendering with respect to visualizations quality of 3D map for navigation were neglected. Analytical model construction and study of pattern of data required for 3D map visualization on mobile devices for navigation were mostly jump to a conclusion [4, [7] [8] . Most studies were agree that the more the computational resources the better for 3D map visualization for navigation aid [4] [5] [6] [7] [8] [9] . This paper utilize support vector machine (SVM) algorithm to map mobile devices resources required for navigation practice while using 3D map. The reason of using the algorithm is because it imitates the real life processes of the demarcating two or more elements for optimization in order to have the best solution for understanding required computational resources for 3D map suitable for the mobile device navigation aid.
II. RELATED WORK
Navigations aided devices help people to find wherever they are going. Although there are a lot of ways for providing guides to reach to any location. The most common approach used is sign indicator, indicating names of streets, or an important structure or sometimes even landmarks. This information when combine with paper 2D map helps in identifying places to a reasonable degree. The use of navigation aided devices like in-car GPS navigation devices such as Garmin or TomTom's have greatly gain a huge support [4] . Such tools typically use 2D and 3D projection of upcoming road layout, without substantial pictorial realism, and without freedom for the user to substantially manipulate the viewpoint [10] . There are many other examples of systems that apply different constraints and presentation means for the purpose of map navigation [1] [2] [3] [4] . Such as the pictorial realism of satellite imagery or 3D view projections regardless of the means for portrayal and view control [9] , others combine 2D map [4] . All these approaches intends to help circumvent the drawback of the paper map that need further description of symbols or legend [4] .
Technical problems associated with a navigation aided device having an on-board Global Positioning System (GPS) were addressed in [4, [7] [8] . Unfortunately problems with navigation practices are mostly evaluated subjectively, for instance, route choice and crossing behavior of pedestrian. This was evaluated in urban areas were by subjective assessment, where it assumes that pedestrians start from a network traversing to another network by selecting consecutive links of choice, then draws to a conclusion [10] . Similarly, tactical model for route choice behavior of pedestrian's travel time in multidirectional flows are presented in an observational experiment [11] . Navigation practices associated with navigation aided devices require knowledge of spatial orientation and wayfinding [12] . This can be modelled, designed and implemented in any navigation aided system. The steps require acquiring real life data of pedestrian flow to give a proof of concept, similar to the study performed in [13] . Thereafter perform an analysis of rendering speed (for in-core and out-of-core rendering) and download rate or (out-of-core rendering) of 3D map similar to the study performed in [14] . Finally, Implementations of the designed model could go for the testing, similar to the study performed in [4] .
Despite that research studies are involved in drawing positive impact of 3D maps to spatial knowledge, mobile device computational capabilities, mobile device physical properties and navigation task [4] [5] [6] [7] [8] [9] . Yet, there is a lack of analytical approaches that utilized 3D map dataset for either, to investigate time require for both in-core and out-core rendering of 3D dataset or visualization. In general there is a need for meaningful prediction of an approximate computational resource of 3D map required by mobile device for navigation aid. This is because 3D map view in mobile devices possesses an invaluable potential in providing a higher level of perception of a certain environment, where real-world entities could be recognized easily
III. RESEARCH METHODOLOGY

A. Support Vector Machine
The SVM technique earlier presented to deals with problems in classification, regression analysis and forecasting under linear supervised learning [15] . It involves classifying two or more classes of samples sets within the training set by producing the optimal hyperplane between them. The optimal hyperplane is one that has the maximum distance between the two sample classes in the model [16] . Training the SVM is equivalent to linear constrained quadratic programming problem which translate to exceptional and global optimum. The optimum solution obtained by SVM for any given problem is highly associated on support vectors [17] . SVM has demonstrated acceptable performance when compared with other methods, especially when used for classification [18] . Figure 1 shows how SVM works. Primarily SVM will design a hyperplane between (class black and class blue) as the classifies for all training vectors in two classes by a linear discriminant function
Here x represents the input in feature vector and  is the weight vector and b is a constant. Thus it is a linear function in a two dimensional space. In the figure the two dashed lines and one solid line represent the hyperplanes which can classify correctly all the instances in the sample set, but the best choice will be the hyperplane that leaves the maximum margin from both classes. The best margin is the distance between the hyperplane and the closest sample from the hyperplane (z1 and z2). The hyperplane defined by equation 1, if it is
then it will deliver values greater than 1 for all the input vectors which belongs to class black and if it is .
The decision is independent of the scaling factor applied to  , thus by scaling equation 2 will yield equation 3
..
As a matter of scaling .
 can be equal 1, therefore
In this case for every vector there is a condition that
 if x class blue  Therefore the total margin which correspond the hyperplane will be computed by this equation 5.
To extract the support vectors from the training vectors, hyperplane more reliable should be in a position where both sides' features vectors are greatly influence by the support vectors. x will be the support vectors when equation 6 is equal to 1. 
The optimization can be done by taking the derivative of Langrange multipliers with respect to  and b .
Therefore taking the derivative of Langrange multipliers with respect to the weight vector  is the sign is positive, then it will be classified to class black otherwise class blue. Therefore the value of b will be obtained by equation (11) Where there is multiple class problems, then there is a need for multiple number of support vector machine [19] .
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B. Dataset and Preprocessing
This research consider to use modern smartphones available in the market. The key feature for selecting a smartphone for this work is programmable GPU unit, which is responsible for graphic rendering, although many smartphones are with low powered mobile GPUs. This is a signal that reflect poor volumetric data visualization. Although, high powered GPUs might still be affected by poor visualization when the amount of 3D mesh is too large to obtain sufficient frame rate on mobile device and also if the rendering is on mobile low-power devices [20] . Consistence to this issues, this research utilized fifty smartphones and proposes an optimal classification of the resources required for rendering 3D map for both in-core and out-of-core to mobile devices. With due consideration to [21] which report that "recent advances in sensing and software technologies enable us to obtain large-scale, yet fine 3D mesh models (nearly 2 × 107 input triangles)", the smartphones sizes, resolution and memory are the constraint function and GPU is the objective function. Thus, some samples of 7 smartphones out of 50 collected for this research are presented in Table 1 The 50 samples were further preprocessed. The sizes attribute are in inches, therefore it was left on its numeric values. The resolutions are the display pixels relative to the screen sizes of the smartphones. These values were calculated by taken the product for each smartphone. The GPU values were acquired by their clock speed values, similar to size attributes, and this is also left since it is numeric. Finally the memory is the internal memory of each smartphone used. The distribution of parameters were calculated by normality test (see Figure 2 ). The screen sizes dataset attend a good normality distribution when compared to the rest. The majority of smartphone screen sizes ranges from 4 to 6 inches. However, there is a huge disparity in the distribution of memory and resolution. GPU distributions are relatively good. This distributions suggest a variability among the key computational resources required for 3D map. Therefore this research propose classification of the computational resources based on GPU. Hypothetically, high powered programmable GPU units are directly associated with high resolution, and memory. The result of testing this relationship will have a huge impact on screen size of a mobile devices with 3D map for navigation aid. Currently, 3D map were mostly on smartphones with different screen size ranges from small, medium to large. Small sizes ranges from (3 -4.9) inches, medium (4.5 -5.9) inches and big size is above 6 inches, based on findings from [22] [23] . Therefore, the normality of the dateset on this classification are presented in Figure  3 There are some deviation to the normal curve among the three GPU classification used (see Figure 3 ). The medium to low size GPU were greater than the high powered GPU size. However the gaps between them are found to be wider compared to memory (see Figure 4) . That indicate the majority of the memory sizes were relatively the same. In terms of screen size (see Figure 5 ), there are different ranges which are of almost the same in size with little differences. The classes of resolutions show that the majority of the devices were in low resolution class (see Figure 6 ) whereas big and medium resolutions class are very low. 
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IV. EXPERIMENT
The propose experimental process is presented in Figure  7 . The experimental was carried out with IBM SPSS Modeler Version 15 on a Machine DELL Inspiron 15 model, 4Gb RAM, 500 GB HDD, 64-bit OS, Intel (R) Core (TM)2 Duo CPU @ 4.00 GHz.
The experiment was carried out after preprocessing the dataset. The loaded experimental dataset were partitioned into training and test dataset. This process was repeatedly taken in order to ensure consistent findings. Therefore the dataset were partition into several ratios for the experiment Figure 7 . The proposed experimental framework
The first partition used for the experiment was in the ratio of 50% for training and 50% for testing. This lies with the fact that errors in the modeling process will be decrease. The four subsequent partition ratios were set to have the number in training data to be greater than the test dataset [24] in a ration of (60% -40%), (70% -30%), (80% -20%). The data were explored to ensure all attributes are in their correct respective columns as expected. Simulations were carried on the dataset using SVM which adheres to the procedure described in section 3.1. SVM parameters
V. RESULT
The results of the simulations from four difference partitioned dataset are presented in this section. The SVM for the classification has been performed for both the target and predictors. The class of the GPU are determines by three attributes (screen size, resolution and memory) to produce the predicted result at different levels of experiment. The performance accuracy at four different partitioned dataset of the model is presented in Figure 8 to 11. The performances of the experiments indicated from Figure 8 -11 were observed based on many thresholds for the independence of the attributes included in the datasets. It has been observed that the experimental performances for the partitions ratio 70% -30% and 80% -20% are the same. The best performance testing was obtained in the experiment with the partitioning of the dataset at 60% -40% ratio. For the fact that computational time is an important performance metric, the computational time for the entire experiments were fast, measure in milliseconds. The minimum experimental error for training in all the scenarios were relatively the same as compared to experimental error for testing. The maximum error at which the experiment were carried out are shown in Table  2 . The mean error and the absolute mean error which the experiment was carried out were almost the same in all cases. The linear correlations in all cases were positive and ranges between "0.21 to 0.69". The highest value was obtained at the training with partition ratio 60% -40%. This result indicate that at partition ratio 60% -40% experiment, the predicted values are with the best outcomes. Although, it's customary to find that models performance might be better on training dataset compared to test dataset [25] . Thus, performance of a model might not be stable based on the aggregate of modelling process. Therefore for this research, the result of the proposed SVM classification of GPU with respect to memory, screen size and resolution of mobile device has been obtained. The target and predicted outcomes for 10 entry is presented in Table 3 . with the fact that GPU used to parallelize problem which CPU handle thereby making sequentially computation possible is depends on other variables as well. This is research in particular consider event were 3D map for navigation is the service at hand. The range of predicted values in Table 3 is within 450MHz, this result shows that using GPU of such ranges not only can speed up the processing by parallelize the problem, it also can reduces the memory transfer between main memory VI. CONCLUSION This research proposes the classification of computational resources necessary for 3D map that could be use in mobile devices for navigation aid. This proposition comes from previous research studies that shows differences in mobile devices computational capabilities affect the use of 3D maps in mobile device for navigation aid. The motivation of the work lies with the fact that analytical study for 3D map navigation system for mobile devices were neglected. As a result this research uses SVM to analytically classify mobile device computational capabilities required for 3D map that will be suitable for use as navigation aid. Three feature of mobile device namely, screen size, resolution and memory were classified with GPU to aid in efficient navigation service. The classification use samples of fifty different Smart phones. The performance of the classification accuracy in both training and test dataset was adequate. In general the proposed classification was found to be accurate on SVM experiment. This result is significant to mobile navigation aid designers and developers and computational communities at large for understanding the required computational resources for 3D mobile map.
