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Abstract
Dynamically typed programming languages such as Python
and JavaScript defer type checking to run time. VM imple-
mentations can improve performance by eliminating redun-
dant dynamic type checks. However, type inference analyses
are often costly and involve tradeoffs between compilation
time and resulting precision. This has lead to the creation of
increasingly complex multi-tiered VM architectures.
Lazy basic block versioning is a simple JIT compilation
technique which effectively removes redundant type checks
from critical code paths. This novel approach lazily gen-
erates type-specialized versions of basic blocks on-the-fly
while propagating context-dependent type information. This
approach does not require the use of costly program analy-
ses, is not restricted by the precision limitations of traditional
type analyses.
This paper extends lazy basic block versioning to propa-
gate type information interprocedurally, across function call
boundaries. Our implementation in a JavaScript JIT com-
piler shows that across 26 benchmarks, interprocedural ba-
sic block versioning eliminates more type tag tests on aver-
age than what is achievable with static type analysis with-
out resorting to code transformations. On average, 94.3% of
type tag tests are eliminated, yielding speedups of up to 56%.
We also show that our implementation is able to outperform
[Copyright notice will appear here once ’preprint’ option is removed.]
Truffle/JS on several benchmarks, both in terms of execution
time and compilation time.
1. Introduction
The highly dynamic semantics of JavaScript (JS) make op-
timization difficult. Late binding, dynamic code loading and
the eval construct make type analysis a hard problem. Pre-
cise type analyses also tend to be expensive, and are often
considered too costly to be used in Just-In-Time (JIT) com-
pilers.
Lazy Basic Block Versioning (BBV) [12] is an intrapro-
cedural JIT compilation strategy which allows rapid and ef-
fective generation of type-specialized machine code on-the-
fly without a separate type analysis pass (Section 2.2).
In this paper we introduce an interprocedural variant
which extends BBV with mechanisms to propagate type
information interprocedurally, across function call bound-
aries (Section 3), both function parameter and return value
types. Combining these new elements with BBV yields a
lightweight approach to interprocedurally type-specialize
programs on-the-fly without performing global type infer-
ence or type analysis in a separate pass.
A detailed evaluation of the performance implications is
provided in Section 5. Empirical results across 26 bench-
marks show that, on average, the interprocedural BBV ap-
proach, as far as eliminating type tests goes, performs better
than a simulated perfect static type analysis (Section 5.1).
On average, 94.3% of dynamic type tests are eliminated.
Speedups of up to 56% are also obtained, with only a modest
increase in compilation time.
2. Background
The work presented in this paper is implemented in a re-
search Virtual Machine (VM) for JavaScript (ECMAScript
5) known as Higgs1. The Higgs VM features a JIT compiler
built upon an experimental design centered around BBV.
This compiler is intended to be lightweight with a simple
implementation. Code generation and type specialization are
performed in a single pass. Register allocation is done us-
1 https://github.com/higgsjs
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function f(n) {
if (n == 0)
return 0;
else
return n + f(n-1);
}
Figure 1. Simple example of lazy basic block versioning.
ing a greedy register allocator. The runtime and standard li-
braries are self-hosted, written in an extended dialect of EC-
MAScript with low-level primitives. These low-level prim-
itives are special instructions which allow expressing type
tests as well as integer and floating point machine instruc-
tions in the source language.
2.1 Value Types
Higgs segregates values into categories based on type tags [18].
These type tags form a simple, first-degree notion of types
that is used to drive code versioning. The unknown type is
also used by the code versioning process to indicate that
the type is unknown. These type identifiers are listed in the
following table.
int32 32-bit integers
float64 64-bit floating point values
null JS null
const miscellaneous JS constants
string JS strings
array JS arrays
closure JS function objects
object other JS objects
unknown type is unknown
2.2 Lazy Basic Block Versioning
BBV is a JIT code generation technique originally applied to
JavaScript by Chevalier-Boisvert & Feeley [12], and adapted
to Scheme by Saleil & Feeley [27]. The technique bears
similarities to HHVM’s tracelet-based compilation approach
and Psyco’s JIT code specialization system [26].
Consider the recursive JavaScript function f shown in
Figure 1. Given that f’s parameter n is not known to be
an int32, float64, or other type, a non-optimizing JIT
compiler would put several type tests in the generated code,
namely for the operators == (type of n), - (type of n), and +
(type of n and type of f(n-1)). With intraprocedural BBV a
JIT compiler would determine the type of n at the first type
test (in n==0), and, assuming it is an int32, would generate
code for the expression n+f(n-1) specialized to n being an
int32, thus avoiding the two subsequent type tests of n.
Note that intraprocedural BBV does not propagate type
information between caller and callee functions and so two
type tests remain: for the expression n==0 because the type
of f’s parameter is unknown, and for the addition, because
f’s return value type is unknown. This is the motivation for
our work.
The BBV approach efficiently generates type-specialized
machine code in a single pass, without the use of costly type
inference analyses or profiling. This is achieved by lazily
cloning and type-specializing single-entry single-exit basic
blocks on-the-fly. As in Psyco, code generation and code ex-
ecution are interleaved so that run-time type information can
be extracted by the code generation engine. The accumulated
information allows the removal of redundant type tests, par-
ticularly in performance-critical paths.
Type information is accumulated as blocks and type tests
are compiled, and propagated forward to successor blocks.
A mapping of live variable types to specialized block ver-
sions is maintained. The technique is a form of forward type
propagation. It is unlike traditional fixed point type analyses
in that instead of computing a fixed point on value types, it is
lazily computing a fixed point on the creation of basic block
versions. The presentation in [12] explains strategies to ef-
fectively limit the generation of block versions and prevent
a code size explosion. In practice a hard limit of 5 versions
per basic block yields good results.
Because of its JIT nature, BBV has at least two powerful
advantages over traditional static type analyses. The first is
that BBV focuses on the parts of the control flow graph
that get executed, and it knows precisely which they are,
as versions are only generated for executed basic blocks.
The second is that code paths can often be duplicated and
specialized based on different type combinations, making it
possible to avoid the loss of precision caused by control flow
merges in traditional type analyses.
2.3 Typed Object Shapes
BBV, as presented in [12], deals with function parameter and
local variable types, and it has no mechanism for attaching
types to object properties. This is problematic because, in
JS, functions are typically stored in objects. This includes
object methods and also global functions (JS stores global
functions as properties of the global object). To allow in-
terprocedural type propagation it is essential to know which
function is being called for as many call sites as possible,
both for calls to global functions and method calls.
Currently, all commercial JS engines have a notion of ob-
ject shapes, which is similar to the notion of property maps
invented for the Self VM. That is, any given object contains
a pointer to a shape descriptor providing its memory layout:
the properties it contains, the memory offset each property is
stored at, as well as attribute flags (i.e. writable, enumerable,
etc.). Work done on the Truffle Object Model [29] describes
how object shapes can be straightforwardly extended to also
encode type tags for object properties, so long as property
writes are guarded to update object shapes when a property
type changes.
Chevalier-Boisvert and Feeley have extended upon the
original BBV work with typed object shapes [11], giving
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function Accum() {
this.n = 0;
this.add = function id1(x) { this.n += x };
this.sub = function id2(x) { this.n -= x };
}
var a = new Accum ();
a.add (5);
Figure 2. Accumulator object with two methods.
= { n: int32, add: closure/id1, sub: closure/id2 }S1
Figure 3. Shape of object a, encoding the identity of both
of its methods.
BBV the ability to propagate information about the shape
of objects, and also their property types. Polymorphic In-
line Caches (PICs) are broken down into cascades of shape
tests exposed as multiple basic blocks in the compiler Inter-
mediate Representation (IR). This makes it possible for the
BBV engine to extract and propagate shape information at
every property read and write. Propagating said information
then allows extracting property types from object shapes at
property reads, but also to eliminate redundant PICs after
successive property reads and writes.
An interesting advantage of typed shapes is that the iden-
tity of methods, when known, is also encoded in object
shapes. In practice, this makes it possible to determine the
identity of callees in the large majority of cases. This is done
by extending the type closure so that it carries the identity
of the method.
Consider, for instance, the JS program given in Figure 2.
The identity of the methods assigned in the Accum function
are encoded in the shape of the newly constructed object
and propagated to the variable a. Hence, in the expression
a.add, the variable a is known to have the shape given in
Figure 3, and the method call to a.add is known to refer to
the id1 method at code generation time.
In Higgs, method identity is encoded as a unique pointer
to the IR node of that method. It is denoted closure/idN
in the examples. There is also the type closure/unknown
needed to handle the situation where it is known that a value
is a function, but the identity of the function is unknown (this
gives more precision than using the unknown type, which is
used when nothing is known of the type). When writing a
value of type T to property P of an object with shape S, if
T is different than S.P (the type of P in the shape S), the
compiler will generate code to create and store in the object
a new shape S′ identical to S except that S′.P = T .
Method identity is valuable information because it makes
it possible to directly jump to a callee’s entry point without
dynamic dispatch. The usefulness of this in the implemen-
tation of interprocedural BBV is explained further in Sec-
tion 3.1.
3. Interprocedural Lazy BBV
Here we present the main contributions of this paper: entry
point specialization and call continuation specialization.
3.1 Entry Point Specialization
Procedure cloning has been shown to be a viable optimiza-
tion technique, both in ahead of time and JIT compilation
contexts. By specializing function bodies based on argument
types at call sites, it becomes possible to infer the types of a
large proportion of local variables, allowing effective elimi-
nation of type checks.
Our first extension to BBV is to allow functions to have
multiple type-specialized entry points. That is, when the
identity of a callee at a given call site is known at compilation
time, the JIT compiler requests a specialized entry point for
the callee which assumes the argument types known at the
call site. Type information is thus propagated from the caller
to the callee.
Inside the callee, BBV proceeds as described in [12],
deducing local variable types and eliminating redundant type
checks. Our approach places a hard limit on the number of
versions that may be created for a given basic block, and
so on the number of entry points that may be created for
any given function. If there are already too many specialized
entry points for a given callee a generic entry point may
be obtained instead. This does not matter to the caller and
occurs rarely in practice.
Propagating types from callers to callees allows eliminat-
ing redundant type tests in the callee, but also makes it possi-
ble to pass arguments without boxing them, thereby reducing
the overhead incurred by function calls. Note that our ap-
proach does not use any dynamic dispatch to propagate type
information from callers to callees. It relies on information
obtained from typed shapes to give us the identity of callees
(both global functions and object methods) for free. With the
current system, the identity of callees is known at compila-
tion time in 97% of cases on average. When the identity of a
callee is unknown, a generic entry point is used.
3.2 Call Continuation Specialization
Achieving full interprocedural type propagation demands
passing the result type information from callees to callers.
While it is fairly straightforward to establish the identity of
the single callee a given call site will jump to in the majority
of cases, the points at which a function returns to callers
are likely to return to multiple call continuations within a
program. These continuations may in turn receive input from
multiple return points.
Type information about return values could be propagated
with a dynamic dispatch of the return address indexed with
the result type. However this would incur a run time cost.
Instead, our second extension to BBV uses an approach with
a zero run time cost amortized overhead. The call continua-
tions are compiled lazily when the first return to a given con-
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function sum(tree) {
if (tree == null)
return 0;
else
return sum(tree.left) +
sum(tree.right) +
t.val;
}
function makeTree(depth) {
if (depth == 0)
return null;
else
return { val: depth ,
left: makeTree(depth -1),
right: makeTree(depth -1)
};
}
var root = makeTree (8);
if (sum(root) != 502)
throw Error(’error’);
Figure 4. Binary tree traversal example.
S2
return 0
= { val: int32, left: null,   right: null   }
= { val: int32, left: object, right: object }
sum(tree)
S1
S2
stubtag(tree)==object
yes
no
t1 = sum(tree.left)
t2 = sum(tree.right)
return t1+t2+tree.val
code specialized for shape S1
stubtag(t1)==int32
yes
no
stubtag(t2)==int32
yes
no
shape(tree)==
yes
noS1
t3 = sum(tree.left)
t4 = sum(tree.right)
return t3+t4+tree.val
code specialized for shape 
stubtag(t3)==int32
yes
no
stubtag(t4)==int32
yes
no
stubshape(tree)==
yes
noS2
tag(tree)==null
yes
no
Figure 5. Typed shapes for tree nodes seen by the sum
function
tinuation is executed. Each time a return statement is com-
piled, the type that is being returned is memorized (if known
at compilation time).
When compiling a call continuation, the identity of the
callee is checked. If the identity of the callee is known and
its return type has been determined (so far), he code is
specialized based on this type. If the callee, later during its
execution, returns an incompatible type with the one see so
far, then all call sites of this function are notified that their
call continuations are now invalid and must be recompiled.
Continuations which are invalidated have their code replaced
with a stub that will lazily trigger recompilation with an
unknown result type if the continuation is ever executed
again.
4. Extended Example
For illustration purposes, Figure 4 shows the sum function
for traversing a balanced binary tree and computing the sum
of numerical values stored in each node. Also shown are
functions used to construct such a tree and test the behavior
of the code. While this example may appear simple, there
is much semantic complexity hiding behind the scene. A
correct but naive implementation of this function contains
many implicit dynamic tests.
Since our system uses typed shapes to specialize code
based on object property types (see Section 2.3), the tree
nodes produced by makeTree come in two flavors, shown in
Figure 5. Shape S1 corresponds to leaf nodes, and encodes
that both left and right node pointers are set to null.
Shape S2 corresponds to internal nodes, and encodes that
both node pointers are object references.
Figure 6 shows a diagram of the code generated for the
sum function by Higgs with intraprocedural BBV. Some
details, such as the details of global function lookups and
overflow handling, were omitted from the figure for brevity.
When entering the function, the type tag of tree must be
tested. Either the value is null or it is an object. Once
tree is known to be an object, its shape must be tested so
that its val, left and right properties may be accessed.
This is necessary because shapes encode the offsets in mem-
ory at which the properties are stored. The test for shape S2
is performed first because it is the shape of tree when that
code was generated by BBV.
Whether tree is a leaf (shape S1) or internal node (shape
S2), the code executed is abstractly the same. Two recursive
calls to sum are made so that the sums can be computed for
the left and right children of tree. Higgs knows that
tree.val is an integer value because that information is
encoded in S1 and S2, but with intraprocedural BBV, does
not know what the return types of the recursive calls to sum
are. Hence, it must test that t1 and t2 are integers before
adding them to tree.val with integer additions.
Figure 7 shows the code generated for the sum function
with entry point versioning and continuation specialization
enabled. Entry point versioning has created two versions
of the sum function: one for when the tree is an object
and one for when the tree is null. The version of sum
specialized for null is trivial and returns immediately. The
version specialized for objects does two shape checks, as
before, but contains no type tag checks.
The elimination of type tag checks is possible because, on
entry to sum(tree:object), tree is known to be an object
due to entry point specialization. Furthermore, continuation
specialization determines that sum returns int32 values,
which eliminates the type tag checks on t1, t2, t3, and t4.
The resulting code is faster and more compact.
5. Evaluation
An implementation of the Higgs JIT compiler extended with
entry point and continuation specialization was tested on a
total of 26 classic benchmarks from the SunSpider and V8
suites. One benchmark from the SunSpider suite and one
from the V8 suite were not included in our tests because
Higgs does not yet implement the required features. Bench-
marks making use of regular expressions were discarded be-
cause Higgs and Truffle/JS [30, 31] do not implement JIT
compilation of regular expressions.
To measure steady state execution time separately from
compilation time in a manner compatible with both Higgs
and Truffle/JS, the benchmarks were modified so that they
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S1S2
return 0
= { val: int32, left: null,   right: null   }
= { val: int32, left: object, right: object }
sum(tree)
S1
S2
stubtag(tree)==object
yes
no
t1 = sum(tree.left)
t2 = sum(tree.right)
return t1+t2+tree.val
code specialized for shape 
stubtag(t1)==int32
yes
no
stubtag(t2)==int32
yes
no
shape(tree)==
yes
no
t3 = sum(tree.left)
t4 = sum(tree.right)
return t3+t4+tree.val
code specialized for shape 
stubtag(t3)==int32
yes
no
stubtag(t4)==int32
yes
no
stubshape(tree)==
yes
no
tag(tree)==null
yes
no
S2 S1
Figure 6. Generated code for the sum function with intraprocedural BBV
S2 S1
t3 = sum(tree.left)
t4 = sum(tree.right)
return t3+t4+tree.val
code specialized for shape 
return 0
= { val: int32, left: null,   right: null   }
= { val: int32, left: object, right: object }
sum(tree:null)
S1
S2
t1 = sum(tree.left)
t2 = sum(tree.right)
return t1+t2+tree.val
code specialized for shape 
sum(tree:object)
shape(tree)==
yes
no
stubshape(tree)==
yes
noS2 S1
Figure 7. Generated code for the sum function with interprocedural BBV
could be run in a loop. A number of warmup iterations
are first performed so as to trigger JIT compilation and
optimization of code before timing runs take place.
The number of warmup and timing iterations were scaled
so that short-running benchmarks would execute for at least
1000ms in total during both warmup and timing. Unless
otherwise specified, all benchmarks were run for at least 10
warmup iterations and 10 timing iterations.
Truffle/JS v0.5 was used for performance comparisons.
Tests were executed on a system equipped with an Intel Core
i7-4771 CPU and 16GB of RAM running Ubuntu Linux
12.04. Dynamic CPU frequency scaling was disabled to
ensure reliable timing measurements.
5.1 Dynamic Type Tests
It is useful to compare the performance of BBV in terms
of type tag tests eliminated against a traditional static type
analysis for JS. However, implementing such an analysis
can be time consuming and error prone. It also raises the
issue as to which specific kind of type analysis should be
implemented, and whether the comparison is fair or not.
In order to avoid these issues, a simulated “perfect” anal-
ysis was used. Each benchmark was run and the result of
all tag tests was recorded. The benchmarks were then rerun
with all type tests that always evaluate to the same result re-
moved. The simulated analysis is essentially an oracle with
perfect knowledge of the future behavior of a program. It
knows which type tests are redundant based on past execu-
tions on the same input. This gives an upper bound on the
best performance achievable with a static type analysis in
terms of tag tests eliminated with the constraint that the code
is not transformed (for instance, no code duplication).
Figure 8 shows the relative proportion of type tests ex-
ecuted with different variants of BBV as well as with the
simulated analysis. The first column shows the type tests
remaining with plain intraprocedural BBV, as introduced
in [12]. The second column shows the results obtained by
adding typed shapes to intraprocedural BBV, as in [11]. The
third column adds entry point specialization, and the fourth
column finally adds call continuation specialization as intro-
duced in this paper. Lastly, the fifth column shows the results
of the perfect analysis.
Plain intraprocedural BBV eliminates 60% of type tests
on average, and typed shapes brings us to 78%. The addition
of entry point specialization improves the result further to
89% of type tests eliminated. Finally, completing our inter-
procedural implementation of BBV with the addition of call
continuation specialization allows us to reach 94.3% of type
tests eliminated, in several cases, nearly 100%.
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entry+cont spec < 5% entry+cont spec < 10%
Figure 8. Proportion of type tests remaining relative to a baseline without BBV (lower is better)
It is surprising that interprocedural BBV performs as well
or better than the perfect analysis on most benchmarks. The
analysis eliminates just 91.7% of type tag tests on average,
less than what interprocedural BBV achieves. BBV’s ability
to duplicate certain code paths allows it to track types more
precisely and eliminate more type tests than is possible with-
out transforming code.
5.2 Call Continuation Specialization
As outlined in Section 3.2, call continuation specialization
uses a speculative strategy to propagate return type infor-
mation without dynamic dispatch. That is, call continuations
for a given callee function may be recompiled and deopti-
mized if values are returned which do not match previously
encountered return types for the said function.
Empirically, across our benchmark sets, 10% of functions
compiled cause the invalidation of call continuation code.
Dynamically, the type tag of return values is successfully
propagated and known to the caller 81% of the time. In
over half of the benchmarks, the type tag of return values
is known over 99% of the time.
5.3 Code Size
Adding entry point and continuation specialization to our
existing BBV implementation cause an average increase in
machine code size of 7.6% in the worst case and just 2.2%
on average. Intuitively, one may have assumed that a big-
ger code size increase might have occurred, given that en-
try point versioning can generate multiple entry points per
function. However, better optimized machine code tends to
be more compact. We argue that the slight code size increase
is observed is reasonable, particularly given the performance
improvements obtained.
5.4 Compilation time
The addition of entry point and continuation specialization
to our BBV implementation cause a compilation time in-
crease of 4.7% in the worst case and 1.0% on average. The
increase in compilation time is relatively small, and roughly
corresponds to the increase in code size.
5.5 Execution Time
Figure 9 shows the relative execution time with entry point
specialization as well as with both entry point and contin-
uation specialization. When both entry point and continua-
tion specialization are used, speedups of 14.5% are achieved
on average, and up to 56% in the case of 3bits-bytes. Im-
portantly, on nearly all benchmarks, the addition of contin-
uation specialization does improve the average performance
over entry point specialization only.
5.6 Comparison with Truffle/JS
Truffle/JS, like Higgs, is a research VM written in a garbage-
collected language. For this reason it is interesting to com-
pare their performance.
Since Truffle takes a relatively long time to compile and
optimize code, each benchmark is run for 1000 “warm up”
iterations before measuring execution time, so as to more
accurately measure the final performance of the generated
machine code once a steady state is reached. After the warm
up period, each benchmark is run for 100 timing iterations.
Figure 10 shows the results of the performance com-
parison against Truffle/JS. The left column represents the
speedup of Higgs over Truffle when taking only execution
time into account, warmup iterations excluded. The right
column is the speedup of Higgs over Truffle/JS when com-
paring total time, including initialization, compilation and
warmup. A logarithmic scale was used due to the wide
spread of data points.
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Figure 9. Execution time relative to baseline (lower is better)
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Figure 10. Speedup relative to Truffle (log scale, higher favors Higgs)
On average, when taking only execution time into ac-
count, Higgs outperforms Truffle on half of the benchmark
set, and is 1.49× faster than Truffle/JS on average. When
comparing wall clock times, Higgs outperforms Truffle on
the majority of benchmarks, and is 2.44× faster on average.
It is not the case that Higgs outperforms Truffle/JS on
every benchmark. JIT compiler design is a complex prob-
lem space, and as a result, there are benchmarks where each
system outperforms the other by a wide margin. Truffle/JS
is a method-based compiler implementing profiling, type-
feedback and type analysis. It has a few technical advan-
tages over Higgs, such as the use of method inlining, a more
sophisticated register allocator, multithreaded background
compilation, and a highly optimized garbage collector im-
plementation (the Java VM’s). These tools give Truffle an
edge on specific benchmarks, such as v8-raytrace. Never-
theless, Higgs produces competitive machine code in many
cases. It is interesting to see that using the simpler interpro-
cedural BBV approach yields faster compilation (no warmup
to speak of), and faster code on average. As a rough mea-
sure of compiler complexity, the source code of Truffle/JS is
about 6 times larger than Higgs’.
6. Limitations and Future Work
While the results obtained with interprocedural BBV are in
many cases superior to what is achievable with a traditional
type analysis, there is still room for improvement. Our sys-
tem does not keep track of the types of captured closure vari-
ables. It would be desirable to further extend BBV to do so.
The system also treats arrays like untyped black boxes. Ex-
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tending the system to keep track of the types of values stored
inside of arrays, in particular numerical types, would likely
lead to performance improvements.
7. Related Work
7.1 Type Analysis of Dynamic Languages
Basic block versioning bears resemblance to the iterative
type analysis and extended message splitting techniques de-
veloped for Self by Craig Chambers and David Ungar [10].
This is a combined static analysis and transformation that
compiles multiple versions of loops and duplicates control
flow paths to eliminate type tests. The analysis works in an
iterative fashion, transforming the control flow graph of a
function while performing a type analysis. It integrates a
mechanism to generate new versions of loops when needed,
and a message splitting algorithm to try and minimize type
information lost through control flow merges. One key dis-
advantage is that statically cloning code requires being con-
servative, generating potentially more code than necessary,
as it is impossible to statically determine exactly which con-
trol flow paths will be taken at run time, and this must be
overapproximated. Basic block versioning is simpler to im-
plement and generates code lazily, requiring less compila-
tion time and memory overhead, making it more suitable for
integration into a baseline JIT compiler.
There have been multiple efforts to devise type analy-
ses for dynamic languages. The Rapid Atomic Type Analy-
sis (RATA) [24] is an intraprocedural flow-sensitive analysis
based on abstract interpretation that aims to assign unique
types to each variable inside of a function. Attempts have
also been made to define formal semantics for a subset of
dynamic languages such as JavaScript [4], Ruby [14] and
Python [3], sidestepping some of the complexity of these
languages and making them more amenable to traditional
type inference techniques. There are also flow-based inter-
procedural type analyses for JavaScript based on sophisti-
cated type lattices [20][21][22]. Such analyses are usable in
the context of static code analysis, but take too long to exe-
cute to be usable in VMs and do not deal with the complex-
ities of dynamic code loading.
The work done by Kedlaya, Roesch et al. [23] shows
strategies for improving the precision of type analyses by
combining them with type feedback and profiling. This strat-
egy shows promise, but does not explicitly deal with ob-
ject shapes and property types. Work has also been done on
a flow-sensitive alias analysis for dynamic languages [17].
This analysis tries to strike a balance between precision and
speed, it is likely too expensive for use in JIT compilers,
however.
More recently, work done by Brian Hackett et al. at
Mozilla resulted in an interprocedural hybrid type analysis
for JavaScript suitable for use in production JIT compil-
ers [19]. This analysis represents an important step forward
for dynamic languages, but as with other type analyses, must
conservatively assign one type to each value, making it vul-
nerable to imprecise type information polluting analysis re-
sults. Basic block versioning can help improve on the results
of such an analysis by hoisting tests out of loops and gener-
ating multiple optimized code paths where appropriate.
7.2 Trace Compilation
Trace compilation, originally introduced by the Dynamo [5]
native code optimization system, and later applied to JIT
compilation in HotpathVM [16] aims to record long se-
quences of instructions executed inside hot loops. Such lin-
ear sequences of instructions often make optimization sim-
pler. Type information can be accumulated along traces and
used to specialize code and remove type tests [15], overflow
checks [28] or unnecessary allocations [6]. Basic block ver-
sioning resembles tracing in that context updating works on
essentially linear code fragments and code is optimized simi-
larly to what may be done in a tracing JIT. Code is also com-
piled lazily, as needed, without compiling whole functions
at once. Trace compilation [7] and meta-tracing are still an
active area of research [8].
The simplicity of basic block versioning is one of its main
advantages. It does not require external infrastructure such
as an interpreter to execute code or record traces. Trace com-
piler implementations must deal with corner cases that do
not appear with basic block versioning. With trace compi-
lation, there is the potential for trace explosion if there is a
large number of control flow paths going through a loop. It is
also not obvious how many times a loop should be recorded
or unrolled to maximize the elimination of type checks. This
problem is solved with basic block versioning since version-
ing is driven by type information. Trace compilers must im-
plement parameterizable policies and mechanisms to deal
with recursion, nested loops and potentially very long traces
that do not fit in instruction caches.
7.3 Just-In-Time Code Specialization
Customization is a technique developed to optimize Self pro-
grams [9] that compiles multiple copies of methods spe-
cialized on the receiver object type. Similarly, type-directed
cloning [25] clones methods based on argument types, pro-
ducing more specialized code using richer type information.
The work of Chevalier-Boisvert et al. on Just-in-time spe-
cialization for MATLAB [13] and similar work done for
the MaJIC MATLAB compiler [2] tries to capture argument
types to dynamically compile optimized versions of whole
functions. All of these techniques are forms of type-driven
code duplication aimed at extracting type information. Basic
block versioning operates at a lower level of granularity, al-
lowing it to find optimization opportunities inside of method
bodies by duplicating code paths.
There are notable similarities between the Psyco JIT
specialization work and our own. The Psyco prototype for
Python [26] is able to interleave execution and JIT compi-
lation to gather run time information about values, so as to
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specialize code on-the-fly based on types and values. It also
incorporates a scheme where functions can have multiple en-
try points. We extend upon this work by combining a similar
approach, that of basic block versioning, with typed shapes
and a mechanism for propagating return types from callees
to callers with low overhead.
The tracelet-based approach used by Facebook’s HHVM
for PHP [1] bears important similarities to our own. It
is based on the JIT compilation of small code regions
(tracelets) which are single-entry multiple-exit basic blocks.
Each tracelet is type-specialized based on variable types ob-
served at JIT compilation time. Guards are inserted at the
entry of tracelets to verify at run time that the types ob-
served are still valid for all future executions. High-level
instructions in tracelets are specialized based on the guarded
types. If these guards fail, new versions of tracelets are com-
piled based on different type assumptions and chained to the
failing guards.
There are three important differences between the HHVM
approach and basic block versioning. The first is that BBV
does not insert dynamic guards but instead exposes and ex-
ploits the underlying type checks that are part of the defini-
tion of runtime primitives. HHVM cannot do this as it uses
monolithic high-level instructions to represent PHP primi-
tives, whereas the Higgs primitives are self-hosted and de-
fined in an extended JavaScript dialect. The second differ-
ence is that BBV propagates known types to successors and
doesn’t usually need to re-check the types of local vari-
ables. Finally, HHVM uses an interpreter as fallback when
too many tracelet versions are generated. Higgs falls back
to generic basic block versions which do not make type as-
sumptions but are still always JIT compiled for better per-
formance.
8. Conclusion
Basic Block Versioning (BBV) is a JIT compilation strat-
egy for generating type-specialized machine code on-the-fly
without a separate type analysis pass. We have shown that
it can be successfully extended with techniques to propa-
gate information across method call boundaries, both from
callers to callees and from callees to callers, and this without
requiring dynamic dispatch.
Across 26 benchmarks, interprocedural BBV eliminates
94.3% of type tests on average, more than a simulated static
type analysis with access to perfect information. The addi-
tion of interprocedural capabilities to BBV provides an ad-
ditional speedup of 14.5% on average over an unextended
BBV implementation.
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