Introduction
In neuroscience, it is strongly believed that synchronization plays an important role in underlying information processes, e.g. in visual information processing [1] and auditory memory tasks [2] . To extract these processes, previous studies have applied the concept of synchronization to experimental brain signals, see [3, 4] for reviews. For instance, the neural binding of permanently presented visual objects may be explained by synchronized neural activity in different neural structures [5, 6] .
More generally, the processing of sensory inputs involves various different neural processes which share features dynamically. Such transient interactions are observed in experimental data, such as non-invasive electroencephalogram [7] or invasive recorded Local Field Potentials [8] . Several previous studies have applied successfully techniques in the timefrequency domain [9, 10] . A widely used method considers event-related synchronization (ERS) and event-related desynchronization (ERD) [11] . The ERS and ERD is defined as an increase or decrease of signal power with respect to the basis activity recorded before a stimulus onset, respectively. This definition of ERS assumes that the neural activity before stimulus onset is independent from the evoked response. However, this assumption is questionable since previous studies have revealed ongoing neural activity in the absence of stimuli, which affects the response to the stimulus [12] . Moreover, the ERS/ERD is defined in specific frequency bands and represents signal features of certain neural oscillations which are transient in time.
As stated in [11] , ERS/ERD quantities are computed as a percentage of power increase/decrease compared to some pre-stimulus averaged activity.
The necessity of a normalization step as in ERS/ERD computation results from the overall decrease of power in high frequencies: phenomena of interest at high frequencies have a much smaller amplitude than those at low frequencies. In addition the activity after the stimulus is considered as relevant only if its averaged power is significantly different from the pre-stimulus activity.
In contrast, we prefer not to make any assumption about this pre-stimulus activity, whether it could represent some relevant process or it can be considered as null state. Since we investigate the power of time series at some specific time epochs and frequency bands, it is not necessary to consider the pre-stimulus activity. Our method only needs the local time-frequency information about the signal power to detect clusters without any global rescaling step.
For each recorded time series, increases or decreases of power may be interpreted as increases or decreases of synchronization within the underlying population of neurons recorded by the corresponding electrode [11] . Hence, if two brain areas present a coincident increase of synchronization of local neuronal populations, then a coincident increase of power should be detected.
The same holds true for a local decrease of neural synchronization and a decrease of power.
The present work considers an amplitude increase and subsequent ampli-tude decrease in time, i.e an amplitude bump in time, in different time series.
When such an event occurs in several time series, in a certain time window and frequency band, time series segregate into some clusters of synchronized channels during this specific time-frequency window. Hence, each cluster of channels reflects synchronized activity between the clustered channels, which is called partial synchronization, cf. [13] . The focus on finding subsets of synchronized channels makes us able to bypass the dependence on the baseline activity as in ERS/ERD analysis. Indeed, multi-channel information is sufficient to find clusters.
Another problem in previous techniques is the problem of averaging over experimental trials. This averaging step may destroy a large part of the information due to the variability in trials. Indeed, partial synchronization detected in a single trial may re-occur in another trial just shifted in time, and may be cancelled out after trial averaging. To avoid this, the present method extracts as much information as possible in each single trial before merging these results by subsequent statistical evaluations.
The proposed method performs a clustering of channels at each time point for a specific frequency band while selecting the number of relevant clusters through a Bayesian approach. A naive mean-field approximation is used to deal with Bayesian inference computations. Afterwards the method evaluates how relevant each cluster is. The following section describes the steps of the method. At first, the time-frequency representation based on a wavelet analysis is introduced, followed by a description of the clustering algorithm using a Bayesian Gaussian mixture model. Then a stability analysis is introduced quantifying statistically the significance of each cluster within a trial and between trials. Finally section 3 presents the application of the method to an artificial data set and an experimental Local Field Potentials obtained in monkeys.
Method
In this section, we describe in details the steps of the method.
First, each channel of the signal is projected into the time-frequency domain using the continuous wavelet transform [14] . Then, at each timefrequency point, the power values of channels are clustered using a Bayesian Gaussian mixture model. The inference of this special type of mixture model is done through a variational approximation. The clustering results are then analysed with a stability measure, in order to reject spurious clusters. This analysis first takes place at the trial level, before merging results between trials. A summary of the method is provided in Fig. 1 .
Morlet wavelet
In a first step, the signal X (c) (t) of each channel c is decomposed into a time-frequency representation by a continuous wavelet transform (CWT), using a normalized Morlet wavelet.
Due to the spread of its power in time and frequency, a wavelet ψ localizes the signal within a time-frequency window
], also called Heisenberg box [14] . With regards to the power of the wavelet, t 0 and f 0 are respectively the central time and frequency, σ t and σ f are the standard deviations in time and frequency. The Heisenberg box is a way to quantify the time-frequency resolution of a wavelet.
For a daughter wavelet ψ a,τ with scale a and time shift τ , time-resolution increases as frequency-resolution decreases with the scale, and the other way around. The corresponding Heisenberg box is defined as follows:
It is important to note that the maximum time-frequency resolution is bounded from below:
The Heisenberg box is a central notion we are using to select the neighbourhood of a time-frequency location, with regards to a specific wavelet.
Let (t, f ) be a time-frequency location, corresponding to the central location of a daughter wavelet ψ a,τ , its neighbourhood is written as:
This is justified by the fact that the power of ψ a,τ overlaps for a large part with the power of the others daughter wavelets ψ a ,τ centred at (t , f ).
Therefore these wavelets analyse a nearly similar part of the signal.
We also define an extended neighbourhood V t,f (θ) based on the same principle, but replacing the Heisenberg box by an extended Heisenberg box defined as follows:
This extended box is used to define a larger neighbourhood than the original Heisenberg box, which will be useful in section 2.3 to compare results between trials.
The Morlet wavelet is extensively used to analyse electrophysiological signals, e.g. for phase extraction [9] or induced activity analysis. Its normalized version, a special case of the Gabor wavelet [15] , is defined as follows:
where η is the number of cycles of the Morlet wavelet. This wavelet is well defined for η > 5, and usually η is chosen between 5 and 7.
For the Morlet wavelet,
, which reach the theoretical time-frequency resolution bound [14] .
The numerical implementations of the CWT with a Morlet wavelet is performed as suggested in [16] . However, we replace the geometrical sampling of the frequency axis by a linear one. Indeed, a geometrically sampled scale on the frequency axis associates less wavelet coefficients to high frequencies than to low frequencies. As the time axis is linearly sampled, the size of neighbourhoods V t,f decreases when f increases. With a linearly sampled frequency scale, the size of these neighbourhoods is even, but not equal everywhere due to the sampling of the time-frequency space.
Bayesian Gaussian mixture models
Let w = (|W
. . . ) be the vector containing the squared modulus of wavelet coefficients for all C channels at some scale a and shift τ , i.e. at each time-frequency location computed for the wavelet analysis.
Channels will be grouped using w as an input to a clustering algorithm.
The clustering algorithm used is a Bayesian version of a Gaussian mixture model. It is a probabilistic model and data are considered as generated by random variables. We define W = (W 1 , . . . , W c , . . . ) a set of random variables whose observations are w.
A mixture model is a probability distribution based on the combination of several components. These components are some simpler distributions that participate within some proportion to the final mixture. In a Gaussian mixture model, components are Gaussian distributions. For K Gaussian components, the probability density of each W c is written :
where π k represents the proportion of the k-th component within the mixture, and N denotes the Gaussian density function. In Eq. (5), µ k and λ k are the mean and standard deviation of the corresponding density function.
A mixture distribution can also be formulated using a latent random
indicating from which Gaussian component each
W c has been drawn. The conditional probability of W c on Z c is written:
where z c = (z c,1 , . . . , z c,K ) so that only one entry z c,k in this vector is equal to 1, all the others are zero. The density of the latent random vectors Z c and their entries Z c,k are defined as follows:
Applying sum and product rules of probability, Eq. (5) is obtained from Eq. (6) and (7) [17]:
From a generative point of view, using a Gaussian mixture distribution A common choice for parameter distributions are conjugated distributions in order to keep further computations simple [17, 18] . In the present context assuming a conjugate-exponential model means that Then Bayesian inference consists in computing the posterior probability of the model, which is the joint probability of the latent variables and parameters given the observed variables:
where µ = (µ 1 , . . . , µ K ), λ = (λ 1 , . . . , λ K ), z = (z 1 , . . . , z C ), and p(w) is the marginal probability of the model.
For mixture models, the posterior probability computation implies intractable integrations. One way to compute them is to a Markov chain Monte Carlo algorithm, e.g. Gibbs sampling [19] . However, to avoid drawbacks of sampling methods, we preferred to apply a deterministic approximation called naive mean-field approximation or variational Bayes [17, 18] to estimate p(z, µ, λ, π|w). The major idea is to approximate the joint posterior probability by a factorized probability q:
where ν = (π, µ 1 , . . . , µ K , λ 1 , . . . , λ K , z 1 , . . . , z C ) represents all parameters and hidden variables of the model. ν i is one of these parameters and q i an associated probability.
This approximation means that, a posteriori, parameters are considered as independent from each other. Under this a posteriori independence hypothesis, each q i represents the marginal posterior probability of a ν i parameter.
The joint approximated posterior q is made as close as possible to the real posterior probability p by minimizing the Kullback-Leibler divergence KL(q||p):
This divergence is zero iff. q is equal to the real posterior, and positive otherwise.
Interestingly, minimizing KL(q||p) is equivalent to maximizing a lower bound L m on the log-marginal probability of the model:
Maximizing L m leads to the following functional form for each factor of q:
where E ¬q i (ν i ) represents the expectation w.r.t. posterior probabilities associated to the other parameters than ν i .
In a conjugate-exponential model, the functional form of each parameter posterior probability can be easily deduced. The posterior probabilities are also distributions from the exponential family:
where hyperparameters are defined with interdependent equations
where E q i (ν i ) represents the expectation w.r.t. posterior probabilities associated to ν i .
Updating the hyperparameter values for a posterior probabilities q i , while fixing all the other posterior probabilities, monotonically increases L m and decreases KL(q||p). Thus, hyperparameters of each posterior probability are re-estimated in turn until L m converges.
Since this algorithm provides convergence to a local maximum only [20] , several random starts are carried out. The quantity L m is a lower bound of the marginal probability p(w) and is computed to compare inferred posterior probabilities and select the best run. Moreover, for a given time-frequency location (t, f ), inferred models located in the neighbourhood V t,f are used to initialize a few more runs, in case it would give a better final result. Indeed,
we expect mixture models to be similar in a time-frequency neighbourhood, as the underlying signal is similar.
The hyperparameters of prior probabilities are set so that these probabil- About the number of Gaussian components needed to model the data, we used an automatic relevance determination mechanism [17] . Due to the Dirichlet distribution associated with the parameters π, irrelevant components are systematically pruned from the model. Therefore models are initialized with a large number of components. A component k to be discarded is not assigned to any point w.r.t the posterior probability:
where > 0 is chosen arbitrarily small. In practice, one chooses = 1, which means that, on average, pruned components are not even associated to one channel.
The whole inference procedure has been computed using the variational message passing algorithm (VMP), detailed in [21] . This algorithm is used to derive the re-estimation equations (16) as messages exchanged through the graphical representation of the probabilistic model.
Stability measure
Since CWT is a redundant transform due to the strong correlation in the Heisenberg box, a promising way to investigate the quality of detected components at each computed time-frequency point is to compare models inferred at adjacent time-frequency points in the Heisenberg box and examine whether a stable synchronization pattern arises. We call "pattern" the way channels are grouped together, meaning which channel is grouped with which other channels in the same component.
Let (t, f ) be some time-frequency location where a M t,f model as been inferred. For a Gaussian component k of M t,f , its synchronization pattern
The stability of the component k is defined as the mean best similarity between k and other components in models computed at adjacent time-frequency points, i.e. in the neighbourhood V t,f .
Similarity between a component k from a model M t,f and a component k from M t ,f is defined as follows:
where
As each
It represents the number of differences of channels allocation between both components. The similarity measure S(k, k ) computed from this distance is in [0; 1]. It equals 1 when both components have the same synchronization pattern, and 0 if these patterns are the exact opposite.
To compute the stability Stab(k) of the component k, we take the best similarity between k and all components k for each model M t ,f in V t,f .
Then we average these best similarities:
where S k,t ,f is the set of similarities between the component k and all components k from a model M t,f , and card denotes the number of elements in
Consequently, Stab(k) is in [0; 1]. It is close to 1 if the synchronization pattern of the component k is found within neighbouring models. Thus, we can distinguish with this measure components that represent a non-transient synchronization pattern from spurious components, due to noise and the clustering algorithm. As a first step, we introduce a threshold to select components of interest:
It corresponds to an average Manhattan distance of η between the component k and similar components from neighbouring models. Therefore, for η = 0.5, less than one channel is, on average, allocated differently between the component k and the others. For different values of η, additional spurious components may be selected or components may vanish. Since the choice of η is rather arbitrary, future work will focus on associating a statistical test with this measure.
The stability measure can also be used, in a slightly different way, for inter-trials analysis. Once we have selected synchronization patterns of interest within each trial, we can aggregate results from different trials with a second stability measure. Trials are locked on a stimulus or a response onset before analysis.
Let S k,l ,θ be the set of similarities between a selected component k from a model M t,f in a trial l and all the other selected components k from models M t ,f in another trial l within an extended neighbourhood V t,f (θ):
Sometimes, this set is empty, if there is no selected component in the extended neighbourhood V t,f (θ), in the other trial l .
Therefore, for each selected component of a model in a trial, we build a set of the best similarities with other components in each other trials:
Using these setsŜ k,l,θ , each selected component k in trial l is associated with a score corresponding to the number of similar components found within selected components of other trials than l:
Once again, we use the same criterion η as defined in Eq. (20) to decide if two components are similar or not.
This score denotes the number of times a selected component k in one trial l can be found similar and relevant, i.e. selected with criteria Eq. (17) and Eg. (20) , in other trials, within an extended time-frequency neighbourhood
Since we are looking for subsets of channels, components isolating outliers are not focus of this work. Consequently, we introduce a criterion to select components that do not capture only one outlier or the whole population of channels except one outlier:
It represents the minimum/maximum average number of grouped channels in any selected component k representing a synchronization pattern. This criterion can be used to filter selected components in a single trial analysis or selected components with high scores in a multiple-trials analysis.
Results
In this section, we present results obtained with the previously described method. It is first applied on a very simple dataset, to clarify the properties of the method. Then, we show results obtained on a real dataset, where the method reveals subsets of electrodes with synchronized activity.
Artificial dataset
The method has first been evaluated with an artificial dataset made of transient waves buried in white Gaussian noise.
This dataset consists in 40 channels. Each channel is composed by a set of Gabor atoms, defined using the normalized Morlet wavelet waveform (4). For each Gabor atom, we apply Welch's t-test [22] (P = 0.05) on power values in order to identify time-frequency regions where channels containing this atom can be distinguished from channels that do not contain it. We obtain three distinct time-frequency regions, associated with each Gabor atom.
In each region, channels power values can be segregated in two distinct populations depending on whether channels are built with or without a specific Gabor atom. Outside of these time-frequency regions, channels power values cannot be significantly distinguished according to the presence/absence of any of the three Gabor atoms.
With this artificial dataset, we evaluate for a method:
• if it is capable of detecting these populations in each of these three time-frequency regions,
• if it is capable of detecting that nothing is significant outside of these regions.
Quality of data partitioning is numerically evaluated with a reference cophenetic [23] matrix at each time-frequency point (t, f ). A cophenetic matrix
Cop t,f is a C × C matrix where an element Cop t,f (i, j) equals 1 if the i-th channel is in the same cluster as the j-th channel at the (t, f ) time-frequency location. Within each time-frequency region associated with a Gabor atom, the cophenetic matrix represents which channels are built with this atom or not. Outside these three regions, we build cophenetic matrices as C × C identity matrices, to represent the fact that no channel should be group with another one. Figure 5 illustrates the three significant time-frequency regions w.r.t.
Welch's t-test, as well as cophenetic matrices associated to these regions and outside.
Reference cophenetic matrices Cop 
First we applied the proposed method on this artificial dataset. Results were used to construct cophenetic matrices at each time-frequency locations, as follows:
• at the beginning, we set all cophenetic matrices as diagonal matrices, We compared our results with those obtained using the wavelet coherence method [24] . We fixed the number of cycles for the Morlet wavelet to 5 and the number of cycles for the integration window to 6. Wavelet coherence has been computed for each pair of channels. With this method, a cophenetic matrix entry Cop wcoh t,f (i, j) corresponds to 1 if coherence between channels i and j is significant at P = 0.05, at a (t, f ) time-frequency location.
Median value of the computed error for the wavelet coherence method is 0.044. The interquartile range is also 0.236. The error for cophenetic matrices is higher than our method. Qualitatively, we can see in figure 6 a larger spread of erroneous results with the wavelet coherence method.
Our method presents good results, especially outside of the Gabor atoms regions, due to the stability-based criterion Eq. (20) . Indeed, this criterion reject all spurious results accurately. However, errors observed at the border of Gabor atoms regions are also due to this criterion, that reject components that are not stable enough. In this aspect, the method is conservative.
Real dataset
Experimental data were recorded with 17 bipolar micro-electrodes implanted in behaving monkeys. Electrodes were placed in visual areas V1, V2, V4, the parietal area A7, the higher-level somato-sensoric area A5, the post-central somato-sensoric area A1, the primary motor cortex A4, the premotor cortex A6.
Monkeys had to perform a visuo-motor task: while fixating at the center of the screen, they had to move a lever into 4 subsequent positions according to a sequence of visual stimuli presented at parafoveal positions. The full description of the dataset is provided in [10] . For the present study, we restrict the analysis just to the first visual stimuli and response period. The dataset contains 40 trials, whose durations range from 644 ms to 1292 ms due to different performances of the subjects.
Data were recorded at 1 kHz. We first applied a Chebyshev type-II notch filter to remove 50Hz noise. This filter was applied forward and backward in order to avoid any change in signal phases. Then we down-sampled recorded data to 250 Hz. Frequencies of interest were chosen in the gamma band. We took 50 frequencies between 20 Hz and 70 Hz, linearly spaced.
For the clustering step, Gaussian mixture models were initialized with 4 components. However, none of them, in all time-frequency locations and trials, kept more than 2 components after pruning with criterion Eq. (17).
In each trial, components were selected with criteria Eq. (17) The best components, with a score of 8 and 9, are all parts of models presenting the same synchronization pattern. Indeed, these models cluster channels in 2 components: one component groups channels corresponding to the electrodes in V1-2 and V4-1 and the other component groups all other channels. Figure 9 gives a schematic view of this clustering result.
Further analysis (not shown) reveals that these components occur in a restricted time-frequency window, from 20 Hz to 33.7 Hz and from 72 ms to 300 ms. Interestingly, the ratio of the component occurrence time over the trial duration ranges from 0.073 to 0.35, with a median value of 0.12.
It means that the partial synchronization pattern detected occurs at the beginning of the trial. This timing observation is coherent with the fact that V1-2 and V4-1 are grouped. The synchronization phenomenon appears in the visual area shortly after the stimulus presentation.
Conclusion
We have presented in this paper a new method to investigate partial synchronization in multi-channels recordings of brain signals. This method can be used on single trials, without any baseline activity assumption.
We found with our method a synchronization pattern in the visual area of monkey, during a visuo-motor task. It is remarkable as this kind of data is inherently difficult to analyse, due to the high variability of performance between subjects. Because our approach extract a high-level information from trials, it is possible to aggregate this information between trials taking into account their variability.
Further developments will be focused on extracting a clearer information from inter-trials analysis, in a more systematic way.
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