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Abstract
We reconsider the structure-based route to coarse graining in which the coarse-grained model is
defined in such a way to reproduce some distributions functions of the original system as accurately
as possible. We consider standard expressions for pressure and chemical potential applied to
this family of coarse-grained models with density-dependent interactions and show that they only
provide approximations to the pressure and chemical potential of the underlying original system.
These approximations are then carefully compared in two cases: we consider a generic microscopic
system in the low-density regime and polymer solutions under good-solvent conditions. Moreover,
we show that the state-dependent potentials depend on the ensemble in which they have been
derived. Therefore, care must be used in applying canonical state-dependent potentials to predict
phase lines, which is typically performed in other ensembles.
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I. INTRODUCTION
In condensed matter physics, chemistry, and material science state-dependent interactions
arise in many different contexts. They are usually obtained from coarse-graining procedures
in which a subset of the degrees of freedom is integrated out (see Refs. 1–4 for an overview
of methods and applications). Indeed, any coarse graining of the original (be it classical
or quantum) system induces many-body interactions among the remaining degrees of free-
dom. The idea is then to replace these complex interactions with state-dependent potentials
that are usually taken to be pairwise additive for computational efficiency (if necessary,
three-body forces can also be introduced, as in Ref. 5) and that are therefore much more
tractable from a theoretical and/or numerical point of view. Different criteria have been
used to select the optimal set of state-dependent pair potentials. In the structural route the
model with state-dependent interactions is required to reproduce some distribution func-
tions associated with the coarse-grained (CG) degrees of freedom.6–14 It is also possible to
define the CG model by matching the forces15–17 acting on the CG sites computed in the
original, underlying system, or by requiring the CG model to reproduce solvation free en-
ergies. Also state-dependent potentials suitable to treat inhomogeneous systems have been
proposed.18,19 We should further mention mixed coarse-graining strategies that try to match
simultaneously the pair distribution function and some other thermodynamic property, for
instance, by constraining the virial pressure to be equal to the pressure of the microscopic
model.1–4,19 These mixed approaches, although in principle incorrect since the potential is
uniquely defined by the pair distribution function g(r) and the density according to Hender-
son’s theorem,20 may still be of value in practical numerical calculations. Indeed, g(r) is only
known with statistical errors and is little sensitive to the tail of the potential: visibly dif-
ferent potentials may produce structures with essentially indistinguishable pair distribution
functions.13 Therefore, the large-distance behavior of the CG interactions is determined with
a large uncertainty, which might leave some flexibility to implement an additional constraint.
We will not discuss these approaches any further, focusing on the conceptual problems of
the approach rather than on the difficulties of practical numerical implementations.
In this paper we discuss the structural approach, which dates back to the early days of
liquid state theory,6–10 considering state-dependent pair interactions for a very general class
of classical systems. The microscopic, underlying model to which the coarse-graining proce-
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dure is applied consists of polyatomic molecules. No hypothesis is made on the nature of the
interactions among the atoms: we only require them to be state independent, but, otherwise,
they are arbitrary and can, in principle, include any type of many-body terms. Our discus-
sion therefore applies both to monoatomic systems with three- and higher-body interactions
(for instance, to noble gases whose accurate study requires the introduction of the three-
body Axilrod-Teller potential21) and to soft-matter systems, such as polymers, in which the
complexity lies in the number of atoms involved rather than in the many-body nature of the
atom-atom interactions.11,14,22 Within the CG approach we replace the microscopic system
at a given thermodynamic state with a CG system of monoatomic molecules that interact by
means of state-dependent pair potentials. The latter are fixed by a structural requirement,
the equality of a specific pair distribution function at a given thermodynamic state. If the
underlying system is formed by monoatomic molecules, we consider the usual radial pair
distribution function. In the case of polyatomic systems, each molecule is replaced by a CG
monoatomic molecule located at some point X . In many instances, X corresponds to the
center of mass of the original molecule, but other choices are possible: for instance, in CG
models for star polymers the point X usually coincides with the center of the star.22–27 For
our purposes, we do not need to specify how X is chosen. We only require the coordinates
rX of X to be a weighted average of the positions of the atoms belonging to the molecule.
Once X is chosen, we can consider the X-X pair distribution function
g(r1 − r2) =
〈
1
Nρ2
∑
ij
δ(rX,i − r1)δ(rX,j − r2)
〉
, (1)
where ρ is the density and N the number of molecules. The state-dependent potential
is fixed by the requirement that the pair distribution function gCG(r) in the CG model
is equal to g(r) in the underlying system at the same density. From a practical point
of view, the determination of the potential is not an easy task and several method have
been devised, like the iterative Boltzmann inversion method28 and the inverse Monte Carlo
method.29,30 Variational approaches have also been discussed, optimizing the coefficients of
suitable parametrizations of the CG potentials.31,32 Note that the structural approach we
have described here is not the only one that is used in practical applications. We should also
mention the force-matching approach (often called multiscale coarse-graining method15), in
which the state-dependent potential is determined by requiring the CG system to match
the atomistic force on the CG atoms as accurately as possible. Also this method has a
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structural interpretation: the matching condition is equivalent17 to require the CG force to
satisfy the appropriate Yvon-Born-Green equation33 that relates the pair and the three-body
correlation function. We mention that general theoretical formalisms within which different
CG approaches can be derived are presented in Refs. 34,35. For a summary of methods and
a detailed comparison in a specific example, see Ref. 36.
Once a CG model has been defined, one may use it to predict thermodynamic (and, in
the case of more complex CG systems, also structural) properties for the underlying model.
For instance, one would like to obtain estimates of the pressure of the microscopic system,
by studying (for example, by performing numerical simulations) the simpler CG model.
Structurally derived state-dependent potentials have been mostly discussed in the context
of the canonical ensemble, see Refs. 37–40 and references therein. In this case, the potentials
become density and temperature dependent. For this reason, some thermodynamic relations,
which can be rigorously proved for systems with state-independent interactions, are no longer
satisfied: in particular, the compressibility route and the virial route to the pressure are no
longer equivalent for the CG system. This gave rise to several investigations concerning the
thermodynamic consistency of models with state-dependent potentials.37,38,40 In this paper
we again investigate the conceptual issues which arise when considering state-dependent
interactions. The first question we wish to address is whether the knowledge of the CG model
at density ρ (i.e., of the model with potentials obtained by matching the pair distribution
function at density ρ) allows one to obtain informations on the thermodynamical behavior
of the underlying system at the same value of ρ. Considering, for instance, pressure and
chemical potential, the idea is to compute these two quantities in the CG model. The results
of this calculation are then taken as estimates of the pressure and chemical potential of the
underlying system. The main problem in implementing this strategy stems from the fact that
there is no unambiguous way to define thermodynamic quantities in the presence of state-
dependent potentials: Approaches that are equivalent for state-independent interactions
give different espressions for pressure and chemical potential if potentials depend on the
thermodynamic state. Following Ref. 37, we shall consider two different approaches. In
the passive approach, the pressure is estimated by using the usual virial expansion, while
in the active approach one derives the generalized expression of Ascarelli and Harrison.41
Both approaches are not thermodynamically consistent and only provide an approximation
of the pressure of the underlying model. A quantitative comparison shows that the passive
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approach provides the most accurate estimates, i.e., it best reproduces the pressure of the
underlying model. The same result holds for the chemical potential. Widom’s method
applied to the CG system, even though it does not reproduce the underlying-model value,
provides an estimate of the chemical potential that is closest to the underlying-model value
than the estimate obtained in the active approach. Note that, if we assume that the density-
dependent (DD) potentials are known for all densities 0 ≤ ρ ≤ ρmax and no phase transitions
occur in such density interval, then, via the compressibility route, we can compute the exact
equation of state of the underlying model for any ρ ≤ ρmax, hence derive the exact pressure,
chemical potential, and free energy. However, in this case CG models with DD potentials
play little role. Indeed, their computation requires a study of the microscopic model in the
whole density interval. But this study would also provide the equation of state directly,
without the necessity of introducing any sort of CG model.
It is interesting to extend the analysis of the thermodynamic properties of state-dependent
potentials to other ensembles. For instance, for phase-coexistence studies it is more natural
to consider the grand-canonical ensemble, while the isothermal-isobaric ensemble may be the
best suited to interpret experimental data, since pressure is fixed in experiments. In these
ensembles one would consider fugacity- and pressure- dependent pair potentials, respectively.
Again, the question we wish to address is how to obtain thermodynamic predictions in these
different ensembles by using state-dependent interactions.
The paper is organized as follows. In Sec. II we discuss density-dependent potentials and
the consistency of several commonly used methods to determine pressure and chemical po-
tential. We show that none of them is exact: none of the thermodynamic quantities extracted
via a CG approach is more than an approximate estimate. In Sec. III we study the accuracy
of the different approximations: first, in Sec. IIIA we present a general, model-independent
discussion in the low-density limit, then, in Sec. III B we present a specific calculation for
linear polymers under good-solvent conditions. The analysis of Sec. II is extended to the
grand-canonical ensemble in Sec. IV, while in Sec. V we discuss the accuracy with which the
thermodynamic behavior is reproduced by using fugacity-dependent potentials. Finally, in
Sec. VI we present our conclusions.
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II. DENSITY-DEPENDENT POTENTIALS IN THE CANONICAL ENSEMBLE
We start by considering the canonical ensemble and discuss density-dependent interac-
tions. In principle, one should also consider a temperature dependence. However, temper-
ature does not play a role in the discussion (we do not discuss temperature derivatives of
the free energy), so that it will be omitted for simplicity. In the structural approach to
coarse graining, the basic quantity of interest is the X-X pair distribution function g(r; ρ)
defined in Eq. (1) for the underlying model. Knowledge of g(r; ρ) allows us to obtain the
compressibility of the system by using the compressibility relation,33 which holds for any
choice of the CG site X :
1
K(ρ)
= 1 + ρ
∫
d3r [g(r; ρ)− 1], (2)
where
K(ρ) =
∂βP
∂ρ
(3)
is related to the isothermal compressibility χT = β/(ρK) and β = 1/kBT . No other ther-
modynamic quantity at density ρ can be computed directly from g(r; ρ) or K(ρ). However,
they can be determined if K(ρ) is known along a thermodynamic path that starts at a
state point at which the Helmholtz free energy is known. For instance, in the absence of
phase transitions in the density interval [0, ρ], other thermodynamic quantities like pressure,
chemical potential, and Helmholtz free energy at density ρ can then be obtained from K(ρ)
as
βP (ρ) =
∫ ρ
0
dσK(σ), (4)
βµ(ρ) = ln
ρ
q1
+
∫ ρ
0
dσ
σ
(K(σ)− 1), (5)
βF
N
= βf(ρ) = βµ(ρ)−
βP (ρ)
ρ
, (6)
where q1 = Z1/V and Z1 is the partition function of a single, isolated molecule. For conve-
nience, here and in the following we set the de Broglie thermal length equal to one.
In the CG approach we discuss here, one maps each molecule onto a point particle. Under
the pair potential approximation, the CG molecules interact by means of the DD potential
VD,CG(r; ρ), which is defined such as to reproduce the finite-density pair distribution function
g(r; ρ). Once VD,CG(r; ρ) has been determined, one can use the CG model to compute
thermodynamic quantities at the same density ρ. In principle one could also use it to study
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the thermodynamic behavior at densities ρ′ 6= ρ, i.e., one could transfer the potentials from
one density to the other. The accuracy of this procedure, i.e., the transferability of the
potentials, is an important question for CG studies, which, however, will not be considered
here.
In order to compute thermodynamic quantities in the CG model, we will consider two
different approaches, which, following Ref. 37, will be referred to as the passive and the
active approach. To define the two approaches, we consider the more general CG system at
fixed interaction potential in the canonical ensemble, i.e. at fixed V and T . The Helmholtz
free energy is given by
FCG(N, V, T ; ρp) = NfCG(ρ; ρp) (7)
= −kBT ln
1
N !
∫
dr1 . . . drN e
−β
∑
ij VD,CG(ri−rj ;ρp),
where ρ = N/V . The free energy (7) depends on two densities: ρ = N/V is the usual
quantity, while ρp is the density parametrizing the pair potential. No relation between ρ
and ρp is assumed at this stage. Using Eq. (7) we start by defining the pressure and the
chemical potential for the general CG model at fixed ρp:
PCG(ρ, ρp) = −
(
∂FCG
∂V
)
N,T,ρp
, (8)
µCG(ρ, ρp) =
(
∂FCG
∂N
)
V,T,ρp
. (9)
If we define
KCG(ρ, ρp) =
(
∂βPCG
∂ρ
)
T,ρp
, (10)
we obtain the standard thermodynamic relations
βµCG(ρ, ρp) = ln ρ+
∫ ρ
0
dσ
σ
(KCG(σ, ρp)− 1), (11)
βPCG(ρ, ρp) =
∫ ρ
0
dσ KCG(σ, ρp), (12)
βfCG(ρ, ρp) = βµCG(ρ, ρp)−
βPCG(ρ, ρp)
ρ
. (13)
These expressions are the analog of those appearing in Eqs. (4), (5), and (6), with q1 = 1,
since the CG model we consider consists of monoatomic molecules. Since ρp is a fixed
parameter, the pressure PCG(ρ, ρp) and the chemical potential µCG(ρ, ρp) can be determined
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by using standard methods. In particular, the usual relation between pressure and virial
holds. Hence we have33
βPCG(ρ, ρp) = βPvir(ρ, ρp) =
ρ−
2piβρ2
3
∫ ∞
0
∂VD,CG(r; ρp)
∂r
g(r; ρ, ρp) r
3dr. (14)
As for the chemical potential, since ρp is fixed, µCG(ρ, ρp) can be obtained by using Widom’s
insertion method42
βµCG(ρ, ρp) = ln ρ−
ln
[
1
V
∫
d3rN+1 〈e
−βUN+1(rN+1;ρp)〉N,V
]
, (15)
where 〈·〉N,V is the canonical ensemble average over N molecules in a volume V , ρ = N/V ,
and UN+1(rN+1; ρp) is the insertion energy of an additional molecule computed by using
VD,CG(r; ρp).
The DD pair potential at density ρp = ρ is determined by requiring the pair distribution
function gCG(r; ρ, ρ) to be equal to the XX pair distribution function g(r; ρ) in the under-
lying microscopic model: gCG(r; ρ, ρ) = g(r; ρ). In the passive approach
37 ρp is considered
as a fixed parameter which is set equal to ρ only at the end of the calculations. Therefore,
the pressure for the CG model at density ρ is simply PCG(ρ, ρ); analogously the chemical
potential is defined as µCG(ρ, ρ). Because of the compressibility relation (2), the CG and
the microscopic compressibilities are equal, i.e.
K(ρ) = KCG(ρ, ρ). (16)
This equality does not extend, however, to the other thermodynamic quantities: both
µCG(ρ, ρ) and PCG(ρ, ρ) differ from the chemical potential and pressure at density ρ of
the microscopic model. Indeed, barring unexpected concidences, it is expected in general
βµexc(ρ) =
∫ ρ
0
dσ
σ
(KCG(σ, σ)− 1)
6= βµexcCG(ρ, ρ) =
∫ ρ
0
dσ
σ
(KCG(σ, ρ)− 1), (17)
βP (ρ) =
∫ ρ
0
dσKCG(σ, σ)
6= βPCG(ρ, ρ) =
∫ ρ
0
dσ KCG(σ, ρ), (18)
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where we used Eq. (16) to replace K(ρ) with KCG(ρ, ρ) in the left-hand side integrals,
which give chemical potential and pressure in the underlying model. Hence, if we use the
virial route for the pressure or Widom’s insertion method for the chemical potential in the
CG model, we only obtain approximations to the underlying-model pressure and chemical
potential: even with the use of DD potentials, we cannot obtain the underlying-model
thermodynamics at density ρ from the study of the CG model at that density. Moreover,
the approach is not thermodynamically consistent. Indeed, Eq. (18) implies immediately
that the density derivative of PCG(ρ, ρ) differs from KCG(ρ, ρ). Of course, the pressure and
chemical potential of the underlying system can be obtained by using K(ρ) = KCG(ρ, ρ)
and relations (4) and (5).38 But this approach essentially uses the equation of state of the
microscopic model and does not make use of the CG model with DD potentials.
It is also possible to derive expressions for the CG pressure and chemical potential by
using the active approach of Ref. 37. The idea is to start from Eq. (7), set ρp = ρ = N/V , and
then take the derivative with respect to V . This gives the well-known Ascarelli-Harrison41
expression for the pressure:
PAH(ρ) = ρ
2∂fCG(ρ, ρ)
∂ρ
= PCG(ρ, ρ) + ρ
2
(
∂fCG(ρ, ρp)
∂ρp
)
ρp=ρ
= Pvir(ρ, ρ) + (19)
2piρ3
∫ ∞
0
r2dr
∂VD,CG(r; ρ)
∂ρ
gCG(r; ρ, ρ),
where Pvir(ρ, ρ) is explicitly given in Eq. (14). Simple algebra allows us to rewrite
βPAH(ρ) =
∫ ρ
0
dσ
[
KCG(σ, ρ) +
ρ(ρ− σ)
σ
∂KCG(σ, ρ)
∂ρ
]
, (20)
which shows that PAH(ρ) differs in general from the pressure of the underlying model and
that its density derivative differs from the CG quantity KCG(ρ, ρ).
The Ascarelli-Harrison prescription can also be applied to the chemical potential, defining
µAH(ρ) = fCG(ρ, ρ) + ρ
∂fCG(ρ, ρ)
∂ρ
=
= µCG(ρ, ρ) + ρ
(
∂fCG(ρ, ρp)
∂ρp
)
ρp=ρ
=
= µCG(ρ, ρ) + (21)
2piρ2
∫ ∞
0
r2dr
∂VD,CG(r; ρ)
∂ρ
gCG(r; ρ, ρ).
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Again, it is easy to verify that such an expression differs from the underlying-model result
βµexc(ρ). Indeed, we have
βµexcAH(ρ) =
∫ ρ
0
dσ
σ
[
KCG(σ, ρ)− 1 + (ρ− σ)
∂KCG(σ, ρ)
∂ρ
]
. (22)
As we have seen, the passive and the active approaches provide two different expressions
for the pressure. It is interesting to reinterpret these results as follows. For standard
thermodynamic systems there are two equivalent approaches to the pressure. One can use
the force route, in which one defines the pressure as the force per unit area exerted on
the walls of the box containing the system. For a system of N molecules in a volume V
interacting with a pair potential v(r), Clausius theorem allows one to relate the pressure P
so defined to the virial:33
PV = NkBT −
1
3
〈∑
i<j
rij ·
∂v(rij)
rij
〉
. (23)
Alternatively, one can define the pressure P by using the work dW necessary to change
the volume of the box by an infinitesimal amount dV , dW = −PdV , which provides the
usual expressions of P as the derivative of the thermodynamic potentials with respect to
the volume. The two definitions are obviously equivalent for density-independent potentials
but differ in the presence of DD interactions. In the passive approach the pressure satisfies
Clausius theorem. This choice looks very natural, since the Clausius equation (23) is a
simple mechanical relation that is proved by balancing the forces for a system of a fixed
number of particles in a box of fixed volume, hence at fixed density. The density dependence
of the potential is irrelevant and therefore, one would naturally expect Eq. (23) to hold
also in the presence of DD interactions. On the other hand, PAH(ρ) is defined by using the
thermodynamic route, i.e. it satisfies the usual thermodynamic relation dW = −PAHdV .
However, it is not consistent with Clausius theorem, hence the pressure computed in the
active approach is not directly related to the force exterted by the particles. This is due to
the fact that the work done when changing the volume of the system has two contributions.
One of them corresponds to the work done against the forces acting on the box boundary
(this is the only contribution taken into account when considering the virial pressure), the
other one takes into account the change of the potential as the volume V is changed at fixed
number of particles. From this viewpoint, the active approach certainly looks less natural
than the passive one.
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III. COMPARING THE DIFFERENT DEFINITIONS OF THE PRESSURE AND
CHEMICAL POTENTIAL IN THE CANONICAL ENSEMBLE
As we have seen in the previous section, the DD quantities PCG(ρ, ρ) and µCG(ρ, ρ)
(passive approach) or their counterparts PAH(ρ) and µAH(ρ) only provide approximations to
the correct result. In this section we wish to compare them with the exact result, determining
quantitatively the size of the discrepancy. In the context of soft-matter systems,22,43–46 it is
also common to use CG models based on zero-density potentials, i.e. potentials obtained by
matching the pair distribution function in the limit ρ→ 0. In this approach the potentials
are fixed and then used to obtain predictions at densities ρ > 0. Hence, in the notation
of the previous section, the pressure and the chemical potential correspond to PCG(ρ, 0)
and µCG(ρ, 0), respectively. These quantities will be compared with the corresponding DD
quantities, in order to understand which method provides the best approximation. We shall
first consider the low-density limit, which can be analyzed in a model-independent way, and
then we shall apply all formulae to a specific soft-matter example, polymers in the semidilute
regime. In both cases, the results of the different approaches will be compared with those
obtained in the microscopic model.
A. Low-density behavior
Let us consider the low-density limit. For ρ → 0 the XX pair distribution function can
be expanded as
g(r; ρ) = g0(r) + ρg1(r) +O(ρ
2). (24)
We define h0(r) = g0(r)− 1,
gˆ1(r) = g0(r)
∫
d3s h0(s)h0(r− s), (25)
and ∆(r) = g1(r) − gˆ1(r). The quantity ∆(r) encodes the contributions of the three-body
interactions: for monoatomic systems interacting by means of pairwise additive interactions
we have ∆(r) = 0 and g1(r) = gˆ1(r). Using the compressibility relation (2) and Eq. (24), we
can compute K(ρ) in the underlying microscopic model:
K(ρ) = 1− ρI0 − ρ
2(I1 + I2) +O(ρ
3), (26)
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with
I0 =
∫
d3r h0(r), (27)
I1 =
∫
d3rd3s h0(r)h0(s)h0(r− s), (28)
I2 =
∫
d3r∆(r). (29)
Eqs. (4) and (5) give
βP (ρ) = ρ−
1
2
ρ2I0 −
1
3
ρ3(I1 + I2) +O(ρ
4), (30)
βµexc(ρ) = −I0ρ−
1
2
ρ2(I1 + I2) +O(ρ
3). (31)
Let us now consider the CG model. First, we need to compute the DD potential VD,CG(r; ρp).
Since we are interested in the low-density limit, we expand it as
VD,CG(r; ρp) = V0CG(r) + ρpV1CG(r) +O(ρ
2
p). (32)
At leading order in the density, we have
gCG(r; ρ, ρp) = e
−βV0CG(r) +O(ρ, ρp). (33)
By requiring the equality of the pair distribution functions, i.e. g(r; ρ) = gCG(r; ρ, ρ), we
obtain
βV0CG(r) = − ln g0(r). (34)
If we include the first density correction we have
gCG(r; ρ, ρp) = e
−βVD,CG(r;ρp)
[
1 + (35)
ρ
∫
d3sf(s; ρp)f(s− r; ρp)
]
+O(ρ2),
where
f(s; ρp) = e
−βVD,CG(s;ρp) − 1.
Expanding in ρp, using Eq. (34) and h0(r) = g0(r)− 1, we obtain
gCG(r; ρ, ρp) = g0(r) [1− ρpβV1CG(r)]
+ρg0(r)
∫
d3s h0(s)h0(r− s) +O(ρ
2, ρρp, ρ
2
p). (36)
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By requiring g(r; ρ) = gCG(r; ρ, ρ), we obtain the next correction:
βV1CG(r) = −
∆(r)
g0(r)
. (37)
Note that these definitions imply∫
d3r f(r; ρp) = I0 + ρpI2 +O(ρ
2
p), (38)
for ρp → 0. We can now compute K(ρ, ρp). In the limit ρ → 0, using the standard
expressions valid for a monoatomic system,33 we obtain
KCG(ρ, ρp) = 1− ρ
∫
d3r f(r; ρp) (39)
−ρ2
∫
d3rd3s f(r; ρp)f(s; ρp)f(r− s; ρp) +O(ρ
3).
Expanding in ρp and using Eq. (38), we obtain
KCG(ρ, ρp) = 1− ρI0 − ρ
2I1 − ρρpI2 +O(ρ
3, ρ2ρp, ρρ
2
p). (40)
For ρp = ρ this expression coincides with Eq. (26), as expected. Using Eqs. (11), (12), and
(13) we obtain
βPCG(ρ, ρp) = ρ−
1
2
ρ2I0 −
1
3
ρ3I1 −
1
2
ρ2ρpI2, (41)
βµexcCG(ρ, ρp) = −ρI0 −
1
2
ρ2I1 − ρρpI2, (42)
βfCG(ρ, ρp) = ln ρ− 1−
1
2
ρI0 −
1
6
ρ2I1 −
1
2
ρρpI2, (43)
disregarding higher-order terms in ρ and ρp. From the expression of the free energy, we
obtain the Ascarelli-Harrison expressions for the pressure and chemical potential:
βPAH(ρ) = βρ
2dfCG(ρ, ρ)
dρ
= ρ−
1
2
ρ2I0 −
1
3
ρ3I1 − ρ
3I2, (44)
βµexcAH(ρ) = βfCG(ρ, ρ) + βρ
dfCG(ρ, ρ)
dρ
= −ρI0 −
1
2
ρ2I1 −
3
2
ρ2I2. (45)
We can thus compare these expressions with the exact ones valid for the underlying model.
For the pressure we have
βPCG(ρ, ρ)− βP (ρ) = −
1
6
ρ2I2,
βPCG(ρ, 0)− βP (ρ) =
1
3
ρ2I2,
βPAH(ρ)− βP (ρ) = −
2
3
ρ2I2. (46)
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TABLE I: Compressibility factor Z = βP/ρ and excess chemical potential for a polymer CG
system at Φ = 0.8 and 1.5. The reference polymer Z(ρ) and µexc(ρ) have been obtained by using
the equation of state reported in Ref. 49.
Φ Z(ρ) ZCG(ρ, 0) ZCG(ρ, ρ) ZAH(ρ) βµ
exc(ρ) βµexcCG(ρ, 0) βµ
exc
CG(ρ, ρ)
0.80 2.35 2.22402(4) 2.44790(4) 2.51(2) 2.56 2.3797(2) 2.8108(3)
1.50 3.90 3.39847(4) 4.13973(4) 4.28(5) 5.38 4.653(4) 6.0929(4)
From these results we see that the pressure computed by using the DD potentials provides
the best approximation to P (ρ). The AH formula is significantly worse—deviations are four
times larger than those for the virial pressure PCG(ρ, ρ)—as already noted in Refs. 38,39.
By using the zero-density potentials one obtains a result which is worse by a factor of two
than the DD result.
We can perform the same comparison for the chemical potential. We find
βµexcCG(ρ, ρ)− βµ
exc(ρ) = −
1
2
ρ2I2, (47)
βµexcCG(ρ, 0)− βµ
exc(ρ) =
1
2
ρ2I2, (48)
βµexcAH(ρ)− βµ
exc(ρ) = −ρ2I2. (49)
In this case, the chemical potentials derived by using the DD and the density-independent
potentials have the same accuracy. Expression (21) is instead worse than both the one
obtained by using DD potentials and the one obtained by using zero-density potentials.
Note that all deviations are proportional to I2, which encodes the contributions of the
(effective) three-body interactions at this order in ρ. Hence, consistency is only possible if
the three-body terms do not contribute to the thermodynamics, hence I2 = 0, a result which
is not generally true since the free energy of the CG model in a generic CG procedure is
never pairwise additive.
B. Polymers in the semidilute regime
To assess the quality of the different approximations to the pressure and the chemical
potential, we study the thermodynamic behavior of a system of linear polymers under good-
solvent conditions. We have extensively studied CG models for this type of systems in
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Refs. 43,44. For two values of the polymer volume fraction Φ,
Φ =
4pi
3
Rˆ3gρ, (50)
where Rˆg is the zero-density radius of gyration, namely Φ = 0.80 and Φ = 1.50, we compute
47
the center-of-mass pair distribution function g(r; ρ). Then, by using the method described
in Refs. 11,12, we determine the DD potential VD,CG(r; ρ), checking that it reproduces the
full-monomer value of K. This is a strong check of the accuracy with which the potential
is determined, since the compressibility is very sensitive to the large-distance behavior of
the pair potentials.13 For the zero-density potential we use the accurate expression reported
in Ref. 48. The Monte Carlo estimates of the compressibility factor Z = βP/ρ and of the
chemical potential obtained by using the virial route and Widom’s method, respectively, are
reported in Table I. Completely consistent results are obtained by using the integral-equation
approach and the hypernetted-chain (HNC) closure. In our previous work43 we showed that
the compressibility factor ZCG(ρ, 0) obtained by using zero-density potentials underestimates
the polymer Z(ρ), which, in the low-density limit, implies I2 < 0. Our present results are
fully consistent. Differences increase with increasing Φ, as expected: the relative error is 5%
and 13% for Φ = 0.8 and 1.5, respectively. If one uses the DD potentials the compressibility
factor is overestimated, by 4% and 6% in the two cases. Therefore, in agreement with
the low-density analysis, DD potentials provide more accurate estimates of the pressure
and clearly represent an improvement with respect to zero-density potentials, especially
for the largest value of Φ. We also compute the pressure by using the Ascarelli-Harrison
expression. A precise determination is not easy: indeed, it is difficult to estimate accurately
the derivative ∂VD,CG(r; ρ)/∂ρ, especially for r/Rg ∼> 2. Hence, the additional term that
appears in the Ascarelli-Harrison expression can only be determined with limited precision,
which we estimated somewhat subjectively by looking at the variation of the results when
different parametrizations of the DD potentials are used: we estimate a relative error on the
correction term of approximately 20-30%. As expected, ZAH is significantly worse than the
virial expression ZCG(ρ, ρ): the relative error is 7% and 12% for the two values of Φ. We
also considered the combination P ′(ρ) = 4
3
PCG(ρ, ρ)−
1
3
PAH(ρ), which is correct to order ρ
2,
see Eq. (46). We find Z ′(ρ) = 2.43(1), 4.06(2) for the two values of Φ. These estimates are
slightly closer to the exact result than ZCG(ρ, ρ).
Similar conclusions are reached for the chemical potential. If one uses zero-density po-
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tentials, βµexc(ρ) is underestimated by 7% and 14% in the two cases, while, by using DD
potentials one overestimates the chemical potential by 9% and 13%. As already discussed
in the low-density regime, zero-density and DD potentials are equally inaccurate.
This discussion indicates that, for Φ ∼< 1, which is the region in which many-body effects
are small45 and therefore CG monoatomic models should work reasonably well, there is little
advantage in using DD potentials. Accurate results can only be obtained by using multi-
blob models.43–46,50,51 For instance, the tetramer model (model 4MB-2) with zero-density
potentials of Ref. 44 gives Z(ρ) = 2.3505(4) and βµexc(ρ) = 2.57(1) for Φ = 0.8, in perfect
agreement with the full-monomer results. For Φ = 1.5, small deviations, of the order of
2-3%, are found: Z = 3.7901(2) and βµexc = 5.27(2). If more accuracy is needed, one can
increase the number of blobs. If one uses a decamer with 10 blobs,44 one obtains for Φ = 1.5
the estimates Z = 3.929(3) and βµexc = 5.3(1), which are consistent with the full monomer
results.
IV. FUGACITY-DEPENDENT POTENTIALS IN THE GRAND-CANONICAL
ENSEMBLE
The previous discussion applies to the canonical ensemble. However, if one is interested
in studying phase coexistence, the grand canonical ensemble is the natural one. In order to
implement the CG procedure, we parametrize all thermodynamic variables in terms of the
reduced fugacity z = q1e
βµ, where q1 = Z1/V and Z1 is the partition function of a single
molecule. This guarantees that z ≈ ρ for ρ→ 0, both in the original and in the CG model.
As before, the basic quantity in the approach is the XX pair correlation function g(r; z),
which is now a function of the fugacity z. If ρ(z) gives the density of the underlying system as
a function of z, we have obviously g(r; z) = g(r; ρ(z)). The relation with the thermodynamics
is provided by the compressibility relation. In the grand canonical ensemble the role of K
is played by
H(z) = −z
∂
∂z
(
z
ρ
)
=
z
ρ
(
〈N2〉 − 〈N〉2
〈N〉
− 1
)
, (51)
which satisfies33
H(z) = z
∫
d3r [g(r; z)− 1]. (52)
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Using the standard thermodynamic relations we obtain (of course, we assume here that there
is no phase transition in the interval [0, z])
ρ(z) = z
[
1−
∫ z
0
dw
w
H(w)
]−1
, (53)
βP (z) =
∫ z
0
dw
w
ρ(w). (54)
In the CG model one considers a fugacity-dependent (FD) pair potential VF,CG(r; z). Again,
we should distinguish between the passive and the active approach. For this purpose, we
start by considering the fugacity appearing in the potential as a parameter and define
βΩCG(z, zp) = − ln
∞∑
N=0
zN
N !
QN (zp), (55)
where QN(zp) is the partition function of a system of N monoatomic molecules interacting
via VF,CG(r; zp). The FD potential VF,CG(r; zp) is fixed so that the pair distribution function
in the CG model gCG(r; z, zp) for zp = z is equal to the XX pair distribution function in
the underlying model. At fixed zp, we can define the standard thermodynamic quantities:
PCG(z, zp) = −
1
V
ΩCG(z, zp), (56)
ρCG(z, zp) = −
βz
V
(
∂ΩCG
∂z
)
T,V,zp
. (57)
Since zp is a fixed parameter, the density ρCG(z, zp) can be computed as 〈N〉z,zp/V as
usual [here 〈·〉z,zp is the average with respect to the grand canonical distribution defined by
Eq. (55)], while PCG(z, zp) can be determined by using the grand-canonical generalization
of the virial expression. If the pair distribution function gCG(r; z, zp) is known, we can also
compute thermodynamic quantities using the compressibility route. First, we determine
HCG(z, zp) = z
∫
d3r[gCG(r; z, zp)− 1], (58)
then ρCG(z, zp) and βPCG(z, zp) are derived by using Eqs. (53) and (54) at fixed zp. The
equality of the pair distribution functions implies HCG(z, z) = H(z), but this result does
not extend to ρCG(z, z) and PCG(z, z). For instance,
z
ρCG(z, z)
= 1−
∫ z
0
dw
w
HCG(w, z)
6=
z
ρ(z)
= 1−
∫ z
0
dw
w
HCG(w,w). (59)
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Let us now consider the CG model at fugacity z = zp. To define the pressure there is no need
to distinguish between the active and the passive approach, since P is directly related to Ω.
Hence, whatever approach is used, the pressure is always given by PCG(z, z) and therefore
always satisfies Clausius theorem. For the density instead, the two approaches give different
results. In the passive approach, we should consider ρCG(z, z) = 〈N〉z,z/V , while in the
active approach we should consider
ρactive(z) = −
βz
V
∂ΩCG(z, z)
∂z
=
〈N〉z,z
V
−
βz
V
∂ΩCG(z, zp)
∂zp
∣∣∣∣
z=zp
. (60)
This definition looks quite unnatural, since ρactive(z) differs from the average number of
particles per unit volume present in the system.
It is important to stress that the DD potential VD,CG(r; ρ) defined in the canonical en-
semble and the FD potential VF,CG(r; z) are not simply related. If ρ(z) gives the density as
a function of z in the underlying model, VF,CG(r; z) differs from VD,CG(r; ρ(z)): the same
thermodynamic state in the microscopic model is represented by different state-dependent
potentials, that depend on the ensemble one chooses. Ensemble equivalence does not hold
for state-dependent potentials. To understand why the equality does not hold, note that the
system at fugacity z interacting with pair potential VF,CG(r; z) has density ρCG(z, z) 6= ρ(z),
see Eq. (59). Hence, VF,CG(r; z) and VD,CG(r; ρ(z)) correspond to two systems that have
the same pair distribution function but at different densities: hence they cannot be equal.
The only exception is the zero-density/zero-fugacity case. Since ρCG(0, 0) = 0, we have
VF,CG(r; z = 0) = VD,CG(r; ρ = 0). The ensemble inequivalence, which is completely general
and extends to other ensembles, say the isothermal-isobaric one, is clearly related to the
thermodynamic inconsistency of state-dependent potentials, which are not able to repro-
duce simultaneously the correct value of density, chemical potential, and pressure. It is also
completely consistent with Henderson’s theorem,20 which states that, if two systems inter-
acting by pairwise potentials have the same pair distribution function at the same density,
then the pair potential is unique. Indeed, in the different ensembles, the pair distribution
function is the same, but the density is not.
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V. COMPARING THE ESTIMATES OF THE DENSITY AND PRESSURE IN
THE GRAND CANONICAL ENSEMBLE
We shall now repeat the analysis of Sec. III in the grand-canonical ensemble, comparing
the exact ρ(z) and P (z) with the zero-density approximations ρCG(z, 0) and PCG(z, 0) and
the approximations ρCG(z, z) and PCG(z, z) obtained by using FD potentials. We will first
consider the low-fugacity limit and then we will give results for a specific example, polymers
under good-solvent conditions in the semidilute regime.
A. Low-fugacity limit
Since g(r; z) = g(r; ρ(z)) and we have z = ρ+O(ρ2) for ρ→ 0, we can reexpress Eq. (24)
as
g(r; z) = g0(r) + z[gˆ1(r) + ∆(r)] +O(z
2). (61)
Using Eq. (52) we obtain
H(z) = zI0 + z
2(I20 + I1 + I2) +O(z
3), (62)
where I0, I1, and I2 are defined in Sec. II. Eqs. (53) and (54) give
ρ(z) = z + I0z
2 +
1
2
z3(3I20 + I1 + I2) +O(z
4) (63)
βP (z) = z +
1
2
I0z
2 +
1
6
z3(3I20 + I1 + I2) +O(z
4). (64)
Analogously, in the CG model we obtain
HCG(z, zp) = zI0 + z
2(I20 + I1) + zzpI2 +O(z
3, z2zp, zz
2
p), (65)
which satisfies HCG(z, z) = H(z). From this expression we obtain
ρCG(z, zp) = z + z
2I0 +
1
2
z3(3I20 + I1) + z
2zpI2, (66)
βPCG(z, zp) = z +
1
2
z2I0 +
1
6
z3(3I20 + I1) +
1
2
z2zpI2, (67)
disregarding higher-order terms in z and zp. For the density in the active approach we obtain
instead
ρactive(z) = z + z
2I0 +
1
2
z3(3I20 + I1 + 3I2). (68)
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Comparing the CG results with the exact ones we obtain for the density
ρCG(z, z)− ρ(z) =
1
2
I2z
3, (69)
ρCG(z, 0)− ρ(z) = −
1
2
I2z
3, (70)
ρactive(z)− ρ(z) = I2z
3. (71)
In this case ρCG(z, 0) and ρCG(z, z) provide approximations that differ by the same amount
from the correct, underlying-model result. As in the case of DD potential, the density
computed in the active approach is instead significantly worse. If we consider the pressure
we obtain
βPCG(z, z)− βP (z) =
1
3
I2z
3, (72)
βPCG(z, 0)− βP (z) = −
1
6
I2z
3. (73)
It is somewhat surprising that in this case zero-fugacity potentials are more accurate than
those that depend on the fugacity. We can also compute the compressibility factor Z =
βP/ρ, obtaining
ZCG(z, z) − Z(z) = −
1
6
I2z
2, (74)
ZCG(z, 0)− Z(z) =
1
3
I2z
2. (75)
As in the case of the canonical ensemble, the compressibility factor is instead more accurate
for state-dependent potentials.
B. Polymers in the semidilute regime
We will now repeat in the grand canonical ensemble the computations we have reported
in Sec. III B. We consider the two values of z, zRˆ3g = 2.47 and 77.7 that correspond to
Φ = 0.8 and Φ = 1.5, the values of the polymer volume fraction considered in Sec. III B. To
compute the FD potentials—as we already noted they differ from the DD potentials—we
use the same technique employed in Ref. 11,12. Since we expect the HNC approximation to
be quite accurate33 (we verify it below), we relate z and ρ by using the HNC expression52,53
z = ρ exp
[
ρ
2
∫
d3r
(
h(r)2 − h(r)c(r)− 2c(r)
)]
, (76)
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where h(r) = g(r; z) − 1 and the direct correlation function c(r) is given by the Ornstein-
Zernike relation33
h(r) = c(r) + ρ
∫
d3s c(s)h(r− s). (77)
Given z and g(r; z), we can solve Eqs. (76) and (77) to obtain ρ and c(r). The potential
follows from the HNC closure relation:
βVF,CG(r; z) = h(r)− c(r)− ln g(r; z). (78)
In this formalism it is easy to understand why the FD potential at, say, zRˆ3g = 2.47 is
different from the DD potential at Φ = 0.8, although zRˆ3g = 2.47 and Φ = 0.8 correspond
to the same thermodynamic state of the underlying model. Indeed, Eqs. (76) and (77)
cannot be simultaneously satisfied by fixing the chemical potential and the density to the
full-monomer values. In the DD case, one fixes ρ, obtaining a fugacity that differs from the
full-monomer value, while here we fix z, obtaining a different density. The HNC procedure
can also be applied to other ensembles. For instance, one could obtain the potential in the
isobaric ensemble, by simultaneously solving Eqs. (77), (78), and (14), fixing the pressure
to its full monomer value. Of course, both ρ and z would differ from the corresponding
full-monomer values. The state dependent potentials are reported in Fig. 1 for the two
different thermodynamic points of the polymer system we have considered. We also report
the potential in the isobaric ensemble, obtained by fixing the pressure.54 Differences among
the potentials are not large on the scale of the figure, but still not negligible. At full
overlap r = 0, we have48 βVCG(r = 0) = 1.775(5) for the zero-density potential (note that
this potential is independent of the ensemble). At the state point with Φ = 0.8 we have
βVF,CG(r = 0) ≈ 1.902 for the FD potential and βVD,CG(r = 0) ≈ 1.955 for the DD potential.
Hence, in the grand canonical ensemble many-body interactions increase repulsion by 8%
with respect to the zero-density case. In the canonical ensemble the effect is 40% larger:
repulsion increases by 11%. At the larger density/fugacity, we have βVF,CG(r = 0) ≈ 1.955
and βVD,CG(r = 0) ≈ 2.030 for FD and DD potentials, respectively: repulsion increases by
11% and 16% in the two cases. Note that the observed differences between the DD and FD
potentials are of the same order of the difference between the zero-density potential and the
state-dependent one, i.e. of the order of the contribution of the many-body interactions,
whose inclusion is the main motivation for considering state-dependent potentials.
The HNC procedure gives us estimates of Φ and of the virial pressure. To check these
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FIG. 1: We report the DD potential (DD), the fugacity dependent (FD) potential, and the pressure
dependent (PD) potential as a function of r/Rˆg. They are obtained by fixing: (left) Φ = 0.80,
zRˆ3g = 2.47, βPRˆ
3
g = 0.45 in the three cases, respectively; (right) Φ = 1.50, zRˆ
3
g = 77.7, βPRˆ
3
g =
1.40, respectively.
TABLE II: Compressibility factor Z = βP/ρ and polymer volume fraction Φ = 4piρRˆ3g/3 for a
polymer CG system at two values of the fugacity. The reference polymer Z(z) and Φ(z) have been
obtain by using the equation of state reported in Ref. 49.
zRˆ3g Z(z) ZCG(z, 0) ZCG(z, z) Φ(z) ΦCG(z, 0) ΦCG(z, z)
2.47 2.35 2.2920(1) 2.3338(1) 0.80 0.84104(4) 0.77367(4)
77.7 3.90 3.7132(2) 3.7819(2) 1.50 1.68500(4) 1.47603(4)
results, we perform grand canonical simulations of the CG model. We measure the density
as 〈N〉/V and the pressure by using the standard virial expression. The results reported
in Table II are in good agreement with those (not reported) obtained by using the HNC
approximation, confirming the good accuracy of the procedure.
Let us now compare the results with those of the original, full monomer model. As for
the compressibility factor, the FD model gives essentially the correct result for the lowest
value of z (the difference is less than 1%), while it slightly underestimates (by 3%) Z for the
largest value of z. In both cases, results obtained by using FD potentials are more accurate
than those obtained by using the corresponding zero-density quantity. The same conclusions
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are reached for Φ, especially for the largest value of z. In the analysis of the low-density
behavior, we observed that FD potentials are worse than zero-density potentials for what
concerns the pressure. Hence, we also consider
Pˆ = βPRˆ3g =
3
4pi
ZΦ. (79)
At the smallest value of z we obtain Pˆ ≈ 0.46020(3) by using the zero-density potential and
Pˆ = 0.43105(3) by using the FD potential, to be compared with the full-monomer result
Pˆ ≈ 0.45. The result obtained by using the zero-density potential is closer to the exact,
full-monomer result, as expected on the basis of the low-density analysis. At zRˆ3g = 77.7 we
have instead Pˆ ≈ 1.4937(1) (zero-density), Pˆ ≈ 1.3327(1) (FD), to be compared with the
full-monomer results Pˆ ≈ 1.40. The state-dependent potential provides now a result which
is slightly more accurate.
From these results, it is clear that state-dependent potentials provide only approximations
to pressure and density that worsen as the fugacity increases. Accurate results can only be
obtained by using CG multiblob models. If we use the tetramer model of Ref. 44, for
zRˆ3g = 2.47 we have Z = 2.3457(5) and Φ = 0.7978(1), while for zRˆ
3
g = 77.7 we have
Z = 3.8450(7) and Φ = 1.5257(1). Good agreement is observed for the lowest value of the
fugacity, while small discrepancies occur for the second one. If we use the decamer model44
we would obtain for zRˆ3g = 77.7 the estimates Z = 3.925(1) and Φ = 1.4984(3), which are
now fully consistent with the full monomer results.
VI. CONCLUSIONS
In this paper we have considered structurally derived state-dependent potentials for CG
models, with the purpose of understanding how useful they are in predicting the thermo-
dynamics of complex systems. As already discussed in Ref. 38, the virial or the Ascarelli-
Harrison41 pressure computed in the CG model do not reproduce the pressure of the underly-
ing system. But the same conclusions apply to essentially all thermodynamic quantities. In
the canonical ensemble Widom’s method does not give the correct underlying-model chem-
ical potential, while in the grand canonical ensemble the virial pressure or 〈N〉/V do not
reproduce pressure and density of the underlying system. It is clear from the discussion
that these results are not specific to these quantities. If the pair distribution function is
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used to define the state-dependent potentials, only the quantities that are directly related
to the pair distribution function, like K(ρ) or H(z), are identical in the CG and in the
underlying model. All others differ. From a practical point of view, since state-dependent
interactions are commonly used in large-scale simulations, it is important to quantify the
differences between the CG estimates of the thermodynamic quantities and the underlying
model values. In all cases we find that the passive approach provides the most accurate re-
sults. This is quite pleasant since the active-approach definitions look quite unnatural: the
pressure defined in the canonical ensemble does not satisfy Clausius’ virial theorem—hence
the pressure is not directly related to the average force on the boundaries—while the density
in the grand canonical ensemble defined by differentiating the grand potential differs from
〈N〉/V .
Ref. 38 noted that the pressure of the underlying model can be obtained by using the
compressibility route. However, it should be clear that one is referring to the compressibility
route in the underlying model, i.e., to Eq. (4). But this means that one is obtaining the
pressure from a quantity computed in the underlying microscopic model, hence the DD
potential plays no role. Analogously, in the grand-canonical ensemble, the correct density
can be obtained by integrating H(z), but again this calculation does not really make use of
the model with FD potentials.
It is important to stress that structurally derived state-dependent potentials depend on
the ensemble one uses, or rather on the thermodynamic variable one uses to identify the
thermodynamic state of the system. At a given thermodynamic state of the microscopic
system, DD potentials and FD potentials differ, since they correspond to CG monoatomic
systems that have the same pair distribution function but different densities and chemical
potentials. Therefore, DD canonical potentials should not be used to predict phase lines,
since the coexistence analysis is typically performed in other ensembles.
Although in this paper we have only discussed DD and FD potentials, the results are
general and apply to other ensembles, for instance to pressure dependent potentials in the
isothermal-isobaric ensemble. However, the conclusions do not necessarily apply to poten-
tials that are only temperature dependent. If the thermodynamic state one is considering
can be connected by a thermodynamic path at fixed temperature to the zero-density state
(this is always true in the absence of phase transitions or at least in the low-density phase),
since temperature does not appear explicitly in the integrations leading to the free ener-
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gies, the free energy is essentially correct (one should only add the zero-density contribution
of a single, isolated molecule). Hence, all thermodynamic quantities that can be obtained
from the free energies are correct. An interesting method for transferring CG potentials be-
tween temperatures in the context of the multiscale coarse-graining force-matching method
is described in Ref. 55. It is important to note that the ensemble dependence does not
occur in CG models defined by using the multiscale coarse-graining approach based on the
force-matching method.15 Indeed, the distribution of the atomistic configurations is obvi-
ously ensemble independent in the infinite-volume limit, hence also the matching conditions
and the CG model do not depend on the ensemble (see Ref. 56 for a discussion in the
isobaric-isothermal ensemble).
Our results also shed some light on mixed approaches in which one matches the pair
distribution and some other thermodynamic property. These approaches are conceptually
correct only if the thermodynamic quantity is appropriately chosen. In the canonical ensem-
ble, the only correct choice is the isothermal compressibility, i.e. the quantity K we have
introduced, while in the grand canonical ensemble one should use H(z). It is also possible
to enforce the value of the pressure, i.e. to work in the isothermal-isobaric ensemble, but
in this case one should relax the condition that the microscopic system and the CG model
have the same density. For each choice, a different state-dependent potential is obtained,
as observed, for instance, in Ref. 57 in the context of CG models of water. Note that these
observations can be trivially generalized to multicomponent systems. In this case, one can
analogously enforce the Kirkwood-Buff58 equations that relate thermodynamic properties to
integrals of distribution functions, see Ref. 59 for a recent example.
The fact that DD potentials are unable to provide the correct results for the thermody-
namic quantities should not be surprising. After all, even with the use of a state-dependent
potential, the CG model is still an approximation to the original microscopic model. Hence,
one should consider this approach as a simple method to obtain relatively good approxima-
tions for the behavior of complex systems.
It is easy to find situations, both in theoretical or experimental work, in which state-
dependent potentials are useful. For instance, one could consider a system of complex
molecules for which simulations are particularly difficult. In order to obtain with reasonable
precision the value of the thermodynamic quantities in a range of densities, one could perform
a simulation at a density ρp, measuring all thermodynamic quantities and the density-
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dependent potential VD,CG(r; ρp). Then, to compute the pressure for ρ 6= ρp, one could
write
P (ρ) = P (ρp) + [P (ρ)− P (ρp)], (80)
and determine the second term by using the CG model that uses the DD potential computed
at density ρp. Hence, one could estimate
P (ρ) = P (ρp) + [PCG(ρ, ρp)− PCG(ρp, ρp)], (81)
using the CG model to compute the differences between the state point of interest and
that for which exact results, i.e. results obtained in the microscopic model, are available.
CG models with zero-density potentials use exactly this strategy, fixing ρp = 0. The same
strategy could also be used in experiments, allowing one to obtain all thermodynamic in-
formations in a range of densities, using experimentally determined thermodynamic and
structural data at ρp.
We have checked this strategy in our polymer example. Assuming that the exact results
for P and µ are available at Φ = 0.8, we wish to compute P and µ at Φ = 1.5. Using the
DD potential computed at Φ = 0.8, we obtain Z = 2.44790(4) and βµexc = 2.8108(3) at
Φ = 0.8 (see Table I) and Z = 3.8332(4) and βµexc = 5.4962(4) at Φ = 1.5. Hence, we
would estimate at Φ = 1.5
Z = 3.74 βµexc = 5.25, (82)
to be compared with the FM predictions Z ≈ 3.90 and βµexc = 5.38. Estimates (82) are
significantly more precise than those reported in Table I, confirming the usefulness of the
approach.
Finally, note that we have considered here very simple CG models in which the CG
molecules are monoatomic. In practical soft-matter applications CG models are usually
polyatomic. It is quite obvious that the same conclusions apply to these more complex
models: also in this case structurally derived potentials depend on the ensemble and ther-
modynamics is only approximately reproduced.
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