There has been much interest recently in the modelling of human early vision using models which have receptive field units tuned to orientation and spatial frequency and which are thought to be similar to receptive fields in biological vision. This note describes further work which shows that a model which uses Gabor filters as the receptive fields can account for human texture-discrimination data; in particular, it predicts experimental data which have been used to argue against this model. Gabor filters, originally described by Gabor (1946) , are attractive for modelling biological vision both because they closely model measured receptive field properties (Pollen et al., 1984; Daugman, 1985) and because they have the property of minimising the uncertainty of both spatial and frequency localization (Daugman, 1985) . They are also simple to apply computationally. In addition, Fogel and Sagi (1989) provide evidence in favour of Gabor-type texture discrimination. Rubenstein and Sagi (1990) and Sagi (1990) extended the Gabor model to include a differencing operation between the output powers of the Gabor filters. There has been debate, however, about whether Gabor filters or other functions (e.g., difference of offset Gaussians) provide the best model of biological vision (Young 1987; Stork and Wilson 1990) . While this debate is interesting and may well put limits on the literal applicability of the Gabor approach, we should stress that the alternative models proposed are actually very similar since they all propose a system of filters tuned to orientation and spatial frequency, the outputs of which are then combined to produce a map of texture boundaries in the image. For example, the recent implementation by Malik and Perona (1990), which uses differences of offset Gaussians (DOOGs) as the filtering mechanisms, is actually very similar to one using Gabor filters (as the authors recognize). Thus, we will assume in the rest of this note, that Gabor filters and DOOGs are functionally equivalent. We chose Gabor filters for their mathematical convenience (see later).
Recent work has shown that models of this type provide good fits to psychophysical data obtained in texture-discrimination experiments (Malik and Perona, 1990) . However, Mayhew and Frisby (1978) presented data which seem to be inconsistent with *Also at: Perceptual Systems Research Centre, Department of Psychology, University of Bristol, 8 Woodland Road, Bristol BS8 ITN, UK ‡To whom all correspondence should be addressed. this kind of local Fourier analysis in vision. Their subjects had to discriminate the odd-quadrant-out in displays consisting of sums of sinusoidal gratings which differed in either orientation or spatial frequency (Fig. 2) . They found that subjects could not easily discriminate differences in orientation, particularly in the case of compound gratings, although they were consistently good at spatial-frequency discrimination, with both simple and compound gratings.
Do these results provide a serious challenge to the plausibility of the Gabor model, or any one of a class of models based on similar tuned filters, or could the data, in fact, be consistent with such a model? Our aim was to implement a Gabor-type model of texture discrimination and then test its performance both computationally and psychophysically on stimuli similar to Mayhew and Frisby's. Our model was very similar to those recently described by Malik and Perona (1990), Sutter et al. (1989) , and Rubenstein and Sagi (1990) but with some differences. Malik and Perona (1990) evaluated filter energy by performing half-wave rectification on the positive and negative components of the output of the filters. They argue that this permits texture discrimination in circumstances where full-wave rectification or energy computation (the latter as in our model) would fail. However, Malik and Perona show that half-wave rectification, on its own, would also fail in these cases, and postulate a need for a mechanism analogous to lateral inhibition. Since an additional nonlinearity must be added to the model in any case, it may be possible that applying a similar nonlinearity to the sine and cosine phases of a Gabor model before squaring and adding would produce similar discriminability-this remains to be tested. Our model has no additional nonlinearities of this type, for ease of implementation. Other approaches are also possible: Sutter et al. (1989) used a technique which computed the standard deviation of responses across a region. While generating useful predictive data, this technique cannot work unless one can specify the region in advance: thus, this is not a general texture segmentation model. Rubenstein and Sagi (1990) calculated the energy output from Gabor filters to detect texture boundaries. In their approach, however, they used a single Gabor filter chosen to respond to individual texture elements. The resulting sparse energy map required smoothing by a Gaussian filter before segmentation. The difference between their output and ours is best seen by comparing our Fig. 1 with their Fig. 3 . Our energy measure is more 'global' and theirs more 'local'.
Gabor filters are a complex shape to recreate in the spatial domain requiring large pixel arrays (see Rubenstein and Sagi, 1990) if spurious differences between different orientations of the filters due to pixellation effects are to be avoided. These filters reduce to simple Gaussian domes in the Fourier domain, allowing accurate construction of a wide range of Gabor filters. This also greatly simplifies and speeds up the convolution of the filter with the target image because if the target image is Fourier transformed the convolution reduces to a simple multiplication of the two images followed by the inverse Fourier transform. The other studies cited here used spatial, not Fourier, convolution. Figure 1 shows, for one Gabor filter, the output at each stage of the model's algorithm for the target stimulus (top image). The Gabor filter consists of sine and cosine phases with the output of each phase being a set of stripes whose depth of modulation is determined by the degree of excitation of the filter (second and third images, Fig. 1 ). The problem is to identify the areas of texture from these stripes.
