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Abstract
We analyze a special spectral transform of a measure  supported on a compact subset C of the complex plane. A perturbation
1 of  is said to be a Geronimus spectral transform if d1 = d|z − |2 where  /∈C. We focus our attention in the analysis of
the Hessenberg matrix associated with the multiplication operator in terms of the orthogonal polynomial basis deﬁned by the
measure 1.
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1. Introduction
Rational spectral transforms of linear functionals have been considered in [2] in the framework of their connections
with orthogonal polynomials and the representation of the multiplication operator with respect to such a basis, that is,
a Jacobi matrix.
For linear functionals u associated with Jacobi matrices three canonical rational spectral transforms have been
considered (see [2,13–15]).
(1) The canonical Christoffel transform u˜ = (x − )u.
(2) The canonical Geronimus transform u˜ = (x − )−1u + m(x − ).
(3) The canonical Uvarov transform u˜ = u + m(x − ).
Taking into account the LU and QR factorization of a Jacobi matrix, a simple explanation of the canonical rational
spectral transforms using such factorizations is presented in [2]. Furthermore, the iteration of the Christoffel transform
u˜ = (x − )2u yields a connection between the corresponding Jacobi matrices using the QR factorization of the
Jacobi matrix associated with u (see [4]). Later on, some analogue of rational spectral transformations for Hermitian
Toeplitz matrices is introduced in [5]. There, an Hermitian linear functional u is introduced in the linear space of the
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Laurent polynomials L = span{zn}n∈z. Thus an inner product associated with u can be deﬁned in the linear space P of
polynomials with complex coefﬁcients as follows:
〈p, q〉u = 〈u, p(z)q(z¯−1)〉, p, q ∈ P. (1)
TheGrammatrixTwith respect to the canonical basis {zn}n0 is aHermitianToeplitzmatrix. If the principal submatrices
Tn of T are positive deﬁnite, then there exists a non-trivial probability measure  supported on the unit circle (see [8,12])
such that:
〈u, p〉 =
∫ 2
0
p(ei) d(), p ∈ P.
In such a case, there exists a sequence {n}n0 of monic polynomials such that:
〈n,m〉 = en()n,m, n,m ∈ N.
{n}n0 is said to be the sequence of monic polynomials orthogonal with respect to the Hermitian linear functional u.
The polynomials {n}n0 with n = en()−1/2n n are said to be orthonormal either with respect to u, or with respect
to the inner product (1).
Themultiplication operator P→P
p(z)→zp(z) is represented in terms of the polynomial basis {n}n0 by a lowerHessenberg
matrix H(). The algebraic analysis of the Hessenberg matrix associated with the multiplication operator has been
presented in [10] in the framework of the state-space generators of general orthogonal polynomials.
In [5,11] we have analyzed the representation of such an operator when two kind of canonical perturbations of the
linear functional u are considered
(1) Canonical Christoffel transforms, i.e., we have analyzed a new linear functional u˜ such that the corresponding
inner product is
〈p, q〉u˜ = 〈(z − )p, (z − )q〉u, p, q ∈ P.
The iteration of the canonical Christoffel transform has been analyzed from an analytic point of view in [6,9].
(2) Canonical Uvarov transforms, i.e., we have introduced a new linear functional u˜ such that the corresponding inner
product is
〈p, q〉u˜ = 〈p, q〉u + mp()q(¯−1) + mp(¯−1)q()
with m ∈ R+ and  ∈ C.
Again, the LU and QR factorizations play a central role.
More recently, in [3] some extensions of canonical Christoffel transforms have been considered for other kind of
inner products. In particular, formal orthogonality on algebraic curves have been considered in the seminal paper [1].
Unfortunately, the algebraic study of the corresponding orthogonal polynomials (recurrence relations for instance) has
not been done yet. But for a future work, the analysis of spectral canonical transforms for these inner products offers a
new perspective.
The aim of our contribution is the analysis of a special example of Geronimus transform for measures supported on
a compact subset of the complex plane. In some sense, this is an inverse transform of the Christoffel canonical one.
The structure of the manuscript is as follows. In Section 2 we introduce the basic concepts and the background for
the study of the Geronimus transform 1 of a measure  supported on an inﬁnite compact subset of the complex plane.
In particular, we will give the explicit expression of the polynomials orthogonal with respect to 1 in terms of the
polynomials orthogonal with respect to . In Section 3, we obtain the corresponding Hessenberg matrices as well as
the connections with the QR factorization. Finally, in Section 4, some examples are analyzed.
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2. Background and preliminary results
Let  be a non-trivial probability measure, i.e., a positive Borel measure, supported on a inﬁnite compact subset C of
the complex plane. Under such an assumption, there exists a sequence {n(z; )}n0 of monic polynomials orthogonal
with respect to  such that:
n(z; ) = 1
	n−1()
∣∣∣∣∣∣∣∣∣∣∣
c0,0() c1,0() · · · cn,0()
...
...
...
c0,n−1() c1,n−1 · · · cn,n−1()
1 z · · · zn
∣∣∣∣∣∣∣∣∣∣∣
,
where ck,j =
∫
C
zkz¯j d and
	n() =
∣∣∣∣∣∣∣∣
c0,0() · · · cn,0()
...
...
c0,n() · · · cn,n()
∣∣∣∣∣∣∣∣
.
Notice that 	n()> 0 for n0.
The sequence {n(z; )}n0, given by n(z; ) = (en())−1/2n(z; ) is said to be the sequence of orthonormal
polynomials associated with , where en() = 	n()
	n−1()
, n0, with the convention 	−1() = 1.
The nth reproducing kernel polynomial associated with {n(z; )}n0 is deﬁned by
Kn(z, y; ) =
n∑
j=0
j (y; )j (z; ).
The functions
qj (t) =
∫
C
j (z; )
t − z d(z), t /∈C, j0 (2)
are called functions of second kind associated with . We also denote
Qj(t) =
∫
C
j (z; )
t − z d(z) = (ej ())
1/2qj (t).
We deﬁne
d1 =
d
|z − |2 ,  /∈C. (3)
This kind of perturbed measures has been studied in [7] as well as the corresponding sequence of monic orthogonal
polynomials. It will be said a canonical Geronimus transform of the measure .
Let {n(z; 1)}n0 be the sequence ofmonic orthogonal polynomials onC associatedwith 1 and {n(z; 1)}n0 be
the corresponding orthonormal polynomial sequence. Our ﬁrst goal is to ﬁnd an explicit expression for {n(z; 1)}n0
in terms of the sequence {n(z; )}n0.
Proposition 1. Consider 
n() = ‖1‖ −
∑n
l=0|ql()|2, n0. Then
	n(1)
	n−1()
= 
n−1(), n1. (4)
Notice that ‖1‖ = 	0(1).
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Proof. If we consider the family {1, z − , . . . , (z − )n, . . .} and we deﬁne
dk,j () =
∫
C
(z − )k(z − )j d=
∫
C
(z − )k+1(z − )j+1 d1 = dk+1,j+1(1), k, j0,
then the monic polynomial n(z; ) is given by
n(z; ) = 1
	n−1()
∣∣∣∣∣∣∣∣∣∣∣
d0,0() d1,0() · · · dn,0()
...
...
...
d0,n−1() d1,n−1() · · · dn,n−1()
1 z −  · · · (z − )n
∣∣∣∣∣∣∣∣∣∣∣
as well as
If we use the determinantal Sylvester’s identity for the above expression, then we get
	n(1)	n−2() = 	n−1(1)	n−1() − en−1()	2n−2()|qn−1()|2, n1.
From this, we deduce
	n(1)
	n−1()
= 	n−1(1)
	n−2()
− |qn−1()|2, n1.
Therefore
	n(1)
	n−1()
= 	0(1) −
n−1∑
l=0
|ql()|2, n1.
Since 	0(1) = ‖1‖, our statement follows. 
Corollary 2.
en+1(1)
en()
= 
n()

n−1()
, n1.
Proposition 3. The sequence of monic orthogonal polynomials {n(z; 1)} can be obtained from
n+1(z; 1) = (z − )n(z; ) +
Qn()

n−1()
Sn(z, ; ), n1,
0(z; 1) = 1, 1(z; 1) = z − +
Q0()
‖1‖
, (5)
where
Sn(z, ; ) =
∫
C
z − t
− t Kn−1(z, t; ) d(t), n1. (6)
Here Kn(z, ; ) is the nth reproducing kernel associated with {n(z; )}n0.
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Proof. Since {(z − )n(z; )}n0 is an orthonormal basis in (z − )P with respect to the inner product
〈f, g〉1 =
∫
C
f (z)g(z) d1,
the Fourier expansion of the polynomial n+1(z; 1) − n+1(; 1) in terms of the above basis yields:
n+1(z; 1) − n+1(; 1) = (z − )
n∑
j=0
n+1,jj (z; ) for every n0.
Then
n+1,j =
∫
C
(n+1(t; 1) − n+1(; 1))(t − )j (t; ) d1(t)
=
∫
C
n+1(t; 1)(t − )j (t; ) d1(t) − n+1(; 1)
∫
C
(t − )j (t; ) d1(t)
=
(
en+1(1)
en()
)1/2
n,j + n+1(; 1)
∫
C
j (t; )
− t d(t).
Therefore,
n+1(z; 1) = n+1(; 1)
⎛
⎝1 + (z − ) n−1∑
j=0
∫
C
j (t; )
− t j (z; ) d(t)
⎞
⎠
+
[(
en+1(1)
en()
)1/2
+ qn()n+1(, 1)
]
(z − )n(z; )
=n+1(; 1)
∫
C
z − t
− t Kn−1(z, t; ) d(t)
+
[(
en+1(1)
en()
)1/2
+ qn()n+1(, 1)
]
(z − )n(z; ).
If we rewrite the above expression in terms of the monic orthogonal polynomials {n(z; )}n0 and {n(z; 1)}n0,
we obtain
n+1(z; 1) = n+1(; 1)Sn(z, ; ) +
en+1(1) + Qn()n+1(, 1)
en()
(z − )n(z; ). (7)
Notice that Sn(z, ; ) is a polynomial of degree n. For every n0, taking into account the leading coefﬁcients in both
the left- and right-hand sides of (7), we get
en() − en+1(1) = Qn()n+1(; 1), (8)
and from Corollary 2,
n+1(; 1) =
en+1(1)
en()
Qn()

n()
= Qn()

n−1()
.
Finally, from Eq. (7), we obtain
n+1(z; 1) = (z − )n(z; ) +
Qn()

n−1()
Sn(z, ; ). 
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Remark 4. If C = T ={z ∈ C : |z| = 1}, using in (6) the Christoffel–Darboux formula (see [8,12]), then the sequence
{n(z; 1)}n0 satisfy
n+1(z; 1) =
(
z −  
n()

n−1()
)
n(z; ) + qn()qn(¯
−1)

n−1()n+1
∗n(z; ), n1. (9)
This result can be seen with more detail in [7].
Now, from (3), we get
d= |z − |2 d1. (10)
Let H(1) be the lower Hessenberg matrix associated with the multiplication operator in terms of {n(z, 1)}n0. In
[5], we give a relation between H() and H(1)
H(1) − I = LM and H() − I = ML, (11)
where L is a lower triangular matrix such that (z; 1) = L(z; ) and M is a lower Hessenberg matrix so that
(z − )(z; ) = M(z; 1). Here (z; ˜) = [0(z; ˜),1(z; ˜), . . . ]T with ˜= , 1.
Our second goal is to ﬁnd the explicit expression of the matrices M and L.
3. Hessenberg matrices and the Geronimus transform
Proposition 5. The sequences {n(z, )}n0 and {n(z, 1)}n0 satisfy
(z − )(z; ) = M(z; 1),
where(z; )=[0(z; ),1(z; ), . . . ]t ,(z; 1)=
[
0(z; 1),1(z; 1), . . .
]t
, and M is a lower Hessenberg matrix
with entries
mk,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− qk()√‖1‖ if j = 0, k0,√

0()
‖1‖
if k = 0, j = 1,
− qk()q0()√‖1‖√
0() if j = 1, k1,
− qk()qj−1()√

j−2()
√

j−1()
if 2jk,
√

k()

k−1()
if j = k + 1,
0 if j > k + 1.
(12)
Proof. Taking into account (5), for n = 0 we get
1(z; 1) −
Q0()
‖1‖
0(z; 1) = (z − )0(z; )
and, as a consequence,(
e1(1)
e0()
)1/2
1(z; 1) −
q0()
‖1‖1/2
0(z; 1) = (z − )0(z; ).
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Now, for n = 1,
2(z; 1) −
Q1()‖1‖

0()Q0()
1(z; 1) = (z − )
[
1(z; ) −
(
Q1()
q0()
)
0(z; )
]
i.e.,
(
e2(1)
e1()
)1/2
2(z; 1) −
‖1‖

0()
q1()
q0()
(
e1(1)
e0()
)1/2
1(z; 1) = (z − )
(
1(z; ) −
q1()
q0()
0(z; )
)
.
Finally, for n2,
n+1(z; 1) −
Qn()
n−2()
Qn−1()
n−1()
n(z; 1)
= (z − )
[
n(z; ) − Qn()

n−1()
(√
en−1()
n−2()
Qn−1()
− qn−1()
)
n−1(z; )
]
,
n+1(z; 1)−
(
en()
en−1()
)1/2
qn()
qn−1()

n−2()()

n−1()(1)
n(z; 1)=(z−)
[
n(z; )−
√
en()qn()
qn−1()
n−1(z; )
]
.
Hence, taking into account Corollary 2
(

n()

n−1()
)1/2
n+1(z; 1) −
(

n−2()

n−1()
)1/2
qn()
qn−1()
n(z; 1) = (z − )
[
n(z; ) −
qn()
qn−1()
n−1(z; )
]
.
In a matrix form, we get
(z − )M˜(z; ) = Mˆ(z; 1), (13)
where M˜ and Mˆ are lower and upper bidiagonal matrices, respectively, with entries
m˜k,j =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1, j = k,
− qk()
qk−1()
, j = k − 1,
0 otherwise,
mˆk,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− q0()√‖1‖ , j = k = 0,
−q1()
q0()
√ ‖1‖

0()
, j = k = 1,
− qk()
qk−1()
√

k−2()

k−1()
, j = k2,
√

0()
‖1‖
, k = 0, j = 1,
√

k()

k−1()
, j = k + 1,
0 otherwise.
The matrix M˜ is non-singular. Thus Eq. (13) becomes
(z − )(z; ) = M˜−1Mˆ(z; 1).
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As a consequence,
M = M˜−1Mˆ . (14)
M˜−1 is a lower triangular matrix with entries m˜(−1)k,j given by
m˜
(−1)
k,j =
⎧⎪⎨
⎪⎩
qk()
qj ()
, 0jk,
0 otherwise.
Thus, the multiplication in (14) yields (12). 
The matrix M is quasi-unitary (see [11]). Indeed
Proposition 6.
(i) MM∗ = I .
(ii) M∗M = I − 
∞()(; 1)(; 1)∗ where

∞() = lim
n→∞ 
n() = ‖1‖ −
∞∑
l=0
|ql()|20,
where I denotes the unit matrix.
Proof.
(i)
I = 〈(z; ),(z; )t〉
= 〈(z − )(z; ), (z − )(z; )t〉1
= 〈M(z; 1),(z; 1)tM t〉1
= M〈(z; 1),(z; 1)t〉1M∗ = MM∗.
(ii)
(M∗)(0)M(0) = 1
e0(1)
∞∑
l=0
|ql()|2 = 1 − 
∞()‖1‖
,
(M∗)(1)M(1) = 1
0()
(

0()
2 + |q0()|2
∞∑
l=1
|ql()|2
)
= 1‖1‖
0()
(
‖1‖
0() − ‖1‖|q0()|2 + |q0()|2
∞∑
l=0
|ql()|2
)
= 1 − |q0()|
2
‖1‖
0()

∞().
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For j2,
(M∗)(j)M(j) = 
j−1()
j−2()
⎛
⎝1 + |qj−1()|2

j−1()2
∞∑
l=j
|ql()|2
⎞
⎠
= 1

j−2()
j−1()
⎛
⎝
j−1()2 + |qj−1()|2 ∞∑
l=j
|ql()|2
⎞
⎠
= 1 − |qj−1()|
2

j−2()
j−1()

∞(),
(M∗)(0)M(1) = − q0()‖1‖
√‖1‖ − |q0()|2 
∞().
For j2,
(M∗)(0)M(j) = − qj−1()√‖1‖√
j−2()
j−1() 
∞(),
(M∗)(1)M(j) = −
q0()qj−1()
√

j−1()√‖1‖√
0()
j−2()
⎡
⎣1 − 1

j−1()
∞∑
l=j
|ql()|2
⎤
⎦
= − q0()qj−1()√‖1‖√
0()
j−2()
j−1() 
∞().
Finally, for 2k < j ,
(M∗)(k)M(j) = −
qk−1()qj−1()
√

j−1()√

k−2()
k−1()
j−2()
⎡
⎣1 − 1

j−1()
∞∑
l=j
|ql()|2
⎤
⎦
= − qk−1()qj−1()√

k−2()
k−1()
j−2()
j−1()

∞().
Since n+1(; 1) = Qn()
n−1() for n1, we get
n+1(; 1) =
(
en()
en+1(1)
)1/2
qn()

n−1()
= qn()√

n−1()
n()
, n1. 
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Let L be the lower triangular matrix such that (z; 1) = L(z; ). Then, taking into account (13), we obtain
MˆL = M˜(H() − I ). (15)
The entries h˜k,j of H˜ := M˜(H() − I ) are
h˜k,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−√e0()e1()1(0)0(0), j = k = 0,
−
√
ek()
ek−1()
qk()
qk−1()
−√ek()ek+1()k+1(0)k(0), j = k,
√
ek+1()
ek()
, j = k + 1,
j (0)
√
ek()
(
qk()
qk−1()
k(0)
√
ek−1() − k+1(0)
√
ek+1()
)
, jk − 1,
0, j > k + 1,
and the entries lˆk,j of Lˆ = MˆL are
lˆk,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− q0()√‖1‖ l0,0 +
√

1()

0()
l1,0, j = k = 0,
−q1()
q0()
√ ‖1‖

0()
l1,1 +
√

1()

0()
l2,1, j = k = 1,
√

0()
‖1‖
l1,1, k = 0, j = 1,
−q1()
q0()
√ ‖1‖

0()
l1,0 +
√

1()

0()
l2,0, k = 1, j = 0,
√

0()
‖1‖
l1,1, k = 0, j = 1,
√

k()

k−1()
lk+1,k+1, j = k + 1,
− qk()
qk−1()
√

k−2()

k−1()
lk,j +
√

k()

k−1()
lk+1,j , jk,
0, j > k + 1.
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Since l0,0 =
√ ‖‖
‖1‖ and taking into account (15), the entries lk,j of L are given by
l1,0 =
√
‖1‖

0()
(
h˜0,0 + q0()
√‖‖
‖1‖
)
,
l2,0 =
√

0()

1()
(
h˜1,0 + q1()
q0()
√
‖1‖

0()
l1,0
)
,
lk+1,0 =
√

k−1()

k()
(
h˜k,0 + qk()
qk−1()
√

k−2()

k−1()
lk,0
)
, k2.
l1,1 =
√
‖1‖

0()
h˜0,1,
l2,1 =
√

0()

1()
(
h˜1,1 + q1()
q0()
√
‖1‖

0()
l1,1
)
,
lk+1,1 =
√

k−1()

k()
(
h˜k,1 + qk()
qk−1()
√

k−2()

k−1()
lk,1
)
, k2.
lk+1,k+1 =
√

k−1()

k()
h˜k,k+1, k1,
lk+1,j =
√

k−1()

k()
(
h˜k,j + qk()
qk−1()
√

k−2()

k−1()
lk,j
)
, k1, j2, jk + 1. (16)
More explicitly
lk,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
√
‖‖
‖1‖
if j = k = 0,
qk−1()√

k−2()
k−1()
(
√‖‖ +
k−1∑
l=0

l−1()
ql()
h˜l,0
)
if j = 0, k > 1,
qk−1()√

k−2()
k−1()
k−1∑
l=0

l−1()
ql()
h˜l,1 if j = 1, k0,
√

k−2()

k−1()
h˜k−1,k if j = k1,
qk−1()√

k−2()
k−1()
k∑
l=j−1

l−1()
ql()
h˜l,j if j < k.
(17)
where 
−1() := ‖1‖.
A result for the leading principal submatrices is the following
Proposition 7. Let (H()−I )n,Mn, andLn be the leading principal submatrices ofH()−I ,M, andL, respectively.
Then
(i) (H(1) − I )n = LnMn.
(ii) The QR factorization of (H(1) − I )∗n is
(H(1) − I )∗n = Qˆ∗nRˆ∗n,
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where Qˆn = EMn, Rˆn = LnE−1 and E is the diagonal matrix with entries Ek,k given by
Ek,k =
⎧⎨
⎩
1, 0kn − 1,
|qn()|√

n−1()
, k = n.
Proof. (i) If we use the ﬁrst expression of (11) in block matrix, then we get
Thus, as a consequence (H(1) − I )n = LnMn.
(ii) Rˆn is a lower triangular matrix, so that it is enough to prove that Qˆn is a unitary matrix
(Qˆ∗n)(0)(Qˆn)(0) =
1
‖1‖
(
n−2∑
l=0
|ql()|2 + 
n−2()
)
= 1,
(Qˆ∗n)(n−1)(Qˆn)(n−1) =

n−2()

n−3()
+ |qn−2()|
2

n−3()
= 1.
For 1kn − 2, we get
(Qˆ∗n)(k)(Qˆn)(k) =

k−1()

k−2()
+ |qk−1()|
2

k−2()
k−1()
(
n−2∑
l=k
|ql()|2 + 
n−2()
)
= 
k−1()

k−2()
+ |qk−1()|
2

k−2()
= 1,
(Qˆ∗n)(0)(Qˆn)(k) = −
qk−1()
‖1‖
(√

k−1()

k−2()
− 1√

k−2()
k−1()
[
n−2∑
l=k
|ql()|2 + 
n−2()
])
= − qk−1()‖1‖
(√

k−1()

k−2()
−
√

k−1()

k−2()
)
= 0.
Now, for 1j < kn − 2
(Qˆ∗n)(k)(Qˆn)(j) = −
qj−2()qj−1()

j−2()
⎛
⎝
√

j−1()

j−3()
− 1√

j−3()
j−1()
⎡
⎣n−2∑
l=j
|ql()|2 + 
n−2()
⎤
⎦
⎞
⎠
= − qj−2()qj−1()

j−2()
(√

j−1()

j−3()
− 1√

j−3()
j−1()

j−1()
)
= 0.
Finally,
(Qˆ∗n)(n−1)(Qˆn)(k) =
qk−1()qn−2()
n−2()√

k−2()
k−1()
n−3()
n−2()
−
√

n−2()

n−3()
qk−1()qn−2()√

k−2()
k−1()
= 0.
Thus, Qˆn is a unitary matrix. 
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4. Examples
4.1. Example 1
Consider on the unit circle the measure
d= |z − 1|2 d
2
, z = ei,
where d is the Lebesgue measure. Then the monic orthogonal polynomial sequence on T={z ∈ C : |z|=1} associated
with  is (see [6,12])
n(z; ) =
n∑
k=0
k + 1
n + 1z
k ∀n0.
It is straightforward to verify that
en() =
∫
T
|n(z; )|2d= n + 2
n + 1 ,
hence ‖‖ = e0() = 2 and the sequence of polynomials orthonormal with respect to  is
n(z; ) =
1√
(n + 1)(n + 2)
n∑
k=0
(k + 1)zk
= (n + 1)z
n+2 − (n + 2)zn+1 + 1√
(n + 1)(n + 2)(z − 1)2 , n0.
Now, we deﬁne a Geronimus transformation of the measure  as follows:
d1 =
d
|z − |2 =
|z − 1|2
|z − |2
d
2
, ||> 1, z = ei.
Then, we obtain
‖1‖ =
2||2 − − ¯
||2 − 1 . (18)
From (2), we get
qn() = (1 − −1)2n(−1), (19)
and from (18) and (19)
εn() = ‖1‖ −
n∑
l=0
|ql()|2
= 2||
2 − − ¯
||2 − 1 − |1 − 
−1|4
n∑
l=0
|l (−1)|2
= 2||
2 − − ¯
||2 − 1 − |1 − 
−1|4Kn(−1, −1)
= 1||2 − 1
[
2||2 − (+ ¯) − 1
(n + 1)(n + 2)||2(n+2)
(
|(n + 1)n+3 − (n + 2)n+1 + |2
−|n+2 − (n + 2)+ n + 1|2
) ]
. (20)
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The entries h˜k,j of the matrix H˜ = M˜(H() − I ) are
h˜k,j =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−1
2
, j = k = 0,
− k
k + 1
(
¯k+2 − (k + 2)¯+ k + 1
¯k+2 − (k + 2)¯2 + k¯ +
1
k(k + 2)
)
, j = k1,
√
(k + 1)(k + 3)
k + 2 , j = k + 1,√
k + 1(1 − ¯−1)2√
(j + 1)(j + 2)(k + 2)(¯k+1 − (k + 2)¯+ k) , jk − 1,
0, j > k.
(21)
The entries mk,j and lk,j of M and L, respectively, can be obtained, replacing (18)–(21) in (12) and (17). These
expressions are cumbersome, and we will not show them.
4.2. Example 2
We consider on the unit circle the measure
d= d
2
+ m(z − 1),
where m> 0. The monic orthogonal polynomial sequence on T = {z ∈ C : |z| = 1} associated with  is (see [5,12])
n(z; ) = zn − m1 + nm
n−1∑
k=0
zk ∀n1.
Then, we get
en() =
∫ 2
0
n(z; )z¯n d2 + mn(1, ), z = e
i
=
∫ 2
0
(
zn − m
1 + nm
n−1∑
k=0
zk
)
z¯n
d
2
+ m
1 + nm, z = e
i
= 1 + (n + 1)m
1 + nm , (22)
hence ‖‖ = e0() = 1 + m. The nth orthonormal polynomial with respect to  is
n(z; ) =
√
1 + nm
1 + (n + 1m)z
n − m√
(1 + nm)(1 + (n + 1)m)
n−1∑
k=0
zk
= (1 + nm)z
n+1 − mzn + m√
(1 + nm)(1 + (n + 1)m)(z − 1) , n0.
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The entries h˜k,j of the matrix H˜ = M˜(H() − I ) are
h˜k,j=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− m
2
1+m, j=k=0,
−1+(k−1)m
1+km
(
(1+(k+1)m)¯−(1+km)
(1+km)¯2−(1+(k−1)m)¯+
m2
(1+(k−1)m)(1+(k+1)m)
)
, j=k1,
√
(1+km)(1+(k+2)m)
1+(k+1)m , j=k+1,
m√
(1+jm)(1+(j+1)m)(1+km)(1+(k+1)m)
(
(1+(k+1)m)¯−(1+km)
(1+km)¯2−(1+(k−1)m)¯−m
)
, jk−1,
0, j>k.
(23)
Consider a Geronimus transformation of the measure 
d2 =
d
|z − |2 =
1
|z − |2
d
2
+ m|− 1|2 (z − 1), ||> 1, z = e
i
.
Then, we obtain
‖2‖ =
1
||2 − 1 +
m
|− 1|2 . (24)
The functions of the second kind associated with  evaluated in  are
qn() = (1 + (n + 1)m)− (1 + nm)√
(1 + nm)(1 + (n + 1)m)(− 1)n+1 . (25)
From (24) and (25) we get
εn() = 1||2 − 1 +
1
|− 1|2||2
(
m||2 −
n∑
k=0
|(1 + (k + 1)m)− (1 + km)|2
(1 + km)(1 + (k + 1)m)||2k
)
. (26)
The expression of the entries of the matrices M and L are very complicated and they can be obtained using the
expressions (22)–(26)) in (12) and (17).
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