Mobile edge computing (MEC) has been developed as a key technique to handle the explosive computation demands of vehicles. However, it is non-trivial to realize high-reliable and low-latency vehicular requirements among distributed and capacity-constrained MEC nodes. Besides, the dynamic and uncertain vehicular environments bring extra challenges to preserve the long-term satisfactory user experience. In this paper, an adaptive resource allocation approach is investigated to enhance the user experience in vehicular edge computing networks. Specifically, leveraging the idea of task scalability, a model for balancing computing quality and resource consumption is introduced to exploit the computational resources fully. Towards the goal of minimizing the long-term computing quality loss by specifying the needed resource and the expected quality of each running task, a mix-integer non-linear stochastic optimization problem is formulated to jointly optimize the allocation of radio and computing resources, as well as the task placement. Due to the unpredictable network states and the high computational complexity of the formulated problem, the long-term optimization problem is firstly decomposed into a series of one-slot problems, and then, an iterative algorithm is provided to derive a computation efficient solution. Finally, both rigorous theoretical analysis and extensive trace-driven simulations validate the efficacy of our proposed approach.
I. INTRODUCTION
Mobile edge computing (MEC) has attracted significant interests to release the tension between the computation-intensive applications and the resources limited vehicles [1] - [3] . It has been proposed as one of the critical enabler for 5G application scenario supporting both computation-intensive and latency-sensitive services [4] . With MEC servers, the computation tasks of end users can directly offload to edge nodes and processed at the MEC servers within their region instead of transmitting to the remote cloud [5] , [6] . The computation
The associate editor coordinating the review of this manuscript and approving it for publication was Changqing Luo. capacity of edge nodes, however, is much more limited than that of long-distance clouds and may not suffice to timely realize high reliable computation [7] , [8] . The decision of how to reconcile service reliability (i.e., losing less data) with freshness (i.e., as quickly as possible) is a crucial problem when network overburdening occurs.
More recently, a scalable computation task structure has been suggested to reap better the benefits of available computation resources [9] - [11] . Via two computing quality transformations, namely configurations substitute and data drop allocation, the resource requirement of the task can be relaxed to a certain extent to adapt to the limited available network resources. The gain achieved, however, comes with a potential loss in computing quality (within acceptable limits) [10] . Through this, the network as if had virtually more resources than available to process more workloads, while at the expense of computing quality [12] . Nevertheless, since the competition among multiple tasks, it is not always straightforward selecting the ''right'' quality level to meet delay and reliability bound with the least computing quality loss.
The above issue is further complicated by the radio access strategy, as edge computing requires effective wireless data offloading between mobile vehicles and MEC servers [1] . The wireless offloading policies, i.e., the radio resource allocation, should be appropriately dealt with to enhance the computation performance. Besides, due to the distributed nature of vehicle edge resources, the system-wide optimization has to account for the schedule of the task placement jointly [13] .
Evidently, in this context, to ensure the reasonable utilization of the limited resources and high quality edge computing realization, practical resource allocation should consist of the following three components: (1) the computing quality adaptation determines the computation configuration selection and data loss for each computation task; (2) the radio resource allocation controls the wireless transmission rate for offloading data form vehicles to the MEC serves; (3) the task placement problem decides which edge node for the task to be placed on according to the availability and load of various MEC serves. Apparently, these three components are naturally coupled, it is needed to control them jointly to guarantee the latency and reliability requirements of vehicular applications while minimizing the computing quality loss.
Moreover, due to the moving characteristics of vehicles, it is non-trivial to control the above components for preserving the long-term satisfactory user experience [14] . Specifically, from a time-slotted view, each time slot may have its certain optimal resource allocation policy, which may, however, become suboptimal for time-slot transition [15] . Such that resource allocation for enhancing long-term computing quality is not a one-time operation and needs to be continuously adapted to the time-varying user network topology, wireless channel states, and the arrival tasks at runtime [16] .
Following the above guidance, we devise an innovative adaptive resource allocation approach in multi-cell, multi-user vehicular edge computing networks, that strives to enhance the user experience in the face of limited resources and dynamic environments. The delay sensitivity is considered in the form of strict queuing deadlines of the waiting data, which has been arrived in the computation queues through the wireless transmission channels but not yet processed. Moreover, the data missing the deadline while in the queue is dropped from the network. To handle the queuing delay for mission-critical applications, we explore the benefit of substituting the computing configurations, which can also control the data drop rate efficiently. Then, an online algorithm referred to as the Adaptive Resource Allocation for Enhancing User Experience (ARAEUE) is designed to minimize the computing quality loss while meeting the task deadline given the computation capability of the network. The ARAEUE can adaptively adjust the allocation of task placement (TP), radio resource (RR), computation configuration (CC), and data drop (DD) to minimize the long-term computing quality loss while balancing the queuing delay. In summary, the contributions of our work are as follows:
1) We design an adaptive resource allocation approach to enhance the long-term user experience of vehicles in multi-cell, multi-user edge computing networks. Given the resources capability and service delay bound, the resource-awareness and delay-awareness are realized in the designed approach, which can adaptively adjust the data transmission and computation rate in the run-time according to the real-time network state. 2) As the formulated long-term optimization problem is stochastic by nature, an online algorithm is formulated to decompose the problem into a series of on-slot optimization problems. Further, since the one-shot problem is a challenging mixed discrete-continuous optimization problem, an iteration-based scheme is proposed to derive an efficient and near-optimal solution. 3) The adaptivity realization does not requite any prior knowledge about the future network states information, and the proposed algorithm is of low computational complexity, so that our approach is easy to implement. Theoretical analyses and extensive simulations show the ARAEUE can achieve the asymptotic optimality of computing quality while flexibly balancing the queueing delay. The rest of the paper is organized as follows. Section II presents the related work. The system modeling is introduced in Section III. The problem formulation is dedicated in Section IV. The algorithm for efficiently solving the problem is given in Section V. The evaluation results of the proposed algorithm are described in Section VI. Section VII concludes the paper.
II. RELATED WORKS
The edge computing is a relative common topic, and has gained tremendous attention from both academia and industry [13] , [17] - [20] . For minimizing the delay while saving the energy consumption, Chen and Hao [13] proposed a scheme that jointly managed the task placement and the resource allocation. Liu et al. [17] proposed an optimal task scheduling policy to minimize the average delay of each task, where the computation tasks were scheduled based on the queueing state of the task buffer. In response to the varying channel, Mao et al. [18] investigated the task offloading problem in ultra-dense mobile computing networks and proposed an optimal offloading scheme for minimizing the long-term average weighted sum power consumption by using tools from Lyapunov stochastic optimization. Moreover, to maximize the reliability of the vehicular edge computing servers, computing resources and wireless bandwidth allocation were jointly optimized in [19] based on matching theory. Taking into account limited computing resources and delay bound, an optimal multilevel offloading scheme was designed in [20] to maximize the utilities of both the vehicles and the computing servers through a Stackelberg game theoretic.
To further push the development of resource-limited MEC systems beyond existing work, scalable computing structure has been introduced in some works to shown the feasibility to save resources or reduce latency by relaxing the workload computing quality [10] , [12] , [21] - [23] . The relation between the ''utility'' and resource usage of computing services has been explored. Pandey and Pompili [10] introduced the approximate computing technique into the computation-intensive mobile environments, and the scalable computing has been developed by allocating different computation resources. To trade the quality of computation tasks result for reducing response time and saving extra energy, Li et al. [21] applied the scalable computing in a heterogeneous edge computing environment and selected separate Quality-of-Result level for each edge node. An event-triggered dynamic task allocation framework was designed in [22] that studied the trade-off between the service latency and computing quality loss. Moreover, Gao et al. [23] investigated the optimal tradeoff between user experience and resources consumption in designing the MEC systems. In [12] , leveraging the service scalability, a resource allocation strategy was proposed to maximizing the network utility where the service is scalable with different computing resource consumptions.
The works [10] , [12] , [21] - [23] can efficiently explore the potential of edge computing with limited-resource capability; however, the resource allocation strategy they designed were based on the ''snapshot'' form assuming the fixed network state, which cannot capture the dynamics. Consequently, even though these computation task allocation schemes can optimize a short-term network performance, they may not address a optimization solution for dynamic networks with time-varying conditions. Considering the scalable computing structure, there are minimal works to address adaptive resource allocation strategy over multi-cells, multi-users vehicular edge computing networks in the view of long-term network performance. Therefore, the adaptive resource allocation approach explored in this paper, which jointly optimizes the TP, RR, CC, and DD allocation in an online manner, has a significant meaning over vehicular edge computing networks.
III. NETWORK MODEL
As shown in Fig. 1 we consider a vehicular edge computing network which consists a set M = {1, 2, · · · , M } of M BSs located along the road, where each BS is supposed to cover a geographical area, and an area can receive coverage from more than one BS. Each BS is equipped with a MEC server to provide computation offloading services to the resource-constrained vehicles moving on the road. For ease of presentation, the index of each MEC server is the same as that of the BS containing it. Denote f max m and w as the computational data processing capability and the total available radio bandwidth of BS m ∈ M, respectively.
The resource requirements vary with different applications. An application can be decomposed into a set of tasks, and each task is considered to be the basic unit for service scheduling [22] . For example, AR-based driving assistance consists of tasks such as object recognition and video streaming. The system can support a pool K = {1, 2, . . . , K } of K task types, and each task type k ∈ K has its own workload profiles (e.g., network function types), latency and reliability requirements, and available quality configurations. Moreover, similar to [21] - [23] , the execution of each task k ∈ K is assumed to be with a specifical approximate configuration library l k ∈ L k = {1, 2, . . . , L k }, which quantifies the near optimal of its exact computing result that handles the uncertainties arising at runtime. Let f k,l k denotes the amount of computing size of the task type k with quality configuration level l k . A lower approximate configuration level corresponds to a better user experience with more resource requirements. For instance, the version 1 could be used to refer to exact-computation implementation with the strictest demand for computing resource, while L k represent the highest tolerance for computing accuracy loss with less computing resource requirement.
There are N vehicles and the set of vehicles is denoted as N = {1, 2, · · · , N }. By establishing communication links with nearby BSs, each vehicle can leverage computing resources of MEC servers to execute computation tasks, where there are two kinds of strategy for this task offloading realization. One is the wireless vehicle-to-infrastructure (V2I) communication strategy, which is in charge of the wireless data offloading form each vehicle to one of the BSs. The other is the computation strategy, which is in charge of the execution of the offloaded data. Notably, each vehicle n ∈ N is mobile so that the set of BSs they can access are changeable over time. The BSs subset that the vehicle n ∈ N can access potentially depending on its current location and the channel state information (CSI) in the wireless communication strategy. From the perspective of practical implementation, we assume that each vehicle can concurrently require more than one type of task in each time slot. Moreover, in a time slot, each BS can process multiple tasks from different vehicles, whereas each task is assigned to only one edge server.
To efficiently optimizes the network resource allocation on demand for this vehicular edge computing network, we propose to adopt the software defined networking (SDN) technology. The basic idea of SDN is to decouple the control plane from the data plane by virtualization [13] . On this basis, a central controller is introduced in our optimization system with a global view of the network states to achieve logically centralized control of the distributed edge nodes and mobile vehicles [13] . Moreover, we assume our system operates in a time-slotted patten and each time slot has a unit length, i.e., t 0 . t 0 is chosen to be sufficiently small for the vehicular location to be approximately constant.
A. EDGE COMPUTING MODEL
To capture the processing procedure of all data, we assume that the control plane maintains distinct queue buffers for each type take of each vehicle to temporally store the data that has been offloaded but not yet processed. Denote Q k n (t) as the queue backlogs for the task type k of vehicle n at time slot t. Without loss of generality, we assume that all queue buffers are infinite and all queues are initially empty at time slot t = 0, in which the data is served in the order following the First In First Out (FIFO) discipline. Moreover, since each type of computation task typically has delay requirement, we define the quality of service (QoS) constraint to model such provision, i.e., the arrival data in each queue has a delay bound by which it must be processed; otherwise, it is dropped and removed from the network. It is obvious that the dropped data can decrease the computing quality [24] . Therefore, similarly with the approximate configuration model, the larger the decided data drop rate is determined, the lower the computation resource is required; however, the lower computing quality is achieved. However, the gain achieved with a potential computing quality loss causing the reduction of the user experience. Despite that, the tasks can adapt to different amounts of resources available owing to these attributes, which is helpful for dealing with various network dynamics.
B. CONTROL DECISIONS
The controller can obtain each queue state information (QSI) by observing the amount of queue backlogged data at the beginning of each time slot. The CSI can also be achieved through feedback channels. Then, with these network state information, i.e., QSI and CSI, the controller needs to make the following five control decisions, given the available network resources, and the QoS requirement of each task.
1) TP ALLOCATION
The first control decision is to determine how many tasks can be served, and which MEC server each task should be placed on. The distance between the vehicle n and the BS m in time slot t is denoted as d m n (t). The maximum communication distance of vehicle n is defined as d max n , which limits the feasible BSs it can access to. The vehicle is mobile so that the set of BSs they can access can change over time. A time-varying node connectivity graph
denotes the subset of BSs that vehicle n can access in time slot t. Then, let y k n,m (t) be the TP indicator for the task type k of vehicle n in time slot t, where
Specifically, y k n,m (t) = 1 indicates that vehicle n chooses to offload task type k to MEC server m in time slot t, otherwise, y k n,m (t) = 0. Each vehicular task needs to be assigned to no more than one BS, i.e., m∈G n y k n,m (t) ≤ 1, ∀t, n, k.
2) RR ALLOCATION
For the wireless V2I communication strategy, each edge computation task requires the radio resources for uploading data. Each task is assumed to be allocated with orthogonal radio spectrum resources such that the co-channel interference among tasks can be ignored, and a fixed equal power allocation mechanism is used in this paper, where the normalized transmit power is P (Watts/Hz) [25] . Let H(t) = h m n (t) be a matrix representing the link conditions at time slot t, in which h m n is the channel power gain between vehicle n and BS m. Let b k n (t) denotes the fraction of RR decision for uploading the task type k of vehicle n at time slot t, which should satisfy 0 ≤ b k n (t) ≤ 1, ∀k, n, t, and n∈N k∈K y k n,m (t)b k n (t) ≤ 1, ∀t, m. Then, in time slot t, given the TP and RR allocation decisions, the offloading rate for task type k of vehicle n is formulated as
where N 0 is the noise power.
3) CC ALLOCATION
Let x k,l k n (t) indicates the service level selection variable for task type k of vehicle n in time slot t, where
Specifically, x k,l k n (t) is 1 if the l k level is chosen for the task type k of vehicle n in time slot t. Moreover, since the offloaded tasks need to have the specific executing configuration, the CC allocation decision needs to guarantee l k ∈L k x k,l k n (t) = m∈G n y k n,m (t), ∀t, n, k. For each MEC server, we shall decide how many computational resources shall be allocated to each offloaded task VOLUME 7, 2019 to enable a certain desired processing rate. Th CC allocation should satisfies l k ∈L k x k,l k n (t)f k,l k ≤ m∈G n y k n,m (t)f max m . Moreover, the total computation resource allocation of MEC server m must not exceed its capacity, modeled as
Then, coupling the particular TP with CC decisions in a given time slot t, the processing rate for task type k of vehicle n is formulated as
Let D k n (t) denote date dropped rate of vehicle n for task k in time slot t. In the context of reliable vehicular communication, dropped data will incur a penalty for the computation task in the form of reliability loss [26] . To guarantee the reliability of each task, the DD allocation decision should satisfy
where D max k is a finite value that specifies the maximum amount of allowed drop data for task type k on one slot.
IV. PROBLEM FORMULATION
In this section, we provide a formal description of our problem objective for computing quality loss minimization, with the consideration of queuing dynamics, throughput constraints, worst-cast delay bound.
A. QUEUING DYNAMICS
Based on the models introduced above, the queueing dynamics over time for task type k of vehicle n can be obtained as
where O k n (t) + D k n (t) and R k n (t) semantically mean the data output and arrival rate, respectively, in time slot t. The output rate depends on the CC, and DD decisions, which strictly correlates with the adjustment between the edge computing quality and the computing rate. The arrival rate relies on the wireless V2I communication strategy, which is controlled by the TP and RR decision. Nevertheless, to ensure the network stability, we must have
B. MINIMUM THROUGHPUT GUARANTEE
Denote the mean throughput for the task type k ∈ K of vehicle n ∈ N as R k n , which can be expressed as
For each vehicular task, we assume there is a minimum throughput threshold to guarantee its computation performance. Let A k n be the minimum throughput threshold for the task type k of vehicle n. The time-average should satisfy the following condition. A mean throughput for task type k of vehicle n should satisfy the following condition
The computation delay at the MEC server is composed of the computation delay and the queuing delay (for computation). From the Little's law [27] , we know that the average queuing delay is proportional to the average queue length. This law can effectively support ''long-lived'' and ergodic traffic flows, which, however, cannot give bounds on the delays of individual tasks. If some tasks are ''short-lived'' and consist only of a few packets, these packets may experience an infinite delay due to the lack of ''back pressure'' [28] .
In particular, as the strict delay requirement for vehicular applications, relying merely on the average queue length fails to account for this critical requirement [29] , [30] . To tackle this, instead of weak guarantees on average delay, we apply the -persistent queue technique [28] to bound the worst-case delay. Specifically, a set of virtual queue
where ε k n (0 ≤ ε k n ≤ D max k ) is a pre-specified positive constant that is gauged to control the queueing delay bound, and O k,max n is the maximum computing rate constraint for processing task type k of vehicle n. 1 (Q k n (t)>0) is an indicator function that is 1 if Q k n (t) > 0, and 0 else. Similarly, 1 (Q k n (t)=0) equals to 1 when Q k n (t) = 0, and 0 otherwise. When Q k n (t) > 0, the virtual queue Z k n (t) has the same departure process, i.e., t 0 O k n (t) + D k n (t) , as the queue Q k n (t), but Z k n (t) has a constant arrival size ε k n . However, when the backlog of Q k n (t) is cleared, the virtual queue Z k n (t) is reset to 0. This ensures that Z k n (t) grows as long as the original queue backlog of Q k n (t) remains uncleared. By this way, the worst-case queueing delay in queue Q k n (t) can be bounded by a max waiting delay denoted as W k n , which can be derived in the following lemma.
Lemma 1: If and only if the resource allocation algorithm can make Q k n (t) and Z k n (t), respectively, subject to the greatest finite constants Q k,max n (t) and Z k,max n (t) for all time slots, the offloaded data that enters the queue backlog Q k n , which is processed on a FIFO basis, can be processed within W k n time slots, where the certain W k n is defined as W k n = Q k,max n (t) + Z k,max n (t) /ε k n . Proof: At any fixed time slot t, assuming that the amount of data arrived at the queue backlog Q k n (t) is t 0 R k n , the Lemma 1 can be proved by showing that all these arrival data can be processed before time t + W k n . By reductio, we suppose this is not true, which must be that Q k n (t) > 0 for all τ ∈ t + 1, . . . , t + W k n . According to (11) , we have
for all τ ∈ t + 1, . . . , t + W k n . Summing the above data update strategy over τ ∈ t + 1, . . . , t + W k n , we have
Owning to Z k n (t + 1 + W k n ) ≤ Z k n (t) and Z k n (t + 1) > 0, we rearrange the terms in the above inequality, getting
Since tasks are processed on a FIFO basis, the arrived data R k n is placed at the end of the queue backlog at time slot t + 1.
Because we have assumed that not all of the t 0 R k n data departs by time t + W k n , we must have
Combining (13) and (14), we get ε k n W k n − Z k,max n < Q k,max n , which contradicts the definition of ε k n = Q k,max n (t) + Z k,max n (t) /W k n . Based on the structural characteristics of (7) and (11), a larger D k n (t) and l k n can significantly speed up the computing rate causing the reduction of the queue lengths for lower queuing delay. However, the gain achieved via a reduction in delay comes with a potential computing quality loss. Therefore, a tradeoff between the computation delay and the computing quality exists in CC and DD allocation decisions.
D. PROBLEM OBJECTIVE
We define the computing quality loss for the task type k of vehicle n as the weighted sum of the approximate loss and the data dropped loss, which can be expressed as loss k
where α k n represents the penalty for dropping data of the type task k of vehicle n. A larger α k n means we prefer more approximate loss than data drop when the network cannot satisfy the QoS requirement of the take type k of vehicle n in time slot t. Then, the network computing quality loss at time slot t can be expressed as
The optimization problem to minimize the long-term quality loss of all vehicular tasks, is formulated as:
C8: x k,l k n (t), y k n,m (t) ∈ {0, 1} , ∀t, n, k, l k , m, C9: R k n ≥ A k n , ∀n, k, C10:Queue Q k n and Z k n are strongly stable, ∀n, k.
In P1, C1 constraints the data drop rate for each type of task. The radio bandwidth allocation constraints are imposed by C2 and C3. C4 and C5 indicate the edge computation capability constraint. C6 guarantees that each task can be developed no more than one of its feasible MEC servers in each time slot. C7 makes sure that only one configuration can be selected for the task that has been placed on one of the MEC servers. The zero-one indicator constraint is represented by C8. C9 is the time-varying throughput constraint. C10 enforces network stability, which is a non-linear constraint. Theoretically, P1 is a mix-integer nonlinear stochastic optimization problem, in which a great deal of the task arrival, channel, location and task buffer state information need to be handled, and large amounts of optimization variables should be determined. Moreover, since the objective is the long-term average computing quality loss, it can be checked that the allowable decisions set depends only on the current system state, and is irrelevant with the state and decisions history. Consequently, it is challenging to design a low-complexity online algorithm to minimizing the long-term computing quality loss of all vehicular tasks without a priori knowledge of the task-related parameters, candidate edge nodes, channel conditions and available edge computing resource statistics.
V. ALGORITHM DESIGN AND ANALYSIS FOR THE ARAEUE
In this section, we present the design rationale of the proposed ARAEUE to solve P1. Levering Lyapunov optimization technique [31] , P1 is firstly decomposed into a series of one-slot mix-integer non-convex problems. Then, difference-of-convex (DC) technique [32] is applied to achieve an efficient solution for dealing with each one-slot problem. VOLUME 7, 2019 A. PROBLEM TRANSFORM Before we introduce the design, it is noteworthy that P1 has a time-averaged throughput constraint as per C9. In order to model this time-averaged constraint, we introduce the concept of the virtual queue that indicates how far the current throughput deviates from the minimum throughput constraint. Specifically, a set of virtual queue F(t) = F k n (t) : ∀n ∈ N , ∀k ∈ K with initial backlog F k n (0) = 0 is conducted as
Based on [31] , [33] , we can find that if the virtual queue F k n (t) is strongly stable that satisfies lim
E F k n (t) < 0, then it automatically satisfies the time averaged constraint C9.
We then adopt the Lyapunov drift approach to ensure queue stability [33] .
T represents the concatenated vector of actual and virtual queue backlogs. Define the quadratic Lyapunov function as L ( (t)) = 1 2 T (t) (t), and let ( (t)) be the one-slot drift of the quadratic Lyapunov function as
Physically, ( (t)) is the change of Lyapunov function from one time slot to the next. By the Lyapunov drift theorem [31] , network stability (i.e., queue Q, Z, and F are strongly stable) is achieved by taking control actions that make Lyapunov drift in the negative direction towards zero.
Considering the joint network stability and network computing quality loss minimization, the objective of P1 can be transformed into a drift-minus-utility bound minimization problem at each time slot t as V ( (t)) = ( (t))
where V is a non-negative control parameter that adjusts the tradeoff between the objective optimality and the queue backlogs. A higher value of V indicates a greater priority assigned to minimize the network computing quality loss at the expense of longer queue backlogs, and vice versa.
However, we find that it is hard to minimize the drift-minusutility directly. Fortunately, we notice that there always exists an upper bound on the drift as follows. Lemma 2: For arbitrary (t) such that C1-C8 are satisfied, V ( (t)) is upper bounded by
where (t) is given in (15) , as shown at the bottom of this page, and C is a finite constant depending on different network settings. Proof: It is already known that
and R k n ≤ R max n . Squaring the update for (7), (18) and (11), respectively, we have
and
Summing the squared differences in the queues and dividing by 2 yields:
Algorithm 1 ARAEUE Algorithm 1: Initialize: t = 0, predetermine the system lifetime as T , and set Q(0) = 0, Z(0) = 0, F(0) = 0 2: while t ≤ T do 3: Observe (t) , H (t), and G(t) 4 :
Determine
x * (t) , d * (t) , D * (t) , b * (t) = arg min (t) 5: Update Q(t + 1) according to (7) 6:
Update Z(t + 1) according to (11) Update F(t + 1) according to (18) 8:
Update t = t + 1 9: end while 10 : Output x * , y * , b * , D * , Q, Z, F 
A detailed description of the ARAEUE is given in Algorithm 1, which only utilizes the network states and the queue backlogs at the current time slot without requiring prior knowledge of the future network information.
B. OPTIMAL RESOURCE ALLOCATION IN EACH TIME SLOT
In this section, we study how to solve P2 at each time slot, which is the key component for the ARAEUE. Due to the non-convex of C3 and C5, and the binary options of C8, P2 is a mixed-integer non-convex problem, finding the optimal solution usually requires exponential time complexity [34] . Thus, to tackle this problem without resorting to expensive global optimization methods, we develop a suboptimal iterative algorithm that builds on the DC programming proposed in [35] , [36] . This programming prescribes the iterative solution of problems in which the non-convex objective function and constraints are replaced by suitable convex approximations. Note that the time index t is omitted in this section for the sake of simplicity.
Leveraging the DC programming and motivated by the approach in [37] , we start by relaxing x k,l k n and y k n,m to be fractional rather than integer to tackle the integer variables. Then, the C8 is rewritten into the equivalent form as 
Therefore, P2 can be reformulated into the following equivalent form:
where optimization variables x, y are continuous values between zero and one. Here, P3 equivalently transforms the integer variables in P2 to the continuous; however, it is still non-convex because of the non-convex of C8c and C8d. Since the constraints C8c and C8d are respectively the difference of two convex functions, which is known as a reverse convex function [32] , [37] . Therefore, we introduce the following theorem to handle this non-convexity. 
where λ 1 and λ 2 act as the penalty factors to penalize the violation of constraint C8c and C8d, respectively. Proof: The Lagrangian duality [37] , [38] is used to prove Theorem 1. Let where d * is the optimal solution of P3, and is the feasible set spanned by constraints C1-C7, C8a, and Cb. Moreover, denote the solution of the dual problem of P4 as p * , which can be expressed as 
In order to clarify µ (λ 1 , λ 2 ) further, we find that (x, y, b, D, λ 1 , λ 2 ) is a monotonically increasing function in variable as Then, µ (λ 1 , λ 2 ) is an increasing function with λ 1 and λ 2 . Therefore, based on the weak duality [39] , we have
which implies that µ (λ 1 , λ 2 ) is bounded by d * . Here, the solution structure of the dual problem (32) is studied by examining the following two cases:
• Case 1: For the first case, we assume that λ 1 ≥ 0, λ 2 ≥ 0, Furthermore, with respect to λ 1 and λ 2 , the monotonically increasing function of µ (λ 1 , λ 2 ) implies that
This confirms the result of Proposition 1. Note that B(x, y) and G(x, y) ) are differentiable convex functions, and the problem in P5 belongs to the class of DC function programming. Then, to find a locally optimal solution of P5, we employ the majorization-minimization (MM) algorithm by constructing a surrogate function using first order Taylor approximation as
Basing on the MM principles [40] , [41] , we have G(x, y) is upper bounded byG(x, y). Therefore, for any given x τ , y τ , we can obtain an upper bound for P2 by solving the convex optimization problem as follows: 
which is a convex optimization problem and can be solved efficiently by standard convex program solvers such as CVX [42] . Specifically, in order to obtain a locally optimal solution of the original problem of P2, we employ an iterative algorithm to tighten the obtained upper bound as summarized in Algorithm 2. Moreover, we have the following proposition. proposition 1: The proposed iterative Algorithm can converges to a local optimal solution of P2 in polynomial time.
Proof: Given x τ , y τ , b τ , D τ , the proposed iterative scheme can generates a sequence of feasible solutions
This verifies the tightness of the upper bound, and each iteration takes smaller value as the DC iterations continue (until convergence). This implies that the Algorithm can converge to an optimal local solution of P2. Moreover, the computation complexity is O(MNLK ) 4 [35] . Here, we completes the proof.
Algorithm 2 Iteration-Based Algorithm for Each Time Slot t 1: Initialize: τ = 0, and set the maximum number of iterations τ max , initial point x 0 , y 0 , penalty factor λ 1 and λ 2 2: repeat 3: Solve P6 for given x τ , y τ , b τ , D τ and store the intermediate variables {x, y, b, D} 4: Update τ = τ + 1 and and set x τ = x, y τ = y, b τ = b, D τ = D 5: until convergence or τ = τ max 6: Output x * , y * , b * , D *
C. OPTIMALITY AGAINST THE T-SLOT LOOKAHEAD MECHANISM
In the real-world scenarios, for V2I networks with high dynamic traffic conditions, stationarity assumption about the CSI and the network topology is unlikely to hold in most practically relevant settings. Therefore, in this section, we consider performance guarantees of ARAEUE for an arbitrary sample path of the network conditions, where the T -slot lookahead metric is applied [31] , [43] . We will show that the optimal value obtained by our algorithm is close to that of the T -slot lookahead mechanism, even if our algorithm does not assume any future information of network states. In the T -slot lookahead mechanism, time is split into of duration T time slots. Denote each slot as F i = {iT + 1, iT + 2, . . . , iT + T }, where i = 0, 1, . . .. For any arbitrary CSI and vehicular location, we consider the static optimization problem as follow:
where H (t) and G(t) for t ∈ [iT , . . . , iT + T − 1] in F i are treated as known quantities. This optimization derives the optimal TP, RR, CC, and DD decisions in each of the T time slots, which minimize the average performance per time slot in the objective function (40) .
Let loss * denote the optimal objective function value in the T -slot Lookahead problem (40) in time slot F i . Following [31] and considering I such slots, We have
which means that our algorithm can achieve a time-averaged result within the gap CT /V from the mechanism that assume full knowledge in T time slots in the future. Remark 1 (Regarding the Performance Under Arbitrary CSI): Form (41) , the gap between the performance of our algorithm and that of the T -slot lookahead mechanism is reduced when V increases. Further, when V is sufficiently large, the network performance achieved by ARAEUE is arbitrarily close to the optimum performance achieved by the T -slot lookahead algorithm.
VI. SIMULATION RESULTS
In this section, a series of simulations are conducted to verify the feasibility and efficiency of the designed adaptive resource allocation approach. We consider a scenario where 3 BSs are randomly deployed on a 1000m×10m meter road, and the radio bandwidth resources capability of each BS is assumed to be the same as 1MHz. Each BS is with a MEC server installed. These three MEC servers are equipped with different computing capabilities, setting as 10 6 , 5 * 10 6 , 10 7 , respectively, which are expressed as dimensionless values for CPUs. There are 5 arrival vehicles on the road. The vehicles can associate with BSs within a radius of 200m. For the wireless channel model, the pathloss gain is modeled as 128.1 + 37.6 log 10 d n,m (t), the shadowing distribution and fast fading are modeled as log-normal and rayleigh fading, respectively, where the shadowing standard deviation is set as 8 dB [44] . The transmit power and the noise power are set to be 1W, and −114dbm, respectively. We consider 3 computation task types, and each type is with the same number 5 of configuration levels. Each configuration level is described in terms of the required computing resource size. According to [10] , [12] , a model, i.e., f k,l k = f k (l k ) −1 , is built to estimate the computing resource units required by the task type k in run time, where f k is the require size without configuration level loss. Moreover, we set f k is uniformly selected from {0, 500, 1000, 1500, 2000}. Each vehicular task has the same minimum throughput constraint and the dropping data penalty with setting A = 10 7 and α = 10, respectively. The deadline constraint for each task is set the same as 100ms. The value of the system lifetime T is set as 10 4 ms. The length of each slot is 1ms.
A. PERFORMANCE OF ARAEUE VERSUS CONTROL PARAMETER V Fig. 2 displays the average network performances of vehicles with a variation of V , where two scenarios with A 0 = 10 7 and A 0 = 10 8 , respectively, are considered. Since the computing quality level and the task drop are combined from different ranges, we transform them to a standard range [0, 1] using the normalization method and denote this value as the normalized average quality loss level [45] . As observed in Fig. 2 (a) and (c), although the average configuration level and the data loss decrease as V increases, the result concerning the average Q queue backlog increases shown in Fig. 2 (b) . These results validate (20) that a higher value of V indicates a greater priority assigned to minimize the computing quality loss at the expense of the queue length reduction. Therefore, the ARAEUE can provide a method to compromise or control the computing quality-delay tradeoff performance. In practical VNs, we can flexibly adjust V to obtain the desired performance based on application scenarios and user preferences. Specifically, if the system pursues a better reliable, a larger V is required (as shown in Fig. 2 (d) . Otherwise, the system prefers a stricter (i.e., small) delay; then, a smaller V is desired (as shown in Fig. 2 (b) ). Moreover, it is observed that the larger the A 0 is, the more the average Q queue backlog; however, the average computing quality loss level without evident influence. Thus, in this condition, the ARAEUE is robust to the large traffic demands. Besides, the results show the average configuration level, data loss decrease inversely proportional to the tradeoff parameter V and converges to the minimum value when V is sufficiently large. The results verify that an arbitrarily large V can make CT /V arbitrarily small. Thus, even without the prior knowledge of the stochastic network state information, the solution of the ARAEUE can arbitrarily close to the optimum value when V is large enough, which matches up with (41) . Besides, the ARAEUE can also approximate the optimal solution within controllable bounds. Fig. 3 and Fig. 4 show the effect of the task type on the network performance, in the sense of the computing resource requirements. Typically, f k is a predefined parameter that is related to the computational implementation of different tasks. With the fixed edge computing resources, we verify the network performance in three conditions corresponding to different units require size 100, 200 and 300 setting, respectively. The larger the original computing resource units required, the more computing resources or the longer computing time is required for processing the same amount of workloads. Similar to the results of Fig. 2 , the results show that the average configuration level and the average data drop decreasing as the backlog of task buffer increases. This reveals again that the ARAEUE provides a simple method to compromise or control the two desirable objectives, i.e., the computing quality and delay when the resources are limited. Moreover, Fig. 4 shows that the average queue backlog and the data drop are not affected basically in these three conditions. This does not agree with the reasonable condition that the workload with a larger original computing resource should take longer processing time with the fixed available computational resources, which can cause a more massive data to drop to guarantee the delay bound. This is because the ARAEUE can adapt the computing rate by adjusting the computing configuration level when the given computing resources are not sufficient to support all of the high-quality needs. As the average approximate level is shown in Fig. 3 , the ARAEUE allocates high approximate configuration levels to large f k , which can degrade the required computing resource in run time, on the basis of (5) , such that the performance of the average queue backlog and data drop do not get worse when f k becomes larger. Therefore, the designed computation task adaptability model based on the scalable computing structure can satisfy the flexible edge computing requirement. Moreover, these results indicate that the ARAEUE can be adaptive to different vehicular requirements, and can dynamically adjust the computing quality to enhance the stability and the user experience of the network when the given computing resources are not sufficient to support all of the high-quality needs. Fig. 5 and Fig. 6 demonstrate the network performance achieved by our proposed algorithms with respect to a baseline scheme developed in [46] . The scheme in the baseline always processes the offloaded tasks with the exact-computation level, regardless of the packet drop and the queuing delay. Specifically, Fig. 5 shows the queue backlog and computing quality level results in terms of various available resources, where V = 10 15 . The dynamics of Q queue length under f max = 10 9 and w = 1MHz over 10000 time slots is shown in Fig. 5 (a) . It can be observed that the real-time Q queue length frequently fluctuates, which means the algorithms can adjust the resource allocation policy frequently to adapt to the current network state. When the current queue length is large, the algorithms will endeavor to reduce the queue backlog to prevent the over-backlog. Contrarily, when the current backlog queue is small, minimizing the objective function is the prime goal. This adaptivity ensures the long-term optimal performance. Additionally, in Fig.5 (a) , the data queue length increases sharply at the beginning of the network process but will keep stable around a fixed value soon, which indicates the algorithms can keep the network stability. However, compared with the baseline, the ARAEUE has a less queue length in the stability.
B. THE TASK ADAPTIVITY OF THE ARAEUE

C. THE ADAPTIVE OF THE ARAEUE AND THE COMPARISON WITH THE BASELINE
The average queue length and computing quality performances with different network resources settings are shown in Fig.5 (b) and (c). For w = 1MHz, these two schemes eventually provide low queue backlog in various computing resources settings. This is because the computation capability is sufficient to execute the offloaded tasks rapidly. While increasing w, more workload in the MEC server is incurred, and the computation capability becomes less supportable. In Fig. 5 (b) , we can find that the ARAEUE has a remarkable queueing delay performance improvement since a reasonable quality loss can speed up the computing rate and save computing resources consumption. However, the baseline scheme needs a long waiting time for available computing resources. Therefore, the efficiency of network resources utilization and the processing quality can be enhanced simultaneously in ARAEUE.
Further, to decrease V from 15 to relatively smaller, which means that the algorithms are more focus on the queueing delay then the processing quality. Accordingly, the data drop FIGURE 6. The performance of ARAEUE versus the the baseline scheme with different V . and the average configuration level performances under the impact of V are shown in Fig. 6 . It can be observed that with ample bandwidth resources, these two algorithms both have the data drop, no matter how limited the computing resource. However, our proposed approach achieves a better data drop performance than the baseline scheme by the computing quality adaption, and the ARAEUE can always guarantee the data drop no more than the bounding D max . The data drop of the ARAEUE remains at a shallow level, even though the number of vehicles gets increased from 5 to 8 with exacerbating competition for resources. Moreover, because the computing configuration level is controllable, it has relatively little effect on the computing quality loss compared with the data drop. As a result, compared with the baseline scheme, our proposed approach can reasonably address the overload issue and enhance the user experience by adjusting the computing configurations to adapt to varies radio and computing resources.
VII. CONCLUSION
In this paper, we propose an adaptive resource allocation approach in vehicular edge computing networks. It is designed to enhance the user experience by guaranteeing the latency and reliability requirements of vehicular applications while minimizing the long-term computing quality loss. Considering the limited computational resources and high-dynamic vehicular environments, we optimize TP, RR, CC, and DD in an online manner. Furthermore, we design the ARAEUE algorithm to solve it based on Lyapunov and DC programming techniques. The simulation results demonstrate that the ARAEUE can efficiently minimize the long-term computing quality loss while flexibly balancing the queueing delay performance.
