Abstract. Remote photoplethysmography (rPPG) is attractive for tracking a subject's physiological parameters without wearing a device. However, rPPG is known to be prone to body movement-induced artifacts, making it unreliable in realistic situations. Here we report a method to minimize the movement-induced artifacts. The method selects an optimal region of interest (ROI) automatically, prunes frames in which the ROI is not clearly captured (e.g., subject moves out of the view), and analyzes rPPG using an algorithm in CIELab color space, rather than the widely used RGB color space. We show that body movement primarily affects image intensity, rather than chromaticity, and separating chromaticity from intensity in CIELab color space thus helps achieve effective reduction of the movement-induced artifacts. We validate the method by performing a pilot study including 17 people with diverse skin tones.
Introduction
Photoplethysmography (PPG) 1 is an essential tool to monitor patients' vital signs in medical practice. 2 It detects the optical absorption variations of human skin associated with blood volume variations during cardiac cycles. Traditional PPG requires contact of a device to the skin, which is not suitable for monitoring patients with skin damage (burn, ulcer, and trauma), or under conditions when unconstrained movement is required. 3 Recently, remote photoplethysmography (rPPG) has been proposed for contactless monitoring of a subject's PPG using a regular camera. [4] [5] [6] This approach is particularly attractive because it allows tracking of the subject's PPG under free-living conditions, while he or she is performing daily activities, e.g., working on a computer, watching television at home, or in the workplace.
Several recent reports have shown that rPPG can be monitored under well-controlled laboratory conditions. [7] [8] [9] However, in realistic settings, e.g., in hospitals or homes, reliable rPPG is difficult due to artifacts associated with the natural and involuntary movements of the subject. 10, 11 To overcome this difficulty, various creative methods have been developed, including independent component analysis 11, 12 and principle component analysis. 13, 14 These blind source separation algorithms help to improve the quality of rPPG, but often fail to recover rPPG signal from serious movement artifacts. Another effort is to divide the face area into many small regions, and then reduce the body movement-induced artifacts on the rPPG from the entire face area by adjusting the weighting factors for different regions. 15 Since rPPG signals have different amplitudes in the three color channels of RGB color space, 16, 17 algorithms based on a combination of different color channels have been developed to reduce the movement artifacts. 16, 18 For example, Feng et al. 19 proposed an adaptive green and red difference method to remove the movement-modulated scattered light and diffuse reflection light. Haan and Jeanne 20 calculated two chrominance components from the three RGB color channels and then reconstructed the rPPG signal as a linear combination of the two components. The essence of these methods is to analyze the movement artifacts in different color channels, and then remove them via subtraction and normalization. Wang et al. 21 exploited spatial redundancy of image sensor for robust rPPG. Several groups compared rPPG signals obtained with different color models. 22, 23 Despite the extensive efforts described above, body movements remain to be a difficult challenge that prevents one from moving rPPG-tracking technologies from research labs to clinical settings. In the present work, we describe a new approach for robust rPPG. First, we examine the effects of body movement on image intensity and chromaticity and find it affects the former much more than the latter. This is because the chromaticity reflects the intrinsic optical properties of hemoglobin in blood. 24 Then we develop an rPPG algorithm in CIELab color space, 25 which naturally separates intensity (channel L*) from the chromaticity (channels a* and b*). The algorithm analyzes changes in the skin-tone associated with cardiac cycle 26 from the chromaticity channels in CIELab color space, so it can isolate the rPPG signals from motion artifacts effectively. In addition to the CIELab color space analysis, our method includes adaptive selection of region of interest (ROI) and pruning of image frames, in which the subject's face moves out of the view or is blocked by objects. We validate the method with a pilot study, including 17 subjects with various skin tones, under realistic free-living conditions.
Materials and Methods
To minimize body movement-induced artifacts in rPPG, our method first determines an optimal ROI to perform rPPG, and then tracks the ROI as the subject moves. 27 Sometimes, the subject may turn his/her head around, or even stand up and walk away. In such events, tracking of the ROI is interrupted. The method detects such events and removes the corresponding image frames so that they will not produce artifacts to rPPG. Finally, it determines rPPG with an algorithm in CIELab color space. We design experiments to validate our method. The details are described below.
Experimental Setup
To examine the effectiveness of the present method, we performed a pilot study including 17 subjects. The subjects consisted of 11 males and 6 females, with different ages (27.9 AE 2.8 years), ethnic profiles, and skin tones. This study was approved by Arizona State University's Institutional Review Board (STUDY00003940), and all the subjects were informed of potential risks and benefits and signed an informed consent.
The experiment setup is shown in Fig. 1 . Each subject was asked to sit on a chair and work on a computer naturally, such that various natural body movements occurred during the experiment. A Pike color camera (F-032C) was positioned behind the computer at about 0.8 m from the subject. During video recording, the subject's electrocardiogram (ECG) was synchronously recorded with an electric potential integrated circuit (EPIC; Plessey Semiconductors, Inc.), using a pair of electrodes attached to the left wrist and ankle of the subject, respectively. The ECG recording served as a reference to validate rPPG. The auto-white balance mode of the camera was turned off and a 10-min video for each subject was recorded under ambient light (with a regular fluorescent lamp). All videos were recorded in color (24-bit RGB with three channels ×8bits∕channel) format at 30 frames per second with resolution of 480 × 640 pixels. Each video was divided into 60 segments, with 10-s duration each. rPPG signal within a time window of 20 s (two segments) was analyzed, and the window was moved from the beginning to the end of the entire 10-min video with a step of 10 s.
Automatic Identification of Optimal ROI
The face of the subject is first detected with the Viola-Jones (VJ) face detection algorithm 28 [big rectangle in Fig. 2(a) ]. The VJ algorithm is based on Harr features and can identify multiscale faces by training a boosted cascade of classifiers. 28 The rectangular area of the face is selected and then divided into 22 × 15 smaller areas. The areas are small enough to capture major facial features (e.g., forehead, nose, mouth, and eyes), and also large enough (20 × 20 pixels each) so that the signalto-noise ratio (SNR) of the rPPG signal in each area is sufficiently high [ Fig. 2(b) ]. The forehead area provides some of the highest quality rPPG signals, followed by the cheek areas. This observation is in agreement with the literature. 17 The forehead area is a good ROI for rPPG also because it is less affected by complications associated with facial expression changes, such as talking and smiling. Furthermore, the algorithm identifies the most uniform area on the forehead, which helps minimize light distribution changes on the face due to body movements. We evaluate the uniformity by calculating the surface roughness with E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 5 2 5
where μ is the average intensity of all pixels in this area and σ is the standard deviation of the image intensity within the ROI. Note that in Eq. (1), larger r means less uniform. As shown in Fig. 2 (c), the most uniform areas are the forehead and cheek areas. A region of 120 × 80 pixels is automatically selected from the forehead as the optimal ROI for rPPG. This size of ROI is empirically determined to include most of the uniform area of the forehead.
ROI Tracking and Image Frame Pruning
As the subject moves, the optimal ROI changes. To determine rPPG with the same ROI, the ROI is tracked with the KanadeLucas-Tomasi (KLT) algorithm. 27 Some body movements are large, e.g., waving of hands in front of the face and sudden turning of head, which block the ROI or move it out of the camera view, causing failure of the ROI tracking algorithm. To mitigate this problem, the corresponding image frames are pruned with an algorithm described below.
A movement vector that describes the movement-induced changes in the ROI is calculated by tracking feature points within the ROI with the KLT algorithm. 27, 29 Using the movement vector, the location, shape, and size of the ROI are adjusted for each frame. Feature points within the ROI are detected in the first frame using the corner point detection algorithm developed by Shi and Tomasi, 30 and these feature points are then tracked frame by frame. Thresholding in the calculation 28 causes loss of some points during tracking. To minimize this error, the feature points are reinitialized for every 900 frames (corresponding to 30 s). When a large movement occurs, many of the feature points are lost. If too many feature points are lost, then tracking of the ROI becomes difficult or meaningless. In the present algorithm, image frames with loss over 30% of the feature points are pruned.
rPPG Signal Extraction in CIELab Color Space
CIELab color space is perceptually uniform, i.e., the Euclidean distance between two different colors is close to the color difference perceived by the human eye. 25 Channel L* is the luminance or lightness component, which ranges from 0 to 100. Channels a* and b* are two chromatic components, both ranging from −120 to 120. 31 To convert an image in RGB to CIELab color space, the first step is to convert it into XYZ color space according to 
where R norm , G norm , and B norm denote the three channels after normalization by (R þ G þ B). The normalization helps reduce the illumination nonuniformity. The CIELab channels are calculated by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 3 8 7
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where X n ; Y n , and Z n are the CIE XYZ tristimulus values of white color, which f is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 2 2 4 fðtÞ ¼ t 
under CIE standard illuminant D65 (developed to represent average daylight). The green (g*) channel in RGB color space is widely adopted for rPPG tracking. RGB color space is device-dependent, nonintuitive, and perceptually nonuniform, 25 and its three components are highly correlative with cross correlation coefficients of ∼0.78 (between blue and red channels), ∼0.98 (between red and green channels), and ∼0.94 (between green and blue channels). 33 In contrast, CIELab color space separates the intensity and chromaticity components. We hypothesize that the body movements affect mainly the intensity distribution over the body, and little the color of the skin. Because PPG arises from cardiac cycles, which change both the intensity and chromaticity of the skin, CIELab is then expected to be superior for robust rPPG.
To examine the above hypothesis, we simulated the human body with a mannequin with color resembling the human skin color [ Fig. 3(a) ], and human body movements by translating the mannequin (left/right and forward/backward) with amplitudes of ∼5 cm, and rotating it (left/right and upward/downward) with ∼30 deg. Because the mannequin has no cardiac cycles, the image intensity and color changes are entirely due to the movements. An ROI was selected on the forehead of the mannequin [ Fig. 3(a) ] and tracked with the KLT algorithm, and the movement-induced changes in L*, a*, and b* channels of the ROI were determined [ Fig. 3(b) ]. Figure 3(b) plots the normalized changes in L*, a*, and b* channels associated with the movements of the mannequin at 10 to 15 s and 25 to 30 s, which shows large changes in L*, but little changes in a* and b*. This observation indicates that the chromaticity channels, a* and b*, are more tolerant of the movement-induced artifacts than the intensity channel, L*. For comparison, the effects of the same movements on red, green, blue channels in RGB color space were also analyzed [ Fig. 3(c) ], which show substantial movement-induced artifacts on all three RGB color channels.
The experiment indicates that the chromaticity channels in CIELab color space are least sensitive to the body-movement artifacts. This observation may be rationalized by the following considerations. Under ambient light illumination (fixed and close-to white light), the movements can change the angle of light incident on the mannequin, and the angles of light reflected and scattered from the mannequin that enter the camera. Forward and backward translations also change the size of the mannequin image captured by the camera. However, all these changes are expected to change mostly the image intensity, rather than the color. This is because the chromaticity reflects the intrinsic optical properties of hemoglobin in blood. 24 
Results

Remote Photoplethysmography
Following the process described in Sec. 2, rPPG signals were extracted from the recorded videos for different subjects. Figure 4 is an example of rPPG in L*, a*, and b* channels of CIELab color space, showing that the rPPG signal is cleanest in a* and most noisy in L* channel. The finding for L* channel is expected because L* is most sensitive to the body movement artifacts as discussed earlier. The rPPG in b* channel (SNR ¼ 9.9) is better than that in L* channel (SNR ¼ 5.5), but not as clean as that in a* channel (SNR ¼ 21.0). We will discuss more on the mechanism in the next section. Previous studies 17 have shown that g* channel in RGB color space provides the best rPPG, so we compare a* channel rPPG with g* channel rPPG below. Figure 5 plots the rPPG signals extracted from a* and g* channels of the same video. Compared with g* rPPG in RGB color space, a* rPPG in CIELab color space shows more clearly the breathing pattern with an average time interval of ∼10 s. Close inspection of the rPPG signals in g* and a* of the same time interval shows that the heartbeat signals in a* is far cleaner than those in g*. The large fluctuations in g* rPPG were due to head movements of the subject. The same head movements had little effect on a* rPPG. This comparison indicates that rPPG in CIELab space is more robust to the subject body movement than that in RGB color space.
To further compare and quantify the performance of rPPG analysis in CIELab and RGB color spaces, we determine heart rate (HR) correlation with the gold standard ECG, SNR, and error of peak-to-peak (P-P) interval. We describe each of them below.
Heart Rate Evaluation
HR is one of the most important physiological parameters. We validate the accuracy of the present method for tracking HR by comparing the results with those by ECG, the gold standard reference for HR tracking. The heart beating cycles were determined from the oscillatory peaks in rPPG within each time window of 20 s. Figures 6(a) and 6(b) show the correlation between HR detected by g* channel in RGB color space and a* channel in CIELab color space with the reference ECG signal, respectively. The correlation plot for g* channel rPPG has a slope of 0.74 with the Pearson value (r) of 0.79. In contrast, the correlation plot for a* channel rPPG has a slope of 0.94 with r ¼ 0.97, which is much better than the rPPG signals in RGB color space. 
Signal-to-Noise Ratio Evaluation
We evaluated the SNR of the rPPG signals obtained in RGB and CIELab color spaces, using the following definition for SNR: 20 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 5 5 7 SNR ¼ 10log 10
whereŜðfÞ is the spectrum of the pulse signal (f is the frequency) within 0.7 and 4 Hz, U t ðfÞ is a binary template window, which is 1 within two frequency windows, one window is around the fundamental frequency (
, and the other is around the first harmonics [(2f HR − 0.2, 2f HR þ 0.
2)], and 0 outside of the two frequency windows. As shown in Fig. 7 , the average SNR of all the subjects calculated from a* rPPG is 12, which is 10 times higher than that calculated from g* rPPG. Results of two-tailed student's t test (p < 0.001) show that the difference between the SNRs for the rPPG signals from CIELab and RGB color space is statistically significant. It indicates that the rPPG signal from CIELab color space is much better than that from RGB color space.
Peak-to-Peak Interval Evaluation
P-P interval is another metric to evaluate the performance of the CIELab color space method. It detects the time interval between two peaks, which is widely used to evaluate HR variability. 7 In principle, one could also analyze the foot of each rPPG cycle. We used the peak instead of the foot to evaluate the quality of rPPG because of the following considerations. First, the P-P interval measures the temporal duration of each heart beat cycle similar to R wave-to-R wave (R-R) interval in ECG. Second, the peak is better defined than the foot, which can thus be more accurately detected. The P-P interval sequence was aligned with the simultaneously recorded R-R interval sequence in ECG. Figure 8 shows a typical example of P-P interval sequence calculated from g* rPPG and a* rPPG, and comparison of them with that from the simultaneously recorded ECG. Compared with g* rPPG, the P-P interval sequence from a* rPPG matches that from ECG much better. The average error between a* rPPG and ECG for all the subjects is 41.4 ms, while the average error between g* rPPG and ECG is 95.9 ms. Based on the results of the two-tailed student's t test (p < 0.001), the observed difference in the errors is statistically significant. It indicates that the rPPG signal from CIELab color space can reflect the heartbeat interval more accurately than that from RGB color space.
Discussion
Although both a* and b* channels are chromatic channels, a* channel performs better than b* channel for rPPG extraction, as shown in Fig. 4 . A possible explanation of the observation is that blue in b* has a small skin penetration depth, which makes it less sensitive for rPPG detection. 34 b* also contains yellow, which can penetrate human skin deeper than blue, but not as deep as red in a*. Also, an RGB color camera cannot directly detect yellow, and it represents yellow using a combination of red and green. 35 For these reasons, b* channel is not as good as a* channel for optimal rPPG detection.
We presented a CIELab-based method to remove subject movement-induced artifacts, and validated the findings with a pilot study, including 17 subjects under ambient conditions (with a regular fluorescent lamp). When converting the image to CIELab color space, CIE standard illuminant D65 was assumed. Although D65 is designed to simulate average daylight, which is expected to be a good approximation of ambient light in most cases, use of other less popular light sources (e.g., different colors) may change the conclusion, which requires further studies. Finally, we point out that the CIELab color Fig. 6 Linear correlations between HR detected with (a) g* rPPG (RGB space) and ECG and (b) a* rPPG (CIELab space) and ECG. Fig. 7 Comparison of average SNRs of all the subjects for rPPG signals obtained in a* (CIELab) and g* (RGB) channels. space-based method may be combined with other signal denoising methods, e.g., the wavelet denoising method 36 and adaptive filter, 19 to further improve its performance. Further studies should also include more subjects under various illumination conditions.
Conclusions
We have developed a method to achieve robust tracking of rPPG under realistic conditions, which allows the subject to work naturally on a computer with minimal restrictions to his/her movement. We have studied how the body movements affected the optical images, and found that they mainly affected the image intensity (rather than color). This finding leads us to propose a new rPPG method in CIELab color space, which separates the intensity (L* channel) from the chromaticity (a* and b* channels). Our method further included automatic selection of an optimal ROI on the subject face, and pruning of frames in which the ROI is not clearly captured. We have validated the method with 17 subjects, compared the results with the RGB color space analysis, and evaluated the performance using HR correlation with the gold standard ECG, SNR, and error of P-P interval. The pilot study shows that rPPG signals obtained with the present method are less prone to body movements, and thus provide more robust cardiac and breathing pattern measurements.
