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We investigate the spin-2 chain model corresponding to the small hopping limit of the spin-
2 Bose-Hubbard model using density-matrix-renormalization-group and time-evolution techniques.
We calculate both static correlation functions and the dynamic structure factor. The dynamic
structure factor in the dimerized phase differs significantly between parameters near the SU(5)-
symmetric point and those deeper in the phase where the dimerization is strong. In the former case,
most of the spectral weight is concentrated in a single excitation line, while in the latter case, a broad
excitation continuum shows up. For the trimerized phase, we find gapless excitations at momenta
k = ±2pi/3 in agreement with previous results, although the visibility of these excitations in the
dynamic spin response depends strongly on the specific parameters. We also consider parameters for
23Na and 87Rb atoms in optical lattices which are expected to realize the dimerized and trimerized
phases, respectively.
Introduction.—After the realization of the Bose-Hubbard
model and its superfluid-Mott insulator transition [1],
there have been many proposals to extend experiments
with optical lattices to other systems [2, 3]. One ap-
proach is to make use of the hyperfine spin of alkali atoms
to add a spin-1 or spin-2 degree of freedom to the parti-
cles [4, 5], as has already been done in experiments with
Bose-Einstein condensates [6, 7]. Such systems are ex-
pected to be described by generalizations of the Bose-
Hubbard model with additional spin-dependent interac-
tions. These interactions could give reason to much richer
phase diagrams, which makes the models interesting also
from a theoretical point of view [8, 9].
The Mott insulating phases in a deep optical lattice
can be studied more easily in effective models of local-
ized spins [10]. Here, we are interested in the spin-2 chain
corresponding to spin-2 bosons in a one-dimensional lat-
tice at unit filling. In a mean-field approximation this
model realizes ferromagnetic, nematic and cyclic phases
that each break the spin-rotation symmetry in a different
way [9, 11]. However, a more reliable density-matrix-
renormalization-group (DMRG) study showed that in
one-dimension the nematic and cyclic phases are re-
placed, respectively, by dimerized and trimerized phases
conserving the spin-rotation symmetry [12]. This is in
agreement with the Mermin-Wagner theorem which for-
bids the spontaneous breaking of the continuous spin-
rotation symmetry in the case of nematic or cyclic order.
While the phase diagram has been established, the
static and dynamic properties of the spin-2 chain are
much less explored, also in comparison with its spin-1
counterpart. Especially the dynamic response should be
of interest in case the model could be realized experi-
mentally. For this reason, the primary objective of this
paper is to calculate the dynamic spin structure factor,
which gives valuable insight into the excitation spectrum
of this system, and should be accessible in future exper-
iments [13]. We restrict ourselves to the dimerized and
trimerized phases specific to one dimension.
Model and method.—The effective spin-2 chain describ-
ing the small-hopping limit of the spin-2 Bose-Hubbard
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FIG. 1. Schematic phase diagram of the model (1) as a
ternary plot of the variables (0, 2, 4)/(0 + 2 + 4) [12].
The circles labeled by (a)-(f) indicate the model-parameter
values used in the corresponding panels of Fig. 4.
model is defined by
Hˆ =
∑
j
∑
n=0,2,4
nPˆ
n
j,j+1 , (1)
where Pˆnj,j+1 is the projection operator onto the subspace
of states with total spin n between sites j and j + 1.
We assume n < 0 since other parameter regions are
not accessible with spin-2 bosons. The phase diagram
obtained in Ref. [12] can be summarized as follows (cf.,
Fig. 1): If the term proportional to 0 is dominant, the
system is in a spontaneously dimerized gapped phase.
The 2 term instead favors a gapless phase which has
a trimerized ground state for finite systems. Lastly, a
sufficiently large 4 term leads to ferromagnetic order.
Most promising candidates for realizing the dimerized,
trimerized and ferromagnetic phases are 23Na, 87Rb and
83Rb, respectively.
A dimerized phase also occurs in the model describing
spin-1 bosons, the spin-1 bilinear-biquadratic chain [14].
It has long been debated for this model whether there
ar
X
iv
:1
90
5.
06
58
7v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 16
 M
ay
 20
19
2is a direct transition to the ferromagnet or an interme-
diate disordered nematic phase exists [15–17]. Recent
numerical calculations indicate the absence of a nematic
phase but find a very small dimerization near the tran-
sition [18]. Here, we take a similar view for the spin-2
model, although the distinction between a weakly dimer-
ized phase and a uniform nematic phase is difficult to
detect numerically. The gapless trimerized phase does
not occur in spin-1 bosons but resembles the gapless
phase in a different parameter region of the bilinear-
biquadratic chain. It was shown numerically to be de-
scribed by the SU(3)1 Wess-Zumino-Witten field theory
with central charge c = 2 [19]. In the same work, exact-
diagonalization spectra were provided which exhibit min-
ima at k = ±2pi/3. The excitations at these momenta are
expected to become gapless in the thermodynamic limit,
which can serve as a signature of the phase in the dy-
namic spin response.
At the point 0 = 2 = 4, where the three phases meet,
the symmetry of the Hamiltonian (1) becomes SU(5) and
the ground state is highly degenerate [9]. The degener-
acy is lifted, however, when moving into the dimerized or
the trimerized phase. Only a twofold degeneracy due to
the broken translation symmetry remains in the dimer-
ized phase. In the spinful Bose-Hubbard model, from
which the effective Hamiltonian (1) is derived, the SU(5)-
symmetric point corresponds to the absence of any spin-
dependent interactions.
To study the model (1) numerically, we employ the in-
finite DMRG (iDMRG) that works directly in the ther-
modynamic limit and approximates the ground state by
an infinite matrix-product state (iMPS) [20–22]. The
iMPS ansatz is well suited to describe gapped ground
states but cannot capture the power-law decay of corre-
lations in critical phases. Nevertheless, even for gapless
states the correlation functions are typically correctly re-
produced up to a finite distance, that increases with the
bond dimension of the iMPS.
Static correlation functions can be calculated directly
from the iMPS ground state. To obtain the dynamic
structure factors, we use the iMPS as input for a time-
evolving-block-decimation simulation [23] with infinite
boundary conditions [24]. We spread the time evolution
to two separate states in order to reach longer times and
thereby a better resolution in frequency space [25, 26].
Furthermore, we use linear prediction to extrapolate
the calculated dynamic correlation functions to longer
times [27]. This can be done reliably, if the spectrum
consists of a small number of sharp excitation peaks.
Static correlations.—Figure 2 shows the iDMRG results
for the static spin-spin correlation function
Kzz(r) = 〈Sˆzj+rSˆzj 〉 , (2)
and for the quadrupolar correlation function
Qzz(r) = 〈[(Sˆzj+r)2 − 2][(Sˆzj )2 − 2]〉 , (3)
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FIG. 2. Spin-spin (a) and quadrupolar (b) correlation func-
tions in the dimerized phase calculated with bond dimensions
up to χ = 4000. The insets display the same results using
a semi-logarithmic representation. In (c), the dimerization
order parameter OD is shown as a function of 2/0.
in the dimerized phase [see Fig. 2(b)]. For simplicity, we
consider only points on the line 2 = 4. Since the phase
is gapped, the correlations fall off exponentially at long
distances. Near the SU(5) point 2/0 = 1, however, the
correlation length is quite large, as can be seen in the
quadrupolar correlations Qzz(r). Both functions Kzz(r)
and Qzz(r) are more or less smooth for 2/0 . 1 but de-
velop a period-2 structure when 2/0 is decreased. This
is indicative of a dimerization, which can also be mea-
sured by a local order parameter
OD = |〈hˆj − hˆj+1〉|/|〈hˆj + hˆj+1〉| , (4)
where hˆj =
∑
n=0,2,4 nPˆ
n
j,j+1 is the nearest-neighbor
term in the Hamiltonian acting on the sites j and j+1 [see
Fig. 2(c)]. We find that OD is almost zero for 2/0 & 0.7
but quickly increases for smaller values. Similar behavior
of the order parameter OD and dominance of quadrupo-
lar correlations have also been observed in the spin-1
bilinear-biquadratic chain near the transition between
ferromagnet and dimerized phase [17, 18].
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FIG. 3. Spin-spin correlation function in the trimerized phase.
The inset uses a log-log scale for the same data.
Results for the trimerized phase are displayed in Fig. 3.
Here, we choose 0 = 4 and analyze the dependence on
0 ≤ 0/2 < 1. The spin-spin correlations again fall off
smoothly near the SU(5) point but now show a period-3
structure deeper in the phase. In contrast to the dimer-
ized phase, the correlations decrease with a power-law,
as can be seen in the inset of Fig. 3. Note that the
quadrupolar correlation functions do not decrease notice-
ably slower than the spin-spin correlations (not shown).
The DMRG implementation explicitly enforces the
U(1) symmetry of Sz-conservation but not the full SU(2)
symmetry of spin rotations. Nevertheless, the ground
state approximation fulfills the spin-rotation symmetry
to high accuracy in the dimerized phase. In the gap-
less trimerized phase, the iDMRG converges to a state
with broken spin symmetry. However, the dipolar and
quadrupolar order parameters vanish, i.e., 〈Sˆαj 〉 = 0,
〈Qˆα,βj 〉 = 0, where Qˆα,βj = Sˆαj Sˆβj +Sˆβj Sˆαj −4. The symme-
try breaking shows up only in higher powers of the spin
operators, e.g. 〈(Sˆzj )3〉 6= 〈(Sˆxj )3〉. This is likely related
to the fact that the trimerized phase replaces the cyclic
phase in higher dimensions, where the spin-rotation sym-
metry breaks without dipolar and quadrupolar order oc-
curing [9, 28]. These discrepancies become smaller in-
creasing the bond dimension χ, and are expected to van-
ish for χ → ∞. Since we are mainly interested in the
dynamic spin-spin correlations, the artificial symmetry
breaking should not be problematic.
Dynamic spin structure factor.—The dynamic spin struc-
ture factor for a periodic chain with N sites is defined by
S(k, ω) =
∑
n6=0
|〈n|S˜zk |0〉|2δ(ω − (En − E0)) , (5)
where S˜zk = (1/
√
N)
∑
j e
ikjSˆzj , and E0 (En) is the en-
ergy of the ground state (nth excited state). Since the
Hamiltonian conserves the spin-rotation symmetry, it is
not necessary to consider the other spin components sep-
arately. In our numerical calculations, we consider the
dimerized (2 = 4) trimerized (0 = 4)
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FIG. 4. Dynamic structure factor in the dimerized [(a)-(c)]
and trimerized phases [(d)-(f)]. The parameters used are indi-
cated in the phase diagram of Fig. 1. In panel (c), the exact
onset of the excitation continuum is marked by the dashed
line. The energy unit is 0 for the dimerized and 2 for the
trimerized phase. All spectral functions are convolved with a
Gaussian function with σ = 0.075.
thermodynamic limit N →∞.
At the SU(5)-symmetric point 0 = 2 = 4, the Hamil-
tonian can be written as Hˆ = (0/2)
∑
j(1 + Pˆj,j+1),
where Pˆj,j+1 exchanges the states of sites j and j + 1.
The elementary excitations therefore have the dispersion
ω(k)/|0| = 1− cos(k) . (6)
In the following we will analyze how the dynamic spin
response changes when moving away from this point into
either the dimerized or the trimerized phase, again con-
centrating on parameters 2 = 4 and 0 = 4.
Let us begin by discussing the dimerized phase. It is
reasonable to assume that the dynamic structure factor
close to the SU(5) point shows a dispersion similar to
Eq. (6). On the other hand, the excitation spectrum at
the point 2 = 4 = 0 is known exactly, and it differs
significantly from the one at the SU(5) point. In partic-
ular, it is built from pairs of excitations, which lead to a
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FIG. 5. Dynamic structure factor for parameters
calculated using the scattering lengths of Ref. [30],
namely (0, 2, 4)/(0 + 2 + 4) ≈ (0.43, 0.33, 0.24) and
(0.36, 0.34, 0.30 for 23Na and 87Rb, respectively. Energy units
and Gaussian broadening are as in Fig. 4.
continuum in S(k, ω). Their dispersion is given by [29]
ω(k)/|0| =
√
A+B sin2(k) , (7)
where A ≈ 0.290 and B ≈ 9.725. Our iDMRG results
indicate that the ground state for 2 = 0 is strongly
dimerized, nearly consisting of fully decoupled pairs of
nearest-neighbor singlets. In fact, the exact disper-
sion (7) roughly agrees with a simple estimate based on
a decoupled site moving as a domain wall through such
a fully dimerized state.
Determining numerically the dynamic structure factor
S(k, ω), we can demonstrate how the excitation spec-
trum changes between the two limits [Fig. 4(a)-(c)]. Near
the SU(5) point, up to at least 2/0 = 2/3, the dy-
namic structure factor S(k, ω) is indeed dominated by a
single excitation line, although a broad continuum be-
low it is also visible. The dispersion becomes linear at
small momenta but otherwise stays qualitatively simi-
lar to the cosine form of Eq. (6). For spin 1, a gener-
alized spin-wave analysis around a nematically ordered
mean field state with 〈(Sˆzj )2〉 = 0 gives a dispersion
ω(k) ∝
√
[1− cos(k)]2 +A sin2(k), where A is a con-
stant [31, 32]. This agrees well with our numerical re-
sults for the spin-2 case when fitting to the peak position
as a function of k, even though the ground state is not
nematically ordered.
Going to smaller values of 2/0, the dynamic response
changes more significantly. The energy gap becomes no-
ticeably larger and the spectral weight gets spread over
a wide excitation continuum, particularly for |k| > pi/2.
The onset of the continuum in the limit 2 = 0 is in excel-
lent agreement with the exact dispersion (7). Comparing
with Fig. 2, we find that the change in S(k, ω) coincides
with an increase in the dimerization strength OD.
Let us now discuss the dynamic structure factor in the
trimerized phase [Fig. 4(d)-(f)]. According to a previ-
ous analysis this phase is characterized by gapless exci-
tations with spin S = 0, 1, 2 at momenta k = ±2pi/3 [19].
Numerically, we find that for 0/2 = 2/3, the spectral
weight is still concentrated in a single line with a dis-
persion similar to that found in the dimerized phase.
Further away from the SU(5) point, for 0/2 = 2/3,
a continuum of excitations appears at lower energies. In
particular, the gap closes at k = 2pi/3 as anticipated in
Ref. [19]. Moving towards the limit 0 = 0, the response
at k = 2pi/3 becomes more pronounced.
The parameters describing an optical lattice system
will depend on the scattering lengths of the particles.
With the values given in Ref. [30], one expects that 23Na
atoms develop a dimerized and 87Rb atoms a trimerized
state [12]. For the 23Na parameters [Fig. 5(a)], the dy-
namic structure factor S(k, ω) seems to exhibit signatures
of both the weak and the strong dimerization limit, i.e.,
there is a clear excitation line but also significant spec-
tral weight in the continuum below it. In agreement with
this, the dimerization order parameter takes an interme-
diate value OD ≈ 0.14. For 87Rb [Fig. 5(b)], we do not
see the low energy excitations at k = 2pi/3 characteristic
for the trimerized phase. Instead, the dynamic struc-
ture factor resembles that at the SU(5)-symmetric point
with dispersion (6). Perhaps this is not surprising since,
as shown in Fig. 1, the 87Rb parameters lie close to the
SU(5) point.
Conclusion.—We have used time-dependent matrix-
product-state techniques to study the dynamic struc-
ture factor of a spin-2 chain describing spinful bosons
in optical lattices. The spectra in the dimerized and the
trimerized phases are known to be qualitatively differ-
ent. While the dimerized phase is gapped, the trimerized
one has gapless excitations at momenta k = ±2pi/3. In
the dynamic spin structure factor, however, these dif-
ferences become apparent only deeper into the respec-
tive phases. Near the SU(5) point, where dimerized,
trimerized and ferromagnetic phases meet, the observed
spectra are quite similar, with a single dominant excita-
tion line and, in the dimerized phase, only a very small
gap. As parameters further away from this point corre-
spond to relatively strong spin-dependent interactions in
the underlying spin-2 Bose-Hubbard model, they may be
difficult to realize experimentally. Using the scattering
lengths of Ref. [30], we have carried out simulations for
87Rb and 23Na. The dynamic structure factor for 87Rb
indeed shows only a single branch with a dispersion simi-
lar to the one at the SU(5) point. For 23Na, on the other
hand, a broad continuum of excitations is visible.
So far we have considered only systems at zero tem-
perature in the limit of a deep lattice. In a real exper-
iment, however, temperature and hopping will be finite
and it would be interesting to see how this affects the
system’s properties. While it is possible to do this with
matrix-product-state techniques, the required computa-
tional effort would be significantly higher than in the
present work.
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