Summary. We analyze a random walk on the orthogonal group SO(N) given by repeatedly rotating by a xed angle through randomly chosen planes of R N . We derive estimates of the rate at which this random walk will converge to Haar measure on SO(N), using character theory and the Upper Bound Lemma of Diaconis and Shashahani. In some cases we are able to establish the existence of a \cut-o phenomenon" for the random walk. This is the rst interesting such result on a non-nite group.
Introduction.
When studying convergence to a stationary distribution, Markov chain theory has traditionally concerned itself with asymptotic issues, including the asymptotic exponential rate of convergence. More recently, non-asymptotic convergence rates have become a topic of interest. The question becomes, given a Markov chain and an initial distribution, how many iterations are required before the chain is \close" to its stationary distribution? This question has been motivated by such diverse areas as card shu ing (\How many times do you have to shu e a deck of cards to make it random?"; see D] for background) and stochastic algorithms ("How long do you have to run the algorithm until the answers are satisfactory?"; see e.g. GS] and R]). In each case, it is desired to know how long a Markov chain should be run until it has converged to the desired stationary distribution.
The study of non-asymptotic convergence rates often yields interesting results. The best known of these is the \cut-o phenomonon" of Diaconis and Shashahani DS1] (see also AD] and D]) in which the variation distance to stationarity decreases sharply from 1 to 0 over a relatively short length of time. This phenomenon has been observed in a number of random walks on nite groups, using such techniques as Coupling, Strong Stopping Times, and Fourier Analysis. See Diaconis D] for an excellent, extensive survey of known examples and methods. See Hildebrand H] for some recent results.
On a compact Lie group, many random walks converge in total variation distance to (normalized) Haar measure. Again, one may ask how quickly the convergence occurs. The nite-group methods mentioned above would appear to be applicable to compact groups. In this paper, we present an analysis of a process of \random rotations" on the group SO(N) of real, orthogonal, N N matrices with unit determinant. Roughly, this process involves repeatedly picking a \random plane" in R N , and rotating the (N ?1)-sphere S N?1 in that plane through an angle . Here is a xed, pre-chosen angle of rotation. We show that 1 2(1?cos ) N log N such random rotations are necessary to get close to Haar measure in total variation distance, to rst order in N. We further show that in the case when is 180 degrees, 1 4 N log N rotations are also su cient. This allows us to conclude a cut-o phenomenon in this case; this is the rst interesting such result on a non-nite group.
The method employed in proving these results is again Fourier Analysis. The necessity of doing 1 2(1?cos ) N log N rotations is proved using the standard technique of showing that if fewer rotations are done, then a certain character of SO(N) will have large expectation value, while it should have expectation value 1 under Haar measure. Calculation of variances, and an appeal to Chebychev's Inequality, then show that the variation distance to Haar measure is large. The su ciency of doing 1 4 N log N rotations when is 180 degrees is proved using the \Upper Bound Lemma" of Diaconis and Shashahani (see DS1] , DS2] , D]). This involves summing the squares of the expected values of all of the irreducible characters of SO(N), and showing that this sum is small. To do this, a careful description of the irreducible characters of SO(N) (evaluated at certain group elements) is required. This is developed in Section 3 by means of the Weyl Character Formula.
This paper is organized as follows. Section 2 provides precise de nitions of the process being studied, as well as a precise statement of the results obtained. Section 3 describes the irreducible characters of SO(N) in su cient detail to be able to apply the Upper Bound Lemma. Section 4 discusses Fourier analysis. It describes the Upper Bound Lemma of Diaconis and Shashahani, and includes a proof for the case of conjugate-invariant measures on a compact Lie group (the case at hand). Section 5 proves the necessity of doing 1 2(1?cos ) N log N rotations, by considering the expectation values of a particular character (namely, the ordinary trace). Section 6 applies the Upper Bound Lemma to prove the su ciency of doing 1 4 N log N rotations when is 180 degrees.
De nitions and Results.
Fix a non-zero angle . Let where I N?2 is the (N?2) (N?2) identity matrix. We de ne the following random process on SO(N). Let X 0 be the N N identity matrix. At each step k 1, choose at random an element B k of SO(N) in the conjugacy class of R , and set X k = B k X k?1 .
(Here \at random" means according to the unique probability measure concentrated on the conjugacy class of R which is invariant under conjugation by SO(N). Equivalently, we may set B k = C ?1 k R C k , where C k is an element of SO(N) chosen at random according to Haar measure.) Note that the process is equivalent to acting on the (N?1)-sphere S N?1 by means of rotating it, at each step, by an angle through a random two-dimensional subspace of R N .
If we write Q k for the probability measure on SO(N) for the random variable X k (and suppress the dependence on and N), we have that Q 0 is the measure concentrated at the identity matrix, that Q 1 is the measure which is uniformly concentrated on the conjugacy class of R , and that for each k, Q k is the convolution of Q 1 with Q k?1 :
for each measureable set A SO(N). This convolution de nes a measure on the Borel subsets of SO(N) { see Hewitt and Ross HR] Remark: Roughly speaking, Theorem 2-1 states that we need to do at least 1 2(1?cos ) N log N random rotations through an angle before we can possibly get close to Haar measure, while Theorem 2-2 states that 1 4 N log N random rotations through an angle of 180 degrees is approximately enough to get close to Haar measure.
The representation theory needed to prove the above two theorems is developed in the next two sections. Theorem 2-1 is proved in Section 5, and Theorem 2-2 is proved in Section 6.
Character Theory of SO(N).
We present here the required character values of SO(N). For each irreducible character, we require only its dimension and its value at the matrix R de ned above. We quote without proof the Weyl Character Formula for compact Lie groups, as applied to SO(N).
The Weyl Character Formula for SO(N).
(A) Let N = 2n + 1 be odd. Then the irreducible characters of SO(N) can be indexed by n \half-integers" a 1 ; a 2 ; : : : ; a n such that for each j, a j ? 1 2 is an integer, a j+1 a j +1, and a 1 Remarks: In the above expressions, the sums in the numerators are over all in the permutation group S n , and over n di erent choices of +1 or ?1 (except that when N is even, we must choose an even number of ?1). Thus, the sums are over 2 n n! (or 2 n?1 n!) di erent terms. These sums correspond to summing over the \Weyl group" of SO(N). The products in the denominators correspond to products over the \positive roots" of SO(N). The values a 1 ; : : : ; a n are related to the \highest weights". The interested reader is refered to Adams's book Ad] for background; see especially his Propositions 6.16 and 6.17 and Lemma 5.58.
The Weyl Character Formula expresses the irreducible characters of SO(N), evaluated on elements of the \maximal torus" of SO(N), as a quotient of two functions of the arguments x 1 ; : : : ; x n . The functions vanish to high order as the x j approach 0, which is where we need to evaluate them. However, since the characters themselves are continuous functions on SO(N), we may evaluate the quotient at these singular points by taking limits. The rest of this Section is devoted to evaluating these limits; the results are given in Proposition 3-1 below.
To evaluate the dimensions of the characters, we must evaluate the characters themselves at the identity matrix, i.e. when all the x j are 0. We do this as follows, say for SO(2n+1). We set x j = b j t for each j, where b > 1 is some xed number, and t is a non-zero real number. We then let t ! 0. Thus, writing dã for the dimension of the character indexed byã = (a 1 ; : : : ; a n ), we have dã = lim Since t ! 0, we need only evaluate the numerator and denominator to lowest order in t.
It is easily computed that the denominator is ! n 2 are those in which each factor q b q a (q) occurs an odd number of times. Furthermore, any term in which two such factors occur exactly the same number of times cancels out when we sum over . This means that the only surviving terms are those in which one such factor occurs exactly once, another exactly three times, : : :, and one exactly 2n ? 1 times.
This argument also shows that the coe cient of t p in the numerator is 0 for p < n 2 . Hence, to lowest order in t, the numerator is where we have introduced a second sum over S n to take into account the di erent ways in which the powers 1; 3; : : : ; 2n ? 1 can be distributed over the factors q b q a (q) , and where ? n 2 1 3 ::: 2n?1 is the appropriate multinomial coe cient. In this last equation, each q is raised to an even power, and hence the sum over the m is now a sum of 2 n identical terms. Hence, to lowest order in t, the numerator is Indeed, all terms occuring in the rst expression occur in the second. There are some extra terms in the second expression, corresponding to two or more of the a q being raised to the same power, but these terms precisely cancel out.
The computation of the dimensions of the representations for even N is very similar. The main point of departure is that while above, each term ? q b q a (q) had to be raised to an odd power in a surviving term of the sum over the m , in the even N case we only require that either each q be raised to an odd power, or that each q be raised to an even power. The lowest-order term in t in the numerator arises when one term In addition to the dimensions, we also require the values of the characters at the conjugacy class of the matrix R de ned above. This corresponds to letting each x q approach 0 with the exception of x 1 , which we will eventually set to =2 . The computation is somewhat similar to the above dimensions computations, but there are some di erences. We proceed as follows, say for SO(2n + 1). We set x j = b j t, for 2 j n, where again b > 1 and t ! 0. In the Weyl Character Formula, to lowest order in t the denominator is (?1) n?1 (2i sin( x 1 )) 2n?1 (2 it) (n?1) We leave the veri cation to the reader.
The computation of cã for N = 2n is similar, with the points of departure from the above being similar to those for dã. One di erence is that while for N = 2n + 1, we could factor out in the numerator an expression of the form exp(2 ia (1) x 1 ) ? exp(?2 ia (1) x 1 ) = 2i sin(2 a (1) x 1 ) ;
for N = 2n we want to factor out an expression of the form exp(2 ia (1) x 1 ) + exp(?2 ia (1) x 1 ) = 2 cos(2 a (1) x 1 ) :
This last factorization cannot be done directly because the condition Q j j = 1 is a ected, but this does not a ect the result provided n > 1. We leave the details to the reader.
We summarize the results here (writing for 2 x 1 ).
Proposition 3-1. Let dã and cã be, respectively, the dimension and the value at the matrix R de ned above, of the irreducible representation of SO(N) corresponding to the indexã = (a 1 ; : : : ; a n ). Then for N = 2n + 1, dã To make these characters more concrete, we mention the following. For N = 2n + 1, the smallest possible values ofã are a 1 = 1 2 ; a 2 = 3 2 ; : : : ; a n = n ? 1 2 . This corresponds to the trivial representation of SO(N), and so both dã and cã are 1. The next lowest values of a are when we change a n to n+ 1 2 and leave the other a j the same. This corresponds to the natural representation of SO(N) (i.e. the representation in which each element of SO(N) is sent to itself as a matrix), and so dã = N and cã = (N ? 2) + 2 cos( ). Similarly, for N = 2n, the trivial representation corresponds to setting a 1 = 0; a 2 = 1; : : : ; a n = n ? 1, and the natural representation corresponds to changing a n to n and leaving the other a j the same.
Fourier Analysis and the Upper Bound Lemma.
Let G be a compact Lie group with irreducible representations 1 ; 2 ; : : :, and corresponding characters 1 ; 2 ; : : :. Recall that these characters are orthonormal with respect to the inner product
where is normalized Haar measure. Given a nite measure on G, the Fourier transform of is de ned by
and the Fourier coe cients by
(This terminology may not be completely standard.) It is easily veri ed that
i.e. that Fourier transforms change convolutions into ordinary matrix products. Now, if is conjugate-invariant (in the sense that (g ?1 Ag) = (A) for all g 2 G and all measurable A G), then it is easily veri ed that b ( j ) commutes with j (g) for all g 2 G, so that Schur's Lemma implies b ( j ) is a scalar multiple of the identity matrix. In this case, the scalar is easily seen (by taking traces) to be trace(b ( j )) dim( j ) , so
dim( j ) I ; where I is the appropriately sized identity matrix. Hence,
In particular, for the measures Q k de ned on SO(N) in Section 2, with ã the representation corresponding to the indexã, with cã and dã as in Proposition 3-1, and using equation (2-1),
and so
We require the following standard result from harmonic analysis.
Lemma 4-1 (Fourier Inversion Theorem). Let As an illustration of a use of this Lemma, we have Remark 4-2. Let g 2 G, with G an (in nite) compact Lie group. Then P j j j (g)j 2 is in nite, and so P j j j (g)j is in nite.
Proof. Let be the unique conjugate-invariant Borel probability measure on G which is concentrated on the conjugacy class of g. Then b ( j ) = j (g). If P j j j (g)j 2 were nite, the measure would be absolutely continuous with respect to Haar measure, which is clearly false since the conjugacy class of g has -measure 1 but Haar-measure 0.
The following Lemma was developed and used extensively by Diaconis and Shashahani (see DS1], DS2], D]). We include a statement and proof here for the case of a conjugateinvariant measure on a compact Lie group. where the inequality is Cauchy-Schwarz, and the nal equality uses the fact that the irreducible characters form an orthonormal basis for the L 2 class functions on G.
Remark. If 1 is the character corresponding to the trivial representation, then`1 = 1, so the Upper Bound Lemma can be written k ? k 2 1 4 P j6 =1 j`jj 2 :
We shall apply the Upper Bound Lemma to the problem at hand in Section 6.
5. Proof of Theorem 2-1.
We x N 5 (smaller N can be easily handled by modifying the constant as necessary). We let 1 be the irreducible character of SO(N) corresponding to the natural representation (see the end of Section 2). We shall compute the expectation and variance of 1 under the measures and Q k (with k = 1 2(1?cos ) (N log N ? cN) ). We -dimensional subspace M + N consisting of the symmetric matrices with trace 0. We claim that each of these subspaces is irreducible under 1 1 . Indeed, it is obvious that the action of 1 1 on M 0 N is the trivial representation. It is a well-known fact that M ? N is invariant, and in fact the action of 1 1 on M ?
N is isomorphic to the representation corresponding to the indexã ? given by a 1 = 1 2 ; a 2 = 3 2 ; : : : ; a n?2 = n ? 5 2 ; a n?1 = n ? 1 2 ; a n = n + 1 2 for N = 2n+1, and given by a 1 = 0; a 2 = 1; : : : ; a n?2 = n?3; a n?1 = n?1; a n = n for N = 2n. We further claim that the action of 1 1 on M + N is isomorphic to the representation corresponding to the indexã + given by a 1 = 1 2 ; a 2 = 3 2 ; : : : ; a n?2 = n ? 5 2 ; a n?1 = n ? 3 2 ; a n = n+ 3 2 for N = 2n+1, and given by a 1 = 0; a 2 = 1; : : : ; a n?2 = n?3; a n?1 = n?2; a n = n+1 for N = 2n. Indeed, the dimensions are equal, so it is enough to show that M + N contains the approprate \highest weight". We conclude that Remarks.
1. We have been a bit sloppy with the constants above. The key point, however, is that for large N, the variance of 1 under the measure Q k is not much larger than 1. 2. It is a fact that in many of the examples studied, including those on nite groups, the variance as above is small; see Diaconis D] .
It is an open problem to explain why this is so.
6. Proof of Theorem 2-2.
We have from the Upper Bound Lemma (Lemma 4-3) and equation (4- The key computational fact we shall require is the following.
Proposition 6-1. There is a constant K such that for su ciently large n, and for any allowable indexã = (a 1 ; : : : ; a n ) with a n < (1?q j ) is analytic in q for jqj < 1, so the power series makes sense.) Hence X a (a n <8n) d 2 a r 2k a ? 1 2q = 2K 2 e ?2c=8 :
This is almost exactly what we need; once Proposition 6-1 is proved, we need only worry about thoseã with a n > 8n. That is done at the end of this Section. To prove Proposition 6-1, we make use of the following lemmas.
Lemma 6-2. Let d(T) stand for the dimension of the character corresponding to the index in which a j = j ? 1 2 for 1 j n ? 1, and in which a n = T. Then
Proof. This is a straightforward computation. If we change a n from T to T + 1, the only factors of dã which are a ected are those of the form a n n?1 Y s=1 ? a 2 n ? a 2 s = a n n?1 Y s=1 (a n ? a s )
(a n + a s ) :
Each of these two products is a \collapsing product" which can easily be evaluated.
Lemma 6-3. Choose any`with 0 ` n ? 1. Letã = (a 1 ; : : : ; a n ) be any allowable index with a j = T + n ? j, for`+ 1 j n. If we increase each of a`+ 1 ; a`+ 2 ; : : : ; a n by 1, then dã is multiplied by an amount which is less than or equal to the binomial coe cient ? 2n+1 n?` .
Proof. A computation similar to that for Lemma 6-2 above shows that dã is multiplied by exactly ? 2n+1 n?` in the case when T = n ? 1 2 (i.e. if we started at the trivial representation). Now, the only factors in dã which are a ected are those of the form a`+ 1 : : : a n Now, if T is larger than n ? 1 2 , and if the values of a 1 ; : : : ; a`get more \spread out", then it is easily veri ed that each factor of dã is multiplied by less than it was for the trivial representation. This gives the inequality.
Corollary 6-4. Under the hypothesis of Lemma 6-3 above, with n 2, dã is multiplied by an amount which is less than or equal to 8e 2n .
Proof. This follows immediately from Lemma 6-3 and a weak form of Sterling's Approximation. Indeed, for any integer p, To this end, we x j 2 f1; 2; : : : ; ng, and x an indexã = (a 1 ; a 2 ; : : : ; a n ). We shall proceed by moving the values ofã from their initial values ofã 0 to the nal values ofã . The outline is as follows. We shall rst increase each of the indices a j+1 ; : : : ; a n enough to get the di erences a r ? a j right for r > j. In other words, we shall increase a n from its value of n ? 1 2 for the trivial representation to the value a n ? a j + (j ? 1 2 ). We shall show that the value of dã r (j)k a decreases by a factor of at least (Ke ?c=8 ) each time we increase a n by 1. We shall do the same for each of a j+1 ; : : : ; a n?1 . We shall then increase all of the indices a 1 ; : : : ; a n simultaneously until a 1 takes on its correct value, and we shall show that dã r (j)k a decreases by a factor of at least (Ke ?c=8 ) n each time we increase each of a 1 ; : : : ; a n by 1. Once a 1 has its correct value, we shall increase each of a 2 ; : : : ; a n simultaneously until a 2 takes on its correct value, and we shall again get a decrease in dã r (j)k a by a factor of at least (Ke ?c=8 ) n . We continue in this manner. When nally a j takes on its correct value, we are done. The rest of this proof is merely an ellaboration of these ideas.
We begin with a n (assuming j < n). We move it, one step at a time, from its initial value of n ? 1 2 to the value (j ? 1 2 ) + a n ? a j (to get the value of a n ? a j right). We claim that each such \move" decreases dã r (j)k a by a factor of ? Ke ?c=8 or better. Indeed, from
Lemma 6-2, dã is multiplied each time by an amount 1 + 1 a n 1 + 2n ? 2 a n ? n + 3 2 < 2 1 + 2n a n ? n + 3 2 :
Also the only term in r (j) a which is a ected is the term 1 (a 2 n ?a 2 j ) which is multiplied by an amount a 2 n ? a 2 j (a n + 1) 2 ? a 2 j a 2 n (a n + 1) 2 = 1 (1 + 1 a n ) 2 : Now, it is easily veri ed that for 0 x 1, e ?1=a n e 1=2(a n ) 2 (n log n+4cn) For n 20, this is less than 2e c=9 exp(?(n log n + 4cn)=a n ) :
Hence, writing b n = a n ? (n ? 1 2 ), we have that dã r (j)k a is multiplied by less than 4e c=9 1 + 2n a n ? n + 3 2 exp(?(n log n + 4cn)=a n ) 4e c=9 1 + 2n b n + 1 exp(?(n log n + 4cn)=(n + b n )) = 4e c=9 1 + 2n b n + 1 exp((?(n + b n ) log n + b n log n ? 4cn)=(n + b n )) = 4e c=9 1 n + 2 b n + 1 exp ((b n log n ? 4cn)=(n + b n )) :
Now, if b n < n log n , this amount is less than 12e c=9 exp ((n ? 4cn)=2n) = 12e c=9 exp 1 ? 4c 2 < 10e ?c which is smaller than is required. If n log n < b n < 0:1n, this amount is less than 12 e c=9 n log n exp ((0:1n log n ? 4cn)=1:1n) 12 log n n 0:9 e ?c 12e ?c ; which is again smaller than required. Finally, if 0:1n b n 8n, then writing t for b n =n, so that 0:1 t 8, we have that this amount is less than 12 e c=9 1 n 1 + 2 t exp ((tn log n ? 4cn)=((1 + t)n)) = 12 e c=9 1 n which is smaller than is required. To summarize, we have moved a n from its initial value of n? 1 2 to the value a n ?a j + (j ? 1 2 ), by increasing the value of a n in steps of 1 in such a way that the value of dã r (j)k a was multiplied by a factor smaller than Ke ?c=8 each time.
We now move a n?1 from its initial value of n ? 3 2 to the value a n?1 ? a j + (j ? 1 2 ), in steps of 1. The process is the same as the above, and the same argument shows that dã r (j)k a is multiplied by a factor smaller than Ke ?c=8 each time. In fact, the argument is a bit less delicate, since dã is actually multiplied by a bit less than it was when we moved a n , while rã is actually decreased by a bit more.
We continue in this manner, moving each of a n?2 ; a n?3 ; : : : ; a j+1 in turn, by steps of represents the amount a m has been increased so far.
To complete the proof of Proposition 6-1, we proceed as follows. We increase each of a 1 ; a 2 ; : : : ; a n by 1, simultaneously. Under such a move, dã is multiplied by less than 8e 2n , by Corollary 6-4. Also, the terms in r (j) a which are a ected are those of the form Reasoning as before, this is less than 2e c=9 e 1=a n n :
Hence, dã r (j)k a is multiplied by an amount which is less than 8(2e c=9 ) n e 2n e ?n=a n k < 8(2e c=9 ) n exp 2n ? n( 1 2 n log n + 2cn)=8n = 8(2e c=9 ) n exp 2n ? 1 16 n log n ? cn=4 : Now, if we choose n so large that 2n ? 1 This is less than the factor (Ke ?c=8 ) n which was required.
We continue to increase each of a 1 ; a 2 ; : : : ; a n by 1 until a 1 = a 1 . Each time we pick up a factor smaller than ? 16e ?c=8 n . Once we have a 1 = a 1 , we then move each of a 2 ; a 3 ; : : : ; a n by 1 until a 2 = a 2 . The argument above shows that for each of these moves, we again pick up a factor smaller than ? 16e ?c=8 n . Indeed, each time dã is multiplied by an amount bounded just as it was above. As for r (j) a , the factor 1 a 1 +a j in r (j) a is not decreased by as much as it was above, but the factor 1 a j ?a 1 , which remained the same before, now decreases by enough to compensate.
Once we have a 2 = a 2 , we then increase each of a 3 ; a 4 ; : : : ; a n by 1 until a 3 = a 3 . We continue in this manner until nally we are increasing only each of a j ; a j+1 ; : : : ; a n by 1 to make a j = a j . When this is done, we have thatã =ã . Furthermore, we have picked up a factor of ? 252e ?c=8 or smaller for each time we have increased any a m by 1. This completes the proof of the Proposition.
To complete the proof of Theorem 2-2, we need only bound the sum of terms d 2 a r 2k a with a n 8n. We do this as follows. For 1 m n, and for any permissible index a = (a 1 ; : : : ; a n ), we set , and set b r = 0 for m+1 r n. To see this, note that this replacement clearly makes dã smaller. As for rã, the only two estimates we made for changes in r (j) a during the proof of Proposition 6-1 were the estimates 1 (1 + 1 a n ) 2 and 1 (1 + 1 a n ) 2 ! n :
The rst of these is actually made smaller by our replacement. As for the second, our replacement will leave it smaller than 1 (1 + 1 a n ) 2 ! m ; which is all that we require since in Corollary 6-4 we may now replace n by m. for su ciently large n, where we have used the fact that log(8? 1 n ) > 2 and 2k?2n?1 > 1. This is smaller than, say, e ?c=4 , establishing (6-1). This completes the induction step, and therefore the proof of Theorem 2-2.
Remarks:
1. The cuto phenomenon. Theorems 2-1 and 2-2 provide an example of the \cuto " or \threshold" phenomenon (for = ), whereby the variation distance from Haar measure jumps from being near 1 to being near 0 over a relatively short interval of values of k (the number of rotations being done). See Diaconis D], Aldous and Diaconis AD], and Hildebrand H] for a discussion of this phenomenon and for other examples, especially on nite groups. It is an open problem to explain why this phenomenon occurs in so many of the examples of random processes on nite and compact groups which have been studied. 2. Other values of . One suspects that the \cuto phenomenon" described above also occurs for values of other than 180 degrees. Speci cally, one suspects that if we do 1 2(1?cos ) N log N + cN rotations through an angle , then the variation distance to Haar measure will decrease to 0 exponentially as c increases, uniformly in N. The methods used in this section should su ce to show this, but the computations appear to be somewhat more di cult. Choosing from a more complicated distribution (say, uniform on (0; =2)) is also possible. 3. Connection with Random Re ections. As mentioned in the Introduction, Diaconis and Shashahani DS2] have carried out a similar analysis for a process of \random re ections" on O(N). They determine that 1 2 N log N such re ections su ce to get close to Haar measure in total variation distance. This value is precisely twice the value obtained in Theorem 2-2 above. This is not surprising. Doing two consecutive re ections through axes making an angle with each other is precisely the same as doing a rotation through an angle 2 in the plane spanned by the two axes. For large N, two random axes will make an angle of approximately 90 degrees with each other with high probability, and so 2 will be close to 180 degrees, so that two random re ections is roughly the same as one random rotation through an angle of 180 degrees. 4. Possible Extensions. The methods used in this paper would appear to be applicable to any conjugate-invariant random process on any compact Lie group. For example, the unitary and symplectic groups are promising candidates for further analysis.
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