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Abstract
In this paper, we construct anticliques for non-commutative op-
erator graphs generated by generalized Pauli matrices. It is shown
that application of entangled states for the construction of the code
space K allows one to substantially increase the dimension of a non-
commutative operator graph for which the projection on K is an an-
ticlique.
Keywords: non-commutative operator graph, quantum error-correcting
codes
1 Introduction
In [1] the authors introduced operator systems which are subspaces V of the
algebra of all bounded linear operators in a Hilbert space H containing the
identity operator I ∈ V and such that the following implication holds:
A ∈ V ⇒ A∗ ∈ V.
In the context of quantum information theory, operator systems were called
non-commutative operator graphs [2, 3]. We treat operator systems in the
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spirit of the theory of quantum error-correcting codes [4,5]. Graphs consisting
of commuting operators are a particular case in this theory. We assume that
V is generated by a set of unitary operators Uj , 1 ≤ j ≤ k called errors, so
that
V = Lin{I, U1, U∗1 , . . . , Uk, U∗k}.
A quantum code is a subspace K ⊂ H . It is assumed that some information
is coded in unit vectors ψ ∈ H. Since a minimal volume of information is one
qubit we conclude that dimK ≥ 2. The dimension of K is said to be a code
lenght. Any choice of an orthonormal basis (fj) in K fixes the set of words
(fj) which can be used to code quantum or classical information. The code
K is said to be a quantum error-correcting code for V if
dimPKVPK = 1, (1)
where PK is an orthogonal projection onto the subspace K. By definition,
I ∈ V, therefore it follows from (1) that
PKV PK = cV PK , cV ∈ C,
for each V ∈ V. Hence, for the orthonormal basis (fj) in K we have the
relations
(fj, V fk) = δjkcV .
By this way, vectors V fj and fk are orthogonal, if j 6= k and V ∈ V. Thus,
after the implementation of errors from V on the code K, we get new words
which could be perfectly distinguished. This motivates one to call codes with
this properties quantum error-correcting codes. In classical graph theory the
set of k vertices of the graph with n vertices is said to be an ancticlique if
vertices from this set are not pairwise connected by edges. Similarly, the
projections PK satisfying (1) were called in [6] quantum anticliques. If a
noncommutative operator graph V is the maximal commutative algebra on
a Hilbert space H , then there are no quantum anticliques for V [6].
Our goal is to construct non-commutative operator graphs V for which
there exist anticliques. Previously, such problem was solved for abstract
non-commutative operator graphs. In [5] it was proved that in a space
H, dimH = n, there is an anticlique PK , dimK = k, if the following condi-
tion holds
dimV(dimV + 1) ≤ n
k
. (2)
The proof of this fact is not constructive and based upon deep combinatorial
results [7, 8]. In a particular case where the graph is generated by a set of
commuting operators, bound (2) can be replaced by
dimV ≤ n− k
k − 1 (3)
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( [3]). In [4, 5] and other papers of this school the problem of constructing
anticliques was solved for the graphs generated by Pauli matrices. In contrast
to our paper, codes for a tensor product of N copies of the two-dimensional
space were considered.
A quantum state is a positive operator with unit trace on a Hilbert space
H corresponding to quantum system. The set of all states is denoted by
S(H). An important role is played by pure states, i.e. orthogonal projections
too one-dimensional spaces. Composite quantum systems are described by
the states from S(H ⊗ K) on the tensor product of the Hilbert spaces H
and K. In this case, we must distinguish separable states and entangled
states. Separable states can be represented as ρ =
∑
j
pijρj ⊗ ρ˜j , where ρj ∈
S(H), ρ˜j ∈ S(K), pij ≥ 0 and
∑
j
pij = 1. Entangled states do not have this
property. The presence of entangled states is a purely quantum effect and
their use for coding can give an improvement in some important cases [9].
The main purpose of the proposed work is to estimate the benefits given
by application of entangled states to build quantum anticliques. Since the
notion of entanglement is defined in the spaces H which are tensor products
of two spaces the problem makes a sense only for dimensions dimH ≥ 4 (the
minimal dimension corresponds to a tensor product of two two-dimensional
spaces).
In this paper we construct non-commutative operator graphs V in a
Hilbert space H that have anticliques PK onto subspaces K ⊂ H . In the
second section, dimH = 4, dimV = 4 and dimK = 2. In the third one,
dimH = n2, dimV = n(n − 1) + 1 and dimK = n. In these sections the
subspace K is generated by separable states. In the fourth section, we show
that application of entangled states in the construction of anticliques allows
us to increase the dimension of the graph V consisting of correctable errors.
We are interested in the case where the number of correctable errors and
the quantity of information protected by coding increase together with the
dimension of the space H . The large dimension of errors gives one a chance
to work on a low level of protection against decoherence. This problem is
the main difficulty in the design of quantum information systems [9]. Let
us consider dimH = n2 (a tensor product of two n-dimensional spaces). If,
for example, we want the dimension of anticlique to be n, then Estimate
(2) leads to the upper estimate O(
√
n) for the dimension of the operator
graph, and Estimate (3) leads to the estimate O(n) for the commutative
case. In our examples, the dimension of graphs has order O(n4) under the
same conditions on the dimension of anticliques.
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2 Error-correcting codes in a four-dimensional
space.
It follows from (3) that an arbitrary non-commutative operator graph V,
dimV = 2 in a Hilbert space H with dimH = 4 has an anticlique PK with
dimension dimK = 2. The construction of such system is really simple.
Let H = C2 ⊗ C2, σx =
(
0 1
1 0
)
, σy =
(
0 i
−i 0
)
, σz =
(
1 0
0 −1
)
be the
standard Pauli matrices. Assume that V is generated by I ⊗ σx. Then the
projection PK onto the subspace K =
{
C2 ⊗
(
λ
0
)
, λ ∈ C
}
, dimK = 2, is
an anticlique for V = Lin{I ⊗ I, I ⊗ σx}
Later we construct a graph V, dimV = 3, which have an anticlique
PK , dimK = 2. In addition, we show that we can add two additional
elements to V, so that we get dimV = 5 and PK remains an anticlique for
the extended non-commutative graph as well.
Consider the matrices T = σx⊗I, U = σy⊗I, V = I⊗σy andW = I⊗σz
in H = C2 ⊗ C2. Let us define vectors f± ∈ H by the formulae
f+ =
(
1
0
)
⊗
(
1
1
)
, f− =
(
0
1
)
⊗
(
1
−1
)
.
Proposition 1. We have the equalities
(f±, xf±) = 0, (f±, xf∓) = 0,
x ∈ {T, U, V,W}.
Proof.
We prove this proposition for x = U . The remaining cases can be treated
analogously. Note that
(f+, Uf+) =
((
1
0
)
⊗
(
1
1
)
,
(
0
i
)
⊗
(
1
1
))
= 0,
(f−, Uf−) =
((
0
1
)
⊗
(
1
−1
)
,
(
i
0
)
⊗
(
1
−1
))
= 0
and
(f+, Uf−) =
((
1
0
)
⊗
(
1
1
)
,
(
i
0
)
⊗
(
1
−1
))
= 0,
✷
Consider the subspace K, dimK = 2, generated by f+ and f−.
Corollary. We have the equality
dimPKVPK = 1.
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Proof.
It follows from Proposition 1 that PKxPK = 0 if x ∈ {U, V,W}. By the
definition of a non-commutative operator graph, in addition to U, V,W the
identity operator I belongs to V as well. It remains to note that PKIPK =
PK . ✷
Remark 1. The constructed non-commutative operator graph and the
quantum anticlique correspond to the Shor’s scheme for correcting errors [9].
But in the Shor scheme a correction is possible with asymptotically zero error.
In our schem we have zero-error correction. Nevertheless we suppose that
only two error (for example σx and σy) from three possible errors σx, σy, σz
can occur on a certain qubit .
3 Spaces of dimension n2
In this section we generalize the construction to the spaces H = Cn⊗Cn, n >
2, such that dimH = n2. Let (ej)nj=1 be the standard basis in Cn. Con-
sider a complex Hadamard matrix H = (ajk)
n
j,k=1 with the coefficients ajk =
e
2pii
n
(j−1)(k−1), 1 ≤ j, k ≤ n. It is known that [10], the columns of this matrix
fj =
1√
n
n∑
k=1
ajkek, 1 ≤ j ≤ n,
form an orthonormal basis of the space Cn. Consider unitary operators X
and Z that act on Cn by the formulae
Xej = e
2pii
n
(j−1)ej , Zfj = e
2pii
n
(j−1)fj,
1 ≤ j ≤ n. Note that
Xfj = fj+1 mod n, 1 ≤ j ≤ n. (4)
The operators Ykm = X
kZm, 0 ≤ k,m ≤ n− 1, which are called generalized
Pauli matrices, satisfy the Heisenberg-Weyl relations
YkmYk′m′ = e
2pii
n
(mk′−km′)Yk′m′Ykm, 0 ≤, m, k,m′, k′ ≤ n− 1. (5)
Let us introduce vectors hj ∈ H by the formulae
hj = fj ⊗ fj,
1 ≤ j ≤ n.
Denote Uk = XZ
k ⊗ I, Vk = I ⊗XZk, 0 ≤ k ≤ n− 1
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Proposition 2. The equalities
(hj , U
s
khm) = (hj , V
s
k hm) = 0
are valid for 1 ≤ j,m ≤ n, 1 ≤ s ≤ n− 1, 0 ≤ k ≤ n− 1.
Proof.
Let us prove Proposition for operators Uk. The case of Vk is analogous.
We note that
(hj , U
s
khk) = (fj ⊗ fj , ((XZk)s ⊗ I)(fk ⊗ fk)) = 0
if j 6= k and
(hj, U
s
khj) = (fj , (XZ
k)sfj).
From (5) we get (XZk)s = cksX
sZk, where |cks| = 1. By this way,
(fj, (XZ
k)sfj) = ckse
− 2pii
n
ksj(fj .fj+s mod n) = 0,
because s 6= 0 mod n.
✷
Let a graph V be generated by the operators Usk , V sk , 0 ≤ k ≤ n− 1, 1 ≤
s ≤ n − 1. Denote PK a projection onto the k-dimensional subspace K
generated by the vectors hj , 1 ≤ j ≤ n.
Theorem 1. PK is a quantum anticlique for V.
Proof.
It follows from Proposition 2 that PKU
s
kPK = PKV
s
k PK = 0, 0 ≤ k ≤
n− 1, 1 ≤ s ≤ n− 1. For a fixed k the operators (Usk)n−1s=0 , (V sk )n−1s=0 form the
cyclic groups. Thus,
V = Lin(Usk , V sk , (Usk)∗, (V sk )∗, 0 ≤ k, s ≤ n− 1). (6)
and PK is an anticlique.
✷
Theorem 2. dimV = 2n(n− 1) + 1.
Proof.
Note that Z and X are unitary operators. Moreover, Z and X generate
cyclic groups of order n. Using the Heisenberg-Weyl relations (5) we get
((XZk)s)∗ = cX−sZ−ks = cXn−sZ−ks = cXjZm, 1 ≤ j ≤ n−1, 0 ≤ m ≤ n−1,
c ∈ C. It implies that
Lin((Usk)
∗, (V sk )
∗, 0 ≤ k, s ≤ n− 1) ⊂ Lin(Usk , V sk 0 ≤ k, s ≤ n− 1).
Hence, we can restrict the generating set of graph V = Lin(Usk , V sk 0 ≤ k, s ≤
n− 1). Now the result follows from a linear independence of the generalized
Pauli matrices.
✷
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4 Application of entangled states for a con-
struction of anticliques
In this section we show that the non-commutative operator graph considered
in the previous section can be expanded to a new graph that has also an
anticlique. This is achieved by application of entangled states.
Let us define a map τ : Zn → N by the formula τ(j) = j + 1. This map
helps us to parametrize the vectors fj by elements of the cyclic group Zn.
Let the dimension n = p · y, where p, y ∈ N. Then Zp is a cyclic subgroup in
Zn. Let χ : Zn → {0, 1} be the indicator function of Zp as a subset of Zn.
Define a vector by the following formula
q1 =
n−1∑
j=0
χ(j)fτ(j) ⊗ fτ(j), (7)
where the index j ∈ Zn. Suppose that
(h+ 1)(d+ 1) ≥ y ≥ (h+ 1)d
for two fixed indeces h, d ∈ N. Then vector (7) recursively generates the
following set of orthogonal vectors (qk)
d
k=1
qk+1 = (X
h+1 ⊗Xh+1)qk,
where 1 ≤ k < d. Let K1 = Lin(qk)dk=1 ⊂ K and let PK1 be the orthogonal
projection onto K1. Here
⌊
m
y
⌋
denotes the reminder of division by y. Let us
introduce the set
A = {m ∈ N :
⌊
m
y
⌋
6= (d−j)(h+1),
⌊
m
y
⌋
6= y+(j−d)(h+1), where 1 ≤ j ≤ d}
Consider the following sets of operators
A = Lin(XmZk ⊗XjZs, (XmZk ⊗XjZs)∗, m 6= j)
B = Lin(XmZk ⊗XmZs, (XmZk ⊗XmZs)∗, m ∈ A)
C = Lin(XmZk⊗XmZs, (XmZk⊗XmZs)∗, k+s 6≡ 0mod p, 0 ≤ m ≤ n−1)
Let us expand the operator graph V (6) by this sets V1 = Lin(A∪B∪C ∪V).
Theorem 3. The projection PK1 is a quantum anticlique for V1.
Proof. We have to prove a statement similar to Proposition 2 for operators
from the sets A,B, C.
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Each operator V ∈ A acts from K to Lin(fk ⊗ fj , j 6= k), it implies that
the required condition is valid.
Notice, that
(Xm ⊗Xm)qk = (X⌊
m
y ⌋ ⊗X⌊my ⌋)qk
if m ∈ A. Then it follows from the structure of A we can conclude that
vectors (Xm ⊗ Xm)qk and qj are always distinguished. Thus, these vectors
are orthogonal, it results in the required condition for B.
Afterthat,
(Zk ⊗ Zsqj , ql) = 0,where j 6= l.
Now it suffices to consider the expression
(Zk ⊗ Zsqj , qj) = (I ⊗ Zs+kqj , qj) =
e
2pii
n
(h+1)(j−1)e−
2pii
n
(h+1)(j−1)(I ⊗ Zs+kq1, q1) = 0.
The first equality follows from the structural properties of K. As k + s 6≡
0 mod p, then I ⊗ Zs+kq1 and q1 are elements of the orthogonal basis in a
subspace of dimension p [10]. Nothing is essentially changed if we add Xm
to each component of the tensor product, because the commutative relations
imply that
XmZk ⊗XmZs = c(Zk ⊗ Zs)(Xm ⊗Xm)
for some c ∈ C. Thus, for arbitrary 1 ≤ l, j ≤ d
((Zk ⊗ Zs)(Xm ⊗Xm)ql, qj) = g(I ⊗ Zs+kq1, q1) = 0,
where g equals zero if (Xm⊗Xm)ql 6= qj or g is some unimodular factor. Proof
of the orthogonality of these vectors completes the proof of the theorem.
✷
Remark 2. It follows form the proof that PK is an anticlique for Lin(A∪
I).
Theorem 4. The dimension of the graph can be found by the formula
dimV1 = n3(n−1)+(#A‘)n2+(n−#A‘)
(
y(p− 1)(p+ 2)
2
+
n(y − 1)
2
)
+1,
where # denotes the number of elements of A‘ = A ∩ {j : 1 ≤ j < n}.
Proof.
The same reasoning as in the proof of Theorem 2 shows that
(Xm1Zk1 ⊗Xj1Zs1)∗ = cXn−m1Zk′ ⊗Xn−j1Zs′, c ∈ C.
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Thus, (Xm1Zk1 ⊗ Xj1Zs1)∗ ∈ Lin(XmZk ⊗ XjZs, m 6= j). It means that
dimA = n3(n−1) since the number of appiarences of indices m and j equals
the number of permutations of length 2 in a set of n elements, which is
n(n− 1), and the factor 2 appears from the number of ways to select indices
k and s.
The generalized Pauli matrices form orthogonal system with respect to to
the Hilbert-Schmidt scalar product (A,B) = tr(AB∗). Thus, to calculate the
dimension of V1 we have to find out whether there exist coinciding generators
of V1 .
For 1 ≤ m1 ≤ (n− 1), m1 ∈ A, let us divide m1 by y with remainder r
m1 = ty + r,
then for n−m1 we have the equality
n−m1 = py − ty − r = (p− t− 1)y + (y − r).
Thus, the system of inequalities


⌊
m1
y
⌋
6= (d− j)(h+ 1), 0 ≤ j ≤ d⌊
m1
y
⌋
6= y + (j − d)(h+ 1), 0 ≤ j ≤ d
is equivalent to


⌊
n−m1
y
⌋
6= (d− j)(h+ 1), 0 ≤ j ≤ d⌊
n−m1
y
⌋
6= y + (j − d)(h+ 1), 0 ≤ j ≤ d.
It implies that
Lin((Xm1Zk1 ⊗Xm1Zs1)∗) =
Lin(Xn−m1Zk2 ⊗Xn−m1Zs2) ⊂ Lin(XmZk ⊗XmZs, m ∈ A).
Hence B has (#A‘)n2 linearly independent generators. Analogously, k +
s 6= ph0 if and only if k + s 6= p(y − h0), where 1 ≤ h0 ≤ y. Thus, for an
arbitrary k + s 6= ph we have
Lin((Zk ⊗ Zs)∗) ⊂ Lin(Zk ⊗ Zs, k + s 6= ph).
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The number of ways to select an operator Zk ⊗ Zs so that k + s = r, where
0 < r < p, equals r + 1. It implies that the number of generators of C that
do not belong to B can be calculated as follows
RA
y−1∑
k=0
p−1∑
j=1
(j + 1 + kp) = RA
(
y(p− 1)(p+ 2)
2
+
p(y − 1)y
2
)
,
where RA = (n−#A‘). From this we obtain that
dimV1 = n3(n−1)+(#A‘)n2+(n−#A‘)
(
y(p− 1)(p+ 2)
2
+
n(y − 1)
2
)
+1
because the identity operator is one more generator.
✷
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