Laser technology has developed and accelerated photo-induced nonequilibrium physics from both scientific and engineering viewpoints. The Floquet engineering, i.e., controlling material properties and functionalities by time-periodic drives, is one of the forefronts of quantum physics of light-matter interaction, but limited to ideal dissipationless systems. For the Floquet engineering extended to a variety of materials, it is vital to understand the quantum states emerging in a balance of the periodic drive and energy dissipation. Here we derive the general description for nonequilibrium steady states (NESS) in periodically driven dissipative systems by focusing on the systems under high-frequency drive and Lindblad-type dissipation with the detailed balance condition. Our formula correctly describes both the time-average and fluctuation of the NESS for arbitrary strengths of dissipation. Our approach will play fundamental roles in Floquet engineering in a broad class of dissipative quantum systems such as atoms and molecules, mesoscopic systems, and condensed matters.
I. INTRODUCTION
State-of-the-art laser technology has opened new research fields in physics: the Floquet science and engineering [1] [2] [3] . The main focus of these fields is the nonequilibrium states driven periodically by external fields, e.g., intense laser fields. Physical properties of the nonequilibrium states are mainly understood by the so-called effective Hamiltonian, which reflects the periodic driving, according to the Floquet theorem [4, 5] and the ensuing theoretical developments [6] [7] [8] . Conversely, designing a suitable driving protocol, one can engineer the effective Hamiltonian, which enables us to have desirable properties and functionalities of physical systems. Indeed, various exotic states and useful manipulation of matter have been theoretically proposed and some of them have been experimentally realized: Floquet topological states [9, 10] in solids [11] , ultracold atomic gases [12] , and in photonic wave guides [13] , Floquet time crystals [14] in nitrogenvacancy centers [15] and trapped ions [16] , and control of quantum magnets [17] and their interactions [18] .
However, these Floquet-theoretical predictions based on the effective Hamiltonian are quantitatively only in ultraclean materials or well-designed artificial systems, where dissipation is negligible. For the Floquet science and engineering in real generic materials, it is indispensable to understand the nonequilibrium steady state (NESS), which emerges in a balance of the energy injection by the periodic driving and the energy dissipation [19] [20] [21] [22] [23] . Although there are several studies on driven dissipative systems (Floquet topological insulators [24, 25] , quantum dots [26] , the Rabi model [27] , and Bose gases [28, 29] ), the general formula describing the NESS has not been obtained. The most significant obstacle to * tikeda@issp.u-tokyo.ac.jp † masahiro.sato.phys@vc.ibaraki.ac.jp address this issue is that the NESS is hardly obtained even in simple models. Thus the known examples are restricted to special models mappable to static ones in rotational wave frames [30, 31] . Another attempt is to conjecture that the NESS is generally described by the Floquet-Gibbs state (FGS), i.e., the Gibbs state with the effective Hamiltonian, but the conditions for the FGS being realized have shown quite restrictive [32] [33] [34] . Hence, despite its importance, the general formula for the NESS has been still an elusive problem. In this paper, in exchange for restricting ourselves to the high-frequency drivings, we deal with generic systems and driving protocols, obtaining simple and general formulas for the NESS [Eqs. (7)-(10) below]. We obtain these formulas by applying the high-frequency expansion technique, which has been recently developed [6, 7, [35] [36] [37] , to the Lindblad equation with the detailed balance condition. As exemplified in an effective model for the NV center in diamonds, our formulas correctly describe both the time average and fluctuation of the NESS at the leading order of ω −1 (ω denotes the driving frequency). These formulas also capture nontrivial behaviors of physical quantities due to the dynamical-symmetry breaking that cannot be described by the effective Hamiltonian or the FGS, and will thereby play critical roles in the Floquet science and engineering in dissipative quantum systems.
II. FORMULATION OF THE PROBLEM
We begin by considering a quantum system defined on an N -dimensional Hilbert space. This system can be single-body or many-body as long as it satisfies the requirements that will be described below. We let H 0 denote the time-independent Hamiltonian, which describes our system in the absence of driving. The eigenenergies and eigenstates of H 0 are denoted by {E i } N i=1 and arXiv:2003.02876v1 [cond-mat.stat-mech] 5 Mar 2020
, respectively. For simplicity, we assume that the eigenenergies are not degenerate and E 1 < E 2 < · · · < E N (the generalization to degenerate H 0 is formulated in Supplemental Material). The effect of the driving is represented by a time-dependent part H ext (t) of the total Hamiltonian,
We assume that the driving term is periodic with period T : H ext (t + T ) = H ext (t) and hence H(t + T ) = H(t). Without loss of generality, the decomposition (1) is defined so that the time average of H ext (t) vanishes, T 0 dt H ext (t) = 0. Thus the Fourier series of H ext (t) can be written as
To study driven dissipative systems, we consider the density operator ρ(t) whose dynamics is described by the Lindblad equation [38] (we set = 1 throughout this paper):
Here L ij := |E i E j | is the time-independent Lindblad operator describing the transition from the j-th to the i-th eigenstates of the undriven Hamiltonian H 0 . When E i < E j , L ij represents a decay (excitation) process for i < j (i > j). The real number Γ ij (≥ 0) denotes the rate for the corresponding process, and we set Γ ii = 0 for each i. Note that Eq. (3) is trace-preserving d tr[ρ(t)]/dt = 0, and thus we use the normalization tr[ρ(t)] = 1. We assume that the transition rates Γ ij satisfy the detailed balance condition,
where β is the inverse temperature of the bath coupled to the system. We also assume that the matrix Γ ij is a nonnegative irreducible matrix [39] . These assumptions ensure that, without driving, the system goes, irrespective of the initial state, to the thermal equilibrium state, or the canonical ensemble ρ can = e −βH0 /Z of H 0 with Z = tr(e −βH0 ). We note that the Lindblad operators L ij may depend on the driving in general if we consider more microscopic theories of dissipation [23] . However, we neglect this dependence in this work for simplicity.
III. DERIVATION OF MAIN RESULTS BY HIGH-FREQUENCY EXPANSION
The key idea to obtain the nonequilibrium steady state is the high-frequency expansion for the Lindblad equation [37] . Among several formulations, we adopt the van Vleck perturbation theory [6, 7] , which leads to the following propagation for ρ(t) (see Supplementary Material for detail): ρ(t) = e G(t) e (t−t )L eff e −G(t ) ρ(t ). The time-independent part L eff is represented by the effective Hamiltonian
. The time-dependent part e G(t) is the so-called micromotion operator periodic in time G(t + T ) = G(t), and given by
. Without loss of generality, we suppose the initial time to be t = 0, having
with ρ(0) being our initial state. To obtain the asymptotic behavior of ρ(t), we focus on the first part ρ (t) = e tL eff e −G(0) ρ(0). Remark that this is the solution of the time-independent Lindblad equation dρ (t)/dt = L eff ρ (t) from the initial state e −G(0) ρ(0). Under our assumptions on D, ρ (t) approaches, irrespective of the initial state, the unique state ρ ∞ characterized by L eff ρ ∞ = 0.Thus we come to the first main result, obtaining the asymptotic behavior
Since G(t) = G(t+T ), this nonequilibrium steady state is also periodic in time. Focusing on the leading-order contribution, we have a simple explicit formula for ρ ness (t):
in which both σ MM (t) and σ FE are O(ω −1 ) and we call σ MM (t) and σ FE the micromotion and Floquet engineering parts, respectively. Equation (8) is our second main result, which we prove in the Supplemental Material. Note that tr[ρ ness (t)] = 1 is satisfied, at least, up to this order since both σ MM (t) and σ FE are traceless as will be evident below. The micromotion part σ MM (t) in Eq. (8) is defined by
We have named it after the following two properties of σ MM (t). First, this part is periodic in time σ MM (t + T ) = σ MM (t) and contributes to oscillations of physical observables. Second, σ MM (t) does not contribute to the time averages of physical observables for one period of oscillations. In fact, for an observable A, we have 
for k = l and E k |σ FE |E k = 0 for all k, where ∆H eff ≡
can = e −βE k /Z is the Boltzmann weight, and γ kl ≡ i (Γ ik +Γ il )/2 represents the symmetric decay-rate matrix (see Supplemental Material for the generalization to degenerate H 0 ). We call σ FE the Floquet engineering part because it describes how the effective Hamiltonian changes physical observables from their values in thermal equilibrium. In contrast to the micromotion part, the Floquet engineering part contributes to the time-averaged quantities. As discussed below, Eq. (4) is regular in the weak dissipation limit γ ij → 0, where we obtain σ FE and hence ρ ness (t) independent of γ ij , and ρ ness (t) coincides with the canonical Floquet steady state that we define.
Equation (10) serves as the foundation for the Floquet engineering in dissipative quantum systems. Let us imagine, for example, that an observable A has zero expectation value at thermal equilibrium, tr(ρ can A) = 0, but nonzero value for the NESS, tr(σ FE A) = 0. This situation means that one can implement an appropriate periodic driving H ext (t) and hence ∆H eff , thereby activating the observable A. Upon this engineering, Eq. (10) tells us how much activation is possible for observables of interest. We will see some examples below.
We emphasize that our formulas [Eqs. (8)-(10)] are extremely efficient in practical calculations of the nonequilibrium steady state. In the straightforward calculation, one numerically integrates the time-dependent Lindblad equation (3) with a sufficiently small time step until the system reaches the NESS. In contrast, our formulas enable us to evaluate the NESS directly without numerical integration.
IV. NUMERICAL VERIFICATION IN A SINGLE SPIN WITH S = 1
By taking a single spin with S = 1, we demonstrate how our formula (8) works in the quantum dynamics described by the Lindblad equation (3) . We consider an effective Hamiltonian for the NV center in diamonds [40] :
where B s is the static Zeeman field, N z and N xy are the coupling constants of magnetic anisotropic terms, and H circ ext (t) ≡ −B d (S x cos ωt + S y sin ωt) represents the coupling to the circularly-polarized ac magnetic field. Since N z N xy in the NV centers [40] , we set N z = 1 and N xy = 0.05 in our analysis. driving parameters are B d = 0.1 and ω = 1. As for the Lindblad operators, we take Γ ij according to the heatbath method as Γ ij = γe −βEi /(e −βEi + e −βEj ) for i = j with rate constant γ = 0.2 and β = 3, and Γ ii = 0 for all i's. Figures 1(a) and (b) show that, after a sufficiently long time t γ −1 , the system reaches the nonequilibrium steady state, in which the observables oscillate with period T = 2π/ω. In particular, the observable A = {S x , S y } is initially zero for a symmetry reason (e.g., S x → −S x ), but becomes nonzero on time average. Namely, this observable is engineered by the periodic drive H circ ext (t). To test our formula (8) quantitatively, we first focus on the one-cycle averageĀ(ω) = T −1 t+T t ds tr[ρ(s)A] for t γ −1 . In Figs. 1(c) and (d), we compare the one-cycle averages calculated from the actual dynamics and those calculated from our formulas (8) and (10) (recall that the micromotion part σ MM (t) does not contribute to the onecycle averages). At high frequency ω 10, the difference of the actual dynamics and our formula decreases quite well. Defining this difference as ∆A(ω), we plot it against ω for A = S z and {S x , S y } in Figs. 2(a) and (b), respectively. We stress that the difference ∆A(ω) decreases more rapidly than
for {S x , S y }). This means that our formulas (8) and (10) perfectly describe the actual NESS at the level of O(ω −1 ). As shown in Supplemental Material, ∆A(ω) = O(ω −2 ) holds true not only for the two observables but also for all the other observables. Therefore, we have verified our formula (8) apart from the micromotion part.
For the complementary test of our formula (8), we 
is defined by (the absolute value of) the difference between Σ A (ω) calculated from the actual dynamics and that from our formulas (8) and (9). This criterion is indeed satisfied as shown in Figs. 2(c) and (d) for A = S z and {S x , S y }, respectively. We remark that our formula leads to Σ A (ω) = 0 at O(ω −1 ) for these observables, which can be analytically shown by noticing H ±1 ∝ S ± = S x ± iS y . Thus the plotted data correspond to Σ A (ω) itself for the actual dynamics, and ∆Σ A (ω) could be reduced by dealing with the higher-order terms in Eq. (8) . In any case, the fact that ∆Σ A (ω) = O(ω −2 ) justifies our formulas (8) and (9) .
V. COMPARISON WITH THE FLOQUET-GIBBS STATE
Let us make comparisons with the Floquet-Gibbs state (FGS), which has been a candidate for the ensemble description of the periodically driven dissipative quantum systems [32] [33] [34] . To define the FGS, we introduce the Floquet state |u i (t) and its quasienergy i . According to the Floquet theorem, the time-dependent Schrödinger equation i d dt |ψ(t) = H(t) |ψ(t) has the independent solutions |ψ i (t) = e −i it |u i (t) (i = 1, 2, . . . , N ) with periodicity |u i (t + T ) = |u i (t) . In terms of the Floquet states, the FGS is defined by
where Z FG = i e −β i . To obtain the Floquet states and quasienergies in practice, the common method, which we employ here, is to calculate the one-cycle unitary evolution
where T denotes the time-ordered exponential, by numerical integrations of the time-dependent Schrödinger equation. The eigenvectors and eigenvalues of U (T ) correspond to |u i (0) and e −i iT , which give us i and |u i (t) . Note that the Floquet states and quasienergies thus obtained are exact and involve all-order contributions in 1/ω.
Quantitative comparisons between the actual dynamics and FGS are shown in Fig. 2 . In panel (a) and (d), we plot the difference of the one-cycle average calculated from the actual dynamics and FGS for the two representative observables A = S z and {S x , S y }. Remarkably, the difference is O(ω −1 ), meaning that the FGS cannot reproduce the leading-order contribution of the one-cycle average [41] in contrast to our formula (8) . As for the micromotion amplitude, or the one-cycle standard deviation Σ A (ω), the FGS reproduce the actual values better than our formulas (8) and (9) . This is partly because the FGS involve all-order contributions in 1/ω while our formulas are the leading-order approximation. As stated above, our formula could be improved order-by-order when we start over from our first main result (7) .
A weak point of the FGS is highlighted in Fig. 1(d) , in which the FGS gives {S x , S y }(ω) = 0 for any ω while it is not true in the actual dynamics. This is due to an antiunitary dynamical symmetry constraining the Floquet states and hence the FGS. In fact, we take an antiunitary operator V : V S x V † = −S x and V S α V † = S α (α = y and z). Then we notice the dy-
is also a Floquet state with quasienergy i . Assuming that quasienergies are not degenerate as in our examples, we have that |ũ i (t) and |u i (t) are equivalent up to an overall phase shift. Owing to V AV † = −A with A = {S x , S y }, the one-cycle averages of A calculated for |ũ i (t) and |u i (t) differ by their signs, meaning that the one-cycle average vanishes in fact. Note that similar arguments apply to other observables satisfying V AV † = −A.
We remark that the dissipation can break such an antiunitary dynamical symmetry and this is the origin of the nonzero one-cycle average of {S x , S y }(ω). We can show that this average vanishes by taking the limit γ ij → 0 in Eq. (10) . In other words, the NESS in dissipative systems shows richer properties inferred only from the effective Hamiltonian itself. Our formula (8) well describes these properties unlike the FGS (12) , which incorporates no information about the dissipation, or the Lindblad operators.
One might be interested in an approximate description of the NESS independent of the details of γ ij for weak dissipation, and expect that the FGS serves as such a description. Interestingly, this is not true at least within our formulation of periodically driven dissipative systems described by Eqs. (3) and (4) . Instead, the actual NESS coincides with yet another state which we name the canonical Floquet steady state (CFSS) defined by replacing the quasienergy i by the real energy E i in Eq. (12) . One can show this by comparing the high-frequency expansion of the CFSS and our formulas [Eqs. (7)-(10)] in the limit of γ ij → 0 (see Supplemental Material for details).
VI. CONCLUSIONS
We have derived and verified the simple and general formulas [Eqs. (7)-(10)] describing the NESS in dissi-pative quantum systems under high-frequency periodic drivings. We have also exemplified the dynamical symmetry breaking and the possibility of the Floquet engineering in driven dissipative systems in the NV centers in diamonds. Being quite general, our formulas would play the fundamental role in understanding and engineering unusual nonequilibrium states in various quantum systems such as atoms and molecules, trapped ions, condensed matters, and so on. The high-frequency expansion has been developed in unitary dynamics and there are several formulations as summarized in Ref. [7] . For the Lindblad equation, the high-frequency expansion has been discussed in terms of the Floquet-Magnus formalism in Ref. [37] . In this paper, we make use of the high-frequency expansion of the Lindblad equation in terms of the van Vleck approach, which we describe below for completeness.
The Lindblad equation that we discuss in this work is symbolically represented as
where the time-dependent Liouvillian L(t) is defined by
whereĤ(t) =Ĥ(t+T ) is the periodic Hamiltonian and D(ρ) denotes the dissipation term represented by the Lindblad operators. We introduce the Fourier series for the Liouvillian as
Since the Lindblad operatorsL ij are time-independent in this work, each Fourier component is given as follows:
The formal solution of Eq. (S1) is obtained asρ(t) = V(t, t )ρ(t ) with the propagator
where T exp denotes the time-ordered exponential. The determining equations for V are
The high-frequency expansion in terms of the van Vleck approach makes the following ansatz:
where G(t) is periodic in time and L eff is time-independent. This ansatz satisfies Eq. (S7) for any choices of G(t) and L eff , and what determines these two is Eq. (S6). As we will see below, Eq. (S6) only determines the derivative of G(t) and thus we further impose T 0 G(t)dt = 0 to fix the constant of integration. To obtain the determining equations for G(t) and L eff , we substitute Eq. (S8) into Eq. (S6), having
To rewrite the first term on the left-hand side (see Ref. [42] for the case of unitary dynamics), we invoke the Wilcox formula [43] ∂ λ e −βH = − β 0 e −uH (∂ λ H)e −(β−u)H du for H = H(λ). We replace λ, H, and β by t, −G, and 1, respectively, obtaining
(S10)
Here ad G is defined by ad G ρ = [G(t), ρ] and φ(x) ≡ (e x − 1)/x. We substitute Eq. (S10) into Eq. (S9) and have
Now we notice φ −1 (x)e x = φ −1 (−x) and make use of the Taylor expansion of φ
Now we determine G(t) and L eff from Eq. (S12) by the series expansions
We substitute these expansions into Eq. (S12) and find the order-by-order solutions, where we assign an order 1 for L(t) and k for G (k) (t) and L (k) eff (see Ref. [7] for the case of unitary dynamics). The first-order equation leads to
(S14)
To obtain L
eff , we integrate Eq. (S14) over 0 ≤ t ≤ T . With the periodicity G(T ) = G(0), we obtain
To obtain G(t), we integrate Eq. (S14), having
which means
Note that L
eff is O(ω 0 ) and G (1) (t) is O(ω −1 ). The second-order equation leads to
eff .
eff , we integrate Eq. (S18) over 0 ≤ t ≤ T . Upon this, we note that G (2) (t) is periodic and T 0 G (1) (t)dt = 0. Then we have
(S19)
By straightforward calculations, one can obtain G (2) (t) by integrating Eq. (S18) from 0 to t. Likewise, one could systematically build the higher order solutions although we do not go further here. Let us rewrite L eff = L
eff in terms of the effective HamiltonianĤ eff [6, 7] :
To do this, we consider the action of L
eff onto a density operatorρ. From Eqs. (S21) and (S14), we have 
We remark that L effρ is not equal to −i[Ĥ eff ,ρ] + D(ρ) at higher orders because L eff involves contributions of D from O(ω −2 ).
S2. DERIVATION OF THE MAIN RESULT [EQS. (8)-(10)]
Here we derive Eqs. (8)-(10) from Eq. (7) in the main text. For this purpose, we solve L effρ ∞ = 0 forρ ∞ at the leading order of ω −1 . It is convenient to work in the energy eigenbasis and separate the diagonal and off-diagonal parts:ρ
where |E k denotes the eigenstate ofĤ 0 with eigenenergy E k . First, we consider the off-diagonal elements of both sides of L effρ ∞ = 0, having, for k = l,
where γ kl ≡ i (Γ ik + Γ il )/2 and ∆Ĥ eff ≡Ĥ eff −Ĥ 0 = O(ω −1 ). Equation (S26) is transformed as
Note that the denominators (E k − E l ) − iγ kl do not vanish since γ kl > 0 is ensured by the nonnegativity and irreducibility of Γ ij . Now, as a working hypothesis, we suppose that the diagonal elements ρ kk ∞ are O(ω 0 ) as verified later. Then the first term on the right-hand side of Eq. (S27) is O(ω −1 ) since ∆Ĥ eff = O(ω −1 ). Notice that the second term depends only on the off-diagonal elements ρ kl ∞ and Eq. (S27) can be solved recursively. This yields the ω −1 expansion for the off-diagonal elements ρ kl ∞ , whose leading order contribution is given by
Next, we consider the diagonal elements of both sides of L effρ ∞ = 0, having
. Thus the diagonal elements ρ kk ∞ are determined up to O(ω −1 ) by the equation:
According to the irreducibility and the detailed balance condition of Γ kl , we have the unique solution as
where the error is O(ω −2 ). This result means
Since these diagonal elements ρ kk ∞ are O(ω 0 ), the working hypothesis introduced above has been verified. By substituting Eq. (S31) into Eq. (S28), we have the leading-order expression for the off-diagonal elements:
which implies
We remark that tr(σ FE ) = 0 since the each of the diagonal elements ofσ FE vanishes. Now that we have obtained the leading-order expression forρ ∞ = ρ
, let us calculate the time-dependent density matrix byρ(t) = e G(t)ρ ∞ . By noticing that ρ
is O(ω −1 ) and using the Taylor expansion e G(t) = 1 + G(t) + O(ω −2 ), we obtainρ
where we have definedσ
Thus we have derived the Eqs. (8)-(10) in the paper. We remark tr[σ MM (t)] = 0, which follows from the cyclic property of trace, and hence tr[ρ(t)] = 1, at least, up to this order.
S3. GENERALIZATION TO THE DEGENERATE ENERGY SPECTRA
Here we generalize our main results [Eqs. (8)- (10) ] to the cases in which the energy spectrum {E i } N i=1 is degenerate. To deal with such a spectrum, we introduce new notations for the eigenenergies and eigenstates ofĤ 0 given by E α i and |E α i withĤ 0 |E α i = E i |E α i . Here, i (= 1, . . . , M ) labels the distinct eigenenergies and α (= 1, 2, . . . , N i ) does the degenerate eigenstates, and we assume the orthonormality E α i |E α j = δ ij δ αα . We remark that the choice of the degenerate eigenstates has arbitrariness up to unitary transformation for each degenerate subspace:
where U (i) is an N i × N i unitary matrix. We should be aware that the following formulation needs to be invariant under the unitary transformation (S37). The Lindblad operators with the detailed balance condition are generalized as follows:L ij →L iα,jα ≡ |E α i E α j |. The corresponding transition rates are written as Γ iα,jα , which are assumed independent of the degeneracy labels α or α and to satisfy the detailed balance condition:
and Γ iα,jα = 0 for i = j. We also assume that the transition rates Γ iα,jα are irreducible, which is satisfied, for example, if Γ iα,jα > 0 for all pairs of i and j. Then the dissipation term in the Lindblad equation is given by
As one can check easily, the dissipation term (S39) is invariant under Eq. (S37). Now that we have the Lindblad equation, we can repeat the high-frequency-expansion arguments in Sec. S1 to obtain Eq. (S22) for the generalized D term (S39). Thus, we move on to deriving the counterparts of the main results [Eqs. (8)-(10)] by generalizing the arguments in Sec. S2.
Let us solve L effρ ∞ = 0 forρ ∞ at the leading order of ω −1 . The solutionρ ∞ is necessarily written in the following form:ρ
Since we have arbitrariness of choosing the degenerate eigenstates as noted above, we can assume without loss of generality that ρ
where q kα ≥ 0. First, we focus on the off-diagonal matrix elements of L effρ ∞ = 0: E α k |L effρ ∞ |E β l = 0. Repeating similar arguments in deriving Eq. (S28), we have
where we have introduced the working hypothesis q kα = O(ω 0 ) and γ kl ≡ i,γ (Γ iγ,kα + Γ iγ,lβ )/2 (Remember that Γ kα,lβ is independent of α or β). Next, we consider the diagonal elements of L effρ ∞ = 0: E α k |L effρ ∞ |E β k = 0. While, for α = β, we have irrelevant equations of O(ω −2 ), for α = β, we have l,β (Γ kα,lβ q lβ − Γ lβ,kα q kα ) = 0.
(S45)
According to the irreducibility of Γ kα,lβ , this equation has the unique positive solution, which is given by
with Z = k,α e −βE k . One can confirm this by using the detailed balance condition. From the above argument, we obtainρ
and E α k |σ FE |E β l = 0 for k = l. Finally, we calculate the time-dependent density matrix byρ(t) = e G(t)ρ ∞ , obtaininĝ
whereσ MM (t) is the same as Eq. (S35) for the nondegenerate case.
To summarize, our main results [Eqs. (8)- (10) ] are generalized in a straightforward manner. Among the three terms on the right-hand side of Eq. (S49), the first twoρ can andσ MM (t) are expressed exactly in the same way for the degenerate case, and the third oneσ FE is naturally generalized as in Eq. (S48).
S4. ALL THE OBSERVABLES IN THE EFFECTIVE MODEL FOR THE NV CENTER
Although we have discussed the two observablesŜ z and {Ŝ x ,Ŝ y }, there are in total 8 observables including these two (since we are considering a spin-1 system represented by 3 × 3 matrices): the spins along one direction,Ŝ x ,Ŝ y andŜ z , and the nematicsŜ 2 z ,Ŝ 2 x −Ŝ 2 y ,Ŝ xŜy +Ŝ yŜx ,Ŝ yŜz +Ŝ zŜx , andŜ zŜx +Ŝ xŜz . In this section, we consider all these observables and validate our main results [Eqs. (8)-(10)].
A. Vanishing one-cycle averages due to dynamical symmetry
We compare the one-cycle averageĀ(ω) of an observableÂ for the actual dynamics with that from our formulas [Eqs. (8)-(10)] and the FGS. Upon this comparison, we note that the average vanishes forÂ =Ŝ x ,Ŝ y ,Ŝ yŜz +Ŝ zŜx , andŜ zŜx +Ŝ xŜz . The common property shared by these observables is that they are all odd under the π-rotation around theŜ z axis:Û z πÂÛ
Another important property is the dynamical symmetry associated with this unitary operation:
As we see below, Eqs. (S50) and (S51) imply that the one-cycle averages for these observables vanish in the actual calculation, our formulas [Eqs. (8)-(10)], and the FGS, respectively. First, we discuss the actual dynamics governed by the Lindblad equation:
ThusÛ z π |u i (t + T /2) is also the Floquet state with quasienergy i . Assuming that the quasienergies are not degenerate, we obtainÛ z π |u i (t + T /2) = e iϕi |u i (t) (S63) for some phase ϕ i . Noticing the periodicity |u i (t + T ) = |u i (t) , we obtain
which meansρ FS i is invariant under the unitary transformÛ z π and hence tr[ρ FS iÂ ] = 0. By taking the weighted average with p
forÂ in Eq. (S50). We note that, by replacing p can , we obtain the same-type equation for the canonical Floquet steady state.
B. Nonvanishing one-cycle averages
We have shown that the one-cycle averages for the four observables in Eq. (S50) vanish for the actual dynamics, our formulas [Eqs. (8)-(10)], and the FGS, respectively. In other words, our formulas and the FGS both respect the dynamical symmetry (S51) and give precise descriptions for these observables.
Thus, for the complete comparison, we are to discuss the remaining four observables:Ŝ z ,Ŝ 2 x −Ŝ 2 y ,Ŝ 2 z , and {Ŝ x ,Ŝ y }. In Fig. S1 , we plot the deviation of the one-cycle average calculated by our formula and the FGS (as well as the canonical Floquet steady state for future reference) from that of the actual dynamics. While the deviation of the FGS is O(ω −1 ) for all these observables, that of our formula is O(ω −2 ). Thus our formula correctly describes all the observables at O(ω −1 ). 
C. One-cycle standard deviations
In the paper, we have discussed the difference of the one-cycle standard deviation ∆Σ A (ω) for the representative two observablesÂ =Ŝ z and {Ŝ x ,Ŝ y }. Here we supplement the data, plotting ∆Σ A (ω) for all the eight observables calculated with our formula [Eqs. (8) and (9)], the FGS (as well as the CFSS for future reference) in Fig. S2 .
The difference ∆Σ A (ω) between the actual dynamics and our formula is O(ω −2 ) for all observables as shown in Fig. S2 . This result supports that our micromotion partσ MM (t) properly describes the NESS at O(ω −1 ). Quantitatively, ∆Σ A (ω) is smaller for the FGS, where all-order contributions in ω −1 are included. We could improve the accuracy of our formula by extending our formula to higher orders. 
S5. BREAKDOWN OF ANTIUNITARY DYNAMICAL SYMMETRY
We supplement the argument in the paper that the one-cycle average ofÂ = {Ŝ x ,Ŝ y } vanishes for the FGS but does not for the actual dynamics and our formulas [Eqs. (8)-(10)]. In the paper, we have shown that the antiunitary operatorV and the associated dynamical symmetrŷ
lead to the vanishing one-cycle average for the FGS. Let us see how such an antiunitary dynamical symmetry does not constrain the actual dynamics or our formula due to dissipation. First, we discuss the actual dynamics described by the Lindblad equation (S52). To utilize the antiunitary dynamical symmetry, we substitute t by T − t and multiplyV from left andV † from right. Then, we have
where we have used Eq. (S66),ρV (t) ≡Vρ(T − t)V † , and D is defined byL ij →L ij =VL ijV † in D. We notice that D = D because the time-independent HamiltonianĤ 0 NV is invariant under the antiunitary transformV similarly to the argument in Sec. S4 A. Therefore, Eq. (S67) leads to
We note that the sign of the D term has changed from the original Lindblad equation (S52) andρV (t) cannot be related directly toρ(t). Thus the antiunitary dynamical symmetry (S66) does not constrain the actual dynamics in the presence of dissipation. Second, we show that our formula is not constrained by the antiunitary dynamical symmetry (S66). More concretely, we haveVσ FEV † =σ FE unlike the case of unitary transformations. To show this, we first notice that the dynamical symmetry (S66) leads toVĤ mV † =Ĥ m for the Fourier components and toVĤ effV † =Ĥ eff and henceV ∆Ĥ effV † = ∆Ĥ eff . We second noticeV = KÛ z π , where K is the complex conjugate operator. Then, we consider the matrix elements ofVσ FEV † in the energy eigenbasis:
Although E k |∆Ĥ eff |E l * = E k |∆Ĥ eff |E l in fact, the sign of γ kl has changed from E k |∆Ĥ eff |E l . Thus, in the presence of dissipation,Vσ FEV † =σ FE and tr(σ FEÂ ) = 0 in general even ifVÂV † = −Â.
S6. CANONICAL FLOQUET STEADY STATE (CFSS)
Here we introduce the canonical Floquet steady state (CFSS)
where Z = i e −βEi , |u i (t) is the Floquet state, and |ψ i (t) = e −i it |u i (t) is the corresponding solution of the timedependent Schrödinger equation with i being the quasienergy. Here, we have assumed that the driving frequency ω is so large and |u i (t) is so close to |E i that there is the one-to-one correspondence between |E i and |u i (t) for each index i. The difference between the FGS and CFSS is the weight factor. This is defined by the quasienergy i for the FGS whereas by the real energy E i for the CFSS. This difference is quantitatively important because E i − i = O(ω −1 ) and the FGS and CFSS can give different scalings in ω at high frequency.
The difference of the one-cycle-averaged observables calculated for the actual dynamics and the CFSS is shown in Fig. S1 . For the two observablesŜ z andŜ 2 z , the CFSS gives the appropriate ω −2 scaling which is not captured by the FGS. For the other twoŜ 2
x −Ŝ 2 y and {Ŝ x ,Ŝ y }, the CFSS deviates from the actual value at O(ω −1 ) and fails to describe the actual dynamics at O(ω −1 ). The CFSS thus provide partly improved descriptions for some observables than the FGS. It is noteworthy that the CFSS does not involve any information about the system-bath coupling like the FGS.
The difference of the one-cycle standard deviations ∆Σ A (ω) calculated for the actual dynamics and the CFSS is shown in Fig. S2 . At high-frequency, the CFSS leads to more rapid decreases of ∆Σ A (ω) than the FGS for most observables. Thus the CFSS gives improved descriptions of the NESS than the FGS.
S7. EQUIVALENCE OF OUR FORMULA AND CFSS IN Γij → 0
Here we show that, in the weak dissipation limit Γ ij → 0, our formula [Eqs. (8)-(10)] coincides with the CFSS rather than the FGS. Since the extension to the degenerate case is straightforward, we consider the case whereĤ 0 is nondegenerate for simplicity.
The weak dissipation limit of our formula is obtained just by replacing γ ij with 0 inσ FE :
with
and E k |σ FE |E k = 0. We will show thatρ CFSS (t) coincides with the aboveρ(t) by considering its high-frequency expansion. This is achieved by finding the solution |ψ i (t) within the high-frequency expansion. According to Ref. [6] , |ψ k (t) can be represented as |ψ k (t) = e G(t) |ψ k (0) ,
where
and |ψ k (0) is the eigenstate of the effective HamiltonianĤ eff =Ĥ 0 + ∆Ĥ eff with eigenvalue k = E k + O(ω −1 ). Since ∆Ĥ eff = O(ω −1 ) as shown in Sec. S1, |ψ k (0) can be obtained by the standard perturbation technique as
Substituting this equation into Eq. (S70), we obtain
which is equal to our formula (S71) (G(t) was defined in Sec. S1). We note that the FGS deviates from the CFSS in general by O(ω −1 ) since E i − i = O(ω −1 ). Thus, in the small dissipation limit, the NESS coincides with the CFSS rather than the FGS.
