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Editorial
From the Editor-in-Chief
In this column, edited by one of the occupants of the position of editor-in-chief,we relate comments
from authors and readers concerning papers that have recently appeared in Linear Algebra and its
Applications. The columnwill contain errata, additional references, and historical and other comments
that we believe will be of interest to readers of the journal. With the change in the volume and issue
numbering scheme resulting in two volumes a year, each with 12 issues, we anticipate this column
will now appear in the ﬁrst issue of even-numbered volumes.
(1) Mei Lu, A new upper bound for the spectral radius of graphs with girth at least 5, 414 (2006)
512–516. Mei Lu has pointed out a correction in the equality characterization in Theorem A:
Let G be a simple connected graph with girth at least 5 and  the maximum degree of G. Then
ρ(G) −1 +
√
4n + 4− 3
2
.
Moreover, the equality holds if and only if G is isomorphic to C5, the Petersen graph, the Hoffman–
Singleton graph (7-regular, n = 50), or, if it exists, the 57-regular graph of diameter 2 and order
3250.
(2) OskarMaria Baksalary andGeorge P.H. Styan (Eds.), Some comments on the life and publications
of JerzyK. Baksalary (1940–2005), 410 (2005) 3–53. Theeditors of this paper report thediscovery
of a further paper (coauthored) by Jerzy K. Baksalary, which was not mentioned in this article;
namely, Jerzy K. Baksalary, Idzi Siatkowski, Bounds for the efﬁciency factor for a class of two-way
elimination of heterogenity designs. Gujarat Statistical Review, 17A (Professor Katri Memorial
Volume) (1990) 22–28.
This paper should be added to the list of publications (Table 2.1) at position [102] on page 36.
In consequence, Table 2.2 should be expanded with the Gujarat Statistical Review, and in Tables
2.4 and 2.5 the number of joint publications by Jerzy K. Baksalary and Idzi Siatkowski should be
increased by 1.
(3) Takashi Yoshino, A modiﬁed Heinz’s inequality, 420 (2007) 686–699. The following corrections
should be noted:
1. The value of lima→∞ y(a, b) stated in (2) of page 690 is not 2. This error invalidates the proof
of the main result, specifically the Case 4 and the Case 5 with 2γ (1 − β) − αβ  0 of the
theorem. But the rest of the Cases are correct because lima→∞ y(a, b) = 2 − b.
0024-3795/$ - see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.08.012
588 Editorial / Linear Algebra and its Applications 430 (2009) 587–593
2. Remark1 (toLemma4) shouldbemodiﬁedas follows:This lemmaand itsproof areessentially
the same as the original proof of Furuta inequality in Ref. [1] of the paper. Its proof was given
for the reader’s convenience.
(4) Cheng-yi Zhang, Yao-tang Li, Feng Chen, On Schur complements of block diagonally dominant
matrices, 414 (2006) 533–546. The authors write that there are two gaps arising in the proofs
of Theorem 2.1 and Theorem 2.3. One is that the inequality in the fourth line from the bottom
of page 539 is not true; another arises in the fourth and ﬁfth lines from bottom of page 542.
The proof of Theorem 2.3 is therefore incorrect (since A is II-BSDD, A cannot be I-BSDD). As a
result, (15) cannot hold, and so (17) cannot be obtained. The correct proofs of Theorem 2.1 and
Theorem 2.3 are both available. The readers can send e-mail to zhangchengyi_2004@163.com
for correct proofs. Note also that “by (11)” in the ﬁrst line from bottom of page 543 in Ref. [2]
should be “by (9).”
(5) Eunkyung Ahn, Sejung Kim, Yongdo Lim, An extended Lie–Trotter formula and its applications,
427 (2007) 190–196. Author Sejung Kim should be Sejong Kim and the correct e-mail address
is kimsj@knu.ac.kr.
(6) WeiWang and Cheng-Xian Xu, Some results on the spectral reconstruction problem, 417 (2007)
151–159. The authors have reported the following corrections:
1. Page 152, line 6 from the bottom: delete “of order r and s, respectively”.
2. Page 152, line 4 from the bottom, page 154, lines 4 and 5 from the bottom, page 155, lines 1
and 3, page 156, lines 4 and 8 from the bottom, page 157, line 1: replace the ﬁrst ‘Q1’ with
‘rQ1’, replace the second one with ‘Q1r ’; replace the ﬁrst ‘Q2’ with ‘sQ2’ and replace the
second one with ‘Q2s’.
3. Page 154, lines 4 and 5 from the bottom, page 155, line 5, page 156, line 26: replace ‘Q1’ with
‘Q1r ’; replace ‘Q2’ with ‘Q2s’.
4. Page 156, lines 18–26: replace each ‘Ir ’ and ‘Is’ with ‘It ’ and ‘In−t ’, respectively.
5. Page 157, lines 2 and 3 replace “Q1A1Q1 = rA1r , Q2A2Q2 = sA2s and Q1Cs = rCQ2.
Let Q̂1 = Q1r , Q̂2 = Q2s and Q =
[
Q̂1 O
O Q̂2
]
” with “Q1A1Q1 = A1,Q2A2Q2 = A2 and Q1C =
CQ2. Let Q =
[
Q1 O
O Q2
]
”.
(7) Yaokun Wu, Even poset and a parity result for binary linear code, 418 (2006) 591–594. The
author reports that David Surowski has noted an expression error in the definition of even poset
in line 3 from the bottom on page 591. The definition should read: P is an even poset provided
every principal ideal and every principal ﬁlter of it either has size 1, and hence corresponds to
a minimal or maximal element of P, respectively, or has even size.
(8) Bassam Mourad, A note on the boundary of the set where the decreasingly ordered spectra of
symmetric doubly stochastic matrices, 416 (2006) 546–558. The author reports the following
corrections:
On page 551,
Wa =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1/2 1/2 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
− −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 1/2 − 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
−1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 −1/2 − −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
− 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 −1/2 −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
instead of
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Wa =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1/2 1/2 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
− −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 1/2 − 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
−1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 −1/2 − −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
− 2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
1/2 −1/2 −1+a
2
√
1−2a+5a2+2a
√
1−2a+5a2
2a+
√
5a2−2a+1
2
√
1−2a+5a2+2a
√
1−2a+5a2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
On page 557, the region Ef has been described algebraically by the system (1) belowwhich does
not match the way that Ef has been described geometrically earlier on page 554. The correct
algebraic description of Ef should be as follows. Ef can be deﬁned as the set of real 4-tuples
(1, x, y, z) where 1 x  y  z  −1 and (x, y, z) satisﬁes either one of the following systems:⎧⎪⎨
⎪⎩
x + y + z + 1 0,
y − z −
√
2x2 + y2 + z2 + 2xy + 2xz + 2yz + 2y + 2z + 2 0,
y − z −
√
2x2 + 5y2 + 5z2 − 2xy − 2xz + 10yz + 6y + 6z + 2 0,
(1)
or ⎧⎪⎨
⎪⎩
x + y + z + 1 0,
y − z −
√
2x2 + y2 + z2 + 2xy + 2xz + 2yz + 2y + 2z + 2 0,
y − z −
√
10x2 + y2 + z2 − 6xy − 6xz + 2yz − 8x + 2y + 2z + 2 0,
(2)
is contained ins4. Thus the following holds:
Theorem 3.10. Let 1 x  y  z  −1. If (1, x, y, z) satisﬁes one of (1) and (2) then (1, x, y, z) is the
spectrum of a 4 × 4 symmetric doubly stochastic matrix.
(9) Shmuel Friedland, The maximal eigenvalue of 0 − 1 matrices with prescribed number of ones,
69 (1985) 33–69. Jan Snellman has written to the author that some correction is necessary in
Lemmas 9 and 10, and the author has provided the following:
The equality cases of (4.5) and (4.8) stated in Lemmas 9 and 10 are not correct. The aim of this
note to give a necessary condition for the equality cases in (4.5) and (4.8), and and to point out
the corrected versions of the results in the paper which used the equality cases in (4.5) and
(4.8). For u = (u1, . . . ,un) ∈ Rn let u− := (u−1 , . . . ,u−n ) ∈ Rn be the decreasing rearrangement
of coordinates of u, i.e. u−
1
 · · · u−n and u− = Pu for some permutation matrix P ∈ Rn×n. We
say that v ∈ Rn majorizes u, denoted by v  u if ∑ki=1 u−i ∑ki=1 v−i for k = 1, . . . ,n − 1 and∑n
i=1 ui =
∑n
i=1 vi.
Lemma (Corrected version of Lemma 9). Let α,β,u, v ∈ Rn. Assume that α ≺ u,β ≺ v. Then
αβ  u−v−. (3)
If
αβ = u−v− (4)
then there exists a permutation matrix P ∈ Rn×n such that Pα = α− and Pβ = β−. With i0 = 0 and
ik = n, and with j0 = 0 and jl = n, assume that
u−
1
= · · · = u−
i1
> u−
i1+1 = · · · = u
−
i2
> · · · > u−
ik−1+1 = · · · = u
−
ik
, (5)
v−
1
= · · · = v−
j1
> v−
j1+1 = · · · = v
−
j2
> · · · > v−
jl−1+1 = · · · = v
−
jl
.
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If i1 = j1, . . . , im = jm then the equality (4) yields the equalities
α−r = u−r , β−r = v−r , for r = 1, . . . , im. (6)
If i0 = j0, . . . , im = jm form 0and im+1 /= jm+1,wherem + 1min(k, l), then there existsγ = γ−, δ =
δ− ∈ Rn, such that (γ , δ) /= (u−, v−), γ ≺ u−, δ− ≺ v− and γδ = u−v−.
Proof. It is straightforward to show that αβ  α−β− and equality holds if and only if there exists
a permutation matrix P ∈ Rn×n such that Pα = α− and Pβ = β−. (It is enough to consider n = 2.)
Since α ≺ u and β ≺ v it is well known that there exists two doubly stochastic matrices Q ,R ∈ Rn×n
such that α− = Qu−,β− = Rv−, e.g. [?]. Since any doubly stochastic matrix is a convex combination
of the permutation matrices, we deduce that α−β− ≤ u−v−.
In what follows we assume equality (4). Hence
α−β− = α−v− = u−β− = u−v−. (7)
In particular, there exists of a permutation matrix P ∈ Rn×n such that Pα = α− and Pβ = β−. For
simplicity of the exposition we assume that α = α−,β = β−,u = u−, v = v−.
Assumethat i1 = j1, . . . , im = jm.Weprove (5)by inductiononn. Forn = 1, (5) triviallyholds.Assume
by the induction hypothesis that (5) for any n N. Let n = N + 1.
Ifm = 1 and i1 = j1 = n then clearly α = u,β = v and the claim holds. Suppose that eitherm > 1 or
m = 1 and i1 = j1 < n. Hence u1 > un and v1 > vn. Suppose ﬁrst that one has the strict inequalities∑k
i=1 αi <
∑k
i=1 ui for k = 1, . . . ,n − 1. Then there exists t > 0 such thatα(t) := α + t(1, 0, . . . , 0,−1)
satisﬁes α(t) ≺ u. Clearly α ≺ α(t) = α(t)−. Hence
αβ  α(t)β  α(t)v = t(v1 − vn) + αv  uv.
This contradicts (7). Hence, there exists an integer k ∈ [1,n − 1] such that∑ki=1 αi = ∑ki=1 ui. Let
α˜ := (α1, . . . ,αk), αˆ := (αk+1, . . . ,αn),
u˜ := (u1, . . . ,uk), uˆ := (uk+1, . . . ,un),
v˜ := (v1, . . . , vk), vˆ := (vk+1, . . . , vn).
Then α˜ ≺ u˜ and αˆ ≺ uˆ. Hence α˜v˜  u˜v˜ and αˆvˆ  uˆvˆ. Clearly αv = α˜v˜ + αˆvˆ and uv =
u˜v˜ + uˆvˆ. Combine the above inequalities and equalitieswith (7) to deduce that α˜v˜ = u˜v˜. Since
i1 = j1 we can apply the induction hypothesis to the equality α˜v˜ = u˜v˜ to deduce that α1 = u1.
Similarly we deduce that β1 = v1. Let
α¯ := (α2, . . . ,αn), β¯ := (β2, . . . ,βn), u¯ := (u2, . . . ,un),
v¯ := (v2, . . . , vn).
Now use the induction hypothesis for α¯, β¯, u¯, v¯ to deduce (6).
Assume that i0 = j0, . . . , im = jm for m 0 and im+1 /= jm+1, where m + 1min(k, l). In view of
the equality (6) it is enough to consider the case m = 0, i.e. i1 /= j1. Assume for simplicity of the
exposition that 1 i1 < j1  n. Choose a small positive enough t so that γ := (u1, . . . ,ui1−1,ui1 −
t,ui1+1 + t,ui1+2, . . . ,un) = γ−. Let δ = v. Then γ ≺ u, γ /= u and γδ = uv. 
Lemma (Corrected version of Lemma 10). Let A
1
,A2 be k × p, 0 − 1 matrices with 1 l1  l2 ones
respectively. Put
li = sip + ti, 0 si, 0 ti < p, i = 1, 2. (8)
Assume that e = (1, . . . , 1) ∈ Rp. Then
eA1A2e w1 w2, wherewi = (p, . . . , p︸ ︷︷ ︸
si
, ti, 0, . . . , 0)
, i = 1, 2. (9)
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Let Bi be the matrix in which the ﬁrst si rows are equal to e
 and the si + 1 row is of the form
(1, . . . , 1︸ ︷︷ ︸
ti
, 0, . . . , 0) for i = 1, 2. Equality holds if and only if there exist three permutation matrices
P,Q ,R such that
PA1 = B1 Q , QA2R = C2, (10)
where C2 and B2 have the same entries in the ﬁrst s1 + 1 rows. In particular, if l1 = l2 then C2 = B1.
Proof. Observe that
α := A1 e ≺ w1 = B1e, β := A2e ≺ w2 := B2e.
Hence αβ  w
1
w2, which yields the inequality (9).
Suppose that αβ = w
1
w2. From Lemma 9 we deduce that there exists a permutation matrix Q so
that Qα = α−,Qβ = β−. Suppose ﬁrst that l1 = l2. Thenw1 = w2 and we can use the analysis of
the equality case in Lemma 9. Hence α− = β− = w1, which is equivalent to (10) with C2 = B1.
Assume that l1 < l2. Assume that
w1 β− = w1 w2. (11)
Suppose ﬁrst that s2 = 0. Hence s1 = 0 and w1 = (t1, 0, . . . , 0),w2 = (t2, 0, . . . , 0). Clearly (11)
holds if and only if β− = w2. This proves the lemma in this case. Assume now that s2  1. We
claim that β−
1
= p. Otherwise, as s2  s1 we obtain that the greatest k such that β−1k  1 must
satisfy k > s1 + 1. Let γ = (β−11 + 1,β−12 , . . . ,β−k−1,β−k − 1, 0, . . . , 0). Then γ = γ− ≺ w2 andw1 β− <
w
1
γ  w
1
w2, which contradicts (11). Hence β
−
1
= p. If s1 = 0 we are done in this case. If s1  1
we proceed by considering l′
1
:= l1 − p, l′2 := l2 − p. It then follows that the equality (11) yields that
the ﬁrst s1 + 1 entries of β− coincide with the ﬁrst s1 + 1 entries ofw2.
Now consider the equality α−w2 = w1 w2. Use similar arguments as above to deduce that α− =
w1. 
All other results in the paper apply in view of the modiﬁed versions of Lemma 9 and 10.
Reference
[1] MOA.W. Marshal, I. Olkin, Inequalities: Theory of Majorization and Its Application, Academic
Press, 1979
(10) X.Q. Jin, Y.M. Wei, A survey and some extensions of Chan’s preconditioner, 428 (2008) 403–412.
Stefano Serra-Capizzano provided the following remarks concerning this paper:
For any given n-by-nmatrix An, the Chan circulant preconditionerPn(An) proposed by Chan [6],
and extensively studied in [5], is deﬁned to be the unique minimizer over all circulants Cn of
‖An − Cn‖F ,with ‖ · ‖F denoting the Frobeniusnorm, i.e., the Schattenpnormwithp = 2. The idea
has been extended by Huckle [9] to the case of ω-circulant algebras (|ω| = 1) with special atten-
tion to skew-circulants, i.e., ω-circulants with ω = −1. The same approach for sine-transform,
cosine-transform, and Hartley algebras was analyzed in [3,4,12,15,1,8].
Later on Benedetto and Capizzano [7] studied the problem in a very general setting, i.e., for
space ofmatrices of the formUnV∗n whereUn and Vn are ﬁxed unitarymatrices and is chosen
among all matrices with a given pattern (see also [10]), X∗ denoting the transpose conjugate of
X .
The survey by Jin and Wei [11] considers such an extension, but in a very limited setting when
compared with the approach in [7]. More precisely in [7] we are allowed to choose multilevel
structures (independentlyof thenumberof levels)with scalar orblockentries alsoof rectangular
type, while in [11], since they conﬁne theirmathematical tools to only elementary linear algebra
and calculus, only the following speciﬁc setting is taken into account:
592 Editorial / Linear Algebra and its Applications 430 (2009) 587–593
• The pattern is diagonal, i.e.,  ranges over all complex diagonal matrices.
• Vn = Un and only the case of scalar unilevel and two-level structures is considered.
Now let us concentrate on the norms of these optimal approximations. Part (ii) of Theorem1 and
Theorem 3 in [11] state that ‖Pn(·)‖ = 1 for the Frobenius and the operator norms, i.e., for the
Schatten p normswith p = 2 and p = ∞. In fact these results are not new and can be statedmore
generally. Using the variational characterization of any unitarily invariant norm (see Theorem
2.1 in [18]), it is easily deduced that ‖Pn(·)‖ = 1 for every unitarily invariant normand alsowhen
Vn is different from Un: for this result the reader is referred to Theorem 4.1 again in [18]. We
recall that the set of unitarily invariant norms includes properly all Schatten and Ky–Fan norms
[2].
Finally, as correctly emphasized in [11], it is worth mentioning that these optimal approxima-
tions are successfully used as preconditioners for linear systems with various structures. In
this respect a general theory for analyzing the quality of these preconditioners is developed
in [16,17,7] by using the Korovkin theory [13] and speciﬁc tools for deducing negative results
[19,20,14].
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