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1. NOTATION AND CONVENTIONS 
Let R denote the set of real numbers and 
R” = {x = (xl ,..., x,); xi E R for i = l,..., n}. 
If U is a set, denote the closure of U by u. The symbol / a 1 will mean the 
absolute value of the real number a and if x E Ii”, the norm of x is defined to be 
11 x /I = Cr=, 1 xi ) . If A = [u&j is an n x n matrix with real elements, define 
the norm of A by jl A 11 = Cy=,Cj”=, j aij 1 . If B = [bij] is an n x n matrix 
function defined on a set 77 with real-valued functions as elements, then B(u) 
denotes the 71 x 71 matrix [!Q~(u)]. Th us, the meaning of the symbol 11 B(u)11 is 
ci”=,c;~, I %j(4l * 
If R+ = [0, co), let 
BC(R+) = {f: R+ ---f R*; f is bounded and continuous on R+}. 
The function defined by 
II x II = sup{lI #II; t E R+> 
establishes a norm for BC(R+) and (BC(R+), II . 11) is a Banach space. In the 
sequel we will use BC(R+) to denote (BC(R+), /I . 11). 
Denote {(t, x) E R x Rn; 0 < t < cc and 11 x I/ < 4) by D(p) where p is a 
positive real number. Let B(0, 4) be the open ball of radius 4 centered at 0 in 
BC(R+). We observe that if x E B(0, p), then the graph of x is in D(q). 
Let d = {(t, s) E R2; 0 < s < t < m} and for b > 0 define A(b) as {(t, S) E R2; 
O<s<t<b}. 
Let g be a function defined on D(q) with range in Rn. If the component 
functions ofg areg, , letg, denote the n x 71 matrix [8gi/8xj] of partial derivatives 
of the gi with respect to the components xi of x E R”. 
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Assume that g satisfies the following: 
(A,) g is continuous on D(q) and g(t, 0) = 0 for t E R+; 
(A,) the components gi of g have continuous partial derivatives with respect 
to the components xj of x Rn and the n x n matrix function 11 gz(t, x)1\ is bounded 
above by P for (t, x) E D(q); 
(As) for each E > 0, there is a 6, > 0 such that if (t, x) and (t, y) are in D(q) 
and II x -Y II < 6, , then II g&, 4 - gdt, r)ll -c E. 
We list two more hypotheses. 
(A4) Let k be a continuous n x n matrix function de$ned on A for which 
there exists an M > 0 such that 
s 
t II 44 s)ll ds < M for tER+. 
0 
(AJ Let r(t, s) be the resolvent kernel associated with k(t, s)g,(s, 0) and 
suppose that there exists an MT > 0 such that 
i 
t II r(t, s)ll ds < W for t E Rf. (l-1) 
0 
In the sequel we will refer to the above hypotheses collectively as hypotheses 
(A) and we will denote the integral equation 
by E[f,gl. 
x(t) = f(t) + St k(t, s) g(s, x(s)) ds 
0 
We will be concerned with a FrCchet differentiable function, G: BC(R+) x 
B(0, Q) + BC(R+). If (f, x) E BC(R+) x B(0, 4) and (~5, E) E BC(R+) x BC(R+), 
we will denote the FrCchet differential of G at (f, x) evaluated at (4, .$ by 
dG(f, x; (6, l). The partial differentials of G will also come into play. The 
notation we will use is exemplified by d,G(f, x; t) which represents the partial 
differential of G at (f, x) with respect to the second variable, X, evaluated at 6. 
A discussion of the FrCchet differential may be found in [5]. 
2. DIFFERENTIABILITY OF SOLUTIONS OF E[f,g] 
With f and x denoting arbitrary elements of BC(R+) and B(0, CJ), respectively, 
define a function G: BC(R+) x B(0, q) + BC(R+) by 
G(f, x)(t) = f(t) + St k(t, s) g(s, x(s)) ds - x(t). 
0 
It is easily verified that the range of G is contained in BC(R+). 
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We wish to solve G(f, X) = 0 f or x. This is done in Theorem 2.2 with the 
aid of the implicit function theorem of Hildebrandt and Graves [4, p. 1501. In 
order to do this, we establish Lemmas 2.1 and 2.2 and Theorem 2.1. The proofs 
of the lemmas appear in the Appendix. 
LEMMA 2.1. If hypotheses (A,) through (AJ are satisjed, then the partial 
dzfjerentials of G with respect to the first and second variables exist and are continu- 
ous on BC(R+) x B(0, q). 
THEOREM 2.1. If hypotheses (A,) through (AJ are satisfied, then G is continu- 
ously dzferentiable on BC(R+) x B(0, q). Furthermore, af (f, x) E BC(R+) x 
B(0, q) and (4, 6) E BC(R+) x BC(R+), then 
dG(f, x; 9, 6) (t) = 4(t) + J’ Wt 4 ,g&, x(s)) ds - t(t). (2.1) 
0 
In view of Lemma 2.1, the result follows from a well-known theorem [5, 
p. 1541. 
LEMMA 2.2. Let hypotheses (A) be satisfied. Then, d,G(O, 0; .) is a linear 
homeomorphism of BC(R+) onto BC(R+). 
THEOREM 2.2. If hypotheses (A) are satis$ed, then there exist open balls 
B(0, rJ C BC(R+) and B(0, r2) C B(0, q) and a function F: B(0, rl) -+ B(0, rJ 
with the following properties: 
(i) The point (f, F(f)) E B(0, rl) x B(0, rJ is a solution of G(f, x) = 0 
for each f E B(0, rJ and there is no other solution with the same f in B(0, r,); 
(ii) the partial dz@rential d,G(f, F(f); .) is invertible for each f E B(0, r,); 
(iii) F is continuously dz~erentiable on B(0, r,); 
(iv) if x = F(f), then 
d&f; $)(t) = 4(t) + lt r(t, s; 4 4(s) 4 
where r(t, s; x) is the resolvent kernel associated with k(t, s) g,(s, x(s)). Consequently, 
dF(f; 4) is the solution of the variational equantion 
E(t) = 4(t) + 1” k(t, 4 gds, 44) 84 ds 
‘0 
The proofs of parts (i), (ii), and (iii) are immediate for we observe that 
G(0, 0) = 0 and, in view of Theorem 2.2 and Lemma 2.2, that the hypotheses 
of the implicit function theorem of Hildebrandt and Graves [4, p. 1501 are 
satisfied. 
qog/6I/z-Iz 
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In order to establish (iv), recall from Lemma 2.2 that (d,G(f, X; *))-I exists 
and is a bounded linear operator on BC(R+). Also, from Lemma 2.1, we have 
If d,G(f, X; 6) = 4, then 
Lx4 = -54t) + 1” qt, s) g,(s, x(s)) f(s) ds. 
0 
The solution of this linear equation is 
and so, 
WW, x; -))--’ (4)(t) = - (W + ( r(t, s; 4 4(s) dsj. 
Using the chain rule, we obtain 
Finally, it follows from (2.2) that dF(fi $) satisfies V[+, g, x]. 
If f~ B(0, ri), Theorem 2.2 guarantees the existence of exactly one solution 
of E[f,g] in B(0, Y.J. H owever, the possibility of the existence of solutions not 
in B(0, r.J remains. Consequently, the following theorem is appropriate. 
THEOREM 2.3. Let hypotheses (A) be satis$ed. If f c B(0, rl), then E[f, g] 
has exactly one continuous solution and this solution is in B(0, r2). 
Let f be fixed in B(0, rl) and x = F(f) be the solution of E[f, g] given by the 
implicit function of Theorem 2.2. Assume y is a continuous solution of the same 
equation and that y is defined on a nondegenerate interval J. The interval J 
is closed on the left with left-hand end point 0. 
Suppose there exists a t, E J with y(tl) # x(tl). The set {t E J; 
(/ y(t) - x(t)11 > 0} is bounded below by 0 since y(0) = f (0) = x(0). Set 
t, = inf(t E J; 11 y(t) - x(t)]\ > O}. Let to = sup{t E J; t < t, and /I y(t) - x(t)11 
= 0). If to < t, , it follows from the definition of to that there exists a t E (to , tz) 
such that I( y(t) - x(t)11 > 0, which contradicts the definition of t, . We conclude 
that to = t, . If to > 0, then y(t,) = x(t,) because 11 y(t) - x(t)11 is continuous on 
[0, to]. Note that to is not the right-hand end point of J because t, E J and 
llr(t1) - 4tdl > 0. 
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Since x E B(0, r2) and r2 < q, it follows that {(t, x(t)); 0 < t < to} C D(q). As 
(to 7 YPON = (to F @ON E %?h th e real number q - 11 y(t,,)lj is positive and, due 
to the continuity of q - 11 y(t)11 , there exists a p > 0 such that [to , to + /3] C J 
and q - jj y(t)/1 > 0 on [to , to + /3]. With b = to + ,9, it follows that {(t, y(t)); 
t E PO, b13 c Wq). 
The set d(b) = {(t, s); 0 < s < t < b} is compact and so there exists an 
N 3 0 such that 11 k(t, s)li < N on d(b). For t E [0, b], we have the inequalities 
II y(t) - x(t)ll < s ot II W, 4 II g(s, y(s)) - g(s, +>)I1 ds 
< II ot ,l (II 4 s)ll II& 44 + 4Y(S) - #)ll 
x IIYN - x(s)lI da ds 
< PN jt IIYW - x(s)11 ds, ” 
where P is a bound for j/g,(t, x)11 . It follows from Gronwall’s inequality that 
11 y(t) - x(t)11 = 0 on [0, b]. From the definition of to, there exists a t E (to , b) 
such that I( y(t) - x(t)11 > 0. So, the assumption of the existence of a t E J such 
that y(t) # x(t) leads to a contradiction. Hence, x = F(f) is the only solution 
of E[f, g] and it is in B(0, Y.J. 
3. STABILITY AND LINEARIZATION OF E[f,g] 
With the exception of Theorem 3.2, the theorems of this and the next section 
are generalizations of results concerning the Liapunov stability of solutions of 
differential equations of the type 3i = w(t, X) which may be written in the form 
x(t) = x,, + J: WCS, x(s)) d s. 1 n our theorems the above equation is replaced by 
E[f, g], and f plays the role of the initial vector x,, . 
THEOREM 3.1. Assume that hypotheses (A) hold and let F: B(0, rl) + B(0, YJ 
be the implicit function of Theorem 2.2. Then, for each E > 0, there is a 6, > 0 
such that if ljflj < 6, , then the unique solution x of E[f, g] satisJies 11 x II < E. 
The result follows from the continuity of F. 
The next result concerns the linearization of E[f, g]. 
THEOREM 3.2. Assume that hypotheses (A) hold and let F: B(0, rJ + B(0, Y*) 
be the implicit function of Theorem 2.2. Let x and 6 denote solutions of E[f,g] 
and V[d, g, 0] respectively. Then, for each E > 0, there exists a 6, > 0 such that 
if f and q5 belong to B(0, S,), then (1 x - CJ 1) < E. 
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Let E > 0 be fixed. For each 4 E BC(R+), the solution, E, of V[$, g, 0] is given 
by 
E(t) = 56(t) + it r(4 4 &is, 0) 4(s) ds, 
where r(t, s) is the resolvent kernel associated with k(t, s) g,Js, 0). From (A,), 
we have that $11 r(t, s)li ds < M, for t E R+. With 6, = ~/[2(1 - M,)], we have 
that, if I/ 4 // < 6, , then 
and so, jj 5 // < c/2. The function F is continuous and satisfies F(0) = 0. As a 
result, there exists a 6, > 0, satisfying 6, < rr , and such that if [if11 < 6, , 
then 11 x /I < c/2 where x = F(f). Let 6, = min{S, , S,} and f and + belong to 
B(O, 6,); then II x - t II d II x II + II E II < E. 
4. STABILITY OF PERTURBED EQUATIONS 
In this section we direct our attention to perturbed equations corresponding 
to E[f, 81. 
THEOREM 4.1. Assume that hypotheses (A) hold and let F: B(0, rl) ---f B(0, r2) 
be the implicit function of Theorem 2.2. Let B(0, qI) C BC(R+) and suppose 
H: B(0, q2) ---f BC(R+) satisfies H(0) = 0 and /I H(u) - H(v)11 < MI Ij u - 2r I/ 
for some MI > 0 and aZZ u and ZJ that belong to B(0, ql). If /I dF(0; .)I\ MI < 1, 
then for each E > 0, there is a 6, > 0 such that if 11 f 11 < 6, , then the integral 
equation 
x(t) = f(t) + l‘t h(t, s) g(s, x(s)) ds + H(x)(t) (E[f, g, HI) 
0 
has a solution in B(0, 6). Furthermore, if E[f, g, H] has a unique solution for each 
f E B(0, S,), then the solution x(., f), corresponding to f, is a continuous function 
off. 
Let E > 0 be fixed and select or > 0 so that 
(~1 + II dF(0; .)/I) Ml < 1. (4.1) 
Since F is continuously differentiable on B(0, rr), there is a 6, satisfying 
0 < 6, < y1 , and such that if f E B(0, S,), then 
II dF(f; ,111 < ~1 + II @‘P; .>I1 . (4.2) 
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Choose 6, < min{S, , M,ql , M1e}. It follows from the mean value theorem 
[5, p. 1491 that if f and f’ belong to B(O, S,), then 
IF(f) -F(f’)ll G (‘1 + II dF(O; *II> llf -f’lI * (4.3) 
Let h be a real number that satisfies 
(9 + II dF(O; .)ll) J4 = 1 -A (4.4) 
and note that 0 < h < 1. Set 
f = (1 - 4 s2PG (4.5) 
and define i?: B(0, hS,) x B(O, p) + BC(R+) by 
Fix f E B(0, AS,) and let u E B(O, p); then it follows from (4.5), (4.6) and the 
hypotheses on H that 
II m.L 4 < 6, * (4.7) 
With f B(0, hSs) fixed, the composite function F 0 Z?(f, .) is defined on B(O, p) 
since A(f, u) E B(0, S,) for u E B(0, p). 
One may verify that F o &(f, .) is a contraction map on B(O, p) and that if u 
and u are in B(O, p), 
llF@(f, 4) -F(&f, 4>ll d (1 - 4 II u - 21 II.(W 
It follows from the Banach fixed point theorem that there exists a unique 
x E B(O, p) such that x = F(fi(f, x)). S’ mce fi(f, x) (t) =f(t) + H(x) (t) the 
above statement is equivalent to the existence of a solution of E(f, g, H) in 
B(O, p). As p < E, the first conclusion follows on setting 6, = hSz . 
Now suppose solutions of E[f, g, H] are unique for f 6 B(0, 6,). This hypo- 
thesis is necessary because it is possible that E[j,g, H] has solutions not in 
B(O, p) even though f E B(0, 6,). A s we have seen in (4.8) the contraction 
constant, 1 - h, is independent off. It follows that F 0 Z?: B(0, 6,) x B(O, p) + 
B(0, p) is a contraction in u, uniformly over f. Also, I? is continuous in f for 
each fixed u, so the same is true of F 0 i?. It follows from a well-known theorem 
[5, p. 2301 that X( ., f) = F 0 r?(f, x( ., f)) is a continuous function of $ 
COROLLARY 4.1. Assume that hypotheses (A) hold and let F: B(0, rl) + B(0, rJ 
be the implicit function of Theorem 2.2. Suppose that k1 is a continuous function 
dejined on A x B(0, ql) C Rn+2 with range in R”. Assume further that k1 satisfies 
the following conditions: 
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(i) P(t, s, 0) = 0, for (t, s) E d; 
(ii) there exists a positive continuous function ko: A ---f R and a real number 
MO > 0 such that II kl(t, s, -4 - Wt, s, y>II < kO(t, s) II x - y II and 
$, kO(t, s) ds < MO fog t E R’ and (t, s, x) and (t, s,y) in A x B(0, ql). 
If I/ dF(0; *)\I MO < 1, then for each E > 0, there is a 6, > 0 such that if 
Ilf II < & 7 then 
x(t) = f(t) + it k(t, s) g(s, x(s)) ds + s,t kl(t, s, x(s)) ds Wf, g, W 
has a unique solution in B(0, c) and the solution is a continuous function off. 
With u E B(0, ql), define H: B(0, qJ -+ BC(R+) by H(u) (t) = s: k’(t, s, u(s)) ds. 
Since kl and u are continuous, H(u) is a continuous function oft. Also, if u and v 
belong to B(0, ql), then 
II fW(t) - W4@)ll < II u - TV IIjot k”(t, 4 ds 
< MO 11 u - v I/. 
Since H(0) = 0, it follows on replacing v with 0 that H(u) E BC(R+). An 
application of Theorem 4.1 shows that there is a 6 > 0 such that if 11 f 11 < 6, 
then E[f,g, kl] has a solution in B(0, 6). An argument similar to that given in 
Theorem 2.3 establishes that there is a 6, > 0 such that if ljflj < 6, , then 
solutions of E[f, g, k’] are unique. Another appeal to Theorem 4.1 establishes 
the desired result. 
COROLLARY 4.2. Assume that hypotheses (A) hoZd and let F: B(0, rl) - B(0, Y.J 
be the implicit function of Theorem 2.2. Suppose k” is a continuous n x n matrix 
function defined on R+ x R+ that satis$es the following conditions: 
(i) There exists MO > 0 such that sr // P(t, s)/l ds < MO for t E R+; 
(ii) for each 7 > 0 and T > 0, there is a 5 > 0 slcch that if t and t’ belong 
to [0, T] and j t - t’ / < t;, then 
s 
m II k”(t, s) - kO(t’, s)\\ ds < ?. 
0 
If /I dF(0; .)\I < 1, then fw each E > 0, there is a 6, > 0 such that if (/f/j < 6, , 
then there exists at least one solution of 
x(t) = f(t) + 1’ k(t, s) g(s, x(s)) ds + I’= k”(t, s) x(s) ds 
0 0 
in B(0, e). 
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Define H: BC(R+) + BC(R+) by H(u) (t) = jy k”(t, s) u(s) ds. It is easy to 
verify that H(U) E BC(R+) whenever u E BC(R+) and that 11 H(U) - H(~)jl < 
MO 11 u - v jJ . 
In conclusion, observe that we have verified those hypotheses of Theorem 4.1 
which guarantee the existence of a solution of E[f, g, H] in B(0, c) whenever 
Ilfll <&. 
Theorem 4.1 and Corollaries 4.1 and 4.2 are similar to theorems established 
by Corduneanu [2]. 
The Schauder-Tychonoff theorem may be used in place of the Banach tixed 
point theorem to establish results similar to those above. Indeed, one obtains 
results that are similar to those obtained by Nohel [6]. The equation considered 
by Nohel had fewer restrictions on the kernel, K(t, s). However, Nohel’s results 
do not subsume those obtainable by using the Schauder-Tychonoff theorem in 
conjunction with the implicit function theorem. 
5. A NONLINEAR VARIATION OF CONSTANTS FORMULA 
In this section we will make use of the notions of derivative and integral of a 
function defined on an interval of real numbers with values in a Banach space. A 
full discussion of these topics may be found in [3, Chap. 81. However, we will 
list those definitions and results that will be used in the sequel. 
Let [a, b] be a nondegenerate compact interval of real numbers and suppose 
that X and Y are Banach spaces. Let A C X be an open set and let h: [a, b] + A 
and H: A -+ Y be functions. 
For fixed so E [a, b], h’(s,) is defined by 
Qo) = g$w - h(soN/(s - so)1 
provided the limit exists. The vectors h’(u) and h’(b) are defined by one-sided 
limits. If H is FrCchet differentiable on A and h’ exists on [a, b], then it follows 
from the discussion in [3; pp. 149, 1501 that (H 0 h)’ exists and 
(H 0 h)’ (s) = dH(h(s); h’(s)) 
for each s E [a, b]. It is also true that if h’ is continuous on [a, b], then 
(5.1) 
h(b) - h(a) = j-b h’(s) ds, 
a 
(5.2) 
where the preceding integral and formula are respectively defined and deduced 
in [3; pp. 160, 1611. 
Recall that E[f,g] denotes the equation 
~(4 = f(t) + St W s) &, 4s)) ds. 
0 
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THEOREM 5.1. Assume that hypotheses (A) hoZd and let F: B(0, rl) -+ B(0, r2) 
be the implicit function of Theorem 2.2. Suppose that f O and f belong to B(0, rl) 
and that x and y are the respective solutions of E[ f 0, g] and E[f, g]. Then y satisjies 
r(t) = 40 +f(t) -f’(t) + $: Jbt r(t, s, o)(f(s) -f”(s)) ds do, (5.3) 
where r(t, s, u) is the resolvent kernel associated with k(t, s) go(s, x(s, u)) and x(t, u) 
is the solution of E[f O + u(f - fo), g] for each u E [0, 11. 
Theorems 2.2 and 2.3 guarantee the existence of a unique solution, x = x(t, a), 
in B(0, r.J of E[f” + u(f -fO), g] for each u E [0, I]. 
Define h: [0, l] --, B(0, rl) by 
Vu) =fO + u(f -fO), (5.4) 
and note that 
h’(u) = f -f” (5.5) 
for each a E [0, 11. Also, define (1: [0, I] -+ B(0, r2) by /l(u) = (F 0 h) (u). It 
follows from Theorem 2.2 that x( ., u) = (F 0 h) (u) = /l(u) is the solution 
of E[fo + u(f -f O), g] and that F is continuously differentiable on B(0, r,). 
Since h is continuously differentiable on [0, 11, it follows that /l is continuously 
differentiable on [0, 11. Also, in view of (5.1) and Theorem 2.2, we have 
A’(u) = dF(X(u); h’(u)) 
= h’(u) + I’ r(., s, u) X’(u)(s) ds. 
Taking note of (5.2), we obtain 
or 
A(1) - A(0) = X(1) - X(0) + .$: [ r(., s, 0) A’(u)(s) ds do 
x(., 1) - x(*, 0) = f - f O + J^,l li r(., s, u)(f (s) -f O(s)) ds du. (5.6) 
On evaluating each side of (5.6) at t E R+, we obtain 
46 1) - 46 0) = f(t) - f O(t) + l1 Lt r(t, s, u)(f (s) - f O(s)) ds do. 
Since y(t) = x(t, 1) and x(t) = x(t, 0), the result is established. 
(5.7) 
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COROLLARY 5.1. Assume hypotheses (A) hold and let F: B(0, rJ ---f B[O, rJ 
be the implicit function of Theorem 2.2. Let C be a subset of BC(R+) and 
H: C + B(0, rJ; suppose y E C andf E B(0, rl) are such that f + H(y) E B(0, rl). 
Assume further that y satis$es 
r(t) = f (t) + Lt h(t* s) g(s, Y(4) ds + H(y)(t) (Erf, g9 HI) 
on R+. Then, if x is a solution of E[f, g], 
y(t) = x(t) + IO1 : r(t, s, 4 H(Y)(S) ds do + H(y)(t). (5.8) 
Since f + H(y) E B(0, rr), the equation 
Z(t) = f(t) + j-” h(t, s) g(s, 4s)) ds + H(y)(t), 
0 
has a unique solution which we will call z. Hence, 
r(t) - z(t) = it Kt> 4ds> Y(S)) - .A 441 ds 
and the argument given in Theorem 2.3 concerning uniqueness establishes that 
y(t) = x(t) for t E R+. An appeal to Theorem 5.1 establishes the result. 
We will call Eq. (5.3) a variation of constants formula. 
We note that in the case g(t, x) = X, the difference in the solutions of 
y(t) = f (t) + Ji h(t, s)?(s) ds and x(t) = f”(t) + si h(t, s) x(s) ds may be com- 
puted directly and it is found to be 
r(t) - x(t) = f (t) - f “(9 + s,t r(t, s)(f(s) - f O(s)) dss, (5.9) 
where r(t, s) is the resolvent kernel associated with k(t, s). In this case, 
h(t, s)g,(t, s(t, u)) = h(t, s) so that r(t, s, CJ) = r(t, s). It follows that (5.3) 
reduces to (5.9). 
COROLLARY 5.2. Under the hypotheses of Theorem 5.1, formula (5.3) may be 
written 
YW = x(t) +f(t) -fO(t) + .$: [j: ( r t, s, r~) da (f(s) - f O(s)) ds. ] (5.10) 
Let t be fixed in R+. It is easy to see that the map, (s, CJ) r(t, s, U) (f(s) -f O(s)) 
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from [0, t] x [0, l] into Rn, is continuous. It follows from elementary calculus 
that 
j’ [j” ~(4 s, 4(f(4 -f”(s)> ds] da = jt [j’ r(t, s, 4 do] (f(s) -f”(s)> ds, 0 0 0 0 
and consequently Eq. (5.10) holds. 
THEOREM 5.2. Assume that hypotheses (A) hold and let F: B(0, rl) -+ B(0, r2) 
be the implicit function of Theorem 2.2. If f E B(0, rl) and x is the solution of 
E[f, gl, then 
x(t) = f(t) + .r,l [Jo1 r(t, s, 4 du] f(s) ds, (5.11) 
x(t, u) is the solution of E[f,g] for each u in [0, 11. 
Furthermore, if the following additional conditions hold, 
(ii) pi? IO* / j: r(t, s, u) do / ds = 0 for each T > 0, 
(iii) there exists a real number MI > 0 such that 
t1 
I IiS ’ r(t, s, u) da ds < MI for t E Rf, 0 0 /I 
then lim,,, (1 x(t)11 = 0. 
Also, if hypothesis (i) is suppressed and f O E B(0, rl) and x0 is the solution of 
E[f O, g] it follows that 
x(t) - 9(t) =f(t) -f’(t) + Jt [j’r(t, s, u) du] [f(s) -f”(s)] ds (5.12) 
0 0 
and that lim,,, 11 x(t) - ti(t)ll = 0 p rovided lim,,, 11 f(t) -f O(t)11 = 0. 
Since 0 is the solution of E[O, f, g], it follows from Theorem 5.1 and Corollary 
5.2 that (5.11) holds. 
Fix E > 0 and choose a real number TI > 0 so that if t > TI , then 
II f (t)ll < m+/% ~/(3M&. (5.13) 
Select a real number, T, , satisfying T, > TI such that if t > T, , then 
=I 1 s 1.c r(4 s, 4 de /I ds -==I ~/[3( 1 + II f II)]. (5.14) 0 ’ 0 
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Then, with t > T, , we have that 
II 4t)ll < llf(t)ll + I’ i!j-“‘r(t, s, u) da /I llf(~)Il ds 
+ St 11 Jo1 r(t, s5 4 du iI llf(s)ll ds. 
=1 
In view of (5.13) and (5.14) it follows that /I x(t)11 < E and therefore 
lb+, II x(t)ll = 0. 
That (5.12) holds and lim,,, // x(t) - c@(t)/1 = 0 provided lim,,, [If(t) -fO(t)ll 
= 0 follows from the first part of this theorem. 
The hypotheses placed on the kernel J-i r(t, s, u) da are similar to those of 
Nohel[6], who considered the case of kernels not depending on u. 
In a recent paper Brauer [I] established a variation of constants formula for 
nonlinear Volterra integral equations under different hypotheses and by different 
methods. The connection between these two formulas is unknown to this author. 
APPENDIX 
In this section the previously stated Lemmas 2.1 and 2.2 will be established. 
Proof of Lemma 2.1. We will establish that the partial differential with respect 
to the second variable exists and is continuous. The argument concerning the 
first variable is much easier. 
If (f, X) E BC(R+) x B(0, q) and 8 E B(0, q) are such that x + [E B(0, q), 
then 
G(f, x + t)(t) - G(f, x)(t) 
= it [I W 4 gz(s> 44 + %W) da] ~3s) ds - 5(t), 
where Taylor’s theorem with remainder has been applied to g(s, x(s) + f(s)) - 
g(s, X(S)). We shall establish that 
d&f, x; cW> = Lt k(t, s) g&, x(s)) 5(s) ds - t(t). (6.1) 
Let E > 0 be fixed. From hypothesis (A3), there exists a 6 > 0 such that if 
(t, x) and (t, x’) belong to D(q) and // x - x’ II < 6, then II g,(t, 4 - g,(t, x’>Il < 
~/(2&r), where M is defined in hypothesis (A.J. In particular, if 4 E B(0, q) with 
x + 6 E B(0, q) and 0 < II t II < 6, then 
II ge(s, 44 + 4s)) - .&(G 4sNll < wv 
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for 01 E [0, 11. It follows that if d,G(f, X; 5) is defined by (6.1), then 
II XL 2 + E)(t) - GM x)(t) - d&f, 2; W)ll 
< It [I1 il WY 4) II g&, 44 + 44) - g&, 4Q)ll da II &)I1 ds 0 0 
< 6 II E lip. 
Hence, 
II GM x + E) - W 4 - 4W, x; E)ll/ll 5II -c E. 
With [E BC(R+), it is clear that d,G(f, X; 5) is linear in f. Also, we have the 
inequality 
!I Wh xi S)Wll < it II W, 4 gob, 44)ll II 5W ds 
0 
and since si (1 k(t, s) gz(s, ~(s))jj ds < MP, it follows that d,G(f, X; .) is a bounded 
linear transformation on BC(R+). Hence, d,G(f, X; *) is the required differential. 
In order to establish the continuity of d,G, let E > 0 be fixed and select a 
6 > 0 such that if (t, U) and (t, u’) are elements of D(q), with Ij u - U’ /j < 6, 
then I/ g,(t, U) - g,(t, u’)ll < e/(2M). Let (f, x) and (f’, x’) belong to 
BC(R+) x B(0, 4) and be such that 
il(f, 4 - (f’, %‘)I1 < 6. 
Then, with 5 E BC(R+), we have that 
II Wf, xi t>(t) - WY, x’; 5111 
< sot II 44 s)ll II g&> 44) - gds, x’(4)II ds II 4 II r 
< E /I 6 l//2. 
Consequently, /I d,G(f, x; 6) - d,G(f’, x’; t)jl < E jl 4 I\/2 and as t is an arbitrary 
element of BC(R+), it follows that 11 d,G(f, x; *) - d,G(f’, x’; *)I1 < E, and so, 
d,G is continuous on BC(R+) x B(0, q). 
Proof of Lemma 2.2. For each f E BC(R+), the linear equation 
E(t) = -f(t) +ct 4~ 4 g&s, 0) t(s) ds 
‘0 
(6.2) 
has exactly one continuous solution which is given by 
t(t) = -f(t) - lot r(t, s) t(s) ds. 
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It is clear that [ E BC(R+) and since (6.2) is equivalent to d,G(O, 0; [) =f, it 
follows that d,G(O, 0; *) is bijective. 
It was established in Lemma 2.1 that d,G(O, 0; .) is bounded and linear. 
Since BC(R+) is a Banach space, it is well known [7; p. 1801 that (d,G(O, 0; .))-l 
exists and is a bounded linear operator on BC(R+). Therefore d,G(O, 0; .) is a 
linear homeomorphism of BC(R+) onto BC(R+). 
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