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Abstract-A least squares approach was used to estimate an equation for each controller 
response. For both metabolic heat production and evaporative heat loss the data was 
divided into different temperature groups, and a separate equation was estimated for each 
group. This was not done for blood flow because of insufficient data. In addition upper and 
lower limits have been placed on each controller response. To determine the validity of the 
model a published human temperature regulation simulation model was used. The control- 
ler portion of the model was replaced by the controller developed in this study. The modified 
simulation model was then used to simulate a number of published experiments. A 
chi-square test was formulated to determine if the rectal and skin temperatures predicted 
by the simulation follow the same multivariate distribution as the experimental tem- 
peratures. The results of the validation procedure indicate that the model is valid over a 
wide range of temperatures. 
THE PHYSIOLOGY OF TEMPERATURE REGULATION 
The term temperature regulation means that there are mechanisms defending the temperature 
of one or several definable regions of the body so as to maintain these temperatures within 
a restricted range. For modelling purposes the temperature regulation system can be separated 
into two subsystems: the passive system and the control system. The passive system is a 
representation of the thermal characteristics of the different parts of the body. Environmental 
temperature stresses impinge on the passive system causing strains. These strains are sensed 
by mechanisms belonging to the control system. Corrective actions are then generated by the 
control system which act to reduce the thermal strains. This study is concerned with modelling 
the control functions of the human temperature regulating system. 
Paper presented at the Third International Conference on Mathematical Modelling, July 29-31, 1981, Los 
Angeles, California. 
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Specifically the purpose of this research is to derive a model of the controller functions 
of the human temperature regulating system. Three basic patterns of response to environ- 
mental stress must be included in the model. These responses are heat production through 
shivering and other metabolic processes, changes in surface blood flow resulting in a 
modification of heat transfer from core to skin and from skin to the environment and 
sweating resulting in increased evaporative heat loss. 
PRELIMINARY MODELLING PROCEDURES AND RESULTS 
In this phase of the study the data of Stolwijk and Hardy [1, 21 was used to model 
metabolic heat production and evaporative heat loss under conditions of thermal stress in 
an air environment. The data summarized by Montgomery [3] was used to model changes 
in surface blood flow. 
Data on metabolic heat production and evaporative heat loss has been collected in two 
different sets of experiments conducted by J. D. Hardy and J. A. J. Stolwijk [I, 21 at the John 
B. Pierce Foundation Laboratory of Yale University. In the first of these experiments the 
subjects were three young men in good health, two of which were tall and slim, while the 
third was of medium height and overweight. Each nude subject was fitted with thermocouples 
for measuring tympanic temperature in both ears, rectal temperature and skin temperature 
in ten areas. He then sat quietly in a room at neutral temperature until the beginning of the 
experiment, approximately one hour. Two complete sets of measurements were made on each 
subject for each of the following series of transients: one hour at 28 “C followed by a two 
hour exposure at 28, 33, 38,43, or 48 “C and a final hour at 28 “C. A high-sensitivity balance 
for weight loss measurements and an oxygen meter were used for each experiment. Air 
movement and relative humidity were maintained at the same levels for all experiments. 
The second set of experiments involved three young men in good health, from the same 
age group, tall and slender and with surface areas greater than 2 m2. All measurements were 
recorded as in the first experiments. Three to six complete sets of measurements were made 
on each subject from the following series of experiments: one hour at a neutral temperature, 
28-29 “C, followed by two hours at 22 or 18 “C and a final hour at 28-29 “C; one hour in 
a cold environment at 18-22 “C, two hours at 42-43 “C, and a final hour at 18-22°C; one hour 
in a hot environment, 43 “C, two hours at 17 “C and a final hour at 43 “C. These temperatures 
were chosen so as to provide data on the effects of thermal transients. Two additional 
experiments on four hour cold exposvre at 13 and 18 “C were also done to study the onset 
of shivering. 
L. D. Montgomery [3] has reviewed the available blood flow data. Both government and 
laboratory reports and the research presented in the open literature are summarized in this 
paper. This study attempted to examine all of the quantitative noninvasive determinations 
available and to compile the results in such a way as to yield blood ,flow values and 
corresponding skin temperatures for various body segments and environmental temperatures. 
Blood flow values were found for the forearm, hand and finger and for air and water 
exposures. These values were used only if the ambient environment and local segment 
temperatures were in thermal equilibrium in the resting state. Of the reports reviewed 
twenty-three satisfied these criteria. 
These data provide quantitative measurements that are a measure of the magnitude of the 
input signals from the core and skin. The rate of change of these signals can easily be 
estimated from these data. Two other possible input variables can also be estimated from 
these data. Hardy and Hammel [4] and Mitchell et al. [5] suggest that average body 
temperature is the appropriate controlled variable. Average body temperature is a weighted 
average of rectal and average skin temperatures. Guyton [6] recommends weights of 0.7 for 
rectal temperature and 0.3 for average skin temperature. Gordon [7], in his doctoral thesis, 
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shows evidence that flux or the rate of heat loss from the body is a possible input variable. 
An approximation of the body heat loss per unit time has been given by Beckman and Reeves 
[LX]. In this formula, the body heat loss per unit time is equal to the mass times the mean 
thermal capacity of the body tissue (specific heat-approximately 0.83) times the body 
temperature per unit time. This term is measured in units of kcal/m2-h. 
For both metabolic heat production and evaporative heat loss a number of observations 
were available at each environmental temperature. Therefore, it was decided to fit a separate 
equation for each of these responses at each of the environmental temperatures. Because the 
number of observations at each temperature was not constant and was relatively low for some 
temperatures, the appropriateness of this decision could not be determined prior to building 
the models. 
The procedure for estimating the controller equations was the same for both of these 
controller responses and for each environmental temperature. In addition, models were built 
for both the absolute controller response and the change in controller response. For both 
cases single variable models were estimated for each environmental temperature. The best five 
models for each temperature, based on R2 statistics, were taken as a first model from which 
to construct more complex models. Two variable models were then estimated for each of the 
one variable models. The twenty-five best two variable models were examined for obvious 
multicollinearity or correlation among the independent variables. While by the nature of this 
problem it would seem impossible to eliminate all multicollinearity, variables such as rectal 
temperature and tympanic temperature which in effect measure the same thing, core 
temperature, and are highly correlated should not be included in the same model. 
All of the models that were free from obvious multicollinearity were used as a basis from 
which to build more complex models. This procedure was repeated, increasing the complexity 
of the model by one variable at each step, until it was no longer justified. 
These results showed a wide disparity among the models derived for each environmental 
temperature. It is not surprising to see a change in the parameters of the model from 
temperature to temperature. This has been hypothesized by Heller et al. [9], Hammel et al. 
[IO], and Hammel [ll, 121. However, it is surprising to see the variation in the form of the 
model from temperature to temperature. These differences were not easily attributed to any 
physiologic reason. Therefore, further statistical investigation was indicated. Because of the 
difficulties encountered, no evaporative heat loss models were developed. 
A logical grouping of the data is to separate it into three temperature ranges corresponding 
to ambient conditions, below ambient conditions and above ambient conditions. Guyton [6] 
has defined ambient temperature to be the range from 20.0 to 25.5 “C. Using this guide, the 
data was then separated into three groups: environmental temperature from 20.0 to 25.5 “C, 
environmental temperature below 20.0 “C and environmental temperature above 25.5 “C. 
The parameters for these two models were estimated for each of the three temperature 
ranges. For each of the six models, the predicted controller response was plotted against the 
squared residuals to illustrate any heteroscedasticity, unequal error variances or any 
autocorrelation, correlated error terms, and the residuals were plotted against the residuals 
lagged one time period to better illustrate any first order autocorrelation, correlation between 
error terms p, and pLt_,. 
In each case these plots fail to show any evidence of heteroscedasticity. First order 
autocorrelation, however, is present in every case. The presence of autocorrelation may result 
in a serious underestimation of the variance of the error terms and of the standard error of 
the regression coefficients. Neter and Wasserman [ 131 show that the data may be transformed. 
and an estimate of the autocorrelation parameter may be used to obtain estimates of the 
parameters of the model and the error terms. In general, the transformation is 
y; = 8; + Kc + I*,, 
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y;= Y,-pY,_,, 
x;=x,-px,-,, 
B;, = P&l -PA 
B; = PI? 
p = autocorrelation parameter. 
An estimate of the autocorrelation parameter was obtained for each of the models and 
temperatures. These estimates were used to transform the data, and the model parameters 
were recalculated. For each of the models the residuals were again plotted against the 
residuals lagged by one time period. These plots indicate that there was a substantial 
reduction in autocorrelation. However, there was also a reduction in the models ability to 
predict as measured by a decrease in the R* statistics. This indicated that there is a lagged 
term which plays an important role in predicting the controller responses. To utilize this 
finding, a new set of equations was developed. 
FINAL MODELLING PROCEDURE AND RESULTS 
The new set of equations was designed to include a lagged term which would measure the 
controller response in the previous time period and a term which would measure the bodies 
reaction to the current environment. In every case, the variable which was most responsive 
to environmental conditions was skin temperature. Therefore, the new equations were of the 
following form: 
and 
Intercept terms are not included in these models. Because the controller responses are 
measured in abolute terms the intercepts are not appropriate. These terms were originally 
included to measure a possible adjustable set temperature. The adjustable set point has been 
suggested as an explanation for the controller responses which could occur when the 
dependent variables were zero. This could occur when all of the dependent variables were 
functions of changes in temperature. However, this is not possible when a lagged response 
term is included as a dependent variable. Therefore, the intercept term would be purely 
artificial. 
The parameters for these two models were estimated for each of the three temperature 
ranges. For each of the six models the predicted controller response was plotted against the 
squared residuals, and the residuals were plotted against the lagged residuals. No hetero- 
scedasticity was present in any case, and first order autocorrelation was present in only a few 
cases. The R* statistics were improved in all cases. Autocorrelation parameters were 
estimated, and the data was transformed where necessary. 
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Table I. Summary statistics for metabolic heat production models with a lagged term and six 
temperature groups 
Air Independent Standard 
Temperature Pr>F R2 Variable Estimate Error Pr > ITI 
G.T. 40 “C 0.999 
A Skin 
Metabolic 
Lagged 
0.0672 0.0751 0.373 
0.997 0.00415 0.0001 
35-40 “C 0.999 
A Skin 
Metabolic 
Lagged 
3.105 2.932 0.302 
0.950 0.042 1 0.000 1 
30-35 “C 0.999 
A Skin 
Metabolic 
Lagged 
0.163 1.099 0.884 
0.996 0.0193 0.0001 
25-30 “C 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.999 
A Skin 
Metabolic 
Lagged 
-0.137 0.134 0.309 
0.998 0.00238 0.000 1 
2(t25 “C 0.999 
A Skin 
Metabolic 
Lagged 
-0.171 
0.993 
0.166 
0.00505 
0.309 
0.0001 
L.T. 20°C 0.998 
A Skin 
Metabolic 
Lagged 
- 0.259 0.144 0.0752 
0.985 0.00766 0.0001 
Because of the improved predicting ability of the models, it was decided to again try to 
divide the data into more temperature groups. In order to keep all of the data on ambient 
conditions in one group the data was divided into five degree ranges from 20 to 40 “C. All 
of the data for temperatures less than or equal to 20 “C was combined as was all of the data 
for temperatures greater than 40°C. The parameters for the two models and each of the six 
temperature ranges were estimated and the residuals plotted. Again the results showed that 
the models were good predictors, that there was no apparent heteroscedasticity and that there 
was first order autocorrelation requiring transformations in only a few cases. Table 1 presents 
the summary statistics for metabolic heat production and Table 2 presents the summary 
statistics for evaporative heat loss. 
The same modelling procedure was used for analyzing the blood flow data with two 
exceptions. First, there were no times available with any of the data so that it was not possible 
to construct any lagged variables and secondly, there was not enough data available to divide 
it into even three groups. A single equation was then estimated and the residuals plotted. 
Table 3 lists the summary statistics for the best model after a transformation was made. 
LIMITING THE CONTROLLER RESPONSES 
In addition to the controller equations in the model, it was necessary to add appropriate 
upper and lower limits to the controller responses. The limits used are based on the 
discussions presented by Guyton [6], Iampietro et al. [14], Timbal et al. [15] and Stolwijk [16] 
and the initial conditions suggested by Stolwijk [17]. Assuming that the subject being 
modelled is awake and lying still Guyton gives a lower limit on metabolic heat production 
of 77 kilocalories per hour. Under extreme cold conditions a person while lying still can 
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Table 2. Summary statistics for evaporative heat loss models with a lagged term and six temperature 
groups 
Air Independent 
Temperature Pr>F R2 Variable 
G.T. 40 ‘C 
3540 “C 
30-35 “C 
2530 “C 
2&25 “C 
L.T. 20°C 
0.0001 
0.0001 
0.0001 
0.0001 
0.000 1 
0.0001 
0.970 
0.985 
0.972 
0.948 
0.917 
0.976 
A Skin 
Evaporative 
Lagged 
A Skin 
Evaporative 
Lagged 
ASkin 
Evaporative 
Lagged 
A Skin 
Evaporative 
Lagged 
A Skin 
Evaporative 
Lagged 
A Skin 
Evaporative 
Lagged 
Estimate 
3.270 
0.953 
46.446 
0.717 
33.125 
0.587 
-0.141 
0.964 
-2.019 
0.916 
0.0300 
0.992 
Standard 
Error Pr > ITI 
1.508 0.0322 
0.0224 0.0001 
23.723 0.0643 
0.141 0.0001 
16.063 0.0518 
0.198 0.0739 
0.865 0.871 
0.0177 0.0001 
1.316 0.132 
0.0521 0.0001 
0.217 0.890 
0.0249 0.0001 
generate heat at a rate 5 to 6 times this rate. A value of 432 kilocalories per hour would then 
be an approximate upper level for the average man. 
The heat lost by evaporation in the resting man under ambient conditions is principally 
lost through breathing. This loss occurs at the rate of approximately 12 kilocalories per hour. 
The maximum evaporative heat loss is a function of skin wetness and humidity and is thus 
built into the passive model. Therefore, a maximum evaporative heat loss was not specified. 
Under extreme vasoconstriction surface blood flow is reduced to essentially zero. While under 
extreme vasodilation it can approach as much as 168 liters per hour. 
VALIDATION OF THE MODEL 
The primary use for a model of the temperature regulating system in man is to predict 
man’s reactions to a variety of environmental stresses. It is in this setting that a model of 
the control mechanisms will also be most useful. That is, the controller model will be 
combined with a passive system model to form a complete model of the temperature 
Table 3. Summary statistics for blood flow model in air 
Pr>F R2 
Independent Standard 
Variable Estimate Error Pr>[T[ 
Intercept 109.450 52.305 0.0396 
0.0001 0.850 Skin -9.768 4.108 0.0198 
Skin2 0.209 0.0762 0.0075 
A Skin 2 0.156 0.155 0.0001 
hour 
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regulating system. Therefore, a reasonable approach to validating the performance of the 
controller model would be to combine it with a widely accepted passive system model. The 
complete model formed can then be used to simulate some of the published experiments. 
This is the basic procedure that has been used. 
One of the most widely accepted temperature regulating system models is the model 
developed by Stolwijk [16]. This is a complete model that includes both the passive system 
and the control system. For the purpose of validation the controller portion of the model 
was replaced by the controller described in the previous sections. The modified model was 
then used to simulate the experiments conducted by Stolwijk and Hardy [l, 21. 
To simulate an experiment using this model, a number of environmental conditions must 
be specified. The measurements hat must be specified are air temperature, relative humidity 
and wind velocity. In addition, a measure of the work being performed by the subject must 
be input. This model has been designed to simulate the average man, and as a result the 
physical characteristics of an average man have been built into the program. 
The conditions of the seven experiments conducted by Stolwijk and Hardy [2] and the five 
experiments conducted by Hardy and Stolwijk [I] have been used as input data for the 
simulation. These experiments were designed to measure the effects of temperature on an 
average man. In each case wind velocity was negligible, relative humidity was maintained as 
low as possible and the subjects were kept at rest. A simulation run was made for each of 
these twelve experiments based on this data. 
THE RESULTS OF THE VALIDATION TEST 
The simulated skin temperature and averaged experimental skin temperature at five minute 
intervals were input to the validation program as were the simulated and experimental rectal 
temperatures. Tables 4 and 5 list the test results for the Stolwijk and Hardy experiments 
Table 4. Validity test for recta1 temperatures; Stolwijk and Hardy experiments 
Experiment 
Experimental Conditions 
Time Temperature 
(min) (Celsius) 
Variance Chi-Square Pr ix2 
(Celsius*) Ho:a2 = r~; 
C-60 28.7 
1 6Gl80 22.0 
180-240 29.2 
MO 29.1 
2 60-180 17.4 
18&240 29.4 
0 60 22.3 
3 60-180 43.5 
18&240 22.6 
O-60 17.9 
4 6&180 42.7 
18&240 18.3 
060 42.8 
5 60-180 17.7 
18G240 43.2 
6 O-120 17.7 
7 O-65 13.0 
1 18.182 0.0000483 
1 25.416 0.00425 
1.5 23.441 0.00159 
1 32.545 0.0539 
1.5 27.797 0.0116 
2 44.120 0.995 
2 26.876 0.992 
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Table 5. Validity test for skin temperatures; Stolwijk and Hardy experiments 
Experiment 
Experimental Conditions 
Time Temperature 
(min) (Celsius) 
Variance 
(Celsius? 
Chi-Square Pr<X* 
H,,:d=c~: 
G60 28.7 
1 %I80 22.0 
180-240 29.2 
O-60 29.1 
2 6G180 17.4 
180-240 29.4 
MO 22.3 
3 6G180 43.5 
18G240 22.6 
MO 27.9 
4 60-180 42.7 
l8&240 18.3 
MO 42.8 
5 6&180 17.7 
18G240 43.2 
6 O-120 
7 G65 
17.7 
13.0 
1 17.571 
0.125 20.169 0.000216 
1 21.322 0.000463 
1 34.486 0.0874 
2 29.227 
1 10.164 
2 7.619 
0.0000290 
0.0196 
0.00984 
0.0186 
including a chi-squared statistic and the probability of a smaller chi-squared statistic under 
the null hypothesis, that the variance between the predicted values and experimental values 
are less than or equal to some acceptable variance, H,,a’ = 0:. Tables 6 and 7 present the 
validation results for the Hardy and Stolwijk experiments. 
These results indicate that the controller passes the validation test for almost ail of the 
experiments. That is, the model predicts both rectal and skin temperatures with acceptable 
variance levels. Several specific experiments need to be discussed separately. 
Table 6. Validitv test for rectal temneratures: Hardy and Stolwijk experiments 
Experiment 
I 
Experimental Conditions 
Time Temperature 
(min) (Celsius) 
G240 28.2 
Variance 
(Celsius*) 
0.125 
Chi-Square Prig’ 
Ho:uz=u; 
8.386 8.6E-11 
2 
t&60 27.8 
6&180 33.3 0.125 12.230 7.9E-8 
18G240 28.0 
MO 28.5 
3 60-180 37.5 0.125 19.261 0.000122 
18(t240 28.5 
4 
(MO 28.0 
6G180 42.5 
18G240 28.1 
1 19.502 0.000134 
MO 28.1 
5 6&180 47.8 1.5 26.243 0.00616 
18&240 28.3 
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Table 7. Validity test for skin temperatures; Hardy and Stolwijk experiments 
_ 
Experimental Conditions 
Experiment Time Temperature Variance Chi-Square Pr<X2 
(min) (Celsius) (Celsius2) Ho:&= u; 
I &240 28.2 0.25 24.804 0.00319 
Ml0 27.8 
2 60-180 33.3 0.25 32.919 0.0595 
18&240 28.0 
060 28.5 
3 60-180 37.5 0.5 34.538 0.0885 
180-240 28.5 
MO 28.0 
4 6180 42.5 1 32.604 0.0548 
18&240 28.1 
G60 28.1 
5 6&180 47.8 
18G240 28.3 
1.5 27.374 0.00984 
The results which stand out are for the sixth and seventh experiments for Stolwijk and 
Hardy. These results indicate that the model is not a valid predictor of rectal temperature. 
They do indicate that it is a satisfactory model for skin temperature particularly in experiment 
six. While these findings are disappointing, they are not surprising. These two experiments 
constitute the most severe cold stresses. Therefore, they are two of the most difficult 
experiments to model. In the case of experiment seven, 13.0 “C is the temperature where the 
fewest observations were available for developing the controller equations and for construc- 
ting the test statistics. 
Two other points should be made concerning these particular test results. First, while the 
results for rectal temperature were unsatisfactory the results for skin temperature were 
somewhat better. This might indicate some weaknesses in the passive system rather than in 
the controller. Secondly, the model is valid for Stolwijk and Hardy experiments two, four 
and five which include periods in a cold air environment. This tends to refute the findings 
for experiment six. 
In addition to acceptably low variance, it is also necessary for this model to be able to 
follow or track the experimental results. Figures 1 and 2 are representative plots of the models 
ability to track. In these plots, experimental and simulated rectal and skin temperatures are 
plotted versus time. 
CONCLUSIONS 
In general, the validation tests indicate that the controller model performs very well. The 
results are very consistant and quite satisfactory. The plots and the statistical validity test 
indicate the model is a good predictor over a wide range of conditions. Therefore, it can be 
said that the model developed is a valid model of the controller functions of temperature 
regulation in man in an air environment. 
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IO 30.00 60.00 90.00 120.00 150.00 160.00 210.00 i 
TIME 
LO.00 
Fig. 1. Plot of experimental and simulated rectal temperature against time for Stolwijk and Hardy experiment 4; 
( x ) experimental, (-) simulated. 
1 
00 30.00 6b.00 9b. 00 120.00 150.00 ho.00 2’10.00 
TIME 
LO.00 
Fig. 2. Plot of experimental and simulated skin temperature against time for Stolwijk and Hardy experiment 4; ( x ) 
experimental, (-) simulated. 
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