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CHAPTER I. INTRODUCTION
Each year, hundreds of college students begin a special
ized course of study only to become disenchanted with their
intended pursuit. Among the numerous complex factors under
lying this condition are a loss of motivation and interest,
undcrachievement in the adopted curriculum, or a newly dis
covered interest in a different area.
The problem of inter-curriculum transfer is neither new
nor unique to personnel at Iowa State University. However,
it is of some concern to administrators, counselors and teach
ers in the industrial education curriculum who traditionally
are called upon for advice by discontented students. It is
significant that during the period of June, 1953, to May,
1964, of the 331 students who were graduated from industrial
education, 282 had transferred into tlje curriculum from some
other academic endeavor. The implications of this finding ^e
relevant to the basic purpose of this study. A method of
reliably predicting academic achievement of students who wish
to transfer to industrial education would be a valuable tool
for college faculty, staff and students in providing appropriate
counseling and guidance services.
Statement of the Problem
A difficult task faced by administrators and counselors
in the industrial education curriculum has been to provide
sound information which a student could use as a basis for
deciding his future in college. The problem of this study
was the determination of criteria which could be used to more
accurately forecast academic achievement of students who
transfer to and graduate from industrial education.
Purposes of the Study
The purposes of this study were two-fold. The first was
to determine what criteria or criterion could be used to pre
dict final grade point average at graduation from Iowa State
University, for transfers into the industrial education curric
ulum, The second purpose was to develop a regression equation,
which could be used, with selected evaluation measures, to
predict the final grade point average for students transferring
to industrial education.
Delimitations of the Study
This study was delimited to include only industrial
education students who graduated from Iowa State University
between June, 1953, and May, 1964. The study was further de
limited to those who transferred to industrial education from
some other curriculum offered by Iowa State University. Ex
cluded from the study were students who entered industrial
education directly from high school and those who transferred
into the curriculum from a college or university other than
Iowa State University.
CHAPTER II. REVIEW OF LITERATURE
Predictive research in education has come into widespread
use as a tool to aid in predicting academic success. The
criterion for these studies covers a wide range, from pre
dicting success in an individual course in high school or
college, to forecasting final grade point average for those
who are graduated from high school or college.
Numerous studies of a predictive nature were available
for review. While several were found with information im
portant in terms of methodology, only those paralleling this
study were used for citing purposes.
In a study of 113 industrial education majors who grad
uated from Iowa State University between July 1, 1946, and
July 1, 1956, Kieffer (4) fotand a coefficient of correlation
of .3579 between total score on the American Council on Educa
tion Psychological Fxamination and final grade point average
at graduation from Iowa State University.
High school grade point average and rank in high school
graduating class were both dropped without significant loss
in predictability, and the final prediction of college success
was made with the American Council on Education Psychological
Examination score alone.
Kieffer felt that the variables used in his study did not
tend to predict academic achievement in industrial education
as well as in college-wide studies. He went on to speculate
that the reduction in overall effectiveness of his prediction
equation may have resulted in the inclusion of a considerable
number of shop or laboratory type courses in the industrial
education curriculum.
Aylsworth (1) studied 137 industrial education majors to
determine the value of various test scores and high school
grade point averages in predicting achievement in laboratory
and non-laboratory courses at Iowa State University, These
students were enrolled during winter quarter, 1949.
Froin the data reviewed, he found that high school average,
with a coefficient of correlation of .2927, was the only
variable to have value in predicting achievement in non-
laboratory courses.
Aylsworth found that no variable or pair of variables
could be eliminated from the multiple regression equation when
predicting achievement in laboratory courses. His prediction
equation included the following variables:
1. High school grade point average (r = .1904)
2. Total score of the American Council on Education
Psychological Examination (r = ,0246)
3. Score of the Owens-Bennett Test of Mechanical
Comprehension, Form CC (r « ,2602)
4. Score of the mechanical interest section of the
Kuder Preference Record (r =« .1882)
A multiple coefficient of correlation of .3907 was found
between the preceeding four variables and achievement in lab
oratory courses.
He felt that his prediction equation did not provide a
completely satisfactory means of predicting laboratory course
achievement and suggested that future studies use variables
other than those he used.
High school grade point average was found significcuit by
MacBride (6) in predicting first year achievement at Iowa
State University for Ames High School graduates. Four high
school course grades, composite score on the Iowa Test of
Educational Development, and high school grade point average
were used as variables in a multiple regression equation.
In his study, all of the high school course grades were
dropped from the equation without a significant loss of pre
dictive ability, and the prediction was made with high school
average and the Iowa Test of Educational Development composite
score. The two~variable regression equation yielded a multiple
coefficient of correlation with the criterion of .8452, Corre
lation of the individual variables was r = .83 for the high
school grade point average, and r = .67 for the Iowa Test of
Educational Development composite score.
From the results of his study, MacBride concluded that:
First year achievement at Iowa State University
could be predicted quite well from high school grade
point average, and from the Iowa Test of Educational
Development composite score to a lesser degree.
In a study of 304 engineering freshmen at Iowa State
University, Sayre (10) attempted to predict Engineering
Graphics 131 grades and first year grade point averages for
engineering students. He found that the best prediction com
bination for Engineering Graphics 131 was the Minnesota
Scholastic Aptitude Test percentile score, the Mathematics
Placement Test percentile score, and high school rank in
graduating class. This combination yielded a multiple co
efficient of correlation of .5185.
For prediction purposes, he found that high school ranks
and Engineering Graphics 132 grades provided the best combin
ation. This two-variable equation yielded a multiple co
efficient of correlation of .7367.
Sayrc concluded that the best pre-college predictors of
success in Engineering Graphics 131 and first year engineering
grade point average were high school rank and mathematics
placement scores.
Conclusion
Foremost in the mind of every researcher is the hope
that he will discover a highly significant relationship be
tween selected variables and the criterion he is attempting
to predict. This aspiration is often not fulfilled, cind such
was apparently the case in the prediction studies reviewed.
Instead, results which are not entirely accurate must be
accepted, with the statistical limitations imposed.
High school rank in graduating class and high school
grade point average have been common denominators among many
studies predicting success for college freshmen. Achievement
in high school is one of the most recent measures of success
available for the beginning college student, and some studies
have shown this information to be of value when it is used to
predict future academic endeavors.
Marks received in college courses have also been used
to predict future success, and these, combined with other
variables, are not uncommon in studies of this type.
CHAPTER III. METHODS AND PROCEDURES
The sample for this study consisted of 199 students who
transferred into the industrial education curriculum and were
graduated from Iowa State University. Two cases were elimin
ated because complete information was not available, leaving
a total of 197 cases on which complete data were compiled.
Data used in this investigation were obtained through the
cooperation of the office of the industrial education curric-
ulxim and the Registrar's Office at Iowa State University.
Hypothesis
The null hypothesis was assumed that English 101 grade,
Mathematics 101 grade. Chemistry 101 grade and first quarter
grade point average have no value in predicting final grade
point average at graduation for transfers to the industrial
education curriculum.
The acceptance or rejection of this hypothesis depended
upon the degree of significance found in the statistical
treatment of the data. The finding of a significant F-value
was considered sufficient evidence for rejecting the null
hypothesis.
Basic Assumptions
For the purposes of this study the following basic
assumptions were made:
1. Graduates included in this study were representative
of transfers to the industrial education curriculum.
2. A linear relationship existed between the criterion
and the prediction variables.
3. Grades received in college courses were satisfactory
measures of student achievement.
Criterion of Achievement
The criterion of success for this study was final grade
point average at graduation from Iowa State University. The
grading system used was expressed on a four point scale:
4.00 = A
3.00 = B
2.00 = C
1.00 D
0.00 = F
Course grades were given in letter form and the quarter
hours of credit for the course were multiplied by the numer
ical value of the grade received. Each quarter the student's
quarter grade average and cumulative grade average were re
corded on his permanent record. The final grade point average
was calculated by adding all of the quality points received
and dividing by the total number of credit hours taken in
which a grade was assigned.
Description of Prediction Variables
The following variables were used to formulate and test
the prediction equation:
1. English 101, principles of composition, symbolized
English 101 was concerned with the adaptation of
expression to specific purposes of communication using
10
narrative and descriptive techniques and an intro
duction to expository writing.
2. Mathematics 101, algebra and trigonometry, symbolized
X2. Mathematics 101 dealt with linear, quadratic
and higher degree polynomial functions, exponential
and logarithmic functions, trigonometric functions
and identities.
3. Chemistry 101, general chemistry, symbolized X3.
Chemistry 101 consisted of instruction in principles
of chemistry and properties of non-metallic and
metallic elements.
4. First quarter grade point average, symbolized X4.
This was the grade point average the student had at
the end of his first quarter at Iowa State University.
High school grade point, though this information was
gathered, was dismissed for use as a variable since previous
studies have shown it to be a reliable predictor, particularly
for beginning students. It was determined that, since transfer
students had completed educational work more recently than in
high school, the more recent work should be used as variables
for prediction. The decision to use English 101, Mathematics
101, and Chemistry 101 course grades as variables was made
s^fter a search of the records revealed these courses to be
common to most transfer students.
Statistical Method
All combinations of the variables were computed by the
Iowa State University Computer Center utilizing the multiple
regression program. The regression equation used to predict
the criterion was taken from Wert et al. (12, p. 237) and is
presented in raw score form as follows;
Y = + 33X3 + 34X4 + C
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where;
y « final grade point average of transfers to the
industrial education curriculum
= English 101 course grade translated to grade point
X2 = Mathematics 101 course grade translated to grade
point
X3 = Chemistry 101 course grade translated to grade point
X4 = first quarter grade point
aj^, a2f 33, 34, and C = corresponding constants whose
values were obtained through
analysis of multiple regression
Analysis of regression tables were computed for all com
binations of the variables to determine the utility of each
variable for predicting the criterion. Those combinations with
the highest coefficient of correlation and the lowest standard
error of estimate in each variable group of four, three, two
and one were selected as the best. The proportion of total
variance in the criterion value which was due to the prediction
variable was indicated by the coefficient of correlation. A
low standard error of estimate indicated a reduced amount of
error in prediction.
The most desirable condition for selecting a prediction
variable was a high correlation with the criterion and low
intercorrelation with the other variables. This would indicate
a favorable relationship between the variable and criterion
while still measuring characteristics different than those
measured by the other variables.
The four-variable prediction combination was used as the
12 ,
beginning point. Subsequently, variables were dropped one at
a time with the resultant loss tested for level of significance
The standard F test was administered for this purpose. This
process of dropping variables and testing for significant loss
was continued until a significant loss resulted indicating a
reduction in predictive ability. The remaining variable or
variables were then used to formulate the regression equation
for predicting the criterion.
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CHAPTER IV. FINDINGS
This chapter is organized into two sections representing
findings revealed during the survey and findings as a result
of statistical treatment of the data.
Data collected on students who had transferred to
industrial education disclosed some interesting and, perhaps,
valuable conditions. Although no conclusions could be drawn
from these data, they may have historical as well as compara
tive significance and therefore were included as a forerunner
to the statistical analysis.
Survey Findings
During the period of June, 1953, to May, 1964, 331 stu
dents were graduated from industrial education at Iowa State
University. It was reported in Chapter I that 282 of the 331
graduates had transferred into this curriculum from another
curriculum on campus. Of the 282 transfers, 83 had previous
work from another university and were delimited from the study
The information presented in Table 1 reveals the status of all
graduates within the listed time period.
Data presented in Table 2 illustrates from which curric
ulum students used in this study transferred. Eighty-three
percent began their college career in the College of Engineer
ing. Table 3 points out the academic year during which trans
fer occurred, and as might be expected, the freshman and
sophomore years almost equally account for 85 percent.
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Table 1. Industrial education graduates, June, 1953 to
May, 1964
Students not used in study
Year
Number
of
students
graduated
Number
used in
study
Entered from
another curr.
and another
institution
Entered
Ind. Ed.
directly
June, 1953 14 4 4 6
1953-1954 14 8 2 4
1954-1955 18 12 5 1
1955-1956 21 14* 2 4
1956-1957 34 14 11 9
1957-1958 43 26* 10 6
1958-1959 45 30 12 3
1959-1960 38 24 8 6
1960-1961 34 22 11 1
1961-1962 31 19 7 5
1962-1963 23 15 4 4
1963-1964 16 9 7 0
Total 331 197 83 49
60% 25% 15%
*Indicates one person was delimited from study because
complete information was not available.
The figures in Table 4, enumerating total college credits
earned at time of transfer, again point out that most transfers
occur in the first two academic years. Seventy-five percent of
the transfers in this study had 70 credits or less at time
15
of transfer.
Table 2. College from which students transferred
College Number of students Percent
Agriculture* 9 4.5
Engineering 163 83.0
Sciences and
Humanities 25 12.5
Total 197 100.0%
*The industrial education curriculum is within the College
of Agriculture.
Table 3. Year of transfer to industrial education
Number of Cumulative
Year students Percent percent
Freshman 87 44.5 44.5
Sophomore 80 40.5 85.0
Junior 29 14.5 99.5
Senior 1 .5 100.0
Total 197 100.0%
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Table 4, Total college credits earned at time of trcinsfer
to industrial education
Credit hours
Number of
students Percent
Cumulative
percent
1 - 10 10 5.0 5.0
11 - 20 22 11.0 16.0
21 - 30 21 10.5 26.5
31 - 40 32 16.5 43.0
41 - 50 14 7.0 50.0
51 - 60 25 13.0 63.0
61 - 70 23 12.0 75.0
71 - 80 14 7.0 82.0
81 - 90 10 5.0 87.0
91 - 100 7 3.5 90.5
101 - 110 6 3.0 93.5
111 - 120 8 4.0 97.5
121 - 130 3 1.5 99.0
131 - 140 1 .5 99.5
141 - 150 1 .5 100.0
Total 197 100.0%
Information regarding grade point average at time of trans
fer, given in Table 5, shows that the bulk of students transfer
with a grade point of 1.20 to 2.39, Those transferring with
less than 2.00 average comprised 75 percent of all transfers.
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Table 5. Grade point average at time of transfer to industrial
education
Grade point
Number of
students Percent
Cumulative
percent
.00 — .19 0 .0 .0
.20 - .39 1 • 5 .5
.40 - .59 1 .5 1.0
.60 - .79 3 1.5 2,5
,80 - .99 4 2.0 4.5
o
o
•
- 1.19 9 4,5 9.0
1,20 - 1.39 22 11.0 20.0
1.40 - 1.59 31 16.0 36.0
1.60 - 1.79 28 14.0 50.0
00
- 1.99 49 25-0 75.0
2.00 - 2.19 23 12.0 87.0
2.20 - 2.39 13 6.5 93.5
2.40 - 2.59 8 4.0 97,5
2.60 2.79 3 1.5 99.0
2.80 - 2.99 1 • 5 99.5
3.00 — 3.19 1 .5 100.0
Total 197 100.0%
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The frequency count of final grade point average at grad
uation portrayed in Table 6 reveals a cluster between the
grade points of 2.20 and 2.69. Approximately 80 percent of the
grade points were accounted for between 2,00 emd 2.69.
Table 6. Final grade point average at graduation of transfers
to industrial education
Grade point
Number of
students Percent
Cumulative
percent
2.00 - 2.09* 4 2.0 2.0
2.10 - 2.19 9 4.5 6.5
2.20 - 2.29 20 10.0 16.5
2.30 - 2,39 41 21.5 38.0
2.40 - 2,49 39 19.5 57.5
2.50 - 2,59 24 12.5 70,0
2,60 - 2.69 21 10.5 80.5
2.70 - 2,79 11 5.5 86.0
2.80 - 2,89 11 5.5 91.5
2.90 - 2.99 9 4.5 96.0
3.00 - 3.09 3 1.5 97.5
3.10 - 3.19 2 1.0 98.5
3.20 - 3.29 1 .5 99.0
3.30 - 3.39 2 1,0 100.0
Total 197 100.0%
♦Minimum required grade point for graduation at Iowa
State University is 2.00.
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Statistical Treatment
The collected data was processed through the Iowa State
University Computer Center. Results of the computation are
presented in the tables which follow.
Coefficients of correlation were computed between the
criterion and each of the prediction variables. The correla
tion matrix presented in Table 7 also portrays the inter-
correlations between the prediction variables. The highest
correlation, .4174 occurred between the criterion, final grade
point average (Y), and first quarter grade point average (X4).
This was followed by a coefficient of correlation value of
.2361 between the criterion and English 101 grade (Xj^) . The
Mathematics 101 (X2)* and Chemistry 101 (X3), grades had iden
tical coefficients of correlation of .1968 with the criterion.
Table 7. Correlation matrix for four variables and criterion,
final grade point average
Variables X^ X2 X3 X4 Y
English 101
grade, X^ 1.0000
Mathematics 101
grade, X2 - .0413 1.0000
Chemistry 101
grade, X3 .1411 .2722 1.0000
First quarter grade
point average, X4 .3582 .3633 .4888 1,0000
Final grade point
average, Y .2361 .1968 .1968 .4174 1.0000
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Mean scores eoid standard deviations for the four variables
and the criterion are presented in Table 8. The highest mean
score (2.50) occurred with the lowest standard deviation (.25)
in the criterion, final grade point average.
Table 8. Mean scores and standard deviations for the four
variables and criterion, final grade point average
Variables
Mean
scores
Standard
deviations
English 101, Xj 1,94 -72
Mathematics 101, X2 1.83 .79
Chemistry 101, X3 2,00 .76
First quarter grade
point, X4 1.86 . 66
Final grade point
average, Y 2.50 .25
A summary of analysis of regression for final grade point
average is presented in Table 9. These data include computed
F-values, multiple correlations, and standard error of the
estimate values for each combination of prediction variables.
Utilizing the largest F-value, highest multiple correlation
(Ry) and lowest standard error of the estimate values, the
best combination of variables in each group of four, three
two and one were selected.
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Four-Variable Predictor
The regression equation used to predict the criterion
with four variables was:
where:
y = final grade point average
Xi = English 101 course grade
X2 = Mathematics 101 course grade
X3 «= Chemistry 101 course grade
X4 = first quarter grade point average
Substituting the constant values obtained in the regres
sion computation, the following four-variable prediction
equation evolves:
Y = .0395X1 + -0239X2 - .0046X3 + .1331X4 + 2.21488
The four-variable multiple regression resulted in a
multiple correlation of .4332 and a standard error of the esti
mate of .2261. Table 10 presents the analysis of multiple
regression and tests the null hypothesis: There is no signi
ficant advantage in using Xj^, X2r X3, and X4 for predicting
final grade point average. The resulting F-value of 11.09
was significant beyond the ,01 level; thus, we reject the
null hypothesis. The four variables can be used effectively
for prediction purposes.
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Table 10♦ Analysis of multiple regression using English 101
grade, X^, Mathematics 101 grade, X2, Chemistry 101
grade, X3, and first quarter grade point, X4, for
predicting final grade point average
Source of
variation df
Sum of
squares
Mean
square
Regression 4 2.2675 ,5669
Residuals 192 9.8153 ,0511
Total 196 12.0828
Standard error = . 2261 ^4,192 = 11.09**
^y(l,2,3 r4) = • 4332 Tabled values ,01 3.41
,05 2.41
**Siqnificant beyond the one percent level.
Three-Variable Predictor
The best combination of three variables as indicated in
Table 9, page 21, was English 101 course grade (Xj^) , Mathe
matics 101 course grade (X2) , and first quarter grade point
average (X4). The analysis of multiple regression using these
variables is presented in Table 11. The null hypothesis, there
is no advantage in using X2, and X4 for predicting final
grade point average, was tested. The computed F-valuc of 14.85
was significant beyond the ,01 level and the null hypothesis
was rejected. The multiple correlation was .4330 with a stand
ard error of the estimate of ,2255.
Substituting the constants derived from the three-
variable regression computation, the prediction equation be
came :
24
y = .0396Xi + .0234X2 + .1307X4 + 2.1448
Table 11. Analysis of multiple regression using English 101
grade, X2, Mathematics 101 grade, X2, and first
quarter grade point, X4, for predicting final
grade point average
Source of
variation
Regression
Fesiduals
Total
df
3
193
196
Standard error = .2255
I^y(l,2,4) " -4330
Sum of
squares
2.2657
9.8171
12.0828
^3,193 14.85**
Tabled values
♦♦Significant beyond the one percent level.
Mean
square
.7552
.0509
.01
.05
3.88
2.65
To test the effect of dropping variable X3, Chemistry 101
course grade, the following null hypothesis was postulated:
There will be no significant loss in predicting final grade
point average by eliminating variable X3. The resulting F-
value of .0343 was not significant and the null hypothesis
could not he rejected. The use of variables X^, X2, and X4
are, therefore, satisfactory for predicting final grade point
average, and elimination of variable X3 does not affect the
predictive ability of the regression equation. This infor
mation is reported in Table 12.
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Table 12. Loss in prediction ability due to the elimination
of Chemistry 101, X3
Source of
variation df
Sum of
squares
Mean
square
Regression (4 var.) 4 2.2675 .5669
Regression (3 var.) 3 2.2657 .7552
Loss due to X3 1 .0018 .0018
Residual (4 var.) 192 9.8153 .0511
Total 196 12.0828
^1,192 = .0343 Tabled values .01 6.76
.05 3.89
Two-Variable Predictor
The best combination of two variables as derived from
Table 9, page 21, was Xi, English 101 course grade, and X4,
first quarter grade point. Testing the null hypothesis, there
is no advantage in using the two variables for prediction
purposes, an F-value of 21.71 was computed. This was signi
ficant beyond the .01 level and the null hypothesis was re
jected. The analysis of multiple regression using variables
Xj and X4 is presented in Table 13. The multiple coefficient
of correlation for these two variables with the criterion was
.4276, while standard error of the estimate was .2256.
^Substituting the constants obtained from the regression
computation, the prediction equation became:
Y = .0345X3^ + .1428X4 + 2.1750
2C
Table 13. Analysis of multiple regression using English 101
grade, and first quarter grade point, X4, for
predicting final grade point average
Source of
variation df
Sum of
squares
Mean
square
Regression 2 2.2097 1.1049
Residuals 194 9.8731 .0509
Total 196 12.0828
Standard error = . 2256 ^2,194 = 21.71**
J^y(l,4) 4276 Tabled values .01 4.71
.05 3.04
**Significant beyond the one percent level.
To test whether the loss of variable X2, Mathematics 101
course grade, produced a loss in predictive ability, the
following null hypothesis was postulated: There will be no
significant loss in predicting final grade point average as a
result of eliminating variable X2. The resulting F-value of
1,10 was not significant and the null hypothesis could not be
rejected. The prediction equation could be effectively used
without variable Xj- Analysis of this test is given in Table
14.
One-Variable Predictor
The best single predictor of final grade point average
as shown in Table 9, page 21, was variable X4, first quarter
grade point average. The analysis of linear regression using
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this variable alone for prediction is given in Table 15.
Table 14. Loss in prediction ability due to the elimination
of Mathematics 101, X2
Source of
variation df
Regression (3 var.) 3
Regression (2 var.) 2
Loss due to X2 1
Residual (3 var.) 193
Total 196
^1,193 =
Sum of
squares
2.2657
2.2097
.0560
9.8171
12.0828
Tabled values
Mean
square
.7552
1.1049
.0560
.0509
01 6.76
05 3.89
Table 15. Analysis of linear regression using first quarter
grade point, X4, for predicting final grade point
average
Source of
variation df
Sum of
squares
Mean
square
Regress Ion 1 2.1057 2.1057
Residuals 195 9.9771 .0512
Total 196 17.0828
Standard error = .2262 ^1,195 ~ 41,15**
Ky(4) ss .4175 Tabled values .01 6.76
.05 3.89
**Significant beyond the one percent level.
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The null hypothesis postulated for this analysis was,
there is no advantage in using variable to predict final
grade point average. The computed F-value of 41.15 was sig
nificant beyond the .01 level and the null hypothesis was
rejected. The coefficient of correlation between variable X4
and the criterion was .4174, with a standard error of the
estimate of ,2262, This variable is effective as a predictor
of final grade point average.
Substituting the constant values obtained in the re
gression computation, the prediction equation beceune:
Y = .1561X4 + 2.2171
To test the loss of predictive ability due to the elimin
ation of variable Xj^, English 101 course grade, the following
null hypothesis was postulated; There will be no significant
loss in ability to predict final grade point average as a re
sult of dropping variable The computed F-value of 2,04
was not significant and the null hypothesis could not be re
jected. The analysis of this test appears in Table 16.
The most satisfactory method of predicting the criterion,
final grade point average, within the parameters of this study
was by utilizing variable X4, first quarter grade point, and
the following linear regression equation:
Y = ,1561X4 + 2.2171
Using this equation, predicted final grade point averages
were computed for each conceivable grade point (to one decimal)
These predicted values are presented in Table 17.
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Table 16, Loss in prediction ability due to the elimination
of English 101,
Source of
variation df
Sum of
squares
Mean
square
Regression (2 var.) 2 2.2097 1,1049
Regression (1 var.) 1 2,1057 2,1057
Loss due to X I 1
.1041 .1041
Residual (2 var.) 194 9.8731 .0509
Total 196 12.0828
^1,194 = 2.04 Tabled values ,01 6.76
.05 3.89
Table 17. Predicted final
on first quarter
grade point average from regression
grade point average
First quarter
grade point
average
Predicted
final grade
point average
First quarter
grade point
average
Predicted
final grade
point average
.0 2,22 1.0 2.38
.1 2.24 1.1 2,39
.2 2.25 1,2 2.41
.3 2.27 1.3 2.42
.4 2.28 1,4 2,44
.5 2.30 1.5 2.45
.6 2.31 1.6 2.47
.7 2,33 1.7 2,49
.8 2,35 1.8 2.50
.9 2.36 1.9 2.52
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Table 17 (Continued)
First quarter
grade point
average
Predicted
final grade
point average
First quarter
grade point
average
Predicted
final grade
point average
2.0 2.53 3.0 2.69
2,1 2.55 3.1 2.70
2,2 2.56 3,2 2.72
2.3 2.58 3.3 2.74
2.4 2.59 3.4 2.75
2.5 2.61 3.5 2.77
2.6 2.63 3.6 2.78
2.7 2.64 3.7 2.80
2.8 2.66 3.8 2.81
2.9 2.67 3.9 2.83
4.0 2.84
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CHAPTER V. SUMMARY AND CONCLUSIONS
Summary
The purpose of this study was to determine the most
reliable equation for predicting the final grade point average
at graduation of Iowa State University students who transfer
to the industrial education curriculum from some other academic
area on campus. The variables used in determining the equation
were English 101 course grade. Mathematics 101 course grade.
Chemistry 101 course grade, and first quarter grade point
average. These variables were selected as desirable because
they appeared to be common to most students who transfer to
industrial education and were accessible for scrutiny in the
Registrar's office. High school grade point average, shown
to be a reliable predictor of general college achievement
through the review of literature, was not used in this study
since its effectiveness had already been shown in numerous
cases. Further, it was the intent of this study to utilize
the most recent college work a student had completed to de
termine the prediction equation, rather than work completed
in high school.
The sample for this study included 197 students who had
graduated from the industrial education curriculum at Iowa
State University during the period of June, 1953, to May, 1964.
It was found that a total of 331 students had graduated during
this period of time, and that 282 of these graduates had
transferred from another curriculum. Certain delimitations
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restricted the final sample to 197 students, however. These
were: (1) The study was limited to students who had grad
uated from the industrial education curriculum at Iowa State
University during the period of June, 1953, to May, 1964.
(2) The study included only those who had transferred from
another curriculum at Iowa State University to industrial
education, (3) The study did not include those who trans
ferred credit from another institution to Iowa State Univer
sity, nor did it include those who had entered industrial
education directly from high school.
Data Cor this study were collected from student trans
cripts located in the Registrar's office. Course grades and
grade points of the variables used were recorded and tabled
by the researcher, and then statistically treated by the Iowa
State University Computcition Center. The method used was
multiple regression; determining correlations between the
criterion and each variable; deteririning intercorrelations
between each variable group of four, three, two and one and
the criterion; determining correlations and intercorrelations
between the variables; and computing standard error of esti
mate values for each interaction of variables. Tests of
significance were conducted to test hypotheses.
The findings of this study were divided into two major
categories: those revealed from the survey, and those de
termined by statistical analysis. Primary survey findings
indicated that 282 of 331 graduates during the time period
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studied had transferred from another curriculxim on campus to
industrial education. The bulk of transfer students came
from the College of Engineering during their late freshman-
early sophomore years, with 31-90 credit hours in a grade
point range of 1.20 to 2.19.
Statistical analysis of the criterion with the four orig
inal variables yielded a coefficient of multiple correlation
of .4332 and a highly significant F-value of 11.089. Elim
ination of variable X3, Chemistry 101 course grade, was not a
significant loss, resulting in a three-variable multiple cor
relation of .4330 and a highly significant F-value of 14.85.
Subsequent elimination of variable ^2' Ms^thematics 101 course
grade, was an insignificant loss, and a two variable regression
was computed with a multiple correlation of .4276 and a highly
significant F-value of 21.71. The final variable to be elim
inated was English 101 course grade, and its loss was
not significant to predictive value of the equation. The re
sultant one variable linear regression equation, using first
quarter grade point average to predict final grade point aver
age was:
y = .1561X4 + 2.2171
where:
Y = final grade point average at graduation
X^ = first quarter grade point average
This analysis yielded a correlation of .4174 and a highly
significant F-value of 41.1548. The corresponding standard
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error of estimate was •2262,
Conclusion
Basic to any study in prediction of academic achievement
is the understanding that there is no guarantee of absolute
accuracy. The number of variables which affect human outcomes
are numerous, varied and complex. Researchers in the field
can only attempt to isolate these intervening variables in a
methodical, deliberate fashion, locating whenever possible
those things which seem to show a relationship, testing that
relationship, and applying whatever findings are relevant to
the situation.
Such was the case for this study. The attempt was made
to discover what relationship existed between the course
grades received in English 101, Mathematics 101, Chemistry
101, the first quarter grade point average and the final grade
point average at graduation of students who had transferred to
the industrial education curriculum. From this information it
was hoped that an equation for predicting final grade point
average could be computed, based on any or all of four var
iables, which would assist industrial education personnel in
advising potential transfers of their eventual chances for
success.
Systematic testing of the multiple variables interacting
with the criterion resulted in a final linear regression
equation deemed most desirable for prediction purposes. This
equation utilized only one variable, first quarter grade point
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average, and was used to predict final grade point averages
for all possible grade points at time of transfer. This in
formation was given in Table 17, pages 29-30,
vSeveral limitations of the equation should be noted. The
coefficient of correlation between final grade point average
and first quarter grade point average was .4174. While this
is substantial for predicting group achievement, it is con
sidered low for predicting achievement on an individual basis
(12, p. 76). Further, this correlation accounts for only
17.42 percent of the variance in the criterion (R^ x 100)•
This would indicate that many factors such as personal moti
vation, age, maturity, etc., are involved. The standard
error of estimate value suggests that in approximately 66
percent of the cases, the predicted values will be accurate
within plus or minus .2262.
It is appropriate to suggest that a similar study of
industrial education graduates be conducted whenever the num
ber is large enough to provide an adequate sample. A future
study which could be compared with this study may lead to
conclusions of a more substantial basis.
Finally, it should be emphasized that these findings,
used alone for projecting future success, provide no solutions
to the problem of advising potential transfer students. But
combined with other research data, personal experience and
sound judgement, they can be used as one additional piece of
evidence on which to base a conclusion.
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