We investigate in the present paper the relationship between satellite count, global irradiance and other solar and illumination resource components, bringing a particular attention to low solar elevation situations (below 20 ) which are very important in northern latitudes. Our investigation is based on data from two geostationary satellites, METEO-SAT and GOES, backed by ground measurements in Switzerland and the northeastern USA.
Introduction
Visible satellite images from geostationary satellites such as METEOSAT or GOES are of high interest in the ®eld of solar radiation and illumination resources. They are continuous in time, and provide a spatial coverage that cannot be achieved by ground networks. It is therefore important to assess the precision of methodologies converting these images into solar radiation resource information.
Each image pixel is a measure of the earth's radiance in the visible channel recorded by the satellite at the pixel location. Once corrected for sensor response, pixel brightness ± or satellite count, as we will refer throughout this paper ± is, in ®rst approximation, linearly related to global irradiance received at the earth's surface (Tarpley, 1979; Cano, 1986; Schmetz, 1989) . This paper investigates the relationship between satellite count, global irradiance and other solar and illumination resource components (e.g., sky luminance). If the global radiation component is usually derived from satellite images, the secondary components, such as the beam or diffuse radiation, are evaluated with a second model, and applied on the calculated global radiation. This method, even giving satisfactory results, has the great disadvantage to cumulate the bias and the dispersion of the ®rst model on the ®nal result. We propose to derive the secondary component directly from the satellite count. In addition, the evaluation of the radiation in northern latitudes is biased by the use of parameters like the clearness index or clear sky index. These indices are solar elevation dependent and therefore, a linear relation between the cloud index and the clearness index is not realistic for low solar elevations (10 ±20 ). Our investigation is based on data from two geostationary satellites, METEOSAT and GOES-8, backed by ground measurements in Switzerland and the northeastern USA.
Experimental Data
Ground Measurements: we used data from Geneva, Switzerland (latitude 46 The data from Geneva are 10 minutes' integrals, from April 1994 to March 1995 and are centered on the METEOSAT satellite measurement time. Measurement available in Geneva include global, direct, diffuse irradiance and illuminance, and sky luminance distribution. The data from Lausanne are half-hourly integrals, from April to December 1994, METEOSAT data are within the half-hour corresponding integral. Measurements in Lausanne include only global irradiance. The data from Albany are hourly integrals, from June 1995 to October 1996, the corresponding data are from GOES satellite, and within the hourly integral. Measurements include global, direct and diffuse irradiance.
Geneva and Albany stations include WMO class one and CIE research class instrumentation. Data are subjected to scrupulous visual and automatic quality control [CIE, 1994] .
Satellite measurements: the Geneva and Lausanne METEOSAT data cover the Lake of Geneva region as illustrated in Fig. 1 . Their resolution in currently limited to 8Â5.5 km, and are averaged from high resolution images (Hammer, 1997) .
For Albany, our GOES-8 archive includes intermediate resolution ($10 km) images covering much of the northestern United States as illustrated in Fig. 2 . Images are available on an hourly basis and are subsampling extractions from the original images (Unidata, 1995±97) .
In this paper, we base our analysis on either the closest pixel to the station, or the 2Â2 pixels average containing the station. 
Cloud Index Derivation
Most methodologies to retrieve short wave irradiance from satellite images rely on the quasilinear relationship between atmospheric transmittance and a cloud index parameter linearly dependent on the earth-plus-atmosphere albedo indirectly observed by the satellite as short wave radiance and registered as satellite count (Schmetz, 1989; Cano, 1986) . The equation that effectively governs all or part of most satellite-to-global irradiance models is:
where G clear and G min represent the maximum possible and likely minimum irradiances (different expressions of G clear are discussed in section 4), and where n is the cloud index that is effectively de®ned as (Cano, 1986) : n C À C min aC max À C min 2 and where C, C min and C max are normalized values of the current, minimum and maximum satellite counts, representing respectively current, clear and heavily overcast conditions.
It is very important that satellite counts be properly normalized so that the cloud index be solely a function of insolation conditions, and not of sun and/or satellite geometric effects.
After correcting the satellite counts for geometric sun-earth distance and for solar incidence, two effects remain: an air mass effect at low solar elevation, and a``hot-spot'' effect for low backscatter angles (sun/satellite angle).
The Air Mass Effect
When plotting all corrected satellite counts for a given pixel against solar elevation, a familiar pattern emerges with a high and a low boundary representing respectively heavily overcast (bright thick cloud top pixels) and very clear conditions (dark ground pixels). One also notices a sharp increase of the cloud of points for solar elevations below 20
. This increase appears to be most pronounced for the low boundary. An example of such plot is given in Fig. 3 , ®rst In order to quantitatively analyze this effect, we divided the solar elevation abscissa into 60 bins (30 for the station of Lausanne) and looked at the upper and lower boundaries. For each bin, we kept the highest 10% and lowest 10% points, and further rejected the highest and lowest 1% as extreme values. We then obtained an average upper and lower boundary for each bin, surrounded by AE one standard deviation. The result is shown for Geneva in Fig. 3 , second graph. The two curves superimposed on these points, and also drawn in the ®rst graph, are linear best ®ts with respect to the optical air mass am, the ratio of the optical path along the oblique trajectory to the vertical path in the zenith direction (hence they appear curved when plotted as a function of solar elevation).
The trend of the lower boundary (clear skies) may be explained by atmospheric scattering (Lacis, 1974; Zelenka, 1998) . At low solar elevations, the atmosphere continues to be lit from the side and its diffuse radiation contribution due to Rayleigh and Mie scattering to the clear sky signal received by the satellite becomes more important. The earth-re¯ected signal is superimposed to the Rayleigh contribution. Hence, the cosine-corrected satellite count plotted in Fig. 3 increases asymptotically as the solar elevation approaches zero. If the Rayleigh contribution only depends on the geometry, it is not the case of the ground re¯ected contribution. Therefore, the coef®cients of the best ®ts are speci®c to the location (the values of the coef®cients are given in the appendix).
We observe a similar, but less marked trend at the upper boundary ± this boundary represents maximum earth-atmosphere re¯ectivity, which we assume to be representative of heavily overcast conditions. As these conditions are typically achieved for clouds at relatively low altitudes (2 to 4 km), the atmospheric scattering effect may still be noted above but on a reduced scale.
Similar effects are apparent for two other METEOSAT pixels ± Lake of Geneva pixel (#25) and Lausanne (#10) ± and for the Albany GOES-8 pixel. Note the lower low boundary for the Lake pixel compared to Geneva, due to the lower re¯ectivity of the water surface. The Lausanne low boundary is between that of the Lake and that of Geneva as this pixel includes both water surface and land. For information, the left part of Figure 4 illustrates the lowest counts (i.e., lowest re¯ectivity) observed by METEOSAT in the vicinity of Lake of Geneva. The right part of Fig.  4 is a SPOT satellite photograph of the ground; it illustrates the topography of the same region. The effect of the dark forests in the right lower edge and the in¯uence of the lake on the contiguous pixels are clearly visible on the lowest METEOSAT counts.
Backscatter Effect
The dependence of the satellite counts with the backscatter angle (the angle between the sun Fig. 4 . Lowest counts observed in the vicinity of Lake of Geneva (left) . The right part is a SPOT satellite photograph of the ground; it illustrates the topography of the same region direction and the satellite direction as viewed from the ground) is the second effect that has to be taken into account when deriving the cloud index. Figure 5 , ®rst graph, represents the counts for the Geneva pixel versus the backscatter (sunsatellite) angle. In addition to sun-distance, cosine, and sensor correction (GOES's sensor has a quadratic response), the counts plotted in Fig. 5 are also corrected for the air mass effect, discussed above. Note that, as the elevation angle of both METEOSAT and GOES with respect to the considered ground points is roughly 40 degrees, the backscatter and air mass effect can be treated independently.
We used the same bin method as above to analyze count variations with sun-satellite angle. Results are given in Fig. 5 , second and third graphs, for the Geneva and Albany pixels. The data low boundary exhibits a clearly marked trend. As for the previous effect, due to the high dispersion, the data upper limit is dif®cult to determine precisely. The cloud altitude, type, coverage ratio are highly variable and the overcast conditions are not sharply de®ned. It would appear however that in ®rst approximation, the correction could be applied linearly over the entire counts' scale.
The hot-spot or backscatter effect is a combination of several factors including not only Rayleigh and Mie backscattering on air molecules and aerosols (e.g., Beyer et al., 1996) , but also the absence of shadows when the observation and illumination direction, are the same (Pinty, 1991) . In Fig. 6 , we compare the low count boundary for a city and a lake pixel. Both factors affect the city pixel, while only atmospheric backscattering affects the Lake pixel.
Cloud Index
Applying corrections developed in 3.1 and 3.2 to the satellite counts allows us to produce a sun/satellite-geometry-independent count from which a cloud index, representing solely insolation conditions may be derived. The upper and lower bounds (i.e. C min and C max in Eq. 2) are presented in Fig. 7 for the Geneva pixel. Note that for a given satellite, the upper boundary is observed to be independent from the pixel as . Lower boundary for the two different ground conditions: city and lake of Geneva should be expected, whereas the lower boundary is dependent on the ground re¯ectivity.
Clear Sky Normalization
The term G clear in Eq. 1, is a critical element of irradiance prediction since it sets highest receivable irradiance at a given site with given local turbidity conditions. As for the cloud index, it is important that the parameters used to determine G clear be solely a function of insolation conditions (i.e., turbidity) without solar geometry distortions.
Using ground-measured irradiance data as experimental evidence, we assess the solar geometry suitability of three simple and commonly used parameterizations: the clearness index K t , the modi®ed clearness index K H t and the Kasten's clear sky model.
The Clearness Index
The simplest way to normalize the global irradiance is to use the clearness index K t , which is the global irradiance G h normalized by the corresponding extra-atmospheric radiation:
where I o is the sun-earth distance-corrected solar constant. This clearness index has the disadvantage to depend of the solar elevation angle as shown in Fig. 8 from ground measurements in Geneva, Albany and Lausanne. As above, we used a bin method to trace the upper and lower boundary of the data.
Whereas the lower boundary (overcast conditions) does not exhibit notable variation for elevation higher that 10 , the upper boundary (clearest conditions) is highly dependent of the solar elevation. This is because the clearness index fails to account for the increase in direct radiation absorption as a function of air mass.
Hence, K t is not an ideally suited parameter to set maximum irradiance conditions.
The Modi®ed Clearness Index
This limitation had previously been noted by the authors (Perez, 1990 ) and a corrected clearness index was proposed:
where am is the optical air mass. Experimentally derived K H t values are plotted in Fig. 9 for Geneva, Lausanne and Albany. For solar eleva- , the modi®ed index effectively eliminates solar geometry dependence. However, a reverse trend is clearly visible for low solar elevations. A similar pattern is observed for the two other stations. This pattern is likely caused by the same phenomenon that produces the increase of satellites counts at low solar elevations. For given insolation conditions, the index, corrected for air-mass absorption, still assumes that the cosine law governs maximum irradiance. However, at very low elevations, the atmosphere above receives considerably more radiation than the ground as it is illuminated from its side by the sun and contributes a proportionally higher amount of diffuse to the maximum achievable global irradiance. At sunset, both K t and K H t should tend toward in®nity since they do not account for this effect. Kasten (1984; Hammer, 1997) proposed the following equation to normalize clear sky global radiation. This formulation is used by Beyer (1996) :
The Kasten Clear Sky
where G hcK represents the global clear sky ground radiation, T L is the Linke turbidity and fh 1 and fh 2 are coef®cients (given in the nomenclature) that relate the altitude of the station with the altitude of the atmospheric interactions (Rayleigh and aerosols). This formulation, which has been retained by several authors (e.g., Beyer, 1996; Zelenka, 1998) for relating pixel-derived cloud amounts to global irradiance, has the advantage to be adjusted for local/seasonal prevailing turbidity and site's elevation.
For the present analysis we used monthly Linke Turbidity averages derived from several years of radiation measurements in Albany and Geneva (Fig. 10) . We then observed the variations of the Kasten clearness index (G h /G hcK ) as a function of solar elevation, deriving the upper and lower bound of data measured in Geneva and Albany (Fig. 11) . We note that the clear sky model index (upper bound) is roughly independent of solar geometry for elevations above 10 . However, like the above indices, it cannot 
Applicability of Clearness Indices
From the above evidence, we conclude that a linear correlation between the global clearness index and irradiance (like the Heliosat method (Diabate Â, 1988) or generic formulation (Beyer, 1996) ) would be inaccurate for solar elevations below 10
, and therefore for high latitude regions.
Two solutions may be envisaged: (1) to de®ne a new clearness index that takes into account the dependence with the solar elevation, and (2) to directly relate an elevation dependent clearness index to the cloud index. The second approach presents a de®nite advantage because it can be generalized to address the clearness index of other solar radiation components, besides global irradiance (e.g., direct irradiance, diffuse illuminance, etc.). We investigate the viability of this second approach in the following section.
Radiation Model Derivation
In our approach the radiation component (global, diffuse or direct) is normalized by the Kasten clear sky model (section 4.3) and we use the cloud index and solar elevation as input parameters. The derivation of the global radiation is illustrated in Fig. 12 , where the normalized radiation is represented against the cloud index for 6 different solar elevation categories. For each category, we divided the abscissa into 30 bins and reported the mean value surrounded by AE one standard deviation. We then made a two parameters regression on the weighted points and obtained a quadratic with cloud index and power with solar elevation surface illustrated on Fig. 12 (cf. appendix) .
The same approach was used to derive the two other radiation components; we used the Kasten clear sky model to normalize the diffuse and the beam radiation and we obtained functions illustrated on Fig. 13 for a speci®c solar elevation bin. We also obtained similar models for the illuminance and luminance components.
The above models are developed on data from Geneva; we then used the two other data banks (Lausanne and Albany) to evaluate independently the obtained regressions. The results are given in the next section.
Model Precision and Results
We made a comparison between calculated and measured values for the three considered data banks. The results are given in Table 1 . For the majority of the stations, the geographic location is not in the middle of a single pixel and a misalignment is also possible. Therefore, we will do our comparison, as far as possible, using the 2Â2 average value of the surrounding pixels' cloud index. The lower boundary is taken constant over the measurement period; it is locally de®ned as the lower limit of the corrected From Table 1 , the following conclusions can be drawn: the trends of the results are very similar for the three stations. The global radiation model has a very low bias and a precision of the order of 30% (95 W/m 2 ). The À4% bias for Lausanne is due to the proximity of the Lake, the determination of the diffuse and the beam components gives very good results if one keeps in mind that the only input parameter is a re¯ectance, the diffuse radiation component is evaluated with a satisfying bias and a 38±40% precision (55 W/m 2 ), the beam component presents a higher bias for the Albany station; it can be explained by the difference in the climate: the average beam radiation is 30% higher in Albany than in Geneva, the biases and precisions for the illuminance and irradiance components show very similar trends and the same kind of conclusions can be drawn, the direct way to evaluate the beam radiation from the pixel gives slightly better results than the use of the``global-to-direct model'' developed by Perez et al. (1992) and applied on the derived global. A complete comparison is under evaluation by the authors and will be published in a next paper.
Conclusions
Based on experimental visible-channel data from two geostationary satellites and ground measurements from the US and Switzerland, we have presented a pragmatic identi®cation of the secondary solar geometry effects (high air mass and back-scatter) that distort the determination of the cloud index parameter which is at the core of many simple satellite-to-irradiance models.
Further, we have shown that simple clear sky parameterizations used by these simple models did not account for high air mass distortions. This led us to propose a simple semi-empirical modeling approach which also has the advantage of being straightforwardly applicable to other solar and daylight availability parameters besides global irradiance. We have proceeded to an initial development and fully independent evaluation of these models.
The precision obtained is about 30% on the total radiation, 40% on the diffuse radiation and 60% on the beam radiation. The use of independent data banks for the derivation and the validation of the models shows that those can be used in a wide range of locations, even if the applicability has to be assessed for very different climates.
The clearness index (modi®ed or not Kasten, etc.) increases strongly for low solar elevations; this can be attributed to the twilight. METEOSAT data.
Nomenclature

C
normalized values of the current satellite count C min normalized values of the minimum satellite count C max normalized values of the maximum satellite count 
