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Abstract - This paper considers the use of intelligent control for 
modelling complex interconnected processes. The latter usually 
have many inputs and outputs and can be found in different 
application areas. Some parts of the inputs are measurable and 
others are not because of the presence of stochastic 
environmental factors. This is the reason why processes of this 
kind operate under uncertainty. The latter is addressed in this 
paper by intelligent systems that use probabilistic and fuzzy 
network structures. 
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I. ATTRIBUTES OF COMPLEX PROCESSES  
 
Data mining can be considered as coherent merging of 
information from multiple sources. In this sense, data 
mining is part of a knowledge discovery process [1, 2, 
3]. 
 
 
 
Fig.1 Data mining as part of knowledge discovery 
The existing methods for knowledge presentation in 
intelligent systems can be classified as follows:  
• Logical formulas 
Logical models for knowledge presenting are based on 
the concept of a formal system M = (T, P, A, F) where 
T is set of base elements, P is set of syntaxes rules, A 
is set of true axioms and F is set of rules for 
inferences. 
• Production rules 
Production models are combinations of production 
rules which are related to each other in form of the 
following type: If {antecedent} Then {consequent}.  
• Semantic Nets 
Semantic nets are another way of representing 
knowledge. They are familiar as their graphical 
visualization in form of nodes and vertices. 
• Frames 
Frames or list of facts are the next form for knowledge 
presenting in intelligent systems. They are used when 
investigated data are characters or words. 
 
The existing methods for knowledge extraction which 
use expert knowledge or data mining are usually 
subjective and intuitive, not suitable for real time and 
not suitable for complex processes. In this paper, the 
existing data mining methods [4, 5, 6] are 
supplemented by methods of random functions theory 
and multi-valued logic [7, 8]. The models of the 
processes are knowledge bases of production rules or 
multi-layer network structures which include 
probability of occurrence. 
Most existing methods for modelling complex 
systems are based on deterministic mathematics [9] or 
probability theory whereby the assumption is that all 
input variables are entirely known or completely 
unknown. Similarly, most of the existing methods for 
simulating complex systems are based on fully 
centralised or completely decentralised concepts 
whereby the assumption is that all input variables are 
considered  as a single entity or multiple entities. Both 
assumptions presume the use of computational 
algorithms that do not adequately reflect the 
complexity attributes of the system to be modelled such 
as non-linearity, uncertainty, dimensionality and 
structure. To address the shortcomings of most existing 
methods, this paper uses a hybrid approach that builds 
on other recent works by the authors. This approach 
can potentially improve model performance indicators 
for complex systems such as feasibility, accuracy, 
efficiency and transparency. The one-to-one 
relationships between the above system complexity 
attributes and the associated model performance 
indicators are given in Table 1,[10]. 
 
TABLE 1. COMPLEXITY ATTRIBUTES AND PERFORMANCE INDICATORS 
 
System complexity 
 attribute 
Model performance 
 indicator 
non-linearity feasibility 
uncertainty accuracy 
dimensionality efficiency 
structure transparency 
 
There are usually two types of complexity: 
Quantitative  
• Large number of inputs 
• Large number of state variables  
• Large number of outputs 
• Large number of sub-processes 
Qualitative  
• Non-linearity 
• Non-stationary  
• Uncertainty 
• Disturbances 
 
Fig.2 Model of complex process 
Figure 2 shows a complex process with many 
inputs, state parameters and outputs, where U 
(u1,u2,…,ur) are controllable inputs; V(v1,v2,…,vl) are  
parameters of the environment (disturbances); 
X(x1,x2,…,xd) are state variables; Y(y1,y2,…,ys) are  
outputs.  Figures 3, 4, and 5 show different kinds of 
multi-stage complex processes whose stages are 
interconnected in a sequence, in parallel or through 
feedback 
loops
 
Fig.3 Complex process with sub-processes in a sequence  
 
Fig.4 Complex process with sub-processes in parallel 
 
Fig.5 Complex process with a feedback loop 
The main problems for many of the existing models of 
complex processes have been low feasibility, low 
accuracy, low efficiency and/or low transparency. 
II. MODELS WITH LOGICAL PROBABILITY FUNCTIONS 
The main model of this type is knowledge bases of 
production rules with probability of occurrence [7]. 
 
 
TABLE 2 LOGICAL PROBABILISTIC FUNCTIONS IN TABLE FORMAT 
 
Groping 
sequence set 
GLN1 GLN2 GLN3 GLN4 
Frequency of 
occurrence 
p{GLS1} p{GLS2} p{GLS3} p{GLS4} 
Lx1 Lx11 Lx21 Lx31 Lx41 
Lx2 Lx12 Lx22 Lx32 Lx42 
Lx3 Lx13 Lx23 Lx33 Lx43 
Ly1 a1 p{ Ly111} p{ Ly121} p{ Ly131} p{ Ly141} 
a2 p{ Ly112} p{ Ly122} p{ Ly132} p{ Ly142} 
a3 p{ Ly113} p{ Ly123} p{ Ly133} p{ Ly143} 
a4 p{ Ly114} p{ Ly124} p{ Ly134} p{ Ly144} 
a5 p{ Ly115} p{ Ly125} p{ Ly135} p{ Ly145} 
 
LPF in analytical form, see equation 1, [7, 8] 
 
Ly1, p{Ly1} =F{Lx1, Lx2, Lx3}  (1) 
 
where Lx1, Lx2, Lx3   are inputs and Ly1 and Ly2 are 
the outputs; a1, a2, a3, a4  and a5 are  logical values with 
a meaning  for  very small, small, medium, big and 
very big.  
 
Pabcd is probability (frequency) of occurrences for the 
three inputs and one output, see Table 2.  
 
LPF is a knowledge base, whose knowledge is a 
system of production rules ordered by the columns.  
Each column from Table 2 is a production rule or a 
knowledge base [7]. For example, from column j=2, 
for grouping sequence set GLN2 with probability of 
occurrence p{GLS2} , the associated rule is 
 
If   {Lx1= Lx21, Lx2= Lx22, Lx3= Lx23}      (2)     
 
Then                     
 
{Ly1=a1    with  probability     p(Ly121)  
 
Ly1=a2       with  probability   p{Ly122) 
 
Ly1=a3       with  probability    p(Ly123) 
 
Ly1=a4      with probability  p (Ly124)                                                         
 
Ly1=a5    with probability  p(Ly125)}.   
 
III. MODELS WITH PROBABILISTIC NETWORK STRUCTURE 
The inputs to the models with dominant data sets are 
logical values of the inputs which form the first layer 
of the network. The set of dominant data sequence sets 
is the intermediate layer of the network. The set of 
outputs defines the output layer of the network. 
Connections between the elements of these layers 
correspond to the relations between the elements of the 
presented sets and the frequency of occurrence [8]. 
 
In Figure 6, the inputs to the models with network 
structure are logical values of the inputs Lxij, which 
form the first layer of the network. 
  
The set of dominant data sequence sets GLNr is the 
intermediate layer of the network. The set of the 
outputs Lyeq defines the output layer of the network 
 
 
Fig.6. Data occurrence frequency model with network structure 
 
The following relations are introduced here: 
 
R LX GLNr - is the relation between sets of the inputs and 
dominant        grouping sequence sets;  
 
R*LXGLNr- is the relation between the frequency of 
occurrence of elements of the inputs and intermediate 
layers; 
 
RGLNrLyeq – is the relation between the logical values of 
the elements of intermediate layer and output layer 
  
R*GLNrLyeqis the relation between the frequency of 
occurrence of the elements between the intermediate 
and the output layer.  
 
Using the network model, logical values and 
probability of occurrences of the outputs are calculated 
for each combination of logical values of measurable 
inputs 
 
Ly = RGLNr Ly   X  RLXG LNr  X  LX                               (3) 
 
p{Ly}= R*GLNr Ly  X  R*LX GLNr  X  p{LX}              (4) 
 
where symbol ‘X’ is multiplication. 
 
IV. MODELS WITH FUZZY NETWORK STRUCTURE 
A fuzzy system with r rules, m inputs x1…xm taking 
linguistic terms from the input sets 
{A11,…,A1r},…,{Am1,…,Amr} and n outputs y1…yn taking 
linguistic terms from the output sets 
{B11,…,B1r},…,{Bn1,…,Bnr} can be described by the 
following if-then rules [10,11]. 
 
Rule 1: If x1 is A11 and … and xm is Am1, then y1 is B11 
and … and yn is Bn1                            (5)     
 
…………………………………………….. 
Rule r: If x1 is A1r and … and xm is Amr, then y1 is B1r 
and … and yn is Bnr  
 
For compactness, the linguistic terms of the inputs and 
the outputs for the four nodes above can also be 
represented by positive integers. In this case, ‘small’, 
‘low’ and ‘light’ are represented by ‘1’, the linguistic 
terms ‘medium’, ‘average’ and ‘moderate’ are 
represented by ‘2’ whereas the linguistic terms ‘big’, 
‘high’ and ‘heavy’ are represented by ‘3’. 
Boolean matrices are novel formal models for fuzzy 
systems that can represent nodes in a fuzzy network.  
 
 
 
 
 
 
Figure 7: Feedforward rule based model with network structure 
 
 
 
 
 
 
Figure 8: Feedback rule based model with network structure 
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The structures in Figures 7 and 8 are feedforward and 
feedback formal models for a fuzzy network with a 
node set {N11, N12, N11, N22}, an input set {x11, x12, x21, 
x22} and an output set {y11, y12, y21, y22}. These 
structures specify the location of nodes as well as their 
inputs and outputs.  
 
Rule 1 for N11 : If x11 is small, then y11 is low      (6)  
Rule 2 for N11 : If x11 is medium, then y11 is high     (7)   
Rule 3 for N11 : If x11 is big, then y11 is average     (8)   
Rule 1 for N12 :If x12 is low, then y12 is moderate     (9)  
Rule 2 for N12 :If x12 is average, then y12 is heavy   (10) 
Rule 3 for N12 : If x12 is high, then y12 is light       (11) 
Rule 1 for N21 : If x21 is small, then y21 is average  (12)  
Rule 2 for N21 : If x21 is medium, then y21 is low    (13)  
Rule 3 for N21 : If x21 is big, then y21 is high    (14) 
Rule 1 for N22 : If x22 is low, then y22 is heavy    (15)  
Rule 2 for N22 : If x22 is average, then y22 is light   (16)  
Rule 3 for N22 : If x22 is high, then y22 is moderate (17) 
 
The connections between the nodes N11, N12, N21, N22 
from Equations (6)-(17) can be described by the 
connection set {z11,12, z21,22}. In this case, the first 
connection is identical with the output from N11 and 
the input to N12 whereas the second connection is 
identical with the output from N21 and the input to N22.  
The if-then rules for the fuzzy network nodes N11, N12, 
N21, N22 from Equations (6)-(17) can be described by 
the Boolean matrices in Equations (18)-(21). 
 
N11 :   y11   1     2     3                         (18) 
      x11              
  1      1     0     0  
  2           0     0     1 
  3           0     1     0 
 
N12 :   y12      1     2     3                         (19) 
        x12 
              1      0     1     0  
              2      0     0     1 
              3      1     0     0 
 
N21 :     y21    1     2     3                    (20)  
       x21 
 1            0     1     0  
 2            1     0     0 
 3            0     0     1 
 
N22 :      y22    1     2     3    (21) 
          x22 
 1     0     0     1  
 2    1     0     0 
 3    0     1     0 
 
Boolean matrices as the ones presented above are very 
suitable for formal modelling of fuzzy systems [11]. 
Besides this, Boolean matrices work well with other 
formal models which can take into account 
connections among nodes in fuzzy networks.  
 
For example, the four nodes N11, N12, N21, N22 from 
Equations (6)-(17) can be described by the grid 
structure with two levels and two layers in Equation 
(22).  
 
     Layer1      Layer2      (22) 
  
Level 1     N11(x11, y11)     N12(x12, y12) 
Level 2     N21(x21, y21)     N22(x22, y22) 
 
                   Layer 1    (23)  
  
Level 1     z11,12 = y11 =x12 
Level 2     z21,22 = y21 =x22 
 
V. CONCLUSION 
Several types of intelligent systems for modelling 
complex interconnected processes models have been 
presented in this paper.  In particular, these models 
make use of logical probability functions, probabilistic 
network structure and fuzzy network structure. 
The main potential of the presented models is the more 
adequate presentation of the considered interconnected 
processes. This can help with the model feasibility, 
accuracy, efficiency and transparency that has been a 
problem for many of the existing methods.  
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