


















of  RDF  data.  There  have  been  recent  initiatives  amongst  the  Semantic  Web 
community, in particular the Linking Open Data activity and the ReSIST project, to 




































































Fig.5.1.  The  single  window  interface  of  the  faceted  browser  available  at 
http://www.rkbexplorer.com/explore/......................................................39 













































searching  on  the  document  Web  and  how  existing  Semantic  Web  search  engines 
provide an improved level of functionality for information retrieval. Several semantic 
search engines are examined and their shortcomings are highlighted. The thesis argues 






basic  theory  and  explanation  of  the  knowledge  representation  languages  RDF  and 
OWL.  Two  projects  that  use  these  formats  for  knowledge  representation  are  also 
discussed. 
Chapter 3 describes the field of information retrieval or searching. The problems 
with  existing  document  based  searches  are  given  along  with  the  motivation  for 







Chapter 5 presents the  Consistent Reference Service  for the  management and 












This  section  provides  a  general  introduction  to  the  Semantic  Web  and  its 
associated technologies.  The main components of the Semantic Web including RDF, 
OWL and URIs are all discussed.  An introduction is given to the Linking Open Data 








by  humans  and  used  by  humans.  Although  the  Web  has  provided  a  useful  and 
sometimes invaluable resource, there is a potential to make the Web even more useful 
than it is today. A new level of functionality could be added to the Web if, instead of 
being  human  oriented,  the  web  or  documents  on  the  web  could  be  understood  by 






To  give  us  an  idea  of  what  The  Semantic  Web  would  look  like  a  futuristic 
scenario was presented in which electronic intelligent agents communicate with each 
other using the Semantic Web to automatically create doctors appointments and buy 




need  to  replace  a  part  of  their  computer,  they  would  only  need  to  describe  that 






which  has  now  culminated  in  W3C  approved  specifications  for  knowledge 









The  most  important  language  shown  in  figure  2.1  is  RDF  and  its  associated 
vocabulary  description  framework  RDF  Schema.    The  Resource  Description 





















URI,  “http://www.ecs.soton.ac.uk”.  The  ‘akt:’  refers  to  a  namespace  prefix  that  is 
declared  in  a  namespace  declaration  at  the  beginning  of  the  RDF  document.    The 



















These  descriptions  are  rather  vague  and  there  is  no  way  of  showing  how  an 
ontology can be represented in a form that a computer can read and process.  Previous 




The  main  use  of  an  ontology  is  to  describe  a  domain  using  an  appropriate 
vocabulary and define relationships between the terms taken from the vocabulary.  One 







as  more  complex  relationships.    The  OWL  language  ‘is  designed  for  use  by 
applications that need to process the content of information instead of just presenting 






logic  reasoner  to  use  for  logical  deduction,  but  OWL  DL  is  both  complete  and 
decidable and is therefore easier to reason over and use. 
2.3  URIs, URLs and Semantic Web Architecture 









be  mapped.  Providing  a  name  for  different  entities  and  resources  means  that 
descriptions of objects can be easily made and published so that other agents or systems 




































display  data  in  novel  ways  (Shadbolt  et  al.,  2004,  Lei  et  al.,  2006).  In  order  to 
encourage the adoption of Semantic  Web technologies there  has  been an  increased 
amount of activity in providing a linked data backbone that can be used to bootstrap the 
Semantic  Web (Suchanek et al., 2007). The Linking Open Data project  has  been  a 
catalyst for such activity, producing data sources that expose their knowledge as RDF 
and  assert  links  between  datasets.  Current  information  sources  include  Geonames, 
DBLP, Musicbrainz, The CIA Factbook and US Census data. 
The production of the first tutorial on how to link Open Data (Bizer et al., 2007) 
means  that  many  more  information  providers  are  likely  to  make  their  knowledge 
available.  Such  activity  will  allow  a  formidable  mass  of  knowledge  to  be  used  by 
Semantic Web applications. The linked data methodology has also introduced the use 
of  additional  techniques  to  publish  Semantic  Web  data,  such  as  using  HTTP  303 








that  contains  an  info  box.  DBpedia  URIs  take  the  form 
http://dbpedia.org/resource/resourceName  where  resourceName  is  the  name  of  a 
Wikipedia  article.  DBpedia  has  a  lightweight  property  structure that  has  predicates 
derived from infobox data such as name, placeofbirth, placeofdeath and capital. There 




working  in  the  domain  of  resilience  and  scalability  in  IST  systems.  One  of  the 
deliverables  for the project  is to provide a Resilience  Knowledge Base (RKB) that 
would  aid  researchers  to  find  information  about  people,  projects,  publications  and 
institutions in the field of resilient systems. The project also hopes to have resilient 
explicit  metadata  about  systems  and  components  that  would  aid  users  in  building 
resilient  systems.  At  present,  the  RKB  contains  RDF  data  from  Citeseer,  ACM 
publications, Cordis, DBLP and institutional data provided by each partner. The RKB 
also captures metadata from the project Wiki (Millard et al., 2007). An interface has 
been  made  where  users  can  explore  the  RKB  from  the  perspective  of  people, 













of  search  engines  dedicated  to  sift  through  The  Web  and  pick  out  documents  and 












ties  could  be  of  silk  or  cotton  then  the  machine  could  automatically  give  all  this 
information without the need for multiple searches. 
This  chapter  sets  out the  problems  of  searching  on  the  Web  and  gives  some 
motivation for producing semantic search engines. Some systems already performing 













































































sense  of  ‘understanding’  to  a  search  engine  when  searching  for  results  whose 
knowledge has been partly or fully described in a knowledge representation format. 








queried  using  the  SPARQL  query  language.  Therefore,  there  are  a  number  of 










made.  The  ontology  was  then  populated  by  a  semantic  annotation  tool  that  goes 





















































TAP  is  both  a  semantic  web  application  by  itself  and  also  has  the  ability  to 
interact with the WWW. TAP does not try to model concepts or definitions, but instead 







has  spawned  a  new  generation  of  search  engines  that  are  specifically  targeted  at 
utilising the linked structure to improve search results. The search engines given below 


























number  of  other  Semantic  Web  services  in  order  to  discover  and  index  RDF 















structure.  For  example,  finding  the  number  of  players  that  have  won  the  FA  cup 
playing for Manchester United would involve having to trawl through multiple web 








Swoogle  (D’aquin  et  al.,  2007).  The  main  focus  of  the  search  engine  is  to  index 
ontologies  according  to  some  ontological  quality  metrics  and  make  use  of  implicit 
relations between ontologies available on the web. Watson then enables users several 
different  ways  of  querying  the  data,  from  simple  keywords  to  URIs.  The  main 
difference  between  Watson  and  Swoogle  is  the  way  in  which  each  system  treats 
Semantic  Web  Documents.  Swoogle’s  approach  is  to  use  Web  based  methods  for 
indexing and retrieval, where as Watson takes into account the inherent nature of an 
ontology and utilises relations such as owl:imports and rdfs:seeAlso to discover more 
ontologies.  Watson  also  eliminates  duplicate  ontologies  that  are  found  in  multiple 
locations giving a much improved precision rating over Swoogle. 
The main deficiency of Watson is that it is primarily concerned with indexing and 
searching  ontological  content,  such  as  owl  or  rdfs  documents.  However,  the  vast 








behind  freebase  is  to  create  a  structured  Wikipedia  type  site,  where  users  can  add 




Freebase  consists  of  a  number  of  domains  such  as  Arts  and  Entertainment, 











the  type  definitions  for  ‘company’  and  ‘legal  entity’  are  also  added  to  the  type 
definition for ‘Automobile Company’. 
Although Freebase currently does not use standard RDF or OWL to encapsulate 









of  information  cannot  be  judged  as  the  data  gathered  by  Freebase  is  still  sparse. 
Furthermore, the considerable amount of interest in Freebase has meant that there have 
already  been  applications  that  have  developed  using  the  Freebase  API  that  greatly 
outnumber  the  application  that  have  been  built  using  DBpedia  data,  even  though 
Freebase is currently only at the alpha release stage. 
































entities  that  are  considered  to  be  the  same.  DBpedia  has,  for  example,  made  an 
assertion  that:  <http://dbpedia.org/resource/Berlin>  is  <owl:sameAs> 
<http://sws.geonames.org/2950159/>. In this chapter it will be argued why this is not 























name  and  matters  are  made  more  complex  by  the  use  of  initials,  different  naming 
formats  and  spelling  errors.  For  example,  the  author  ‘Hugh  Glaser’  could  be 
represented with his full name or by using ‘H. Glaser’, or ‘Glaser, H.’. The task of 
author disambiguation is an active area of research in information science and many 
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to  be  used  in  order  to  match  predicates  between  different  resources,  so  that 
characteristics can then be matched. 
There are thus more advanced algorithms that need to be developed in order to 
identify  identical URIs  on the Semantic  Web. However, the problem  is  not just of 


























same  non­information resource. However, the standard  way of dealing with such  a 
plethora  of  URIs  is  to  use  owl:sameAs  to  link  between  them.  The  semantics  of 
owl:sameAs mean that all the URIs linked with this predicate have the same identity 
(Bechofer  et  al.,  2004),  this  means  that  the  subject  and  object  must  be  the  same 
resource. The  major  disadvantage  with  this  approach  is  that  the  two  URIs  become 















given  above  could  refer  to  ‘Spain  the  political  entity’,  or  ‘Spain  the  geographic 
location’, or ‘Spain the football team’. Some people would be happy to use each URI 
interchangeably because they do not care about the precise definition, whereas others 























the  context  of  institution  2.  Each  CRS  can  use  different  algorithms  to  identify 















































The  CRS  can  be  treated  as  any  other  knowledge  base,  in  that  it  contains 
knowledge  about  a  particular  URI.  Our  infrastructure  implements  the  current  best 
practice on how to serve linked data and uses cool URIs (Berners­Lee, 2003). As an 
example  we  will  use  the  URI  http://southampton.rkbexplorer.com/id/person­21  to 
represent the non­information resource, ‘Hugh Glaser’. When a request is given to the 
server  for a description of the URI, an HTTP 303 redirect  is  issued to one of two 
locations, depending on the accept headers sent by the client. If the requested content is 
application/rdf+xml  then  the  server  will  generate  an  RDF  description  detailing  the 
properties  of  the  requested  URI  by  issuing  SPARQL  CONSTRUCT  queries  to the 
appropriate knowledge base. The resulting description is cached and the 303 is issued 
to  http://southampton.rkbexplorer.com/description/person­21.  However,  if  the  accept 
header  is  set  to  text/html  then  a  303  ‘See  Other’  is  returned  identifying  an  html 
description  of  Hugh  Glaser  at  http://southampton.rkbexplorer.com/browse/peson­21. 











































































































Bundle  Concept  BundleOf  ﬁ  : 
We have a function Describe that gives the property values for a given URI: 
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formed  has  been  successfully  completed.  A  proof  of  concept  system  is  now  being 
implemented  that  will  take  the  form  of  a  Google  Maps  mash­up  of  Wikipedia, 





select  any  country.  The  system  then  performs  queries  over  the  RDF  and  returns 
information about the country from the different sources. The results are presented so 
that  different  types  of  information  are  separated  on  screen.  The  separation  of  the 
different types of information is achieved by looking at the predicates of the triples that 
















are  also  a  number  of  domain  specific  RDF  vocabularies  that  can  be  extended  into 
custom built ontologies such as SIOC and SKOS. 




















problem  of  equivalence  mining.  Equivalence  mining  simply  refers  to  the  task  of 
detecting equivalences between URIs of non­information resources. This has particular 
reference in the field of coreference, since in order to be able to group URIs into a 
bundle,  the  URIs  must  first  have  been  flagged  as  being  potentially  equivalent.  At 
present  there  is  very  little  in  the  way  of  tools  or  applications  available  to  support 
equivalence mining. Those tools that have been made are based on a specific domain or 
task and cannot be universally applied to the whole Semantic Web. Raimond (2007) 
provides  an  algorithm  for  detecting  equivalences  between  the  Yamendo  and 
MusicBrainz  datasets.  This  type  of  application  typifies  the  approach  taken  to 
equivalence mining, which is to develop algorithms on the basis of the datasets that 
need  to  be  linked.  An  algorithm  for  detecting  equivalences  between  authors  in  a 
knowledge base is being developed in the ReSIST project. The system described in 
Section 6.2 will need to use an equivalence mining application in order to find potential 










































Once the prototype system  has been  fully  implemented the research will then 






CRS  groups  together  URIs  from  multiple  sources,  which  is  a  process  that  is  not 
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