An oft-repeated refrain in the development literature has been the "neglect" of the agricultural sector vis-à -vis the industrial sector in the development process of the less developed economies. Because infrastructure is crucially linked to both agricultural and industrial development, poor infrastructure development may make it appear as if slow agricultural growth has caused slow industrial growth. Further, in estimating the relation between agriculture and industry, the former should not be assumed to be exogenous; rather, this should first be established. Moreover, given the presence of nonstationarity conventional regression techniques may yield spurious regressions and significance tests. To circumvent these various problems, we study the cointegration of the different sectors of the Indian economy in a multivariate vector autoregression framework.
INTRODUCTION
Two roads diverged in a wood, and I-I took the one less traveled by, And that has made all the difference.
Robert Frost
An oft-repeated refrain in the development literature has been the "neglect" of the agricultural sector vis-à -vis the industrial sector in the development process of the less developed countries. It is argued that with the objective of compressing the growth process into as short a period of time as possible, developing countries have been trying to industrialize rapidly over the past few decades. The consequence in a bewilderingly large number of countries, if not most, has been the relative neglect of the agricultural sector. This has proved counterproductive for industry itself, as well as for the overall performance of the economy. Indeed, point out the proponents of this view, an overwhelming emphasis on industry appears quite contrary to the perception of even the early development theorists. Although industry was recognized as the "prime mover" in the developing economy, Lewis (1954) realized that ". . . economies in which agriculture is stagnant do not show industrial development" (Timmer, 1988; World Bank, 1982) . Extending this argument it is contended that even when agriculture is not stagnant, it must grow in tandem with the other sectors of the economy or else the entire economywide growth process may be jeopardized. Several bits of evidence are adduced in favor of the "neglect thesis." First, the present levels of agricultural labor productivity in the African and Asian countries are about 45 percent less than those in the developed countries at the start of their industrialization processes. Second, development policies seem to have been such that manufacturing labor productivity in less developed countries grew faster than agricultural labor productivity, despite the low initial levels of agricultural productivity. For instance, contrary to the "traditional pattern," agricultural labor productivity in India grew by only 1.3 percent p.a. compared to a growth of manufacturing labor productivity of 2.1 percent p.a. over the period 1960-80 (Timmer, 1988) . Third, according to norms established by Krishna (1982) for the share of agriculture in capital formation at different stages of economic growth, developing countries have neglected their agricultural sectors. As against a norm of 22 percent of total investment for low-income and lower middle-income countries, not even one of the 20 sample countries allocated even 20 percent in 1966-68 (including India), and only three allocated even as little as 15 percent (Rao and Caballero, 1990) . Fourth, despite the fact that the performance of the manufacturing sector in generating employment has been persistently dismal in the face of very large annual additions to the labor force, the less developed economies have continued to espouse industry as the fount of economic growth. In India, for instance, the organized manufacturing sector presently generates additional annual employment of about one million or less against annual additions of seven to eight million to the total labour force (Sundaram and Tendulkar, 1995) . Yet development policies tend to stress the leading role of industry. Finally, studies show that most less developed economies have tended to tax their agricultural sectors relative to their industrial sectors by overvaluing their exchange rates, restricting/prohibiting exports of agricultural commodities, and providing sheltered markets to industry. Thus, Rao and Gulati (1994) show that the Aggregate Measure of Support 1 to Indian agriculture works out to ϪRs. 196 billion or 22.5 percent of the value of agricultural output for the period 1986-87/88-89. The minus sign implies that Indian agriculture was taxed to this enormous extent (in contrast to industry, which was provided a sheltered market). Viewed in the context of the fact that many LDCs went in for development strategies based on "central planning" that aimed to influence the allocation of resources between agriculture and industry, etc., in accordance with social costs and returns, the above evidence appears to support the thesis of the neglect of the agricultural sector in the development processes of the less developed countries.
2 This becomes an especially important consideration for economies in which the agricultural sector has continued to be very large in terms of national income and employment.
India is a prime example among less developed economies, although hardly an exception, to which the above observations apply. A strategy that placed overwhelming emphasis on the capital-intensive industrial sectors in the economy has left as its consequence a feeling of "lost decades" (Bhagwati and Desai, 1979; Lipton, 1968; Eckaus and Parikh, 1968) . Further, while agriculture contributed 49 percent of the Gross Domestic Product (at factor cost at 1980-81 prices) in 1950-51, it still contributed as much as 28 percent in 1992-93. By contrast, manufacturing industry grew from about 11 percent to less than 20 percent of GDP over the same period (NAS, various years). The sectoral distribution in terms of shares of employment is even more unequal, with agriculture accounting for about 65 percent and manufacturing industry accounting for about 11 percent even as late as 1987-88. In other words, even after 4 decades of planned growth with emphasis on 1 The Aggregate Measure of Support is defined as the annual aggregate value of market price support, nonexempt direct payments and other subsidies not exempt under the reduction commitments under GATT.
2 Rao and Caballero [op. cit., p. 904 ] make the pertinent observation that "The neglect of agriculture . . . is sometimes attributed simply to policy mistakes. . . ." Conscious discriminatory policies are not, therefore, necessarily implied in the neglect thesis.
industry, agriculture continues to be the single largest sector in the economy. The performance of the agricultural sector would then have important implications for the performance of industry. Of course, implicit in this observation is the claim that not only are there important growth linkages between agriculture and industry, but also that the causality runs from the former to the latter. Instead of presupposing this, however, this paper aims to establish the long-run relationship between agriculture and industry in the Indian economy. Stated alternatively, is there a positive, causal relationship between the growth of agriculture and the growth of the industrial sector (as well as the economy) in India?
The contribution of agriculture to industry has been analyzed in terms of its role as: (1) a supplier of wage goods, (2) a supplier of raw materials, and (3) a market for industrial products (Timmer, 1988) . Considering its role as a supplier of wage goods, worsening agricultural performance would be reflected in terms of the production, marketed surplus, and net availability of agricultural output, and hence (possibly) in a movement of the terms-of-trade against industry. Reviewing earlier evidence (Srinivasan, 1979; Alagh and Sharma, 1980; Sawant, 1983) , and estimating some updated regressions for the period 1950-51/82-83, Ahluwalia (1985) does not find any evidence of an acceleration or deceleration in either agricultural or foodgrains production over this period. Further, Thamarajakshi (1977) shows that the annual growth rate of marketed surplus increased from 3.5 percent over the period 1951-52/65-66 to 4.2 percent over the subsequent period 1965-66/ 73-74. Thus, the rate of growth of marketed surplus exceeded that of production (which averaged about 2.5% per annum) in both the periods, and this margin, in fact, increased during the latter period (Moody, 1982) . But the production and marketed surplus of wage goods must be adjusted for exports and imports if we are to properly assess the existence of the wage goods constraint. Ahluwalia (1985) finds that there was no trend in the per capita net availability of foodgrains over the period 1959-60/83-84, with the level fluctuating around 446 g per day. Finally, we look at the movements in the terms-of-trade between agriculture and industry. Note that a movement of the terms-of-trade in favor of agriculture will not only have a direct effect on industrial profitability by raising the product wage rate (Chakravarty, 1974) , but may also have an indirect effect insofar as it changes the distribution of real incomes in favour of agriculture. To the extent that this change in income distribution benefits the richer peasantry differentially, it may lead to a significant decline in the relative demand for consumption goods. This, together with the increase in the unit cost of industrial production, would lead to a decrease in industrial profitability, investment and growth (Mitra, 1977) . Note, however, that Mitra contended the movement in the termsof-trade in favor of agriculture to have been brought about by a systematic class bias. Although Chakravarty (1979) concurred with this assessment, Tyagi (1979) did not. In any case, all the studies looking at the terms-of-trade between agriculture and industry including Mitra's above, use the official wholesale price indices of agricultural and nonagricultural products for this purpose. But, as Ahluwalia observes, what we ideally require is an index of the price of wage goods relative to the price of industrial products. In the absence of such a series, Ahluwalia looks at four alternative series to conclude that the evidence is inconclusive. Further, data do not support the hypothesis of a trend increase in income inequality in the post-1960s period (see Ahluwalia, 1985 , and the references cited therein). Finally, Menon (1986b) reports that for the medium and large public-limited companies (the most important segment of the Indian corporate sector), the post-tax rate of return exceeded the rate of interest for much of the period 1960-61/80-81. And although this margin decreased over time, this was primarily due to an increase in the cost of raw materials and not due to an increase in wage costs. In fact, wage costs as a proportion of the value of production declined over this period (Menon, 1986a) . On balance, then, the wage goods constraint does not appear to have tightened over time.
Coming to the role of agriculture as a supplier of raw materials to the agro-industries, Ahluwalia (1985) points out that although there occurred a decline in the rates of growth of output of cash crops in the post-mid-1960s period, this was not matched by declines in the growth rates of the corresponding agro-industries. However, we shall not pursue this point further because the available evidence is insufficient to properly address this issue.
Finally, the slow growth of agricultural incomes could have contributed to industrial stagnation. A growth of per capita agricultural income of less than 0.5 percent per annum over 1956-57/ 79-80 implied a severe demand constraint on the growth of industry, especially given the closed economy (and the fact that agriculture accounts for almost 30 percent of the GDP even today). However, Ahluwalia (1985, p. 168) cautiously adds that ". . . [I] t is difficult to conclude that if only the growth of agricultural incomes had been faster, the growth of . . . industries would have picked up. The supply constraints emanating from the infrastructure sector, the regulatory framework and poor productivity performance would most likely have held back growth . . ." (emphasis added). Note the emphasis we have laid on the infrastructure constraint. We take up this point below.
It is a trite observation that both industrial and agricultural growth are dependent on the availability of adequate infrastructure.
3 Infrastructure may be thought of as a critical input that itself does not directly enter production, but which is indispensable to the production activities of the economy. Rao and Caballero (1990, p. 904) note that ". . . without massive investment in . . . roads, extension services, rural education, etc., significant increases in HYV adoption rates or in cropping intensity would not have come about." Similarly, industrial growth would be retarded by the inadequate availability of power, transport, communications, etc.; as, indeed, Ahluwalia (1985) finds in the case of the Indian economy. Because infrastructure is crucially linked to both agricultural and industrial development, poor infrastructure development by slowing down both agricultural and industrial growth rates may make it appear as if slow agricultural growth has caused slow industrial growth. This has obvious implications in the context of sectoral linkages and policy issues relating to whether the industrial sector ("the tail") should be given overriding emphasis over the agricultural sector ("the dog"), for it calls into question empirical studies that consider the relation between agricultural and industrial growth without properly accounting for the role of the infrastructure "sector."
Second, empirical studies looking at the relationship between agriculture and industry assume agriculture to be exogenous, and then estimate the effect it has on the industrial sector (Rangarajan, 1982; Ahluwalia and Rangarajan, 1989) . In fact, however, this is a proposition that should be tested first rather than assumed. Third, in specifying the estimable relationships, conventional methods require an a priori bifurcation of the system variables into "endogenous" and "exogenous," and zero restrictions are sought to be placed on some of these variables to achieve identification. Although economic intuition may well aid in this regard, such decisions may involve a greater or lesser element of arbitrariness and may, hence, be undesirable (Sims, 1980) . Fourth, inputoutput models and multiequation systems have additional drawbacks such as heavy data requirements and untenable assumptions regarding unchanging technology (Rudra, 1967) . Fifth, given that most economic time series are trended, conventional regression techniques may yield spurious regressions and significance tests that are uninterpretable (Granger and Newbold, 1986; Phillips, 1986) . To circumvent all these problems, we study the cointegration of the various sectors of the Indian economy-namely, agriculture, manufacturing industry, construction, infrastructure, and services-in a multivariate vector autoregression framework. The basic idea behind such an enquiry is to determine the long-run relationship between these sectors each of which typically exhibits nonstationary behavior. Because economic theory suggests a longterm relationship between (some subset of) these sectors, even though they may appear to be drifting apart over shorter spans of time, over the longer run forces may push them back into equilibrium. If indeed these sectors are moving together along some long-run path, deviations from this path will be stationary. Engle and Granger (1987) formally developed such a cointegrating relationship through the use of an error correction mechanism; which, they suggested, may be estimated by means of a two-step procedure. However, their method assumes the existence of only one cointegration vector, whereas in actual fact there may be more than one error correction mechanism at work in the system. Hence, in this exercise we utilize a more powerful estimation procedure due to Johansen and Juselius (1990, 1992) (and Johansen, 1988) , which corrects for this shortcoming through the FIML estimation of a multivariate vector autoregression model. Section 2 briefly sets up the basic model and describes the data used in its estimation. Section 3 presents a discussion of the estimation results. Finally, Section 4 sketches out the conclusions.
BASIC MODEL AND DATA SET
Because economic time series are generally nonstationary processes, Johansen and Juselius express the unrestricted vector autoregression model in first differences as:
where y t is the column vector of the current values of all the variables in the system (integrated of order one), D t is a matrix of deterministic variables such as an intercept and time trend, ⑀ t is NIID (0, ⍀) and ⌫ i , ⌸, , ⍀ are the parameter matrices. Although the first term in Equation 1 captures the short-run effects on the regressand, the second term captures the long-run impact. Because our objective is to investigate the long-run underlying relationships, we focus attention on the elements of matrix II. If the vector y t contains n variables, matrix II will be of order n ϫ n, with a maximum possible rank of n. Then, using the Granger representation theorem (See Engle and Granger, 1987) , if the rank of II is found to be r Ͻ n, the matrix II may be factored as ␣␤Ј where ␣ and ␤ are both of order n ϫ r. Matrix ␤ is such that ␤Јy t is I(0) even though y t itself is I(1). In other words, it is the cointegrating matrix describing the long-run relationships in the model. The weights matrix ␣ gives us the speed of adjustment of specific variables on account of deviations from the long-run relationship. We estimate this model for the Indian economy by defining the column vector y t to comprise the (logs of) gross domestic product at factor cost at constant (1980-81) prices for five sectors: "agriculture," "manufacturing industry," "construction," "infrastructure," and "services."
5 These may be denoted as A, M, C, I, and S for convenience. Data were available for the period 1950-51/ 1992-93. Preliminary investigation through Dickey-Fuller and Augmented Dickey-Fuller tests revealed the A, I, and S series to be integrated of order 1, whereas M and C were integrated for 4 See Hall (1989) for the computation of these constituent matrices. 5 These data are taken from the National Accounts Statistics published by the Government of India (see NAS, various issues). The five sectors mentioned in the text were defined as follows: "Agriculture" ϭ agriculture ϩ forestry ϩ fisheries; "manufacturing industry" ϭ registered ϩ unregistered manufacturing; "construction"; "infrastructure" ϭ electricity, gas, water supply ϩ storage ϩ communications; and "services" ϭ rail transport ϩ transport by other means ϩ trade, hotels and restaurants ϩ financial, insurance, real estate, and business services ϩ other services. The category of "public administration and defense" was excluded from the definition of "services" on account of its rather different nature from the other services. Defense expenditure, for instance, may have little to do with economic criteria. Even so, the alternative categorization where transport was included in infrastructure and public administration and defense were included in services, left the results of the empirical exercise essentially unchanged. order 2.
6 Therefore, the vector y t is defined as (lnA t , ⌬lnM t , ⌬lnC t , lnI t , lnS t )Ј. An inspection of the plots of (the logs of) each of the variables against time supports the inclusion of a time trend (see Figure 1 ). Hence, a time trend was included both in Equation 1 above as well as in the cointegration space. An important variable that must be predetermined is the maximum lag length k in Equation 1 above. Although a long lag may ensure the desired residual properties, it may not make much economic sense regarding adjustments to deviations from the long-run path (as the bulk of such adjustments are usually found to be completed in a relatively small number of time periods). We found k ϭ 2 acceptable on both the above considerations. An inspection of Table 1 (pertaining to the residual statistics from Equation 1 above) supports the assumptions of normality and lack of serial correlation in the error processes of our equation system. 
ESTIMATION RESULTS

3A. Testing for the Number of Cointegration Vectors
Several pieces of evidence were adduced to determine the rank of matrix II. First, we use two likelihood ratio tests proposed by Johansen and Juselius (1990, 1992) . To test the hypothesis of reduced rank r they propose the use of the trace statistic Q i ϭ ϪT ⌺ n iϭrϩ1 ln(1 Ϫ i ) and maximal eigenvalue statistic Q 2 ϭ ϪT ln(1 Ϫ r ), where T is the total number of observations and i is the ith eigenvalue. According to both tests (see Table 2 ), the rank is at least equal to 2. Further, it seems that the rank may well be 3, because both statistics marginally exceed their 95 percent critical values. However, because the computed and critical values of the statistics are virtually the same, we must consider further evidence 6 The test results may be had from the author or checked for oneself because the data are in the public domain. For any variable y i this essentially involves regressing ⌬y t on a constant, trend, and y tϪ1 . Lagged terms of the dependent variable may have to be added to ensure that the error term is white noise. Testing for stationary involves testing whether the coefficient of y tϪ1 is zero, followed by a test for whether the coefficients of y tϪ1 and the trend are both zero. 7 In the case of equations C and S, the Jarque-Bera LM test statistic exceeds the 1 percent critical value of 2 (2) ϭ 9.21. However, this may not be serious (also see Johansen and Juselius, 1992, p. 220, and 1990, p. 176 before deciding on the number of cointegrating vectors in this system. Therefore, we next take a look at the graphs of the (residuals of the) cointegrating relations, and the (residuals of the) cointegrating relations corrected for short-run dynamics (Figure 2 ). If r ϭ 3 the first three processes must look stationary, whereas if r ϭ 2, this should hold only for the first two processes. An inspection of Figure 2 suggests that r ϭ 2 would be a more reliable inference, because the graph of the residuals of the cointegrating vector Notes: The normality test uses the Jarque-Bera LM statistic, which is distributed as 2 (2) under the null. The "AC coeff." or autocorrelation coefficient refers to the coefficient of the lagged errors term in the Durbin "large-sample test." corrected for short-run dynamics for the third process appears to show some nonstationarity. Finally, we consider the eigenvalues of the companion matrix (given at the bottom of Table 2 ). 8 Because these eigenvalues give us the reciprocals of the roots of the characteristic polynomial, they should lie on or inside the unit circle under the assumption of a cointegrated VAR model. The number of elements equal to or close to unity then give us the number of common stochastic trends in the model. We find that three of the elements are equal to or quite close to one, supporting a choice of r ϭ 2. Therefore, we choose r ϭ 2. The presence of these (two) cointegrating relations in our system reflects an inherent tendency in the system to revert towards equilibrium subsequent to a shortrun shock. Thus, the graphs of the cointegrating relations describe 8 The companion matrix is given by:
where A i give the coefficient matrices in a VAR of y t on y tϪi (i ϭ 1, . . . k), and I n is the n-dimensional identity matrix. the deviations from the long-run equilibrium path of the economy on account of the short-run shocks (small or large). And the graphs of the cointegrating relations corrected for these short-run dynamics describe the actual adjustment path correcting for these short-run dynamics. Even though the economy does not stay in equilibrium for any length of time on account of the periodic short-run shocks that it receives, the large number of crossings of the "mean line" displayed in these graphs shows the system's tendency to return to equilibrium.
3B. The Unrestricted Cointegration Space
In all of the following analysis we assume the presence of two stationary or cointegrating relations and three common stochastic trends in our system. Their estimates are presented in Table 3 along with the corresponding adjustment matrix ␣. To facilitate the analysis of the cointegration space as summarized by the estimates, we also compute certain likelihood ratio test statistics that indicate the relative importance of the individual ␤ and ␣ values. A test of the null hypothesis for ␣, H o : ␣ i1 ϭ ␣ i2 ϭ 0 tests whether the equation ⌬y i contains any cointegrating relation. Individual elements of these joint tests are reported within brackets in Table 3 . The estimates tell us that the first eigenvector ␤ 1 primarily links manufacturing sector income positively with agricultural income 9 and negatively with construction sector income. The corresponding loading vector ␣ 1 and the associated test statistics within brackets tell us that this relation is mostly important in the manufacturing and construction sector equations. Note that this vector also reflects the slow "speed of adjustment" of the other variables (i.e., I and S) to the short-run shocks that dislodge the system from its long-run path. Although this implies that we can standardize this eigenvector on either manufacturing sector income or construction sector income, we have chosen to do so on the former. The second eigenvector ␤ 2 seems to explain construction sector income as significantly related to all the variables, with the possible exception of infrastructure sector income. The corresponding weights vector ␣ 2 indicates that this relation is relatively important in the construction sector equation. Therefore, we standardize this eigenvector on the construction variable. Tests for exogeneity (i.e., the joint test H o : ␣ ij ϭ 0, j ϭ 1,2) strongly support the weak exogeneity of the agriculture, infrastructure, and services variables. Specifically, for agriculture the test statistic 2 (2) ϭ 1.57, for infrastructure 2.25 and for services 1.53 with p-values of 0.46, 0.32, and 0.47 respectively. This implies that the system may be effectively reduced to a two-dimensional one without affecting the estimates of ␤. Alternatively stated, the cointegration relations are to be found in the M and C sector equations only.
We further test for the block exogeneity of the agriculture, infrastructure and services sectors by conducting Granger causality tests. Because our variables are cointegrated, this could be done subject to the cointegration rank and cointegrating vectors. However, Dolado and Lutkepohl (1994) caution that such a procedure typically has unknown properties making inferences questionable. Instead, they suggest a simple solution. They point out that the nonstandard asymptotic properties of standard tests on the coefficients of a cointegrated VAR arise from the singularity of the asymptotic distributions of the relevant estimators. They show that this singularity may be removed by estimating a VAR whose order exceeds the "true" order, enabling the use of standard tests. Although they demonstrate the procedure with a Wald test, we use the likelihood ratio test below. We first estimate a VAR by regressing y t on y tϪ1 , y tϪ2 , and y tϪ3 (i.e., augmenting the "true" lag order by one from k ϭ 2 to k ϭ 3). We then test for the null hypothesis that the lags of the M and C sector variables do not enter the equations for the A, I, and S sector variables (i.e., the agriculture, infrastructure, and services sectors are block exogenous). The likelihood ratio statistic is found to be 20.898, which is distributed as 2 with 18 dof and has a p-value of 0.285. Thus, we cannot reject the null hypothesis of the exogeneity of the agriculture, infrastructure and services sectors vis-à -vis the manufacturing and construction sectors of the Indian economy.
IMPLICATIONS AND CONCLUSIONS
We now summarize the above results. First, we find that the different sectors of the economy moved together over the sample period and, hence, their development was interdependent. This is not to imply that some of the sectors did not outpace the others, but only that the economic forces at work functioned in such a way as to tie together these sectors in a long-run structural equilibrium. And while short-run shocks may have led to deviations from this long-run path, forces existed whereby the system reverted back to it. The significance of this result may be gauged by comparing it to the existence, say, of a positive relationship between the raw data series. Thus, if we were to find a positive relationship between the sectoral incomes in the context of conventional econometric models, this could merely be due to the presence of common trends (and not cointegrating relations) in the data and, hence, may not signify a genuine long-run relationship between the growth processes of the different sectors. Although we do find the presence of three common stochastic trends in our data, we also find the presence of two cointegrating relations. In this sense there exists a long-run equilibrium relationship between the different sectors of the Indian economy.
Second, the system reveals not one but two cointegrating relations in the economy. Thus, there are two processes that separate the long-run from the short-run responses of the economy. Although the first one may be taken to pertain to the manufacturing sector, the second one may be taken to relate to the construction sector. This should caution us that the a priori assumption of a unique cointegrating relation in the economy, as within the EngleGranger (1987) formulation, may be erroneous.
Third, the infrastructure and services sectors (and to a lesser extent the agriculture sector also) exhibit very slow speeds of adjustment to deviations from the long-run path. This is probably reflective of the widespread administrative controls over the activities comprising these sectors for the bulk of the sample period. Thus, the infrastructure subsectors such as electricity, gas, water supply, and communications, and the services subsectors such as rail transport, financial, and insurance services were almost totally within the state sphere over the sample period.
10 These activities, therefore, tended to depend on budgetary allocations rather than directly on impulses emanating from the other growing sectors of the economy. This probably undermined the adjustment speeds of these sectors consequent to deviations of the system from the long-run equilibrium path.
Finally, the agriculture, infrastructure and services variables are found to be weakly exogenous with respect to the long-run parameters ␤. Further, Granger causality tests in the context of cointegrated systems reveal the block exogeneity of these sectors. Note that this exogeneity is not assumed as in some studies noted above. This evidence may be taken to imply that while the agriculture, infrastructure, and services sectors significantly affect the process of income generation in the manufacturing and construction sectors, the reverse has not been true. This may be explained by the fact that the growth process in the agricultural sector has important implications for the manufacturing sector 11 as we discussed above. Thus, it relaxes the wage goods, raw material, and foreign exchange constraints and provides a potentially large market for manufactured products, especially consumer goods. On the contrary, the growth process in the manufacturing sector does not significantly impact the agricultural sector in view of the fact that the predominant bulk of the rural households are either relatively small farmers with small operational holdings and tiny surpluses, or else landless laborers. Given that agriculture is even 10 Financial and insurance services came within the purview of the state sector (although the former not totally) only since the 1960s.
11 See also Rangarajan (1982) and Ahluwalia and Rangarajan (1989) ; although they assume the exogeneity of agriculture. A 1 percent growth of agriculture is found to translate into a 0.5 percent growth of manufacturing industry and a 0.7 percent growth in the overall economy. Our estimates are not directly comparable with the above because we have focused on the long-run relationship only. Besides, a VAR framework is recommended for studying the system dynamics and emphasis is usually not placed on the coefficient estimates per se. today the single largest sector in the economy, it may be seen as a driving force for the other sectors. Similarly, infrastructure development as well as the development of services significantly influence the development of the manufacturing and construction sectors of the Indian economy. Because the reverse linkages toward income generation in the infrastructure and service sectors have been found to be weak, encouraging the manufacturing sector alone or even primarily (as in the recent "liberalization" policies) will not help to boost the entire economy in the long run. Rather, the agriculture, infrastructure, and services sectors will have to be directly encouraged.
