In this paper, we propose a new method which based on the nonmonotone line search technique for solving symmetric nonlinear equations. The method can ensure that the search direction is descent for the norm function. Under suitable conditions, the global convergence of the method is proved. Numerical results show that the presented method is practicable for the test problems.
Introduction
Consider the following nonlinear equations:
where :
n n g R R  be continuously differentiable and its Jacobian ( ) g x  is symmetric for all n x R  . This problem can come from unconstrained optimization problems, a saddle point problem, and equality constrained problems [the detail see [1] ]. Let ( 
The following iterative formula is often used to solve (1) and (2):
 is a steplength, and k d is one search direction. To begin with, we briefly review some methods for (1) and (2) by line search technique. First, we give some techniques for k  . Li and Fukashima [1] proposed an approximate monotone line search technique to obtain the step-size k  satisfying: . Combining the line search (3) with one special BFGS update formula, they got some better results (see [1] ). Inspired by their idea, Wei [2] and Yuan [3] made a further study. Brown and Saad [4] proposed the following line search method to obtain the stepsize
where (0,1).
 
Based on this technique, Zhu [5] gave the nonmonotone line search technique:
where
and 0 M  is an integer constant. From these two techniques (4) and (5), it is easy to see that the Jacobian matric ( ) g x  must be computed at every iteration, which will increase the workload especially for large-scale problems or this matric is expensive. Considering these points, we [6] presented a new backtracking inexact technique to obtain the stepsize
where (0,1)
 
Second, we present some techniques for k d . One of the most effective methods is Newton method. It normally requires a fewest number of function evaluations, and it is very good at handling ill-conditioning. However, its efficiency largely depends on the possibility to efficiently solve a linear system which arises when computing the search k d at each iteration
Moreover, the exact solution of the system (7) could be too burdensome, or it is not necessary when k d is far from a solution [7] . Inexact Newton methods [5, 7] represent the basic approach underlying most of the Newton-type large-scale algorithms. At each iteration, the current estimate of the solution is updated by approximately solving the linear system (7) using an iterative algorithm. The inner iteration is typically "truncated" before the solution to the linear system is obtained. Griewank [8] firstly proposed the Broyden's rank one method for nonlinear equations and obtained the global convergence. At present, a lot of algorithms have been proposed for solving these two problems (1) and (2) (see [9] [10] [11] [12] [13] [14] [15] ). The famous BFGS formula is one of the most effective quasi-Newton methods, where the k d is the solution of the system of linear equations
where k B is generated by the following BFGS update formula This paper is organized as follows. In the next section, we will give our algorithm for (2) . The global convergence and the numerical result are established in Section 3 and in Section 4, respectively.
The Algorithm
Precisely, our algorithm is stated as follows.
Algorithm 1.
Step 0 
Step 2: Let k i be the smallest nonnegative integer i such that
holds for .
Step 3: Let
Step 5: Let k: = k + 1, go to Step 1. 
where is the average function value.
3) By (9), we have
The Global Convergence Analysis of Algorithm 1
In this section, we establish global convergence for Algorithm 1. The level set  is defined by
The Jaconbian of g is symmetric and there exists a constant 0
for .
is a small quantity. Assumption C. There exist positive constants 1 b and
and
for all sufficiently large k.. By (10) and Assumption C, we have
Lemma 3.1. Let Assumption B hold and
Proof. By (10), we have (14) and taking the norm in the right-hand-side of (19), we get
Therefore, for (0,1),
we get the lemma. By the above lemma, we know that the norm function
holds. 
true. By (12) again, and using
, we obtain
for all k is satisfied. Then we have
Then, k L is nondecreasing, and , we obtain
Denote that k L is monotone nondecreasing, (23) implies that
Using the induction step, we have
Combining (24) and (25) Proof. From Lemma 3.8 in [4] we have that in a finite number of backtracking steps, k
 
. By (20) and (15), we get Proof. Assuming the step-size k  such that (11) .
By Taylor formula, (19) , (20) , and (17), we get
Using (15), (17) 
which implies when k sufficiently large,
The proof is complete.
In the following, we give the global convergence theorem.
Theorem 3.1. Let
be generated by Algorithm 1, Assumption A, B, and C hold, and 
Moreover, if 2 1,
Therefore, every convergent subsequence approaches to a point * , x where * ( ) 0. g x  Proof. By (11), (15), (16) , and (19), we have
Combining (12) and the upper bound of (35), we get
is bounded from below and
for all k, we can conclude that k J is bounded from below. Then, using (36), we obtain
By (23), we get 
Then, (37) implies (34). The proof is complete.
Numerical Results
In this section, we report the results of some numerical experiments with the proposed method. Problem 1. The discretized two-point boundary value problem is the same to the problem in [22] 
where A is the n n  tridiagonal matrix given by results are quite well for the test Problems with the proposed method. The initial points and the dimension don't influence the performance of the algorithm 1 very much. However, we find the started points will influence the result for the problem 2 a little in our experiment. In one word, the numerical are attractively. The method can be used to the system of nonlinear equations whose Jacobian is not symmetric.
Conclusion
In this paper, we propose a new nonmonotone line search method for symmetric nonlinear equations. The global convergence is proved and the numerical results show that this technique is interesting. The reason is that the new nonmonotone line search algorithm used fewer function and gradient evaluations, on average, than either the monotone or the traditional nonmonotone scheme. We hope the method will be a further topic for symmetric nonlinear equations.
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