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Abstract 
A nonempty set ~ in R "×n is said to have the row-P-property if every row repre- 
sentative of ~ is a P-matrix. We show that this property is equivalent to saying that for 
every nonzero x in N" there is an index i with xi(Mx), > 0 for all M E ~,¢. We relate this 
concept o the unique solvability of certain nonlinear complementarily problems. We 
also show that when c0 is compact and has the row-P-property, there exists a vector 
u > 0 such that Mu > 0 for all M E c6. © 1999 Elsevier Science Inc. All rights reserved. 
I. Introduction 
In 1962, Fiedler and Pt~,k [1] introduced the concepts of  P and P0-matrices. 
A matrix M E En×n is a P(P0)-matrix if every principal minor e fM is positive 
(respectively, nonnegative). Since then, numerous equivalent fi~rmulations of  
these concepts have been given, and moreover,  the importance of  these and 
related matrices (M-matr ices,  S-matrices, etc.,) in opt imizat ion,  differential 
equations, statistics, and various" areas have been well documented in the lit- 
erature. 
To motivate our results, we consider the fol lowing wel l -known equivalent 
condit ions for a matrix M E It~ .... [2,1]: 
(a) M is a P-matr ix.  
(b) For  each x ¢ 0 in E", there is an index i such that xi(Mx)i > O. 
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(c) For every q E R", the linear complementarity problem LCP(M, q) has a 
unique solution. 
In this paper, we aim to extend this equivalence to a set of matrices. Con- 
cerning the equivalence (a) ¢=~ (b), we ask the following: Given a set cg of 
n × n matrices, when does the condition (b) hold uniformly for all M E ~? That 
is, for any nonzero x E W, when is there an index i such that 
> 0 VM e (1) 
In a recent paper, Rohn and Rex [3] have shown that when ~ is an interval in 
n×n , i.e., 
cg = {M E N"×":M~<M ~<~¢} (2) 
(where M and M are given × n matrices and the inequality defined above is 
componentwise), for any nonzero x, the uniform inequality (1) holds for some 
index i if and only if every matrix in this interval is a P-matrix. In this paper, we 
introduce the concept of row-P-property for a set of matrices, see Section 2 for 
the definition, and show that this property is equivalent to: for any x ~ 0, there 
exists an index i satisfying (1). In [3], Rohn and Rex also show that the interval 
described in (2) consists of P-matrices if and only if certain finite set of 'ex- 
treme' matrices are P-matrices. We extend this result by showing that a com- 
pact convex set cg in R "×" has the row-P-property if and only if the set of 
extreme points (matrices) of cg has the row-P-property. 
The row-P-property plays a role in the complementarity problems as well. In 
[4], for a finite set of matrices, this concept was called the P-property and was 
shown to be equivalent o the unique solvability in vertical complementarity 
problems. In this paper, we extend this equivalence to certain complementarity 
problems arising from a compact set c£ and a compact set of vectors. 
An important property of a P-matrix M is the existence of a vector u > 0 
such that Mu > 0. (This is the so-called S-property of M, introduced, once 
again, by Fiedler and Ptfik.) Given a set of matrices cg, we ask whether there is 
a vector u > 0 such that Mu > 0 for all M E cg. It turns out, see Corollary 10 in 
Section 4, that the row-P-property plays a role here also: I f  ~ has the row-P- 
property and is compact, then such a vector u exists. We show in Theorem 11 
that this 'uniform' S-property of ~ is equivalent o the row-P-property of cg 
when cg is compact and consists of Z-matrices. 
2. Preliminaries 
Consider a nonempty set cg of matrices in ~,×n. A matrix A E R n×" is called a 
row representative of cg if for every i = 1,2 . . . .  , n, the ith row of A, denoted by 
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A,, is the ith row of some matrix in cg. Let c~ denote the set of all row repre- 
sentatives of c~, i.e., 
~ := {A E N"×":for each i E {1,2,...n},A~ =M,. for some M E cg}. 
We call ~ the row-completion of cg. It is clear that Z c c~. 
We say that ~ has the row-P-property (row-Po-property) if every matrix in 
is a P(P0)-matrix, i.e., every row representative A of ~ is a P(P0)-matrix. We 
note that if ~ has the row-P-property (row-P0-property), then every M E ~ is a 
P(P0)-matrix since a matrix M E Z could be a row representative of itself. So in 
this case, we can think of cg as a P(P0)-matrix set. 
To see an example, first we recall that a matrix M = [mq] is sa~d to be (row) 
strictly diagonally dominant if for each i = 1,2, . . . ,  n, 
I .l > Zlm, l- 
i¢i 
It is well known that if such a matrix has a positive diagonal, then the matrix is 
a P-matrix, see Section 3.3 in [2]. Now consider any set cg c R "×n in which 
every matrix is strictly diagonally dominant and has a positive diagonal. It is 
clear that any row representative of ~Y is a P-matrix, i.e., ~g has the row-P- 
property. The following lemma is needed later. 
Lemma 1. I f  (£ is compact in ~×~, then so is c~. 
Proof. Let {A k } be a sequence in ~. Let i = 1. For each k = 1,2, . . . ,  there exists 
an M k E ~ such that (Ak)l = (Mk)l . By compactness o f~,  we may assume that 
a subsequence {MkJ} converges to a matrix M (~) E % This means that the 
subsequence {A k/} has the property that (AkJ)l converges to (M(l))l. By 
renaming, we may assume that (Ak)l converges to (M!l))l. Now starting with 
the (new) sequence {Ak}, we argue as above and produce a subsequence of 
{Ak}, still called {Ak}, such that (Ak)2 converges to (M(2t)2 where M (2) E ~. We 
continue this argument for i = 3,4, . . .  ,n and conclude that an appropriate 
subsequence of {Ak}, which we call {A k} for simplicity, converges to a matrix 
A E Nn×n with the property that for each i, Ai = (MIJ!)g. Clearly A E ~ and we 
have proved that the given sequence {A k} has a convergent subsequence in ~. 
This proves the compactness of c~. [] 
3. The row-P-property 
Theorem 2. A set cg C_ ~,,×n has the row-P-property if and only if jbr any x # 0 
in ~", there exists an index j E { 1,2, . . . ,n} such that xj(Mx)j > 0 for every 
matrix M E eft. 
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Proof. Assume c~ has the row-P-property and suppose to the contrary that 
there exists an x* :~ 0 in [~" such that for any index i, there exists an M (i) E c~ 
with * (i) • x i(M x )i <~ O. We construct a row representative A with its ith row given 
by Ai = (M(i))i • Then clearly x~(Ax*)i <~ 0 for all indices i, contradicting our 
assumption that ~ has the row-P-property. 
For the converse, take any row representative matrix A of c~ and any non- 
zero vector x E ~". Then for every index i, there exists M ii) E ~ such that 
A~ = (M(~))~. Since there exists an index j with xj(Mx)j > 0 for every matrix 
M c ~ by our assumption, it is clear that for that index j, xj(Ax), = xj(M~)x)j is 
also positive. Hence A is a P-matrix and so c£ has the row-P-property. [] 
Theorem 3. Suppose that cg is compact and convex in ~×~. Let ~ denote the set 
of all extreme points of ~. Then ~ has the row-P-property if and only (f g has the 
row-P-property. 
Proof. We first observe that g is nonempty and every matrix in ~, is a finite 
convex combination of matrices in g, by Corollary 18.5.1 in [5]. Suppose that 
has the row-P-property. Let x ~ 0 in ~.  By Theorem 1, there exists an index i 
such that x~(Mx)~ > 0 for all M E g. Now take any A E ~¢. By writing A as a 
convex combination of a finite number of matrices in g, we see that x~(Ax), > O. 
Since A is arbitrary, by Theorem 2, we conclude that ~ has the row-P-property. 
The other implication is obvious. [] 
We now specialize the above theorems to an interval ~ in ~"×" described by 
(2). It is clear that ~' is compact and convex with the extreme point set 
= {M: M,j = M~/ or Mo ) where M,j denotes the (i,j)-entry in M. It is obvious 
that in this case, ~ = ~ and g~ = g; hence ~ (g) has the row-P-property if and 
only if each matrix in ~ (respectively, .~) is a P-matrix. Theorems 2 and 3 now 
give the following known results [3]. 
Corollary 4. Suppose cff is an interval in ~n×n as described in (2). 
(i) Ever); matrix in c~ is a P-matrix if and only if for an)' x ¢ 0 in ~", there 
exists an index j E {1,2, . . .  ,n} such that xj(Mx)j > O for alI M E cg. 
(ii) Ever)' matrix in ~ is a P-matrix if and only if every matrix in the set 
{m: M,y = Mij or Mii} is a P-matrix. 
Regarding the item (ii) above, it should be remarked that Rohn and Rex [3], 
in their characterization, use only 2 n matrices whereas our extreme point set 
has 2 "2 objects. 
Here is an analog of Theorem 2 for P0-matrices. 
Theorem 5. A set c~ C_ ~n×, has the row-Po-property if and only if for an), x ¢ 0 
in R ~, there exists an index j E { 1,2 . . . .  , n} with xj ¢ 0 and xj(Mx)j >~ 0 for 
ever), matrix M E ~. 
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Proof. Suppose c6 has the row-P0-property. Then for every e > 0, 
c6+ el := {M + c/ :  M E ~'} has the row-P-property.  Fix any x :~ 0 and let 
J = {J: X/7 L 0}. Then for any ~, > 0, there exists an index j,: E J such that 
.vi,:((M + el)x)~,: > 0 for every matrix M + el E ~ + eI. By considering an 
appropriate sequence ek ~ 0, we can obtain a single index j E o r such that 
xj((M + efl)x)j > 0 for every matrix M E ~' and for every k. Letting k --+ oc, we 
get x/(Mx) j  ~ 0 for all M E %' with xi ~ O. 
The converse follows by arguing exactly the same way as in the second part 
of  the proof  of Theorem 2 with ' /> ' in place of '> '  and 'nonnegative'  in place 
of 'positive'. [] 
4. Complementarity problems 
In this section, we describe the row-P-property via unique solvability of 
certain complementar i ty problems. We assume that the set cg is described by 
(6' := {M ~ E R .... :c~ E F}, 
where F denotes a nonempty index set. Corresponding to this description, we 
consider a set of vectors in N" given by 
q := {q~ E ~": c~ E F}. 
As we have done for ~, we may also define the row-completion ofq  by 
/1 := {pE ~' :  for each i E {1,2, . . .n},p~ = (q')i for some q~ ~- q}. 
As in Lemma l, it is easy to see that if q is compact,  then so is d i. 
Assuming (~ and q are bounded, we define the function f : ~" ~ ~" by 
f (x)  := inf(M~x + q~) (componentwise). 
Then the complementar i ty problem, denoted by CP(C¢, q), is to find a vector 
x E ~" such that 
x A f (x )  = 0, 
where 'A' denotes the componentwise minimum. Note that when the index set 
F has finite number of  elements, CP(C6 ~, q) reduces to a vertical finear com- 
plementarity problem [4]. 
Lemma 6. Consider ~ and q bounded, and let 
f (x )  = inf(M~x + q~). 
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Then for every x and y in R", 
inf M ~ (x - y) <~ f(x)  - f (y)  <~ sup M ~ (x - y). 
Moreover, f is continuous. 
Proof. For any x and y in ~" and for any index i E {1,2;. . .  ,n}, we have 
inf(M~Y + q~)~ + inf(M~( x -Y))i  <~ inf[(M~Y + q~) + (M~( x -Y))]/ 
and hence 
inf(M'( x - Y))i ~< inf( M'x + q~)~ - inf(M~Y + q~),. (3) 
By multiplying the above inequality by -1,  and interchanging x and y, we 
get 
inf( M~x + q~)i - inf(M~Y + q~), ~< sup(M~( x - Y))r (4) 
Combining (3) and (4), we have the stated inequalities. The continuity of f 
follows easily from these inequalities ince sup=llM=ll < oc. [] 
Theorem 7. Suppose ~ is compact and q is bounded. I f  Cg has the row-P-property, 
then f is a P-function, i.e., for all x ~ y in ~" there exists an index j such that 
(xj - yj)(fj(x) - f.i(Y)) > O. 
ProoL Let x -¢ y in N" so that z = x - y ¢ 0. Since cg has the row-P-property, 
by Theorem 2, there exists an index j such that zj(M~z)y > 0 for every M ~ E oK. 
If zj = xj - y /> 0, then (M~z)j > 0 and by compactness of (g, inf~(M~z)/> O. 
From Lemma 6, we have J~(x)-J~(y)~> inf~(M~z)j>0. Likewise, if 
z i=x j -y j  < 0, then sup~(M~z)y < 0 and again by Lemma 6, 
fj(x) - f j (y )  <~ sup~(M~z)j < 0. So in either case, we have an index j such that 
(xj -yj)( J)(x) - J ) (y) )  > 0. Thus, f is a P-function. [] 
By slightly modifying the above proof we arrive at the following. 
Corollary 8. Suppose that (g and q are bounded and ~ has the row-Po-property. 
Then f is a Po-function. 
Now we are ready for the main theorem of this section. 
Theorem 9. Suppose ~¢ is compact in ~,x,.  Then the complementarity problem 
CP(Cg, q) has a unique solution for ever), compact q in ~" if and only if cg has the 
row-P-property. 
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Proof. Assume that CP(~,q)  has a unique solution for every compact  q. 
Suppose, if possible, that there exists z # 0 in IR" such that for every index i, 
there exists MIil E c~ with zi(MIOz)i<~O. Defining, for any vector x, 
x + := max{O,x} and x := x + - x, we observe that z + # z- and z 2 /~ (MIilz)[ 
= 0 = z[ /~ (M(%)~.  We define q~ by q~ := (M~z) + - M~z + = (M~z) - - M~z . 
Then M~z + +q~=(M~z)  + and M~z - +q~=(M~z) - ;  hence f ( z  +)= inf~ 
(M~z) ~ >1 0 and f ( z  ) = inf~(M~z) - /> O. We see that for every index i, 
0 ~< [~--/x f (~  )], ~< z? A (M%);  ~ = 0 
which shows that z + is a solution of CP(#', q). A similar argument shows that 
z is also a solution of the same problem. Since z + # z , we reach a con- 
tradiction to the uniqueness of  solution to CP(Cg, q). Thus ~ has the row-P- 
property. 
Now for the converse. Assume that ~ has the row-P-property and let q be 
compact. We show the existence of  a solution to CP(C~, q) using topological 
degree theory. 
We first define the function H:  ~" x [0, 1] ---, ~" by 
H(x, t) := x A [tf(x) + (I - t)x]. 
By continuity o f f  (cf. Lemma 6), it is clear that the function H(x , t )  is con- 
tinuous. We claim that the set 
:= {xE W':H(x , t )  =0 for some tE  [0, 1]} 
is bounded. To see the claim, suppose that there exist sequences {x k} with 
Ilxkl] ~ oc and {tk} c_ [0, 1] such that H(xk,tk) = 0. Upon division by IIx~]l, we 
obtain 
x k [ in f~(M~xk+q ~) xk 1 
II x~l~ A t~ IIx*ll + (l - t~) ~ = o. (5) 
Without loss of  generality, we may assume xk/llx~ll ~ d # 0 and tk --+ t*. Also 
note that for each k, inf~(M~x k + q~) = Akx ~ +pk  for some A k E ~ and pk E it 
by compactness of ~ and q. In view of  Lemma 1, we may assume that 
A k ~ A E @ and pk __, p E q. Upon letting k ~ oo, we get from Eq. (5), 
d A [t*A + (1 - t*)I]d = O. 
This says that d is a solution of  the homogeneous linear complementar i ty 
problem LCP(t*A + (I - t * ) I ,O) .  Since ~ has the row-P-property.  A is a P- 
matrix, and so is t*A + (1 - t * ) I .  Then by Theorem 3.3.7 in [2], zero is the 
only solution of the above LCP, contradicting our assumption 1:hat d # 0. 
Hence the set ~ is bounded. 
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Now let f2 be a bounded open set in ~" x [0, 1] which contains the set ~e. 
Then by the homotopy invariance of the degree (Theorem 2.1.2 in [6]), 
1 = deg (I, (2, 0) = deg (H(., 0), f2, 0) = deg (H(., 1), I2, 0). 
By Theorem 2.1.1 in [6], the function H(x, 1) = x A f (x )  has a zero in f2, i.e., 
CP(% q) has a solution. Now for the uniqueness. We know from Theorem 7 
that the function f is a P-function. For such a function f ,  it is well known (and 
easy to see) that there is at most one zero of the equation x A f (x )  = 0. Thus we 
have proved that CP(C6',q) has a unique solution. This completes the 
proof. [] 
As a consequence of Theorem 9 given above, we have the following 'uni- 
form' S-property. 
Corollary 10. Suppose cg is compact in ~n×, with the row-P-property. Then there 
exists a vector u > 0 such that Mu > 0 for  all M E c~. 
Proof. In Theorem 9, put q~ = -e  for all e where e is the vector of ones in N'. 
Then the solution x to the complementarity problem will satisfy the conditions 
x/> 0 and M~x - e >>- 0 for all ~. By compactness of ~, we can perturb x to get 
u>0wi thM~u>0fora l l~ .  [] 
The following example shows that the conclusion of the above corollary 
may fail without the row-P-property. 
Example. Let ~ = {A,B} where 
A= 1 ' B= -2  " 
Note that both A and B are P-matrices. Suppose that there is a vector u > 0 
such that Au > 0 and Bu > 0. Then (Au)l > 0 and (Bu)2 > 0 mean ul - 2u2 > 0 
and -2ul + u2 > 0, hence ul > 2u2 > 4ul, contradicting ut > 0. Hence there is 
no such u. 
In the classical LCP theory, the P-property is the same as the S-property for 
Z-matrices (Theorem. 3.11.10 in [2]). (Recall that a matrix is a Z-matrix if all of 
its off-diagonal entries are nonpositive.) This equivalence carries over for sets 
of Z-matrices in the following way. 
Theorem 11. Suppose cg C • .. . .  is a compact set o f  Z-matrices. 
fol lowing are equivalent. 
(a) ~' has the row-P-property. 
(b) There exists a vector u > 0 such that Mu > 0 for  all M E ~. 
Then the 
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Proof, The implication (a) ~ (b) is given in the previous corollary. Assume that 
(b) holds. Let A be any row representative of  ~. Clearly A is a Z-matrix. It 
follows from (b) that Au > 0. Thus by Theorem 3.1 1.10 in [2], A is a P-matrix. 
We conclude that c~ has the row-P-property. [] 
Throughout his paper, we have considered the row-P-property. By con- 
sidering the column representatives instead of row representatives, one can 
define the concept of  column-P-property for a set ~' in ~"×". When ~' is finite, 
this property is related to the uniqueness of  solutions in certain 'horizontal 
complementarity problems', see [7]. When ~' is an interval, these two properties 
coincide. In the general case, except for obvious analogs (obtained by con- 
sidering transposes) of  results presented in the paper, nothing much is known. 
We end this paper by noting that even when the set c~ consists of  Z-matrices, 
the row-P and the column-P-properties may be different. 
Example. Let c6 = {A,B} where 
,4 = _ 1 1 ' 1 ' 
It is easy to check that every row representative of W is a P-matrix as well as a 
Z-matrix so ~' has the row-P-property, yet the column representative 
is not a P-matrix, i.e., ~, does not have the column-P-property. 
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