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1. INTRODUCTION 
In [23] a general principle was described which can be used to prove Range- 
Domain implications, that is, statements of the form 
MvEC~VEK, (1-l) 
where M denotes an operator and C and K are given sets. In particular, the 
principle was used to obtain two-sided bounds g, < v < 4. 
Here we consider another special case. For vector-valued differential operators 
M of the second order, we derive in Section 2 implications involving pointwise 
norm bounds 
where the latter inequality means that (1 v(x)// < +(x) for all x under consideration 
with )I 11 denoting the Euclidean vector norm or a similar norm. Compared 
with two-sided estimates, there are advantages to norm estimates, for example, 
if v has an “oscillatory behavior” or if the vector-valued differential operator is 
“strongly coupled.” Again, the continuity principle described in [23] is the 
basic tool of proof. All theorems below could be derived from the theorems in 
[23]; we prefer, however, a direct approach here. 
Differential operators of the first order are treated as a special case in Sec- 
tion 2.3.4. Most results can also be carried over to partial differential operators 
(see [25]). 
Certain other implications which are similar to (1.2) will briefly be discussed 
in Section 3. For example, one may estimate u and v’, simultaneously, or one 
may estimate a function V(v) more general than the norm. 
Range-Domain implications can be used to obtain a priori bounds for solu- 
tions w of an equation Mu = Y. In particular, the “inclusion statement” v E K 
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may serve as a numerical estimate. For example, suppose an approximate 
solution w with small defect r - MW is known. Then the error 6 = er - w of 
the solution v satisfies an equation of the form il& = r^ with h?o = o and 
r* = r - 1Mw small, and one obtains the error estimate 6 E K by applying the 
theory to the transformed operator a. In the case of two-sided bounds an 
algorithm for error estimation for initial value problems has been developed 
by Marcowitz [17]. Analogous algorithms for norm bounds are in preparation. 
Often an implication (1.1) can only be proved for e, belonging to a certain 
known set R, so that then (Mw E C, z, E R) 3 v E K is established. Written 
differently, this implication assumes the form of an “exclusion statement” 
M~ECLV$I&JK. 
Uniqueness statements can be obtained by applying the results to a trans- 
formed equation with ZI being the difference of two solutions and K = {o}. 
Furthermore, Range-Domain implications are useful in proving the existence 
of a solution u* of a differential equation Mu = o. In particular, implications 
of the form (1.2) can be applied in a way similar to that employed for two-sided 
bounds in [23]. This will be described in [26]. 
Existence statements combined with estimates of the form considered here 
have been proved by a series of authors. Naturally, the assumptions to be 
required for such results are different from (and in general stronger than) 
those above. Hartman [IO], [I 1] proved the existence of a solution u* satisfying 
11 u*(~)ij -< $,, where #a denotes a constant. These results of Hartman on existence 
and estimation are also contained in the theories presented in [14, 20, 16, 2, 8, 
1, 18, 6, 21, 151, f or example. Some of the authors consider only periodic 
boundary conditions. In the above papers various techniques of proof are 
applied, in particular, the Leray-Schauder degree theory or a generalization. 
Results on existence and estimation involving Lyapunov functions V(X, y) 
can be found in [14, 1, 12, 18, 6, 3, 151. In the latter paper, the existence of 
solutions u* in a certain set 52 of the (x, y)-space is investigated using the 
Leray-Schauder degree. 
Finally, a comment on our notation. All occurring quantities are supposed 
to be real. I’” denotes the n-product Y x Y x ... x Y of a linear space Y. 
For example, C,“[O, l] is th e set of all u = (z+) with n components ui E C,,[O, 11, 
Iw”[O, I] is the set of all u = (ui) with n components ui E Iw[O, I], where iR[O, l] 
is the set of all real-valued functions on [0, 11. The sign o will be used for the 
null elements of the linear spaces which will occur (with the exception that 0 
is the number zero and 0 is a null matrix). 
The sign < denotes the natural order relation in the space considered. For 
example, if u, v E ilP[O, I], then u < v -=ui(x) < Z.+(X) for i = 1, 2,..., n and 
0 < x < 1. A function u >, o is called positive. Moreover, for u E C”[O, 1] 
the inequality u > o is defined by u&) > 0 for i = 1,2,..., n and 0 < x < 1. 
BY< 1 ~ we denote an inner product in Iw”, and 11 y 11 = (y, y)l,‘*. All results 
(except Theorem 2.6 and the examples) hold for (y, 7) = yr& with an 
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arbitrary positive definite symmetric n x KZ matrix H. For simplicity of presenta- 
tion, however, we shall assume that (y, 7) = ~‘7, unless otherwise indicated. 
If u, w E UP[O, I], then (u, o) and 11 u 11 are functions in R[O, I] defined by 
(u, W)(X) = (u(x), e)(x)), 11 u 11 (x) = 11 u(~)Ij. Consequently, the inequality 
II f.4 IId ti with $ E WA 11 is e 9 uivalent to [I u(~)lj < t/(x) (0 ,< x < 1). 
Let A be a real n x n matrix. Then define A* = AT if H = I, as assumed 
in general, and A* = H-lATH, f i a more general inner product is used. More- 
over, let A, = +(A + A*). Finally, denote by o(A) and 6(A) the smallest and 
largest real eigenvalue of A. 
For simplicity, most results will be formulated for differential operators 
(equations) on the interval [0, I]. Analogous results hold for arbitrary compact 
intervals [a, Zr]. Non-compact intervals can, for example, be treated with the 
method of absorption described in [23]. 
2. RANGE-DOMAIN IMPLICATIONS FOR SECOND ORDER DIFFERENTIAL OPERATORS 
2.1. General Theorems for Dirichlet Boundary Conditions 
Let I?,, = C,[O, I] n C,(O, l), R = Con[O, l] f? Cs”(0, 1) and M: R --t W[O, I] 
be an operator of the form 
I 
-28 + F(x, u(x), u’(x)) for O<x<l 
Mu(x) = u(0) for x = 0 (2-l) 
4) for x=1 
withF: [0, l] x UP x [w a -+ R*. We shall estimate the norm Jj v /I of an unknown 
(vector-valued) function v E R by a function 4 E R, using properties of Mv. 
Both functions v and I,!J are considered to be fixed, unless otherwise indicated. 
For convenience we introduce the sets 
w = {(x, 7): 0 < x < 1,-q E B”, II 11 II= 11, 
Q = ((x, 79 9): (% 71) Ew,qEw,<rl,Q) =o>* 
THEOREM 2.1. Suppose that funkms I/J,, E & (0 < h < co) exist such that 
tjo = 4, #A > 0 for x > 0, #(A, x) := &(x) is continuous Ott [O, co) x [O, 11, 
11 v 11 < I,& for some h > 0 and t~following two conditions hold. 
(9 II Jff+9ll < -VW + (4, a> A@> 
(2.2) 
fw all (x, 7, q) E Q and X > 0 which satisfy 
w = K(x) rl + h4(x) 4. (2.3) 
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(4 /I M@)lI < h(O), II MW)ll < #h(l)fo~ X> 0. 
Then 
Proof. For reasons of continuity there exists a smallest X 2 0 such that 
/I a /I < #,, . For X = 0 the statement (2.4) is proved. Suppose therefore h > 0. 
Because h is minimal, we have p(e) = $h2(t) for p = (v, w> E R, and some 
f E [0, 11. Due to assumption (ii), f cannot be a boundary point. Consequently, 
f : = #A2 - II B iI2 satisfies f(E) = f ‘([) = 0, f “(4) > 0, that is, 
Now define 7, Q E Rn by (2.3) with 6 in place of X. Because of (2.5), these 
quantities satisfy Ij r) I/ = 1 and (q, 4) = 0. M oreover, (2.6) yields the inequality 
(7, V”(E)) + &([)(q, q) < --#i(f), which contradicts (2.2) for x = t, when v”(f) 
is eliminated using J&(t). 1 
As the above proof shows, the assumptions of Theorem 2.1 can be relaxed 
as follows. 
COROLLARY 2.la. The statements of Theorem 2.1 remain true, if for each 
x E (0, 1) us well as for x = 0 and x = 1 the term )I Mw(x)ll is replaced by 
(rl, ~$4) with II T II = 1, W(X) = th(xh. 
We point out that an analogous statement holds for the results which will 
be derived from Theorem 2.1, below. 
Due to this corollary, it means no loss of generality to assume F(x, o, o) = o 
(0 < x < 1) in our theory, because adding a term s(x) to iVZw(x) for 0 < x < 1 
results only in adding the term (7, s(x)) on both sides of the inequality 
(q, 1Mw(x)) < ... which is required for &.?w(x). 
On the other hand, when considering a differential equation MU(X) = t(x) 
(0 < x < l), we may also assume that t(x) = 0 (0 < x < l), incorporating v^ 
into ibk 
EXAMPLE 2.1. Suppose that all components Fi (i = 1, 2,..., n) have the 
form Fi(x, y, p) = yifi(x, y,p) with f,(x, y,p) > 0 for all X, y, p under con- 
sideration. Then the last summand on the right-hand side of (2.2) is positive 
and, therefore, all assumptions of the above theorem are satisfied for 
$,, = S(2 + x(1 - x)) + X with I/ Mw(~)ll < 26 (0 < x < 1). Consequently, 
II w(x)lI < sup{I/ Mv(5)ll: 0 < 5 s 11 * [1 + Ml - 41 for each w E R. 
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Applying Corollary 2.la we establish, in addition, that 
v=o if (w(x), Mv(x)) < 0 (0 < x d 1). I 
Under the special assumptions of the above example, the last summand in 
the differential inequality (2.2) need not be considered. In other cases, however, 
one may not be able to solve (2.2) without observing the side conditions (2.3). 
Several special cases and examples will be considered in the subsequent section. 
The functions ‘fib occurring in Theorem 2.1 can be written as +A = $ + a,, 
and the differential inequality for $,, can then be replaced by two (sufficient) 
inequalities, one for Z~ and one for I/. In this way the following theorem is 
obtained. Here the idea is that the conditions on z,, are verified for a whole 
class of problems, so that for a concrete problem only the inequalities for 1,4 
have to be solved. 
THEOREM 2.2. Suppose functions xA E R0 (0 < A < 00) exist such that 
x0=0, z(h,x):= A( ) 2 x is continuous on [0, Co) X [0, 11, * + X~ > 0 for A > 0, 
11 v 11 < #A := I,$ + x,, for some h 2 0, and the following conditions hold. 
for all (x, 7, q) E 9 and X > 0 satisfying (2.3). 
(ii) 0 < z,(O), 0 < +(l) for all h > 0. 
Then the inequalities 
II M$x)ll < -rL”(x) + +7,4) 9(x) + (%m 9w% 9w7 + vwz)) 
for (x, %4) E Q> (2.7) 
II Jw9lI d 44% II fiW)ll < WI W-9 
together imply /I v 11 < #. 
COROLLARY 2.2a. In (2.7) the term /j Mw(x)ll may be replaced by (v, Mw(x)), 
and the resulting inequality need only be requiredfor all (x, 7, q) E Q such that (2.3) 
holds fw some h > 0. 
The inequalities in (2.8) may be replaced by (7, Mu(x)) < #(x) for x E (0, 11, 
II 7 II = 1, $4 = ~Awb 
If side conditions such as w(x) = IjlA(x)~ = (#(x) + +(x))rl are used in the 
inequalities for I& as described in the above corollary, the resulting assumptions 
on 1+4 depend also on z,, , which we wanted to avoid. However, we may also 
employ such a side condition without using the special form of + . Observe, 
in particular, that the above side condition implies o # w(x) = I/ w(x)11 7. 
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2.2. Special Cases and Examples 
In this section we shall derive a series of results for special types of operators 
A+’ in (2.1). These results are to be considered as examples for applying the 
above theorems. There are many other ways to proceed. In all these results z,L 
is supposed to be a function in R0 satisfying 4 > o and v denotes a fixed function 
in R. 
We introduce 
W(V) = {(x, 17): 0 < x < 1, /I 7) I/ = 1,o # v(x) = /j v(x)iI v}, 
since we shall frequently use the side condition occurring in this definition. 
(See the remarks following Corollary 2.2a.) 
First suppose that 
qx> Y> P> = m Y) and qx, 0) = 0, (2.9) 
where the second relation means no loss of generality. The next result is derived 
from Theorem 2.1 by using a family z+GA = 4 + AZ and observing the side 
condition V(X) = $n(~)l. 
THEOREM 2.3. Let M be defined by (2.1) with (2.9). Suppose that 
<W(X),F(X, v(x))) 3 K(X)<V(X), v(x)) for 0 < x < 1 (2.10) 
with some K E DB(0, 1) and that there exists a z > o in R0 which satisJies 
0 < -z”(x) + K(X) z(x) for 0 < x < 1. (2.11) 
Then 
/I Mv(x)/’ < -v(x) + K(X) $(x) for 0 < x < 1 
II M$O)ll < W), II Mv(l)ll < WI 
=b- I/ 21 II < 4. (2.12) 
Observe that for z = cos(rr - l )(x - +) with E > 0 sufficiently small 
inequality (2.11) is satisfied if 
K(X) > -772 + 6 for O<xtl and some 6 > 0. (2.13) 
For a linear operator M, where 
F(x, y, P) = F(x, Y) = C(x)y with an n x n matrix C(X) (2.14) 
we obtain {y, F(x, y)) = <y, C(x)y> = <y, CH(x)y). Since the matrix C,(x) 
is hermitian with respect to the inner product ( , ), we estimate ( y, C,(x)y) > 
4Cf7W>< Ya Y> 
4o9lml1-2 
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COROLLARY 2.3a. Let M be defined by (2.1) with (2.14) and suppose that 
u(C,(x)) > -7r2 + 6 for 0 < x < 1 andsome 6 > 0. (2.15) 
!t%en (2.12) holds for K(X) = o(C,(x)). 
For the nonlinear case (2.9) similar arguments can be used, if for each 
x E (0, 1) the derivative FJx, y) exists as a continuous function of y. Then 
(44, @, +4)> = (44 C(x) 44) with 
c(x) = ~h,(*, tv(x)) dt. (2.16) 
Of course now C(X) may depend on TJ and the estimate (2.10) with K(X) = 
u(CH(x)), in general, is not the best possible. 
EXAMPLE 2.2. (a) For C = t(,” :) with t E R inequality (2.15) yields the 
condition t E (--r2, r2), so that (2.12) holds for t E (--n2, v”). This statement is 
optimal; the interval (--r2, r2) cannot be enlarged, since for t = --n2 as well 
as for t = r2, the homogeneous problem -un + Cu = o, u(0) = u(1) = o 
has a non-trivial solution. 
(b) For C = t(f 0’) with t E 08 we have C, = 0, and hence (2.12) holds 
for all t. 1 
Part (b) of the above example describes a simple but typical case where the 
use of norm bounds instead of two-sided bounds can have a definite advantage. 
A more general case is considered in the next example, which also illustrates 
the use of a different inner product. 
EXAMPLE 2.3. Consider again the case (2.14) for n = 2 with a constant 
matric C. Assume that C has the eigenvalues p f iv with real TV, v. Then there 
exists a real matrix @ such that @C@-1 = (-r i). For example, one may use 
the real part and the imaginary part of an eigenvector of C as the columns of 
Q-1. Choosing now the inner product (y, 7) = yrH7 = (@y)r % with 
H = @T@ one obtains (v, Cv): (v, v) = TV. Thus the imaginary parts of the 
eigenvalues do not occur in the estimates. 
More generally, for any real n x 72 matrix C and arbitrary E > 0 one can, 
in a similar way, construct an inner product such that (v, Cv): (a, v) 3 TV - E 
where t.~ denotes the smallest of the real parts of the eigenvalues of C. Here 
(the real parts and imaginary parts of) eigenvectors and principal vectors of C 
are to be used as columns of Q-1. a 
For nonlinear operators iki’ the function K(X) in (2.10) often cannot be deter- 
mined without a priori knowledge of v. 
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For example, consider a symmetric bilinear form 
F(x, Y) = -wG Y> Yl with components Fi(x, y) = yTBiy, 
where 23, = BiT is an n x n matrix. Here inequality (2.10) assumes the form 
(44, qx, w(x), $41) > K(X)(+), +> (0 < x < I). (2.17) 
Under suitable assumptions on 8 one may, for instance, obtain statements 
of the form (2.12) for all positive ZI. 
EXAMPLE 2.4. Let 9T[x, y, y] > 0 for all x E (0, 1) and y > o in [w”. Then 
for each u 3 o in R with 11 Mw(x)lI < 6 (0 <x < l), I, :l!&~(O)i~ < 6,)) 
/I Mw(l)ll < 6,) we have 
i, W(X)11 < +SX( 1 - X) + 6s( 1 - X) + 6~1: (0 < x < 1). (2.18) 
For deriving this statement from Theorem 2.3, show that K(X) = 0 satisfies 
(2.10) and apply (2.12) with 4 denoting the bound of (1 V(X)!; in (2.18). 1 
EXAMPLE 2.5. Suppose that z1 E Ca2[0, I] is a solution of the boundary 
value problem 
-q4 -c (u2(W = i&g, -u,“(x) -r (u,(x))” = i2(x) (0 < .Y < 1) 
u(0) = P-0, 21(l) = Yl 
with r^ 1, r^, E C,[O, 11. Obviously, this problem can be written as Mu = Y with 
F(x, y) a bilinear form in y. According to the statement in Example 2.4, (2.18) 
holds for each v > o. 
More generally, for K(X) < 0 (2.17) is equivalent to 
[II w /I (COS Cp + Sin p’) cos q sin v](X) > K(x) (0 < x < I), 
where ~~(3) = // z~(x)iI cos p(x), r~a(zc) = j/ v(~)li sin p(x). For example, this 
inequality is satisfied if 11 w(x)ll < -21i2K(X) (0 < x < 1). Thus, if j/ u(x)i’ < 
21i2a2 (0 < x < l), one can find a K such that (2.13) and (2.17) hold. 
If II v(x)lI < w2 I K I with a constant KE(--8, 01, o(O) = v(l) = 0 and 
II Mull < 6 (0 < x < l), then (2.12) yields /I v(x)II < #(3c) := S(8 + K)-1 
4x(1 - LX) < 6(8 + I+’ (0 < x < 1). F or sufficiently small 6, this estimate 
constitutes an improvement of the a priori bound 21j2 / K I. m 
Since, in general, K(X) in (2.10) depends on w, the bound 4 determined from 
(2.12) also depends on this function. Thus, if only a rough a priori estimate of TJ 
is known, $ may be a rough bound also. Applying Theorem 2.2 and Corol- 
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lary 2.2a, we shall now derive somewhat different results which do not have 
this disadvantage. 
THEOREM 2.4. Let M be defined by (2-l), (2.9), and suppose that for each 
x E (0, 1) the derivative Fy(x, y) exists as a continuotts function of y E W. Assume, 
moreover, that there exists a function z > o in R such that 
0 -=c -,qx) + (rl, C(x)?> 4X) (2.19) 
for all (x, q) E w satisfying v(x) = (4(x) + k(x))? for some X > 0, where 
C(x) = IF,(x, tv(x> + (1 - t> 4(x) 7) dt. 
Then 
COROLLARY 2.4a. Let 
F(x, Y) = WY + B![x, Y, rl (2.20) 
with a matrix C(x) and a symmetric bilinear form g[x, -, .I. Suppose that (2.17) 
holds and 
($4, a’[% V(X)* e91> 3 Y(X) IIv(xIl” (0 <x < 1) (2.21) 
with some y E Iw(0, 1). Assume, moreover, that there exists a z > o in R,, such thut 
0 < -X”(X) + [c(C,(x)) + K(x) + y(x) 4(x)] Z(x) for 0 < x < 1. (2.22) 
Then 
The term y occurring in the conditions for 4 again is defined by a formula 
which involves v. Notice, however, that there always exists a function y E R(0, 1) 
which satisfies (2.21) for arbitrary v E R. Condition (2.21) is independent of the 
length I/ v(x)/] of v(x). 
By applying Theorem 2.3 instead of Theorem 2.4 to the special case (2.20), 
(2.17), one obtains a differential inequality for z which has the form (2.22) with 
y(x) 4(x) omitted. Thus (2.22) constitutes a stronger condition. On the other 
hand, here the conditions on 4, in general, are weaker, so that smaller bounds 
4 can be obtained. 
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Observe also that the term y(x) +(x) is “small,” if # is “small.” In general, 
this is the case, if the results are used for an error estimate, where Me, is the 
“small” defect of the error w. 
EXAMPLE 2.6. Consider again the boundary value problem in Example 2.5, 
and assume that w(0) = v(1) = 0 and 1) Mu(zc)ll < 6 (0 < x < 1). Here (2.21) 
holds for all v E R with y(x) = -421/2. To obtain an estimate // ZI /j < $ by 
the above corollary, one has to construct also a function x satisfying (2.22). 
In particular, this requires to find a suitable K(X), as in Example 2.5. However, 
here this function does not influence the bound $. 
Suppose, for instance, that // a(x)\\ < 21/2~2 - 4(x) (0 < x < 1). Then (2.10) 
holds with K(X) = --$21i2 (/ V(X)\\, and (2.22) is satisfied for Z(X) = 
cos(?r - c)(x - &) with E > 0 sufficiently small. In particular, if 6 = 0.01, 
then 4(x) < 0.00013 and 21/2~2 - #(x) > 13.9. Consequently if // z(x)11 < 13.9 
(0 < x < l), then II n(x)11 < $(x) = 0.00505 x(1 - X) (0 < x < 1). 
These estimates can be improved, if one has suitable information on the 
direction of the vector W(X). For example, (2.21) holds for y(x) = 0, if V(X) > 0. 
We remark also, that the existence of a solution v satisfying /j ‘u I\ < 4 can be 
proved without constructing K and .s (see [26]). 1 
Let us now turn to operators (2.1) which also depend on u’ and, in particular, 
consider the linear case. 
PROPOSITION 2.5a. Let iI4 denote an operator (2.1) with 
F(x, YY P> = B(x)p + C(x)y (2.23) 
and n x n matrices B(x), C(x). S pp u ose that there exists a z > o in RO which 
satisfies 
0 < ~~~I(~, 4 for (x, 7) E w, 
where 
%‘h 7) = -‘P”(X) + (7, B(x)?) V’(X) + (77, +h) dx) + cB(x~ ?1> dX> 
with 
CB(X, 7) = -$(I1 B*W II2 - (7, WX)~)~). 
Then for each v E R 
(2.24) 
Proof. When we apply Theorem 2.2 to the linear case presently considered, 
we obtain inequalities for z and # which contain the term J(x, 7, q) = 
20 JOHANN SCHRijDER 
+I, q) + (7, WW. For fixed (x, 7) E w this function of q under the side 
condition (7, q) = 0 attains the minimum cB(x, 7). Replacing J(T(x, 7, q) by 
this minimal value, we arrive at the above result, when we also observe Corol- 
lary 2.2a. 1 
In applying the above result the terms involving 7 have to be estimated. 
As in Corollary 2.3a, the inner product (7, C(x)7) may be replaced by o(C,(x)). 
Similarly, one may use the inequality u(BH(x)) < (7, B(x)7) < b(B,(x)) for 
estimating the factor of z’(x) and f(x). The term cs(x, 7) is of a more complicated 
form. We shall consider some special cases and examples which show that B(x) 
need not be diagonal, in other words, F in (2.23) may be strongly coupled. 
PROPOSITION 2.5b. If B(x) = B*(x) for some x E (0, 1) then c~(x, 7) > 
-&[6(B(x)) - a(B(x))12. If B(x) = -B*(x) for some x E (0, l), then cB(x, 7) > 
ja(BZ(x)). 
Proof. The second statement is clear. To prove the first, one verifies 
II BY /I2 II Y II2 - <y, By>2 = 4 C(& - /3J2 c&2 for y = C C#j 
a.5 t 
with pi = pi(x) the eigenvalues of B = B(x) and ‘pi = vi(x) corresponding 
eigenvectors, (vi , r& = & . Then one shows that this quadratic form in the 
variables ci2 attains its maximum under the side condition z:i ci2 = 1 for 
Cl 2 zz.2 c2 n-1 ==;t,if&</3,<..*</?n. a 
The following three examples concern the special case n = 2. 
EXAMPLE 2.7. Let ?t = 2 and B(x) = B*(x) for each x E (0, 1). Denote by 
p(x) f- V(X) with V(X) > 0 the two eigenvalues of B(x) and let y(x) = u(C,(x)). 
Then for p 3 o in J?,, and 117 11 = 1 
Methods for constructing a function z > o satisfying P[z](x) > 0 can be 
found in [24] (Proposition 1.2). 1 
EXAMPLE 2.8. The implication (2.25) holds for 
72 = 2, C(x) z 0, B = t (y i) with 1 t 1 < 4. 
This is proved by verifying P[z](x) = --z”(x) - 1 t I z’(x) - &t2z(x) > 0 
(0 <x < l)forz(x) = xe-ax + E (0 < x < 1) with E > 0 sufficiently small. 1 
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EXAMPLE 2.9. The implication (2.25) holds for 
n = 2, C(x) = 0, B(x) = t (-y i) with / t / < 27r. 
One verifies 6p[z](x, 7) = -x”(x) - @“x(x) > 0 (0 < x < 1) for z = 
cos(rr - E)(X - 3) and E > 0 sufficiently small. m 
We explained in the introduction, how Range-Domain implications can be 
used to prove the uniqueness of solutions. For the linear case the uniqueness is 
immediate. 
PROPOSITION 2.5~. If (2.25) holds for M as in Proposition 2.5a and all,v E R, 
then each problem Mu = r with Y E Iw”[O, l] has at most one solution. 
Proof. If B’w = o for some w # o in R, then (2.25) cannot hold for each 
v = hW> h E R. 1 
For operators M which depend on u’ in a nonlinear way, the assumptions of 
Theorem 2.1 and Theorem 2.2 are, in general, quite restrictive, in particular, 
if no a priori knowledge on v’ is available. However, if a sufficient knowledge 
on v’ is available, one may use the side conditions (2.3) and apply the techniques 
used in the linear case. Consider, for instance, a bilinear form F(x, y, p) = 
S[x,p,p] inp. Here 
,with II x n matrices B(x), C(x) such that S[x, v’(x), 71 = B(x)rl, g[x, v’(x), 41 L- 
cc+l. 
More generally, if F(x, y, p) is sufficiently smooth and F(x, o, o) = o, one 
can reduce the differential inequality (2.2) for $,, to a linear inequality which 
depends on v and v’, by using the mean value theorem. 
2.3. Treating More General Operators and Other Boundary Conditions 
Most of the results of Sections 2.1 and 2.2 can be carried over to a series 
of other cases, as described in this section. 
2.3.1. A more general differential operator. Kow define M by (2.1) with -u” 
replaced by 
&l(x) = -a(x) u”(x) + b(x) u’(x) + c(x) u(x), 
wherea,b,c~(W(O,l)anda(x)~O(O<x < 1). 
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For this case all theorems and corollaries in Sections 2.1 and 2.2 remain true, 
if -&, -4 > -2 and -$” are replaced by L[$j, L[z,J, L[z] andL[$J, respec- 
tively, and if (q, q) is replaced by a(x)(q, q), whenever the former term occurs. 
The proof is left to the reader. 
The above statement means, for instance, that the particularly simple results 
obtained for the case (2.9) also hold, when MU(X) has a summand a(x) U’(X) 
with scalar-valued b(x). 
2.3.2. Sturm-Liouville boundary operators. Now suppose that the operator 
M is given by 
WC4 + F(x> $4, W) for O<x<l, 
Mu(x) = Bo[u] for x=0 (2.26) 
B&d for x=1 
with F as in Section 2.1, L as in Section 2.3.1 and 
4ib4 = --+43 + f (u(O)), B&4 = ~4) + g@(l)). 
Here 06 = (%Sik) and (Ye = (cy,P,,) denote diagonal tt x 11 matrices such that 
each diagonal element %, (0~~~) assumes either the value 0 or the value 1. More- 
over, f, g: lP -+ Iw” are functions such that fi( y) = yi if LX,,; = 0, gi( y) = yi if 
al‘ = 0. 
We have to redefine R0 and R also. Now let R0 = C,[O, l] n C,(O, 1) and 
choose, for simplicity, R = C,“[O, l] n Cs*(O, 1). (However, we may also 
weaken the differentiability conditions, assuming only that “all occurring 
derivatives exist.” This fact will be exploited in Section 2.3.4.) 
Finally, we shall here require that the element v E R considered satisfies 
v<(O) = 0 if OLD,= 0 and CX~ # 0, 
(2.27) 
vi(l) = 0 if aI, = 0 and (Ye # 0. 
For such a function v the following result is derived similarly as that of Theo- 
rem 2.1. Here, (y, q) = yrq cannot be replaced by yrHr] with arbitrary positive 
definite H = NT, except in special cases such as % = 0, a1 = I. (The latter 
case wifl occur in Section 2.3.4.) 
THEOREM 2.6. For the operator M in (2.26) and v satzkfying (2.27) the state- 
ments of Theorem 2.1 remain true if -#I(x) + (q, q) #A(x) is replaced by 
L[h](x) + a(x)(q, q) #A(x) and, furthermore, the foZlowing changes are made. 
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If cxO # 0, the first inequality in (ii) is rtplaced by 
(2.28) 
Y cy. 1 =# 0, the second inequality in (ii) is replaced by 
II ~4l)ll < d(l) + (79 &A(l) 7)) 
for7~W with jl~I] = 1, fJ(l) = Y%(l) 7. 
Proof, The proof of Theorem 2.1 has to be modified slightly; now the 
cases 5 = 0 and E = 1 require a more detailed analysis. Suppose, for example, 
that (w, W)(X) < #A2(~) (0 < x < l), (v, o)(O) = +A2(O) and 01s # 0. These 
relations together imply (o(O), w’(O)) < #A(O) &(O), where the inner product 
is interpreted to be the sum of all ~~(0) w;(O) with oloi = 1. The latter inequality 
contradicts (2.28). 1 
From this theorem a result like Theorem 2.2 and results similar to those in 
Section 2.2 can be derived for the operator (2.26) in essentially the same way 
as for the operator (2.1). We shall not carry out the details. 
EXAMPLE 2.10. Let n = 3 and 
&&4 = m% ~,,t~l = -4(O) + h.(O)* 
4&l = --4(O) - “40) 
with B,,[u] denoting the ith component of the vector B,[u]. Then (2.27) includes 
the requirement ~~(0) = 0; (2.28) is satisfied if 
N&J2M>2 + Po2[~l)211’2 < -54(O) - HJAK-9 
Observe that (~,f(~,40)7)) = 7271s$A(0) 3 -&A(O), with equality holding for 
suitable q2 , 73 . 1 
EXAMPLE 2.11. We consider the boundary value problem 
L[u,] (x) - u&v) u2(x) - 8Px2 = 0, u,(O) = u,(l) = 0 
J%421(4 + BWN” = 07 u,(O) = U,(l) - Vu,(l) = 0 
with P > 0,O < v < 1 and 
UYl(4 = -+e?!@>)‘)’ = -xy”(4 - Y’(4 + eY(4 
for functions ur , u2 E C,[O, 11. This problem describes the bending of circular 
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plates. (See Bromberg [5], Keller and Reiss [13]. In [23] the problem was 
treated with the method of two-sided bounds.) 
The given differential equations can be combined to a vector-valued equation 
Jqul(x) + &, u(x)> = 0 in an obvious way. Suppose that u E Caa[O, l] is a 
solution of the boundary value problem and w E Caz[O, l] an approximate 
solution satisfying the boundary conditions. Then w = u - w also satisfies 
the boundary conditions and, moreover, 
Jq4(x) + F(x, W) = 4wl(4 for O<x<l, 
where 
FhY) = ( --w2(X)Y1 - %(X)Yz - YlY2 
dx)Yl+ 3Y12 1 
, 44 = -(Lb1 + Rx, W)>’ 
We shall apply Theorem 2.6 to this transformed problem for (y, 7) = yr~. 
Using the side condition V(X) = #A(x)~ and u = v + w, we calculate 
We shall see that this term is positive for suitable w2 . 
First, observe that there exists a function z E C,[O, l] satisfying z > o, 
L[z](x) > 0 (0 < x < 1) and z’(l) - vz(1) > 0. For example, z(x) = 
1 + 6x - x3 has this property for 6 > 3(1 - v)-l. Consequently, the inequali- 
ties L[u2](x) < 0 (0 < x < l), u,(O) = u;(l) - yu2(1) = 0 together imply 
u2(x) < 0 (0 < x < 1). (See Theorem 1.1 in [24], for example.) 
Next we choose a very simple function w with w2(x) < 0 (0 < x < 1). 
A formal calculation shows that 
wl(x) = cx(x - x3), 
1 
( 
3-v 
w2W = - 16 a2 1 _ v -x--x3 
1 
with 
2 3-v 
“=p-ml-v 
satisfy the boundary conditions. The defect d[w] has the components 
dl[W] = &p3x4((4 - 2v)(l - v)-’ - x2), d2[w] = c&+(1 - 4Xx”). 
Because of u2 < o, w2 < o and the properties of z stated above, all assump- 
tions of Theorem 2.6 are satisfied for (CIA = # + hz, if 
* B 0, I/ d[w](x)ll < L[#](x) for 0 < x < 1, 9’(l) - v+(l) > 0. (2.29) 
By verifying these inequalities, we see that each solution u of the given boundary 
value problem satisjies 11 u - w /I < #for #(x) = y[(5 - v)(l - v)-r x - x”] and 
24y = supz X-* 11 d(x)ll. 
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For example, if 8P = 1 and Y = 0.3, we obtain 01 == 0.125, max \j w(x)\; = 
0.0481 , y < 0.000978, max 4(x) < 0.00245. Of course, for large P and v close 
to 1 we cannot expect the above simple approximation w to be very accurate. 
However, using suitable numerical methods, approximations w with very 
small defects have been calculated for values P up to 1000 and various V. Here 
an error bound #I(X) = r[l + ~(1 - v)-’ x] with y = max ;j d[w](x)Ii was 
obtained, which obviously is of the same magnitude as d[w] provided v is not 
too close to 1. 
Using the above tools one can also show that the given boundary value problem 
has at most one solution. For the proof one assumes that now w denotes a solution, 
so that d[w] = o. Then (2.29) is satisfied for # = o and, consequently, 
/I u(x) - W(‘X) :< 0 (0 < x < 1). 1 
2.3.3. Periodic boundary conditions. Let R, z C,[O, 11, R = C,“[O 11, and 
Mu(x) = L[u](x) + F(x, u(x), u’(x)) for O<x<l (2.30) 
with L and F as above. Here we are interested in periodic boundary conditions 
u(O) = u(l), u’(0) = u’( 1). Th ese conditions will not be incorporated into the 
operator M. 
THEOREM 2.7. For M in (2.30) and v E R satisfying v(0) = v(l), the state- 
ments of Theorem 2.1 remah true, if -+6;(x) + (q, q) 4,,(x) is replaced by 
&U4 L 4xKsl q) vW9 and ;f, instead of condition (ii), it is required that 
YG(O> = 4.4)for h 3 0 and 
‘1 -v’(O) + v’(l)11 < -&(O) + $i(l) for h > 0. (2.31) 
Proof. We remark that the relations (v, v)(O) = #**(O) and (v, v)( 1) = J,$“( 1) 
can hold only simultaneously. If these relations are true and (v, v) < #n2, 
then <v(O), v’(O)> < &(O) &(O) and (v(l), v’(1)) > &,(l) $1(l). From these 
inequalities a contradiction to (2.31) is derived. 1 
2.3.4. First order initial value problems. The operator 
I 
u’(x) +F(x, 44) for0 <x < I 
Mu(x) = 
40) fox-x =0 
(2.32) 
defined on R = C,“[O, l] n C,“(O, l] is a special case of the operator in (2.26), 
where L[u](x) = u’(x), c+, = 0, a1 = I and g(y) = F(l, y). Thus, Theorem 2.6 
can be applied. Since no second derivative occurs, we may define R as above 
and R, = C,[O, l] n C,(O, 11. 
As in Theorem 2.2, we can write #A = 4 + ^Y* and replace each inequality 
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for & by two separate inequalities for Z/I and zA . If, in particular, z,, = hz is 
chosen, we obtain the following result (compare Theorem 2.2). 
THEOREM 2.8. Suppose that a function z > o exists in R, such that 
0 < qx> + w7, m (Kx> + %4)7) - e9 dw?)) 
for 0 < x < 1, II 7 II = 1, h > 0, +I = NJ(x) + w#j. 
Then 
II M+9ll < t(x) + <%% twrlD 
forO<x<l, II?)ll=l +-Il~llS~. 
I 
(2.33) 
II 4w 5 Yw) 
COROLLARY 2.8a. Suppose that for each constant c > 0 there exists an I> 0 
such that 
<qqx, t,v) - qx, tg)> 2 l(tz - t1) for 0 -=I x d 1, II r) II = 19 
0 d t, < t, d c. 
Then (2.33) holds. 
Proof. One verifies that for sufficiently large n > 0 the function Z(X) = 
exp(Ax) satisfies the conditions in Theorem 2.8. 1 
EXAMPLE 2.12. We consider an initial value problem 
u’(x) + Cu(x) 4 f (x, u(4) = 0, u(xJ = YO (2.34) 
where x0 > 0, C E UP,“, f (x, y) is a continuously differentiable function defined 
for 0 < x < co, y E llP and f (x, 0) = 0 (0 < x < co). The solution is denoted 
by u(x, *o , y”). 
Suppose that (i) there exist positive dejnite symmetric n x n matrices B and H 
such that 
&(C=H + HC) = B. (2.35) 
Then define 
p. = inf{(vrBr]) * (qrH7$? 71 E R”, ? # 01, 
(Y, 7) = r=fh IIY II = <Y9Y>1’2* 
According to Lyapunov’s theorem on matrices (see [4], p. 299, for example), 
condition (i) is satisfied if all eigenvalues of C have a real part >O. In fact, if 
p > 0 is the smallest of the real parts of the eigenvalues of C and z > 0, there 
exist matrices B and H such that p. = p - E. For example, one may choose 
H = @*@ with @ as described at the end of Example 2.3. 
Suppose furthermore that (ii) there exists an isotone continuous function 
w: 10, p) - [O, ~0) with ~(0) = 0 such that llf (x, ~111 < 411~ II) IIY II for 
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0 < s < a, 11 y jj < p. Also choose a p,, E (0, p). Then the function F(x, y) = 
Cy +f(x,y) is bounded on {(LX, y): 0 < x < co, Ijy 11 < p,,); hence for each 
6 E (0, ps) there exists an 2 > 0 such that for each x,, E [0, 00) and each rs satis- 
fying // z” /, < 6 the solution u(x, x0, YO) is defined on [x0, x0 + Z] and 
(j U(X, x0, rO)!l < p. (x0 < x < x0 + I). We shall estimate this solution, in 
different ways, by applying Corollary 2.8a to V(X) = U(X, x,, , Y”) and the interval 
E 4J , x0 + Z] in place of [0, 11. 
First suppose that S < p. and 
holds for some constants /.L~ , 6. Then the inequalities on the left-hand side of 
(2.33) (with [0, l] replaced by [x0, x0 + Z]) are satisfied for #(x) = 
I/ y” II exp(-b4x - x0)). Consequently, II 4x, x0 , roll < G(x) < 6 (x0 d x < 
x0 + I). Applying the same arguments to x1 = x0 + Z and rr = 11(xr , x0 , rs) 
instead of .Y~ and r”, we see that U(X, x0 , rs) = u(x, x1 , ~1) is defined on 
[: x0 , x0 T 211 and 
11 14(x, x0 ,rO)ll < lIylll exp(-k(x - xl)) < II y" !I exp(--Ccl@ - x0)) 
(x0 + z < x < x0 + 20. 
Repeating these arguments we arrive at the following statement. 
If conditions (i) and (“) u are sutisjed and (2.36) holds, then u(x, x0 , YO) is defned 
on [x0 , m> md II U(% x0 , rO)ll < II y” II expt--CL+ - x0)) (x0 G x < a). 
Often one obtains a better bound by using a certain “one-sided” estimate 
of f(~, y). In addition to (i) and (ii), suppose that (iii) there exists an isotone 
CO?hZuoUS $UZCtio~ K: [o, p) -+ [o, 00) with K(o) = 0 such thd (y,f(x, y)) 2 
-~(lly ii) ,i y Ij’for 0 < x < co, Ij y /I < p. Also let 8 E (0, p,,) satisfy ~(a)6 < p. . 
Then the initial value problem 
-%!‘I(~) := (4’ + PO+ - Kc’!‘> 4*)(x) = 0, *(x0) = 6 (2.37) 
has a solution I,!J E C,[X, , 03) with 0 < $(x) < 6 (x0 < x < co). This follows 
from the fact that v(x) EL 0 and W(X) = 6 are sub- und super-solutions. By 
arguments similar to those which lead to the above estimate of U(X, x0 , rs), 
we obtain here the following result. 
If conditions (i), (ii) and (iii) are satisJied and if 0 < 6 < p, ~(a)8 < p. and 
1’ YO /I < 6, then 24(x, x0, r”) is de$ned on [x0, w) und // 24(x, x0, r”)ii < 4(x) 
(x0 < x < m) with 1,4 us de$ned in (2.37). 
Here, 4 map be replaced by any I/ E C,[x, , 00) satisfying 9[#](x) > 0, 
a,&) 3 0 (x0 < x < co), #(x0) >, 6. W’th 1 ou proof we note also that condition (ii) t 
may be omitted in this statement. 1 
For illustration we shall consider a simple special case in the next example. 
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EXAMPLE 2.13. The differential equations 
u; - 15u, + 0.5u,a + u1u2 = 0, u;; + 9u, + oh,2 + ulu2 = 0 (2.38) 
describe a preditor-prey problem (see [7,9, 191). Th ere exists a unique stationary 
solution w with w1 = w2 = 10. We are interested in solutions u = (ui , ZQ 
with initial values u(O) close to w. 
Introducing w = u - w we obtain a problem of the form (2.34) with u 
replaced by v where 
We shall show that conditions (i), (ii) and (iii) hold for this case. The matrix C 
has the eigenvalues TV * iv with p = 3 and some v > 0, and we calculate 
with 
Here, (2.35) is satisfied for H = QT@ and B = pH; consequently p,, = p, 
Moreover, condition (ii) holds with a suitable quadratic function w(t) = 
const * t2. Finally, a rough estimate yields (v,f(v)) > -Q with K~ = 1.23 
for 11 7~ I/= 1. Therefore, K(t) = Kot can be used in condition (iii). The estimate 
by the solution I/ of (2.37) then yields the following result. 
If /I Y” - W 1) < 6 < ” := pKil < 2.5, then the d@rential equations (2.38) 
haoe a sobtion u E C12[0, co) such that u(O) = r” and j/ U(X) - w 11 < #(x) = 
6 exp(-p.x)[l - v-r6 + v-l6 exp(-p)]-l. 
By using g-i /) u /I2 < II u 1) <g // u )I2 one can also obtain estimates in terms 
of the norm 1) l12. 1 
3. GENERALIZATIONS 
We describe here some possibilities to generalize and modify the results of 
Section 2. It is not our intention to generalize the above theory as far as possible, 
since all cases considered in this paper are special cases of the theory in [23], 
anyway. We only consider some implications (1.1) for which results similar 
to those for (1.2) may be obtained which are more concrete than the general 
theory in [23]. 
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First, the results in Section 2 can be modified by estimating also the derivative 
of the function v considered: 
/Iv!1 < 1cI, II v’ II < y* 
One can derive sufficient conditions which involve functions +A and ‘PA , by 
considering the minimal X > 0 for which Ij v jj < I,!Q and jj v’ Ij < Y,, . 
Such norm bounds can also be combined with two-sided bounds. For 
example, inequalities of the form 
II v($ll < $44, @(Lx) < v’(x) < Y(x) 
may be obtained. More generally, one may estimate some components of e 
(and some components of v’) by two-sided bounds and the remaining compo- 
nents by norm bounds. For example, let v = (‘$), where the vectors vr and 9 
have m and n - m > 1 components, respectively. Then one may consider 
inequalities of the form 
P’(4 ,< v’(x) d P(x), I! v’(.a < dJ”(x). 
Sufficient conditions for such inequalities to hold can be derived by combining 
the methods in Section 2 above with those in [22] (Section 5). 
Another possibility to obtain more general results is to estimate a function 
WW) or Vx, 49) instead of (v(x), V(X)>. Let us discuss two special cases. 
First we consider the operator M in (2.1) and use the notation of Section 2.1. 
Suppose that V: UP + R is a twice continuously differentiable function with 
derivatives V’(y) E WV&, V”(y) E Iw”,” and define 
w.4 = ~(v(x>), bP(x) = V’(v(x)) v’(x), 
W(x) = (v’(x))T V”(v(x)) v’(x) + vI(v(x)) F(x, v(x), v’(x)). 
Moreover, let 1,4,+ have the properties described in the first paragraph of Theo- 
rem 2.1, with the following exception. Now we require that W < I),,~ for some h 
instead of 11 v l/a < 1CIn2. Th en we obtain the following result. 
If W(0) < &2(O) and W(1) < $*2(l) for x > 0 and if 
for all x E (0, 1) and x > 0 satisfring W(x) = $h2(X) and W(X) = 2&(X) I/+), 
thfz W(x) < #“(cc) (0 < x < 1). 
The proof is similar to that of Theorem 2.1. Instead of (2.5), (2.6) one obtains 
NW v”(W) VW i Ve3) v%) < 2($hfG + $4;) (5). 
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Multiplying the latter inequanty by I/Q([) and observing the two equations 
above, one derives a contradiction to the differential inequality (3.1). 
In particular, the result may be applied to a solution e, of the problem Mu = o, 
in which case the left-hand side of (3.1) equals 0. 
As a second case consider the first order operator (2.32). Now we choose a 
continuously differentiable function V(x, y) on [0, I] x Iw” and define r((x, JJ) = 
v&, Y) - VAX, Y) F(x, Y). M oreover, let z, E C,“[O, I], $ E C,[O, 11, # 3 0, 
z E C,[O, 11, z > o, #,+ = # + hz. Then we obtain the following statement by 
methods similar to those used above. 
If V(0, w(0)) < (4 + h2)2(0)for h > 0 and if 
< 2&, 44)(# + W(x) - %, fw)($ + Wx) 
for all x E (0, l] andh > 0 sati~jGzg V(X, o(x)) = (4 + h+(X), ihen V(x, w(5)) < 
$“($ (0 < x < 1). 
As a special case, suppose that Mel(x) = 0 (0 < x < 1) and 
‘cf(% +)) < Nq’(x, W(X)) for all x E [0, I] and some constant N. 
Then the above conditions hold for Z(X) = exp(-&Vx), if 
w, @)) d 4J2(0), 0 < 2V(‘(x, w(x)) f(x) - P(x, w(x)) $&c) (0 < X d 1). 
For example, one obtains the estimate V(x, W(X)) < 01~ exp(-PCLx), if V(0, w(O)) < 
a2 and P(x, W(X)) < -pV(/r(x, W(X)) (0 < x < 1). 
Obviously, these statements are closely related to the stability theory for 
differential equations and, in particular, to Lyapunov’s direct method. In this 
paper these relations will not be investigated further. 
Most smoothness assumptions required above can be weakened by simply 
checking the proofs. To obtain weaker assumptions for operators related to 
initial value problems, one may also use a somewhat different method which 
was applied in [23] (S ec ion t 3.3) for obtaining results on inverse-monotonicity. 
Using this method one considers the minimal h > 0 such that V(X, W(X)) < 
&“(x) for all x E [0, 1 - h(h)], where h is a given function with suitable proper- 
ties. For h(h) = 0 (and V(x, W(X)) = (W(X), W(X))) one obtains the case treated 
in Section 2.3.4 above. The choice of different functions h, such as h(h) = 0 
for 0 < h < E, h(A) = h - E for E < h < 1 + E, allows one to replace certain 
“global” assumptions by “local” assumptions. 
The methods for obtaining estimates of the more general form V(x, W(X)) < 
z/“(x) have to be investigated in more detail in order to obtain a useful theory. 
A fortiori, this is true for still more general estimates (1.1) where the set K 
may be described by a set of inequalities @Jx, W(X)) < 0 (a E A) or 
@&, +>, W’(X)) < 0 (a E A). 
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Finally, we remark that similar results can be obtained for functional differ- 
ential operators as considered in [23]. Such operators may depend on integrals 
and delay terms, for example. 
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