To address large data transmission requirements and high transmission power consumptions characterizing micro-environment monitoring systems that are commonly used in forest health and safety applications, we propose an ecological big data adaptive switching compression method based on a 1D convolutional neural network (1D CNN). First, to ensure that data samples apply to different compression dictionaries, a 1D CNN is used to classify the samples into two sets according to the characteristics of samples. Subsequently, based on the classification results, the switching factor S is defined, such that the discrete cosine transform (DCT) predefined dictionary and the learning dictionary (K-SVD) can be used to adaptively achieve sparse expression and data compression. Finally, the orthogonal matching pursuit (OMP) algorithm reconstructs the sparse signal. To evaluate the feasibility and robustness of the proposed method, we conduct experiments on four types of data: air temperature (AT), air humidity (AH), soil temperature (ST), and soil humidity (SH). The results indicate that the proposed method, compared to K-SVD and DCT dictionary, exhibits excellent performance for all data samples having smaller sparse error (SE), smaller reconstruction error (RE), and larger compression ratio (CR) at different sparsity levels. In particular, when sparsity K is 16, the reconstructed signal is the most similar to the original signal. In addition, the proposed method reduces power consumption by 79.90%, compared with uncompressed data transmission. Considering four factors, the adaptive switching compression method based on 1D CNN has higher reconstruction accuracy and lower power consumption than using only K-SVD or DCT dictionary. INDEX TERMS Adaptive switching, data compression, deep learning, micro-environment monitoring systems, sparse representation.
I. INTRODUCTION
A micro-environment monitoring system, based on a realtime data acquisition method and device, can facilitate analysis and decision-making on forest fire warnings and forest health assessment through data analysis and mining, ensuring forest area security [1] - [3] . These systems are usually located in remote forest areas and powered using solar panels and batteries, which offer very limited power [4] - [6] . In particular, during extended periods of low temperature and rain, The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. power is significantly insufficient. Transmitting a large volume of uncompressed measurement data limits transmission efficiency, consumes much energy and transmission costs, and reduces the service life of the monitoring station. Thus, advanced data compression methods are required for data transmission. Developing an efficient data collection and transmission model to ensure valid and real-time data and reduce the cost of ecological big data acquisition is crucial.
As an undersampling technique, compressed sensing (CS) allows to acquire a small number of discrete samples of the signal for data compression [7] , [8] . Selecting the appropriate sparse dictionary is important for effective data compression.
The sparse dictionaries commonly used in the literature are divided into predefined dictionaries and learning dictionaries [9] . The predefined dictionaries include discrete Fourier transform basis (DFT), discrete cosine transform (DCT), wavelet transform base (WT), and curvelet transform (CT), which are simple and convenient methods [10] - [13] . Reference [14] employs DFT to compress fire images, whereas reference [15] has proved that DCT can effectively improve the transmission performance of ecological data. However, as the predefined dictionaries do not combine data features, they usually cannot perform an optimal sparse representation for data samples with rich characteristics, leading to high sparse errors and poor robustness.
Compared with predefined dictionaries, learning dictionaries, such as K-SVD [16] , [17] and online learning method (OLM) [18] , can obtain a compressed model by training the signal characteristics, leading to better sparse representation performance for the original signal. Souza et al. [19] and Zhao et al. [20] used the K-SVD learning dictionary to compress the electrocardiogram (ECG) signal and forest ecological data, reducing energy consumption. However, experiments show that K-SVD has a large reconstruction error for some simple data samples [21] .
To address these limitations, in this paper we aim to develop an adaptive switching compression method combining DCT dictionary and K-SVD dictionary. The method can adaptively select the most suitable dictionary for sparse expression according to the various ecological data characteristics. In this process, the classification of ecological data is an important factor affecting data compression performance.
As a deep learning method, convolutional neural networks (CNN) opened up new opportunities for object detection, feature extraction and target classification [22] , [23] . In particular, the one-dimensional convolutional neural network (1D CNN) provides excellent performance for feature extraction and classification of sequence data [24] . Thus, as sequence signals, ecological big data can be divided into two classification by 1D CNN.
In summary, we propose an ecological big data adaptive compression method combining a 1D convolutional neural network and a switching idea. First, a 1D CNN classification model is used to classify the data samples. Subsequently, a switching strategy is formulated based on the results from the classification model. Finally, according to the switching strategy, a predefined dictionary and a learning dictionary are adaptively selected to complete the compression of the data samples. The proposed method is applied to ecological big data. Moreover, the method can improve data reconstruction accuracy and reduce energy consumption in a microenvironment monitoring system while ensuring the effective data transmission.
This article is organized as follows. Section II provides a brief introduction to data acquisition, data preprocessing, and data characteristics. Section III describes the adaptive switching compression method based on a 1D CNN. Section IV evaluates the proposed method on a test data set and compares its performance with that of other methods. Section V presents the power consumption of the proposed method and a comparison with other methods. Section VI summarizes the main findings of this article.
II. DATASET

A. DATA ACQUISITION
We established 35 micro-environment monitoring stations in six provinces and cities nationwide. As shown in Fig. 1 , the stations are powered by solar panels and batteries. Every monitoring station is equipped with multiple sensors, such as an air temperature sensor and a self-developed soil moisture sensor. The monitoring station collects 12 ecological parameters: air temperature, air humidity, soil temperature, soil moisture, wind speed, wind direction, rainfall, light intensity, total radiation, sunshine hours, carbon dioxide concentration, and atmospheric pressure.
To ensure the smoothness and integrity of the ecological data, the monitoring station collects data every 5 min, according to the clock module. A total of 288 data points were collected in one day and stored as one data sample in an SD card. After compression, the data sample is sent to the MySQL database of a cloud server via GPRS. From the date of November 18, 2019, the database had stored more than 3 million data samples.
B. DATA PREPROCESSING
As power supply and environmental interference cause errors and losses in the collected data, data preprocessing is necessary. Considering the complexity of subsequent data processing and the time-consuming nature of the dictionary learning process, this study selects four types of data as examples: air temperature (AT), air humidity (AH), soil temperature (ST), and soil moisture (SM).
As shown in Fig. 2 , each sample contains 288 pieces of data. When the singularity or the missing data exceeds 10% of the sample, it is discarded [20] . If not, data filtering and data filling operations are applied to the data samples. If the singularity and the missing data rate is less than 10%, the data prediction model, constructed by the long short-term memory (LSTM) network that is adopted to fill the data ( Fig. 2b and  2d ), ensures the data samples integrity and validity. 
C. DATA CHARACTERISTICS
Various types of ecological data have different characteristics and different responses over time. When no sudden change occurs in the environment, soil parameters do not have a mutation within one day. Thus, the data is less volatile (Fig. 3a ). As the signal energy is concentrated in the lowfrequency band, it is suitable to use the predefined dictionary as a sparse basis.
Compared with soil parameters, air parameters are easily disturbed by the external environment. Their distributions are more scattered and have a larger trend (Fig. 3b ). The learning dictionary can sparsely express the detailed information, which can reduce the sparse error of the data samples with large fluctuations.
Therefore, when compressing ecological big data, a single compression method is less robust for different types of data. The appropriate compression method should be adaptively selected based on the data characteristics.
III. ADAPTIVE SWITCHING COMPRESSION METHOD A. DATA CLASSIFICATION
To effectively classify ecological big data, a data classification model is established using 1D CNN based on Keras [25] , which contains a training model and a testing model (Fig. 4 ). The training process uses raw time-series data as input, and the optimal data features can be efficiently learned. The training aims to find the best parameters to minimize the loss function, which represents the deviation of the predicted output from the label. In the training model, the categorical cross entropy loss function is adopted, which is defined as:
where x represents the input data. y k is the true label corresponding to the k-th category and g k (x) represents the corresponding model output. K is the total number of categories. N is the total number of data samples. During training, the iterative calculation is performed until the loss function of the model satisfies a certain condition. All samples are then labeled using the classification model with optimal parameters.
In the network ( Fig. 5 ), 1D CNN has four ConvBlocks, two pooling layers, and one softmax layer. One ConvBlock consists of a convolution layer and an activation function. In the data classification model, the activation function was chosen as rectified linear unit (ReLU). The convolution operation is expressed as:
where O(i, j) represents the convolution result of the data located in the i-th row and the j-th column. f (x) is the activation function and x is the input samples. w(m, n) represents the weight value of the m-th row and the n-th column in the convolutional kernel matrix. Lr and Lc represent the row height and column width of the convolution kernel matrix (w), respectively. Parameter b is a bias term, which is initialized to 0. As the data sample used in the experiment is a matrix with 1 row and 288 columns, i is 1 and j is 288. As shown in Fig. 5 , the size of the initial sample vectors is 1×288. To ensure the invariance of the data samples and make full use of the edge information, the convolution form of convolutional kernel matrices is selected as ''same'', which means zero padding. In the lower ConvBlocks, the filter windows are 1×8, and feature vectors are 100. The deeper ConvBlocks has smaller filter windows and fewer feature vectors, specifically 1×3 and 60, respectively. The stride of convolution calculation is 1. To reduce the complexity of the output, the first pooling mode is set to ''maximum'', whereas the second is set to ''global averaged''. The learning rate of the training model is 0.01. Finally, through the softmax layer, each sample has two probabilities; the large probability is the classification of the sample.
To avoid the problem of overfitting the training model, two regularization strategies, dropout and early stopping, are added to the network model. The dropout rate is set to 0.5, which means that half of the neurons will be randomly selected for each calculation to lose the computing function. Meanwhile, the training accuracy is chosen as the measure progress to determine whether the training model is overfitting. The early stopping is set as 5. This implies that when the training accuracy does not increase for 5 consecutive cycles, the model will stop training.
B. SWITCHING STRATEGY
According to 1D CNN classification result, the switching factor S is defined as:
where O DBN is the output of the DBN network. The adaptive compression method can automatically switch the dictionary type based on the sample characteristics. Based on the switching idea, a predefined dictionary (DCT) is used when the sample detail information is simple. Otherwise, a learning dictionary (K-SVD) is used. The switching strategy is:
where D 1 represents a predefined dictionary and D 2 represents a learning dictionary.
As a predefined dictionary, the Fourier transform has achieved positive results for ecological data compression in micro-environment monitoring stations [26] . DCT is a simplified Fourier transform method, and gathers useful information at low-frequencies while filtering out high-frequency information. For a sequence signal x(n), the equation can be expressed as:
When the sequence signal x(n) is a real number, the resulting DCT is also a real number. Therefore, the DCT dictionary has low computational complexity and is suitable for big data compression.
2) LEARNING DICTIONARY K-SVD is a dictionary training algorithm based on large amounts of data, which performs the learning process through repeated sparse coding and dictionary updating. This process can be represented by an optimization problem:
where D is a learning dictionary, F indicates the frobenius norm of type 2, Y is a set of l training samples, and X is L coefficient vectors. K represents the sparsity, which indicates the upper limit of the number of non-zero components in the coefficient.
The K-SVD dictionary learning process comprises three steps: (1) Dictionary initialization: Initial dictionary D with J samples are randomly selected from the training sample set Y . As the dictionary should be complete or overcomplete, J must be greater than 288. (2) Sparse coding: According to the known dictionary D, the optimal sparse coefficient (X ) is obtained by orthogonal matching pursuit algorithm (OMP). At the same time, the number of iterations of the sparse coding is set to sparsity K . (3) Dictionary update: Update the dictionary D and the sparse coefficient X using the SVD decomposition method. Assuming that the I TH ATOM (d i ) must be updated, the objective function is:
where E i is the error matrix.
The K-SVD is summarized in Algorithm 1.
D. DATA RECONSTRUCTION
The OMP algorithm is used to reconstruct sparse signals [27] in three steps: (1) Select the atom having the largest correlation with signal Y from dictionary matrix D.
(2) Construct a 
E. EVALUATION INDEX
To quantify the compression performance of the four methods, the following three indicators are used: sparse error (SE), reconstruction error (RE), and compression ratio (CR). SE is the ratio of the sparse signal to the original signal. The larger the value, the better the sparseness performance. RE characterizes the degree of difference between the reconstruction signal and the original signal. The smaller the value, the higher the signal reconstruction accuracy. CR represents the ratio of the original signal to the reconstruction signal. The larger the value, the closer the reconstructed information is to the original signal [28] . They are defined as:
where x is the original signal, x is the sparse signal, and x is the reconstructed signal. M and M are the dimensions of the original sample and compressed sample, respectively.
IV. RESULTS AND ANALYSIS
In this section, the performance of the proposed method is demonstrated on the dataset, which consists of the four subdatasets AT, AH, ST, and SM. Each has 12,000 samples, so the total data set contains 48,000 samples. According to the 5:5 principle, each subset is randomly divided into a training set and a testing set. Therefore, the total training set A and testing set A both have 24,000 samples. Note that training set A is used to train the K-SVD learning dictionary. Data compression was implemented using MATLAB and PyCharm. The tests were performed on a PC Intel Core i7 processor at 4.00 GHz with 16 GB of RAM.
A. COMPRESSION RATIOS OF DCT DICTIONARY AND K-SVD DICTIONARY
To determine the best compression ratio of the DCT dictionary and the K-SVD dictionary, Fig. 6 shows the relationship between the observation points and the reconstruction error (RE). Note that as the observation points increase, the reconstruction errors of DCT and K-SVD gradually decrease. As the observation points gradually approach to the dimension of the original signal, the reconstruction error converges to a certain value.
It is worth noting that even if the observation matrix is sufficiently large, the reconstruction error of K-SVD is not close to the sparse error, represented by the dotted line in Fig. 6 . This indicates that the OMP algorithm cannot completely reconstruct the sparse signal under the learning dictionary, possibly because the observation matrix and the learning dictionary do not strictly meet the equidistance constraint condition.
As CR is a prior condition for sparse representation, a suitable CR can improve compression performance. Therefore, to quantify the best CR for DCT and K-SVD dictionaries for the four types of data, the following iterative stop condition during OMP reconstruction was established: e max − e M e max − e min ≥ 0.9 (12) where e max is the maximum reconstruction error, e min is the minimum error, and e M indicates the reconstruction error when the number of observation points is M . Based on this condition, Table 1 lists the optimal observation dimensions of DCT and K-SVD dictionaries for the four types of data. In the table, the optimal observation dimensions of the two dictionaries increase as sparsity K increases. When K =32, the largest observation dimension is 142, which is close to 50% of the original signal size. Since smaller observation matrix dimensions can produce larger compression ratios and may have excellent compression performance, the sparsity should be a value smaller than 32.
For the four types of data, we conclude that K-SVD always has a larger observation dimension than DCT under different sparsity. Thus, the K-SVD dictionary may have lower RE and CR. In addition, since the K-SVD dictionary requires a training process, it spends more time in data compression and requires more samples, which may be more suitable for big data compression. Table 2 presents the compression performances for the different methods (DCT, K-SVD, adaptive switching) when testing set B. The data in Table 2 are the average values of 7200 samples, all converged to a low level. The CR of the DCT and K-SVD dictionaries are based on the optimal observation matrix, which decreases with increasing sparsity, and has the opposite trend of the observation matrix.
B. COMPRESSION RESULTS OF DIFFERENT SPARSITY
It can be seen from Table 2 that as sparsity increases, SE, RE, and CR gradually decrease. This indicates that a larger sparsity can reduce errors generated during sparse representation and by the reconstruction process. In practical applications, RE and SE should be as small as possible, and CR as large as possible, indicating that CR / RE and SE are contradictory. Thus, the three indicators must balance. Considering the energy shortage problem in micro-environmental monitoring stations, it is more practical to increase the data compression ratio at the expense of reconstruction errors. Comprehensive analysis concludes that setting K to 16 optimizes the compression performance of all methods, with better denoising ability and lower observation dimensions.
For four types of data, the three compression methods have different performance. Table 2 shows that the three methods have better compression performance for AT, AH, and ST than SM. This may be due to the instability of SM. During rainfall, SM has a greater difference than usual. The results for the AT, AH, and SM subsets show that the three methods are ordered as adaptive switching method > K-SVD > DCT. These results show that the adaptive switching compression method has the highest and most stable compression performance under different sparsity, having also the lowest SE and RE for different types of data. This may be attributed to the outstanding classification performance of the 1D CNN classification model for ecological big data with different characteristics.
The results for the ST subsets show that the order with respect to the performance of the three methods is DCT, adaptive switching, K-SVD, illustrating that the ST dataset is suitable for DCT dictionaries. The compression performance of the adaptive switching dictionary is slightly worse than DCT, which may be caused by the classification model accuracy. However, the proposed method still performs well for most data.
C. SPARSE ERROR OF THREE METHODS
To analyze the sparsity errors of the DCT, K-SVD, and adaptive switching dictionaries in detail, Fig. 7 shows the SE of DCT, K-SVD, and adaptive switching dictionaries when sparsity is 16. This reflects the overall distribution of the SE under different sparsity. In Fig. 7 , the three lines from top to bottom represent the maximum, average, and minimum values, respectively. For DCT, sparse errors widely range VOLUME 8, 2020 from 0.48% to 6.80%. In this case, DCT is proven to be less reliable, as it produces the largest sparse errors. Conversely, the ranges of sparse errors for K-SVD and the adaptive switching method are small, from 0.66% to 5.37% and from 0.48% to 5.34%, respectively.
The red line in Fig. 7 shows that K-SVD has a smaller average SE than DCT, possibly because K-SVD has a dictionary learning process, thus it can better retain the original signal characteristics. This indicates that the K-SVD dictionary is suitable for compression of most ecological data. Also, among the three methods, K-SVD has the smallest SE, indicating that the K-SVD dictionary is more robust for data with obvious regular changes.
Compared with the other methods, the maximum SE of the adaptive switching compression method is almost always the same as the maximum SE of the K-SVD dictionary. The minimum SE is almost always the same as the minimum SE of the DCT dictionary. These indicate that the proposed method can effectively distinguish two types of ecological data with rapid changes and slow changes through the advantages of DCT and K-SVD. The results illustrate that the adaptive switching compression method has excellent sparse performance for ecological big data. Fig. 8 shows the RE of DCT, K-SVD, and adaptive switching dictionaries. The reconstruction error of DCT is from 1.13% to 10.81%, the largest and the smallest among the three methods, illustrating that DCT exhibits a better RE for some samples and relatively poor performance for others, highlighting its poor adaptability to ecological big data.
D. RECONSTRUCTION ERROR OF THREE METHODS
The maximum value of RE of the K-SVD dictionary is always smaller than that of the DCT dictionary, and the RE distribution range of the K-SVD dictionary is always thinner than that of the DCT dictionary. The RE distributions are all lower than the DCT dictionary, indicating that the reconstruction performance of the K-SVD dictionary is better than that of the DCT dictionary.
The minimum value of the adaptive dictionary is similar to that of DCT, and the maximum value is similar to that of K-SVD. This shows that the adaptive dictionary has smaller fluctuation ranges than the DCT dictionary. The adaptive switching method has the advantages of both DCT and K-SVD dictionary, with a small reconstruction error. This conclusion is consistent with sparse error. Fig. 9 shows the similarity of the reconstructed signal and the original signal, indicating that the adaptive switching compression method claims excellent reconstruction performance for different ecological data, and it is applicable to real engineering projects.
V. POWER CONSUMPTION TEST
To evaluate the power consumption of the big data adaptive compression method, an experiment was performed at the Bajiacun base in Haidian District, Beijing. The total power consumption of the micro-environment monitoring station was measured by an electrical parameter measuring instrument (PM9817D) with a range of 0-999999 W. h and an accuracy of ±0.1% [24] .
The data collector received and transmitted four types of data, collected once every 5 minutes and 288 times a day for a total of 1152 data points. When sparsity K = 16, the original data were compressed using the optimal compression ratio. Then, the compressed data of DCT, K-SVD, and the adaptive switching dictionary were sent to a cloud server. Table 3 summarizes the average power consumption (PC) per day of the data collector after 5 days of testing. Table 3 shows the power consumption of the different compression methods. Without data compression, the collector exhibits high energy consumption (22.24 W. h). In contrast, the power consumption values of the DCT dictionary, K-SVD dictionary, and adaptive switch dictionary were reduced by 13.13%, 14.43%, and 14.07%, respectively. This proves that the compressed sensing methods can effectively save energy in the monitoring station.
To further illustrate the effectiveness of compression on energy saving, Fig. 10 shows the energy consumed during data acquisition and transmission. Since the four methods collect the same data, the energy consumed in the data collection process is similar. However, after compression, the sparse signals of the three methods have different dimensions, indicating a significant difference in the consumed energy.
In Fig. 10 , the DCT dictionary has the highest energy consumption of 0.99 W. h, followed by the adaptive switch dictionary of 0.79 W. h. This can be because the adaptive switching dictionary combines the features of the DCT and K-SVD dictionaries. Compared with uncompressed data, energy consumption of the adaptive switch dictionary, DCT, and K-SVD decreased by 74.93%, 81.20%, and 79.90% respectively during data transmission.
Considering the four parameters SE, RE, CR, and PC, the adaptive switching dictionary can not only ensure the accuracy of the signal, but also effectively reduce the system power consumption. The adaptive switching compression method is suitable for the micro-environment monitoring system with power limitations.
VI. CONCLUSION
(1) The 1D CNN classification model of the adaptive switching compression method can effectively distinguish two types of ecological data with rapid changes and slow changes, and it is applicable to real engineering projects.
(2) The proposed adaptive switching compressed method for forest ecological big data can automatically switch between the DCT dictionary and K-SVD learning dictionary, according to the different characteristics of the monitoring data.
(3) At different sparsity levels, the proposed method has the smallest SE, the smallest RE, and the largest CR than that of the other methods used for comparison purposes. Considering the results, the proposed method has the best performance when sparsity K is 16.
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