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Abstract
Let ΛR denote the linear space over R spanned by zk, k ∈Z. Define the real inner product (with
varying exponential weights) 〈·, ·〉L : ΛR ×ΛR→R, ( f , g) 7→
∫
R
f (s)g(s) exp(−NV(s)) ds,N∈N, where
the external fieldV satisfies: (i)V is real analytic onR\ {0}; (ii) lim|x|→∞(V(x)/ ln(x2+1))=+∞; and (iii)
lim|x|→0(V(x)/ ln(x−2+1))=+∞. Orthogonalisation of the (ordered) base {1, z−1, z, z−2, z2, . . . , z−k, zk, . . . }
with respect to 〈·, ·〉L yields the even degree and odd degree orthonormal Laurent polynomials
(OLPs) {φm(z)}∞m=0: φ2n(z) =
∑n
k=−n ξ
(2n)
k
zk, ξ(2n)n > 0, and φ2n+1(z) =
∑n
k=−n−1 ξ
(2n+1)
k
zk, ξ(2n+1)−n−1 > 0. As-
sociated with the even degree and odd degree OLPs are the following two pairs of recurrence
relations: zφ2n(z) = c
♯
2nφ2n−2(z)+ b
♯
2nφ2n−1(z)+ a
♯
2nφ2n(z)+ b
♯
2n+1φ2n+1(z)+ c
♯
2n+2φ2n+2(z) and zφ2n+1(z) =
b♯2n+1φ2n(z)+ a
♯
2n+1φ2n+1(z)+ b
♯
2n+2φ2n+2(z), where c
♯
0 = b
♯
0 = 0, and c
♯
2k > 0, k ∈ N, and z−1φ2n+1(z) =
γ♯2n+1φ2n−1(z)+ β
♯
2n+1φ2n(z)+α
♯
2n+1φ2n+1(z)+ β
♯
2n+2φ2n+2(z)+γ
♯
2n+3φ2n+3(z) and z
−1φ2n(z) = β
♯
2nφ2n−1(z)+
α♯2nφ2n(z)+β
♯
2n+1φ2n+1(z), where β
♯
0 = γ
♯
1 = 0, β
♯
1 > 0, and γ
♯
2l+1 > 0, l ∈N. Asymptotics in the double-
scaling limit as N, n→∞ such that N/n=1+o(1) of the coefficients of these two pairs of recurrence
relations, Hankel determinant ratios associated with the real-valued, bi-infinite, strong moment
sequence
{
ck=
∫
R
sk exp(−NV(s)) ds
}
k∈Z, and the products of the (real) roots of the OLPs are obtained
by formulating the even degree and odd degree OLP problems as matrix Riemann-Hilbert prob-
lems on R, and then extracting the large-n behaviours by applying the non-linear steepest-descent
method introduced in [1] and further developed in [2, 3].
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1 Introduction and Background
The strong Stieltjes moment problem (SSMP) considers the relation between a given doubly- or bi-infinite
(moment) sequence {cn}n∈Z of real numbers and associated measures. There are, in fact, three general
types of problems in this area:
(i) find necessary and sufficient conditions for the existence of a non-negative Borel measure
µ :=µSSMP on [0,+∞), and with infinite support, such that c SSMPn =
∫ +∞
0
λn dµSSMP(λ), n∈Z, where the
(improper) integral is to be understood in the Riemann-Stieltjes sense;
(ii) when there is a solution, inwhich case the SSMP is determinate, find conditions for theuniqueness
of the solution; and
(iii) when there is more than one solution, in which case the SSMP is indeterminate, describe the
family of all solutions.
Similarly,when the support of the non-negative Borelmeasureµ :=µSHMP is only required to be contained
in (−∞,+∞), the analogous problem is referred to as the strongHamburgermoment problem (SHMP). (In
this latter case, cSHMPn =
∫ +∞
−∞ λ
n dµSHMP(λ), n∈Z.) The SSMP (resp., SHMP) was introduced in 1980 (resp.,
1981) by Jones et al. [4] (resp., Jones et al. [5]), and studied further in [6–10] (see, also, [11]). Unlike the
moment theory for the classical Stieltjes (resp., classical Hamburger) moment problem (SMP) [12] (resp.,
(HMP) [13]), wherein the theory of orthogonal polynomials [14] played a prominent rôle (see, for
example, [15]), the extension of the moment theory to the SSMP and the SHMP introduced a ‘rational
generalisation’ of the orthogonal polynomials, namely, the orthogonal Laurent (or L-) polynomials [4–
11, 16–20].
Orthogonal L-polynomials are defined in terms of certain orthogonality relations involving an
associated measure µ. In this work, measures that satisfy the following conditions are considered:
⊛ µ˜∈M1(R), where
M1(R) :=
{
µ;
∫
R
dµ(s)=1,
∫
R
skdµ(s)<∞, k∈Z \ {0}
}
;
⊛ dµ˜(z)= w˜(z) dz, where
w˜(z) :=exp(−NV(z)) , N∈N.
Here, w˜(z) is referred to as the varying exponential weight function, and the function V : R \ {0}→R,
which is referred to as the external field, satisfies:
V is real analytic on R \ {0}; (V1)
lim
|x|→∞
(
V(x)/ ln(x2+1)
)
=+∞; (V2)
lim
|x|→0
(
V(x)/ ln(x−2+1)
)
=+∞. (V3)
(For example, a rational function of the form V(z) =
∑2m2
k=−2m1 ̺kz
k, with ̺k ∈ R, k = −2m1, . . . , 2m2,
m1,2∈N, and ̺−2m1 , ̺2m2 >0 would satisfy conditions (V1)–(V3).)
Rational functions with poles at 0 and at ∞ are seminal for obtaining the results of this work:
they are now discussed. It will be important to have the ordered sequence of (complex) monomi-
als {1, z−1, z, z−2, z2, . . . , z−k, zk, . . . } corresponding to the cyclically-repeated pole sequence {no pole, 0,∞,
0,∞, . . . , 0,∞, . . . }. This is a basis for the set of functions ΛR=∪m∈Z+0 (ΛR2m ∪ΛR2m+1), with Z+0 := {0} ∪N,
where ΛR2m := Λ
R
−m,m, and Λ
R
2m+1 := Λ
R
−m−1,m, where, for any pair (p, q) ∈ Z × Z, with p 6 q, ΛRp,q :={
f : C∗→C; f (z)=∑q
k=p
λ˜kzk, λ˜k ∈R, k=p, . . . , q
}
, where C∗ :=C \ {0}. For each l∈Z+0 and 0. f ∈ΛRl , the
L-degree of f , symbolically LD( f ), is defined as
LD( f ) := l.
The leading coefficient of 0. f ∈ΛR
l
, symbolically LC( f ), is defined as
LC( f ) :=
λ˜m, l=2m,λ˜−m−1, l=2m+1,
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and the trailing coefficient of 0. f ∈ΛR
l
, symbolically TC( f ), is defined as
TC( f ) :=
λ˜−m, l=2m,λ˜m, l=2m+1.
Thus, for 0 . f ∈ ΛR2m, one writes f (z) = TC( f )z−m+ · · ·+LC( f )zm, and, for 0 . f ∈ ΛR2m+1, one writes
f (z)=LC( f )z−m−1+· · ·+TC( f )zm. For each l∈Z+0 , 0. f ∈ΛRl is called monic if LC( f )=1.
Define (uniquely) the strong moment linear functional L by its action on the basis elements ofΛR as
follows:L : ΛR→ΛR, f =∑k∈Z λ˜kzk 7→L( f ) :=∑k∈Z λ˜kck, where ck=L(zk)=∫R ske−NV(s) ds, (k,N)∈Z×N.
(Note that {ck}k∈Z is a bi-infinite, real-valued, strong moment sequence: ck is called the kth strong moment
of L.) Associated with the above-defined bi-infinite, real-valued, strong moment sequence {ck}k∈Z are
the Hankel determinants H(m)
k
, (m, k)∈Z ×N (see, for example, [11]):
H
(m)
0 :=1 and H
(m)
k
:=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
cm cm+1 · · · cm+k−2 cm+k−1
cm+1 cm+2 · · · cm+k−1 cm+k
cm+2 cm+3 · · · cm+k cm+k+1
...
...
. . .
...
...
cm+k−1 cm+k · · · cm+2k−3 cm+2k−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
. (1.1)
Define the bilinear form (with varying exponential weight) 〈·, ·〉L as follows: 〈·, ·〉L : ΛR×ΛR→R,
( f , g) 7→ 〈 f , g〉L :=L( f (z)g(z))=
∫
R
f (s)g(s) exp(−NV(s)) ds, N∈N. It is a fact [6, 7, 11, 17] (see, also, the
proofs of Lemmas 2.2.1 and 2.2.2 in [21] and [22], respectively) that the bilinear form 〈·, ·〉L thus
defined is an inner product if and only ifH(−2m)2m >0 and H
(−2m)
2m+1 >0 for eachm∈Z+0 (see Equations (1.8)
below).
Remark 1.1. These latter two (Hankel determinant) inequalities also appearwhen the question of the
solvability of the SHMP is posed (in this case, the ck, k ∈Z, which appear in Equations (1.1) should
be replaced by cSHMP
k
, k ∈Z); indeed, if these two inequalities are true ∀ m ∈Z+0 , then there is a non-
negative measure µSHMP (on R) with the given (real) moments. For the case of the SSMP, there are four
(Hankel determinant) inequalities (in this latter case, the ck, k ∈Z, which appear in Equations (1.1)
should be replaced by cSSMP
k
, k∈Z) which guarantee the existence of a non-negative measure µSSMP (on
[0,+∞)) with the given moments, namely [4] (see, also, [6, 7]): for each m∈Z+0 , H(−2m)2m > 0, H(−2m)2m+1 > 0,
H
(−2m+1)
2m > 0, and H
(−2m−1)
2m+1 < 0. It is interesting to note that the former solvability conditions do not
automatically imply that the positive (real) moments {cSHMP
k
}k∈Z+0 determine a measure via the HMP: a
similar statement holds true for the SMP (see the latter four solvability conditions). 
The norm of f ∈ΛR with respect to L is now defined:
‖ f (·)‖L := (〈 f , f 〉L)1/2.
Given an inner product 〈·, ·〉L, one may define the (real) orthonormal Laurent polynomial sequence
{φ♮n(z)}n∈Z+0 with respect to L as follows; ∀ m, n∈Z+0 :
(i) φ♮n(z)∈ΛRn , that is, LD(φ♮n)=n;
(ii) 〈φ♮m, φ♮m′〉L=0, m,m′, or, alternatively, 〈 f , φ♮m〉L=0 ∀ f ∈ΛRm−1;
(iii) 〈φ♮m, φ♮m〉L=:‖φ♮m(·)‖2L=1.
Hereafter, these shall be referred to as orthonormal L-polynomials. Orthonormal L-polynomials may
be obtained by Gram-Schmidt orthogonalisation. To do this, however, one must have an ordered
sequence of complex monomials, z j, j ∈ Z, and the orthonormal L-polynomials, themselves, will
depend on how this sequence of complex monomials is ordered. In this work, orthonormalisation
with respect to 〈·, ·〉L of the base sequence of ΛR is considered, that is, {1, z−1, z, z−2, z2, . . . , z−k, zk, . . . }.
The result of this procedure is the orthonormal L-polynomials {φm(z)}m∈Z+0 :
• for m=2n,
φ2n(z)=
n∑
k=−n
ξ(2n)
k
zk, ξ(2n)n >0; (1.2)
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• for m=2n+1,
φ2n+1(z)=
n∑
k=−n−1
ξ(2n+1)
k
zk, ξ(2n+1)−n−1 >0. (1.3)
The φn’s are normalised so that they all have real coefficients; in particular, the leading coefficients,
LC(φ2n)=ξ
(2n)
n and LC(φ2n+1)=ξ
(2n+1)
−n−1 , n∈Z+0 , are both positive, ξ
(0)
0 =1, and φ0(z)≡1. Even though the
leading coefficients, ξ(2n)n and ξ
(2n+1)
−n−1 , n ∈Z+0 , are non-zero (in particular, they are positive), no such
restriction applies to the trailing coefficients, TC(φ2n)=ξ
(2n)
−n and TC(φ2n+1)=ξ
(2n+1)
n , n∈Z+0 (see below).
Furthermore, note that, by construction:
(i) 〈φ2n, z j〉L=0, j=−n, . . . , n−1;
(ii) 〈φ2n+1, z j〉L=0, j=−n, . . . , n;
(iii) 〈φ j, φk〉L=δ jk, j, k∈Z+0 , where δ jk is the Kronecker delta.
It is convenient to introduce the monic orthogonal Laurent (or L-) polynomials, π j(z), j∈Z+0 : (i)
for j=2n, with π0(z)≡1,
π2n(z) := (ξ
(2n)
n )
−1φ2n(z)= ν
(2n)
−n z
−n+· · ·+zn, ν(2n)−n :=ξ(2n)−n /ξ(2n)n ; (1.4)
and (ii) for j=2n+1,
π2n+1(z) := (ξ
(2n+1)
−n−1 )
−1φ2n+1(z)=z−n−1+· · ·+ ν(2n+1)n zn, ν(2n+1)n :=ξ(2n+1)n /ξ(2n+1)−n−1 . (1.5)
The monic orthogonal L-polynomials, π j(z), j∈Z+0 , satisfy the following orthogonality and normali-
sation conditions:
(1) 〈π2n, z j〉L=0, j=−n, . . . , n−1;
(2) 〈π2n+1, z j〉L=0, j=−n, . . . , n;
(3) 〈π2n, π2n〉L=:‖π2n(·)‖2L= (ξ(2n)n )−2;
(4) 〈π2n+1, π2n+1〉L=:‖π2n+1(·)‖2L= (ξ
(2n+1)
−n−1 )
−2.
Conditions (3) and (4) above imply, respectively, that ξ(2n)n =1/‖π2n(·)‖L (>0) and ξ(2n+1)−n−1 =1/‖π2n+1(·)‖L
(>0).
In terms of the Hankel determinants, H(m)
k
, (m, k) ∈ Z × N, associated with the real-valued,
bi-infinite, strong moment sequence
{
ck=
∫
R
sk exp(−NV(s)) ds, N∈N
}
k∈Z, the monic orthogonal L-
polynomials, π j(z), j∈Z+0 , are represented via the following determinantal formulae [6, 7, 11, 17]: for
m∈Z+0 ,
π2m(z)=
1
H
(−2m)
2m
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c−2m c−2m+1 · · · c−1 z−m
c−2m+1 c−2m+2 · · · c0 z−m+1
...
...
. . .
...
...
c−1 c0 · · · c2m−2 zm−1
c0 c1 · · · c2m−1 zm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (1.6)
and
π2m+1(z)=− 1
H
(−2m)
2m+1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c−2m−1 c−2m · · · c−1 z−m−1
c−2m c−2m+1 · · · c0 z−m
...
...
. . .
...
...
c−1 c0 · · · c2m−1 zm−1
c0 c1 · · · c2m zm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
; (1.7)
moreover, it can be shown that (see, for example, [11, 17]), for n∈Z+0 ,
ξ(2n)n
(
=
1
‖π2n(·)‖L
)
=
√√
H
(−2n)
2n
H(−2n)2n+1
, ξ(2n+1)−n−1
(
=
1
‖π2n+1(·)‖L
)
=
√√
H
(−2n)
2n+1
H(−2n−2)2n+2
, (1.8)
ν(2n)−n
:= ξ(2n)−n
ξ(2n)n
= H(−2n+1)2n
H
(−2n)
2n
, ν(2n+1)n
:= ξ(2n+1)nξ(2n+1)−n−1
= −H(−2n−1)2n+1
H
(−2n)
2n+1
. (1.9)
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Remark 1.2. It is important to note [10] that there is a more general theory, where moments cor-
responding to an arbitrary, countable sequence of (fixed) points are involved, and where orthogonal
rational functions [23] (see, also, [24]) play the rôle of orthogonal L-polynomials. Furthermore, since
orthogonal L-polynomials are rational functions with (fixed) poles at the origin and at the point at in-
finity, the step towards amore general theorywherepoles are at arbitrary, but fixed, positions/locations
in C ∪ {∞} is natural. 
A basic fact about orthogonal L-polynomials is [6, 7, 17]:
⊛ for each m∈Z+0 , all the roots of π2m(z) and π2m+1(z) are real, simple, and non-zero.
In the literature (see, for example, [6, 7, 17]), there are two distinguished cases, depending on whether
or not the trailing coefficients vanish. Recall that, for each m ∈Z+0 , the trailing coefficient, TC(πm),
is defined as follows: TC(πm) :=
ν(2n)−n , m=2n,ν(2n+1)n , m=2n+1. If, for each m ∈Z+0 , TC(πm), 0, then πm(z) and
the index m are called non-singular; otherwise, if TC(πm)= 0, then πm(z) and the index m are called
singular. From Equations (1.9), it can be seen that, for each m∈Z+0 :
(i) π2m(z) is non-singular (resp., singular) if H
(−2m+1)
2m ,0 (resp., H
(−2m+1)
2m =0);
(ii) π2m+1(z) is non-singular (resp., singular) if H
(−2m−1)
2m+1 ,0 (resp.,H
(−2m−1)
2m+1 =0).
It is an established fact [6, 7, 17] that, for m∈Z+0 :
(1) if π2m(z) is non-singular, then it possesses 2m roots and π2m(0),0, and if π2m(z) is singular, then
it possesses 2m−1 roots;
(2) if π2m+1(z) is non-singular, then it possesses 2m+1 roots and π2m+1(0) , 0, and if π2m+1(z) is
singular, then it possesses 2m roots.
For each n ∈Z+0 , it can be shown that, via a straightforward factorisation argument and using
Equations (1.6) and (1.7):
(i) if π2n(z) is non-singular, setting
{
α(2n)
k
, k=1, . . . , 2n
}
:= {z; π2n(z)=0},
2n∏
k=1
α(2n)
k
= ν(2n)−n (∈R); (1.10)
(ii) if π2n(z) is singular, setting (with abuse of notation)
{
α(2n)
k
, k=1, . . . , 2n−1
}
:= {z; π2n(z)=0},
2n−1∏
k=1
α(2n)
k
=−ν(2n)−(n−1) :=−ξ
(2n)
−(n−1)(ξ
(2n)
n )
−1 (∈R); (1.11)
(iii) if π2n+1(z) is non-singular, setting
{
α(2n+1)
k
, k=1, . . . , 2n+1
}
:= {z; π2n+1(z)=0},2n+1∏
k=1
α(2n+1)
k

−1
=−ν(2n+1)n (∈R); (1.12)
(iv) if π2n+1(z) is singular, setting (with abuse of notation)
{
α(2n+1)
k
, k=1, . . . , 2n
}
:= {z; π2n+1(z)=0}, 2n∏
k=1
α(2n+1)
k

−1
= ν(2n+1)
n−1 :=ξ
(2n+1)
n−1 (ξ
(2n+1)
−n−1 )
−1 (∈R). (1.13)
Via Equations (1.8) and (1.9), and using the fact that ξ(0)0 = H
(0)
0 = H
(0)
1 = 1 (cf. Equations (1.1)), a
straightforward calculation shows that, for n∈Z+0 ,
H
(−2n)
2n =
(ξ(2n)n )
2(ξ(2n+1)−n−1 )
2∏n
j=0(ξ
(2 j)
j
)2
∏n
k=0(ξ
(2k+1)
−k−1 )
2
(>0), (1.14)
H
(−2n)
2n+1 =
(ξ(2n+1)−n−1 )
2∏n
j=0(ξ
(2 j)
j
)2
∏n
k=0(ξ
(2k+1)
−k−1 )
2
(>0), (1.15)
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H
(−2n+1)
2n =
ν(2n)−n (ξ
(2n)
n )
2(ξ(2n+1)−n−1 )
2∏n
j=0(ξ
(2 j)
j
)2
∏n
k=0(ξ
(2k+1)
−k−1 )
2
(∈R), (1.16)
H(−2n−1)2n+1 =−
ν(2n+1)n (ξ
(2n+1)
−n−1 )
2∏n
j=0(ξ
(2 j)
j
)2
∏n
k=0(ξ
(2k+1)
−k−1 )
2
(∈R), (1.17)
H(−2n−2)2n+2
H
(−2n)
2n
=
1
(ξ(2n)n )2(ξ
(2n+1)
−n−1 )
2
(>0), (1.18)
H(−2n−2)2n+3
H
(−2n)
2n+1
=
1
(ξ(2n+2)
n+1 )
2(ξ(2n+1)−n−1 )
2
(>0), (1.19)
with
ξ(2n+2)
n+1 :=h
+
[
ξ(2n)n
]
,
where the homomorphisms h± (shift-up, +, and shift-down, −, operators) are defined as follows:
h± : Z→Z, n 7→h±[n] :=n±1 and f (n) 7→h±[ f (n)] := f (n±1);
furthermore, denoting by idZ the identity operator on Z, that is, idZ : Z→Z, n 7→ idZ[n] := n and
f (n) 7→idZ[ f (n)] := f (n), one arrives at (the Abelian relation) h+h−=h−h+=idZ.
Remark 1.3. It turns out that, for thepresentationof the asymptotic results of thiswork, it is convenient
to re-write dµ˜(z)=exp(−NV(z)) dz=exp(−nV˜(z)) dz=:dµ(z), n∈N, where
V˜(z)=zoV(z),
with
zo : N ×N→ (0,+∞), (N, n) 7→zo := N/n,
and where the ‘scaled’ external field V˜ : R \ {0}→R satisfies:
V˜ is real analytic on R \ {0}; (1.20)
lim
|x|→∞
(
V˜(x)/ ln(x2+1)
)
=+∞; (1.21)
lim
|x|→0
(
V˜(x)/ ln(x−2+1)
)
=+∞. (1.22)
(For example, a rational function of the form V˜(z)=
∑2m2
k=−2m1 ˜̺kzk, with ˜̺k∈R, k=−2m1, . . . , 2m2,m1,2∈N,
and ˜̺−2m1 , ˜̺2m2 > 0 would satisfy conditions (1.20)–(1.22).) Note that, under the homomorphisms
h± : Z→Z,
zo 7→h±[zo]=zo
(
1± 1
n
)−1
.
Hereafter, the double-scaling limit asN, n→∞ such that zo=1+o(1) is studied: the simplified ‘notation’
n→∞ will be adopted. 
Remark 1.4. The reader is reminded that, in the more classical setting of standard Hankel deter-
minants, they are directly related to the theory of random matrices; indeed, as is well known, the
partition function in Random Matrix Theory is actually a Hankel determinant. The asymptotic (as
n→∞) behaviour of Hankel determinants with respect to varying exponential weights has only been
proved for the ‘single-interval/one-cut’ case [25]. In the present, more general, setting, the asymptotic
(as n→∞) behaviour of the generalisedHankel determinants (1.14)–(1.17)with respect to the varying
exponential weight w(z)=exp(−nV˜(z)), n∈N, where V˜ : R \ {0}→R satisfies conditions (1.20)–(1.22),
is a very challenging undertaking; however, with the asymptotic (as n→∞) results of this work,
one can easily obtain (real-valued) asymptotics (as n→∞) for PξH(−2n)2n , PξH(−2n)2n+1 , PξH(−2n+1)2n , and
PξH
(−2n−1)
2n+1 , where Pξ :=
∏n
j=0(ξ
(2 j)
j
)2
∏n
k=0(ξ
(2k+1)
−k−1 )
2. 
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Unlike orthogonal polynomials, which satisfy a system of three-term recurrence relations, or-
thonormal/orthogonal L-polynomials satisfy more complicated recurrence relations: there are several
different versions of these recurrence relations [11, 16, 17, 26–28]. The general form of these (system
of) recurrence relations is a pair of three- and five-term recurrence relations (see, for example, [26]):
for n∈Z+0 ,
zφ2n+1(z)=b
♯
2n+1φ2n(z)+a
♯
2n+1φ2n+1(z)+b
♯
2n+2φ2n+2(z), (1.23)
zφ2n(z)=c
♯
2nφ2n−2(z)+b
♯
2nφ2n−1(z)+a
♯
2nφ2n(z)+b
♯
2n+1φ2n+1(z)+c
♯
2n+2φ2n+2(z), (1.24)
where c♯0=b
♯
0=0, and c
♯
2k>0, k∈N, and
z−1φ2n(z)=β
♯
2nφ2n−1(z)+α
♯
2nφ2n(z)+β
♯
2n+1φ2n+1(z), (1.25)
z−1φ2n+1(z)=γ
♯
2n+1φ2n−1(z)+β
♯
2n+1φ2n(z)+α
♯
2n+1φ2n+1(z)+β
♯
2n+2φ2n+2(z)+γ
♯
2n+3φ2n+3(z), (1.26)
where β♯0 = γ
♯
1 = 0, β
♯
1 > 0, and γ
♯
2k+1 > 0, k ∈ N, leading, respectively, to the real-symmetric, tri-
penta-diagonal-type Laurent-Jacobi matrices, F and G, for the mappings F : ΛR→ΛR, f(z) 7→ zf(z), and
G : ΛR→ΛR, g(z) 7→z−1g(z),
F =

a♯0 b
♯
1 c
♯
2
b
♯
1 a
♯
1 b
♯
2
c♯2 b
♯
2 a
♯
2 b
♯
3 c
♯
4
b♯3 a
♯
3 b
♯
4
c♯4 b
♯
4 a
♯
4 b
♯
5 c
♯
6
b
♯
5 a
♯
5 b
♯
6
c
♯
6 b
♯
6 a
♯
6 b
♯
7 c
♯
8
b
♯
7 a
♯
7 b
♯
8
c♯8 b
♯
8 a
♯
8 b
♯
9 c
♯
10
. . .
. . .
. . .
b
♯
2k+1 a
♯
2k+1 b
♯
2k+2
c
♯
2k+2 b
♯
2k+2 a
♯
2k+2 b
♯
2k+3 c
♯
2k+4
. . .
. . .
. . .

, (1.27)
and
G =

α♯0 β
♯
1
β♯1 α
♯
1 β
♯
2 γ
♯
3
β♯2 α
♯
2 β
♯
3
γ♯3 β
♯
3 α
♯
3 β
♯
4 γ
♯
5
β♯4 α
♯
4 β
♯
5
γ♯5 β
♯
5 α
♯
5 β
♯
6 γ
♯
7
β♯6 α
♯
6 β
♯
7
γ♯7 β
♯
7 α
♯
7 β
♯
8 γ
♯
9
β♯8 α
♯
8 β
♯
9
. . .
. . .
. . .
γ♯2k+1 β
♯
2k+1 α
♯
2k+1 β
♯
2k+2 γ
♯
2k+3
β♯2k+2 α
♯
2k+2 β
♯
2k+3
. . .
. . .
. . .

, (1.28)
with zeros outside the indicated diagonals; furthermore, as shown in [26], F and G are formal
inverses, that is, FG=GF =diag(1, 1, . . . , 1, . . . ).
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Remark 1.5. There are multitudinous applications of orthogonal L-polynomials and their associated
Laurent-Jacobi matrices. To list a few: (i) numerical analysis (quadrature formulae) and trigonomet-
ric moment problems [29]; (ii) the spectral theory of one-to-one self-adjoint operators in infinite-
dimensional (necessarily separable) Hilbert spaces [26, 30]; (iii) complex approximation theory (two-
point Padé approximants) [31]; (iv) the direct/inverse scattering theory for the finite relativistic Toda
lattice [32, 33] (see, also, the recent work [34], related to an extension of the Toda lattice); and (v) the
classical Pick-Nevanlinna problem [35]. Some further comments on these connections can be found
in Section 1 of [21] (see, also, [23], and the many references therein). It turns out that n→∞ asymp-
totics of orthogonal L-polynomials are an essential calculational ingredient in analyses related to the
above-mentioned, seemingly disparate, topics. 
It is, by now, a well-known, if not established, mathematical fact that variational conditions for
minimisation problems in logarithmic potential theory, via the equilibrium measure [36–39], play a
crucial rôle in the asymptotic analysis of (matrix) Riemann-Hilbert problems (RHPs) associated with
(continuous and discrete) orthogonal polynomials, their roots, and corresponding recurrence relation
coefficients (see, for example, [40–47]). The situation with respect to the large-n asymptotic analysis
for the monic orthogonal L-polynomials, πn(z), is analogous; however, unlike the asymptotic analysis
for the orthogonal polynomials case, the asymptotic analysis for πn(z) requires the consideration of
two different families of RHPs, one for even degree (see RHP1 below) and one for odd degree (see
RHP2 below). Thus, one must consider two sets of variational conditions for two (suitably posed)
minimisation problems. Recall that the orthonormal L-polynomials, {φm(z)}m∈Z+0 (cf. Equations (1.2)
and (1.3)), are related to themonic orthogonalL-polynomials, {πm(z)}m∈Z+0 , via Equations (1.4) and (1.5).
The even degree and odd degree monic orthogonal L-polynomial problems for π2n(z) (m= 2n) and
π2n+1(z) (m=2n+1), respectively, are formulated, à la Fokas-Its-Kitaev [48, 49], as the following matrix
RHPs on R.
Before stating them, however, the notations/nomenclaturae used throughout the text are now
summarised.
✞
✝
☎
✆N C
(1) I=
(
1 0
0 1
)
is the 2 × 2 identity matrix, σ1=
(
0 1
1 0
)
, σ2=
(
0 −i
i 0
)
, and σ3=
(
1 0
0 −1
)
are the Pauli matrices,
σ± := 12 (σ1±iσ2), R± := {x∈R; ±x>0}, and C± := {z∈C; ±Im(z)>0};
(2) a contourDwhich is the finite union of piecewise-smooth, simple curves (as closed sets) is said
to be orientable if its complement, C \D, can always be divided into two, possibly disconnected,
disjoint open sets℧+ and℧− , either of which has finitely many components, such thatD admits
an orientation so that it can either be viewed as a positively oriented boundaryD+ for℧+ or as
a negatively oriented boundaryD− for℧− [50], that is, the (possibly disconnected) components
of C \D can be coloured by + or − in such a way that the + regions do not share boundary with
the − regions, except, possibly, at finitely many points [51];
(3) for each segment of an oriented contour D, according to the given orientation, the “+” side
is to the left and the “-” side is to the right as one traverses the contour in the direction
of orientation; so, for a matrix-valued function A(z), A±(z) denote the non-tangential limits
A±(z) := lim z′→z
z′∈± side ofD
A(z′);
(4) unless stated otherwise, exponents such as zν shall be interpreted as principal branches;
(5) for some point setD ⊂ X, with X=C or R,D :=D∪ ∂D, andDc :=X \D;
(6) unless stated otherwise, R is oriented from −∞ to +∞;
(7) for a 2 × 2 matrix-valued function A(z), Ai j(z), i, j=1, 2, denotes the (i j)-element of A(z);
(8) for a 2 × 2 matrix-valued function Y(z), the notation Y(z) =z→z0 O(∗) means Yi j(z) =z→z0 O(∗i j),
i, j=1, 2 (mutatis mutandis for o(1)).
The RHP which characterises the even degree monic orthogonal L-polynomials π2n(z), n∈Z+0 , is
now stated.
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RHP1 ([21]). Let V : R \ {0}→R satisfy conditions (V1)–(V3). Find
e
Y: C \R→SL2(C) solving: (i)
e
Y(z)
is holomorphic for z∈C \R; (ii) for z∈R, the boundary values
e
Y±(z) satisfy the jump condition
e
Y+(z) =
e
Y−(z)
(
I+exp(−NV(z))σ+) ;
(iii)
e
Y(z)z−nσ3=z→∞
z∈C\R
I+O(z−1); and (iv)
e
Y(z)znσ3 =z→0
z∈C\R
O(1).
Lemma 1.1 ([21]). Let
e
Y: C \R→SL2(C) solve RHP1. RHP1 possesses a unique solution given by: (i) for
n=0,
e
Y(z)=
(
1
∫
R
exp(−NV(s))
s−z
ds
2πi
0 1
)
, z∈C \R,
where π0(z) :=
e
Y11(z)≡1; and (ii) for n∈N,
e
Y(z)=
π2n(z)
∫
R
π2n(s) exp(−NV(s))
s−z
ds
2πi
e
Y21(z)
∫
R
e
Y21(s) exp(−NV(s))
s−z
ds
2πi
 , z∈C \R, (1.29)
where
e
Y21 : C∗→C, and π2n(z) is the even degree monic OLP defined in Equation (1.4).
The RHP which characterises the odd degree monic orthogonal L-polynomials π2n+1(z), n∈Z+0 ,
is now stated.
RHP2 ([22]). Let V : R \ {0}→R satisfy conditions (V1)–(V3). Find
o
Y: C \R→SL2(C) solving: (i)
o
Y(z)
is holomorphic for z∈C \R; (ii) for z∈R, the boundary values
o
Y±(z) satisfy the jump condition
o
Y+(z) =
o
Y−(z)
(
I+exp(−NV(z))σ+) ;
(iii)
o
Y(z)znσ3=z→0
z∈C\R
I+O(z); and (iv)
o
Y(z)z−(n+1)σ3 =z→∞
z∈C\R
O(1).
Lemma 1.2 ([22]). Let
o
Y: C \R→SL2(C) solve RHP2. RHP2 possesses a unique solution given by: (i) for
n=0,
o
Y(z)=
zπ1(z) z
∫
R
(sπ1(s)) exp(−NV(s))
s(s−z)
ds
2πi
2πiz 1+z
∫
R
exp(−NV(s))
s−z ds
 , z∈C \R,
where π1(z)= 1z+
ξ(1)0
ξ(1)−1
, with
ξ(1)0
ξ(1)−1
=−
∫
R
s−1 exp(−NV(s)) ds,N∈N; and (ii) for n∈N,
o
Y(z)=
zπ2n+1(z) z
∫
R
(sπ2n+1(s)) exp(−NV(s))
s(s−z)
ds
2πi
o
Y21(z) z
∫
R
o
Y21(s) exp(−NV(s))
s(s−z)
ds
2πi
 , z∈C \R, (1.30)
where
o
Y21 : C∗→C, and π2n+1(z) is the odd degree monic OLP defined in Equation (1.5).
This paper, which is not completely self-contained (see Remark 1.6 below), is a continuation,
proper, of [21, 22], where, for example, asymptotics in the double-scaling limit as N, n → ∞ such
that zo=1+o(1) of the monic orthogonal L-polynomials, {πn(z)}n∈Z+0 , and orthonormal L-polynomials,{φn(z)}n∈Z+0 , in the entire complex plane, were obtained. In [21, 22], the L-polynomials were taken to be
orthogonal with respect to the varying exponential measure (cf. Remark 1.3)1 dµ(z)=e−nV˜(z) dz, where
1Note that LD(πm) = LD(φm) =
2n, m=even,2n+1, m=odd, coincides with the parameter in the measure of orthogonality: the
large parameter, n, enters simultaneously into the L-degree of the L-polynomials and the (varying exponential) weight; thus,
asymptotics of the L-polynomials are studied along a ‘diagonal strip’ of a doubly-indexed sequence.
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the external field2 V˜ : R \ {0}→R satisfies conditions (1.20)–(1.22). Furthermore, asymptotics of the
‘even’ and ‘odd’ norming constants, ξ(2n)n and ξ
(2n+1)
−n−1 , respectively, as well as, subsequently, those of
the (‘even’ and ‘odd’) norms ‖π2n(·)‖L, ‖π2n+1(·)‖L, and the Hankel determinant ratios H(−2n)2n /H(−2n)2n+1 ,
H
(−2n)
2n+1 /H
(−2n−2)
2n+2 , were also obtained. The aforementioned asymptotics were derived by extracting the
large-n behaviours of the respective solutions of RHP1 and RHP2. The paradigm for the asymptotic
analysis of RHP1 and RHP2 is a union of the Deift-Zhou (DZ) non-linear steepest-descent method
[1, 2], used for the asymptotic analysis of undulatory RHPs, and the extension of Deift-Venakides-
Zhou [3], incorporating into the DZ method a non-linear analogue of the WKB method, making
the asymptotic analysis of fully non-linear problems tractable. It should be re-emphasized that,
in this context, the equilibrium measure plays an absolutely crucial rôle in the analysis [36–39];
multitudinous extensions and applications of the DZ method can be found in [40–47, 53–67].
In this paper, asymptotics for the following quantities are obtained:
• the (real) root products of the L-polynomials, for both the non-singular and singular cases,
2n∏
k=1
α(2n)
k
,
2n+1∏
k=1
α(2n+1)
k
,
2n−1∏
k=1
α(2n)
k
,
2n∏
k=1
α(2n+1)
k
;
• Hankel determinant ratios (all real valued) associated with the bi-infinite, real-valued, strong
moment sequence
{
ck=
∫
R
sk exp(−nV˜(s)) ds, n∈N
}
k∈Z,
H
(−2n−2)
2n+2
H
(−2n)
2n
,
H
(−2n−2)
2n+3
H
(−2n)
2n+1
,
H
(−2n+1)
2n
H
(−2n)
2n
,
H
(−2n−1)
2n+1
H
(−2n)
2n+1
;
• recurrence relation coefficients (all real valued),
a♯2n, b
♯
2n, c
♯
2n, a
♯
2n+1, b
♯
2n+1, c
♯
2n+2, b
♯
2n+2, α
♯
2n, β
♯
2n, γ
♯
2n+1, α
♯
2n+1, β
♯
2n+1, γ
♯
2n+3, β
♯
2n+2,
and subsequently those of the (real-symmetric, tri-penta-diagonal-type) Laurent-Jacobimatrices
F and G.
In order to accomplish this, the asymptotic results of [21, 22], in particular, asymptotics of
e
Y(z) and
o
Y(z) as z→0 and z→∞, where z∈C \R, with n-dependent coefficients, are used.
Given the results of [21, 22], carrying through with the above-mentioned programme involves
lengthy algebraic calculations. A plethora of notations remains to be introduced and defined; in
particular, basic elements associated with the construction of hyperelliptic and finite genus (com-
pact) Riemann surfaces and the corresponding Riemann theta functions, and the construction of the
respective ‘even’ and ‘odd’ equilibrium measures (see Section 2).
Remark 1.6. Strictly speaking, this paper is a hybrid continuation of [21, 22], and is not completely
self-contained: concepts, definitions, formulas, and theorems proven in [21, 22] are used. 
Remark 1.7. The superscripts ±, and sometimes the subscripts ±, used throughout the paper should
not be confused with the subscripts ± appearing in the various RHPs. 
Remark 1.8. AlthoughC (orCP1) :=C∪{∞} (resp.,R :=R∪{−∞}∪{+∞}) is the standarddefinition for
the (closed) Riemann sphere (resp., closed real line), the simplified, and somewhat abusive, notation
C (resp.,R) is used to denote both the (closed) Riemann sphere, C (resp., closed real line, R), and the
(open) complex field,C (resp., open real line,R), and the context(s) should make clear which object(s)
the notation C (resp.,R) represents. 
2 Preliminary Considerations and Auxiliary Functions
In this section, auxiliary information which is necessary in order to obtain the asymptotic (as n→∞)
results presented in Section 3 is gathered. Towards this end, a terse presentation of all the relevant
particulars follows (see [21, 22] for complete details and proofs).
2For real non-analytic external fields, see the recent work [52].
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It turns out that, for the asymptotic analysis of this work, the following multi-valued functions,
and their associated hyperelliptic Riemman surfaces of genus N (∈N), assumed finite, are essential;
for further details, and proofs, see, for example, [68, 69]. There are two cases to consider: the case of
even degree, and the case of odd degree. The even degree case is treated first.
√
Re(z) Given the set of real points −∞< ae0 < be0 < ae1 < be1 < · · ·< aeN < beN < +∞, where aeN+1 ≡ ae0 (as
points on the Riemann sphere, C), define the multi-valued function (Re(z))1/2 as follows:
(Re(z))1/2 :=
 N∏
k=0
(
z−bek
)(
z−aek+1
)
1/2
(2.1)
(see [21], Figure 1). It must be noted that the set of points {be
j−1, a
e
j
}N+1
j=1 , which form the end-points
of the support of the associated ‘even’ equilibriummeasure (see below), are not arbitrary; rather,
they satisfy the (real)n-dependent and locally solvable systemof 2(N+1)moment conditions (2.12).
The function Re(z) (∈ R[z]: the algebra of polynomials in z with coefficients in R) is a unital
polynomial of even degree (deg(Re(z))=2(N+1)) whose simple roots/zeros are {bej−1, aej}N+1j=1 .
Let Ye :=
{
(y, z); y2=Re(z)
}
denote the two-sheeted Riemann surface of genus N associ-
ated with y2 = Re(z): the first sheet of Ye is denoted by Y+e , and points on the first sheet are
represented as z+ := (z,+(Re(z))1/2); similarly, the second sheet of Ye is denoted by Y−e , and
points on the second sheet are represented as z− := (z,−(Re(z))1/2). As points on the plane
C, z+ = z− := z. The single-valued branch for the square root of (Re(z))1/2 is chosen so that
z−(N+1)(Re(z))1/2 ∼z→∞
z∈Y±e
±1. Ye is realised as a (two-sheeted) branched/ramified covering of the
Riemann sphere such that its two sheets are two identical copies of C with branch cuts (slits)
along the intervals (ae0, b
e
0), (a
e
1, b
e
1), . . . , (a
e
N
, be
N
) and glued together ‘cross-wise’ in the canoni-
cal manner along ∪N+1
j=1 (a
e
j−1, b
e
j−1). The canonical 1-homology basis for Ye are the cycles (closed
contours) αe0 and {αej, βej}, j = 1, . . . ,N, which are characterised by the fact that the cycles αej,
j=0, . . . ,N, lie onY+e , and the cycles βej, j=1, . . . ,N, pass fromY+e (starting from the slit (aej, bej)),
through the slit (ae0, b
e
0) to Y−e , and back again to Y+e through the slit (aej, bej) (see [21], Figure 3).
(Note: in this work, Y±e =C±.)
The canonical 1-homology basis {αe
j
, βej}, j= 1, . . . ,N, generates, on Ye, the (corresponding)
αe-normalised basis of holomorphic Abelian differentials (one-forms) {ωe1, ωe2, . . . , ωeN}, where
ωe
j
:=
∑N
k=1
ce
jk
zN−k
√
Re(z)
dz, ce
jk
∈C, j=1, . . . ,N, and
∮
αe
k
ωe
j
=δkj, k, j=1, . . . ,N:ωel , l=1, . . . ,N, is real valued
on∪N+1
j=1 (a
e
j−1, b
e
j−1), and has exactly one (real) root in any (open) interval (a
e
j−1, b
e
j−1), j=1, . . . ,N+1;
furthermore, in the intervals (be
j−1, a
e
j
), j=1, . . . ,N, ωe
l
, l=1, . . . ,N, take non-zero, pure imaginary
values. Letωe := (ωe1, ω
e
2, . . . , ω
e
N
) denote the basis of holomorphic one-forms onYe as normalised
above with the associated N×N Riemann matrix of βe-periods, τe = (τe)i, j=1,...,N := (
∮
βej
ωe
i
)i, j=1,...,N.
The Riemann matrix, τe, is symmetric and pure imaginary, −iτe is positive definite (Im(τe
i j
)>0),
and det(τe), 0. For the holomorphic Abelian differential (one-form) ωe defined above, choose
ae
N+1 as the base point, and set u
e : Ye→ Jac(Ye), z 7→ue(z) :=
∫ z
ae
N+1
ωe, where Jac(Ye) :=CN/{N+τeM},
(N,M) ∈ZN×ZN, is the Jacobi variety of Ye, and the integration from aeN+1 to z (∈ Ye) is taken
along any path onY+e .
Remark 2.1. From the representation ωe
j
=
∑N
k=1
ce
jk
zN−k
√
Re(z)
dz, j = 1, . . . ,N, and the normalisation
condition
∮
αe
k
ωe
j
=δkj, k, j=1, . . . ,N, one shows that cejk, k, j=1, . . . ,N, are obtained from
ce11 c
e
12 · · · ce1N
ce21 c
e
22 · · · ce2N
...
...
. . .
...
ce
N1 c
e
N2 · · · ceNN
=S˜−1e , (E1)
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where
S˜e :=

∮
αe1
ds1√
Re(s1)
∮
αe2
ds2√
Re(s2)
· · ·
∮
αe
N
dsN√
Re(sN)∮
αe1
s1ds1√
Re(s1)
∮
αe2
s2ds2√
Re(s2)
· · ·
∮
αe
N
sNdsN√
Re(sN)
...
...
. . .
...∮
αe1
sN−11 ds1√
Re(s1)
∮
αe2
sN−12 ds2√
Re(s2)
· · ·
∮
αe
N
sN−1
N
dsN√
Re(sN)

. (E2)
For a (representation-independent) proof of the fact that det(S˜e),0, see, for example,Chapter 10,
Section 10–2, of [68]. 
Set [21]
γe(z) :=

N+1∏
k=1
(z−be
k−1)(z−aek)−1

1/4
, z∈C+,
−i
N+1∏
k=1
(z−be
k−1)(z−aek)−1

1/4
, z∈C−.
(2.2)
It is shown in Section 4 of [21] that γe(z)=z→∞
z∈Y±e
(−i)(1∓1)/2(1+O(z−1)), and that
{
ze,±
j
}N
j=1
=
{
z±∈Y±e ; (γe(z)∓(γe(z))−1)|z=z±=0
}
, (2.3)
with ze,±
j
∈ (ae
j
, be
j
)± (⊂Y±e ), j= 1, . . . ,N, where, as points on the plane, ze,+j = ze,−j := zej, j= 1, . . . ,N
(on the plane, ze
j
∈ (ae
j
, be
j
), j=1, . . . ,N).
Corresponding toYe, define de :=−Ke−
∑N
j=1
∫ ze,−
j
ae
N+1
ωe (∈CN), where Ke is the associated ‘even’
vector of Riemann constants, and the integration from ae
N+1 to z
e,−
j
, j = 1, . . . ,N, is taken along a
fixed path in Y−e . It is shown in Chapter VII of [69] that Ke=
∑N
j=1
∫ ae
N+1
ae
j
ωe; furthermore, Ke is a
point of order 2, that is, 2Ke = 0 and sKe , 0 for 0< s< 2. Recalling the definition of ωe and that
z−(N+1)(Re(z))1/2∼z→∞
z∈C±
±1, using the fact that Ke is a point of order 2, one arrives at
de = − Ke−
N∑
j=1
∫ ze,−
j
ae
N+1
ωe=Ke−
N∑
j=1
∫ ze,−
j
ae
N+1
ωe=−Ke+
N∑
j=1
∫ ze,+
j
ae
N+1
ωe=Ke+
N∑
j=1
∫ ze,+
j
ae
N+1
ωe
= −
N∑
j=1
∫ ze,−
j
ae
j
ωe=
N∑
j=1
∫ ze,+
j
ae
j
ωe. (2.4)
Associated with the Riemann matrix of βe-periods, τe, is the ‘even’ Riemann theta function:
θ(z; τe)=:θe(z)=
∑
m∈ZN
e2πi(m,z)+πi(m,τ
em), z∈CN, (2.5)
where (·, ·) denotes the real Euclidean inner/scalar product3; θe(z) has the following evenness
and (quasi-) periodicity properties,
θe(−z)=θe(z), θe(z+e j)=θe(z), and θe(z±τej)=e∓2πiz j−iπτ
e
j jθe(z),
where e j is the standard (basis) column vector in CN with 1 in the jth entry and 0 elsewhere,
and τe
j
:=τee j (∈CN), j=1, . . . ,N.
The odd degree case is now treated.
3For A=(A1 ,A2, . . . ,AN)∈EN and B=(B1 ,B2, . . . ,BN)∈EN , (A,B) :=
∑N
k=1 AkBk.
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√
Ro(z) Given the set of real points −∞< ao0 < bo0 < ao1 < bo1 < · · ·< aoN < boN <+∞, where aoN+1 ≡ ao0 (as
points on the Riemann sphere, C), define the multi-valued function (Ro(z))1/2 as follows:
(Ro(z))1/2 :=
 N∏
k=0
(
z−bok
)(
z−aok+1
)
1/2
(2.6)
(see [22], Figure 2). It must be noted that the set of points {bo
j−1, a
o
j
}N+1
j=1 , which form the end-
points of the support of the associated ‘odd’ equilibriummeasure (see below), are not arbitrary;
rather, they satisfy the (real) n-dependent and locally solvable system of 2(N+ 1) moment
conditions (2.18). The function Ro(z) (∈R[z]) is a unital polynomial of even degree (deg(Ro(z))=
2(N+1)) whose simple roots/zeros are {bo
j−1, a
o
j
}N+1
j=1 .
Let Yo :=
{
(y, z); y2=Ro(z)
}
denote the two-sheeted Riemann surface of genus N associ-
ated with y2 = Ro(z): the first sheet of Yo is denoted by Y+o , and points on the first sheet are
represented as z+ := (z,+(Ro(z))1/2); similarly, the second sheet of Yo is denoted by Y−o , and
points on the second sheet are represented as z− := (z,−(Ro(z))1/2). As points on the plane
C, z+ = z− := z. The single-valued branch for the square root of (Ro(z))1/2 is chosen so that
z−(N+1)(Ro(z))1/2 ∼z→∞
z∈Y±o
±1. Yo is realised as a (two-sheeted) branched/ramified covering of the
Riemann sphere such that its two sheets are two identical copies of C with branch cuts (slits)
along the intervals (ao0, b
o
0), (a
o
1, b
o
1), . . . , (a
o
N
, bo
N
) and glued together ‘cross-wise’ in the canonical
manner along ∪N+1
j=1 (a
o
j−1, b
o
j−1). The canonical 1-homology basis for Yo are the cycles (closed
contours) αo0 and {αoj , βoj}, j = 1, . . . ,N, which are characterised by the fact that the cycles αoj ,
j=0, . . . ,N, lie onY+o , and the cycles βoj , j=1, . . . ,N, pass fromY+o (starting from the slit (aoj , boj)),
through the slit (ao0, b
o
0) to Y−o , and back again to Y+o through the slit (aoj , boj) (see [22], Figure 4).
(Note: in this work, Y±o =C±.)
The canonical 1-homology basis {αo
j
, βoj}, j= 1, . . . ,N, generates, on Yo, the (corresponding)
αo-normalised basis of holomorphic Abelian differentials (one-forms) {ωo1, ωo2, . . . , ωoN}, where
ωo
j
:=
∑N
k=1
co
jk
zN−k
√
Ro(z)
dz, co
jk
∈C, j=1, . . . ,N, and
∮
αo
k
ωo
j
=δkj, k, j=1, . . . ,N:ωol , l=1, . . . ,N, is real valued
on∪N+1
j=1 (a
o
j−1, b
o
j−1), and has exactly one (real) root in any (open) interval (a
o
j−1, b
o
j−1), j=1, . . . ,N+1;
furthermore, in the intervals (bo
j−1, a
o
j
), j=1, . . . ,N, ωo
l
, l=1, . . . ,N, take non-zero, pure imaginary
values. Letωo := (ωo1, ω
o
2, . . . , ω
o
N
) denote the basis of holomorphic one-forms onYo as normalised
above with the associated N×N Riemann matrix of βo-periods, τo= (τo)i, j=1,...,N := (
∮
βoj
ωo
i
)i, j=1,...,N.
The Riemann matrix, τo, is symmetric and pure imaginary, −iτo is positive definite (Im(τo
i j
)>0),
and det(τo), 0. For the holomorphic Abelian differential (one-form) ωo defined above, choose
ao
N+1 as thebasepoint, and setu
o : Yo→ Jac(Yo), z 7→uo(z) :=
∫ z
ao
N+1
ωo,where Jac(Yo) :=CN/{N+τoM},
(N,M) ∈ZN×ZN, is the Jacobi variety of Yo, and the integration from aoN+1 to z (∈ Yo) is taken
along any path onY+o .
Remark 2.2. From the representation ωo
j
=
∑N
k=1
co
jk
zN−k
√
Ro(z)
dz, j = 1, . . . ,N, and the normalisation
condition
∮
αo
k
ωo
j
=δkj, k, j=1, . . . ,N, one shows that cojk, k, j=1, . . . ,N, are obtained from
co11 c
o
12 · · · co1N
co21 c
o
22 · · · co2N
...
...
. . .
...
co
N1 c
o
N2 · · · coNN
=S˜−1o , (O1)
where
S˜o :=

∮
αo1
ds1√
Ro(s1)
∮
αo2
ds2√
Ro(s2)
· · ·
∮
αo
N
dsN√
Ro(sN)∮
αo1
s1ds1√
Ro(s1)
∮
αo2
s2ds2√
Ro(s2)
· · ·
∮
αo
N
sNdsN√
Ro(sN)
...
...
. . .
...∮
αo1
sN−11 ds1√
Ro(s1)
∮
αo2
sN−12 ds2√
Ro(s2)
· · ·
∮
αo
N
sN−1
N
dsN√
Ro(sN)

. (O2)
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For a (representation-independent) proof of the fact thatdet(S˜o),0, see, for example,Chapter 10,
Section 10–2, of [68]. 
Set [22]
γo(z) :=

N+1∏
k=1
(z−bo
k−1)(z−aok)−1

1/4
, z∈C+,
−i
N+1∏
k=1
(z−bo
k−1)(z−aok)−1

1/4
, z∈C−.
(2.7)
It is shown inSection4of [22] thatγo (z)=z→0
z∈Y±o
(−i)(1∓1)/2γo(0)(1+O(z)),whereγo(0) := (∏N+1k=1 bok−1(aok)−1)1/4
(>0), and that a set of N upper-edge and lower-edge finite-length-gap roots/zeros are{
zo,±
j
}N
j=1
=
{
z±∈Y±o ; ((γo(0))−1γo(z)∓γo(0)(γo(z))−1)|z=z±=0
}
, (2.8)
with zo,±
j
∈ (ao
j
, bo
j
)± (⊂Y±o ), j= 1, . . . ,N, where, as points on the plane, zo,+j = zo,−j := zoj , j= 1, . . . ,N
(on the plane, zo
j
∈ (ao
j
, bo
j
), j=1, . . . ,N).
Corresponding toYo, define do :=−Ko−
∑N
j=1
∫ zo,−
j
ao
N+1
ωo (∈CN), where Ko is the associated ‘odd’
vector of Riemann constants, and the integration from ao
N+1 to z
o,−
j
, j=1, . . . ,N, is taken along a
fixed path in Y−o . It is shown in Chapter VII of [69] that Ko=
∑N
j=1
∫ ao
N+1
ao
j
ωo; furthermore, Ko is a
point of order 2, that is, 2Ko= 0 and sKo, 0 for 0< s< 2. Recalling the definition of ωo and that
z−(N+1)(Ro(z))1/2∼z→∞
z∈C±
±1, using the fact that Ko is a point of order 2, one arrives at
do = − Ko−
N∑
j=1
∫ zo,−
j
ao
N+1
ωo=Ko−
N∑
j=1
∫ zo,−
j
ao
N+1
ωo=−Ko+
N∑
j=1
∫ zo,+
j
ao
N+1
ωo=Ko+
N∑
j=1
∫ zo,+
j
ao
N+1
ωo
= −
N∑
j=1
∫ zo,−
j
ao
j
ωo=
N∑
j=1
∫ zo,+
j
ao
j
ωo. (2.9)
Associated with the Riemann matrix of βo-periods, τo, is the ‘odd’ Riemann theta function:
θ(z; τo)=:θo(z)=
∑
m∈ZN
e2πi(m,z)+πi(m,τ
om), z∈CN; (2.10)
θo(z) has the following evenness and (quasi-) periodicity properties,
θo(−z)=θo(z), θo(z+e j)=θo(z), and θo(z±τoj)=e∓2πiz j−iπτ
o
j jθo(z),
where τo
j
:=τoe j (∈CN), j=1, . . . ,N.
Some variational theory from [21] and [22] is now summarised. The following discussion is
decomposed into two parts: one part corresponding to RHP1 for
e
Y: C \R→SL2(C), denoted as P1 ;
and the other part corresponding to RHP2 for
o
Y: C \R→SL2(C), denoted as P2 .
P1 Let V˜ : R \ {0}→R satisfy conditions (1.20)–(1.22). Let IeV[µe] : M1(R)→R denote the functional
IeV[µ
e]=
"
R2
ln
( |st|
|s−t|2
)
dµe(s) dµe(t)+2
∫
R
V˜(s) dµe(s), (2.11)
and consider the associated minimisation problem,
EeV= inf
{
IeV[µ
e]; µe∈M1(R)
}
.
In [21], it is proven that the infimum is finite, and there is a uniquemeasureµe
V
(∈M1(R)) achiev-
ing the infimum. Themeasure µeV is referred to as the ‘even’ equilibriummeasure. Furthermore,
the following ‘regularity’ (see below) properties of µe
V
are also established in [21]:
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• the ‘even’ equilibrium measure has compact support which consists of the disjoint union
of a finite number of bounded real intervals; in fact, as shown in [21], supp(µe
V
) =: Je =
∪N+1
j=1 (b
e
j−1, a
e
j
) (⊂ R \ {0}), where {be
j−1, a
e
j
}N+1
j=1 , as described in item
√
Re(z) above, with
be0 :=min{supp(µeV)}< {−∞, 0}, aeN+1 :=max{supp(µeV)} < {0,+∞}, and −∞< be0 < ae1 < be1 < ae2 <· · · < beN < aeN+1 < +∞, constitute the end-points of the support of the ‘even’ equilibrium
measure;
• the end-points {be
j−1, a
e
j
}N+1
j=1 satisfy the following n-dependent and (locally) solvable system
of 2(N+1) real moment conditions [21]:∫
Je
(2s−1+V˜′(s))s j
(Re(s))
1/2
+
ds=0, j=0, . . . ,N,
∫
Je
(2s−1+V˜′(s))sN+1
(Re(s))
1/2
+
ds=−4πi,
∫ be
j
ae
j
 i(Re(s))1/22π
∫
Je
(2ξ−1+V˜′(ξ))
(Re(ξ))
1/2
+ (ξ−s)
dξ
ds= ln
∣∣∣∣∣∣∣a
e
j
be
j
∣∣∣∣∣∣∣+ 12 (V˜(aej)−V˜(bej)) , j=1, . . . ,N,
(2.12)
where ′ denotes differentiation with respect to the argument,
(Re(z))1/2 :=
N+1∏
k=1
(z−bek−1)(z−aek)

1/2
,
(Re(x))
1/2
± := limε↓0(Re(x± iε))1/2, and the branch of the square root is chosen so that
z−(N+1)(Re(z))1/2∼z→∞
z∈C±
±1;
• the ‘even’ equilibriummeasure is absolutely continuouswith respect to Lebesguemeasure.
The density is given by
dµeV(x) :=ψ
e
V(x) dx=
1
2πi
(Re(x))
1/2
+ h
e
V(x)1 Je(x) dx, (2.13)
where
heV(z)=
1
2
∮
CeR
( iπs+
iV˜′(s)
2π )√
Re(s) (s−z)
ds (2.14)
(real analytic for z ∈ R \ {0}), CeR (⊂ C∗) is the union of two circular contours, one outer
one of large radius R♮ traversed clockwise and one inner one of small radius r♮ traversed
counter-clockwise, with the numbers 0< r♮ <R♮ <+∞ chosen such that, for (any) non-real
z in the domain of analyticity of V˜ (that is, C∗), int(CeR) ⊃ Je ∪ {z}, and 1 Je (x) denotes the
indicator (characteristic) function of the set Je. (Note that ψeV(x)>0 ∀ x∈ Je :=∪N+1j=1 [bej−1, aej]:
it vanishes like a square root at the end-points of the support of the ‘even’ equilibrium
measure, that is, ψe
V
(s)=s↓be
j−1O((s−bej−1)1/2) and ψeV(s)=s↑aejO((aej−s)1/2), j=1, . . . ,N+1.);
• the ‘even’ equilibrium measure and its (compact) support are (uniquely) characterised by
the following Euler-Lagrange variational equations: there exists ℓe∈R, the ‘even’ Lagrange
multiplier, and µe∈M1(R) such that
4
∫
Je
ln(|x−s|) dµe(s)−2 ln |x|−V˜(x)−ℓe=0, x∈ Je, (P(a)1 )
4
∫
Je
ln(|x−s|) dµe(s)−2 ln |x|−V˜(x)−ℓe60, x∈R \ Je; (P(b)1 )
• theEuler-Lagrangevariational equations canbe conveniently recast in termsof the complex
potential ge(z) of µe
V
:
ge(z) :=
∫
Je
ln
(
(z−s)2(zs)−1
)
dµeV(s), z∈C \ (−∞,max{0, aeN+1}). (2.15)
The function ge : C \ (−∞,max{0, ae
N+1})→C so defined satisfies:
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(P(1)1 ) g
e(z) is analytic for z∈C \ (−∞,max{0, ae
N+1});
(P(2)1 ) g
e(z)=z→∞
z∈C\R
ln(z)+O(1);
(P(3)1 ) g
e
+(z)+g
e
−(z)−V˜(z)−ℓe+2Qe=0, z∈ Je, where ge±(z) := limε↓0 ge(z±iε), and
Qe :=
∫
Je
ln(s) dµeV(s)=
∫
Je
ln(|s|) dµeV(s)+iπ
∫
Je∩R−
dµeV(s); (2.16)
(P(4)1 ) g
e
+(z)+ g
e
−(z)−V˜(z)−ℓe+2Qe 6 0, z ∈R \ Je, where equality holds for at most a finite
number of points;
(P(5)1 ) g
e
+(z)−ge−(z)= i fRge (z), z∈R, where fRge : R→R, and, in particular, ge+(z)−ge−(z)= i const.,
z∈R \ Je, with const.∈R;
(P(6)1 ) i(g
e
+(z)−ge−(z))′>0, z∈ Je, where equality holds for at most a finite number of points.
P2 Let V˜ : R \ {0}→R satisfy conditions (1.20)–(1.22). Let IoV[µo] : M1(R)→R denote the functional
IoV[µ
o]=
"
R2
ln
( |st|
|s−t|2+ 1n
)
dµo(s) dµo(t)+2
∫
R
V˜(s) dµo(s), n∈N, (2.17)
and consider the associated minimisation problem,
EoV= inf
{
IoV[µ
o]; µo∈M1(R)
}
.
In [22], it is proven that the infimum is finite, and there is a uniquemeasureµo
V
(∈M1(R)) achiev-
ing the infimum. The measure µo
V
is referred to as the ‘odd’ equilibrium measure. Furthermore,
the following ‘regularity’ (see below) properties of µoV are also established in [22]:
• the ‘odd’ equilibrium measure has compact support which consists of the disjoint union
of a finite number of bounded real intervals; in fact, as shown in [22], supp(µo
V
) =: Jo =
∪N+1
j=1 (b
o
j−1, a
o
j
) (⊂ R \ {0}), where {bo
j−1, a
o
j
}N+1
j=1 , as described in item
√
Ro(z) above, with
bo0 := min{supp(µoV)} < {−∞, 0}, aoN+1 := max{supp(µoV)} < {0,+∞}, and −∞ < bo0 < ao1 < bo1 <
ao2< · · ·< boN < aoN+1<+∞, constitute the end-points of the support of the ‘odd’ equilibrium
measure; (The number of intervals,N+1, is the same in the ‘odd’ case as in the ‘even’ case,
which can be established by a lengthy analysis similar to that contained in [38].)
• the end-points {bo
j−1, a
o
j
}N+1
j=1 satisfy the following n-dependent and (locally) solvable system
of 2(N+1) real moment conditions [22]:∫
Jo
(2s−1+V˜′(s))s j
(Ro(s))
1/2
+
ds=0, j=0, . . . ,N,
∫
Jo
(2s−1+V˜′(s))sN+1
(Ro(s))
1/2
+
ds
2πi
=−
(
2+
1
n
)
,
∫ bo
j
ao
j
 i(Ro(s))1/22π
∫
Jo
(2ξ−1+V˜′(ξ))
(Ro(ξ))
1/2
+ (ξ−s)
dξ
ds= ln
∣∣∣∣∣∣∣a
o
j
bo
j
∣∣∣∣∣∣∣+ 12 (V˜(aoj)−V˜(boj)) , j=1, . . . ,N,
(2.18)
where
(Ro(z))1/2 :=
N+1∏
k=1
(z−bok−1)(z−aok)

1/2
,
(Ro(x))
1/2
± := limε↓0(Ro(x± iε))1/2, and the branch of the square root is chosen so that
z−(N+1)(Ro(z))1/2∼z→∞
z∈C±
±1;
• the ‘odd’ equilibriummeasure is absolutely continuous with respect to Lebesguemeasure.
The density is given by
dµoV(x) :=ψ
o
V(x) dx=
1
2πi
(Ro(x))
1/2
+ h
o
V(x)1Jo (x) dx, (2.19)
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where
hoV(z)=
(
2+
1
n
)−1 ∮
CoR
( iπs+
iV˜′(s)
2π )√
Ro(s) (s−z)
ds (2.20)
(real analytic for z ∈ R \ {0}), CoR (⊂ C∗) is the union of two circular contours, one outer
one of large radius R♭ traversed clockwise and one inner one of small radius r♭ traversed
counter-clockwise, with the numbers 0< r♭<R♭<+∞ chosen such that, for (any) non-real
z in the domain of analyticity of V˜ (that is, C∗), int(CoR) ⊃ Jo ∪ {z}, and 1 Jo (x) denotes the
indicator (characteristic) function of the set Jo. (Note that ψoV(x)>0 ∀ x∈ Jo :=∪N+1j=1 [boj−1, aoj]:
it vanishes like a square root at the end-points of the support of the ‘odd’ equilibrium
measure, that is, ψo
V
(s)=s↓bo
j−1O((s−boj−1)1/2) and ψoV(s)=s↑aoj O((aoj−s)1/2), j=1, . . . ,N+1.);
• the ‘odd’ equilibrium measure and its (compact) support are (uniquely) characterised by
the following Euler-Lagrange variational equations: there exists ℓo ∈R, the ‘odd’ Lagrange
multiplier, and µo∈M1(R) such that
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµo(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Q˜o =0, x∈ Jo, (P(a)2 )
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµo(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Q˜o60, x∈R \ Jo, (P(b)2 )
where Q˜o :=
∫
Jo
ln(|s|) dµo(s);
• theEuler-Lagrangevariational equations canbe conveniently recast in termsof the complex
potential go(z) of µo
V
:
go(z) :=
∫
Jo
ln
(
(z−s)2+ 1n (zs)−1
)
dµoV(s), z∈C \ (−∞,max{0, aoN+1}). (2.21)
The function go : C \ (−∞,max{0, ao
N+1})→C so defined satisfies:
(P(1)2 ) g
o(z) is analytic for z∈C \ (−∞,max{0, ao
N+1});
(P(2)2 ) g
o(z)=z→0
z∈C\R
− ln(z)+O(1);
(P(3)2 ) g
o
+(z)+g
o
−(z)−V˜(z)−ℓo−Q+A−Q−A=0, z∈ Jo, where go±(z) := limε↓0 go(z±iε), and
Q±
A
:=
(
1+
1
n
)∫
Jo
ln(|s|) dµoV(s)−iπ
∫
Jo∩R−
dµoV(s)±iπ
(
2+
1
n
)∫
Jo∩R+
dµoV(s); (2.22)
(P(4)2 ) g
o
+(z)+g
o
−(z)−V˜(z)−ℓo−Q+A−Q−A60, z∈R \ Jo, where equality holds for at most a finite
number of points;
(P(5)2 ) g
o
+(z)− go−(z)−Q+A+Q−A = i fRgo (z), z ∈R, where fRgo : R→R, and, in particular, go+(z)−
go−(z)−Q+A+Q−A= i const., z∈R \ Jo, with const.∈R;
(P(6)2 ) i(g
o
+(z)−go−(z)−Q+A+Q−A)′>0, z∈ Jo, where equality holds for at most a finite number
of points.
In this work, as in [21, 22], the so-called ‘regular case’ is considered, namely:
• dµe
V
, or V˜ : R \ {0}→R satisfying conditions (1.20)–(1.22), is regular if
heV(x).0 on Je,
4
∫
Je
ln(|x−s|) dµeV(s)−2 ln |x|−V˜(x)−ℓe<0, x∈R \ Je,
and inequalities (P(4)1 ) and (P
(6)
1 ) in P1 are strict, that is, 6 (resp., >) is replaced by < (resp., >);
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• dµo
V
, or V˜ : R \ {0}→R satisfying conditions (1.20)–(1.22), is regular if
hoV(x).0 on Jo,
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµoV(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Qo<0, x∈R \ Jo,
whereQo :=
∫
Jo
ln(|s|) dµo
V
(s), and inequalities (P(4)2 ) and (P
(6)
2 ) in P2 are strict, that is, 6 (resp., >)
is replaced by < (resp., >)4.
The (density of the) ‘even’ and ‘odd’ equilibrium measures, dµe
V
and dµo
V
, respectively, together with
the variational problems, emerge naturally in the asymptotic analysis of RHP1 and RHP2.
Remark 2.3. The following correspondences should be noted:
• ge : C \ (−∞,max{0, ae
N+1})→C solves the phase conditions (P(1)1 )—(P
(6)
1 )⇔µeV ∈M1(R) solves the
variational conditions (P(a)1 ) and (P
(b)
1 );
• go : C \ (−∞,max{0, ao
N+1})→C solves the phase conditions (P(1)2 )—(P(6)2 ) ⇔µoV ∈M1(R) solves the
variational conditions (P(a)2 ) and (P
(b)
2 ). 
3 Asymptotics for the Root Products, Recurrence Relation Coeffi-
cients, and Hankel Determinant Ratios of OLPs
In this section, asymptotics in the double-scaling limit as N, n→∞ such that zo = 1+o(1), denoted,
hereafter, via the simplified ‘notation’ n→∞, for the following quantities are obtained:
• the products of the (real) roots of the L-polynomials, for both the non-singular and singular
cases (cf. Equations (1.10)–(1.13));
• the Hankel determinant ratios associated with the bi-infinite, real-valued, strong moment se-
quence
{
ck=
∫
R
sk exp(−nV˜(s)) ds, n∈N
}
k∈Z (cf. Equations (1.9), (1.18), and (1.19));
• the (real-valued) recurrence relation coefficients (cf. Equations (1.23)–(1.26)), and subsequently
those of the (real-symmetric, tri-penta-diagonal-type) Laurent-Jacobi matrices F and G (cf.
Equations (1.27) and (1.28)).
Now that the relevant auxiliary information, functions, and results have been given in Section 2,
one turns to the large-n asymptotic description of the solutions to RHP1 andRHP2. As mentioned in
Sections 1 and 2, this asymptotic analysis was the subject of [21] (for RHP1) and [22] (for RHP2). In
this manuscript, all that is necessary from the results of [21, 22] are the large-n asymptotic behaviours
of the n-dependent coefficients of the following asymptotic expansions for
e
Y(z) and
o
Y(z):
e
Y(z)z−nσ3 =
z→∞
z∈C\R
I+
1
z
Ye,∞1 +
1
z2
Ye,∞2 +O
( 1
z3
)
, (3.1)
e
Y(z)znσ3 =
z→0
z∈C\R
Ye,00 +zY
e,0
1 +z
2Ye,02 +O(z3), (3.2)
4There are three distinct situations in which these conditions may fail: (i) for at least one x˜e ∈ R \ Je (resp., x˜o ∈ R \ J˜o),
4
∫
Je
ln(|˜xe−s|) dµeV(s)−2 ln|˜xe |−V˜(x˜e)−ℓe = 0 (resp., 2(2+ 1n )
∫
Jo
ln(|˜xo−s|) dµoV(s)−2 ln|˜xo|−V˜(x˜o)−ℓo−2(2+ 1n )Qo = 0), that is, for
n even (resp., n odd) equality is attained for at least one point x˜e (resp., x˜o) in the complement of the closure of the support
of the ‘even’ (resp., ‘odd’) equilibrium measure µe
V
(resp., µo
V
), which corresponds to the situation in which a ‘band’ has just
closed, or is about to open, about x˜e (resp., x˜o); (ii) for at least one x̂e (resp., x̂o), heV (̂xe)=0 (resp., h
o
V
(̂xo)=0), that is, for n even
(resp., n odd) the function he
V
(resp., ho
V
) vanishes for at least one point x̂e (resp., x̂o) within the support of the ‘even’ (resp.,
‘odd’) equilibriummeasure µe
V
(resp., µo
V
), which corresponds to the situation in which a ‘gap’ is about to open, or close, about
x̂e (resp., x̂o); and (iii) there exists at least one j ∈ {1, . . . ,N+1}, denoted je (resp., jo), such that heV(beje−1)= 0 and/or heV(aeje )= 0
(resp., ho
V
(bo
jo−1)= 0 and/or h
o
V
(ao
jo
)= 0). Each of these three cases can occur only a finite number of times due to the fact that
V˜ : R \ {0}→R satisfies conditions (1.20)–(1.22) [38, 40].
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o
Y(z)znσ3 =
z→0
z∈C\R
I+zYo,01 +z
2Yo,02 +O(z3), (3.3)
o
Y(z)z−(n+1)σ3 =
z→∞
z∈C\R
Yo,∞0 +
1
z
Yo,∞1 +
1
z2
Yo,∞2 +O
( 1
z3
)
, (3.4)
where, for the convenience of the presentation which follows, as well as that of the reader’s, large-n
asymptotics of Ye,∞
j
, j = 1, 2, and Ye,0
k
, k = 0, 1, 2, are given in Appendix A (Theorems A.1 and A.2,
respectively), and large-n asymptotics of Yo,0
j
, j = 1, 2, and Yo,∞
k
, k = 0, 1, 2, are given in Appendix B
(TheoremsB.1 and B.2, respectively). Furthermore, large-n asymptotics of the ‘even’ and ‘odd’ leading
coefficients ξ(2n)n and ξ
(2n+1)
−n−1 , respectively, are given in Appendix A (Theorem A.3) and Appendix B
(Theorem B.3).
The underlying idea of the following analysis is relatively straightforward: the quantities of
interest, namely, the coefficients in the (system of) three- and five-term recurrence relations, Hankel
determinant ratios, etc., are all expressible in terms of the n-dependent coefficients of asymptotic
expansions (3.1)–(3.4), for which rather complete large-n asymptotics are available.
Remark 3.1. It turns out that (cf. Equations (1.29) and (1.30)) only the (1 1)- and (1 2)-elements of
asymptotics (3.1)–(3.4) are necessary for obtaining the results of this work. In Lemma 3.1 (see below),
and Propositions 3.1–3.3 (see below), a series of formulae are presented which provide explicit
relations between the quantities of interest and the (n-dependent) coefficients in the asymptotic
expansions (3.1)–(3.4). The statements, and proofs, are somewhat lengthy; but the important point
should not be missed, namely: all quantities of interest are expressed, via straightforward algebraic
calculations, in terms of the above asymptotic expansions. 
Lemma 3.1. Let the external field V˜ : R \ {0} →R be regular and satisfy conditions (1.20)–(1.22). Let the
orthonormal L-polynomials (resp., monic orthogonal L-polynomials), {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as
defined in Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)), and let {φk(z)}k∈Z+0 satisfy the system of
recurrence relations (1.23)–(1.26). Let
e
Y: C \R→SL2(C) (resp.,
o
Y: C \R→SL2(C)) be the (unique) solution
ofRHP1 (resp.,RHP2) with integral representation (1.29) (resp., (1.30)). Then,
zn
e
Y12(z) =
z→∞
z∈C\R
1
z
− (ξ(2n)n )−22πi
+ 1z2
−a♯2n(ξ(2n)n )−22πi + (ξ(2n)n )−12πi
b♯2nν(2n)−nξ(2n−1)−n
+
c♯2n
ξ(2n−2)
n−1
ξ(2n)n−1ξ(2n)n −
ν(2n)−n ξ
(2n−1)
n−1
ξ(2n−1)−n


+O( 1z3 ) , (3.5)
z−n
e
Y12(z) =
z→0
z∈C\R
1
2πi
β♯2n
ξ(2n)n ξ
(2n−1)
−n
+z
 (ξ(2n)n )−12πi
 β♯2n+1ξ(2n+1)−n−1 −
α♯2nν
(2n+1)
n
ξ(2n)n
+
β♯2n
ξ(2n−1)−n
ν(2n+1)n ν(2n)−n − ξ(2n+1)−nξ(2n+1)−n−1


+O(z2), (3.6)
and
z−n
o
Y12(z) =
z→0
z∈C\R
z
 (ξ(2n+1)−n−1 )−22πi
+z2
α♯2n+1(ξ(2n+1)−n−1 )−22πi − (ξ
(2n+1)
−n−1 )
−1
2πi
β♯2n+1ν(2n+1)nξ(2n)n
+
γ♯2n+1
ξ(2n−1)−n
ξ(2n+1)−nξ(2n+1)−n−1 − ν(2n+1)n ν(2n)−n


+O(z3), (3.7)
zn+1
o
Y12(z) =
z→∞
z∈C\R
− 1
2πi
b
♯
2n+1
ξ(2n+1)−n−1 ξ
(2n)
n
+
1
z
 (ξ(2n+1)−n−1 )−12πi
 a♯2n+1ξ(2n+1)−n−1
ξ(2n+2)−(n+1)
ξ(2n+2)
n+1
− b
♯
2n+2
ξ(2n+2)
n+1
+
b♯2n+1
ξ(2n)n
ξ(2n+2)nξ(2n+2)
n+1
− ν(2n+1)n
ξ(2n+2)−(n+1)
ξ(2n+2)
n+1


+O( 1z2 ) . (3.8)
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Proof.Noting from Lemma 1.1, Equation (1.29) that
π2n(z) :=
e
Y11(z) and
e
Y12(z)=
∫
R
π2n(s) exp(−nV˜(s))
s−z
ds
2πi
, z∈C \R,
and recalling that, for V˜ : R\{0}→R satisfying conditions (1.20)–(1.22) and the regularity assumption,∫
R
sk exp(−nV˜(s)) ds<∞, (k, n)∈Z ×N, one uses the expansion 1s−z =−
∑m
j=0
s j
z j+1
+ s
m+1
zm+1(s−z) , m ∈Z+0 , for
(C \ R ∋) z→∞, and 1z−s = −
∑m
j=0
z j
s j+1
+ z
m+1
sm+1(z−s) for (C \ R ∋) z→ 0, and proceeds exactly as in the
proof of Proposition 5.4 of [21]. The proof of expansions (3.5) and (3.6) is now completed upon using,
repeatedly, the orthogonality relations 〈π2n, z j〉L = 0, j = −n, . . . , n−1, 〈π2n+1, zi〉L = 0, i = −n, . . . , n,
〈π2n, π2n〉L= (ξ(2n)n )−2, and 〈π2n+1, π2n+1〉L= (ξ(2n+1)−n−1 )−2, as well as Equations (1.2)–(1.5), the recurrence
relations (1.23)–(1.26), and (the (1 2)-elements of) asymptotic expansions (3.1) and (3.2).
Mutatis mutandis for expansions (3.7) and (3.8); but, in the latter case, one begins with Lemma 1.2,
Equation (1.30), that is,
zπ2n+1(z) :=
o
Y11(z) and
o
Y12(z)=z
∫
R
(sπ2n+1(s)) exp(−nV˜(s))
s(s−z)
ds
2πi
, z∈C \R,
uses (the (1 2)-elements of) asymptotic expansions (3.3) and (3.4), and proceeds exactly as in the proof
of Proposition 5.4 of [22]. 
Proposition 3.1. Let the external field V˜ : R \ {0}→R be regular and satisfy conditions (1.20)–(1.22). Let
the orthonormal L-polynomials (resp., monic orthogonal L-polynomials), {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as
defined in Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)), and let {φk(z)}k∈Z+0 satisfy the system of
recurrence relations (1.23)–(1.26). Let
e
Y: C \R→SL2(C) (resp.,
o
Y: C \R→SL2(C)) be the (unique) solution
of RHP1 (resp., RHP2) with integral representation (1.29) (resp., (1.30)). Then a set of relations between the
coefficients of asymptotic expansions (3.1)–(3.4), the ‘even’ and ‘odd’ norming constants, and the recurrence
coefficients is:
ξ(2n)n =
1
(−2πi(Ye,∞1 )12)1/2
(>0), (3.9)
2πi(Ye,00 )12=
β♯2n
ξ(2n)n ξ
(2n−1)
−n
, (3.10)
ξ(2n+1)−n−1 =
1
(2πi(Yo,01 )12)
1/2
(>0), (3.11)
−2πi(Yo,∞0 )12=
b
♯
2n+1
ξ(2n+1)−n−1 ξ
(2n)
n
, (3.12)
−2πi(Ye,∞2 )12=
a♯2n
(ξ(2n)n )2
− 1
ξ(2n)n
b♯2nν(2n)−nξ(2n−1)−n +
c♯2n
ξ(2n−2)
n−1
ξ(2n)n−1ξ(2n)n − ν(2n)−n
ξ(2n−1)
n−1
ξ(2n−1)−n

 , (3.13)
2πi(Ye,01 )12=
1
ξ(2n)n
 β♯2n+1ξ(2n+1)−n−1 −
α♯2nν
(2n+1)
n
ξ(2n)n
+
β♯2n
ξ(2n−1)−n
ν(2n+1)n ν(2n)−n − ξ(2n+1)−nξ(2n+1)−n−1

 , (3.14)
2πi(Yo,02 )12=
α♯2n+1
(ξ(2n+1)−n−1 )
2
− 1
ξ(2n+1)−n−1
β♯2n+1ν(2n+1)nξ(2n)n +
γ♯2n+1
ξ(2n−1)−n
ξ(2n+1)−nξ(2n+1)−n−1 − ν(2n+1)n ν(2n)−n

 , (3.15)
−2πi(Yo,∞1 )12=
1
ξ(2n+1)−n−1
 b♯2n+2ξ(2n+2)
n+1
− a
♯
2n+1
ξ(2n+1)−n−1
ξ(2n+2)−(n+1)
ξ(2n+2)
n+1
+
b♯2n+1
ξ(2n)n
ν(2n+1)n ξ
(2n+2)
−(n+1)
ξ(2n+2)
n+1
− ξ
(2n+2)
n
ξ(2n+2)
n+1

 . (3.16)
Proof. Equate coefficients of like powers of z−k (resp., zk), k = 1, 2, and zi (resp., z−i), i = 0, 1,
respectively, in—the (1 2)-elements of—asymptotics (3.1) and (3.5) (resp., asymptotics (3.3) and (3.7))
and asymptotics (3.2) and (3.6) (resp., asymptotics (3.4) and (3.8)). 
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Remark 3.2. Large-n asymptotics for ξ(2n)n are given in Appendix A, Theorem A.3; similarly, asymp-
totics for ξ(2n+1)−n−1 are given in Appendix B, Theorem B.3. These are obtained by using the n → ∞
asymptotics for (Ye,∞1 )12 and (Y
o,0
1 )12, and Equations (3.9) and (3.11), respectively (see, also, [21, 22]).
It turns out that the following recurrence relation coefficients are the essential building blocks
from which the remaining ones can be expressed:
a♯2n+1, b
♯
2n+1, b
♯
2n+2, c
♯
2n+2, α
♯
2n, β
♯
2n+1, β
♯
2n+2, and γ
♯
2n+3;
for example, formulae for a♯2n and α
♯
2n+1 may be derived: they have the functional form a
♯
2n = a
♯
2n(b
♯
2n,
b♯2n+1, α
♯
2n, β
♯
2n, β
♯
2n+1) and α
♯
2n+1=α
♯
2n+1(a
♯
2n, b
♯
2n, b
♯
2n+1, c
♯
2n+2, β
♯
2n+1, β
♯
2n+2, γ
♯
2n+1). Furthermore, even though
Equations (3.13)–(3.16) are not used explicitly hereafter, they give rise to several very interesting
identities/relations between the ‘even’ and ‘odd’Riemann theta functions,θe(z) andθo(z), respectively,
and the end-points of the supports of the ‘even’ and ‘odd’ equilibrium measures, {be
j−1, a
e
j
}N+1
j=1 and
{bo
j−1, a
o
j
}N+1
j=1 , respectively: the details are left to the reader. 
Proposition 3.2. Let the external field V˜ : R \ {0}→R be regular and satisfy conditions (1.20)–(1.22). Let
the orthonormal L-polynomials (resp., monic orthogonal L-polynomials), {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as
defined in Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)), and let {φk(z)}k∈Z+0 satisfy the system of
recurrence relations (1.23)–(1.26). Let
e
Y: C \R→SL2(C) (resp.,
o
Y: C \R→SL2(C)) be the (unique) solution
ofRHP1 (resp.,RHP2) with integral representation (1.29) (resp., (1.30)). Then,
ξ(2n)−n
ξ(2n)n
=: ν(2n)−n = (Y
e,0
0 )11,
ξ(2n)−(n−1)
ξ(2n)n
=: ν(2n)−(n−1)= (Y
e,0
1 )11,
ξ(2n)−(n−2)
ξ(2n)n
= (Ye,02 )11,
ξ(2n)
n−1
ξ(2n)n
= (Ye,∞1 )11,
ξ(2n)
n−2
ξ(2n)n
= (Ye,∞2 )11,
(3.17)
ξ(2n+1)n
ξ(2n+1)−n−1
=: ν(2n+1)n = (Y
o,∞
0 )11,
ξ(2n+1)
n−1
ξ(2n+1)−n−1
=: ν(2n+1)
n−1 = (Y
o,∞
1 )11,
ξ(2n+1)
n−2
ξ(2n+1)−n−1
= (Yo,∞2 )11,
ξ(2n+1)−n
ξ(2n+1)−n−1
= (Yo,01 )11,
ξ(2n+1)−(n−1)
ξ(2n+1)−n−1
= (Yo,02 )11,
(3.18)
and
ξ(2n+1)n =b
♯
2n+2ξ
(2n+2)
n+1 , (3.19)
ξ(2n+1)
n−1 =b
♯
2n+1ξ
(2n)
n +a
♯
2n+1ξ
(2n+1)
n +b
♯
2n+2ξ
(2n+2)
n , (3.20)
ξ(2n)n =c
♯
2n+2ξ
(2n+2)
n+1 , (3.21)
ξ(2n)
n−1=a
♯
2nξ
(2n)
n +b
♯
2n+1ξ
(2n+1)
n +c
♯
2n+2ξ
(2n+2)
n , (3.22)
b♯2nξ
(2n−1)
−n +a
♯
2nξ
(2n)
−n +b
♯
2n+1ξ
(2n+1)
−n +c
♯
2n+2ξ
(2n+2)
−n =0, (3.23)
b♯2n+1ξ
(2n+1)
−n−1 +c
♯
2n+2ξ
(2n+2)
−(n+1)=0, (3.24)
ξ(2n+1)−n−1 =b
♯
2n+1ξ
(2n)
−n +a
♯
2n+1ξ
(2n+1)
−n +b
♯
2n+2ξ
(2n+2)
−n , (3.25)
a♯2n+1ξ
(2n+1)
−n−1 +b
♯
2n+2ξ
(2n+2)
−(n+1)=0, (3.26)
whereEquations (3.19), (3.21), (3.24), and (3.26) are used to determine b♯2n+2, c
♯
2n+2, b
♯
2n+1, and a
♯
2n+1, respectively
(see Proposition 3.3 below),
ξ(2n+1)−n−1 =γ
♯
2n+3ξ
(2n+3)
−(n+2), (3.27)
ξ(2n+1)−n =α
♯
2n+1ξ
(2n+1)
−n−1 +β
♯
2n+2ξ
(2n+2)
−(n+1)+γ
♯
2n+3ξ
(2n+3)
−(n+1), (3.28)
Asymptotics of Recurrence Coefficients, Hankel Determinant Ratios, and Root Products 23
β♯2n+2ξ
(2n+2)
n+1 +γ
♯
2n+3ξ
(2n+3)
n+1 =0, (3.29)
β♯2n+1ξ
(2n)
n +α
♯
2n+1ξ
(2n+1)
n +β
♯
2n+2ξ
(2n+2)
n +γ
♯
2n+3ξ
(2n+3)
n =0, (3.30)
ξ(2n)−n =β
♯
2n+1ξ
(2n+1)
−n−1 , (3.31)
ξ(2n)−(n−1)=β
♯
2nξ
(2n−1)
−n +α
♯
2nξ
(2n)
−n +β
♯
2n+1ξ
(2n+1)
−n , (3.32)
α♯2nξ
(2n)
n +β
♯
2n+1ξ
(2n+1)
n =0, (3.33)
ξ(2n)n =β
♯
2nξ
(2n−1)
n−1 +α
♯
2nξ
(2n)
n−1+β
♯
2n+1ξ
(2n+1)
n−1 , (3.34)
where Equations (3.27), (3.29), (3.31), and (3.33) are used to determine γ♯2n+3, β
♯
2n+2, β
♯
2n+1, andα
♯
2n, respectively
(see Proposition 3.3 below), with
a♯2n=
1
α♯2n
− 1
α♯2n
(
b♯2nβ
♯
2n+b
♯
2n+1β
♯
2n+1
)
, (3.35)
α♯2n+1=−
1
b♯2n+1
(
b
♯
2nγ
♯
2n+1+a
♯
2nβ
♯
2n+1+c
♯
2n+2β
♯
2n+2
)
. (3.36)
Proof. One shows from Equation (1.4) that
z−nπ2n(z) =
z→∞
z∈C\R
1+
1
z
ξ(2n)
n−1
ξ(2n)n
+
1
z2
ξ(2n)
n−2
ξ(2n)n
+O
( 1
z3
)
,
znπ2n(z) =
z→0
z∈C\R
ν(2n)−n +z
ξ(2n)−(n−1)
ξ(2n)n
+z2
ξ(2n)−(n−2)
ξ(2n)n
+O(z3),
where ν(2n)−n is defined in Equations (1.9), and, from (the (1 1)-elements of) asymptotics (3.1) and (3.2),
that
z−n
e
Y11(z) =
z→∞
z∈C\R
1+
1
z
(Ye,∞1 )11+
1
z2
(Ye,∞2 )11+O
( 1
z3
)
,
zn
e
Y11(z) =
z→0
z∈C\R
(Ye,00 )11+z(Y
e,0
1 )11+z
2(Ye,02 )11+O(z3);
via Lemma 1.1 (Equation (1.29)), upon equating coefficients of like powers of z−k, k = 1, 2, and zi,
i = 0, 1, 2, in the above asymptotic expansions, one arrives at Equations (3.17). Mutatis mutandis for
Equations (3.18); but in the latter case, via Lemma 1.2 (Equation (1.30)), one equates coefficients of
like powers of zk, k=1, 2, and z−i, i=0, 1, 2, in the asymptotics (cf. Equation (1.5))
zn+1π2n+1(z) =
z→0
z∈C\R
1+z
ξ(2n+1)−n
ξ(2n+1)−n−1
+z2
ξ(2n+1)−(n−1)
ξ(2n+1)−n−1
+O(z3),
z−nπ2n+1(z) =
z→∞
z∈C\R
ν(2n+1)n +
1
z
ξ(2n+1)
n−1
ξ(2n+1)−n−1
+
1
z2
ξ(2n+1)
n−2
ξ(2n+1)−n−1
+O
( 1
z3
)
,
where ν(2n+1)n is defined in Equations (1.9), and (cf. the (1 1)-elements of asymptotic expansions (3.3)
and (3.4))
zn+1
(
z−1
o
Y11(z)
)
=
z→0
z∈C\R
1+z(Yo,01 )11+z
2(Yo,02 )11+O(z3),
z−n
(
z−1
o
Y11(z)
)
=
z→∞
z∈C\R
(Yo,∞0 )11+
1
z
(Yo,∞1 )11+
1
z2
(Yo,∞2 )11+O
( 1
z3
)
.
Equations (3.19)–(3.34) are derived by substituting Equations (1.2) and (1.3) into recurrence rela-
tions (1.23)–(1.26) and equating coefficients of like powers of z±1 as (C \R∋) z→∞ and z→0. Recall
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that (cf. Equations (1.27) and (1.28)) FG=GF =diag(1, 1, . . . , 1, . . . ); forming, for example, the prod-
uct FG (the result remains unchanged upon forming the productGF ), using Equations (3.19)–(3.34),
and recalling that (due to the chosen normalisation for the orthonormal L-polynomials) ξ(0)0 = 1, one
shows, after a tedious, but otherwise straightforward, algebraic calculation that the only non-trivial
relations between the recurrence relation coefficients are Equations (3.35) and (3.36). 
Proposition 3.3. Let the external field V˜ : R \ {0}→R be regular and satisfy conditions (1.20)–(1.22). Let
the orthonormal L-polynomials (resp., monic orthogonal L-polynomials), {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as
defined in Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)), and let {φk(z)}k∈Z+0 satisfy the system of
recurrence relations (1.23)–(1.26). Let
e
Y: C \R→SL2(C) (resp.,
o
Y: C \R→SL2(C)) be the (unique) solution
ofRHP1 (resp.,RHP2)with integral representation (1.29) (resp., (1.30)) and asymptotics (3.1) and (3.2) (resp.,
asymptotics (3.3) and (3.4)). Then,
a♯2n+1=−ν
(2n+1)
n
(Yo,∞0 )12
(Yo,01 )12
(∈R), (3.37)
b♯2n+1=−2πiξ
(2n)
n ξ
(2n+1)
−n−1 (Y
o,∞
0 )12 (∈R), (3.38)
b
♯
2n+2= ν
(2n+1)
n
√
−2πih+[(Ye,∞1 )12]
2πi(Yo,01 )12
(∈R), (3.39)
c♯2n+2=
√
−2πih+[(Ye,∞1 )12]
−2πi(Ye,∞1 )12
(∈R+), (3.40)
α♯2n=−ν(2n)−n ν(2n+1)n (∈R), (3.41)
β♯2n+1= ν
(2n)
−n
ξ(2n)n
ξ(2n+1)−n−1
(∈R), (3.42)
β♯2n+2=−
(
h+
[
ν(2n+1)n
])√−2πih+[(Ye,∞1 )12]
2πi(Yo,01 )12
(∈R), (3.43)
γ♯2n+3=
√
2πih+[(Yo,01 )12]
2πi(Yo,01 )12
(∈R+), (3.44)
where all the square roots are positive.
Proof. One commences by establishing the following identity:
h+
[
ν(2n)−n
]
=
(Yo,∞0 )12
(Yo,01 )12
, n∈Z+0 . (3.45)
From Equations (3.9), (3.11), (3.21), and (3.24), one shows that
b
♯
2n+1 = −c
♯
2n+2
ξ(2n+2)−(n+1)
ξ(2n+1)−n−1
=− ξ
(2n)
n
ξ(2n+1)−n−1
ξ(2n+2)−(n+1)
ξ(2n+2)
n+1
=− ξ
(2n)
n
ξ(2n+1)−n−1
h+
[
ξ(2n)−n /ξ
(2n)
n
]
= − ξ
(2n)
n
ξ(2n+1)−n−1
h+
[
ν(2n)−n
]
=−
(
h+
[
ν(2n)−n
]) (2πi(Yo,01 )12)1/2
(−2πi(Ye,∞1 )12)1/2
;
but, from Equation (3.12), which, in fact, leads to Equation (3.38) for b♯2n+1, via Equations (3.9) and
(3.11), one has that
b♯2n+1=−
2πi(Yo,∞0 )12
(−2πi(Ye,∞1 )12)1/2(2πi(Yo,01 )12)1/2
:
equating the above two expressions for b♯2n+1, for the same choices of branches, one arrives at Identity
(3.45). From Equations (3.19) and (3.26), one has that
a♯2n+1 = −b♯2n+2
ξ(2n+2)−(n+1)
ξ(2n+1)−n−1
=−ξ
(2n+1)
n
ξ(2n+2)
n+1
ξ(2n+2)−(n+1)
ξ(2n+1)−n−1
=−ξ
(2n+1)
n
ξ(2n+1)−n−1
ξ(2n+2)−(n+1)
ξ(2n+2)
n+1
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= −ν(2n+1)n h+
[
ξ(2n)−n /ξ
(2n)
n
]
=−ν(2n+1)n h+
[
ν(2n)−n
]
,
which, via Identity (3.45), leads to Equation (3.37). From Equation (3.19), one has that
b
♯
2n+2=
ξ(2n+1)n
ξ(2n+2)
n+1
=
ξ(2n+1)n
ξ(2n+1)−n−1
ξ(2n+1)−n−1
ξ(2n+2)
n+1
= ν(2n+1)n
ξ(2n+1)−n−1
h+
[
ξ(2n)n
] ,
which, via Equations (3.9) and (3.11), lead to Equation (3.39). From Equation (3.21), one has that
c♯2n+2=
ξ(2n)n
ξ(2n+2)
n+1
=
ξ(2n)n
h+
[
ξ(2n)n
] ,
which, via Equation (3.9), leads to Equation (3.40). From Equations (3.31) and (3.33), one shows that
α♯2n=−β♯2n+1
ξ(2n+1)n
ξ(2n)n
=− ξ
(2n)
−n
ξ(2n+1)−n−1
ξ(2n+1)n
ξ(2n)n
=−ξ
(2n)
−n
ξ(2n)n
ξ(2n+1)n
ξ(2n+1)−n−1
=−ν(2n)−n ν(2n+1)n ,
which is Equation (3.41). From Equation (3.31), one has that
β♯2n+1=
ξ(2n)−n
ξ(2n+1)−n−1
=
ξ(2n)−n
ξ(2n)n
ξ(2n)n
ξ(2n+1)−n−1
= ν(2n)−n
ξ(2n)n
ξ(2n+1)−n−1
,
which is Equation (3.42). From Equations (3.27) and (3.29), one has that
β♯2n+2 = −γ♯2n+3
ξ(2n+3)
n+1
ξ(2n+2)
n+1
=− ξ
(2n+1)
−n−1
ξ(2n+3)−(n+2)
ξ(2n+3)
n+1
ξ(2n+2)
n+1
=− ξ
(2n+3)
n+1
ξ(2n+3)−(n+2)
ξ(2n+1)−n−1
ξ(2n+2)
n+1
= −
(
h+
[
ξ(2n+1)n /ξ
(2n+1)
−n−1
]) ξ(2n+1)−n−1
h+
[
ξ(2n)n
] =−(h+[ν(2n+1)n ]) ξ(2n+1)−n−1
h+
[
ξ(2n)n
] ,
which, via Equations (3.9) and (3.11), lead to Equation (3.43). Finally, from Equation (3.27), one has
that
γ♯2n+3=
ξ(2n+1)−n−1
ξ(2n+3)−(n+2)
=
ξ(2n+1)−n−1
h+
[
ξ(2n+1)−n−1
] ,
which, via Equation (3.11), leads to Equation (3.44). 
Remark 3.3. Now, explicit formulae are at hand relating all quantities of interest (such as recurrence
relation coefficients, real root products, and leading coefficients) to the n-dependent coefficients of
asymptotic expansions (3.1)–(3.4). Using these, formulae for certain ratios of Hankel determinants
are also obtained. 
Recalling Equations (1.9)–(1.13), via relations (3.17) and (3.18), one arrives at: (i) for the non-
singular case,
2n∏
k=1
α(2n)
k
=
H
(−2n+1)
2n
H
(−2n)
2n
=
ξ(2n)−n
ξ(2n)n
=: ν(2n)−n = (Y
e,0
0 )11,
where (for ξ(2n)−n , 0)
{
α(2n)
k
, k=1, . . . , 2n
}
= {z; π2n(z)=0}, with α(2n)k real and simple (see Theorem 3.1,
Equation (3.48)), and 2n+1∏
k=1
α(2n+1)
k

−1
=
H
(−2n−1)
2n+1
H
(−2n)
2n+1
=−ξ
(2n+1)
n
ξ(2n+1)−n−1
=: −ν(2n+1)n =−(Yo,∞0 )11,
where (for ξ(2n+1)n , 0)
{
α(2n+1)
k
, k=1, . . . , 2n+1
}
= {z; π2n+1(z)=0}, with α(2n+1)k real and simple (see
Theorem 3.1, Equation (3.49)); and (ii) for the singular case,
2n−1∏
k=1
α(2n)
k
=−
ξ(2n)−(n−1)
ξ(2n)n
=: −ν(2n)−(n−1)=−(Ye,01 )11,
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where (for ξ(2n)−n =0)
{
α(2n)
k
, k=1, . . . , 2n−1
}
= {z; π2n(z)=0}, with α(2n)k real and simple (see Theorem 3.1,
Equation (3.50)), and  2n∏
k=1
α(2n+1)
k

−1
=
ξ(2n+1)
n−1
ξ(2n+1)−n−1
=: ν(2n+1)
n−1 = (Y
o,∞
1 )11,
where (for ξ(2n+1)n = 0)
{
α(2n+1)
k
, k=1, . . . , 2n
}
= {z; π2n+1(z)=0}, with α(2n+1)k real and simple (see Theo-
rem 3.1, Equation (3.51)).
Remark 3.4. In order to eschew a flood of superfluous notation, the ‘symbol’ c(n) appears here-
after in the various error estimations (as n → ∞) of the form O(c(n)n−2) and O(c(n)(n+ 1/2)−2),
where c(n) =n→∞ O(1). Even though, sensus strictu, the symbol c(n) should properly be denoted as
c1(n), c2(n), . . . , ck(n), . . . , where, in general, ci(n) , c j(n), i , j ∈N, and c j(n) =n→∞ O(1), j ∈N, with a
certain abuse of notation, and concomitant with the above theme, the simplified ‘notation’ c(n) will
be retained. 
Remark 3.5. The notations∞± (resp., 0±), which appear in the theorems below, are to be understood
as follows: let P := (y, z) denote an arbitrary point on the (hyperelliptic) Riemann surface Ye or Yo,
where, for q∈ {e, o}, Yq :=
{
(y, z); y2=Rq(z)
}
, with Re(z) (resp., Ro(z)) defined in P1 (resp., P2 ). Then:
(i) P→∞±⇔z→∞, y∼±zN+1; and (ii) P→0±⇔z→0, y∼±(−1)Nq+(∏N+1k=1 |bqk−1aqk|)1/2 for q∈{e, o}, where
N q+ ∈ {0, . . . ,N+1} is the number of bands to the right of z= 0. Furthermore, since in this manuscript
Y±q =C± for q∈{e, o},∞± and0±∈C±. 
At this point, one is ready to use the preceding formulae and relations subsumed in Proposi-
tions 3.1–3.3 to establish large-n asymptotic expansions for the various quantities of interest.
Using, now, n→∞ asymptotics for the (1 1)-elements of Ye,00 and Ye,01 (resp., Yo,∞0 and Yo,∞1 ) given
in Appendix A, Theorem A.2 (resp., Appendix B, Theorem B.2), one proves the following theorem
concerning the products of the (real) roots of the L-polynomials: the asymptotic results are contained
in Equations (3.48)–(3.51).
Theorem 3.1. Let the external field V˜ : R \ {0} → R satisfy conditions (1.20)–(1.22). Let the orthonormal
L-polynomials (resp., monic orthogonal L-polynomials) {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as defined in Equa-
tions (1.2) and (1.3) (resp., Equations (1.4) and (1.5)). Let
e
Y: C \ R→ SL2(C) (resp.,
o
Y: C \ R→ SL2(C))
be the (unique) solution of RHP1 (resp., RHP2) with integral representation (1.29) (resp., (1.30)). Define the
density of the ‘even’ (resp., ‘odd’) equilibrium measure, dµeV(x) (resp., dµ
o
V(x)), as in Equation (2.13) (resp.,
Equation (2.19)), and set Jq := supp(µ
q
V
) = ∪N+1
j=1 (b
q
j−1, a
q
j
), q ∈ {e, o}, where {be
j−1, a
e
j
}N+1
j=1 (resp., {boj−1, aoj}N+1j=1 )
satisfy the (real) n-dependent and locally solvable system of 2(N+1)moment conditions (2.12) (resp., (2.18)).
Suppose, furthermore, that V˜ : R\{0}→R is regular, namely: (i) hq
V
(z).0 on Jq :=∪N+1k=1 [b
q
k−1, a
q
k
], q∈{e, o};
and (ii) the variational inequalities (P(b)1 ) and (P
(b)
2 ) are strict, and take the following form,
4
∫
Je
ln(|x−s|) dµeV(s)−2 ln |x|−V˜(x)−ℓe<0, x∈R \ Je, (3.46)
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµoV(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Qo<0, x∈R \ Jo , (3.47)
where the ‘even’ and ‘odd’ variational constants, ℓe (∈ R) and ℓo (∈ R), respectively, are defined by Equa-
tions (P(a)1 ) and (P
(a)
2 ), and Qo :=
∫
Jo
ln(|s|)ψo
V
(s) ds. Then,
ν(2n)−n =
2n∏
k=1
α(2n)
k
=
n→∞
̟e+
2
θe(ue+(∞)+de)θe(ue+(0)− n2πΩe+de)
θe(ue+(0)+de)θ
e(ue+(∞)− n2πΩe+de)
×
{
1+
1
n
(
(Re,00 )11+(R
e,0
0 )12
̟e−
i̟e+
θe(ue+(∞)− n2πΩe+de)
θe(−ue+(∞)− n2πΩe−de)
× θ
e(ue+(0)− n2πΩe−de)θe(ue+(0)+de)
θe(ue+(0)− n2πΩe+de)θe(ue+(0)−de)
)
+O
(
c(n)
n2
)}
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× exp
(
2n
(∫
Je
ln(|s|)ψeV(s) ds+iπ
∫
Je∩R+
ψeV(s) ds
))
, (3.48)
−ν(2n+1)n =
2n+1∏
k=1
α(2n+1)
k

−1
=
n→∞ −
1
2
̟o+
E
θo(uo+(0)+do)θ
o(uo+(∞)− 12π (n+ 12 )Ωo+do)
θo(uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
×
1+ 1(n+ 12 )
(Ro,∞0 )11−(Ro,∞0 )12̟o−E2i̟o+ θ
o(uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(uo+(∞)− 12π (n+ 12 )Ωo+do)
× θ
o(uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(uo+(∞)−do)θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
+O c(n)(n+ 12 )2


× exp
(
−2
(
n+
1
2
)∫
Jo
ln(|s|)ψoV(s) ds
)
, (3.49)
−ν(2n)−(n−1) =
2n−1∏
k=1
α(2n)
k
=
n→∞ n̟
e
+
θe(ue+(∞)+de)θe(ue+(0)− n2πΩe+de)
θe(ue+(0)+de)θ
e(ue+(∞)− n2πΩe+de)
×
{
1+
1
n
(
(Re,00 )11+(R
e,0
0 )12
̟e−
i̟e+
θe(ue+(0)+de)θ
e(ue+(0)− n2πΩe−de)
θe(ue+(0)−de)θe(ue+(0)− n2πΩe+de)
× θ
e(ue+(∞)− n2πΩe+de)
θe(−ue+(∞)− n2πΩe−de)
+
1
2
(∫
Je
s−1ψeV(s) ds
)−1[ α˜e0(1, 1,0)
θe(ue+(0)+de)
− α˜
e
0(1, 1,Ω
e)
θe(ue+(0)− n2πΩe+de)
+
̟e−η
e
−
4̟e+
])
+O
(
c(n)
n2
)}(∫
Je
s−1ψeV(s) ds
)
× exp
(
2n
(∫
Je
ln(|s|)ψeV(s) ds+iπ
∫
Je∩R+
ψeV(s) ds
))
, (3.50)
ν(2n+1)
n−1 =
 2n∏
k=1
α(2n+1)
k

−1
=
n→∞ −
(
n+
1
2
)̟o+
E
θo(uo+(0)+do)θ
o(uo+(∞)− 12π (n+ 12 )Ωo+do)
θo(uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
×
1+ 1(n+ 12 )
(Ro,∞0 )11−(Ro,∞0 )12̟o−E2i̟o+ θ
o(uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(uo+(∞)− 12π (n+ 12 )Ωo+do)
× θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(∞)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)θo(uo+(∞)−do)
+
1
2
(∫
Jo
sψoV(s) ds
)−1
×
 α˜o∞(1, 1,Ωo)θo(uo+(∞)− 12π (n+ 12 )Ωo+do)− α˜
o∞(1, 1,0)
θo(uo+(∞)+do)
+
̟o−η
o
+
4̟o+
+O c(n)(n+ 12 )2


×
(∫
Jo
sψoV(s) ds
)
exp
(
−2
(
n+
1
2
)∫
Jo
ln(|s|)ψoV(s) ds
)
. (3.51)
In the above asymptotic expansions (3.48)–(3.51), there are a number of new parameters, which are now defined:
̟q± :=γ
q
0±(γ
q
0)
−1, q∈{e, o}, (3.52)
γq0 :=γ
q(0)=
N+1∏
k=1
b
q
k−1(a
q
k
)−1

1/4
(>0), (3.53)
ηq+ :=
N+1∑
k=1
(
a
q
k
−bq
k−1
)
, ηq− :=
N+1∑
k=1
(
(bq
k−1)
−1−(aq
k
)−1
)
, (3.54)
γe(z) (resp., γo(z)) is defined in Equation (2.2) (resp., Equation (2.7)), θe(z) (resp., θo(z)) is defined in
Equation (2.5) (resp., Equation (2.10)), uq(z) :=
∫ z
a
q
N+1
ωq, q∈{e, o}, uq+(∞) :=
∫ ∞+
a
q
N+1
ωq, u
q
+(0) :=
∫ 0+
a
q
N+1
ωq, de (resp.,
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do) is given in Equations (2.4) (resp., Equations (2.9)), with z
e,±
j
∈ (ae
j
, be
j
)± ⊂C± (resp., zo,±j ∈ (aoj , boj)± ⊂C±),
j = 1, . . . ,N, given in Equation (2.3) (resp., Equation (2.8)), Ωq := (Ωq1,Ω
q
2, . . . ,Ω
q
N
)T (∈ RN), with Ωq
j
=
4π
∫ aq
N+1
b
q
j
ψq
V
(s) ds, j=1, . . . ,N,
R
q,p
0 := sgn(q)
N+1∑
j=1

(
Aq(bq
j−1)
(
α̂q1(b
q
j−1)+(b
q
j−1)
−1α̂q0(b
q
j−1)
)
−Bq(bq
j−1)α̂
q
0(b
q
j−1)
)
(α̂q0(b
q
j−1))
2b
q
j−1
+
(
Aq(aq
j
)
(
α̂q1(a
q
j
)+(aq
j
)−1α̂q0(a
q
j
)
)
−Bq(aq
j
)α̂q0(a
q
j
)
)
(α̂q0(a
q
j
))2aq
j
 , q∈{e, o}, p∈{0,∞}, (3.55)
sgn(q) :=
+1, q=e,−1, q=o, (3.56)
where, for j=1, . . . ,N+1,
Ae(bej−1)=−s1(Qe0(bej−1))−1ein℧
e
j−1
(
κe1(b
e
j−1)κ
e
2(b
e
j−1) i(κ
e
1(b
e
j−1))
2
i(κe2(b
e
j−1))
2 −κe1(bej−1)κe2(bej−1)
)
, (3.57)
Ae(aej)=s1Q
e
0(a
e
j)e
in℧e
j
(−κe1(aej)κe2(aej) i(κe1(aej))2
i(κe2(a
e
j
))2 κe1(a
e
j
)κe2(a
e
j
)
)
, (3.58)
Ao(boj−1)=−
s1(γo(0))2e
i(n+ 12 )℧
o
j−1
Qo0(b
o
j−1)
(
κo1(b
o
j−1)κ
o
2(b
o
j−1) i(κ
o
1(b
o
j−1))
2
i(κo2(b
o
j−1))
2 −κo1(boj−1)κo2(boj−1)
)
, (3.59)
Ao(aoj)=
s1Q
o
0(a
o
j
)ei(n+
1
2 )℧
o
j
(γo(0))2
(−κo1(aoj)κo2(aoj) i(κo1(aoj))2
i(κo2(a
o
j
))2 κo1(a
o
j
)κo2(a
o
j
)
)
, (3.60)
Be(be
j−1)
ein℧
e
j−1
=

κe1(b
e
j−1)κ
e
2(b
e
j−1)
(
−s1(Qe0(bej−1))−1
×
{ e
k
1
1(b
e
j−1)+
e
k
1
−1(b
e
j−1)−Qe1(bej−1)
× (Qe0(bej−1))−1
}
−t1
{
Qe0(b
e
j−1)
+ (Qe0(b
e
j−1))
−1 eℵ11(bej−1)
e
ℵ1−1(bej−1)
}
+ i(s1+t1)
{ e
ℵ1−1(bej−1)−
e
ℵ11(bej−1)
})
(κe1(b
e
j−1))
2
(
−is1(Qe0(bej−1))−1
{
2
e
k
1
1(b
e
j−1)
−Qe1(bej−1)(Qe0(bej−1))−1
}
+it1
{
Qe0(b
e
j−1)
− (Qe0(bej−1))−1(
e
ℵ11(bej−1))2
}
+ 2(s1−t1)
e
ℵ11(bej−1)
)
(κe2(b
e
j−1))
2
(
−is1(Qe0(bej−1))−1
{
2
e
k
1
−1(b
e
j−1)
−Qe1(bej−1)(Qe0(bej−1))−1
}
+it1
{
Qe0(b
e
j−1)
− (Qe0(bej−1))−1(
e
ℵ1−1(bej−1))2
}
− 2(s1−t1)
e
ℵ1−1(bej−1)
)
κe1(b
e
j−1)κ
e
2(b
e
j−1)
(
s1(Qe0(b
e
j−1))
−1
×
{ e
k
1
1(b
e
j−1)+
e
k
1
−1(b
e
j−1)−Qe1(bej−1)
× (Qe0(bej−1))−1
}
+t1
{
Qe0(b
e
j−1)
+ (Qe0(b
e
j−1))
−1 eℵ11(bej−1)
e
ℵ1−1(bej−1)
}
+ i(s1+t1)
{ e
ℵ11(bej−1)−
e
ℵ1−1(bej−1)
})

, (3.61)
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Be(ae
j
)
ein℧
e
j
=

κe1(a
e
j
)κe2(a
e
j
)
(
−s1
{
Qe1(a
e
j
)
+Qe0(a
e
j
)
[ e
k
1
1(a
e
j
)+
e
k
1
−1(aej)
]}
−t1
×
{
(Qe0(a
e
j
))−1+Qe0(a
e
j
)
e
ℵ11(aej)
e
ℵ1−1(aej)
}
+ i(s1+t1)
{ e
ℵ1−1(aej)−
e
ℵ11(aej)
})
(κe1(a
e
j
))2
(
is1
{
Qe1(a
e
j
)+2Qe0(a
e
j
)
×
e
k
1
1(a
e
j
)
}
+it1
{
Qe0(a
e
j
)(
e
ℵ11(aej))2
− (Qe0(aej))−1
}
−2(s1−t1)
e
ℵ11(aej)
)
(κe2(a
e
j
))2
(
is1
{
Qe1(a
e
j
)+2Qe0(a
e
j
)
×
e
k
1
−1(aej)
}
+it1
{
Qe0(a
e
j
)(
e
ℵ1−1(aej))2
− (Qe0(aej))−1
}
+2(s1−t1)
e
ℵ1−1(aej)
)
κe1(a
e
j
)κe2(a
e
j
)
(
s1
{
Qe1(a
e
j
)
+Qe0(a
e
j
)
[ e
k
1
1(a
e
j
)+
e
k
1
−1(a
e
j
)
]}
+t1
×
{
(Qe0(a
e
j
))−1+Qe0(a
e
j
)
e
ℵ11(aej)
e
ℵ1−1(aej)
}
+ i(s1+t1)
{ e
ℵ11(aej)−
e
ℵ1−1(aej)
})

, (3.62)
Bo(bo
j−1)
ei(n+
1
2 )℧
o
j−1
=

κo1(b
o
j−1)κ
o
2(b
o
j−1)
(
− s1(γo(0))2Qo0(boj−1)
×
{ o
k
1
1(b
o
j−1)+
o
k
1
−1(b
o
j−1)−Qo1(boj−1)
× (Qo0(boj−1))−1
}
−t1(γo(0))2
{
Qo0(b
o
j−1)
+ (Qo0(b
o
j−1))
−1 oℵ11(boj−1)
o
ℵ1−1(boj−1)
}
+ i(s1+t1)
{ o
ℵ1−1(boj−1)−
o
ℵ11(boj−1)
})
(κo1(b
o
j−1))
2
(
− is1(γo(0))2Qo0(boj−1)
{
2
o
k
1
1(b
o
j−1)
−Qo1(boj−1)(Qo0(boj−1))−1
}
+it1
{
Qo0(b
o
j−1)
× (γo(0))−2−(Qo0(boj−1))−1(γo(0))2
× (
o
ℵ11(boj−1))2
}
+2(s1−t1)
o
ℵ11(boj−1)
)
(κo2(b
o
j−1))
2
(
− is1(γo(0))2Qo0(boj−1)
{
2
o
k
1
−1(b
o
j−1)
−Qo1(boj−1)(Qo0(boj−1))−1
}
+it1
{
Qo0(b
o
j−1)
× (γo(0))−2−(Qo0(boj−1))−1(γo(0))2
× (
o
ℵ1−1(boj−1))2
}
−2(s1−t1)
o
ℵ1−1(boj−1)
)
κo1(b
o
j−1)κ
o
2(b
o
j−1)
(
s1(γo(0))2
Qo0(b
o
j−1)
×
{ o
k
1
1(b
o
j−1)+
o
k
1
−1(boj−1)−Qo1(boj−1)
× (Qo0(boj−1))−1
}
+t1(γo(0))2
{
Qo0(b
o
j−1)
+ (Qo0(b
o
j−1))
−1 oℵ11(boj−1)
o
ℵ1−1(boj−1)
}
+ i(s1+t1)
{ o
ℵ11(boj−1)−
o
ℵ1−1(boj−1)
})

, (3.63)
Bo(ao
j
)
ei(n+
1
2 )℧
o
j
=

κo1(a
o
j
)κo2(a
o
j
)
(
− s1(γo(0))2
{
Qo1(a
o
j
)
+Qo0(a
o
j
)
[ o
k
1
1(a
o
j
)+
o
k
1
−1(a
o
j
)
]}
−t1
×
{
(γo(0))−2Qo0(a
o
j
)
o
ℵ11(aoj)
o
ℵ1−1(aoj)
+ (γo(0))2(Qo0(a
o
j
))−1
}
+ i(s1+t1)
{ o
ℵ1−1(aoj)−
o
ℵ11(aoj)
})
(κo1(a
o
j
))2
(
is1
(γo(0))2
{
Qo1(a
o
j
)+2Qo0(a
o
j
)
×
o
k
1
1(a
o
j
)
}
+it1
{
Qo0(a
o
j
)(
o
ℵ11(aoj))2
× (γo(0))−2−(Qo0(aoj))−1(γo(0))2
}
− 2(s1−t1)
o
ℵ11(aoj)
)
(κo2(a
o
j
))2
(
is1
(γo(0))2
{
Qo1(a
o
j
)+2Qo0(a
o
j
)
×
o
k
1
−1(a
o
j
)
}
+it1
{
Qo0(a
o
j
)(
o
ℵ1−1(aoj))2
× (γo(0))−2−(Qo0(aoj))−1(γo(0))2
}
+ 2(s1−t1)
o
ℵ1−1(aoj)
)
κo1(a
o
j
)κo2(a
o
j
)
(
s1
(γo(0))2
{
Qo1(a
o
j
)
+Qo0(a
o
j
)
[ o
k
1
1(a
o
j
)+
o
k
1
−1(a
o
j
)
]}
+t1
×
{
(γo(0))−2Qo0(a
o
j
)
o
ℵ11(aoj)
o
ℵ1−1(aoj)
+ (γo(0))2(Qo0(a
o
j
))−1
}
+ i(s1+t1)
{ o
ℵ11(aoj)−
o
ℵ1−1(aoj)
})

, (3.64)
E :=exp
(
i2π
(
n+
1
2
)∫
Jo∩R+
ψoV(s) ds
)
, (3.65)
and, for q∈{e, o},
s1=
5
72
, t1=− 772 , ℧
q
k
=
Ωqk, k=1, . . . ,N,0, k=0,N+1, (3.66)
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Q
q
0(b
q
0)=−i
(aqN+1−bq0)−1 N∏
k=1
bqk−bq0
a
q
k
−bq0


1/2
, (3.67)
Q
q
1(b
q
0)=
1
2
Q
q
0(b
q
0)
 N∑
k=1
 1
b
q
0−b
q
k
− 1
b
q
0−a
q
k
− 1
b
q
0−a
q
N+1
 , (3.68)
Q
q
0(a
q
N+1)=
(aqN+1−bq0) N∏
k=1
aqN+1−bqk
a
q
N+1−a
q
k


1/2
, (3.69)
Q
q
1(a
q
N+1)=
1
2
Q
q
0(a
q
N+1)
 N∑
k=1
 1
a
q
N+1−b
q
k
− 1
a
q
N+1−a
q
k
+ 1
a
q
N+1−b
q
0
 , (3.70)
Q
q
0(b
q
j
)=−i
 (b
q
j
−bq0)
(aq
N+1−b
q
j
)(bq
j
−aq
j
)
j−1∏
k=1
b
q
j
−bq
k
b
q
j
−aq
k
 N∏
l= j+1
b
q
l
−bq
j
a
q
l
−bq
j


1/2
, (3.71)
Q
q
1(b
q
j
)=
1
2
Q
q
0(b
q
j
)

N∑
k=1
k, j
 1bq
j
−bq
k
− 1
b
q
j
−aq
k
+ 1bq
j
−bq0
− 1
b
q
j
−aq
N+1
− 1
b
q
j
−aq
j
 , (3.72)
Q
q
0(a
q
j
)=
(a
q
j
−bq0)(b
q
j
−aq
j
)
(aq
N+1−a
q
j
)
j−1∏
k=1
a
q
j
−bq
k
a
q
j
−aq
k
 N∏
l= j+1
b
q
l
−aq
j
a
q
l
−aq
j


1/2
, (3.73)
Q
q
1(a
q
j
)=
1
2
Q
q
0(a
q
j
)

N∑
k=1
k, j
 1aq
j
−bq
k
− 1
a
q
j
−aq
k
+ 1aq
j
−bq0
− 1
a
q
j
−aq
N+1
+
1
a
q
j
−bq
j
 , (3.74)
with iQq0(b
q
j−1),Q
q
0(a
q
j
)>0, j=1, . . . ,N+1,
κ
e
1(ξ) =
θe(ue+(∞)+de)θe(ue+(ξ)− n2πΩe+de)
θe(ue+(∞)− n2πΩe+de)θe(ue+(ξ)+de)
, (3.75)
κ
e
2(ξ) =
θe(−ue+(∞)−de)θe(ue+(ξ)− n2πΩe−de)
θe(−ue+(∞)− n2πΩe−de)θe(ue+(ξ)−de)
, (3.76)
κ
o
1(ξ) =
1
E
θo(uo+(0)+do)θ
o(uo+(ξ)− 12π (n+ 12 )Ωo+do)
θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(ξ)+do)
, (3.77)
κ
o
2(ξ) = E
θo(−uo+(0)−do)θo(uo+(ξ)− 12π (n+ 12 )Ωo−do)
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)θo(uo+(ξ)−do)
, (3.78)
e
ℵε1ε2(ξ) = −
ue(ε1, ε2, 0; ξ)
θe(ε1ue+(ξ)+ε2de)
+
ue(ε1, ε2,Ω
e; ξ)
θe(ε1ue+(ξ)− n2πΩe+ε2de)
, ε1, ε2=±1, (3.79)
o
ℵε1ε2(ξ) = −
uo(ε1, ε2, 0; ξ)
θo(ε1uo+(ξ)+ε2do)
+
uo(ε1, ε2,Ω
o; ξ)
θo(ε1uo+(ξ)− 12π (n+ 12 )Ωo+ε2do)
, (3.80)
e
k
ε1
ε2(ξ) = −
ve(ε1, ε2, 0; ξ)
θe(ε1ue+(ξ)+ε2de)
+
ve(ε1, ε2,Ω
e; ξ)
θe(ε1ue+(ξ)− n2πΩe+ε2de)
−
(
ue(ε1, ε2, 0; ξ)
θe(ε1ue+(ξ)+ε2de)
)2
+
ue(ε1, ε2, 0; ξ)ue(ε1, ε2,Ω
e; ξ)
θe(ε1ue+(ξ)+ε2de)θ
e(ε1ue+(ξ)− n2πΩe+ε2de)
, (3.81)
o
k
ε1
ε2(ξ) = −
vo(ε1, ε2, 0; ξ)
θo(ε1uo+(ξ)+ε2do)
+
vo(ε1, ε2,Ω
o; ξ)
θo(ε1uo+(ξ)− 12π (n+ 12 )Ωo+ε2do)
−
(
uo(ε1, ε2, 0; ξ)
θo(ε1uo+(ξ)+ε2do)
)2
+
uo(ε1, ε2, 0; ξ)uo(ε1, ε2,Ω
o; ξ)
θo(ε1uo+(ξ)+ε2do)θ
o(ε1uo+(ξ)− 12π (n+ 12 )Ωo+ε2do)
, (3.82)
uq(ε1, ε2,Ω
q, ξ) :=2πΛ1q(ε1, ε2,Ω
q, ξ), vq(ε1, ε2,Ω
q, ξ) :=−2π2Λ2q(ε1, ε2,Ωq, ξ), (3.83)
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Λ
j′
e (ε1, ε2,Ω
e, ξ)=
∑
m∈ZN
(re(ξ)) j
′
e2πi(m,ε1u
e
+(ξ)− n2πΩe+ε2de)+πi(m,τem), j′=1, 2, (3.84)
Λ
j′
o (ε1, ε2,Ω
o, ξ)=
∑
m∈ZN
(ro(ξ)) j
′
e2πi(m,ε1u
o
+(ξ)− 12π (n+ 12 )Ωo+ε2do)+πi(m,τom), (3.85)
rq(ξ) :=
2(m, ~q(ξ))
⋋
q(ξ)
, ~q(ξ)=
(
⋌
q
1(ξ),⋌
q
2(ξ), . . . ,⋌
q
N
(ξ)
)
, (3.86)
⋌
q
j′ (ξ) :=
N∑
k=1
c
q
j′kξ
N−k, j′=1, . . . ,N, (3.87)
⋋
q(bq0)= i(−1)Nηbq0 , ⋋
q(aq
N+1)=ηaqN+1 , ⋋
q(bq
j
)= i(−1)N− jηbq
j
, ⋋
q(aq
j
)= (−1)N− j+1ηaq
j
, (3.88)
ηbq0 :=
(aqN+1−bq0) N∏
k=1
(bq
k
−bq0)(a
q
k
−bq0)

1/2
, (3.89)
ηaq
N+1
:=
(aqN+1−bq0) N∏
k=1
(aq
N+1−b
q
k
)(aq
N+1−a
q
k
)

1/2
, (3.90)
ηbq
j
:=
(bqj−aqj)(aqN+1−bqj)(bqj−bq0)
j−1∏
k=1
(bq
j
−bq
k
)(bq
j
−aq
k
)
N∏
l= j+1
(bq
l
−bq
j
)(aq
l
−bq
j
)

1/2
, (3.91)
ηaq
j
:=
(bqj−aqj)(aqN+1−aqj)(aqj−bq0)
j−1∏
k=1
(aq
j
−bq
k
)(aq
j
−aq
k
)
N∏
l= j+1
(bq
l
−aq
j
)(aq
l
−aq
j
)

1/2
, (3.92)
where ce
j′k′ (resp., c
o
j′k′ ), j
′, k′ = 1, . . . ,N, are obtained from Equations (E1) and (E2) (resp., Equations (O1)
and (O2)), ηbq
j−1
, ηaq
j
>0, j=1, . . . ,N+1, and
α̂q0(b
q
0)=
4
3
i(−1)Nhq
V
(bq0)ηbq0 , (3.93)
α̂q1(b
q
0)=i(−1)N
25hqV(bq0)ηbq0
 N∑
l=1
 1
b
q
0−b
q
l
+
1
b
q
0−a
q
l
+ 1
b
q
0−a
q
N+1
+ 45 (hqV(bq0))′ηbq0
 , (3.94)
α̂q0(a
q
N+1)=
4
3
h
q
V
(aq
N+1)ηaqN+1 , (3.95)
α̂q1(a
q
N+1)=
2
5
h
q
V
(aq
N+1)ηaqN+1
 N∑
l=1
 1
a
q
N+1−b
q
l
+
1
a
q
N+1−a
q
l
+ 1
a
q
N+1−b
q
0
+ 45(hqV(aqN+1))′ηaqN+1 , (3.96)
α̂
q
0(b
q
j
)=
4
3
i(−1)N− jhq
V
(bq
j
)ηbq
j
, (3.97)
α̂q1(b
q
j
)=i(−1)N− j
25hqV(bqj )ηbqj

N∑
k=1
k, j
 1bq
j
−bq
k
+
1
b
q
j
−aq
k
+ 1bq
j
−aq
j
+
1
b
q
j
−bq0
+
1
b
q
j
−aq
N+1
+ 45 (hqV(bqj ))′ηbqj
 , (3.98)
α̂
q
0(a
q
j
)=
4
3
(−1)N− j+1hq
V
(aq
j
)ηaq
j
, (3.99)
α̂q1(a
q
j
)=(−1)N− j+1
25hqV(aqj)ηaqj

N∑
k=1
k, j
 1aq
j
−bq
k
+
1
a
q
j
−aq
k
+ 1aq
j
−bq
j
+
1
a
q
j
−aq
N+1
+
1
a
q
j
−bq0
+ 45(hqV(aqj))′ηaqj
 ,
(3.100)
and
α˜e0(1, 1,Z) :=2πi
∑
m∈ZN
(m, α̂
e
0)e
2πi(m,ue+(0)− n2πZ+de)+πi(m,τem), (3.101)
α˜o∞(1, 1,Z) :=2πi
∑
m∈ZN
(m, α̂o∞)e
2πi(m,uo+(∞)− 12π (n+ 12 )Z+do)+πi(m,τom), (3.102)
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where α̂
q
p= (α̂
q
p,1, α̂
q
p,2, . . . , α̂
q
p,N), q∈{e, o}, p∈{0,∞}, with
α̂e0, j := (−1)N
e
+
N+1∏
i=1
|bei−1aei |

−1/2
cejN, α̂
o
∞, j :=c
o
j1, j=1, . . . ,N, (3.103)
and 0 := (0, 0, . . . , 0)T (∈RN).
Via Proposition 3.3, the formulae
b♯2n :=h
−[b♯2n+2] , c♯2n :=h−[c♯2n+2] , β♯2n :=h−[β♯2n+2] , γ♯2n+1 :=h−[γ♯2n+3] ,
and Equations (3.35) and (3.36), one proves the following theorem for asymptotics (as n→∞) of the
coefficients of the recurrence relations (1.23)–(1.26). Theorem 3.2 (see below) presents asymptotics for
a♯2n+1 (see Equation (3.104)), b
♯
2n+1 (see Equation (3.106)), b
♯
2n+2 (see Equation (3.109)), c
♯
2n+2 (see Equa-
tion (3.114)), α♯2n (see Equation (3.115)), β
♯
2n+1 (see Equation (3.116)), β
♯
2n+2 (see Equation (3.117)), γ
♯
2n+3
(see Equation (3.118)), b♯2n (see Equation (3.119)), c
♯
2n (see Equation (3.120)), β
♯
2n (see Equation (3.121)),
and γ♯2n+1 (see Equation (3.122)). Furthermore, asymptotics for ξ
(2n)
n−1/ξ
(2n)
n (cf. Equations (3.17)) and
ξ(2n+1)−n /ξ
(2n+1)
−n−1 (cf. Equations (3.18)) are presented in Equations (3.123) and (3.124), respectively.
Theorem 3.2. Let the external field V˜ : R \ {0} → R satisfy conditions (1.20)–(1.22). Let the orthonormal
L-polynomials (resp., monic orthogonal L-polynomials) {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as defined in Equa-
tions (1.2) and (1.3) (resp., Equations (1.4) and (1.5)), and let {φk(z)}k∈Z+0 satisfy the system of recurrence
relations (1.23)–(1.26). Let
e
Y: C \ R → SL2(C) (resp.,
o
Y: C \ R → SL2(C)) be the (unique) solution of
RHP1 (resp.,RHP2) with integral representation (1.29) (resp., (1.30)). Define the density of the ‘even’ (resp.,
‘odd’) equilibrium measure, dµe
V
(x) (resp., dµo
V
(x)), as in Equation (2.13) (resp., Equation (2.19)), and set
Jq :=supp(µ
q
V
)=∪N+1
j=1 (b
q
j−1, a
q
j
), q∈{e, o}, where {be
j−1, a
e
j
}N+1
j=1 (resp., {boj−1, aoj}N+1j=1 ) satisfy the (real) n-dependent
and locally solvable system of 2(N+1)moment conditions (2.12) (resp., (2.18)).
Suppose, furthermore, that V˜ : R\{0}→R is regular, namely: (i) hq
V
(z).0 on Jq :=∪N+1k=1 [b
q
k−1, a
q
k
], q∈{e, o};
and (ii) the strict variational inequalities of Theorem 3.1, Equations (3.46) and (3.47), are valid. Then,
a
♯
2n+1 =n→∞ −
̟o+̟
o
−
ηo−
θo(uo+(∞)− 12π (n+ 12 )Ωo+do)θo(−uo+(∞)− 12π (n+ 12 )Ωo+do)
θo(uo+(0)− 12 (n+ 12 )Ωo+do)θo(−uo+(0)− 12π (n+ 12 )Ωo+do)
× θ
o(uo+(0)+do)θ
o(−uo+(0)+do)
θo(uo+(∞)+do)θo(−uo+(∞)+do)
1+ 1(n+ 12 )
(
(Ro,∞0 )11−(Ro,∞0 )12
̟o−E
2
i̟o+
× θ
o(uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(uo+(∞)−do)θo(−uo+(0)− 12π (n+ 12 )Ωo−do)θo(uo+(∞)− 12π (n+ 12 )Ωo+do)
+ (Ro,∞0 )11−(Ro,∞0 )12
̟o+E
2
i̟o−
θo(−uo+(∞)+do)θo(−uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(−uo+(∞)−do)θo(−uo+(∞)− 12π (n+ 12 )Ωo+do)
× θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
− 4i(R
o,0
1 )12E
2
ηo−
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)
× θ
o(−uo+(0)+do)
θo(uo+(0)+do)
)
+O
 c(n)(n+ 12 )2

 , (3.104)
where
R
o,0
1 :=
N+1∑
j=1

(
Ao(bo
j−1)
(
α̂o1(b
o
j−1)+2(b
o
j−1)
−1α̂o0(b
o
j−1)
)
−Bo(bo
j−1)α̂
o
0(b
o
j−1)
)
(bo
j−1)
2(α̂o0(b
o
j−1))
2
+
(
Ao(ao
j
)
(
α̂o1(a
o
j
)+2(ao
j
)−1α̂o0(a
o
j
)
)
−Bo(ao
j
)α̂o0(a
o
j
)
)
(ao
j
)2(α̂o0(a
o
j
))2
 , (3.105)
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with all parameters defined in Theorem 3.1, Equations (3.52)–(3.100),
b♯2n+1 =n→∞ −
2̟o−
E
θo(uo+(0)+do)θ
o(−uo+(∞)− 12π (n+ 12 )Ωo+do)
θo(−uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
×
√
1
ηe+
θe(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
×
√
E2
ηo−
θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)
×
1+ 1n
2Q♭12ηe+ θ
e(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)

+
1
(n+ 12 )
2E2Q♮12ηo− θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)
+ (Ro,∞0 )11+(R
o,∞
0 )12
i̟o+E
2
̟o−
θo(−uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(−uo+(∞)− 12π (n+ 12 )Ωo+do)
× θ
o(−uo+(∞)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(∞)−do)θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
+O(c(n)n2
)
× exp
(
2
(
n+
1
2
)∫
Jo
ln(|s|)ψoV(s) ds+
n
2
(ℓo−ℓe)
)
, (3.106)
where
Q♭ := iRe,∞1 , Q
♮ :=−iRo,01 , (3.107)
with
R
e,∞
1 :=
N+1∑
j=1

(
Be(ae
j
)α̂e0(a
e
j
)−Ae(ae
j
)α̂e1(a
e
j
)
)
(α̂e0(a
e
j
))2
+
(
Be(be
j−1)α̂
e
0(b
e
j−1)−Ae(bej−1)α̂e1(bej−1)
)
(α̂e0(b
e
j−1))
2
 , (3.108)
and all parameters defined in Theorem 3.1, Equations (3.52)–(3.100),
b♯2n+2 =n→∞ ν
(2n+1)
n
√√√ h+[enℓeηe+a↑(n)(1+ 1nA↑(n)+O( c(n)n2 ))]
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
)) , (3.109)
where asymptotics (as n→∞) of ν(2n+1)n is given in Theorem 3.1, Equation (3.49), with
a↑(n) :=
θe(ue+(∞)+de)θe(−ue+(∞)− n2πΩe+de)
θe(−ue+(∞)+de)θe(ue+(∞)− n2πΩe+de)
, (3.110)
b↓(n) :=
1
E2
θo(uo+(0)+do)θ
o(−uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(0)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
, (3.111)
A↑(n) :=−4i(R
e,∞
1 )12
ηe+
θe(−ue+(∞)+de)θe(ue+(∞)− n2πΩe+de)
θe(ue+(∞)+de)θe(−ue+(∞)− n2πΩe+de)
, (3.112)
B↓(n) :=
4i(Ro,01 )12E
2
ηo−
θo(−uo+(0)+do)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(uo+(0)+do)θ
o(−uo+(0)− 12π (n+ 12 )Ωo+do)
, (3.113)
c
♯
2n+2 =n→∞
√√
h+
[
enℓeηe+a
↑(n)
(
1+ 1nA
↑(n)+O
(
c(n)
n2
))]
enℓeηe+a↑(n)
(
1+ 1nA
↑(n)+O
(
c(n)
n2
)) , (3.114)
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α♯2n =n→∞ −
̟e+̟
o
+
4E
θe(ue+(∞)+de)θo(uo+(0)+do)θe(ue+(0)− n2πΩe+de)
θe(ue+(0)+de)θ
o(uo+(∞)+do)θe(ue+(∞)− n2πΩe+de)
× θ
o(uo+(∞)− 12π (n+ 12 )Ωo+do)
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
{
1+
1
n
(
(Re,00 )11+(R
e,0
0 )12
̟e−
i̟e+
× θ
e(ue+(0)+de)θ
e(ue+(0)− n2πΩe−de)θe(ue+(∞)− n2πΩe+de)
θe(ue+(0)−de)θe(ue+(0)− n2πΩe+de)θe(−ue+(∞)− n2πΩe−de)
)
+
1
(n+ 12 )
(Ro,∞0 )11−(Ro,∞0 )12̟o−E2i̟o+ θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
× θ
o(uo+(∞)+do)θo(uo+(∞)− 12π (n+ 12 )Ωo−do)
θo(uo+(∞)−do)θo(uo+(∞)− 12π (n+ 12 )Ωo+do)
+O(c(n)n2
)
× exp
(
2n
(∫
Je
ln(|s|)ψeV(s) ds+iπ
∫
Je∩R+
ψeV(s) ds
)
−2
(
n+
1
2
)∫
Jo
ln(|s|)ψoV(s) ds
)
, (3.115)
β♯2n+1 =n→∞
̟e+
2
θe(ue+(∞)+de)θe(ue+(0)− n2πΩe+de)
θe(ue+(0)+de)θ
e(ue+(∞)− n2πΩe+de)
×
√
1
ηe+
θe(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
×
E2ηo− θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)
−1/2
×
1+ 1(n+ 12 )
−2E2Q♮12ηo− θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)

+
1
n
2Q♭12ηe+ θ
e(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
+(Re,00 )11+(R
e,0
0 )12
̟e−
i̟e+
× θ
e(ue+(0)− n2πΩe−de)θe(ue+(0)+de)θe(ue+(∞)− n2πΩe+de)
θe(ue+(0)− n2πΩe+de)θe(ue+(0)−de)θe(−ue+(∞)− n2πΩe−de)
)
+O
(
c(n)
n2
)}
× exp
(
2n
(∫
Je
ln(|s|)ψeV(s) ds+iπ
∫
Je∩R+
ψeV(s) ds
)
+
n
2
(ℓo−ℓe)
)
, (3.116)
β♯2n+2 =n→∞ −
(
h+
[
ν(2n+1)n
]) √√√ h+[enℓeηe+a↑(n)(1+ 1nA↑(n)+O( c(n)n2 ))]
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
)) , (3.117)
γ♯2n+3 =n→∞
√√√√√h+[enℓoηo−b↓(n)(1+ 1(n+ 12 )B↓(n)+O( c(n)(n+ 12 )2 ))]
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
)) , (3.118)
b♯2n =n→∞ h
−[ν(2n+1)n ]
√√√ enℓeηe+a↑(n)(1+ 1nA↑(n)+O( c(n)n2 ))
h−
[
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
))] , (3.119)
c♯2n =n→∞
√√
enℓeηe+a
↑(n)
(
1+ 1nA
↑(n)+O
(
c(n)
n2
))
h−
[
enℓeηe+a↑(n)
(
1+ 1nA
↑(n)+O
(
c(n)
n2
))] , (3.120)
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β♯2n =n→∞ − ν
(2n+1)
n
√√√ enℓeηe+a↑(n)(1+ 1nA↑(n)+O( c(n)n2 ))
h−
[
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
))] , (3.121)
γ♯2n+1 =n→∞
√√√√√ enℓoηo−b↓(n)(1+ 1(n+ 12 )B↓(n)+O( c(n)(n+ 12 )2 ))
h−
[
enℓoηo−b↓(n)
(
1+ 1
(n+ 12 )
B↓(n)+O
(
c(n)
(n+ 12 )
2
))] , (3.122)
and n→∞ asymptotics for a♯2n and α♯2n+1 are obtained by substituting, formally, asymptotics (3.106), (3.114)–
(3.117), (3.119), (3.121), and (3.122) into Equations (3.35) and (3.56). Furthermore,
ξ(2n)
n−1
ξ(2n)n
=
n→∞ − 2n
∫
Je
sψeV(s) ds+
αe∞(1, 1,0)
θe(ue+(∞)+de)
− α
e
∞(1, 1,Ω
e)
θe(ue+(∞)− n2πΩe+de)
+
1
n
(Re,∞1 )11+O
(
c(n)
n2
)
, (3.123)
ξ(2n+1)−n
ξ(2n+1)−n−1
=
n→∞ − 2
(
n+
1
2
)∫
Jo
s−1ψoV(s) ds−
αo0(1, 1,0)
θo(uo+(0)+do)
+
αo0(1, 1,Ω
o)
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
+
1
(n+ 12 )
(Ro,01 )11
+ O
 c(n)(n+ 12 )2
 , (3.124)
where Ro,01 (resp., R
e,∞
1 ) is defined in Equation (3.105) (resp., Equation (3.108)),
αe∞(1, 1,Z) :=2πi
∑
m∈ZN
(m, α̂
e
∞)e
2πi(m,ue+(∞)− n2πZ+de)+πi(m,τem), (3.125)
αo0(1, 1,Z) :=2πi
∑
m∈ZN
(m, α̂
o
0)e
2πi(m,uo+(0)− 12π (n+ 12 )Z+do)+πi(m,τom), (3.126)
where α̂
q
p= (α̂
q
p,1, α̂
q
p,2, . . . , α̂
q
p,N), q∈{e, o}, p∈{0,∞}, with
α̂e∞, j :=c
e
j1, α̂
o
0, j := (−1)N
o
+
N+1∏
i=1
|boi−1aoi |

−1/2
cojN, j=1, . . . ,N, (3.127)
where ce
j1 (resp., c
o
jN
), j=1, . . . ,N, are obtained from Equations (E1) and (E2) (resp., Equations (O1) and (O2)),
and 0 := (0, 0, . . . , 0)T (∈RN).
Recalling Equations (1.9), asymptotics (as n→∞) for the Hankel determinant ratios
H
(−2n+1)
2n /H
(−2n)
2n and H
(−2n−1)
2n+1 /H
(−2n)
2n+1
have already been presented in Theorem 3.1, Equations (3.48) and (3.49), respectively. Via Equa-
tions (1.18) and (1.19), and asymptotics for ξ(2n)n (resp., ξ
(2n+1)
−n−1 ) given in Appendix A, Theorem A.3
(resp., Appendix B, Theorem B.3), one proves the following theorem concerning asymptotics of
the remaining Hankel determinant ratios H(−2n−2)2n+2 /H
(−2n)
2n (cf. Equation (1.18)) and H
(−2n−2)
2n+3 /H
(−2n)
2n+1 (cf.
Equation (1.19)); see, in particular, Equations (3.128) and (3.129).
Theorem 3.3. Let the external field V˜ : R \ {0} → R satisfy conditions (1.20)–(1.22). Let H(m)
k
, (m, k) ∈
Z × N, be the Hankel determinants associated with the bi-infinite, real-valued, strong moment sequence{
c j=
∫
R
s j exp(−nV˜(s)) ds, n∈N
}
j∈Z defined in Equations (1.1). Let the orthonormal L-polynomials (resp.,
monic orthogonal L-polynomials) {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as defined in Equations (1.2) and (1.3)
(resp., Equations (1.4) and (1.5)). Let
e
Y: C\R→SL2(C) (resp.,
o
Y: C\R→SL2(C)) be the (unique) solution of
RHP1 (resp.,RHP2) with integral representation (1.29) (resp., (1.30)). Define the density of the ‘even’ (resp.,
‘odd’) equilibrium measure, dµe
V
(x) (resp., dµo
V
(x)), as in Equation (2.13) (resp., Equation (2.19)), and set
Jq :=supp(µ
q
V
)=∪N+1
j=1 (b
q
j−1, a
q
j
), q∈{e, o}, where {be
j−1, a
e
j
}N+1
j=1 (resp., {boj−1, aoj}N+1j=1 ) satisfy the (real) n-dependent
and locally solvable system of 2(N+1)moment conditions (2.12) (resp., (2.18)).
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Suppose, furthermore, that V˜ : R\{0}→R is regular, namely: (i) hq
V
(z).0 on Jq :=∪N+1k=1 [b
q
k−1, a
q
k
], q∈{e, o};
and (ii) the strict variational inequalities of Theorem 3.1, Equations (3.46) and (3.47), are valid. Then,
H
(−2n−2)
2n+2
H(−2n)2n
=
n→∞
π2ηe+η
o
−
4E2
θe(−ue+(∞)− n2πΩe+de)θo(−uo+(0)− 12π (n+ 12 )Ωo+do)
θe(ue+(∞)− n2πΩe+de)θo(uo+(0)− 12π (n+ 12 )Ωo+do)
× θ
e(ue+(∞)+de)θo(uo+(0)+do)
θe(−ue+(∞)+de)θo(−uo+(0)+do)
1+ 1n
−4Q♭12ηe+ θ
e(−ue+(∞)+de)
θe(ue+(∞)+de)
× θ
e(ue+(∞)− n2πΩe+de)
θe(−ue+(∞)− n2πΩe+de)
)
+
1
(n+ 12 )
−4E2Q♮12ηo− θ
o(−uo+(0)+do)
θo(uo+(0)+do)
× θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)
+O (c(n)n2
)exp(n(ℓe+ℓo)) , (3.128)
and
H(−2n−2)2n+3
H
(−2n)
2n+1
=
n→∞
π2enℓoηo−
4E2
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)
θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
×
1+ 1(n+ 12 )
−4E2Q♮12ηo− θ
o(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)

+O
 c(n)(n+ 12 )2


{
h+
[
e−nℓe
ηe+
θe(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
×
1+ 1n
4Q♭12ηe+ θ
e(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
+O(c(n)n2
)

−1
, (3.129)
with all parameters defined in Theorem 3.1, Equations (3.52)–(3.100), and Theorem 3.2, Equations (3.105),
(3.107), and (3.108).
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Appendix A. Asymptotics for
e
Y(z)
In this appendix, large-n asymptotics for the coefficients of the expansions (3.1) and (3.2) for the
solution of RHP1, with integral representation (1.29), are presented (for complete details and proofs,
see [21]).
Remark A.1. In [21], the following formula was established for complex z away from an open
neighbourhood around Je :=∪N+1j=1 [bej−1, aej]:
e
Y(z)=e
nℓe
2 σ3Re(z)
e
m∞(z)en(g
e(z)− ℓe2 +
∫
Je
ln(s)ψe
V
(s) ds)σ3 ,
where ℓe, ge(z), and ψeV(z) have been defined heretofore, the matrix-valued function
e
m∞(z) is de-
termined explicitly, and the matrix-valued function Re(z) solves a “small norm” RHP for which a
complete asymptotic expansion as n→∞ for z ∈C is computed. The above explicit formula for the
solution of RHP1 yields an explicit asymptotic description for the even degree OLPs in question (for
complete details and proofs, see [21]). 
Remark A.2. In Theorems A.1 and A.2 below, only n → ∞ asymptotics for Re,∞
j
(n), j = 1, 2, and
R
e,0
k−1(n), k= 1, 2, 3, are given, as they are all that are actually necessary in order to obtain the results
of Theorems 3.1–3.3: finite-n formulae for Re,∞
j
(n), j = 1, 2, and Re,0
k−1(n), k = 1, 2, 3, are given in [21];
furthermore, the ‘symbol’ c(n) appearing in the asymptotic (as n→∞) expressions for Re,∞
j
(n), j=1, 2,
andRe,0
k−1(n), k=1, 2, 3, is to be understood as a uniformly bounded (O(1)), M2(C)-valued, n-dependent
function, that is, M2(C)∋c(n)=n→∞O(1). 
Theorem A.1 ([21]). Let the external field V˜ : R \ {0}→R satisfy conditions (1.20)–(1.22). Let the orthonor-
mal L-polynomials (resp., monic orthogonal L-polynomials) {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as defined in
Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)). Let
e
Y: C \R→SL2(C) be the unique solution of
RHP1 with integral representation (1.29). Define the density of the ‘even’ equilibrium measure, dµe
V
(x), as in
Equation (2.13), and set Je :=supp(µeV)=∪N+1j=1 (bej−1, aej), where {bej−1, aej}N+1j=1 satisfy the (real) n-dependent and
locally solvable system of 2(N+1)moment conditions (2.12).
Suppose, furthermore, that V˜ : R \ {0}→R is regular, namely: (i) he
V
(z).0 on Je :=∪N+1j=1 [bej−1, aej]; (ii)
4
∫
Je
ln(|x−s|) dµeV(s)−2 ln |x|−V˜(x)−ℓe=0, x∈ Je,
which defines the ‘even’ variational constant, ℓe (∈ R) (the same on each compact interval [bej−1, aej], j =
1, . . . ,N+1), and
4
∫
Je
ln(|x−s|) dµeV(s)−2 ln |x|−V˜(x)−ℓe<0, x∈R \ Je ;
(iii)
ge+(z)+g
e
−(z)−V˜(z)−ℓe+2Qe<0, z∈R \ Je,
where ge(z) is defined by Equation (2.15), ge±(z) := limε↓0 g
e(z±iε), and Qe is defined in Equation (2.16); and
(iv)
i(ge+(z)−ge−(z))′>0, z∈ Je.
Then,
e
Y(z)z−nσ3 =
z→∞ I+
1
z
Ye,∞1 +
1
z2
Ye,∞2 +O
( 1
z3
)
,
where
(Ye,∞1 )11 = −2n
∫
Je
sψeV(s) ds+(
e
m∞1 )11+(R
e,∞
1 (n))11,
(Ye,∞1 )12 = e
nℓe
(
(
e
m∞1 )12+(R
e,∞
1 (n))12
)
,
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(Ye,∞1 )21 = e
−nℓe
(
(
e
m∞1 )21+(R
e,∞
1 (n))21
)
,
(Ye,∞1 )22 = 2n
∫
Je
sψeV(s) ds+(
e
m∞1 )22+(R
e,∞
1 (n))22,
(Ye,∞2 )11 = 2n
2
(∫
Je
sψeV(s) ds
)2
−n
∫
Je
s2ψeV(s) ds−2n
(
(
e
m∞1 )11+(R
e,∞
1 (n))11
)∫
Je
sψeV(s) ds
+ (
e
m∞2 )11+(R
e,∞
2 (n))11+(R
e,∞
1 (n))11(
e
m∞1 )11+(R
e,∞
1 (n))12(
e
m∞1 )21,
(Ye,∞2 )12 = e
nℓe
(
2n
(
(
e
m∞1 )12+(R
e,∞
1 (n))12
)∫
Je
sψeV(s) ds+(
e
m∞2 )12+(R
e,∞
2 (n))12
+ (Re,∞1 (n))11(
e
m∞1 )12+(R
e,∞
1 (n))12(
e
m∞1 )22
)
,
(Ye,∞2 )21 = e
−nℓe
(
−2n
(
(
e
m∞1 )21+(R
e,∞
1 (n))21
)∫
Je
sψeV(s) ds+(
e
m∞2 )21+(R
e,∞
2 (n))21
+ (Re,∞1 (n))21(
e
m∞1 )11+(R
e,∞
1 (n))22(
e
m∞1 )21
)
,
(Ye,∞2 )22 = 2n
2
(∫
Je
sψeV(s) ds
)2
+n
∫
Je
s2ψeV(s) ds+2n
(
(
e
m∞1 )22+(R
e,∞
1 (n))22
)∫
Je
sψeV(s) ds
+ (
e
m∞2 )22+(R
e,∞
2 (n))22+(R
e,∞
1 (n))21(
e
m∞1 )12+(R
e,∞
1 (n))22(
e
m∞1 )22,
with
(
e
m∞1 )11 =
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
(
θe∞(1, 1,Ω
e)αe∞(1, 1,0)−αe∞(1, 1,Ωe)θe∞(1, 1,0)
(θe∞(1, 1,0))2
)
,
(
e
m∞1 )12 =
1
4i
N+1∑
k=1
(bek−1−aek)
 θe(ue+(∞)+de)θe∞(−1, 1,Ωe)θe(ue+(∞)− n2πΩe+de)θe∞(−1, 1,0) ,
(
e
m∞1 )21 = −
1
4i
N+1∑
k=1
(bek−1−aek)
 θe(ue+(∞)+de)θe∞(1,−1,Ωe)θe(−ue+(∞)− n2πΩe−de)θe∞(1,−1,0) ,
(
e
m∞1 )22 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
(
θe∞(−1,−1,Ωe)αe∞(−1,−1,0)−αe∞(−1,−1,Ωe)θe∞(−1,−1,0)
(θe∞(−1,−1,0))2
)
,
(
e
m∞2 )11 =
(
θe∞(1, 1,Ω
e)
(
βe∞(1, 1,0)θ
e
∞(1, 1,0)+(α
e
∞(1, 1,0))
2
)
−αe∞(1, 1,Ωe)αe∞(1, 1,0)θe∞(1, 1,0)
− βe∞(1, 1,Ωe)(θe∞(1, 1,0))2
) (θe∞(1, 1,0))−3θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
+
1
32
N+1∑
k=1
(bek−1−aek)

2
,
(
e
m∞2 )12 =
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
((
θe∞(−1, 1,Ωe)αe∞(−1, 1,0)−αe∞(−1, 1,Ωe)θe∞(−1, 1,0)
(θe∞(−1, 1,0))2
)
× 1
4i
N+1∑
k=1
(bek−1−aek)
+ 18i
N+1∑
k=1
((bek−1)
2−(aek)2)
θe∞(−1, 1,Ωe)θe∞(−1, 1,0)
 ,
(
e
m∞2 )21 = −
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
((
θe∞(1,−1,Ωe)αe∞(1,−1,0)−αe∞(1,−1,Ωe)θe∞(1,−1,0)
(θe∞(1,−1,0))2
)
× 1
4i
N+1∑
k=1
(bek−1−aek)
+ 18i
N+1∑
k=1
((bek−1)
2−(aek)2)
θe∞(1,−1,Ωe)θe∞(1,−1,0)
 ,
(
e
m∞2 )22 =
(
θe∞(−1,−1,Ωe)
(
βe∞(−1,−1,0)θe∞(−1,−1,0)+(αe∞(−1,−1,0))2
)
−αe∞(−1,−1,Ωe)
×αe∞(−1,−1,0)θe∞(−1,−1,0)−βe∞(−1,−1,Ωe)(θe∞(−1,−1,0))2
)
(θe∞(−1,−1,0))−3
× θ
e(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
+
1
32
N+1∑
k=1
(bek−1−aek)

2
,
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and (⋆)i j, i, j=1, 2, denoting the (i j)-element of ⋆, where, for ε1, ε2=±1,
θe∞(ε1, ε2,Z) :=θ
e(ε1ue+(∞)− n2πZ+ε2de),
αe∞(ε1, ε2,Z) :=2πiε1
∑
m∈ZN
(m, α̂
e
∞)e
2πi(m,ε1ue+(∞)− n2πZ+ε2de)+πi(m,τem),
where ue+(∞)=
∫ ∞+
ae
N+1
ωe, α̂
e
∞= (α̂
e
∞,1, α̂
e
∞,2, . . . , α̂
e
∞,N), with α̂
e
∞, j :=c
e
j1, j=1, . . . ,N, and
βe∞(ε1, ε2,Z) :=2π
∑
m∈ZN
(
π(m, α̂
e
∞)
2+iε1(m, β̂
e
∞)
)
e2πi(m,ε1u
e
+(∞)− n2πZ+ε2de)+πi(m,τem),
where β̂
e
∞ = (β̂
e
∞,1, β̂
e
∞,2, . . . , β̂
e
∞,N), with β̂
e
∞, j :=
1
2 (c
e
j2+
1
2c
e
j1
∑N+1
i=1 (b
e
i−1+a
e
i
)), j = 1, . . . ,N, where ce
j1, c
e
j2, j =
1, . . . ,N, are obtained from Equations (E1) and (E2), and
R
e,∞
1 (n) =n→∞
1
n
N+1∑
j=1

(
Be(ae
j
)α̂e0(a
e
j
)−Ae(ae
j
)α̂e1(a
e
j
)
)
(α̂e0(a
e
j
))2
+
(
Be(be
j−1)α̂
e
0(b
e
j−1)−Ae(bej−1)α̂e1(bej−1)
)
(α̂e0(b
e
j−1))
2
+O
(
c(n)
n2
)
,
R
e,∞
2 (n) =n→∞
1
n
N+1∑
j=1

(
α̂e0(b
e
j−1)A
e(be
j−1)+b
e
j−1
(
Be(be
j−1)α̂
e
0(b
e
j−1)−Ae(bej−1)α̂e1(bej−1)
))
(α̂e0(b
e
j−1))
2
+
(
α̂e0(a
e
j
)Ae(ae
j
)+ae
j
(
Be(ae
j
)α̂e0(a
e
j
)−Ae(ae
j
)α̂e1(a
e
j
)
))
(α̂e0(a
e
j
))2
+O
(
c(n)
n2
)
,
with all parameters defined in Theorem 3.1, Equations (3.52)–(3.100).
TheoremA.2 ([21]). Let all the conditions stated in TheoremA.1 be valid, and let all parameters be as defined
therein. Let
e
Y: C \R→SL2(C) be the unique solution of RHP1 with integral representation (1.29). Then,
e
Y(z)znσ3 =
z→0
Ye,00 +zY
e,0
1 +z
2Ye,02 +O(z3),
where
(Ye,00 )11 = (Q̂
e
0)11e
2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,00 )12 = (Q̂
e
0)12e
n(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,00 )21 = (Q̂
e
0)21e
−n(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,00 )22 = (Q̂
e
0)22e
−2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,01 )11 =
(
(Q̂e1)11−2n(Q̂e0)11
∫
Je
s−1ψeV(s) ds
)
e2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,01 )12 =
(
(Q̂e1)12+2n(Q̂
e
0)12
∫
Je
s−1ψeV(s) ds
)
en(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,01 )21 =
(
(Q̂e1)21−2n(Q̂e0)21
∫
Je
s−1ψeV(s) ds
)
e−n(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,01 )22 =
(
(Q̂e1)22+2n(Q̂
e
0)22
∫
Je
s−1ψeV(s) ds
)
e−2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,02 )11 =
(Q̂e2)11−2n(Q̂e1)11 ∫
Je
s−1ψeV(s) ds+(Q̂
e
0)11
2n2(∫
Je
s−1ψeV(s) ds
)2
− n
∫
Je
s−2ψeV(s) ds
))
e2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,02 )12 =
(Q̂e2)12+2n(Q̂e1)12 ∫
Je
s−1ψeV(s) ds+(Q̂
e
0)12
2n2(∫
Je
s−1ψeV(s) ds
)2
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+ n
∫
Je
s−2ψeV(s) ds
))
en(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,02 )21 =
(Q̂e2)21−2n(Q̂e1)21 ∫
Je
s−1ψeV(s) ds+(Q̂
e
0)21
2n2(∫
Je
s−1ψeV(s) ds
)2
− n
∫
Je
s−2ψeV(s) ds
))
e−n(ℓe−2
∫
Je
ln(|s|)ψe
V
(s) ds−i2π
∫
Je∩R+ ψ
e
V
(s) ds),
(Ye,02 )22 =
(Q̂e2)22+2n(Q̂e1)22 ∫
Je
s−1ψeV(s) ds+(Q̂
e
0)22
2n2(∫
Je
s−1ψeV(s) ds
)2
+ n
∫
Je
s−2ψeV(s) ds
))
e−2n(
∫
Je
ln(|s|)ψe
V
(s) ds+iπ
∫
Je∩R+ ψ
e
V
(s) ds),
with
(Q̂e0)11 := (
e
m00)11
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m00)21,
(Q̂e0)12 := (
e
m00)12
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m00)22,
(Q̂e0)21 := (
e
m00)21
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m00)11,
(Q̂e0)22 := (
e
m00)22
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m00)12,
(Q̂e1)11 := (
e
m01)11
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m01)21+(R
e,0
1 (n))11(
e
m00)11
+ (Re,01 (n))12(
e
m00)21,
(Q̂e1)12 := (
e
m01)12
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m01)22+(R
e,0
1 (n))11(
e
m00)12
+ (Re,01 (n))12(
e
m00)22,
(Q̂e1)21 := (
e
m01)21
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m01)11+(R
e,0
1 (n))21(
e
m00)11
+ (Re,01 (n))22(
e
m00)21,
(Q̂e1)22 := (
e
m01)22
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m01)12+(R
e,0
1 (n))21(
e
m00)12
+ (Re,01 (n))22(
e
m00)22,
(Q̂e2)11 := (
e
m02)11
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m02)21+(R
e,0
1 (n))11(
e
m01)11
+ (Re,01 (n))12(
e
m01)21+(R
e,0
2 (n))11(
e
m00)11+(R
e,0
2 (n))12(
e
m00)21,
(Q̂e2)12 := (
e
m02)12
(
1+(Re,00 (n))11
)
+(Re,00 (n))12(
e
m02)22+(R
e,0
1 (n))11(
e
m01)12
+ (Re,01 (n))12(
e
m01)22+(R
e,0
2 (n))11(
e
m00)12+(R
e,0
2 (n))12(
e
m00)22,
(Q̂e2)21 := (
e
m02)21
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m02)11+(R
e,0
1 (n))21(
e
m01)11
+ (Re,01 (n))22(
e
m01)21+(R
e,0
2 (n))21(
e
m00)11+(R
e,0
2 (n))22(
e
m00)21,
(Q̂e2)22 := (
e
m02)22
(
1+(Re,00 (n))22
)
+(Re,00 (n))21(
e
m02)12+(R
e,0
1 (n))21(
e
m01)12
+ (Re,01 (n))22(
e
m01)22+(R
e,0
2 (n))21(
e
m00)12+(R
e,0
2 (n))22(
e
m00)22,
and
(
e
m00)11 =
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
γe0+(γe0)−12
θe0(1, 1,Ωe)θe0(1, 1,0) ,
(
e
m00)12 = −
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
γe0−(γe0)−12i
θe0(−1, 1,Ωe)θe0(−1, 1,0) ,
(
e
m00)21 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
γe0−(γe0)−12i
θe0(1,−1,Ωe)θe0(1,−1,0) ,
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(
e
m00)22 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
γe0+(γe0)−12
θe0(−1,−1,Ωe)θe0(−1,−1,0) ,
(
e
m01)11 =
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
((˜
αe0(1, 1,Ω
e)θe0(1, 1,0)−α˜e0(1, 1,0)θe0(1, 1,Ωe)
(θe0(1, 1,0))
2
)
×
γe0+(γe0)−12
+γe0−(γe0)−18

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)θe0(1, 1,Ωe)θe0(1, 1,0)
 ,
(
e
m01)12 = −
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
((˜
αe0(−1, 1,Ωe)θe0(−1, 1,0)−α˜e0(−1, 1,0)θe0(−1, 1,Ωe)
(θe0(−1, 1,0))2
)
×
γe0−(γe0)−12i
+γe0+(γe0)−18i

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)θe0(−1, 1,Ωe)θe0(−1, 1,0)
 ,
(
e
m01)21 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
((˜
αe0(1,−1,Ωe)θe0(1,−1,0)−α˜e0(1,−1,0)θe0(1,−1,Ωe)
(θe0(1,−1,0))2
)
×
γe0−(γe0)−12i
+γe0+(γe0)−18i

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)θe0(1,−1,Ωe)θe0(1,−1,0)
 ,
(
e
m01)22 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
((˜
αe0(−1,−1,Ωe)θe0(−1,−1,0)−α˜e0(−1,−1,0)θe0(−1,−1,Ωe)
(θe0(−1,−1,0))2
)
×
γe0+(γe0)−12
+γe0−(γe0)−18

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)θe0(−1,−1,Ωe)θe0(−1,−1,0)
 ,
(
e
m02)11 =
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
((
θe0(1, 1,Ω
e)
(
(α˜e0(1, 1,0))
2−βe0(1, 1,0)θe0(1, 1,0)
)
− α˜e0(1, 1,Ωe)α˜e0(1, 1,0)θe0(1, 1,0)+βe0(1, 1,Ωe)(θe0(1, 1,0))2
)
1
(θe0(1,1,0))
3
×
γe0+(γe0)−12
+( α˜e0(1, 1,Ωe)θe0(1, 1,0)−α˜e0(1, 1,0)θe0(1, 1,Ωe)(θe0(1, 1,0))2
)
×
N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
γe0−(γe0)−18
+

γe0−(γe0)−116
N+1∑
k=1
(
1
(ae
k
)2
− 1
(be
k−1)
2
)
+
γe0+(γe0)−164

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
2θe0(1, 1,Ωe)θe0(1, 1,0)
 ,
(
e
m02)12 = −
θe(ue+(∞)+de)
θe(ue+(∞)− n2πΩe+de)
((
θe0(−1, 1,Ωe)
(
(α˜e0(−1, 1,0))2−βe0(−1, 1,0)θe0(−1, 1,0)
)
− α˜e0(−1, 1,Ωe)α˜e0(−1, 1,0)θe0(−1, 1,0)+βe0(−1, 1,Ωe)(θe0(−1, 1,0))2
)
1
(θe0(−1,1,0))3
×
γe0−(γe0)−12i
+( α˜e0(−1, 1,Ωe)θe0(−1, 1,0)−α˜e0(−1, 1,0)θe0(−1, 1,Ωe)(θe0(−1, 1,0))2
)
×
N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
γe0+(γe0)−18i
+

γe0+(γe0)−116i
N+1∑
k=1
(
1
(ae
k
)2
− 1
(be
k−1)
2
)
+
γe0−(γe0)−164i

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
2θe0(−1, 1,Ωe)θe0(−1, 1,0)
 ,
(
e
m02)21 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
((
θe0(1,−1,Ωe)
(
(α˜e0(1,−1,0))2−βe0(1,−1,0)θe0(1,−1,0)
)
− α˜e0(1,−1,Ωe)α˜e0(1,−1,0)θe0(1,−1,0)+βe0(1,−1,Ωe)(θe0(1,−1,0))2
)
1
(θe0(1,−1,0))3
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×
γe0−(γe0)−12i
+( α˜e0(1,−1,Ωe)θe0(1,−1,0)−α˜e0(1,−1,0)θe0(1,−1,Ωe)(θe0(1,−1,0))2
)
×
N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
γe0+(γe0)−18i
+

γe0+(γe0)−116i
N+1∑
k=1
(
1
(ae
k
)2
− 1
(be
k−1)
2
)
+
γe0−(γe0)−164i

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
2θe0(1,−1,Ωe)θe0(1,−1,0)
 ,
(
e
m02)22 =
θe(ue+(∞)+de)
θe(−ue+(∞)− n2πΩe−de)
((
θe0(−1,−1,Ωe)
(
(α˜e0(−1,−1,0))2−βe0(−1,−1,0)θe0(−1,−1,0)
)
− α˜e0(−1,−1,Ωe)α˜e0(−1,−1,0)θe0(−1,−1,0)+βe0(−1,−1,Ωe)(θe0(−1,−1,0))2
)
1
(θe0(−1,−1,0))3
×
γe0+(γe0)−12
+( α˜e0(−1,−1,Ωe)θe0(−1,−1,0)−α˜e0(−1,−1,0)θe0(−1,−1,Ωe)(θe0(−1,−1,0))2
)
×
N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
γe0−(γe0)−18
+

γe0−(γe0)−116
N+1∑
k=1
(
1
(ae
k
)2
− 1
(be
k−1)
2
)
+
γe0+(γe0)−164

N+1∑
k=1
(
1
ae
k
− 1
be
k−1
)
2θe0(−1,−1,Ωe)θe0(−1,−1,0)
 ,
where, for ε1, ε2=±1,
θe0(ε1, ε2,Z) :=θ
e(ε1ue+(0)− n2πZ+ε2de),
α˜e0(ε1, ε2,Z) :=2πiε1
∑
m∈ZN
(m, α̂
e
0)e
2πi(m,ε1ue+(0)− n2πZ+ε2de)+πi(m,τem),
with ue+(0)=
∫ 0+
ae
N+1
ωe, α̂
e
0 = (α̂
e
0,1, α̂
e
0,2, . . . , α̂
e
0,N), and α̂
e
0, j := (−1)N
e
+(
∏N+1
i=1 |bei−1aei |)−1/2cejN, j= 1, . . . ,N, where
N e+∈{0, . . . ,N+1} is the number of bands to the right of z=0,
βe0(ε1, ε2,Z) :=2π
∑
m∈ZN
(
iε1(m, β̂
e
0)−π(m, α̂
e
0)
2
)
e2πi(m,ε1u
e
+(0)− n2πZ+ε2de)+πi(m,τem),
where β̂
e
0 = (β̂
e
0,1, β̂
e
0,2, . . . , β̂
e
0,N), with β̂
e
0, j :=
1
2 (−1)N
e
+(
∏N+1
i=1 |bei−1aei |)−1/2(cejN−1+ 12cejN
∑N+1
k=1 ((a
e
k
)−1+ (be
k−1)
−1)),
j = 1, . . . ,N, where ce
jN
, ce
jN−1, j = 1, . . . ,N, are obtained from Equations (E1) and (E2), and γ
e
0 is defined in
Theorem 3.1, Equations (3.53), and, for k=1, 2, 3,
R
e,0
k−1(n) =n→∞
1
n
N+1∑
j=1

(
Ae(be
j−1)
(
α̂e1(b
e
j−1)+k(b
e
j−1)
−1α̂e0(b
e
j−1)
)
−Be(be
j−1)α̂
e
0(b
e
j−1)
)
(be
j−1)
k(α̂e0(b
e
j−1))
2
+
(
Ae(ae
j
)
(
α̂e1(a
e
j
)+k(ae
j
)−1α̂e0(a
e
j
)
)
−Be(ae
j
)α̂e0(a
e
j
)
)
(ae
j
)k(α̂e0(a
e
j
))2
+O
(
c(n)
n2
)
,
with all parameters defined in Theorem A.1.
TheoremA.3 ([21]). Let all the conditions stated in TheoremA.1 be valid, and let all parameters be as defined
therein. Let
e
Y: C \R→SL2(C) be the unique solution ofRHP1 with integral representation (1.29). Let π2n(z)
be the even degree monic orthogonal L-polynomial defined in Equations (1.4) with n→∞ asymptotics (in the
entire complex plane) given by Theorem 2.3.1 of [21]. Then,
(
ξ(2n)n
)2
=
1
‖π2n(·)‖2L
=
H
(−2n)
2n
H
(−2n)
2n+1
=
n→∞
e−nℓe
π
Ξ♭
(
1+
2
n
Ξ♭(Q♭)12+O
(
c♭(n)
n2
))
, (A.1)
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where
Ξ♭ :=2
N+1∑
k=1
(
aek−bek−1
)
−1
θe(ue+(∞)− n2πΩe+de)θe(−ue+(∞)+de)
θe(−ue+(∞)− n2πΩe+de)θe(ue+(∞)+de)
(>0),
Q♭ is defined in Theorem 3.2, Equations (3.107), (Q♭)12 denotes the (1 2)-element of Q♭, c♭(n)=n→∞O(1), and
all the relevant parameters are defined in TheoremA.1. Asymptotics for ξ(2n)n are obtained by taking the positive
square root of both sides of Equation (A.1).
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Appendix B. Asymptotics of
o
Y(z)
In this appendix, large-n asymptotics for the coefficients of the expansions (3.3) and (3.4) for the
solution of RHP2, with integral representation (1.30), are presented (for complete details and proofs,
see [22]).
Remark B.1. In [22], the following formula was established for complex z away from an open
neighbourhood around Jo :=∪N+1j=1 [boj−1, aoj]:
o
Y(z)=
e
nℓo
2 σ3Ro(z)
o
m∞(z)Eσ3en(g
o(z)− ℓo2 −Q+A)σ3 , z∈C+,
e
nℓo
2 σ3Ro(z)
o
m∞(z)E−σ3en(g
o(z)− ℓo2 −Q−A)σ3 , z∈C−,
where ℓo, go(z), Q±A, and E have been defined heretofore, the matrix-valued function
o
m∞(z) is de-
termined explicitly, and the matrix-valued function Ro(z) solves a “small norm” RHP for which a
complete asymptotic expansion as n→∞ for z ∈C is computed. The above explicit formula for the
solution of RHP2 yields an explicit asymptotic description for the odd degree OLPs in question (for
complete details and proofs, see [22]). 
Remark B.2. In Theorems B.1 and B.2 below, only n → ∞ asymptotics for Ro,0
k−1(n), k = 2, 3, and
R
o,∞
j
(n), j= 0, 1, 2, are given, as they are all that are actually necessary in order to obtain the results
of Theorems 3.1–3.3: finite-n formulae for Ro,0
k−1(n), k = 2, 3, and R
o,∞
j
(n), j = 0, 1, 2, are given in [22];
furthermore, the ‘symbol’ c(n) appearing in the asymptotic (as n→∞) expressions for Ro,0
k−1(n), k=2, 3,
andRo,∞
j
(n), j=0, 1, 2, is to be understood as a uniformly bounded (O(1)), M2(C)-valued, n-dependent
function, that is, M2(C)∋c(n)=n→∞O(1). 
Theorem B.1 ([22]). Let the external field V˜ : R \ {0}→R satisfy conditions (1.20)–(1.22). Let the orthonor-
mal L-polynomials (resp., monic orthogonal L-polynomials) {φk(z)}k∈Z+0 (resp., {πk(z)}k∈Z+0 ) be as defined in
Equations (1.2) and (1.3) (resp., Equations (1.4) and (1.5)). Let
o
Y: C \R→SL2(C) be the unique solution of
RHP2 with integral representation (1.30). Define the density of the ‘odd’ equilibrium measure, dµo
V
(x), as in
Equation (2.19), and set Jo :=supp(µoV)=∪N+1j=1 (boj−1, aoj), where {boj−1, aoj}N+1j=1 satisfy the (real) n-dependent and
locally solvable system of 2(N+1)moment conditions (2.18).
Suppose, furthermore, that V˜ : R \ {0}→R is regular, namely: (i) ho
V
(z).0 on Jo :=∪N+1j=1 [boj−1, aoj]; (ii)
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµoV(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Qo=0, x∈ Jo,
which defines the ‘odd’ variational constant, lo (∈R) (the same on each compact interval [boj−1, aoj], j=1, . . . ,N+1),
where Qo :=
∫
Jo
ln(|s|)ψo
V
(s) ds, and
2
(
2+
1
n
)∫
Jo
ln(|x−s|) dµoV(s)−2 ln |x|−V˜(x)−ℓo−2
(
2+
1
n
)
Qo<0, x∈R \ Jo ;
(iii)
go+(z)+g
o
−(z)−V˜(z)−ℓo−Q+A−Q−A<0, z∈R \ Jo,
where go(z) is defined by Equation (2.21), go±(z) := limε↓0 g
o(z± iε), and Q±
A
are defined in Equations (2.22);
and (iv)
i(go+(z)−go−(z)−Q+A+Q−A)′>0, z∈ Jo.
Then,
o
Y(z)znσ3 =
z→0
I+zYo,01 +z
2Yo,02 +O(z3),
where
(Yo,01 )11 = −(2n+1)
∫
Jo
s−1ψoV(s) ds+(
o
m01)11E+(R
o,0
1 (n))11,
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(Yo,01 )12 = e
nℓo
(
(
o
m01)12E
−1+(Ro,01 (n))12
)
,
(Yo,01 )21 = e
−nℓo
(
(
o
m01)21E+(R
o,0
1 (n))21
)
,
(Yo,01 )22 = (2n+1)
∫
Jo
s−1ψoV(s) ds+(
o
m01)22E
−1+(Ro,01 (n))22,
(Yo,02 )11 =
1
2 (2n+1)
2
(∫
Jo
s−1ψoV(s) ds
)2
− 12 (2n+1)
∫
Jo
s−2ψoV(s) ds−(2n+1)
(
(
o
m01)11E+(R
o,0
1 (n))11
)
×
∫
Jo
s−1ψoV(s) ds+(
o
m02)11E+(R
o,0
2 (n))11+
(
(Ro,01 (n))11(
o
m01)11+(R
o,0
1 (n))12(
o
m01)21
)
E,
(Yo,02 )12 = e
nℓo
(
(2n+1)
(
(
o
m01)12E
−1+(Ro,01 (n))12
)∫
Jo
s−1ψoV(s) ds+(
o
m02)12E
−1+(Ro,02 (n))12
+
(
(Ro,01 (n))11(
o
m01)12+(R
o,0
1 (n))12(
o
m01)22
)
E
−1) ,
(Yo,02 )21 = e
−nℓo
(
−(2n+1)
(
(
o
m01)21E+(R
o,0
1 (n))21
)∫
Jo
s−1ψoV(s) ds+(
o
m02)21E+(R
o,0
2 (n))21
+
(
(Ro,01 (n))21(
o
m01)11+(R
o,0
1 (n))22(
o
m01)21
)
E
)
,
(Yo,02 )22 =
1
2 (2n+1)
2
(∫
Jo
s−1ψoV(s) ds
)2
+ 12 (2n+1)
∫
Jo
s−2ψoV(s) ds+(2n+1)
(
(
o
m01)22E
−1+(Ro,01 (n))22
)
×
∫
Jo
s−1ψoV(s) ds+(
o
m02)22E
−1+(Ro,02 (n))22+
(
(Ro,01 (n))21(
o
m01)12+(R
o,0
1 (n))22(
o
m01)22
)
E
−1,
with
(
o
m01)11 = −
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
(
θo0(1, 1,Ω
o)αo0(1, 1,0)−αo0(1, 1,Ωo)θo0(1, 1,0)
(θo0(1, 1,0))
2
)
,
(
o
m01)12 =
1
4i
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
) θo(uo+(0)+do)θo0(−1, 1,Ωo)E−1θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo0(−1, 1,0) ,
(
o
m01)21 = −
1
4i
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
) θo(uo+(0)+do)θo0(1,−1,Ωo)Eθo(−uo+(0)− 12π (n+ 12 )Ωo−do)θo0(1,−1,0) ,
(
o
m01)22 = −
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
(
θo0(−1,−1,Ωo)αo0(−1,−1,0)−αo0(−1,−1,Ωo)θo0(−1,−1,0)
(θo0(−1,−1,0))2
)
,
(
o
m02)11 =
(
θo0(1, 1,Ω
o)
(
−β00(1, 1,0)θo0(1, 1,0)+(αo0(1, 1,0))2
)
−αo0(1, 1,Ωo)αo0(1, 1,0)θo0(1, 1,0)
+ βo0(1, 1,Ω
o)(θo0(1, 1,0))
2
) (θo0(1, 1,0))−3θo(uo+(0)+do)E−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
+
1
32
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
)
2
E
−1,
(
o
m02)12 = −
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
((
θo0(−1, 1,Ωo)αo0(−1, 1,0)−αo0(−1, 1,Ωo)θo0(−1, 1,0)
(θo0(−1, 1,0))2
)
× 1
4i
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
)− 18i
N+1∑
k=1
(
1
(bo
k−1)
2
− 1
(ao
k
)2
)θo0(−1, 1,Ωo)θo0(−1, 1,0)
 ,
(
o
m02)21 =
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
((
θo0(1,−1,Ωo)αo0(1,−1,0)−αo0(1,−1,Ωo)θo0(1,−1,0)
(θo0(1,−1,0))2
)
× 1
4i
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
)− 18i
N+1∑
k=1
(
1
(bo
k−1)
2
− 1
(ao
k
)2
)θo0(1,−1,Ωo)θo0(1,−1,0)
 ,
(
o
m02)22 =
(
θo0(−1,−1,Ωo)
(
−βo0(−1,−1,0)θo0(−1,−1,0)+(αo0(−1,−1,0))2
)
−αo0(−1,−1,Ωo)
×αo0(−1,−1,0)θo0(−1,−1,0)+βo0(−1,−1,Ωo)(θo0(−1,−1,0))2
)
(θo0(−1,−1,0))−3
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× θ
o(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
+
1
32
N+1∑
k=1
(
1
bo
k−1
− 1
ao
k
)
2
E,
and (⋆)i j, i, j=1, 2, denoting the (i j)-element of ⋆, where, for ε1, ε2=±1,
θo0(ε1, ε2,Z) :=θ
o(ε1uo+(0)− 12π (n+ 12 )Z+ε2do),
αo0(ε1, ε2,Z) :=2πiε1
∑
m∈ZN
(m, α̂
o
0)e
2πi(m,ε1uo+(0)− 12π (n+ 12 )Z+ε2do)+πi(m,τom),
where uo+(0)=
∫ 0+
ao
N+1
ωo, α̂
o
0= (α̂
o
0,1, α̂
o
0,2, . . . , α̂
o
0,N), with α̂
o
0, j := (−1)N
o
+(
∏N+1
i=1 |boi−1aoi |)−1/2cojN, j=1, . . . ,N, where
N o+∈{0, . . . ,N+1} is the number of bands to the right of z=0, and
βo0(ε1, ε2,Z) :=2π
∑
m∈ZN
(
iε1(m, β̂
o
0)−π(m, α̂
o
0)
2
)
e2πi(m,ε1u
o
+(0)− 12π (n+ 12 )Z+ε2do)+πi(m,τom),
where β̂
o
0 = (β̂
o
0,1, β̂
o
0,2, . . . , β̂
o
0,N), with β̂
o
0, j :=
1
2 (−1)N
o
+(
∏N+1
i=1 |boi−1aoi |)−1/2(cojN−1+ 12cojN
∑N+1
k=1 ((a
o
k
)−1+ (bo
k−1)
−1)),
j=1, . . . ,N, where co
jN
, co
jN−1, j=1, . . . ,N, are obtained from Equations (O1) and (O2), and, for k=2, 3,
R
o,0
k−1(n) =n→∞
1
(n+ 12 )
N+1∑
j=1

(
Ao(bo
j−1)
(
α̂o1(b
o
j−1)+k(b
o
j−1)
−1α̂o0(b
o
j−1)
)
−Bo(bo
j−1)α̂
o
0(b
o
j−1)
)
(bo
j−1)
k(α̂o0(b
o
j−1))
2
+
(
Ao(ao
j
)
(
α̂o1(a
o
j
)+k(ao
j
)−1α̂o0(a
o
j
)
)
−Bo(ao
j
)α̂o0(a
o
j
)
)
(ao
j
)k(α̂o0(a
o
j
))2
+O
 c(n)(n+ 12 )2
 ,
with all parameters defined in Theorem 3.1, Equations (3.52)–(3.100).
Theorem B.2 ([22]). Let all the conditions stated in Theorem B.1 be valid, and let all parameters be as defined
therein. Let
o
Y: C \R→SL2(C) be the unique solution of RHP2 with integral representation (1.30). Then,
o
Y(z)z−(n+1)σ3 =
z→∞ Y
o,∞
0 +
1
z
Yo,∞1 +
1
z2
Yo,∞2 +O
( 1
z3
)
,
where
(Yo,∞0 )11 = (Q̂
o
0)11e
−2(n+ 12 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
(Yo,∞0 )12 = (Q̂
o
0)12e
n(ℓo+2(1+ 12n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞0 )21 = (Q̂
o
0)21e
−n(ℓo+2(1+ 12n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞0 )22 = (Q̂
o
0)22e
2(n+ 12 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
(Yo,∞1 )11 =
(
(Q̂o1)11−(2n+1)(Q̂o0)11
∫
Jo
sψoV(s) ds
)
e−2(n+
1
2 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
(Yo,∞1 )12 =
(
(Q̂o1)12+(2n+1)(Q̂
o
0)12
∫
Jo
sψoV(s) ds
)
en(ℓo+2(1+
1
2n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞1 )21 =
(
(Q̂o1)21−(2n+1)(Q̂o0)21
∫
Jo
sψoV(s) ds
)
e−n(ℓo+2(1+
1
2n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞1 )22 =
(
(Q̂o1)22+(2n+1)(Q̂
o
0)22
∫
Jo
sψoV(s) ds
)
e2(n+
1
2 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
(Yo,∞2 )11 =
(Q̂o2)11−(2n+1)(Q̂o1)11 ∫
Jo
sψoV(s) ds+(Q̂
o
0)11
 12 (2n+1)2(∫
Jo
sψoV(s) ds
)2
− 12 (2n+1)
∫
Jo
s2ψoV(s) ds
))
e−2(n+
1
2 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
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(Yo,∞2 )12 =
(Q̂o2)12+(2n+1)(Q̂o1)12 ∫
Jo
sψoV(s) ds+(Q̂
o
0)12
 12 (2n+1)2(∫
Jo
sψoV(s) ds
)2
+ 12 (2n+1)
∫
Jo
s2ψoV(s) ds
))
en(ℓo+2(1+
1
2n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞2 )21 =
(Q̂o2)21−(2n+1)(Q̂o1)21 ∫
Jo
sψoV(s) ds+(Q̂
o
0)21
 12 (2n+1)2(∫
Jo
sψoV(s) ds
)2
− 12 (2n+1)
∫
Jo
s2ψoV(s) ds
))
e−n(ℓo+2(1+
1
2n )
∫
Jo
ln(|s|)ψo
V
(s) ds),
(Yo,∞2 )22 =
(Q̂o2)22+(2n+1)(Q̂o1)22 ∫
Jo
sψoV(s) ds+(Q̂
o
0)22
 12 (2n+1)2(∫
Jo
sψoV(s) ds
)2
+ 12 (2n+1)
∫
Jo
s2ψoV(s) ds
))
e2(n+
1
2 )
∫
Jo
ln(|s|)ψo
V
(s) ds,
with
(Q̂o0)11 := (
o
m∞0 )11
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞0 )21,
(Q̂o0)12 := (
o
m∞0 )12
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞0 )22,
(Q̂o0)21 := (
o
m∞0 )21
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞0 )11,
(Q̂o0)22 := (
o
m∞0 )22
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞0 )12,
(Q̂o1)11 := (
o
m∞1 )11
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞1 )21+(R
o,∞
1 (n))11(
o
m∞0 )11
+ (Ro,∞1 (n))12(
o
m∞0 )21,
(Q̂o1)12 := (
o
m∞1 )12
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞1 )22+(R
o,∞
1 (n))11(
o
m∞0 )12
+ (Ro,∞1 (n))12(
o
m∞0 )22,
(Q̂o1)21 := (
o
m∞1 )21
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞1 )11+(R
o,∞
1 (n))21(
o
m∞0 )11
+ (Ro,∞1 (n))22(
o
m∞0 )21,
(Q̂o1)22 := (
o
m∞1 )22
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞1 )12+(R
o,∞
1 (n))21(
o
m∞0 )12
+ (Ro,∞1 (n))22(
o
m∞0 )22,
(Q̂o2)11 := (
o
m∞2 )11
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞2 )21+(R
o,∞
1 (n))11(
o
m∞1 )11
+ (Ro,∞1 (n))12(
o
m∞1 )21+(R
o,∞
2 (n))11(
o
m∞0 )11+(R
o,∞
2 (n))12(
o
m∞0 )21,
(Q̂o2)12 := (
o
m∞2 )12
(
1+(Ro,∞0 (n))11
)
+(Ro,∞0 (n))12(
o
m∞2 )22+(R
o,∞
1 (n))11(
o
m∞1 )12
+ (Ro,∞1 (n))12(
o
m∞1 )22+(R
o,∞
2 (n))11(
o
m∞0 )12+(R
o,∞
2 (n))12(
o
m∞0 )22,
(Q̂o2)21 := (
o
m∞2 )21
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞2 )11+(R
o,∞
1 (n))21(
o
m∞1 )11
+ (Ro,∞1 (n))22(
o
m∞1 )21+(R
o,∞
2 (n))21(
o
m∞0 )11+(R
o,∞
2 (n))22(
o
m∞0 )21,
(Q̂o2)22 := (
o
m∞2 )22
(
1+(Ro,∞0 (n))22
)
+(Ro,∞0 (n))21(
o
m∞2 )12+(R
o,∞
1 (n))21(
o
m∞1 )12
+ (Ro,∞1 (n))22(
o
m∞1 )22+(R
o,∞
2 (n))21(
o
m∞0 )12+(R
o,∞
2 (n))22(
o
m∞0 )22,
and
(
o
m∞0 )11 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
γo0+(γo0)−12
θo∞(1, 1,Ωo)θo∞(1, 1,0) ,
(
o
m∞0 )12 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
γo0−(γo0)−12i
θo∞(−1, 1,Ωo)θo∞(−1, 1,0) ,
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(
o
m∞0 )21 = −
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
γo0−(γo0)−12i
θo∞(1,−1,Ωo)θo∞(1,−1,0) ,
(
o
m∞0 )22 =
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
γo0+(γo0)−12
θo∞(−1,−1,Ωo)θo∞(−1,−1,0) ,
(
o
m∞1 )11 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
((
α˜o∞(1, 1,0)θ
o
∞(1, 1,Ω
o)−α˜o∞(1, 1,Ωo)θo∞(1, 1,0)
(θo∞(1, 1,0))2
)
×
γo0+(γo0)−12
−γo0−(γo0)−18

N+1∑
k=1
(
aok−bok−1
)θo∞(1, 1,Ωo)θo∞(1, 1,0)
 ,
(
o
m∞1 )12 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
((
α˜o∞(−1, 1,0)θo∞(−1, 1,Ωo)−α˜o∞(−1, 1,Ωo)θo∞(−1, 1,0)
(θo∞(−1, 1,0))2
)
×
γo0−(γo0)−12i
−γo0+(γo0)−18i

N+1∑
k=1
(
aok−bok−1
)θo∞(−1, 1,Ωo)θo∞(−1, 1,0)
 ,
(
o
m∞1 )21 = −
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
((
α˜o∞(1,−1,0)θo∞(1,−1,Ωo)−α˜o∞(1,−1,Ωo)θo∞(1,−1,0)
(θo∞(1,−1,0))2
)
×
γo0−(γo0)−12i
−γo0+(γo0)−18i

N+1∑
k=1
(
aok−bok−1
)θo∞(1,−1,Ωo)θo∞(1,−1,0)
 ,
(
o
m∞1 )22 =
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
((
α˜o∞(−1,−1,0)θo∞(−1,−1,Ωo)−α˜o∞(−1,−1,Ωo)θo∞(−1,−1,0)
(θo∞(−1,−1,0))2
)
×
γo0+(γo0)−12
−γo0−(γo0)−18

N+1∑
k=1
(
aok−bok−1
)θo∞(−1,−1,Ωo)θo∞(−1,−1,0)
 ,
(
o
m∞2 )11 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
((
θo∞(1, 1,Ω
o)
(
(α˜o∞(1, 1,0))
2+βo∞(1, 1,0)θ
o
∞(1, 1,0)
)
− α˜o∞(1, 1,Ωo)α˜o∞(1, 1,0)θo∞(1, 1,0)−βo∞(1, 1,Ωo)(θo∞(1, 1,0))2
)
1
(θo∞(1,1,0))3
×
γo0+(γo0)−12
+( α˜o∞(1, 1,0)θo∞(1, 1,Ωo)−α˜o∞(1, 1,Ωo)θo∞(1, 1,0)(θo∞(1, 1,0))2
)
×
N+1∑
k=1
(
bok−1−aok
)
γo0−(γo0)−18
+

γo0−(γo0)−116
N+1∑
k=1
(
(bok−1)
2−(aok)2
)
+
γo0+(γo0)−164

N+1∑
k=1
(
aok−bok−1
)
2θo∞(1, 1,Ωo)θo∞(1, 1,0)
 ,
(
o
m∞2 )12 =
θo(uo+(0)+do)E
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)
((
θo∞(−1, 1,Ωo)
(
(α˜o∞(−1, 1,0))2+βo∞(−1, 1,0)θo∞(−1, 1,0)
)
− α˜o∞(−1, 1,Ωo)α˜o∞(−1, 1,0)θo∞(−1, 1,0)−βo∞(−1, 1,Ωo)(θo∞(−1, 1,0))2
)
1
(θo∞(−1,1,0))3
×
γo0−(γo0)−12i
−( α˜o∞(−1, 1,0)θo∞(−1, 1,Ωo)−α˜o∞(−1, 1,Ωo)θo∞(−1, 1,0)(θo∞(−1, 1,0))2
)
×
N+1∑
k=1
(
aok−bok−1
)
γo0+(γo0)−18i
−

γo0+(γo0)−116i
N+1∑
k=1
(
(aok)
2−(bok−1)2
)
−
γo0−(γo0)−164i

N+1∑
k=1
(
aok−bok−1
)
2θo∞(−1, 1,Ωo)θo∞(−1, 1,0)
 ,
(
o
m∞2 )21 = −
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
((
θo∞(1,−1,Ωo)
(
(α˜o∞(1,−1,0))2+βo∞(1,−1,0)θo∞(1,−1,0)
)
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− α˜o∞(1,−1,Ωo)α˜o∞(1,−1,0)θo∞(1,−1,0)−βo∞(1,−1,Ωo)(θo∞(1,−1,0))2
)
1
(θo∞(1,−1,0))3
×
γo0−(γo0)−12i
−( α˜o∞(1,−1,0)θo∞(1,−1,Ωo)−α˜o∞(1,−1,Ωo)θo∞(1,−1,0)(θo∞(1,−1,0))2
)
×
N+1∑
k=1
(
aok−bok−1
)
γo0+(γo0)−18i
−

γo0+(γo0)−116i
N+1∑
k=1
(
(aok)
2−(bok−1)2
)
−
γo0−(γo0)−164i

N+1∑
k=1
(
aok−bok−1
)
2θo∞(1,−1,Ωo)θo∞(1,−1,0)
 ,
(
o
m∞2 )22 =
θo(uo+(0)+do)E
θo(−uo+(0)− 12π (n+ 12 )Ωo−do)
((
θo∞(−1,−1,Ωo)
(
(α˜o∞(−1,−1,0))2+βo∞(−1,−1,0)θo∞(−1,−1,0)
)
− α˜o∞(−1,−1,Ωo)α˜o∞(−1,−1,0)θo∞(−1,−1,0)−βo∞(−1,−1,Ωo)(θo∞(−1,−1,0))2
)
1
(θo∞(−1,−1,0))3
×
γo0+(γo0)−12
+( α˜o∞(−1,−1,0)θo∞(−1,−1,Ωo)−α˜o∞(−1,−1,Ωo)θo∞(−1,−1,0)(θo∞(−1,−1,0))2
)
×
N+1∑
k=1
(
bok−1−aok
)
γo0−(γo0)−18
+

γo0−(γo0)−116
N+1∑
k=1
(
(bok−1)
2−(aok)2
)
+
γo0+(γo0)−164

N+1∑
k=1
(
aok−bok−1
)
2θo∞(−1,−1,Ωo)θo∞(−1,−1,0)
 ,
where, for ε1, ε2=±1,
θo∞(ε1, ε2,Z) :=θ
o(ε1uo+(∞)− 12π (n+ 12 )Z+ε2do),
α˜o∞(ε1, ε2,Z) :=2πiε1
∑
m∈ZN
(m, α̂o∞)e
2πi(m,ε1uo+(∞)− 12π (n+ 12 )Z+ε2do)+πi(m,τom),
with uo+(∞)=
∫ ∞+
ao
N+1
ωo, α̂
o
∞= (α̂o∞,1, α̂
o
∞,2, . . . , α̂
o
∞,N), and α̂
o
∞, j :=c
o
j1, j=1, . . . ,N,
βo∞(ε1, ε2,Z) :=2π
∑
m∈ZN
(
iε1(m, β̂
o
∞)+π(m, α̂
o
∞)
2
)
e2πi(m,ε1u
o
+(∞)− 12π (n+ 12 )Z+ε2do)+πi(m,τom),
where β̂
o
∞ = (β̂
o
∞,1, β̂
o
∞,2, . . . , β̂
o
∞,N), with β̂
o
∞, j :=
1
2 (c
o
j2+
1
2c
o
j1
∑N+1
i=1 (b
o
i−1+a
o
i
)), j = 1, . . . ,N, where co
j1, c
o
j2, j =
1, . . . ,N, are obtained from Equations (O1) and (O2), and γo0 is defined in Theorem 3.1, Equations (3.53), and
R
o,∞
0 (n) =n→∞
1
(n+ 12 )
N+1∑
j=1

(
Bo(bo
j−1)α̂
o
0(b
o
j−1)−Ao(boj−1)
(
α̂o1(b
o
j−1)+(b
o
j−1)
−1α̂o0(b
o
j−1)
))
bo
j−1(α̂
o
0(b
o
j−1))
2
+
(
Bo(ao
j
)α̂o0(a
o
j
)−Ao(ao
j
)
(
α̂o1(a
o
j
)+(ao
j
)−1α̂o0(a
o
j
)
))
ao
j
(α̂o0(a
o
j
))2
+O
 c(n)(n+ 12 )2
 ,
R
o,∞
1 (n) =n→∞
1
(n+ 12 )
N+1∑
j=1

(
Bo(bo
j−1)α̂
o
0(b
o
j−1)−Ao(boj−1)α̂o1(boj−1)
)
(α̂o0(b
o
j−1))
2
+
(
Bo(ao
j
)α̂o0(a
o
j
)−Ao(ao
j
)α̂o1(a
o
j
)
)
(α̂o0(a
o
j
))2
+O
 c(n)(n+ 12 )2
 ,
R
o,∞
2 (n) =n→∞
1
(n+ 12 )
N+1∑
j=1

(
Bo(bo
j−1)α̂
o
0(b
o
j−1)b
o
j−1−Ao(boj−1)
(
bo
j−1α̂
o
1(b
o
j−1)−α̂o0(boj−1)
))
(α̂o0(b
o
j−1))
2
+
(
Bo(ao
j
)α̂o0(a
o
j
)ao
j
−Ao(ao
j
)
(
ao
j
α̂o1(a
o
j
)−α̂o0(aoj)
))
(α̂o0(a
o
j
))2
+O
 c(n)(n+ 12 )2
 ,
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with all parameters defined in Theorem B.1.
Theorem B.3 ([22]). Let all the conditions stated in Theorem B.1 be valid, and let all parameters be as defined
therein. Let
o
Y: C\R→SL2(C) be the unique solution ofRHP2 with integral representation (1.30). Let π2n+1(z)
be the odd degree monic orthogonal L-polynomial defined in Equations (1.5) with n→∞ asymptotics (in the
entire complex plane) given by Theorem 2.3.1 of [22]. Then,
(
ξ(2n+1)−n−1
)2
=
1
‖π2n+1(·)‖2L
=
H(−2n)2n+1
H
(−2n−2)
2n+1
=
n→∞
e−nℓo
π
Ξ♮
1+ 2
n+ 12
Ξ♮(Q♮)12+O
 c♮(n)(n+ 12 )2
 , (B.1)
where
Ξ♮ := 2E2
N+1∑
k=1
(
(bok−1)
−1−(aok)−1
)
−1
θo(uo+(0)− 12π (n+ 12 )Ωo+do)θo(−uo+(0)+do)
θo(−uo+(0)− 12π (n+ 12 )Ωo+do)θo(uo+(0)+do)
(>0),
Q♮ is defined in Theorem 3.2, Equations (3.107), (Q♮)12 denotes the (1 2)-element of Q♮, c♮(n)=n→∞O(1), and
all relevant parameters are defined in Theorem B.1. Asymptotics for ξ(2n+1)−n−1 are obtained by taking the positive
square root of both sides of Equation (B.1).
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