1. Introduction {#se0010}
===============

Multiphase flows in pipes are complex physical processes which are very common in chemical industry ([@br0730]). For example, during petroleum transportation, fluids are pushed upwards from oil wells using gas injection, water and steam to improve the production rate of the system. Once the product is extracted, it is taken to processing facilities through a pipeline system, where the complexity of the process depends on the ground conditions of the area that in hilly-terrain carries to a wide range of pipe inclination angles. Accordingly, for design and planning of fluid transportation systems it is very important to correctly estimate and predict multiphase flow parameters such as flow regime, pressure gradient, hold-up, gas and liquid velocities and shear stress.

One of the main properties in the study of two-phase flows is the flow regime, which makes reference to the spatial distribution of the gas and liquid phases during the flow in pipes. The correct estimation of the regimes is fundamental in two-phase analysis, taking into account that design variables such as pressure drop, phase holdup, rate of chemical reaction and others, are strongly related to the registered flow pattern ([@br0720]). There are two main approaches to predict the flow regime in a particular configuration. Firstly, there are direct methods based on data analysis that, considering different sets of variables, can estimate the flow type. Taking into account that flow patterns depend on parameters such as pipe inclination, diameter and length, physical properties of the phases, and superficial velocities ([@br0780]), many machine learning approaches have been developed in the last years to identify flow patterns (e.g. [@br0920]; [@br0020]; [@br0090]). These methodologies can achieve high predictive performance (e.g. accuracy), however, they are difficult to interpret do not predict simultaneously more two-phase flow characteristics apart of the specific regime.

The second approach to predict flow patterns, is the use of mechanistic models that rely on theoretical equations to derive flow parameters. These methods can predict both, the flow pattern and the two-phase characteristics, but they require the definitions of a set of models named closure relationships. The closure relationships required are: liquid entrainment, gas-liquid interfacial friction, wall friction, mixture friction, slug length, slug holdup, slug drift velocity and slug translational velocity ([@br0950]). The main drawback of these models is the difficulty on the selection of the correct equations that explain the closure relationships.

The main aim of this work is to develop a data-driven methodology to select correctly the closure relationships of each submodel of the Unified Mechanistic Model for steady-state two-phase flow, using dimensionless numbers as input and a database of horizontal flows, and to calibrate the performance of the proposed approach on two-phase flow pattern prediction. The results of this analysis offer a starting point for the study of model selection based on machine learning in fluid dynamics, which in addition to flow pattern prediction, provides a great estimation of other properties such as pressure drop and liquid hold-up, key aspects in the design process and real time control strategies. Ultimately, this novel approach would pretend to combine the good predictive performance of the pure data-driven models with the capacity of the mechanistic models to explain much more characteristics of the flow in pipes.

The methodology that is proposed, is built as an ensemble of tree based models (similar to random forest or boosted trees), which is trained based on the ability to explain the correct flow regime (considering a 4 class taxonomy: bubble, annular, stratified and intermittent). The difference with a direct prediction model is that the type of flow is predicted by the set of equations, and the model selects the equations with better prediction at each point of the input space (dimensionless numbers). After implementing the model, an accuracy of 74.84% was registered for flow pattern prediction using the combinations of closure relationships obtained for each point of the test set from the algorithm. As expected, most misclassifications were presented for observations located in the boundaries between similar flow regimes like annular-stratified and bubble-intermittent. For stratified (ST) and intermittent (IT) flow regimes, the method shows high accuracies, whereas for bubble (BF) and annular (A) flow types, the predictive performance was not as good.

The rest of the paper is organized as follows: Section [2](#se0020){ref-type="sec"} explains multiphase flow patterns, the origin of the data base, the dimensionless numbers included in the study, and the structure and origin of the Unified Mechanistic Model for steady-state two-phase flow. Section [3](#se0060){ref-type="sec"} describes the machine learning literature background and the proposed methodology. Section [4](#se0120){ref-type="sec"} shows the results of the implementation based on the metrics established previously. Section [5](#se0170){ref-type="sec"} develops a brief analysis of the results making special emphasis on misclassification problems. Conclusions and future work are presented in section [6](#se0200){ref-type="sec"}.

2. Background {#se0020}
=============

When gases and liquids flow simultaneously in a pipe, depending on a wide number of variables, the phases can distribute themselves in a variety of configurations. The configuration is determined by the interface distribution, which results in different flow characteristics ([@br0720]). The overlapping between flow regimes, especially at the transition zones makes the identification a difficult work and introduces metering errors ([@br0190]).

There is not convention in the number of flow patterns in two-phase flow due to overlapping and characterization subjectivity, especially at the transition zones. Four multiphase flow patterns are considered in this work: bubble, intermittent, annular and stratified, which visual characteristics are shown in [Fig. 1](#fg0010){ref-type="fig"}.Figure 1Illustration of flow patterns. In the top: (a) bubble flow and (b) annular flow. At the bottom: (c) stratified and (d) intermittent flow types.Figure 1

In bubble flow (BF), the gas phase is distributed as discrete bubbles in a continuous liquid phase, for the case of horizontal flow and inclined pipes, the presence of bubbles is higher in the zones which are closer to the top of the pipe ([@br0810]).

Intermittent flow (IT) is registered when the inventory of liquid in the pipe is distributed in a non-uniform way in the axial direction, for horizontal flow, plugs or slugs of liquid separated by gas zones fill the whole cross-section of the pipe with a stratified liquid layer flowing along the bottom. For annular flow (A), the liquid flows as a continuous film in the border of the pipe due to high velocity of the gas. The last flow regime considered was stratified flow (ST), for which liquid flows along the bottom of the pipe and gas at the top ([@br0810]).

2.1. Estimation of flow regime and the unified mechanistic model for steady-state two-phase flow {#se0030}
------------------------------------------------------------------------------------------------

Several studies have used experimental data to estimate a statistical (or machine learning) model that can predict the flow regime given observable inputs. The direct methodologies, do not use theoretical equations that help to explain the phenomenon. Among the most representative studies, [@br0920] used a transportable artificial neural network for the classification of flow regimes in three phase gas/liquid/pulp fiber systems by using pressure signals as input. [@br0830] used features extracted from Electrical Resistance Tomography (ERT) data as input of a Support Vector Machine (SVM) algorithm to recognize the flow regime. [@br0690] implemented a back propagation neural network model for flow pattern identification and a regression tree for liquid holdup estimation. [@br0020] used ANN for flow pattern identification with a preprocessing stage using natural logarithmic normalization, to reduce overlapping between flow patterns. [@br0090] proposed a Bayesian supervised algorithm with a novel visualization tool for flow pattern maps. Recently, deep learning has provided good results in predicting flow pattern (e.g. [@br0310]).

From the methods that rely on mechanistic models, the Unified Flow Model proposed in [@br0950], represents one of the most significant advances to better determine the multiphase flow properties in pipes. Their model predicts flow pattern transitions, pressure gradient, liquid holdup and slug characteristics for all angles from -90° to 90° from horizontal. Considering slug flow (a subclass of intermittent flow) shares transition boundaries with all the other flow regimes, the unified model presented by Zhang bases its calculations on the dynamics of this flow regime. With this, equations of slug flow are used to calculate the slug characteristics and also predict transitions from slug flow to other regimes.

The closure relationships included in the Unified Mechanistic Model for steady-state two-phase flow consist basically of empirical (or semi-empirical) equations, established by many authors among different studies for different fluid combinations and property values (appendix A.2), which can be classified in 8 main models: Entrainment Model, Interfacial Friction Model, Wall Friction Model, Mixture Friction Model, Slug Model, Slug Body Holdup Model, Slug Drift Velocity Model and Slug Translational Velocity Model. As mentioned before, these models explain different factors that affect the flow behavior like the wall friction, interface friction and transition boundaries between slug flow and other flow regimes, which are essential for predicting the pattern.

Due to the huge number of possible combinations of equations that can be generated from the 8 subgroups of equations included in the model, 4 equations were selected from the 4 most important models taking into account expert criteria: entrainment models, interfacial friction models, slug body holdup models and slug drift velocity models, leaving the most popular closure relationship in the others.

2.2. Dimensionless numbers {#se0040}
--------------------------

Four dimensionless numbers were estimated from the original variables included in the data base: the modified Froude number (Fr), Weber number (We), Lockhart-Martinelli parameter (Xm) and Eotvos number (Eo). The inclusion of these numbers seeks to establish a global model and not one adjusted to the range of the variables included originally.

The modified Froude number and the Lockhart-Martinelli parameter (which expresses the superficial pressure gradient ratio), regulate the transition boundaries from segregated to non-segregated flow as well as annular to non-annular flow. These numbers have been used by authors like [@br0410] for estimating the void fraction, and [@br0840] to deduce the transition from annular flow to intermittent flow.

On the other side, Weber and Eotvos number explain the bubble agglomeration that carries to the differentiation between bubble flow and non-bubble flow ([@br0720]). In the case of Weber number, if the surface tension of the fluid decreases (we are greater) bubbles will tend to decrease because of higher momentum transfer between the phases. Authors like [@br0970] used this number to determine the boundary between different regimes like bubble flow, annular flow and slug flow at microgravity conditions.

Eotvos number was used by [@br0250] to characterize shape regimes for bubbles and drops in unhindered gravitational motion liquids, additionally [@br0860] used this non-dimensional number to analyze the relation between pipe diameter and flow pattern transitions.

2.3. Experimental data {#se0050}
----------------------

An experimental data base collected by [@br0720] , which consists of the most relevant studies on flow pattern prediction was used. The earliest set of data is in [@br0790], acquired in 50.8 and 25.4 mm pipe diameters utilizing air-water at atmospheric conditions, which was the first study covering systematically all the inclinations angles, from -90° to +90°. [@br0590] developed horizontal flow experiments in 25.4 mm and 95.4 mm diameter pipes, varying the superficial gas velocity between 0.8 and 200 m/s. Four years later, [@br0570] using air-kerosene, studied slug-flow in a horizontal 76.2 mm diameter pipe. Afterward, [@br0560] carried out a study of two-phase flow patterns in horizontal and slightly inclined horizontal flow, using 25.8, 51.2 and 76.3 mm diameter pipes, with air and light oil as working fluid. On the next decade, [@br0910] developed a study for two phase gas-liquid flows at 0°, 1° and 90° angles. Only his data for oil and CO2 were considered in the present study. Later, [@br0610] analyzed the relation between pressure and flow pattern for oil-natural gas systems using 0°, 1° and 90° inclinations. [@br0630] worked on a flow pattern map for high viscosity oil and air in a 50.8 mm horizontal pipe. Three years later, [@br0370] developed a study in a 50.8 mm diameter horizontal pipe for two different liquid viscosities: 181 and 587 mPa.s. The complete origin of the data is explained in detail in the appendix A.1.

The data base consists of a total 37649 experimental data points with information related with fluid properties such as density, viscosity and surface tension, pipe configuration parameters like angle and diameter, and operational conditions like liquid and gas velocity. The previously mentioned variables were used to calculate values of fluid dimensionless numbers, which make the model results scalable to other variable values not included in the data base. 755 points that did not registered flow pattern were deleted.

3. Methodology {#se0060}
==============

It is important to recall that the purpose of the method is not to predict directly a response variable (e.g. flow type) given some input values. That would be the solved by a standard machine learning predictive algorithm (e.g. boosting, support vector machine, artificial neural networks, etc.). Instead, our objective is to solve an inverse problem, that is, we aim to select the combination of theoretical model equations that better predicts the observed flow pattern. This creates a difficult problem given that the main purpose is to estimate a function from the dimensionless numbers space ($\mathbb{X} \in \mathbb{R}^{k}$) to the theoretical equation models space ($\mathbb{E}$) that contains *E* number of models resulted from all combinations. However, the observed data correspond to *n* independent duplets $(x_{i},z_{i})$, where $z_{i}$ is the type of flow in observation *i*. The equation model $e_{i}$ is not directly observed. [Fig. 2](#fg0020){ref-type="fig"} presents a schematic view of the estimation problem.Figure 2Graphical description of the equation selection model.Figure 2

The objective is to estimate the function $g^{\ast}:\mathbb{X}\rightarrow\mathbb{E}$ from the data. One option would be to first estimate the direct predictive function $f^{\ast}:\mathbb{X}\rightarrow\mathbb{Z}$ and then to select for each point $x \in \mathbb{X}$ the model in $\mathbb{E}$ that predicts the expected flow $f^{\ast}(x)$. However, this approach has two main drawbacks: (i) in the majority of points *x*, there are several models ($e \in \mathbb{E}$) that predict the expected flow class (no unique solution), and (ii) the selection of the flow class that each model does is deterministic, and therefore, the partition generated in $\mathbb{X}$ may be very sensitive and difficult to interpret.

To obtain a smooth and unique estimator $\widehat{g}$, we assume that for each *x*, the flow class selection made by equation *e*, which we call $e_{x} \in \mathbb{Z}$, is the result of a soft-thresholding process where $e_{x} = {\arg\max}_{z \in \mathbb{Z}}\ b_{z}^{e,x}$, and $b_{z}^{e,x}$ are relative belief weights that are larger when the equation *e* has a larger propensity to select flow type *z* for a particular *x*. For all considerations in this study, the weights $b_{z}^{e,x}$ for all $e \in \mathbb{E}$ may be re-scaled to a mass probability function $P_{e_{x}}$. Therefore, the target function $g^{\ast}$ may be defined on each *x* as$$g^{\ast}(x) = \underset{e \in \mathbb{E}}{\arg\max}\ P_{Z,e_{x}}\left( Z = e_{x}|X = x \right) = \underset{e \in \mathbb{E}}{\arg\max}\ \sum\limits_{z \in \mathbb{Z}}P_{Z}\left( Z = z|X = x \right)b_{z}^{e,x}\ .$$

Consequently, a logical estimator $\widehat{g}(x)$ corresponds to the equation model *e* such that a local calculation (on a neighborhood of *x*) of the proportion of points that *e* predicts correctly is the largest. With this logic, it is possible to adapt local machine learning methods for classification. We use a modification of the bagged classification trees ensemble algorithm. In the following sections we present a brief explanation of the statistical and machine learning models that inspired the methodology, followed by a detailed description of the developed algorithm. Afterwards, metrics to measure the performance of the method are described.

3.1. Decision tree {#se0070}
------------------

Decision trees are statistical models which are learnt from a given training data set to perform a classification or regression task ([@br0070]). Training data set is made of a response vector $\textbf{Z} \in \mathbb{R}^{n}$ and an input matrix $\textbf{X} \in \mathbb{R}^{n \times k}$ with number of columns equal to number of variables, and both with *n* observations. When **Z** is a categorical variable (also known as factor), the model is called a classification tree, while in the case of a continuous response the model is known as regression tree.

The fundamental point behind the algorithm for building decision tree models is to recursively split the input data space ($\mathbb{X}$) to generate a particular number of regions with a higher purity index for the output (in the case of classification). Purity is a measure for how homogeneous is the classification of the class with the majority of votes in each region. High purity, means that the partition has a good fit of the data. The purity index is established based on the task the model is seeking to solve, establishing measures like the gini index for classification or the least-squares deviation for regression. When the method stops iterating and the data-driven subspaces have been found, simple models or values are fitted to each of the obtained regions. Therefore, a decision tree consists in a set of non-overlapping local models with regions determined by a recursively data driven partition of the training data space.

3.2. Purity index {#se0080}
-----------------

As mentioned before, literature has established many purity indexes to measure the performance of classification trees, nevertheless, the task treated in this paper is a model selection problem, for which purity indexes have not been developed.

For this study development we used the flow pattern as the response variable for measuring the perfromance of the model selection method, and therefore, our problem can be compared with a classification rather than regression task. The main difference between a classification model and the one developed in this paper, is that for each observation we have as much estimated responses as combinations of model equations implemented, while in a regular classification problem there is only an estimated response per point. Taking into account this, we proposed a new purity index to help us selecting the best combination of equations of the Unified Flow Model based on the flow regime prediction. First, for each observation data point, we calculate $\widehat{Y}$, the vector of binary variables that represents for each model combination if the observed flow pattern is predicted correctly or not, for example:$$Y_{i} = \left( 1,0,1,1,0,\ldots,1 \right) \in \mathbb{R}^{E},$$ where *E* i the number of models considered (for the present case $E = 256$), and $i = 1,\ldots,n$. Each position, is filled with 1 if the selected model predicts correctly the flow pattern or 0 otherwise.

Once the response vector ${\widehat{Y}}_{i}$ is obtained for each point, it is possible to calculate ${\widehat{y}}_{p} \in \mathbb{R}^{E}$ for each region of the partition ($p = 1,\ldots,P$), which consists of the total points classified correctly by each combination of equations, like a multinomial distribution. *P* stands for the total number of partitions the decision tree has in the current iteration. Therefore,$$Y_{p} = \sum\limits_{i \in R_{p}}Y_{i},$$ where the sum is over the points in the region $R_{p}$. After this vector is built up for each region, the values were taken and organized decreasingly, to get the combinations of equations ordered from the best to the worst. That is, $Y_{p} = (y_{p}^{\lbrack 1\rbrack},y_{p}^{\lbrack 2\rbrack},\cdots,y_{p}^{\lbrack E\rbrack})$, where $y_{p}^{\lbrack 1\rbrack}$ is the largest value of $Y_{p}$. Taking the resulting vector of this process it was possible to establish a purity index for model selection$${Purity~index} = \sum\limits_{p \in P}2y_{p}^{\lbrack 1\rbrack} - y_{p}^{\lbrack 2\rbrack}\ .$$ The purity index we defined seeks to find the best combination of equations for each partition (first term) and differentiate the accuracy of this model from the others (second term). If this term is maximized, we obtain a good estimation $\widehat{g}$ according to the definition of the target function [(1)](#fm0010){ref-type="disp-formula"}. That is, a high purity index means that the selected equation model predicts well on region *p* ($y_{p}^{\lbrack 1\rbrack}$ is large), and also, the rest of equations do not predict as well (implying that $b_{z}^{e,x}$ is large for the best model).

3.3. Bagging {#se0090}
------------

The main advantage of decision tree algorithms relates to their capability to fit almost any data distribution, nevertheless, this can be considered also as a problem if we analyze noisy distributions, which can be erroneously over-fitted. The over-fitting can be reduced significantly by restricting the complexity of the tree using a stopping criterion or by combining decision tree models in ensembles with methods such as random forest, boosting and bagging ([@br0070]).

Bagging, also called bootstrap aggregation, is a general-purpose procedure for reducing the variance of machine learning methods that is frequently used for decision tree ensembles ([@br0530]). This method starts by generating a group of new data sets with the same size of the original one by sampling randomly with replacement (bootstrapping). Once the new sets are created, the same machine learning algorithm is applied to each one to obtain different data driven models. For classification problems, the final answer for each observation is the most frequently class registered by the resulting models.

3.4. Proposed method {#se0100}
--------------------

We propose a tree based method, using bagging to reduce overfitting (the variance of the method), for selecting accurately equations from the Unified Flow Model. The method starts by dividing the sample into a training set and a test set for a later validation. Once the data set is divided, bootstrapping is applied to the training data set to generate 100 new data sets by sampling randomly with replacement. For each data set, a 15 partitions data tree is built up for model selection using the purity index introduced previously. The established tree-growing process is based in popular algorithms such as CART ([@br0200]) and C4.5 ([@br0740]), which create subspaces by recursively searching for a partition on a single input variable that registers the greatest reduction in impurity for the output variable.

The tree construction starts by setting the vector ${\widehat{Y}}_{i}$ to each observation and estimating the total correctly classified points by each combination of equations for the database without partitions in ${\widehat{Y}}_{p}$. Once these vectors are estimated, the purity index is calculated based on the original ${\widehat{Y}}_{p}$ vector, taking the best two combinations of equations for the non-divided database. In the first partition, the method searches recursively for a division in each single input, calculating the change in the purity index for each possibility, which means, nxm changes in the index are estimated, where n stands for the number of observations and m for the number of input variables, drawing the first partition over the input and observation that registers the greatest change. For the second partition the same procedure is repeated, but with a ${\widehat{Y}}_{p}$ vector for each subset. This time, the method goes over all the observations for each input variable, searching initially in the first subset and then in the second one, which means that when the method finds the best partition in terms of the purity index, the division is drawn for the value of the input variable only in the subset the observation is located. The previously explained procedure is repeated until the tree reaches 15 partitions and 16 subsets are created. Once the subsets are generated, the best combination of equations of the Unified Flow Model is assigned to each one.

This tree growing process runs simultaneously for each data set generated by bootstrapping, until the 100th tree is generated. After this procedure is over, the method selects the best combination of equations for each observation by taking the most frequent selection over all the trees and estimates the flow pattern taking the values of the input variables.

3.5. Evaluation metrics {#se0110}
-----------------------

Taking into account that the proposed method is a model selection tool, which result is used for estimating the flow pattern, it is not possible to build a ROC curve or estimate an AUC considering that the result is a flow regime and not a probability, which makes it impossible to establish a threshold that can be changed in order to estimate different values of sensitivity and specificity. Based on this, the proportion of correct classifications (accuracy) was established as the most suitable metric for the problem.

For estimating this metric, it is necessary to build a confusion matrix first, which allows a more detailed analysis of the final result. The confusion matrix is a table, where each row represents the classes of the real values and each column represents the class of the predicted values (see [Fig. 3](#fg0090){ref-type="fig"}).Figure 3Confusion matrix structure. The diagonal contains the number of points well classified for each flow type.Figure 3

Each $x_{i,j}$ is the number of observations that corresponds to the class *i* and are predicted as *j*. Based on this it is possible to establish the accuracy as shown in the next equation.$$Accuracy = \frac{\sum_{i}x_{ii}}{\sum_{i}\sum_{j}x_{ij}}$$

A confusion matrix was built for each data set (train and test) for measuring the performance and estimating the accuracy in the model construction and validation. The information registered in the confusion matrices was also used to analyze which flow regime registered the worst classification rate and the causes of the misclassification.

Additionally, the variable importance was estimated for each of the inputs by calculating the change in the purity index generated by the partitions associated with each variable for each tree. This procedure was repeated for all the grown trees to establish the variable importance as the percentage of the total purity index change explained by the input.

4. Results {#se0120}
==========

This section starts by showing the results obtained for one of the decision trees that were grown and its interpretation, followed by the confusion matrix obtained for the test data sets, ending with the results registered for the variable importance. After implementing all the proposed methodology, accuracies of 75.75% and 74.84% were registered for the training and test sets respectively. Also, significant values were obtained for variable importance by three inputs (Xm, Eo and Fr), while one input (We) presented a low importance on the equation selection.

4.1. Decision tree results {#se0130}
--------------------------

[Fig. 4](#fg0030){ref-type="fig"} shows the results for a tree grown based on these inputs, where left and right branches represent the positive and negative outcome of the condition respectively.Figure 4Estimated decision tree. At each node on split is performed. The left branches represent that the condition is true and the right branches that is false. The circles at the final leafs contain the reference number of the predicted combination of closure relationships.Figure 4

Taking into account that the proposed methodology is based in bagging (a non-deterministic algorithm), the trees generated can change for each iteration, considering that the data sets created by bootstrapping take observations randomly. The grown trees are made of 15 conditions which take to 16 leafs that return a number related to a combination of closure relationships. The final combination selected by the model, was the most frequent sequence returned by the total constructed trees.

4.2. Comparison of model prediction {#se0140}
-----------------------------------

As mentioned before, after running the tree based model proposed, over the test set, the accuracy obtained for the flow pattern prediction was 74.84%, with 6903 correctly classified points from the total 9224 experimental observations as shown in [Table 1](#tbl0010){ref-type="table"}.Table 1Predictive performance of the model evaluated on the test set. The total number of points for testing was 9224, and the total accuracy was 0.7484. The right part of the table presents the confusion matrix.Table 1AccuracyConfusion matrixTotalCorrectAccuracy \[%\]BFITASTBF91249454.17494363550IT4489387586.322513875118245A146271849.1115340718389ST2361181676.91533571351816Total9224690374.8481349359762500

The left side of the table shows the total number of points, correctly classified observations and percentage of accuracy per flow pattern. For example, in the case of bubble flow (BF) from the total of 912 experimental points, 494 (54.17%) were successfully predicted. A deeper analysis of the table shows that the best accuracy was registered for intermittent flow (86.32%) while annular flow registered the worst (49.11%).

Right side of the table shows the confusion matrix for test set. The values registered for the annular regime row present additional causes of the poor performance of the classification for this pattern. Looking at the values related with intermittent flow and segregated flow for this row, it can be seen that 340 (23.25%) and 389 (26.60%) were wrongly classified into these groups respectively.

4.3. Variable importance {#se0150}
------------------------

After building the whole tree based model described before and analyzing its performance on flow pattern classification, it was possible to estimate the importance of the variables as established in section [3.5](#se0110){ref-type="sec"}.

As shown in [Fig. 5](#fg0040){ref-type="fig"} the variables that registered the greatest values for variable importance were Ettvos number, Lockhart-Martinelli parameter and the modified Froud number.Figure 5Variable importance measured as percentage of contribution of each predictor to the objective function.Figure 5

Considering the connection between non-dimensional numbers and flow patterns explained in section [2.3](#se0050){ref-type="sec"}, the values registered for Xm and Fr result consistent with the theoretical relations reported in literature, taking into account both dimensionless numbers establish boundaries between segregated and non-segregated flow, as well as annular and non-annular flow, cases that represent 41.59% of the train set. Following the previous analysis, it results expected to register a low value for Weber number importance considering it provides a boundary between non-bubble and bubble flow, which represents only 10.37% of the complete training set.

The greatest value for variable importance was registered by Eotvos number. Apart of describing the boundary for bubble flow, this dimensionless number has been used in many fluid studies to characterize the shape of bubbles in liquid flows, which could have explained the transitions from slug flow (subclass of intermittent flow) to the other flow regimes as established in the Unified Flow Model.

4.4. Comparison with direct predictive problem {#se0160}
----------------------------------------------

Considering that the flow regime is not predicted directly from the dimensionless numbers, but through the equations instead, it is expected that the performance (e.g. accuracy) is not as good as the direct problem. One of the questions that appears is how much predictive power is lost by using the indirect method that we propose (it is important to recall that we prefer to use the theoretical equations because from them, it is possible to obtain more relevant information).

[Table 2](#tbl0020){ref-type="table"} presents the flow regime predictions for the random forest predictive algorithm when used with the same dimensionless numbers as predictors. The annular (A) and bubble (BF) flows present an improvement with respect to the indirect problem, achieving accuracies of about 80%, proving that this two types of flow are not so well specified by the considered theoretical equations. On the other hand, for intermittent (IT) and stratified (ST) flows the good accuracies remain similar in both methods. The overall accuracy of the direct problem is 82.9%, and therefore, there is a 8.07% of total accuracy that is lost in the pretiction of the flow regime by using the indirect problem and predict with the set of equations.Table 2Predictive performance on the test set of the direct problem with the same data using a random forest algorithm.Table 2AccuracyConfusion matrixTotalCorrectAccuracy \[%\]BFITASTBF91266773.146671881245IT4489394587.881553945148241A1462115779.14121631157130ST2361187979.58273261291879Total9224764882.91861462214462295

Some recent models that implemented the direct problem with similar datasets found similar results. For example, [@br0310] implemented deep learning methods with global accuracies of 81.9%, with bubble flow being the most difficult to predict. Also, [@br0290] used convolutional networks in a similar experiment but using images instead of dimensionless number obtaining a global accuracy of above 90%.

5. Discussion {#se0170}
=============

5.1. Graphical analysis of model performance {#se0180}
--------------------------------------------

The results shown in [Fig. 6](#fg0050){ref-type="fig"} register the correct and misclassified points of the test set, in black and blue respectively, against their Modified Froude number and Lockhart-Martinelli parameter values in logarithmic scale.Figure 6Graphical analysis of the predictive performance. Modified Froude number vs Lockhart-Martinelli parameter in logarithmic scale. Darker points are well classified.Figure 6

As can be seen, most of the points in the test sample have Xm values (in logarithmic scale) from -5 and 10 and Fr mostly between 5 and -10, where correctly classified points were more frequent than misclassified points. However, in the inferior point cloud, is possible to notice some regions where the model selection algorithm did not predict flow pattern properly. Specifically, observations which have Xm values greater than 7.5 with Fr values lower than 0, registered a poor performance in flow pattern prediction with an accuracy of 44.63%. Additional graphs of classification performance against other inputs are presented in appendix B.

[Fig. 7](#fg0060){ref-type="fig"} allows a deeper analysis of the causes of misclassification in the lower-right corner of the previous graph. A brief look at the zone mentioned before, shows that most of the points there correspond to observations which registered intermittent flow as real flow regime. The analyzed points can be located also at the lower part of [Fig. 8](#fg0070){ref-type="fig"} which shows the predicted flow pattern for each observation against modified Froude number and Weber number values. After crossing the results of both graphs it was possible to conclude that the mentioned missclassified observations were incorrectly classified as bubble regimes, which makes sense taking into account the low values of Weber number presented by these observations.Figure 7Real flow pattern - Fr vs Xm in logarithmic scale.Figure 7Figure 8Predicted flow pattern - Fr vs We in logarithmic scale.Figure 8

Other big problem mentioned in section [4.2](#se0140){ref-type="sec"} was that many annular flow observations were missclassified as segregated regimes. As can be seen in [Fig. 7](#fg0060){ref-type="fig"}, these flow patterns register similar values of Lockhart-Martinelli parameter and modified Froude number, which makes it difficult for the tree based model to select different combinations of equations in the zone where these flow patterns overlap and also adds some difficulty to the flow regime prediction made by the Unified Flow Model.

5.2. Non-covered zones {#se0190}
----------------------

As was introduced in the previous section, additionally to the error registered by the closure relationship selection method, the 25.16% misclassification rate obtained for the test set can be explained partially by the lack of predictive capacity registered for the possible combinations of closure relationships included in the study. In detail, 1397 (14.95%) observations from the test set, which were mostly located in boundaries between patterns, did not get correct classifications with any of the included combinations, which makes it impossible for the tree based algorithm to classify them correctly.

[Fig. 9](#fg0080){ref-type="fig"} allows a deeper analysis of the performance of the selected combinations of closure relationships in the prediction of the flow pattern for the observations of the test set. The graph shows in darker colors the points that obtained a correct classification with a great amount of combinations, while lighter colors stand for those that were missclasified by most of them. A brief look at the zones mentioned in section [5.1](#se0180){ref-type="sec"}, shows that none of the possible combinations of equations established for the study manage to predict correctly the flow pattern for points with very high values of Xm and low values of Fr.Figure 9Number of correct predictions per point.Figure 9

Regarding to the problem of missclasification of annular flows, the cross analysis of [Figs. 9](#fg0080){ref-type="fig"} and [7](#fg0060){ref-type="fig"} shows that the cause of this issue was not the combinations of closure relationships set by the tree based algorithm, but the lack of predictive capacity of the selected combinations for this zone. In detail, most of the annular flows of the low point cloud (low values of Fr) presented wrong classifications for almost all the combinations included in the study, which shows that the selected equations of the Unified Flow Model are prone to error in the boundary between annular and segregated flow.

6. Conclusions {#se0200}
==============

A novel methodology is proposed for selecting closure relationships from the different models included in the Unified Flow Model. Considering the results obtained for flow pattern prediction, we conclude that tree based methods provide an accurate tool for model selection in two-phase flow problems with the advantage of being able to predict also several characteristics such as pressure gradient, holdup, shear stress, etc. A total of 27670 points were used to build the model, which was tested later in a 9224 point set, registering the highest performance for intermittent flow classification (86.32%) and the lowest for annular flow (49.11%). The results show that less than 10% of global accuracy is lost when using the indirect method, which is explained by the worse performance presented for atypical values and zones close to boundaries between flow patterns. For example, several bubble type flow cases were predicted as intermittent. The misclassifications registered by the algorithm in these zones, were the result of the predictions of the UFM analyzed submodels and not by the selection of closure relationships developed by the decision tree algorithm. This means that even if the method is run with more partitions (more combinations of closure relationships are assigned) the performance of the model will not improve significantly.

Based on the lack of predictive capacity registered by the combinations of equations included in the study for the boundaries between similar flow patterns, we recommend for future work and extensions, including more proposed closure relationships for each of the 8 models that conform the UFM, making emphasis in the 4 models which the study focused on. In addition, include more dimensionless numbers after optimizing the UFM prediction capacity to get a better understanding of the relation between the assigned closure relationships and the studied variables. Furthermore, once these problems are solved, the model selection performance can be tested in the prediction of other properties such as pressure drop and liquid holdup.

For the present study, the studied flow was measured on horizontal pipes. For future research, vertical and pipes with inclinations are planned to be added for further evidence and analysis.
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