We introduce a practical calculation scheme for the description of excited electron dynamics in 
I. INTRODUCTION
The interaction of light with molecular systems is a fundamental factor for energy source in nature. The photo chemistry as a representative process involved with this type of interaction is characterized by excited electrons in molecular systems. Especially, the dynamics of excited electrons in aggregated molecular systems play a significant role in energy transfer phenomena. [1] [2] [3] [4] Electron, radical and exciton transfers are important topic in a research field treating excited electron dynamics in molecular aggregates. The electron transfer is characterized by inter or intra molecular charge migration. The radical electron is well described by unpaired singly occupied electrons in a natural orbital representation. The exciton transfer is caused by interactions of excitons created in coherently coupled monomer group as a hole-electron pair often accompanied with their delocalization. From the viewpoint of real time dynamics in a light energy conversion, several pioneering investigations have been reported in the fields of photo synthesis, solar cells, and photo chemical reactions.
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Theories for the treatment of real-time electron dynamics in complex excited states accompanied by the changes in chemical bonding, have been developed and applied, for example, real-time time dependent density functional theory, time dependent configuration interaction, and configuration state function schemes. [9] [10] [11] [12] [13] [14] These theories provide an excellent description of electron dynamics in total systems. However, there is no explicit scheme for the analysis of the time-dependent interaction dynamics of excited electrons in a complex system with using a reliable level of ab initio electronic structure calculation. The schemes described are successful but time-consuming, so a general theoretical tool allowing the compact description and investigation of the electron dynamics in any aggregated molecular would be useful.
In the present work, we propose a practical theory for describing the excited electron dynamics in aggregated molecular systems driven by the interactions between subsystems and by light-matter interactions.
This treatment enables us to treat arbitrary types of initial local excitation in a complex system. We have used the well-known group diabatic matrix representation of Fock operator. [15] [16] [17] [18] We call this the GDF model. A skeleton Fock matrix of the total system is represented by a set of localized orbitals of the sub groups after applying a Löwdin orthogonalizaion of the atomic orbitals. 19 In this article, we show that this provides a useful scheme for studying the electron dynamics accompanied by internally/externally induced excitation.
Combined with light-matter couplings and the skeleton Fock matrix mentioned above, we can extract the essential features of the electron migration dynamics at an early stage after any type of excitation. Thus, our scheme can, potentially, provide meaningful information for the study of the transfer of light-energy to chemical functionality via molecular aggregate systems. We show the efficiency of the introduced theoretical method by two example applications, a typical donor-acceptor dimer system and an aggregate of circularly arranged monomers under external continuum radiation fields. The features found in the dynamics of the excited electrons in these aggregated systems validate the efficiency of the present scheme.
The contents of this report are as follows: In Sect. II, we review current theoretical methods concerning electron dynamics using the equations of motions and explain the need to introduce a group interaction representation to the electron dynamics theory. Then we explain the details of the construction of the GDF representation. Further details of the equation of motion of the density matrix in this representation are also given in this section.
In Sect. III, we present numerical applications of the present method by using two types of aggregated systems. In the last section IV, we provide concluding remarks.
II. THEORETICAL METHOD A. Computational theories for the study electron dynamics
Here, we review the theories of electron dynamics in molecular systems and we explain the need for our newly devised theoretical method in this article. Although the interplay between the nuclear and electronic wave packets is an important topic, [20] [21] [22] [23] we have not discussed this to allow us to focus on our electron dynamics description scheme.
There are several types of practical theories for the description of electron dynamics involving excited states in molecular systems. These theories are based on the electronic structure calculations. For brevity, they can be roughly categorized into two schemes: those directly utilizing (a) a time dependent multi-electron wavefunction as a time-dependent linear combination of configuration state function constructed from a molecular orbital set and (b) a time-dependent electron density matrix made from independent orbitals propagating at the electron timescale.
First, in the following two subsections, we review separately these two schemes, and in the last subsection, we address the differences with a related scheme for the treatment of the interaction dynamics in excited aggregated systems.
(a) Schemes based on multi-state multi-electron wavefunctions
The time-dependent configuration interaction theory (TDCI) including the time dependent configuration state function (TDCSF) 13, 14, 24, 25 and multi configurational timedependent Hartree-Fock (MCTDHF) schemes 26, 27 are representatives of the class (a).
In the TDCI scheme, the propagation of the electron wave packet obeys a snapshot equation of motion at each molecular configuration. Here, an electron wave packet is defined as the superposition of multi-electronic adiabatic state functions of a molecular system. Only the configuration interaction (CI) coefficients are propagated in the time domain while the electron orbitals for constructing the configuration basis functions are determined in a static manner at each molecular geometry. In cases considering the molecular structure dynamics, the orbitals uniformity as well as resultant uniformity of CSF made from orbitals with changes in the molecular geometry, are needed for consistency between the time-dependent
CSFs and their coefficients with dynamics. This includes the solution responsible for the orbital character exchange with molecular motion. The type depends on the variation of the methods for the compact, smooth, and correct description of the electron dynamics.
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Unlike TDCI, where only the coefficients of the CI functions or CSFs propagate in the time domain, in the MCTDHF scheme, which is a Fermion system counterpart of the multi configuration time dependent Hartree (MCTDH) method, 29 both the configuration coefficients and orbital parameters are simultaneously propagated according to the equation of motion derived from the application of the time-dependent variational principle to the quantum action. Here, time-dependent variational principle means the equation of motions for the parameters determining a time dependent quantum state is derived by the stationalization of the quantum action dt ψ(t)|Ĥ − i d/dt|ψ(t) as a functional of time dependent quantum state, |ψ(t) , under the constraint of normalization condition ψ|ψ = 1 with respect to the variation of |ψ(t) whereĤ denotes Hamiltonian operator of a system under consideration. Because of this substantially instantaneous optimization of the time dependent orbitals by using the effective one-electron self-consistent field, in MCTDHF-type of schemes, we can save the dimensions of the multi-electron configuration functions. This approach is usually applied to high-accuracy studies of field induced electron dynamics in small molecular systems with high accuracy. As practical schemes accompanied by the modelling of a time-dependent active orbital space in a sophisticated manner, the time-dependent complete active space self-consistent field (TDCASSCF) 30 theory and the restricted active space counterpart (TDRASSCF) 31 were developed in a similar manner to that of MCTDHF theory.
One advantage of the schemes belonging to (a) is that they offer a picture of the electron wave packet dynamics in terms of multiple multi-electron adiabatic or pseudo-diabatic states. For example, this aspect allows the theoretical analysis of nonadiabatic and optical transitions between multi electronic adiabatic states. The methods categorized into (a) can principally reap the benefit of high level electronic correlation methods including post-Hartree-Fock theories.
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Applications with using (a) include a field-induced electron dynamics at the attosecond timescale, 12,34 nonadiabatic electron wave packets in a proton-coupled electron transfer processes, 35-37 the characterization of electron dynamics in highly quasi-degenerate excited states 38 , and ultrafast photoionization process. 39, 40 Despite the successes in analyzing electron dynamics at the attosecond scale, the system size is inevitably limited by the computational cost associated with the complex mathematical ingredients of these methods, thus
reducing the ease of their use.
(b) Schemes based on the electron density matrix
The class (b) includes the time dependent Hartree-Fock (TDHF) and, 41 real-time timedependent density functional theories (RT-TDDFT). [9] [10] [11] 42 Here, the electron density operators and associated matrices play central roles in the description of real-time electron dynamics. In particular, compared to the class (a) RT-TDDFT provides a way to treat large molecular systems by considering the electronic correlation at a moderate level using effective approximations, resulting in a reasonable computational cost.
There are two types for RT-TDDFT. One utilizes time-dependent mutually independent orthogonal orbitals obeying the time-dependent Kohn-Sham (TDKS) equation, 43 where a time-dependent one electron field is determined by the electron density matrix constructed via the ground state occupation of the TDKS orbitals in the same way as that of density functional theory (DFT). Note that the determination of the occupied orbitals is equivalent to that of the one-electron density matrix. In this orbital scheme, all the occupied orbitals are directly propagated at the electron timescale. The equation of motion of the i-th TDKS orbital, φ i (t), is written as
where i is an orbital label and runs over all occupied orbitals. The Kohn-Sham Fock operator, Ĥ 0 , depends on the occupied independent Kohn-Sham orbitals. This is expressed by Eq.
(1) as a set of functions {φ . } in the parentheses [...], attached toĤ 0 . Here {φ . } means whole the set of occupied TDKS orbitals under consideration.
The other scheme of RT-TDDFT is based on the direct time propagation of the electron density matrix without any propagation of the KS orbitals. 44 The KS orbitals are determined through a self-consistent field calculation that is carried out once at the initial simulation time and constructs the initial electron density matrix needed for a time propagation. Formally, the time propagation of density matrix, ρ, within any basis set representation obeys the Liouville von Neumann equation, including the one electron effective Hamiltonian, which is constructed as the sum of the time-dependent Fock matrix, F , and light-electron coupling Hamiltonian, L,
Here, [A, B] ≡ AB −BA. Note that the Fock matrix depends on the time-dependent density matrix at each electron propagation time-step. Therefore, the updating the constructed Fock matrix is the dominant part of the computation. Usually some approximations with respect to the update of the Fock matrix and propagation schemes in this non-linear type equation of motion are employed to reduce computational cost.
These two schemes using orbitals and densities are equivalent to each other within the TDDFT framework under the adiabatic approximation for electron functionals named as time-in-local one and orbital occupation manner for the time dependent KS orbitals as referential independent orbitals. 45 In the main part of this article, we use the density propagation scheme as explained in this subsection but with an extra approximation.
Group analysis of electron dynamics in an aggregated system
In previous studies, a time dependent interaction analysis was not sufficient to investigate the excited electron migration dynamics in molecular aggregate systems. Below, we describe two theoretical works related to our approach and our aims.
The first approach uses the molecular orbital (MO)-CI Quantum Master Equation (MO-QME) method 46 developed by Kishi and Nakano. This theory can treat the electron dynamics in an excited molecular aggregate by using a quantum master equation and density matrix within a CI representation. This has been successfully applied to donor-acceptor systems and has revealed the mechanism of exciton recurrence motions that are dependent on an external laser fields. The differences between this method and ours are threefold. The first difference concerns the type of ab initio calculation. Kishi and Nakano used density matrices associated with the CIS multi electron wavefunctions. In contrast, our scheme is a Kohn Sham Fock based method that includes effective dynamic correlation. The second difference is that Kishi and Nakano used the Born-Markov approximation based on the weak interaction of monomers in the aggregated system; we did not use this type of approximation to avoid the inherent loss of information, which would limit the future extension of our method. The third difference is that our scheme can use any group separation for group local diabatization in the representation of electron property matrices, including the density matrix, which allows the explicit analysis of group interactions in a time-dependent manner.
The second approaches are the study of electron transfer dynamics in a test molecular donor-acceptor pair for use as a solar material and a realistic model of photo energy conversion material by using the GDF Hamiltonian and the advanced version of MCTDH method (multi-layer MCTDH) by Thoss 18 and Xie et al. 15 , respectively. The former author, Thoss, is one of the founders of the multi-layer MCTDH 47 scheme which made breakthrough in a higher dimensional quantum dynamics study and also made intensive researches by using this block diagonal approach.
Thoss et al. examined the photo-induced electron-transfer process in the alizarin-TiO2 system as a dye-semiconductor system by using the vibronic model Hamiltonian obtained by the first principle calculation and the block diagonalization approach. They found an interesting feature that an electron injection process proceed in a femtosecond time scale, which is assisted by a significant electronic coherence.
In the work by Xie et al., they constructed a four-state electronic Hamiltonian using a GDF representation and DFT calculations and then investigated the multi-electronic-state nuclear wave packet dynamics using 4 electronic states and 246 vibrational modes. They carefully chose the electronic states responsible for the charge transfer dynamics and, by increasing the number of vibrational modes, obtained valuable information concerning the effect of the vibrational motion on the electron dynamics. Although their work is excellent and partly analyzed the electronic properties as diabatic state populations by using the nuclear wave packet dynamics, it remains challenging to examine the associated electronic properties based on a localized representation, as well as, for example, unpaired electrons and bond order properties, among others. For example, in the cases with external laser fields, many more electronic states should be considered. However, this is difficult to treat using the approaches mentioned above.
A transparent as well as convenient group analysis scheme for describing electron dynamics is required, not only for the investigation of the unresolved excited electron affinities between or within constituent molecules.
2
In the following parts of this article, a description of our theoretical methodology for this purpose is given, and its validity is verified through application to two types of aggregated systems.
B. Group diabatic representation
On constructing a group diabatic representation of the effective electronic Hamiltonian for the examination of the excited electron dynamics in a general molecular aggregated system, we employed the procedures applied in the articles of Lan, Gao, Shi and Thoss.
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However, here, we have added a density matrix time propagation scheme and light-electron couplings to their formulation. Below we summarize this briefly.
Fock matrix with orthogonalized Löwdin atomic orbitals
We employ the representation matrix of the Fock operator in terms of the well-known
Löwdin orthogonalized atomic basis function,
where the orthogonalized Löwdin atomic orbitals(AO) are expressed by
with S jn = χ j |χ n being the AO overlap matrix element and {χ n } being the original AOs.
The original AO representation matrix of the Fock operator, F , is responsible for the electron density of arbitrary electronic states. In this study, for brevity, in order to focus on a minimal description of the electron dynamics, we used the ground state electron density at an initial simulation time to construct a reference Hamiltonian for the electrons as the first stage of introducing our proposed scheme. During a simulation, Fock matrix was unchanged.
Group localized orbitals of subgroup
First, we classify { χ n } into subgroups, for example, monomers. Here, we can safely expect that the atom center of the i-th Löwdin atomic orbital, χ i , obtained by Löwdin orthogonalization is the same as that of the original i-th AO orbital. In addition, arbitrary divisions of the component atoms among the total system are possible.
The block structure of the Fock matrix within the Löwdin basis set is expressed by
where we used the property of S as a real-symmetric matrix. Here, G i denotes the i-th sub group while N g is the number of sub groups in the system.
The diagonalization of diagonal block corresponding to subgroup G, In the equations above we implicitly indicated the complex Hermitian forms of the Fock operators and related matrices because, generally, they are complex and Hermitian. This is the case concerning spin-orbit couplings. However, because we do not treat spin-orbit couplings here, the Fock matrices in the AO and Löwdin orthogonalized AO basis representations are real and symmetric. Correspondingly, the transformation matrices for the construction of the group localized orbitals are real, orthogonal matrices.
The important feature is that these sets of localized orbitals are not orthogonalized between different groups; this provides a diabatic character in the representation with use of the collection of these orbital sets. Thus, we can obtain group localized orbital sets required for the GDF representation, as explained in the next subsection.
Group diabatic Fock matrix
The group diabatic representation of the Fock operator is constructed as follows. The divided blocks in the Löwdin representation F are transformed to the group interaction representation using D G G=G 1 ∼G Ng ,
which yields the GDF matrix,
In this form, the sub-matrices in the diagonal blocks,
, are the diagonal matrices corresponding to the local group eigen energies, while the sub-matrices placed at off-diagonal blocks, F G i G j (i = j), describe the interactions with different blocks.
Note also that the Fock matrix in group diabatic representation does not lose any part of that in AO presentation, namely, no approximation is introduced during the transformation between these two representations.
Transformation of observable, Fock and density matrices
A matrix representation of any observable operatorÔ in group diabatic basis set, O GD , is related to that of the original AO basis set, O AO , as follows:
where
The Fock matrix obeys the same transformation rule and is obtained by settingÔ =F in the above equations, where we know F AO = F and F GD = F .
In contrast, the transformation of the density matrix between the original AO basis set and the group diabatic one is given by
Note that the unitarity of W assures total electron conservation for this transformation,
Tr ρ AO S = Tr ρ GD .
State couplings
In our theoretical method, the essential elements required for the construction of the light-electron couplings areÔ =r, ∂ r , related to Eq. (9). Here, boldface denotes a vector in three-dimensional Cartesian space, and r denotes a composite variable of the electron position in three-dimensional space. The first and second operators are responsible for the light-electron couplings in length and velocity forms. 48, 49 In this article, we neglect the non-adiabatic coupling and molecular motion to allow us to focus on the present electron dynamics scheme using the group diabatic representation.
Time propagation of density matrix in GD representation
In the group diabatic representation explained in the previous subsection, the electron dynamics are naturally described in terms of the Liouville-von Neumann equation and the associated density matrix as follows:
Here, L GD is a light-electron coupling matrix. The light-electron couplings are described by D GD = +er GD E for the length gauge and D GD = −i e c A∂ r GD for the velocity gauge.
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Here, E and A are the three-dimensional electric field vector and electromagnetic field vector potential, which generally depend on a point in a three-dimensional space, respectively.
Because the wavelength of light treated here is sufficiently large for the size of the molecular system treated in this article, we can safely employ the long wave length approximation that E and A do not depend on the spatial location and depend only on time. 48, 49 In this study, we employed the length gauge. The time steps were set to 4 attosecond and we followed the dynamics for 15 femtosecond in all the calculations. We used the fourth-order Runge Kutta time integrator. If we directly consider the core orbitals, the spectral range of the GDF matrix becomes too large and a very small time step is required for a numerical convergence of total electron number as a trace of density matrix during a dynamics. As one way to avoid this, we first set to zero sufficiently small interactions between the core and other orbitals in the GDF matrix and by setting the original core orbital energies to a uniform value, such as the lowest valence orbital energy. This treatment is substantially equivalent to a neglection of core orbital dynamics and interaction with the valence orbitals. However, this does not reduce computational cost since the matrix dimension does not change. Of cause, we can extract the small size of valence and virtual space. In such a treatment, a computational cost will be reduced. But, this reduction treatment is not applied in the numerical demonstrations in the present article.
The electron matrices required for the dynamics calculation, namely, the Fock, dipole, and electron velocity moment matrices within the AO representation were obtained by using the electronic structure package, NTChem2013. 
Initial density matrix: local excitation and electron filling
The initial density matrices in the GDF representation are set so that diagonal elements in each diagonal block of the corresponding monomer should be occupied up to the number of electrons assigned to this monomer. The simple example will be shown later in this subsection. In a restricted case with the same spatial orbitals for different alpha and beta spins, the GDF local orbitals of each monomer are occupied by up to the half the number of electrons assigned to this group from the lowest energy orbital. Therefore, this initial density matrix, by construction, differs from that of the true ground state of the whole system and corresponds to the density matrix of a slightly excited state.
Based on this referential configuration in the group diabatic representation mentioned above, we can further introduce an excitation configuration measured from the referential occupations of the group diabatic localized orbitals. To prepare the initial densities in the cases of excess or deficient electrons in each monomer, we set the occupations to the corresponding number of electrons in each monomer.
For example, let us consider the spin-restricted case with three monomers each of which has 2 electrons and 3 orbitals. We suppose that we want to construct the initial condition such that the first and third monomers are initially excited from local HOMO to LUMO.
In this case, the setting way of initial density matrix in GDF scheme is as follows: [1] set reference density matrix, namely GDF ground state, ρ GD:ground and [2] carry out local HOMO LUMO excitation and obtain the aimed GDF density, ρ GD:1,3-HL namely, 
For simplicity of presentations in this article, we employed the spin-restricted representation and the electron occupations of the neutral monomers at an initial simulation time.
We also note that here we treat cases of overall singlet spin state in this article. The details and calculation results for the spin-unrestricted and charged cases will be reported in our future articles.
By using this scheme, we can analyze the dynamical electron re-distribution in molecular aggregate systems driven by the differences in the electron affinities between local groups and the optical-electron interactions.
III. NUMERICAL APPLICATIONS
We examined two types of systems as a demonstration of the present scheme. The first example concerns the charge migration dynamics triggered by an external light field in a naphthalene(NPTL)-tetracyanoethylene(TCNE) dimer, which used as a typical electron donor-acceptor system; the results are used as the first illustration of our scheme. The second example is the unpaired electron dynamics in an excited 20-mer ethylene system. This is used as a model of exciton transfer within a molecular ring system. Though the component monomers are different, such a ring shape is found in one unit of light-harvesting antenna systems 46, 51 where, an internal electron migration can affect an energy transfer among ring aggregates. The ring shape also found in a test system consisting of weakly interacting excited atoms at ultra cold temperatures as an example of exotic system for the experimental examination of the mechanism of quantum dynamics and its control by an external field associated with highly structured excited states. 52, 53 In both cases, the time propagations of the density matrix were carried out in the Hilbert spaces spanned by all the AOs. In the present article, for simplicity, nonadiabatic couplings are omitted and cases of spin singlet state for the total systems are treated.
A. Charge migration dynamics: NPTL-TCNE dimer
Here, by applying the present theoretical method to a NPTL-TCNE dimer system, we observed the initiation of charge separation triggered by the electron-light interaction, where the light had the ordinary wave length (700 nm) of sunlight and distinct polarization vectors along molecular axes. The balance of the photon energy and the energy gaps of localized orbitals of monomers are discussed in the supplementary material with respect to the mode analysis of electron dynamics. Because of the properties with respect to electron addition, as well as ejection (the adiabatic electron affinity of TCNE is large (3.16 eV) 54,55 , as is the adiabatic ionization potential of NPTL (8.14 eV) 54,56 ), the NPTL-TCNE set makes an ideal donor-acceptor molecular pair for checking the description of charge transfer with using the present GDF scheme.
In the Fig. 1 , we present the geometry configuration of this dimer to show the relative orientations of monomers. Each monomer was optimized at the DFT/6-31G(d) level of theory using the CAM-B3LYP exchange correlation functional. 57 The principal axis of NPTL is parallel to the X-axis, while that of TCNE is parallel to the Y-axis. The molecular planes of these flat molecules are parallel to the X-Y plane. Although we treat a dimer here, we partly considered the reported crystal data 58 with respect to the relative orientation as explained in the figure caption. Note that the relative orientation employed here gives rise to a non-vanishing overlap between the frontier orbitals, that is, the HOMO of NPTL and the LUMO of TCNE, which is included in the panel (b) in Fig. 1 .
Throughout this article we use a primitive combination of a basis set 6-31G(d) and functional CAM-B3LYP because we focus on the validity of methodology. We note that that the dependency of the dynamics on the basis function and functional are important issue for charge transfer dynamics in a framework of DFT and TDDFT, which will be reported in our future articles.
By using this system, we examine (i) the charge migration from the initial neutral electron filling for monomers in the GD representation with and without a light field (ii) the dependency of the monomer distance on the dynamics with the different separations, (3.0, 3.5 and 4.0Å) and (iii) the dependency of the field polarization directions on the results.
We summarize the results of the charge dynamics of the two monomers in Fig. 2 and 3 . The charges associated with the monomers were evaluated using Mulliken population analysis by using a density matrix of the whole system. The charges of monomers were simply evaluated as a sum of those of constituent atoms in them. The distance between the molecular planes increases from the left column to the right column, while the laser field conditions vary with respect to the rows shown in the figure. and right columns, respectively. The twelve panels, (a-l), concern the cases with a light field.
Normalized polarization vectors corresponding to the 1st, 2nd, 3rd and 4th rows are, respectively,
First we start from Let us proceed to the cases with more than two components in the field polarization vectors, as shown in the panels (a-l) in Fig. 3 . We will see that the charge separations are Through the investigation of the simple donor-acceptor system, we obtained the following two findings; (I) a time-dependent approach coupled with the group diabatic representation yields a microscopic information on electron properties such as charge dynamics, which can not be obtained by a static analysis or nuclear wave packet calculation ( The statement above does never deny static and nuclear wave packet approaches. In fact, they can offer a useful and high level information on electronic properties of charge transfer and nuclear quantum effect. ) , and (II) the initiation dynamics of the charge separation are sensitively dependent on the distances of the constituent monomers and the optical properties associated with the donor-acceptor system, which also cannot be extracted from a static analysis.
Of course, the effects of electronic nonadiabaticity, as well as molecular dynamics, are also important for the charge separation dynamics. However, here, we have not touched these issues for clarity. They will be discussed and reported in our future articles.
B. Unpaired electron dynamics: 20-mer ethylene
In the next demonstration, we focus on the unpaired electrons in excited electron dynamics. The diffusion dynamics of the excitons over weakly interacting monomers are examined.
We examine the differences between results obtained with and without the group localization procedure. The group localization scheme provides us with a clear view of the migration dynamics of local excitons in the monomers in the presence and absence of a laser field.
Effective unpaired electron (EUPE)
First, we define an unpaired electron as used in this paper. An effective unpaired electron density matrix was constructed by extracting the components corresponding to an occupation of almost one (half filling) of the natural orbitals from the original density:
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with φ NO i and n i being the i-th natural orbital and its corresponding natural population, respectively. Here,ρ denotes a one-electron density operator for the whole system. This treatment enables us to obtain an information concerning the polyradical features of the complex system.
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For example, in the GD representation case, quantities of unpaired electrons for monomers are evaluated as follows:
1 Diagonalize electron density matrix, ρ GD , in the group diabatic representation, ρ GD ≡ U n U † where U and n are a unitary matrix and diagonal natural population matrix.
2 Create a unpaired electron density matrix, ρ GD:EUPE ≡ U n 21 − n U † 3 Convert ρ GD:EUPE into the form in AO representation and perform the Mulliken population analysis for monomers. The geometrical structure of ethylene was determined at the CAM-B3LYP/6-31G(d) level of theory. We also employed the same level of ab-initio calculation for the 20-mer ethylene system as that used for ethylene monomer.
Exciton migration dynamics
Here, we show that the group diabatic representation is an advantageous for investigating the exciton migration dynamics in molecular aggregate systems containing weak interactions between monomers.
First, we present the results in the cases without any group diabatization. Note that, here, we employ N g = 1 in the GDF representation. This means that the 20-mer ethylene system was treated as one monomer system. Initially, the entire system was excited from the HOMO to the LUMO and the corresponding electron density matrix was prepared. We note that the treatment of the total system as a monomer is rather natural. This first presentation treating a whole system as a monomer is aimed to compare with the local excitation analysis by using group diabatic scheme performed later in this article. This means to see how the introduced method is useful in the local diabatic analysis in a time domain, which is the main topic in this article. The panels (a-c) of Fig. 5 summarizes the results for the cases without any group diabatization.
For this initial electronic density matrix, two types of dynamics simulations were carried out: One with and one without an external optical field.
In the cases with light fields, as model cases of modification of excited electron transfer stirred by solar light, we employed the same parameters for the continuum light field except for the polarization vectors, which were used as those in the case of the NPTL-TCNE dimer.
The details of parameters are included in the figure captions. The polarization direction vectors of the light field used here have in-plane and out-of-plane components with respect to the plane on which the center of masses of the ethylene monomers are positioned.
Note also that the symmetry of the system is broken in a case accompanied with this light field, for example, symmetry operations with respect to the X-Z plane and this will Mulliken population analysis for group monomers throughout (a-i). In the upper three panels, (a/b/c), no group diabatization was employed; that is, the whole system is treated as one monomer Thus, the patterns of unpaired electron dynamics is in an inverse relationship between these two cases for the X-Z plane.
From the resultant uniform excitation of the monomers shown in (a-c), the initial excitation of the entire system is not so useful for the analysis of the time dependent monomer interactions. The difficulty in the interaction analysis without group diabatization is resolved by applying a group diabatized representation and the associated local initial excitation explained in the Sect. II. Now, let us proceed to trial calculations using the group diabatic representation discussed in this article.
Next, we examine the case where initially only one ethylene molecule is excited from the HOMO to the LUMO in the localized canonical orbitals of this moiety. Here, group localizations are carried out by using all the monomers. This means that we employed As seen in the panel (d), in the absence of an external radiation field, the highly localized unpaired electrons in the 1-st monomer are separately transferred to 11-th monomer at 10 fs, accompanied by a moderate broadening in the distribution over the monomers. Symmetry with respect to the X-Z plane was also observed.
In the case with the external light field of the panel (e), we found that the exciton transfer becomes slow associated with the field induced change in the interactions between monomers. The symmetry of the migration dynamics of the unpaired electrons with respect to the X-Z plane is clearly broken by the light polarization direction. We also present the results, in the panel (f), of the calculation with a symmetric light polarization compared to the case of (e) with respect to the X-Z-reflection plane. In this case of (f), the symmetry breaking is the inverse of that (e).
As a final example of unpaired electron dynamics, we examine the cases of initial two-site single excitations from the local HOMO to the LUMO for the 1-st and 11-th monomers,
for which results are included in the panels, (g), (h) and ( in Fig. 5 , we find the following features and obtain the results from them:
1 As a summary, the charge migration clearly seen in Fig. 6 indicates that the initially Though these calculations include rather artificial initial setting of local excitation, we can extract inherent dynamical trend in this molecular aggregated system between local excitation and local charge by using GDF electron dynamics method.
Thus, through the dynamics calculations with and without the group diabatization representation, various local excitations and laser fields, we found that this analysis has a utility to obtain an information on a dynamical propensity of excited electrons in aggregated systems having sparse networks of the interactions between the constituent monomers.
IV. SUMMARY
In this paper, we have introduced a calculation scheme for excited electron dynamics based on the group diabatic Fock representation. We verified that this GDF electron dynamics method allows for the concise description and analysis of the excited electron migration dynamics in molecular aggregate systems. This was assessed by using an elemental light energy conversion material made of electron donor and acceptor molecules and a one-dimensional system consisting of circularly oriented monomers. The dynamics were characterized according to the inherent gradient of electron affinities among the local molecular groups under the employed conditions of initial excitations and external laser-electron couplings.
The present scheme is advantageous for the future ab initio modeling of excited electron migration dynamics in a moderately large system. This is because the GDF representation provides a clear strategy for the extraction of the active orbitals at each local group site by setting the orbital energy range related to the excited electron transfer under consideration.
In this aspect, the promising scheme recently developed by Shimazaki, Kitaura, Fedrov and Nakajima as a fragment type dual-layer self consistent field theory for the treatment of a large sparse system 60 will play an important role in the exploration of the roles of the structured but complex interactions of many types of molecular aggregate systems. In fact, the present work is partly inspired by the work mentioned above and can be combined with it by replacing the localization scheme with e.g. Boys 61 , Pipek-Mezey 62 methods and so on.
The external, as well as internal, fields imposed on the systems affect the excited electron dynamics and energy transfer. Therefore, the molecular motion associated with nonadiabatic transition among complex excited states are also important at longer timescales than that considered in the present article. 8 Furthermore, in systems containing metal atoms, the spin-orbit couplings become important for excited state dynamics involved with inter-system crossings. 63, 64 We will report these issues in future articles by using the extended version of the present GDF electron dynamics scheme. Supplementary material for "A quantum dynamics method for excited electrons in molecular aggregate system using a group diabatic Fock matrix"
VI. SUPPL.1: MODE ANALYSIS OF ELECTRON DYNAMICS IN NPTL-TCNE

DIMER
In Fig. 7 , we summarized the mode analysis of GDF electron dynamics in the dimer NPTL-TCNE system in the main text of the article for the cases including the light field having 700nm wave length corresponding to one photon energy 0.065 Hartree, and normalized polarization vectors of (x,y,
and ( . This is cancellation effect due to the symmetry of the two unpaired electron wave packets starting from the 1st and 11th sites at the counter position in the circle. Note that here the dipole moments of total system is analyzed for simplicity. See also the schematic movie of this dynamics, of which explanation is given in the supplemental material. This cancellation effect remains to some extent under the shine of light field as seen in the panels of (d) and (i) though the symmetry is weakly broken as seen in the figure in the main article and the movie.
VIII. SUPPL.3:SCHEMATICS MOVIES OF UNPAIRED ELECTRON DYNAM-ICS IN 20-MER CIRCLE OF ETHYLENE MOLECULE
Here we provide the schematic movies of dynamics of unpaired electron in the system of 20-mer ethylene system, as mov-20-mer-two-excitons-1.gif and mov-20-mer-two-excitons-2.gif. These two files correspond respectively to the cases of initial two local site excitations without and with light field having the strength being 0.02, wave length of 700nm, and
The details for plotting data are explained below.
We constructed the movies by gathering the time sequence of the pictures in which the following two dimensional time dependent function, D(x, y, t), corresponding to the quantity of unpaired electrons on sites are plotted in the x-y plane on which all the center of masses (COMs) of ethylene monomers are placed,
the positions of COM of i-th monomer,
and
and G i (t) being the quantity of unpaired electrons in i-th monomer at a time t. Here, we set α = πR/30 and R = 12 (Å). 
IX. SUPPL.4:TRANSITION DIPOLE MOMENT VECTORS AND GROUP LO-CALIZED ORBITAL ENERGIES OF MONOMERS IN THE GROUP
