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Abstract 
Conformational Behaviour of Amphiphilic Molecules In 
Aqueous Solution and at a Water/ Air Interface: 
Computational Studies at the Molecular Level 
Philip Michael Anderson 
Previous experimental studies have indicated that the amphiphilic graft co-
polymer polynorbornene-g-poly(ethylene oxide) (PNB-g-PEO) undergoes interest-
ing conformational behaviour when placed at a water/air interface. This polymer 
adopts different conformations depending upon surface concentration, as elucidated 
through neutron refiectometry measurements. The work in this thesis details the 
preparation for, and execution of atomistic molecular dynamics simulations of this 
system at a range of surface concentrations. 
Three commonly used water models were assessed for computational expense and 
accuracy in the reproduction of key experimental properties, particularly density. It 
was found that the TIP4P water model was the most appropriate, and was therefore 
used to generate a water/vapour interface configuration. 
The OPLS-AA force field was then examined in detail on the basis of ab ini-
tio structural optimisation calculations on 1,2-dimethoxyethane (DME), a model 
molecule for poly(ethylene oxide) (PEO). Torsion parameters for the 0-C-C-0 and 
C-0-C-C dihedral potentials were fitted to these ab initio data in an attempt to 
obtain a force field capable of reproducing the conformational behaviour of DME in 
the bulk liquid as measured previously by experiment. 
Using this fitted force field, fully atomistic simulations of PNB-g-PEO at the 
water/vapour interface were performed at a range of surface concentrations coincid-
ing with the experimental study. Excellent agreement was found between simulated 
and experimental neutron reflectivity profiles for low surface concentrations. Agree-
ment at higher concentrations was slightly poorer, but still much better than that 
obtained in a previous simulation study without explicit water. 
!<'our force -fields were then cl.nnpar~ea in:-~iiimlatious- of a PEO chain in aqueous 
ii 
solution. Dihedral angle analysis was performed on these PEO chains and compared 
to the behaviour of the PEO side chains in PNB-g-PEO. Agreement with conforma-
tional populations was confirmed between the two studies, however the frequency of 
conformational transitions was found to differ significantly between the two sets of 
simulation. 
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Chapter 1 
An Introduction to Polymers 
1.1 What are Polymers? 
Any large molecule exhibiting a regular repeating pattern of atoms and bonds in 
its structure is classified as a polymer .1 The small repeated sections are known as 
monomer·s, and a single polymer molecule may be composed of many thousands of 
these monomer units. Polymeric materials are used today in almost every industry 
and home; materials such as plastics and rubbers (also known as elastomers) are 
polymeric in nature. 
The wide variety of applications of polymers ensures that we encounter them 
almost every day of our lives. Polymers are used in such diverse applications as food 
packaging,2 vehicle tyres3•4 and medicine. 5- 7 Polymers play a very important role in 
all aspects of life today. 
As well as having diverse physical properties, polymers may also be classified on 
a molecular level. There are several different types of polymer molecule, including 
block copolymers, dendritic polymers ( dendrimers) and graft copolymers. Copoly-
mers are large molecules, or macromolecules, made up of two or more monomer 
types. A typical random copolymer, for example, would have these monomer units 
distributed throughout the molecule in a purely random fashion. Block copolymers 
are rather more ordered, being made up of alternating segments of single monomer 
type. Graft copolymers are more interesting materials, and are in the simplest cases, 
composed of two monomer types. One of the mononiers generally forms a long chain 
1 
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known as the backbone, and the other monomer forms secondary chains (side-chains) 
which radiate out from this backbone, at branching points. Figure 1.1 shows four 
common polymer structures. 
A key geometric quantity in polymer studies is the (instantaneous) radius of 
gyration, which quantifies the physical extent of a polymer chain in a particular 
conformation. The radius of gyration, R9 , is defined as 
ts;, 
i=l n 
(1.1) 
where n is the number of atomic sites in the polymer and Sf is the square of the 
distance between atomic site i and the centre of mass of the polymer. 
Due to thermal fluctuations and molecular collisions, polymer molecules do not 
remain in any particular conformation for significant periods of time. As a result, 
experiments are usually restricted to the measurement of the mean radius of gyration 
(time-average radius of gyration). 
1.2 Hydrophobic, Hydrophilic and AmphiphHic 
Polymers 
Many polymers are classified as hydrophobic, meaning that molecules do not mix 
well with water. Such polymers are generally composed of hydrogen and carbon, and 
are therefore non-polar. As a result, these polymers will not engage in favourable 
non-bonded interactions with polar solvent molecules. Hydrophobic molecules will 
attempt to avoid water molecules as much as possible, preferring to pack together. 
Polyethylene (sometimes called polymethylene), shown in figure 1.2, and composed 
of a chain of methylene units, capped at each end by methyl groups, is a typical 
hydrophobic polymer. 
There are, however, a large number of polar polymeric systems, such as proteins, 
which contain more electronegative elements. In order to dissolve in, or be miscible 
with highly polar water molecules, a solute molecule must be able to engage in ener-
-~ --
getically favourable interactions with the surrounding solvent molecules. Typically, 
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(a) Block copolymer 
(b) Dendritic polymer ( dendrimer) 
(c) Graft copolymer 
(d) Random copolymer 
3 
Figure 1.1: Four common polymer types. Dangling bonds imply continuation of re-
peat patterns. Squares and circles are chemically distinct repeat units, e.g. ethylene 
oxide and styrene. 
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the interaction between the solvent and solute must be at least as energetically and 
entropically favourable as the solvent-solvent and solute-solute interactions, in order 
that the network of non-bonded associations present in both groups may be broken 
up to allow solvation to take place. Any polymer that can interact favourably with, 
and therefore dissolve in water is labeled hydrophilic. Hydrophilic polymers are 
based on molecules composed of a more varied set of atoms; such a molecule will 
likely have greater electrostatic charges on its atoms. One of the most well-known 
hydrophilic polymers is poly(ethylene oxide) (PEO), and can be seen in figure 1.3. 
Poly( ethylene oxide) is similar in form to polyethylene, the difference being that ev-
ery third methylene group has been replaced by a much more electronegative oxygen 
atom. 
In general, if the polymer-solvent interactions are more favourable than the 
polymer-polymer and solvent-solvent interactions, then the solvent is said to be 
a good solvent for this polymer. If the polymer-polymer and solvent-solvent inter-
actions are more favourable then this solvent is a poor solvent for the polymer. A 
theta solvent is one in which the polymer-solvent interactions are equally favourable 
to the polymer-polymer and solvent-solvent interactions. Thus, a polymer molecule 
in a good solvent will tend to swell as it allows itself to be fully solvated. A polymer 
molecule in a poor solvent will reduce in volume, in order to maximise the ratio of 
polymer-polymer to polymer-solvent interactions. 
Figure 1.2: Polyethylene, a hydrophobic polymer, is a simple straight chain of methy-
lene units, forming long n-alkane molecules. 
Amphiphilic polymers show properties of both hydrophilic and hydrophobic poly-
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Figure 1.3: Poly( ethylene oxide), a hydrophilic polymer, is made up of a long chain 
of monomer units composed of one oxygen atom and two methylene groups. 
mers. Typically, an amphiphilic polymer will be a copolymer, with some of its 
monomers hydrophobic and others hydrophilic in nature. A good example of an 
amphiphilic polymer would be a graft copolymer with a hydrophobic backbone, say 
polynorbornene, and poly( ethylene oxide) side chains. Such a polymer would dis-
play interesting behaviour when placed at a water/ air or water/ oil interface.8' 9 In 
this case, the poly( ethylene oxide) side chains will attempt to immerse themselves 
completely in water to maximise the favourable non-bonded interactions, while the 
backbone would minimise its energy by avoiding the water (remaining in the air 
phase) or allowing the oil phase to solvate it. The result is a system where the 
backbone remains at the surface, while the side chains penetrate into the aqueous 
phase, as shown in figure 1.4. 
Such amphiphilic behaviour is not limited to graft copolymers; block copoly-
mers with at least one hydrophobic and one hydrophilic component will arrange 
themselves at an hydrophobic/ hydrophilic interface in such a way that the various 
sections of the polymer chain are surrounded by whichever solvent has the most 
favourable interactions with each particular block. 
1.3 Polymers at Interfaces and Tethered Polymers 
The behaviour of polymers at interfaces is an important field of study; processes 
involved in lubrication10- 12 are often polymer-mediated, and of great interest in re-
lation to reducing friction in machines with moving parts. Polymers can also have 
t he opposite effect at an interface, by significantly increasing friction, leading to 
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Figure 1.4: An amphiphilic polynorbornene-g-poly( ethylene oxide) graft copolymer 
at an air/ water interface. 
adhesion. 13- 15 Medical science is also making use of polymeric systems and their 
behaviour at interfaces; drug delivery can be rate-controlled by encasing pharma-
ceutical compounds within a polymeric shell that gradually degrades within biolog-
ical systems.5- 7 Polymer interfaces also find uses in the construction of electronic 
devices16 and gas sensors. 17 
Interesting effects are observed when polymer molecules, usually simple straight-
chains, are tethered to a plane or surface either by chemical bonding, or simple 
adsorption. Polymer chains grafted to a solid surface, and the amphiphilic graft 
copolymers at water interfaces mentioned in section 1.2, can be classified as "teth-
ered polymers". Depending upon the graft density at the surface, the polymer chains 
can adopt a number of different conformations, some of which are shown in figure 
1.5. For example, if the space between the graft points is larger than the radius 
of gyration of the chains (isolated chains), then one of two conformational situa-
tions may arise. The first of these is the so-called "mushroom" conformation, and 
occurs when the polymer molecule adopts a curled-up structure. This arises when 
the polymer-polymer and polymer-solvent interactions are more favourable than in-
teraction between the polymer and the surface. Grafted polymers typically form 
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mushrooms at low grafting density in good solvents, when the average inter-graft 
distance is greater than the radius of gyration of the chains. The second confor-
mation is the "pancake", which is obtained when the chain is able to minimise its 
energy by lying at the surface. Again, this typically occurs at low grafting density, 
when the chains are so far apart as to be non-interacting. 
There is a third conformation, which occurs when the space between graft points 
is smaller than the radius of gyration. The chains cannot spread out laterally due 
to the proximity of neighbouring chains, so they must extend in the direction per-
pendicular to the surface, and form a "brush". This confinement of chains by their 
neighbours is known as the excluded volume interaction, and arises from the fact 
that polymer chains cannot overlap with one another. 
(a) mush- (b) pancake (c) brush 
room 
Figure 1.5: The three major morphologies of a tethered polymer. 
The nature of the surface or interface at which the system is tethered can in-
fluence the behaviour of the polymer also. Such interfaces can affect the nature of 
transitions in the polymer, for example the pancake-to-brush transition. 18 
1.3.1 Neutron Reflectometry 
As a method for studying polymeric materials at interfaces, 19•20 neutron refiectom-
etry is very useful.21 •22 The technique has also been used to study liquid metal 
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surfaces,23 surfaces of liquid-liquid mixtures24 and the magnetic/structural proper-
ties of metallic thin films. 25• 26 
The neutron reflectometry process involves firing a beam of neutrons at a surface, 
and measuring the reflectivity of the interface by analysing the specularly reflected 
beam's properties relative to those of the incident beam. By monitoring the changes 
in reflectivity as a function of probe depth, the molecular structure normal to the 
interface can be profiled. The processes involved are analogous to those in optical 
reflectivity experiments, however the key quantities involved take different forms; 
the wavevector, Q, is the analogue of scattering angle, while scattering length, b, is 
analogous to refractive index. Since neutron scattering is very sensitive to nuclear 
identity (including isotopes), the scattering length varies significantly from nuclide to 
nuclide. The scattering length density is a quantity that encompasses both scattering 
length and number density of a particular species. 
The wavevector is defined as the magnitude of the vector between the specularly 
reflected beam and the transmitted beam at the interface. This quantity can be 
related to the wavelength of the incident beam, as well as the angle of incidence by 
equation 1.2, 
(1.2) 
where >. is the wavelength of the incident neutron beam, and (} IS the angle of 
incidence. 
In neutron reflectometry experiments, reflectivity is measured as a function of 
wavevector. The wavevector can be changed by varying both the angle of incidence 
and the wavelength of the incoming neutron beam. 
The most important factor in a neutron scattering experiment is the big difference 
between the scattering lengths of hydrogen and deuterium. The latter has a positive 
scattering length, which results in a coherent, amplified reflected beam. The negative 
scattering length of the former results in a poorly reflected beam that merges with 
the background. 
By preparing various contrasts through isotopic substitution, the reflectivity can 
be analysed as a function of composition allowing the observer to deduce further 
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I Nucleus I b I 10-4 A I 
c 0.67 
0 0.58 
lH 
-0.37 
2H 0.68 
Unit I L:b I 10-4 A I pI 10-6 A -2 I 
H20 -1.68 -0.56 
D20 1.92 6.35 
Air 0 0 
Ethylene oxide (H) 0.41 0.56 
Ethylene oxide (D) 4.58 6.33 
Norbornene 1.78 0.89 
Table 1.1: Scattering lengths (b) and scattering length densities (p) of units present 
in the amphiphilelinterface system of interest. (H) is hydrogenous and (D) is deuter-
ated. 
information on the system's structure without perturbing the structure itself. For 
example, the experiment can be used to analyse the reflectivity of the system shown 
in figure 1.4. A fully hydrogenous copolymer molecule at a D20 interface would 
have reduced reflectivity compared to pure D20, since the deuterium atoms (signifi-
cant contributors to reflectivity) are reduced in population as hydrogenous material 
is added. A copolymer with deuterated PEO side-chains placed at the same in-
terface would display a negligible reduction in reflectivity, since now one species of 
deuterated material (D20) is being replaced by another (deuterated PEO). The only 
causes of reduction in reflectivity in this latter combination would be the hydroge-
nous polynorbornene backbone and the slightly lower p value of the ethylene oxide 
repeat unit with respect to D20. 
Due to the opposing signs in the scattering length densities of H20 and D20, 
it is possible to mix these two species in such a ratio that the overall scattering 
length density (and reflectivity) is zero. This mixture is known as null reflecting 
water (nrw), and can be used to eliminate all coherent scattering due to the water 
subphase. In this way, the scattering due to the PEO side-chains can be observed 
more directly. 
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1.3.2 Other Techniques 
There are many useful techniques for characterising and understanding the be-
haviour and organisation of materials at surfaces and interfaces. A few of the more 
commonly used ones are mentioned very briefly here. 
1.3.2.1 The Langmuir Trough 
The Langmuir trough is not so much an experimental technique itself but a tool 
which can be used to set up polymer films of varying surface concentrations. The 
trough is filled with a liquid (typically pure water), and has a movable barrier to allow 
easy variation of the surface area of the liquid within. Studies of surfactants at water 
surfaces are often undertaken using Langmuir troughs, where surface concentration 
can be altered by moving this barrier. At the beginning of a study, a molecular 
monolayer of surfactant is introduced to the water in the trough by slow dripping 
of a solution of the amphiphile onto the water surface. A volatile solvent that is 
immiscible with water (such as diethyl ether or chloroform) is used for this, to ensure 
that the only species present are the water and the amphiphile upon evaporation of 
the solvent. The surfactant molecules then remain at the water interface where their 
surface concentration can be freely altered using the barrier. Neutron reflectivity 
studies are often performed on materials in a Langmuir trough. 
1.3.2.2 Surface Quasi-Elastic Light Scattering (SQELS) 
Although they often appear smooth and fiat on a macroscopic scale, liquid surfaces 
are not so at the microscopic level. For example, the surface of water is continuously 
roughened by tiny perturbations known as capillary waves with amplitudes of a few 
angstroms. The exact behaviour of capillary waves on a liquid surface is dictated 
by many factors, including the liquid's density, surface tension and viscosity. This 
behaviour can be analysed using the SQELS technique. 
Layers of foreign material (such as amphiphilic polymer films at water surfaces) 
affect the behaviour of capillary waves. Light is scattered to a significant degree by 
these waves, and as a result, the nature of the surface in question can be deduced 
by analysing the relationships between specularly reflected and scattered light. 
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SQELS has been used to study the behaviour of amphiphilic block27 and graft28 
copolymers at the water-air interface. 
1.3.2.3 Surface Pressure Analysis 
Surface pressure is defined as the difference between the surface tension of the pure 
sub phase material A (e.g. water) and that of the material's surface with a covering 
film of material B (amphiphile). The variation of surface pressure with surface 
concentration of surfactant can be measured using a Langmuir trough. 
Surface pressure is measured using a Wilhelmy plate that often takes the form of 
a simple piece of filter paper. This plate is connected to a device that can accurately 
measure forces acting on the former due to the surface tension of the liquid phase. 
Since the surface tension of water is reduced by the introduction of an amphiphilic 
species to the surface, the force acting on the Wilhelmy plate will vary with the 
composition of the surface being studied. Forces are measured for a range of surface 
concentrations, and used to calculate surface pressure values. 
Surface pressure isotherms are plotted from these data, showing the variation 
in surface pressure with surface concentration (figure 1.6). When relatively small 
molecules are present at the liquid surface, discontinuities are often seen in these 
plots as the surface material undergoes the two-dimensional analogs of phase tran-
sitions. Gaseous regimes are seen when surface concentration is low, and the sur-
factant molecules do not interact with one another to any great degree, while two-
dimensional liquid behaviour is seen at higher concentrations. Monolayers of differ-
ent surfactant materials can be compared using their surface pressure isotherms.29 
1.4 Scope of Thesis 
The aim of this project is to simulate an amphiphilic graft copolymer at a water/air 
interface, using the molecular dynamics simulation technique. Attempts will be 
made to relate the behaviour of the simulated molecules to their real-world coun-
terparts, through the analysis of density and neutron reflectometry profiles. Several 
~surface con6~ntrations of~tlnnnn:phiplrile have-becwsimulated-in -line with~previous ~ 
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Figure 1.6: A typical surface pressure isotherm for a material at a surface, show-
ing the three different monolayer states: gaseous, expanded and condensed. A0 
represents the minimum area per molecule. 
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experiments,30- 32 and these results are used to assess the viability and applicability 
of computer simulation to these systems. 
Chapter 2 gives a brief introduction to computer simulation, including the ideas 
behind force fields, molecular dynamics and Monte Carlo. A brief overview of poly-
mer simulation is also presented, along with some of the concepts and models in-
volved in coarse-graining a simulation. 
Various models for the simulation of liquid water are discussed in chapter 3. 
Three of the most commonly used models are assessed in depth through the use of 
molecular dynamics simulation, where various properties, particularly density, are 
compared to experimental measurements. Equilibrated systems of bulk water, and 
a water/air interface are also set up for use in later simulations with the polymers 
of interest. 
In chapter 4, a standard simulation model (force field) for simple organic sys-
tems is studied in detail. By performing high-level ab initio structure optimisation 
calculations on 1,2-dimethoxyethane (DME) (a model molecule for PEO), a set of 
conformational energies were acquired for the former. These energies were subse-
quently used in fitting force field torsion parameters for the 0-C-C-0 and C-0-C-C 
dihedral interactions that are present in both DME and PEO. The results of these 
fits are assessed on the basis of agreement in conformational populations between 
simulation and experiment in the condensed phase of DME. Additional analysis and 
reverse-engineering is also performed on the force field in an attempt to introduce 
further improvements. 
Chapter 5 outlines the simulation studies of the amphiphilic copolymer at the 
water/ air interface, along with structural analysis involving the previously men-
tioned density and neutron reflectivity profiles. The optical matrix method is used 
to generate reflectivity profiles using simulation data. 
Simulations of poly( ethylene oxide) in solution have also been performed under 
four different force fields, and are discussed in chapter 6. Comparisons are made 
between the behaviour of free PEO chains and the tethered chains studied in chapter 
5. 
Finally; a summary is presented in chapter 7-,-along-with--the-conclusions-drawn 
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from the work in previous chapters. 
Chapter 2 
Introduction to Computer Simulation 
2.1 Introduction 
Although computers can be used to calculate quantum mechanical information on 
atoms and molecules (energies, intermolecular interactions, etc) through ab initio 
calculations, most studies on bulk materials employ one of two techniques, known 
as molecular dynamics (MD) and Monte Carlo (MC). The Monte Carlo technique 
was introduced in the late forties, 33 and was used in the first simulation of a pseudo-
liquid34 (actually an idealised system of two dimensional hard discs). The first Monte 
Carlo simulation of a true Lennard-Jones fluid was carried out in 1957.35 Since these 
rather simple beginnings, the Monte Carlo technique has become a very important 
tool in the computational study of the behaviour of complex and realistic chemical 
systems. 
The first molecular dynamics simulation was performed by Alder and Wainwright 
on a set of hard spheres. 36•37 Later, a molecular dynamics simulation of liquid argon 
was reported by Rahman,38 and since then, MD has become a key technique in the 
computational study of molecular systems. 
Since their first uses, the two methods have become commonplace, and are now 
used in many diverse branches of chemistry and physics, such as the study of liquid 
crystalline behaviour, 39-41 the solid state, 42· 43 and gases. 44 
The basic concepts behind the two methods of simulation are outlined in this 
chapter;~-aiong with some cif the rechn-iqu-es-empioyecrto s1mulaie larger- polymeric 
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systems. 
2.2 Computer Simulation 
Simulation of chemical systems by computer usually requires analysis of the inter-
particle interactions in the system. Many simulations today are atomistic (all atom), 
meaning that each atom in the simulated system corresponds to a single atom in the 
real system. For some computationally expensive calculations, however, the united 
atom approximation is used, where hydrogens are fused with heavier atoms into 
a single particle; a single "atom" in the simulated system actually represents more 
than one real atom. This dramatically reduces computational cost since in many 
organic systems (including PEO), the hydrogen atom is by far the most common. 
The term "atom" in simulation is often used to denote united atoms (say, a -CH2 -
group represented by a single particle) as well as traditional atomistic particles. 
This simplification can be taken further with polymeric systems, using a tech-
nique known as coarse-graining. A typical example of a coarse-grained polymer 
simulation (section 2.3) could involve the structure of the simulated polymer being 
simplified to a chain of beads, or hard spheres. 
Before any simulation can be carried out, a good representation of the interatomic 
interactions must be selected. Such a model is known as a force field. This section 
outlines the essential components in computer simulation techniques, including force 
fields, Monte Carlo and molecular dynamics simulation methods. 1\vo common 
approximations made in the simulation of bulk systems, periodic boundary conditions 
and non-bonded cutoffs are also introduced. 
2. 2 .1 Force Fields 
A force field is an energy function that gives the potential of a particular set of 
interacting particles. In many simulations, the atoms are represented as point masses 
having various interactions with one another. There are a vast number afforce fields 
available, each with its own strengths and weaknesses and particular applications. 
s-in-c~-~ll ~si~~iatio; -;o~·k in fh-is thesis- macfe use--of th~ same futictionar form as the 
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Optimised Potentials for Liquid Simulation: All Atom (OPLS-AA) force field, 45 this 
energy function will be described as an example. 
Five fundamental interaction types exist within OPLS-AA, which cover the most 
important of the interactions between atoms in the real world. These five interac-
tions are bond-stretching, angle-bending, torsional-twisting, electrostatic and van 
der Waals interactions. The force field represents each of these interactions as an 
expression for that particular contribution to the overall system energy. This overall 
energy is given as the sum over all atoms and all energy components, as shown in 
equation 2.1, 
Etotal = Estretch + Ebend + Etorsion + Eelec + Evdw, (2.1) 
where 
Estretch is the sum (over all diatomic bonds) of the bond-stretching energies, 
Ebend is the sum (over all angles between adjacent pairs of bonds) of the angle-
bending energies, 
Etorsion is the sum (over all four-atom bonded sequences) of the torsion energies, 
Eelec is the sum (over all pairs of interacting atoms) of the electrostatic energies and 
Evdw is the sum (over all pairs of interacting atoms) of the van der Waals energies. 
It should be noted that in many force fields, it is standard practice to neglect any 
electrostatic and repulsion-dispersion interactions between pairs of atoms separated 
by less than three bonds. The bond-stretching and angle-bending energy compo-
nents are parameterisecl to take these extra interactions into account. Also, the 
1,4-non-bonded interactions are often scaled, as the torsion potential already takes 
into account these interactions to some extent. The following subsections detail each 
of these components in turn. 
2.2.1.1 Bond-Stretching 
In OPLS-AA, like most simple force fields, the bond-stretching interaction is based 
upon the harmonic oscillator. The covalent bond between two atoms is modeled as 
an ideal spring, with an energy given by equation 2.2, 
-------------------- - - --
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where 
Estretch = L ks(Tij - To) 2, 
bonds 
ks is the force constant associated with the spring, 
Tij is the current distance between the two bonded atoms i and _j, and 
To is the natural length of the spring when fully relaxed. 
18 
(2.2) 
Although this ideal spring representation is very commonly used, and usually 
gives reasonable agreement with experimental results for most systems, the parabolic 
energy profile it yields does not match the asymmetric interatomic potential observed 
in experimental and theoretical studies. If the behaviour of the bonds in the system 
is of particular importance to the results, other more sophisticated bond-potentials, 
such as the Morse Potential should be used. 
2.2.1.2 Angle-Bending 
As with interatomic distance, there is a variation in energy when the angle between 
three sequentially bonded atoms is changed. The typical representation of this 
energy variation uses the harmonic potential, in an analogue to the bond-stretching 
potential. The harmonic angle-bending energy function is given in equation 2.3, 
Ebend = L kb((}- Oo) 2 , 
angles 
where 
kb is the force constant associated with the spring, 
(} is the current angle between the two bonds, and 
(}0 is the natural angle between the two bonds when fully relaxed. 
2.2.1.3 Torsional (Twisting) Interactions 
(2.3) 
Torsional energy functions give the variation in energy as rotation occurs about a 
dihedral. The dihedral angle is defined as the angle between the plane defined by 
points A, B and C, and the plane defined by points B, C and D, where A, B, C 
and D are the positions of atoms bonded in a chain with this sequence. The energy 
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involved in the torsional interaction is shown in equation 2.4, 
"""' V1 V2 % V4 Etarsion = ~ 2(1 +cos( cP) )+2(1-cos(2cjy)) +2 (1 +cos(3cjy) )+2(1-cos( 4cjy) ), 
dihedrals 
(2.4) 
where 
the "Vrt values are constants, and 
cjy is the current dihedral angle. 
2.2.1.4 Electrostatic Interactions 
Electrostatics are incorporated into the force field for simulation of charged particles 
that could occur in ionic compounds, or molecular systems comprised of atoms with 
differing electronegativities. The Coulomb potential function is used to represent 
electrostatic interactions, shown in equation 2.5, 
where 
qi is the charge on atom i, 
qj is the charge on atom j, 
e is the charge on the electron and 
r ij is the distance between atoms i and j. 
2.2.1.5 Van der Waals Interactions 
(2.5) 
Like the stretching and bending potentials, there are many different forms used to 
represent the repulsion-dispersion interactions in force fields. OPLS-AA uses one 
of the most commonly used forms, the Lennard-Jones potential, shown in equation 
2.6, 
N N ( 12 6) a-· a .. 
Evdw = L L 4Eij r~32 - ri. , 
i=l j=i+l l] lJ 
(2.6) 
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where 
Eij is the depth of the energy well in the interaction between atoms i and j, 
CJij is the minimum distance between atoms i and j where the interaction potential 
is zero, and 
rij is the distance between atoms i and j. 
Another more accurate, but more computationally expensive form of this non-
bonded potential is the Buckingham Potential which is used in situations where an 
accurate calculation of non-bonded interactions is essential. 
2.2.1.6 Additional Force Field Components 
The components detailed above can be put together to form a basic force field. Often 
these components are sufficient to obtain reasonably accurate simulation results, but 
sometimes greater detail is required in the model used to obtain the desired results. 
The introduction of additional components to the force field increases complexity 
and computational expense, but can often improve results in special situations. 
Cross-terms46 are sometimes introduced into a force field to model the interaction 
between different force field components. For example, in a triatomic molecule, 
such as water, when the H-0-H angle is decreased, the two 0-H bonds will tend 
to lengthen to minimise unfavourable H-H close contacts. In the OPLS-AA force 
field representation, however, there is no non-bonded interaction between the two 
hydrogen atoms, so reducing the H-0-H angle will not affect the 0-H bond lengths. 
To overcome this, cross-terms can be introduced, which model the "mixing" of the 
stretching and bending potentials, reproducing this effect in simulation. 
Other contributions to the system energy can also be modeled specifically in the 
force field. For example, hydrogen-bonding energy functions have been incorporated 
into the MM3 force field. 46•47 
2.2.1.7 Other Force Fields 
There are many force fields available today m the literature, each with its own 
strengths and weaknesses. The OPLS-AA force field is a general force field, suitable 
--Tof -the simulation ofsina1roigar11cmolecufes, or simple p-ofyinerfc-,-systern-8~-Addi._----
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tional parameters have been incorporated into this force field for the simulation of 
heterocyclic systems. 48 
Smith and coworkers have concentrated on creating force fields specifically tai-
lored to particular polymeric systems, such as PE049 and poly(propylene oxide). 50 
These force fields are based upon high-level quantum chemical calculations. The 
CVFF51 force field was designed for peptide and protein simulation, and the AM-
BER52•53 force field is used in the study of proteins and nucleic acids. The ESFF54 
force field can be used to model transition metal complexes, in the study of inorganic 
chemistry. 
2.2.2 Molecular Dynamics (MD) 
The Molecular Dynamics (MD) method is used to calculate the trajectories of all 
particles in a simulated system, by evaluating the total force acting upon each atom 
in the system due to all other atoms, and then adjusting the acceleration, velocity 
and position of the particle according to Newton's laws of motion. This section 
outlines the basics of the MD method. 
At the beginning of a simulation, all particles in the system are typically given 
velocities in a Boltzmann distribution, consistent with the selected temperature. At 
each time-step in the simulation, the forces acting on each atom are calculated by 
differentiating the energy terms in the force field; these forces are then used to assign 
accelerations to the atoms. In this way, the time-evolutions of acceleration, velocity 
and position are played out as the atoms all follow their own complex trajectory, as 
influenced by their neighbours. 
A key idea behind MD is that time is broken down into a series of discrete time-
steps. Without the use of these time-steps, the trajectories of the atoms in the 
system would have to be solved analytically; this is impossible for all but the most 
simple systems. Integration algorithms (so-called because they are used to integrate 
Newton's equations of motion) are used to propagate positions and velocities across 
time-steps in order to give the atomic trajectories. There are several different inte-
gration algorithms in use, but the most commonly used ones are the Verlet, Verlet 
Leapfrog and Velocity Verlet. 
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2.2.2.1 Verlet Algorithm 
In the Verlet algorithm, the position and its derivatives with respect to time are 
treated as Taylor series expansions, 
1 
r(t- M)= r(t)- r'(t)bt + 2r"(t)bt
2
- ... 
and 
1 
r(t +M) = r(t) + r'(t)bt + 2r"(t)bt
2 + ... , 
where 
r(t- bt) is the position at the previous time-step, 
r(t) is the position at the current time-step, 
r(t + bt) is the position at the next time-step and 
(2.7) 
(2.8) 
r'(t), r"(t), ... are the time-derivatives of position (velocity, acceleration etc) at the 
current time-step. 
The expressions for the positions r(t- M) (equation 2.7) and r(t + bt) (equation 
2.8) truncated at the third term, are combined to give an expression for the position 
at the next time-step, r(t + bt) in terms of r(t) and r"(t) (current position and 
acceleration): 
r(t + bt) = 2r(t)- r(t- bt) + r"(t)bt2 
The Verlet algorithm neither generates, nor uses velocities at any time during 
the calculation as they are cancelled in the addition of the two Taylor expansions; 
if the velocities are required by the simulator (as they are for calculation of kinetic 
energies), they must be calculated manually, using 
'( ) _ r(t + bt) - r(t- bt) 
r t - 2bt · 
The lack of velocities, and also a lack of precision in adding the relatively small 
r"(t)bt2 to the larger 2r(t) - r(t- bt) often prompts simulators to use alternative 
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2.2.2.2 Verlet Leapfrog Algorithm 
The Leapfrog algorithm makes use of the atomic velocities in calculating the trajec-
tories of the particles. Here, the positions are calculated using velocities which are 
half a time-step "out of phase" with the positions: 
1 
r(t + bt) = r(t) + r'(t + 2,6t)bt 
and 
1 1 
r'(t + 2Jt) = r'(t- 2M) + r"(t)Jt. 
The Leapfrog algorithm's staggering of velocity and position results in problems 
when trying to calculate both potential (position-based) and kinetic (velocity-based) 
energies for the same point in time. 
2.2.2.3 Velocity Verlet Algorithm 
The Velocity Verlet algorithm allows the calculation of position and velocity at the 
same time, in a synchronised manner unlike that of the Leapfrog algorithm: 
1 
r(t + 6t) = r(t) + r'(t)bt + 2r"(t)6t
2 
and 
1 
r'(t + bt) = r'(t) + 2 [r"(t) + r"(t + bt)]. 
After advancing the positions, the velocities are also advanced by calculating an 
intermediate velocity, 
1 1 
r'(t + -6t) = r'(t) + -r"(t)bt. 
2 2 
2.2.3 Monte Carlo (MC) 
Monte Carlo (MC) is used to sample the available configurations of a chemical system 
in the same way as MD, but whereas MD uses forces and accelerations to calculate 
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the positional time-evolution of the atoms, MC randomly generates configurations 
and either accepts or rejects them on the basis of their energy. 
The key to the MC method involves making an attempted change (move) to a 
system, and comparing the new and old energies using formula 2.9, 
( -6.E) X ::; exp ksT ' 
where 
X is a random number between 0 and 1, 
6.E is the energy change on making the trial move, 
ks is the Boltzmann constant and 
T is the system temperature. 
(2.9) 
If this condition is true (as it is always for an energy decrease), then the new 
configuration is accepted. The move is rejected (and the current configuration re-
tained for the next move) if this condition is not met. In this way, a sequence of 
configurations known as a Markov Chain is generated, and is analogous to the tra-
jectory obtained from MD. In the limit of infinite simulation time, the set of sampled 
configurations of a particular system obtained from MC and MD, as well as averages 
of properties such as energy, are identical. 
For molecular systems, energies are calculated using a force field, just as in MD. 
MC moves may involve the changing of an internal parameter, such as the length 
of a bond or the value of a dihedral angle, or an external parameter, such as the 
position of the molecule or its orientation. 
2.2.4 Further Considerations 
The MC and MD techniques are very powerful in that much can be accomplished 
with small systems. Often, however, a simulation of bulk material is required. Ob-
viously it is impractical and far too computationally expensive to simulate sufficient 
atoms to model, say, a beaker of water, not only because of the number of individual 
particles required, but also due to the sheer number of interactions between them. 
S0me~-approximati0ns- areC" therefore.-u~ed-in thesec-sir!J.Ulatioll_.,techniques,_ to_ modeL"_ 
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bulk materials with as little computational expense as possible while preserving the 
link to reality in the simulated system. The two most commonly used of these ap-
proximations are cutoffs and periodic boundary conditions. Both are applicable in 
MC and MD simulations. 
2.2.4.1 Non-Bonded Cutoffs 
In most simulations, the majority of computer time is taken up calculating interac-
tions between non-bonded particles. The non-bonded interactions in particular are 
expensive because the interaction of every atom with every other atom in the sys-
tem must be considered. Thus, computational cost of the non-bonded calculations 
increases with the square of the number of atoms. Many of these calculations will 
produce tiny forces or energies, clue to the fact that many pairs of atoms are sepa-
rated by large distances. Usually, it is safe to neglect any interactions between pairs 
of atoms separated by significant distances, as these interactions will be very small 
compared to shorter-range interactions. A maximum distance, known as the cutoff 
distance is usually selected such that interactions between pairs of atoms separated 
by more than this cutoff will be set to zero. This helps improve the efficiency of the 
simulation enormously, but care must be taken in selecting the cutoff distance to 
ensure that no important interactions are neglected. 
The cutoff values used in the simulation work described in this thesis were se-
lected according to computational cost. The large systems studied in chapter 5 
demanded a lower cutoff distance than the relatively small water simulations de-
scribed in chapter 3, for example. The simulations of aqueous PEO described in 
chapter 6 were assigned the same cutoff distance as the amphiphilic polymer sim-
ulations in the previous chapter, to allow direct comparisons to be drawn between 
the behaviour of tethered and free PEO chains in solution. 
2.2.4.2 Periodic Boundary Conditions 
Where cutoffs improve simulation efficiency by cutting out less significant interac-
tions, periodic boundary conclitions55 are used to model bulk systems such as liquids. 
~- --- -
- :;--- -=- ~-- ----- - --~-- --- ----
When using periodic boundary cdnditions, all atoms in the simulation are placecf -
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into a "simulation box". This box lies on an infinite lattice, surrounded on all sides 
by images of itself and its contents, as illustrated in figure 2.1. 
Figure 2.1: Periodic boundary conditions applied to a simple monatomic system in 
two dimensions. The circle's diameter is equal to the edge length of the boxes, and 
represents the maximum allowed cutoff for this system. 
In the figure, the central, white, box is the actual simulation box, and the gray 
boxes are its periodic images. The circle around the gray atom in the simulation 
box represents the maximum allowed cutoff for this system, if the minimum image 
convention is to be observed. This convention limits the cutoff to prevent any atom, 
A, interacting with both atom B, and an image of B. The period of the system must 
therefore be at least as large as twice the cutoff to prevent this type of interaction. Of 
the nine other atoms in the simulation box, interactions are only permitted between 
seven of them and the gray atom in this case. 
The periodicity of the system removes any edge effects experienced by atoms near 
the non-interacting walls of the simulation box. As images have the same interactions 
as "real" atoms, any atom on the edge of the box will still experience an environment 
consistent with bulk material. Although figure 2.1 shows a two dimensional system, 
periodic boundary conditions can also be applied in three dimensions. 
2.3 Simulations of Polymers 
The structural and dynamic behaviour of polymers is a very interesting area of study, 
and one which is relevant to industry and every-day life. The varied properties of 
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polymeric materials play an important role in many areas, such as manufacturing 
and packaging. It is vital, therefore, that a good understanding of these properties 
is obtained through experimental and theoretical studies. It is not surprising that a 
great deal of simulation work has been done on polymeric systems. 
Tasaki has simulated PEO in solution, using water56 and benzene57 as the solvent, 
and analysed the conformational behaviour of the polymer chain. PEO has also been 
investigated in the melt58 using both MD and neutron scattering techniques. The 
transport of electrolytes, particularly the lithium ion through solid PE059 •60 has 
also been looked at using the MD technique. 
Simulations of polymers are not limited to PEO, however. The interaction of 
water with bisphenol-A-polycarbonate and polyvinylalcohol has been investigated61 
in simulation. Diffusion of gas and water molecules through various copolymers in-
volving polystyrene62 and polybenzoxazine63 has also been studied using simulation. 
Single polymer molecules are often massive entities, and as a result, it is difficult 
to model them atomistically in a simulation, due to computational cost. Also, 
chain-like polymers in a condensed phase such as the melt are difficult to simulate 
atomistically as chain entanglement results in a very slow exploration of phase-
space. These problems can be overcome with a general method known as coarse-
graining. A coarse-grained model of a polymer typically has a single interaction site 
which corresponds to several atoms in the real polymer. The united-atom model 
in molecular simulation can be thought of as a coarse-grained model. However, in 
polymer simulation, the single interaction site often represents a larger number of 
atoms; often one or more monomers are approximated to a single site, but sometimes 
an entire molecule (or more) may be mapped to a single coarse-grained interaction 
site. 
The coarse-graining technique is not limited to use in polymer systems alone; a 
similar approach to the united-atom approximation is often used in the simulation 
study of liquid-crystalline materials, where a single mesogen (non-spherical, often 
rod-like particle/molecule responsible for formation of liquid crystalline phases) is 
represented by a spherocylinder,64 or Gay-Berne particle. 65 Coarse-graining can be 
used'm thf:(representatiornWliqriid-,-crystal-rriolecutes as well"-as c-oBoitlal-p-articles:()6 - - --= 
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This section discusses some of the more important coarse-graining techniques as 
used in the simulation of polymeric systems. 
2.3.1 Lattice Methods 
Lattice methods present a discretised volume of space to the polymer molecule. 
Interaction sites within the polymer can only occupy certain discrete positions on a 
lattice. 
2.3.1.1 Slithering Snake Model 
In this model,67 a polymer chain is broken down into a series of connected interaction 
sites. Each site must occupy a free lattice position, and the distance (bond length) 
between any two successive interaction sites must always be unity. 
Figure 2.2: The slithering snake representation of a polymer molecule. 
The polymer molecule is represented as a snake-like entity; the "head" end moves 
on one lattice position, dragging the rest of the chain along behind it (figure 2.2). 
Chain overlaps are not allowed in this model, meaning excluded volume effects are 
reproduced. Each lattice point may only hold one monomer at a time, so it is 
possible for the polymer molecule to adopt a configuration where no further moves 
can be made. The solution to this problem is to allow the swapping of the "head" and 
"tail" ends of the molecule, so reversing the direction of travel. This model has been 
used in many different studies, including the simulation of microphase separation in 
polymer melts.68 
2.3.1.2 Bond-Fluctuation Model 
Th bond-fluctuation model69 is another lattice model, but here the occupancy of 
lattice sites by monomers is somewhat different. In this model, a monomer occupies 
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the space bounded by four (in two dimensions) or eight (in three dimensions) lattice 
sites. The lattice sites immediately surrounding the monomer are considered to be 
occupied, and cannot be occupied by more than one monomer. As a result, the 
minimum distance between two monomers is two lattice spacings. 
·-· 
Figure 2.3: The bond-fluctuation representation of a polymer molecule. 
Figure 2.3 shows an allowed move for this model. Unlike the slithering snake 
model, bond fluctuation allows variable bond lengths. In two dimensions, allowed 
bond lengths are l = 2, VS, v's, 3, JIO or -JI3lattice spacings. So long as the initial 
configuration is self-avoiding, and all bond lengths are < 4 lattice spacings, then this 
model will (for two dimensions) remain self-avoiding, that is, no crossing of bonds 
will occur. In this model, any monomer may be moved by a distance of one lattice 
spacing in any of the four (or six for three dimensions) in-lattice directions. The 
move will be either rejected or accepted on the basis of the new configuration having 
allowed or disallowed bond lengths and angles, and its remaining in a self-avoiding 
configuration. Unlike the slithering-snake model, the bond-fluctuation model can 
also be used with branched systems. 
This model and several variants have been used to investigate polymer diffusion, 70 
relaxation of a confined polymer chain, 71 polymer brush behaviour72 and the glass-
transition. 73 
2.3.1.3 Repton Model 
This model74 is unusual, in that the normal excluded-volume constraints (i.e. only 
one monomer per lattice site) do not apply. Figure 2.4 shows a typical allowed move 
in this model. 
An internal monomer may enter a lattice site already occupied by another 
. monmner (or sevetar otliermon01ners}';:-resulting ·in ,a-lack-of-·excluded-volume. ~A 
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Figure 2.4: The Repton representation of a polymer molecule. 
monomer may only leave a lattice site for an adjacent one if the lattice site being 
left still contains at least one monomer, bonded to the migrating monomer. Thus, 
internal monomers can only follow the contours of the polymer chain, and only bond 
lengths of 0 or 1 lattice spacing are allowed. Terminal monomers have more freedom, 
and may move to any adjacent lattice site, provided that they do not leave behind 
an unoccupied lattice site, which would necessitate a bond length longer than one 
lattice spacing. 
A variant of the Repton method has been used very recently75 to successfully 
simulate microphase separation in a binary mixture of polymers. Excluded-volume 
has been incorporated into this variant, as has the ability of internal monomers 
to make sideways moves by using a hexagonal lattice, rather than a square one. 
Interactions between nearest-neighbour lattice sites allows specific potentials to be 
applied to the polymer system under investigation, and to drive the phase separation. 
2.3.2 Off-Lattice Methods 
Off-lattice methods are more closely related to real systems than the lattice methods. 
Here, space is no longer discretised, and bond lengths and angles may be allowed 
much more freedom in value, depending on the model used. There are many off-
lattice methods available for coarse-graining of polymeric systems, and this section 
details some of the more important ones. 
2.3.2.1 Bead and Spring Model 
In this model, the polymer chain is formed by a series of hard spheres, connected by 
springs. The spheres represent individual monomeric units, and are not allowed to 
-ovAr l ap;=c±he~springs-are oft.en-moflelefl-.uRing-:-a,-har-moniG-potential,-or-a-FENE po~ 
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tential. The latter allows harmonic-like extension within a certain range of lengths, 
but with steeply increasing energy outside of that range. The chain resulting from 
this model can adopt any bond angle or length (depending on potential used) as 
long as the overlap of spheres is avoided. This model is illustrated in figure 2.5. 
Figure 2.5: The bead and spring representation of a polymer molecule. 
This model has been used to study the behaviour of a single polymer molecule in 
solution,76 the adsorption of polymer chains at a surface77 and the conformational 
relaxation of a deformed polymer chain. 78 
2.3.2.2 Freely-Jointed Chain 
The freely-jointed chain model is very similar to the bead and spring model. The 
only real difference is that the bond lengths between spheres are not variable. It is 
often the case that the bond length chosen is equal to the diameter of the spheres, 
such that the spheres are all in contact (but not overlapping) with their neighbours. 
Figure 2.6 shows a typical polymer chain modeled using this method. 
Figure 2.6: The freely-jointed chain representation of a polymer molecule. 
2.3.2.3 Dissipative Particle Dynamics (DPD) 
The DPD method79•80 is usually reserved for simulation of colloidal suspensions. 
The behaviour of such a suspension would be impossible to study using atomistic 
simulations with current computers, since colloidal particles are "macroscopic" in 
scale, ranging up to 1 p,m in size. Such "macroscopic" particles may contain millions 
of atoms, so it would be impractical to run an atomistic simulation on even one 
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such particle, neglecting its neighbours and the solvent. In addition, the Brownian 
motion involved in the dynamic behaviour of colloidal particles occurs on much 
longer timescales than those used in traditional MD simulations. Some form of 
coarse-graining technique is therefore required to allow many colloidal particles to 
interact with one another, and a solvent, on very long timescales; the DPD scheme 
finds much use in this particular field. 
In DPD, a colloidal particle is modeled as a single spherical particle, and typical 
pair potentials between such particles are soft repulsive interactions. A dissipative 
force is added, to model the frictional effects experienced by the colloids as they 
pass through the solvent. 
DPD is not limited to the study of colloids; the method can be applied to poly-
meric systems by linking together soft repulsive potentials by soft springs. DPD has 
successfully been used to model the microphase separation in a block copolymer.81 
2.4 The Role of Simulation in the Current Study 
Because the aims of this project include the study of the dynamics of a polymer 
brush, the MD method is the most appropriate technique available. A fully atom-
istic description of the polymeric system in question is also desirable, to minimise 
the number of approximations made in the generation of MD trajectories. The 
advantages of a fully atomistic MD simulation include non-discretised space, and 
therefore continuous potentials, bringing the quality of the model much closer to 
the level of the corresponding real systems. 
Although the main simulations of the polymeric systems are to be carried out 
with MD, the MC technique is also briefly used to encourage the amphiphilic copoly-
mer to adopt an appropriate conformation for easy setting up of the main simula-
tions. 
Chapter 3 
Molecular Dynamics Simulations of 
Water 
3.1 Introduction 
As the most abundant liquid on Earth under ambient conditions, it is no surprise 
that water has been extensively studied using computer simulation. Water's nature 
as a simple triatomic molecule only adds to the attractiveness of this substance for 
study in simulation and much work has been carried out in this area.82- 117 
Simulation studies of water as both the pure compound and as a solvent have 
been undertaken previously. Many of these simulations have shown that the real-
world behaviour of water is not easily reproduced computationally, despite the simple 
structure of the molecules concerned. Many different models of water have been 
used in simulations of varying computational cost and agreement with the true 
behaviour of water.82•90- 95•99•102- 117 Some of the more important models of water 
are summarised in section 3.2. 
Although many computational studies of water have already been carried out, 
there are several good reasons for simulating this simple molecule in the current 
work. First of all, as there are so many different models of water available, it is 
desirable to assess them for accuracy. Many of the water models were originally 
tested with only a small number of molecules when they were in development, so it 
--i~~de~irabi~- t; i~vestigate the-viability ofthe models in -mud1largehiysfems. ~-
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Further advantages of studying water include obtaining timing data for the sim-
ulations, which can be used to help in the planning and scheduling of subsequent 
work. An equally important motivation is that fully equilibrated water systems in 
the bulk and with a water/vapour interface will be obtained for use in polymer so-
lution simulations. A variety of non-bonded cutoff schemes can also be evaluated 
with such simulations of water. 
The ultimate aim of this section is to evaluate the various potential truncation 
schemes and water models, to select the most appropriate method to be used in 
the simulations of amphiphilic polymer molecules at the air/water interface, and to 
produce such an equilibrated air/water interface. 
3.2 Water Models 
Since the water molecule apparently has only three interaction sites (one oxygen 
atom, and two hydrogen atoms), it would seem reasonable to assume that an ac-
curate model of the water molecule for use in simulation would only require three 
interaction sites. There have been many such simple models of water, including the 
Simple Point Charge (SPC) model,82 and the Transferable Intermolecular Poten-
tial Three Point (TIP3P) model.92 These, like most water models, are specified as 
rigid to minimise computational cost and allow reasonably large time-steps in bulk 
simulation. 
Although three-site water models do give reasonable agreement with experimen-
tal work, the results are not perfect.92 For example, the old SPC model of water 
gives a calculated bulk density of 0.971 g cm - 3 (experimental value = 0.997 g 
cm - 3 ). Although the TIP3P model (which was reparameterised to optimise the 
density and heat of vapourisation calculations for liquid water) gives an improved 
value of 0.982 g cm - 3 , results are still far from perfect. 
Much work has gone into improving and optimising these models for specific 
uses. For example, the SPC model has been improved by Berendsen, Grigera and 
Straatsma,91 to give the Extended Simple Point Charge (SPC/E) model, which is 
-bet ter-:s uited-for:-::-u.s~cci!l-(1.-bulk-liquid -sim ulatiop.-thap._ its _,predect::)ssor. _ 
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It has been found that adding more interaction sites to the model can significantly 
improve the agreement between experiment and simulation for many properties of 
liquid water, including the density profile with respect to temperature. The Bernal-
Fowler (BF) 90 model, proposed in 1933, was one of the earliest potential functions 
devised to emulate the behaviour of water molecules, and was designed with four 
interaction sites. This is particularly surprising, since the first computer simulations 
of water100• 101 did not occur until around 1969. 
In the case of the TIP4P model,92 the radial distribution function is improved, 
as is the density (0.999 g cm - 3). Even with these improvements, there is still a long 
way to go. For example, none of the more well known three- or four-site models are 
particularly good at predicting the curious density anomaly that occurs in water 
between 0- 4°C. 
There are many five-site models of water in the literature, including the BNS 
model99 and the ST2 model. 114• 115 Jorgensen introduced the five-site TIP5P model 
to reproduce the water density anomaly in simulation.93 When comparing the 
TIPnP series of water models in simulation to experimental data, Jorgensen found 
that the temperature-density curve is closest to experimental data for the TIP5P 
model. However, the isobaric heat capacity predicted by the TIP5P model, 29.1 
cal mol-l deg -l is significantly poorer than previous models (20.0 cal mol-l deg -l 
for TIP3P and 20.4 cal mol-1 deg -l for TIP4P) and experiment (18.0 cal mol- 1 
deg -l ). 
There are water models with even more unusual numbers of interaction sites, 
such as the six-site MCH0102 and NCC103 models. The PE model, 106 involving only 
one interaction site, has also been proposed. 
Other water models have various unique features; the TIPS116• 117 and the NSPCE105 
models have been designed with different forms for their non-bonded interaction po-
tentials in attempts to improve the agreement between simulation and experiment. 
The former uses a variant of the Lennard-Jones 12-6 function, whereas the latter 
involves an exponential term in its non-bonded interactions. 
As long as the charge distribution remains fixed in water models, they will never 
-reacli ~Ire ~extremely goo<l 'agreement -with~experimenbthat 7is~desired. --In--reality,-_ 
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the water molecule is electrically polarisable; the charge distribution throughout the 
molecule is flexible, and can rearrange itself to minimise the potential of the system 
according to the environment. Attempts have been made to introduce polarisabil-
ity by incorporating fluctuating charges,94 •95 and polarisable sites96 (sites at which 
dipoles are induced by the electrostatic influence of neighbouring particles). Polar-
isability has been introduced into a number of water models, including SPCP, 113 
PTIP4P, 107 SPC/FQ and TIP4P /FQ112 (variants of the SPC and TIP4P models). 
Molecular flexibility has also been introduced into various models, such as RWK,109 
SPC/F,110 SPC/FP111 and NCCvib104 (variant of the NCC model). 
Studies of polarisable water models were prompted by the fact that traditional 
point-charge models of water (TIP3P, TIP4P, SPC, SPC/E etc.) have been param-
eterised for use in bulk liquid simulation. The dipole moments of these models (e.g. 
2.27 D for SPC) are usually set significantly higher than the dipole moment of an 
isolated water molecule (1.85 D) in order to obtain the best simulation results for 
bulk water. This increased dipole moment helps to take into account the polarisation 
effects of bulk phases, but reduces the reliability of results for gas phase studies. 
A review by Guillot108 makes comparisons between these and many other wa-
ter models that have been proposed over the years, and is an excellent source of 
information and references on the various water models available. 
Ab initio MD simulations have also been performed using the Car-Parrinello 
method which calculates forces from quantum, rather than classical mechanics. Wa-
ter was one of the first systems studied using this method. 118• 119 Using these simu-
lations, many structural properties of water such as the radial distribution function 
and vibrational spectra were successfully calculated. As computational power has 
increased, more detailed quantum MD simulations become possible. Such a study 
of water done in 1999120 used a larger system and longer timescales to investigate 
properties such as molecular polarisation and dipole moments. Due to the compu-
tational cost of quantum methods, however, such simulations are not as common as 
their classical counterparts. 
The simulation work detailed in this chapter involves three of the simpler and 
-most-commonly-:-used~water-models1-namely=SPC/E,_,±l-R4P_-and~ 'r-1F5_g, -the -newest--,-- - ---
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member of the TIPnP family. All simulations use classical MD techniques. 
3.2.1 Extended Simple Point Charge (SPC/E) 
Figure 3.1: Structure of the SPCI E water model. 
The SPCI E model91 of water, shown in figure 3.1, is the simplest of the three 
chosen for evaluation. It consists of only three interaction sites, at the centres of 
the three component atoms. The atoms themselves are represented by point masses. 
Table 3.1 gives the details of this model. In comparison to the earlier SPC model, 
SPCI E gives better agreement with experiment for bulk phase properties, such as 
density and radial distribution functions. 
All of the charges and repulsion-dispersion effects are centred on the atoms them-
selves. The oxygen is the only atom in the model that experiences non-electrostatic 
non-bonded interactions; the hydrogen atoms are completely inactive in terms of 
repulsion-dispersion effects in this model. 
I roHIA I ()HoHr I 
1 1.0 1 1o9.47 1 
I Qo I e - I QH I e - I eo I kcal mol - t I aoiA I 
1 -0.8476 1 o.4238 1 o.1553 1 3.1656 1 
Table 3.1: Parameters for the SPCI E water model. 
3.2.2 Transferable Intermolecular Potential Four Point (TIP4P) 
Like the SPCI E model above, TIP4P92 (shown in figure 3.2) is composed of point 
masses, and has only one Lennard-Jones interaction site, the oxygen atom. However, 
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Figure 3.2: Structure of the TIP4P water model. 
unlike the SPCI E model, TIP4P has four interaction sites in total. In addition to 
the three atoms, there is an additional site, M, which has no mass. Point M, which 
carries all of the negative charge present in the model, represents the shifting of 
the negative charge slightly away from the oxygen atom. M lies on the H-0-H 
angle bisector, displaced toward the hydrogen atoms. Table 3.2 shows the various 
parameters used in the TIP4P water model. 
I roH lA I roM lA I OH oH ;o I 
0.9572 0.15 104.52 
I Qo I e - I QH I e- I QM I e - I Eo I kcal mol - 1 I uoiA I 
1 o.o 1 o.52 1 -l.o4 1 o.155o 1 3.1536 1 
Table 3.2: Parameters for the TIP4P water model. 
3.2.3 Transferable Intermolecular Potential Five Point (TIP5P) 
This model,93 shown in figure 3.3, is the latest in the TIPnP series. It was proposed 
in 2000, and has proved to be useful in reproducing the unusual variation of density 
with temperature around the freezing point of water. Once again, this model is 
composed of points which carry masses, charges and Lennard-J ones parameters. 
The oxygen atom is still the only repulsion-dispersion active atom in the model, and 
now there are two massless points, £ 1 and £ 2 , which carry the molecule's negative 
charge. £ 1 and £ 2 represent the lone electron pairs on the water's oxygen atom, and 
are _positioned accordingly. Properties of the TIP5P model are shown in table 3.3. 
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Figure 3.3: Structure of the TIP5P water model. 
0.9572 0.70 104.52 1 1o9.47 1 
o.o 1 o.241 1 -0.241 1 
Table 3.3: Parameters for the TIP5P water model. 
3.2.4 Simulations of Water 
Although a lot of research groups devote their time to devising new and better 
water models, many workers use these models in simulations. There have been 
many studies carried out, simulating water in different situations. Examples of the 
diverse uses for water (and other liquid) simulations include the study of interfaces, 97 
and the study of aqueous solutions. 98 This section summarises the work done by 
various researchers in the field of water simulation. 
3.2.4.1 Simulation of Water Interfaces 
Many simulations have been performed to study water interfaces. In some simu-
lations the water liquid-vapour interface is studied. In other simulations, a liquid-
liquid interface (where one of the liquids is water) has been looked at. Workers 
have looked at many different properties of water surfaces, including the molecu-
lar orien ation of both water molecules83 and surfactant molecules84 at the surface. 
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Interfaces between aqueous and hydrophobic phases have also been simulated.85•86 
Many groups involved in looking at water interfaces, particularly the liquid-vapour 
interface, also produce density profiles, which gives an idea of how the system's den-
sity changes across the interface.83•86 Yet another interesting aspect of interfaces is 
what happens when particles pass through them; Lynden-Bell and coworkers have 
used MD simulation techniques to study the effects of the passage of C02 and N2 
molecules through a water-air interface.87•88 
The most common method of producing a liquid-vapour interface is to take a 
simulation box of equilibrated molecules, say water, and expand it in the z-direction. 
By doing this, the water remains at normal density in the middle of the simulation 
box in the form of a "block" or "slab", and two regions of vacuum are produced. This 
method actually results in two interfaces, but if they are a great enough distance 
apart, they will not interfere with one another. After this is done, the system 
is then equilibrated for a while under a constant-volume (e.g. NVT) ensemble; 
it is necessary to switch to constant-volume dynamics, because constant-pressure 
dynamics would result in the newly expanded box collapsing back down to its natural 
size for bulk water. After equilibration, the density near the interfaces will have 
reduced, giving a smooth transition region between liquid and vapour. Then the 
sampling stage of the simulation can be carried out, also under constant-volume 
conditions. 
3.2.4.2 Simulation of Water Solutions and Mixtures 
Simulations of water are not limited to the pure substance; solutions and mixtures 
have also been extensively studied. Auffinger and Beveridge performed MD simula-
tions on an aqueous NaCl solution,98 in order to investigate the effects of potential 
truncation on the radial distribution function as discussed in section 3.3. Simulation 
techn-iques have also been applied to the study of argon dissolved in water, 121 various 
alcohol-water mixtures122 and solutions of NaCl in a mixed water-alcohol solvent. 123 
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3.3 Cutoff Schemes 
As well as simulating three water models, three cutoff schemes were used. The 
schemes that were chosen were those that are most commonly used in simulation. A 
brief outline of each scheme is given in the following sections. Although the Coulom-
bic interactions are evaluated with each of these schemes, the repulsion-dispersion 
interactions may only be evaluated via standard atomistic truncation. Cutoffs can 
have a significant impact on the outcome of a simulation; it has previously been 
pointed out 124 that the user could well be inadvertently simulating two different 
systems if both the MC and MD method are used on one collective of atoms since 
the former truncates energy at the cutoff distance, whereas the latter also truncates 
forces. It is therefore essential to have a consistent definition of cutoffs throughout 
any simulations of a particular system whose outcomes are to be subject to any kind 
of meaningful comparison. 
3.3.1 Coulombic Atom Based Cutoffs 
The simplest cutoff scheme involves neglect of any interactions between centres sep-
arated by more than the cutoff radius (rcut). At first sight, this may seem perfectly 
reasonable, however there are dangers inherent in this method. For example, the dis-
tribution of particles around one another, as measured with the radial distribution 
function, may show unexpected artifacts;98 this problem occurs in the simulation of 
fluids with charged particles, including systems involving electronegative atoms or 
ions. 
Figure 3.4 shows an example of this distortion in particle distribution. The oxy-
gen atom on the central water molecule has a favourable coulombic interaction with 
the hydrogens of the other water molecule, however the unfavourable oxygen-oxygen 
repulsion is discounted as it occurs over slightly longer range than the cutoff allows. 
This results in an artificial lowering of the system energy, and also an unnatural 
accumulation of charged particles around each other, at the cutoff distance. Sec-
tion 3.5 illustrates these problems, making reference to radial distribution functions 
--obtainecl froll!.::siill!ll~t!o_u. - - ---- - - _ --· 
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Figure 3.4: Illustration of a flaw in the atom based coulombic cutoff method. Arti-
ficial energy reductions can occur by charged particles ordering themselves around 
the cutoff distance, represented here as a circle around the central oxygen atom. 
3.3.2 Coulombic Charge-Group Based Cutoffs 
This method is similar to the atom based cutoffs mentioned above. The difference is 
that instead of basing the cutoffs on distances between pairs of atoms, the decision 
of whether or not to include an interaction in the energy calculation is based upon 
the distance between groups of atoms, or charge-groups. To obtain maximum benefit 
from the method, charge-groups should be set up such that they have a minimal 
(or better still, zero) overall charge. This will prevent the previously mentioned 
anomalous distribution of particles. 
Various implementations and definitions exist for charge-group cutoffs. For ex-
ample, in the DL_POLY125 molecular dynamics program, all interactions are in-
cluded between the two groups, say A and B, if the distance between any member of 
group A and any member of group B are within the cutoff distance. Otherwise, no 
interaction is calculated between the two groups. In the situation shown in figure 
3.4, properly defined charge-groups would force the calculation of all interactions 
between the two water molecules, even though some interatomic distances in the 
system lie outside the cutoff distance. 
Although this method improves upon atom based cutoffs by eliminating the 
accumulation of charge around rcut, there are still disadvantages. It is possible, for 
example, to have two charge groups at fixed separation, where none of the atom pairs 
between the two groups are within r cut· For rigid molecules, this would be acceptable 
-------------------------------------------
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as no interactions between the two groups would be included. However, if the groups 
are not constrained in any other way, then simple bond stretching could bring pairs 
of atoms within r cut· This would result in a whole range of interactions being included 
in the calculation sometimes, and completely neglected at other times. 
Also, charge-groups would not be appropriate for use with simple ionic systems 
like NaCl. Charge-groups are intended to be composed of groups of atoms connected 
by covalent bonds (or at least fixed in close proximity to one another). 
3.3.3 Ewald Sum 
The Ewald Sum 126 is one of the best methods available for handling long range non-
bonded interactions. Due to the nature of this method, only interactions between 
charges are handled. The remaining non-bonded interactions, i.e. the Lennard-
Jones interactions, must still be truncated in a conventional fashion. The Ewald 
Sum is the most computationally expensive of the cutoff methods employed in this 
study. 
The Ewald Sum method works by splitting the electrostatic energy sum into a 
short-ranged component (calculated in real space), and a long-ranged component 
(calculated in reciprocal space). In the DL_POLY125 implementation of the Ewald 
Sum technique, convergence in these sums is controlled by the convergence param-
eter, a. The parameters k1 , k2 and k3 are used in the reciprocal space sum, and 
affect the accuracy of the calculation in the three spatial directions (x, y and z). 
3.4 Computational Details and Theory 
3.4.1 Bulk Water Simulations 
The simulation details for all the simulations that have been run on bulk water 
are shown in table 3.4. Each run was performed using the DL_POLY125 program 
with the NpT ensemble (T = 300 K and p = 1 atm). 50,000 steps of equilibration 
were performed to begin with, to allow the molecules to randomise. Temperature 
---: . -and pressure~were-. controlled~by=the~H_oover"~Nose::cthermostat-and~barostat,~with 
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relaxation time constants of 4.0 ps and 1.0 ps respectively. The molecules were fixed 
in a rigid geometry, allowing a large time-step of 2 fs. All periodic boxes were cubic. 
In the simulations which used the Ewald Sum scheme, the parameters used were 
a = 0.34 and k1 = k2 = k3 = 7. In the remaining runs, the Coulombic cutoff was 
the same as the Lennard-Jones cutoff. 
Water Electrostatic No. of Box No. of Cutoff Machine CPU 
Model Cutoff Type Mols. Size Steps Radius Used Time 
SPC/E Atomistic 216 (18 A) 3 450,000 8.5 A DEC 0.67 
SPC/E Charge Group 216 (18 A) 3 450,000 8.9 A DEC 0.96 
SPC/E Ewald Sum 216 (18 A) 3 450,000 8.9 A DEC 1.22 
TIP4P Atomistic 216 (18 A) 3 450,000 8.5 A DEC 1.21 
TIP4P Charge Group 216 (18 A) 3 450,000 8.9A DEC 1.41 
TIP4P Ewald Sum 216 (18 A) 3 450,000 8.9 A DEC 2.34 
TIP5P Atomistic 216 (18 A) 3 450,000 8.5 A DEC 2.72 
TIP5P Charge Group 216 (18 A) 3 450,000 8.9 A DEC 2.43 
TIP5P Ewald Sum 216 (18 A)3 450,000 8.9 A DEC 3.00 
SPC/E Atomistic 1728 (37 A) 3 313,580 8.5 A 11.5 
SPC/E Charge Group 1728 (37 A) 3 200,000 8.5 A DEC 7.00 
SPC/E Ewald Sum 1728 (37 A) 3 200,000 8.5 A SUN 10.8 
TIP4P Atomistic 1728 (37 A) 3 200,000 8.5 A SUN 13.4 * 
TIP4P Charge Group 1728 (37 A) 3 200,000 8.5 A SUN 10.5 
TIP4P Ewald Sum 1728 (37 A) 3 200,000 8.5A SUN 16.8 * 
TIP5P Atomistic 1728 (37 A) 3 159,000 8.5 A * 
TIP5P Charge Group 1728 (37 A) 3 200,000 8.5 A DEC 19.0 
TIP5P Ewald Sum 1728 (37 A) 3 200,000 8.5A SUN 24 * 
Table 3.4: Details of the various simulations of water that have been performed, and 
the timings for each run. Values presented in the 'Box Size' column are approximate 
as runs were carried out in the NpT ensemble. Cutoff radius is for both electro-
static (except Ewald Sum simulations) and Lennard-J ones interactions. Simulations 
marked "DEC" were run on a Dec 433 a.u. Simulations marked "SUN" were run on 
a SUN Ultrasparc II @ 450 MHz. CPU times are in days. 
* Some runs have estimated timing data as they broke down and had to be restarted. 
One run has no timing information. 
Three characteristic quantities can be calculated from these molecular dynam-
ics simulations: the heat of vapourisation (equations 3.1 and 3.2), the isothermal 
compressibility (equation 3.3) and the density. Equation 3.2 is used under the as-
--~ -----
sumption -tliat"the system-fo-rms--an ideaf"gas, a:iid tfiat th'emolecules -are rigid- (Fe. 
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Eintra (g) and Eintra ( l) are equal). 
b.vapH = [Eintra(g) + pV(g)]- [Eintra(l) + Einter(l) + pV(l)] (3.1) 
b.vapH = RT - Einter (3.2) 
3.4.2 Water/Vapour Interface Simulation 
In addition to the simulations of bulk water, two trial simulations of water interfaces 
were attempted. In order to reduce to a minimum the time taken by the simulation, 
the simplest water models, SPC/E and TIP4P, were chosen, and the Coulombic 
charge-group cutoff scheme was employed to prevent the ordering problems that 
occur with atomistic cutoffs. To start off these simulations, the end configurations 
of previous SPC/E and TIP4P runs were taken. The SPC/E configuration was 
taken from the end of a 1728 molecule simulation. The TIP4P configuration was 
obtained by taking the end-point of a 216 molecule simulation, and expanding the 
system by replicating the original simulation box. The box contents were duplicated 
in the x- and y-directions once and twice in the z- direction, giving 2592 molecules. 
Such large numbers of molecules are essential to ensure that the system displays 
bulk water character between the interfaces. The z-dimensions of the boxes were 
expanded from around 37 A and 56 A respectively, to 100 A. Before the expansion 
of the box was done, however, molecules that were split across the sides of the 
cell were "repaired" by "unwrapping" the periodic boundary conditions, to prevent 
broken molecules being left in the middle of the box upon expansion. 
As before, these new configurations were equilibrated for 50,000 steps of 2 fs, 
at T = 300 K. 172,000 steps of sampling dynamics were performed for the SPC/E 
model, and 500,000 for TIP4P. The NVT ensemble was selected for this simulation, 
and the Hoover-Nose thermostat was used. 
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3.5 Results and Discussion 
3.5.1 Bulk Water Simulations 
Oxygen-oxygen radial distribution functions, calculated from the larger simulations, 
are shown in figure 3.5. These radial distribution functions clearly show the flaws in 
the Coulombic-atomistic cutoff scheme.98 In both the SPC/E and TIP4P models, 
there are anomalous peaks in the oxygen-oxygen radial distribution function. Also 
shown is the oxygen-hydrogen radial distribution function for SPC /E (dotted line), 
which contains a similar anomalous trough. 
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Figure 3.5: 0-0 radial distribution functions constructed from simulation data (1728 
molecules) for the different water models and cutoff schemes. The dotted line shows 
the 0-H radial distribution function. The vertical line marks the cutoff at 8.5 A. 
The reason for these anomalies is a simple one. In the case of the oxygen-oxygen 
radial distribution function, the peak represents a buildup of oxygen atoms just 
outside of the cutoff distance marked on the graphs. Since the Coulombic-atomistic 
method of calculating interactions only inCludes interactim1s withiri the cutoff dis- · 
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tance, molecules can rearrange themselves to minimise the calculated energy of the 
system. Water molecules move to such a position that their oxygen atoms are out-
side of the cutoff distance of a central oxygen atom, but their hydrogen atoms are 
within this cutoff. This results in the unfavourable 0-0 interactions being excluded 
from the calculation (and also causes a buildup of oxygen atoms just outside of the 
cutoff). Similarly, favourable 0-H interactions are included in the calculation. This 
causes a buildup of hydrogen atoms just inside the cutoff, and a depletion of hy-
drogen atoms just outside the cutoff, producing a trough in the radial distribution 
function. These anomalous artifacts in the radial distribution functions disappear 
when we move to charge group based cutoffs. 
It is also interesting to note that there appears to be very little difference between 
the radial distribution functions produced using the TIP4P and TIP5P models, and 
also between the two best cutoff schemes (charge group based, and Ewald Sum). 
There only appears to be a slight heightening of the second peak in the 0-0 ra-
dial distribution function when going from TIP4P to TIP5P, which also appears 
in Jorgensen's original study93 of a smaller system of 512 molecules. Jorgensen's 
results show better agreement between the radial distribution functions calculated 
in simulation and experimentally derived for real water for the TIP5P model than 
TIP4P. 
Calculated values for the properties expressed in equations 3.1, 3.2 and 3.3 for 
the larger (1728 molecule) simulations, using all three cutoff schemes, are shown in 
table 3.5. These properties can also be calculated from the smaller (216 molecule) 
simulations (see table 3.6). 
The experimental values89 are shown in the table for comparison. Clearly a 
problem occurred in the simulation of TIP4P water under the Coulombic-atomistic 
cutoff scheme. The values of the heat of vapourisation and the isothermal com-
pressibility both stand out as being very different to the others. Although these 
calculated values seem wrong, no problems can be found in the simulation files used 
to produce these results. The values Jorgensen92 obtained were tlvapH = 10.66 kcal 
mol-1 and 106 h: = 35 atm -l. The fact that problems only occur with this model 
under a-specific cutoff scheme seems to indicate that something went wrong only in 
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Simulation I l::..vapH/kcalmol 1 l106 r;,/atm 1 I pjgcm 3 1 
SPC/E CA 9.083 395 1.084 
SPC/E CG 11.936 67.4 1.020 
SPC/E ES 11.749 46.9 0.995 
TIP4P CA 5.632 1.28 1.081 
TIP4P CG 10.315 75.1 0.991 
TIP4P ES 10.187 64.1 0.973 
TIP5P CA 9.997 55.8 1.009 
TIP5P CG 10.393 74.3 1.007 
TIP5P ES 10.211 61.1 0.982 
TIP4P MC 10.65 60 1.001 
TIP5P MC 10.46 41 0.999 
Experimental 10.51 45.8 0.997 
Table 3.5: Properties of water calculated from the larger water simulations. Cutoff 
schemes used are shown with water model. CA is an atom based cutoff, CG is a 
charge-group based cutoff and ES is the Ewald Sum. MC denotes data taken from 
Jorgensen's Monte Carlo study.93 
SPC/E CA 8.010 49.9 1.052 
SPC/E CG 11.984 42.2 1.025 
SPC/E ES 11.755 54.2 1.001 
TIP4P CA 5.653 1.72 1.087 
TIP4P CG 10.316 69.6 0.991 
TIP4P ES 10.204 63.8 0.979 
TIP5P CA 9.819 37.5 1.005 
TIP5P CG 10.568 55.8 1.033 
TIP5P ES 10.229 51.9 0.984 
I Experimental I 10.51 45.8 0.997 
Table 3.6: Properties of water calculated from the smaller water simulations. Cutoff 
schemes used are shown with water model. CA is an atom based cutoff, CG is a 
charge-group based cutoff and ES is the Ewald Sum. 
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these two simulations; however, the system studied by J orgensen was smaller and 
was simulated using the Monte Carlo method rather than molecular dynamics. 
All of the results for the density are close to experimental values, as are most of 
the isothermal compressibilities. Each of these water models seems to be good at 
reproducing experimental data. Jorgensen's study shows that these properties are 
better reproduced for the TIP5P model than TIP4P,93 and this also appears to be 
the case here for the Ewald Sum simulations. The improvement in density for the 
charge-group study, however, is questionable. Jorgensen's reported improvement 
in isothermal compressibility is far more dramatic than the results seen here; the 
TIP5P values in the Ewald Sum simulations are particularly poor. The discrepancies 
between Jorgensen's results, and those seen here, could be due to the differences in 
simulation method; Jorgensen used the Monte Carlo method with 512 molecules, 
whereas the current study uses the molecular dynamics technique with 216 and 
1728 molecules. In addition, it has been pointed out that the TIP5P water model 
may not perform as well as expected under a different cutoff scheme than that used 
in the original parameterisation of the model. 127 
3.5.2 Water Liquid/Vapour Interface Simulation 
As the simulations proceed, two interfaces are formed, as shown by the density 
profiles in figures 3.6 (SPC/E) and 3.8 (TIP4P). Due to practical limits upon file 
sizes, recording of atomic positions was only possible once every 1,000 steps, so the 
density profiles have a ragged look through the bulk section, due to the low sampling 
rate. However, the average height of the density profile through this region is very 
close to the experimental density of water, indicating that both bulk and interfacial 
water types are present. 
Two snapshots taken from the SPC/E simulation are also shown in figure 3.7. 
A slight increase in the spacing of the water molecules is evident at the surfaces 
of the slab in the mid-simulation snapshot, corresponding to a reduced density in 
the interfacial regions. Also, a single water molecule can be seen in the vapour, 
dissociated from the bulk material. This snapshot was taken at about 385 ps into 
the simulation,-by which time the--equilibration of the interfaces is complete: 
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Figure 3.6: Density profile of a slab of SPC/E water which has formed two interfacial 
regions. 
3.5.3 Study of Computational Cost 
In order to assess the relative performance of the available hardware, very brief 
MD simulations of TIP4P water were performed, under the same conditions as the 
216 molecule study using charge-group based cutoffs. The simulations were timed 
over 1,000 steps, using each of the available machines, including the powerful and 
newly introduced AMD systems which will be used in the main simulations of the 
amphiphilic polymer at an interface. The results are summarised in table 3.7. 
I Machine Used I CPU Time/ s I Relative Speed I 
SUN 148.2 0.36 
DEC 122.4 0.44 
AMD 54.0 1.00 
Table 3.7: Computational cost of a 1,000 step MD simulation of TIP4P water. 
"DEC" was a Dec 433 a.u. "SUN" was a SUN Ultrasparc II @ 450 MHz. "AMD" 
were run on an AMD Athlon@ 1500 MHz. 
3.6 Conclusions 
Various simulations of water have been carried out, and assessments made of com-
putational cosL(time) and cutoff scheme_as well as the three water models used. 
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0 
Figure 3.7: Two snapshots taken from the simulation of an SPC/ E water interface. 
The upper image is the initial configuration, and the lower image is the configuration 
after 386 ps. Only oxygen sites are shown. 
3.6. Conclusions 
1.0 
0.8 
"g 0.6 
0> 
~ 
.. 
c 
~ 0.4 
0.2 
-50 -40 -30 -20 -10 0 10 
Posijion I Angstrom 
52 
20 30 40 50 
Figure 3.8: Density profile of a slab of TIP4P water which has formed two interfacial 
regwns. 
From these results, it has been decided that a TIP4P water model with a charge-
group based cutoff scheme is the best compromise in terms of calculation quality vs. 
computational cost. In addition, a recent study127 indicates that the TIP5P model 
is actually inferior to TIP4P in the reproduction of certain properties (including 
density) in simulations using different cutoff schemes to those employed in the origi-
nal parameterisation. These findings are of sufficient concern to justify avoiding the 
TIP5P model in subsequent simulations involving water. 
The TIP4P water model can successfully and accurately predict important water 
properties, particularly density. Since our simulations of an amphiphilic polymer at 
the air/water interface are going to be analysed structurally, it is logical to ensure 
that the system structure is as realistic as possible. Therefore the TIP4P model 
has been chosen over SPC/E and TIP5P. The latter model is only more suitable 
that TIP4P in the 0 - 4°C temperature range, and has also been shown to suf-
fer problems, so there is no justification for using this more expensive model. All 
structural artifacts have been eliminated from the radial distribution functions using 
the charge-group method, so again there is no real justification for using the sig-
nificantly more expensive Ewald Sum technique. Finally, a large system of TIP4P 
water molecules has been encouraged to adopt an air/water interfacial configuration 
for use in further studies of an amphiphilic polymer at the water-air interface. 
-A brief analysis of cOnl.pufational cost h-as lielp-ed to plan out subsequent sim-
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ulation work. The newly introduced AMD machines will allow significantly faster 
processing, which will be particularly beneficial when multi-processor parallel jobs 
are run. Such parallel computation with fast processors is essential in the large 
systems that are to be studied at the atomistic level (chapter 5). 
Chapter 4 
Developing a Force Field for 
Simulation of Poly( ethylene Oxide) 
Based upon ab Initio Calculations on 
1 ,2= Dimethoxyethane 
4.1 Introduction 
1,2-Dimethoxyethane (DME) contains the two major dihedral interactions present in 
the polymer poly( ethylene oxide) (PEO) ( C-0-C-C and 0-C-C-0). Consequently, 
the conformational energies and populations of the former have been extensively 
studied experimentally128- 133 and theoretically133- 144 in the gas, liquid and aqueous 
phases to obtain better understanding of the conformational behaviour of the latter. 
In 1993, Smith, Jaffe and Yoon performed ab initio electronic structure calcu-
lations on DME/45 and used the results of these calculations to construct a force 
field49 specifically for DME and PEO. This work, however, is now ten years old, 
and in the past decade, increasingly powerful computers have become more widely 
available. It was therefore decided to repeat the work, using higher levels of theory, 
and more computationally expensive but accurate basis sets. In addition to the ad-
vances in computational capability, there is a further motivation to repeat this work; 
although Smith used a reasonably good basis set and the MP2 level electron corre-
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lation method for his final energy evaluations, the optimisations themselves were all 
carried out using the much less sophisticated HF method and a less extensive basis 
set. Although this practice is useful in saving computer time, it is does not give as 
good a set of results as performing the whole optimisation under the MP2 method, 
and the energies and geometries yielded can only be considered as estimates. 
In the current work, the ten major conformations ( ttt, tgt, ttg, tgg, tgg ', ggg, ggg ', 
gg'g, gtg and gtg') and several major barriers (including tct and ttc) in DME, have 
been subject to ab initio geometry optimisation, and energy evaluation at the MP2 
and B3LYP levels of theory, using a variety of basis sets. These optimised energies 
were then used to parameterise a force field for DME, which was refined by carrying 
out molecular dynamics calculations of DME in the liquid phase, in an attempt to 
obtain good agreement with experimental data. 
This work is divided into a number of sections. Section 4.2 details some of the 
more important experimental and theoretical studies that have been done on DME. 
Section 4.3 contains details on the ab initio structure optimisation calculations that 
were performed on the DME molecule. Using results from these, section 4.4 focuses 
on the fitting of force field torsion parameters, to obtain a new force field that gives 
conformational energies in agreement with the ab initio study. Various attempts at 
fitting the force field parameters are detailed in this section in an attempt to get the 
best agreement possible between force field and ab initio energies, as well as force 
field and experimental bulk liquid phase conformational populations. A detailed 
study of DME's potential energy surface is then undertaken in section 4.5, in an 
attempt to determine the reasons for the conformational behaviour encountered in 
section 4.4. Finally, the work is summarised with conclusions in section 4.6. 
4.2 1,2-Dimethoxyethane (DME) as a Model 
Molecule 
Since DME is one of the shortest oligomers of PEO, it is not surprising that the 
former has been studied intensively by researchers wishing to understand the con-
formational and energetic behaviour of the latter. Despite DME's simple structure, 
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however, its conformational behaviour is quite complex. The five conformations 
that have been found experimentally to dominate DME's gas and liquid phases are 
shown in figure 4.1. 
DME exhibits a strong gauche effect, where the gauche conformation of the 
central 0-C-C-0 dihedral is unusually highly-populated compared to the trans con-
formation. In fact many X-C-C-Y systems where X and Y are small electronegative 
groups exhibit greater stability in the gauche state than trans,l46 particularly 1,2-
difluoroethane.147· 148 When X and Y are large polarisable groups, the gauche state 
is destabilised with respect to the trans state.149 
4.2.1 Experimental Studies 
A study of DME and related molecules by Ogawa et al. 128 aimed to determine 
which conformations were present in a number of different phases, including the 
vapour. This study confirmed the presence of the ttt, tgt, ttg and tgg conformations 
in gaseous DME. 
In 1979, Astrup129 used gas phase electron diffraction to estimate the conforma-
tional populations in DME, as well as various other structural information such as 
bond lengths and angles. This study indicated that the highly strained gg 'g con-
formation was absent from the gas phase, which is not surprising given the highly 
energetic close contact between the two terminal methyl groups in this conforma-
tion. Astrup also noted that the gg' sequence in DME (tgg' and ggg' conformations) 
is more populated than the analogous conformations in n-hexane, which are of sig-
nificantly higher energy. The importance of a 1,5-CH ... O interaction in stabilising 
the tgg' conformation was also suggested. 
Over a decade later, in 1992, Inomata and Abe studied DME's gas phase confor-
mational populations using an RIS model150 based upon NMR coupling constants. 132 
Unfortunately, agreement between the electron diffraction study and the NMR study 
was particularly poor for the tgt, tgg and tgg' conformations. The remaining con-
formations, however, showed somewhat better agreement. The two studies do agree 
th_atJ;he_fr~!.i<:>I1 of C-~-~o_?ds that are trans is around 20%, supporting the gauche 
effect. Agreement is somewhat poorer on the fractions of trans C-0 bonds. 
4.2. 1,2-Dimethoxyethane (DME) as a Model 
Molecule 57 
In the same year, a matrix-isolation infrared spectroscopic study of DME's gas 
phase was performed 133 at 18 K. This study confirmed the presence of the ttt, tgt 
and tgg' conformations in the vapour phase. It was also established that at higher 
temperatures (up to 45 K) the DME molecules begin to aggregate, and the tgt 
bands in the IR spectra become enhanced as the ttt bands decrease in intensity. 
This indicates that the tgt conformation is stabilised by intermolecular interactions. 
This work also confirmed the presence of a stabilising 1,5-CH ... O interaction in the 
tgg' conformation, previously suggested by Astrup. 
Further evidence supporting these ideas comes from another infrared spectro-
scopic study130 performed in 1996, where the population of the tgt conformation is 
found to fall (while the tgg' population rises) when moving from the liquid to the gas 
phase. This study proposed an energy difference of 0.31 ± 0.04 kcal mol - 1 between 
the ttt and tgg' conformations on the basis of these infrared spectroscopic studies. 
However, no energy difference was calculated for the tgt and tgg' conformations be-
cause the tgt signal was not easily distinguishable. This surprisingly small ttt-tgg' 
energy difference provides further evidence for a stabilising 1,5-CH ... O interaction. 
DME has also been experimentally investigated in the bulk liquid phase. The 
study of Ogawa et al. 128 confirmed the presence of the ttt, tgt, ttg and tgg conforma-
tions in bulk liquid DME. A Raman spectroscopic study131 was performed in 2000 
on liquid DME with a view to calculating the conformational populations in this 
compound. It was found that only five conformations ( ttt, tgt, ttg, tgg and tgg ') are 
present in a detectable amount. This Raman spectroscopic study also included an 
investigation of the conformational behaviour of DME as the compound is diluted 
in aqueous solution; as concentration decreases, ttt and tgg' were found to decrease 
in population while tgt and tgg increased. 
4.2.2 Theoretical Studies 
DME has been studied even more intensively from a theoretical perspective. The 
study of Yoshida et al. 133 involved an ab initio quantum mechanical study on DME 
alongside the experimental, in which conformational energy differences were cal-
--
culated. This study used only basic Hartree-Fock calCulations, with no electron 
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(e) tgg' 
Figure 4.1: Low energy conformations of DME. The short 1,5-CH- 0 distance in 
the tgg' conformation indicates a possible internal hydrogen bond 
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correlation taken into account. As a result, the energies obtained are rather large. 
Murcko and DiPaola used high-level ab initio calculations including electron 
correlation on selected conformations of DME and noted that the ttt-tgt energy 
difference decreases as electron correlation is included. 
A study in 1995 used a combined quantum mechanical and molecular mechanical 
potential energy function to study the effects of solvation on the conformational equi-
librium of DME. 143 In the same year, a variant of the molecular dynamics method 
was used to successfully reproduce the experimental observation that the crystalline 
phase of DME consists of the tgt conformation only. 141 
In 1996, Williams and Hall studied DME using molecular dynamics and force 
fields modified to agree with ab initio calculations. 144 In this work, the authors note 
that from past experimental and theoretical studies on DME, the ttt conformation 
is generally found to be the lowest in energy. 
In terms of quantity, however, the theoretical side of DME studies is dominated 
by Smith and coworkers, who have done a great deal of work in the field. In 1993, 
Smith performed ab initio calculations145 on the ten DME conformations listed in 
section 4.1, to investigate the relative energies of these conformations. With this 
data, Smith then developed a new force field49 for the MD /MC simulation of DME 
and PEO. Smith's 1995 molecular dynamics study of DME showed that in the gas 
phase, the tgg' and ttt conformations are more populated, and tgt is less populated 
than in the liquid phase, in agreement with the following year's infrared spectroscopic 
study. 130 
In 1998, Smith performed further ab initio calculations, in order to develop 
force field parameters135 for the interaction of water and DME/PEO. These new 
force field parameters were then used in simulations of aqueous DME. 134 These 
simulations show conformational behaviour in good agreement with the later Raman 
spectroscopic study131 as the DME concentration is varied. 
Unfortunately, Smith's force field fails to accurately reproduce the experimental 
liquid-phase conformational populations of Goutev et al. 131 In particular, the tgt 
conformation is overpopulated in simulation, and the tgg' conformation is signifi-
cantly underpopulated. Also, Smith's force-field is based-upon- ab initio calculations 
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that used one level of theory for the optimisations and a higher level of theory for 
energy evaluations. While this practice saves on computer time, it is not generally 
a safe thing to do because the optimised structure found at the lower level of theory 
could well be different to the corresponding optimised structure at the higher level 
of theory. Today, higher basis sets can be reached than ten years ago, due to the 
wider availability of more powerful processors. 
Accordingly, it was decided to investigate the problem of DME and its conforma-
tional equilibrium with a view to improving on Smith's force field, allowing better 
quality simulations of PEO systems. 
4.3 Ab Initio Structure Optimisations of DME 
The Gaussian 98151 software package was used to scan the potential energy surface 
of DME, as its two major dihedrals were separately rotated through 180 degrees 
(figure 4.2). Due to the symmetry of the system, the remaining 180 degrees of 
rotation had the same energy profile. The 0-C-C-0 cis barrier is somewhat higher 
than its C-0-C-C counterpart; this is due to both a strong electrostatic repulsion 
between the two electronegative oxygen atoms which are at minimum separation at 
this barrier, and two 1,4 H-H overlaps that occur in the former but not the latter. 
The ten energy-minimum conformations of DME along with several rotational 
barriers were also optimised, using a number of different basis sets under two quan-
tum methods, MP2 and B3LYP. Again because of the symmetry of the DME 
molecule, these ten conformations are fully representative of the twenty-seven true 
energy-minimum conformations. 
The first attempt at obtaining new torsion parameters for the DME molecule 
involved running a least-squares fit based upon the differences in ab initio and force 
field energies for the DME dihedrals obtained from the potential energy surface 
scans. Subsequent attempts focus more upon matching the energies of the energy 
minima and barriers. 
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Figure 4.2: Relaxed potential energy surface (PES) scan for rotation about the two 
major dihedrals in DME (all other major dihedrals in trans state), obtained using ab 
initio methods, at the MP2/6-31++G'(d,p) level of theory. All energies are relative 
to the ttt conformation. Energies calculated at six degree intervals. 
4.3.1 MP2 Optimisations 
The MP2 method was used to optimise the D ME molecule for a range of basis sets, as 
shown in table 4.1. In some cases, no minimum was found for the gg 'g conformation, 
due to the unfavourable close contact between the two terminal methyl groups. 
The first thing that is noticeable about these results is that all of the higher-order 
basis-sets give the ttt conformation as the global minimum. Unfortunately, there 
does not appear to be any significant degree of convergence in these results. In par-
ticular, the energy of the tgt conformation varies greatly, from 0.19-0.57 kcal mol-l 
within the 6-31 family of basis sets. In addition the tgt and tgg' conformations 
take different relative positions in order of energy with different basis sets. Results 
for the ttg, tgg and gtg conformations, and tgt-tgg' and ttg-tgg' barriers show some 
convergence within the 6-31G basis set family. 
A set of full optimisations were performed using MP2/D95+(2df,p), the basis 
set and method used by Smith only in the energy calculation step after optimising 
with the SCF /D95** method, in order to assess the validity of this practice. It is 
immediately clear that, with the exception of ttg, all of Smith's relative energies 
are higher than the ones in this study. This is most likely because the optimised 
structures from the SCF calculation are not energy minima on the MP2/D95+(2df,p) 
-- p-otential energy surface used in Smitn's energy evaluation. The small discrepancy in 
-------- -------
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MP2 Basis Set 
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ttt 0.00 1.55 1.54 0.00 0.00 0.00 0.00 0.00 (0.00) 
tgt 0.34 3.17 3.09 0.57 0.28 0.19 0.31 0.09 (0.15) 
ttg 1.21 2.58 2.57 1.47 1.60 1.51 1.47 1.45 (1.43) 
tgg 1.56 4.12 4.06 1.88 1.88 1.72 1.70 1.33 (1.51) 
tgg' 0.28 0.00 0.00 0.09 0.42 0.41 0.46 0.12 (0.23) 
ggg 2.13 1.87 1.93 1.74 1.80 1.39 1.76 1.29 (1.64) 
ggg' 1.54 0.99 1.02 1.60 2.21 2.08 2.02 1.65 (1.86) 
gg'g 3.88 2.27 * 2.07 2.57 2.45 2.32 * (2.41) 
gtg 2.36 3.68 3.65 3.01 3.33 3.23 3.00 3.04 (3.13) 
gtg' 2.40 3.29 3.27 2.84 3.22 3.13 2.91 2.93 (3.08) 
tct 4.32 11.89 11.73 9.17 9.30 9.20 8.78 8.74 (8.90) 
ttc 7.05 8.22 8.30 7.75 7.78 7.73 6.97 7.25 
tgt-tgg' 1.50 1.34 1.49 (1.36) 
ttg-tgg' 2.92 2.90 2.84 (2.03) 
Table 4.1: Optimised energies of various conformations and barriers in DME, using 
the MP2 method with various basis sets. All energies are in kcal mol -I, and are 
relative to the lowest energy conformation in each case. 
*No energy minimum found for this conformation. Values in parentheses are Smith's 
optimised energies.49 
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the ttg energy is probably due to rounding errors in the calculations and conversions 
from atomic units to kcal mol-1. 
Some of Smith's relative energies using HF ID95** I IMP2ID95+(2df,p) are con-
siderably higher than energies obtained in this study with MP2ID95+(2df,p)l I 
MP2ID95+(2df,p) (the energy minima on the MP2ID95+(2df,p) potential energy 
surface). Such differences include the energies for the tgt and tgg' conformations, 
which are the conformations that suffer the greatest error already in force field based 
simulation. It is clear, therefore, that any ab initio optimisation should be performed 
at the same level of theory as the subsequent energy evaluation. 
Basis Set 11 ttt I tgt I ttg I tgg I tgg' I 
6-31G(d,p) 0.00 0.55 1.38 1.74 0.02 
6-31G(2d,p) 0.43 0.53 1.67 1.51 0.00 
6-31+G(d,p) 0.00 0.46 1.47 1.91 0.14 
6-311G(d,p) 0.00 0.52 1.44 1.70 0.02 
Table 4.2: Optimised energies of the five conformations of DME found in the liquid 
phase, using the MP2 method, and the 6-31G family of basis sets. All energies are 
in kcal mol -I, and are relative to the lowest energy conformation in each case. 
An additional study was done, focusing particularly on the five key conformations 
present in the liquid phase of DME, the results of which can be seen in table 4.2. This 
study was done using the MP2 method and various improvements to the 6-31G(d,p) 
basis set, in line with a similar analysis of benzyl fluoride, by Tozer. 152 
In this case, we observe no significant energy differences when adding extra va-
lence functions (6-311G(d,p)), and only small differences when adding diffuse func-
tions (6-31+G(d,p)). By far the most significant effect is observed when additional 
polarisation functions are introduced for heavy atoms (6-31G(2d,p)). Using this 
basis set, the order of the conformations in energy changes, with tgg' now being the 
global minimum. These results confirm that even at the 6-31G family of basis sets, 
satisfactory convergence has not been obtained. 
It may also be the case that the MP2 method is inadequate for this task. Al-
though MP2 is an electron-correlation method, it generally only predicts about 80% 
of the dispersion energy in molecular systems. In particular, the MP2 method may 
be underestimating the van der Waals interactions between the oxygen and hydro-
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gen atoms in the tgg' conformation, where these atoms are in close proximity to 
one another. This van der Waals interaction is likely to be small (but not nec-
essarily insignificant) compared to the electrostatic (hydrogen-bonding) interaction 
between the oxygen and hydrogen atoms. This electrostatic interaction may also be 
underestimated within the MP2 method. 
Due to current limitations in computational power, higher basis sets (e.g. cc-
pVDZ, aug-cc-pVTZ, etc) and methods, coupled-cluster being the most accurate 
method available today, are not easily applicable to such a large system as DME. 
There are some studies that use focal-point extrapolations153• 154 to obtain estimates 
of conformational energies at levels of theory that are too expensive to run on cur-
rent processors. Perhaps such a detailed study on DME will result in a set of 
conformational energies that are close to the true energies of the system. 
4.3.2 B3LYP Optimisations 
To assess the applicability of Density Functional Theory (DFT) to this system, and 
to give a basis for comparison with MP2 results, the B3LYP method was also used 
to optimise the DME molecule for a range of basis sets, as shown in table 4.3. The 
B3LYP method appears to have more difficulty in optimising the gg 'g conformation 
than MP2. 
The B3LYP method returns higher energies for the tgg' conformation than MP2, 
and the results are somewhat more consistent than those in table 4.1. In particular, 
within the 6-31G basis-set family, the tgt conformation has a much more consistent 
set of energies. In both the MP2 and B3LYP cases, the 6-31G(d) energy for tgg' is 
significantly lower than the remaining energies in this basis-set family. The tct and 
ttc barrier energies are slightly smaller with the B3LYP method than MP2. 
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B3LYP Basis Set 
,.--.._ 
0.. 
,.--.._ 
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+ + ""d ""d + C"' CV) .._, + + .._, I 0 0 0 + .--1 .--1 + 0 .--1 .--1 .--1 .--1 .--1 .--1 11') 
E-l C"' C"' CV) CV) CV) CV) O'l Conformation I I I I I I Cl U) CV) ...,.. t.O t.O t.O t.O 
ttt 0.66 1.73 1.73 0.00 0.00 0.00 0.00 0.00 
tgt 0.90 3.16 3.09 0.52 0.48 0.46 0.33 0.26 
ttg 1.45 2.70 2.70 1.41 1.70 1.63 1.57 1.59 
tgg 1.76 4.06 4.02 1.89 2.17 2.11 1.89 1.79 
tgg' 0.00 0.00 0.00 0.32 0.81 0.72 0.80 0.70 
ggg 2.10 2.16 2.21 2.63 3.04 2.87 2.88 2.71 
ggg' 0.93 0.99 1.01 1.86 2.74 2.59 2.58 2.48 
gg'g * * * 2.88 * * 3.16 * 
gtg 2.22 3.78 3.75 2.96 3.58 3.45 3.31 3.36 
gtg' 2.12 3.38 3.36 2.78 3.35 3.22 3.13 3.18 
tct 4.93 11.74 11.60 8.42 8.83 8.90 8.34 8.38 
ttc 7.06 8.06 8.16 7.15 7.41 7.39 7.11 7.12 
Table 4.3: Optimised energies of various conformations and barriers in DME, using 
the B3LYP method with various basis sets. All energies are in kcal mol-l, and are 
relative to the lowest energy conformation in each case. 
* No energy minimum found for this conformation. 
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4.4 Fitting Force Field Torsion Parameters to Ab 
Initio Data 
The commonly used OPLS-AA force field, 45 which was designed with the simulation 
of small, organic molecules in mind, does not perform particularly well in the sim-
ulation of DME. Specifically, the conformational populations in bulk liquid DME 
are in poor agreement with experiment. A typical MD simulation of liquid DME 
with the OPLS-AA force field, such as that shown in table 4.4, underestimates the 
quantity of molecules in the tgg' conformation, and overestimates the population of 
the tgt conformation. 
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ttt 13.54% 12% 
tgt 50.31% 42% 
ttg 5.16% 4% 
tgg 13.01% 9% 
tgg' 14.60% 33% 
ggg 1.39% 0 
ggg' 1.39% 0 
gg'g 0.13% - 0 
gtg 0.25% - 0 
gtg' 0.22% - 0 
Table 4.4: Populations of DME's conformations from a molecular dynamics simula-
tion using the OPLS-AA force field, and Raman Spectroscopic experiment. 
The energies of the minimised conformations using the OPLS-AA force field 
also differ quite significantly from the energies obtained using high-level ab initio 
structure optimisations. These facts are sufficient motivation to fit the force field 
torsion parameters to such high-level ab initio calculations, in order to obtain a 
force field that better represents the DME molecule in the gas phase. In turn it is 
hoped that this good representation "will transfer well to the bulk liquid phase, and 
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to poly( ethylene oxide) chains in aqueous solution. 
4.4.1 Fitting Procedure 
Using the results of the ab initio optimisations, a series ofleast-squares fits (detailed 
below) were performed on the OPLS-AA force field energy, by adjusting the torsion 
parameters. The original fitting procedure involved fitting to a rotational energy 
profile; for each ab initio data point that a dihedral angle and energy evaluation 
existed, the square of the difference between the minimised force field (with varying 
dihedral constrained and all other degrees of freedom fully relaxed) and ab initio 
energies was calculated. These squared differences were accumulated to give an 
overall parameter, x2 , which characterised the quality of the force field with respect 
to the quantum calculations, and which itself was minimised through systematic 
adjustments to the torsion parameters. In this procedure, the force field and ab initio 
energies are both converted in such a way that each energy in both sets is relative 
to the minimum energy data point in that set, so that agreement is obtained in 
the relative energies of the conformations. The absolute energies are not important, 
as it is only energy differences that influence conformational distributions. The 
calculation of x2 is shown in equation 4.1, 
(4.1) 
where 
t::.Ei,a = ab initio energy of conformation i relative to ground state (lowest energy 
conformation), and 
t::.Ei,J = force field energy of conformation i relative to ground state. 
This procedure has previously been used to parameterise a force field for molecules 
exhibiting liquid-crystalline properties. 155 
4.4.2 Testing Procedure 
Once fitted torsion parameters have been obtained, it is necessary to test them in 
a~ bulk-liquid MD simulation~of-DME, in ordecto assess how-well~the forc"fdie-Id · 
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reproduces experimentally determined conformational populations. 
The testing procedure used was the same for all trial force fields, and made 
use of the DL_POLY molecular dynamics simulation code.125 Periodic boundary 
conditions were employed, with a cubic box geometry. Simulations occurred under 
the NpT ensemble, and were performed at p = 1 atm, and T = 300 K to correspond 
to the results obtained in the Raman spectroscopic study. The starting configuration 
used was a randomised box of 343 DME molecules; this initial configuration was 
taken from the end point of a previous simulation using the unmodified OPLS-AA 
force field. Total simulation time came to 750,000 time-steps (1 fs time-step, with 
first 50,000 steps as equilibration) and a charge-group based cutoff of 7.5 A was 
used. The DME molecules in these simulations were split into two charge groups, 
each comprising exactly half of the DME molecule. Atomic coordinates used to 
calculate conformational populations were dumped once every 500 time-steps. All 
degrees of freedom within the molecules were left unconstrained. 
Conformational populations were sampled across five time-windows in the sim-
ulation trajectory data, to ensure that the system had reached equilibrium. 
4.4.3 Fitting to Ab Initio Rotational Energy Profiles 
Gaussian 98 was used to perform fully relaxed ab initio potential energy surface 
(PES) scans. These calculations were essentially ab initio dihedral driver calcula-
tions on the C-0-C-C and 0-C-C-0 dihedrals. The ab initio studies were initially 
carried out at the MP2/6-31++G'(d,p) level, and results were obtained for dihedral 
increments of six degrees. 
Early fit attempts based upon the three-term cosine torsion potential of the 
OPLS-AA force field gave rise to quite high x2 values, and it was decided to adopt 
a four-term cosine torsion potential to achieve better fits. 
The first four-term fit considered comprised of rotation about one of the terminal 
C-0-C-C dihedrals (ttx scan), followed by rotation about the central 0-C-C-0 di-
hedral ( txt scan) in a separate fit (using previously fitted C-0-C-C parameters). In 
both rotations, the remaining two backbone dihedrals were left in the trans confor-
mation. While the match between the force field and ab initio energies was excellent 
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(x2 = 0.18 kcal 2 mol - 2 over 60 data points), and the two rotational energy profiles 
are virtually coincident (figures 4.3 and 4.4), some of the conformational energy 
minima are very different between the two methods (table 4.5) . This is primarily 
because the force field parameters have been fitted using only data involving two 
trans dihedrals and one variable dihedral. 
In order to obtain a more realistic match between the ab initio data and the 
force field, another fit was performed with additional data. This additional data 
took the form of yet another relaxed PES scan of the C-0-C-C dihedral, with the 
0-C-C-0 dihedral this time in the gauche conformation ( tgx scan). 
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Figure 4.3: Comparison of the ab initio (solid line) and fitted force field (dashed 
line) energy profiles resulting from a relaxed rotation about the C-0-C-C dihedral. 
All energies are relative to the ttt conformation. Ab initio energies calculated at 
six degree intervals. Force field energies calculated at two degree intervals (points 
omitted for clarity). 
Unfortunately, this fit was significantly poorer in quality (x2 = 8.40 kcal 2 mol - 2 
over 120 data points), and although some of the conformations have moved closer to 
their ab initio energies, others have moved further away. In terms of conformational 
energies, this fit is no better overall than the previous one. 
4.4.4 Fitting to Rigid Conformational Energy Minima 
After the failure of the rotational profiles in the first two fits, a new approach 
was considered. In this set of fits, the actual ab initio energy minima are used, 
rather than data from relaxrd PES scans. This time, the three main dihedrals are 
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Figure 4.4: Comparison of the ab initio (solid line) and fitted force field (dashed 
line) energy profiles resulting from a relaxed rotation about the 0-C-C-0 dihedral. 
All energies are relative to the ttt conformation. Ab initio energies calculated at 
six degree intervals. Force field energies calculated at two degree intervals (points 
omitted for clarity). 
I Conformation I Ab initio energy I Fitted force field energy \ 
ttt 0 0 
tgt 0.27855 0.204934 
ttg 1.60122 1.325809 
tgg 1.88240 1.754200 
tgg' 0.41547 -0.195567 
gtg 3.33427 2.558786 
gtg' 3.21825 2.406105 
ggg 1.80422 2.634036 
ggg' 2.20589 1.254686 
gg'g 2.57643 1.644981 
Table 4.5: Conformational energy minima from fitted force field. All energies are in 
kcal mol -I, and are relative to the ttt conformer. 
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constrained to the ab initio geometries while the remaining degrees of freedom in 
the molecule are relaxed, and x2 is minimised. Unfortunately, despite obtaining 
low x2 values in these fits, it quickly became apparent that a particular energy-
minimised ab initio geometry for a particular conformation is not necessarily (and 
in fact is highly unlikely to be) identical to the corresponding force field energy-
minimised geometry. For example, table 4.6 shows the energies involved in the tgt 
conformation. The force field was fitted such that at the ab initio geometry, the two 
energies would match. Even though this fit clearly isn't a particularly good one, the 
result is made worse by the fact that the ab initio geometry is very different to the 
true energy-minimum geometry for the fitted force field. It turns out that the true 
force field energy-minimum in this case is even further from the ab initio energy 
value than the already poor fit. 
tgt 11 C-0-C-C I 0-C-C-0 I C-C-0-C I Optimised Energy I 
Ab initio -174.353 75.004 -174.583 0.27855 
Force field (rigid) -174.353 75.004 -174.583 0.16252 
Force field (relaxed) -174.066 66.414 -174.095 0.05169 
Table 4.6: Ab initio and force field energies for the tgt conformation from a fit where 
the three dihedrals were kept rigid. All energies are relative to the ttt conformation 
and in kcal mol-l. All dihedral angles are in degrees. 
This limitation in the fitting procedure is clearly too significant to ignore, so yet 
another fitting procedure was devised. 
4.4.5 Fitting to Relaxed Conformational Energy Minima 
The fitting procedure was further modified, such that the major dihedrals are no 
longer constrained to the ab initio geometry. In this procedure, the x2 value is calcu-
lated as the sum of the squares of the differences between the ab initio energies and 
the fully relaxed force field minimum energies. Although this allows the geometries 
of the force field energy-minima to deviate further from their ab initio counterparts, 
the actual energy values for each conformation should be in much better agreement. 
Indeed this is found to be the case, as illustrated in one of the better fits that have 
been performed to date, in table 4. 7. 
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I Conformation I Ab initio energy I Fitted force field energy I 
ttt 0 0 
tgt 0.27855 0.278821 
ttg 1.60122 1.601281 
tgg 1.88240 1.882729 
tgg' 0.41547 0.412086 
gtg 3.33427 3.196450 
gtg' 3.21825 2.905921 
ggg 1.80422 2.898923 
ggg' 2.20589 1.948661 
gg'g 2.57643 2.527307 
Table 4. 7: Comparison of ab initio and force field energies for the best fit obtained 
to date. All energies are in kcal mol-l, and are relative to the ttt conformation. 
The torsion parameters used were as follows: 
C-0-C-C: 0.8066, -0.3482, 0.7380, -0.0296 
0-C-C-0: 1.2228, -2.0187, 2.3394, 0.2804 
The fit shown in table 4. 7 was performed using the five conformations ( ttt, tgt, ttg, 
tgg and tgg') which coexist in the liquid phase of DME, as measured using Raman 
spectroscopy. In addition, two major inter-conformational barriers ( tct and ttc) were 
also included in the fit. In order to use barrier conformations in a fit, the fitting 
procedure was once again slightly modified, to allow selective constraints, ensuring 
that the barriers remain at the ab initio geometries while the minima are fully 
optimised. The quality of the fit for the energy-minimum conformations used in the 
fitting process is very good (x2 = 1.16 x 10-5 kcal 2 mol - 2), and even the remaining 
conformations have reasonably good agreement with ab initio energy values. Only 
the ggg conformation has a poor match for energy in the fitted force field, but since 
the population of the ggg conformation in bulk liquid DME is negligible, this can 
be overlooked. 
Despite the extremely good fit, when these torsion parameters are tested in a 
molecular dynamics simulation of liquid DME using the DL_POLY125 program, the 
resulting conformational populations do not match the measurements taken using 
Raman spectroscopy, as table 4.8 shows. Conformational populations are calculated 
across five different time-windows to verify that the system is at equilibrium, and 
not changing significantly throughout the simulation.~ - --- -
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11 Molecular Dynamics Step Number 
0 25 g g 5 0 
0 0 0 0 0~ 0 0 0 0 0 0 0 
0 C'Y? t- ,..., lJj 0 
0') C'Y? -.:::!' c.o t- lJj ,..., I I I I t-
I 0 0 0 0 I ~ 0 0 0 0 0 0 ~ 0 0 0~ 0 0 0 s 0 0 0 0 0 0~ ~ 
Conformation 0 0') C'Y? t-
,..., 0 0::: lJj ,..., C'Y? -.:::!' c.o lJj 
ttt 11.89% 11.82% 11.05% 7.77% 8.99% 10.30% 12% 
tgt 52.38% 53.17% 54.47% 56.51% 54.91% 54.29% 42% 
ttg 3.99% 4.62% 4.14% 3.28% 3.22% 3.85% 4% 
tgg 9.93% 9.61% 9.48% 9.91% 10.23% 9.83% 9% 
tgg' 18.78% 17.84% 18.32% 19.61% 19.84% 18.88% 33% 
ggg 0.58% 0.56% 0.46% 0.48% 0.47% 0.51% 0 
ggg' 2.01% 1.83% 1.68% 2.01% 1.93% 1.89% 0 
gg'g 0.13% 0.09% 0.11% 0.12% 0.09% 0.11% 0 
gtg 0.16% 0.23% 0.13% 0.15% 0.17% 0.17% 0 
gtg' 0.16% 0.22% 0.16% 0.17% 0.15% 0.17% - 0 
Table 4.8: Populations of DME's conformations from a molecular dynamics simula-
tion using the torsional parameters from table 4. 7. All other force field parameters 
used are from the OPLS-AA force field. 
The force field clearly does well in representing the higher energy conformations; 
they are of low population in the molecular dynamics simulation, in agreement 
with experimental data. Also, three of the lower energy conformations ( ttt, ttg and 
tgg) are very close in population to experimental observations. Unfortunately the 
two remaining conformations ( tgt and tgg ') are significantly different from their 
experimental values, and all subsequent work has been focused on trying to reduce 
the population of the tgt conformation, while increasing the population of tgg '. 
4.4.5.1 Fitting to Different Basis Sets 
Fits were attempted to all of the available ab initio energies given by the 6-31G 
family of basis sets using the MP2 method (shown in table 4.1). Unfortunately, 
no significant differences were noted in MD liquid phase populations between these 
various fits. 
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4.4.5.2 Weighting x2 
Several fits were performed using all ten ab initio optimised energies and two major 
barriers, in which the x2 function was altered. In the first attempt, each contribution 
to x2 was given a Boltzmann weight, shown in equation 4.2, 
X2 = "'"""'ec::~·a) (b.E- - b.E- J)2 L z,a t, , (4.2) 
where 
b.Ei,a = ab initio energy of conformation i relative to ground state (lowest energy 
conformation), and 
b.Ei,J = force field energy of conformation i relative to ground state. 
In the second attempt, x2 was the sum of the squares of the percentage errors in 
the force field energies based upon the ab initio energies, as shown in equation 4.3, 
(4.3) 
In both of these cases, the x2 function is weighted such that the lower energy con-
formations have a larger contribution to x2 than higher energy conformations. The 
original intent was to ensure that the force field represented the lower energy (and 
in the liquid phase, dominant in population) conformations better, at the expense of 
accuracy in the higher energy ones. However, there turned out to be no advantage 
to this approach as the liquid phase populations from a molecular dynamics test of 
the fitted parameters showed no significant improvement on previous fits. 
4.4.5.3 Modifying C-0-C-H Torsion Parameters 
Since the tgg' conformation has a surprisingly low energy courtesy of its internal 
hydrogen bond, the possibility was considered that the formation of this hydrogen 
bond may be in some way hindered in the force field representation of the D ME 
molecule. A comparison was made between the OPLS-AA force field and ab initio 
energy profiles for rotation about the hydrogen-bonding C-0-C-H dihedral in tgg' 
(figure 4.5), and it was found that the force field gave slightly higher barriers than the 
------- --- - --- -
ab initio representation. However, when fits were atten1pted with a reduced barrier 
------------------- ---
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height for this dihedral, very little change was noticed in the molecular dynamics 
conformational populations of bulk liquid D ME. 
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Figure 4.5: Ab initio and force field energy profiles for the rotation of the terminal 
methyl group of DME in the tgg' conformation. The ab initio energy is calculated 
at intervals of six degrees, hence the rough appearance of the curve. All energies are 
relative to the local energy-minimum for this rotation. Force field energies calculated 
at two degree intervals (points omitted for clarity). 
4.4.5.4 Including Extra Inter-Conformational Barriers 
In order to better represent the tgg' conformation, it was decided to try to fit the 
force field to two extra ab initio data points (the tgt- tgg' and ttg- tgg' barriers). 
It was felt that if the force field representation of these barriers was of too low 
an energy, then the tgg' population could more easily "leak out" into neighbouring 
conformations' ( tgt and ttg). Conversely, if the barriers were too high, then this 
could cause access to the tgg' conformation to be restricted. 
Figure 4.6 compares the height of the ttg-tgg' barrier, using the original unmod-
ified OPLS-AA force field, an attempted fit which included this barrier and the ab 
initio data calculated for the same barrier. The fitted barrier is in much better 
agreement with the ab initio data than the original OPLS-AA force field. In addi-
tion, the tct barrier is grossly underestimated in OPLS-AA with respect to ab initio 
calculations which give 9.30 kcal mol -l relative to ttt. This has also been rectified 
in the fit. The ttt-ttg energy difference is in good agreement between the two force 
fields at 1.58 kcal mol-l for OPLS-AA, 1.56 kcal mol-l for the fitted force field, 
and 1.60 kcal mol- 1 using MP2/ 6-31G'++(d,p). 
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Figure 4. 7 shows the other barrier ( tgt-tgg '). In this case, the fitted force field 
representation is not as good since the fitted barrier is as far below the ab initio 
data as the original OPLS-AA barrier is above it. 
Despite the radical changes to the ttg-tgg ', tgt-tgg' and tct barrier energies in this 
fit, there is no significant improvement in the molecular dynamics population for the 
tgg' conformation which is at 14.55% for OPLS-AA, and 18.43% for the fitted force 
field. These populations are still a long way short of the reported 33% from liquid 
phase Raman spectroscopy. 
Q-C-C-0 Dihedral/ Degreea 
Figure 4.6: Dihedral driver calculation for rotation about the 0-C-C-0 dihedral , 
showing various conformations and barriers. Minima from left to right: tgg, ttg and 
tgg '. Ab initio data shown for the ttg-tgg' barrier. All energies relative to ttt energy 
in each case. All energies calculated at two degree intervals (points omitted for 
clarity). 
4.4.5.5 Using Experimentally Determined Populations as a Basis For 
Energies 
Using the experimentally determined populations of the five low-energy conforma-
tions of DME, a new set of relative energies was derived. Energies were determined 
from the Boltzmann probability, using equation 4.4, 
(4.4) 
where 
Pi = !ff - Boltzmann probability of conformation i (fractional population of con-
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Figure 4.7: Dihedral driver calculation for rotation about the C-0-C-C dihedral, 
showing various conformations and barriers. Minima from left to right: tgg, tgt and 
tgg'. Ab initio data shown for the tgt-tgg' barrier. All energies relative to ttt energy 
in each case. All energies calculated at two degree intervals (points omitted for 
clarity). 
formation i), 
t:lEi = Energy of conformation i relative to ground state (lowest energy conforma-
tion), and 
Q = Partition function. 
An approximate value of Q is easily obtained since we know the population of 
each of the conformations, and we can assume that the tgt conformation is the lowest 
energy conformation because of its high experimental population in the liquid phase, 
and also because this conformation is the only one present in solid, crystalline DME. 
Making the further assumption that the tg+t and tg- t conformations are equally 
populated, we can calculate Q using 
Q- 100 
- (Nt9tf2)' 
and giving Q = 4.7619 (with Ntgt = 21%). 
Since we now know Q and each Pi value (from the experimental study), extracting 
the energy of each conformation from equation 4.4 is trivial. In calculation of these 
energies, however, the multiplicity of each conformation must be taken into account. 
Although this technique strictly applies only in the gas phase, it was still consid-
ered instructive to investigate exactly how the conformational populations of DME 
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in molecular dynamics simulations vary with fitted energies. Table 4.9 shows the 
calculated energies of the conformations, along with the populations from molecular 
dynamics simulation. 
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ttt 1 12% 0.33 0.22 17.34% 
tgt 2 42% 0.00 0.00 50.20% 
ttg 4 4% 1.81 1.84 6.28% 
tgg 4 9% 1.33 1.32 12.87% 
tgg' 4 33% 0.56 0.54 10.50% 
ggg 2 0% 00 2.06 0.96% 
ggg' 4 0% 00 1.93 1.20% 
gg'g 2 0% 00 1.98 0.12% 
gtg 2 0% 00 3.48 0.25% 
gtg' 2 0% 00 3.17 0.29% 
Table 4.9: Results from the molecular dynamics simulation of liquid DME, using 
force field parameters fitted to energies calculated from the experimental popula-
tions. 
Once again, the conformational populations obtained from simulation are very 
different to those from experiment. In this case, the tgg' population has actually 
reduced to about 11%. 
4.4.5.6 Charge-Scaling Fits 
Upon analysis of a complete component-by-component energy-breakdown of the tgt 
and tgg' energies, it was discovered that the single-most significant contributor to 
the overall force field energy of these two conformations is the 1,4 oxygen-oxygell 
------------------------------------------------------- -----
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electrostatic repulsion. The possibility was considered that this large, unfavourable 
energy term was affecting the relative populations of these two conformations, and 
so several fits were performed with lower magnitude charges on atoms in the system. 
In addition, it is widely believed that the 1,5 0-H interaction in DME is a 
hydrogen-bond. It was therefore also decided to scale the charges up as well as 
down, to find out how the balance between the 0-0 and 0-H coulombic energies 
would affect the overall molecular dynamics populations. Many of the attempted 
Charges scaled 1 ttt 1 tgt 1 ttg 1 tgg 1 tgg' 1 
Unchanged OPLS-AA 1 1o.3o% 1 54.29% 1 3.85% 1 9.83% 1 18.88% 1 
0% OPLS-AA Split Minimum 
25% OPLS-AA Split Minimum 
50% OPLS-AA Split Minimum 
75% OPLS-AA (1) Split Minimum 
75% OPLS-AA (2) Vapourises 
85% OPLS-AA 15.43% 54.10% 4.92% 7.07% 16.66% 
90% OPLS-AA 13.90% 53.81% 4.83% 8.15% 16.97% 
110% OPLS-AA 12.51% 52.74% 4.28% 10.71% 16.82% 
115% OPLS-AA Split Minimum 
Oxygens, -10% 12.70% 54.63% 4.42% 8.32% 17.55% 
Oxygens, +10% Split Minimum 
Smith Hydrogen Charges Split Minimum 
Table 4.10: Charge-scaling fits. Fits labeled Oxygens involved the scaling of charges 
on oxygens only (the excess charge was compensated for by sharing a neutralis-
ing "excess charge" equally among the four carbon atoms). Remaining fits had all 
charges scaled. The Smith Hydrogen Charges fit was performed using the higher 
hydrogen charges from Smith's DME force field. Again, the compensating charge 
was shared equally among the carbon atoms. 
fits (shown in table 4.10) actually failed, giving more than one degenerate ttt con-
formation (labeled Split Minimum), usually with either the C-0-C-C or 0-C-C-0 
dihedrals at around 160 degrees, rather than 180 degrees (figure 4.8). The reason 
for this is an unusually large, positive V 4 value in the torsion potential, giving rise 
to a peak in energy at a dihedral of zero degrees ( trans). Attempts that failed in 
this way included 0%, 25%, 50%, 75% and 115% overall charges, and a 10% increase 
on oxygen charges, as well as an attempt using Smith's higher hydrogen charge. 
A second, more-successful--fit using--15% overall-eharge ~resulted in -a -system that 
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vapourised in simulation at a constant pressure of 1 atm because of a reduction in 
intermolecular interactions. The remaining fits that did give viable force fields still 
show no significant improvement in the tgg ' population. 
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Figure 4.8: Dihedral driver results using a force field that produces a doubly degen-
erate trans conformation in the C-0-C-C dihedral, because of a small energy barrier 
centred at 180 degrees. This could result in a four-fold degenerate ttt conformation 
in DME as there are two such dihedrals present. Energies calculated at two degree 
intervals (points omitted for clarity) . 
4.4.5. 7 Torsion-Elimination Fits 
Attempts were made to incorporate the entire torsional energy contribution about 
the major dihedrals into the two sets of fitted torsional parameters by elimination of 
all other torsion potentials acting about the C-C and 0-C atom pairs. The reasoning 
behind this was that in fitting C-0-C-C and 0-C-C-0 torsion functions, other related 
torsions such as H-C-0-C and H-C-C-H were unaffected, and still contributed energy 
in accordance with the original OPLS-AA force field. It was hoped that the entire 
torsional potential for the two major dihedrals could be incorporated into only two 
parameter sets. The results of these attempts are summarised in table 4.11. 
In the case of the elimination of both HCCH and HCCO torsion terms, the tgg ' 
population sees a slight improvement, coming to 19.6%. However, this figure is still 
unsatisfactory. Once again, some of the fits (elimination of HCOC, HCCO and all 
torsions) resulted in non-viable force fields with degenerate ttt conformations. 
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ttt tgt 1 ttg 1 tgg tgg' 
HCOC eliminated Split Minimum 
HCCH eliminated 15.71% 1 48.77% 1 6.33% 1 9.22% 116.87% 
HCCO eliminated Split Minimum 
HCCH & HCCO eliminated 8.89% 1 49.13% 1 3.87% 1 12.94% 1 19.63% 
All torsions eliminated Split Minimum 
Table 4.11: Torsion-elimination fits. 
4.4.5.8 Increasing the Energy of the tgt Conformation 
In an attempt to reduce the population of the tgt conformation in the molecular 
dynamics simulation of DME, the energy of this conformation was increased by 
1 kcal mol -I (~ 36%) relative to the ttt conformation. A very good fit was obtained 
with this altered energy, and a molecular dynamics simulation was performed. 
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ttt 13.79 12% 
tgt 57.52 42% 
ttg ·3.63 4% 
tgg 8.07 9% 
tgg' 15.27 33% 
ggg 0.39 0 
ggg' 1.01 0 
gg'g 0.10 0 
gtg 0.11 0 
gtg' 0.11 0 
Table 4.12: Conformational populations for DME from a molecular dynamics sim-
ulation using the torsional parameters obtained from a fit using an increased tgt 
energy. All other force field parameters used are from the OPLS-AA force field. 
Despite increasing the energy of the tgt conformation in the fit, the population 
of this conformation has slightly increased at the expense of the already low tgg' 
population. 
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4.4.5.9 Exchanging the Energies of the tgt and tgg' Conformations 
After the failure of increasing the tgt energy, the energies of this and the tgg' con-
formation were swapped in an attempt to bring the molecular dynamics populations 
into line with experiment. Table 4.13 shows the population of each conformation 
obtained in a molecular dynamics simulation using this force field. 
11 Molecular Dynamics Step Number 
~ 0 
g ?5 25 25 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
·-+" 0 M t- ,...., 11) 0 ro 0') M ~ <:.0 t- 11) s ,...., I I I I t-
I-< I 0 0 0 0 I ~ 
.s 0 0 0 0 0 0 ro 0 0 0 0 0 0 s ~ 0 0 0 0 0 0 0 0 0') M t- ,...., 0 ro 0 11) ,...., M ~ <:.0 11) 0::: 
ttt 13.82% 12.72% 13.30% 12.79% 12.72% 13.07% 12% 
tgt 53.37% 55.14% 54.37% 55.51% 54.33% 54.54% 42% 
ttg 4.17% 4.08% 4.04% 4.02% 3.68% 4.00% 4% 
tgg 8.51% 8.12% 8.50% 8.27% 8.49% 8.38% 9% 
tgg' 17.95% 17.88% 17.74% 17.54% 18.48% 17.92% 33% 
ggg 0.37% 0.38% 0.29% 0.32% 0.48% 0.37% - 0 
ggg' 1.37% 1.35% 1.33% 1.16% 1.44% 1.33% 0 
gg'g 0.12% 0.08% 0.11% 0.08% 0.09% 0.10% 0 
gtg 0.15% 0.11% 0.12% 0.16% 0.16% 0.14% - 0 
gtg' 0.17% 0.15% 0.21% 0.15% 0.12% 0.16% 0 
Table 4.13: Populations of DME's conformations from a molecular dynamics simu-
lation using the torsional parameters from table . All other force field parameters 
used are from the OPLS-AA force field. 
Once again, the tgg' population is severely underpopulated, but excellent agree-
ment is obtained for the ttg and tgg conformations. 
4.4.5.10 Decreasing the Energy of the tgg' Conformation 
As a complementary test to the previous ones, attempts were made to increase 
the population of the tgg' conformation in the liquid phase by decreasing the energy 
(thereby increasing the conformation's accessibili.ty). This was attempted by setting 
the tgg' energy lower than the ttt energy, in the hope that the deepened potential 
well around the tgg' conformation would grant more accessibility. 
- --------- -- - - ------ -
Table 4.14 shows the results of this test. This force field shows very good agree-
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Conformation 11 Rel. Energy I kcal mol 1 I Force Field Population I Raman I 
ttt 0.459 13.55% 12% 
tgt 0.657 46.55% 42% 
ttg 1.969 2.93% 4% 
tgg 2.330 4.27% 9% 
tgg' 0.000 30.82% 33% 
ggg 3.195 0.40% 0 
ggg' 1.498 1.05% 0 
gg'g * 0.00% - 0 
gtg 3.296 0.22% - 0 
gtg' 3.094 0.21% 0 
Trans C-0-C-C 79.11% 77% 
Gauche C-0-C-C 20.89% 23% 
Trans 0-C-C-0 16.91% 16% 
Gauche 0-C-C-0 83.09% 84% 
Table 4.14: Conformational energies and populations from MD simulations of DME 
using the best force field so far. 
* This conformation does not minimise 
ment with experimental populations, particularly for the troublesome tgg' confor-
mation. The populations of the ttg and tgg conformations are a little low, but 
certainly closer to the Raman populations than tgg' was in previous attempts. 
Table 4.15 shows results from gas phase Monte Carlo calculations using standard 
OPLS-AA and the best force field obtained through fitting, compared to the two 
experimental studies. It is immediately obvious that the tgg' conformation is much 
more accessible in this fitted force field, as the MC population has increased to 39% 
(from 16% in OPLS-AA). 
As pointed out by Inomata and A be, 132 the agreement between their NMR study 
and Astrup's diffraction129 analysis is good for the tl g ratio in the 0-C-C-0 dihedral, 
if not for the individual conformations themselves. The agreement in the C-O-C-
C dihedral is moderate. As far as the overall t I g population ratios go, the best 
agreement is seen between the NMR study and the MC calculation using the best 
force field, but again, there is little agreement between the more highly populated 
individual conformations. 
From these results, an oxygen gauche effect is obvious; although the C-0-C-C t / g 
--
--- -- -
populations remain roughly constant when going from the gas to the liquid phase, 
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Conformation I Diffraction I NMR 11 OPLS-AA I Best Force Field I 
TTT 13% 12% 38.81% 25.92% 
TGT 23% 46% 31.64% 30.03% 
TTG 3% 9% 7.71% 2.88% 
TGG ( tgg + tgg') 53% 27% 20.13% 40.13% 
GGG (ggg + ggg' + gg'g) 3% 4% 1.28% 0.91% 
GTG (gtg + gtg') 5% 2% 0.43% 0.13% 
Trans C-0-C-C 64% 76% 84.37% 77.46% 
Gauche C-0-C-C 36% 24% 15.63% 22.54% 
Trans 0-C-C-0 21% 23% 46.95% 28.93% 
Gauche 0-C-C-0 79% 77% 53.05% 71.07% 
Table 4.15: Gas phase populations from electron diffraction,129 gas phase NMR,132 
MC with standard OPLS-AA force field, and MC with force field fitted to lowered 
tgg' energy. 
the 0-C-C-0 tj g ratio decreases significantly, from 23/73 to 16/84. The gauche 
effect is also assisted by the low energy of the 0-C-C-0 gauche state (i:lEtgt-ttt ~ 
0.3 kcal mol-1) compared to the C-0-C-C gauche state (tlEug-ttt ~ 1.6 kcal mol- 1), 
seen in figure 4.2. 
Optimisations ofhexane (table 4.16) at the MP2/6-31G++'(d,p) level show that 
the ttg and tgt conformations are very close in energy, at 0.6 kcal mol -I, confirming 
that the oxygens present in DME are having a significant effect. Hexane's tgg' 
conformation is unusually high in energy (2.9 kcal mol-l) compared its tgg energy 
(0.9 kcal mol- 1). This is due to a close contact between two hydrogen atoms (one 
on the 1-methyl group and the other in the 5-methylene group), a situation that 
does not occur in DME due to the absence of the 5-methylene group. The third 
dihedral (g-) in hexane has a larger angle than the corresponding DME dihedral 
because of this extra strain. 
4.5 Detailed Study of Potential Energy Surface 
Despite varying a number of different factors in the fits (most significantly the rela-
tive energies of the tgt and tgg' conformations) the relative populations were not sig-
nificantly affected, except in the very last fit. In order to better visualise the poten-
tial energy surface, a Ramachandran map was plotted using the original OPLS-AA 
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DME 11 Hexane 
Energy Dih 1 Dih 2 Dih 3 Energy Dih 1 Dih 2 Dih 3 
ttt 0.00 179.4 179.6 179.7 0.00 179.9 -179.8 180.0 
tgt 0.28 -174.4 75.0 -174.6 0.58 175.3 63.6 175.4 
ttg 1.60 -178.9 177.6 81.0 0.60 179.6 175.4 63.6 
tgg 1.88 -178.9 60.4 63.4 0.91 174.9 59.0 58.5 
tgg' 0.42 -178.5 74.0 -84.1 2.87 175.0 60.8 -94.1 
ggg 1.80 58.9 . 44.3 59.0 1.25 59.1 56.4 59.1 
ggg' 2.21 76.8 70.9 -80.8 3.29 62.4 62.8 -92.6 
gg'g 2.57 103.3 -63.7 102.6 5.28 90.8 -61.9 90.9 
gtg 3.33 84.9 179.1 84.9 1.18 63.5 171.4 63.5 
gtg' 3.22 80.3 -179.7 -79.9 1.37 64.8 179.9 -65.1 
tct 9.30 180.0 0.0 180.0 5.77 179.9 0.0 179.8 
ttc 7.78 -179.9 -179.7 0.0 5.84 179.9 -179.8 0.0 
Table 4.16: Comparison of optimised structures of the ten conformations of DME 
and hexane at the MP2/6-31G++'(d,p) level of theory. Dih 1, Dih 2 and Dih 3 are 
the angles of the three major dihedrals along the molecular backbone. Energies are 
in kcal mol-l and dihedral angles are in degrees. 
force field (figure 4.9), by varying the 0-C-C-0 and C-C-0-C dihedrals together, 
while maintaining the remaining C-0-C-C dihedral in the trans state. This map 
would then encompass all five key, low-energy conformations, and the surrounding 
PES environment. 
There are three features immediately noticeable about the tgg' sectors on this 
PES map. First, and most significantly, the tgg' potential well is noticeably narrower 
than the tgt well, as noted by Smith.49 This narrow potential well explains why the · 
population of the tgg' conformation did not increase significantly, even when the 
potential well was made slightly deeper (i.e. when the energy of the minimum 
was reduced). The depth of the potential has less effect on the accessibility of those 
states than the width. Only a drastic energy reduction for tgg' results in an increased 
amount of accessible phase space for this conformation. 
Second, the large tgc energy barrier that lies between the tgg' and tgg conforma-
tions appears to polarise the entire tgg' sector towards the tgt region. Most notably, 
the tgt-tgg' barrier is pushed well into the tgt regime. As a result, a particular 
conformation that may lie on the tgg' side of this barrier, and therefore be tgg' in 
spirit, could a-ct1ul:ITy be counted as tgT,because is has a C-C-0-C dihedrafangle less 
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Figure 4.9: Ramachandran map based upon the 0-C-C-0 and C-C-0-C dihedrals in 
DME, using the OPLS-AA force field. The remaining C-0-C-C dihedral is trans. All 
energies are relative to ttt and are in kcal mol - l. All five low energy conformations 
are shown: tgg' (top left and bottom right), tgt (top centre and bottom centre), tgg 
(top right and bottom left), ttg (centre left and centre right) and ttt (centre). 
than 240°. 
Finally, there are two low energy barriers (tgg'-tgt and tgg '- ttg) which the DME 
molecules could easily overcome, resulting in a depletion of the tgg' population, 
although it has already been determined that the heights of these barriers have very 
little effect on the conformational populations. 
In an attempt to understand the impact of the second effect, a population analy-
sis was performed on a previous MD trajectory obtained with the original OPLS-AA 
force field, with modified boundaries for conformational definitions. Rather than 
assigning g-, t and g+ to dihedral angles 0- 120°, 120- 240° and 240- 360° re-
spectively, a visual inspection of figure 4.9 yielded modified boundaries; g- , t and 
g+ are assigned for the C-0-C-C dihedral in the ranges 0- 125°, 125 - 235° and 
235-360° respectively, and 0 - 130°, 130- 230° and 230-360° respectively for the 
0-C-C-0 dihedral. These new ranges coincide with the tgt-tgg' and tgt-ttg energy 
barrier maxima, and ensure that all molecules that lie on the tgg ' side of this barrier 
are counted as such. 
As the results in table 4.17 show, this modification has very little effect. The 
ttt population has reduced because its sector in phase space has been reduced in 
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ttt 13.38% 12% 
tgt 49.92% 42% 
ttg 5.20% 4% 
tgg 13.10% 9% 
tgg' 14.89% 33% 
ggg 1.41% - 0 
ggg' 1.44% 0 
gg'g 0.17% - 0 
gtg 0.26% - 0 
gtg' 0.23% - 0 
Table 4.17: Populations of DME's conformations from a molecular dynamics simu-
lation using the OPLS-AA force field, and modified conformational definitions. 
volume. A population increase is seen in the ttg conformation despite reduction in 
the volume of phase space associated with this conformation, because the reduction 
in the 0-C-C-0 range removes higher energy geometries while the smaller increase 
in the C-0-C-C range introduces new lower-energy phase space. The tgt population 
has reduced slightly, while the tgg' population has increased. 
A Ramachandran Map was also plotted for Smith's force field, but because it 
appears very similar the the OPLS-AA one, it is not shown here. 
In order to investigate the best force field found so far, however, a Ramachandran 
map was plotted for this force field, in figure 4.10. With this force field, the tgg' 
energy well has widened significantly, and the tgt-tgg' barrier is now biased towards 
the tgg' conformation, increasing the accessibility of this conformation as expected. 
There is now, however, a more significant biasing of the tgg'-ttg barrier towards the 
ttg sector, but this does not seem to cause any problems in simulation. Energy 
wells for the ttg and tgg conformations have not been significantly affected, so their 
populations in simulation remain in reasonably good agreement with experiment. 
_ _This force field also_has a large,_positiye_V4_termin_the 0=-.C-C;-Q tors~on poten_tLal, _ 
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Figure 4.10: Ramachandran map based upon the 0-C-C-0 and C-C-0-C dihedrals 
in DME, using the best force field parameters found in reproducing the tgg' pop-
ulation. The remaining C-0-C-C dihedral is trans. All energies are relative to ttt 
and are in kcal mol - 1. Sector/ conformational assignments are as in figure 4.9. 
The torsion parameters used were as follows: 
C-0-C-C: -1.5627, 2.2732, 3.0641, -1.2669 
0-C-C-0: 0.7445, -2.9173, 2.7935, 4.4899 
which does not result in the split minimum problem encountered earlier. It is likely 
that this strong torsion potential is a major contributor to the widening of the tgg ' 
potential well . 
4.5.1 Reverse-Engineering the OPLS-AA Force Field 
It is expected that the population of the tgg' conformation in MD and MC meth-
ods will increase if the force field used presents a significantly wider tgg' potential 
welL An attempt was made to widen this potential well, through detailed analy-
sis of the interaction-by-interaction breakdown of the force field energy for the tgg' 
conformation. 
On minimisation of the tgg' conformation, it was found that the 4,5-C-0 bond 
and 4,5,6-C-0-C angle had the largest contributions to the stretching and bending 
energies respectively, being the most highly strained. These are therefore two inter-
actions (among others) that are responsible for the narrow nature of the surrounding 
potential welL 
The force constants associated with these two interactions were halved, and the 
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fitting procedure repeated to obtain another trial force field. Unfortunately on test-
ing with MD, the tgg' population is unaffected and the ttt population has increased 
at the expense of the tgt and tgg conformations. It was discovered afterward that 
this was probably due to these two interactions also being significant contributors 
to the ttt force field energy as well. The tgg' energy well may have been widened, 
but the ttt well was also opened up, nullifying the improvement and disrupting the 
balance between the various conformations. 
ttt tgt ttg tgg tgg' 
C-C 0.0018 0.0052 0.0138 0.0264 0.0239 
C-H 0.0031 0.0024 0.0016 0.0013 0.0021 
C-0 0.0844 0.0864 0.1151 0.1166 0.1338 
C-C-H 0.032 0.038 0.059 0.063 0.108 
H-C-H 0.016 0.020 0.039 0.052 0.056 
C-C-0 0.004 0.000 0.082 0.196 0.217 
0-C-H 0.152 0.152 0.241 0.230 0.332 
C-0-C 0.336 0.378 0.560 0.657 0.663 
0-C-C-H 0.000 0.018 0.008 0.042 0.205 
H-C-C-H 0.002 0.010 0.002 0.018 0.083 
C-0-C-H 0.000 0.020 0.315 0.132 0.281 
0-C-C-0 0.000 -0.395 0.000 -0.439 -0.344 
C-C-0-C 0.000 0.006 0.312 0.262 0.286 
Table 4.18: Interaction-by-interaction breakdown of the bonded force field energies 
associated with each of the five low-energy conformations in the OPLS-AA force 
field. All energies are in kcal mol-l. 
Perhaps a better way to go about this would be to locate a force field compo-
nent in the tgg' optimisation that is of significant energy, and that also contributes 
very little energy to the other conformations. Such reverse-engineering could very 
well yield a force field with a much improved liquid-phase representation of DME. 
Table 4.18 shows the bonded contributions to the force field energy for each of the 
five lowest energy conformations. It is generally the case that the tgg' conforma-
tion has one of the highest, if not the highest energy for each contribution. This 
observation is in agreement with the idea of a narrow potential well. Out of all 
of these components, however, only the 0-C-C-H and H-C-C-H torsions appear to 
- have ·a sigiiifica-ntly~liignef energy in tgg' than~ any other-conformation. -When--these 
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parameters are altered, as in table 4.11, a slight improvement is seen in the tgg' 
population. Perhaps reduction of other parameters in this way may widen the tgg' 
potential well somewhat, without compromising agreement between fitted force field 
and ab initio energies. 
4.6 Conc1usions 
It is clear that current force fields such as that of Smith, and the widely used 
OPLS-AA are not suitable for simulation of liquid- and gas-phase DME where good 
conformational agreement with experiment is required. The narrow potential well 
of the tgg' conformation is responsible for the low population of this conformation 
predicted using computational methods. A more detailed study of the various in-
teractions at play in these force fields, and some intensive reverse-engineering work, 
could produce a force field that better predicts the behaviour of the DME molecule 
without resorting to a force field with unusually high V4 terms in the fitted torsion 
potential. 
In addition, currently accessible ab initio calculations do not give a reliable 
enough set of conformational energies for this molecule, even up to the MP2 method 
with the 6-31G family of basis sets. With more computer time and memory, higher 
methods (MP3, MP4, Coupled Cluster) and better basis sets (cc-pVDZ, aug-cc-
P VTZ, etc) it is possible that convergence will be found, and the conformational 
energies of this molecule can be predicted with reasonable confidence and accuracy. 
Unfortunately, this phase of the study took much longer than expected, due to 
repeated failures in attempts to improve the fit quality and conformational pop-
ulations in the liquid phase. As a result, a force field had to be selected for the 
amphiphilic polymer simulations before this section of the work was complete. The 
fitted force field chosen (Amphiphile force field) is the one that gave the best agree-
ment with experiment in conformational populations prior to the study on widening 
the tgg' energy well (Engineered force field). This chosen force field gives very similar 
populations to the one detailed in table 4.8. The torsion parameters and MD liquid 
pnase populations for this force field are compared-w-ith those of the. OPLS-AA and 
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Engineered force fields in table 4.19. 
C-0-C-C (0) 0.6500 -0.2500 0.6700 0.0000 
0-C-C-0 (0) -0.5500 0.0000 0.0000 0.0000 
C-0-C-C (A) 1.6678 -0.5653 -0.0033 -0.2931 
0-C-C-0 (A) 2.8198 -2.5606 0.8216 -0.9203 
C-0-C-C (E) -1.5627 2.2732 3.0641 -1.2669 
0-C-C-0 (E) 0.7445 -2.9173 2.7935 4.4899 
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ttt 13.54% 15.35% 13.55% 
tgt 50.31% 51.01% 46.55% 
ttg 5.16% 5.19% 2.93% 
tgg 13.01% 7.54% 4.27% 
tgg' 14.60% 18.43% 30.82% 
ggg 1.39% 0.36% 0.40% 
ggg' 1.39% 1.32% 1.05% 
gg'g 0.13% 0.34% 0.00% 
gtg 0.25% 0.22% 0.22% 
gtg' 0.22% 0.24% 0.21% 
Table 4.19: Torsion parameters and conformational populations from MD simula-
tions of bulk liquid DME for the O(PLS-AA), A(mphiphile) and E(ngineered) force 
fields. 
All other parameters in the Amphiphile and Engineered force fields are from the 
OPLS-AA force field. No further modifications have been made. 
Chapter 5 
Amphiphilic Polymer Simulations 
5.1 Introduction 
Molecular simulation is becoming a useful tool in the study of amphiphilic materials 
in solution or at interfaces. For example, the associations between molecules of t-
butyl alcohol and urea have been looked at using MD156 at the atomistic level. The 
free energy of adsorption as well as conformational and orientational properties of 
p-n-pentylphenol at the water-air interface have also been studied using simulation 
methods. 157 Phase transitions have been observed in a system of amphiphilic chains 
at the water-air interface (at various surface concentrations) in a computational 
study .158 Mono layers of amphiphilic material can also be analysed using coarse-
grained simulation techniques. 159 Coarse-graining has also be applied to amphiphiles 
at the water-oil interface. 160 
Coarse-grained simulations have proven popular in the study of the behaviour 
of polymer chains. One particular study of polymer chains tethered to a water 
interface (performed with external potentials representing both the water and other 
neighbouring chains) 161 has been employed previously to study the "pancake" to 
"brush" transition that occurs as surface concentration increases. However, it is 
often very useful to have a simulation technique which can accurately reproduce 
experimental observations. Such simulations can be adjusted easily to simulate a 
whole range of related systems. This is particularly beneficial where there is a great 
aeal of synthesisand cliaracterisation required in preparing the corresponding-real--
92 
5.2. Optical Matrix Method 93 
world experiment. Also, simulation methods are more freely available than, say, a 
coherent neutron source, required to gather neutron reflectometry data. In order to 
test the capabilities of computational methods in reproducing such experimentally 
observed effects, a particular system that has previously been studied in depth 
experimentally31 •32 has been selected for analysis in simulation. This system has 
previously been subject to greatly simplified and idealised simulation techniques,161 
which gave encouraging, although moderate agreement with experiment. It was 
concluded in these earlier simulations that the main reason for the lack of excellent 
agreement with experiment was due to deficiencies in the model employed there, 
where a single molecule was placed in a potential well with hard walls representing 
surrounding molecules. The aim of this work is to determine whether more detailed, 
fully atomistic simulations, with all molecules explicitly represented can reproduce 
the experimental data more successfully. 
This chapter is concerned with atomistic MD simulations of an amphiphilic poly-
mer at a water-air interface, at a range of surface concentrations. These simulations 
will be used to generate neutron reflectivity profiles which can be compared to ex-
perimental results. Some structural analysis (radii of gyration and conformational 
properties) will also be carried out. 
Before results are discussed, however, a brief introduction to the optical matrix 
method is given. This method is used to calculate a neutron reflectivity profile for a 
simulated system, from the densities and scattering lengths of the three components 
(water, polynorbornene and PEO). 
5.2 Optical Matrix Method 
The optical matrix method can be used to generate neutron reflectivity profiles for 
the experimental setup shown in figure 5.1. By breaking a system down into a series 
of slabs along the z-axis, and making the approximation that the composition (and 
therefore scattering length density) is constant throughout each slab (but varying 
between them as composition changes), it is possible to simulate a neutron reflec-
-tivity--profile. This-approximation becomes-more-realistic as the __ thi~kness Q(J!,_h~_ 
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slabs approaches zero, however there should be no significant problems if the slab 
thickness is sufficiently small that the scattering length density does not vary too 
drastically between consecutive slabs. 
z 
Water 
Figure 5.1: Neutron reflection in a simple, three-layer model. 
In a simple three-slab system (say, air, polymer layer and water, shown in figure 
5.1), the reflectivity, R, due to the central slab (amphiphile) can be written as 
R = I ro1 + r12 exp(2i,BI) 12 , 
1 + r 01 r12 exp(2i,BI) 
(5.1) 
where rij is a Fresnel coefficient, and ,81 is the phase shift of the neutron beam in 
the polymer layer. 
The Fresnel coefficients characterise the optical properties of an interface between 
two consecutive slabs (i and j = i+ 1), in terms of their refractive indices as shown 
in equation 5.2, 
(5.2) 
where ni is the refractive index of layer i, and ()i is the angle of incidence of the neu-
tron beam at the i/(i+1) boundary (air-polymer or polymer-water), after refraction 
at any previous interfaces. 
The phase shift of the neutron beam is also readily calculated from equation 5.3 
(5.3) 
where d is the thickness of the polymer layer, and A is the wavelength of the incident 
beam. 
This calculation is quite simple for one polymer layer but, when extended to 
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include additional slabs, the equations become very complex. It has previously been 
shown162 that the composition and properties of each layer, i, can be written as a 
characteristic matrix, Mi, as shown in equation 5.4 
[ 
cos /3j 
Mi = 
-i;;, sin f3i 
(5.4) 
These characteristic matrices are easily multiplied together to give an overall 
matrix characterising the reflective properties of the entire array of slabs. This 
resultant matrix is shown in equation 5.5, 
(5.5) 
where Mij are the values of the individual elements in the matrix. 
The overall reflectivity of the system can then be written in terms of the elements 
of this matrix, in a fashion analogous to equation 5.1. Equation 5.6 shows the 
reflectivity in terms of these matrix elements, 
R = I (Mu+ Ml2;;,s);;,a- (M21 + M22);;,s I 
(Mu+ M12;;,s);;,a + (M21 + M22);;,s ' (5.6) 
where a and s refer to the upper phase (air) and lower phase (bulk water) respec-
tively. 
The optical matrix method can be adapted to account for the natural roughness 
of the various interfaces involved, 163• 164 to represent the system more realistically. 
Since number density (and therefore scattering length density) is readily calcu-
lated from computer simulation, and due to the fact that simulations can be easily 
broken down into slab sequences, the optical matrix method is ideal for generating 
reflectivity profiles from simulation trajectories to compare to experiment. 
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5.3 Method 
Molecular dynamics simulations were performed on an amphiphilic polynorbornene-
g-poly( ethylene oxide) graft copolymer at an air-water interface. These simulations 
involved considerable difficulty in the setup procedure. The construction of these 
more complex systems are outlined in the following sections. All MD simulations 
were carried out using the DL_POLY125 molecular simulation package. 
Neutron reflectometry results are obtained from the density profiles calculated 
from the simulation trajectories. In order to do this, the optical matrix method was 
used (section 5.2). 
5.3.1 Setting Up a Water-Air Interface 
It quickly became apparent upon measurement of the lengths of the fully extended 
PEO sidechains in the graft copolymer that the previously established slab of water 
(chapter 3) was too narrow; the chains in their fully extended conformation passed 
right through the slab and extend out of the lower interface, back into an air envi-
ronment. The best remedy was to increase the thickness of the water layer. In order 
to do this, the final configuration of the smaller (216 molecules) charge-group simu-
lation of TIP4P water was taken, and enlarged through replication (multiplication 
factors 2, 2 and 3 in the x, y and z directions respectively). The z-length of the box 
was increased to 100 A to allow the formation of water interfaces, and the x and y 
box lengths were increased slightly from about 37.79 A to exactly 38 A for conve-
nience. This new system contained 2592 TIP4P water molecules, and was subject to 
further molecular dynamics simulation for three reasons: to allow the water-air in-
terfaces to form, to remove the 0.21 A thick region of vacuum that had been formed 
as a result of rounding up the x and y lengths of the simulation box and to remove 
the correlation of atomic positions introduced upon replicating the original system. 
500,000 steps of simulation were performed (first 50,000 were equilibration), using 
a 2 fs time-step. A 7 A cutoff was used along with charge-group based handling of 
the electrostatic interactions. The NVT ensemble was employed (using a Hoover 
tlierffiostat} to ensure- that the -box-size remained as initially s~t up. 
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Once this equilibration was completed, the final configuration of the simulation 
was again expanded. This time, the x and y lengths of the box were doubled (again 
through replication of molecules), and the z length was further increased to allow 
sufficient distance between the two interfaces to prevent their interaction. The final 
system of TIP4P water was comprised of a slab of 10,368 molecules, centred in the 
z-direction in an orthorhombic box of 76 A by 76 A by 200 A. 
Establishing a good starting configuration for the water component was quite 
trivial. The challenge was to set up the polymer molecules and place them at this 
interface; this proved to be a more complex task. 
5.3.2 Initial Attempts at Placing the Amphiphilic Polymer 
Molecules at the Water-Air Interface 
A number of approaches were tried in setting up a reasonable starting configuration 
for the main simulations. These are outlined in the order they were attempted in 
the following subsections. These early attempts used a significantly narrower water 
slab. The revised water slab described in section 5.3.1 was only used for the final set 
of simulations detailed in section 5.3.3, when the depth of a typical brush structure 
for this system was known. 
5.3.2.1 Placing a Fully Extended Polymer Molecule at the Interface 
A single, extended polymer molecule was placed at the interface and simulated. 
Figure 5.2 shows the starting configuration used; the polymer molecule is placed 
just above the water interface. 
By the end of the simulation (figure 5.3), the polymer molecule had aligned itself 
well with the interface, and one of the PEO chains had begun to find its way into 
the bulk water. Unfortunately, only one polymer molecule can be introduced in this 
fashion; as figure 5.2 (top view) shows, the single polymer molecule is already in 
a very extended conformation and prevents any packing of further molecules into 
the simulation box. In order to introduce more than one molecule into the water 
~yst~~' _a 1ifferent _ ~pp~oach i~ require~. 
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Figure 5.2: Side-view and top-view of a single amphiphilic polymer molecule at 
the air water interface. This snapshot was taken from the beginning of the MD 
simulation. The hydrophobic backbone is shown in blue, the hydrophilic sidechains 
are shown in red and the water molecules are shown in black. 
Figure 5.3: Side-view and top-view of a single amphiphilic polymer molecule at the 
air water interface. This snapshot was taken from the end of the MD simulation, 
after 3 ns. Colours as in figure 5.2. 
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5.3.2.2 Placing a Compressed "Blob" of Polymer Molecules at the 
Interface 
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Figure 5.4: Side-view and top-view of eight amphiphilic polymer molecules aggre-
gated at the air water interface. This snapshot was taken from the beginning of the 
MD simulation. Colours as in figure 5.2. The top view indicates that microphase 
separation may have taken place, as a lamellar structure has formed. 
In an attempt to introduce more than one polymer molecule to the water inter-
face, a new approach was considered; if the polymer molecules could be compressed, 
or aggregated, then it may be easier to introduce more molecules simultaneously. 
The first attempt at setting up the required system involved running a brief MD 
simulation (500,000 steps of 2 fs, 7 A charge-group based cutoff) of eight amphiphilic 
polymer molecules, in close proximity to one another, in the gas phase. The aim 
was to encourage the molecules to aggregate and curl up to form a single entity 
that could easily be placed at the water-air interface. This simulation produced an 
ellipsoidal aggregate of polymer molecules which was then placed in close proximity 
to the water interface (figure 5.4) . It is notable that there appears to be some mi-
crophase separation apparent in the top-view snapshot; a lamellar structure appears 
to have formed, separating regions of backbone from regions of sidechain. 
It was hoped that with further simulation of this system, the PEO sidechains 
would eventually find their way down into the bulk water, aided by the steric crowd-
ing within the ellipsoid. Unfortunately, this proved unsuccessful, and despite spread-
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ing at the interface, after a considerable amount of time spent in simulation only 
one or two (of eighty) PEO chains had begun to enter the bulk water (figure 5.5). 
In addition, the polymer backbone remained severely buckled and at many points, 
quite a distance from the interface. To carry on this simulation would have proved 
too computationally expensive, so other attempts were made to provide easier paths 
towards equilibration. 
Figure 5.5: Side-view and top-view of eight amphiphilic polymer molecules at the air 
water interface. This snapshot was taken during the MD simulation, after spreading 
had occurred. The snapshot was taken at 260 ps, and colours as in figure 5.2. 
5.3.2.3 Reducing Polymer-Polymer Interactions 
A second approach to including more molecules at the interface was attempted. 
Here the magnitudes of all polymer-polymer interactions were significantly reduced. 
This approach was inspired by recent parallel-tempering work165 in which potential 
softening was employed to speed up the equilibration process. The polymer-water 
and water-water interactions were unchanged. To accomplish this, all c values for 
polymer-polymer interactions were reduced to 10 % of their OPLS-AA normal val-
ues. The idea behind this was to reduce the polymer-polymer attractions, effectively 
improving the quality (good/ bad) of water as a solvent for this polymer. The end 
point of the previous attempt was used as the starting configuration for this simu-
lation. 
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It is found to be the case that water indeed becomes a better solvent in this 
simulation; the polymer molecules absorb the water like a sponge, and swell accord-
ingly (figure 5.6). Unfortunately the hydrophobic backbone is distributed randomly 
throughout the polymer/ water layer and a significant period of equilibration would 
be required to allow the polymer molecules to rearrange themselves such that the 
hydrophobic backbones all leave the water layer. 
Figure 5.6: Side-view and top-view of eight amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation 
with softened polymer-polymer interactions, after 1 ns~ Colours as in figure 5.2. 
5.3.2.4 Restricting Motion of Water and Polymer Molecules 
In response to the problems faced in the previous attempt, various restrictions were 
imposed upon the atomic positions in the system. First, all water molecules were 
frozen in the z-direction, to prevent their moving into the polymer blob and being 
absorbed. Also, the termini of the backbones were frozen in all three directions at the 
water interface to prevent them entering the bulk water. Finally, the temperature of 
the whole system was raised to 500 K to encourage faster reorganisation. Due to the 
use of the NVT ensemble and the positional freezing in the z-direction, there were 
no concerns regarding the boiling of the water layer, and such high temperatures 
could be simulated safely, without destroying the established density profile in the 
interfacial region. However, a bug in the then-current version of the DL POLY 
'·~ .• ..• 
•• _# 
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program caused a mis-handling of frozen atoms in systems involving more than one 
molecular type, and the various tethers used to hold the backbone in place failed to 
constrain their assigned atoms. 
A confining potential, using tethers once again, was considered but rejected 
because of this bug. The plan would have been to place one polymer molecule into 
the simulation box complete with a set of tethers to confine it to a single quadrant of 
the box. Once the position of this molecule was firmly established, a second molecule 
would be introduced and tethered to another quadrant. It was hoped that molecules 
could be added in a stepwise fashion to obtain a good starting configuration, but 
sadly this idea had to be abandoned. 
By this point, it had become clear that the idea of putting a collection of polymer 
molecules at the interface and allowing them to force one another's chains into the 
water was beyond the simulation time available. Instead, it was decided to carry out 
an initial equilibration of a polymer molecule in a confined geometry in the absence 
of water. These equilibrated molecules could then be placed at the water interface 
at various surface concentrations. 
5.3.3 Final Attempt at Placing the Amphiphilic Polymer 
Molecules at the Water-Air Interface 
Previous attempts to set up the polymer molecules at the interface in the pancake 
regime and allow them to restructure if appropriate into the brush conformation 
were unsuccessful. Attempts were therefore made to set up the system from the 
other extreme of the polymer's conformational behaviour. The polymer molecules 
were forced to adopt a brush conformation in this setup, and then allowed to relax 
if appropriate back to the pancake conformation during the simulation proper. 
In order to force the polymer to adopt a brush-like structure, the fully stretched 
out, pancake form of a single polymer molecule was used as a starting point. In a 
technique similar to that used in a previous study of a related system, 161 the polymer 
molecule was surrounded by artificial walls represented by a repulsive potential. 
Unlike the previous study, however, where a region of space with a circular cross-
section was used, here a region with spherocylindrical cross-section was adopted 
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Figure 5.7: Two possible shapes of potential walls to emulate the effects of surround-
ing molecules. 
(figure 5.7). The circular region has a severe disadvantage in that chains near 
the termini of the backbone have less free space in which to move than chains 
near the centre of the backbone, where the circular cross-section is at its widest. 
With a spherocylindrical cross-section, all chains along the backbone have a more 
equal share of the available space. Also, because the molecular shape more closely 
resembles a spherocylindrical cross-section than a circle, this new shaped box better 
represents the packing effects the polymer molecule experiences due to neighbouring 
molecules. 
Several external potentials were imposed upon the polymer to get it to adopt 
a brush-like structure. A reduction in potential of 8.8 kJ mol-l (corresponding to 
the heat of solution of an ethylene oxide repeat unit in water) 166 was granted to the 
system for each oxygen atom that fell below the idealised water interface, at z = 0. 
Hard wall potentials were employed to prevent PEO chains extending outside the 
spherocylindrical cross-section, and to prevent the hydrophobic backbone moving 
below the water interface. This whole system underwent a MC simulation to gradu-
ally compress the flat molecule into a brush structure. This was done by iteratively 
reducing both dimensions (x, the length of the rectangular region and y, the radius 
of the circular end caps and half the width of the rectangle) of the spherocylindrical 
cross-sec6.on and restarting Hie sin1iilation from the previous end·lmin:t:-This·pwcess- ·· 
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was repeated until the polymer molecule was sufficiently compressed in the x- and 
y-directions to allow reasonable packing density into the water interface box for MD 
simulation. An initial target density was four such polymer molecules at the TIP4P 
water interface; this demanded that each polymer take up no more than 19 A in one 
of the 76 A interface dimensions (2y :::; 19 A, and 2y + x :::; 76 A). Four systems were 
initially set up in the range of one to four polymer molecules at the water interface. 
It was later decided to try to further expand the range of surface concentrations 
simulated, so two additional setups were attempted, one with six molecules and one 
with eight. This task was not as straightforward as the previous systems, however, 
since with maximum compression using the spherocylindrical restriction technique, 
the minimum size that could reasonably be reached from a single molecule was not 
much less than the already obtained 19 A. 
A newly completed version of the Monte Carlo software capable of handling mul-
tiple molecules was employed, and the polymer molecule that had been compressed 
into the brush conformation was replicated five times (for six molecule simulation) 
and seven times (for eight molecule simulation) in separate MC simulations. The 
spherocylindrical confining potential was removed as the effects of other molecules 
were now included explicitly. The system was simulated under the NpT ensemble 
(complete with periodic boundary conditions), starting from a low density to allow 
the molecules free rotation. Rotation was restricted to being about the z-axis only, 
to ensure that the PEO sidechains continue to lie below z = 0. As the external 
pressure gradually caused a reduction in the box size, the polymer molecules were 
forced closer together. The molecules retained their brush-like structure due to 
systematic applications of molecular rigidity and external potentials (only those for 
submerged oxygen atoms since other molecules were at this point represented explic-
itly), intended to allow the molecules to relax as fully as possible and relieve some 
of the strain introduced due to their closer proximity. By significantly increasing 
the pressure on the system across a series of simulations, the molecular groupings 
were eventually brought to the 76 A by 76 A size, allowing direct transplantation 
into the MD simulation box. Figure 5.8 shows the final configuration of the polymer 
--moleeules-after-eompressing to an -appropriate density. -
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Figure 5.8: Top-view of eight amphiphilic polymer molecules as compressed using 
the Monte Carlo method. This snapshot shows the effect of periodic boundary 
conditions on the system. Colours as in figure 5.2, with simulation box in black. 
Upon placing the polymer molecules at the TIP4P water interface, any wa-
ter molecules overlapping with (or in close proximity to) any atoms in the newly 
introduced polymers were removed to prevent a high-energy starting configuration. 
Systems with more polymer molecules will inevitably have more polymer-water over-
laps, and thus fewer water molecules after correction, as shown in table 5.1. 
No. of Polymer No. of Water Surface 
Molecules at Surface Molecules Concentration / mg m - 2 
1 10,157 0.3529 
2 10,006 0.7057 
3 9,899 1.0586 
4 9,682 1.4114 
6 9,194 2.1171 
8 8,825 2.8229 
Table 5.1: Various details on the six surface concentrations simulated. 
Note on Comparison of Surface Concentrations from Experimental 
Studies 
In the experimental studies of this system,30 a variety of surface concentrations 
were studied with neutron refiectometry, using a larger polymer molecule with the 
-- ----------~--------
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same structure. In the current study, ten norbornene repeat units, each with fifteen 
PEO units are used, however in the experimental study, a larger molecule with fifty 
norbornene units was used. It is therefore necessary to do a conversion calculation 
to establish how the surface concentrations used in the current work relate to those 
used in the experimental study. 
With 2906 carbon, 1300 oxygen and 5612 hydrogen atoms, the experimentally 
studied polymer has a molecular mass of 61369.19 g mol-1 . Therefore, in 1 mg of 
the polymer, there are 9.81 x 1015 molecules. As the simulated molecule is one 
fifth the length (ten vs. fifty norbornene units) of the experimental molecule, we 
can say that 1 mg of the experimental polymer is equivalent to 4.91 x 1016 of the 
simulated molecules. This allows the set up of a conversion table to convert between 
experimental surface concentration and the number of molecules in the simulation 
box (table 5.2). 
Experimental Surface No. of Molecules 
Concentration / mg m-2 in Simulation Box 
0.3 0.85 
0.4 1.13 
0.5 1.42 
0.7 1.98 
1.0 2.83 
1.5 4.25 
2.0 5.67 
2.5 7.09 
3.0 8.50 
3.5 9.92 
4.0 11.34 
Table 5.2: Equivalence of experimental surface concentration and simulation box 
population. 
With these surface concentrations, we can make direct comparisons between 
simulation and experiment for these systems. Higher experimental surface concen-
trations are currently unattainable in simulation, however, as the simulation box is 
already overcrowded with just eight molecules. 
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5.3.4 Simulations of Several Polymer Molecules and Analysis 
of Simulation Trajectories 
MD Simulations of these systems made use of a fitted force field obtained previously 
(chapter 4). In each case, 1,500,000 steps of 2 fs were performed, using a 7 A charge-
group based cutoff at 300 K using the NVT ensemble. Due to the size of the system, 
atomic coordinates could only be dumped once every 10,000 steps. All bond lengths 
were constrained to their equilibrium lengths (taken from the OPLS-AA force field) 
using the SHAKE algorithm. 
There are a number of different data sets that can be extracted from these 
simulations. The most interesting ones are listed here. 
5.3.4.1 Neutron Reflectivity 
The most important data that can be extracted from the simulations of the am-
phiphilic polymers is the density profile, which is easily converted to a simulated 
neutron reflectometry profile. The experimental systems have had the background 
reflectivity subtracted, so in all plots of reflectivity (simulated and experimental), a 
constant background of 5.00 x 10-6 will be added to the reflectivity values in this 
study. This will allow more objective comparisons to be made between the various 
systems. There were three separate contrasts studied experimentally: deuterated 
PEO on NRW, protonated (hydrogenous) PEO on D 20 and deuterated PEO on 
D 20. In all cases, the polynorbornene backbone was fully hydrogenous. The same 
simulation trajectory can be used to generate a neutron reflectivity profile for each 
of these contrasts, if the assumption is made that molecular organisation is indepen-
dent of isotopic substitution. This assumption is totally reasonable in this case, and 
was previously made in the experimental study to justify the comparisons drawn 
between the various contrasts. 
5.3.4.2 Radii of Gyration 
Using the method outlined in chapter 1, it is possible to calculate the average radius 
of g~-ration for the-PEO grafts. _However, with slight_modification,Jl).e c~lculati.Q_:r:! ()f_ 
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the radius of gyration can be more useful. Rather than simply calculating a single 
value for R 9 , it is possible to generate one-dimensional partial radii of gyration (R9,x, 
R9 ,y and R9 ,z) for the system. These partial radii of gyration are defined in equation 
5.7, 
Rg,d = (5.7) 
where 
mi is the mass of atomic site i and 
si,d is the distance between atomic site i and the polymer's centre of mass in dimen-
sion d (x, y or z). 
These values can then be used to give a more quantitative picture of the structure 
by comparing the R9 ,x and R9 ,y values with Rg,z· The partial radius of gyration in 
the z-direction will be expected to be smaller than its x and y counterparts for a 
pancake structure, and larger for a brush. 
5.3.4.3 Dihedral Angle Distributions 
It is possible to break down the PEO side chains into sequences of 0-C-C-0 and 
C-0-C-C dihedrals. The population distributions in these dihedrals can then be 
compared to other experimental and simulated studies. In addition, the chains can 
be broken down into overlapping DME-like C-0-C-C-0-C sequences which can also 
be analysed and compared to the conformational distribution of DME itself. 
5.4 Results 
5.4.1 Neutron Reflectometry and General Observations 
5.4.1.1 One Molecule at the Interface 
The simulation involving one amphiphilic polymer molecule at the water-air interface 
was set up (figure 5.9) such that the polymer molecule lies close to the box-diagonal 
in order to minimise the chance of any interaction with its own periodic images. 
This setup becomes more difficult as the box population increases in the larger 
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Figure 5.9: Side-view and top-view of one amphiphilic polymer molecule at the air 
water interface. This snapshot was taken from the beginning of the MD simulation. 
Colours as in figure 5.2. 
simulations, and diagonal geometries involve each molecule potentially crossing more 
than one periodic boundary. 
It is immediately clear that during the course of the simulation, the polymer 
molecule has rearranged itself from a brush-like structure into a more appropriate 
pancake structure. Indeed the pancake is the expected structure for such a low 
surface concentration as this. The PEO chains have spread out laterally and moved 
almost completely out of the bulk water by the end of the simulation. On analysis 
of the MD trajectory, it can be seen that the chains begin to retract towards the 
interface almost immediately, and after 1.08 ns, a pancake structure has already 
been formed, with just one or two PEO chains occasionally extending significantly 
into the bulk water. By 2.12 ns, the last of these errant chains has been captured 
and incorporated into the pancake, which persists until the end of the simulation 
(3 ns) (figure 5.10). 
Using the simulation trajectory dump file, it is possible to produce a density 
profile which shows how the densities of the three main components (water, backbone 
and sidechains) vary across the simulation box. The profile in figure 5.11 shows the 
change in density along the z-axis, perpendicular to the water surfaces. 
T his density pwfile is easily conven ed to a number densHy profile (figure 5.12), 
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Figure 5.10: Side-view and top-view of one amphiphilic polymer molecule at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5.11: Density profile from the simulation of one amphiphilic polymer molecule 
at the water-air interface. Averaged over the full 3 ns of simulation time. 
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Figure 5.12: Number-density profile from the simulation of one amphiphilic polymer 
molecule at the water-air interface. Averaged over the full 3 ns of simulation time. 
which shows the number of water molecules, norbornene units and EO units per 
unit volume. This in turn is converted to a scattering length density profile for 
use in calculating a neutron reflectometry profile. Figure 5.13 shows the scattering 
length density as a function of position in a direction perpendicular to the water 
surface. The image appears reversed when compared to the density profiles due to 
a difference in direction conventions adhered to by the various programs used to 
generate these data. 
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Figure 5.13: Scattering length density profiles calculated using the simulation of a 
single polymer molecule at the water surface. Air is at low z and bulk water is at 
high z. D indirates deuterated PEO, while H represents hydrogenous PEO. 
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The density of the water in the bulk region (between the interfaces) is of slightly 
lower density than typical bulk water. As scattering length density (SLD) is a 
function of density, the SLD calculated for the "bulk" water region in this system 
was slightly lower than that of real bulk water. As a result, a discontinuity was 
apparent in the SLD profile at around 40 A where the simulated bulk water region 
ends and the subphase region is assumed to begin. To counter this, the value for 
scattering length density of D 20 used for each neutron reflectivity profile generated 
has had to be slightly adjusted to fall into line with the simulation density of water. 
In this case, a scattering length density of 6.10 x w-6 A -2 has been adopted for pure 
water (subphase), rather than the usual value of 6.35 x w-6 A -2 . This correction is 
necessary because it is the discontinuity in SLD between adjacent layers that gives 
rise to neutron reflection. 
Examination of the density profiles in figures 5.11 and 5.12 shows that the chains 
extend a long way into the bulk water. This is due to the fact that this density pro-
file is made up of data from simulation steps before the PEO chains had completely 
retracted into the pancake structure. In all following sections, the neutron reflectom-
etry data is constructed from density profiles which only include atomic positions 
from the final1 ns of simulation. Figure 5.14 shows such a density profile for a single 
molecule at the water surface. 
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Figure 5.14: Density profile of the three components from the simulation of one 
amphiphilic molecule at the water interface. 
Using the scattering length density profile, it is possible to generate a neutron 
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reflectivity plot to compare simulation and experiment. From tables 5.1 and 5.2, 
it is clear that the simulation of one molecule at the interface lies roughly midway 
between two of the experimentally studied surface concentrations. It is therefore 
logical to plot the reflectivity profiles of these three systems together for comparison 
(figure 5.15). 
5.4.1.2 Two Molecules at the Interface 
Figure 5.16 shows the starting configuration for this simulation. As was the case 
in the one molecule simulation, here the polymers also form a pancake layer at 
the interface. Here, however, there still appear to be chains exhibiting some brush 
character, extending into the bulk water to a small extent. There is no entanglement 
of chains; the two polymer molecules are clearly still separate entities at the end of 
the simulation (figure 5.17). 
5.4.1.3 Three Molecules at the Interface 
To introduce some orientational disorder into the system, the three molecule simu-
lation was set up with the polymer backbones forming a rough equilateral triangle, 
shown in figure 5.20. Once again, a pancake structure is formed by the molecules, 
but with several chains still extending into the bulk water. 
5.4.1.4 Four Molecules at the Interface 
A number of different configurations were attempted for the four molecule simula-
tion, including (with respect to the polymer backbone) squares and cross shapes. It 
was found that none of these configurations would fit into the box, however, with-
out unfavourably close contacts and complete overlaps between atoms on different 
molecules. The configuration eventually settled on was the simple one shown in 
figure 5.24, with all four polymer backbones roughly in the same direction with 
approximately equal spacing. 
Again, the polymer chains have spread out laterally, and the initial brush has 
collapsed to a structure rather like a flattened brush (figure 5.25). 
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Figure 5.15: Neutron reflectivity profiles for the simulation of one molecule at the 
water interface. 
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Figure 5.16: Side-view and top-view of two amphiphilic polymer molecules at the air 
water interface. This snapshot was taken from the beginning of the MD simulation. 
Colours as in figure 5.2. 
Figure 5.17: Side-view and top-view of two amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5.18: Density profile of the three components from the simulation of two 
amphiphilic molecule at the water interface. 
5.4.1.5 Six Molecules at the Interface 
As noted in section 5.3.3, the six- and eight-molecule simulations required more 
severe compression at the Monte Carlo stage, to compress the additional molecules 
into the already crowded simulation box. The effects of this compression can be 
seen clearly in figure 5.28, where the chains are close to a perfect brush structure; 
the side view shows almost fully extended chains, and the top view shows that most 
chains are very close to lying in the z-direction. 
The overcrowding of the simulation box is not without consequence; figure 5.29 
shows severe buckling of at least one polymer backbone, which has been forced down 
into the bulk liquid during the final simulation. 
5.4.1.6 Eight Molecules at the Interface 
This system is even more strained than the six molecule system. Figure 5.32 shows 
a very crowded simulation box at the beginning of the simulation. This time, the 
distortions occurring during the main simulation are even more severe; not only have 
many of the polymer backbones buckled, but they have also been drawn beneath 
the water surface. Figure 5.33 shows that the interface has also been damaged, and 
is no longer near-planar. 
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Figure 5.19: Neutron reflectivity profiles for the simulation of two molecules at the 
water interface. 
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Figure 5.20: Side-view and top-view of three amphiphilic polymer molecules at 
the air water interface. This snapshot was taken from the beginning of the MD 
simulation. Colours as in figure 5.2. 
Figure 5.21: Side-view and top-view of three amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5_22: Density profile of the three components from the simulation of three 
amphiphilic molecule at the water interface. 
5.4.2 Radii of Gyration 
By applying equation 5. 7 to the trajectory data for the PEO side chains alone, 
the full and partial radii of gyration have been calculated as averages across all 
chains in the system. Figure 5.36 shows the variation in these quantities with time 
throughout the six simulations. Table 5.3 gives values for R9 and Rg,z for both PEO 
and backbone, averaged over all chains in the system, and also over the final 1 ns of 
simulation time. 
J PEO Grafts JJ Backbone 
Simulation Rg Rg,z Rg Rg,z 
1 molecule 7.98 2.29 18.50 1.47 
2 molecules 8.09 3.63 18.25 1.50 
3 molecules 7.44 4.12 18.41 1.37 
4 molecules 7.95 5.15 18.46 1.74 
6 molecules 8.80 7.31 17.53 3.12 
8 molecules 9.16 7.86 17.83 2.87 
Table 5.3: Full and partial (z-direction) radii of gyration (A) for the two polymer 
components. All values are averaged over all molecules, and across the final 1 ns of 
simulation. 
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Figure 5.23: Neutron reflectivity profiles for the simulation of three molecules at the 
water interface. 
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Figure 5.24: Side-view and top-view of four amphiphHic polymer molecules at the air 
water interface. This snapshot was taken from the beginning of the MD simulation. 
Colours as in figure 5.2. 
Figure 5.25: Side-view and top-view of four amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5.26: Density profile of the three components from the simulation of four 
amphiphilic molecules at the water interface. 
5.4.3 Dihedral Angle Analysis 
The major dihedrals in the PEO side chains have been categorised according to 
the distribution of trans and gauche conformations, using data from the final 1 ns 
of simulation time. Table 5.4 shows a sample of the data, collected for the four 
molecule simulation, and encompassing all time steps in the final 1 ns. Most of the 
other simulations yield data similar to this, except the two molecule simulation. 
The two molecule simulation differs from the others in that the average confor-
mational distribution for internal 0-C-C-0 units was g- = 47.32%, t = 10.46% and 
g+ = 42.21%. This appears to be due to an unusually large number of 0-C-C-0 di-
hedrals (rather than just one or two) being in the trans state throughout the chains. 
There appears to be no significant corresponding deviation in the C-0-C-C dihedral. 
The 0-C-C-0 trans population averaged throughout the entire simulation was over 
20%, indicating that the starting conditions in this simulation were not particularly 
good. 
Table 5.5 gives the conformational populations in the overlapping DME-like units 
that run along the PEO side chains. 
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Figure 5.27: Neutron reflectivity profiles for the simulation of four molecules at the 
water interface. 
I 0-C-C-0 11 % 11 Flips I I C-0-C-C 11 % 11 Flips I 
g - t g+ g - t g+ 
Internal 46.42 3.65 49.93 26 Internal 4.67 90.72 4.61 9 
Terminal 53.90 0.15 45.95 25 Terminal 4.40 89.85 5.75 10 
Table 5.4: Conformational distributions for the PEO side chains in the four molecule 
simulation (final1 ns). Terminal indicates the last such dihedral in the chain (0-H 
end) while internal is the average of all other dihedrals in the chain. Flips repre-
sents the average number of conformational transitions per dihedral type during the 
simulation. 
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Figure 5.28: Side-view and top-view of six amphiphilic polymer molecules at the air 
water interface. This snapshot was taken from the beginning of the MD simulation. 
Colours as in figure 5.2. 
Figure 5.29: Side-view and top-view of six amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5.30: Density profile of the three components from the simulation of six 
amphiphilic molecule at the water interface. 
IN I ttt tgt ttg tgg 1 tgg' 1 ggg 1 ggg' 1 gg'g 1 gtg 1 gtg' 1 
1 3.80 76.27 0.96 8.96 8.50 0.19 1.06 0.23 0.00 0.04 
2 8.46 70.85 1.89 12.35 5.24 0.49 0.59 0.01 0.08 0.04 
3 3.66 77.56 0.90 8.82 7.41 0.47 1.03 0.15 0.00 0.00 
4 2.76 80.15 0.84 8.74 6.04 0.32 0.92 0.18 0.03 0.03 
6 3.46 77.61 1.11 10.09 6.27 0.41 0.75 0.20 0.05 0.04 
8 5.69 73.09 1.75 10.42 7.11 0.46 1.10 0.23 0.11 0.06 
Table 5.5: Conformational distribution in the sequence of overlapping DME-like 
units along the PEO side chains (final1 ns). N is the number of polymer molecules 
at the interface. 
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Figure 5.32: Side-view and top-view of eight amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the beginning of the MD simula-
tion. Colours as in figure 5.2. 
Figure 5.33: Side-view and top-view of eight amphiphilic polymer molecules at the 
air water interface. This snapshot was taken from the end of the MD simulation. 
Colours as in figure 5.2. 
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Figure 5.34: Density profile of the three components from the simulation of eight 
amphiphilic molecule at the water interface. 
5. 5 Discussion 
5.5.1 Density Profiles 
The end-point snapshots from the initial one molecule simulation (starting from a 
pancake structure, figure 5.3) and the second one molecule simulation (starting from 
a brush structure, figure 5.10) both show the same result, in that the system prefers 
to adopt a pancake structure at a water-air interface. This is encouraging, as it 
indicates that the system has reached its equilibrium structure which is independent 
of the starting configuration. In addition, figures 5.2 and 5.3 clearly show that the 
polymer molecule can find the interface, despite starting off at an unusual distance 
from (and angle to) the water surface. 
The density profiles produced from the various simulation data reflect the struc-
ture of the polymer /interface system. For the one-molecule simulation, the maxi-
mum density in PEO and backbone are almost coincident, and neither component 
extends significantly into the bulk water region. The two-molecule profile shows a 
higher maximum density in PEO, which is to be expected as there are twice as many 
PEO grafts at the surface with two molecules. Also, the PEO chains extend much 
further into the bulk water as relaxation of the initial brush structure occurred at a 
reduced rate due to the increased number of chains in the box. 
The three-molecule density profile shows a feature in the PEO profile not seen 
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Figure 5.36: Variation in full and partial radii of gyration for the PEO chains in 
the amphiphilic polymer simulations. The radii of gyration are averaged across all 
chains in the system. R9 is shown in black, R9,x in red, R9,y in green and R9,z in 
blue. 
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in the previous simulations; a shoulder appears (at around z = 20-25 A) where the 
rate of change in PEO density with respect to profile position differs. This shoulder 
becomes much more obvious in the four-molecule simulation, and a corresponding 
shoulder is evident in the water profile. These shoulders indicate regions where 
water is being excluded as the chain density increases. 
The six- and eight-molecule density profiles show severe deviations from the es-
tablished trend of the previous profiles. In particular, the maximum density in PEO 
is no longer near to the maximum density in backbone material. A distortion is 
obvious in the water interface, and the backbone material is no longer confined to 
the interfacial region as in previous simulations. Furthermore, a significant shift in 
the position of the water layer is evident in the latter two density profiles, indicat-
ing that the polymer layer is absorbing the water in a way similar to that seen in 
the earlier simulation where polymer-polymer interactions were reduced. In these 
latter two simulations, the reason for the observed distortions of the system is most 
likely the overcrowding of the simulation box. A great deal of pressure was applied, 
particularly in the eight-molecule system, to compress the molecules into a 76 A by 
76 A area. In these cases, it would be of most advantage to be able to freeze the back-
bones and water molecules in the z-direction to prevent this distortion, and allow 
the system to relax somewhat before running the main data-gathering simulation. 
Unfortunately, due to the computational expense involved in these simulations and 
the bug in the constraint algorithm used by DL_POLY, there was no opportunity 
to attempt this. 
Experimental observations indicate that the hydrophobic backbone occupies a 
narrow region no thicker than 5 A at the water surface. Backbone density derived 
from simulation indicates that backbone density drops off to around a quarter of 
its maximum value at 2 A away from this density maximum in both directions in 
the one molecule simulation (5 A region overall). The corresponding region width 
for the four molecule simulation (same drop-off in density) is around 7 A. These 
values are in good agreement with experiment. The exact thickness of the backbone 
layer is difficult to measure exactly, as the whole system may be undergoing slight 
translatory-motioncin the-simulation box~during-the ealeulation. 
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5.5.2 Neutron Reflectivity 
The reflectivity profiles (figures 5.15, 5.19, 5.23 and 5.27), generated from the 1-4 
molecule simulations show good agreement with experiment. In particular, the one 
molecule simulation results fall between data for the two neighbouring experimental 
surface concentrations. As surface concentration increases, however, the agreement 
becomes slightly poorer. Despite this, the simulation data is excellent compared 
to the previous simulation model which neglected the solvent. 30 In the latter, the 
reflectivity varied by an order of magnitude at Q = 0.10 A -l between experiment 
and simulation for a surface concentration of 1.5 mg m-2 . In the current study, there 
is a much smaller difference in reflectivity for this surface concentration (figure 5.27), 
indicating the current fully atomistic model is superior. 
Plotting both simulated and experimental reflectivity profiles side by side (figure 
5.37) allows analysis of the trends within the data. It is encouraging to note that 
the trend of increasing reflectivity with surface concentration seen experimentally 
is reproduced by the simulations. This trend is only to be expected, since the 
concentration of deuterium atoms (the only significantly reflecting species in the 
system) increases with surface concentration. 
Plotting the difference in reflectivity between the protonated and deuterated 
species on D 20 (literally RD - RH) can show whether this system is behaving like 
its experimental counterpart. Figure 5.38 shows such a plot, and is in agreement 
with experimental observations suggesting that the protonated PEO chains result 
in a reduced concentration of deuterium atoms in the system, and therefore reduced 
reflectivity. Deuterated PEO has a scattering length density extremely close to that 
of D 20, so the only real difference in reflectivity between this system and pure 
D 20 is the protonated polynorbornene backbone. Once again, the expected trend 
is reproduced by the simulations. The effect of isotopic substitution on reflectivity 
becomes more intense with increasing surface concentration of amphiphile on D 20. 
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Figure 5.37: Experimental and simulated reflectivity profiles for deuterated PEO 
on NRW. Plots are compared over the surface concentration range spanned by the 
simulations. 
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Figure 5.38: Difference in reflectivity between the protonated and deuterated species 
on D 20. 
5.5.3 Radii of Gyration 
Figure 5.36 shows that the one, two, three and four molecule simulations all start 
off with the PEO radius of gyration around 12 A. This is unsurprising since all 
four of these simulations were initiated with virtually identical conformations in 
the polymer molecules. The six and eight molecule simulations have larger radii 
of gyration (15 A) as additional compression (and therefore PEO chain extension) 
was required to force the molecules into a satisfactorily sized simulation box. In 
all cases, Rg,z starts off significantly larger than Rg,x and Rg,y which is only to be 
expected, again due to the initial conformation of the molecule at the beginning of 
the simulation. 
In the case of one molecule at the water surface, Rg,z takes a lower value at the 
end of the simulation than Rg,x and Rg,y, indicating that the polymer has adopted a 
pancake structure (backed up by figure 5.10). A smaller, but still apparent difference 
in these partial radii of gyration is seen in the two molecule simulation. At a surface 
concentration of around 1.05 mg m- 2 (3 molecules), the three partial radii of gyration 
appear roughly equal, indicating a possible transition point between the pancake and 
brush morphologies. All higher concentrations remain within the brush regime at 
the end of the simulation. 
The rate at which the value of Rg,z decays reduces with increasing surface con-
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centration. In the case of the one molecule simulation, the polymer has conclusively 
entered the pancake regime only a short time after 1.0 ns, while the two molecule sys-
tem is still at the brush-pancake transition after 1.5 ns. This reduction in relaxation 
rate is due to the excluded volume interaction between polymer chains. In the one 
molecule simulation, for example, the ten PEO chains can relax more easily without 
hindering one another than the twenty PEO chains in the two molecule simulation. 
The possibility has to be considered, therefore, that even after 3.0 ns of simulation 
time, the polymeric systems are still not necessarily fully relaxed and equilibrated. 
It is unfortunately not possible to test this in the present work due to the extreme 
computational cost that these simulations impose. Each nanosecond of simulation 
time required approximately sixteen days of computer time (two processor parallel 
calculations) on the fastest processors available to this study. 
Calculation of the radius of gyration is not limited to use with the PEO side 
chains; the polynorbornene backbones can also be analysed. It is found that the 
simulations of one, two, three and four molecules in the simulation box all give rise 
to R9 ~ 18.5 A and R9 ,z ~ 1.5-2.0 A. The latter value corresponds well to a polymer 
chain lying flat in the x-y plane (i.e. at the water surface). The larger simulations 
show deviations from these values, with R9 ~ 17.5 A for both simulations. The 
six and eight molecule simulations have larger values of R9 ,z, reflecting the observed 
distortion of the backbone structures as seen in figures 5.29 and 5.33. Results for 
Rg,z (table 5.3) are very consistent across the four smaller simulations. These results 
are in agreement with the experimental thickness of 5 A for the backbone layer. 
With increasing surface concentration, the plots of radius of gyration become 
smoother. This is simply because of the fact that the calculated quantity is being 
averaged over a larger number of chains. 
5. 5.4 Dihedral Angle Analysis 
The qualitative nature of the dihedral angle distributions is in agreement with the 
DME studies, however this system shows a more extreme g / t population difference. 
The 0-C-C-0 dihe~rals favour the gauche conformation in PEO just as in DME, 
only to a much greater degree (~95%g~u~h; in-PEO vs. ~70-80% -gauche in DME). 
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The same applies to the C-0-C-C dihedrals whose trans preference in PEO is much 
greater (~90% trans in PEO vs. ~80% trans in DME). 
There is also a significant difference between the conformations of internal and 
terminal 0-C-C-0 dihedrals. The latter show typically <1% trans population while 
the former have populations closer to 5%. This is quite understandable, since the 
terminal dihedrals are very different in nature to the internal ones. Terminal dihe-
drals, for example, only have a single hydrogen atom sitting on one of the oxygens, 
which will in turn discourage a gauche conformation less in terms of unfavourable 
interactions than a larger group. In addition, the terminal 0-C-C-0 dihedral has a 
higher average oxygen charge than its internal counterparts, and this more highly 
charged system could be more easily stabilised by hydrogen bonding through one or 
more bridging water molecules. No such noticeable difference exists between internal 
and terminal C-0-C-C dihedrals, because the terminal dihedral is not as different 
from its internal neighbours. 
The rate of conformational flipping in the C-0-C-C dihedral is significantly lower 
than that of the 0-C-C-0 dihedral. This can be attributed to the fact that the 0-
C-C-0 dihedrals can flip between the equally favoured g- and g+ states while the 
C-0-C-C dihedral is trapped between these conformations in the singly degenerate 
t conformation. 
In his 2 ns simulation of PEO in water, 56 Tasaki notes that the chain in general, 
and C-C bonds in particular only undergo a very small number of conformational 
flips ( <5). However in the current simulations of the amphiphile/interface system, 
the average 0-C-C-0 dihedral undergoes at least 25 flips (table 5.4) over the course 
of the final 1 ns of simulation. It is therefore reasonable to assume that it is the 
interactions between PEO chains that increase the rate of dihedral flipping. The 
conformational restrictions imposed by the tethering of PEO chains to a stationary 
backbone will also affect the rate of conformational change. Because of the low 
resolution in data collection (one snapshot every 10,000 time-steps), it is very likely 
that the true number of conformational flips is significantly higher, further increasing 
the differences between this system and the isolated PEO chain in water. 
·· · The breakdown-of-the-P-EG-chains into-QME,-like-units does not--indieate any con-
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formational dependence on surface concentration (table 5.5). Once again the results 
for the two molecule simulation are somewhat anomalous, however the remaining 
data are fairly consistent. The same five key conformations from DME dominate 
in PEO, however their ratios are quite different. The restrictions imposed by these 
units being bonded to one another is the most likely reason for the differences from 
free DME molecules. Because of the length of the chain, it becomes more difficult 
for a stabilising 1,5-0 ... H close contact (hydrogen bond) to form, resulting in a drop 
in tgg' population compared to liquid DME. The tgt conformation is enhanced in 
population, possibly due to the fact that water molecules can bridge the two oxygen 
atoms, forming stabilising hydrogen-bonds. 
5.6 Conclusions 
Atomistic simulation of a large amphiphilic molecule at a water-air interface has 
been carried out at a range of surface concentrations. Density profiles generated 
from these simulations for surface concentrations in the range 0.35-1.40 mg m - 2 
show excellent agreement witp experimental studies, indicating that the PEO side 
chains extend further into the bulk water subphase as surface concentration in-
creases. However, simulations at the highest surface concentrations attempted failed 
due to overcrowding of the simulation box. It is expected that better results could be 
obtained from these simulations if the molecules therein underwent a more rigorous 
relaxation procedure (perhaps involving the use of tethers and constrained atoms) 
prior to data-gathering simulations. 
Density profiles have been successfully converted to scattering length density pro-
files, although some correction was required to account for the difference between 
the experimental and simulated density of water, and therefore differing scattering 
length densities. These latter profiles were in turn used to generate simulated neu-
tron reflectivity plots, using the optical matrix method. The reflectivity data from 
simulation show excellent agreement with experiment at lower surface concentra-
tions. Agreement at higher concentrations is significantly better than in a previous 
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Partial and full radius of gyration calculations show an increasing value for the 
z-direction extent of PEO, in agreement with observation and theory regarding the 
pancake-brush transition. Interactions between PEO chains also appear to slow the 
collapse of the artificially imposed brush conformation into a pancake structure. The 
rate of transition reduces as the concentration of PEO chains increases. 
Finally, conformational distributions in the 0-C-C-0 and C-0-C-C dihedrals are 
in qualitative agreement with those in the DME molecule. The gjt ratios in PEO 
are more extreme, however, due to the extended length of the chains. The dominant 
(in population) conformations in DME ( ttt, tgt, ttg, tgg and tgg ') are also domi-
nant in the C-0-C-C-0-C sequences along the PEO sidechains. There is qualitative 
agreement between the experimental D ME and simulated PEO conformational pop-
ulation for these sequences. 
For the first time, a molecular-level picture of the behaviour of these amphiphilic 
systems has been produced using simulation methods. Previously, these systems 
could only be studied experimentally, and their structures could only be deduced 
through the fitting of structural parameters (layer composition and thickness) to 
neutron reflectivity data. It has been shown that it is possible to use molecular 
dynamics simulation to investigate the behaviour of the individual molecules and 
chains themselves. It is hoped that this technique will be used extensively in the 
future, in the study of a wide range of other related systems. 
Chapter 6 
Aqueous Poly( ethylene Oxide) 
Simulations 
6.1 Introduction 
In the previous chapter, an amphiphilic molecule was simulated at a water/air in-
terface. Poly( ethylene oxide) (PEO) is itself an amphiphilic material that can be 
completely dissolved in water as well as a range of hydrophobic solvents. 
Computer simulations have been extensively used to study solutions of PEO in 
a range of solvents including water,56 , 167 benzene57 and toluene. 168 Conformational 
changes as a result of instantaneous switching of solvent have been analysed, 56 as 
have the hydrogen-bonding properties of the aqueous solution. 167 The conformation 
of PEO in the melt and in water has also been looked at experimentally, using 
Raman spectroscopy. 169 
The work in this chapter describes a set of MD simulations that were performed 
on PEO in solution, to give a basis for comparison between tethered (chapter 5) 
and free PEO chains. In addition, four different force fields were employed, to yield 
insight into the applicability of each to aqueous PEO simulation. 
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6.2 Method 
A PEO chain of structure CH3 - ( -0- CH2 - CH2 - )15 - 0- CH.3 was subject 
to a gas phase MD simulation, in order to encourage the initially linear chain to 
collapse into a random coil. Once this random coil was obtained, the PEO chain 
was placed in a box of TIP4P water molecules, and any overlapping water molecules 
were removed to ensure that the starting configuration was not too highly strained. 
This initial system, composed of one PEO chain and 1711 water molecules, was 
subject to a very brief MD run at 0 K, in order to further relax the system and 
remove any remaining high-energy close-contacts. After an energetically acceptable 
configuration had been obtained, it was used as the starting point in four separate 
MD simulations. Each simulation was run under identical conditions, but each used 
a different force field; the four force fields used were standard OPLS-AA, Smith's 
DME/PEO force field 49 with appropriate polymer-water interaction parameters,l35 
the fitted force field used in the amphiphilic polymer simulations (chapter 5), and the 
reverse-engineered force field that gave the best agreement in D ME conformational 
populations between simulation and experiment (chapter 4). 
Each simulation lasted 1, 000, 000 steps of 2 fs, and employed a 7 A charge-
group based cutoff. Due to the significantly smaller size of the system (compared 
to the simulations in chapter 5), a much smaller trajectory dumping interval of 200 
steps was possible. The Np T ensemble (Hoover thermostat and barostat, both with 
time constants of 0.5 ps) was used to allow density fluctuations to take place and 
the SHAKE algorithm was once again employed to maintain bond lengths at each 
force field's respective equilibrium values. As each of the simulations had the same 
starting configuration, brief MD simulations with small time-steps were required to 
allow each system to adjust itself according to its own potential functions. This 
was particularly necessary in the case of Smith's force field, where many of the 
equilibrium bond lengths are different to those in the other three force fields. 
Analysis of the simulation trajectories was performed using many of the same 
criteria as in the study in the previous chapter. Radii of gyration, conformational 
behaviour and density can all be calculated from these simulations. The four force 
- - --
fields used will be referred to as OPLS-AA, Smith, Amphiphile (fitted force field used 
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in previous chapter) and Engineered (reverse engineered force field from chapter 4). 
Analysis is based on the second half of the simulation, giving the system 1 ns of 
equilibration time. 
6.3 Results 
The starting configuration used in all four simulations is shown in figure 6.1. The 
ending configurations can be seen in figures 6.2, 6.3, 6.4 and 6.5. 
Each of the simulated systems has a unique ending configuration, despite all 
sharing a common starting configuration. The simulation trajectories have clearly 
diverged from one another, and resulted in four quite different ending structures; 
this shows that the potential functions used are all sufficiently different from one 
another that the molecules simulated under them all follow different trajectories 
through phase-space. 
Calculation of density has also been carried out. Results can be seen in table 
6.1. 
I Density / g cm - 3 I 
OPLS-AA 0.992 
Smith 0.994 
Amphiphile 0.992 
Engineered 0.991 
Table 6.1: System density calculated for each of the four simulations. 
The radius of gyration has been calculated for each of the simulations. Results are 
presented in figure 6.6, which shows the variation in instantaneous value across the 
whole simulation, as well as the run-average value during the 1 ns of data-gathering 
simulation. 
The conformational populations of all major dihedrals in each of the four simula-
tions has been calculated for the final 1 ns of simulation, and the results are shown 
in table 6.2. The conformational distribution in DME-like sequences throughout 
the PEO chain has also been calculated for each of the simulations (table 6.3). A 
more detailed analysis of the conformational transitions occurring throughout the 
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(a) x axis (b) y axis 
(c) z axis 
Figure 6.1: Starting configuration of simulation, as viewed along the x, y and z axes. 
Black dots represent water molecules. 
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(a) x axis (b) y axis 
(c) z axis 
Figure 6.2: Final configuration of simulation using OPLS-AA force field, as viewed 
along the x, y and z axes. Black dots represent water molecules . 
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(a) x axis (b) y axis 
(c) z axis 
Figure 6.3: Final configuration of simulation using Smith's force field, as viewed 
along the x, y and z axes. Black dots represent water molecules. 
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(a) x axis (b) y axis 
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(c) z axis 
Figure 6.4: Final configuration of simulation using fitted force field (also used in 
amphiphilic polymer simulations), as viewed along the x, y and z axes. Black dots 
represent water molecules. 
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(a) x axis (b) y axis 
(c) z axis 
Figure 6.5: Final configuration of simulation using reverse-engineered force field, as 
viewed along the x, y and z axes. Black dots represent water molecules. 
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(b) run-average values (final 1 ns) 
Figure 6.6: Variation of radius of gyration over the course of the four simulations. 
simulations has been performed, giving insight into which transitions in particular 
are most active (table 6.4). 
6.4 Discussion 
6.4.1 Density and General Observations 
The initial configuration for all simulations involves a very compact PEO random 
coil. Smith's force field results in an ending configuration with a significantly ex-
tended chain. The OPLS-AA and Amphiphile force fields also show some degree of 
uncoiling of the chain, but the PEO chain is still fairly coiled after simulation with 
the Engineered force field 
Since the PEO chain comprises just over 2% of the total mass of the system, it 
is not surprising that it has very little effect on the system density. The simulation 
using Smith's force field produces a marginally more dense system, but with such 
a tiny difference (of the order of 10- 3 g cm - 3), that it is barely worth noting. All 
densities are extremely close to those obtained in chapter 3 for pure TIP4P water, 
and also the experimental value of 0.997 g cm - 3 for pure water. 
6.4.2 Radii of Gyration 
Figure 6.6 suggests that the molecules simulated under the OPLS-AA and Smith 
force fields are significantly more flexible than those under the other two potential 
6.4. Discussion 1 48 
I 0-C-C-0 11 % 11 Flips I 
I 11 g - I t I g+ 11 I 
Internal ( 0) 48.77 2.16 49.07 10 
Terminal ( 0) 35.74 6.38 57.88 15 
Internal (S) 57.24 5.48 37.28 24 
Terminal (S) 55.80 5.00 39.20 24 
Internal (A) 54.04 2.14 43.82 5 
Terminal (A) 26.00 2.18 71.82 6 
Internal (E) 38.46 38.46 23.08 0 
Terminal (E) 0.00 100.00 0.00 0 
I C-0-C-C 11 % 11 Flips I 
I 11 g 
-
I t I g+ 11 I 
Internal ( 0) 6.24 89.46 4.30 35 
Terminal ( 0) 6.18 90.08 3.74 47 
Internal (S) 8.13 88.28 3.59 60 
Terminal (S) 5.34 90.78 3.88 99 
Internal (A) 7.63 89.56 2.81 92 
Terminal (A) 4.28 89.98 5.74 168 
Internal (E) 7.85 88.58 3.57 1 
Terminal (E) 5.90 75.18 18.92 1 
Table 6.2: Conformational distributions for each PEO simulation, calculated fr om 
a in 
rce 
nts 
m-
the final 1 ns of simulation. Terminal indicates the last such dihedrals in the eh 
(both ends) while internal is the average of all other dihedrals in the chain. Fo 
fields are O(PLS-AA), S(mith), A(mphiphile) and E(ngineered). Flips represe 
the average number of conformational transitions per dihedral type during the si 
ulation, rounded up to the nearest integer. 
I Terminal I ttt I tgt I ttg I tgg 
OPLS-AA 3.44 80.10 2.86 9.76 
Smith 3.34 76.94 1.62 12.66 
Amphiphile 1.66 82.26 0.42 10.42 
Engineered 75.18 0.00 22.38 0.00 
I Internal I ttt I tgt I ttg I tgg 
OPLS-AA 1.80 79.25 0.27 14.12 
Smith 3.83 74.89 1.41 13.24 
Amphiphile 1.80 78.12 0.34 11.74 
Engineered 38.46 37.31 0.00 8.84 
I 
I tgg' I ggg I ggg' I gg'g I gtg I gt g' I 
8 
0 
8 
0 
2.08 
3.54 
4.20 
0.00 
tgg' 
2.08 
4.58 
6.69 
15.38 
0.84 0.84 0.00 0.00 0.0 
0.84 0.98 0.04 0.04 0.0 
0.52 0.34 0.08 0.02 0.0 
0.00 0.00 0.00 2.44 0.0 
I ggg I ggg' I gg'g I gtg I gt g' I 
3 
8 
0 
0 
2.18 0.18 0.03 0.05 0.0 
1.19 0.58 0.03 0.06 0.1 
0.69 0.47 0.15 0.00 0.0 
0.00 0.00 0.00 0.00 0.0 
Table 6._3: Conforrr1<ttional distribution (%) in the sequences of internal and termi nal 
DME-like units in the PEO chain during the final 1 ns of simulation. 
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0-C-C-0 I g+ +--+ g- I t +--+ g± I Total J 
Internal ( 0) 124 13 137 
Terminal ( 0) 25 4 29 
Internal (S) 0 306 306 
Terminal ( S) 0 48 48 
Internal (A) 0 62 62 
Terminal (A) 0 12 12 
I Internal (E) 0 0 0 
Terminal (E) 0 0 0 
C-0-C-C I q+ +--+ g- I t +--+ g± I Total I 
Internal ( 0) 0 959 959 
Terminal ( 0) 0 93 93 
Internal (S) 0 1653 1653 
Terminal (S) 0 198 198 
Internal (A) 1 2570 2570 
Terminal (A) 0 335 335 
I Internal (E) I 0 5 5 
0 2 2 
Table 6.4: Breakdown of conformational transitions for the four simulations ( dur-
ing the final 1 ns simulation time). Transitions shown as totals, summed over all 
dihedrals of a particular type. 
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functions. The Amphiphile force field simulation first exhibits significant flexibility 
after 0.9 ns, and the engineered force field simulation barely shows any variation 
in R9 at all. The simulations of amphiphilic molecules performed in the previous 
chapter yielded values mainly in the range 7.5-9.0 A for R9 . Given that the PEO 
grafts in the amphiphilic molecules are of comparable length to the current PEO 
chains, the R9 values for the OPLS-AA and Smith force field simulations agree well 
with the values calculated for the side-chains in the previous chapter. By around 
1.0 ns, a steady increase in R9 for the Amphiphile force field is apparent. The 
instantaneous values of R9 are in excess of 8.0 A towards the end of the simulation, 
again in good agreement with the amphiphilic polymer simulations. There appears 
to be very little change in the value for the Engineered force field, like the Amphiphile 
force field, until roughly half way through the simulation. Longer simulations are 
required in order to test for any long-term variations in the latter two force fields, 
and also to provide better convergence in the OPLS-AA and Smith simulations 
which seem to be competing with one another for the highest R9 value. 
6.4.3 Dihedral Angle Analysis 
There appears to be much less difference between terminal and internal 0-C-C-0 
dihedral angles than in the amphiphilic polymer simulations (except in the case of 
the Engineered force field). In those previous simulations, the terminal 0-C-C-0 
dihedral was significantly different to its internal counterpart, however in the current 
simulations, this does not seem to be the case. This can be explained once again 
by the unique nature of the terminal dihedrals in the PEO side chains which end 
in a hydroxyl group. Generally, there is good agreement between the 0-C-C-0 and 
C-0-C-C dihedral populations in the simulations of PNB-g-PEO (chapter 5) and 
the current simulations with the OPLS-AA, Smith and Amphiphile force fields. 
The rate of dihedral angle flipping shows some interesting variation between the 
different simulations. In the PNB-g-PEO simulations, the 0-C-C-0 dihedral un-
derwent more conformational transitions (~25) than the C-0-C-C dihedrals (~10 
transitions). In the current simulations, the situation has reversed, and now the 
C-0-C-C dihedrals have significantly increased their number of transitions while the 
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flips in 0-C-C-0 dihedrals have reduced in number. This is unusual because the 
earlier simulations were run with a much greater trajectory-dumping interval, but 
the data-gathering period of 1 ns is the same length as in the current simulations. 
It is reasonable to assume that this effect is not arising due to the differing rates of 
trajectory-dumping specified in the two simulated systems, since dihedral conforma-
tion flips are expected to occur randomly but with an even distribution throughout 
time. Therefore it seems that tethering of the PEO chains, as well as interactions 
between separate chains have a significant effect on the behaviour of the internal 
dihedral angles. 
In the PNB-g-PEO simulations, there appeared to be no significant difference in 
the number of transitions between terminal and internal dihedrals. In the aqueous 
PEO simulations, however, all four force fields show more frequent flipping by ter-
minal dihedrals of the C-0-C-C type than internal ones. This would be expected, 
since the flipping of an internal dihedral potentially involves dragging a long chain of 
atoms through a dense solvent, whereas terminal C-0-C-C dihedrals have only three 
hydrogen atoms associated with them. There is no significant difference between the 
flipping rates of internal and terminal 0-C-C-0 dihedrals. 
A more detailed analysis of these transitions (table 6.4) reveals further interesting 
information. The OPLS-AA force field appears to be unique in that g+ B g-
transitions (that is, those across the cis barrier) for the 0-C-C-0 dihedral are far 
more frequent than t B g± transitions. This can be attributed to the fact that the 
g+ B g- barrier is smaller in OPLS-AA (at 5.12 kcal mol -1, based upon the energy 
of the tct conformation of DME) than in the other force fields (7.98 kcal mol-l in 
Smith, 9.31 kcal mol -J in Amphiphile and 9.21 kcal mol-l in Engineered). The ab 
initio energy value for this barrier was around 9 kcal mol-1 (chapter 4). Similarly, 
Smith's force field has the lowest t B g± barrier in 0-C-C-0 (1.93 kcal mol- 1), 
resulting in more transitions across this barrier than in the other force fields. C-O-
C-C dihedrals seem to follow the same pattern, with more t B g± flips occurring in 
force fields with lower barriers. The g+ B g- barrier in C-0-C-C for each of the 
four force fields is of roughly the same energy (around 7-8 kcal mol -l). 
Although the number of transitions in the 0-C-C-0 dihedrals is lower here than 
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in the amphiphile simulations (again, except the Smith simulation), they are still 
more frequent than those reported by Tasaki.56 However Tasaki used a modified 
version of Smith's force field, and in a separate study showed that the rate of dihedral 
flipping is dependent on the interactions between solvent and solute. 57 
The conformational distribution in the DME-like units along the PEO chain 
(table 6.3) is in good agreement with that of the PEO grafts in the previous chapter. 
There are some slight differences, such as a heightened ttg population here compared 
to the previous study, but these are only small differences, and are possibly due to 
the low temporal resolution in the recorded trajectories of the amphiphilic molecules. 
The high tgt population is in good agreement with the observations of Smith135 who 
suggests that this is due to the "compatibility of the DME tgt geometry with the 
structure of liquid water." In other words, the tgt conformation has a large dipole 
moment, and can therefore be stabilised by water molecules through solvation. 
An experimental study using Raman spectroscopy aimed to determine the effect 
of hydration on conformational population in DME. This analysis131 indicates that 
as concentration decreases, the tgt and tgg conformations increase in population 
while the ttt and tgg' conformations become less populated. The ttg conformation 
remains at a steady population. Results from the current simulations (excluding 
the Engineered force field) are in good agreement with these observations for all 
conformations except ttg, which reduces in population slightly from pure DME to 
aqueous PEO simulation. Another Raman spectroscopic experimental study, focus-
ing on PEO solutions and melts169 indicates that the former is dominated by the tgt 
conformation while the tgg' sequence makes up the majority of the latter, again in 
agreement with the current results, and those from chapter 5 where the PEO chains 
can be considered more concentrated. 
6.5 Conclusions 
Simulations of a PEO chain in aqueous solution have been performed using four 
different force fields. Densities calculated for all four simulations are very close to 
that of pure water. 
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Measurements of the radius of gyration for the various force fields indicate that 
the simulations have not reached convergence in this property. This is particularly 
apparent with the Smith force field, where a sharp increase in the running average 
R9 occurs in the final 0.1 ns of simulation time. Longer simulations are required 
to determine whether there is any difference in the true (converged) value of Rq, 
particularly between the OPLS-AA and Smith force fields which use different PEG-
water interaction parameters. The large difference between the final averaged values 
for these two force fields suggests that there may be a significant difference (figure 
6.6) in the converged values. 
Conformational properties agree well with other experimental and computational 
studies, which predict that the tgt conformational sequence is the most common in 
dilute solution. There is surprisingly little difference in conformational distributions 
under the OPLS-AA, Smith and Amphiphile force fields, and all show very similar 
g jt population ratios for the 0-C-C-0 and C-0-C-C dihedrals. Differences in rota-
tional energy barrier heights have affected the rates of the various conformational 
transitions in the different force fields. The agreement between the force fields (ex-
cluding Engineered) in conformational populations is particularly interesting as it 
occurs in spite a wide range of transition rates for the two dihedrals, and a difference 
in the relative rates of the two types of transition for the OPLS-AA force field in 
the 0-C-C-0 dihedral in particular. 
Comparisons between these simulations and those presented in the previous chap-
ter show good agreement in conformational distribution in the g jt ratios for the two 
dihedral types. DME-like sequences along the PEO chains are also in good agree-
ment between both sets of simulation, for most of the key conformations. In general, 
the rate of dihedral flipping is lower for 0-C-C-0 and higher for C-0-C-C in the 
PEO solutions than in the amphiphile simulations (chapter 5). This could be due to 
the difference in concentration of PEO chains; in the amphiphile simulations there 
are several PEO chains in close proximity, whereas in the current simulations there 
is only a single molecule. Also the conformational restrictions imposed by tethering 
the PEO chains to the water interface via the polynorbornene backbone will have 
an effect on the structural behaviour of the PEO. 
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The only disappointment was that the Engineered force field did not perform as 
well as was hoped in the simulation of PEO in solution. This was most likely due to 
heightening oft B g± barriers which were not part of the original fitting/reverse-
engineering procedure. 
Chapter 7 
Summary and Outlook 
7.1 Summary 
This thesis describes the various stages involved in preparing for, and performing 
molecular dynamics simulations on amphiphilic polymer molecules at a water I air 
interface. 
The first stage involved in this study was the assessment of some common water 
models in simulation, to test for reproducibility in physical properties of water, and 
computational expense. Various equilibrated water systems were set up in this stage, 
including bulk water for use in simulations of solutions, and a water I air interface for 
use with amphiphilic polymer molecules. It was found that the TIP4P water model 
was the most appropriate as it reproduces the physical properties of water better 
than SPCIE, but is less computationally expensive than TIP5P. 
High-level ab initio optimisations and energy evaluation calculations were per-
formed on 1 ,2-dimethoxyethane, a model molecule for poly( ethylene oxide), in the 
next stage of the project. It was found that even with the highest levels of theory 
and largest basis sets accessible with the available hardware, suitable convergence 
in conformational energies was not found. However, fitting torsion parameters to 
this data (all other parameters and functional forms from the OPLS-AA force field) 
resulted in a new force field (Amphiphile force field) with a slight improvement in 
conformational populations with respect to those determined experimentally. Fur-
ther investigation and reverse-engineering of the force field yielded another set of 
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torsional parameters (Engineered force field) which gave much better agreement in 
conformational populations between simulation and experiment for liquid DME. 
Simulations were then performed on an amphiphilic polymer at the water/ air 
interface, spanning a range of surface concentrations, using the Amphiphile force 
field. Neutron reflectivity profiles generated from these simulations showed excel-
lent agreement with experiment, particularly at low surface concentrations. With 
increasing surface concentration, it was found that the PEO chains undergo a tran-
sition from the pancake regime to a brush structure, again in agreement with results 
from previous experiments. The conformational populations of the two main-chain 
dihedral types in the PEO side chains were found to be in good agreement with those 
of free PEO in solution from previous simulations. However the rate of conforma-
tional transitions was somewhat higher than expected, indicating that the tethering 
of the chains to the molecular backbones at the water surface, and the increased 
concentration in PEO affect the conformational behaviour. 
The final stage was the simulation of PEO solutions, using four different force 
fields. It was found that although the Engineered force field performs very well 
in reproducing the conformational populations of DME in the bulk liquid, it is 
not so good for the simulation of PEO in solution. The Smith, OPLS-AA and 
Amphiphile force fields all showed excellent agreement with one another in terms of 
conformational populations, indicating that the subtle differences in conformational 
energies between them may not be as important as previously suspected for PEO in 
solution. This agreement was observed in spite of radically different conformational 
transition rates between the force fields. The Engineered force field did not allow the 
0-C-C-0 and C-0-C-C dihedrals to undergo sufficient conformational transitions to 
produce meaningful averages. However with a significantly longer simulation, it 
is possible that this force field will produce conformational averages in agreement 
with the other studies. The wide variation in conformational transition rates was 
attributed to the differences in rotational barrier heights between the four force 
fields, with the Engineered force field showing the highest barriers (and therefore 
the lowest transition rates). 
Fur the first time, detailed atomistic simulations have been performed on an 
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amphiphilic polymer molecule sitting at a water-air interface. These simulations 
provide invaluable insight into exactly what the molecules are doing, and how they 
are behaving. Previous experiments have only been able to observe secondary effects, 
such as neutron reflectivity, and workers have had to fit this reflectivity data to 
structural models. In these simulations, however, the molecules themselves can be 
observed directly, and various data such as dihedral angle distributions and rates of 
relaxation can be extracted. 
7.2 Outlook 
Available computer time placed some restrictions on what was possible in this work. 
The simulations of the amphiphiles at the water interface were found to converge 
more slowly (with respect to the radius of gyration) as surface concentration in-
creased. These systems would therefore benefit from longer simulation times to 
ensure that equilibrium has been reached. In addition, the simulations at highest 
surface concentrations failed to produce adequate results clue to a bad starting con-
figuration. More time invested in setting up these systems may allow these more 
crowded simulations to be performed correctly. Also, by setting up individual water 
interfaces of varying dimensions, it is possible to tailor a simulation specifically to 
any experimentally studied surface concentration, making comparisons more conve-
nient. 
Other related systems can also be studied using simulation methods. For ex-
ample, experimental studies have been performed on a graft copolymer at the PEO 
solution/ air interfaceY0 Experiments have been performed also on a variant of the 
molecule studied in the current work, with hydrophobic groups capping the PEO 
side chains. 171 Differences in the behaviour of the two systems could be studied 
using free energy perturbation calculations, for example. 
The behaviour of a methacrylate/PEG copolymer at the water/air interface has 
been looked at previously,172 as has the structure of an amphiphilic diblock copoly-
mer.173 Applicability and success of simulation methods in these systems can be 
assesRecl by comparing simulation results to those ohtainecl experimentally. 
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As more computer time becomes available, the detail in which one can study 
these systems will increase significantly. Further development in force fields may 
produce an energy function capable of reproducing the conformational populations 
and behaviour of both DME and PEO, in the gas, liquid and solution phases. Fi-
nally, continued development in computer power should allow simulation times to 
be lengthened in the near future. Faster simulations will facilitate comparison with 
experiment for those systems where equilibration times are currently too long to 
allow good data to be obtained. 
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Appendix A 
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Liquid Crystal Colloids 
Sheffield Hallam University, UK, 24th April, 2002 
CCP5 Summer School on Molecular Simulation 
King's College London, UI<, 8th-16th July, 2002 
CCP5 Annual Conference: Advances in Simulations of Molecules and 
Materials 
Du·rham University, UI<, 9th-12th September, 2002 
New Challenges in Computational Chemistry 
Imperial College, London, UI<, 11th April, 2003 
Young Materials Modellers Forum 
Daresbury Laborator·y, UK, 15th May, 2003 
International School of Liquid Crystals lOth Workshop: Computational 
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A.2. Courses 
Methods for Polymers and Liquid Crystalline Polymers 
Erice, Sicily, Italy, 16th-22nd July, 2003 
A.2 Courses 
FORTRAN Programming 
Information Technology Service, University of Durham 
Diffraction and Scattering Methods 
Department of Chemistry, University of Durham 
Practical Spectroscopy 
Department of Chemistry, University of Durham 
A.3 Seminars 
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Recent Developments m Organic LED Technology: Organolanthanide 
Phosphors 
Dr. V. Christou, 11th October, 2000 
Science, Art and Drug Discovery: a Personal Perspective 
Dr. S. F. Campbell, 25th October, 2000 
Label-Free Detection of Interfacial Chemistry in Scanning Microprobe 
and Biosensor Formats 
Prof. M. Thompson, 1st November, 2000 
Cosmic: a Universal, DNA-Based Language for Communicating with 
Aliens and Other Intelligent Lifeforms 
Dr. J. P. L. Cox, 8th November, 2000 
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Synthesis of Novel Dendrimers and Hyperbranched Polymers 
Dr. W. Hayes, 22nd November, 2000 
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Dual Activation Approaches to Electroanalysis: Ultrasound, Microwaves 
and Laser Activation 
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ied by NMR Methods 
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Modelling Meso- and Molecular Scale Interactions in Polymeric Systems 
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Escapades with Arenes and Transition Metals: from Laser Spectroscopy 
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Conjugated Rigid-Rods as Multifunctional Materials: Applications in 
Photonlics and Molecular and Nanoscale Electronics 
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Towards Accurate ab Initio Electronic Structure for Large Molecules 
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Supermolecular Liquid Crystals, Multipodes and Dendrimers 
Prof. J. Goodby, 14th November, 2001 
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Laser Probing the Gas Phase Chemistry Involved in Diamond Chemi-
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Prof. M. Ashfold, 6th March, 2002 
Simple and Complex Fluids Under Extreme Confinement 
Prof. J. Klein, 20th March, 2002 
Covalent Effects in "Ionic" Systems 
Dr. P. Madden, 8th May, 2002 
Introducing Soft Nanotechnology 
Prof. A. Ryan, 19th February, 2003 
Exchange and Correlation in Atoms and Molecules 
Prof. N. C. Handy, 20th March, 2003 
