Abstract. We present a complete formulation of the 2D and 3D crystallographic space groups in the conformal geometric algebra of Euclidean space. This enables a simple new representation of translational and orthogonal symmetries in a multiplicative group of versors. The generators of each group are constructed directly from a basis of lattice vectors that define its crystal class. A new system of space group symbols enables one to unambiguously write down all generators of a given space group directly from its symbol.
Introduction
Symmetry groups are powerful tools for describing structure in physical systems. For a given system, a symmetry is defined mathematically as an invertible mapping of the system onto itself that leaves some property invariant. This article is concerned with the symmetries of molecular configurations, for which the invariants are Euclidean distances between constituent atoms. For molecules of finite extension, the symmetry groups are composed of reflections and rotations with a common fixed point, so they are called point groups. Large molecules extended to an infinite periodic lattice have translation symmetries as well. The symmetry groups of such ideal crystals are called (crystallographic) space groups. It happens that point symmetries combine with translations in subtle ways to form exactly 17 different 2D space groups and 230 different 3D space groups. This article introduces a new algebraic representation for the space groups, including, for the first time, a complete presentation of the generators for each group in a single table. By "presentation" we mean an explicit representation of group elements. We also introduce a compact new system of space group symbols that enables one to write down the generators for each group directly from the group symbol.
Standard treatments of the space groups are based on the usual representation of points in Euclidean 3-space E 3 by vectors in a real vector space R 3 . They begin with the general theorem that every displacement or symmetry S of a rigid body can be given the mathematical form S : x −→ x = Rx + a,
where x and x designate points, R is an orthogonal transformation with the origin as a fixed point, and the vector a designates a translation. Orthogonal transformations are represented by matrices and composed multiplicatively while translations are composed additively. This representation has a number of drawbacks: it is inhomogeneous in the sense that it singles out the origin for special treatment, it intertwines the representation of points and symmetries, and it obscures the relation of translations to point symmetries.
It has been demonstrated recently that all these drawbacks can be eliminated in Geometric Algebra (GA) by replacing the standard vector space model of E 3 with a homogeneous conformal model [1] . The new insights led immediately to a new representation for the space groups within "conformal" GA [2] . The present article reviews and completes that work. Although essential features of GA are summarized herein, more extensive background in GA will be helpful to the reader. See [3] for a quick introduction or [4] for a comprehensive treatment. For further analysis of reflection groups that is easily related to the present approach see [5, 6, 7] . As developed here, the space groups are discrete subgroups of the Euclidean conformal group. For treatment of the full conformal group with conformal GA see [8] . Conformal GA has a wide range of applications to physics, engineering and computer science under active investigation. [9, 10] 
Geometric Algebra
Here we summarize basic features and results of GA needed to characterize the space groups. Supporting proofs and calculations are given in the references.
We begin with the usual notion of a real vector space R (r,s) of dimension r + s, including vector addition, scalar multiplication, and a scalar-valued inner product with signature (r, s). By introducing the geometric product of vectors we generate the geometric algebra R (r,s) = G(R (r,s) ). Thus there are many kinds of GA distinguished by dimension and signature. Two signatures are of special interest for modeling the physical space groups: Euclidean signature (r, 0) and Lorentz signature (r, 1). The latter is familiar for modeling spacetime in the Theory of Relativity, so its use for modeling space groups may come as an amusing if not enlightening surprise. The common features of both cases are elucidated in the general treatment for arbitrary signature in this section.
As in any algebra, the geometric product ab is associative and distributive. However, it is not commutative, and it is related to the usual scalar-valued inner product a · b by
It follows that a 2 = a · a is scalar-valued, so this defines a scalar magnitude |a| for the vector a. There are three cases: the signature of a is said to be positive if a 2 = |a| 2 , negative if a 2 = −|a| 2 , or null if a 2 = |a| 2 = 0. Taking the geometric product as fundamental, we can regard (2) as a definition of the inner product. Similarly, we can define an outer product by
The two definitions combine to give us the fundamental equation
Unlike inner and outer products alone, for non-null vectors the geometric product admits a multiplicative inverse given by
where the sign is the vector's signature. Generic elements in GA are called multivectors. By multiplying vectors a 1 , a 2 , . . . , a k we generate a multivector
This multivector is said to have even or odd parity given by the sign of (−1) k . By reversing the order of multiplication we get a different multivector
This operation, called reversion, is analogous to hermitian conjugation in matrix algebra. We use it to define a magnitude |A| by
where the sign is determined by the signature of the vectors. We can generalize the definition of outer product (3) by antisymmetrizing the product of k vectors and denoting the result by
This quantity is called a k-vector, and the notation on the left expresses it as the k-vector part of multivector A. As the notation indicates the outer product is associative, and by definition it is antisymmetric under interchange of any two vectors. It follows that the outer product vanishes if and only if the k vectors are linearly dependent, so the outer product is ideal for expressing linear independence. If none of the vectors in (6) is null, the multivector A is called a versor, and it has a multiplicative inverse
where the sign depends on signature. It follows that any given set of versors generates a multiplicative group, where the group product of versors A and B is simply the geometric product producing a new versor C = AB.
Moreover, the versors with even parity form a subgroup. Now we are equipped to formulate the fundamental theorem from which all our results flow. We think it is one of the most important theorems in all of mathematics, as central to linear algebra as the Pythagorean theorem is to elementary geometry. It is little known and used outside GA, because it takes GA to reveal its simplicity and power. It does not even have a standard name; let us call it the Versor Theorem to emphasize the fundamental role of versors.
Recall that an orthogonal transformation on the vector space R (r,s) is defined as a linear transformation that leaves the inner product invariant. Accordingly, we state the Versor Theorem: Every orthogonal transformation A can be expressed in the canonical form where A is a versor and the sign is its parity. In other words, every versor A determines a unique orthogonal operator A given by (12) . Conversely, it is obvious that A determines A up to an arbitrary sign and scale factor. Hence, the unit versorÂ = A|A| −1 is a doublevalued representation of A. Though magnitude is irrelevant to versor representation of orthogonal transformations, it is often convenient to work with unnormalized versors, as we shall see, when representing space groups. The orthogonal transformations on R (r,s) compose the orthogonal group O(r,s), where the group product is defined by the composition of linear operators. From (12) we see that composition of operators A and B gives us the new operator
where versor C is given by the geometric product C = AB. (r,s) . In Section 4 we will see how all the 3D space groups can be represented as discrete versor subgroups of Pin(3+1,1).
The simplest kind of versor is a single vector, and the linear transformation that it generates is called a reflection. The reflection generated by vector a has the form
where x = x · aa −1 is the component of x along a and x ⊥ = x ∧ aa −1 is the component of x orthogonal to a, as illustrated in Fig. 1 . Every vector a is normal to a hyperplane through the origin determined by the equation x · a = 0, a straightforward generalization of the familiar equation for a plane in 3D. For this reason, the reflection (14) is more precisely described as reflection in a hyperplane with normal a. Indeed, we can regard every vector a by itself as the versor representation of a reflection without further reference to the hyperplane it determines. Successive reflections are then represented by simply multiplying vectors. From our discussion above, it is obvious that every orthogonal transformation can be generated and represented in this way. Next we turn to practical applications of this result.
Point Groups with the Vector Space Model of E 3
With the apparatus of GA well in hand, we now return to the vector space model of E 3 , which represents Euclidean points by vectors in R 3 = R (3, 0) . We signify those vectors with boldface letters to distinguish them from the alternative representation by vectors in the conformal model introduced in the next section. As explained elsewhere [3] , the geometric algebra R 3 = R (3,0) is isomorphic to the familiar Pauli algebra used in quantum mechanics, although its representation by matrices is irrelevant to physical applications, as demonstrated once again in the following.
As we learned in the preceding section, the algebra R 3 enables us to write the orthogonal transformation in (1) in the form
where versor R is an element of Pin(3) = Pin(3,0). If R is even, it belongs to Spin(3) = Spin(3,0), which is equivalent to the usual spin group in nonrelativistic quantum mechanics. We are interested here only in discrete subgroups that represent symmetries of molecular point groups. Since that subject has been thoroughly covered in [2] , we simply state the results we need.
As each point group is uniquely determined by a set of generating versors, we can restrict our attention to the corresponding versor group, which we refer to as a versor point group.
In 3D every such group can be constructed from a set of three distinct vectors, say a, b, c. As described by (15) , each vector generates a reflection in a plane, often called a mirror reflection in the crystallographic literature.
The product ab of two vectors generates a rotation
through twice the angle between a and b, as shown in Fig. 2 . Therefore, the versor (ab) p generates a rotation through p times that angle. This versor generates a finite rotation Note that the rotation is through twice the angle between a and b. group if there is a smallest integer p for which
where . = means equality modulo a scale factor, which is equivalent to normalizing the versors to unity. This constraint tells us that the angle between a and b is 180 • p . Obviously, the versor group is extended to include reflections simply by adopting the vectors a and b as generators.
The possible values of integer p are limited by requiring that the generators are lattice vectors. This determines the 10 possible 2D point groups listed in Table 1 , where the value of p serves as a geometric symbol for the point group generated by reflections and the overbar symbolp designates its rotation subgroup. The symbol p = 1 designates the case when there is only one vector generator.
The 3D point groups are determined by the following constraints on the generating vectors (see [2] for a complete justification):
One of the rotation angles is restricted to 90 • because the three rotation generators are related by
Consequently, each point group is determined by values for the two integers p and q and can be designated by the geometric symbol pq with overbars indicating any restrictions to rotation subgroups. The 32 distinct possibilities are listed in Table 2 along with the international symbols for the crystallographic point groups. A summary of how to read off the point group generators from the geometric symbol is given in Table 3 .
{A reviewer pointed out that the group notation in Tables 1 and 2 is isomorphic to Coxeter's notation in Table 2 Table 2 . The 32 three-dimensional point groups and the crystal systems to which they belong.
Listed are both the international and geometric symbols for the groups.
[
The notations were created independently. No doubt their striking similarity is due to building the groups out of reflections, in contrast to other approaches that start with rotations and add reflections afterwards. Note, however, that our notation refers to versor generators, whereas, Coxeter's notation refers to the orthogonal transformations they generate.}
The Euclidean Group in Conformal GA
In the conformal model for Euclidean geometry the points of E 3 are identified with null vectors in R (4,1) and its geometric algebra R (4, 1) . Hence each point x satisfies
One null vector e is singled out as the point at infinity so that finite Euclidean points lie in the hyperplane
These two constraints define a 3D paraboloid in a 5D vector space. The remarkable fact is that this surface has a natural Euclidean structure.
ab, c pq a, bc pq ab, bc pq abc Table 3 . Geometric point group symbols and their generators. The angles between the generating vectors are related to p and q as described in the text.
The oriented line segment connecting points x and y is represented by the trivector x ∧ y ∧ e, and its length, equal to the Euclidean distance between the points, is given by
Thus, Euclidean distance is given directly by the inner product between points, which has been made possible by the representation of points as null vectors. The conformal model is most directly related to the vector space model by designating one point e 0 as the origin and representing the other points by
which, with bivector E = e 0 ∧ e held fixed, defines a mapping into 3D vectors. Equation (23) can be inverted to yield
It follows that (x − y) 2 = (x − y) 2 , so the measure of Euclidean distance between points is the same in both models. That established, we can confidently treat Euclidean geometry in the conformal model without further reference to the vector model. And we are well justified in referring to the algebra R (4,1) as conformal GA. Every vector in conformal GA represents a significant geometric object, though only null vectors represent Euclidean points. In particular, modulo an arbitrary scale factor, each vector a orthogonal to the point at infinity represents a unique (oriented) plane in E 3 . The sign of a specifies orientation, which we often ignore. The equation for the a-plane has the familiar form
In the vector space model an equation of this form holds only for planes through the origin. Remarkably, however, it applies to every plane in the conformal model. To see how that works, suppose that 2a is the displacement vector between two points p and q defined by 2a = p − q. Then 2e · a = e · p − e · q = 0, as required for a plane. And, according to (22), 2x · a = x · p − x · q = 0 tells us that all points on the plane are equidistant from p and q.
Thus, we can regard a as the displacement from the plane to the point p or from the point q to the plane. To emphasize the fact that this displacement is along a line normal to the plane, we could call it a normal displacement. Actually, as is evident in the next paragraph, the displacement is not from a plane to a point but to a parallel plane through that point. Let us refer to a as the normal of the a-plane, but take note that, unlike the usual notion of "normal," it specifies the location of the plane as well as its direction and orientation. Indeed, we can regard a as a complete algebraic representation of the plane, as it determines all properties of the plane uniquely. We can also regard it as a versor representation of reflection in the plane, as specified by eqn. (14) . The transformation group generated by all such normal reflections is the Euclidean group E(3). Conversely, every operator in E(3) has a simple versor representation as a product of normals. The great advantage of this representation is that both translations and rotations are represented by versor products.
It is well known that every rotation can be expressed as a product of reflections in two planes intersecting along the rotation axis, and every translation can be expressed as a product of reflections in two parallel planes separated by half the length of the translation (see Chaps. 2,3 & 7 of [6] ). Conformal GA makes it possible to express these simple geometric facts as simple geometric products of the plane normals. In the conformal model the versor representation of a rotation as a product ab is essentially the same as in the vector space model described in the previous section, except that the reflection planes were tied to the origin there. The versor representation of translations is a bit different.
If m and n are unit normals for parallel planes, we can define a vector a by ae = 2m ∧ n so the translation versor can be put in the form
A little algebra shows that this versor generates the translation
where the last term is a scaling at infinity insuring that translated points remain null. [11] That term is eliminated in x ∧ e = x ∧ e + a ∧ e. "Wedging" this with an arbitrary point e 0 chosen for an origin and using (23), we demonstrate equivalence to the usual equation for a translation in the vector space model
Now compare the translation vector in eqn. (27) with the displacement vector determining the bisecting plane defined by eqn. (25). They differ only in their components at infinity; therefore they project to the same 3-space vector a as in eqn. (28), and their depictions in spatial figures will be the same. Their difference actually has geometric significance, but that is not relevant to our present concerns. The most important point here is that the translation versors form a multiplicative group with composition law T a T b = T a+b and inverse T −1 a = T −a , so n-fold powers can be expressed by T n a = T na . Thus, we see how the additive group of displacements is mapped into a multiplicative group of versors. Now we have all the mathematics we need for a conformal treatment of the space groups. But first, let's place it in a more general context. The adjective "conformal" comes from the established term conformal mapping for angle-preserving mappings on Euclidean space. The group of such mappings on the vector space R (r,s) is called the conformal group C(r,s). It has been known for a long time that this group is isomorphic to the orthogonal group O(r+1,s+1), but the practical significance of this fact has been recognized only recently [1] . In the conformal model for E 3 the conformal group is equivalent to O(4,1). We are interested here only in the Euclidean group E(3), which is the subgroup of O(4,1) that leaves the point at infinity invariant. The versor representation of E(3) does not have a name, but it is so important that it deserves one, so let's call it the Euclidean Pin group E-Pin(3). The versor space groups are all discrete subgroups of this group. Our next task is to construct them.
Space Groups in Conformal GA
Construction of the space groups begins with a few basics facts about crystal lattices that are established in the many good books on crystallography [13, 14, 15] . In the conformal model, lattice points are represented by null vectors and lattice vectors relating neighboring points are depicted in Fig. 3 . Since each lattice vector is the normal for a plane through the lattice point, it is defined algebraically as half the vector difference between nearest neighbor points on each side of the plane. Therefore the set of all lattice vectors at a lattice point represents a set of planes intersecting at that point. The translation symmetries of every 3D lattice are determined by a set of three lattice vectors a, b, c defining a unit cell. They determine a set of primitive translations generated by the versors T ±a , T ±b , T ±c , as explained in the preceding section. There is some arbitrariness in choosing the unit cell for a given lattice. We take advantage of that by choosing lattice vectors that also generate point symmetries of the lattice. We call these vectors symmetry vectors, as in suitable combinations they generate all the symmetries of the lattice. From the three symmetry vectors for each crystal we construct a minimal set of symmetry versors that generates the entire space group for the crystal. We have already discussed versors generating reflections, rotations, and translations. These can be combined to get new symmetry versors that generate glide reflections and screw displacements, as illustrated in Fig. 4 . In this section we present a complete catalog of symmetry versors for all the space groups. Standard symbols for the space groups [12, 15] do not take advantage of the important fact that each space group can be constructed from three symmetry vectors. For that reason we propose new symbols that enable one to write down generating versors for the groups directly. We have already introduced suitable symbols for the crystallographic point groups in Table 3 . For the space groups we need to extend those symbols to describe how the point groups combine with translations. We aim to conform to the international symbol system [12, 15] as closely as possible. Accordingly, we adopt the standard classification of crystal lattices known as Bravais lattices, along with their subdivision into crystal systems, as shown in symmetries, and each system is composed of the subgroups of a point group with maximal symmetry called the holohedral group of the system. A complete list of symbols and versor generators for the 17 planar space groups and 230 space groups in 3D are given in Tables 4 and 5, except that we have omitted the primitive translations, because they are obvious, given the lattice type and the definitions of the symmetry vectors shown in Figs. 5 and 6. Note that we often suppress the distinction between space group elements and the versors that represent them. The remainder of this section is devoted to explaining the system of space group symbols and how the generators for each group can be constructed from them.
Each space group symbol designates a lattice type, point group, and joining constraints. The symbol for lattice type specifies the Bravais lattice and hence the nonprimitive translational symmetries in the space group. The point group symbols and their associated generators have already been explained and listed in Table 3 . Most important is the fact that the point group part of a space group symbol indicates the angles between the symmetry vectors in the Bravais lattice. Lastly, we define a joining constraint to be the product of a point group generator with a subprimitive translation (that is, some fraction of a primitive translation) to produce a new kind of irreducible generator. Our main task is therefore to describe the various joining constraints. Space groups without a joining constraint are called symmorphic. In such groups both the point group and the translation group are independent subgroups, so all the group elements are generated by direct products of translation and point group generators. For more details we examine the 2D and 3D space groups separately.
Planar Space Groups
Unit cells for the five Bravais lattices in 2D are depicted in Fig. 5 . The unit cell of a primitive, or "p," lattice contains a single lattice point (at the cell vertex). The unit cell of a centered, or "c," lattice contains two points. Although the hexagonally centered, or "h,"
lattice has been largely neglected in the literature, we find that it has a natural place in the geometric algebra description of the space groups. For further discussion of the h lattice and its three-dimensional generalization, see Chapter 5 of [12] . There are 13 symmorphic space groups in 2D, identified by bold numbers in Table 4 . Among these, all translations in the primitive lattices are generated by primitive generators, so only the point group generators are listed in Table 4 . The centered lattices for groups c1 and c2 require the subprimitive generator T 1/2 a+b = T (a+b)/2 for translations to the centered point. Lattices for the groups p3 and h3 are the same, but their unit cells are different. In the h lattice the versor T 1/3 a+b generates subprimitive translations to two lattice points inside the cell.
One special feature of some point groups deserves mention. The bivector a ∧ b is the directed area of a unit cell in the plane. It is also the versor generator of inversion in the plane, which is better regarded as a rotation by 180 • . Indeed, it satisfies the constraint for a 2-fold rotation group:
which is a subgroup for the oblique space group p2, listed as group #2 in Table 4 . It is also a generator in other versor groups when a · b = 0 so that a ∧ b = ab.
It should be noted that composition of a reflection with a primitive translation in the normal direction displaces the reflection line (or plane) by half a unit cell. This is demonstrated algebraically by
where we have used the fact that a anticommutes with e in the translation versor defined in (26). The last expression in this equation exhibits the translation explicitly. This displaced reflection versor appears already in the group p1 #3 in Table 4 . The 4 remaining non-symmorphic space groups are constructed by replacing reflections in symmorphic groups by glide reflections, which are reflections in a mirror line (or plane in 3D) composed with a subprimitive translation parallel to that line (or plane). Algebraically, a glide generator is constructed by multiplying the reflection normal by a subprimitive translation versor. In Table 4 , the presence of this particular type of "joining constraint" is indicated by inserting a "g" in the group symbol. As the point group symbol refers to two reflection generators a, b, we indicate replacement of the reflection generator a by placing the g before that symbol and replacement of b by placing it after the symbol.
In the group p g 1, the glide versor is given by
The commutativity of reflection and translation in this expression follows from the fact that a anticommutes with both b and e in (26). It follows that
is a kind of square root of the primitive translation T b . This is characteristic of all glide reflections.
The glide generator in the group p g 2 is also given by G b . Depending on how we choose to arrange the lattice points, we must either (a) displace the remaining reflection generator to bT b /2 = T b . To obtain the simplest expressions for the generators, we use the convention that the lattice points be located at the intersection of the two reflection planes. More will be said about this in the following sections.
In the space group p g 2 g the joining constraints are essentially the same, except that reflection b is changed into the glide reflection bT 1/2 a . In the remaining nonsymmorphic planar group p g 4, there is a glide reflection with generator aT 1/2 b−a , because in the square lattice the direction normal to a is given by b − a.
Space Groups in 3D
Unit cells for the 14 Bravais lattices in 3D are depicted in Fig. 6 and generated by three symmetry vectors a, b, c, as we have already explained. For both the trigonal/hexagonal and cubic systems there are two sets of possible symmetry vectors. The point group part of the space group symbol, which defines the angles between a, b, and c, determines which set of symmetry vectors is to be used. The point group rotation generators ab, bc, ca determine faces of the unit cell conventionally designated by C, A, B, respectively. We can interpret the face symbols as bivectors representing directed areas such as C ≡ a ∧ b and likewise for the other faces. The directed volume of a unit cell is a trivector I ≡ a ∧ b ∧ c, also called the cell pseudoscalar. The pseudoscalar is the versor generator of (space) inversion, with the group property
and it is listed as the sole point group generator for the oblique space group P22 in Table  5 . It generates inversions in many other groups as well, as we see below.
As depicted in Fig. 6 , there are several types of lattices, designated as primitive (P), body-centered (I), single-face centered (A, B or C), face-centered (F), rhombohedral (R), and hexagonal (H). Note that in the trigonal/hexagonal system we have included both a hexagonal and face-centered lattice. As we mentioned in the previous subsection, the hexagonal lattice is well-established though largely neglected in current discussions of the space groups. However, it appears naturally in our GA formulation for which several space groups require that we define symmetry vectors along the edges of an H lattice. Moreover, we are led to introduce a face-centered lattice in the trigonal/hexagonal system, which is obtained from a traditional R lattice along with symmetry vectors defined as in the H lattice. These lattice symbols along with the point group symbols are all we need to define the 73 symmorphic space groups in 3D (indicated by bold group numbers in Table 5 ).
Lattices in the Monoclinic System have unit cells with one symmetry vector c orthogonal to the others. (Note: The International Tables [12] choose b rather than c, which accounts for some differences in our group symbols.) It follows that the cell pseudoscalar factors into I = Cc, where C = a ∧ b is the generator of rotations in group #3, P2. We can solve for C . = Ic, which expresses the rotation as a product of space inversion and a reflection. Enlarging the symmetry group to include the reflection c . = CI, we get group #10, P22. In this case any two of the three versors C, I, c can be chosen as generators of the point symmetries. From these two groups, we get groups #5 and #12 for A-centered lattices simply by adding the subprimitive T (b+c)/2 to the set of generators.
Construction of the non-symmorphic 3D space groups proceeds by identifying joining constraints just as we did in the 2D case, except there are many more possibilities. There are two general classes of constraints joining subprimitive translations to point symmetries: glide reflections replacing reflections and screw displacements replacing rotations. Everything we said about glide reflections in 2D carries over to 3D, where the glide lines automatically become glide planes. In 3D there are three types of glide: axial glides, diagonal glides, and diamond glides, as depicted in Fig. 7 . To distinguish the different possibilities, in the group symbol we insert one of the five letters a, b, c; n; d. In an axial glide the translation is along one of the edges of the Bravais lattice. Although the symmetry vectors do not always lie on the edge of a Bravais lattice, we can nevertheless choose a unit cell that associates each symmetry vector with a lattice edge. Accordingly, we label axial glide reflections by the associated symmetry vector, which yields an a-glide, b-glide, or c-glide. For instance, in 3D space group #100 the a reflection is replaced by the b-glide reflection aT 1/2 a−b . The "n" designates a diagonal n-glide in which the translation is along a diagonal of any of the three cell faces or along the diagonal through the center of the cell. Finally, a diamond glide occurs only in "F" and "I" lattices, where the glide translation is half the distance to a lattice point in the middle of a face or the center of the cell. As in the 2D case, the reflection being replaced by a glide is indicated in the space group symbol by placing the glide letter adjacent to the symbol associated with the reflection. For example, in space groups #61, #62, and #63, the reflections being replaced are {a, b, c}, {a, c}, and {b} respectively. Thus, to ascertain the generators for the space group P n 22 a (#62), the first reflection changes into a diagonal glide with translational component T 
Alternate Presentations and Notations for the Space Groups
We are open to improvements in the space group symbols, though we are perfectly satisfied with the formulation of group structure in Conformal GA. For example, in group #61, the short Hermann-Maugin symbol Pbca is evidently simpler than our symbol P b 2 c 2 a . Indeed, the latter uses five symbols to designate only three generators. The question, though, is whether the rotation structure designated by the 2's contributes to unambiguous identification of the group generators and/or the orderly classification of space groups. In fact, when compared to the full Hermann-Maugin symbol for this space group, P2 1 /b2 1 /c2 1 /a, the GA symbol is more concise. Another nomenclature for the classification of the space groups is the Hall notation [16] , which enables one to systematically write down the 4 × 4 Seitz matrices for the symmetry transformations directly from the group symbol. Comparison of the GA notation with this and other classification schemes will be an important future endeavor. Our notation scheme is based on taking the three symmetry vectors and their properties as primary. Their lengths are lattice constants and the angles between them are determined by their multiplicative properties. The purpose of the notation, therefore, is to specify how these vectors combine to create generators for the various groups. We note, though, that there are often several alternative sets of generators, so the preferred choice depends on one's purposes. For example, in 3D space group #218 the generators we've listed are aT 
We have chosen the former presentation because it conforms to the simple desiderata in our notational scheme: we construct new space groups by replacing the generators listed in Table 3 with glide reflections or screw displacements. This raises the question: Is there a notation scheme that unambiguously designates an optimal set of generators? There is also much freedom in the choice of lattice points and unit cells. As we mentioned before, we have chosen lattice points that allow the most straightforward constructions of space group generators, and this occasionally differs from standard conventions in [12] . Other choices may be preferred, for example, to locate certain molecular clusters in a crystal at lattice points. Thus, applications of our GA formulation to practical problems of crystallography may call for different choices of both lattice points and space group presentations. However, we are confident that the formalism is flexible enough to accommodate any necessary changes.
Conclusions
Group theory provides a general mathematical framework for describing symmetries in the structure and properties of a physical system. In specific applications, however, other mathematical tools are needed to characterize group elements and invariants. This paper has introduced conformal GA as a new tool to characterize the crystallographic space groups. In explicating the simple versor representations of the classical space groups, we have de-emphasized the ambiguity in sign, though we have noted that the sign distinguishes geometric objects of opposite orientation. That point has not gone unnoticed in the literature. In particular, Shubnikov noticed that the sign can be used to associate a color with each reflection, which led to an extension of the space groups to a much larger class of dichromatic (Shubnikov) space groups [17] . Conformal GA has not yet been applied to a detailed treatment of the Shubnikov groups, though we expect the task to be fairly straightforward. Of course, there is much more to crystallography than the space groups, so there is much more to be done in applying Conformal GA to the subject.
Our treatment of the space groups illustrates the power of Conformal GA as a general formalism for molecular modeling. The approach is especially promising for modeling geometry of large biological molecules and dynamical systems with strong coupling between translational and rotational degrees of freedom [18] . Finally, we submit that Conformal GA will prove to be an important component of the general program to unify mathematical physics with geometric algebra and thus provide students with earlier access to advanced tools and topics in physics [3] . 
