We present an orderly algorithm for classifying triple systems. Subsequently, we show that there exist exactly 7,038,699,746 nonisomorphic simple 2-(11, 3, 3) designs. The method is also used to confirm the previously accomplished classifications of 2-(8,3,6), 2-(12, 3, 2) and 2-(19, 3, 1) designs.
Introduction
A 2-(v, k, λ) design is a pair D = (X, B) where X is a v-set of points and B is a collection of k-subsets of X (called blocks) such that any pair of distinct points is contained in exactly λ blocks. If no blocks are identical, then D is called simple. The trivial necessary conditions for the existence of D are k − 1|λ(v − 1) and k(k − 1)|λv(v − 1). For given v and k, the smallest value of λ satisfying these conditions is denoted by λ min = λ min (v, k) . Let σ be a permutation on X. By σD, an isomorphic copy of D, we refer to the design (X, σB) in which the collection σB is obtained from B by applying σ (Note that σ induces a permutationσ on k-subsets of X. For the sake of simplicity, we have written σB instead ofσB.). An automorphism of D is a permutation σ such that σD = D and the group of all automorphisms of D is called the automorphism group of D.
One of the central issues of combinatorial design theory is the classification of basically different types in a given class. For historical, statistical and many other reasons, 2-designs have drawn more attention among combinatorial design theorists and consequently their classifications have been pursued by some specialists of the field. However unfortunately, except for small cases, the problem, if it is at all feasible, has to be carried out by computer. During the last decades some computer algorithms for constructive enumeration of various combinatorial objects were developed. These improved algorithms along with increasing speed of computers have resulted in new classifications in recent years. For a comprehensive survey of the subject, we refer the reader to the recently published monograph [16] .
In this paper, we are concerned with the classification problem of 2-(v, 3, λ) designs also known as triple systems. It is interesting to note that even for some of the small values of v, the classification of 2-(v, 3, λ min ) designs is still an open problem. Table 1 indicates the state of the art in the classification of these objects. As it is seen from the table, v = 11 is the first unknown case waiting for an enumeration. We present an orderly algorithm for the classification of triple systems and subsequently we employ it to classify simple 2-(11, 3, 3) designs. It turns out that there is a total of 7,038,699,746 nonisomorphic simple 2-(11, 3, 3) designs. The computation time was about two days on a cluster of 14 Pentium 4 CPU 2.6 GHz. We also used our program to generate designs with repeated blocks. The program produced more than 2 × 10 11 designs after running for about two months on the above mentioned cluster.
Finally, we use the method to confirm the previously known classifications of 2-(8,3,6), 2-(12, 3, 2) and 2-(19, 3, 1) designs. The results coincide with those reported in [22] , [25] and [17] , respectively. 2 The algorithm
The problem of isomorph-free exhaustive generation of combinatorial objects is one of the central topics in combinatorics. For a specific family of objects with given properties, the objective is to generate a representative for each of the isomorphism classes of those objects. Any algorithm for an isomorph-free exhaustive generation in general consists of two essential parts. One part deals with the construction of objects and the second part is to reject isomorphic copies of objects during the construction process. These parts are usually performed parallel to each other and have some interactions. For the construction phase, the most natural and widely used method is backtracking which has quite an old history, see for example [9, 29] . The method in its general form can be found in many textbooks among them is [16] . For the isomorph rejection, there are apparently three general schemes in the literature. These are orderly generation which was independently introduced by Read [27] and Faradžev [5] , canonical augmentation which has been proposed by McKay [23] and the method of homomorphisms which has been developed by Laue and others [10] . For a thorough discussion of these methods, we refer the reader to [16] . The orderly generation method (also called the Read-Faradžev scheme) has widely been used in enumerations and classifications of combinatorial objects (see [8, 16] ). Algorithms based on this scheme are called orderly algorithms.
In this section we present an orderly algorithm for the classification of 2-(v, 3, λ) designs. In the construction phase, we will use a backtracking algorithm already developed for simple t-designs in [18, 24] . For the isomorph rejection part which is based on the Read-Faradžev scheme, we make use of the notion of canonical forms. A new method is introduced to test the canonicity of subobjects generated during the construction process.
First we briefly explain our backtracking method for the construction of designs. Throughout this section, we let X = {1, 2, . . . , v}. Let W v be a (0, 1)-matrix whose rows and columns are indexed by the 2-subsets and 3-subsets of X, respectively, and for a 2-subset T and a 3-subset 
where J is the all-one column vector. We use the above equation to find 2-(v, 3, λ) designs. This equation is solved by a backtracking algorithm equipped with the so called preset technique developed in [18, 24] . In these references the method is presented for simple designs, however it is straightforward to adapt it for designs with repeated block. The main change is made to the presetting procedure which turns out to be somewhat different for the repeated case. Let S be the set of entries of D corresponding to v − 2 nonzero entries of a typical row r of W v .
In simple designs, exactly λ elements of S must take the nonzero value 1. Hence, in any stage of the backtracking algorithm if it is found that exactly λ (v − 2 − λ) elements of S have been set the value 1 (0), then the remaining elements of S should be preset to 0 (1). In the repeated case, the presetting procedure is only due to nonzero values: If, in any stage of the backtracking algorithm, it is found that the sum of nonzero values of elements of S is equal to λ, then the remaining elements of S should be preset to 0. We refer the reader to [18, 24] for details and here we only note that this backtracking algorithm is in fact a generalization of the exact cover algorithm for finding t-designs. The reader can consult [19] for a thorough discussion of the exact cover algorithm and its implementation. We also note that the ideas in this algorithm can be traced at least to [9] . The exact cover algorithm has also been used in the classification of Steiner triple systems of order 19 [17] .
For the isomorph rejection part of the algorithm, we make use of the notion of canonical forms. We consider the natural lexicographical ordering between column vectors which is defined by comparing corresponding entries of vectors from top to down. As described above, we represent a 2-(v, 3, λ) design D with column vector D whose coordinates are indexed by the 3-subsets of X in the lexicographical order. Therefore, σD is an isomorphic copy of D for any σ ∈ S X , the symmetric group on X. We say that the column vector D is in canonical form if D ≥ σD for all σ ∈ S X . From the definition, it is clear that in any isomorphism class of designs, exactly one design is in the canonical form. The task of the isomorph rejection part of algorithm is to recognize those partially constructed vectors which do not lead to canonical forms. This recognition in its ultimate form could be quite expensive. Hence, we have to find a fast method to check the canonicity of partial vectors. For this purpose, we make use of the neighborhood graphs of 2-(v, 3, λ) design D = (X, B). For any x ∈ X, the neighborhood graph associated to x is G x = (X \ {x}, E), where E = {{y, z} : {x, y, z} ∈ B}. The graph G x is λ-regular with v − 1 vertices. We first classify all nonisomorphic λ-regular graphs of order v − 1. Although multiple edges are allowed, however if we are only concerned with simple designs, then merely simple graphs would be of interest. We retain the representation vectors of graphs (which are of dimension v−1 2 ) in the canonical form. Let denote these vectors by E i (1 ≤ i ≤ s, s is the number of graphs) such that E 1 > E 2 > · · · > E s . We then try to find a complete invariant to distinguish between these graphs. For small values of v and λ, there are usually a handful of λ-regular graphs of order v − 1 and it would not be hard to find such an invariant. We will see that for our purpose it suffices to count the number of cycles of length 3,4,5, etc. Finally, we have to compute and retain the automorphism group of each graph. Note that for the sake of simplicity in the implementation of the algorithm, we consider these automorphisms as permutations on X \ {1} instead of X \ {v}.
The backtracking algorithm constructs the solution vector D stage by stage. At any stage of the algorithm the following is carried out: An entry of D is set to a suitable value, following it the presetting procedure is called to preset some entries of D by looking at the rows of W v and at last the canonicity of the partial vector D is tested.
We now explain our method for the canonicity test. We remind that a vector solution D is in the canonical form if D ≥ σD for all σ ∈ S X . Therefore, in order to check the canonicity of D, we must examine all permutations on X. However, we do not need to wait until D is completed (i.e. all of its entries are determined and so D represents a design) by the backtracking algorithm. Any permutation σ with σ(x) = 1 can be taken into account for the canonicity test during the backtracking process when the neighborhood graph G x associated to point x is completed. This is since with the completion of G x , σ will provide valuable information about the canonicity of D. Having this in mind, we present the following procedure for the canonicity test.
Suppose that we are at the end of stage i ≥ 1 of the backtracking where the presetting process is completed on the partial vector D and it is time to test the canonicity of D. From the previous stage of the backtracking, we have a set P i−1 of stored permutations on X (note that we set P 0 = ∅). Now let P i := P i−1 . There may be a need to augment some other permutations to P i , namely those for which x → 1, if the neighborhood graph G x associated to some point x is completed at the current stage i. So suppose that G x is completed at the current stage. Let the representation vector of the neighborhood graph G 1 (associated to the point 1) be E f (note that G 1 is in the canonical form). Using the previously mentioned invariants, we determine r such that the representation vector of G x is isomorphic to E r . If r < f , then it is clear that the partial vector D constructed so far does not lead to a canonical form and so we backtrack to the stage i − 1. If r > f , then for any permutation σ with σ(x) = 1, we have D < σD and therefore σ must be omitted from the canonicity test hereafter. Now suppose that r = f . In this case we have to update P i using permutations with x → 1. G x is isomorphic to G 1 and we have to determine all the isomorphisms from G x to G 1 . We compute an isomorphism σ from G x to G 1 (note that σ is a map from X \ {x} into X \ {1}). Then all the isomorphisms from G x to G 1 are obtained by composing the automorphisms of G 1 (calculated and retained before the execution of the backtracking algorithm) with σ. These isomorphisms which are from X \ {x} into X \ {1} are extended to X by letting x → 1 and then they are augmented to the set P i . We perform this for all points x for which G x is completed at the current stage i. Now still being at the stage i of the backtracking, we make use of the elements of P i to test the canonicity of D as follows. Take an element τ ∈ P i , compute τ D which is a (possibly) partial vector (since D is partial) and compare τ D to D. If τ D > D (compared partially), then obviously D is not in the canonical form and hence we backtrack to the stage i − 1. If τ D < D, then delete τ from P i . Carry out this procedure for any element of P i until a backtrack occurs or we examine all the elements of P i . If the latter happens, then we check if D is a complete vector (all of its entries are determined) and if so, then we have found a design with P i constituting all of the automorphisms of D and after saving the necessary data (for example the design itself, the number of its automorphisms or anything about the desired design) we backtrack to the stage i − 1, otherwise we proceed to the stage i + 1 of the backtracking algorithm retaining P i for the later use.
We note in passing that the canonical form defined here and also the notion of neighborhood graphs have previously been used in the enumeration of triple systems [1, 12, 20] . In these references the graphs are employed to perform partial isomorph rejections and hence it is necessary to use a design isomorphism program to filter isomorphic copies at the final stage. In our algorithm we are sure that the completed designs are all mutually nonisomorphic and hence there is no need for a separate program to eliminate isomorphic copies.
2-(8,3,6) designs
By [22] , the exact number of 2-(8,3,6) designs is 3,077,244 which is attributed to E. Spence. To our knowledge, Spence has not published this result. We use our method to confirm this classification. There are 955 6-regular multigraphs on 7 vertices. In order to identify these graphs, we count the number a i of cycles of length i for 2 ≤ i ≤ 7. These numbers are enough to distinguish all graphs except for two. Those are graphs numbered 924 and 928 in the lexicographical ordering of the canonical forms which runs from 1 to 955. For these exceptional cases we made use of the isomorphism test routine which was a part of the main program to establish isomorphism among graphs. We summarize the results in Table 2 . ,668  16  10  2  19,078  20  4  3  555  21  3  4  664  24  13  6  129  32  2  7  6  48  4  8  77  64  1  10  1  120  1  12  23  168  1  14  3  40320  1 The number of distinct blocks in a 2-(v, k, λ) design is called the support size. In [6, 13] , for any 22 ≤ s ≤ 50 and s = 52, 56, a 2-(8,3,6) design with support size s is given and in [14] , it is proven that 22 is the minimum possible support size for these designs. For any generated design by our program, we have retained the support size. Table 3 presents the number of designs for any possible support size. As it is seen from the table, there is a unique design with each of the support sizes 22 and 52. We have employed the algorithm to classify all simple 2-(11, 3, 3) designs. There are 135 3-regular multigraphs on 10 vertices from which 21 graphs are simple. In order to distinguish these graphs, we count the number a i of cycles of length i and it turns out that these numbers for 3 ≤ i ≤ 5 (2 ≤ i ≤ 6) uniquely determine each of the simple graphs (multigraphs). We save the graphs in the canonical form along with their automorphism groups and the number of cycles. These data are used by the main program. The algorithm was implemented and run on the cluster of 14 Pentium 4 CPU 2.6 GHz. After the completion of running in about 2 days we found a total of 7,038,699,746 nonisomorphic simple 2-(11, 3, 3) designs. In Table 4 , we give the number of designs for any possible automorphism group order. There exist exactly 242,995,846 2-(12,3,2) designs. This result was obtained in [25] . We use our program to confirm this classification. There are 14 2-regular multigraphs on 11 vertices out of which 6 graphs are simple. In order to identify these graphs, we count the number a i of cycles of length i and it turns out that these numbers for 2 ≤ i ≤ 5 uniquely determine each of the multigraphs. We save the graphs in the canonical form along with their automorphism groups and the numbers of cycles. These data are used by the main program. The execution time of program was about 2 hours on the cluster. Consequently, the correctness of Table 1 of [25] was established.
Steiner triple systems of order 19
The problem of classification of Steiner triple systems of order 19 (i.e. 2-(19,3,1) designs) was open for quite a long time until it was settled by Kaski andÖstergård [17] . Prior to [17] , many partial results appeared in the literature. Among these, it is worth mentioning [2] and [28] which dealt with the classification of systems with nontrivial automorphism groups and systems containing a subsystem of order 9, respectively.
The method used in [17] is an orderly algorithm. First all possible partial systems containing blocks through one of the three initial fixed points are classified. Then these partial systems are completed using the exact cover algorithm. In the final step, the package nauty and an invariant based on Pasch configurations are used to reject isomorphic copies.
We use a modified version of the algorithm described in Section 2 to confirm this classification. In Steiner triple systems, the neighborhood graph of any point is just a matching and it is not very useful in the algorithm. Instead we consider the neighborhood graphs associated to pairs of distinct points. Let (X, B) be a 2-(v, 3, 1) design. For any pair of distinct points x, y ∈ X, we define its neighborhood graph to be the graph with the vertex set V = X \ {x, y, u} and the edge set E = {{z, t}| z, t ∈ V, {x, z, t} or {y, z, t} ∈ B} where {x, y, u} ∈ B. This is a simple 2-regular graph of order v − 3 which is decomposable into two disjoint one-factors (and therefore it is a union of disjoint even cycles). The modified algorithm uses these graphs (instead of neighborhood graphs of points) in the canonicity tests. The rest of algorithm is the same as in Section 2. Some minor changes in the computer program for triple systems is needed in order to make it applicable in classifying Steiner triple systems.
There are seven 2-regular graphs of order 16 which are decomposable into two disjoint onefactors. These correspond to the following partitions of 16: For example, 12+4 corresponds to the union of disjoint cycles of lengths 12 and 4. The numbers of cycles of lengths i ≤ 16 can be used to distinguish these graphs from each other. We retain the graphs in the canonical form along with their automorphism groups and the numbers of cycles. These data are used by the main program. The program ran for approximately three months on the cluster of 14 Pentium 4 CPU 2.6 GHz. Our results confirm those reported in [17] .
