We present a first-order perturbation theory to calculate the frequency shift and linewidth change of photonic resonances in one-and two-dimensional periodic structures under modifications of the surrounding refractive index. Our method is based on the resonant state expansion, for which we extend the analytical mode normalization to periodic structures. We apply this theory to calculate the sensitivity of bright dipolar and much darker quadrupolar plasmonic modes by determining the maximum shift and optimal sensing volume.
We present a first-order perturbation theory to calculate the frequency shift and linewidth change of photonic resonances in one-and two-dimensional periodic structures under modifications of the surrounding refractive index. Our method is based on the resonant state expansion, for which we extend the analytical mode normalization to periodic structures. We apply this theory to calculate the sensitivity of bright dipolar and much darker quadrupolar plasmonic modes by determining the maximum shift and optimal sensing volume. Whenever we can relate concentration changes of relevant substances in a material to changes of the refractive index, resonantly enhanced refractive index sensing provides an all-optical technique to measure the concentration [1] [2] [3] [4] [5] [6] [7] [8] , as depicted in Fig. 1(a) . In recent years, this has become one of the key applications of plasmonics and photonic crystals.
As the changes of the refractive index can be rather small, common numerical simulations are prone to failure. This is because extremely small changes in the refractive index environment of nanostructures will only lead to minute shifts and linewidth changes of the optical resonances that serve as the transducer for the refractive index change to be measured. Particularly, small perturbations require a high numerical accuracy, rendering a solely numerical analysis rather inefficient.
In contrast, a first-order perturbation theory is ideally suited for these cases [2, 3, [9] [10] [11] [12] . Such a perturbation theory relies on calculating the resonances of the unperturbed system, including an appropriate normalization of the resonant field distributions. In time-independent perturbation theory for bound states in quantum mechanics [13] , the normalization is carried out such that integrating the absolute square of the eigenfunctions over the whole space becomes unity. This approach, however, is not generally applicable in optics. The main difficulty is that optically active resonances exhibit radiative losses, resulting in modes that are diverging towards the far field [14] [see Fig. 1(c) ]. Therefore, an integral over the whole space diverges. Significant work has been devoted to developing suited normalization procedures [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
We present here a first-order perturbation theory using an analytical mode normalization. Our approach follows from the more general resonant state expansion [18, 22, 23] and allows thorough analysis and simplified optimization of refractive index sensor designs. As an example we show results for a periodic nanoantenna array, which is directly compared with experiment [27] . The presented approach can be adapted to other geometries such as single nanoantennas.
In this Letter, we show the main steps to derive the perturbation equation for periodic structures at normal incidence with details given in the Supplemental Material [27] . Furthermore, we apply the theory to analyze dipolar (DP) and quadrupolar (QP) plasmonic modes for refractive index sensing by determining optimal sensing volumes and the role of mutual coupling between nanoantennas. The perturbation theory precisely and efficiently predicts linewidth and resonance frequency changes due to small changes of the refractive index, without the need to repeatedly solve Maxwell's equations. The method works with any numerical technique that allows for calculating optical eigenmodes from Maxwell's equations. Our numerical calculations are based on the Fourier modal method [32, 33] with adaptive coordinates [34] [35] [36] [37] .
In the frequency domain [Gaussian units, μ ¼ 1, spatially dependent permittivity εðrÞ], the optical wave equation reads
where L is the corresponding differential operator, k 0 ¼ ω=c, and E denotes the electric field at frequency ω due to the source j. A time dependence expð−iωtÞ is understood. For j ¼ 0 and outgoing boundary conditions, Eq.
(1) defines an eigenvalue equation for eigenfrequencies ω m and resonant field distributions E m , which is Lðω m ÞE m ¼ 0. In general, ω m is a complex number with Imðω m Þ ≤ 0. The real part specifies the resonance frequency, while −2Imðω m Þ defines the linewidth. We can express the Green's dyadic of L in terms of its resonances [18, 22, 23] . For periodic systems obeying Lorentz reciprocity, one obtains at normal incidence
Here, ⊗ denotes the vector direct product, ΔGðr; r 0 ; ωÞ is defined as the contribution of the discontinuities due to Rayleigh-Wood anomalies [23] , and the sum is carried out over all resonances on the complex frequency plane. Equation (2) requires a proper normalization of E m , which is given by Eq. (3) below. It has been derived by adapting the normalization procedure of Refs. [22, 38] to periodic systems.
Equation (2) allows developing a linear perturbation theory based on the resonant state expansion, where we consider a modified differential operator L Δε , in which ε is replaced by ε þ Δε. Then, we rewrite the wave equation such that the deviation from L may be considered as the source term. Thus, for L Δε , resonant field distributions E μ with eigenvalues ω μ satisfy
By convoluting the Green's dyadic of L with the right-hand side of this equation, we can derive an implicit equation for E μ . If Δε is sufficiently small [27] , we may assume that E μ ≈ E m , which allows us to calculate the modified eigenvalues ω μ ¼ ω m þ Δω m in the first-order approximation.
In the case that Δε is restricted to a sensing volume T , in which ε ¼ n 2 and Δε are spatially constant, we can derive the resonance shift for refractive index changes Δn in the limit Δn → 0.
:
Here, I
V m is a volume integral over volume V, which spans over one unit cell and includes the interfaces to the top and bottom half-spaces:
Importantly, the normalization contains surface contributions, which can be written at normal incidence as 
in Eq. (3) is proportional to the inverse of the averaged mode volume of a randomly oriented dipole at r [27] . .31) as the sensing volume, and the superstrate is air. The gold has been modeled according to Ref. [39] . The absorbance spectra for normally incident plane waves with the electric field oriented along the long antenna axis can be seen in Fig. 1 for a varying refractive index in the sensing volume.
The numerical results (details in Ref. [27] ) are shown as dots and squares in Fig. 2 . Using the perturbation theory, we have to calculate the resonances only once in order to determine the linear change of both the resonance frequency and linewidth as a function of the refractive index in the sensing volume; see solid and dotted lines in Fig. 2 . Our perturbation theory with an analytical normalization (calculated at n ¼ 1.31) agrees well with the full numerical results over the shown refractive index range. Specifically, it reproduces the linear slope around n ¼ 1.31 within the numerical accuracy of the full calculations.
Note that Eq. (3) can also be used to derive the mode normalization numerically from the resonance shift. In particular, calculating ∂ω m =∂n numerically and comparing it with Eq. (3), one can find the normalization of E m .
As a next step, we study plasmonic systems exhibiting DP and QP modes of similar resonance frequencies. The first structure is a 30 nm thick gold film with three slits per unit cell (substrate, superstrate, and cover layer as above, P 1;2 ¼ 800 nm); see Ref. [5] and the schematic on top of Fig. 3(a) . The slit pair providing the QP mode has a width of 90 nm and a length of 370 nm; the slit for the DP resonance is 400 nm long and 80 nm wide. The gap between the QP and DP slits is 45 nm.
The corresponding far-field spectra (incident polarization perpendicular to the DP slit, normal incidence) show a typical dipolar resonance if the DP slit is centered with regard to the QP slit pair (dashed lines). In this case, no interaction between the DP and QP modes is possible. The QP mode becomes visible as a Fano-type line shape on top of the DP resonance [9, 40] if the DP slit is shifted by 30 nm (solid line). Note that our parameters are such that the DP and QP modes have similar resonance frequencies in the uncoupled configuration. Figure 3(b) shows the far-field spectra for periodic arrays of gold disks with a thickness of 30 nm (other parameters as for the rod antennas): The solid lines denote disks of radius 210 nm; the dashed lines show the results for a radius of 132 nm. The radii have been chosen such that the QP resonance frequency of the larger disks agrees with the DP resonance frequency of the smaller disks.
For applications, an interesting quantity is the optimal sensing volume, i.e., how efficiently the refractive index changes can be detected in small volumes and at which sensing volume the resonance frequency shift saturates. This can be derived from Eq. (3) by limiting the test volume above the antennas to certain thicknesses. The corresponding resonance shifts are shown in Fig. 4 . Furthermore, we define the sensing volume efficiency η as
where T denotes the volume of the sensing region.
Analytical results for spherical particles [41] indicate that the near fields of higher-order modes decay more rapidly outside a plasmonic particle. Therefore, one would expect a better sensing volume efficiency of the QP mode as well as faster saturation of the resonance shift of the QP mode as compared to the DP mode. However, in Fig. 4(a) , we see an almost identical behavior of both modes (3) for (a) the gold film with a symmetric slit configuration and (b) gold disks of radius 132 nm (dipole) and 210 nm (quadrupole) as a function of the sensing volume thickness. The cover layer thickness is 650 nm. Panels to the right show the resonant magnetic (top) and electric (bottom) field distributions 10 nm above the antennas for a sensing volume of 650 nm thickness. The background color denotes the corresponding z components. Note that in our convention, a sensing layer thickness of 0 nm actually corresponds to changing the refractive index of the analyte in the slits or between the gold disks.
(symmetric configuration with zero shift of the DP slit), with saturation around 150 nm thickness. The reason is that in this geometry, the QP mode originates from an antisymmetric alignment of the DP fields. Hence, the near fields have the same dependence as those of the DP mode in the single slit. Differences occur only for larger thicknesses, where we observe an oscillatory behavior for the DP mode. In contrast, the QP mode in the larger disks exhibits a better sensing volume efficiency and saturation at smaller sensing volume thicknesses when compared to the results of the DP mode in the smaller disks. Therefore, regarding small sensing volumes, the QP mode in the disks is superior compared to the DP mode.
An advantage of the QP mode in the slit system is its narrow linewidth (see Table I ). Neglecting any influence of the experimental setup [3] as well as the excitation efficiency of the modes, we consider the following figure of merit (FOM):
A comparison of resonance frequency shifts and the FOM can be found in Table I , revealing a good agreement between perturbation theory and the full numerical calculations. As shown in Ref. [27] , the FOM is proportional to the Purcell factor, so that large field enhancements and high quality factors are beneficial for the sensing performance. The largest shifts can be obtained by the disk system, with a FOM of 62.6 for the QP mode. In Eq. (3), we see that the resonance shift is proportional to the refractive index in the test volume as well as to the resonance frequency. Therefore, increasing the resonance frequency, e.g., by changing the period, should be beneficial. In contrast, a larger resonance linewidth decreases the FOM. In order to separate linewidth effects from shifts of the resonance frequency, we show in Figure 5(b) shows two main contributions to the mutual coupling of the disks with identical radius but varying period. For small periods, the near-field coupling dominates, resulting in a decreased resonance frequency due to the energetically preferred charge configuration in the neighboring disks. For larger periods, the resonance frequency is decreased again due to an increased influence of the grating: at the Rayleigh anomalies [the dotted line in Fig. 5(b) denotes the first Rayleigh anomaly at the substrate interface], one or several plane waves in the exterior layers change their character normal to the top or bottom interface from decaying to propagating. Thus, at the Rayleigh anomaly, a plane wave is propagating exactly along the interface, mediating a stronger coupling of adjacent antennas and resulting in distinct spectral features [see Fig. 3 (b) around 285 THz], which has been also utilized in sensing applications [42] .
The linewidth [ Fig. 5(c) ] decreases monotonically as a lower density of disks results in a weaker coupling to the far field, i.e., smaller radiation damping. In Fig. 5(d) , we depict the resonance frequency shift per refractive index change, calculated by Eq. (3). For the DP mode with varying radius (black solid line), we observe a monotonic behavior following the linewidth, while the influence of Reðω m Þ can be seen for the DP mode with constant radius (black dashed line) by the presence of a maximum. For the QP modes (blue lines), the radius dependence is less pronounced. In the FOM [ Fig. 5(e) ], the linewidth effect dominates over the absolute shifts, rendering the QP modes preferable.
In summary, we present here an exact expression for the sensitivity of optical modes in planar one-and twodimensional periodic arrays at normal incidence. It uses a first-order approximation to the full resonant state expansion and the correct mode normalization for this geometry.
We illustrate the technique for systems with dipolar and quadrupolar modes, showing that quadrupolar modes constructed by an asymmetric superposition of dipoles are not 
