Abstract. For Weyl groups of classical types, we present formulas to calculate the restriction of Springer representations to a maximal parabolic subgroup of the same type. As a result, we give recursive formulas for Euler characteristics of Springer fibers for classical types. We also give tables of those for exceptional types.
Introduction
Suppose that we have a reductive group G over an algebraic closed field k and its Lie algebra g. Let B be the set of Borel subalgebras of g and for any N ∈ g define B N := {b ∈ B | N ∈ b} which we call the Springer fiber corresponding to N . It is currently one of the main objects in (geometric) representation theory.
Let W be the Weyl group of G. [Spr76] defined an action of W on the cohomology of Springer fibers when k is an algebraic closure of some finite field, which is now called the Springer representation. It was reconstructed in more general setting by [Lus81] using the theory of perverse sheaves, which differs from [Spr76] by the sign character of W .
In this paper we present formulas to calculate the restriction of Springer representations to a maximal parabolic subgroup W ′ ⊂ W of the same type when G is of classical type. In particular, we have recursive formulas for Euler characteristics of Springer fibers. Furthermore, we have recursive formulas to calculate the multiplicities in these representations of each irreducible representation of A N , the component group of the stabilizer of N by adjoint action of G on g. For G of exceptional type, we give a table for such multiplicities in each Springer representation in Appendix B.
In some special cases we also have such recursive formulas for the multiplicities of irreducible representations of A N in the cohomology of Springer fibers on each degree. As a result we present closed formulas of such multiplicities for "two-row" cases.
Note that the Green functions of G can be calculated using the Lusztig-Shoji algorithm (e.g. [Sho83] , [Lus86] ), and it is also possible to obtain information of Springer representations from Green functions. But our method is more elementary and does not use orthogonality of Green functions, which is crucial for the Lusztig-Shoji algorithm.
Acknowledgement. The author thanks George Lusztig for giving thoughtful comments, revising drafts of this paper, and encouraging the author to publish it.
Notations and Preliminaries
2.1. Let k be an algebraically closed field. Throughout this paper we assume that G is GL n , SO 2n+1 , Sp 2n , or SO 2n over k, except in Appendix B. Here n ≥ 1, unless G = SO 2n in which case n ≥ 2. We identify G with the set of its k-points G(k). We also assume that char k is good; there is no assumption on char k if G = GL n and char k = 2 otherwise. If G = GL n (resp. G = SO 2n+1 , Sp 2n , SO 2n ) we define V to be a k-vector space of dimension n (resp. 2n + 1, 2n, 2n), respectively, on which G naturally acts. Also when G = SO 2n+1 , (resp. Sp 2n , SO 2n ,) V is equipped with a symmetric (resp. symplectic, symmetric) bilinear form , which is invariant under the action of G, i.e. for any v, w ∈ V and g ∈ G we have gv, gw = v, w .
2.2.
Let W be the Weyl group of G and S = {s 1 , · · · , s n } ⊂ W be the set of simple reflections of W such that (W, S) is a Coxeter group. We choose s i such that the labeling corresponds to one of the following Dynkin diagrams. s 3 · · · s n 2.3. Let g = gl n (resp. so 2n+1 , sp 2n , so 2n ) be the Lie algebra of G = GL n (resp. SO 2n+1 , Sp 2n , SO 2n ). Then if g = so 2n+1 , sp 2n , or so 2n there is a natural Lie algebra action of g on V which respects , , i.e. for any v, w ∈ V and N ∈ g we have N v, w + v, N w = 0.
2.4. Let B be the flag variety of G, i.e. the set of Borel subgroups of G, or equivalently, the set of Borel subalgebras of g. If G = GL n , then B is isomorphic to the variety of full flags in V . If G = SO 2n+1 or Sp 2n , then B is isomorphic to the variety of full isotropic flags in V . If G = SO 2n , then B is isomorphic to the variety of isotropic flags 0
For N ∈ g, we write B N to be the Springer fiber of N , i.e. the set of Borel subalgebras of g that contains N ∈ g.
2.5. For G = GL n with n ≥ 1, (resp. SO 2n+1 with n ≥ 1, Sp 2n with n ≥ 1, SO 2n with n ≥ 2,) we define G ′ = GL n−1 (resp. SO 2n−1 , Sp 2n−2 , SO 2n−2 ) and g ′ = gl n−1 (resp. g ′ = so 2n−1 , sp 2n−2 , so 2n−2 ). Also we define B ′ to be the flag variety of G ′ and W ′ to be the Weyl group of G ′ .
We regard W ′ as a subgroup of W generated by S ′ = {s 1 , · · · , s n−1 } ⊂ S, except when G = SO 4 in which case we regard
N ′ be the Springer fiber corresponding to N ′ with respect to G ′ .
2.6. For a variety X, let H * (X) := i∈N (−1) i H i (X, Q ℓ ) be the alternating sum of ℓ-adic cohomology of X in the Grothendieck group of vector spaces. If k = C, then by comparison theorem it is equivalent to the alternating sum of complex cohomology of X an . Similarly, let H * c (X) := i∈N (−1) i H i c (X, Q ℓ ) be the alternating sum of ℓ-adic cohomology with compact support of X.
2.7. Let λ be a partition. We write λ ⊢ n or |λ| = n if λ is a partition of n. We describe each part of λ by writing λ = (λ 1 , λ 2 , · · · , λ r ) ⊢ n where λ 1 ≥ λ 2 ≥ · · · ≥ λ r > 0 and |λ| = n. Or we also write λ = (1 r1 2 r2 · · · ) which means that λ consists of r 1 parts of 1, r 2 parts of 2, and so on.
This corresponds to removing a box from the Young diagram of λ.
(2) If r i ≥ 1 and i ≥ 2, we let λ
Here the superscript "h" stands for "horizontal"; λ h,i is obtained by removing a horizontal domino from the Young diagram of λ and rearranging rows if necessary.
Here the superscript "v" stands for "vertical"; λ v,i is obtained by removing a vertical domino from the Young diagram of λ.
2.9.
We recall the correspondence between nilpotent adjoint orbits in g under the adjoint action of G and partitions. If G = GL n then such orbits are parametrized by partitions of n. This correspondence is given by taking the sizes of Jordan blocks of any element in a nilpotent orbit regarded as an endomorphism on V . Likewise, if G = SO 2n+1 , then nilpotent adjoint orbits in g are parametrized by λ = (1 r1 2 r2 3 r3 · · · ) ⊢ 2n + 1 such that r 2i ≡ 0 (mod 2) for i ≥ 1. If G = Sp 2n , then nilpotent adjoint orbits in g are parametrized by λ = (1 r1 2 r2 3 r3 · · · ) ⊢ 2n such that r 2i−1 ≡ 0 (mod 2) for i ≥ 1. In these cases we write N λ ∈ g to be such a nilpotent element corresponding to λ ⊢ n. It is well-defined up to adjoint action by G.
2.10. If G = SO 2n , then it is almost the same as the case G = SO 2n+1 , so if λ = (1 r1 2 r2 3 r3 · · · ) ⊢ 2n is a partition of the sizes of Jordan blocks of some nilpotent element in g, then r 2i ≡ 0 (mod 2) for i ≥ 1. However this correspondence is no longer one-to-one since a partition consisting of even parts with even multiplicities, which we call very even, corresponds to two adjoint nilpotent orbits in g. Thus if λ ⊢ 2n is not very even, we write N λ ∈ g to be such a nilpotent element corresponding to λ which is again well-defined up to adjoint action by G. If λ ⊢ 2n is very even, then we write N λ+ , N λ− to distinguish two such nilpotent elements corresponding to λ in different adjoint orbits. If there is no ambiguity or need to differentiate N λ+ and N λ− , we still write N λ .
2.11.
For a nilpotent N ∈ g, we defineÃ N to be the component group of the stabilizer of N inG. Also for a partition λ, defineÃ λ :=Ã N λ . If G = SO 2n and λ is very even, then asÃ N λ+ =Ã N λ− = {id}, we defineÃ λ := {id}. IfG = GL n , anyÃ N is trivial. Otherwise ifG = Sp 2n (resp. O 2n+1 or O 2n ) and if a partition λ = (1 r1 2 r2 · · · ) corresponds to a nilpotent element in g, thenÃ λ is a product of Z/2 generated by z i for each even i (resp. odd i) such that r i > 0. (Here we adopt the convention that z i = id if i does not satisfy the aforementioned condition.) Likewise, we define A N to be the component group of the stabilizer of N in G and A λ := A N λ , again even when λ is very even (in which case A λ is trivial). Then A N can be considered as a subgroup ofÃ N . If G = GL n or Sp 2n , A N =Ã N . Otherwise, for λ = (1 r1 2 r2 · · · ) A λ is the subgroup ofÃ λ generated by {z i z j | i, j odd, r i , r j > 0}.
For a partition
and λ is very even. We regard H i (B N ) as W -modules using Springer theory, adopting the definition of [Lus81] . We also consider the action ofÃ N on H * (B N ) which is induced from the action ofÃ N on B N . Note that the action of W and A N ⊂Ã N commute [Spr76, 6.1]. We denote by TSp(λ) the character of H * (λ) as a W × A λ -module. If G = SO 2n and λ is very even, we similarly define TSp(λ+) and TSp(λ−). Note that this definition does not depend on the base field k insofar as char k is good. Define EC(λ) := dim H * (B N λ ) to be the ℓ-adic Euler (or Euler-Poincaré) characteristic of B N λ . This is well-defined even when λ is very even as B N λ+ and B N λ− are isomorphic. We also define h k (λ) := dim H k (λ) be the k-th Betti number of B N λ .
Main theorem (weak form)
The (weak version of the) main theorem in this paper is as follows.
Theorem 3.1. Recall the notations in 2.8.
i) Let G = GL n and λ = (1 r1 2 r2 3 r3 · · · ) be a partition corresponding to a nilpotent adjoint orbit of g. Then we have
ii) Let G = SO 2n+1 , Sp 2n , or SO 2n and λ = (1 r1 2 r2 3 r3 · · · ) be a partition corresponding to a nilpotent adjoint orbit of g. Then we have
Here ri 2 is the greatest integer that is not bigger than ri 2 .
Indeed, this can be deduced from more general statements, i.e. Theorem 4.1, Theorem 4.4, Theorem 5.3, and Theorem 6.1, which provide isomorphisms of W ′ × A λ -modules. In subsequent sections we prove such generalizations.
Type A
For G = GL n , the following theorem generalizes Theorem 3.1.
as characters of W ′ .
Remark. This theorem can also be proved by a combinatorial method: see Appendix A.
Proof. The method we adopt here using certain geometric properties of Springer fibers is wellknown, cf. [Sri77] , [Shi80] , [Spa82] , [Sho83] , [vL89] , etc. But here we give a proof for the sake of completeness.
Let N = N λ ∈ g be a nilpotent element corresponding to λ = (1 r1 2 r2 · · · ) ⊢ n and P be a variety of lines in V . Then we have a natural surjective morphism π : B → P which sends
This restricts to π : B N → P N where P N is the set of lines annihilated by N . It is easy to show that π : B N → P N is surjective.
Note that P(ker N ) = P N . We have filtration of ker N
Also we let
Then we can choose this stratification so that π : X j →Ỹ j is a locally trivial bundle with fiber B
as a vector space. Indeed, more is true: first we recall [HS79, Theorem 5.1].
Lemma 4.2. The Leray sheaves
is equipped with the Springer representation of W ′ and where N ′ is the image of N under the canonical quotient morphism from the maximal parabolic subalgebra corresponding to x (which contains N by definition of P N ) to its Levi factor. 
is given by the Springer representation corresponding to G ′ .
Now we consider the long exact sequences of the cohomology with compact support of B N corresponding to the stratification by such X j 's. By Lemma 4.3, these long exact sequences are defined in the category of W ′ -modules. Thus it follows that H * (B N ) is the sum of such H * c (X j )'s. Furthermore, the second part of Lemma 4.2 and its proof implies that the W ′ -module structure on H * (B N ), as a sum of such H * c (X j ), coincides with the restriction to W ′ of the Springer representation of W on H * (B N ).
In sum, we have
But this is what we want to prove.
Indeed, we may proceed further; since Springer fibers have vanishing odd cohomology by [dCLP88] , it is also true for X j . Thus each long exact sequence considered above splits into short exact sequences in even degrees. Therefore, by keeping track of degrees of each short exact sequence, we have the following theorem which generalizes Theorem 4.1.
Theorem 4.4. For λ = (λ 1 , λ 2 , · · · , λ r ) and any k ∈ Z, we have
Remark. If we evaluate the character of each side at id ∈ W ′ , then it gives [Fre09, Proposition 4.5]. His method is combinatorial, counting the number of "row-standard" tableaux of certain Young diagrams.
Example 4.5. Suppose k is an algebraic closure of a finite field. For w ∈ W , we define Q λ,w (q) = k∈N q k tr(w, H 2k (λ)) to be the Green function associated with w and the nilpotent element N λ ∈ g corresponding to λ. Then Theorem 4.4 implies that for w ∈ W ′ ⊂ W we have
which are true as
Type B, C and D
Now we assume that G = SO 2n+1 , Sp 2n , or SO 2n . We follow the argument in the previous section with some modifications. Let N = N λ ∈ g be a nilpotent element corresponding to λ = (1 r1 2 r2 · · · ) and P be a variety of isotropic lines in V . Then we have a natural surjective morphism π : B → P defined by
This restricts to π : B N → P N where P N is the set of isotropic lines annihilated by N . It is easy to show that π : B N → P N is surjective.
[Sri77] defined a stratification on P N such that π is locally trivial on each stratum, which is revisited in [Sho79] and [Sho83] . We recall their results as follows. Start with a filtration
Then the action of N on W i−1 /W i has Jordan blocks of size i, i.e. the restriction of N onto W i−1 /W i corresponds to a (rectangular) partition (i ri ).
[Sri77] also defined a (non-degenerate) bilinear form ( , ) on W i−1 /W i which is symmetric if i is odd (resp. even) and G = SO 2n+1 , SO 2n (resp. G = Sp 2n ). Otherwise it is symplectic. If ( , ) is symmetric, then the set of isotropic lines in P(W i−1 /W i ) forms a quadric hypersurface, which is nonsingular if dim
There is a canonical affine bundle η : P(W i−1 ) − P(W i ) → P(W i−1 /W i ) with fiber isomorphic to W i . Now we define Y or Y j to be one of the strata of P(W i−1 /W i ) in each case below, following argument in [Sho83] , and letỸ :
Case I. Suppose ( , ) is symmetric. Let Q be the set of isotropic lines with respect to ( , ) in
There is a stratification
. Also we have
Case II. Suppose ( , ) is symplectic and stratify P(W i−1 /W i ) with respect to some symplectic basis, say
Let Y j = Z j−1 − Z j be one of the strata. Then the fiber of π at any point inỸ j is isomorphic to B
Lemma 5.1. Let z a (resp. z ′ a ) be the generators ofÃ λ (resp.Ã λ h,i orÃ λ v,i ) following the notations of 2.11. Then we have following isomorphisms ofÃ λ -modules.
. Indeed, we have a similar result of Lemma 5.1 for W ′ -modules, using argument in the previous section (mainly based on [HS79, Theorem 5.1] and its proof). Thus for any Z ⊂ P N , H i (π −1 (Z)) has a natural W ′ -module structure which comes from the Springer representations corresponding to G ′ . Now together with Lemma 5.1 we have the following. (As before we do not differentiate N λ+ and N λ− even when G = SO 2n and λ is very even. However, we need to be careful when λ 
If G = SO 2n and λ v,i is very even, then
. Now we consider the long exact sequences of the cohomology with compact support of B N corresponding to the stratification by X and X j . By Proposition 5.2, these long exact sequences are defined in the category of W ′ × A N -modules. Thus it follows that H * (B N ) is isomorphic to the sum of such H * c (X) and H * c (X j ) as a W ′ × A N -module. Furthermore, the second part of Lemma 4.2 implies that the W ′ -module structure on H * (B N ), as a sum of such H * c (X) and H * c (X j ), coincides with the restriction to W ′ of the W -module structure defined by Springer theory on H * (B N ). In sum, we have the following theorem.
Theorem 5.3. Let N = N λ ∈ g where λ = (1 r1 2 r2 · · · ). Define sgn i to be the character of W ′ × A λ such that on A λ it is the restriction of the character ofÃ λ defined by
and on W ′ it is trivial. Also let 
(c) Let G = SO 2n and λ is not very even. Then there is at most one e ∈ Z >0 such that λ v,e is very even. If such e exists, then e is odd, r e = 2, and A λ = { * }. In this case we have
If such e does not exist, then we have
If λ is very even, then A λ = { * } and we have
Now Theorem 3.1 is a corollary of Theorem 5.3 if we evaluate equations above at (id, id) ∈ W ′ × A λ .
Example 5.4. Let G = Sp 12 and λ = (6, 4, 2) ⊢ 12. Then we have EC(λ) = EC(6, 4) + EC(6, 2, 2) + EC(4, 4, 2) = EC(6, 2) + 2EC(6, 1, 1) + 2EC(4, 4) + EC(4, 2, 2) + 2EC(3, 3, 2) = 5EC(6) + EC(4, 2) + 4EC(4, 1, 1) + 6EC(3, 3) + 5EC(2, 2, 2) = 14EC(4) + 18EC(2, 2) + 14EC(2, 1, 1) = 42EC(2) + 50EC(1, 1) = 142.
Betti numbers in some special cases
In some special situation, we have not only the restriction of total Springer representations, i.e. the alternating sum H * (B N ) of cohomology, but also that of each degree of the cohomology. If G = GL n , it is already given in Theorem 4.4. Thus from now on we assume G = SO 2n+1 , Sp 2n , or SO 2n and find analogous formulas.
We assume each of the following cases. Let λ = (1 r1 2 r2 · · · ) and ξ ≥ 1 be the smallest integer such that r ξ = 0.
(a) G = SO 2n+1 or SO 2n .
(a 1 ) ξ is even and r i ∈ {0, 1} for any odd i.
(a 2 ) ξ > 1 is odd, r i ∈ {0, 1} for odd i different from ξ, and r ξ ∈ {1, 2, 3}.
(a 3 ) ξ = 1, r 1 = 1, and λ 1 (see 2.8) satisfies either (a 1 ) or (a 2 ).
(a 4 ) ξ = 1, r 1 > 1, and r i ∈ {0, 1} for odd i different from 1.
(b 1 ) ξ is odd and r i ∈ {0, 1} for any even i.
(b 2 ) ξ is even, r i ∈ {0, 1} for even i different from ξ, and r ξ ∈ {1, 2, 3}.
Recall that in the proof of Theorem 5.3 we used the long exact sequences of W ′ × A N -modules to show that H * (B N ) is the sum of alternating sums of the cohomology of each stratum in B N . It is easy to show that in each case above, such a long exact sequence splits into short exact sequences since Springer fibers have vanishing odd cohomology [dCLP88] . Thus in this case we have the following theorem.
Theorem 6.1. Suppose G = SO 2n+1 , Sp 2n , or SO 2n . Let λ = (1 r1 2 r2 · · · ) be a partition and N = N λ ∈ g. We define d i := j>i r j . Also recall the definition of sgn i and τ i ∈ A λ h,i in Theorem 5.3. Here we abuse notations to denote by
character corresponding to each representation and define the character values of elements in
Then we have equalities of characters of W ′ × A λ as follows.
(a) Assume G = SO 2n+1 or SO 2n .
(a 1 ) If ξ is even and r i ∈ {0, 1} for any odd i, then
(a 2 ) Suppose ξ is odd, ξ > 1, r i ∈ {0, 1} for odd i different from ξ, and r ξ ∈ {1, 2, 3}. If r ξ = 1, then the formula in (a 1 ) is still valid. If r ξ = 2, then
If r ξ = 3, then
(a 3 ) Suppose ξ = 1, r 1 = 1, and λ 1 satisfies (a 1 ) (resp. (a 2 )). Then the formula in (a 1 ) (resp. (a 2 )) is still valid if we replace ξ by the smallest integer ξ ′ such that r ξ ′ = 0 and ξ ′ > 1.
(a 4 ) Suppose ξ = 1, r 1 > 1, and r i ∈ {0, 1} for odd i different from 1. If r 1 is odd, then
If r 1 is even, then
(b 1 ) If ξ is odd and r i ∈ {0, 1} for any even i, then
(b 2 ) Suppose ξ is even, r i ∈ {0, 1} for even i different from ξ, and r ξ ∈ {1, 2, 3}. If r ξ = 1, then the formula in (b 1 ) is still valid. If r ξ = 2, then
In Section 8 we use these formulas to calculate the Betti numbers of Springer fibers corresponding to two-row partitions.
Short proof of the main theorem
Indeed, the proof is simpler if we only want to prove Theorem 3.1. First we recall the following induction statement of Springer representations from [Lus04, Theorem 1.3].
Proposition 7.1. Let L be a Levi subgroup of a parabolic subgroup of G with its Lie algebra l. Let W L be the Weyl group of L with a natural embedding W L ֒→ W . Let B L be the variety of Borel subgroups of L. Then for N ∈ l ⊂ g we have
as W L -modules.
Suppose G = GL n . As every nilpotent element in g is a regular element in a Levi subalgebra of some parabolic subalgebra of g, for λ = (1 r1 2 r2 · · · ) it is easy to show that
Thus Theorem 3.1 follows from easy induction on n.
Now if G = SO 2n+1 , Sp 2n , or SO 2n , using Proposition 7.1 it suffices to show the statement when the given nilpotent element is distinguished. In this case we follow argument in Section 5, which is a bit simpler than considering all the cases.
Remark. Note that vanishing of odd cohomology of Springer fibers [dCLP88] implies the positivity of Euler characteristics of Springer fibers. Meanwhile, we do not need this fact in the proof of Theorem 4.1 and 5.3. Thus it gives another proof that the Euler characteristic of any Springer fiber is positive without using [dCLP88] (at least if G is of classical type).
Closed formula for the Betti numbers in two-row cases
Let N = N λ ∈ g be a nilpotent element corresponding to λ, which consists of two rows (or if G = SO 2n+1 , we assume that it consists of two rows with additional 1). Here we use Theorem 4.4 and Theorem 6.1 to give closed formulas for the multiplicities of irreducible representations of A λ in each H k (λ). As a result, we also have formulas for Betti numbers of Springer fibers of such type. There are many results about geometry of such Springer fibers, e.g. [Fun03] , [Kho04] , [Fre10] , [SW10] , [Rus11] , [ES15] , [Wil15] , [Wil16] , etc.
Remark. This is also calculated in [Fre09, Example 4.5].
Proof. We use induction on the rank n = i + j. It is trivial when n = 1. Now suppose n ≥ 2 and that the statement is true up to rank n − 1. If λ = (i, j) ⊢ n with i > j, then by Theorem 4.4 we have If i > j > 1, then we let z i z j (resp. z j z 1 ) be the generator of the first (resp. second) factor of Z/2. Then we set
to be the multiplicity of Id × Id, Id × sgn, sgn ×Id, sgn × sgn, respectively, in H k (λ) as an A λ -representation. If i = j > 1 is odd, then we write
to be the multiplicity of Id, sgn, respectively, in H k (λ), and set h k (λ) −,+ = h k (λ) −,− = 0. If i is odd and j = 1, then we let
be the multiplicity of Id, sgn, respectively, in H k (λ), and set
(The reason for using these weird notations will be apparent immediately.) Then we have the following. Proposition 8.2. Let G = SO 2n+1 and λ = (i, j, 1) ⊢ 2n + 1 such that i ≥ j ≥ 1, and i, j are odd unless i = j. Then h α (λ) = 0 unless 0 ≤ α ≤ j + 2 and α even. From now on we assume α = 2k satisfies this condition.
(a) If i > j > 1, then we have
Also, h 2k (λ) −,+ = 0 unless 2k = j + 1, in which case
(c) If i > 1 is odd and j = 1, then
Thus, we always have h 2k (λ) −,− = 0 and
if they are not a priori zero.
Proof. From Theorem 6.1 we have the following relations.
where * can be any of (+, +), (+, −), (−, +), (−, −).
(b) If i = j is odd and i > 1, then
where * is either (+, +) or (−, +).
Now the result follows from induction on the rank n.
If G = Sp 2n , it is known that the A N -action on H k (B N ) factors through the quotient by the image of ±I ∈ Sp 2n , where the image of −I is i z ri i ∈ A N . We denote such a quotient by A N . If N = N λ for λ = (i, j) ⊢ n, then A λ ≃ Z/2 if i, j > 0 are both even, and otherwise A λ is trivial. If
Proposition 8.3. Let G = Sp 2n and λ = (i, j) ⊢ 2n such that i ≥ j ≥ 0, and i, j are even unless i = j. Then we have h 2k (λ) id = 0 unless 0 ≤ 2k ≤ j + 1, in which case
If i, j are both even, then h 2k sgn (λ) = 0 unless 0 ≤ 2k ≤ j, in which case
(a) If i > j, then
Now the result follows from easy induction on n.
If G = SO 2n , it is known that any the A N -action on H k (B N ) factors through the quotient by the image of ±I ∈ SO 2n , where the image of −I is i z ri i ∈ A N . We denote such a quotient by A N . If N = N λ for λ = (i, j) ⊢ n, then A λ is trivial.
Proposition 8.4. Let G = SO 2n and λ = (i, j) ⊢ 2n such that i ≥ j ≥ 0, and i, j are odd unless i = j. Then we have h 2k (λ) = 0 unless 0 ≤ 2k ≤ j, in which case
Remark. When G = Sp 2n or SO 2n , the cohomology rings of Springer fibers corresponding to two-row partitions are described in [ES15, Theorem B] and [Wil16, Theorem A]. Thus their Betti numbers can also be deduced from their descriptions.
Appendix A. Combinatorial proof of Theorem 4.1
Proof of Theorem 4.1. We refer to [Sta86, Chapter 7.18]. We let S i be the symmetric group of i elements. Define CF i to be the Q-vector space spanned by irreducible characters of S i and let CF := i∈N CF i . We introduce a ring structure on CF so that for f ∈ CF i and g ∈ CF j , we define f • g := Ind
Si+j Si×Sj f × g and extend it to CF by linearity. Also on each CF i we have a well-defined inner product , , which we extend to CF be decreeing that f, g = 0 for f ∈ CF i , g ∈ CF j with i = j.
Then we have a well-defined ring isomorphism ch : CF → Λ where Λ is the ring of symmetric polynomials of x 1 , x 2 , · · · with coefficients in Q. It is uniquely defined by the condition that it sends Ind Sn S λ Id S λ to h λ , the homogeneous symmetric polynomial corresponding to λ. Here
Also ch respects inner products on both rings, where the inner product on Λ is defined by h λ , m µ = δ λ,µ and extended by linearity. Here m µ is the monomial symmetric polynomial corresponding to µ.
In order to prove the statement, it suffices to show that for any class function f of S n−1
Note that TSp(λ) = Ind
Id S λ by Proposition 7.1. If we apply ch, then it is equivalent to
As monomial symmetric functions m µ for µ ⊢ n − 1 are a basis of CF n−1 , it suffices to check that the above formula is true when ch(f ) = m µ for any µ ⊢ n − 1. By the definition of inner product on Λ we have ri≥1 r i h λ i , m µ = r i if µ = λ i for some i ∈ N and 0 otherwise. On the other hand,
it is easy to show that
, thus h λ , m µ h 1 = r i if µ = λ i for some i ∈ N and 0 otherwise. It suffices for the proof.
Appendix B. Exceptional types
In this section we assume that G is a reductive group of exceptional type, i.e. of E 6 , E 7 , E 8 , F 4 , or G 2 , over k such that char k is good. Then the corresponding Green functions are completely known. The following tables give the multiplicities of each irreducible character of A N in H * (B N ) for any nilpotent N ∈ g if G is of exceptional type, using the data of Green functions. Here we use the tables of Green functions given in [Lüb] . Each column in the tables means the following. Otherwise A N is either S 2 , S 3 , S 4 , or S 5 , where S n is the symmetric group of n elements.
(c) φ ∈ A N : an irreducible character of A N . If A N is trivial, then φ is the identity, and we put a dot (.) in this case. Otherwise if A N = S n , then we put the partition λ ⊢ n which parametrizes φ. For example, n means the identity character and 11 · · · 1 means the sign character. 
