Abstract. We prove that the open unit disc in C satisfies the ball embedding property in C 2 ; i.e., given any discrete set of discs in C 2 there exists a proper holomorphic embedding → C 2 which passes arbitrarily close to the discs. It is already known that C does not satisfy the ball embedding property in C 2 and that satisfies the ball embedding property in C n for n > 2.
Introduction
Let k and n be integers such that 0 < k < n. A k-ball in C n is a set D ⊂ C n with D := V ∩ B p , where V is a k-dimensional affine subspace and B p is an open ball centred at a point p ∈ V . A discrete set D of k-balls in C n is a set which is a countable union of k-balls in C n (with pairwise disjoint closures), D = j D j , with the additional property that each set of the type {p j ∈ D j ; j ∈ N} is a closed and discrete subset of C n . Let ε > 0 and let D be a k-ball in C n , 0 < k < n. By translation, we may assume that the centre of the k-ball is the origin of C n . Let V be the k-dimensional linear subspace which contains D, and let V ⊥ be its orthogonal complement. A set D is an ε-perturbation of the k-ball D if it is the graph in C n of a holomorphic map F : D → V ⊥ with F < ε, i.e.,
Given a sequence ε j of positive integers, denoted ε = (ε 1 , ε 2 
Definition 1.1.
A complex space X satisfies the ball embedding property in C n , 0 < dim X < n, if for any discrete set D of (dim X)-balls in C n and any ε ∈ R ∞ + there exists a proper holomorphic embedding F : X → C n such that F (X) contains an ε-perturbation of D.
In this paper we prove the following: Theorem 1.2. The open unit disc in C satisfies the ball embedding property in C 2 .
Background
The study of proper holomorphic embedding into complex Euclidean spaces was greatly improved by the ideas and results of Rosay and Rudin. In [10] , Rosay and Rudin constructed non-tame discrete sets in C n -a discrete set E in C n is nontame if no holomorphic automorphism of C n maps E into a proper linear subspace of C n . Non-tame discrete sets were used by Rosay and Rudin in [11] to construct a non-straightenable proper holomorphic embedding of C into C n , n > 2. This was achieved by constructing a proper holomorphic embedding F : C → C n such that its image contains a non-tame discrete subset of C n . Indeed, such an embedding F is non-straightenable in the sense that there exists no holomorphic automorphism ϕ of C n for which ϕ•F (C) = C×{0} ⊂ C n . This result was extended to the case n = 2 by Forstnerič, Globevnik and Rosay [7] and shows that the well-known result by Abhyankar-Moh [1] and Suzuki [12] -stating that any polynomial embedding of C into C 2 can be made into the canonical inclusion by composition with a polynomial automorphism of C 2 -does not hold true in the holomorphic setting. The ideas and methods of Rosay and Rudin were generalised by Buzzard and Fornaess, who constructed a proper holomorphic embedding F :
is Kobayashi hyperbolic [4] . This was achieved by constructing a discrete set of discs (1-balls) in C 2 and a proper holomorphic embedding such that its image in C 2 contains small enough perturbations of the discs. The discs can be chosen in such a way that the complement of any small enough perturbations of the discs is Kobayashi hyperbolic, thus inducing hyperbolicity of C 2 \ F (C). In turn, the same construction was generalised by Forstnerič [6] to e.g. find proper holomorphic embeddings F : C k → C n for which C n \ F (C k ) contains no non-degenerate, holomorphic image of C n−k (with Kobayashi hyperbolicity in the case k = n − 1). In [2] , the author and Kutzschebauch made small modifications to the construction of Forstnerič in order to prove that the complement C n \ F (C k ) can be made (n − k)-Eisenman hyperbolic (Eisenman hyperbolicity was introduced in [5] ).
The results mentioned in the previous paragraph are proven by inductively choosing k-balls in C n and modifying embeddings in such a way that the end results are embeddings whose images contain small enough perturbations of discrete sets of k-balls. However, this method does not reveal whether it is possible to prescribe the discrete set of k-balls in advance. Initial studies of the ball embedding property were done in [3] , although the notion was not used at that time. Let us state the two theorems of that paper using this notion. Theorem 2.1 ([3] , Theorem I). Let X be a complex space with 0 < 2 dim X < n and suppose that X admits proper holomorphic embedding into C n . Then X satisfies the ball embedding property in C n .
It is a famous theorem of Remmert [9] that any Stein manifold admits proper holomorphic embedding into C n for n > 2 dim X. Hence, for Stein manifolds the embeddability assumption in the theorem above is superfluous. In particular, Theorem 2.1 assures that C k satisfies the ball embedding property in C n for 0 < 2k < n. Moreover, it follows that the open unit disc in C satisfies the ball embedding property in C n , n > 2.
In the dimensional cases not covered by Theorem 2.1 there is a necessary condition for a Stein manifold to satisfy the ball embedding property.
Theorem 2.2 ([3], Theorem II). Let X be a Stein manifold with
This result implies that C k does not satisfy the ball embedding property in C n for 0 < k < n ≤ 2k. Indeed, for such k and n, the space
Thus, Theorems 2.1 and 2.2 give a complete characterisation of the ball embedding property for complex Euclidean spaces: C k satisfies the ball embedding property in C n if and only if 0 < 2k < n. In particular, C does not satisfy the ball embedding property in C 2 . The main motivation behind the result in this paper is to demonstrate that the implication in Theorem 2.2 is not trivially true, i.e., we verify the existence of a Stein manifold X and a positive integer n such that X satisfies the ball embedding property in C n and 0 < dim X < n ≤ 2 dim X.
Proof of Theorem 1.2
Let us begin by describing the idea of the proof of Theorem 1.2. Given a discrete set of 1-balls in C 2 , and ε ∈ R ∞ + , we begin by considering the image M of a proper holomorphic embedding of C into C 2 . By the use of Andersén-Lempert theory we inductively move pieces of M close enough to the 1-balls with the help of holomorphic automorphisms of C 2 . During this process, we make sure to move a specific point p ∈ M towards infinity.
The composition of the chosen automorphisms is guaranteed to converge on an open Runge domain Ω in C 2 , and the resulting map Ω → C 2 is biholomorphic. By construction, the composition does not converge at the point p ∈ M . Thus, the set Ω is a proper subset of C 2 and therefore Ω ∩ M is the union of simply connected open subsets of M . We are able to guarantee that the pieces of Ω ∩ M which pass close to the discrete set of 1-balls lie in the same component of Ω ∩ M . By the Riemann mapping theorem, this component is biholomorphic to a properly embedded open unit disc. This gives the required proper holomorphic embedding.
We will now carry out the details of the proof. Let D = j D j be a discrete set of 1-balls in C 2 , and let ε ∈ R ∞ + . Below, we will refer to 1-balls in C 2 as discs.
2 and let p ∈ M \ {0} be any point. For each non-negative integer j, our aim is to inductively construct (1) an exhaustion of C 2 by connected, compact, and polynomially convex sets 
Whenever we need to refer to many of the properties above, which only differ by index, we will omit the index. For example we would simply refer to (f) in order to motivate the statement ∞ j=0 ν j < +∞. 
Suppose that for each
Let us begin by showing that it is enough to construct the desired objects. Set Φ := lim Φ j . According to Proposition 3.1 (with ε j , Ψ j , and K j replaced by ν j+1 , ϕ j+1 , and K j ∪ Φ j (C j ) resp.), it follows from (f), (g), and (h) that Φ : Ω → C 2 is well-defined and biholomorphic, where
By construction, the map Φ : Ω → C 2 can be approximated by automorphisms of C 2 , and therefore Ω is Runge in C 2 (see e.g. [8] , Proposition 1.2). From (c) it follows that Φ j (p) / ∈ K j for any j (since p / ∈ C j ), i.e., p / ∈ Ω. Hence, Ω ∩ M is a proper subset of M , and it consists of open Runge domains in M . Therefore, each such domain is simply connected in M . Since Φ converges on the connected set C := j C j , the set C is contained in a single connected component Ω of Ω∩M . By applying the Riemann mapping theorem we find a biholomorphic map G from the open unit disc in C onto Ω . Thus, F := Φ • G is a proper holomorphic embedding of into C 2 . Finally, consider a disc D l . For large enough j, it follows from (i j ) that Φ j (Ω ) contains a μ j l -perturbation of D l . By use of (e) and (f) we see that μ j l ≤ 2ν j l < ε l (j large enough). Therefore, (i) guarantees that the image
Let us now construct the desired objects. We may assume that the origin is not in the closure of any of the discs D j . Let B ⊂ C n denote the open unit ball centred at the origin. Choose real numbers 0 < r 0 < r 0 small enough such that p / ∈ r 0 B License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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and D j ∩ r 0 B = ∅ for all positive integers j. Set K 0 := r 0 B, C 0 := M ∩ r 0 B, ν 0 := 1, and let ϕ 0 be the identity map on C 2 . Let k be a non-negative integer and assume that for any integer 0 ≤ j ≤ k we have constructed K j , C j , ν j , and ϕ j according to (1)-(4) with the properties required in (a j )-(i j ). Moreover, assume that the compact sets K j are given by K j = r j B, where r j are real numbers so that r j > r j−1 (j > 0) and r 1 > r 0 > r 0 (according to the above). Set M j := Φ j (M ) and p j := Φ j (p). We will now construct K k+1 , ν k+1 , ϕ k+1 , and C k+1 .
Let r k+1 > r k be large enough so that
.).
Then the set K k+1 := r k+1 B is as in (1), and (a k+1 ), (b k+1 ) are satisfied. Now that we have defined K k+1 , we introduce the index sets
Observe that the indices in L correspond to discs D l from previous steps of the induction. Indeed, by the induction assumption we are guaranteed that
The indices inL correspond to the new discs which are considered in the current step of the induction. Before we choose ν k+1 , we define sets E k+1 and U k+1 upon which the choice of ν k+1 will depend. These two sets will also be important for the choice of C k+1 below. Set
Each disc D l defines an affine complex line P l in C 2 . Observe that P := l∈L P l is a complex subspace of C 2 and A := E k+1 ∩ P is holomorphically convex in P .
Lemma 3.2 ([13], Lemma 2). Let
Let U k+1 be any small enough open neighbourhood of E k+1 such that U k+1 is a compact, polynomially convex set and
Let us now choose ν k+1 . The conditions (e k+1 )-(g k+1 ) give a finite number of upper bounds for the choice of ν k+1 . Thus, we simply choose ν k+1 small enough to meet these requirements. Additionally, we make sure that ν k+1 is small enough so that
2 . This is crucial for the application of the Andersén-Lempert theory which is at the heart of constructing a suitable automorphism ϕ k+1 . We choose ϕ k+1 according to the following lemma.
Lemma 3.3. Using the notation above, there exists a holomorphic automorphism
Remark 3.4. Lemma 3.3 essentially corresponds to [3] , Lemma 3.3, in the special case k = 1 and n = 2. In turn, these lemmata are modified versions of [6] , Lemma 6.8.
Proof of Lemma 3.3. We will construct two maps α, β ∈ Aut(C 2 ) so that their composition ϕ k+1 := β • α has the required properties. Recall that
This follows e.g. by repeated use of Lemma 3.2, adding one disc at a time.
Recall the definition of U k+1 (introduced in the proof of the main theorem). Fix a point x ∈ C 2 \ U k+1 . Since K is polynomially convex, so is K ∪ {x}. Moreover, this means that K ∪ {x} has a Stein neighbourhood basis. Thus we may choose an arbitrarily small Runge neighbourhood of K ∪ {x} with the same number of components as K ∪ {x}. Let V be such a neighbourhood, denoted
Next, we explain how to construct the holomorphic automorphism α ∈ Aut(C 2 ). Let q l ∈ C 2 denote the centre of the disc D l . For l ∈L, choose distinct points 
If, in addition, the polynomial map P satisfies
we may choose F to be a polynomial automorphism with Jacobian one.
Through repeated use of Proposition 3.5 (once for each of the points a l and x), we find a map α ∈ Aut(C 2 ) such that
The use of Proposition 3.5 assures that the modulus in (5 α ) can be made arbitrarily small on K k ∪Φ k (C k ). Thus, we may require that α is arbitrarily close to the identity in C 1 norm. Let us verify (6 α ). In view of (i k ), we know that
Let us now show how to construct an appropriate β ∈ Aut(C 2 ). It will be done with the help of the following result. 
n that can be approximated, uniformly on compact sets in Ω, by automorphisms of C n (resp. by automorphisms with Jacobian one).
We will define a holomorphic vector field X on the Runge set V . This vector field can be approximated, uniformly on a compact subset of V , by a global vector field, and then we apply Lemma 3.6 to find a holomorphic automorphism of C 2 . Let the restriction of X to V 0 ∪ V x be the zero vector field. Fix an index l ∈ L. After a suitable change of coordinates, we may assume that q l is the origin of C 2 and P l = C × {0}. Let s l > 0 and define the restriction of X to V l by X|V l (z, w) := (s l z, −s l w). The time-one flow of this vector field is given by F X (z, w) = (e s l z, e −s l w). By choosing s l large enough, it follows from (3 α ) that the time-one flow F X stretches a small neighbourhood of q l in α(M k ) onto a small enough perturbation of D l . We choose s l large enough to guarantee that a part of α(M k ) is stretched onto a small enough perturbation of D l .
In view of Lemma 3.6, the time-one flow of X can be approximated, uniformly on W ∪ {x}, by an automorphism of C 2 . In this way we find β ∈ Aut(C 2 ) such that It remains to verify that ϕ k+1 := β • α has the required properties. By arguments similar to those used to verify (6 α ), Lemma 3.3(i) follows from (4 α ), (6 α ), and (2 β ). Lemma 3.3(ii) is guaranteed by (3 β ). Since V x ∩ U k+1 = ∅, the statement in Lemma 3.3(iii) follows from (1 α ) and (1 β ). Lemma 3.3(iv) follows immediately from (4 α ), (5 α ), and (2 β ).
Lemma 3.3(iv) assures that ϕ k+1 satisfies (h k+1 ), and it remains to define the set C k+1 in such a way as to assure (c k+1 ), (d k+1 ), and (i k+1 ). The key to defining C k+1 is to use U k+1 . Set
