This paper presents a novel instruction cache prefetching mechanism for multiple-issue processors. Such processors at high clock rates often have to use a small instruction cache which can have significant miss rates. Prefetching from secondary cache or even memory can hide the instruction cache miss penalties, but only if initiated sufficiently far ahead of the current program counter. Existing instruction cache prefetching methods are strictly sequential and do not prefetch past conditional branches which may occur almost every clock cycle in wide-issue processors. In this study, multi-level branch prediction is used to overcome this limitation. By keeping branch history and target addresses, two methods are defined to predict a future PC several branches past the current branch. A prefetching architecture using such a mechanism is defined and evaluated with respect to its accuracy, the impact of the instruction prefetching on performance, and its interaction with sequential prefetching. Both PC-based and historybased predictors are used to perform a single-lookup prediction. Targeting an on-chip L2 cache with low latency, prediction for 3 branch levels is evaluated for a 4-issue processor and cache architecture patterned after the DEC Alpha-21164. It is shown that history-based predictor is more accurate, but both predictors are effective. The prefetching unit using them can be effective and succeeds when the sequential prefetcher fails. In addition, non-sequential prefetching is better at hiding latency due to earlier initiation. The two types of prefetching eliminate different types of misses and thus can be effectively combined to achieve better performance.
Introduction
Instruction-level parallelism is one of the main factors allowing the high performance delivered by state-of-the-art processors. Such a processor is designed to issue and execute K instructions every cycle. K is typically 4 in today's processors. A fetch unit's task in such a processor is to supply the decode unit with K instructions every cycle. This is accomplished by having a wide instruction cache (I-cache) supplying α*K instruction words every α cycles, where α is typically between one and three. This is a difficult task for a typical processor with a clock speed of 200+MHz and more so for a
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The Approach
Our mechanism to predict a prefetch address with a sufficient time to complete the prefetch divides instruction addresses in two classes. First is a class of sequential addresses defined as Mem [PC + δ] , where the range of δ addresses contains no transfer of control instructions. Sequential prefetching for this class has been widely used utilizing an instruction prefetch buffer. The second class are addresses of branch targets to which a transfer can occur from a given branch. Conditional branches, unconditional branches, and call/returns will be treated in the same way since all require a new prefetching path. For the second class, a branch has to trigger prefetching along one of the two possible paths as specified by a branch predictor. In this case an address of the branch target needs to be predicted in addition to a taken/not taken prediction. For an even longer lookahead, several future branches need to be predicted and one of the possible target addresses predicted. This has been called multilevel branch prediction [YMP93] . In other words, if a branch B i is currently executed we would like to predict branch outcome and target address of branch B i+K that will follow B i in the dynamic execution sequence. K is the lookahead distance in the number of branches past the current PC, e.g. K=3 predicts a target of a branch 3 (dynamic) branches past the current PC. K=0 is a standard branch prediction.
The approach combines the ideas of branch prediction and a BTB in the following way. The BTB concept is extended to look ahead K branches and return a prediction for the next prefetch address. We will call this a multilevel BTB (mBTB). A mBTB lookup is performed when a current instruction is a branch using its PC. The mBTB returns 2 K possible branch targets. A 2-bit history counter is stored with each target.
The saturating up/down counter is used to select the most frequently encountered target as the most likely. A counter of a correctly predicted target is incremented while all other counters are decremented. Again, for K=0 our approach reverts to a standard BTB. A Branch History Register (BHR) maintains taken/not taken branch status plus a PC and a target address of the last K executed branch instructions. The history and target addresses in the BHR are used to update the mBTB. A new taken target, that of B i , is added to a mBTB entry pointed to by the PC of B i-K in the BHR.
I-cache prefetching architecture consists of K sequential prefetch buffers, each holding one or more cache lines. A prefetch buffer P j is used to prefetch branch B i target such that (i mod K ) = j, so that buffers are used in a circular fashion. The next prefetch buffer in sequence is allocated and prefetching with a K-branch lookahead is initiated every time a branch is executed. The K prefetch buffers are looked up in parallel with the I-cache and can return a line directly to the fetch unit.
The hardware complexity of the mBTB is (2 K +1)*log(Addr_size) and grows rapidly with K. K also affects the latency: an associative lookup of K buffers needs to be performed in parallel with the I-cache lookup and one of the K+1 resutls selected. To keep the complexity down and the table access time low, only taken branch targets will be predicted and stored in the mBTB. Thus to predict over two branches, for instance, requires only 4 addresses and 4 two-bit counters.
Multilevel branch prediction based prefetching can be combined with sequential prefetching which can pick up some of the fall-through paths, for instance by using multi-line prefetch buffers P j . This deals with not-taken paths not in mBTB. Overall, every branch encountered by the CPU starts a new branch target prefetch.
Multilevel Branch Target Prediction Hardware
The number of target addresses to be associated with a branch address depends on the prediction level or lookahead. In general, one would expect to get a lower prediction accuracy with more levels, in addition to the higher implementation cost. We selected a two-level branch predicator in this work because of its natural balance between branch frequencies, average number of consecutive instructions between branches, and prediction accuracy. However, we will also present some results for the 1-and 3-level prediction.
Figure 1. Direct-Mapped Two-Level Predictor Organization
Figure 1 shows a two-level predictor with a direct-mapped implementation. The fully-associative organization will also be investigated. The predictor consists of a Branch History Register (BHR), a Prediction Table (PT) , and associated control logic (not shown). BHR holds PCs, target addresses, and taken/not taken history of previous K=2 branches plus the current branch. It is shifted left on each branch with current branch outcome shifting in. The information about the current branch, the previous branch, and the branch before the previous branch (Prev.-1) are held in BHR positions 0, 1, and 2, respectively. 1-bit History, a 2-element sub-register of BHT, holds the taken status of the previous two branches (global branch history). A PT entry holds four target 
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Lookup 2 1 0 address/2-bit "saturating" counter pairs for each possible branch target and a cache tag accessed with low-order bits of instruction address. The predictor supports two operations: a lookup and a change/update. The lookup is performed when a new prediction is needed, i.e. when the current instruction is a branch. In this case the PC is used to access the PT entry, the counter with a maximum value among the four counters is identified, and the target address associated with the counter is returned as the prediction. On update, a PT entry is determined by the PC in BHR 2 and the address/counter pair in a slot pointed to by the BHR 2,1 History Bits is changed or updated. The pair is changed to the current PC and the counter set to a selected initial value if the target address is new, otherwise the counter is simply incremented while the other three counters in this entry are decremented.
System Organization
The focus of this paper is the instruction fetch logic of a processor and its I-cache. Ideal instruction issue logic, execution units, and primary D-cache are assumed and their stalls are not modeled. To anchor our system in reality and support the claims of very high clock rates we base the processor pipeline, its behavior, and timing on the DEC Alpha 21164.. The I-cache organization and interface to on-chip, pipelined L2 cache, the branch predictor, and the sequential prefetcher are based on the description in [RPPR95]. Of course, our model is only an approximation. The general system organization studied is shown in Figure 2 . Four variants of this architecture are modeled to study instruction prefetching. An architecture may thus omit a particular prefetching unit, such as a stream buffer or MLBP prefetcher.
The various system units are described first, followed by the description of the four systems.
Instruction Cache Organization
The instruction cache is a direct-mapped, 8KB cache with 32B blocks and a 2-cycle latency. Thus a cache block contains eight instructions. A block is fetched into two 16Byte staging buffers for access by the fetch unit. Blocks have to be aligned and a 32B fetch cannot cross cache block boundaries.
For comparison, we also present some results for 16KB I-caches, 2-way set associativity, and with 64B blocks. The 2-way set associative cache uses a random replacement policy.
Processor Organization
The processor is a quad-issue superscalar processor. Every cycle an aligned 16-Byte set of four instructions is accessed from the I-cache staging buffer. The processor can issue a maximum four instructions per cycle. This corresponds to half a cache block and, in any cycle, the instruction issue will not cross the half block boundary. The following are the only stages in the instruction pipeline we model: S0 -cache access, delivers four instructions plus information for decoding and slotting S1 -branch decoding, branch prediction, next PC computation S2 -instruction slotting to execution units During S0 the instruction cache returns a naturally aligned block of four instructions along with necessary information for instruction decoding and slotting. During S1, the CPU decodes the four instructions, predicts branch outcome if one of the instructions is a branch, and uses branch prediction to generate the next I-cache half-block address to be used. If one of the instructions is a branch and it is predicted taken the rest of the block is not executed. There is a 1-cycle stall for any taken branch to access the new block. The instructions flow through S2 and S3 without any stalls. The conditional branch outcome is known in S4 resulting in a 5-cycle branch misprediction penalty.
Instruction Fetch Unit
The fetch unit issues a new address to the I-cache every other cycle. It also generates the next half-block address as either PC+16 or PC+Branch_displacement if there is a taken branch in the current half-block. The current half-block comes from one of the 2 staging buffers in the I-cache. If a half block contains a branch and the branch is predicted taken, the sequential instruction fetch is stalled for one cycle while the new PC is requested from I-cache. Note that a dedicated branch predictor is used here only for fetching from the I-cache and not for I-cache prefetching.
Branch Predictor
A standard, (2,2) correlated branch predictor with a table size is 1K entries is used.
L2 Cache and Memory
The L2 cache with 0% miss rate has its access pipelined and a latency of 6 cycles. A new fetch or prefetch can be issued to it every other cycle. In our system 3 units may simultaneously attempt to issue a request to the L2 cache: the instruction fetch, the sequential prefetch, and the MLBP-based prefetch units. An arbiter selects one of these with the following priorities: instruction fetch, MLBP prefetcher, sequential prefetcher, and stalls the other units.
Sequential Instruction Prefetcher
A sequential instruction prefetcher (or an instruction stream buffer) consists of an address register, an incrementor, and one 32Byte cache line buffer. The stream buffer is accessed in parallel with I-cache in one cycle. The stream buffer initiates a prefetch on an I-cache miss and stops when a branch or another cache miss are encountered. On a stream buffer hit the line is loaded into the I-cache.
Multilevel Branch Predictor
In this work, different implementations of a multilevel branch predictor are studied. The multilevel branch predictor consists of a table in which each entry contains 2 K-1 branch target addresses and frequency counters . The predictor receives the current branch address, branch direction, and branch target address from CPU, updates its internal prediction table, and predicts branch targets for prefetching. The direct-mapped and setassociative table organizations will be studied.
Overall System Organization under Study
The effect of MLBP-based prefetching and its interaction with sequential prefetching are studied by analyzing performance of four systems described below. These systems add MLBP and/or sequential prefetch units to the base system and allow the miss rate and CPU time changes to be observed.
• Baseline Architecture (B)
This architecture performs no prefetching and models a simple I-cache. It is used to as the basis for comparing the improvement from prefetching.
• Baseline plus Instruction Stream Buffer (BI) This architecture, adds an instruction stream buffer in parallel with the instruction cache. A CPU address is issued to both I-cache and stream buffer. This stream buffer targets sequential instruction prefetching.
• Baseline plus MLBP-based Prefetch Unit (BP) This architecture, adds a 2-level MLBP-based prefetch address generator and two 1-line buffers to store prefetched lines. This architecture attempts to generate a prefetch request for every branch, conditional or unconditional, using an earlier branch as a trigger. It targets branch targets for prefetching. The two buffers are used cyclically and a new block overwrites the oldest block. A prefetch address is issued to the L2 cache. A CPU address is issued to both Icache and the two prefetch buffers. If an address is present in a prefetch buffer but not in instruction cache, the block is loaded into the I-cache.
• Baseline plus Instruction Stream Buffer plus Prefetch Buffer (BIP)
This architecture combines the I-cache with the two types of prefetch units. Figure   2 shows this system organization. A CPU address is checked in all three units. The instruction cache is loaded if a block is found in either the stream buffer or the MLBP-based buffers. A true instruction cache miss is considered to occur when a requested block is not present in any of the three units. The stream buffer will issue a prefetch for the next sequential block when either a true instruction cache miss occurs or when a hit occurs in either the stream buffer itself or the MLBP-based buffers.
Experimental methodology
Trace-driven simulation is used to evaluate the effect of MLBP-based prefetching. Six benchmarks are used: five SPEC92 benchmarks with high I-cache miss rates and tpm-C Oracle data base manager (dbm). The SPEC benchmarks are compiled on an SGI system using SPEC scripts. Pixie software [CHKW86] is used to generate an instruction trace. The data base manager benchmark is a 10-minute sample of one data base manager process. This process is one of thirty such processes simultaneously executing. The programs were compiled and traced using MIPS-I instruction set, compiler optimizations (-O3 flag) and statically linked libraries (non-shared flag). The one major deviation from the SPEC scripts was in compilation and tracing of gcc. We used only one copy of input files instead of five and "merged" these files into a single C program to avoid multiple startups. This lead to a large increase in unconditional branches. Also, both gcc and cc1 compilation were traced. 
Prediction Accuracy
Multi-level branch prediction accuracy is key to prefetching. We start by examining a correlated branch predictor used for "regular" branch prediction and the effect of the table size on its performance. Next, a direct-mapped 2-level branch predictor is studied while varying the size of its table, followed by a fully-associative predictor. The size of a direct-mapped table ranges from 32 to 4K entries and from 64 to 512 entries for a fully-associative table. The latter are kept smaller to approximate the same access time since associative lookup is slower. Finally, the 1-and 3-level predictors are investigated in addition to the 2-level predictor.
Correlated Branch Predictor Accuracy
The standard correlated predictor is used and the effect of table size on prediction accuracy for each benchmark program is summarized in Figure 3 . The prediction accuracy reaches 90% and above for all benchmarks once a table size of around 1K entries is reached. A 1K entry predictor is used for CPU branch prediction in the rest of experiments. Figure 4 summarizes the overall prediction accuracy of selected benchmark programs relative to the total number of taken branches (since only taken branches are predicted) 2 . The prediction accuracy increases smoothly with the increase in table size in most cases and ends up in the range of 55 and 85% for all programs except gcc. The problem with gcc is a large number of regisater-based jumps. While the results are not as high as for correlated branch prediction (Figure 3) , they are over 3 branch levels and predicting a branch target address as well! The accuracy may still improve instruction prefetching since there is a high probability of finding data in the cache.
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Fully-associative prediction
The performance of a fully-associative predictor is presented next for table sizes of 64, 256 and 512, and prediction levels of 1, 2 and 3. All entries in the mBTB's fully associative table are compared in parallel to the address, just as in an associative cache or BTB. The prediction accuracy for the fully-associative predictor is shown in Figure 9 as a function of table size and predictor level (see size-level caption). It is clear that prediction accuracy drops with decrease in table size and increase in the number of levels. Overall, however, a 256-entry, 2-level predictor does quite well and the results exceed those for larger, direct-mapped predictors, except for gcc. 
History-Based Prediction
Everything discussed so far used the MLBP unit indexed by the (branch) program counter. The predictor works well, as shown above, but is not using a hardware table entry efficiently for unconditional branches. In addition, it has been been shown elsewhere that (standard) history-based branch prediction can be more accurate than PCbased prediction. In this section a different MLBP unit using past branch history for predictor indexing is studied and compared to the PC-based unit described in previous sections. An additional advantage of this unit is that it can be extended to handle more levels at a lower cost since predictor entry size is independent of the number of prediction levels.
History-Based Prediction Method
In a standard, history-based predictor branch history is used to index an array of counters. A similar method can be applied to MLBP. In order to do so, we extend the Branch History Register (BHR in Figure 1 ) to N+k bits (to the left), where k=number of prediction levels and N=log 2 PredictorSize. The resolved branches will continue to update the BHR and shift it to the left. The leftmost N bits will be used as the index into the predictor table with 2 N entries.
Let us again concentrate on a 2-level predictor. A single-lookup target address predictor, given a certain branch history in the N-bit BHR, directly looks up and predicts the outcome and the two target adresses, the taken and not taken, of a branch 2 levels past the "Current Branch". Note that none of the "k" intervening branch outcomes are even considered. The reasoning is that previous history already sufficiently differentiates between different paths.
Each predictor entry thus contains two addresses and a counter. The counter predicts whether this future branch is taken or not. And, therefore, which of the two addresses to predict as next. The address is passed to the next prefetch unit as described above. Only a direct-mapped, 2-level predictor is reported in this paper. However, a much larger number of levels, up to 8, has been predicted using same predictor.
Predictor accuracy
Four benchmarks with some of the worst branch prediction behavior are used to present the accuracy of the new predictor. Only predictor sizes of 1K and 4K entries are used, skipping smaller-size predictors. In addition, one larger predictor size of 16K entries is presented to investigate the effect of size. The results are shown in Figure 6 .
As before, increasing predictor size helps significantly. For the largest predictor size even the worst benchmarks, gcc and Oracle, are beginning to show reasonable accuracy. The results can be directly compared with PC-based predictor in Figure 7 . Fpppp shows an improvement of over 30%, gcc of over a 100% for smallest predictor. The improvement decreases with size of predictor. An interesting event occurs in the case of sc, where a 4K-entry, history-based predictor has worse accuracy. 
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Figure 7 Comparison of 2-level PC-and History-based Predictors
Prefetching Results
As shown above, multi-level branch prediction works fairly well in predicting the branch target addresses. Next, the MLBP is used to provide an address prediction which is then used to initiate instruction prefetch. We start by simulating several I-cache organizations to assess the baseline performance, followed by the I-cache prefetching mechanisms described above. Finally, the effect of instruction fetch on execution time and issue rate is investigated.
Instruction Cache Miss Rates
I-cache sizes of 8 and 16KBytes and line sizes of 32 and 64Bytes are studied. The size and associativity of the I-cache are kept small to guarantee high clock rates. Table 2 shows the results. The miss rates range from below 1 to 10%. While doubling the associativity or line size leads to a miss rate reduction, overall the miss rates remain unacceptably high. The percentage of cache misses caused by branch targets is shown in Table 3 . These misses will be targeted by MLBP prefetching. It shows that the branch target misses can be a very high fraction of I-cache misses. But they are not very sensitive to associativity and cache size, except for fpppp. Fpppp has approximately 2% of instruction cache misses caused by branch targets. Table 3 Percentage of branch target misses for 32Byte line
GCC
The Performance Impact of Prefetching
The impact of prefetching on system performance is measured by its effect on I-cache miss rate and the reduction in CPU stall cycles caused by cache misses. The baseline architecture (B) does no instruction prefetching, the second architecture (BI) adds a oneline instruction stream buffer, the third architecture (BP) adds a 2-level MLBP-based prefetch generator and two 1-line prefetch buffers, and the last architecture (BIP) adds both a stream and a MLBP-based prefetch units. First, results for the direct-mapped, 4K-entry predictor are presented, followed by a fully-associative, 256-entry MLBP. The results are shown for an 8KB, direct mapped instruction cache organization with 32Byte lines, unless otherwise specified. A cache configuration is represented by a triplet (cache size, line size, associativity). First, the miss rate change is shown followed by the CPU time analysis for the four architectures.
8.2.1
Direct-mapped MLBP Implementation
Prefetch Effect On I-Cache Miss Rate
Recall that with prefetching, a miss occurs when neither the I-cache or a prefetch buffer contains the requested line. The case when a prefetch buffer has issued a request but a line is not yet available is counted as a hit. The stall cycles spent waiting in this case will be shown in the next section. Figure 8 summarizes the I-cache miss rate for the four architectures and Figure 9 shows the I-cache miss rate change. For doduc, fpppp, and gcc, the stream buffer is more efficient than multilevel branch prediction in removing cache misses. For sc and xlisp, the effect of the two organization is quite close. The stream buffer sequential prefetching reduces the miss rate by 80 to 97% for 3 benchmarks, but for the other three it only removes 40% or fewer of the misses. Branch target prefetching removes close to an additional 40% of the misses in the latter two benchmarks, while giving 3 to 11% improvement in the former three benchmarks. When the two prefetching methods are used together, the effect is very close to purely additive. For dbm the miss rate reduction is not very large in all the cases, but very important as we will show in the next section. Table 4 . The first row repeats the results shown in Figure 9 . The effect of associativity and size on cache miss rate reduction from prefetching is quite small in this range of cache configurations. Table 4 . I-cache miss rate reduction from baseline architecture
The Effect on Execution Time
The stream buffer significantly reduced the instruction cache miss rates for doduc, fpppp, and gcc while MLBP-based prefetching significantly helped sc and xlisp. The combination of two methods produced additive results. Next, the actual execution time change from prefetching is evaluated. Figure 10 summarize the base execution time reduction due to prefetching. The range of improvement from stream buffer prefetching is 1.7 to 10.3%, 1 to 8% from MLBP prefetching, and 5.8 to 16% for combined prefetching.
The effect is smaller than one might expect from the miss rate reduction. As shown in the next section, there is still a significant stall component in stream buffer prefetching indicating it may not be started early enough and may need more bandwidth. The relative performance of stream and MLBP-based prefetching also changes. For sc and xlisp, multilevel branch prediction based prefetching becomes more efficient than stream buffer, for dbm they are very close and completely additive, and for doduc the difference is significantly reduced. This reflects two facts. First, in fpppp and gcc sequential misses dominate, while in sc, xlisp and dbm a large fraction of instruction cache misses, up to 40%, are caused by branch targets (see Table 3 ). Second, MLBP allows prefetches to be issued earlier than in stream buffer prefetching. Table 5 . The associativity and cache size make a much bigger difference in the CPU time reduction as compared to their effect on miss rates. Larger caches and higher associativity reduce the miss rate but benefit less from the prefetching improvement. However, except for xlisp, there is still a noticeable improvement from combined prefetching methods for all cache configurations. Table 5 . Percent CPU time reduction from stream buffer and MLBP prefetching 8.2.1.3 CPU Cycle Breakdown The following approximation was used to derive benchmark execution times above. The processor stalls on an I-cache miss (6 cycles), any taken branch (1 cycle), and a branch misprediction (5-cycles). Other stalls are not modeled, e.g L2 cache misses, conflicts with primary D-cache misses, or execution unit stalls.
(Equation 1) gives a total benchmark execution time accounting for the stalls we model. Thb-time to fetch all four-instruction blocks (not all are executed due to branches) Ttb -taken branch stall time when the branch predictor predicts branch taken Tcm -stall time for servicing instruction cache misses from the L2 cache Tmp -branch misprediction stalls Tpr -stall on an issued prefetch which is not serviced when a I-cache miss occurs Tovlp -cache miss and mispredicted branch overlap Event counts for the Tcpu components are collected during simulation, multiplied by the corresponding delay time, and added up to obtain the total. Tovlp is the time over-charged for a misprediction and a cache miss at the same time, thus Tovlp is subtracted. The results clearly demonstrate the need to reduce I-cache misses. The two components dominating the CPU time are the half-block fetches followed by cache miss or taken branch stalls. Recall that a 6-cycle cache miss stall is used. An 8-cycle stall would make cache misses the second largest CPU time component. At the same time, the programs where stream buffer prefetching had a large effect on miss rate show a large amount of prefetch stalls. The MLBP-based prefetching alone has no prefetch stalls and demonstrates the effectiveness of prefetching across branches, even in the data base manager.
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8.2.2
Fully-Associative Implementation A fully-associative MLBP implementation uses a tagged table of 256 entries, otherwise it is identical to the direct-mapped case. Figure 11 and Figure 12 show the percent reduction in the miss rate and CPU time, respectively. Table 9 shows the CPU time breakdown.
The results are very close to the CPU times for the 4K-entry direct-mapped implementation (usually within 1%), except for the dbm benchmark. The dbm benchmark suffers a significant reduction in its ability to perform MLBP prediction and address generation. This indicates that a tagless table may work better as it will make a prediction even if the history belongs to another reference. Insufficient size to hold the predictions is another reason. The miss rate reduction is also seriously affected in sc but it still generates a noticeable decrease in the CPU time. 
Conclusions
A new, non-sequential instruction prefetching method using multi-level branch target prediction (MLBP) is developed in this work and its effectiveness studied. It predicts the branch direction and a branch target across K branches for a K-level prediction. We concentrate on a 2-level prediction to balance hardware complexity and performance. However, the concept can be extended to more levels. The behavior of five SPEC92 benchmark programs with highest instruction cache miss rates and of Oracle tpm-C benchmark is analyzed. Integer and data base management benchmarks showed the largest improvements, up to 15% CPU time reduction, from prefetching. Benefits are greatest for small, fast caches. The MLBP prediction accuracy was found to be quite close for a fully-associative 256-entry and direct-mapped, 4K-entry predictors, about 70% on average. This is low by branch prediction standards but may be sufficient for prefetching. Part of the reason for low accuracy is our implementation choice of tracking only taken branches. It was done to make the MLBP implementation simpler in order for it to keep up with the CPU and require less hardware.
Another approach using a novel history-based predictor was described which uses simpler hardware and is easier to extend to more levels. Its accuracy, especially for smaller predictors, was shown to be to by typically much higher.
Up to 8-level prediction and preftching study has been presented in [Sham98] .
The average fraction of cache misses caused by branch targets in the benchmarks studied is about 25% for an 8KB I-cache with 32 byte line size. Their elimination can lead to a significant miss rate reduction when MLBP is used. The effect on CPU performance is smaller, up to 8%. For a larger I-cache miss service time the effect on CPU performance will increase.
Traditional sequential prefetching works well in some programs and our additional prefetching hardware provides only a small improvement. In other benchmarks the MLBP-based prefetching produces a larger effect than sequential prefetching. Its success is due in part to the longer lookahead afforded by the multi-level prediction.
The MLBP and sequential instruction prefetching complement each other. They can be used together to effectively remove both sequential and branch target instruction cache misses. The sequential prefetch is often only partly effective because it is not initiated early enough. A larger stream buffer can help but will consume a lot of L2 cache bandwidth and, given the frequency of branches, may not help after all. MLBP prefetching does not have this problem. Combined imrovement reaches 16%.
Overall, MLBP-based prefetching is a new, unique way to perform non-sequential instruction prefetch for an arbitrary number of branch levels. Its accuracy and resulting performance improvement are very encouraging and warrant further investigation.
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