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UNIFORM MODELS AND SHORT CURVES FOR RANDOM
3-MANIFOLDS
PETER FELLER, ALESSANDRO SISTO, AND GABRIELE VIAGGI
Abstract. We give two constructions of hyperbolic metrics on Hee-
gaard splittings satisfying certain conditions that only use tools from
the deformation theory of Kleinian groups. In particular, we do not rely
on the solution of the Geometrization Conjecture by Perelman. Both
constructions apply to random Heegaard splitting with asymptotic prob-
ability 1. The first construction provides explicit uniform bilipschitz
models for the hyperbolic metric. The second one gives a general cri-
terion for a curve on a Heegaard surface to be a short geodesic for the
hyperbolic structure, such curves are abundant in a random setting. As
an application of the model metrics, we discuss the coarse growth rate of
geometric invariants, such as diameter and injectivity radius, and ques-
tions about arithmeticity and commensurability in families of random
3-manifolds.
1. Introduction
Every closed orientable 3-manifold M can be presented as a Heegaard
splitting. This means that M is diffeomorphic to a 3-manifold Mf obtained
by gluing together two handlebodies (taking the second one with opposite
orientation) of the same genus Hg along an orientation preserving diffeo-
morphism f ∈ Diff+(Σ) of their boundaries Σ := ∂Hg
Mf = Hg ∪f :∂Hg→∂Hg Hg.
If we fix the genus g, however, not all 3-manifolds can arise. In this article,
we restrict our attention to the family of those 3-manifolds that can be
described as Heegaard splittings of a fixed genus g ≥ 2.
The problem of finding hyperbolic structures on most 3-manifolds with
a splitting of a fixed genus g ≥ 2 was originally raised by Thurston (as
Problem 24 in [Thu82]) and made more precise by Dunfield and Thurston
(see Conjecture 2.11 of [DT06]) via the introduction of the notion of random
Heegaard splittings.
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Such notion is based on the observation that the diffeomorphism type of
Mf only depends on the isotopy class of the gluing map f , so it is well-
defined for elements in the mapping class group
[f ] ∈ Mod(Σ) := Diff+(Σ)/Diff0(Σ).
Therefore, Heegaard splittings of genus g ≥ 2 are naturally parameterized
by mapping classes [f ] ∈ Mod(Σ).
A family (Mn)n∈N of random Heegaard splittings of genus g ≥ 2, or
random 3-manifolds, is one of the form Mn = Mfn where (fn)n∈N is a
random walk on the mapping class group Mod(Σ) driven by some initial
probability measure µ whose finite support generates Mod(Σ). If (fn)n∈N is
such a random walk, we will denote by Pn the distribution of the n-th step
fn and by P the distribution of the path (fn)n∈N.
Exploiting work of Hempel [Hem01] and the solution of the geometrization
conjecture by Perelman, Maher showed in [Mah10b] that a random Heegaard
splitting Mf of genus g ≥ 2 admits a hyperbolic metric, thus answering
Dunfield and Thurston’s conjecture.
The main goal of this article is to provide a constructive and effective
approach to the hyperbolization of random 3-manifolds.
Our first contribution is a constructive proof of Maher’s result
Theorem 1. There is a Ricci flow free hyperbolization for random 3-manifolds.
By Ricci flow free hyperbolization we mean that we construct the hyper-
bolic metric only using tools from the deformation theory of Kleinian groups.
Specifically, we use the model manifold technology by Minsky [Min10] and
Brock, Canary and Minsky [BCM12], as well as the effective version of
Thurston’s Hyperbolic Dehn Surgery by Hodgson and Kerckhoff [HK05]
and Brock and Bromberg’s Drilling Theorem [BB04].
We remark that, even though we do not rely on Perelman’s solution of the
geometrization conjecture, we do use the main result from Maher [Mah10b],
namely, the fact that the Hempel distance of the Heegaard splittings (see
Hempel [Hem01]) grows coarsely linearly along the random walk.
We develop two different approaches to Theorem 1, both bringing new and
more refined information than the mere existence of a hyperbolic metric.
In fact, with the first construction we provide a model manifold that
captures, up to uniform bilipschitz distortion, the geometry of the random
3-manifold and allows the computation of its geometric invariants. The
hyperbolic metric is constructed explicitly gluing elementary building blocks.
With the second construction, instead, we give a purely topological cri-
terion for the Heegaard splitting to admit a hyperbolic metric for which a
simple closed curve on the Heegaard surface is a short closed geodesic. This
is a general criterion of hyperbolicity and applies to a large class of Hee-
gaard splittings. The existence of the hyperbolic metric will be guaranteed
by appealing to Thurston’s Hyperbolization Theorem.
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Uniform bilipschitz models for random 3-manifolds. The notion of
model manifold that we use is similar to the ones considered by Brock,
Minsky, Namazi and Souto in [Nam05], [NS09], [BMNS16] and is depicted
in the following definition of ε-model metric: A Riemannian metric (Mf , ρ)
is a ε-model metric for ε < 1/2 if there is a decomposition into five pieces
Mf = H1 ∪Ω1 ∪Q ∪Ω2 ∪H2 satisfying the three requirements
(1) Topologically, H1 andH2 are homeomorphic to genus g handlebodies
while Q,Ω1 and Ω2 are homeomorphic to Σ× [0, 1].
(2) Geometrically, ρ has negative curvature sec ∈ (−1− ε,−1 + ε), but
outside the region Ω = Ω1 ∪ Ω2 the metric is purely hyperbolic, i.e.
sec = −1.
(3) The piece Q is almost isometrically embeddable in a complete hy-
perbolic 3-manifold diffeomorphic to Σ×R.
The importance of the last requirement resides in the fact that we un-
derstand explicitly hyperbolic 3-manifolds diffeomorphic to Σ×R thanks to
the work of Minsky [Min10] and Brock, Canary and Minsky [BCM12] which
provides a detailed combinatorial description of their internal geometry.
The following is our more precise version of Theorem 1.
Theorem 2. For every ε > 0 and K > 1 we have
Pn[Mf has a hyperbolic metric K-bilipschitz to a ε-model metric]
n→∞
−→ 1.
We remark that ε-model metrics on randomHeegaard splittings, similar to
the ones that we build here, are constructed in [HV19]. There, the existence
of a underlying hyperbolic metric is guaranteed by Maher’s result and it is
unclear whether the ε-model metrics are uniformly bilipschitz to it.
However, we also mention that, using a result claimed by Tian [Tia], the
mere fact that a metric ρ is a ε-model metric and that the regions Ω1,Ω2
where it is not hyperbolic have uniformly bounded diameter (as follows
from [HV19]), implies, if ε > 0 is sufficiently small, that ρ is uniformly close
up to third derivatives to a hyperbolic metric. However, Tian’s result is not
published. In order to provide a uniform bilipschitz control we exploit in-
stead ergodic properties of the random walk and drilling and filling theorems
by Hodgson and Kerckhoff [HK05] and Brock and Bromberg [BB04].
Our methods follow closely [BMNS16] and [BD15] where uniform ε-model
metrics are constructed for special classes of 3-manifolds.
The idea is the following: We can obtain a hyperbolic metric on Mf by
a hyperbolic cone manifold deformation from a finite volume metric on a
drilled manifold M which has the following form: Let Σ× [1, 4] be a tubular
neighborhood of Σ ⊂Mf . We consider 3-manifolds diffeomorphic to
M =Mf − (P1 × {1} ∪ P2 × {2} ∪ P3 × {3} ∪ P4 × {4})
where Pj is a pants decomposition of the surface Σ × {j}. A finite volume
hyperbolic metric on such a manifold can be constructed explicitly by gluing
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together the convex cores of two maximally cusped handlebodiesH1,H2 and
three maximally cusped I-bundles Ω1, Q,Ω2.
M = H1 ∪ Ω1 ∪Q ∪ Ω2 ∪H2.
Most of our work consists of finding suitable pants decompositions for which
the Dehn surgery slopes needed to pass from M to Mf satisfy the assump-
tions of the effective Hyperbolic Dehn Surgery Theorem [HK05]. In order
to find them we crucially need two major tools: The work of [HV19] on the
geometry of hyperbolic handlebodies and ergodic properties of the random
walks proved by Baik, Gekhtman and Hamensta¨dt [BGH20].
We stress the fact that for both Theorem 1 and Theorem 2 we assume
that the support of µ is finite and generates the entire mapping class group.
Short curves via knots on Heegaard surfaces. We now discuss short
closed geodesics in hyperbolic Heegaard splittings and random 3-manifolds:
We identify purely topological conditions on a simple closed curve on the
Heegaard surface γ ⊂ Σ that ensure that Mf has a hyperbolic structure and
γ is a very short geodesic in it.
The criterion that we find builds upon the groundbreaking work of Minsky
[Min10] on hyperbolic structures on Σ × R. In that setting, the collection
of simple closed curves on Σ that are isotopic to very short closed geodesics
on a hyperbolic structure on Σ × R can be read off the list of subsurface
coefficients associated to the end invariants of such a structure.
To some extent, in a complicated Heegaard splitting Mf , the role of the
end invariants can be, in a first approximation, replaced by the disk sets
D and fD of the splitting. Those D and fD are the subsets of the curve
graph C of the Heegaard surface Σ given by the essential simple closed curves
δ ⊂ Σ that compress to in the first and second handlebody of the Heegaard
surface, respectively.
For complicated hyperbolic Heegaard splittings we have the following con-
jectural picture: A curve γ ⊂ Σ is isotopic to a short geodesic if and only
if it lies on the boundary γ ⊂ ∂W of a proper essential subsurface W ⊂ Σ
where the disk sets D and fD have large subsurface projection dW (D, fD).
In this direction we prove the following result.
Theorem 3. Let Σ := ∂Hg, g ≥ 2, be fixed. There exists a constant CΣ > 0
such that the following holds. Let γ ⊂ Σ be a non-separating simple closed
curve with complement W := Σ − γ. Let f ∈ Mod(Σ) be a mapping class.
Suppose that
(a) Both (Hg, γ) and (Hg, f(γ)) are pared acylindrical handlebodies.
(b) We have a large subsurface projection dW (D, fD) ≥ CΣ.
Then Mf has a hyperbolic metric. Moreover, the length of γ in Mf is
bounded by
ℓMf (γ) ≤ CΣ/dW (D, fD).
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We recall that, informally speaking, the pair (Hg, γ) is called a pared
acylindrical handlebody if Σ−γ is incompressible and there are no non-trivial
essential cylinders in (Hg, γ) and (Hg,Σ−γ). These objects arise naturally in
the study of cusped hyperbolic structures on Hg (see Thurston [Thu86a]).
Many pairs (Hg, γ) have this property. For example, if γ ⊂ Σ satisfies
dC(γ,D) ≥ 3, then (Hg, γ) is pared acylindrical. As the disk set D is a small
quasi-convex subset of C by Masur and Minsky [MM04], non-separating
curves γ ∈ C that are far from D are abundant.
The idea for the proof of Theorem 3 is the following: We associate to
γ ⊂ Σ the 3-manifold Mf − γ. Notice that it decomposes as
Mf − γ = (Hg − γ) ∪ (Hg − f(γ)).
If both (Hg, γ) and (Hg, f(γ)) are pared acylindrical handlebodies, then the
JSJ theory tells us that the complement Mf −γ is irreducible and atoroidal.
Moreover it is also Haken since we can choose Σ − γ ⊂Mf − γ as a Haken
surface. Hence, by Thurston’s Hyperbolization Theorem, the 3-manifold
Mf − γ admits a complete finite volume hyperbolic structure.
As in the proof of Theorem 2, we can deform, via hyperbolic cone manifold
structures, the metric on Mf − γ to a hyperbolic metric on Mf for which γ
is a short curve provided that the filling slope satisfies the assumptions of
the effective Hyperbolic Dehn Surgery Theorem [HK05]. To this extent we
argue that the size of a standard torus horosection of the cusp of Mf − γ is
comparable with the subsurface projection dW (D, fD). In order to check this
we use some tools from the model manifold technology by Minsky [Min10]
and Brock, Canary and Minsky [BCM12]. The upper bound on the length
immediately follows from Hodgson and Kerckhoff’s deformation theory of
hyperbolic cone manifolds.
Ergodic properties of random walks on the mapping class group imply that
the condition of large subsurface projection of D and fnD on the complement
Wn of some non-separating curves γn ⊂ Σ holds with asymptotic probability
one, that is, with Pn → 1. Thus, Theorem 3 applies to random 3-manifolds
and gives a proof of Theorem 1 that does not rely on Perelman’s work.
Notice that the curve γ will be short in Mf , namely, we have a uni-
form upper bound on the length ℓMf (γ) < εΣ. In a direction opposite to
Theorem 3, one can ask whether every very short curve on a complicated
hyperbolic Heegaard splitting arises from a cone manifold deformation of a
manifold of the form Mf − γ with γ ⊂ Σ a simple closed curve. This is the
case for strongly irreducible hyperbolic Heegaard splittings Mf as proved by
Souto [Sou08] and Breslin [Bre11]: There is a constant εΣ > 0 such that,
every closed geodesic of length at most εΣ in Mf is isotopic to a simple
closed curve γ on the Heegaard surface Σ ⊂Mf .
We briefly comment on the assumptions of Theorem 3.
As for condition (a), its use is twofold: It implies that the complement
Mf − γ is hyperbolizable and it also implies that the inclusions Σ− γ,Σ −
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f(γ) ⊂ Hg are doubly incompressible (as defined by Thurston [Thu86a]).
This fact plays a central role in the proof via Thurston’s Uniform Injectiv-
ity [Thu86a]. As mentioned above, since D and fD are a small quasi-convex
subsets of the curve graph, there are plenty of non-separating curves that
satisfy dC(γ,D ∪ fD) ≥ 3 and, hence, condition (a). They all yield cusped
hyperbolic manifolds Mf − γ.
Concerning, instead, the restriction on W and condition (b) we remark
that the choice of W as the complement of a non-separating simple closed
curve γ ⊂ Σ is certainly artificial, but allows some simplifications and is
enough for our application to random 3-manifolds. More important is the
fact that W is a non-annular subsurface because, in this case, a large sub-
surface projection is reflected in the size of a standard torus horosection of
the cusp of Mf − γ.
Applications. We describe now some consequences of Theorem 2.
We start with a geometric application: We exploit the geometric control
given by the ε-model metric to compute the coarse growth or decay rate of
the geometric invariants along the family (Mfn)n∈N.
The general strategy is very simple: We use the model manifold technol-
ogy [Min10], [BCM12] and compute the geometric invariants for the middle
piece Q of the ε-model metric. Then, we argue that the invariants of Q are
uniformly comparable with those of Mf .
For example, combined with a result of Brock [Bro03], Theorem 2 allows
the computation of the coarse growth rate of the volume, which is well-
known to be linear as explained in [Mah10b] (see also [HV19]). Combined
with results of Baik, Gekhtman and Hamensta¨dt [BGH20] it shows that the
smallest positive eigenvalue of the Laplacian behaves like 1/n2 as computed
in [HV19]. We notice that Theorem 2 allows a uniform approach to those
result.
Here we do not carry out those computations because they are already
well established. Instead, we use the model metric to control the diameter
growth rate and systole decay.
Theorem 4. There exists c > 0 such that
Pn[diam(Mf ) ∈ [n/c, cn]]
n→∞
−→ 1.
The ingredients of the proof are Theorem 2 and a result by White [Whi01].
Using work of the second author and Taylor [ST19], instead, we get
Theorem 5. There exists c > 0 such that
Pn
[
inj(Mf ) ≤ c/ log(n)
2
] n→∞
−→ 1.
As described in [ST19], 1/ log(n)2 is exactly the coarse decay rate for the
length of the shortest curve in random mapping tori. Our methods, however,
only give an upper bound in the case of random Heegaard splittings.
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In a completely different direction we use Theorem 2 to prove the following
Theorem 6. With asymptotic probability 1 the following holds
(1) Mf is not arithmetic.
(2) Mf is not in a fixed commensurability class R.
The proof combines a study of geometric limits of random 3-manifolds,
Proposition 7.3, with arguments from Biringer and Souto [BS11].
Overview. This article is divided into four parts that correspond to: The
construction of the model metric (Sections 2 and 3). Short curves on Hee-
gaard splittings (Sections 4 and 5). The application to random 3-manifolds
(Section 6). The computation of the coarse growth rate of geometric invari-
ants (Section 7). We now briefly describe the content of each section.
In Section 2 we outline the construction of the ε-model metric. In Sec-
tion 3 we develop the two main technical tools that we need and use them
to build many examples to which the model metric construction applies.
In Section 4 we describe the topological part of the proof of Theorem 3,
in particular, we check that Mf −γ is hyperbolizable. The geometric part is
developed, instead, in Section 5 where we use the model manifold technology
to check that the cusp of Mf − γ has a large horosection.
In Section 6 we prove Theorems 1 and 2 by showing that the examples of
Section 3 and the ones described by Theorem 3 are generic from the point
of view of a random walk.
Lastly, in Section 7 we prove Theorems 4, 5 and 6.
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ing the two works into a coherent work, which exceeds the sum of its parts
and which, in particular, includes further applications we would not have
found separately.
PF and AS gratefully acknowledge support by the Swiss National Science
Foundation (grants #181199 and #182186, respectively).
2. A gluing scheme
Here we outline a construction for the ε-model metric which follows
closely ideas of Brock and Dunfield [BD15] and Brock, Minsky, Namazi
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and Souto [BMNS16]. At the end of the discussion we formulate a criterion
of applicability.
2.1. Assembling simple pieces. The construction is somehow implicit
in the description of an ε-model metric. It has two steps. We start with
five building blocks H1,H2 and Q,Ω1,Ω2 which are the convex cores of
geometrically finite maximally cusped complete hyperbolic structures on Hg
and Σ × [1, 2] respectively. The pieces Ω1 and Ω2 will play the role of the
collars of the other structures as we are going to explain later on.
For convenience of the reader, we briefly describe the geometry of H1,H2
and Q,Ω1,Ω2. The convex core Q of a geometrically finite maximally cusped
structure on Σ× [1, 2] is diffeomorphic to the drilled product
Q ∼= Σ× [1, 2] − (P1 × {1} ∪ P2 × {2})
where P1, P2 are pants decompositions of Σ such that no curve in P1 is
isotopic to a curve in P2. The drilled product is endowed with a complete
finite volume hyperbolic metric with totally geodesic boundary
∂Q = ∂1Q ⊔ ∂2Q = (Σ× {1} − P1 × {1}) ⊔ (Σ× {2} − P2 × {2}).
and rank one cusps at P1 ∪ P2. If we fix the isotopy class of the identifica-
tion of Q with the drilled product, there exists a unique maximally cusped
structure with cusp data P1 ∪ P2. We denote it by Q(P1, P2).
Analogously, the convex coreH of a geometrically finite maximally cusped
structure on Hg is diffeomorphic to the drilled handlebody
H ∼= Hg − P
where P is a pants decomposition of ∂Hg = Σ (throughout this article we
keep this identification fixed) with the property that every curve in P is
not compressible and no two curves in P are isotopic within Hg. Again,
H is endowed with a complete finite volume hyperbolic metric with totally
geodesic boundary
∂H ∼= ∂Hg − P
and rank one cusps at P . If we keep track of the isotopy class of the identi-
fication between H and the drilled handlebody, there exists a unique maxi-
mally cusped structure with cusp data P . We denote it by H(P ).
Each component of the boundaries ∂Q, ∂H is a three punctured sphere.
It inherits a complete finite area hyperbolic metric. Such a structure is
unique up to isometries isotopic to the identity. Hence, once we decided a
pairing of the components of ∂H1, ∂H2 with ∂1Ω1, ∂2Ω2 and of ∂2Ω1, ∂1Ω2
with ∂1Q, ∂2Q, there is no ambiguity in implementing it to an isometric
diffeomorphism. Gluing the pieces together along such a diffeomorphism we
get a 3-manifold
M := H1 ∪∂H1∼=∂1Ω1 Ω1 ∪∂2Ω1∼=∂1Q Q ∪∂2Q∼=∂1Ω2 Ω2 ∪∂2Ω2∼=∂H2 H2
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which is non-compact and has a naturally defined complete finite volume
hyperbolic structure.
In our case the pairing is natural as our structures are of the form
H1 = H(P1),
Ω1 = Q(P1, P2),
Q = Q(P2, P3),
Ω2 = Q(P3, P4),
H2 = H(f
−1P4).
We think of Ω1 and Ω2 as the collar structures of the boundaries of the three
larger pieces N1 = H1 ∪ Ω1, Q = Ω1 ∪Q ∪ Ω2 and N2 = Ω2 ∪H2.
Topologically, M is diffeomorphic to a drilled Mf , namely, let Σ × [1, 4]
denote a tubular neighborhood of the Heegaard surface Σ ⊂Mf , then
M ∼=Mf − (P1 × {1} ∪ P2 × {2} ∪ P3 × {3} ∪ P4 × {4}).
The pieces Ω1, Q,Ω2 are identified with
Ω1 = Σ× [1, 2] − (P1 × {1} ⊔ P2 × {2}),
Q = Σ× [2, 3] − (P2 × {2} ⊔ P3 × {3}),
Ω2 = Σ× [3, 4] − (P3 × {3} ⊔ P4 × {4}).
The curves in P1 ∪ P2 ∪ P3 ∪ P4 represent the rank two cusps of M.
In order to pass from M to the closed 3-manifold Mf we have to perform
Dehn fillings on each cusp. This is the second step of the construction. The
filling slopes are completely determined by the identification of M with the
drilled Mf : They are the meridians γ of small tubular neighborhoods of the
curves in α× {j} ⊂ Pj × {j} inside Σ× [1, 4].
Under such circumstances, the Hodgson and Kerckhoff effective version
[HK05] of Thurston’s Hyperbolic Dehn Surgery Theorem gives us sufficient
conditions to guarantee that Mf has a hyperbolic metric obtained via a
hyperbolic cone manifold deformation of the metric M.
The condition is as follows: For every cusp ofM we fix a torus horosection
T ⊂ M on the boundary of the ηM -thin part where ηM > 0 is some fixed
Margulis constant.
On each such horosection we have the slope γ ⊂ T , determined by the
gluing. We represent it as a simple closed geodesic for the intrinsic flat
metric of T . Hodgson and Kerckhoff deformation theory requires that the
flat geodesic γ has sufficiently large normalized length, a quantity defined by
nl(γ) := l(γ)/
√
Area(T ).
We have:
Theorem 2.1 (Hodgson-Kerckhoff [HK05]). Let M be a complete finite vol-
ume hyperbolic 3-manifold with n cusps. Let γj be flat geodesic slopes on
torus horosections of the cusps. Suppose that the normalized length of each
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γj is at least nlHK = 10.6273. Then, there is a family (Mt)t∈[0,2pi] of hyper-
bolic cone manifold structures on the Dehn filled manifold M whose singular
loci are the core curves of the added tori and such that the cone angles of Mt
equal t. The final hyperbolic cone manifold M2pi is non singular. Moreover,
the length of the core geodesic αj is controlled by lM2pi (αj) ≤ a/nl(γj)
2 for
some universal constant a > 0.
The proof we provide below allows to make the constant a explicit. How-
ever, we only use Theorem 2.1 in combination with statements where no
explicit constants are available (see the argument below and proof of Theo-
rem 3).
Proof. The “moreover” part is not explicitly stated in [HK05], so we now
explain how it follows from the proofs. All references are from [HK05].
We will explain the case of one cusp, the necessary modifications for more
cusps are explained above Theorem 5.11 of [HK05].
Throughout the deformation of the cone manifold structures, certain
quantities need to be controlled. For consistency with [HK05], we denote
the cone angle by α. The authors define:
• The length of the singular geodesic, ℓ, which for α = 2π is the
length of the core geodesic that we want to control (see Remark 5.8
in [HK05]).
• A function h(r) = 3.3957 tanh(r)/ cosh(2r), for r ≥ 0.531, which is
decreasing (Lemma 5.2 of [HK05]).
• The parameter ρ so that h(ρ) = αℓ.
• The function F (w) = − (1+4z+6z
2+z4)
(z+1)(1+z2)2
.
Just as right below equation (47) of [HK05], for any z ≥ 0.4862, the cone-
angle can be increased all the way to 2π maintaining tanh(ρ) ≥ z provided
Lˆ2 ≥
(2π)2
3.3957(1 − z)
exp
(∫ 1
z
F (w)dw
)
,
where Lˆ is the normalized length of our filling slope.
Setting c := (2pi)
2
3.3957 exp
(∫ 1
0.4862 F (w)dw
)
, the inequality is satisfied for
z = 1−
c
Lˆ2
.
Hence, we will maintain tanh(ρ) ≥ 1− c
Lˆ2
, which can rewritten as
2
e−ρ
eρ + e−ρ
≤
c
Lˆ2
.
In particular, e−2ρ ≤ c
Lˆ2
. Finally, at α = 2π, from h(ρ) = 2πℓ we get
ℓ ≤
3.3957
2π
tanh(ρ)
cosh(ρ)
≤
3.3957
2π
2
e2ρ
≤
3.3957c
π
1
Lˆ2
. 
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We want to guarantee that these conditions are fulfilled. This is where
most of our work lies.
Once we know that M and Mf are connected by a family of hyperbolic
cone manifolds, an application of Brock and Bromberg’s Drilling Theorem
[BB04] ensures that M is K-bilipschitz to Mf away from its cusps. The
constant K only depends on the length lMf (αj) which, by Theorem 2.1, is
again controlled by the normalized length nl(γj)
2.
Theorem 2.2 (Brock-Bromberg [BB04]). Let ηM > 0 be a Margulis con-
stant. For every n > 0 and ξ > 0 there exists 0 < ηB(ξ) < ηM such that the
following holds: Let M be a geometrically finite hyperbolic 3-manifold. Let
Γ = α1 ⊔ · · · ⊔ αn ⊂ M be a collection of simple closed geodesics of length
lM (αj) < ηB(ξ) for all j ≤ n. Let N be the unique geometrically finite hy-
perbolic structure on M−Γ with the same conformal boundary as M . Then,
there exists a (1 + ξ)-bilipschitz diffeomorphism
N − ⊔
j≤n
TηM (αj),
⊔
j≤n
∂TηM (αj)

 −→

M − ⊔
j≤n
TηM (αj),
⊔
j≤n
∂TηM (αj)


where TηM (α) denotes a standard ηM -Margulis neighborhood for α.
2.2. Two criteria for Dehn filling with long slopes. Certifying that
the filling slopes have large normalized length is the main point that we have
to address. We now discuss two criteria to check this condition.
The argument branches in two cases: We consider separately the filling
slopes in Q = Ω1 ∪ Q ∪ Ω2 and the ones in Nj = Hj ∪ Ωj. The two cases
are similar in spirit, but the second one is technically more involved than
the first one. However, the ideas are the same, so we will explain them with
more details in the easier setting.
The I-bundle case. Consider first the hyperbolic manifold
Q = Ω1 ∪Q ∪Ω2
= Q(P1, P2) ∪Q(P2, P3) ∪Q(P3, P4).
Topologically it is diffeomorphic to
Σ× [1, 4] − (P1 × {1} ⊔ P2 × {2} ⊔ P3 × {3} ⊔ P4 × {4})
The curves in P1 and P4 represent rank one cusps on ∂Q while the curves
in P2 and P3 represent rank two cusps. We now try to understand what
happens when we Dehn fill only the rank two cusps.
The filling slopes are chosen so that after the Dehn surgery, the natural
inclusions Σ →֒ Ω1, Q,Ω2 become isotopic in the filled manifold so that it is
naturally identified with
Qfill ∼= Σ× [1, 4] − (P1 × {1} ⊔ P4 × {4}).
We observe that there exists a unique marked maximally cusped structure
on Qfill where the rank one cusps are precisely given by P1 ×{1} ⊔P4 ×{4}
12 FELLER, SISTO, AND VIAGGI
(we assume that no curve in Pi is isotopic to a curve in Pj if i 6= j). We
denote such a structure by Q(P1, P4).
We are now ready to explain the main idea. Recall that our goal is to
show that the filling slopes we singled out on the rank two cusps of Q have
very large normalized length. This can be checked also in Qfill once we
know that Q uniformly bilipschitz embeds in Qfill away from standard cusp
neighborhoods.
The strategy is as follows: Consider the maximally cusped structure
Q(P1, P4) and denote by Γ the collection of geodesic representatives of P2
and P3. Suppose that the collection Γ consists of extremely short simple
closed geodesics, say of length at most η < ηB(1/2), and that it is isotopic
to P2 × {2} ∪ P3 × {3} under the identification with the drilled product.
Under such assumptions, we have the following.
Topologically, since the diffeomorphism type ofQ(P1, P4)−Γ only depends
on the isotopy class of Γ, the manifold Q(P1, P4)− Γ is diffeomorphic to Q.
Geometrically, by Theorem 2.2, we can replace, up to 3/2-bilipschitz dis-
tortion away from standard Margulis neighborhoods of Γ, the hyperbolic
metric on Q(P1, P4)− Γ with the unique geometrically finite structure with
the same conformal boundary and rank two cusps instead of Γ. By unique-
ness, such a geometrically finite structure structure on Q(P1, P4) − Γ is
precisely our initial manifold Q = Ω1 ∪Q ∪ Ω2.
In conclusion, Q = Ω1 ∪Q ∪ Ω2 uniformly bilipschitz embeds, away from
the cusps, in Q(P1, P4)−Γ and the filling slopes are mapped to meridians of
large Margulis tubes. Comparing the normalized length of a filling slope γ
in the two metrics we deduce that it must be very large because in Q(P1, P4)
the curve γ is the meridian on the boundary of a very large Margulis tube.
In fact
Lemma 2.3. Let TηM (α) be a Margulis tube of radius R around a simple
closed geodesic α of length l(α) < ηM . Let γ be the flat geodesic representing
the meridian on ∂TηM (α). Then the normalized length is
nl(γ) =
√
2π tanh(R)
l(α)
.
In particular nl(γ)→∞ as l(α)→ 0 independently of the radius R.
For example, there exists η > 0 such that if l(α) < η then nl(γ) is much
bigger than nlHK , the Hodgson-Kerckhoff constant.
Proof. The metric on TηM (α) can be written in Fermi coordinates as
ds2 = dr2 + cosh(r)2dl2 + sinh(r)2dθ2
where (r, l, θ) ∈ [0, R]× [0, l(γ)]× [0, 2π] are, respectively, the distance from
α, the length along α and the angle around α parameters. The flat torus on
the boundary has area Area(∂TηM (α)) = 2πl(α) cosh(R) sinh(R). The flat
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meridian γ ⊂ ∂TηM (α) is represented by the curve θ → (R, 0, θ) of length
l(γ) = 2π sinh(R). Hence the formula for the normalized length.
Notice that tanh(R) is roughly 1 when R is very large so that, in this
case, the normalized length is approximately nl(γ) ≈ l(α)−1/2. It follows
from work of Brooks and Matelski [BM82] that the radius of the Margulis
tube TηM (α) is at least R ≥
1
2 log(ηM/l(α)) − R0 where R0 > 0 is some
universal constant. Hence the second claim of the lemma when l(α) is very
small. 
Applying Lemma 2.3 to the previous situation, we can conclude the fol-
lowing criterion
Criterion for I-bundles: Fix nl0 > nlHK . The normalized
length of the filling slopes corresponding to P2 and P3 is at
least nl0 provided that the collection of geodesic representa-
tives in Q(P1, P4) of the curves in P2 ∪ P3 consists of simple
geodesics of length at most η, where η only depends on nl0,
and is isotopic to P2 × {2} ∪ P3 × {3}.
This concludes the I-bundle case.
The handlebody case. The second part consists of the same analysis
for Nj = Hj ∪ Ωj and j = 1, 2. The strategy is exactly the same. We only
consider N1 = H1 ∪Ω1 as the case of N2 = Ω2∪H2 is completely analogous.
Parameterize a collar neighborhood of Σ = ∂Hg in Hg as Σ × [1, 2] with
∂Hg = Σ× {2}. Topologically we have
N1 = Hg − (P1 × {1} ⊔ P2 × {2}).
Geometrically, the curves in P2 correspond to rank one cusps while the one
in P1 correspond to rank two cusps. We are interested in filling in the rank
two cusps. As before, the filling slopes are determined by the gluing.
After filling we have
Nfill1 = Hg − P2.
Again, there is a unique maximally cusped structure on Nfill1 whose cusps
are given by P2. We denote it by H(P2). We argue as before and assume
that the collection Γ of geodesic representatives of P1 consists of very short
curves and is isotopic to P1 × {1}. Using the Drilling Theorem we compare
the normalized length in N1 and H(P2).
Again, relying on Lemma 2.3, we will use the following criterion.
Criterion for handlebodies: Fix nl0 > nlHK . The nor-
malized length of the filling slopes corresponding to P1 is at
least nl0 provided that the collection of the geodesic repre-
sentatives in H(P2) of the curves in P1 consists of simple
closed geodesic of length at most η, where η only depends on
nl0, and is isotopic to P1 × {1}.
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When considering N2 = Ω2 ∪H2 = Q(P3, P4) ∪H(f
−1P4), we ask the same
requirements replacing P1 with f
−1P4 and P2 with f
−1P3.
This concludes the handlebody case.
Thus, in the previous discussion we established the following
Proposition 2.4. Fix K ∈ (1, 2). Suppose that there are four pants decom-
positions P1, P2, P3, P4 such that the I-bundle and the handlebody criteria
are satisfied with parameter η sufficiently small only depending on K. Then,
Mf admits a hyperbolic metric and a model metric M. Furthermore, M and
Mf can be connected by a family of hyperbolic cone manifolds and we have
a K-bilipschitz diffeomorphism
M− ⊔
α∈P1∪P2∪P3∪P4
TηM (α)

 ∼=

Mf − ⊔
α∈P1∪P2∪P3∪P4
TηM (α)

 .
We conclude with a small remark. The model manifold technology of
Minsky [Min10] and Brock, Canary and Minsky [BCM12], provides several
tools to locate and measure the length of the geodesic representatives of
P2 and P3 in Q(P1, P4). However, the same technology is not available for
handlebodies. This is the place where the difficulties arise.
3. A family of examples
In this section we construct many examples satisfying the I-bundle and
handlebody criteria. Later, in Section 6, we will show that this family is
generic from the point of view of random walks.
We need two ingredients: The first one is a model for a collar of the bound-
ary of a maximally cusped handlebody H or I-bundle Q. Following [HV19],
we have that, in certain cases, it is possible to force a H and Q to look
exactly like a maximally cusped I-bundle Ω near the boundary ∂H and ∂1Q
or ∂2Q. This is roughly the content of Propositions 3.1 and 3.2.
The second ingredient is a family of hyperbolic mapping tori Tψ on which
we want to model the collars Ω. These mapping tori have a distinguished
fiber Σ ⊂ Tψ with a pants decomposition P consisting of extremely short
geodesics. The collars Ω will look like a large portion of the infinite cyclic
covering of Tψ. See Theorem 3.3 and its corollaries, in particular Corol-
lary 3.7.
In the end we will be able to detect whether Mf can be described as one
of the examples we constructed simply by staring at the geometry of the
Teichmu¨ller segment [o, fo] where o ∈ T is some base point that we will
carefully fix once and for all. This is the content of Proposition 3.9.
3.1. The geometry of the collars. We discuss now the first main tool,
that is, Propositions 3.1 and 3.2. For the statements we need to introduce
some terminology and facts from the deformation theory of geometrically
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finite structures on handlebodies and I-bundles (for the general deformation
theory, we refer to Chapter 7 of [CM04]). We also need a suitable defini-
tion of collars for the boundary of such structures which is not just purely
topological, but also geometrically significant.
We start by describing the deformation spaces of geometrically finite met-
rics. Even if we are mainly interested in maximal cusps, we begin with the
more flexible class of convex cocompact structures.
A convex cocompact hyperbolic metric on a handlebodies Hg or an I-
bundle Σ × [1, 2] is a complete hyperbolic metric on the interior, int(Hg)
or Σ × (1, 2), that has a compact subset which is convex in a strong sense.
This means that it contains all the geodesics joining two of its points. The
minimal such subset is called the convex core. It is always a topological
submanifold homeomorphic to the ambient manifold (except in the fuchsian
case which we ignore). Its boundary is parallel to the boundary of the
ambient manifold.
The Ahlfors-Bers theory associates to each convex cocompact metric a
conformal structure on each boundary component. The deformation spaces
of such metrics are parameterized by those conformal structures. Hence,
they are identified with the Teichmu¨ller space of the boundary. For each
Y ∈ T (∂Hg) and (X,Y ) ∈ T (Σ × {1}) × T (Σ × {2}) there are convex
cocompact structures H(Y ) on Hg and Q(X,Y ) on Σ × [1, 2], unique up
to isometries isotopic to the identity, realizing those boundary data. For a
comprehensive account see Chapter 7 of [CM04].
Geometrically finite maximally cusped hyperbolic structures on Hg or Σ×
[1, 2] can be thought as lying on the boundary of the deformation spaces.
For every pair of pants P on ∂Hg such that no curve in P is compressible
and no two curves in P are isotopic in Hg there exists a unique maximally
cusped handlebody H(P ) with rank one cusps at P . Similarly, for every
pants decomposition P1∪P2 of Σ×{1}∪Σ×{2} such that no curve in P1 is
isotopic to a curve in P2, there exists a unique maximally cusped structure
Q(P1, P2) on Σ× [1, 2] realizing those cusp data. We refer to Maskit [Mas83]
for the existence of such structures and to Keen, Maskit and Series [KMS93]
for the uniqueness part and the description of the geometry of their convex
cores (as given in Section 2).
By slight abuse of notations, sometimes we will denote both the complete
convex cocompact or maximally cusped structure and the corresponding
convex core in the same way. However, it will be clear from the context
which one we are using.
The internal geometry of the convex cores of geometrically finite I-bundles
has a rich structure. It is captured by the combinatorics and geometry of
the curve graph C = C(Σ) by the groundbreaking work of Minsky [Min10]
and Brock, Canary and Minsky [BCM12] with fundamental contributions
by Masur and Minsky [MM99], [MM00].
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This is the second piece of deformation theory that we need, it goes under
the name of model manifold technology. Our use of this technology will not
be heavy as we only need a few concepts and consequences, but we mostly
hide the relation between the two. We briefly explain what we need.
The starting point is the following: To every convex cocompact structure
Q on Σ× [1, 2] we have an associated pair of curve graph invariants P1 and
P2. They are pants decompositions on Σ × {1} and Σ × {2} that are the
shortest for the conformal structure on the boundary. They might not be
uniquely defined, in such case we just pick two. Similarly, for a maximally
cusped structure Q we associate to it the cusp data P1 and P2. We think of
these pants decompositions as subsets of the curve graph C.
Recall now that for every proper essential subsurface W ( Σ which is
not a three punctured sphere there is a subsurface projection, as defined by
Masur and Minsky in [MM00]. It associates to each curve α ∈ C the subset
πW (α) (possibly empty) of the curve graph C(W ) of all possible essential
surgeries of α∩W . The definition is slightly different for annuli. We associate
to the curve graph invariants P1 and P2 the collection of coefficients
{dW (P1, P2) = diamC(W )(πW (P1) ∪ πW (P2))}W(Σ.
As established by Minsky [Min10], the pants decompositions P1 and P2
together with the list {dW (P1, P2)}W(Σ allow to determine and locate the
collection of short curves in Q. A special case, which is important for Propo-
sitions 3.1 and 3.2, is when the subsurface coefficients are all uniformly
bounded. It corresponds to the situation where the only possible very short
curves are the geodesic representatives of P1 and P2. For each other closed
geodesic there is a positive uniform lower bound for the length.
The following notion was introduced by Minsky in [Min01] (see also [BMNS16]).
Definition (Bounded Combinatorics and Height). We say that two pants
decompositions P1, P2 of Σ have R-bounded combinatorics if for every proper
subsurface W ( Σ we have dW (P1, P2) ≤ R. We say that they have height
at least h if we have dC(P1, P2) ≥ h.
As for the internal geometry of a geometrically finite handlebody the
situation is more complicated as the compressibility of the boundary brings
in several issues. We will restrict our attention to the geometry of some
collars of the the boundary of the convex core.
We still choose for every convex cocompact structure on Hg a curve graph
invariant, namely, a pants decomposition P on Σ = ∂Hg which is the short-
est when measured with the conformal boundary. In a similar way we asso-
ciate to every maximally cusped structure the cusp data P .
Definition (Disk Set). The disk set D associated to the handlebody Hg is
the subset of the curve graph C of the boundary Σ = ∂Hg defined by
D = {δ ∈ C | δ compressible in Hg } .
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In order to construct a model for the collar of a geometrically finite han-
dlebody we will have to keep track of how the curve graph invariant P of
the geometrically finite structure interacts with the disk set D.
The idea is the following: If P is far away from D then a large collar of
the boundary of the convex core looks like a geometrically finite I-bundle.
We are almost ready for the statements of Propositions 3.1 and 3.2, we
only need one last definition, the one of a geometrically controlled collar of
the boundary of a geometrically finite structure. For convenient technical
simplifications, it will be better for us to work with quasi collars (see below
for the definition) instead of using directly collars. The reason is that we
might wish to allow ourselves to throw away a uniform initial piece from a
collar and still call the result a collar.
Let M = H or Q denote the convex core of either a convex cocompact or
a maximally cusped structure on either Hg or Σ× [1, 2]. Consider
Mnc =M −
⋃
α∈cusp(M)
TηM (α).
the non cuspidal part of M . As before, TηM (α) denotes a standard ηM -
Margulis neighborhood of the cusp α. We have thatMnc is homeomorphic to
M . Its boundary ∂Mnc is parallel to the boundary of the ambient manifold,
that is ∂Hg or Σ × {1} ∪ Σ × {2}. Hence, it is naturally identified with it,
up to isotopy. In particular, each component of ∂Mnc is always naturally
identified with Σ.
The definition of quasi collar is analogous to the one of product region
given in [HV19]: Consider a component Σ0 of ∂M
nc and identify it with
Σ0 ∼= Σ as above.
Definition (Quasi Collar). A quasi collar of size (D,W,K) of the compo-
nent Σ0 ⊂ ∂M
nc, denoted by
collarD,W,K(Σ0),
is a subset of a topological collar of Σ0 in M
nc, denoted by collar(Σ0).
We require the following additional geometric properties: There exists a
parametrization collar(Σ0) = Σ×[0, 3] such that Σ0 is identified with Σ×{0}
and collarD,W,K(Σ0) corresponds to Σ× [1, 2]. Furthermore we have
• The diameter of Σ × {1} and Σ × {2}, measured with the intrinsic
metric, is at most D.
• The width of collarD,W,K(Σ0), that is the distance between Σ× {1}
and Σ× {2}, is at least W and at most 2W + 2D.
• The distance of Σ×{1} from the distinguished boundary Σ×{0} =
Σ0 is at least K and at most 2K + 2D.
Notice that each quasi collar collarD,W,K(Σ0) is marked with the isotopy
class of an inclusion of Σ. Using this marking we can associate to every ho-
motopy equivalence f between quasi collars a homotopy class [f ] ∈ Mod(Σ).
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We are ready to state Propositions 3.1 and 3.2.
Proposition 3.1 (Propositions 4.1 and 6.1 of [HV19]). For every R, ε, ξ > 0
there exist D0 = D0(R, ε) > 0 and K0,W0 > 0 such that for every W ≥W0
there exists h = h(ε,R, ξ,W ) > 0 such that the following holds: Consider
(Y,Z) ∈ T ×T and X ∈ T . Suppose that X,Y ∈ Tε. Let PX , PY and PZ be
short pants decompositions for X,Y and Z respectively. Consider the con-
vex cores of the convex cocompact structures Q(X,Y ) and H(Y ), Q(Z, Y ).
Suppose that
• PX , PY have R-bounded combinatorics and height at least h.
• In the handlebody case Hg:
dC(PY ,D) ≥ dC(PY , PX) + dC(PX ,D)−R.
• In the I-bundle case Σ× [1, 2]:
dC(PY , PZ) ≥ dC(PY , PX) + dC(PX , PZ)−R.
Then, there exist (1 + ξ)-bilipschitz diffeomorphisms of quasi collars
f : collarD0,W,K0(∂2Q(X,Y ))→ collarD1,W1,K1(∂H(Y ))
and
f : collarD0,W,K0(∂2Q(X,Y ))→ collarD1,W1,K1(∂2Q(Z, Y ))
for some slightly perturbed parameters D1,W1,K1. The diffeomorphisms are
in the homotopy class of the identity with respect to the natural markings.
Proposition 3.1 follows from [HV19].
We will use the following mild variation for maximally cusped structures.
Proposition 3.2. For every R, ξ there exist D0 = D0(R) > 0 andW0,K0 >
0 such that for every W ≥ W0 there exists h = h(ξ,R,W ) > 0 such that
the following holds: Consider pants decompositions PY , PX and PZ of Σ.
Consider the convex cores of the maximally cusped structures Q(PX , PY )
and H(PY ), Q(PZ , PY ). Suppose that
• PX , PY have R-bounded combinatorics and height at least h.
• In the handlebody case Hg:
dC(PY ,D) ≥ dC(PX , PY ) + dC(PX ,D)−R.
• In the I-bundle case Σ× [1, 2]:
dC(PY , PZ) ≥ dC(PY , PX) + dC(PX , PZ)−R.
Then, there exist (1 + ξ)-bilipschitz diffeomorphism between quasi collars
f : collarD0,W,K0(∂2Q(PX , PY ))→ collarD1,W1,K1(∂H(PY ))
and
f : collarD0,W,K0(∂2Q(PX , PY ))→ collarD1,W1,K1(∂2Q(PZ , PY ))
for some slightly perturbed parameters D1,W1,K1. The diffeomorphisms are
in the homotopy class of the identity with respect to the natural markings.
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Sketch of proof. Using Theorem 2.2 it is possible to quickly reduce Propo-
sition 3.2 to the previous one. We only sketch the proof. We only treat the
handlebody case as the I-bundle case is completely analogous.
First, we approximate PX , PY with hyperbolic surfaces X,Y on which the
pair of pants decompositions consist of very short geodesics, say of length
contained in the interval [ε, 2ε] with ε much smaller than a Margulis con-
stant. Such surfaces are contained in Tε.
By results of Canary [Can01] and Otal [Ota03], the collections of geodesic
representatives ΓX∪ΓY and ΓY of the curves PX∪PY and PY inQ(X,Y ) and
H(Y ) have length O(ε) and are isotopic to PX∪PY ⊂ ∂1Q(X,Y )∪∂2Q(X,Y )
and PY ⊂ ∂H(Y ). Hence, by Theorem 2.2, if ε is small enough, we have
(1 + ξ)-bilipschitz embeddings of the non cuspidal part of the convex core
of the maximally cusped structures in the corresponding complete convex
cocompact hyperbolic 3-manifolds
φQ :

Q(PX , PY )− ⋃
α∈PX∪PY
TηM (α)

→

Q(X,Y )− ⋃
α∈PX∪PY
TηM (α)


and
φH :

H(PY )− ⋃
α∈PY
TηM (α)

→

H(Y )− ⋃
α∈PY
TηM (α)

 .
Now, if h is large enough only depending on ε, ξ,R, and W , we can apply
Proposition 3.1 and find a (1 + ξ)-bilipschitz diffeomorphism
g : collarD0,W,K(∂2Q(X,Y ))→ collarD1,W1,K1(∂H(Y )).
If K,W are sufficiently large, then both quasi collars will be contained in
the images of φQ and φH . We just compose those with g, that is f :=
φHgφ
−1
Q . 
3.2. Models for the collars. As anticipated, we use Proposition 3.2 to
construct a very particular class of maximally cusped handlebodies with a
simple collar structure. This is our second main ingredient.
Recall that our goal is to construct examples that satisfy the criteria for
handlebodies and for I-bundles. Also, recall that these criteria require to
control the length and the isotopy class of the collection of geodesic repre-
sentatives of a pants decomposition of the boundary. The examples we are
going to describe are exactly tailored for that goal.
The idea is as follows: We first construct maximally cusped I-bundles
Ω for which the length and isotopy class conditions are satisfied almost by
definition for many pants decompositions. If a maximally cusped structure
on Hg or Σ× [1, 2] has a collar that is geometrically very close to Ω, then it
also satisfies the criteria.
We now develop the strategy in more details.
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The structure of the collar Ω will be modeled on the geometry of a hy-
perbolic mapping torus, or pseudo-Anosov mapping class, with a short pants
decomposition. These are, respectively, Tψ and ψ as described below.
Definition (Pseudo-Anosov with a Short Pants Decomposition). A pseudo-
Anosov mapping class ψ or a hyperbolic mapping torus Tψ with a short pants
decomposition are the objects obtained from the following procedure.
Let P be a pants decomposition of Σ. Let φ ∈ Mod(Σ) be a mapping class
such that no curve in P is isotopic to a curve in φP . For example, a large
power of any pseudo-Anosov suffices. Consider the convex core Q of the
maximally cusped structure Q(P, φP ). The boundary ∂Q consists of totally
geodesic hyperbolic three punctured spheres that are paired according to φ.
We glue them together isometrically as prescribed by the pairing. The glued
manifold is a finite volume hyperbolic 3-manifold diffeomorphic to
Tφ − P × {0} = (Σ× [0, 1]/(x, 0) ∼ (φx, 1)) − P × {0}.
The curves in P ×{0} represent rank two cusps. By Thurston’s Hyperbolic
Dehn Surgery (see Chapter E.6 of [BP92]) we can do Dehn surgery on the
cusps such that the resulting manifold still carries a hyperbolic metric for
which the core curves of the added solid tori are very short geodesics.
Furthermore, we can restrict ourselves to Dehn fillings for which the filled
manifold still fibers over S1 in a way compatible with the restriction of
the fibering of Tφ to Tφ − P × {0}. In fact, observe that for each α ∈ P
corresponding to a boundary torus Tα we have a preferred meridian mα and
longitude lα coming from the fibering of Tφ. If we perform Dehn surgeries
with slopesmα+klα, the filled manifold will be diffeomorphic to the mapping
torus Tψ where ψ = φδ
k
P and δP ∈ Mod(Σ) is a Dehn twist about the pants
decomposition P .
We call ψ and Tψ a pseudo-Anosov mapping class and a hyperbolic map-
ping torus with a short pants decomposition P respectively.
Consider the infinite cyclic covering Tˆψ of Tψ. Topologically, we can
identify it with Σ× R where the level sets Σn := Σ× {n} correspond to all
the lifts of the fiber Σ× {0} ⊂ Tψ and in such a way that the curves in⋃
n∈Z
ψnP × {n} ⊂
⋃
n∈Z
Σ× {n}
are very short geodesics. A fundamental domain for the deck group action
on Tˆψ is given by the submanifold [Σ0,Σ1] bounded by Σ0 and Σ1. The
region [Σn,Σm] bounded by Σn and Σm with n < m is a stack of m − n
isometric copies of [Σ0,Σ1].
We now approximate Tˆψ with a maximally cusped I-bundle Q(P,ψ
nP ).
Our collars will be of the form Ω = Q(P,ψmP ) for some suitably chosen m.
We will use the following from [BD15], see also Figure 3.7 of the same
article.
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Theorem 3.3 (Theorem 3.5 of [BD15]). Let ψ be a mapping class with
a short pants decomposition P . For every ξ > 0 there exist k > 0 and
d > 0 such that for every n > 0 sufficiently large the non-cuspidal part of
Qn = Q(P,ψ
nP ) admits a decomposition
Qncn = An ∪Bn ∪Cn
where An and Cn have diameter bounded by d while Bn is the image of a
(1 + ξ)-bilipschitz embedding with a quasi collar image
f : [Σk,Σn−k] ⊂ Tˆψ → Q
nc
n .
The embedding f is in the homotopy class of the identity with respect to the
natural markings. Moreover, we can parameterize Qncn as Σ× [0, 3] in such
a way that An, Bn and Cn correspond respectively to Σ× [0, 1],Σ× [1, 2] and
Σ× [2, 3].
Observe that in the maximally cusped I-bundles Q(P,ψnP ) we have, by
default, many pants decompositions whose length and isotopy class are well
controlled.
In order to be able to exploit such control to check I-bundles and handle-
body criteria we will need three consequences of Theorem 3.3. For them, we
use the following fact proved in the Appendix B.
Lemma 3.4. For every η < ηM/2 there exists ξ > 0 such that the following
holds: Let TηM (α) be a Margulis tube with core geodesic α of length l(α) ∈
[η, ηM/2]. Suppose that there exists a (1+ξ)-bilipschitz embedding of the tube
in a hyperbolic 3-manifold f : TηM (α) → M . Then f(α) is homotopically
non-trivial and it is isotopic to its geodesic representative within f(TηM (α)).
Consider the (1 + ξ)-bilipschitz embedding given by Theorem 3.3
f : [Σk,Σn−k] ⊂ Tˆψ → Q
nc
n .
Recall that [Σk,Σn−k] = Σ× [k, n−k] and that the curves ψ
jP×{j} ⊂ Σj =
Σ×{j} are short geodesics in the infinite cyclic covering and have length in
the interval [η, ηM ]. Denote by Γj the collection of geodesic representatives
of f(ψjP × {j}) in Qn. By Lemma 3.4, if ξ is small compared to η, we get
Corollary 3.5. The collection Γ = Γk ∪ · · · ∪ Γn−k is isotopic to⋃
k<j<n−k
f(ψjP × {j}) ⊂
⋃
k<j<n−k
f(Σj).
via an isotopy supported on
⊔
α∈ψk+1P∪···∪ψn−k−1P f(TηM (α)).
We now locate suitable quasi collars inside Q(P,ψnP ). First, notice that
[Σk,Σn−k] =
⋃
k<j≤n−k
[Σj−1,Σj ]
and each [Σj−1,Σj ] is an isometric copy of the fundamental domain [Σ0,Σ1].
Each f [Σj−1,Σj+1] ⊂ Q is a quasi collar for ∂1Q
nc for every k < j < n− k.
We now estimate the quasi collar size (D,W,K).
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By Theorem 3.3, we also have that each component of
Qnc − f [Σk,Σn−k]
has diameter bounded by d = d(ψ, ξ). Denote by w = w(ψ) > 0 the width
of the fundamental domain [Σ0,Σ1]. Denote, instead, by a = a(ψ) > 0 the
intrinsic diameter of the isometric surfaces Σj. Notice that, up to replacing ψ
with a power (a change that does not seriously affect any of the arguments),
we can as well assume that 2a is much smaller than w. Since f is (1 + ξ)-
bilipschitz, up to increasing a little and uniformly a and w, those are also
the diameter and width parameters for each f [Σj−1,Σj ]. We have for j ≥ k
w(j − k) ≤ dQ(f(Σj), ∂1Q
nc) ≤ (w + a)(j − k) + d.
Therefore the size of the quasi collar f [Σj−1,Σj+1] can be chosen to be
D = a,
W = 2w,
Kj = (w + a)(j − k) + d+ 2w.
Analogous estimates hold for ∂2Q
nc. Hence
Corollary 3.6. There exists w, a > 0 and only depending on ψ such that
for every k < j < n− k the surface f(Σj) is contained in
collara,2w,Kj(∂1Q)
and, similarly, the surface f(Σn−j) is contained in
collara,2w,Kj(∂2Q).
The Corollaries 3.5 and 3.6 combined with Proposition 3.2 help us in
checking that the handlebody and I-bundle criteria are satisfied. In fact, we
have the following: With the same notation as before, consider again the
(1 + ξ)-bilipschitz embedding as a quasi collar
f : [Σk,Σn−k] ⊂ Tˆψ → Qn = Q(P,ψ
nP ).
The bilipschitz parameter ξ can be chosen to be arbitrarily small provided
that n is sufficiently large.
Corollary 3.7. Let ψ be a mapping class with a short pants decomposition
P of length η. Consider Qn = Q(P,ψ
nP ). Let Σ0 be a component of ∂M
nc
where M is a maximally cusped handlebody or I-bundle. Suppose that we
have a (1 + ξ)-bilipschitz diffeomorphism
g : collara,2w,Kj(∂1Qn)→ collarD,W,K(Σ0)
or
g : collara,2w,Kj(∂2Qn)→ collarD,W,K(Σ0)
for some D,W,K. If ξ is small enough (only depending on ψ), n is large
enough (only depending on ψ and ξ) and k < j < n− k, then the collection
of geodesic representatives of
gf(ψjP × {j}) ⊂ gf(Σj)
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or
gf(ψn−jP × {n− j}) ⊂ gf(Σn−j)
has length O(η), is contained in the image of g, and is isotopic within it to
gf(ψjP × {j}) or gf(ψn−jP × {n− j}).
Proof. We only treat the first case, the other one is analogous. By Corol-
lary 3.5 and Corollary 3.6, we can assume that the geodesic representatives
Γj of ψ
jP in Qn are contained in collara,2w,Kj(∂1Qn) and isotopic within it
to f(ψjP×{j}) ⊂ f(Σj). Their length is O(η). Since g is a (1+ξ)-bilipschitz
diffeomorphism, if ξ is small enough compared to η, by Lemma 3.4, we can
assume that the geodesic representatives of g(Γj) in M are contained in
collarD,W,K(∂H) and isotopic within it to g(Γj) which, in turn, is isotopic
to gf(ψjP × {j}) ⊂ gf(Σj). 
3.3. Criteria for I-bundles and handlebodies revised. We are now
ready to give a more manageable version of the criteria for I-bundles and
handlebodies and construct many example that satisfy those conditions.
This is the goal of Proposition 3.8.
Proposition 3.8. Let ψ, φ be mapping classes with short pants decompo-
sitions P,P ′ of length in [η, ηM/2]. There exists j = j(ψ, φ) such that the
following holds: Consider
(P1, P2) = (ψ
−jP,P ) and (P3, P4) = (P
′, φjP ′).
Suppose that for some n very large we have respectively
(1) dC(P,D) ≥ dC(P,ψ
−nP ) + dC(ψ
−nP,D)−R,
(2) dC(ψ
−jP, φjP ′) ≥ dC(ψ
−jP,ψnP ) + dC(ψ
nP, φjP ′)−R,
and
(3) dC(P
′, fD) ≥ dC(P
′, φnP ′) + dC(φ
nP ′, fD)−R,
(4) dC(ψ
−jP, φjP ′) ≥ dC(φ
jP ′, φ−nP ′) + dC(φ
−nP ′, ψ−jP )−R.
Then P1, P2, P3, P4 satisfies the I-bundle and handlebody criteria with pa-
rameter O(η).
Proof. We have to check two handlebody and one I-bundle criteria. The
arguments for the three different cases follow the same lines. In order to
avoid repetitions, we only prove in details that there exists j = j(φ,ψ)
such that the pair (ψ−jP,P ) satisfies the handlebody criterion if n is large
enough. The other cases are completely analogous and require no new ideas.
In the end of the proof, we briefly discuss the adjustments needed for the
I-bundle criterion.
The handlebody criterion. In order to check the handlebody criterion
for (ψ−jP,P ), by Corollary 3.7, we just need to get a (1 + ξ)-bilipschitz
diffeomorphism
g : collara,2w,Kj(∂2Q(ψ
−nP,P ))→ collarD,W,K(∂H(P ))
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in the homotopy class of the identity. Such a diffeomorphism will be provided
by Proposition 3.2. Notice at this point that Q(ψ−nP,P ) and Q(P,ψnP )
are isometric as they only differ by the marking.
In order to apply Proposition 3.2, observe that, by work of Minsky [Min01],
the pairs (ψnP,ψmP ) and (φmP ′, φnP ′) satisfy for all n, m ∈ Z the R-
bounded combinatorics condition for some R = R(ψ, φ) > 0. Furthermore,
for any fixed h, if |n − m| is large, again, depending only on ψ, φ and h,
they also satisfy the large height assumption as pseudo-Anosov elements act
as loxodromic motions on the curve graph by Masur and Minsky [MM99].
Property (1) from our assumptions is exactly the last one needed to guar-
antee that Proposition 3.2 can be applied.
Before applying Proposition 3.2 we have to be a bit careful with the
various constants and their dependence. We pause for a moment and discuss
this delicate point. The mapping classes ψ and φ determine η and R and
also the parameters a and w of Corollary 3.7 and D0 of Proposition 3.2.
Furthermore, the mapping classes together with the choice of ξ determine k
and d in Proposition 3.3. In turn, k determines the allowable range k < j <
n− k.
So, we want to choose ξ much smaller than the one, only depending on
the mapping classes, required by Corollary 3.7 to hold. Once this is fixed
we have a collection of potential candidates for the quasi collars
collara,2w,Kj(∂2Q(ψ
−nP,P ))
with k < j < n− k for any n very large.
Once we fixed ξ, we have also fixed K0,W0 > 0 of Proposition 3.2. So, for
every W ≥W0 we have a (1 + ξ)-bilipschitz diffeomorphism of quasi collars
f : collarD0,W,K0(∂2Q(ψ
−nP,P ))→ collarD1,W1,K1(∂H(P )).
In order to get the desired embeddings, we just have to choose k < j < n−k
and W such that one of our candidate quasi-collars is contained in the
domain of definition of f
collara,2w,Kj(∂2Q(ψ
−nP,P )) ⊂ collarD0,W,K0(∂2Q(ψ
−nP,P )).
It suffices to do the following: We first choose j such that Kj−a > K0+D0.
This determines a minimal j = j(ψ, φ) as required by the statement of
Proposition 3.8. Then, we chooseW such thatK0+W−D0 > 2Kj+4a+2w.
This finally determines a final threshold for h and n.
The I-bundle criterion. The proof is word by word the same as in
the handlebody case, one only has to replace the collar of ∂H(P ) with
∂1Q(ψ
−jP, φjP ′) and ∂2Q(ψ
−jP, φjP ′). Again, if n is very large, Proposi-
tion 3.2 furnishes (1 + ξ)-bilipschitz diffeomorphisms
collara,2w,Kj(∂1Q(ψ
−jP,ψn−jP ))→ collarD1,W1,K1(∂1Q(ψ
−jP, φjP ′))
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and
collara,2w,Kj(∂2Q(φ
j−nP, φjP ))→ collarD1,W1,K1(∂2Q(ψ
−jP, φjP ′)).
Notice that the constant j = j(φ,ψ) is the same as before. Corollary 3.7
together with a careful bookkeeping of the markings concludes the proof. 
3.4. From the curve graph to Teichmu¨ller space. We now translate
the curve graph conditions (1) - (4) in terms of Teichmu¨ller geometry in
such a way that it will not be hard to check them for a random segment
[o, fo].
It is convenient to recall now a few facts due to Masur andMinsky [MM99],
[MM00] about the relation between Teichmu¨ller space T endowed with the
Teichmu¨ller metric dT and the curve graph C.
The connection is established via the shortest curves projection Υ : T →
C, a coarsely defined map that associates to every marked hyperbolic surface
X ∈ T a shortest geodesic pants decomposition on it Υ(X). By classical
work of Bers (see e.g. [Par14] and references therein) there is a uniform
upper bound, only depending on the topology of Σ, on the length of such
pants decomposition. We choose o ∈ T with the following property
Standing assumption: The base point o ∈ T is chosen
such that its projection to the curve graph lies on the disk
set of the handlebody Υ(o) ∈ D.
From a geometric point of view, Masur and Minsky proved that the curve
graph C is a Gromov hyperbolic space (see [MM99]) and the disk set D ⊂ C
is a uniformly quasi-convex subspace (see [MM04]).
It also follows from [MM99] that Υ is Lipschitz and sends Teichmu¨ller
geodesics to uniform unparameterized quasi-geodesics. The latter means
that there is a constant B only depending on Σ such that dC(Υ(Y ),Υ(Z)) ≥
dC(Υ(Y ),Υ(X)) + dC(Υ(X),Υ(Z)) − B for every Z < X < Y aligned on
a Teichmu¨ller geodesic. In particular, by hyperbolicity of C, the image
Υ[Z, Y ] ⊂ C is a uniformly quasi-convex subset.
We have the following:
Proposition 3.9. Let ψ, φ be pseudo-Anosov mapping classes with short
pants decompositions P,P ′. Let lψ, lφ : R→ T be their Teichmu¨ller geodesics.
For every δ > 0 there exists h > 0 such that the following holds: Suppose
that on the segment [o, fo] there are four points o < S1 < S2 < S3 < S4 < fo
with the following properties
(i) [S1, S2] and [S3, S4] have length at least h and δ-fellow travel lψ and lφ
respectively.
(ii) We have dC(Υ[S1, S4],D) ≥ h and dC(Υ[S1, S4], fD) ≥ h.
Then, up to perhaps replacing P,P ′ with ψrP, φr
′
P ′, (1) - (4) hold.
The proof uses the arguments from Proposition 7.1 of [HV19].
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Proof. We have to show that (i) and (ii) imply (1) - (4).
We start with Properties (1) and (3). Let us only consider (1) as (3) is
completely analogous. Recall that we fixed o such that Υ(o) ∈ D and hence
Υ(fo) = fΥ(o) ∈ fD.
As Υ[o, fo] is a uniformly quasi-convex subset of the Gromov hyperbolic
space C, there is a coarsely well defined nearest point projection π : C →
Υ[o, fo]. Since D, fD are also uniformly quasi-convex and Υ[S1, S4] is very
far from both while the endpoints satisfy Υ(o) ∈ D and fΥ(o) ∈ fD, we
conclude that π(D) and π(fD) lie on opposite sides of Υ[S1, S4] and are far
from it.
Consider S1 ≤ a < b ≤ S4 and the projections α := Υ(a) and β := Υ(b).
By hyperbolicity of C and uniform quasi-convexity of Υ[o, fo], any geodesic
joining δ0 ∈ D to β can be broken into two subsegments [δ0, β0]∪[β0, β] where
β0 is uniformly close to π(δ0), the nearest point projection of δ0, which has
the form Υ(t) for some o < t < S1. By the uniform unparameterized quasi-
geodesic image property of Υ, the segment [β0, β] passes uniformly close to
α. Therefore, we have
dC(β, δ0) ≥ dC(β, α) + dC(α, δ0)−R0
for some uniform R0. Taking the minimum over all δ0 ∈ D we get
dC(Υ(b),D) ≥ dC(Υ(a),Υ(b)) + dC(Υ(a),D) −R0.
The last ingredient that we need is the fact that the sequence of curves
{ψnP}n∈Z lie uniformly close, only depending on ψ, to the uniform quasi-
axis of ψ given by the composition Υlψ. This follows from work of Minsky
[Min01]. Notice that Υlψ lies uniformly close to Υ[S1, S2] by fellow travel-
ing assumption. In particular, there are ψr+nP , ψrP and ψr−nP that lie
uniformly close, only depending on ψ, to Υ(S1), Υ(Sψ) and Υ(S2) where
S1 < Sψ < S2. The difference (r+n)− (r−n) = 2n is bounded from below
by some linear function of h of the form κh− κ with κ > 0 only depending
on ψ.
Therefore, since S1 < Sψ, we have
dC(ψ
rP,D) ≥ dC(ψ
rP,ψr−nP ) + dC(ψ
r−nP,D)−R
for some uniform R, only depending on ψ.
For simplicity, we replace P with ψrP and still denote it by P .
We now move on to Properties (2) and (4). Again, we consider only (2)
as (4) uses the same arguments. Property (2) just follows from the uniform
unparameterized quasi-geodesic property of Υ[S1, S4].
In more details we proceed as follows: As before, up to replacing P and P ′
with ψrP and φr
′
P ′, we can assume that ψ−nP,ψnP (resp. φ−n
′
P ′, φn
′
P ′)
are uniformly close, only depending on ψ (resp. φ), to Υ(S1),Υ(S2) (resp.
Υ(S3),Υ(S4)).
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Recall that P1 and P4 are of the form P1 = ψ
−jP and P4 = φ
jP ′ for some
uniform j = j(φ,ψ). So, up to a uniform error, we can replace them with P
and P ′. For them we have
dC(Υ(Sψ),Υ(Sφ)) ≥ dC(Υ(Sψ),Υ(S2)) + dC(Υ(S2),Υ(Sφ))−R.

4. Short curves on Heegaard splittings
In this and the next section we move to the second construction and
discuss short curves on Heegaard splittings. The goal is to prove Theorem 3.
The family of examples that arise from Theorem 3 is shown to be generic
from the point of view of the random walk in Section 6.
4.1. Outline. We now outline the strategy to produce a hyperbolic metric
on Mf for which γ ⊂ Σ is a short geodesic.
We start by associating to γ the 3-manifold
Mf − γ = (Hg − γ) ∪f (Hg − f(γ)).
The Heegaard splitting Mf is obtained from Mf − γ by Dehn filling along a
filling slope which is completely determined by the topology.
According to Thurston’s Hyperbolization Theorem, the manifold Mf − γ
admits a complete hyperbolic metric provided that it is irreducible, atoroidal
and Haken; see, for example, Theorem 1.42 in [Kap09]. We take [Kap09] as
our general reference for basic 3-manifold topology. Notice, however, that,
since it is the interior of a compact manifold with non-empty boundary,
by basic 3-manifold topology, if Mf − γ is irreducible, then it will also be
automatically Haken (see Corollary 1.24 in [Kap09]).
Both irreducibility and atoroidality will follow from our assumption that
both (Hg, γ) and (Hg, f(γ)) are pared acylindrical handlebodies. This is
condition (a) of Theorem 3 and is borrowed from the theory of Jaco, Shalen
and Johannson (see Chapter 5 of [CM04]).
Once we have a hyperbolic structure on Mf − γ we deform it to a hyper-
bolic metric on Mf via a cone manifold deformation. Again, as in Section 2,
the tool for such an operation is Hodgson and Kerckhoff effective version of
the Hyperbolic Dehn Surgery Theorem (see Theorem 2.1). We need to cer-
tify that the canonical filling slope has large normalized length on a standard
torus horosection T := ∂TηM (γ) of the cusp of Mf − γ.
Actually, we will check something stronger, namely that, if condition (b)
of Theorem 3 holds, then the flat torus T itself will be long and skinny so
that every filling slope different from the one corresponding to (Σ− γ) ∩ T
will have large normalized length.
The central point of the proof is to show that T is long and skinny provided
that the subsurface projection dΣ−γ(D, fD) is large. The main ingredient
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for the argument is the model manifold technology by Minsky [Min10] and
Brock, Canary and Minsky [BCM12].
At this point, before going on, we need a further consequence of the
condition (a): If (Hg, γ) is pared acylindrical, then the inclusion Σ−γ ⊂ Hg
is doubly incompressible. Double incompressibility allows to use Thurston’s
Uniform Injectivity for Pleated Surfaces [Thu86a] and its consequences. In
particular, we show that there are two simple closed curves α ⊂ Σ − γ and
β ⊂ Σ− f(γ) which are represented by geodesics in Mf − γ with moderate
length and which are combinatorially close to the disk set projections as
follows: dΣ−γ(D, α) ≤ 2 and dΣ−γ(fD, β) ≤ 2.
Notice that, since dΣ−γ(D, fD) is large, also dΣ−γ(α, β) will be large.
In order to produce the moderate length curves α and β it is convenient
to work with the geometrically finite coverings of Mf − γ corresponding to
π1(Hg − γ) and π1(Hg − f(γ)). Such coverings are hyperbolic structures on
Hg − γ and Hg − f(γ) with rank one cusps at γ and f(γ) respectively.
As a last step, incompressibility of Σ− γ ⊂Mf − γ and the fact that the
curves α, β ⊂ Σ − γ are represented by moderate length curves in Mf − γ
and are combinatorially far apart in the curve graph C(Σ − γ) implies, via
the model manifold technology, that T = ∂TηM (γ) is long and skinny.
This concludes the outline of the strategy.
The remainder of this section is dedicated to the topological part of the
proof, the geometric part of the argument, instead, will be discussed in the
next section.
4.2. Pared acylindrical handlebodies. We start by introducing some
basic topological objects, namely a simple collection of pared acylindrical
handlebodies. Such objects occur naturally in the study of cusped hyperbolic
structures on Hg (see Thurston [Thu86a], [Thu86c])
Definition (Pared Acylindrical). Let γ ⊂ Σ be a simple closed curve with
a regular neighborhood N(γ) ⊂ Σ. We say that (Hg, γ) is a pared handlebody
if the following conditions hold
(1) The inclusion Σ− γ ⊂ Hg is π1-injective.
(2) Every essential map (A, ∂A) → (Hg, N(γ)) is homotopic as a map
of pairs into N(γ).
We say that (Hg, γ) is also acylindrical if furthermore
(3) Every essential map (A, ∂A) → (Hg,Σ − N(γ)) is homotopic as a
map of pairs into Σ.
From a curve graph point of view, we have the following useful criterion
Lemma 4.1. Let γ ⊂ Σ be an essential simple closed curve. We have
(i) If dC(γ,D) ≥ 2 then (Hg, γ) is pared.
(ii) If dC(γ,D) ≥ 3 then (Hg, γ) is pared acylindrical.
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Proof. Let us prove (i). By Dehn’s Lemma, if Σ − γ is not π1-injective,
then Σ− γ admits a compression which implies dC(γ,D) ≤ 1. Therefore, if
dC(γ,D) ≥ 2, the inclusion Σ− γ ⊂ Hg satisfies property (1).
As for property (2), we proceed as follows: Consider an essential annulus
f : (A, ∂A) → (Hg, N(γ)) which cannot be properly homotopy into N(γ).
The boundary curves αj = f(∂jA), for j = 1, 2, are homotopic to a power
of the simple core curve γ ⊂ N(γ), say αj ≃ γ
nj with nj 6= 0 because f is
essential. We freely homotopy f such that αj = γ
nj and a simple arc η ⊂ A
joining the two boundary components of ∂A maps to a loop β = f(η) in Hg.
By assumption α1 and α2 are homotopic in Hg. At the level of fundamen-
tal groups, we have γn1 = βγn2β−1 in π1(Hg). Since π1(Hg) = Fg is a free
group, necessarily β = γk for some k ∈ Z. Hence we can homotopy f such
that it maps a regular neighborhood U of η∪∂A to N(γ). The complement
of U in A is a disk with boundary δ mapped to N(γ). Since N(γ) maps π1-
injectively to Hg, the loop f(δ) is also homotopically trivial in N(γ). Since
Hg is aspherical we can homotope f restricted to the complement of U to a
nullhomotopy of f(δ) in N(γ). Hence Σ− γ ⊂ Hg satisfies (2).
We now prove (ii). We need to check property (3). Consider an essential
annulus f : (A, ∂A)→ (Hg,Σ−γ) which cannot be properly homotoped into
Σ − γ. By the Annulus Theorem, we can assume that f is an embedding.
We conclude using the following.
Claim. Hg−γ does not contain any properly embedded essential annulus
(A, ∂A) ⊂ (Hg,Σ− γ).
Proof of the claim. Since handlebodies do not contain incompressible and
∂-incompressible surfaces, the annulus A admits a boundary compression.
This means that we find an embedded disk D2 ⊂ Hg whose boundary is
divided into two segments ∂D2 = α∪β with α ⊂ A and β ⊂ Σ, both joining
the two components of the boundary ∂A. The boundary δ of a tubular
neighborhood of ∂A ∪ β is a disk bounding curve. By construction it has
distance at most 2 from γ. This concludes the proof. 
4.3. Hyperbolizable drilled Heegaard splittings. Gluing together two
pared acylindrical handlebodies produces an irreducible and atoroidal 3-
manifold. We give a proof of this fact
Proposition 4.2. If (Hg, γ) and (Hg, f(γ)) are both pared acylindrical then
Mf − γ is irreducible, atoroidal and Haken.
In particular, by Thurston’s Hyperbolization Theorem for Haken mani-
folds, the drilled splitting Mf − γ admits a hyperbolic structure, which is
also unique by Mostow-Prasaad rigidity.
We split the proof of Proposition 4.2 into small steps, Lemmas 4.3, 4.4
and 4.5. First we observe that Σ− γ ⊂Mf − γ is incompressible.
Lemma 4.3. The surface Σ− γ ⊂Mf − γ is π1-injective. The fundamental
group π1(Mf − γ) decomposes as π1(Hg − γ) ∗pi1(Σ−γ) π1(Hg − f(γ)).
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Proof. This is a consequence of Dehn’s Lemma and Seifert–van Kampen’s
Theorem. 
We now use transversality arguments together with acylindricity of the
handlebodies to establish irreducibility and atoroidality of Mf − γ.
Lemma 4.4. Mf − γ is irreducible.
Proof. Assume towards a contradiction that Mf − γ is reducible, and let
S be an embedded 2-sphere that does not bound a ball. We may and do
assume that S intersects Σ− γ transversally and such that any component
of (Σ− γ) ∩ S that is innermost in S is not homotopically trivial in Σ − γ.
Indeed, otherwise this innermost component bounds a disc in Σ − γ and a
disk in S such that their union is contained in one of the two handlebodies.
However, this sphere bounds a ball B in that handlebody by irreducibility
of handlebodies, and thus B can be used to guide an isotopy of S that
removes that component of (Σ− γ)∩S. Note that Σ∩ S is nonempty since
otherwise S would be contained in one handlebody and bound a ball, again
by irreducibility of handlebodies. Hence, any component α of Σ ∩ S that is
innermost in S compresses in one of the two handlebodies via the disc D
in S with D ∩ Σ = α. This contradicts π1-injectivity of Σ − γ into both
handlebodies. 
Lemma 4.5. Mf − γ is atoroidal.
Proof. We show thatMf−γ is topologically atoroidal (i.e. every incompress-
ible torus is boundary parallel), which implies atoroidal for Haken manifolds
(which Mf − γ is); see Section 1.2 in [Kap09]. Let T be an incompressible
torus in Mf −γ. We show that T is boundary parallel. Arrange that T is in
general position with respect to Σ−γ, and take {αi}i=1,...,n to be the simple
closed curves that are the components of the intersection (Σ − γ) ∩ T . By
an innermost argument, if some αi was null-homotopic in T , then some αj
would bound a disk in one of the handlebodies H bounded by Σ. However,
this implies that αj is trivial in Σ−γ since Σ−γ maps π1-injectively to both
handlebodies. Then, the union of the disks in SK and T with boundary αj
bounds a ball in H by irreducibility of H, and we can use this ball to reduce
the number of components of (Σ− γ)∩T . In view of this argument, we can
assume that each αi is an essential curve on T . Moreover, notice that each
αi is then automatically an essential curve on Σ− γ, whence on Σ, too, for
otherwise some αj would bound a compressing disk. We reindex the αi to
make sure that consecutive ones (modulo n) bound an annulus in T .
Consider now some αi, and let H be the handlebody containing the an-
nulus A ⊆ T bounded by αi and αi+1 (notice that if there is one αi, then in
fact there are at least two because Σ−γ separatesMf−γ, so that (Σ−γ)∩T
needs to have at least two connected components).
Claim: A is boundary parallel.
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Proof of the Claim. Using that (H, γ) is pared acylindrical, we note that
αi and αi+1 are two boundaries of an embedded annulus A
′ in Σ that is
homotopic rel boundary to A in H. Since ∂H \ (∂A) is disconnected, also
H \ A is disconnected. Let N be the 3-manifold given as the closure of the
component with boundary A∪A′. To establish that A is boundary parallel,
we show that N is a solid torus.
Let I ⊂ A be a properly embedded interval connecting the two boundary
components of A. And let I ′ ⊂ A′ be an arc that is homotopic rel boundary
to I in H. An innermost circle argument gives that I ′ ∪ I is also null-
homotopic in N , hence by Dehn’s Lemma there exists a disc D ⊂ N with
boundary I ′∪ I. Let S be the sphere obtained as the union of the disc given
by boundary compression of A along D and the disc in Σ with the same
boundary. This sphere S bounds a ball in H, and thus N , by irreducibility
of handlebodies. Thus N compresses to a ball; hence, N is a solid torus as
desired. 
Let A′ be the annulus in Σ that union A forms a torus that bounds a
solid torus in H. If A′ does not contain γ, then we can reduce the number of
components of (Σ−γ)∩T by isotoping A inMf−γ to the other handlebody.
Otherwise, A′ is (up to isotopy in Σ) N(γ), and we can apply an isotopy
in Mf to move A inside a regular neighborhood N of γ in Mf . Notice
that there is at least one γi for otherwise T would be contained in one
of the handlebodies; however, handlebodies do not contain incompressible
tori since incompressible tori are π1-injective and the fundamental groups
of handlebodies do not contain Z2 subgroups. In particular, T is a union of
annuli as above, and hence, after applying finitely many isotopies, we reduce
to the case that every annulus as T is entirely contained in N (we can assume
that the isotopies we found above move N inside itself). Hence, T can be
thought of as an incompressible surface in N −γ. There is a classification of
incompressible surfaces in S1–bundles; see [Wal67, Satz 2.8], which in our
case implies that T is boundary parallel, as required. 
Hence Mf − γ is irreducible and atoroidal. As mentioned before, irre-
ducibility is already enough to ensure that it is also Haken. However, we
observe that also Σ− γ ⊂Mf − γ would work as Haken surface.
Combining with Lemma 4.1, we get
Corollary 4.6. Let γ ⊂ Σ be a non-separating simple closed curve. If
dC(γ,D ∪ fD) ≥ 3, then Mf − γ is hyperbolizable.
4.4. Double incompressibility. The second crucial topological property
of a pared acylindrical handlebody (Hg, γ) that we need is the fact that
the inclusion of the boundary Σ − γ ⊂ Hg is doubly incompressible. The
following definition is due to Thurston [Thu86a].
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Definition (Doubly Incompressible). Let γ ⊂ Σ be an essential simple
closed curve with a tubular neighborhood N(γ) in Σ and U(γ) in Hg. The
inclusion Σ− γ ⊂ Hg is doubly incompressible if it satisfies
(a) The inclusion Σ− γ ⊂ Hg is π1-injective.
(b) Essential relative homotopy classes of maps (I, ∂I)→ (Σ−N(γ), ∂N(γ))
are mapped injectively to relative homotopy classes of maps (I, ∂I) →
(Hg − U(γ), ∂U(γ)).
(c) There are no essential cylinders in Σ − N(γ): This means that every
essential map f : (A, ∂A) → (Hg,Σ − N(γ)) is either homotopic into
U(γ) or the restriction of f to ∂A extends to a map into Σ−N(γ).
(d) Each maximal abelian subgroup of π1(Σ − γ) is mapped to a maximal
abelian subgroup of π1(Hg).
Since maximal abelian subgroups of a free group are infinite cyclic group,
the last condition is equivalent to
(e) each maximal cyclic subgroup of π1(Σ − γ) is mapped to a maximal
cyclic subgroup of π1(Hg).
As Thurston observes (see Section 7 of [Thu86a]) we have the following
Proposition 4.7. If (Hg, γ) is pared acylindrical, then the inclusion Σ−γ ⊂
Hg is doubly incompressible.
The proposition is probably well-known to experts and follows from JSJ
theory. However, it might not be easy to extract from the literature. For
this reason, and for the sake of being more self-contained, we include a proof
in Appendix A.
5. Long skinny cusp horosection
In this section we show that a standard torus horosection T of the cusp of
Mf − γ is long and skinny, so that every filling slope different from the one
coming from (Σ − γ) ∩ T will have large normalized length, provided that
dW (D, fD) is sufficiently large. This is the geometric part of the proof of
Theorem 3 and rests on the model manifold technology of Minsky [Min10]
and Brock, Canary and Minsky [BCM12].
Here, the standard torus horosection T is ∂TηM (γ), where ηM > 0 is a
fixed Margulis constant and TηM ⊂Mf −γ is the cusp of Mf −γ that forms
a connected component of the ηM -thin part of Mf − γ.
The proof is divided into two steps. The first one consists of finding simple
closed curves α, β ⊂ W := Σ − γ that are represented by closed geodesics
in Mf − γ with moderate length and such that dW (α,D), dW (β, fD) ≤ 2.
This is the content of Proposition 5.2 and Corollary 5.3. As a second step,
once we have such curves α and β, we argue that dW (α, β) gives a coarse
lower bound for the length of any slope on T that does not come from the
Heegaard surface. We prove this in Proposition 5.7.
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5.1. Handlebody covering. In order to find the curves α and β, we work
with handlebody coverings as we now describe.
Consider first the pared handlebody (Hg, γ). The fundamental group of
Hg− γ ⊂Mf − γ injects into π1(Mf − γ) (see Lemma 4.3) and determines a
covering N ofMf−γ to whichHg−γ lifts homeomorphically. By slight abuse
of notation we will not distinguish between Hg − γ and its homeomorphic
lift to N . Recall from the outline, that we want to find a simple closed
curve α ⊂ Σ− γ that has moderate length representative in N and satisfies
dW (α,D) ≤ 2.
As both Hg − γ and N are aspherical, the inclusion Hg − γ ⊂ N is a
homotopy equivalence. Since the pair (N,Hg − γ) has also the homotopy
extension property (e.g. it can be give the structure of a CW-pair), it
follows that the manifold N deformation retracts to Hg−γ (this is a general
fact; see, for example, [Hat02, Corollary 0.20]). Therefore, according to
Proposition 4.7, the inclusion W = Σ− γ ⊂ N is doubly incompressible.
Incidentally, even though we will not need it, for the sake of clarity, we
describe a more complete picture of the covering. The manifold N is a
geometrically finite structure on Hg with a rank one cusp at γ and the
submanifold Hg−γ is a relative Scott core for N [Sco73, McC86, KS89]. The
fact that N is homeomorphic to the interior of Hg follows from Bonahon’s
Tameness Theorem [Bon86]. Geometric finiteness is, instead, a consequence
of Canary and Thurston’s Covering Theorem [Can96].
We now come back to double incompressibility. Crucially, it allows to use
Thurston’s Uniform Injectivity for Pleated Surfaces [Thu86a].
Theorem 5.1 (Uniform Injectivity, [Thu86a, Theorem 5.7]). Fix η > 0, a
Margulis constant. For every ε > 0 there exists δ > 0 such that for any type
preserving doubly incompressible pleated surface g : W → N with pleating
locus λ and induced metric σ, if x, y ∈ λ lie in the η-thick part of (W,σ),
then
dP(N)(pg(x),pg(y)) ≤ δ =⇒ dσ(x, y) ≤ ε.
Here pg : λ → P(N) denotes the map induced by g from the lamination λ
to the projective unit tangent bundle of N .
We use Theorem 5.1 to prove the following
Proposition 5.2. There exists L > 0 such that the following holds: For
every δ ∈ D there exists a pleated surface g : (W,σ) → N in the proper
homotopy class of the inclusion W = Σ − γ ⊂ N that realizes λ := πW (δ)
as a sublamination of its pleating locus and such that one of the arcs δ0 of
λ ∩W0 satisfies ℓσ(δ0) ≤ L. Here W0 is the η0-non cuspidal part of (W,σ)
where η0 > 0 is a universal constant.
Finally, the moderate length segments provided by Proposition 5.2 can
be promoted to moderate length curves α and β in a simple way
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Corollary 5.3. There exists L > 0, only depending on Σ such that there
are simple closed curves α, β ⊂ W with dW (α, πW (D)), dW (β, πW (fD)) ≤
2 and satisfying ℓMf−γ(α
∗), ℓMf−γ(β
∗) ≤ L, where α∗, β∗ are the geodesic
representatives of α, β in Mf − γ.
Proof. We only provide the argument for α since the one for β is completely
analogous. Choose δ ∈ D arbitrarily. Let g : (W,σ) → N and δ0 be
the pleated surfaces and the moderate length arc in λ ∩ W0 provided by
Proposition 5.2. The length of ∂W0 is bounded by 2η0. One of the boundary
components of a regular neighborhood of δ0 ∪ ∂W0 is an essential simple
closed curve α of length at most 2L+2η0 with the property dW (α, πW (δ)) ≤
2. 
The proof of Proposition 5.2 is where we fully exploit the assumption that
W is the complement of a non-separating simple closed curve to make the
arguments elementary. The main ingredients of the proof are Thurston’s
Uniform Injectivity and a technical lemma about quasi geodesic concate-
nations in H3. Of some use in the proof will be also the following general
property of pleated surfaces observed by Thurston in [Thu86a]:
Lemma 5.4 (Lemma 3.1 of [Min00]). For every Margulis constant η0 > 0
there exists ηM , only depending on η0 and the topological type of W , such
that, if g : (W,σ)→ N is a π1-injective pleated surface, then only the η0-thin
part of (W,σ) can enter the ηM -thin part of N .
5.2. Quasi geodesic concatenations. Beside the use of Uniform Injec-
tivity, our proof of Proposition 5.2 is elementary and rests on the following
fact about piecewise broken geodesics in H3, which we state without proof.
Lemma 5.5. There exists L > 0 and A = A(L) > 0 such that the following
holds: Let γ : I → H3 be a broken piecewise geodesic γ = γ1 ∗ · · · ∗ γm
with breaking angles ∠γi−1γi contained in (0, π/2) and geodesic segments of
length at least L. Then γ is a A-quasi geodesic.
In particular, if the length of the geodesic segments is large enough, only
depending on A, then γ cannot be a loop. Lemma 5.5 follows from the fact
that, in a hyperbolic space, local quasi geodesics, such as γ (as is not difficult
to check), are global quasi geodesics.
Using Lemma 5.5, we see that
Lemma 5.6. For each ε > 0 there exists L0 > 0 such that the following
holds: Let X = H − ⊔1≤j≤nOj be the complement in H
3 of a family of
pairwise disjoint open horoballs. Let γ = γ1 ∗ · · · ∗ γ2n be a concatenation of
paths in X such that
• γ2j+1 is a geodesic of length at least ε on the horosphere Hj = ∂Oj .
• γ2j is the orthogonal segment connecting Hj−1 and Hj . We require
that γ2j has length at least L0.
Then γ is not a loop.
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Proof. We use the following fact that can be easily checked in the upper half
space model of H3. If x, y lie on the same horosphere H, then we have
sinh(dH3(x, y)) = dH(x, y).
Denote by Hj = ∂Oj the boundary horosphere of the horoball Oj . Observe
that, by assumption, the flat geodesic γ2j ⊂ Hj has length ℓ(γ2j) ≥ ε.
If we expand Hj radially from its center at infinity, the intrinsic geometry
of the horosphere expands exponentially with exponent equal to the increase
in the radius. Hence, if we inflate all the horoballs Oj by r, then each γ2j+1
is shortened to an arc γr2j+1 of length
ℓ(γr2j+1) = ℓ(γ2j+1)− 2r ≥ L− 2r,
while the length of the inflated γ2j , denoted by γ
r
2j , becomes
ℓ(γr2j) = e
rℓ(γ2j).
We now straighten all the γr2j relative to the endpoints and obtain geodesic
arcs αr2j of length ℓ(α
r
2j) = sinh
−1(erℓ(γ2j)) ≥ sinh
−1(erε).
Let us now consider the angles between the segments γ2j−1 and α2j . Ob-
serve that, by assumption, γr2j−1 is orthogonal toH
r
j , the inflated horosphere.
Therefore, as, by convexity of horoballs, α2j is contained in O
r
j , the angle
∠γr2j−1α
r
2j between the two geodesics γ2j−1 and α2j is in (0, π/2).
In conclusion, if the length of each γ2j+1 is much larger than L+ 2r and
sinh−1(erε) ≥ L, where L is the constant of Lemma 5.5, then the broken
piecewise geodesic γ = γr1 ∗ α
r
2 ∗ · · · ∗ γ
r
2n−1 ∗ α
r
2n is a A-quasi geodesic. If
it is also sufficiently long compared to A, which can be again achieved by
assuming that each γ2j+1 is long enough, it cannot be a loop. 
5.3. Moderate length surgeries. We now prove Proposition 5.2.
Proof of Proposition 5.2. Pick δ ∈ D arbitrarily. Since (Hg, γ) is pared
acylindrical, δ intersects γ essentially. Consider λ = δ ∩W , it is a multi-arc
in W = Σ− γ.
Now, after collapsing parallel components to a single one, λ can be realized
as a sub-lamination of the pleating locus of some pleated surface g : (Σ −
γ, σ)→ N in the proper (relative to cusps) homotopy class of the inclusion
Σ− γ ⊂ N (see for example Theorems I.5.3.6 and I.5.3.9 in [CEG06]).
When regarding δ as a simple closed curve on Σ, we can think of it as a
concatenation δ = β1 ∗ · · · ∗ β2n of arcs β2j in W and arcs β2j+1 crossing a
regular annular neighborhood of γ. Here we are using the fact that W is
the complement of a non-separating simple closed curve.
Using the proper homotopy between the inclusion W = Σ − γ ⊂ N and
g, we simultaneously straighten all the β2j ’s to subarcs α2j of the geodesic
leaves of g(λ) that start and end in the standard horosection T = ∂TηM (γ).
Then, again, using the proper homotopy between Σ− γ ⊂ N and the defor-
mation retraction of N to N − TηM (γ), we replace the arcs β2j+1 with arcs
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α2j+1 on the horosection T that are geodesic with respect to the intrinsic flat
metric and join the endpoints of the previously obtained α2j and α2(j+1).
We have that δ ⊂ Σ is homotopic in N to a concatenation α1 ∗ · · · ∗ α2n
of closed arcs αj, where each α2j+1 is a geodesic in the boundary of the
standard horosection T , while each α2j is a proper geodesic arc inN−TηM (γ)
contained in the pleating locus g(λ).
Notice that, by Lemma 5.4, if ηM is sufficiently small, then, when we look
at α2j in the intrinsic metric of the pleated surface, it will join two points
of the η0-cuspidal part for some universal η0 > 0.
Now, by Theorem 5.1, which applies to g because it is doubly incompress-
ible, there is a uniform ε > 0 such that the length of each α2j+1, is at least ε.
Let L0 be as in Lemma 5.6, for the given ε. Notice that this constant only
depends on Σ. Being homotopically trivial in N , the loop α1 ∗ · · · ∗α2n lifts
to a closed loop in H3. Hence, by Lemma 5.6, some α2i must have length
less than L0. 
5.4. Size of the standard horosection. Consider T = ∂TηM , the bound-
ary of the standard horosection. We show that T is long and skinny, mean-
ing that the length of any slope µ ⊂ T different from the one coming from
(Σ− γ) ∩ T is very long, provided that dW (α, β) is sufficiently large.
Proposition 5.7. There exists c = c(Σ) > 0 such that
dW (α, β) ≤ cℓT (µ) + c
for every slope µ in T that is not homotopic to a component of (Σ− γ)∩ T .
Proof. Notice that there is a bound D′, depending only on Σ, on the length
of a component of (Σ − γ) ∩ T . In fact, the boundary of the cusp of a
complete hyperbolic surface of finite area can be bounded in terms of the
topological type of the surface only, as the area of the cusp is an increasing
function of the length of its boundary, while the total area of the surface
only depends on the topological type (e.g. by the Gauss-Bonnet theorem
for non-compact surfaces).
Observe now that the intrinsic diameter of T satisfies
diam(T ) ≤ D := (ℓT (µ) +D
′)/2;
hence, any two points on T can be joined by a flat geodesic of length at
most D.
Consider the covering p : Q → Mf − γ corresponding to π1(W = Σ −
γ) < π1(Mf − γ). By Bonahon’s Tameness [Bon86] Q is geometrically
and topologically tame. Moreover, since Σ − γ is not a virtual fiber (for
example, because it separates Mf − γ), the covering Q is a geometrically
finite hyperbolic structure on W × R (without accidental parabolics) by
Thurston-Canary Covering Theorem [Can96]. Denote by X ⊔ Y = ∂CC(Q)
the boundary of the convex core.
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By work of Minsky [Min10] (see also Theorem 2.1.3 of Bowditch [Bow11]),
there exists a uniform quasi-geodesic l := α0, α1, . . . , αn in C(W ), that is
1
C
|i− j| − C ≤ dW (αi, αj) ≤ C|i− j|+ C
for some uniform constant C > 0, with the following properties
(i) Every αj has a geodesic representative α
∗
j in Q of moderate length,
that is ℓ(α∗j ) ≤ L for some uniform L > 0.
(ii) The initial and terminal curves have moderate length on the X and Y
boundary components, that is ℓX(α0), ℓY (αn) ≤ L, with L as before.
(iii) Every curve β ∈ C(W ) such that ℓQ(β) ≤ L lies uniformly close to the
quasi geodesic l, that is dW (β, l) ≤ R for some uniform R > 0.
We notice that
n ≥ c0dW (α, β) − c0
for some uniform c0 > 0. In fact, on one hand, by property (iii), we have
dW (α, l), dW (β, l) ≤ R. On the other hand, the uniform quasi geodesic
property of l := α0, . . . , αn and hyperbolicity of the curve graph C(W ) gives
dW (α0, αn) ≥ dW (α, β) −R1 for some uniform R1 > 0. Combined together
the two properties give the estimate above.
The moderate length geodesics α∗j are well spaced in Q. This is a conse-
quence of the model manifold technology, which we use in the form of the
following result of Bowditch [Bow11] and Brock and Bromberg [BB11].
Theorem 5.8 (see Theorem 2.1.4 of [Bow11] and Theorem 7.16 of [BB11]).
For every L > 0 there exists A > 1 such that the following holds. Let Q a
hyperbolic structure on W ×R for which the boundary ∂W is parabolic. Let
Q0 = Q−TηM (∂W ) be the complement of the standard cusp neighborhoods.
Suppose that α, β ∈ C(W ) are simple closed curves represented in Q by closed
geodesics of length at most L. Then
1
A
dC(W )(α, β) −A ≤ ρQ0 (TηM (α),TηM (β)) ≤ AdC(W )(α, β) +A
Where ρQ0 denotes the ηM -electric distance in Q0.
The ηM -electric distance ρQ0(x, y) between two points x, y ∈ Q0 is defined
to be the infimum of the electric lengths of all paths joining them in Q0. The
electric length of a path δ in Q0 is the length of the portion of δ that lies in
the ηM -thick part of Q0. Observe that, by definition, the electric distance
satisfies ρQ0 ≤ dQ0 .
The electric distance is also defined on hyperbolic surfaces (W,σ), and it
is a fact (bounded diameter lemma; see Lemma 1.10 of [Bon86]) that for any
fixed Margulis constant η > 0, if (W,σ) has finite area, then the η-electric
diameter of (W,σ) is uniformly bounded only in terms of η and χ(W ). This
fact applies in our setting: The ηM -electric diameter of any pleated surface
is uniformly bounded.
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It follows from Theorem 5.8 and the fact that the sequence α0, · · · , αn is
a uniform quasi-geodesic that
1
B
|i− j| −B ≤ ρQ0(α
∗
i , α
∗
j ) ≤ B|i− j|+B.
for some uniform B > 0. Also notice that X and Y are uniformly close to
α∗0 and α
∗
n respectively, meaning that
ρQ0(α
∗
0,X), ρQ0(α
∗
n, Y ) ≤ log(2L/ηM ).
This follows from the following standard fact, which we state without proof.
Lemma 5.9. Let α ⊂ Q be a closed curve homotopic to a geodesic α∗. Then
dQ(α,TηM (α
∗)) ≤ log(2ℓ(α)/ηM ).
For simplicity, from now on, we assume n = 2m since it does not affect
the argument and simplifies the notation. Consider a pleated surface G :
(W,σ) → Q realizing the middle curve αm=n/2 in Q. Under the covering
projection G descends to the pleated surface g := pG : (W,σ) → Mf − γ
realizing αm in Mf − γ.
The manifold Q has two cusps that cover TηM (γ); we fix one of those and
denote it by T1Q, with boundary T
1
Q = ∂T
1
Q. Then, we choose points x ∈ T
1
Q∩
X and w ∈ W such that G(w) ∈ T 1Q. Observe that injx(X), injw(W,σ) ≥
ηM . As a consequence, since the electric diameter of pleated surfaces is
uniformly bounded, we have
ρQ0(G(w), α
∗
m), ρQ0(x, α
∗
0) ≤ K
for some uniform K > 0. Now connect p(x) to g(w) via a shortest flat
geodesic ξ between them on T . Denote by δ the lift of ξ to Q with basepoint
G(w). We have ℓ(δ) ≤ D = (ℓT (µ) +D
′)/2.
In order to conclude the proof of Proposition 5.7 it remains to show that
Claim: We have ℓ(δ) ≥ cn− c for some uniform constant c > 0.
We divide the proof of this claim into two cases.
Case I. The endpoint z of δ different from G(w) coincides with x.
In this case, we have
ℓ(δ) ≥ ρQ0(x,G(w)) ≥ ρQ0(α
∗
0, α
∗
m)− 2K ≥
m
B
−B − 2K,
as desired.
Case II. The endpoint z of δ different from G(w) differs from x.
In this case, let τ be a non peripheral loop on X based at x that has
moderate length, say ℓX(τ) ≤ L1 for some uniform L1 > 0 only depending
on W .
We now observe that p(τ) does not lift to a loop based at z in Q. In
fact, we claim that p(τ) admits a unique lift which is a loop based at a
point on the chosen cusp of Q and such a lift is τ , which is based at x 6= z.
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In general, lifts of p(τ) based at a point on p−1(p(x)) ∩ T 1Q correspond to
elements κ ∈ π1(T, p(x)) such that κp(τ)κ
−1 ∈ p∗π1(X,x).
Lemma 5.10. If c ∈ π1(Σ−γ) is not peripheral and κ ∈ π1(Mf−γ)−π1(Σ−
γ), then
κcκ−1 6∈ π1(Σ− γ).
Proof. Recall that π1(Mf − γ) is a free product with amalgamation
π1(Mf − γ) = π1(Hg − γ) ∗pi1(Σ−γ) π1(Hg − f(γ)).
Write κ as a reduced word κ = a1b1 . . . anbn with aj ∈ π1(Hg − γ)− π1(Σ−
f(γ)) for j > 1 and bj ∈ π1(Hg−γ)−π1(Σ−γ) for j < n. Since κ /∈ π1(Σ−γ),
either bn 6∈ π1(Σ−γ), or we can take bn to be the identity and an 6∈ π1(Σ−γ).
The two cases can be dealt with in the same way, so we only consider the
first case, that is, we assume that bn 6∈ π1(Σ− γ). We have
κcκ−1 = a1b1 . . . anbncb
−1
n a
−1
n . . . b
−1
1 a
−1
1 .
We claim that bncb
−1
n ∈ π1(Hg − γ) is not in π1(Σ − γ) provided that c is
not a peripheral element: This follows from the fact that (Hg, γ) is pared
acylindrical. In fact, suppose that bncb
−1
n ∈ π1(Σ − γ) and consider the
homotopy between c and bncb
−1
n which takes place in Hg − γ. We have the
following possibilities: If the homotopy is deformable into the cusp, then c
would be peripheral, which is ruled out by our initial assumption. As (Hg, γ)
is pared acylindrical, if the homotopy is not deformable to the cusp, then it
is deformable to the boundary Σ− γ. In this case bn would be contained in
π1(Σ − γ), which is again a contradiction. Therefore, if c is not peripheral,
the word κcκ−1 = a1b1 . . . an(bncb
−1
n )a
−1
n . . . b
−1
1 a
−1
1 is still reduced, and it
contains a term not in π1(Σ − γ). Hence it cannot represent an element in
π1(Σ− γ). 
We now return to the main argument for Proposition 5.7. By Lemma 5.10,
the loop gn(τ) lifts to an arc η with basepoint z on the preferred cusp and an-
other endpoint u on a different component of p−1(TηM (γ)). We now observe
that, if ηM has been chosen sufficiently short in the beginning, no compo-
nent of p−1(TηM (γ)) different from the cusps of Q intersects the convex core
CC(Q).
Lemma 5.11. If ηM is sufficiently small, only depending on the topological
type of W , then
p−1TηM (γ) ∩ CC(Q) = cusp(Q).
Proof. Let p−1TηM (γ) =
⊔
j∈I Oj be the full preimage of the cusp under the
covering projection p : Q→Mf−γ. Suppose that a componentX ⊂ ∂CC(Q)
of the boundary of the convex core intersects one of the components Oj of
the lift of the Margulis tube. Note that p : X →Mf −γ is a type preserving
pleated surface in the homotopy class of the inclusion Σ− γ ⊂Mf − γ and
that p(Oj) = TηM (γ). By Lemma 5.4, the pleated surface p(X) can only
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intersect TηM (γ) in its η0-cuspidal part, for some uniform η0, if ηM has been
chosen sufficiently small in the beginning. This means that Oj intersects
the cuspidal part on X and, hence, Oj is one of the cusps of Q. 
We are now able to conclude: By Lemmas 5.10 and 5.11, the arc δ ∗η has
an endpoint G(w) ∈ T 1Q ∩ CC(Q) and another one u ∈ p
−1(TηM (γ))−CC(Q)
outside the convex core. Therefore, it must intersect ∂CC(Q) = X ⊔ Y .
Say it intersects X. In particular ρQ0(G(w),X) ≤ dQ0(G(w),X) ≤ ℓ(δ ∗ η),
which, combined with the previously established inequalities gives us
ℓ(δ) + L1 ≥ ℓ(δ ∗ η)
≥ ρQ0(G(w),X)
≥ ρQ0(α
∗
m, α
∗
0)− ρQ0(X,α
∗
0)− 2K
≥ m/B −B − 2K − log(2L/ηM ).
This concludes the proof of the claim. 
5.5. The proof of Theorem 3. Combining Proposition 5.7 and Theo-
rem 2.1, we complete the proof of Theorem 3 as follows.
Proof of Theorem 3. We endow Mf − γ with a complete finite volume hy-
perbolic structure, which exists by the assumption of (Hg, γ) and (Hg, f(γ))
being pared acylindrical.
Let µ be the flat geodesic on T = ∂TηM (γ) that represents the filling slope
needed to pass from Mf − γ to Mf (also known as the meridian of γ). By
Theorem 2.1, if nl(µ) ≥ nlHK , then there is a cone manifold deformation
that brings the hyperbolic structure on Mf − γ to a hyperbolic metric on
Mf for which γ is a geodesic of length ℓMf (γ) ≤ a/nl(µ)
2 for some universal
constant a > 0.
By Proposition 5.7, we have
ℓ(µ) ≥ cdW (α, β) − c,
which is larger than 12cdW (D, fD) provided that dW (D, fD) is sufficiently
large. Notice that Area(T ) ≤ ηM ℓ(µ) whenever ηM < ℓ(µ) (which we have
given that dW (D, fD)) is sufficiently large); hence,
nl(µ) = ℓ(µ)/
√
Area(T ) ≥
√
ℓ(µ)/ηM .
Thus nl(µ) ≥ nlHK if the subsurface projection of the disk sets to W is
sufficiently large. This shows that Mf is hyperbolic.
In order to conclude, it remains to bound the length of γ in Mf . This
follows again from Theorem 2.1:
ℓ(γ) ≤
a
nl(µ)2
≤
a
ℓ(µ)/ηM
≤
2aηM/c
dW (D, fD)
. 
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6. The proof of Theorems 1 and 2
In this section we prove a precise form of Theorem 2 about the struc-
ture of random 3-manifolds. Before we state the theorem, we recall some
background and set some notation regarding random walks.
6.1. Random walks. We start by recalling some background material on
random walks on the mapping class group. We crucially consider only ran-
dom walks driven by probability measures µ whose support S is a finite
symmetric generating set for the entire mapping class group.
Definition (Random Walk). Let (sn)n∈N be a sequence of independent
random variables with values in S and distribution µ. The n-th step of
the random walk is the random variable fn := s1 . . . sn. We denote by
Pn its distribution. The random walk driven by µ is the process (fn =
s1 . . . sn)n∈N ∈ Mod(Σ)
N. It has a distribution which we denote by P.
The mapping class group acts on Teichmu¨ller space Mod(Σ) y T . If we
fix a base point o ∈ T we can associate to every random walk (fn)n∈N an
orbit {fno}n∈N ⊂ T .
It is a standard consequence of the subadditive ergodic theorem that there
exists a constant L ≥ 0, called the drift of the random walk on Teichmu¨ller
space, such that for P-almost every sample path (fn)n∈N we have
dT (o, fno)
n
n→∞
−→ L.
In general, the drift can be 0. However, it has been established by Kaimanovich
and Masur [KM96] that, in our case, L > 0.
6.2. Statement and discussion. We are now ready to state the precise
version of Theorem 2, using the above setup. We say that a sequence of
events has asymptotic probability 1 if the probability of the events goes to
1 as n tends to infinity.
Theorem 2. Fix K > 1 and ε > 0. Let o ∈ T be a fixed basepoint. Denote
by L > 0 the drift of the random walk and by τn the parameterization of
the geodesic segment [o, fno] by arc length. With asymptotic probability 1,
we have the following: There exist pants decompositions Pn2 and P
n
3 of Σ
that are the shortest pants decompositions of some Sn2 ∈ τn[εLn, 2εLn] and
Sn3 ∈ τn[(1 − 2ε)Ln, (1 − ε)Ln] respectively, that is P
n
j = Υ(S
n
j ), such that
(a) The convex core of the maximally cusped I-bundle Q(Pn2 , P
n
3 ) K-bilipschitz
embeds in Mfn away from the cusps.
(b) The maximal cusp Q(Pn2 , P
n
3 ) is also K-bilipschitz to Q(S
n
2 , S
n
3 ) away
from its cusps (as in Proposition 2.4).
In Subsection 6.5 at the end of this section we also describe how to derive
Theorem 1 from Theorem 3 and properties of the random walk.
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The proof of Theorem 2 does not use 3-dimensional hyperbolic geometry
anymore. Rather, via Proposition 3.9, we will only have to work with the
dynamics of a random walk on Teichmu¨ller space and the curve graph.
In more detail: Thanks to the work done in the previous sections, namely
Proposition 2.4, Proposition 3.8, and Proposition 3.9, we only need to check
that the Teichmu¨ller segment τn = [o, fno] contains four points o < S1 <
S2 < S3 < S4 < fno satisfying the conditions (i) and (ii) of Proposition 3.9.
The heuristic picture is the following. Consider the curve graph projection
Υ[o, fno] of the segment [o, fno]. The endpoints δ = Υ(o) and fnδ = Υ(fno)
lie on the disk sets D and fD. Hyperbolicity of the curve graph, quasi-
convexity of the disk sets and the fact that Υ in monotone along geodesics
together imply that, if D and fD are sufficiently far away, then the path
Υ[o, fno] roughly decomposes into three parts: Initially, it fellow travels D.
Then, it follows a shortest geodesic between D and fnD. Lastly, it fellow
travels fnD.
Any subsegment of the middle piece automatically satisfies property (ii).
Property (i) follows, instead, from ergodic properties of the random walk,
see below for discussion and references. In particular, we will use that for
any pseudo-Anosov φ, the segment [o, fno] often fellow travels a translate
of the axis lφ of the pseudo-Anosov. Therefore, we just have to make sure
that the two needed long fellow travelings happen on the subsegment that
projects to the middle piece of Υ[o, fno].
We will deduce this combining the aforementioned ergodic properties of
random walks with work of Maher [Mah10b] who proved that, with asymp-
totic probability 1, the distance between D and fnD increases linearly and
up to a sublinear error is the distance between the endpoints δ and fnδ.
Hence, the middle piece in the above description, takes up almost all of
Υ[o, fno].
6.3. Ergodic properties of random walks. We can now state the er-
godic property of random walks that we need. It is inspired by [BGH20,
Proposition 6.9]. In fact, we believe that the following statement can be
extracted from its proof, with the exception, perhaps, of the logarithmic
size of the fellow traveling. We include a complete proof of the precise form
that we need.
Theorem 6.1. Let φ ∈ Mod(Σ) be a pseudo-Anosov with axis lφ in Te-
ichmu¨ller space, and let 0 < a < b < 1. Denote by L > 0 the Teichmu¨ller
drift of the random walk. There exists ε0 > 0 such that with asymptotic
probability 1 the following holds: Denote by τn the segment [o, fno]. Then
lφ has a subsegment of length ε0 log(n) one of whose translates uniformly
fellow-travels a subsegment of τn[aLn, bLn].
Proof. For g in Mod(Σ), we denote by πg the closest-point projection to glφ.
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Such projections have strong contraction properties described in the Con-
traction Theorem of [Min96]. In particular, it is well-known that they imply
the following: There exists a constant D > 0, depending on φ, such that if
dT (π
g(x), πg(y)) ≥ D then the geodesic [x, y] has a subsegment [x1, y1] with
dT (x1, π
g(x)), dT (y1, π
g(y)) ≤ D. By Theorem 4.2 of [Min96], the segment
[x1, y1] δ-fellow travels lφ for some δ only depending on lφ.
Therefore, in order to conclude, it suffices to prove the following claim
(the theorem follows up to moving a, b an arbitrarily small amount and
modifying ε).
Claim: Given a, b, φ as in the statement, there exists ε > 0 such that
with asymptotic probability 1, there exists g such that dT (π
g(o), πg(fno)) ≥
ε log(n) and dT (o, π
g(o)), dT (o, π
g(fno)) ∈ [aLn, bLn].
The claim is a consequence of the following properties, which can be
found in the existing literature as we explain below: There exist a′ < b′,
ε ∈ (0, (b − a)/10) and C > 0 such that the following hold with asymptotic
probability 1
(i) dT (fjo, τn) ≤ C log(n) for every j ≤ n.
(ii) dT (f⌊a′n⌋o, o) ∈ [(a + ε)Ln, (a + 2ε)Ln)] and dT (f⌊b′n⌋o, o) ∈ [(b −
2ε)Ln, (b − ε)Ln)].
(iii) There are g and ε > 0 such that dT (π
g(f⌊a′n⌋o), π
g(f⌊b′n⌋o)) ≥ ε log(n).
(iv) For the same g of (iii), we have dT (π
g(f⌊a′n⌋o), π
g(o)) ≤ ε log(n)/3 and
dT (π
g(f⌊b′n⌋o), π
g(fno)) ≤ ε log(n)/3.
Assuming (i)-(iv) we prove the claim. Afterwards, we give the references
to the literature.
Proof of the claim. In the whole proof, all statements and inequalities are
meant to hold with asymptotic probability 1. By properties (iii) and (iv),
it follows that d(πg(o), πg(fno)) ≥ ε log(n)/3, whence the first part of the
claim. We now argue that πg(o) and πg(fno) have distance within the desired
interval from o.
Observe that the geodesic joining f⌊a′n⌋o to f⌊b′n⌋o fellow travels glφ along
the subsegment connecting xn := π
g(f⌊a′n⌋o) to yn := π
g(f⌊a′n⌋o), because
the projections are very far apart by property (iii). In particular, xn and
yn are uniformly close to points pn and qn on [f⌊a′n⌋o, f⌊b′n⌋o] respectively.
By property (iv), the projections xn and yn are also logarithmically close to
πg(o) and πg(fno). Therefore, we have
dT (o, π
g(o)) = dT (o, pn) +O(log(n)),
dT (o, π
g(fno)) = dT (o, qn) +O(log(n)).
Hence, we can focus on estimating dT (o, pn) and dT (o, qn). In fact, we will
provide an estimate on dT (o, p) for any point p ∈ [f⌊a′n⌋o, f⌊b′n⌋o].
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By the triangle inequality, for any point p ∈ [f⌊a′n⌋o, f⌊b′n⌋o], we have
dT (o, f⌊b′n⌋o)− dT (f⌊a′n⌋o, f⌊b′n⌋o) ≤ dT (o, p),
dT (o, p) ≤ dT (o, f⌊a′n⌋o) + dT (f⌊a′n⌋o, f⌊b′n⌋o).
We now estimate distances using properties (i) and (ii).
In view of (ii) and the inequalities above, for our purposes it suffices to
show that
dT (f⌊a′n⌋o, f⌊b′n⌋o) ≤ dT (o, f⌊b′n⌋o)− dT (o, f⌊a′n⌋o) +O(log(n)).
We obtain this inequality as follows: Let rn, sn ∈ τn be provided by property
(i), so that dT (rn, f⌊a′n⌋o), dT (sn, f⌊b′n⌋o) = O(log(n)). Using that rn and
sn lie on a geodesic originating at o, we have
dT (f⌊a′n⌋o, f⌊b′n⌋o) ≤ dT (rn, sn) +O(log(n))
= |dT (o, sn)− dT (o, rn)|+O(log(n))
≤ |dT (o, f⌊b′n⌋o)− dT (o, f⌊a′n⌋o)|+O(log(n)).
Since ε < (b − a)/10, in view of (ii) we can remove the absolute value, and
obtain the required estimate. 
Now we provide references for the properties (i)-(iv).
Property (i) is a corollary of Theorem 10.7 [MS20] obtained summing the
probabilities that each step of the walk is logarithmically far from τn.
Property (ii) follows from positivity of the Teichmu¨ller drift, which implies
that for any ε > 0, with probability going to 1 as k tends to infinity we have
dT (o, fko) ∈ [(L − ε)k, (L + ε)k] (see the argument for [KM96, Theorem
4.3(i)]).
This easily allows us to choose appropriate a′, b′.
For later purposes, we also note that (i) and the aforementioned prop-
erty imply the following proposition, which is a version of a theorem of
Tiozzo [Tio15] and could also be deduced from said theorem.
Theorem 6.2. In the setting of the theorem, for any ε > 0 with asymptotic
probability 1 we have dT (fmo, τn(Lm)) ≤ εm for all εn ≤ m ≤ (1− ε)n.
Properties (iii) and (iv) follow from Theorem 2.3 and Proposition 3.2 of
[ST19], where a general framework is provided to show that random walk
create logarithmically large projections. We explain how: In the terminology
of [ST19] we want to show that(
S := {glφ}g∈Mod(Σ), Y0 := lφ, {π
g}g∈Mod(Σ),⋔
)
,
where we define the projections on the group πg : Mod(Σ)→ glφ to be
πg(h) := πg(ho),
forms a projection system (as in [ST19, Definition 2.1]), where ⋔ is the
relation on the translates of having bounded projection to each other, and
that the probability measure µ is admissible (as in [ST19, Definition 2.2]).
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The fact that the 4-tuple is a projection system follows from the con-
traction property of the projections πg and well-known arguments. More
specifically, referring to the requirements (1)-(5) of [ST19, Definition 2.1],
we have that: Properties (1)-(3) are straightforward. Property (4) follows
from the contraction property and, e.g., [Sis17, Lemma 2.5]. Property (5)
follows instead from the fact that there are finitely many cosets of 〈g〉 such
that if the projection of hlφ on lφ is unbounded, then h belongs to one of
these cosets. This follows from, e.g., [Sis17, Corollary 4.4].
The fact that µ is admissible is also not difficult to be checked: Among
the requirements perhaps only property (4) is not immediate. This property
says, in our context, that the probability that the random walk ends up in
one of the cosets of 〈g〉 for which the projection of hlφ on lφ is unbounded
is exponentially small in the length of the walk. This holds because after n
steps the random walk can only possibly visit linearly many of the elements
of those cosets (they are undistorted), while the probability of ending up
at any one of them is exponentially small, just because Mod(Σ) is non-
amenable. Now that we explained why [ST19] applies, the third item follows
from the [ST19, Theorem 2.3], while the fourth one follows from [ST19,
Proposition 3.2], with R = 0. 
As a different application of the same projection systems framework, we
have the following statement whose proof is rather similar to the previous
one. It will be used in the proof of Theorem 1 via Theorem 3 and in the ap-
plication to the decay rate of the shortest geodesics for random 3-manifolds.
Recall that the projection Υ : T → C sends fjo to fjδ with δ ∈ D.
Denote by LC = lim dC(δ, fnδ)/n > 0 the drift of the random walk on the
curve graph, which is positive by a result of Maher [Mah10a].
Theorem 6.3. Denote by LC the curve graph drift of the random walk, and
let 0 < a < b < 1. Then, there exist ε0 > 0 and C > 0 such that with
asymptotic probability 1 the following holds: There exists a non-separating
simple closed curve γn ⊂ Σ such that
• dγn(δ, fnδ) ≥ ε0 log(n).
• dY (δ, fnδ) ≤ C for every proper subsurface Y ⊂ Σ− γn.
• dC(δ, γn) ∈ [aLCn, bLCn].
Proof. If we exclude the location of the curve γn with respect to [δ, fnδ],
that is, the third requirement in the list, then the statement of the theorem
is exactly the content of Proposition 7.1 of [ST19]. Here we want to control
simultaneously the presence of a curve γn with large annular projection and
bounded projections to the subsurfaces disjoint from it together with the
position of γn on the segment [δ, fnδ] in order to make sure that it lies far
away from the disk sets D and fnD.
As for the case of Teichmu¨ller space, we have that the following properties
hold with asymptotic probability 1:
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(i)’ dC(fjδ, [δ, fnδ]) ≤ C log(n).
(ii)’ dC(f⌊a′n⌋δ, δ) ∈ [(a + ε)LCn, (a + 2ε)LCn)] and dC(f⌊b′n⌋δ, δ) ∈ [(b −
2ε)LCn, (b− ε)LCn)].
Observe that, if there is a large annular subsurface projection between
f⌊a′n⌋δ and f⌊b′n⌋δ on some γn, then the curve γn lies on the 1-neighborhood
of [f⌊a′n⌋δ, f⌊b′n⌋δ] by the Bounded Geodesic Image Theorem [MM99]. Just
like in the proof of the claim in Theorem 6.1, properties (i)’ and (ii)’ ensure
then that γn is at the appropriate distance from δ. That is, it satisfies the
last requirement of Theorem 6.3.
Regarding the size of the subsurfaces projections we proceed as follows.
We need three “buffer projections”, as in Proposition 7.1 [ST19], whose
proof yields the following: There are ε1 > 0 and C1 > 0 such that the
following holds with asymptotic probability 1. There exist non-separating
curves γn1 , γ
n
2 , γ
n
3 such that
(iii)’ dγnj (f⌊a′n⌋δ, f⌊b′n⌋δ) ≥ ε1 log(n).
(iv)’ dY (f⌊a′n⌋δ, f⌊b′n⌋δ) ≤ C1 for all subsurfaces Y ⊂ Σ− γ
n
2 .
(v)’ dγn1 (f⌊b′n⌋δ, γ
n
2 ), dγn3 (f⌊a′n⌋δ, γ
n
2 ), dγn2 (f⌊a′n⌋δ, γ
n
1 ), dγn2 (f⌊b′n⌋δ, γ
n
3 ) ≤ C1.
Similar to property (iv) used in the proof of Theorem 6.1, we have the
following replacement which holds with asymptotic probability 1 and follows
again from Proposition 3.2 of [ST19]
(vi)’ dγn
1
(f⌊a′n⌋δ, δ) ≤ ε1 log(n)/3 and dγn3 (f⌊b′n⌋δ, δ) ≤ ε log(n)/3.
A consequence of these properties is that the annular projections πγn
2
(δ)
and πγn2 (f⌊a′n⌋δ) coarsely coincide. This is a routine application of the Behr-
stock Inequality [Beh06], which states that there is a constant B such that
for all curves α, β, γ we have min{dγ(α, β), dα(γ, β)} ≤ B (provided that
the quantities are well-defined). Here is the argument: By properties (iii)’
and (v)’, dγn
1
(f⌊a′n⌋δ, γ
n
2 ) is large. Hence, by property (vi)’, dγn1 (δ, γ
n
2 ) is also
large. Therefore, by the Behrstock Inequality, dγn2 (δ, γ
n
1 ) is bounded and, by
property (v)’, the same holds for dγn
2
(δ, f⌊a′n⌋δ) as required.
The same argument also applies to projections πY (δ) and πY (f⌊a′n⌋δ) for
all subsurfaces Y in the complement of γn2 . In fact, we have the following:
Since dγn
1
(δ, γn2 ) and dγn1 (f⌊a′n⌋δ, γ
n
2 ) are both large and Y is a subsurface of
the complement of γn2 , also dγn1 (δ, ∂Y ) and dγn1 (f⌊a′n⌋δ, ∂Y ) are large. Hence,
by the Behrstock Inequality, dY (δ, γ
1
n) and dY (f⌊a′n⌋δ, γ
1
n) are both uniformly
bounded.
Changing the roles of δ and f⌊a′n⌋δ with fnδ and f⌊b′n⌋δ concludes the
proof. 
6.4. The proof of Theorem 2. Consider the Teichmu¨ller segment [o, fno].
Fix δ > 0 large enough. We need to find two pseudo Anosov mapping classes
ψ and ψ′ with short pants decompositions and four surfaces o < S1 < S2 <
S3 < S4 < fno such that
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(i) [S1, S2], [S3, S4] have length at least h, depending only on δ, ψ, ψ
′, and
δ-fellow travel lψ, lψ′ .
(ii) dC(Υ[S1, S4],D) ≥ h and dC(Υ[S1, S4], fnD) ≥ h
We first prove the second property: Recall that we chose o ∈ T such that
δ := Υ(o) ∈ D (and hence fnδ = Υ(fno) ∈ fnD).
We show for every fixed ρ > 0, the probability that these properties hold
is at least 1− ρ for every n sufficiently large.
Claim: For every h > 0 and ε > 0, with asymptotic probability 1 we have
that both dC(Υτn[εLn, (1− ε)Ln],D) and dC(Υτn[εLn, (1− ε)Ln], fnD) are
greater than h.
Proof of the claim. The claim is a consequence of
Theorem 6.4 (Maher [Mah10b]). For every ε > 0 we have
Pn [dC(D, fD) ∈ [(LC − ε)n, (LC + ε)n]]
n→∞
−→ 1.
Choose ε2 > ε1 > 0 much smaller than ε. By Theorem 6.4 we have
dC(D, fnδ) ≥ (LC − ε1)n with probability at least 1− ρ for n large.
By Theorem 6.2 we can assume dT (fmo, τn(Lm)) ≤ ε1m for every ε1n <
m < (1−ε1)n with probability ≥ 1−ρ for n large. We also assume LC−ε1 <
dC(δ, fnδ)/n < LC + ε1 with probability ≥ 1− ρ for every n large.
Consider m ∈ [ε1n, (1− ε2)n].
We have the following estimate on the distance from D: Let B > 0 be
the Lipschitz constant of Υ : T → C. Recall that fmδ = Υ(fmo)
dC(Υτn(Lm),D) ≥ dC(fmδ,D) − dC(fmδ,Υτn(Lm))
≥ (LC − ε1)m−Bε1m
≥ (LC − ε1 −Bε1)ε1n.
Notice that if ε1 is small enough, the right hand side increases linearly in n
with uniform constants.
As for the other disk set fnD, we also get
dC(Υτn(Lm), fnD) ≥ dC(δ, fnD)− dC(δ, fmδ) − dC(fmδ,Υτn(Lm))
≥ (LC − ε1)n− (LC + ε1)m−Bε1m
≥ [(LC − ε1)− (LC + ε1)(1− ε2)−Bε1(1− ε2)]n.
As before, if ε1 is very small compared to ε2, the right hand side increases
linearly in n with uniform constants. In conclusion, if ε1 is small enough
and n is large enough, the claim holds as [εLn, (1− ε)Ln] ⊂ [ε1n, (1− ε2)n].
This settles the proof of property (ii) for the segment τn[εLn, (1− ε)Ln].
Observe that any subsegment [Sn1 , S
n
4 ] will enjoy the same property.
We now take care of (i).
Claim: Let φ be a pseudo-Anosov element with a short pants decom-
position. Let lφ : R → T be its axis. For every ε > 0, for every h > 0,
with asymptotic probability 1, the Teichmu¨ller segments τn[εLn, 2εLn] and
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τn[(1−2ε)Ln, (1− ε)Ln] ξ-fellow travel (with ξ only depending on φ), along
subsegments τn[t
n
1 , t
n
2 ] and τn[t
n
3 , t
n
4 ] of length at least h, some translates
ψn = gnlφ and ψ
′
n = g
′
nlφ of the axis lφ.
Proof of the claim. We just need to apply Theorem 6.1 with parameters
0 < a < b given by 0 < Lε < 2εL and 0 < (1− 2ε)L < (1− ε)L respectively.
Conclusion of the proof: For a fixed ε > 0 we define o < Sn1 < S
n
2 <
Sn3 < S
n
4 < fno to be the four surfaces τn(t
n
1 ) < τn(t
n
2 ) < τn(t
n
3 ) < τn(t
n
4 )
as given by the second claim. By construction they satisfy the properties
(i) and (ii) of Proposition 3.9 and, hence, can be used in the model metric
construction of Proposition 2.4. This concludes the proof of Theorem 2.
6.5. The proof of Theorem 1 via short curves. We sketch now a proof
of Theorem 1 that uses the construction of Theorem 3.
The argument also gives that Mfn contains a curve of length ≤ 1/ log(n)
(later on, we improve this estimate using model metric, see Theorem 5).
There is yet another version of Theorems 6.1 and 6.3 which says that,
with high probability, there is a curve γn such that dΣ−γn(Υ(o),Υ(fno)) has
size at least log(n), and γn lies close to the middle of a geodesic in C from
Υ(o) to Υ(fno). Similarly to the first Claim in the proof of Theorem 2, we
have that γn also lies on a shortest geodesic connecting D and fnD, and far
from the endpoints of said geodesic. Using that D is quasiconvex and the
Bounded Geodesic Image Theorem [MM99], we have that the subsurface
projection to Σ − γn of D is bounded and coarsely coincides with that of
Υ(o). A similar statement holds for fnD. Hence, we get that dΣ−γn(D, fnD)
is logarithmically large, and also that (Hg, γn) and (Hg, fn(γn)) are both
pared acylindrical. We can therefore use Theorem 3.
7. Four applications
We describe four applications of Theorem 2.
We recall that the model metric decomposition consists of five pieces
Mn = H
n
1 ∪Ω
n
1 ∪Qn ∪ Ω
n
2 ∪H
n
2 ,
but, for our applications, we will mainly focus on the maximally cusped
structure Qn = Q(P
n
2 , P
n
3 ), as given by Theorem 2. We recall that it bilips-
chitz embeds, away from its cusps, into Mfn with bilipschitz constant arbi-
trarily close to 1 as n goes to ∞.
7.1. Diameter growth. As a first geometric application, we compute the
coarse growth rate for the diameter of random 3-manifolds.
Theorem 4. There exists c > 0 such that
Pn[diam(Mf ) ∈ [n/c, cn]]
n→∞
−→ 1.
The proof of Theorem 4 has two different arguments, one for the coarse
upper bound and one for the coarse lower bound. The upper bound comes
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from a result by White [Whi01] that relates the diameter to the presentation
length of the fundamental group, a topological and algebraic invariant. Of a
different nature is the coarse lower bound where we heavily use the ε-model
metric structure of Theorem 2 and the relation with the model manifold.
We start with the upper bound. We need the following definition
Definition (Presentation Length). Let G be a finitely presented group.
The length of a finite presentation G = 〈F |R 〉 is given by
l(F,R) =
∑
r∈R
|r|F − 2
where |r|F denotes the word length of the relator r ∈ R with respect to the
generating set F . The presentation length of G is defined to be
l(G) := min {l(F,R) | G = 〈F |R〉 finite presentation} .
We also recall that a relator r ∈ R is triangular if |r|F ≤ 3.
Theorem 7.1 (White [Whi01]). There exists c > 0 such that for every
closed hyperbolic 3-manifold M we have
diam(M) ≤ c · l(π1M).
Let S ⊂ Mod(Σ) be the finite support of the probability measure µ.
Lemma 7.2. There exists C(S) > 0 such that for every f ∈ Mod(Σ) we have
l(π1(Mf )) ≤ C|f |S.
In particular diam(Mf ) ≤ K|f |S where K = c · C.
Proof. The 3-manifold Mf admits a triangulation T with a number of sim-
plices uniformly proportional, depending on S, to the word length |f |S. We
have π1(Mf ) = π1(T2) where T2 denotes the 2-skeleton of T . By van Kam-
pen, the fundamental group of a 2-dimensional connected simplicial complex
X admits a presentation π1(X) = 〈F |R 〉 where every relation is triangular
and the number of relations |R| is roughly the number of 2-simplices. 
As a corollary, we get
diam(Mfn) ≤ K|fn = s1 . . . sn|S ≤ Kn
thus proving the upper bound in Theorem 4.
The coarse lower bound follows from the structure of the model metric and
the estimate of Theorem 5.8 that comes from the model manifold technology
of Minsky [Min10].
In particular, by Theorem 5.8, if Qn = Q(P
n
2 , P
n
3 ) is a maximal cusp then
the distance between the boundary components of its non-cuspidal part Qnc
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is at least AdC(P
n
2 , P
n
3 )−A. In the case of random 3-manifolds we have
dC(P
n
2 , P
n
3 ) = dC(Υ(S
n
2 ),Υ(S
n
3 ))
≥ dC(Υ(o),Υ(fno))− dC(Υ(o),Υ(S
n
2 ))− dC(Υ(S
n
3 ), fnΥ(o))
≍ LCn− o(n).
7.2. Injectivity radius decay. As a second geometric application, we give
a coarse upper bound to the decay rate of the length of the shortest geodesic
of random 3-manifolds.
Theorem 5. There exists c > 0 such that
Pn
[
inj(Mf ) ≤ c/ log(n)
2
] n→∞
−→ 1.
Proof. By Theorem 2, it is enough to show that Q(Pn2 , P
n
3 ) satisfies
systole(Q(Pn2 , P
n
3 )) ≤ c/ log(n)
2.
We recall that Pn2 and P
n
3 are short pants decompositions on surfaces S
n
2 ∈
τn[εLn, 2εLn] and S
n
3 ∈ τn[(1 − 2ε)Ln, (1 − ε)Ln] where τn is the parame-
terized Teichmu¨ller segment [o, fno], for a fixed basepoint o ∈ T .
By Minsky [Min00], a curve γ ∈ C not contained in Pn2 or P
n
3 is short in
Q(Pn2 , P
n
3 ) if and only if there is a large subsurface projection dY (P
n
2 , P
n
3 )
on a proper subsurface Y ⊂ Σ with γ ⊂ ∂Y . Furthermore, by the Length
Bound Theorem [BCM12], its length will be bounded by
ℓQ(Pn
2
,Pn
3
)(γ) ≤ D
Sγ(P
n
2 , P
n
3 )
dγ(Pn2 , P
n
3 )
2 + Sγ(Pn2 , P
n
3 )
2
for some uniform constant D > 0 and where dγ(P
n
2 , P
n
3 ) is the annular
projection corresponding to γ and
Sγ(P
n
2 , P
n
3 ) = 1 +
∑
Y ∈Yγ
{{dY (P
n
2 , P
n
3 )}}K .
Here Yγ denotes the collection of essential subsurfaces of Σ − γ, K > 0
is, again, some uniform constant, and {{•}}K is the function defined by
{{x}}K = x if x > K and 0 otherwise.
Putting things together, it is enough to show that there exists a curve
γ ⊂ Σ for which dγ(P
n
2 , P
n
3 ) ≥ ε0 log(n) and Sγ(P
n
2 , P
n
3 ) ≤ C for some
uniform ε0 > 0 and C. For the purposes of the argument below, we note that
the latter condition is equivalent to having uniformly bounded projections
on all Y contained in Σ− γ, in view of the distance formula of [MM00].
Replacing Pn2 with δ = Υ(o) and P
n
3 with fnδ = Υ(fno), the aforemen-
tioned property is contained the statement of Theorem 6.3. To conclude, we
only have to argue that δ and Pn2 have coarsely the same subsurface pro-
jections to the annulus corresponding to γ and to all subsurfaces contained
in Σ − γ (and similarly for fnδ and P
3
n). But this holds provided that we
choose ε small enough in Theorem 2, and a, b sufficiently close to 1/2 in
Theorem 6.3. In fact, in this case we have that geodesics in C from δ to
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Pn2 cannot pass 2-close to γn, just because they are much shorter than the
distance from δ to γn. We can therefore apply the Bounded Geodesic Image
Theorem [MM99] and conclude (since a similar argument also applies to fnδ
and Pn3 ). 
We conclude the discussion with a couple of remarks on the lower bound
for the injectivity radius. If we consider only the three middle pieces Ω1n ∪
Qn ∪ Ω
2
n of the ε-model metric, the rate of 1/ log(n)
2 is exactly the coarse
decay rate of the systole. This is again an adaptation of the arguments of
[ST19]. Hence, in order to get a precise lower bound, we have to understand
the systole of the handlebody pieces H1n and H
n
2 . Such computation would
be possible, for example, in the presence of a model manifold technology for
handlebodies analogue to the one of Minsky [Min10] and Brock, Canary and
Minsky [BCM12] for hyperbolic manifolds diffeomorphic to Σ× R.
7.3. Geometric limits of random 3-manifolds. We now exploit the
model metric structure to establish the existence of certain geometric lim-
its (see Chapter E.1 of [BP92] for the definition of the pointed geometric
topology) for families of random 3-manifolds.
These limits will be used in our last application concerning the arith-
meticity and the commensurability class of random 3-manifolds.
Proposition 7.3. Let φ ∈ Mod(Σ) be a pseudo-Anosov mapping class.
Consider a sequence An ⊂ Mod(Σ) such that lim supPn[An] > 0. Then,
we can find a sequence nj ↑ ∞ and elements fnj ∈ Anj such that Mfnj are
hyperbolic 3-manifolds and the sequence Mfnj converges to the infinite cyclic
covering of hyperbolic mapping torus Tφ in the pointed geometric topology
for a suitable choice of base points xnj ∈Mfnj .
Proof. By assumption, there exist δ > 0 and a sequence mj ↑ ∞ such that
Pmj [Amj ] ≥ δ. We choose (nj)j∈N by inductively refining (mj)j∈N.
By Theorem 6.1 and Theorem 2, for every k ∈ N we have that the event
Gn,k :=
{
Mfn satisfies Theorem 2 with parameters K := 1 + 1/k and ε
τn = [o, fno] satisfies Theorem 6.1 with parameters ε and φ
}
has probability at least 1−δ/10 for every sufficiently large n, say for n ≥ Rk.
In particular, if mi ≥ Rk, we have Ami ∩Gmi,k 6= ∅.
We define now inductively the sequence (nj)j∈N. Suppose that we have
already chosen n1, · · · , nj−1. The next element will be
nj := min{mi |mi > max{nj−1, Rj}}.
As nj > Rj , we have Anj ∩Gnj ,j 6= ∅, so we can choose fnj ∈ Anj ∩Gnj ,j.
We recall that τn = [o, fno] satisfies Theorem 6.1 with parameters φ and ε,
so it has a subsegment τn[3εLn, (1−3ε)Ln] that uniformly travels a translate
gnlφ along a subsegment of length ε0 log(n).
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As τnj [3εLnj , (1 − 3ε)Lnj ] ⊂ [S
nj
2 , S
nj
3 ], up to remarking [S
nj
2 , S
nj
3 ], an
operation that does not change the isometry type of Q(S
nj
2 , S
nj
3 ), we can
assume that [S
nj
2 , S
nj
3 ] uniformly fellow travels lφ along the subsegment
lφ[−anj , anj ] with anj = ε0 log(nj) ↑ ∞. Hence, the sequence of Teichmu¨ller
segments [S
nj
2 , S
nj
3 ] is converging uniformly on compact subsets to a geodesic
l that uniformly fellow travels the axis lφ.
Notice that lφ converges in the forward and backward directions to the
projective classes of the invariant laminations λ+ and λ− of the pseudo-
Anosov mapping class φ. Since l fellow travels lφ and λ
+ and λ− are are min-
imal, filling and uniquely ergodic (see Expose´ 9 and Expose´ 12 of [FLP12]),
we conclude that also l converges in the forward and backward direction to
the same laminations and so do the sequences of endpoints (S
nj
3 )j∈N and
(S
nj
2 )j∈N respectively (see, for example, Lemma 1.4.2 of [KM96]).
By Thurston’s Double Limit Theorem [Thu86b] and the solution of the
Ending Lamination Conjecture by Minsky [Min10] and Brock, Canary and
Minsky [BCM12], this implies that, if we take suitable base points, the
sequence of convex cocompact manifolds Q(S
nj
2 , S
nj
3 ) and the sequence of
maximally cusped manifolds Q(P
nj
2 , P
nj
3 ) both converge in the geometric
topology to the infinite cyclic covering of Tφ. As Q(P
nj
2 , P
nj
3 ) becomes geo-
metrically arbitrarily close to Mfnj , the claim follows. 
7.4. Commensurability and arithmeticity. Dunfield and Thurston, us-
ing a simple homology computation, have shown in [DT06] that their notion
of random 3-manifold is not biased towards a certain fixed set of 3-manifolds.
This means that for every fixed 3-manifold M , with asymptotic probability
1, Mf is not diffeomorphic to M .
Using geometric tools it is possible to strengthen this conclusions and
show that Dunfield and Thurston’s notion of random 3-manifolds is also
transverse, in a sense made precise in the theorem below, to the class of
arithmetic hyperbolic 3-manifolds and to the class of 3-manifolds which are
commensurable to a fixed 3-manifold M .
Theorem 6. With asymptotic probability 1 the following holds
(1) Mf is not arithmetic.
(2) Mf is not in a fixed commensurability class R.
Proof. The argument is mostly borrowed from Biringer-Souto [BS11].
The proof of both points starts from the following observation: Each Mfn
finitely covers a maximal orbifold Mfn → On.
We first prove the non-arithmeticity. We argue by contradiction: Suppose
that Pn[Mf is arithmetic] does not go to 0. Combining with Theorem 5, we
also have
lim supPn[Mf is arithmetic and inj(Mf ) ≤ c/ log(n)
2] > 0.
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By Proposition 7.3, up to passing to a subsequence, say the whole sequence
for simplicity, we can pick Mfn such that Mfn is arithmetic, has injectivity
radius inj(Mfn) ≤ c/ log(n)
2 and there are base points xn ∈ Mfn such that
the sequence (Mfn , xn) converges geometrically to (Q∞, x∞) where Q∞ is a
doubly degenerate structure on Σ× R with inj(Q∞) > 0.
Since Mfn are arithmetic, the orbifolds On are congruence and have
λ1(On) ≥ 3/4 (see [BS91] or Theorem 7.1 in [BS11]). By Proposition 4.3
of [BS11], the orbifolds On cannot be all different, hence we can assume
that they are fixed all the time On = O. We get a contradiction by ob-
serving that O is covered by closed 3-manifolds Mfn with arbitrarily small
injectivity radius.
We now discuss commensurability. Proceed again by contradiction and
assume that Pn[Mf is in the commensurability class R] does not go to 0.
By the arithmetic part we know that we also have
lim supPn[Mf ∈ R, Mf not arithmetic, and inj(Mf ) ≤ c/ log(n)
2] > 0.
As before, using Proposition 7.3, choose a geometrically convergent sequence
(Mfn , xn) → (Q∞, x∞) of non-arithmetic, commensurable hyperbolic 3-
manifolds with inj(Mfn) ↓ 0. Commensurability and non-arithmeticity im-
ply together that On = O is fixed all the time: It is the orbifold correspond-
ing to the commensurator Comm(π1(Mfn)), which is a discrete subgroup
of PSL2C by Margulis (see Theorem 10.3.5 in [MR03]) and is an invariant
of the commensurability class. We conclude with the same argument as
before. 
Appendix A. Double incompressibility for pared handlebodies
We give a proof of Proposition 4.7 whose statement we recall
Proposition 4.7. If (Hg, γ) is pared acylindrical, then the inclusion Σ −
γ ⊂ Hg is doubly incompressible.
We have to prove that the conditions (a)-(e) of the definition of double
incompressibility hold. We proceed step by step by checking one condition
at a time. Note that conditions (a) and (c) both follow immediately from
the defining properties of pared acylindrical handlebodies. Hence, we only
focus on (b) and (e).
A.1. Homotopy classes of arcs. We check condition (b).
Lemma. Essential relative homotopy classes of arcs (I, ∂I)→ (Σ−γ,N(γ))
map injectively into relative homotopy classes of arcs (I, ∂I)→ (Hg, U(γ)).
Proof. For simplicity denote A := N(γ) and U := U(γ). Consider two arcs
α, β with endpoints in int(A), each intersecting ∂A transversely in exactly
two points.
Suppose that they are homotopic as maps into (Hg, A). Then, we can
find arcs ξ, δ in int(A), each joining an endpoint of α and an endpoint of β,
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such that the concatenation κ = ξ ∗ α ∗ δ−1 ∗ β−1 ⊂ Σ is nullhomotopic in
Hg.
Either κ is nullhomotopic in Σ, in which case α and β represent the same
homotopy class (I, ∂I)→ (Σ, A), or κ is essential in Σ.
Suppose we are in the second case. Up to a little perturbation we can
assume that κ has only transverse self intersections and intersects ∂A exactly
in (α∩∂A)∪ (β ∩∂A). By the Loop Theorem there is a diskbounding curve
η in κ ∪ U where U is a tiny neighborhood of the singular set of transverse
self intersections of κ. Such a curve η has geometric intersection at most 2
with ∂A and hence with γ.
Claim. If i(η, γ) ≤ 2, then Σ − γ has either an essential disk or an
essential annulus.
In particular, the existence of η contradicts the assumption on (Hg, γ)
being pared acylindrical.
Proof of the claim. The curve η bounds an essential disk η = ∂D2 in Hg.
If i(η, γ) = 0, then D2 is an essential disk disjoint from γ.
If i(η, γ) = 1, then the boundary of a regular neighborhood of D2 ∪ γ in
Hg is an essential disk disjoint from γ.
If i(η, γ) = 2, then the boundary of a regular neighborhood of γ ∪D2 in
Hg contains an essential annulus disjoint from γ. 
A.2. Maximal abelian subgroups. We check condition (e).
Lemma. Maximal cyclic subgroups of π1(Σ − γ) are mapped to maximal
cyclic subgroups of π1(Hg).
Proof. We need to check that every primitive element of π1(Σ − γ) is also
primitive in π1(Hg). We proceed as in Canary-McCullogh (see Lemma 5.1.1
in [CM04]). Suppose this is not the case, then there exists an essential map
f : A = S1 × I → Hg such that f(∂1A) = α, a loop representing a primitive
element in π1(Σ− γ), and f(∂2A) = β
k for some k ≥ 2 and β 6∈ π1(Σ − γ).
The map f : A → Hg factors through f0 : A0 → Hg where A0 is the
quotient space obtained by identifying points on ∂2A that differ by a 2π/k-
rotation. We have f0(∂1A0) = α and f0(∂2A0) = β. Notice that A0 embeds
in a solid torus T = D2×S1 in such a way that ∂1A0 is a simple closed curve
on T := ∂T and ∂2A0 is the core curve 0× S
1 and moreover T deformation
retracts to A0. By the last property we can extend f0 to a map F0 : T→ Hg.
We show that F0 can be homotoped relative to ∂1A0 such that F0(T) ⊂
Σ−N(γ). This implies that α = F0(∂1A0) is homotopic in Σ−γ to F0(∂2A0)
k
and, hence, it could not have been primitive.
The boundary T = ∂T is divided into two annuli T = U ∪ V : A tubular
neighborhood U of ∂1A0 and the complement V . Up to a small homotopy
we can assume F0(U) ⊂ Σ − N(γ). Consider the restriction of F0 to the
annulus V . We claim that we can homotope it into Σ−N(γ). In fact, if this
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were not the case, then by the Annulus Theorem we would find an essential
embedded annulus (A, ∂A) ⊂ (Hg,Σ − N(γ)) contradicting the fact that
(Hg, γ) is pared acylindrical. Therefore we can homotope F0 relative to U
in such a way that F0(T ) ⊂ Σ−N(γ).
We finally show that we can homotope F0 such that F0(T) ⊂ Σ− γ. The
meridian µ = ∂D2 × {⋆} of the solid torus T is now mapped to a loop in
Σ−N(γ) which is nullhomotopic in Hg. Since Σ−γ is π1-injective, the loop
F0(µ) is also trivial in Σ − γ. As Hg is aspherical, we can homotope the
restriction of F0 to D
2×{⋆} to a nullhomotopy that takes place in Σ−N(γ).
Finally, as the the complement of T ∪ D2 × {⋆} is a 3-ball B, using again
the fact that Hg is aspherical we can homotope F0 restricted to B such that
the image of the entire solid torus T lies in Σ−N(γ). 
Appendix B. Isotopies of Margulis tubes
We prove the following
Lemma 3.4. For every η < ηM/2 there exists ξ > 0 such that the following
holds: Let TηM (α) be a Margulis tube with core geodesic α of length l(α) ∈
[η, ηM/2]. Suppose that there exists a (1+ξ)-bilipschitz embedding of the tube
in a hyperbolic 3-manifold f : TηM (α) → M . Then f(α) is homotopically
non-trivial and it is isotopic to its geodesic representative within f(TηM (α)).
Proof. The universal cover of TηM (α) is a a-neighborhoodNa(l) of a geodesic
l ⊂ H3. Denote by F : Na(l)→ H
3 the lift of f to the universal coverings.
By basic hyperbolic geometry, we have that for every subsegment [p, q] ⊂ l
of length l([p, q]) ≤ η, the image F [p, q] is contained in the ε-neighborhood
of the geodesic [F (p), F (q)] with ε = O(ξ). This implies, if ξ is sufficiently
small, that F restricted to l is a uniform quasi-geodesic. As a consequence
f is π1-injective and f(α) is homotopic its geodesic representative β within
Nε(β) with ε = O(ξ). We want to show that f(α) is actually isotopic to β.
The proof can now be concluded using topological tools.
Up to a very small isotopy we can assume that f(α) is disjoint from β and
still contained in Nε(β). For safety, we assume that an entire metric tubular
neighborhood of f(α) of the form f(Nδ(α)) for some tiny δ is disjoint from
β and contained in Nε(β).
Since the radius of the tube f(TηM (α)) is large, we can assume that a
metric tubular neighborhood of β of the form Nr(β) with r > ε is contained
in f(TηM (α)). Denote by Tβ = ∂Nr(β) its boundary and observe that Tβ ⊂
f(TηM (α)) − f(Nδ(α)). The complementary region f(TηM (α)) − f(Nδ(α))
is diffeomorphic to Tα × [0, 1] where Tα is a 2-dimensional torus.
Notice that Tβ is incompressible in Tα × [0, 1]. In fact, the only possible
compressible curve on Tβ is the boundary ∂Dβ of the compressing disk Dβ
of the tubular neighborhood of Nr(β). Every other simple closed curve is
homotopic in f(TηM (α)) to a multiple of β ≃ f(α) and hence it is not trivial.
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However, the curve ∂Dβ cannot be compressible in Tα × [0, 1] otherwise it
would bound a disk D′β with interior disjoint from Dβ and together they
would give a 2-sphere S2 ∼= Dβ ∪D
′
β intersecting once β. Such a sphere is
homologically non trivial in f(TηM (α)), but a solid torus does not contain
such an object.
By standard 3-dimensional topology, incompressibility implies that Tβ is
parallel to Tα×{1} = f(TηM (α)). Therefore, β is the core curve β
∼= 0×S1
for another product structure f(TηM (α))
∼= D2 × S1 or, in other words,
there exists an orientation preserving self diffeomorphism of f(TηM (α)) that
sends f(α) to β. Such a diffeomorphism is isotopic to a power of the Dehn
twist along the meridian disk of the solid torus, hence it does not change
the isotopy class of the core curve.
This concludes the proof. 
References
[BB04] J. Brock and K. Bromberg. On the density of geometrically finite Kleinian
groups. Acta Math., 192(1):33–93, 2004.
[BB11] J. Brock and K. Bromberg. Geometric inflexibility and 3-manifolds that fiber
over the circle. J. Topol., 4(1):1–38, 2011.
[BCM12] J. Brock, R. Canary, and Y. Minsky. The classification of Kleinian surface
groups, II: The ending lamination conjecture. Ann. of Math., 176(1):1–149,
2012.
[BD15] J. Brock and N. Dunfield. Injectivity radii of hyperbolic integer homology 3-
spheres. Geom. Topol., 19(1):497–523, 2015.
[Beh06] J. Behrstock. Asymptotic geometry of the mapping class group and Te-
ichmu¨ller space. Geom. Topol., 10:1523–1578, 2006.
[BGH20] H. Baik, I. Gekhtman, and U. Hamensta¨dt. The smallest positive eigenvalue of
fibered hyperbolic 3-manifolds. Proc. Lond. Math. Soc., 120(5):704–741, 2020.
[BM82] R. Brooks and P. Matelski. Collars in Kleinian groups. Duke Math. J.,
49(1):163–182, 1982.
[BMNS16] J. Brock, Y. Minsky, H. Namazi, and J. Souto. Bounded combinatorics and
uniform models for hyperbolic 3-manifolds. J. Topol., 9(2):451–501, 2016.
[Bon86] F. Bonahon. Bouts des varie´te´s hyperboliques de dimension 3. Ann. of Math.,
124(1):71–158, 1986.
[Bow11] B. Bowditch. The ending lamination theorem. Revised Version from 11th April
2020, https://homepages.warwick.ac.uk/∼masgak/papers/elt.pdf, 2011.
[BP92] R. Benedetti and C. Petronio. Lectures on hyperbolic geometry. Universitext.
Springer-Verlag, Berlin, 1992.
[Bre11] W. Breslin. Short geodesics in hyperbolic 3-manifolds. Algebr. Geom. Topol.,
11(2):735–745, 2011.
[Bro03] J. Brock. The Weil-Petersson metric and volumes of 3-dimensional hyperbolic
convex cores. J. Amer. Math. Soc., 16(3):495–535, 2003.
[BS91] M. Burger and P. Sarnak. Ramanujan duals. II. Invent. Math., 106(1):1–11,
1991.
[BS11] I. Biringer and J. Souto. A finiteness theorem for hyperbolic 3-manifolds. J.
Lond. Math. Soc., 84(1):227–242, 2011.
[Can96] R. Canary. A covering theorem for hyperbolic 3-manifolds and its applications.
Topology, 35(3):751–778, 1996.
UNIFORM MODELS AND SHORT CURVES FOR RANDOM 3-MANIFOLDS 57
[Can01] R. Canary. The conformal boundary and the boundary of the convex core.
Duke Math. J., 106(1):193–207, 2001.
[CEG06] R. Canary, D. Epstein, and P. Green. Notes on notes of Thurston. In Fun-
damentals of hyperbolic geometry: selected expositions, volume 328 of London
Math. Soc. Lecture Note Ser., pages 1–115. Cambridge Univ. Press, Cambridge,
2006. With a new foreword by Canary.
[CM04] R. Canary and D. McCullough. Homotopy equivalences of 3-manifolds
and deformation theory of Kleinian groups. Mem. Amer. Math. Soc.,
172(812):xii+218, 2004.
[DT06] N. Dunfield and W. Thurston. Finite covers of random 3-manifolds. Invent.
Math., 166(3):457–521, 2006.
[FLP12] A. Fathi, F. Laudenbach, and V. Poe´naru. Thurston’s work on surfaces, vol-
ume 48 of Mathematical Notes. Princeton University Press, Princeton, NJ,
2012. Translated from the 1979 French original by Djun M. Kim and Dan
Margalit.
[FMTS18] P. Feller, P. Mathieu, S. Taylor, and A. Sisto. What does a generic 3-manifold
look like? Oberwolfach Reports, 15(3):1899–1901, 2018.
[Hat02] A. Hatcher. Algebraic topology. Cambridge University Press, Cambridge, 2002.
[Hem01] J. Hempel. 3-manifolds as viewed from the curve complex. Topology, 40(3):631–
657, 2001.
[HK05] C. Hodgson and S. Kerckhoff. Universal bounds for hyperbolic Dehn surgery.
Ann. of Math., 162(1):367–421, 2005.
[HV19] U. Hamensta¨dt and G. Viaggi. Small eigenvalues of random 3-manifolds.
arXiv:1903.08031, 2019.
[Kap09] M. Kapovich. Hyperbolic manifolds and discrete groups. Modern Birkha¨user
Classics. Birkha¨user Boston, Inc., Boston, MA, 2009. Reprint of the 2001 edi-
tion.
[KM96] V. Kaimanovich and H. Masur. The Poisson boundary of the mapping class
group. Invent. Math., 125(2):221–264, 1996.
[KMS93] L. Keen, B. Maskit, and C. Series. Geometric finiteness and uniqueness
for Kleinian groups with circle packing limit sets. J. Reine Angew. Math.,
436:209–219, 1993.
[KS89] R. Kulkarni and P. Shalen. On Ahlfors’ finiteness theorem. Adv. Math.,
76(2):155–169, 1989.
[Mah10a] J. Maher. Linear progress in the complex of curves. Trans. Amer. Math. Soc.,
362(6):2963–2991, 2010.
[Mah10b] J. Maher. Random Heegaard splittings. J. Topol., 3(4):997–1025, 2010.
[Mas83] B. Maskit. Parabolic elements in Kleinian groups. Ann. of Math. (2),
117(3):659–668, 1983.
[McC86] D. McCullough. Compact submanifolds of 3-manifolds with boundary. Quart.
J. Math. Oxford, 37(147):299–307, 1986.
[Min96] Y. Minsky. Quasi-projections in Teichmu¨ller space. J. Reine Angew. Math.,
473:121–136, 1996.
[Min00] Y. Minsky. Kleinian groups and the complex of curves. Geom. Topol., 4:117–
148, 2000.
[Min01] Y. Minsky. Bounded geometry for Kleinian groups. Invent. Math., 146(1):143–
192, 2001.
[Min10] Y. Minsky. The classification of Kleinian surface groups I: Models and bounds.
Ann. of Math., 171(1):1–107, 2010.
[MM99] H. Masur and Y. Minsky. Geometry of the complex of curves I: Hyperbolicity.
Invent. Math., 138(1):103–149, 1999.
[MM00] H. Masur and Y. Minsky. Geometry of the complex of curves II: Hierarchical
structure. Geom. Funct. Anal., 10(4):902–974, 2000.
58 FELLER, SISTO, AND VIAGGI
[MM04] H. Masur and Y. Minsky. Quasiconvexity in the curve complex. In In the
tradition of Ahlfors and Bers, III, volume 355 of Contemp. Math., pages 309–
320. Amer. Math. Soc., Providence, RI, 2004.
[MR03] C. Maclachlan and A. Reid. The arithmetic of hyperbolic 3-manifolds, volume
219 of Graduate Texts in Mathematics. Springer-Verlag, New York, 2003.
[MS20] P. Mathieu and A. Sisto. Deviation inequalities and clt for random walks on
acylindrically hyperbolic groups. Duke Math. J., 169(5):961–1036, 2020.
[Nam05] H. Namazi. Heegaard splittings and hyperbolic geometry. ProQuest LLC, Ann
Arbor, MI, 2005. Thesis (Ph.D.)–State University of New York at Stony Brook.
[NS09] H. Namazi and J. Souto. Heegaard splittings and pseudo-Anosov maps. Geom.
Funct. Anal., 19(4):1195–1228, 2009.
[Ota03] J.-P. Otal. Les ge´ode´siques ferme´es d’une varie´te´ hyperbolique en tant que
nœuds. In Kleinian groups and hyperbolic 3-manifolds (Warwick, 2001), vol-
ume 299 of London Math. Soc. Lecture Note Ser., pages 95–104. Cambridge
Univ. Press, Cambridge, 2003.
[Par14] H. Parlier. A short note on short pants. Canad. Math. Bull., 57(4):870–876,
2014.
[Sco73] P. Scott. Compact submanifolds of 3-manifolds. J. Lond. Math. Soc., 7:246–
250, 1973.
[Sis17] A. Sisto. Contracting elements and random walks. J. Reine Angew. Math.,
742:79–114, 2017.
[Sou08] J. Souto. Short geodesics in hyperbolic compression bodies are not knotted.
Preprint, 2008.
[ST19] A. Sisto and S. Taylor. Largest projections for random walks and shortest
curves in random mapping tori. Math. Res. Lett., 26(1):293–321, 2019.
[Thu82] W. Thurston. Three-dimensional manifolds, Kleinian groups and hyperbolic
geometry. Bull. Amer. Math. Soc. (N.S.), 6(3):357–381, 1982.
[Thu86a] W. Thurston. Hyperbolic structures on 3-manifolds, I: Deformation of acylin-
drical manifolds. Ann. of Math., 124(2):203–246, 1986.
[Thu86b] W. Thurston. Hyperbolic structures on 3-manifolds, II: Surface groups and
3-manifolds which fiber over the circle. arXiv:math/9801045, 1986.
[Thu86c] W. Thurston. Hyperbolic structures on 3-manifolds, III: Deformations of 3-
manifolds with incompressible boundary. arXiv:math/9801058, 1986.
[Tia] G. Tian. A pinching theorem on manifolds with negative curvature. unpub-
lished.
[Tio15] G. Tiozzo. Sublinear deviation between geodesics and sample paths. Duke
Math. J., 164(3):511–539, 2015.
[Via19] G. Viaggi. Uniform models for random 3-manifolds. arXiv:1910.09486v1, 2019.
[Wal67] F. Waldhausen. Eine Klasse von 3-dimensionalen Mannigfaltigkeiten. I, II. In-
vent. Math., 4:87–117, 1967.
[Whi01] M. White. A diameter bound for closed hyperbolic 3-manifolds. arXiv:0104192,
2001.
Department of Mathematics, ETH Zu¨rich, Switzerland
E-mail address: peter.feller@math.ethz.ch
Department of Mathematics, Heriot-Watt University, Edinburgh, UK
E-mail address: a.sisto@hw.ac.uk
Mathematisches Institut der Universita¨t Heidelberg, Heidelberg, Germany
E-mail address: gviaggi@mathi.uni-heidelberg.de
