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We examine the stability of an Einstein-Maxwell perfect fluid configuration with a privileged
direction of symmetry by means of a 1 + 1 + 2-tetrad formalism. We use this formalism to cast,
in a quasi linear symmetric hyperbolic form the equations describing the evolution of the system.
This hyperbolic reduction is used to discuss the stability of solutions of the linear perturbation.
By restricting the analysis to isotropic fluid configurations, we made use of a constant electrical
conductivity coefficient for the fluid (plasma), and the nonlinear stability for the case of an infinitely
conducting plasma is also considered. As a result of this analysis we provide a complete classification
and characterization of various stable and unstable configurations. We found in particular that in
many cases the stability conditions is strongly determined by the constitutive equations by means of
the square of the velocity of sound and the electric conductivity, and a threshold for the emergence
of the instability appears in both contracting and expanding systems.
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Keywords: locally rotationally symmetric solutions, 1 + 1 + 2-formalism, perturbation, stability problem,
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I. INTRODUCTION
The stability problem of plasma configurations is an important issue in a variety of astrophysical scenarios involving
for example stellar objects and accretion disks, and various phenomena of the high energy Astrophysics, related to
the accretion disks with the instability processes as the accretion or the Jet emission. In this article we consider the
situation where gravity plays a decisive role in determining both the equilibrium states of the configurations then
the dynamical phases associated to the instability, requiring a full general relativistic analysis [1–9]. Consequently
these systems are described by the coupled Einstein-Maxwell-Euler equations. Notable examples are the general
relativistic (GR) magnetohydrodynamic (MHD) systems. Often very complicated, the perturbation analysis must be
conducted with suitable assumptions on the symmetries for the system (for example in the toroidal accretion disks)
and the dynamics, numerical approaches are often required. A major challenge in dealing with these systems is to
find an appropriate formulation of the problem: from one side to set up a formulation adapted to the configuration
symmetries and, on the other side a suitable formulation of an initial value problem is necessary for the construction
of the numerical solutions, in order to ensure the local and global existence problems and the analysis of the stability
of certain reference solutions[10] for a general discussion see for example[6–9, 12–16].
In this work we set the Einstein-Maxwell-Euler equations in a quasi-symmetric hyperbolic form, we explore the
stability properties of a perfect fluid configuration with a preferred direction of symmetry coupled with the electro-
magnetic field. The formalism is adapted to the description of a general locally rotationally symmetric system, a
remarkable example is the simple case of a spherically symmetric configurations. For a more specific discussion on the
stability of spherically symmetric plasma see for example [17–22]. The special case of an infinitely conducting plasma
describes an adiabatic flow so that the entropy per particle is conserved along the flow lines.
The plasma configuration instability, especially in the geometrically thin toroidal structures orbiting around an
attractor (for example in the Shakura-Sunyaev accretion disks) is often described by the magneto-rotational instability
(MRI). The dissipative (visco-resistive) effects are essential in these models as they allow the transport of angular
momentum in the configurations in accretion on the central object. In fact, in the geometrically thin configurations it
is assumed that the time scales of the dynamical process (balance in pressure and gravitational and centrifugal forces)
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2are less then the thermal one (for dissipative heating and radiation) that is less then the viscous ones (dissipative
stresses and consequent angular momentum transport). The magnetic field, the dissipative effects and the radial
gradient of the plasma relativistic angular velocity are therefore essential for the MRI instability. However, some
aspects of the theoretical framework of the MRI and accretion process are still to be clarified. An intriguing issue
for example is the so-called visco-resistive puzzle: eventually high values of and resistivity and viscosity have to be
assumed. In this work we investigate the stability problem for the systems with the magnetic field but not dissipative
effects, showing the emergence of the instability and a threshold for the occurrence of the unstable modes which is
essentially regulated by the conductivity parameter σJ and the speed of sound vs, even for configurations with more
specific symmetries, considered here in classes and subclasses of solutions, stable and unstable for linear perturbation.
Considering both contracting and expanding systems (according to the sign of the kinematic expansion scalar Θ), we
show a threshold for the instability of the system determining two ranges for the density of matter and especially for
the shear scalar Σ along the privileged direction of the system. More specifically we consider a barotropic equation of
state: when the fluid entropy is a constant of both space and time, an equation of state to link the pressure p to the
matter density ρ can be given in the form p = p(ρ) —see e.g. [10]. In the present work we restrict our attention to
isotropic fluids. We consider a one species particle fluid (simple fluid) and, since no particle annihilation or creation
processes is expected, we use the equation of conservation of particle number. Moreover, we assume a polytropic
equation of state with a constant velocity of sound and we specify the form of the conduction current using the Ohm’s
law, so that a linear relation between the conduction current and the electric field holds. By restricting our attention
to the isotropic fluids configurations we can make use of a constant electrical conductivity coefficient for the fluid
(plasma). These assumptions simplify considerably the analysis of the stability problem of linear perturbations.
A central aspect of the stability analysis to be pursued in this article is the construction of a quasi linear symmetric
hyperbolic evolution system for the variables of the configuration. This, in turn, ensures the well-posed Cauchy
problem for the system —in other words, the local existence and uniqueness result for the Einstein-Maxwell-Euler
equations. By prescribing suitable initial data on an initial hypersurface, a unique solution exists in a neighbourhood
of that hypersurface. This solution depends continuously on the initial data. Accordingly, we first write the evolution
equations for the independent components of n variables collected in n-dimensional vector v used to obtain a suitable
symmetric hyperbolic evolution system of the form
At∂tv−Aj∂jv = Bv, (1)
where At and Aj and B are smooth matrix valued functions of the coordinates (t, x) and the variables v with the
index j associated to some spatial coordinates x. The system is symmetric hyperbolic if the matrices At and Aj are
symmetric and if At is a positive-definite matrix. The evolution equations is complemented by constraint and the
constitutive equations. As the purpose of this work this is the study of the properties of the evolution system and the
analysis of its linear stability, the problem of the propagation of the constraints will only be briefly discussed referring
further details to the literature —see in particular [23, 24].
Our analysis is based on an adapted 1 + 1 + 2-tetrad formalism for the locally rotationally symmetric spacetimes
(LRS)[25], the simplest example being the spherical symmetric configurations —that is, a covariant decomposition of
Einstein-Maxwell perfect fluid field equations which is particularly suitable for LRS systems. This formalism is an
extension of the usual 1 + 3-formalism in which the existence of a privileged timelike vector field ua assumed —in
applications involving the description of fluids, it is natural to let ua to follow the congruence generated by the fluid
[26]. In the 1 + 1 + 2-formalism the presence of a further (spatial) vector field na is assumed. This gives rise to a a
second split of the 1 + 3-reduced equations on the plane parallel and orthogonal to na. This type of decomposition is
particularly useful in the presence of symmetries as one can naturally fix the spatial vector on the privileged symmetry
direction (from now on, for simplicity “radial direction”) at each point of locally rotationally symmetric spacetimes
[25]. In the case of spherically symmetric spacetimes for example (here indicated with LSS), it is natural to choose na
to point in the radial direction of the spherical symmetry. After the decomposition, all tensors are covariantly split
into scalars, vectors, and transverse-traceless 2-tensors, with respect to na. In the case considered here, as a result of
this split, it can be shown that it is only necessary to consider radially projected tensors. Further discussion on the
decomposition of Einstein-Maxwell-perfect fluid equations can be found in [25, 27, 29]. In [20] the same formalism
has been used to analyse self gravitating spherically symmetric charged perfect fluid configurations in hydrostatic
equilibrium. Details on the 1 + 3 and 1 + 1 + 2-decompositions of the Einstein-Maxwell equations in LRS spacetimes
can be found in [30–32]. We consider perturbations of the metric tensor, of the matter and EM fields, all the quantities
share the same preferred direction of symmetry, as in locally rotationally symmetric (LRS) classes II space-times as
described in [25] [49].
Taking into account the gravito-electromagnetic (GEM) effects, we provide a complete classification of the solutions
in terms of the scalars of the Weyl’s conformal tensor. A general discussion and classification, of the solutions of the
Einstein-Maxwell equations, through the scalars of the Weyl tensor can be found in[39].
Here the consider the electromagnetic fields considered through real vector functions, while in many of the LSR
3spacetimes in [27, 29, 30, 33, 34] was naturally used the complex variable ψ = E + iB and ψ∗ = E − iB in order to
decouple the equations with the appropriate symmetries and obtain linear equations in the fields. As pointed out in
[27] there are two ways to proceed depending of how one considers the coupled fields and test fields: specifically on
how one views the Maxwell’s and Einstein’s equations, and the gravitational effects on the EM field, in other words
the analysis of test fields on a background. The gravitational background must, in any case, have the same symmetries
of LRS systems: a suitable example is therefore the spherically symmetric schwarzschild solution. Alternatively, one
can consider other scenarios, we refer to a general discussion of the analysis in [27, 29, 30, 33, 34]. Here we simply
observe that such a system can be self-gravitating or not; one can consider the perturbations of the background or
otherwise to fix the spacetime.
In this article we address the more general case, considering also the perturbations of the gravitational part, in
terms of scalars of the Weyl tensor. We assumed the symmetries to be preserved by the perturbation and limiting
the analysis to constant velocity of sound and conductivity parameter. To simplify the discussion of the results, the
calculation procedures, and the complete systems before the assumption of one privileged symmetry of direction, are
specified in some Appendix Sections.
The procedure of hyperbolic reduction used in the present article follows the presentation given in [40]. This
particular analysis is independent of geometric gauge considerations[50]. In the present work we also provide a suitable
propagation equation for the fluid radial acceleration. To this end, we introduce an auxiliary field corresponding to
the derivative of the matter density projected along the radial direction. suitable field and evolution equations can
be obtained for this quantity. The resulting evolution system is then used to analyse the stability problem for small
nonlinear perturbations of a background solution. More precisely, we perform a first order perturbation to v of the
form v 7→ ˚v + v˘, where the parameter  sets the order of the perturbation while v˘ describes the (linear) perturbation
of the background solution. Now, assuming the background variables v˚ to satisfy the evolutions we end up with an
evolution system for the perturbations of the form
A˚t∂tv˘− A˚j∂jv˘ = B˚v˘.
The core of the stability analysis consists of the study of the term B˚ using some relaxed stability eigenvalue conditions.
The procedure to analyse stability used here is adapted from[24] —see also discussion in [42] and cited references.
Under suitable circumstances it can be regarded as a first step toward de analysis of non-linear stability. In our case,
the elements of matrix B˚ are, in general, functions of the space and time coordinates. For a general discussion on
the time dependent case and the case of non constant matrix coefficient (depending on both time and space) we refer
to [24]. The case of a linearised system where the coefficients are constant matrices is discussed in [45]. Finally, the
case of systems with vanishing eigenvalues has been discussed in [46–48]. In our case, a fully analysis of the stability
properties of the system turns out extremely cumbersome because of the form of B˚ associated to the present problem.
We will proceed with the analysis of the values of the eigenvalues using indirect methods based on the inspection of
the characteristic polynomial. In order to keep the problem manageable, we analyse a number of simplified systems
obtained by making some assumptions about the configuration. More precisely, we consider background configurations
with a vanishing radial acceleration case for the reference solution, and we explore particular models with fixed values
of the kinematic scalars. This analysis constitutes the main result of the article. We provide a detailed classification
by considering systems with particular kinematic configurations defined by fixing the radial acceleration of the four
velocity, and the 1+1+2-projected expansion, shear, twisting and the vorticity of the system: the stability conditions
can be strongly determined by the constitutive equations by means of the square of the velocity of sound and the
electric conductivity.
Since a significant part of this work was dedicated to the formalization of the problem in symmetric hyperbolic
form, a first part of the article was necessarily devoted to the presentation of the formalism and the explanation of
the adopted notation. To simplify the discussion of the problem and the illustration of the results the article has been
developed into three parts: in the first (I) part, from Sec. (II) to Sec. (V), we introduced the 1 + 1 + 2 formalism
decomposing the equations and set system in symmetric hyperbolic form, which is the first outcome of this work.
The second (II) part, Sec. (VI) and Sec. (VII), develops the perturbations and the system stability is analysed. Part
II constitutes the main part of this article with a major discussion of the main results on the system stability in the
fundamental classes of the solutions. A more specific discussion on the other subclasses can be found in the final
part of this article. The third (III) part is constituted by the Appendix Sections, deepening details of the I and II
parts, and explaining some important aspects of the decomposition procedure. We show the perturbed equations in
symmetric hyperbolic form for the general case of non-zero radial acceleration discussing in detail the conditions for
the unstable configurations belonging to the various classes and subclasses of solutions.
In details, the present article is structured as follows: the 1 + 3-formalism is briefly reviewed in Section II A. The
1 + 1 + 2-decomposition that will be used in our present analysis is discussed in Section II B. In Section III we write
the 1+1+2-equations for the LRS system. Section IV provides a discussion on the thermodynamical quantities of the
4system. A summary of the evolution equations is given in Section V. The re-parametrised set of evolution equations
considered for the stability analysis is given in Section V A. Section VI discusses the perturbation to the first order
of the variables. Section VI A provides some general remarks on the set of perturbed equations and system stability.
Section VII contains the main results concerning the nonlinear stability of the symmetric hyperbolic system. Some
concluding remarks are given in Section VIII. Finally, in Appendix A we provide an alternative symmetric hyperbolic
system for the fluid variables. The 1 + 1 + 2-decomposition of these equations is in Appendix B. Some general notes
on the evolution equations and hyperbolicity considerations can be found in Appendix C.
II. PRELIMINARIES
We consider the stability problem for a configuration with a spatial direction of symmetry (privileged direction of the
system admitting a one-dimensional isotropy group), described by the Einstein-Maxwell-Euler equations for a perfect
fluid. By applying the 1 + 1 + 2 decomposition i we can take full advantage of the symmetries of the LRS system, and
moreover this procedure allows to construct in an easy, and relatively immediate manner, a quasi-linear hyperbolic
system. This ensures also the consistency of possible numerical approaches to the problems, without requiring the
introduction of any auxiliary variable to handle both the propagation equations along the timelike direction then the
constraint part of the system. Morover, the covariant and gauge-invariant perturbation formalism turn to be especially
suitable for dealing with spacetimes with some preferred spatial direction, not necessary spherical symmetry in the
background, and to the application possibly to the case of gravitational wave propagation by introducing a radial unit
vector, decomposing all covariant quantities with respect to this [13, 25, 27, 28]. All the equations and the quantities
related to the fields and the curvature tensor will be decomposed according to the 1 + 1 + 2 procedure. For this
purpose it will be necessary to first fix the notation induced by the 1 + 3-decomposition as introduced Sec. (II A). The
procedure of 1 + 1 + 2-decomposition, adapted to the symmetries of the system, will be discussed with some details
in Sec. (II B).
A. The 1 + 3-formalism
The implementation of the 1+3-formalism used in the present article follows, as much as possible, the notation and
conventions of [26]. We consider 4-dimensional metrics gab with signature (−,+,+,+). The Latin indices a, b, c... will
denote spacetime tensorial indices taking the values (0, 1, 2, 3) while i, j, k... will correspond to spatial frame indices
ranging over (1, 2, 3). The Levi-Civita covariant derivative of gab will be denoted by ∇a. Whenever convenient, we
use the semicolon notation. As usual, one has that ∇agbc = gbc;a = 0.
In what follows, the timelike vector field (flow vector) ua will describe the normalised future directed 4-velocity of
the fluid. It satisfies uaua = −1. Indices are raised and lowered with gab. The tensor hab ≡ gab+uaub is the projector
onto the three dimensional subspace orthogonal to ua, thus, one has that
hab = δ
a
b + u
aub, h
b
ah
a
c = h
b
c, h
a
bh
b
a = 3, h
a
bua = 0.
Following the standard approach of 1 + 3-formalisms, we split the first covariant derivative of ub as
∇aub = σab + ωab + 1
3
Θhab − u˙bua, (2)
where σab ≡ D〈bua〉 with σabub = 0, ωab ≡ D[aub] with ωabub = 0, Θ ≡ Daua and u˙a = ub∇bua are, respectively, the
shear and the vorticity tensors, the volume expansion scalar, and the 4–acceleration vector. Moreover, we introduce
the vorticity vector ωa ≡ abcωbc/2 where abc = uddabc, abeabe = 6 and dabc stands for the totally antisymmetric
tensor with 0123 =
√−det gab. Then, σabua = 0 = ωabua = u˙aua by construction. In the above expressions, the
operator Da corresponds to the 3-dimensional covariant derivative obtained from projecting the spacetime covariant
derivative in the distribution orthogonal to ub. As an example of this procedure, for a generic 2-rank tensor Tbc, one
has that DaTbc = h
s
ah
t
bh
p
cTst;p, and Tst;p = ∇pTst while T˙st ≡ ua∇aTst. For clarity, whenever necessary, projected
indices of a tensor will be highlighted by 〈〉- brackets. For example, we write T〈ab〉 = hachbdTcd.
B. The 1 + 1 + 2-formalism
The implementation of a 1 + 1 + 2-formalism to be used in the present article follows the notation and conventions
of [25]. In what follows, let na denote a spacelike normalised vector na chosen along a preferred direction of the
5spacetime and which define a further projector tensor N ba
nan
a = 1, uan
a = 0, N ba ≡ hba − nanb = δba + uaub − nanb, N baua = N bana = 0, (3)
on the space orthogonal to both na and ua —a 2-dimensional sheet. In addition to this projector, we also introduce
the following rank 2 totally antisymmetric tensor
ab ≡ abcnc = dabcudnc, (ab) = abnb = 0, abc = nabc − nbac + ncab, (4)
ab
cd = N caN
d
b −NdaN cb ,  ca bc = Nab, abab = 2. (5)
Given 3-vector ψa, one can use the projector Na
b to split it as ψa = Ψna + Ψa¯, with ψa¯ ≡ ψbNab, lying in the sheet
orthogonal to na. In order to avoid any confusion, we make use of an overbar on index to denote the projection
with Na
b. By means of the projector N ba one can decompose the kinematical quantities u˙a and ωa in the form
u˙a = Ana +Aa, ωa = Ωna + Ωa, with A ≡ naub∇bua and Ω describing the components of the acceleration and
the vorticity in the direction of na. Now, any spatially projected, symmetric, trace-free (PSTF) tensor ψab can be
split into a scalar Ψ = ψbnb, a 2-tensor Ψab and a vector Ψa
ψab = ψ〈ab〉 = Ψ
(
nanb − 1
2
Nab
)
+ 2Ψ(anb) + Ψab, (6)
where
Ψ ≡ ψabnanb = −Nabψab, Ψa ≡ N bancψbc = ψa¯, Ψab ≡ ψ{ab} ≡
(
N c(aN
d
b) −
1
2
NabN
cd
)
φcd. (7)
In the above expressions, the curly brackets indicate the transverse-traceless part of the corresponding tensor. Note
that in the present context,the term “transverse” only refers to the fact that the tensor is orthogonal to na. In the
following, where useful, we will denote with (⊥) the component of any tensor orthogonal to na and with (
‖) the
component parallel to it. It is convenient to further define the following two derivatives:
φˆ c···da···b ≡ neDeφ c···da···b , δeφ c···da···b ≡ NejNaf · · ·NbgNhc · · ·NidDjφ h···if ···g . (8)
Accordingly, one can write
Danb = naab +
1
2
ΦNab + ξab + ζab, aa ≡ ncDcna = nˆa, Φ ≡ δana, ξ ≡ 1
2
abδanb, ζab ≡ δ{anb}. (9)
The scalar Φ denotes is the expansion of the 2-sheet generated by na, ζab the shear of n
a and ξ is the rotation of na
(i.e. the twisting of the 2 - sheet), finally aa is the acceleration. Finally, also define the derivative
n˙a = Aua + αa, αa ≡ n˙a¯. (10)
It can then be verified that
N˙ab = 2u(au˙b) − 2n(an˙b) = 2u(aAb) − 2n(aαb), Nˆab = −2n(aab), δcNab = 0, (11)
and, furthermore, that
˙ab = −2u[ab]cAc + 2n[ab]cαc, ˆab = 2n[ab]cac, δcab = 0. (12)
On the decomposition of the kinematic quantities Applying the decomposition (6) to the symmetric trace free tensor
σab appearing in the 1 + 3-decomposition given by equation (2) one obtains
σab = Σ
(
nanb − 1
2
Nab
)
+ 2Σ(anb) + Σab, (13)
where we have introduced the scalar Σ (the totally projected part of the shear of the 3-sheet), the vector Σa
and the 2-tensor Σab and defined as in equations (7).
The full covariant derivative of na and ua can now be written as
∇anb = −Auaub − uaαb + (Σ + 13Θ)naub + (Σa − acΩc)ub + naab +
1
2
φNab + ξab + ζab (14)
∇aub = −ua (Anb +Ab) + nanb( 13Θ + Σ) + na(Σb + bcΩc) + (Σa − acΩc)nb +Nab( 13Θ− 12Σ) + Ωab + Σab.
6The decomposition of the Weyl tensor Let Cabcd denote the Weyl curvature tensor of the metric gab. As it is
well known, it can be 1 + 3-decomposed in terms of symmetric, traceless 2-rank tensors defined by
Eab ≡ Cabcducud = E(nanb − 12Nab) + 2E(anb) + Eab, (15)
Bab ≡ 1
2
adeC
de
bcu
c = B(nanb − 12Nab) + 2B(anb) + Bab, (16)
—the so-called electric Eab and magnetic Bab parts with respect to ua. Using equation (6), these rank 2 tensors
are 1 + 1 + 2-decomposed where the scalars E and B denote, respectively, the totally projected electric and
magnetic parts of the Weyl tensor.
Decomposition of the matter fields The energy momentum tensor Tab describing the matter-field content of the
system under consideration is of the form
Tab = T
f
ab + T
em
ab , T
f
ab = ρuaub + phab, (17)
where T fab denotes the energy-momentum tensor of the perfect fluid given by the well-known expression with ρ
and p denoting, respectively, the total energy density and pressure as measured by an observer moving with the
fluid. Accordingly, the timelike vector field (flow vector) ua denotes the normalised future directed 4-velocity
of the fluid. The electromagnetic energy momentum tensor T emab is given by
T emab =
(
FacF
c
b −
1
4
FcdF
cdgab
)
, Fab = −(2E[aub] − abcBc). (18)
where Fab is the electromagnetic field (Faraday) tensor, the Faraday tensor has been split in its electric part,
Ea ≡ Fabub, and its magnetic part, Ba ≡ 12abcFcd, with respect to the flow. Alternatively, one can rewrite
equation (18) in the form
T emab =
1
2uaub(E
2 +B2) + 16hab(E
2 +B2) + Pab + 2G(aub), (19)
where we have written E2 ≡ EaEa and B2 ≡ BaBa, and Pab denotes the symmetric, trace-free tensor given by
Pab = P(ab) ≡ 13hab(E2 +B2)− (EaEb +BaBb).
Furthermore, Ga ≡ auvEuBv, denotes the Poynting vector. Thus we obtain
T emab n
anb =
1
2
(E2 +B2)− (‖E2 + ‖B2), Ea = ‖Ena + ⊥Ea, Ba = ‖Bna + ⊥Ba (20)
the electric Ea and magnetic Ba are split relative to the vector na . Now, recall that he Maxwell equations can
be written as
∇bF ab = Ja, ∇[aFbc] = 0 where Ja = %Cua + (3)ja, (3)ja = ‖jna + ⊥ja, (21)
where Ja is the 4-current. where %C is the charge density, and the 3-current is
(3)ja.
III. 1 + 1 + 2-EQUATIONS FOR LRS SYSTEM
Evolution equations adapted to the 1 + 1 + 2-decomposition of spacetime discussed in the previous Sections can
be readily obtained from the 1 + 3-evolution equations using the split of equation (6) for a symmetric, trace-free
tensor and projecting the original propagation equations along the longitudinal and orthogonal directions given by
the vector na. For a generic symmetric, trace-free tensor one obtains three equations for the projected components
Ψ, Ψa and Ψab. In the case of a LRS and LSS systems it is only necessary to consider the evolution equation of the
radially projected component —i.e. the scalar Φ. This approach is allowed in any spacetimes with a preferred spatial
direction at each point, the so-called locally rotationally symmetric spacetimes (LRS) —see e.g. [25].
In the case LSS spacetimes, na is a vector pointing along the axis of symmetry and can therefore be thought of as
being a radial vector. As there is no preferred directions in the 2-surface sheet all the non-radial components of the
various tensors are assumed to vanish. Consequently, the kinematical quantities can be decomposed as
u˙a = Ana, ωa = Ωna, σab = Σ
(
nanb − 12Nab
)
.
7so that
nab ≡ ∇anb = −Auaub +
(
Σ + 13Θ
)
naub +
1
2ΦNab + ξab, (22)
uab ≡ ∇aub = −Auanb + nanb
(
Σ + 13Θ
)
+Nab
(
1
3Θ−
1
2
Σ
)
+ Ωab, (23)
while the decomposition of the Weyl tensor reduces to Eab = ‖E
(
nanb − 12Nab
)
, Bab = ‖B
(
nanb − 12Nab
)
. In an
analogous manner, it can be seen that the only non-vanishing components for the matter fields are given by the scalars
(ρ, p, ‖E, ‖B, %C ,
‖j).
Evolution equation for the Maxwell fields Starting from the usual 1+3-decomposition of the Maxwell equations
—see for example [26]— and applying the general procedure described at the beginning of the previous Section
one readily obtains the following 1 + 1 + 2-evolution equations
‖E˙ = 2ξ‖B − ( 23Θ− Σ)‖E + ⊥Ea(αa + Σa) + abδa⊥Bb + ab(Aa⊥Bb + Ωa⊥Eb)− ‖j, (24)
‖B˙ = −2ξ‖E − ( 23Θ− Σ)‖B − abδa⊥Eb + ⊥Ba(αa + Σa)− ab(Aa⊥Eb − Ωa⊥Bb). (25)
The above equations are supplemented by a pair of constraint equations for for the scalars ‖E and ‖B —see
below. If one now assumes LRS, equations (24) and (25) reduce to
‖E˙ = 2ξ‖B −
(
2
3
Θ− Σ
)
‖E − ‖j, ‖B˙ = −2ξ‖E −
(
2
3
Θ− Σ
)
‖B, (26)
while the constraint equations are given by
‖Eˆ + ‖EΦ− 2Ω‖B − %C = 0, ‖Bˆ + ‖BΦ + 2Ω‖E = 0. (27)
As in this LRS one has that Ea = Ena, Ba = Bna and Ja = jna +%Cua, the superscript
‖ can be dropped from
the above equations without giving rise to any ambiguity.
Perfect fluid equations From the conservation of the energy-momentum tensor ∇aTab = 0, it readily follows that
ubua∇a(p+ ρ) + (p+ ρ)
(
ub(∇aua) + ua∇aub
)
+∇bp+ (∇aFac)F cb = 0. (28)
In what follows, we will consider the projections of equation (28) along the directions parallel and orthogonal
to the flow lines of the fluid. Contracting equation (28) with ub we obtain the conservation equation
ua∇aρ+ (p+ ρ)∇aua − ubF cb (∇aFac) = 0. (29)
Now, in the case of an ideal conducting fluid, where Ea = Fabu
b = 0, the last term of equation (29) is identically
zero and the electromagnetic field does not have a direct effect on the conservation equation along the flow lines.
Contracting equation (28) with hbc one obtains the so-called Euler equation
(p+ ρ)ua∇auc + hbc∇bp+ (∇aFad)F db hbc = 0. (30)
This last equation can also be written as
(p+ ρ)ua∇aub + (ubud∇d +∇b)p+ (∇aFad)
(
F db + F
edueub
)
= 0. (31)
The last term of equation (31) is identically zero as a consequence of the Maxwell equation so that at the end
of the day one obtains the simpler expression (p+ ρ)ua∇auc + hbc∇bp+ (∇aFad)F cd = 0. Now, using equation
(21) in the above one obtains that
nc(nb∇bp) + (ρ+ p)(‖Anc + ⊥Ac) +N bc∇bp− ‖E(nc%C + ‖juc)
−⊥Ec%C − ⊥jd⊥Educ − ‖Bcd⊥jd − (cdu⊥jd − ‖jcu)⊥Bu = 0, . (32)
Consequently, projecting equation (32) along na we obtain a constraint equation for the pressure p. Namely,
one has that
pˆ+ (p+ ρ)A− %C‖E − de⊥jd⊥Be = 0, ρ˙+ (ρ+ p)Θ− ‖E‖j − ⊥jc⊥Ec = 0. (33)
where (29) has been considered for the conservation equation. In the particular case of a LSS, equation (33)
read
ρ˙+ (ρ+ p)Θ− ‖E‖j = 0, pˆ+ (p+ ρ)A− %C‖E = 0. (34)
8Evolution equation for the electric part of the Weyl tensor Using the expressions obtained in the previous
Section it can be verified that the evolution equation for the electric part of the Weyl tensor takes the form
‖E˙ = −1
2
(ρ+ p)Σ +
(
3
2Σ−Θ
)‖E + 3‖Bξ + cdδcBd + cd⊥Bdbζ bc
+ΣaEa − Σec⊥Ece + 2Accd⊥Bd + ΩccdEd + 2Ecαc + F˙em, (35)
where
F˙em = nanb
(− 13σab(E2 +B2)− 12 P˙ab − 16ΘPab − 12D〈aGb〉 −A〈aGb〉 − 12σc〈aPb〉c + 12cd〈aωcP db〉). (36)
Now, following Clarkson’s procedure for the 1 + 1 + 2-decomposition of a LSS, equation (35) becomes
‖E˙ = ( 32Σ−Θ)‖E + 3ξ‖B − 12 (ρ+ p)Σ− 13 (‖E2 + ‖B2)(Σ2 − Θ3 )+ 13ua∇a(‖E2 + ‖B2),
while the constraint equation is given by
‖Ê + 3
2
‖EΦ− 1
3
ρˆ− 3Ω‖B − Fem = 0, Fem = 1
2
[(‖E2 + ‖B2)φ+ ‖E ‖̂E + ‖B‖̂B]. (37)
Using, respectively, the evolution equations (26) and the equation for the electric parts of the Maxwell field
magnetic field we obtain
uaDaE + 23Ej + Θ
[
1
3 (B
2 + E2) + E]− 3Bξ + [ 12 (p+ ρ)− 12 (B2 + E2)− 32E]Σ = 0. (38)
Moreover, the constraint equation is given by
naDaE − naDap− 13naDaρ = A(p+ ρ)− 12
[
(B2 + E2 + 3E)Φ− 6BΩ]. (39)
Notice that this last equation involves also the derivatives of ρ and the pressure p projected along the radial
direction.
Evolution equation for the magnetic part of the Weyl tensor The evolution equation for the magnetic part
of the Weyl tensor is given by
‖B˙ = ( 32Σ−Θ)‖B − 3‖Eξ + 2B¯cαc − cdδcEd + ΣaBa − Σac⊥Bac − 2cdAcEd + cdBdΩc − 12cd⊥Ebdζcb + B˙em,
where
B˙em = nanb
(
1
2curlPab +
3
2ω〈aGb〉 + 12cd〈aσcb〉Gd
)
. (40)
Thus, in a LSS one obtains the propagation equation and the associated constraint equation
‖B˙ = ( 32Σ−Θ)‖B − 3ξ‖E − ξ (‖E2 + ‖B2) , ‖B̂ + 32 ‖BΦ + (ρ+ p)Ω + 3Ω‖E − Ω(‖E2 + ‖B2) = 0. (41)
Evolution equations for the kinematic quantities In order to discuss the evolution equations it is convenient to
consider the following third rank tensors R
(n)
abc ≡ 2∇[a∇b]nc−Rabcdnd = 0, R(u)abc ≡ 2∇[a∇b]uc−Rabcdud = 0.
The required evolution and associated constraint equations are then obtained from the projection of these zero
quantities along the tensors (ua, na, ab, abc), we are able to find out the evolution and constraint equations for
the kinematic quantities.
From the constraint R
(u)
abcu
abc = 0 we readily deduce the following evolution equation for the vorticity projected
along the radial direction Ω˙−Aξ− 12bcDbAc =
(
Σ− 23Θ
)
Ω + (⊥Σb +αb)
⊥Ωb. In the LSS case it readily reduces
to
Ω˙ = Aξ + (Σ− 23Θ)Ω, naDaΩ + (Φ−A)Ω = 0. (42)
we obtain (in a LSS) the constraint equation through the contraction R
(u)
abc
abc = 0. Computing uaN bcR
(n)
abc = 0
we find an evolution equation for Φ, namely,
Φ˙− ( 13Θ− 12Σ)(2A− Φ)− 2ξΩ = δcαc +Ad(dc⊥Ωc − ⊥Σd − ad + αd)
−ζcd⊥Σcd + ac
(⊥Σc − cu⊥Ωu)+ uv⊥Eu⊥Bv
9which, for a LSS, reduces to
Φ˙− ( 13Θ− 12Σ)(2A− Φ)− 2ξΩ = 0, naDaΦ + E − 29Θ2 − 2ξ2 + 23ρ− 13ΘΣ + Σ2 + 12Φ2 = 0 (43)
constraint equation for Φ in a LSS is found by the contraction R
(n)
abcn
aN bc. Computing the contraction
uabcR
(n)
abc = 0 one obtains
ξ˙ = 12B −
(1
3
Θ− 12Σ
)
ξ + 12abδ
aαb +
(A− 12ΦΩ)Ω− 12abζau⊥Σbu + 12[ab(⊥Σb + αb) + ⊥Ωa[(aa +Aa),
which, for a LSS reduces to
ξ˙ = 12B −
(
1
3Θ− 12Σ
)
ξ +
(A− 12Φ)Ω, naDaξ + ξΦ− ( 13Θ + Σ)Ω = 0, (44)
the associated constraint is given, for a LSS, by the constraint R
(n)
abc
bca = 0. Through similar calculations, one
obtains from the contractions R
(u)
abcu
agab = 0 and R
(n)
abcu
anbuc = 0 two alternative equations for the expansion
scalar:
uaDaΘ− naDaA+ 1
2
(B2 + E2) + 12
(
3p+ ρ
)
+ 13Θ
2 + 32Σ
2 −A2 −AΦ− 2Ω2 = 0, (45a)
1
3u
aDaΘ + u
aDaΣ− naDaA = A2 − 12 (B2 + E2)− E − 12
(
p+ 13ρ
)− ( 13Θ + Σ)2. (45b)
Finally, in the sequel it will be useful to consider the following equations obtained, respectively, from the
contractions R
(n)
abc
abuc = 0, R
(u)
abcu
aN bc = 0, R
(u)
abcn
aN bc = 0:
B − 3ξΣ + (2A− Φ)Ω = 0, (46a)
2
3u
aDaΘ− uaDaΣ + p+ 13ρ+ 2
(
1
3Θ− 12Σ
)2 − E −AΦ− 2Ω2 = 0, (46b)
2
3n
aDa Θ− naDaΣ− 32ΣΦ− 2ξΩ = 0. (46c)
IV. REMARKS ON THE THERMODYNAMICAL QUANTITIES
In the present article we consider a one species particle fluid (simple fluid), and denote, respectively, by n, s, T the
particle number density, the entropy per particle and the absolute temperature, as measured by comoving observers.
We also introduce the volume per particle v and the energy per particle e via the relations v ≡ 1/n and e ≡ ρ/n. In
terms of these variables the first law of Thermodynamics, de = −pdv + Tds, takes the form
dρ =
p+ ρ
n
dn+ nTds. (47)
Assuming an equation of state of the form ρ = f(n, s) ≥ 0, one obtains from equation (47) that
p(n, s) = n
(
∂ρ
∂n
)
s
− ρ(n, s), T (n, s) = 1
ρ
(
∂ρ
∂s
)
n
. (48)
Assuming that ∂p/∂ρ > 0 we define the speed of sound νs = νs(n, s) by
ν2s ≡
(
∂p
∂ρ
)
s
=
n
ρ+ p
∂p
∂n
> 0. (49)
Since we are not considering particle annihilation or creation processes we consider the equation of conservation of
particle number:
ua∇an+ n∇aua = 0. (50)
Combining this equation with equations (29) and (47) we obtain
ua∇as = 1
nT
ubF cb ∇aFac. (51)
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Where n is subject to equation (50) and T is given by equation (48), thus,using the 1 + 1 + 2 decompositionin a
LSS one obtain the couple of equations
s˙ = +
1
nT
‖E‖j n˙+ n‖Θ = 0. (52)
In the case of an infinitely conducting plasma, where the last term of equation (47) vanishes, equation (51) describes
an adiabatic flow —that is, ua∇as = 0, so that the entropy per particle is conserved along the flow lines. A particular
case of interest is when s is a constant of both space and time. In this case the equation of state can be given in the
form p = p(ρ). In the following for convenience, it is assumed that ∇ap = vs∇aρ where we have defined vs ≡ ν2s .
Further discussion on the thermodynamical quantities and assumptions can be found in Appendix C.
V. VARIABLES AND EQUATIONS
In this subsection we summarise our analysis so far. The evolution equations for the independent components of
the vector-valued unknown
~v = (ρ, s, n,Ω, ξ,Φ, E,B,B, E ,Θ,Σ,A) , (53)
describing the evolution of a LSS in equations (34), (52), (42), (44), (43), (26),(41), (38), (45a) and (45b) are given
by
ρ˙ = −(ρ+ p)Θ + E‖j, (54a)
s˙ =
1
nT
E‖j, (54b)
n˙ = −nΘ, (54c)
Ω˙ = Aξ − 23ΘΩ + ΣΩ, (54d)
ξ˙ = 12B −
(
1
3Θ− 12Σ
)
ξ +
(A− 12Φ)Ω, (54e)
Φ˙ =
(
1
3Θ +
1
2Σ
)(
2A+ Φ)− 2ξΩ = 0, (54f)
E˙ = 2ξB − ( 23Θ− Σ)E − ‖j, (54g)
B˙ = −2ξE − ( 23Θ− Σ)B, (54h)
B˙ = ( 32Σ−Θ)B − 3ξE − ξ(E2 +B2), (54i)
E˙ = (3
2
Σ−Θ)E + 3ξB − 12 (ρ+ p)Σ + (Σ2 − Θ3
)
(E2 +B2)− 23E‖j, (54j)
uaDaΘ− naDaA = − 12 (B2 + E2)− 12
(
3p+ ρ
)− 13Θ2 − 32Σ2 +A2 +AΦ + 2Ω2, (54k)
uaDaΣ +
1
3u
aDaΘ− naDaA = A2 − 12 (B2 + E2)− E − 12
(
p+ 13ρ
)− (Θ3 + Σ)2. (54l)
In the subsequent stability analysis, we will assume a vanishing radial acceleration. It is worth pointing out that the
derivative along the radial direction of the acceleration A appears in the evolution equations for Θ and Σ. In Section
V A and in Appendices A,B and C we provide a suitable propagation equation for this variable so as to complete a
symmetric hyperbolic evolution system.
As discussed in more detail in Section IV, the system will be supplemented by an equation of state of the form
p = p(ρ). Furthermore, it will be necessary to specify the form of the conduction current, ja. Consistent with Ohm’s
law, we assume a linear relation between the conduction current ja and the electric field. More precisely, we set
ja = σabEb, where σ
ab denotes the conductivity of the fluid (plasma). We will restrict our attention to isotropic fluids
for which σab = σJg
ab, so that
Ja = %Cu
a + σJE
a, (55)
with σJ the electrical conductivity coefficient. In terms of a 1 + 1 + 2-decomposition one has that in the particular
case of a LSS
‖ja = ‖EσJn
a. (56)
The system (54a)-(54j) is complemented by the constraint equations for the components of the vector-valued function
~v. Some of these constraint equations were obtained in the previous Sections. Further discussion can be found in the
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Appendices to this article. As the primary aim of this work is the study of the time evolution and the analysis of its
stability, the discussion of the constraint equations will remain in a secondary level. In what follows, it is assumed
that the constraint equations are satisfied at all time. This assumption can be removed by fairly general arguments
—see [23, 24].
A. Re-parametrised set of evolution equations
In what follows we assume that ∂avs = 0 and we introduce the variables Q and T via the relations
Q ≡ T + 3Σ, T ≡ 23Θ− Σ so that Σ = 13 (Q− T ), Θ = 32 (T + Σ). (57)
In terms of these one obtains a vector-valued unknown with components given by
v ≡ (ρ,E,B, E ,B, Q, T, ξ,Φ,Ω,A). (58)
and equations (54a), (54g), (54h), (54j), (54i), (54f), (54e), and(54d) take the form
ρ˙− Ej + 3
2
(p+ ρ)
(
1
3 (Q− T ) + T
)
= 0, (59a)
E˙ − 2Bξ + ET + j = 0, (59b)
B˙ +BT + 2Eξ = 0, (59c)
E˙ − 3Bξ + 12 (B2 + E2)T + 32ET +
2
3
Ej + 16 (p+ ρ)(Q− T ) = 0, (59d)
B˙ + 32BT + 3Eξ + (B2 + E2)ξ = 0, (59e)
Φ˙−AT − 2ξΩ + 12TΦ = 0, (59f)
ξ˙ −AΩ + 12 (ξT + ΦΩ− B) = 0, (59g)
Ω˙−Aξ + TΩ = 0. (59h)
Moreover, from equation (46a) one finds that B − 3Aξ + (2A − Φ)Ω = 0, while from equations (54l) and (54k) one
obtains that
T˙ −AΦ− E + p+ 13ρ+
1
2
T 2 − 2Ω2 = 0, (60a)
Q˙− 2Aˆ − 2A2 +B2 + E2 + 2E + p+ 1
3
ρ+
1
2
Q2 = 0, (60b)
4A˙
vs
− 2Qˆ+ 4Ejˆ
p+ ρ
− 4E%˙C
vs(p+ ρ)
− 2
vs(p+ ρ)
(
A[Q(vs − 1) + 2Tvs](p+ ρ)− 2AEj(1 + 2vs)
+%C
[
EQ(2 + vs) + 2(ETvs + 2Bξ)
]
+ vs(p+ ρ)
[
Φ(Q− T ) + 4ξΩ]
−2j[%C(1 + vs) + vs(2BΩ− EΦ)]) = 0. (60c)
As already discussed in Sections IV and V) the fields p and %C can be regarded as functions of ρ, and while jc
is regarded as a function of the electric field E. Equations (59a)-(60b) do not contain explicit dependence on the
derivative of the matter density along the radial direction. In equation (60c) the equation of state and the constraint
equation have been used to obtain a simpler expression. The equation for the radial acceleration can be recovered after
some further calculations —see the Appendix Section. In order to simplify the stability analysis of the subsequent
Sections and to be able to extract some information from the rather complicated perturbed equations we will focus
on the null radial acceleration case. Summarizing, our analysis has lead to a symmetric hyperbolic system consisting
of eleven evolution equations for eleven scalar variables of the form
At∂tv−Aj∂jv = Bv, (61)
VI. PERTURBATIONS
We will perform a perturbation to first order of the variables v so that v 7→ v˚ + v˘ with the parameter  setting the
perturbation order that controls the size of perturbation and v˘ describing the perturbation of the background solution
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v˚. Thus, assuming that the background variables v˚ satisfy the evolution equations, and defining (dv(a)/d)=0 ≡ v˘(a),
we can obtain from equations (59a)-(59h) the following equations for the linear perturbations:
˙˘ρ−
(
j˘E˚ + E˘j˚ − 1
2
[
(p˘+ ρ˘)(Q˚+ 2T˚ ) + (Q˘+ 2T˘ ) (p˚+ ρ˚)
])
= 0,
˙˘
E + j˘ − 2ξ˘B˚ + T˘ E˚ + E˘T˚ − 2B˘ξ˚ = 0,
˙˘
B + T˘ B˚ + 2ξ˘E˚ + B˘T˚ + 2E˘ξ˚ = 0,
˙˘E − 3ξ˘B˚ + 16 T˘
[
3(B˚2 + E˚2 + 3E˚)− (p˚+ ρ˚)
]
+ 23 j˘E˚ +
1
3 E˘(2˚j + 3E˚T˚ ) +
1
6 Q˘(p˚+ ρ˚) +
1
6 (p˘+ ρ˘)(Q˚− T˚ )
+ 32 E˘ T˚ − 3B˘ξ˚ + B˘B˚T˚ = 0,
˙˘B + 3
2
T˘ B˚ + ξ˘(B˚2 + 3E˚) + 32 B˘T˚ + 3E˘ ξ˚ + 2B˘B˚ξ˚ = 0,
˙˘
Φ− T˘ (A˚ − 12 Φ˚)− A˘T˚ + 12 Φ˘T˚ − 2Ω˘ξ˚ − 2ξ˘Ω˚ = 0,
˙˘
ξ − 12 B˘ − Ω˘(A˚ − 12 Φ˚) + 12 ξ˘T˚ + 12 T˘ ξ˚ − A˘Ω˚ + 12 Φ˘Ω˚ = 0,
˙˘
Ω− ξ˘A˚+ Ω˘T˚ − A˘ξ˚ + T˘ Ω˚ = 0. (62)
In addition one obtains from (46a) the linearised constraint B˘ + A˘(2Ω˚ − 3ξ˚) − 3A˚ξ˘ − Φ˘Ω˚ + Ω˘(2A˚ − Φ˚) = 0, while
perturbing to first order equations (60a)-(60b)) describing the evolution of the variables T and Q we obtain
˙˘
T − E˘ + p˘+ 13 ρ˘− Φ˘A˚+ T˘ T˚ − A˘Φ˚− 4Ω˘Ω˚ = 0, ˙˘Q− 2A˘+ 2E˘ + p˘+ 13 ρ˘− 4A˘A˚+ 2B˘B˚ + 2E˘E˚ + Q˘Q˚ = 0.
Similar calculations render a complicated linearised equation for the perturbation of acceleration A. Thus, in order to
undertake a stability analysis we make some assumptions about the configuration so as to obtain a simplified system.
First, we will analyse the set (59a)-(60b)) with the assumption A = 0. Thus, we do not consider any more equation
(60c). Accordingly, we consider the simplified vector-valued unknown v ≡ (ρ,E,B, E ,B, Q, T, ξ,Φ,Ω).
A. Remarks on the set of equations
We consider the set of linearised evolution equations in the form
A˚t∂tv˘− A˚j∂jv˘ = B˚v˘. (63)
General theory of linear of partial differential equations shows that systems of this form can either converge (in an
oscillating manner or exponentially) to constant values, have an asymptotic exponential (oscillating) decay or be
unstable —see e.g. [45]. In the rest of this article, we look at solutions in which the perturbations are stabilised on
constant values or decay. In order to study the asymptotical behaviour of the characteristic solutions of perturbed
system it is necessary the study of the eigenvalues of the matrix B˚ as t → ∞. Notice that in the the matrix-valued
function B˚ are, in general, functions of the coordinates. Under these circumstances, the core of the stability analysis
consists on analysing whether the matrix B˚ satisfies some appropriate relaxed stability eigenvalue conditions. More
precisely, we study then the eigenvalue problem of B˚ by looking at the sign of the real parts of the corresponding
eigenvalues λi (or modes of the perturbed system). A similar approach has been used in [24] —see also discussion in
[42]. General theory concerning the case where the coefficients linearised system are constant is discussed in [45]. The
case of systems with vanishing eigenvalues has been discussed in [46–48] while for a general discussion on the time
dependent case and the case of non constant matrix coefficient see [24].
Due to the form of the matrix B˚ associated to the present problem, a fully analysis of the stability properties of
this system is extremely cumbersome. We proceed by analysing the sign of the eigenvalues using the fact that a
sufficient condition for the instability of the system is the existence of al last one positive-real part eigenvalues. For
a more extended discussion concerning the requirements of the so-called of the relaxed stability eigenvalue condition
see [46, 48]. This simple requirement will provide a immediate way to show the conditions where instability occurs
—namely, if there is at least one i such that Re(λi) > 0. Crucially, in the discussion of the stability one does not need
explicitly to compute the eigenvalues of B˚ —the sign of the real part of eigenvalues can be determined for examination
of the structure of the matrix B˚. Given the characteristic polynomial P(B˚)(x) =
∑n
i=0 cix
i of the matrix B˚, we will
13
make use of the following well-known results on the roots sign: the trace of a matrix is equal to the sum of its
eigenvalues, hence if the trace of the matrix is positive then the system is unstable. Now, recall that the determinant
of a matrix is the product of the eigenvalues. Accordingly, a necessary condition for stability is that det B˚ 6= 0
and (−1)n det B˚ > 0 where n is the number of distinct eigenvalues. Other stability criteria based on inspecting the
characteristic polynomial are the Routh-Hurwitz criterion and the Lie´nard-Chipart theorem —see [42–44]. Wherever
possible, we will also make use of the Descartes criterion to determine the maximum number of positive and negative
real roots of the polynomial P(B˚)(x) for ci ∈ R. In particularly simple cases one can exploit a generalisation of the
Descartes rule considering the Routh-Hurwitz criterion to determine the number of roots with positive and negative
real part of P(B˚)(x) by constructing the associated Routh matrix.
In the case under consideration the matrix B˚ has eleven columns and the coefficients of the characteristic polynomial
are, unfortunately, large expressions without an obvious structure. Therefore, we approach the analysis of the stability
problem making the following assumption: j˚ = E˚σJ , j˘ = E˘σJ , p˚ = ρ˚vs, p˘ = ρ˘vs. Thus, we take the square
of the sound velocity vs = ν
2
s to be constant and assume Ohm’s law j = EσJ with σ˚j ≡ σ˘j and restrict our attention
to the case of null radial acceleration —i. e. A = 0.
Before proceeding to the analysis of particular cases, it is convenient to note here some general properties of
the system of symmetric hyperbolic equations under consideration. The matrix B˚ can be explicitly written as the
10× 10-matrix
− 12 (1+vs)(Q˚+2T˚) 2σJ E˚ 0 0 0 −
1
2 (1+vs)ρ˚ −(1+vs)ρ˚ 0 0 0
0 −σJ−T˚ 2ξ˚ 0 0 0 −E˚ 2B˚ 0 0
0 −2ξ˚ −T˚ 0 0 0 −B˚ −2E˚ 0 0
− 16 (1+vs)(Q˚−T˚) −
1
3 E˚(4σJ+3T˚) −B˚T˚ −
3T˚
2 3ξ˚ −
1
6 (1+vs)ρ˚
1
6 [(1+vs)ρ˚−3(B˚
2+3E˚+E˚2)] 3B˚ 0 0
0 −2E˚ξ˚ −2B˚ξ˚ −3ξ˚ − 3T˚2 0 −
3B˚
2 −B˚
2−3E˚−E˚2 0 0
− 13−vs −2E˚ −2B˚ −2 0 −Q˚ 0 0 0 0
− 13−vs 0 0 1 0 0 −T˚ 0 0 4Ω˚
0 0 0 0
1
2 0 −
ξ˚
2 −
T˚
2 −
Ω˚
2 −
Φ˚
2
0 0 0 0 0 0 − Φ˚2 2Ω˚ −
T˚
2 2ξ˚
0 0 0 0 0 0 −Ω˚ 0 0 −T˚

. (64)
VII. DISCUSSION ON THE NONLINEAR STABILITY OF THE SYMMETRIC HYPERBOLIC SYSTEM
In this Section we discuss necessary conditions for the nonlinear stability of the configuration under consideration.
We focus on the reference solution described by matrix B˚ in (64). We present the analysis of the system stability
for some special configurations defined by proper assumptions on the kinematic variables given by the 1 + 1 + 2-
decomposition. Each case is then identified according to the assumptions that characterise it —the fields assumed
to vanish are indicated in parenthesis. We discuss in details the instability condition for the complete list of cases.
Assuming the radial acceleration and other kinematic variables to be zero, we explore the implications of the assump-
tion on the set up configuration and its stability. A first insight into the stability of the system can be inferred from
the trace in terms of Σ and Θ as
Tr B˚ = 6Σ˚− (7 + vs)Θ˚− σJ . (65)
It then readily follows that Tr B˚ > 0 so that the system is not stable if
Σ >
(7 + vs)Θ + σJ
6
. (66)
In the remainder of this article, we proceed to a more detailed analysis in which we classify the results according to
suitable assumptions on the remaining system kinematic variables (T,Q,Φ, ξ,Ω). It should be pointed out, for ease of
reference, that the condition T = 0 is equivalent to the relation 23Θ = Σ between the expansion Θ of the 3-sheets and
the radial part of the shear of the 3-sheet Σ. Similarly, the condition Q = 0 is equivalent to 13Θ = −Σ, while the two
conditions T = 0 and Q = 0 imply Σ = 0 and Θ = 0. We also notice from the Maxwell equations that the evolution
of the electric (respectively, magnetic) field is coupled to the magnetic (respectively, electric) field via the twisting of
the 2-sheet. Hence, when ξ = 0 the two evolution equations decouple and evolve with the only common dependence
on T .
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A. Preliminaries on the symmetries of the system and classes of solutions
The configuration can expand or contract along the direction of symmetry, according to Θ > 0 or Θ < 0 respectively,
but not accelerating as it is assumed the parallel acceleration A = 0. The limit situation of null radial acceleration
has been adopted to simplify the analysis of the unstable modes, in this scheme we are able to provide a complete
classification of the stable and unstable solutions for the Einstein-Maxwell-Euler system, considering appropriate
restrictions for the set of the perturbed equations. All the kinematic quantities and fields are reduced to scalars by
the projections in the radial direction and on the orthogonal plane by the projector Nab, the set of scalars define the
vector variable −→v introduced in Eq. (58). Any further restrictions on the system, as the vanishing of other dynamical
variables:
Qi ∈ −→ν , −→ν ≡ {T,Q,Φ, ξ,Ω} ⊂ −→v (67)
leads to particular different solutions of the Einstein-Maxwell-Euler equations with the new symmetry conditions. The
self-gravitating systems will be especially constrained by the couple (E ,B), in the gravitating systems the background
geometry is assumed to be in one of the classes of solutions including the new symmetries. The vector −→ν is actually a
restriction of the vector variable ~v, where the fluid four-velocity ua defines the metric in its 3+1 form and supplies the
projected components of the Weyl tensor together with the direction of symmetry (ξ,Φ) related through Eq. (9), and
the variation of the symmetry direction na, used to construct the metric tensor in its 2 + 1 + 1 form. The vanishing of
the Qi elements implies further restrictions involving the annihilation of other quantities, or the constance of Qj 6= Qi
during the evolution along ua. We can then refer to the general conditions C:
C (Qi = 0) : (E
2, B2, E ,Ω) 7→
(
p+
ρ
3
)
(68)
(Qj ,B) = 0 (69)
Q˙j = 0. (70)
Conditions in Eqs. (69), specified in Table (I), define five principal classes of solutions according to the assumption of
null Qi ∈ −→ν . Table (II) shows the sub-classes of solutions constructed by the vanishing of a couple of scalars (Qi, Qj).
Conditions (68) are listed in Table (III), and state the relationship between the remaining field variables of the vector−→v i.e. the couple (E ,B), the electromagnetic fields (E,B), and the matter density ρ. Finally, condition (70) is made
explicit in Table (IV). Tables (I), (II),(III) and (IV) characterize entirely the system throughout its sub-configurations
ruled by the system symmetries, providing a complete classification of the solutions. An analysis and a general
discussion of the solutions of the Einstein-Maxwell system in terms of the magnetic and electric parts of the Weyl
tensor can be found in [39]. The stability analysis will be performed on the systems with A = 0, on the five classes
of configurations and their sub-classes. The I-class with (AT) and II-class with (AQ) are particularly significant.
Systems T = 0 are characterized by ΘΣ > 0, i.e. the sign of the expansion is concordant with that of the radial shear,
then positive for expanding systems, along the direction of symmetry, or negative for contracting systems, see also
Fig. (1). On the other side systems Q = 0 correspond to the case ΘΣ < 0. The relative sign of the scalars of the radial
shear and expansion is a significant element affecting the stability of the system and the equilibrium configurations:
even in the general case where the only assumption on the system is the null radial acceleration A = 0, the balance of
the contributions given by the radial shear in the systems in expansion (Θ > 0) or in contraction (Θ < 0), is relevant
in determining the states certainly unstable. For the contracting systems, or in expansion but with positive shear, a
threshold on the expansion rate Θ or equivalently the radial shear, appears for the emergence of the instability, this
is a function of the two model parameters (σJ , vs). The magnetic field, although it is not constant in the time along
the direction of symmetry, has no specific role to establish the stability of this model. It is possible to show that for
the case (AT) there is always a threshold for the emergence of unstable phases, while in the case of the expanding
systems with negative shear, the difference in sign between the two scalar does not involve any instability threshold.
The conditions for the equilibrium of these solutions involve quantities Qi ∈ ~ν exclusively related to the fluid
dynamics such as ATξ or AξΩ and imply a serious constraint on the background, for that instability is in some cases
certainly verified assuming that B = 0. Table (III) shows conditions C in Eqs. (68): only the electric part of the Weyl
tensor is determined by the matter fields and the vorticity. In general the classes (AT) and (AQ) do not implies
the vanishing of others variables by conditions C in Eqs. (69): that is, the systems do not require any additional
symmetry as the initial data Qj = 0 for the solutions (68). Remarkably the (AQT) class corresponds to the case
of null shear and null radial expansion. Tables (I) and (II) show that the couples (ξ,Ω) and (ξ,Φ) are related. The
magnetic field must be constant along the fluid flow for the solution (A, T, ξ). and conversely B = 0 where ξ is zero.
The solutions T = 0 have radial vorticity Ω constant during the evolution of the system as shown in Table (IV). If
the radial vorticity is initially zero, then the expansion Φ of the 2-sheet generated by na is constant along ua and the
electric part of the Weyl tensor is entirely determined by the matter field ρ. If initially Φ = 0 then ξ = 0 and therefore
B = 0, providing finally a no vacuum solution with null magnetic component of the Weyl tensor, Table (III).
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A AT AQ Aξ
I-class AT X X X
II-class AQ ATQ X X
III-class AΦ = AΦΩ ATΦ = T +AΦΩ AQΦ = Q+AΦΩ X
AΦξB T +AΦξB Q+AΦξB
IV-class Aξ ATξ = T +AΦξB AQξ X
V-class AΩ ATΩ AQΩ AξΩ = AξΩB
TABLE I: Null radial acceleration A: the five principal classes of solutions for the linear stability the problem, identified by canceling the
radial acceleration and a scalar quantity of the set Qi ∈ ~ν = {T,Q,Φ, ξ,Ω} and B, the magnetic part of the Weyl tensor. The elements of
the Table explicit conditions C in (69). Thus, for example the III−class, conditions of (AΦ) configurations implies a null radial vorticity
Ω or the null couple ξ and B. Then we assumed that the system has a further constraint represented by a third zero quantity Qi ∈ ~ν
defining the subclasses. The check marks indicate the cases already treated, the Table exhausts the five classes (A,Qi) and the subclasses
(A, Qi, Qj). Particularly the III−class (Aφ) shows the symmetry between the solutions at zeros (AQ), (AT) and {ξΩB}. Subclasses,
(A, Qi, Qj , Qk) are in Table. (II).
ATQ ATξ AQΦ AΦξ
ATQΦ = Q+ T +AΦξB X X X
Q+ T +AΦΩ X X X
ATQξ ATQ X X
ATQΩ ATξΩ = T +AξΩB AQξΩ = Q+AξΩB AΦξΩ = Φ + ξΩB
ATQξΩ = T +Q+AξΩB
TABLE II: Subclasses (A, Qi, Qj) of the five principal classes I−V in Table (I). The Table highlights the role of the zeros couples (TQ)
and and ξΩB.
B. Analysis of the system stability, general conditions and results
The symmetries of the system and the adapted 1 + 1 + 2 formalism highlight the emergence of states certainly
unstable for the linear (and non linear) perturbation. The unstable phases of the system with A = 0 are primarily
regulated by the expansion (or the contraction) and the shear in the radial direction. These scalars are related by the
sound velocity and the conductivity through a relation F:
F : (Σ,Θ) 7→ (vs, σJ , ρ), (71)
ρ 7→ (vs, σJ). (72)
Conditions C in Eqs. (68,69,70) describe the system symmetries but not its stability, conversely the relations F in
Eqs. (71) relate the only kinematic variables of the radial shear and radial expansion, Σ and Θ respectively, to the
constants from the state and constitutive equations: the velocity of sound vs and the conductivity σJ . We emphasize
that Eq. (71) does not involves other dynamic variables such as the Weyl scalar or the electromagnetic contribution.
Analogously for the five classes of solutions and their subclasses according to Eqs. (68,69,70) the relationship in (72)
provides an upper bound on the matter density as a limiting value determined by the couple (vs, σJ). The density,
but not to its gradient, is in fact a variable in the system and, since this is and iso-entropic and barotropic fluid, one
can use this to get information on the hydrostatic pressure the system is subjected to.
C
C(A, T ): E + 2Ω2 = p+ ρ
3
> 0
C(A, Q): E2 +B2 + 2E = −(p+ ρ/3) < 0
C(A, ξ): B = ΦΩ
C(A, T,Ω): E = p+ ρ/3 > 0
C(A ξ,Ω): B = 0
TABLE III: Conditions C as in Eq. (68) and Eq. (69).
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Class
(A, T ): Ω˙ = 0
(A, T, ξ): Ω˙ = Φ˙ = B˙ = B˙ = 0
(A, T,Ω): Φ˙ = 0
TABLE IV: Condition C in Eq. (70). Classes of solutions and null evolution of the kinematic quantities.
1. Discussion on the stability of the system with zero acceleration
A relevant constraint F, for the stability of the system with null radial acceleration, is provided by condition (66)
on the trace Tr B˚, and it can be expressed in terms of the expansion along the privileged direction as follows
(u)0 : Θ < Θu ≡ 6Σ− σJ
κ
, κ ≡ 7 + vs > 1, (73)
this is a first condition for the instability of the system, providing an upper bound, a threshold for the occurrence of
the instability, on the expansion or contraction with respect to the shear projected along the direction of symmetry
i.e., the system is bound to be unstable if the expansion is, algebraically, smaller then Θu, function of the radial shear,
the sound velocity and the conductivity parameter. For small or zero conductivity the limit Θu is a fraction of the
positive shear, where the system cannot contract or an instability occurs, for negative shear the contraction is limited
by the value Θu < 0, for contractions too fast i.e. Θ ∈]Θu, 0[ the system is unstable according to Eq. (73). We can
summarize the analysis in the as following points:
Systems in contraction Θ < 0 and in expansion Θ > 0 The expanding configurations, described the I and IV
quadrant of Fig. (1), are favored in their stable phases with respect to the systems in contraction: the preference
for the stable expansion is especially evident for negative shear, as in IV quadrant which describes also a part of
the (A, Q) systems. In the fourth quadrant the stability conditions are always guaranteed within the condition
(73) as it is inf σJ > 0, the condition of the trace in Eq. (73) is not sufficient to establish the emergence of
the instability for this system. Contrasting verses of the scalars ΘΣ < 0 appear to favor the equilibrium, this
seems to be confirmed by the situation in the I quadrant, with positive shear, describing parts of the (A, T )
systems. For slow expansions Θ˙ ≈ 0 and small conductivity, where the system is unstable, a threshold for the
instability appears depending on the conductivity and can be easily seen by Eq. (73). Further restrictions on
the symmetries of the system, in the subclasses of Table (I,II) will turn in a deformation of Eq. (73) as shown
by Eq. (74). An increase of the shear corresponds in these cases to an increase of the instability regions in the
plane Θ − Σ in Fig. (1). Considering the instability for the contracting systems, the II and III quadrants, we
can see that the threshold for the emergence of the instability Θu decreases in general for positive shear up to
the limiting value Σ0 ≡ σJvs, the contraction is canceled and for higher shear the system begins an expanding
phase, then the system will necessarily be unstable and the zone of stability will be limited to positive shear in
the range Σ ∈]0,Σ0[ and contraction Θ ∈]Θ0, 0[, where Θ0 ≡ −σJ/κ < 0 is the threshold for the stability of the
systems in contraction with non-zero conductivity: for faster contractions Θ < Θ0, the system with null shear
is unstable. This region, however, increases with increasing conductivity, this means that the conductivity acts
to stabilize the contracting configurations with positive shear. Systems (A, Q) are examples of configurations in
the III quadrant: the systems are stable for high conductivity, negative shear and sufficiently low contractions,
therefore the expanding (AQ) systems are favored for the stability. In general for systems in contraction, in the
II and III quadrants, a high conductivity is required for stable systems of (AT) and (AQ) classes respectively.
The role of the radial shear In the I and II quadrants the radial shear is positive, an increases of Σ generally acts
to favor the instability of the configuration. An increase in magnitude of the negative shear in the III quadrant
(ΘΣ > 0), for contracting systems tends to favor the system stability for fast contractions.
The role of the conductivity In general an increase of the conductivity parameter particularly in the II and III
quadrants, has a stabilizing effect on the system according to the law in Eq. (73). In the III quadrant, for example
for systems of the I−class or (AT) configurations, where the radial shear sign is equal to the contraction one,
the stability region increases for low contractions and also for small conductivity as the shear is high enough in
magnitude; ultimately for high conductivity the system can remain stable even for high radial contractions. The
expansion phase is stable for negative shear, whereas at low expansion the system is unstable. The minimum
threshold for the emergency of the instability increases with the shear but decreases with the conductivity,
which has then a stabilizing effect on the system, for very high conductivity. The stable regions in the Θ − Σ
plane increase by increasing the shear and therefore the stability is advantaged for high conductivity, for the
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expansion phase and for shear negative zero or small conductive. In particular the solutions of the II-class
(AQ) are a wider class of solutions admitting difference possible symmetries according to Table (I), stable for
any conductivity at negative shear, while for expanding systems as in the II quadrants the instability regions are
maximum for smaller shear and zero for greater shear, the measure of this region increases with the conductivity.
However the turning point of the expansion Θ is regulated by the σJ/κ, for null radial shear Σ it is Θu = −σJ/κ,
the contraction is maximum as provided by Σx and Θx.
The role of the velocity of sound Fig. (2) emphasizes the role of the sound velocity in the determination of the
unstable states of the system. The shear and expansion scalars have been normalized for the finite conductivity
σJ . For the systems included in the I-II and III quadrants, the velocity of sounds plays a significant role in the
determination of the unstable phases, while there is no threshold for the emergence of the instability, crossing
with continuity the III and IV quadrants of the Θ − Σ plane. In the limit of very large vs the configuration
stops the expansion in the I quarter or the contraction phase in III one i.e. the threshold approaches Θu = 0.
For approximately null velocity of sound it is Θu/σJ ≈ −1/7 + (6/7)Σ, then for sufficiently small Σ the scalar
expansion changes sign, and the expansion stage cancels the threshold for the instability, which instead appears
for contracting systems. More specifically: there is a set for positive but small radial shear where the expansion
threshold disappear, but for those shears the system is certainly unstable for sufficiently fast contractions.
Generally the upper limit is small and the contracting system is always unstable: the expansion is null as the
positive shear is Σ/σJ = 1/6, then for this configuration, the contracting phases are unstable. The solutions
Θ = 0 and Σ = 0 belongs to (A,T,Q) class. For Σ/σJ > 1/6 the contracting system is always unstable for
any couple (σJ , vs). Decreasing the velocity of the sound, the region of Θ − Σ plane, for expanding systems
correspond to unstable regions for an increase of the positive shear. As the velocity of sound decreases for
positive shear the instability region increases. The instability in the I quadrant is carried out for sufficiently
high expansions and shear. The increase of the speed of sound acts to stabilize the expanding system for positive
shear and destabilize the contracting systems at Σ/σJ > 1/6, in the window of smaller but positive shear, the
increase of the speed of sound acts to destabilize the system while a decrease of this corresponds to an increase
the stability provided that the contraction is sufficiently small in magnitude or Θ/σJ > −1/(vs + 7).
We now focus on the effects the velocity of sound in the case of negative shear: for the expanding system in the
IV quadrant, no threshold exists. For contracting systems in the III quadrant, an increase of the speed of sound
increases the stability of the system increasing in magnitude the threshold for very high contractions. A decrease
of the velocity of sound, for contracting systems with negative shear, induces the system unstable even for very
small expansions. The increase in magnitude of the radial shear increases the system stability. Ultimately the
system’s equilibrium depends on the velocity of sound in I and III quadrants, that is for concordant shear and
expansion or in the IV quadrant for systems in contraction with positive shear smaller than 1/6σJ . In the limit
of very large velocity of sound Θu > 0 for Σ/σJ > 1/6, for Σ/σJ ∈]−∞, 1/6[ it is Θu < 0.
2. Stability of the subclasses with restricted symmetries
Additional restrictions on the system with Σ 6= 0 and Θ 6= 0, and therefore on the perturbations modify the
condition (73) on the reduced system as follows
Σ ≥ Σ0|C , Σ0|C ≡ a[(b+ cvs)Θ + cσJ ], a < 1 or a 1, b c, c ≥ 1, {a, b, c} ∈ N, (74)
the quantities {a, b, c} change depending on the class of solutions. In terms of the expansion Θ, analogously to Eq. (73)
one has
Θ ≤ Θ0|C , Θ0|C ≡
Σ− acσJ
a(b+ cvs)
. (75)
then the expansion limit is null Θ0|C = 0. For Σmax ≡ acσJ , for smaller shear Σ < Σmax the expanding systems
are always stables while a threshold for the instability of the contracting systems appears: for Θ < Θ0|C the system
is unstable. It is noteworthy that the shear limit Σ0|C = 0 is cancelled for maximal contractions equal to Θmax ≡−cσJ/(b+cvs). More generally, for each subclasses of Table (I) and Table (II) the unstable phase will be regulated by
some limiting extreme values (LEV) for the systems Θ = 0 or Σ = 0 providing the boundary values for the regions
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FIG. 1: Plot of the limiting expansion Θuκ, defined in Eq. (73) as function of the shear in the preferred radial direction where κ ≡ vs+ 7.
per σJ = 0.1 (black line ) e σJ = 100 (dashed black line ) Possibly an identical plot for the expansion Θu in terms of σJ/κ and Σκ.
The instability regions, for Θ < Θu, are colored: then for σJ = 0.1 the gray region, and light gray region determines the instability for
configurations with conductivity parameter σJ = 100, gray region is then stable for this system. In the white region the system can be
stable. Configurations (AT) are in the I and III quadrants (ΣΘ > 0) as in the T = 0 class of solution , for Σ = (2/3)Θ, while the (A,Q)
class for Σ = −(1/3)Θ belongs to the II and IV quadrants (ΣΘ < 0). The stability of a system expanding along the direction of symmetry
(but not accelerating, as it is A = 0) is regulated as in the I and IV quadrants. The contraction in II and III quadrants, where the radial
shear is positive and negative, respectively. The classes are summarized in Table (I). The contraction limit vanishes, and the stability
limit is only on the radial expansion for high enough shear according to Σ = σJ/6.
FIG. 2: Plot of the limiting expansion Θu/σJ , in Eq. (73), versus the radial shear Σ/σJ for vs = 0.01 (black line) and vs = 100 (dashed
black line). The Shaded regions marke the sections in the Θ−Σ plane where instability occurs as Θ < Θu. It is Θu = 0 for Σ/σJ = 1/6.
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FIG. 3: Ratios of the limiting extreme values (LEV)Σ (left panel) and (LEV)Θ introduced in Eq. (76), functions of the velocity of sound
vs. At at v∗s it is Σx = σ
−1
J ρs =
2σJ
4+
√
70
≈ 0.16σJ while Θx = 0.267592σJ , in v′s it is Σs = Σx
√
ρ/σJ ≈ 0.22√ρ analogously Θs = 0.27√ρ,
in the cross point in ]v′s, v∗s [ it is ρs = 0.32σ2J where Σs = 0.32
√
ρ in (LEV)Σ while the ratio is ρs/σ
2
J ≈ 0.44 in (LEV)Θ.
of the plane Θ− Σ respectively for the stability of the system:
(LEV)Σ : ρs ≡
12σ2J
(3 + vs)2(1 + 3vs)
, Σs ≡ 1
3
√(
1
3
+ vs
)
ρ, Σx ≡ 2σJ
3(3 + vs)
. (76)
(LEV)Θ : ρs = ρs|(LEV)Σ , Θs ≡
3
2
Σs, Θx ≡ 3
2
Σx. (77)
see Fig. (3). A threshold exists for the stability in the systems with the density in the two regimes ρ > ρs and ρ < ρs,
according to (LEV)Σ or (LEV)Θ, with conditions on the radial shear or respectively the expansion or contraction.
The details of the analysis are considered in Sec. (D). For the stability in general one has the two following cases:
ρ < ρs ∆ ∈ [−∆x,−∆s] or ] + ∆s,+∞[ (78)
ρ > ρs ]−∆s,∆s[ or ] + ∆s,+∞[, ∆ = Σ for (LEV)Σ, ∆ = Θ for (LEV)Θ (79)
each of the two regions are typically regulated by additional conditions on Qi ∈ ~ν (LEV)Σ, for example for the
I−class, (AT) solution, are determined by a set of conditions on B, ξ and E. We note that the limiting value on the
density ρs, increases with the conductivity but decreases with the velocity of sound: there are three ranges of vs to
be considered as detailed in Fig. (3). However the boundary ∆s depends on the density ρ and therefore differently
regulated in the three regions. For low density regimes ρ < ρs, the density function regulates the system stability
in a reduced region of the ρ − Σ plane through the conditions imposed on shear or the expansion especially for low
values. This situation is more evident for low velocity of sounds v < v∗s . For larger values the ranges for low density
variations are restricted to ρ < 0.2σJ .
C. Comments on the five principal classes of solutions
I-Class (A T): this case is constrained by the condition C(A, T ) obtained from Eq. (60a). This relation is a
consequence of the condition T = 0, and it will occur in the other subcases characterised by this assumption.
The evolution equation for the parallel vorticity Ω is Ω˙ = 0: this quantity remains constant along the fluid
motion, for the perturbed quantity as well as the unperturbed one. Furthermore, the time evolution of the
matter density only involves the kinematic variable Q. We can draw some conclusions on the stability of
the system on the basis of the matrix trace. The system is linearly unstable if with a negative shear on
the radial direction which is bounded by Σ˚ ≤ Σx. It is worth noting that the limiting case is defined only
by the constitutive equation, the conductivity σJ , and the equation of state by vs —fixed by the reference
solution. Furthermore, considering the coefficients c9 = −1 and c8 = TrB˚ < 0 we infer the condition for the
stability c1 < 0. Using the condition C(A, T ), this condition can be rephrased as the following two alter-
natives: (i) ρ˚ < ρ˚s with Σ˚ ∈ (−Σ˚x,−Σ˚s)∪(Σ˚s,+∞) and (ii) ρ˚ ≥ ρ˚s with Σ˚ ∈ (Σ˚s,+∞), where the (LEV)Σ hold.
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II-Class (AQ): the condition 13Θ = −Σ implies that the matter and field variables are related by the constraintC(A, Q) —see equation (60b). This relation is a consequence of the assumption Q = 0, and it will occur in the
other subcases characterised by this hypothesis. We observe that the assumption Q = 0 implies in particular
that the expansion of the 3-sheets and the radial component of the shear of the 3-sheet must have opposite
sign. Studying the problem for the reduced system of nine variables we find that the system is linearly unstable
if Tr
o
B > 0 —that is if Θ˚ is negative and bounded above by Θ˚ ≤ Θ0|C with (a = c = 1; b = 9). Again, as in the
case T = 0, we obtain a constraint for the radial expansion that depends on the unperturbed constants (σJ , vs).
III−Class (AΦ): the assumptions A = 0 and Φ = 0 on equations (59f) and (59g) give rise to two possible subcases:
(i) Ω = 0 or (ii) ξ = 0 and B = 0. We consider therefore these two subcases separately:
(AΦ Ω): the trace implies the following condition of instability Σ˚ ≥ Σ0|C with (a = 2/9, b = 6, c = 1). We
note that for the reference solution Θ˚ and Σ˚ are related by the square of the velocity of sound and the
conductivity through σJ . However, the sign of the ΣΘ is not constrained by this relation.
(AΦ ξ B): in this case T is the only kinematical variable involved in the evolution of the electromagnetic field.
The criterion on the trace of the matrix B˚ implies the following condition of instability Σ˚ ≥ Σ0|C with
(a = 2/21, b = 16, c = 3).
Thus, we finally note that the subcases (i) and (ii) are characterised by similar constraints on Σ˚ and Θ˚.
IV−Class (A ξ): equation (59g) leads to the condition C(A, ξ) :. On the other hand the condition of instability on
the trace of the matrix B˚ leads to the inequality Σ˚ ≥ Σ0|C with (a = 1/33, b = 40, c = 6).
V−Class (AΩ): in this case the system is unstable if Σ˚ ≥ Σ0|C with (a = 1/15, b = 19, c = 3).
We conclude this Section pointing out that the stability of the configuration under consideration is constrained by
similar relations between the unperturbed radial part of the shear of the 3-sheet Σ˚ and the radial expansion Θ˚. These
constraints only depend on the square of the sound velocity and the conductivity. In Sec. (D) we specialise this
analysis to consider the subclasses of Tables (I) and (II).
VIII. CONCLUSIONS
In this article we have explored the stability proprieties of an ideal, LRS Einstein-Maxwell perfect fluid system.
As a first step we have formulated an hyperbolic initial value problem providing a suitable (quasilinear) symmetric
hyperbolic system by means of which one can address the nonlinear stability of this system. This first result allows
us to provide a suitable formulation of an initial value problem, that is a necessary issue for the construction of the
numerical solutions, ensuring the local and global existence problems. Moreover the problem of the propagation of the
constraints can be assumed satisfied at all time and then prove this result by fairly general arguments as discussed in
[23, 24]. Our analysis is based on a 1+1+2-tetrad formalism. In our calculations certain choices of kinematic properties
of the configuration were motivated by the necessity to extract some information from the rather complicated equations
governing the perturbations. We studied five principal classes of solutions and different subcases, considering systems
with particular kinematic configurations. The assumption of the radial symmetry simplifies the problem and takes
great advantage from the 1 + 1 + 2-decomposition [25]. Thus, in this work we have proceeded as follows: we wrote the
1+1+2-equations for the LRS system using the radial vector, pointing along the axis of symmetry. Then, a discussion
on the thermodynamical quantities of the system was been provided. For the linear perturbation analysis it was useful
to introduce a re-parametrised set of evolution equations based of a suitable combination of the radially projected
shear and expansion. The resulting evolution system was then used to analyse the stability problem for small linear
perturbations of the background. We presented the re-parameterized set of evolution equations collected in a proper
symmetric hyperbolic form and discussed the perturbation to the first order of the variables. We have presented the
main results concerning the linear stability of this system in a classification of subcases that constitutes the principal
result of this paper. In the Appendix to this article, we provide also an alterative symmetric hyperbolic system for
the fluid fields within the 1 + 1 + 2-decomposition followed by some general notes on the evolution equations and
hyperbolicity considerations. A suitable propagation equation for the fluid radial acceleration is there recovered by the
introduction of a new unknown field corresponding to the derivative of the matter density projected along the radial
direction. suitable field and evolution equations can be obtained for this quantity. The set of evolution equations
is complemented by the constraint and constitutive equations. Restricting our attention to isotropic fluids (entropy
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is a constant of both space and time) we considered a one species particle fluid (simple fluid) and we introduced a
polytropic equation of state with a constant velocity of sound. In order to close the system of evolution equations it
is necessary to specify the form of the conduction current. Accordingly, we assumed the Ohm’s law so that a linear
relation between the conduction current and the electric field, involving a constant electrical conductivity coefficient,
holds. We have assumed that the pressure of the fluid p and the charge density %C to be functions of the matter
density ρ, and the charge current jc function of the electric field E. Although viable, the perturbed equation for
the radially projected acceleration A turned out to be a very complicated expression of the other variables and their
derivatives. Thus, in order proceed in the stability analysis, we studied a simplified form system by taking up some
assumptions on the configuration. Assuming a null radial acceleration for the reference solution, our analysis is
particularly focused on some specific cases defined by fixing the expansions of the 3-sheets and 2-sheets, the radial
part of the shear of the 3-sheet, the twisting of the 2-sheet and the radial part of the vorticity of the 3-sheet. In this
way we are also able to provide results concerning the structure of the associated LSS taking into considerations all
the different subcases. This analysis constitutes the main result of the paper. In particular, we found that in many
cases the stability conditions can be strongly determined by the constitutive equations by means of the square of the
velocity of sound and the electric conductivity. In particular, this is evident for the contracting and expanding LRS
configurations: a threshold for the emergence of the instability appears in both cases. The conditions bind mainly
the expansion (viceversa contraction) along the preferred direction with respect to different regimes of the radial
shears. These results provide in a quite immediate manner information regarding were certainly unstable system.
The results for this type of configurations are illustrated in Sec. (VII B) and schematically in Fig. (1) and Fig. (2),
in the four fundamental cases emphasizing the role of the couple of parameters (vs, σJ) moreover together with these
parameters the relative sign of scalars Σ and Θ plays an essential role in the determination of the unstable phases
of the systems. For expanding configurations with ΣΘ < 0, appears no threshold for the emergence of instability by
means of condition (66), this does not mean that expanding systems with negative sher are in any condition certainly
stable, but further conditions can be provided as we discussed in dealing with different classes of solutions. The
interesting situation is in the remaining three cases, the role of the velocity of sound and the conductivity acts in a
different way for the systems in the three regions of the Figs. (1,2), according to our analysis to favor or not certainly
unstable states of the system; in any case there is always is a specific threshold for the contraction or expansion,
above which in the first case for contracting systems with a fast contraction rate |Θ| > |Θu(σJ , vs)| > 0 or expansions
at 0 < Θ < Θu(σJ , vs) system is certainly unstable. The other cases and subcases show similar situations where the
threshold provided by the density values, and the couple (Σ,Θ) varies in in different ranges depending on (ρ, vs, σJ).
The magnetic field does not have a specific role in determining the stability of the system, and the Maxwell field and
the geometrical effects enclosed by the magnetic and electric part of the Weyl tensor.
Concerning the methods, the core of the stability analysis is given by the study of the non principal part of the
matrix B˚ of the system using some relaxed stability eigenvalue conditions. However, a full analysis of the stability
properties of the system turns extremely cumbersome because of the form of the matrix. Thus, we proceeded with the
analysis of the eigenvalues using an indirect method aimed at determining to know the sign of these. Repeatedly use
the fact that a sufficient condition for the instability of the system is the existence of at last one positive eigenvalues.
This simple requirement is nevertheless able to provide a immediate way to show the conditions where the linear
instability occurs. In several places we made use of the Descartes criterion to determine the maximum number of
positive and negative real roots of the characteristic polynomial. In particularly simple cases one can make use of
the so-called Routh-Hurwitz criterion to determine the number of roots with positive and negative real part of the
polynomial by constructing the Routh associated matrix. It may be possible to use some of these criteria for some
specific cases and we expect future work to include a development of this paper in this direction.
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Appendix A: A symmetric hyperbolic system for the fluid fields
In this Section we provide a brief discussion of a construction leading to a suitable propagation equation for the
radial acceleration A. In addition, we also provide an alternative set of the propagation equations for the other
kinematic and field variables. A similar construction has been given in a slightly different context in [40].
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For the sake of convenience let us define gabu
aub = u0u
0 + uiui = . In the present case  = −1. Using the identity
ua∇bua = 0 we readily conclude that
∇au0 = − ui
u0
∇aui. (A1)
Moreover, one has that ∇c∇du0 +∇c∇dui = − 1u0∇cui∇dui − uiu
j
(u0)2u0
∇dui∇cuj . From the Bianchi identity and the
inhomogeneous Maxwell equation we have that
∇aFac = +εJc. (A2)
In this last equation we introduce ε = −1, to match equations (A2) and (21). In addition, we have the continuity
equation for the matter density ρ
ua∇aρ+ (p+ ρ)∇aua − εubF cb Jc = 0, (A3)
and the Euler equation
(p+ ρ)ua∇auc − hbc∇bp− εJbF cb = 0. (A4)
This last equation can be alternatively written as
(p+ ρ)ua∇auc − ∇cp+ ucub∇bp− εJbF cb = 0. (A5)
In what follows, we will consider a barotropic equation of state p = p(ρ) and introduce here the quantity vs defined
by the relation ∇bp =
(
∂p
∂ρ
)
∇bρ = vs∇bρ. Note that vs = ν2s , where νs is the speed of sound introduced in equation
(49). Thus Eq. (A5) is now
(p+ ρ)ua∇auc − vs∇cρ+ vsucub∇bρ− εJbF cb = 0. (A6)
Using equations (A3) and (A6), we obtain:
∇cρ =  (ρ+ p)
vs
ua∇auc − (p+ ρ)(∇aua)uc − εJ
bFcb
vs
+ εubFbdJ
duc. (A7)
Using again the normalisation condition we can write u0 as: u0 = u
0 = β
√
(− uiui), where g00 = η00 =  and
β = β() is a sign to be fixed according to the metric signature conventions.
Now, using equations (A1) in equation (A3) we find
(u0∇0ρ+ ui∇iρ) + (ρ+ p)
(
∇iui − ui
u0
∇0ui
)
− εubF cb Jc = 0, (A8)
and from equation (A6)
E˜(0) ≡ ua∇au0 − vs
ρ+ p
(∇cgc0)+ u0vs
ρ+ p
ub∇bρ− εJbF 0b = 0,
E˜(i) ≡ ua∇aui − vs
ρ+ p
(∇cgci)+ uivs
ρ+ p
ub∇bρ− εJbF ib = 0.
Thus, introducing the zero-quantity:
ςi ≡ u
i
u0
E˜(0) − E˜(i) = 0,
we obtain the equation
ςi = −
(
ua∇aui + u
iuj
u0u0
ua∇auj
)
+
vs
ρ+ p
∇cρ
(
gci − gc0 u
i
u0
)
+ εJb
(
F ib − u
i
u0
F 0b
)
= 0. (A9)
Equations(A8),(A9)) constitute, after multiplication by a suitable numerical factor, an hyperbolic system for ρ and
ui.
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In what follows, It turns to be necessary to introduce here the fields
µa ≡ ∇aρ, Uab ≡ ∇aub, (A10)
where ∇[aµb] = 0. One readily can verify that Uabub = 0, Ua0 = − u
i
u0Uai, and that
∇aU 0b = −
ui
u0
∇aU ib −
U 0a
u0
Ub0 − U
i
a
u0
Ubi, (A11)
ub∇aUcb = −UcbU ba . (A12)
Now, applying a covariant derivative to the equations of motion of the fluid and commuting gives
Zcb ≡ (1 + vs)ubua∇aµc + (ρ+ p)
(
ub∇aU ac + ua∇aUcb
)− vs∇cµb +Wcb = 0, (A13)
where
Wcb ≡ (ρ+ p)
(
Radcau
dub +Rcabdu
dua
)
+ Ucbu
aµa(1 + vs) + ubU
a
c µa(1 + vs) + µc(1 + vs)
(
ubU
a
a + u
aUab
)
+(ρ+ p)
(
UcbU
a
a + U
a
c Uab
)− ∇cvsµb − ∇c(JaF ab )+ ubµcua∇avs.
Using equation (A12) we obtain
ubZcb = u
a∇aµc + (ρ+ p)∇aU ac +Xc, (A14)
with Xc ≡ ubWcb − (ρ+ p)uaUcbU ba , where
ubWcb = 
(
(ρ+ p)Radcau
d + µaU
a
c (1 + vs) + µc(1 + vs)U
a
a − µbub∇cvs − ub∇c(JaF ab ) + µcua∇avs
)
.
In addition, one has that hd
bZcb = (ρ + p)u
a∇aUcd − vs∇cµd + vsudub∇bµc + Ycd = 0, with Ycd = hdbWcb + (ρ +
p)udUcbU
b
a u
a.
Equation (A14) can be written as

[
(u0∇0µc + ui∇iµc
)
+ (ρ+ p)
(∇iU ic − uiu0∇0U ic )+ Xˆc = 0, (A15)
with
Xˆc ≡ Xc − 1
u0
(
U a0 Uca
)
. (A16)
Now, the combination (ui/u0)h
0bZcb − hibZcb, leads to the equation
−(ρ+ p)
(
ua∇aU ic +
ui
(u0)2
uju
a∇aU jc
)
+ vs
(
gdi∇dµc − u
i
u0
gd0∇dµc
)
+
(
ui
u0
gd0 − gid
)
Ycd (A17)
−(ρ+ p) u
i
(u0)2
uaU ba Ucb + vsu
iub∇bµc(− 1) = 0. (A18)
Viceversa, the combination (ui/u0)h0bZcb − hibZcb leads to the equation
(ρ+ p)
(
ua∇aU ic +
uiuju
a∇aU jc
u0u0
)
− vs
(
gdi∇dµc − u
i
u0
(∇dµc)gd0
)
+ Yˆ ic = 0 (A19)
where
Yˆ ic ≡ (ρ+ p)
uaui
u0u0
U ba Ucb −
(
gd0
ui
u0
− gdi
)
Ycd.
Equations (A15) and (A19) constitute a symmetric hyperbolic system for the fields µa and U
i
a .
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Appendix B: 1 + 1 + 2-decomposition
In this Section we study the 1 + 1 + 2-decomposition of the term Zcb in equation (A13). In what follows we fix
 = −1. Recall that up to now (ρ, µc, ui, Uab) have been used as independent variables for our evolution system.
We now consider (ρ, µc, u
i) and the quantities (‖A, ⊥Aa,Θ,Σ,Ω, ⊥Σa, ⊥Ωa, ⊥Σba) as independent variables, the last
being defined by the decomposition of the Uab. This decomposition is obtained from considering
‖A = ubnaUba, and
Uab = −uanb‖A+ U˜ab , where
U˜ab ≡ +nanb
(
1
2
‖Θ + ‖Σ
)
+Nab
(
1
3
‖Θ− 12 ‖Σ
)
+ ‖Ωab +
⊥U˜ab,
with
⊥U˜ab ≡ −ua⊥Ab + na (⊥Σb + bc⊥Ωc) + (⊥Σa − ac⊥Ωc)nb + ⊥Σab.
Thus, equation (A13) is now
Zcb = (1 + vs)ubu
a∇aµc − vs∇cµb − (ρ+ p)uc [ubna∇a‖A+ nbua∇a‖A]
+(ρ+ p)
[
ubncn
a∇a
(
1
3
‖Θ + ‖Σ
)
+ ubN
a
c∇a
(
1
3
‖Θ− 12 ‖Σ
)
+ ub
a
c ∇a‖Ω + ncnbua∇a
(
1
3
‖Θ + ‖Σ
)
+Ncbu
a∇a
(
1
3
‖Θ− 12 ‖Σ
)
+ cbu
a∇a‖Ω
]
+ Z`cb = 0,
with
Z`cb ≡Wcb + (ρ+ p)
(
[ub∇a⊥U ac + ua∇a⊥Ucb]− ‖A [ub∇a(ucna) + ua∇a(ucnb)] + 13ub∇a (nanc +Nac ) ‖Θ
+‖Σua∇a
(
nbnc − 12Nbc
)
+ 13u
a∇a (ncnb +Nbc) ‖Θ + ‖Σub∇a
(
nanc − 12Nac
)
+ ‖Ω [ub∇a ac + ua∇acb]
)
.
Explicitly Wcb is given by
W cb = −Rcauaub
(
p+ ρ
)
+Rba
c
du
aud
(
p+ ρ
)
+ ub
(
1 + vs
)
µcDau
a + uaµcDau
b + uavsµ
cDau
b − JaubDcEa + JauaDcEb
+EbuaDcJa − EaubDcJa + EbJaDcua + ubµaDcua + ubvsµaDcua + pDaubDcua + ρDaubDcua − EaJaDcub
+uaµaD
cub + uavsµaD
cub + pDau
aDcub + ρDau
aDcub − baed
(
JaueDcBd +B
a(−ueDcJd + JeDcud)
)
+uaubµaD
cvs + µ
bDcvs.
Taking into account the above expressions, we obtain from the evolution equations the following projections:
ubucZcb:
ubucZcb = −ucua∇aµc − (ρ+ p)na∇a‖A+ ubucZ`cb = 0. (B1)
nbncZcb:
nbncZcb = vsn
cnb∇bµc + (ρ+ p)ua∇a
(
1
3
‖Θ + ‖Σ
)
+ nbncZ`cb = 0. (B2)
ncubZcb:
ncubZcb = −ncua∇aµc − (ρ+ p)na∇a
(
1
3
‖Θ + ‖Σ
)
+ ncubZ`cb = 0. (B3)
ucnbZcb:
ucnbZcb = vsu
cnb∇bµc + (ρ+ p)ua∇a‖A+ ucnbZ`cb = 0. (B4)
gcbZcb:
gcbZcb = (1 + vs)u
bua∇aµb + (ρ+ p)na∇a‖A+ vs∇cµc + (ρ+ p)ua∇a‖Θ + gcbZ`cb = 0. (B5)
hcbZcb:
hcbZcb = +vsh
cb∇cµb + (ρ+ p)ua∇a‖Θ + hcbZ`cb = 0. (B6)
NcbZcb:
N cbZcb = +vsN
cb∇cµb + 2(ρ+ p) ua∇a
(
1
3
‖Θ− 12 ‖Σ
)
+N cbZ`cb = 0. (B7)
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cbZcb:
cbZcb = +2(ρ+ p)u
a∇a‖Ω + cbZ`cb = 0. (B8)
The field µb can be decomposed as µb =
⊥µb+
‖µnb. This expression can be explicitly written as µa = (N
b
aµb−uaubµ˙b)+
nan
bµb, thus the previous decomposition can be further refined. Using the torsion-free condition ∇aµb = ∇bµa we
obtain from ncua(∇aµc −∇cµa) = 0,
ua∇a‖µ = ⊥µcua∇anc + uanc∇c⊥µa − ‖µnanc∇cua , (B9)
which can be read as a propagation equation for ‖µ.
Using equation (B9) we get from equation (B1), (ubucZcb = 0):
(ρ+ p)na∇a‖A = −ucua∇a⊥µc + ‖µ‖A− ubucZ`cb. (B10)
From equation (B2), (nbncZcb = 0):
(ρ+ p)ua∇a
(
1
3
‖Θ + ‖Σ
)
+ vsn
b∇b‖µ = vs⊥µcnb∇bnc − nbncZ`cb. (B11)
From equation (B3), (ncubZcb = 0):
ua∇a‖µ+ (ρ+ p)na∇a
(
1
3
‖Θ + ‖Σ
)
= ⊥µcu
a∇anc + ncubZ`cb. (B12)
Using equation (B9) in equation (B3) one obtains
(ρ+ p)na∇a
(
1
3
‖Θ + ‖Σ
)
= −uanc∇c⊥µa + ‖µnanc∇cua + ncubZ`cb. (B13)
From equation (B4) (ucnbZcb = 0) one gets:
(ρ+ p)ua∇a‖A = −vsucnb∇b⊥µc − vs‖µucnb∇bnc − ucnbZ`cb, (B14)
and using equation (B9) in equation (B4)
(ρ+ p)ua∇a‖A+ vsuc∇c‖µ = vs⊥µbuc∇cnb − ucnbZ`cb. (B15)
From equation (B5) (gcbZcb = 0) we get:
(ρ+ p)ua∇a‖Θ + (ρ+ p)nc∇c‖A+ vsnc∇c‖µ
= −(1 + vs)ubua∇a⊥µb − vs∇c⊥µc − µbubua∇avs − (1 + vs)‖µubua∇anb − vs‖µ∇cnc − gcbZ`cb. (B16)
From equation (B6), (hcbZcb = 0):
(ρ+ p)ua∇a‖Θ + vsnc∇c‖µ = −vshcb∇c⊥µb − vs‖µ∇cnc − hcbZ`cb, (B17)
From equation (B7), (N cbZcb = 0):
(ρ+ p)ua∇a
(
2
3
‖Θ− ‖Σ) = −vsN cb∇c⊥µb − vsN cb‖µ∇cnb −N cbZ`cb. (B18)
From equation (B11), (nbncZcb = 0):
(ρ+ p)ua∇a( 13 ‖Θ + ‖Σ) + vsnb∇b‖µ = vs⊥µcnb∇bnc − nbncZ`cb. (B19)
From equation (B6) (hcbZcb = 0):
(ρ+ p)ua∇a‖Θ + vsnc∇c‖µ = −vshcb∇c⊥µb − vs‖µ∇cnc − hcbZ`cb. (B20)
Finally, we consider the equation 32
ρ+p
vs
((B11)− 13 (B20)), which, explicitly, is given by
3
2
(ρ+ p)2
vs
ua∇a‖Σ + (ρ+ p)nc∇c‖µ = 32
(ρ+ p)
vs
(
vs
⊥µcnb∇bnc − nbncZ`cb + 13 (vshcb∇c⊥µb + vs‖µ∇cnc + hcbZ`cb)
)
,
(B21)
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and the equation ρ+p3vs (B20) or
(ρ+ p)2
3vs
ua∇a‖Θ + ρ+ p
3
nc∇c‖µ = −ρ+ p
3vs
(
vsh
cb∇c⊥µb + vs‖µ∇cnc + hcbZ`cb
)
. (B22)
For a LSS the equations Equations (B14), (B8), (B12), (B22), (B21) constitute a symmetric hyperbolic sys-
tem for the unknowns (‖A, ‖Ω, ‖µ, ‖Θ, ‖Σ). In Section (V A) we discussed an alternative set of symmetric hyper-
bolic system where the evolution equation for the radial acceleration A is coupled with the evolution of equa-
tion for the variable Q ≡ 23Θ + 2Σ. A symmetric hyperbolic system has, therefore, been given for the vari-
ables v ≡ (ρ,E,B, E ,B, Q, T, ξ,Φ,Ω,A). Equation (60c) for the variable A has been recovered from the equation
(B15)− vs(B14). In a LSS equation (B14) is explicitly given by
A(1 + vs) (Ej −AΘ(p+ ρ)) + j%C +E%C
(
2
3Θ− Σ
)− 2Bξ%C + (p+ρ)uaDaA+µuaDavs+ vsuaDaµ−EuaDa%C = 0,
and (
4
3Θ + Σ
)
[A(p+ ρ) + µ(1 + vs)]− %C
[
j + E
(
Σ + 13Θ
)]
+ Ej(Φ−A) + 32 (p+ ρ)ΣΦ
+Ω [2(p+ ρ)ξ − 2Bj]− EnaDaj + (ρ+ p)
(
1
3n
aDaΘ + n
aDaΣ
)
+ uaDaµ = 0.
It is possible to show, using again the evolution equations and the constraints that the scalars ncnbZ`cb, h
cbZ`cb, u
cnbZ`cb
and ncubZ`cb do not contain derivatives of the variables. These terms are discussed with more detail in the following
Section.
Appendix C: Evolution equations and hyperbolicity considerations
The system consisting of equations (34), (52), (42), (44), (43), (26), (41), (38), (45a), and (45b) as discussed in
Section (V) and equations (B14), (B12), (B21) and B22 for the variables
v(b) ≡ (ρ, s, n, ‖Ω, ξ,Φ, ‖E, ‖B, ‖B, ‖E , ‖A, ‖µ, ‖Σ, ‖Θ)
can be written explicitly as
ρ˙ = −(ρ+ p)Θ + ‖E‖j, (C1)
s˙ =
1
nT
‖E‖j, (C2)
n˙ = −n‖Θ, (C3)
˙‖Ω = ‖Aξ − 23 ‖Θ‖Ω + ‖Σ‖Ω, (C4)
ξ˙ = 12
‖B − ( 13Θ− 12Σ) ξ + (‖A− 12Φ) ‖Ω, (C5)
Φ˙ =
(
1
3
‖Θ + 12
‖Σ
)
(2‖A+ Φ)− 2ξ‖Ω, (C6)
‖E˙ = 2ξ‖B − ( 23Θ− Σ) ‖E − ‖j, (C7)
‖B˙ = −2ξ‖E − ( 23Θ− Σ) ‖B, (C8)
‖B˙ = ( 32Σ−Θ) ‖B − 3ξ‖E − ξ (‖E2 + ‖B2) , (C9)
‖E˙ = ( 32Σ−Θ) ‖E + 3ξ‖B − 12 (ρ+ p)Σ + ( 12 ‖Σ− 13 ‖Θ) (‖E2 + ‖B2)− 23 ‖E‖j, (C10)
(ρ+ p)ua∇a‖A = −vs‖µucnb∇bnc − ucnbZ`cb, (C11)
ua∇a‖µ+ (ρ+ p)na∇a
(
1
3
‖Θ + ‖Σ
)
= ncubZ`cb, (C12)
3
2
(ρ+ p)2
vs
ua∇a‖Σ + (ρ+ p)nc∇c‖µ = 32
(ρ+ p)
vs
(
1
3 (vs
‖µ∇cnc + hcbZ`cb)− nbncZ`cb
)
, (C13)
(ρ+ p)2
3vs
ua∇a‖Θ + ρ+ p
3
nc∇c‖µ = −ρ+ p
3vs
(
vs
‖µ∇cnc + hcbZ`cb
)
. (C14)
In the above expressions notice that u˙a = ‖Ana, n˙a = ‖Aua.
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Moreover, one has that
ncnbZ`cb = −(ρ+ p)(‖A2 + 2‖Ω‖ξ) + (ρ+ p)
[
1
3 (3p− ρ)− 12 (p− ρ− ‖E2 − ‖B2)− ‖E
]
+ ‖µ‖A(1 + vs)
+(ρ+ p)
(
1
3Θ + Σ
) (
4
3
‖Θ + ‖Σ
)− ‖µvˆs + ‖Eˆ%C + ‖E (ρˆC + ‖j ( 13 ‖Θ + ‖Σ)) ,
hcbZ`cb = −‖A(ρ+ p) + 12 (ρ+ p)(ρ+ 3p+ ‖E2 + ‖B2) + ‖µ‖A(1 + vs) + (ρ+ p)
(
Θ2 +
(
1
3Θ + Σ
)2
+ 2( 13Θ− 12Σ)2
)
−‖µvˆs + ‖Eˆ%C + ‖E(ρˆC + %CΦ + ‖jΘ),
ucnbZ`cb = −‖A(ρ+ p)
(‖Σ + 13Θ)+ ‖A(ρ+ p) ( 43Θ + Σ)− ‖µv˙s + ‖E˙%C + ‖Eρ˙C + ‖E‖A‖j,
ncubZ`cb = −(ρ+ p)
(
1
2ΦΣ +
‖A ( 13Θ + Σ)+ 2‖Ω‖ξ)− ‖µ(1 + vs) ( 43Θ + Σ)+ v˙s‖µ− ‖Eˆ‖j − ‖E (‖jˆ + %C (‖Σ + 13Θ)) .
To write down the above explicit expressions for (ncnbZ`cb), (n
cubZ`cb) and (h
cbZ`cb), (u
cnbZ`cb) we have used, again,
the evolution equation (C7) and the constraint equations (27) for ‖E. With regards to the term vˆs in (n
cnbZ`cb)
and (hcbZ`cb) and v˙s in (u
cnbZ`cb) and (n
cubZ`cb), involving the derivatives of vs we note the following: the definition
vs = dp/dρ has been used by setting an appropriate equation of state p = p(ρ). For example, in te case of a
polytropic equation of state one has that vs = and therefore set aside the terms vˆs and v˙s. Otherwise, one can
consider a generic equation of state ρ = ρ(p) such that dvs/dρ = d
2p/dρ2 6= 0 and ∇avs =
(
d2p/dρ2
)∇aρ and assume(
d2p/dρ2
)
= constant. In the more general case we refer to the discussion in[11] —see Section 14.4. In fact, as
discussed in Section IV, for the more general case of a fluid which is not isentropic, i. e. s 6=constant, the equation of
state should be written in the form p = p(ρ, s) —see [10] and references therein. This means that when considering
derivatives of the pressure p, it should have been taken into account that ∇ap = vs∇aρ+ (∂p/∂s)∇as, where the time
evolution of the entropy is governed by equation (C2).
The evolution equations under consideration contains terms involving∇avs and∇as. The evolution equation for the
new variable sa ≡ ∇as can be obtained by covariant differentiating equation (C2), commuting covariant derivatives
and using, again, the evolution equations —see [10].
Concerning the terms ρ˙C in (u
cnbZ`cb) and ρˆC in (n
cnbZ`cb) and (h
cbZ`cb), one can assume, for example, that the
charge density %C is a function of the matter density %C = %C(ρ). Here we assume it to be a constant multiple of the
fluid density, ρ = %%C . In this case one can use again equations (C1) and (??) and the definition of vs. Note that the
density %C appears in the constraint equations for the electric field and the pressure. The discussion of Sections (V)
and (V A) shows that %C is only involved in the evolution equation for the radial acceleration. Here %C is inherited
from the term ‖µ containing information from the propagation of the matter density and pressure. Finally, we can
use equation (27) and (56) for ‖jˆ in (ncubZ`cb), assuming
‖j = ‖j(‖E). In particular, we take ‖j = ‖EσJ .
This system (C1)-(C13) can be written matricially as Aa(a)(b)∂av
(b) = B(a)(b)v
(b). It is convenient to write v(b) =
(v(i),v(A)) where
v(i) = (‖E, ‖B, ‖B, ‖E , s, n, ρ, ‖Ω, ξ,Φ, ‖A), v(A) = (‖µ, ‖Θ, ‖Σ).
Thus it follows that
Aa(i)(i) = u
a, Aa(i)(A) = A
a
(A)(i) = 0,
Aa(i)(j) = A
a
(j)(i) = 0 i 6= j,
while for (‖µ, ‖Θ, ‖Σ):
Aa(µ)(µ) = u
a, Aa(Θ)(Θ) =
(ρ+p)2
3vs
ua, Aa(Σ)(Σ) =
3(ρ+p)2
2vs
ua,
Aa(µ)(Θ) =
(ρ+p)na
3 , A
a
(Θ)(µ) =
(ρ+p)na
3 , A
a
(Σ)(µ) = (ρ+ p)n
a,
Aa(µ)(Σ) = (ρ+ p)n
a, Aa(Θ)(Σ) = 0, A
a
(Σ)(Θ) = 0.
(C15)
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Appendix D: Details on the subclasses of the solutions
Subclasses of the I-class (A,T) In what follows we analyse in further detail the following subcases of the
configuration(A T):
(AT Q): in this case the configuration is defined by the conditions A = 0, Σ = 0 and Θ = 0. The matter
density evolution only depends on the electric field and the current density. The evolution of the electro-
magnetic fields is regulated by the twist ξ of the 2-sheet. Moreover, the radial vorticity is constant during
the motion —i.e. Ω˙ = 0. From the evolution equations for T and Q we obtain, respectively, the conditions
C(A, T ) and C(A, Q). From these relations we find E = p + 13ρ − 2Ω2 and 4Ω2 = B2 + E2 + 3p + ρ. This
case has at least one zero eigenvalue associated with the vorticity. This eigenvalue has multiplicity 2. The
sum of the eigenvalues of the associated 7-rank matrix is TrB˚ = −σJ < 0[51]
(AT Φ): in this case one has Ω˙ = 0, and C(A, T ). The conditions A = 0 and Φ = 0 imply from equations
(59f), (59g)) either (i) Ω = 0 or (ii) ξ = 0 and B = 0. We consider these two subcases separately:
(i) For (AT Φ Ω) the system is characterised by the condition C(A, T,Ω). From the criterion on the trace
one can deduce that the system is unstable if Θ˚ ≤ −(σJ)/(3 + vs). Now, considering the determinant
of the reduced 7 × 7-linearised matrix[52] the necessary condition for stability is that det B˚ < 0.
Combining this condition with the criterion of the trace and using the fact that p˚ = ρ˚vs we obtain for
stable configuration the following conditions:
(ia) for ρ˚ < ρ˚s then one has that Σ˚ ∈ (−Σ˚s,+Σ˚s) and Q(B˚, ξ˚, E˚2) < 0, or Σ˚ ∈ (−Σ˚x,−Σ˚s) ∪ (Σ˚s,∞)
and Q(B˚, ξ˚, E˚2) > 0;
(ib) For ρ˚ ≥ ρs then one has Σ˚ ∈ (−Σ˚x,+Σ˚s) and Q(B˚, ξ˚, E˚2) < 0, or Σ˚ ∈ (+Σ˚s,∞) and Q(B˚, ξ˚, E˚2) >
0. With ξ˚ 6= 0, Q(B, ξ, E2) ≡ 3Bξ + 2E2σJ and considering the (LEV)Σ
We note that the reference matter density and shear ρs and Σx, depend on the constants (vs, σJ) and
the limit Σs depends only on the matter density and the square of the sound velocity.
(ii) (AT Φ, ξ,B): in this case the Maxwell equations simply became B˙ = 0 and E˙ = −j. Moreover Ω˙ = 0
and the condition C(A, T ) holds. The corresponding reduced system has six unknowns. We notice here
the eigenvalues: λ0 = 0 with a subspace of dimension 3 and
λ1 = −σJ , λ± = 12
(− (3 + vs)Θ˚±√2ρ˚(vs + 1)2 + (vs − 1)2(Θ˚)2).
The conditions on the sign of λ± imposes severe restrictions on the radial expansion. These depend on
the sound velocity and the background density matter: the condition λ± < 0 (for the system stability)
is satisfied if Θ˚ >
√
(1 + vs)ρ˚/2.
(AT ξ): this case implies the equations B˙ = B˙ = Ω˙ = Φ˙ = 0 while the electric field satisfies E˙ = −j. Moreover,
one has the condition C(A, ξ) with C(A, T ). We study the associated 8× 8 matrix: the eigenvalues of this
matrix are λ± and λi as defined for the case (AT Φ, ξ,B) and a zero eigenvalue with multiplicity 5 due to
the variables (B,B,Ω,Φ).
(AT Ω): in this case one has Φ˙ = 0. From equation (60a) one finds C(A, T,Ω). The time evolution of the
electric and magnetic fields are regulated by the twisting ξ of the 2-sheet —see equations (59b)-(59c)). The
temporal evolution of ξ is fixed explicitly by the magnetic part of the Weyl tensor —see equation (59g).
On the other hand, from the trace of the associated rank 7 matrix we infer that the system is unstable if
Σ˚ < −Σx. In order to obtain necessary conditions for stability one requires c7 = −TrB˚ > 0, and c1 > 0.
These inequalities lead to the following cases with (LEV)Θ:
(i) if ρ˚ < ρ˚s then Θ˚ ∈ (−Θ˚x,−Θ˚s) ∪ (+Θ˚s,∞) and ξ˚ 6= 0, or Θ˚ ∈ (−Θ˚x,+Θ˚s) and ξ˚B˚ < 0;
(ii) if ρ˚ ≥ ρs then Θ˚ ∈ (−Θ˚s,+Θ˚s) and ξ˚B˚ < 0, or Θ˚ ∈ (+Θ˚s,∞) and ξ˚ 6= 0
Subclasses of the II-class (A,Q) In this subsection we focus on the configurations with 13Θ = −Σ. Taking into
account the results on the system (AQ), we consider the following subcases.
(AQ Φ): the condition C(A, Q) holds. Moreover, the conditions A = 0 and Φ = 0, imply from equation (59f)
two subcases, (i) Ω = 0 and (ii) (ξ = 0,B = 0), respectively.
(i) (AQ Φ Ω): from the trace of the reduced rank 7 matrix the configuration is bound to be unstable if
Σ˚ ≥ Σs ≡ 2σJ/3(15 + 2vs). On the other hand, studying the sign of the characteristic polynomial
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coefficient c5 < 0 we infer that to obtain stability : for E˚ < E˚p and (a) T˚ > −2σJ/(15 + 2vs) with
ξ˚ < −ξ˚p or ξ˚ > ξ˚p, or (b) E˚ < E˚p and T˚ > T˚p. Otherwise, for E˚ ≥ E˚p with T˚ > −2σJ/(15 + 2vs), with
the following definitions:
E˚p ≡
(
5
6 +
5
2vs + v
2
s
)
ρ˚+
2
(
50 + vs(15 + 2vs)
)
σ2J
(15 + 2vs)2
,
T˚p ≡
−3(13 + 2vs)σJ +
√
6(95 + 26vs)
((
5 + 3vs(5 + 2vs)
)
ρ˚− 6E˚
)
+ 9(13 + 2vs)2σ2J
285 + 78vs
,
ξ˚p =
√
39
√
2
(
5 + 3vs(5 + 2vs)
)
ρ˚− 12E˚ − 3T˚ 2(95 + 26vs)− 6T˚ (13 + 2vs)σJ
78
,
with T = −3Σ. Once again, the limiting conditions on the radial part of the shear of the 3-sheet,
Σ, and the electric part of the Weyl tensor is completely regulated by the reference density and the
constants (σJ , vs). This stability conditions can be alternatively expressed as follows:
ρ > 0, Σ˚ > Σs, and ξ˚
2 > ξ˚2s ≡ 152
(
2(B˚2+E˚2)+4
(
1+vs(3+vs)
)
ρ˚+3Σ˚
(
2σJ(13+2vs)−3(95+26vs)Σ˚
))
.
(ii) (AQ Φ ξ B): with the condition C(A, Q), while the time evolution of the radial projected vorticity
is entirely regulated by the radial part of the shear —see equation (59h). The system, with a rank
6 matrix, is unstable if Σ˚ ≥ Σs ≡ 2σJ/3(13 + 2vs). Otherwise, it is stable if (a) E˚ < E˚p with
T˚ > −(2σJ)/(13 + 2vs) and Ω˚ > Ω˚p ∪ Ω˚ < −Ω˚p or −Ω˚p ≤ Ω˚ ≤ Ω˚p with T˚ > T˚p; (b) E˚ ≥ E˚p and
T˚ > −(2σJ)/(13 + 2vs), where
Ω˚p ≡ 1
2
√
6
√
−3E˚ + 2(2 + 3vs(2 + vs))ρ˚+ 6 (73 + 26vs + 4v2s)σ2J
(13 + 2vs)2
,
T˚p ≡ −3(11 + 2vs)σJ
210 + 66vs
+
+
√
3
√
8(35 + 11vs)
(
2 + 3vs(2 + vs)
)
ρ˚+ 3(11 + 2vs)2σ2J − 12E˚(35 + 11vs)− 96(35 + 11vs)Ω˚2
210 + 66vs
,
E˚p ≡ 23
(
2 + 3vs(2 + vs)
)
ρ˚+
2
(
73 + 26vs + 4v
2
s
)
σ2J
(13 + 2vs)2
.
Alternatively, these conditions can be reexpressed as
Σ˚ < Σs and Ω˚
2 >
(
B˚2(3E˚2−2)−2E˚2+(3+vs(9+4vs))ρ˚+6Σ˚((11+2vs)σJ−3(35+11vs)Σ˚))/16.
(AQ ξ): in this case one has Σ = −Θ/3 with C(A, ξ) from equation (59g) and C(AQ). The radial shear is the
only kinematical variable that explicitly regulates the time evolution of the variables (E,B, ρ,Φ, E ,B). The
radial vorticity and the shear are related by the two evolution equations (59h) and (60a)), respectively.
This is a rank 8 matrix problem. The system is unstable if Σ˚ ≥ (2σJ)/(51 + 6vs). The system is stable if
either (a) E˚ < E˚p and T˚ > T˚p or −2σJ/(17 + 2vs) < T˚ < T˚p and Ω˚ < −Ω˚p ∪ Ω˚ > Ω˚p; or (b) E˚ ≥ E˚p and
T˚ > −2σJ/(17 + 2vs). In the above conditions we used the following definitions:
Ω˚p ≡
√
3
√
4
(
2 + 3vs(2 + vs)
)
ρ˚− 6E˚ − 15T˚ 2(25 + 6vs)− 6T˚ (15 + 2vs)σJ
12
,
E˚p ≡ 23
(
2 + 3vs(2 + vs)
)
ρ˚+
4
(
65 + vs(17 + 2vs)
)
σ2J
(17 + 2vs)2
,
T˚p ≡
√
30(25 + 6vs)
(
2
(
2 + 3vs(2 + vs)
)
ρ˚− 3(15 + 2vs)σJ − 3E˚
)
+ 9(15 + 2vs)2σ2J
375 + 90vs
.
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Alternatively, these conditions can be written as
Σ˚ < 2σJ/(51 + 6vs), and Ω˚
2 > 116
(
B˚2+E˚2+
(
3+vs(9+4vs)
)
ρ˚+3Σ˚
(
(30+4vs)σJ−15(25+6vs)Σ˚
))
.
(AQ Ω): in this case one has that T = −3Σ and Σ = −Θ/3 and the condition C(A, Q) : B2 + E2 + 2E =
−(p + ρ/3) holds. The system is unstable if Σ˚ ≥ Σs ≡ σJ/3(8 + vs). A stable system meets the following
conditions: (a) E˚ < E˚p, with T˚ > T˚p or −3Σs < T˚ ≤ T˚pand (ξ˚ < −ξ˚p, ξ˚ > ξ˚p); or (b) E˚ ≥ E˚p and
T˚ > −3Σs. In the above expressions we have used the definitions
T˚p ≡
−3(7 + vs)σJ +
√
3(55 + 14vs)
(
(5 + 3vs(5 + 2vs))ρ˚− 6E˚
)
+ 9(7 + vs)2σ2J
165 + 42vs
,
ξ˚p ≡
√
(5 + 3vs(5 + 2vs))ρ˚− 6E˚ − 3T˚ 2(55 + 14vs)− 6T˚ (7 + vs)σJ√
78
,
E˚p ≡ (8 + vs)
2(5 + 3vs(5 + 2vs))ρ˚+ 3(57 + 2vs(8 + vs))σ
2
J
6(8 + vs)2
.
The conditions can be expressed, alternatively, as
Σ˚ < Σs and 16ξ˚
2 >
(
B˚2 + E˚2 + 2(1 + vs(3 + vs))ρ˚− 9(55 + 14vs)Σ˚2 + 6(7 + vs)Σ˚σJ
)
.
Subclasses of the IV-class (A, ξ) (A ξΩ): the assumptions A = 0, ξ = 0 and Ω = 0, lead from equation (59g) to
the condition C(A ξ,Ω) : B = 0. Thus, we analyse the case: (A ξΩB), with a rank 7 matrix. The system is
unstable if Θ˚ ≤ −3(2σJ + (vs − 5)Σ˚)/4(7 + vs).
The case A = 0, T = 0, and Q = 0 (AT Q Φ): in this special case we assume the radial acceleration to be zero. In
addition, the expansion of the 2-sheet Φ vanishes and also Σ = Θ = 0. It is worth noting that the assumption
A = Σ = Θ = Φ = 0 implies from equation (59f) that ξΩ = 0 —that is, the twist of the 2-sheet ξ together
with the magnetic part of the Weyl tensor vanish. This system can only accelerate in the radial direction or
otherwise radially projected vorticity will vanish. The basic assumptions in this case directly lead to Ω˙ = 0,
ξ˙ = B/2 and the conditions C(A, T ) and C(A, Q) hold. Thus, two subcases occur:
(i) (AT Q Φ ξ B); in this case one further has B˙ = Ω˙ = 0, E˙ = −j. The only non zero eigenvalue is λ = −σJ .
(ii) (AT Q Φ Ω); in this case, it can be shown that the trace of the reduced matrix TrB˚ = −σJ < 0 and
this system has a zero eigenvalue. Nevertheless, in this case the conditions C(A, T,Ω) and C(A, Q) is
B2 +E2 + 2E = − (p+ ρ3) < 0 holds. These conditions are inconsistent with the type of equation of state
considered in this work. We notice that this situation always occurs when the two conditions C(A, T,Ω)
and C(A, Q) must be satisfied simultaneously.
(AT Q ξ): in this case the problem is simplifies considerably and we find the relations C(A, ξ), C(A, T ) and
C(A, Q). Moreover, one has that E˙ = −j. The evolution equations B˙ = 0, B˙ = 0, Ω˙ = 0, and Φ˙ = 0 give
rise to repeated zero eigenvalues. In addition one has the eigenvalue λ = −σJ < 0.
(AT Q Ω): in this case one readily has that Φ˙ = 0. The associated rank 5 matrix has a zero eigenvalue with
multiplicity 2. In addition, one has that c6 = TrB˚ = −σJ < 0. Thus, imposing the condition c6c7 > 0
leads to ξ˚2 > −(B˚2 + E˚2 + 3E˚)/26. However, in this case the relations C(A, T,Ω) and C(A, Q) hold. These
cannot be satisfied for ordinary matter density (i.e. such that ρ > 0) and the given equation of state.
The case A = 0, T = 0, ξ = 0 (AT ξΩ): the assumptions A = 0, ξ = 0 and Ω = 0 lead using equation (59g) to
B = 0. From equation (60a) one obtains the conditions C(A, T,Ω), and Φ˙ = B˙ = 0. Thus, we analyse the
system (AT ξΩB). There is a zero eigenvalue with multiplicity 3. In addition, one has λ1 = −σJ < 0 and
λ± = 14 (−(3 + vs)3˚Σ±
√
8(1 + vs)2ρ˚+ (vs − 1)2(3˚Σ)2), the condition λ± < 0 is satisfied for
Σ˚ > 2(1 + vs)
√
ρ˚/(3(vs + 5 + 2
√
3)(vs + 5− 2
√
3)).
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The case A = 0, Q = 0, ξ = 0 (AQ ξΩ): this case reduces to (AQ ξΩB) with C(A, Q). From the associated rank
6 matrix trace we infer that the system is certainly unstable if Σ˚ ≥ Σs ≡ σJ/3(6 + vs). On the other hand, if
the system is stable, then the following conditions must be verified: (a) E˚ > E˚p with T˚ > −3Σs, or (b) E˚ ≤ E˚p
and T˚ > T˚p where we introduced the following notation
E˚p ≡ 4(6 + vs)
2(2 + 3vs(2 + vs))ρ˚+ 3(61 + 4vs(6 + vs))σ
2
J
6(6 + vs)2
,
T˚p ≡
−6(5 + vs)σJ +
√
6
√
(59 + 20vs)
(
2(2 + 3vs(2 + vs))ρ˚− 3E˚
)
+ 6(5 + vs)2σ2J
177 + 60vs
.
This condition correspond to the requirements c4 > 0 and TrB˚ < 0 arising, in turn, from c5 = −TrB˚ > 0 and
c4c5 > 0. It can be also written as:
o
Σ < Σs and (
o
E)2+(
o
B)2 < −[3+vs(9+4vs)]oρ+3
o
Σ[3(59+20vs)
o
Σ−4(5+vs)σJ ].
The case A = 0, Φ = 0 and ξ = 0 The case (AΦ ξΩ) reduces to (AΦ ξΩB). We can say that the rank 6 system
is unstable when Θ˚ ≤ 3(5Σ˚− 2σJ)/2(14 + 3vs).
The case A = 0, T = 0, Q = 0 and ξ = 0 In this case one has (AT Q ξΩ) which reduces to (AT Q ξΩB). This
system is characterised by Φ˙ = 0, B˙ = 0, E˙ = −j. There are the eigenvalues λ = 0 with multiplicity 4 and
λ1 = −σJ < 0. Nevertheless, one has that C(A, T,Ω) and C(A, Q. These conditions cannot be satisfied by the
assumptions ρ > 0 and the given equation of state.
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