Abstract-An instruction set extension designed to accelerate multimedia applications is presented and evaluated. In the proposed complex streamed instruction (CSI) set, a single instruction can process vector data streams of arbitrary length and stride and combines complex memory accesses (with implicit prefetching), program control for vector sectioning, and complex computations on multiple data in a single operation. In this way, CSI eliminates overhead instructions (such as instructions for data sectioning, alignment, reorganization, and packing/unpacking) often needed in applications utilizing MMX-like extensions and accelerates key multimedia kernels. Simulation results demonstrate that a superscalar processor extended with CSI outperforms the same processor enhanced with Sun's VIS extension by a factor of up to 7.77 on key multimedia kernels and by up to 35% on full applications.
. C code for saturating add. media instructions exploit SIMD parallelism at the subword level, i.e., they operate concurrently on, e.g., eight 8-b or four 16 -b values packed in a 64-b register.
It has been shown that these extensions can improve the performance of many multimedia kernels and applications (see, e.g., [1] , [8] , and [9] ). Nevertheless, they have several limitations which can be summarized as follows.
• Because the size of the multimedia registers is visible at the architectural level, loops have to be strip mined at the length of these registers. This, however, implies that when the register size is increased to exploit more data parallelism, existing codes have to be modified to benefit from the wider datapath. Furthermore, increasing the register size may not be beneficial, because media kernels often operate on submatrices and the vector length in both directions is rather small.
• If the multimedia extension is implemented next to a superscalar core, a second option to exploit more parallelism is to add more multimedia functional units and to increase the issue width. However, it is generally accepted that this requires a substantial amount of hardware and may negatively affect the cycle time [10] , [11] .
• Another limitation is the overhead for data conversion and reorganization. Because the storage format (how data is stored in memory) is often too small for intermediate computations to occur without overflow, data needs to be converted (unpacked) to a wider computational format. In addition, alignment-related instructions are required if data is not stored at an aligned address and rearrangement instructions are needed if data is not stored consecutively.
• In addition, codes implemented using SIMD instructions typically incur loop overhead instructions needed for managing address and induction variables and branching. The C-function depicted in Fig. 1 illustrates some of these limitations. This function adds two blocks of pixels and is taken from an MPEG decoder. The array Clip is used to saturate the result of the addition to the minimum/maximum value representable by an unsigned byte.
In order to bring the data in a form amenable to SIMD processing, a large number of instructions must be executed. First, alignment instructions are required because the bp and rfp pointers might not be 8-B aligned. Second, the data needs to be loaded and the data within the registers needs to be rearranged so that the elements of bp and rfp are at corresponding positions. After that, the elements of rfp need to be unpacked to 16-b values. Only then the addition can be performed. Thereafter, the results need to be rearranged and packed again before they can be written back to memory. We implemented this kernel using Sun's Visual Instruction Set (VIS) [6] . Our implementation is available at http://ce.et.tudelft.nl/~benj/csi. It shows that in the worst case 32 instructions are needed to compute 8 pixels of the result. So, assuming perfect instruction and data caches and no dependencies, a four-way VIS-enhanced superscalar processor requires at least cycles. If the bp and rfp pointers are 8-B aligned, 15 instructions are needed.
In this paper, we propose an ISA extension called complex streamed instructions (CSI) that addresses the limitations described above. CSI instructions process 2-D data streams stored in memory. There is no architectural (programmer-visible) constraint on the length of the streams, since the hardware is responsible for sectioning, i.e., for dividing the streams into sections which are processed in a SIMD manner. A single CSI instruction performs address generation and alignment, data loading and reorganization, packing and unpacking, as well as the operation that needs to be performed. In addition, CSI provides some special-purpose instructions that provide performance benefits on key multimedia kernels. This paper is organized as follows. Related work is discussed in Section II. The CSI architecture is described in Section III and a possible implementation is given in Section IV. The CSI extension is experimentally validated and compared to VIS and SSE in Section V. Conclusions are drawn in Section VI.
II. RELATED WORK
There are many media processing approaches, varying from general-purpose processors (GPPs) extended with SIMD media instructions to dedicated hardware implementations. Since CSI belongs to the former class, we restrict ourselves to a discussion of general-purpose processors enhanced with media instructions and some programmable media processors based on vector architectures.
As mentioned before, many GPPs have been extended with SIMD instructions, e.g., MMX [4] , SSE [5] , VIS [6] , MVI [12] , and AltiVec [7] . SIMD media instructions pack multiple, small-data elements into a wide (typically 64-or 128-b) register and process all elements (or subwords) in parallel. Fig. 2 illustrates a SIMD operation that adds two vector registers, each of which contains four 16-b values. The main differences between the various SIMD extensions are the location of the media or vector registers, the size of these registers (which determines the number of subwords that can be processed simultaneously), and the number of instructions supported. MMX and VIS, for example, provide 64-b wide SIMD operations and the media registers correspond to the floating-point registers. SSE and AltiVec, on the other hand, provide a separate file of 128-b wide media registers. The number of SIMD instructions supported varies significantly, from 13 in MVI to 121 in VIS.
Slingerland and Smith [13] study the performance of various SIMD instruction sets on several multimedia kernels. Interestingly (and independently), they also found two factors that limit the performance of current media ISA extensions: storage formats which are insufficient for computation (necessitating conversion overhead), and nonunit strides. They, therefore, propose a SIMD architecture that implicitly unpacks while loading, implicitly packs while storing, and provides strided load and store instructions. They do not evaluate the performance of the proposed architecture, however, and their proposal requires overhead for managing address and loop control variables. Moreover, in their proposal the vector length is architecturally visible.
The matrix oriented multimedia (MOM) extension [14] contains instructions that can be viewed as vector versions of SIMD instruction, i.e., they operate on matrices and each matrix row corresponds to a packed data type. MOM allows an arbitrary stride between consecutive rows but requires a unit stride between consecutive row elements and also requires explicit (un)packing if the storage format is inappropriate for computation. Furthermore, MOM does not provide floating-point SIMD instructions and has only limited support for conditional execution.
The Imagine processor [15] has a load/store architecture for one-dimensional (1-D) streams of data records. It is suited for applications performing many operations on each element of a long, 1-D stream, but appears to be less suited when only a few operations on each record are performed or when the vector length is small.
The Vector IRAM (VIRAM) [16] is a register-to-register vector architecture supporting narrow data types. The elements in a vector register can be 16-, 32-, or 64-b wide. As in CSI, a control register specifies the element size (called the Virtual Processor Width or VPW in [16] ). When the VPW is larger than the size of data in memory, vector load and store instructions imply a conversion between storage and computational format. For example, when the VPW is 16 b, the vector-load-byte instruction implicitly converts to 16-b values. VIRAM also supports strided and indexed addressing modes. These techniques reduce the overhead needed for managing address variables, loop control, and (un)packing. However, VIRAM seems less suited for algorithms that process 2-D submatrices.
CSI was originally presented in [17] and evaluated in [18] . Thereafter, Talla and John [19] also observed that the performance of SIMD-enhanced processors is limited by the overhead required for bringing data in a form suited for SIMD processing. They proposed the MediaBreeze architecture, which contains instructions that support five levels of looping. CSI instructions support at least two levels and special-purpose CSI instructions can support more (that could exceed five levels of looping).
Another proposal more recent than CSI is the reconfigurable streaming vector processor (RSVP) [20] . The authors also observed that in SIMD-enhanced processors, the amount of parallelism is determined by the width of the programmer-visible media registers. In CSI, as well as the RSVP, the amount of parallelism is limited only by resource limitations and algorithm/data structure characteristics, which allows the same program to take full advantage of a wide range of implementations. The RSVP has a similar setup (i.e., host interaction) but requires additional programming based on data flow graphs to perform the CSI-like functions.
Finally, we remark that there have been several general-purpose vector architectures in the past, e.g., [21] and [22] . For such architectures, a single vector instruction could process only a limited number of elements, called the section size [21] . Processing a longer vector required several loop iterations and sectioning instructions. CSI differs from the mentioned approaches because it does not need explicit sectioning and, therefore eliminates associated overhead instructions required for loop control, address generation, and memory access. Additionally, CSI allows deterministic prefetching for general vector accesses. Finally, when operating on vectors with nonunit strides, CSI does not need instructions to rearrange elements as, for example, CDC Cyber 200 (Model 205) requires [21] .
III. THE CSI ARCHITECTURE
In this section, we describe the CSI architecture, i.e., the structure and functionality of the processor visible at the (assembly) programming level.
A. CSI Streams
CSI is a memory-to-memory architecture for 2-D streams of arbitrary length. CSI streams are divided into two categories: arithmetic and bit streams. Elements of an arithmetic stream are 8-, 16-, or 32-b wide and represent fixed-point or floating-point data. Streams are located in memory following the (2-D) strided access pattern depicted in Fig. 3(a) . We allow for an arbitrary stride between consecutive row elements as well as between consecutive rows. Commonly, consecutive row elements are stored sequentially, but nonunit strides can be found, e.g., in the color conversion phases of JPEG. As depicted in Fig. 3(b) , stream elements are addressed in row-major order. This means, for example, that the sixth element is located in the second column of the second row.
Elements of a CSI bit stream are 1-b wide and should be stored contiguously in memory. Such streams are used for masked/conditional operations, and therefore, are also referred as mask streams. Bit streams need to be byte-aligned and the first element corresponds to the most significant bit of the byte located at the base address. Fig. 4 depicts all programmer-visible CSI registers. Rather than encoding all parameters that specify a stream in the instruction (which would necessitate very long instructions), each arithmetic stream is specified by a set of stream control registers (SCR-set). There are 16 of such sets, each of which consists of the following eight 32-b registers. 1) Base. This register contains the starting or base address of the stream. The only alignment restriction is that the address must be a multiple of the element size (in bytes). The base address of the stream depicted in Fig. 3 elements of the stream depicted in Fig. 3 have been completely processed, and (rows and columns are numbered from zero).
B. CSI Architecture State
As indicated in this list, each stream control register in an SCR-set has a number between 0 and 7 by which they are addressed by the instructions that move data to/from them. For example, the instruction csi mtscr SCRS1, 0, r4 copies the address contained in general-purpose register r4 to the Base register of SCR-set SCRS1.
Similarly, a CSI mask stream is specified by a set of mask stream control registers (MSCR-set). There are 16 such sets, each consisting of three 32-b registers: Base, Length, and CurrElem, which contain the base address, the number of elements, and the number of the element that is currently being processed, respectively.
The 128-b stream status register (SSR) contains control information. If the mask bit (bit 0) is set masked versions of instructions are executed. The sequential mode bit (bit 1) controls if stream elements are processed one by one or in parallel. This is useful during debugging since it allows to identify the element that caused an exception. The other three fields in this register are used for interrupt handling. They identify the stream that caused the exception, designate the type of exception, and contain a copy of the instruction that caused the exception. Some bits in the SSR are currently unused. They are provided for possible future extensions.
The two accumulation registers and are used by accumulation-related CSI instructions. They are described in Section III-C2. Table I summarizes the CSI instruction set. We use, e.g., the notation to denote that an instruction takes an arithmetic stream and a scalar register as input and produces an arithmetic stream. For reasons of space, not all 47 CSI instructions are included in this table. Detailed descriptions of all instructions are available in [23] .
C. CSI Instruction Set
The CSI instruction set is divided into the following categories: basic arithmetic and logical instructions, accumulation instructions, special-purpose instructions, stream reorganization instructions, and auxiliary instructions. In this section, these instruction categories are described.
1) Basic Arithmetic and Logical Instructions:
These instructions perform pairwise addition, multiplication, bitwise AND, and other elementary operations. Examples of such instructions are csi add SCRS1, SCRS2, SCRS3, which adds corresponding elements of the streams described by SCRS2 and SCRS3 and writes the results to the stream designated by SCRS1, and csi mul reg SCRS1, SCRS2, r1, which multiplies the stream specified by SCRS2 with the scalar value contained in the integer register r1.
2) Accumulation Instructions: Accumulations are very sensitive to latency because every accumulation needs the previous value as input. Our solution for this problem is common in traditional vector architectures (e.g., [21] ) and a similar solution has been proposed for MOM [24] . Let SIMD width denote the number of bytes the CSI execution unit processes in parallel. Furthermore, let be the number of single-precision FP values that can be processed in parallel and let the floating-point partial sum number (FPSN) be the ratio of the latency of an FP addition to , the reciprocal of the throughput. The accumulator register consists of 32-b elements . Accumulation is performed in two stages. In the first, partial sums are produced as follows: the first elements are added in parallel to cycles later the next elements are added to , and so on. By the time the last elements of the register have been reached, the first elements are available again and so the computation "wraps-around." In this way, the pipelines are fully utilized. This stage is carried out by the instruction csi acc. When all elements have been processed, the csi acc psum instruction accumulates the partial sums and places the result in a general-purpose register.
Integer accumulations are performed similarly but employ the integer packed accumulator register . This register is bytes wide, where IPSN is the integer partial sum number. Employing such a wide accumulator avoids having to promote the operands to a wider format. Similar accumulators are employed in DSP architectures as well as MDMX [25] . In several media applications, every consecutive elements of a long stream of elements need to be accumulated producing an output stream of elements. is usually small and since each CSI instruction incurs a certain startup cost, using separate csi acc to accumulate every consecutive elements would be inefficient. CSI, therefore, provides an "accumulate section" instruction csi acc section SCRSi, SCRSj, rk that (implicitly) divides the input stream specified by SCRSj into sections of rk consecutive elements, accumulates the elements within each section, and stores the obtained sums to the stream specified by SCRSi. This operation was found useful for, e.g., the modeling and projection stages of the 3-D geometry pipeline, where a small (3 3 or 4 4) matrix is multiplied with a long sequence of small (3-or 4-element) vectors.
3) Special-Purpose Instructions: We found that many kernels can be implemented using one or a few elementary CSI instructions. There are also kernels, however, that perform more complex operations and so need to be synthesized using multiple basic CSI instructions. It has been shown that many of these complex operations can be implemented in an area comparable to that of one or a few ALUs and do not require more cycles than basic operations (see, e.g., [26] and [27] ). The huge performance benefits provided by such special-purpose instructions warrant their implementation.
We provide three examples of such CSI instructions. The csi sad instruction computes the sum of absolute differences of two streams. It is used to implement the most time-consuming routine in MPEG-2 encoding, motion estimation.
Thecsi paeth instruction performs Paeth prediction, encoding, and decoding that is used in the PNG standard [28] . Finally, the csi dct and csi idct perform 1-D (inverse) discrete cosine transform on every 8 consecutive elements of a stream and are used in various image and video codecs.
4) Conditional Execution and Stream Reorganization Instructions:
Several multimedia kernels, in particular 3-D graphics kernels, contain loops with if-then or if-then-else statements in the loop body. Without proper architectural support, these constructs prohibit the use of vector instructions. A solution commonly employed by conventional vector processors is masking. First, a mask vector consisting of single bit elements is produced. Thereafter, a masked instruction is executed that only writes its result if the corresponding bit in the mask vector is set. CSI employs the same technique, with mask streams used to control conditional execution. To save opcode space, the mask bit of the SSR determines if the masked or nonmasked version of an instruction should be executed. For example, if the mask bit is set, the instruction csi mul SCRSi, SCRSj, SCRSk, MSCRSl is executed under control of the mask stream MSCRSl. If it is not set, the mask stream is ignored and the instruction is executed unconditionally. Mask streams are usually generated by the csi cmp instruction.
The disadvantage of masked execution is that when many masks are 0, the corresponding operations turn into no-ops, i.e., they are performed but their results are discarded thereby reducing the efficiency. A solution to this problem is to split a data stream into shorter ones depending on the mask value [15] . For this purpose CSI provides stream reorganization instructions. For example, csi extract extracts elements that correspond to the nonzero bits in the mask stream. The obtained stream can then be processed without no-ops, and the results can be inserted back to the appropriate positions by means of the csi insert instruction.
5) Auxiliary Instructions: These instructions are used to move data to or from individual stream control registers, accumulation registers, and the SSR. For example, the instruction csi mtscr SCRSi, j, rk (move to stream control register) copies the content of general-purpose register rk to SCR j of SCR-set SCRSi. The instruction csi mtscri SCRSi, j, imm16 is similar but moves a 16-b immediate to the SCR. These instructions are commonly used to initialize the SCRs.
D. Example
The CSI code for the Add Block kernel depicted in Fig. 1 is available at http://ce.et.tudelft.nl/~benj/csi. It shows that 12 setup instructions need to be executed to initialize the stream control registers. After that, the nested loop is substituted by a single csi add instruction. We estimate the performance of this kernel, assuming that the base processor is a four-way superscalar, perfect instruction and data caches, and that the datapath of the CSI execution unit is 128 b wide (the same assumptions as in Section I). Since the setup instructions are independent and processed by the superscalar core, it takes cycles to execute them. Furthermore, the pipelined datapath presented in the next section shows that there are eight stages, each of which is assumed to take 1 cycle. It, therefore, takes 8 cycles before the first 8-B result is produced, and after that, 8 B of the result are produced every cycle. So, in total 18 cycles are required. Compared to the 64 cycles needed by a four-way VIS-enhanced superscalar processor, this corresponds to a speedup by a factor of 3.56. If all pointers would be aligned, the speedup would still be 1.67.
IV. IMPLEMENTATION
In this section, we sketch a possible datapath for the CSI execution unit and discuss some other implementation issues.
A. CSI Datapath
A CSI instruction such as csi add not only performs pairwise addition but also loading and storing, packing and unpacking, etc. Since these operations are independent, they can be pipelined. The CSI execution unit is, therefore, organized as a pipeline consisting of eight stages, as depicted in Fig. 5 . For clarity, some parts have been omitted.
In the first stage, the source streams address generators AG1 and AG2 generate addresses aligned at cache-block-boundaries. In addition, they generate a position mask that indicates the bytes in the cache block that contain stream data. The aligned addresses are appended to the load queue.
In the second stage, the addresses at the front of the load queue are used to fetch blocks containing stream data from the L1 data cache. We decided to interface the CSI execution unit to the L1 cache rather than the L2 cache or main memory for the following reasons: first, Ranganathan et al. [1] as well as Slingerland and Smith [29] observed that multimedia applications exhibit high L1 data cache hit rates; second, since the L1 cache is on-chip, it is not expensive to implement a wide path between the cache and the CSI execution unit, so that a whole cache block can be transferred in a single access; and third, this organization keeps the cache coherent with memory. Since a two-ported cache is assumed, the cache ports need to be shared between the load and store queues. We remark that data is implicitly prefetched in two ways. First, data is loaded before it is needed because the load queue fetches entire cache blocks but the CSI processing units process only part of them. Second, since the load queue has eight entries and attempts to access the nonblocking L1 data cache each cycle, the memory latency can be hidden.
In the third stage, the bytes that contain stream data are extracted based on the masks produced by the address generators and placed consecutively in one of the input buffers. The extract unit is similar to a collapsing buffer [30] .
In the fourth stage, provided the input buffers contain sufficient data, the data is unpacked from storage to computational format. Signed values are sign-extended and unsigned values are padded with zeroes. These operations are controlled by the Format register of the corresponding SCR-sets.
In the fifth stage, the CSI SIMD processing units perform packed operations on the data contained in the input latches.
The inputs of these units are bytes wide, so they process either bytes, 16-b values, or 32-b values in parallel. The outputs are twice as wide as the inputs, so no overflow occurs during computation. In Fig. 5 , three SIMD units are shown: 1) a SIMD adder that performs packed additions, subtractions, and logical operations; 2) a SIMD multiplier that performs packed multiply and divide operations; and 3) a special functional unit (SFU) that implements the special-purpose instructions.
In the sixth stage, the data contained in the output latch is converted from computational to storage format, controlled by the Format register of the destination stream.
In the seventh stage, the insert unit performs the inverse operation of the extract unit, i.e., it "scatters" the stream elements so that they are placed in their correct positions.
Finally, in the eighth stage, the store queue writes a cache block of data to the L1 data cache. It performs a partial store operation, similar to the VIS partial store instruction. The address generator AG3 has already generated the cache-block-aligned address for the destination stream.
It is assumed that each stage except the fifth stage takes one cycle. The latency of each SIMD unit is taken to be equal to the latency of the corresponding VIS or scalar unit. The extract (insert) unit may require more than one cycle, but since the unpack (pack) unit is very simple, it is reasonable to assume that they take 2 cycles collectively. We finally remark that in [31] we presented a detailed description of the CSI execution unit with a three-stage pipelined implementation of the CSI address generators. We have performed experiments assuming a 3-cycle latency instead of single-cycle one and found that this increases the execution time by at most 5%.
B. In-Order Execution
It is important to realize that CSI instructions that access memory are executed in-order, even though the base processor is superscalar. For such instructions it needs to be ensured that there is no memory dependency with other CSI instructions or scalar load/store instructions. Furthermore, we do not speculatively execute memory-to-memory CSI instructions. Instructions that set control registers, however, are executed by the superscalar core. This helps to keep the startup cost low. We, therefore, took the following conservative approach. When a CSI instruction that accesses memory is detected in the instruction stream, the pipeline is stalled until all instructions prior to the CSI instruction are completed. After that, the instruction is issued for execution. Instruction fetching resumes when the CSI instruction is completed.
C. Interrupts and Context Switching
All CSI instructions can be interrupted during execution. For multimedia applications, however, one does not always want to detect arithmetic exceptions, because small differences in accuracy are acceptable as long as they are visually imperceptible. CSI, therefore, allows interrupts to be disabled and when they are, a bit in the Format control register signifies if wrap-around or saturation arithmetic should be performed.
If arithmetic exceptions are enabled or if another type of exception occurs, they are handled as follows. The execution of a CSI instruction is represented as a sequence of units of operation (UOPs). In each UOP, a fixed number of consecutive stream elements are processed. This number is determined by the width of the CSI SIMD units and the size of the elements during computation. If a UOP has been performed successfully (i.e., the elements have been loaded, the SIMD operation has been performed, and the results have been stored without exceptions), the Base, CurrCol, and CurrRow control registers are advanced to the address of the first element to be processed by the next UOP, and the row and column position of this element, respectively. If an exception occurs during the current UOP, the control registers are not updated. This allows to restart the instruction from the current UOP. The CurrCol and CurrRow are reset when the instruction is completed, so they do not have to be initialized explicitly.
On a context switch, all SCR-sets need in principle to be saved and restored. In order to reduce the cost of context switching, valid and dirty bits can be associated with each SCR-set [21] . The valid bits indicate the SCR-sets that are live, i.e., that will be used again. They must be cleared by the compiler or programmer every time an SCR-set is released. The dirty bits indicate which SCR-sets have changed since the last context switch. Since, usually, only a few SCR-sets are active, this reduces the amount of data that needs to be saved and restored on a context switch.
V. EXPERIMENTAL VALIDATION
In order to validate the proposed ISA extension, we compare the performance achieved by a superscalar processor extended with CSI to the performance attained by a VIS-enhanced processor using integer media benchmarks. Because VIS does not support floating-point SIMD instructions, we use Intel's SSE extension for the 3-D graphics benchmark.
A. Experimental Setup 1) Benchmarks and Simulation Tool:
We attempted to cover a wide spectrum of media processing workloads: image compression and decompression (JPEG), 2-D image processing (the add8, blend8, scale8, and convolve3 3 kernels from Sun's VIS Software Developer Kit (VSDK) [32] ), video compression (MPEG-2), and 3-D Graphics (SPEC's Viewperf). The JPEG and MPEG-2 codecs were taken from MediaBench [33] .
We developed near cycle-accurate simulators of VIS-, SSE-, and CSI-enhanced superscalar processors by extending the sim-outorder simulator of SimpleScalar (release 3.0) [34] . A corrected version of SimpleScalar's memory model was used based on the SDRAM specifications given in [35] .
2) Methodology: The most time-consuming routines were identified using the sim-profile tool. Subsequently, the kernels that contain a substantial amount of data-level parallelism and whose key computations can be replaced by VIS, SSE, or CSI instructions were coded in assembly. The identified kernels are Add Block (MPEG2 frame reconstruction), Saturate (saturation of 16-b elements to 12-b range in MPEG decoder), dist1 (sum of absolute differences for motion estimation in MPEG), ycc rgb convert and rgb ycc convert (color conversion in JPEG), h2v2 downsample and h2v2 upsample (2:1 down-and upsampling of a color component in JPEG), Fast idct and jpeg idct islow (inverse discrete cosine transform in MPEG2 and JPEG), and xform points 4fv and gl color shade vertexes fast (transform and lighting stages of the 3-D geometry stage in Viewperf). We had to code the kernels ourselves because, to our knowledge, there is no publicly available compiler that generates VIS or SSE code. 1 However, we based our implementations on vendor supplied codes [32] , [37] , [38] when possible. We remark that in our experience, coding kernels in assembly using CSI instructions is easier and less error-prone than using VIS or SSE instructions, because the programmer does not have to explicitly administer data promotion and demotion, address alignment, or data reorganization, etc.
3) Modeled Processors: The base processor is four-way superscalar but larger issue widths are also considered. The instruction window size [i.e., the number of entries in the register update unit (RUU)] was fixed at 64 because larger sizes provided no performance benefit. Table II summarizes the basic processor parameters and lists the number of FUs of each type and the instruction latencies.
The VIS-enhanced processor has two VIS adders that perform partitioned add, subtract, merge, expand, and logical operations, and two VIS multipliers that perform the partitioned multiplication, compare, pack, and pixel distance (SAD) operation. VIS instructions operate on the floating-point register file and have a latency of 1 cycle, except for the pixel distance and packed multiply instructions which have a latency of 3 cycles. This is modeled after the UltraSPARC [6] with two exceptions. First, in the UltraSPARC the alignaddr instruction cannot be executed in parallel with other instructions. This limitation 1 A compiler that translates loops to code that uses the SIMD extensions to the Intel architecture has recently been described in [36] .
is not present in the processor we simulated. Second, the Ultra-SPARC has only one 64-b VIS multiplier. We assumed two in order to perform a fair comparison between VIS-and CSI-enhanced processors, since the width of the CSI execution unit is 128 b. Any speedup of CSI over VIS should, therefore, not be attributed to different degrees of parallelism. We remark that a superscalar processor with two VIS adders and two VIS multipliers is, in fact, capable of processing 256 b in parallel, but only when packed additions and multiplications are perfectly balanced.
SSE instructions operate on a separate register file consisting of 128-b registers. The basic SSE-enhanced processor has one SSE unit that performs all packed floating-point operations. The latencies of SSE instructions are taken to be equal to those of the corresponding scalar instructions.
The datapath of the CSI execution unit is 128-b wide (16 8,  8 16, or 4 32 b) . The latency of a CSI instruction is nondeterministic, since it depends on the stream length and the location of data in the memory hierarchy. However, the latencies of the CSI SIMD units are assumed to be equal to the latencies of their scalar or VIS counterparts. Since there are two multiplications and four additions/subtractions on the critical path of the implemented 1-D IDCT algorithm [39] , the latency of the SFU that performs the 8-point 1-D IDCT is assumed to be cycles. The processors are equipped with a 64 KB, four-way set-associative L1 data cache with a line size of 64 B, and a 256 KB, two-way set-associative L2 data cache with a line size of 128 B. Both caches employ LRU replacement. The L1 hit time is 1cy-cles and the L2 hit time is 6 cycles. Because the benchmarks have small instruction working sets, a perfect instruction cache is assumed. Furthermore, the number of cache ports is fixed at two. Since CSI instructions access up to four data streams, this means that the cache ports need to be shared. The main memory is implemented using SDRAM with a row access, row activate, and precharge time of 2-bus cycles. The 64-b wide memory bus has a frequency of 166 MHz and the ratio of CPU frequency to memory bus frequency was set to four, resulting in a CPU frequency of 666 MHz. Fig. 6 depicts the speedups achieved by the base four-way, CSI-enhanced superscalar over the same processor extended with VIS for VSDK and JPEG/MPEG kernels. The behavior of rgb ycc convert is similar to ycc rgb convert (labeled ycc rgb) and h2v2 upsample is comparable to h2v2 downsample (labeled h2v2) and have, therefore, been omitted.
B. Performance of Image and Video Benchmarks
It can be seen that the processor extended with CSI clearly outperforms the VIS-enhanced processor. The speedup varies from 0.97 to 7.77. There are two cases where CSI is not much more effective than VIS. The first is IDCT. This kernel can be implemented using the special-purpose csi idct instruction. Since VIS does not provide an IDCT instruction, we did not use the csi idct instruction in order to make a fair comparison. Instead, the CSI version is based on the standard definition of the IDCT as two matrix multiplications. The VIS version of this kernel, on the other hand, is based on a highly optimized IDCT algorithm [39] . Therefore, the CSI version of idct executes much more operations than the VIS version. Nevertheless, its performance is comparable to that of the VIS implementation. If the csi idct instruction is employed, CSI is faster than VIS by a factor of 2.48. The second kernel for which CSI is not much more efficient is conv3 3. The reason is that this kernel contains a balanced mix of packed additions and multiplications. As explained in Section V-A3, this means that the VIS-enhanced processor can process 32 B in parallel, whereas the CSI-enhanced CPU processes only 16 B, simultaneously. The largest speedup is obtained for the Saturate kernel. In this kernel, 16-b signed values are clipped to the range (the range of 12-b values). VIS can only clip to the range of 8-or 16-b values and, therefore, the required operation needs to be synthesized. CSI, on the other hand, allows saturation to an arbitrary range during the packing stage. Fig. 7 shows how the kernel-level speedups translate to application-level speedups. Of course, due to Amdahl's law, the speedups for complete applications are smaller than for kernels. Nevertheless, CSI provides a performance improvement of up to 35%. The smallest performance improvement is obtained for the JPEG encoder cjpeg. This is because the kernels rgb ycc and h2v2 together consume only about 10% of the execution time on the VIS-enhanced processor. The largest speedup is achieved for djpeg. The reason is that the ycc rgb and jpeg idct islow kernels account for a large part of the total execution time. The second kernel not only performs IDCT but also dequantization and clipping. While the CSI version of IDCT is 3% slower than the VIS version, dequantization and clipping are significantly faster.
C. Scalability
To exploit more parallelism in a VIS-enhanced superscalar, the issue width and the number of SIMD units have to be increased. For CSI, on the other hand, exploiting more parallelism does not involve issuing and executing more instructions but increasing the datapath width of the CSI execution unit. In this section the scalability of both approaches is investigated.
The amount of parallel execution resources is characterized by the number of bytes that can be processed in parallel. As before, we refer to this number as the SIMD width. For VIS, it is determined by the number of VIS adders and multipliers. For example, a processor with two VIS adders and two VIS multipliers can process 16 B in parallel (32 B with the right operation mix). For CSI, the SIMD width is determined by the width of the CSI datapath.
To determine the scalability of a VIS-enhanced superscalar processor, we consider issue widths of 4, 8, and 16 , and scale the number of functional units of each type accordingly. The number of RUU entries is 64, 128, and 256, respectively, because larger RUUs provided hardly any benefit [40] . Let a VIS-enhanced superscalar processor with an issue width of , a window size of , and a SIMD width of B be denoted by . A similar notation is used for CSI-enhanced CPUs. Fig. 8(a) depicts the speedup of relative to for various kernels. The speedups of relative to are depicted in Fig. 8(b) . All kernels exhibited similar behavior and we, therefore, only present results for four representative kernels.
It can be seen that when the issue width is fixed, increasing the number of VIS units does not provide any benefit. Contention for VIS resources is, therefore, not a problem in a VIS-enhanced processor. Fig. 8(b) shows that CSI, on the other hand, is able to utilize additional SIMD execution resources. The only case where increasing the SIMD width does not yield a significant performance improvement is the h2v2 kernel. The reason is that this kernel is memory-bound. It incurs many cache misses (it processes new image scanlines each time it is executed) and, furthermore, the operation it performs is relatively simple. It can also be observed that the performance of the CSI-extended processors is rather insensitive to the issue width. This is expected since CSI does not exploit instruction-level parallelism and, therefore, does not need to issue instructions in parallel.
It may be argued that the performance of the VIS-enhanced processor does not scale with the number of VIS units because the RUU is not large enough to find sufficient independent instructions. Fig. 9 shows, however, that this is not the case. It depicts the instructions per cycle (IPC) attained by the VIS-enhanced CPUs, normalized with respect to the issue width. It can be seen that's attained by the four-and eight-way VIS-enhanced processors are close to ideal. These IPCs are within 78% to 90% Fig. 9 . Ratio of achieved IPC to issue width for several kernels for VIS-enhanced processors.
of the issue width, which means that performance cannot be improved by more than 11-28% . Therefore, even when the IPC approaches the issue width, the performance of the VIS-enhanced processors will not approach that of the CSI-enhanced CPUs. This shows that the issue width together with the large number of instructions that need to be executed limit the performance of the VIS-enhanced processors.
D. Performance of a 3-D Graphics Benchmark
There are two important differences between 3-D graphics applications and the integer benchmarks studied in the previous section. First, the main data type is single precision floating-point. Because of the dynamic range of this data type, packing/unpacking is not required. Second, the lighting kernel of the geometry stage of the 3-D graphics pipeline contains if-then-else statements. In this section we, therefore, investigate if CSI also accelerates 3-D graphics processing.
Because VIS does not support floating-point SIMD instructions, we use SSE instead. We focus on the geometry stage of the 3-D graphics pipeline. The other two stages (database traversal and rasterization), are commonly performed by the CPU and a graphics card, respectively. Although, some modern cards also perform parts of the geometry computations, this dramatically increases their cost. We employ the industry-standard 3-D benchmark Viewperf from SPEC.
Since a 16-way processor is unlikely to be implemented in the near future, we only consider four-and eight-way processors. They were configured with instruction windows of 128 and 256 entries, respectively, which is twice as large as for the integer benchmarks. This was done to increase the possibility of finding independent instructions, since floating-point SIMD instructions take more time than integer SIMD instructions. Larger windows provided no significant improvements. As was done in the previous section, we also varied the SIMD width. The SSE-enhanced processor was configured with either one, two, or four SSE units, each of which can perform four single-precision floating-point operations in parallel. Accordingly, the CSI execution unit was configured with a datapath width of 16, 32, or 64 B. To investigate if the number of cache ports constitutes a bottleneck, we also consider a 4-ported cache in addition to a 2-ported cache. Fig. 10 depicts the speedups attained by the SSE-and CSI-enhanced processors over the four-way SSE-enhanced processor with a SIMD width of four single-precision FP values. Fig. 10(a) shows the results for the xform points 4fv kernel and Fig. 10(b) depicts the results for the gl color shade vertexes fast kernel. For brevity, these kernels are referred to as xform and light.
It can be observed that although these kernels incur less overhead due to the dynamic range of FP data, the CSI extension provides significant performance gains. For example, on the xform kernel the four-way CSI-enhanced processor that can perform 16 FP operations in parallel outperforms the four-way SSE-enhanced processor with the same processing capabilities by a factor of 2.8. There are two reasons for this. First, CSI eliminates the sectioning overhead (i.e., the overhead associated with managing address and loop induction variables, branch instructions, etc.). Although, SSE also reduces this overhead compared to a conventional superscalar, it is not negligible. Second, the results show that the number of cache ports constitute a bottleneck for the SSE-enhanced processor. This is more significant for the eight-way than for the four-way SSE-enhanced processor, because the number of cache accesses per cycle is smaller when the issue width is 4. There is also Fig. 11 . Speedups of the SSE-and CSI-enhanced processors over the four-way SSE-enhanced processor with a SIMD width of 16 b for the geometry benchmark.
more cache port contention in the xform kernel than in the light kernel. The reason is that the frequency of load/store instructions is higher in the xform kernel than in the light kernel. The performance of the CSI-enhanced processor, on the other hand, is independent of the number of cache ports. The reason is that the CSI execution unit accesses complete cache lines but processes only parts of them (because the SIMD width is smaller than the line size of 64 B). So, the CSI execution unit does not need to perform multiple cache accesses per cycle. Contention for cache ports could be avoided if SSE would provide an instruction that loads multiple consecutive SSE registers. We also remark that CSI performance again scales well with the amount of parallel execution hardware and does not require increasing the issue width. SSE, on the contrary, requires such increases in order to utilize more parallel hardware.
The speedups attained for the complete geometry stage of the 3-D graphics pipeline are depicted in Fig. 11 . Of course, because large parts of the application have not been rewritten, partly because of project time limitations and partly because other kernels do not contain substantial amounts of data-level parallelism, the application speedup is smaller than the kernel speedups. Nevertheless, CSI provides a performance boost of 22% to 80%. We also observe that even though increasing the issue width of the SSE-enhanced processor provided no performance benefit for the xform and light kernels, it does speedup the full application. This is because other code sections benefit from a larger issue width.
VI. CONCLUSION
In this paper, we have proposed a novel media ISA extension called the CSI instruction set. We have found that typically a multimedia kernel must pass through seven steps: 1) generate and align addresses; 2) load data; 3) align data; 4) convert (unpack) data from storage to computational format; 5) process data; 6) convert (pack) data back to storage format; and finally 7) store data. A single CSI instruction carries out all of these tasks. It has been shown that CSI significantly outperforms current multimedia extensions such as VIS and SSE. For example, a four-way CSI-enhanced superscalar processor with a CSI datapath width of 16 B outperforms a four-way VIS-enhanced machine with similar execution resources by factors of up to 7.77 on 2-D imaging and JPEG/MPEG kernels. These kernel-level speedups translate to application speedups ranging from 6% to 35% on image and video codecs. There are two main reasons why CSI achieves higher performance than VIS and SSE. First, CSI practically eliminates the overhead needed to bring the data in a form so that it can be processed in a SIMD manner, such as address and data alignment, (un)packing, and managing address and loop induction variables. Second, even though floating-point SIMD extensions incur less overhead due to the dynamic range of floating-points, CSI reduces contention for cache ports because it fetches complete cache blocks. As a result, a CSI-enhanced superscalar processor accesses the cache less often than processors extended with VIS or SSE. An additional advantage of CSI is that performance can be improved by simply increasing the datapath width of the CSI execution unit without having to increase the issue width. Furthermore, since the code for the CSI architecture is independent of the number of bits or elements that are processed in parallel, the same program can run on different implementations, thereby facilitating code maintenance.
Since CSI instructions that process streams incur a certain startup cost, they are not very efficient when the streams are short. However, because CSI processes 2-D streams, short streams are commonly not encountered. Furthermore, there are two reasons why the startup cost is usually tolerable. First, the instructions that set the SCRs are executed by the superscalar core. Second, CSI instructions often process many different subblocks. This means that only for the first subblock all SCRs need to be initialized. Thereafter, only the base address needs to be changed. Only for one kernel (idct) we observed that VIS was slightly more efficient than CSI. However, this was because the CSI implementation was based on an algorithm, whereas the VIS version was based on an algorithm. If the csi idct instruction is employed, CSI is faster than VIS by a factor of 2.48.
There are several directions for future research. First, we are currently investigating if CSI can be used to improve the performance of scientific and engineering workloads. Second, we intend to investigate if multiple CSI SIMD units can be chained together to avoid having to write temporary streams to the L1 cache. Finally, we plan to develop a VHDL model of the CSI execution unit in order to estimate the area, power, and timing requirements of the CSI execution unit.
