We investigated the relations between ozone (O 3 ), nitrogen dioxide (NO 2 ), and respirable particles less than 10 m in diameter (PM 10 ) and school absenteeism in a cohort of 4th-grade school children who resided in 12 southern California communities. An active surveillance system ascertained the numbers and types of absences during the first 6 months of 1996. Pollutants were measured hourly at central-site monitors in each of the 12 communities. To examine acute effects of air pollution on absence rates, we fitted a two-stage time-series model to the absence count data that included distributed lag effects of exposure adjusted for long-term pollutant levels. Short-term change in O 3 , but not NO 2 or PM 10 , was associated with a substantial increase in school absences from both upper and lower respiratory illness. An increase of 20 ppb of O 3 was associated with an increase of 62.9% [95% confidence interval (95% CI) ϭ 18.4 -124.1%] for illness-related absence rates, 82.9% (95% CI ϭ 3.9 -222.0%) for respiratory illnesses, 45.1% (95% CI ϭ 21.3-73.7%) for upper respiratory illnesses, and 173.9% (95% CI ϭ 91.3-292.3%) for lower respiratory illnesses with wet cough. The short-term effects of a 20-ppb change of O 3 on illness-related absenteeism were larger in communities with lower long-term average PM 10 [223.5% (95% CI ϭ 90.4 -449.7)] compared with communities with high average levels [38.1% (95% CI ϭ 8.5-75.8)]. Increased school absenteeism from O 3 exposure in children is an important adverse effect of ambient air pollution worthy of public policy consideration. (Epidemiology 2001;12:43-54) 
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We investigated the relations between ozone (O 3 ), nitrogen dioxide (NO 2 ), and respirable particles less than 10 m in diameter (PM 10 ) and school absenteeism in a cohort of 4th-grade school children who resided in 12 southern California communities. An active surveillance system ascertained the numbers and types of absences during the first 6 months of 1996. Pollutants were measured hourly at central-site monitors in each of the 12 communities. To examine acute effects of air pollution on absence rates, we fitted a two-stage time-series model to the absence count data that included distributed lag effects of exposure adjusted for long-term pollutant levels. Short-term change in O 3 , but not NO 2 or PM 10 , was associated with a substantial increase in school absences from both upper and lower respiratory illness. An increase of 20 ppb of O 3 was associated with an increase of 62.9% [95% confidence interval (95% CI) ϭ 18.4 -124.1%] for illness-related absence rates, 82.9% (95% CI ϭ 3.9 -222.0%) for respiratory illnesses, 45 .1% (95% CI ϭ 21.3-73.7%) for upper respiratory illnesses, and 173.9% (95% CI ϭ 91.3-292.3%) for lower respiratory illnesses with wet cough. The short-term effects of a 20-ppb change of O 3 on illness-related absenteeism were larger in communities with lower long-term average PM 10 Ambient air pollutants including ozone (O 3 ), nitrogen dioxide (NO 2 ), and respirable particles less than 10 m in diameter (PM 10 ) contribute to the occurrence of respiratory symptoms and diseases including increased occurrence and severity of symptoms, transient changes in lung function, and increased respiratory infections, more visits to physicians and emergency rooms and increased hospital admissions, and changes in lung function and increased mortality. [1] [2] [3] [4] [5] Consideration of a broader group of outcomes, such as school absenteeism, provides a more comprehensive assessment of the adverse impact of ambient air pollution. 6, 7 Illness-related school absenteeism is an important but insufficiently studied outcome in children, a group identified as especially sensitive to the adverse effects of ambient air pollution. 8 Illness-related absences are common events that represent a broad spectrum of morbidity from mild transient illnesses to the most severe and prolonged illnesses that require emergency room visits or hospital admissions. 9 Although most absences are associated with illnesses at the low end of the morbidity spectrum, an absence indicates an illness of sufficient severity to affect the child's daily functioning, as well as child and family coping strategies. 9 -13 Population-based studies show that absence rates vary by school, age, grade, and gender, and are affected by family structure, function, and other social factors.
effects of air pollution on school absences are likely to be due to increases in respiratory illnesses, respiratory illness-related absenteeism can be an important and relatively specific integrative outcome for the assessment of the effects of air pollution on children.
Most research on the effects of air pollution on children's health has focused on self-reported symptoms, indices of respiratory infections derived from clinical visits, medical records reviews, and lung function as outcome measures. 6, 16 Few studies have examined the effects of ambient air pollution on school absenteeism, and none has examined the effects on respiratory-related absences in school-aged children residing in communities with large variations in pollutant levels.
The Children's Health Study (CHS) offers an opportunity to investigate the effects of three ambient pollutants, O 3 , PM 10 , and NO 2 , on school absenteeism with a focus on respiratory illness-related absences. 17 We conducted a substudy within the CHS cohort, the Air Pollution and Absence Study, and examined data on type-specific absence incidence collected by an active surveillance system for a cohort of 4th-grade school children 9 -10 years of age who attended schools in the 12 CHS study communities during January through June 1996.
Subjects and Methods

STUDY DESIGN
The CHS is a 10-year longitudinal study that includes school children who reside in 12 communities within a 200-mile radius of Los Angeles that were selected to represent the broadest range in concentration of the ambient pollutants of interest. Details on the design, site selection, subject recruitment, and assessment of health effects are reported elsewhere. 17 In this report, we focus on school absences among 2,081 children in the 4th grade during the first 6 months of 1996.
PARTICIPANT CHARACTERISTICS
Sociodemographic information, indoor exposures, and medical histories were obtained from questionnaires completed by parents or guardians at study entry in the fall of 1995. Environmental tobacco smoke (ETS) exposure was classified as exposure to a current household smoker or not. The subset of participants with asthma was defined using parent-reported history of physiciandiagnosed asthma. Children with wheezing were defined as having any lifetime history of wheezing. Information regarding the number of hours spent outdoors over a 1-week period was collected by self-administered questionnaire. Children were stratified into "more outdoors" or "less outdoors" groups on the basis of whether they were above or below the median number of hours spent outside (11.25 hours).
ABSENCE SURVEILLANCE
We collected school absence reports from the 27 elementary schools attended by the newly recruited 4th-grade children for the period January 1 through June 30, 1996. Of the 2,081 children in the 4th-grade group, 2,068 were eligible for the absence surveillance because they were enrolled in the CHS at the beginning of the surveillance period. Of these 2,068 children, we excluded 135 from the analysis for the following reasons: 32 withdrew from the study, 90 changed schools during the study period, and 13 did not have absence data because of administrative errors.
Daily absence information was collected using two methods depending on school confidentiality policies. In 12 schools, attendance reports for entire classrooms were collected, and study staff identified absences for participating students. In the remaining 15 schools, school staff members supplied subject-specific absence reports based on lists of subjects provided to them at the beginning of the surveillance period. Study staff requested that absence reports be completed every 2-4 weeks, with the interval depending on the availability of personnel and electronic data systems at individual schools. We defined an absence as a day or an adjacent series of school days in which a participant did not attend school when the school was in session. Over the period of study, we ascertained 8,971 absences.
We established an active surveillance system to collect information about the reasons for absences; we categorized absences as illness-related and non-illnessrelated (these included injuries) and classified illnessrelated absences into gastrointestinal (GI) and respiratory categories. School reports classified absences with nonstandard codes including indicators for non-illnessrelated absences. Non-illness-related absences were not investigated by telephone interviews. Using school reports, study staff assigned daily absence reports to one of two categories: (1) non-illness related and (2) potentially illness related. To ensure adequate parental recall of events associated with the absence of interest, interviews were conducted only for absences that were reported within 4 weeks of occurrence. Of the 3,294 absences reported within 4 weeks, 536 were classified as non-illness absences on the basis of school reports, and 2,758 absences required telephone follow-up.
Telephone interviews were conducted in English or Spanish by trained interviewers using a standardized protocol. Parents were contacted after each absence that was reported within 4 weeks to inquire whether the absence was illness related and if so, what the symptoms were; what the physician diagnoses were, if any; and what medications were used for the reported illness. The interviewers used a list of symptoms to categorize respiratory illnesses (runny nose and sneezing, fever, sore throat, cough, wet cough, dry cough, earache, wheezing, and asthma attack) in addition to stomach problems; head and muscle aches with fatigue; rash or skin problems; watery, itchy, or burning eyes; allergies; and other symptoms. Repeat interviews were conducted for approximately 5% of absences for quality-control purposes.
Each illness-related absence was classified as respiratory or nonrespiratory on the basis of the reported symptoms. We defined a respiratory illness as an illness that included one or more of the following symptoms: runny nose/sneezing, sore throat, cough (any, wet, or dry), earache, wheezing, or asthma attack. Respiratory absences were further classified into non-mutually exclusive categories of upper respiratory illness and/or as one of two types of lower respiratory illness (LRI): LRI with wet cough or LRI with wet cough/wheeze/asthma. We defined an upper respiratory illness as a respiratory illness with one or more of the following symptoms: runny nose/sneezing, sore throat, and earache. GI illnesses included illnesses with "stomach problems" such as vomiting and diarrhea as one of the reported symptoms.
ABSENCE INCIDENCE RATES
We categorized each absence day as an incident or prevalent absence day using absence reports and school calendars to identify the days each school was in session. We defined an incident absence as an absence that followed attendance on the preceding school day. We defined a prevalent absence day as an absence that occurred after an absence on the preceding school day. The date of an absence occurrence was assigned to the incident day of each series of absence days.
We used the daily number of incident absences in each community and the corresponding daily number of children at risk for an absence in each community to calculate daily community-specific incident absence rates. We defined the number of students attending a school as the number of participants enrolled in a school on a day that the school was in session less the number of prevalent absences. We calculated daily communityspecific incidence rates of absence by pooling the data from the reporting schools in each community and dividing the community-specific number of incident absences by the number of students attending schools in that community on the day of interest. The average incidence rate for school absences was computed for each community by averaging daily rates and for the entire cohort by averaging across days and communities. Stratified rates (for example, by asthma status) were calculated by identifying the number of absences and number of students at risk within each stratum and calculating daily community-specific rates and average rates as described.
On the basis of data collected by the active surveillance system, absences were divided into three mutually exclusive outcomes: non-illness-related absences, illness-related absences, and absences of unknown type (due to failure to obtain necessary classification information). Because some absences were of unknown type, the type-specific absence incidence rates were adjusted for ascertainment failure. To adjust the type-specific incident absence rates, we calculated a daily communityspecific information success ratio, which we defined as the daily proportion of timely absence reports in each community for which sufficient information was obtained to assign the absence as illness related or nonillness related. This success ratio was then smoothed over time using a very rough smoother (using 10 degrees of freedom). The smoothing was intended to reduce the random fluctuation due to the limited number of events on each day within a community but in such a way that it did not substantially alter the overall trend in the data or the observed values. A symptom-specific incidence rate corrected for ascertainment is of the form: (number of incident cases)/(number at risk ϫ smoothed success ratio).
ASSESSMENT OF AIR POLLUTION LEVELS
Levels for O 3 , PM 10 , and NO 2 were measured continuously with hourly averaging at central-site monitors in each of the 12 communities. 18 We calculated the daily 1-hour maximum O 3 , the 24-hour average of O 3 , and the 10 am-6 pm average of O 3 , as well as the 24-hour averages of PM 10 and NO 2 . We focused on the 10 am-6 pm average of O 3 because it is an index of exposure during the temporal peak of ozone and outdoor activity. The 24-hour averages of PM 10 and NO 2 were used because they lack the temporal peak exhibited by O 3 . The monitoring program also reported daily 24-hour average, 24-hour maximum, and 24-hour minimum temperatures at each of the 12 monitoring locations. To assess the effects of long-term average levels of O 3 , PM 10 , and NO 2 on acute effects, we divided communities into high and low groups for each pollutant on the basis of its ranking on average levels for 1995. The high and low groups included the same communities for PM 10 and NO 2 .
STATISTICAL METHODS
To examine acute effects of each air pollutant on the rate of absences, we fitted a two-stage time-series model to the absence count data. 19 -23 Letting c (t) denote the expectation of these absence counts and R c (t) denote the number of children at risk in community c on day t, the first-stage Poisson log-linear model has the form
where b c denotes the average absence rate in community c, adjusted for the effects of time-dependent covariates Z c (t) (for example, temperature, day of the week), and d c is the within-community slope of the regression of change in daily absence rates with change in daily pollution X c (t) centered at the 6-month average for the study period X c . The centering assumes a log-linear relation between the pollutants and absences. Here, s(t) denotes a smooth function of time to account properly for autocorrelation and long-and short-term time trends in the multiple time series of counts. We use 5 degrees of freedom for the 6-month period to remove any temporal cycles of up to 2 weeks. 20 The first-stage model was also adjusted for day of the week (with Friday as the reference day) and temperature (24-hour average, daily minimum, and daily maximum). The offset term, R c (t), in the Poisson model was adjusted by using a smoothed version of the success ratio as described above.
Because the effects of pollutant exposure on a given day are likely to occur over several days, we fit models that allowed acute effects to be distributed over time. To account for a lag structure of the pollution effect, we modified the first-stage model by including communityspecific polynomial distributed lag terms 24 -27 leading to a model of the form: The first-stage regression is followed by an ecologic linear regression model given by:
The stage 2 regression takes the sum of the lagged community-specific effects, d c , and the appropriate variance estimates from stage 1. The parameter ␦ 0 , the mean of the within-community slopes d c , serves as an aggregated acute-effect estimate and is the quantity of primary interest for testing acute effects of air pollutants. Because long-term pollution levels may affect responses to acute changes in exposure level, the stage 2 model includes long-term average levels of any of the pollutants of interest and allows modification of the community-specific slopes for the acute effects by long-term average pollution levels. The parameter ␦ characterizes the modifying effect of the long-term average pollution levels on the relation between change in absences and change in daily within-community pollution levels. Note that we use the deviation of the daily exposure values, X c (t), from X c in the first-stage model to make the within-and between-community comparisons of pollution effects independent. The second-stage "ecologic" regression is weighted by the inverses of the variances of d c .
Using this framework, we fitted separate models for three pollutants; O 3 (24-hour average, daily maximum, and 10 am-6 pm daily average), PM 10 (24-hour average), and NO 2 (24-hour average). To account for effects of long-term ambient pollutant levels, regression models were fitted and the overall summary of acute effect of a pollutant across communities was estimated, adjusted for the 1995 community-specific average levels of a pollutant. The estimate of ␦ 0 provides an overall summary of the acute effects from January through June 1996, adjusted for 1995 average levels of pollution or any other community-specific ecologic factor.
To assess further whether long-term average pollutant levels modify the acute effects of a pollutant, stratified models were fit using categories of high-and low-pollution communities. For any given number of strata, S, the stage 2 model becomes d c ϭ ␦ 0s ϩ c , where s ϭ 1, . . . S and summary estimates are obtained as above. Strata of communities were formed on the basis of rankings using 1995 average pollution levels. We divided communities into high and low based on long-term average levels of O 3 and PM 10 or NO 2 .
Results
The distribution of sociodemographic characteristics, medical conditions, ETS exposure, and outdoor activity varied among the communities ( Table 1 ). The average daily incidence rate for all types of absences combined was 3.07 per 100 student-days based on an average daily attendance of 1,502 students (Table 2) . Average daily absence rates were highest in Lake Gregory and lowest in Upland. Although the method of absence reporting by schools varied by community (Table 1) , the method of school attendance reporting did not appear to have a large influence on incidence rates.
The subset of absences that was reported in a timely enough manner to be eligible for the active surveillance system was an unbiased sample of absences occurring on all days ( Table 2 ). The distribution of determinants of absences and the average daily rates for all types of absences on days that were reported within 4 weeks did not differ substantially from the distribution and average rates on days ascertained over the period of study. The crude average daily rates per 100 participants were 1.07 for non-illness-related absences, 1.34 for illness-related absences, and 0.61 for absences of unknown type ( Table  3 ). The daily information success ratio averaged 0.81, and exceeded 0.72, for all subgroups.
The ascertainment-adjusted daily rate for illness-related absences was higher than for non-illness-related absences for all participants combined (Table 4) . Lake Gregory had the highest adjusted daily rate for illnessrelated absences, and Long Beach had the lowest rate. Illness-related absences were primarily due to respiratory illnesses, most of which had upper respiratory symptoms (Table 4 ). Adjusted daily rates of absences for respiratory illness, upper respiratory illness, LRI with wet cough/ wheeze/asthma, and LRI with wet cough varied among communities and among ethnic and education groups. Rates of absences for respiratory illness and upper respiratory illness were twice as high in Lake Gregory compared with rates in Long Beach. Children with asthma, wheezing, and ETS exposure had higher absence rates for all categories of respiratory illness than children without asthma, wheezing, or ETS exposure. Adjusted absence rates for GI illness did not vary as substantially as rates for respiratory illness by children's asthma status, wheezing status, or ETS exposure (Table 4) . Absences due to GI illness showed a different pattern among ethnic groups and communities from that of respiratory illnesses, with Alpine having approximately 2.5-fold higher rates than Santa Maria and Long Beach.
AIR POLLUTION
The patterns of O 3 , NO 2 , and PM 10 varied markedly within and among the communities (Figure 1) . The average 10 am-6 pm ozone was highest in Riverside and lowest in Long Beach. The communities with the largest daily variations were Mira Loma, Riverside, and San Dimas, with daily levels ranging from lower than the levels observed in unpolluted regions to greater than 150 ppb.
The 24-hour average PM 10 varied by approximately the same magnitude as O 3 ; however, several of the towns with the higher O 3 had lower PM 10 ( Figure 1) . Mira Loma had the highest level and largest range in 24-hour average PM 10 , and several communities had median levels below 20 g/m
3
. The 24-hour average NO 2 levels varied among the communities, and some communities (Lake Gregory and Lompoc) had very low levels ( Figure  1 ). Long Beach, which had low O 3 , had comparatively high NO 2 . Lompoc, Santa Maria, and Atascadero had lower levels of all three of the pollutants of interest. The communities showed a large range of long-term average pollutant levels on the basis of 1995 pollution levels ( Table 5 ). The same six communities were in the high stratum for both NO 2 and PM 10 .
TIME-SERIES REGRESSION
We found that a 30-day lag period with a cubic polynomial-constrained distributed lag model best described the data for all absences, non-illness-related absences, and respiratory absences for all three pollutant metrics of interest. A 15-day lag period provided the best fit for upper and lower respiratory absences for all three of the pollutant metrics.
OZONE
Average O 3 for 10 am-6 pm was strongly associated with illness-related absences and especially respiratory absences. The summary estimates of the percentage increase in absence rates associated with O 3 on each of the 30 lag days are shown scaled to a 20-ppb change in O 3 , a change that is less than the smallest range in any of the 12 communities during the 6-month period of study ( Figure 2) . The acute effects of O 3 were increased at a 3-day lag, peaked at a 5-day lag, and subsequently showed a slow decrease. Overall estimates of the effect of acute change in O 3 on absences are obtained by summing the area under the distributed lag curve over the 30-day lag period. Daily 1-hour peak O 3 produced the same overall results as analyses using the 10 am-6 pm average O 3 .
A 20-ppb increase in O 3 was associated with a 62.9% absence rate increase for illness, 82.9% increase for respiratory illnesses, 45.1% increase for upper respiratory illnesses, 173.9% increase for LRI with wet cough, and 68.4% increase for LRI with wet cough/wheeze/asthma (Table 6 ). To determine the sensitivity of our estimates to the amount of smoothing used to remove seasonal variation, we refitted the models using 3 degrees of freedom and found that the estimates were essentially unchanged. For example, the effect of ozone on respiratory absences changed from an 82.9% increase to an 81.3% increase. Ozone-related increases in all absences and illness-related absences were larger in communities with lower levels of NO 2 or PM 10 than in communities with higher levels of NO 2 or PM 10 ( Table 7) . The acute effects of O 3 on respiratory illness-related absenteeism were also larger in communities with lower long-term average PM 10 (454.9%) compared with communities with high average PM 10 (42.9%).
PM 10 AND NO 2 Daily 24-hour PM 10 was associated with all absences (Table 6 ). However, increased daily PM 10 was only associated with increases in non-illness-related absences. A change of 10 g/m 3 in PM 10 was associated with a 22.8% increase in all types of school absences combined and with a 97.7% increase in non-illness-related ab- sences, but a 5.7% increase in illness-related absences. Daily PM 10 was not materially associated with any of the categories of respiratory illness-related absences. NO 2 had only a weak association with school absenteeism (Table 6 ).
Discussion
We found that day-to-day changes in O 3 were associated with a substantial increase in school absences from both upper and lower respiratory illnesses. Absences were increased 2-3 days after exposure and reached a peak on day 5 after exposure. The short-term effects of O 3 on respiratory illness-related absences are consistent with a large body of evidence on the acute adverse effects of O 3 on children's respiratory health.
3 Exposure to O 3 is known to be associated with increased hospital admissions for respiratory infections among children. Hospital admission ranks as a severe outcome in the range of adverse effects, and most respiratory illnesses do not lead to hospital admission for treatment. School absences due to respiratory illnesses may usefully represent the first tier of adverse effects that are far more common than severe adverse effects. A limited number of studies have examined the relation between O 3 exposure and school absenteeism. In a study in Mexico City of 111 preschool children, O 3 was associated with higher rates of absenteeism due to respiratory illnesses. 29 Children exposed to more than 130 ppb of O 3 on 2 consecutive days had a 20% increase in the occurrence of preschool-reported respiratory ill- nesses. Studies of school absenteeism in California failed to find an association with oxidants or other pollutants, but these studies did not assess the effects of daily changes in pollutant levels on respiratory absences. 30 The relations between other air pollutants, such as SO 2 , and school absences have also been investigated; however, the effects of O 3 were not examined, because levels were considered too low to have adverse effects. 31 We lack data to investigate further the reasons for the smaller effect of acute changes in O 3 on respiratory illness-related absences in communities with high longterm average PM 10 levels. One possible explanation is seasonal attenuation of children's responses to air pollution. Seasonal attenuation of the acute lung function response to O 3 exposure during high-pollution months has been reported, suggesting that long-term exposure to elevated levels of PM can affect acute response to O 3 . 32, 33 The association of daily 24-hour average PM 10 with all absences in this study was primarily due to a relation with non-illness-related absences. The small association with illness-related absences was unexpected, because studies have shown that particulate pollution is associated with reduction in lung function, increased rates of acute bronchitis in children, increased incidence of respiratory symptoms, increased emergency room visits and hospitalizations for respiratory disease, and increased mortality. 5, 17, 34, 35 Our study is consistent with a report by Ransom and Pope, 36 who studied the relation between school absenteeism and PM 10 in Utah Valley for 6 years between 1985 and 1990, using weekly absenteeism data GI ϭ gastrointestinal; ETS ϭ environmental tobacco smoke. * Adjusted for interview failure using the success ratio as described in the methods section.
from one school district and daily data from one elementary school. They observed that a 100 g/m 3 increase in the 28-day moving average of PM 10 was associated with a 40% increase in overall absences and that the effect was larger in younger children. The study did not, however, distinguish between illness and non-illness-related absenteeism. We were unable to investigate directly non-illness absences, because we did not ask about reasons for non-illness absences during interviews. We considered a number of potential sources of bias, such as incomplete control of temporal trends and the effects of temperature and differences in the effects among the communities, by conducting sensitivity analyses. We found the relations were consistent between communities and robust regardless of adjustments for temporal trends and temperature.
Acute effects of NO 2 on school absenteeism were not observed at the levels measured in communities during the period of study. Although NO 2 exposure may be associated with respiratory symptoms, little evidence exists that symptoms from NO 2 exposure result in school absences. 2, 4, 37 In a study of the relation between air pollution and absenteeism in Helsinki, Ponka 38 reported that mean weekly NO 2 concentrations were associated with absenteeism among adults; however, low ambient temperature accounted for the associations with absences among children in day care centers and school children. 38 In the present study, the lack of association may also reflect the narrow range of NO 2 exposure and possible exposure misclassification due to the use of a central site monitor to assign exposure levels. Misclassification of exposure is likely to be the same on different days within each community, suggesting that misclassification is likely to be nondifferential. 39 In preliminary analyses, we used a bidirectional casecrossover approach to assess the air pollution and absence relation; however, the time-series analysis provides an analytic framework that efficiently uses all available information and does not have some of the conceptual drawbacks of the case-crossover approach. 40 -43 The distributed lag model constrained the Our study enrolled and actively followed more than 2,000 4th-grade school children. The active surveillance system and modeling strategy did, however, have some limitations. Although the restriction of absences to those reported within 1 month of occurrence may have introduced bias into our study, it was adopted to minimize any recall bias of absence events by parents. On the basis of the distributions of the study population in the full and restricted sample of absence days, we found little evidence of any selection bias from the restriction. To account for the effects of incomplete ascertainment, we adjusted the denominator of the rates and the offset in the Poisson timeseries models for the proportion of absences with information on absence type. To investigate the robustness of our estimates to the assumptions implicit in this adjustment, we conducted sensitivity analyses by limiting the analyses to those days with greater than 70% ascertainment. Restriction to days with nearly complete information had little effect on the magnitude of the associations. To assess further the potential for bias from the variation in ascertainment, we also examined the relations between the daily pollution and callback rates as well as absence rates and callback rates. We found that the communityspecific smooth success ratios showed, in general, a weak negative correlation with ozone. Because ozone was positively correlated with absence rates over the period of study, a negative bias toward the null would be expected and cannot explain our ozone results. The correlations for NO 2 and PM 10 were generally smaller, making the potential for bias less likely.
We also attempted to examine variation in the relations using models stratified by asthma, ETS exposure, or other sociodemographic factors, but were unsuccessful owing to the short length of time series and the low number of events within communityspecific strata. Lastly, it was not feasible to examine simultaneously the acute effects of multiple pollutants using the two-stage distributed lag framework developed for this analysis. Future development of a binomial time-series model with a flexible distributed lag structure would provide the framework to include individual-level covariates and multipollutant effects in time-series analyses.
In conclusion, relatively small short-term changes in O 3 were associated with increases in respiratory illnessrelated school absences in children 9 -10 years of age. Because exposures at the levels observed in this study are common, the increase in school absenteeism from respiratory illnesses associated with relatively modest day-today changes in O 3 concentration documents an important adverse impact of O 3 on children's health and well-being.
