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UNIQUENESS IN DETERMINING THE ORDERS OF TIME AND
SPATIAL FRACTIONAL DERIVATIVES
BY MASAHIRO YAMAMOTO
Abstract. We prove the uniqueness in determining both orders of fractional time deriva-
tives and spatial derivatives in diffusion equations by pointwise data. The proof relies on
the eigenfunction expansion and the asymptotics of the Mittag-Leffler function.
1. Introduction and main result
Let Ω ⊂ Rd be a bounded domain with smooth boundary, and let α ∈ (0, 2) \ {1} and
0 < β < 1. For suitably given a ∈ L2(Ω), let uα,β = uα,β(x, t) satisfy

∂αt u = −A
βu, x ∈ Ω, t > 0,
u|∂Ω = 0, t > 0,
 u(x, 0) = a(x), x ∈ Ω if 0 < α < 1,u(x, 0) = a(x), ∂tu(x, 0) = 0 if 1 < α < 2.
(1.1)
Here ∂αt denotes the Caputo derivative:
∂αt v(t) =
1
Γ(n− α)
∫ t
0
(t− s)n−α−1
dnv
dsn
(s)ds for n− 1 < α < n with n ∈ N.
Moreover we set
Au(x) = −
d∑
i,j=1
∂i(aij(x)∂ju(x))− c(x)u(x), x ∈ Ω
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where aij = aji ∈ C
1(Ω) for 1 ≤ i, j ≤ n and c ∈ C(Ω), ≤ 0 in Ω, and there exists a constant
µ > 0 such that
d∑
i,j=1
aij(x)ξiξj ≥ µ
d∑
i=1
ξ2i , x ∈ Ω, ξ1, ...., ξd ∈ R.
To A, we attach the domain of the operator:
D(A) = H2(Ω) ∩H10 (Ω),
where H2(Ω) and H10 (Ω) are usual Sobolev spaces.
By the symmetry and positivity of A, we can define the fractional power Aβ of A (e.g.,
Pazy [17], Tanabe [24]). We can interpret 2β as the order of the spatial fractional derivative
because the differential oprerator A is of second order. A special case β = 1 in (1.1) describes
a time-fractional diffusion equation, and is a macroscopic model for the continuous-time
random walk, which is a meaningful model e.g., for anomalous diffusion in heterogeneous
media. As for phyiscal backgrounds, see Metzler and Klafter [16] for example.
There has been the rapidly increasing literature on mathematical works for initial bound-
ary value problem (1.1) for time fractional diffusion equations and we refer only to a very
limited number of articles: Gorenflo, Luchko and Yamamoto [3], Kubica, Ryszewska and
Yamamoto [8], Kubica and Yamamoto [9], Sakamoto and Yamamoto [22], Zacher [27].
For analyzing such an initial boundary value problem (1.1), we need to discuss inverse
problems which are concerned with a quantitative procedure for the determination of pa-
rameters in (1.1) such as α, β, aij(x), etc.
In particular, the orders α and β are essential for modelling the phenomena under consid-
eration. The main purpose of this article is to establish the uniqueness for
Inverse problem.
Let x0 ∈ Ω be given. Determine α ∈ (0, 2) \ {1} and β ∈ (0, 1) by uα,β(x0, t), 0 < t < T .
For the statement of our main result, we need to introduce the eigensystem of the elliptic
operator A of the second order. Let
0 < λ1 < λ2 < .... −→∞
be the set of all the eigenvalues of A, and let ϕkj, 1 ≤ j ≤ mk be an orthonormal system of
eigenfunctions of A for λk, k ∈ N: Aϕkj = λkϕkj, 1 ≤ j ≤ mk.
We further define the Mittag-Leffler function by
Eα,1(z) =
∞∑
k=0
zk
Γ(αk + 1)
, z ∈ C.
It is known that Eα,1(z) is an entire function in z ∈ C (e.g., Podlubny [18]).
3Now we are ready to state our main result.
Thus we have established
Theorem (uniqueness).
Let γ > d
4
. We assume that
a ≥ 0, 6≡ 0 or ≤ 0, 6≡ 0 in Ω, a ∈ H2γ0 (Ω) (1.2)
and there exists k0 ∈ N such that
mk0∑
j=1
(a, ϕk0j)ϕk0j(x0) 6= 0, λk0 6= 1. (1.3)
Then uα,β(x0, t) for 0 < t < T uniquely determines α ∈ (0, 2) \ {1} and β ∈ (0, 1).
Condition (1.3) is essential for the uniqueness of β. Indeed, for simplicity, let each λk
be a simple eigenvalue: mk = 1 for k ∈ N. We write ϕk := ϕkmk = ϕk1 for k ∈ N. Let
λ1 = 1 and a = ϕ1. Then A
βa = a for any β > 0. Then we can readily verify that
v(x, t) = Eα,1(−t
α)ϕ1(x) satisfies (1.1) with a = ϕ1: uα,β(x, t) = Eα,1(−t
α)ϕ1(x). Therefore
we cannot determine β by uα,β(x0, t) = Eα,1(−t
α)ϕ1(x0), because the solution is independent
of β.
The condition (1.3) is satisfied if a(x0) 6= 0 and there exists an eigenvalue not 1.
Indeed we have
a(x0) =
∞∑
k=1
mk∑
j=1
(a, ϕkj)ϕkj(x0).
If
∑mk
j=1(a, ϕkj)ϕkj(x0) = 0 for all k ∈ N, then a(x0) = 0.
For the uniqueness for α, as is seen in the proof, we need not (1.2) itself and the uniqueness
follows from (A−βa)(x0) 6= 0.
As for inverse problems of determining order α, we explain existing related works. Hatano,
Nakagawa, Wang and Yamamoto [4] is an early theoretical work and we further refer to
Ashurov and Umarov [1], Janno [5], Janno and Kinash [6], Krasnoschok, Pereverzyev, Siryk
and Vasylyeva [7], Li and Yamamoto [13], Yu, Jing and Qi [26]. Moreover see a survey
chapter Li, Liu and Yamamoto [11]. In the case of Ω = (0, 1) and A = −∆ in (1.1), the
article Tatar and Ulusoy [25] proves the uniqueness in determining α and β simultaneously
by u(x0, t), 0 < t < T with fixed x0 ∈ (0, 1) under the assumption
(a, ϕk)L2(0,1) > 0 for all k ∈ N. (1.4)
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Here we note that in the one-dimensional Ω, all the eigenvalues are simple: mk = 1 and we
write ϕkmk = ϕk. The condition (1.4) requires the non-vansihing of all the Fourier coeffi-
cients and is essentially different from our conditions (1.2) - (1.3),
In addition to the inverse problems of determining orders, there are very many works on
other types of inverse problems for fractional equations, and we here refer to very limited
related articles: Cheng, Nakagawa, Yamamoto and Yamazaki [2], Li, Zhang, Jia and Ya-
mamoto [10], Li, Luchko and Yamamoto [12], Ruan, Zhang and Wang [20], Rundell and
Zhang [21], Sun, Li and Jia [23], Zhang, Cheng and Wang [28], two survey papers Li and
Yamamoto [14], Liu, Li and Yamamoto [15].
This article is composed of three sections. In Section 2, we will prove the theorem. Section
3 is devoted to concluding remarks.
2. Proof of Theorem
First Step.
In terms of the eigenvalues and the eigenfunctions, we can represent
uα,β(x, t) =
∞∑
k=1
Eα,1(−λ
β
kt
α)
mk∑
j=1
(a, ϕkj)ϕkj(x), x ∈ Ω, t > 0
pointwise under the regularity condition of a in the theorem. More precisely, we have
‖Aγuα,β(·, t)‖L2(Ω) ≤ C‖A
γa‖L2(Ω)
and so we see that uα,β(·, t) ∈ C(Ω) by the Sobolev embedding and 4γ > d.
We assume that
uα,β(x0, t) = uα1,β1(x0, t), 0 < t < T,
for α, α1 ∈ (0, 2) \ {1} and β, β1 ∈ (0, 1). Substituting x = x0, we assume
∞∑
k=1
Eα,1(−λ
β
k t
α)
mk∑
j=1
(a, ϕkj)ϕkj(x0) =
∞∑
k=1
Eα1,1(−λ
β1
k t
α1)
mk∑
j=1
(a, ϕkj)ϕkj(x0), t > 0.
By the asymptotics of Eα,1(−z) with large z > 0 (Theorem 1.4: pp.33-34 in Podlubny [18]),
we obtain
uα,β(x, t) =
∞∑
k=1
mk∑
j=1
(a, ϕkj)ϕkj(x)
Γ(1− α)λβkt
α
+O
(
1
t2α
)
=
1
Γ(1− α)tα
(A−βa)(x) +O
(
1
t2α
)
as t→∞. (2.1)
5We note that the fractional power A−β is defined by
A−βa =
sin πβ
π
∫
∞
0
η−β(A + η)−1adη in L2(Ω), 0 < β < 1 (2.2)
(e.g., Pazy [17], Tanabe [24]).
Second Step.
We here prove
Lemma.
Let a ≥ 0, 6≡ 0 in Ω and a ∈ H2γ0 (Ω) with γ >
d
4
. Then
(A−βa)(x) > 0, x ∈ Ω.
Proof.
By the strong maximum principle for ∆− η with η ≥ 0, we see
(A + η)−1a(x) > 0, x ∈ Ω, η ≥ 0. (2.3)
Indeed we set w = (A+ η)−1a, that is,

∑d
i,j=1 ∂i(aij(x)∂jw)− ηw = −a ≤ 0 in Ω,
w|∂Ω = 0.
The maximum principle (Corollary 4.3 in Renardy and Rogers [19], p.106) yields
min
Ω
w ≥ min
∂Ω
min{w, 0} = 0
and so
w ≥ 0 on Ω. (2.4)
The strong maximum principle ([19], p.109) implies that
w cannot achieve a non-positive minimum at any point in Ω, (2.5)
if w is not a constant function.
Since w|∂Ω = 0, if w is constant, then w ≡ 0, which is impossible by a 6≡ 0. Therefore w
is not constant. Therefore (2.5) holds.
By (2.4) and w|∂Ω = 0, we see that minΩw = 0.
Assume that there exists x0 ∈ Ω such that w(x0) = 0, that is, w attains a non-positive
minimum (i.e., 0) at x0 ∈ Ω. This is impossible by (2.5). Thus (2.3) is verified.
By a ∈ D(Aγ) ⊂ H2γ(Ω) ⊂ C(Ω) with γ > d
4
, by (2.2) we have
Aγ
(
A−βa−
sin πβ
π
∫
∞
0
η−β(A+ η)−1adη
)
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=A−β(Aγa)−
sin πβ
π
∫
∞
0
η−β(A+ η)−1(Aγa)dη,
and so (2.2) holds in C(Ω). We can substitute x = x0 in (2.2) to conclude that (A
−βa)(x) > 0
for all x ∈ Ω. Thus the proof of Lemma is complete.
Third Step.
Since uα,β(x0, t) = uα1,β1(x0, t) for 0 < t < T , the t-analyticity means uα,β(x0, t) = uα1,β1(x0, t)
for t > 0. It follows from (2.1) that
1
Γ(1− α)tα
(A−βa)(x0) +O
(
1
t2α
)
=
1
Γ(1− α1)tα1
(A−β1a)(x0) +O
(
1
t2α1
)
as t → ∞. By Lemma, we see that p := (A−βa)(x0) 6= 0 and p1 := (A
−β1a)(x0) 6= 0. Let
α < α1. Then
p
Γ(1− α)
+O
(
1
tα
)
=
p1
Γ(1− α1)tα1−α
+O
(
1
t2α1−α
)
as t→∞. Letting t→∞, by α1 > α, we reach
p
Γ(1−α)
= 0, which is a contradiction against
p 6= 0. Therefore α1 ≤ α. Similarly we can prove α1 ≥ α. Thus we can conclude α1 = α.
Fourth Step.
Finally we will prove β = β1. Since
uα,β(x0, t) =
∞∑
k=1
mk∑
j=1
(a, ϕkj)Eα,1(−λ
β
kt
α)ϕkj(x0), 0 < t < T,
is analytic in t and convergent pointwise, again by the asymptotics (e.g., Theorem 1.4 (pp.34-
35) in [18]), for any N ∈ N, we have
N∑
ℓ=1
(−1)ℓ+1
Γ(1− αℓ)
1
tαℓ
∞∑
k=1
1
λ
βℓ
k
mk∑
j=1
(a, ϕjk)ϕjk(x0) +O
(
1
tα(N+1)
)
=
N∑
ℓ=1
(−1)ℓ+1
Γ(1− αℓ)
1
tαℓ
∞∑
k=1
1
λ
β1ℓ
k
mk∑
j=1
(a, ϕjk)ϕjk(x0) +O
(
1
tα(N+1)
)
as t→∞. For short descriptions, we set ak =
∑mk
j=1(a, ϕjk)ϕjk(x0), k ∈ N. Then
N∑
ℓ=1
(−1)ℓ+1
Γ(1− αℓ)
1
tαℓ
∞∑
k=1
ak
λ
βℓ
k
+O
(
1
tα(N+1)
)
=
N∑
ℓ=1
(−1)ℓ+1
Γ(1− αℓ)
1
tαℓ
∞∑
k=1
ak
λ
β1ℓ
k
+O
(
1
tα(N+1)
)
as t→∞ for all N ∈ N. Since 1
Γ(1−αℓ)
> 0 if 1− αℓ 6∈ {0,−1,−2,−3, ....}, we obtain
∞∑
k=1
ak
λ
βℓ
k
=
∞∑
k=1
ak
λ
β1ℓ
k
, ℓ ∈ N \
{m
α
}
m∈N
. (2.6)
7Let k0 be the minimum natural number satisfying (1.3): ak0 6= 0. Then
∞∑
k=k0
ak
λ
βℓ
k
=
∞∑
k=k0
ak
λ
β1ℓ
k
, ℓ ∈ N \
{m
α
}
m∈N
.
Case 1: λk0 > 1.
We assume that β1 > β. Multiplying (2.6) with λ
ℓβ
k0
, we have
ak0(1− (λ
β−β1
k0
)ℓ) +
∞∑
k=k0+1
ak

(λβk0
λ
β
k
)ℓ
−
(
λ
β
k0
λ
β1
k
)ℓ = 0 (2.7)
for ℓ ∈ N \
{
m
α
}
m∈N
. By β − β1 < 0, λk0 > 1 and
∣∣∣λk0λk
∣∣∣ < 1 for k ≥ k0 + 1, we have
|λβ−β1k0 | < 1 for k ∈ N and
∣∣∣∣(λk0λk
)β∣∣∣∣,
∣∣∣∣λβk0λβ1
k
∣∣∣∣ < 1 for k ≥ k0 + 1. Then we choose a sequence
ℓn ∈ N \
{
m
α
}
m∈N
such that limn→∞ ℓn =∞.
Indeed we assume that such a sequence ℓn does not exist. Then there exists N0 ∈ N such
that {m
α
}
m∈N
⊃ {N0, N0 + 1, N0 + 2, ...}.
Therefore we can choose m,m′ ∈ N such that m
α
= N0 and
m′
α
= N0 + 1. Hence the
subtraction yields m
′
−m
α
= 1, that is, α = m′−m. This is a contradiction because 0 < α < 2
and α 6= 1.
Then, applying the Lebesgue convergence theorem for the series to the second term on
the left-hand side of (2.7), we reach ak0 = 0. This is impossible and so β1 ≤ β. Similarly we
can prove β1 ≥ β. Therefore we proved β1 = β in the case of λk0 > 1.
Case 2: λk0 < 1.
We assume that β1 > β. we multiplying (2.6) with λ
ℓβ1
k0
. Then
ak0


(
λ
β1
k0
λ
β
k0
)ℓ
− 1

+ ∞∑
k=k0+1
ak


(
λ
β1
k0
λ
β
k
)ℓ
−
(
λ
β1
k0
λ
β1
k
)ℓ = 0
for ℓ ∈ N \
{
m
α
}
m∈N
. Since β1 − β > 0, λk0 < 1 and λk > λk0 for k ≥ k0 + 1, we have∣∣∣∣∣λ
β1
k0
λ
β
k0
∣∣∣∣∣ < 1,
∣∣∣∣∣λ
β1
k0
λ
β
k
∣∣∣∣∣ ,
∣∣∣∣∣λ
β1
k0
λ
β1
k
∣∣∣∣∣ < 1
for k ≥ k0+1. Letting ℓ→∞ within N\
{
m
α
}
m∈N
, similarly to Case 1, we see that −ak0 = 0,
which is impossible. Therefore β1 ≤ β. Similarly we can prove β1 ≥ β. Therefore we proved
β1 = β in both Cases 1 and 2. Thus the proof of Theorem is complete.
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3. Concluding remarks.
• We can discuss the inverse problem by data∫
Ω
uα,β(x, t)ρ(x)dx, 0 < t < T
with suitable weight ρ(x) or
∂uα,β
∂νA
(x0, t), 0 < t < T,
where x0 ∈ ∂Ω is suitably given and
∂v
∂νA
denotes the conormal derivative: ∂v
∂νA
(x) =∑d
i,j=1 aij(x)νj(x) with the outward unit normal vector (ν1(x), ..., νd(x)) to ∂Ω.
• The uniqueness is the primary theoretical issue for the inverse problem. The stability
is also important but it is open so far.
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