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Abstract
Standard models assign disease progression to discrete categories or stages based on well-
characterized clinical markers. However, such a system is potentially at odds with our understanding
of the underlying biology, which in highly complex systems may support a (near-)continuous
evolution of disease from inception to terminal state. To learn such a continuous disease score one
could infer a latent variable from dynamic “omics” data such as RNA-seq that correlates with an
outcome of interest such as survival time. However, such analyses may be confounded by additional
data such as clinical covariates measured in electronic health records (EHRs). As a solution to this
we introduce covariate latent variable models, a novel type of latent variable model that learns a
low-dimensional data representation in the presence of two (asymmetric) views of the same data
source. We apply our model to TCGA colorectal cancer RNA-seq data and demonstrate how
incorporating microsatellite-instability (MSI) status as an external covariate allows us to identify
genes that stratify patients on an immune-response trajectory. Finally, we propose an extension
termed Covariate Gaussian Process Latent Variable Models for learning nonparametric, nonlinear
representations. An R package implementing variational inference for covariate latent variable
models is available at http://github.com/kieranrcampbell/clvm.
1 Introduction
There exists a set of physical processes with an assumed temporal component but where precise
measurement of times associated with events is precluded or impossible. Such ideas have recently
flourished in the field of single-cell genomics, where cells will undergo some dynamic process such
as differentiation but in which the destructive measurement of gene expression precludes physical
measurement of the progression itself. Consequently, the progression is artificially inferred from the
measured expression data as a pseudotime (e.g. [1, 2]), which in a statistical sense is akin to inference
of a one-dimensional latent variable model.
This situation also arises in the case of disease staging and survival analysis such as when a patient
presents to a clinic with a disease of unknown progression. Typically, the patient will be assigned a
discrete disease stage after possibly invasive tests and/or surgery. The discrete nature of such staging is
at odds with accepted knowledge of the underlying biology, which is consistent with a more continuous
evolution of disease progression such as gradual changes in gene expression. Furthermore, such evolution
is confounded by underlying population heterogeneity, where the evolution of molecular features along
the trajectory may differ depending on external patient phenotypes, such as age and sex or molecular
phenotypes such as mutations of a particular gene (figure 1).
As a proof-of-concept solution to such issues we propose Covariate Latent Variable Models (C-LVMs),
a novel type of latent variable model similar to factor analysis in which the evolution of various dynamic
1
ar
X
iv
:1
61
0.
08
73
5v
2 
 [s
tat
.M
L]
  9
 Ja
n 2
01
7
genomic observables (such as gene expression) is allowed to vary according to a secondary set of
covariates (such as mutation status). Such latent variable models combine two views of the same data
but where the relationship between each view and the latent variables is asymmetric. Formulated as a
Bayesian hierarchical model we are further able to extract interactions between the patient trajectory
and covariates, simultaneously providing insight into the underlying biology. We apply our model
to RNA-seq data for the TCGA colorectal cancer dataset using microsatellite instability status as a
covariate and extract a trajectory consistent with known markers of colorectal cancer prognosis. Finally,
we propose a nonlinear, nonparametric extention and discuss the relationship to Gaussian Process
Latent Variable Models.
Figure 1: C-LVMs can be applied to infer trajectories in the presence of discrete covariates (left) or
continuous covariates (right).
2 Methods
2.1 Model
We begin with an N × G data matrix Y where yig denotes the ith entry in the gth column for
i ∈ 1, . . . , N samples and g ∈ 1, . . . , G features. Such a matrix would correspond to the measurement
of a dynamic molecular process that we might reasonably expect to show continuous evolution as a
disease progresses such as gene expression corresponding to a particular pathway. It is then trivial to
learn a one-dimensional linear embedding that would be our “best guess” of such progression via a
factor analysis model:
yig = cgzi + ig, ig ∼ N(0, τ−1g ) (1)
where zi is the latent measure of progression for sample i and cg is the factor loading for feature g
which essentially describes the evolution of g along the patient trajectory.
However, it is conceivable that the evolution of feature g along the trajectory is not identical for
all samples but is instead affected by a set of external covariates. Such covariates may correspond to
patient phenotypes such as age or sex, EHR entries such as blood pressure or additional molecular data
such as the mutation status of a particular gene. Note that we expect such features to be “static” and
not necessarily correlate with the trajectory itself.
Introducing the N × P covariate matrix X with the entry in the ith row and pth column given by
xip, we allow such measurements to perturb the factor loading matrix
cg → λig = cg +
P∑
p=1
βpgxip (2)
where βpg quantifies the effect of covariate p on the evolution of feature g. Despite Y being column-
centred we need to reintroduce gene and covariate specific intercepts to satisfy the model assumptions,
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giving a generative model of the form
yig = ηg +
P∑
p=1
αpgxip +
(
cg +
P∑
p=1
βpgxip
)
zi + ig, ig ∼ N(0, τ−1g ) (3)
Our goal is inference of zi that encodes disease progression along with βpg which is informative of
novel interactions between continuous trajectories and external covariates. Consequently we place a
sparse Bayesian prior on βpg of the form βpg ∼ N(0, χ−1pg ) where the posterior of χpg is informative of
the model’s belief that βpg is non-zero. The complete generative model is therefore given by
αpg ∼ N(0, τ−1α )
cg ∼ N(0, τ−1c )
zi ∼ N(qi, τ−1q )
βpg ∼ N(0, χ−1pg )
χ−1pg ∼ Gamma(aβ , bβ)
τ−1g ∼ Gamma(a, b)
µg ∼ N(0, τ−1µ )
ig ∼ N(0, τ−1g )
yig = µg +
∑
p
αpgxip +
(
cg +
∑
p
βpgxip
)
zi + ig
(4)
where τα, τc, a, b, aβ , bβ , τq are fixed hyperparameters and qi encodes prior information about zi if
available but typically qi = 0 ∀i in the uninformative case.
To understand this model it helps to consider the distribution of Y marginalised over the mapping
{cg, αpg, βpg} ∀ p, g with priors cg ∼ N(0, τ−1c ) and αpg ∼ N(0, τ−1α ). If yg denotes the column vectors
of Y and similarly xp for X, [z]i = zi, 1N is the column vector of ones and  denotes the element-wise
product, then
p(yg|X, z, ηg, τg, τc, τα, χpg) ∼ N
(
ηg1N ,Σ
(g)
)
(5)
where
Σ(g) = τ−1g 1N + τ
−1
α XX
T + τ−1c zz
T +
∑
p
χ−1pg (xp  z)(xp  z)T . (6)
We therefore see that the addition of the covariates adds extra terms to the covariance matrix
corresponding to perturbations of the latent variables with the covariates. Consequently, the scale
on which xp is defined needs carefully calibrated. Furthermore, it is possible to extend the latent
variable matrix to have dimension larger than 1 giving a novel dimensionality reduction technique for
visualisation, though additional rotation issues arise.
2.2 Inference
We perform co-ordinate ascent mean field variational inference (see e.g. [3]) with an approximating
distribution of the form
q
(
{zi}Ni=1, {µg}Gg=1, {τg}Gg=1, {cg}Gg=1, {αpg}G,Pg=1,p=1{βpg}G,Pg=1,p=1{χpg}G,Pg=1,p=1
)
=
N∏
i=1
qz(zi)︸ ︷︷ ︸
Normal
G∏
g=1
qµ(µg)︸ ︷︷ ︸
Normal
qτ (τg)︸ ︷︷ ︸
Gamma
qc(cg)︸ ︷︷ ︸
Normal
P∏
p=1
qα(αpg)︸ ︷︷ ︸
Normal
qβ(βpg)︸ ︷︷ ︸
Normal
qχ(χpg)︸ ︷︷ ︸
Gamma
(7)
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Due to the model’s conjugacy the optimal update for each parameter θj given all other parameters
θ−j can easily be computed via
q∗j (θj) ∝ exp {E−j [log p(θj |θ−j ,X,Y)]} (8)
where the expectation is taken with respect to the variational density over θ−j .
2.3 Identifying significant interactions
For each gene g and covariate p we have βpg that encodes the effect of p on the evolution of g along the
trajectory z. We would like to identify interesting or significant interactions for further analysis and
follow up.
The variational approximation for βpg is given by
qβpg ∼ N(mβpg , s2βpg ). (9)
We therefore define an interaction as significant if 0 falls outside the posterior 2σ interval of mβpg .
In other words, the interaction between p and g is significant if
mβpg − 2sβpg > 0 (10)
or
mβpg + 2sβpg < 0 (11)
Note that variational inference typically underestimates posterior variances [3] so such a designation
of significant will be under-conservative.
3 Results
Figure 2: Test
We applied our method to a recent quantification [4] of the TCGA RNA-seq colorectal cancer
dataset [5]. After a quality-control step we retained 284 samples for analysis and used the 6394 genes
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Figure 3: Test
whose variance in log2(TPM + 1) exceeded 0.5. The covariate used for X was whether the tumour
exhibited high microsatellite instability (MSI), a hyper-mutable phenotype caused by the loss of DNA
mismatch repair activity. Tumours with MSI are known have a different response to chemotherapeutics
along with marginally better prognosis [6].
We applied our covariate latent variable models to this data with strong shrinkage priors on β
(aβ = 6, bβ = 0.1) on the assumption that such latent variable-covariate interactions are likely to be
rare. Consequently, z should largely recover the first principal component of the data, as seen in figure
2A. However, it can be seen when plotting z against PC1 that the samples “split” based on MSI status.
This is most likely due to the variation in gene expression caused by MSI status being absorbed by the
αpg coefficients of the model.
We next sought to calibrate our inferred trajectory with some external measure of progression.
Survival analysis in TCGA data is problematic - measurements of survival are taken from initial
prognosis with scarce recording of the assay timing relative to this. Furthermore, in the colorectal
cancer dataset used 243 / 284 (85%) patients have no survival information recorded at all. Consequently,
we sought to compare our trajectory with a genomic measure of prognosis, namely FOXP3+ regulatory
T-cell (Treg) status which is associated with poor colorectal cancer prognosis [7]. We examined the
expression of three Treg markers along z (CD25, CD4 and FOXP3, not included in Y) which showed
decrease in expression along z implying a possible association between the inferred trajectory and
prognostic potential.
Finally, we sought to identify significant interactions between genes, covariates and the trajectory.
Using the significance criterion described in section 2.3, 35 genes were identified as showing possibly
interesting interactions as can be seen on the β-χ−1 plot in figure 3A. Of the genes identified, MLH1
particularly stands out as having a strong association. MLH1 is known to be causal for MSI, either due
to epigenetic silencing or a germline mutation [8]. To understand the precise (inter-)action of MLH1
we examined its behaviour along the immune-response trajectory coloured by MSI status (figure 3B).
In the MSI-low regime the expression of MLH1 is constant independent of the immune (z) status.
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However, in the MSI-high regime the expression of MLH1 becomes dependent on the MSI-status of the
tumour. As such, our covariate latent variable model has identified an interesting interaction between
immune response, MSI-status and MLH1 expression.
4 Discussion
We have proposed the concept of replacing discrete disease staging with data-driven continuous
trajectories inferred from genomics data that hold prognostic and/or diagnostic value. By considering a
modified factor analysis model we incorporate population-level heterogeneity that may confound existing
trajectory-based analysis. By applying our model to RNA-seq data from the TCGA colorectal cancer
dataset we simultaneously identify genes that possibly interact with externally measured covariates
while learning a trajectory that correlates with known markers of colorectal cancer prognosis.
One limitation of the model is its linear nature, making inferred latent variables similar to those
from factor analysis. We therefore propose a nonlinear, nonparametric extension similar to Gaussian
Process Latent Variable Models [9]. The trick is to consider the XXT term in the covariance matrix
of the marginal distribution of Y and replace it with any (semi-)positive definite matrix representing
“similarity” between the elements of y, such as double-exponential kernels. We therefore mention the
possibility of Covariate Gaussian Process Latent Variable Models with kernels given by
K
({xp=1,...,P , z}, {x′p=1,...,P , z′}) ∝ K(x,x′) +K(z, z′) +∑
p
K(xp  z,x′p  z′) (12)
for some suitable choice of kernel function K. Note that the element-wise product  only appears
because of the linear relationship between the covariates and factor loading matrix. This could
easily be replaced by any nonlinear and possibly nonparametric function f giving terms of the form
K
(
(f(xp, z), f(x
′
p, z
′)
)
.
Inference for linear C-LVM was possibly on a laptop for O(102) samples, O(104) features O(1)
covariates. However, such inference would become burdensome for increasing data size, particularly
with respect to features and covariates as O(PG) parameters are required. Fortunately, the currently-
implemented CAVI inference can be easily modified to give scalable Stochastic Variational Inference
[10] for this model.
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