Abstract-The meteorological parameters derived from polarimetric weather radar measurements are of interest for nowcasting and to feed numerical models for forecasting. The accuracy of the derived meteorological parameters is affected by the polarimetric measurement scheme considered as well as by the system hardware (e.g., the antenna radiation patterns or receive channels imbalances). However, determining the accuracy of the estimated meteorological parameters is difficult since no ground truth is available. This fact has motivated the development of weather radar data simulators that allow comparison of the assumed weather parameters used to feed the system and the finally estimated weather parameters. In this paper, the weather radar model is reviewed. A unified formulation applicable to all polarimetric measurement systems is developed. This formulation shows that antenna effects can be decoupled from scattering effects. Based on this formulation, a weather radar simulator is proposed. This radar simulator does not require the fine sampling in the elevation and azimuth directions required by previous simulators. Therefore, the computational load and execution times are significantly reduced. Finally, it is important to point out that the radar simulator proposed provides as much fidelity to the actual radar system as previous simulators.
A Unified Formulation of Polarimetric
Weather Radar With Application to IQ Data Simulation
I. INTRODUCTION
T HE purpose of polarimetric weather radars is to provide meteorologists with information about the hydrometeors in the atmosphere for nowcasting and to feed numerical models for forecasting. The meteorological parameters of interest to meteorologists (type of hydrometeor, water content, precipitation intensity, etc.) are not directly provided by weather radars, they must be derived from the electromagnetic response of the hydrometeors. Knowledge of the accuracy of the derived meteorological parameters is a key to evaluate the performance and define the confidence of nowcasting and forecasting models.
The accuracy of the parameters of interest to meteorologists depends on the soundness of the scattering model that relates the electromagnetic scattering properties of the hydrometeorfilled medium to its physical properties including the inversion algorithm defined to obtain the physical properties from the measured electromagnetic scattering properties. Besides, it depends on the accuracy of the radar polarimetric scattering measurements. Polarimetric scattering measurements, however, are difficult to perform due to the coupling between temporal and polarimetric scattering properties of meteorological targets. Different polarimetric measurement schemes have been proposed for the complete or partial characterization of the polarimetric behavior of the target [1] , [2] . The accuracy of the estimated meteorological parameters of interest is determined by the polarimetric measurement scheme chosen. In addition, the hardware properties of the radar system, for instance, cross-polar radiation or cross-coupling between receiving channels, also affect the accuracy of the estimated meteorological parameters.
Assessment of the accuracy of the meteorological parameters provided by weather radar systems is difficult since no ground truth is available. This fact has motivated the development of weather radar data simulators that allow comparison of the assumed weather parameters used to feed the system and the finally estimated weather parameters. The development of these simulators is based on electromagnetic models to characterize the backscattering from hydrometeors. At weather radar frequencies (S-, C-, and X-band), all scattering models consider that multiple scattering is negligible. In addition, it is considered that the scattering volume (the radar resolution volume) is very large compared to the radar wavelength and contains a high number of independent scatterers (hydrometeors). Consequently, the total backscattered field (or the received voltage) is the result of the coherent combination of the backscattered fields from all hydrometeors (or the received voltages due to each hydrometeor) within the resolution volume. Therefore, to obtain the total backscattered field, knowledge of the backscattering from each individual hydrometeor is needed. This backscattering depends on the physical properties of the hydrometeor (dielectric constant and conductivity) and its shape and size. The hypotheses made regarding the shape and size of the hydrometeors determine the scattering models that can be used. For small, spherical particles Rayleigh scattering occurs, as the size increases Mie effects must be taken into account. If the shape departs considerably from spherical, no good analytical solutions for the backscattered fields are available and numerical methods may be required to compute the scattering. Once the scattering from the individual scatterers is calculated, knowledge of the number of hydrometeors, the shape and size distributions, and their relative positions within the scattering volume, apart from the incident field on each scatterer, are required to obtain the backscattered field at a given time instant. To calculate the incident field at the scattering target, the transmitter model, the antenna radiation patterns, and the propagation medium constants must also be known. Finally, received voltages are estimated from the computed backscattered fields, considering again the antenna radiation patterns, the propagation medium, and the receiver. Then, since the hydrometeors relative positions and orientations independently change with time as they fall, the backscattered field must be recalculated for each new time instant of interest. Many weather radar simulators were developed following the above [3] , [4] , [7] , [8] , and [12] . These simulators model the medium with high accuracy though at the expense of the computational load and runtime.
Alternatively, statistically based simulators provide faster simulations. They are based on generating random sequences that follow the statistical characteristics of the received voltages. Considering the characteristics of radar resolution volumes filled with hydrometeors (the number of particles within the rain volume is very large, the position and scattering characteristics of each particle are statistically independent, and particles' positions are independent and uniformly distributed within the resolution volume) the radar resolution volume scattering matrix can be described by a 4-D zero-mean complex Gaussian stationary process. This is characterized by the polarimetric covariance matrix determined from the hydrometeors physical characteristics and the autocorrelation function determined from the hydrometeors movement. Random samples of the scattering coefficients (and consequently of the received voltages) can be generated from the Gaussian random sequences of numbers. The desired temporal autocorrelation can be obtained by filtering; the desired covariance by a proper linear combination of the sequences using wellestablished mathematical methods. The first statistically based weather radar simulators did not consider antenna cross-polar patterns and copolar patterns were assumed to be constant within the antenna beamwidth and zero outside [13] , [14] . Recently, a new statistically based simulator that allows considering the actual copolar and cross-polar radiation patterns was presented in [15] . It is based on a subdivision of the radar resolution volume in the azimuth and elevation directions into N × M cells so that the copolar and cross-polar patterns can be assumed constant within each cell. The fine sampling of the radar resolution volume in the elevation and azimuth directions required to accurately account for the antenna radiation patterns considerably increases the computation time.
In this paper, the radar model is reviewed and rewritten to decouple antenna patterns effects and backscattering effects. Consequently, sampling of the radar resolution volume is not required while the radar system is modeled with high fidelity. Computational loads and execution times are greatly reduced. This paper is organized as follows. Section I provides the mathematical models for the different parts of the radar system. In particular, mathematical characteriza- tion of the transmitter, the antenna system, the propagation and scattering, and the receiver is presented. Then, calculation of received voltages is discussed in Section III, and the statistical characterization of the received voltages is reviewed. Based on the statistical characteristics previously discussed, the simulation method of in-phase and quadrature (IQ) data is presented in Section IV. Detailed examples of the simulation model for the most widely implemented polarimetric measurement schemes, the alternate transmission and simultaneous reception (ATSR) and simultaneous transmission and reception of horizontal and vertical polarizations (SHV) methods are given. A comparison between polarimetric parameters analytically obtained and estimated from simulated data is presented in Section V to validate the IQ data simulation method proposed. Finally, the discussion and conclusions follow in Sections VI and VII.
II. WEATHER RADAR SYSTEM MODEL
The IQ data simulator is based on the weather radar system model shown in Fig. 1 . To facilitate the development of the simulator, the radar system has been subdivided into different subsystems: the transmitter, the antenna system, the propagation and scattering medium, and the receiver system. The coordinate system for the transmitted and backscattered electric fields follows the backscatter alignment (BSA) [2] convention.
These subsystems, their inputs and outputs, are described in Sections II-A-II-E.
A. Transmitter Model
This subsystem comprises the RF circuits between the power transmitter and the antenna input. Ideally, the output of the transmitter consists of the signals that feed the antenna system to transmit a desired polarization. The antenna system of a polarimetric radar must transmit and/or receive with two different polarizations, e.g.,α andβ. For this, either two antennas or a dual-polarized antenna might be used. In any case, it consists of two channels for the input-output of the two polarizations, theα-channel and theβ-channel.
Let us consider that a field with polarizationâ is to be transmitted. The desired polarizationâ is produced as the linear combination of the polarizations transmitted by the antenna systemα andβ that, in general, are not orthogonal. For that, let us remind thatα andβ can be expressed in terms of the unitary polarization basis (â,â ⊥ ) (â ⊥ is the polarization orthogonal toâ) as
It is important to emphasize here that, sinceα andβ are not orthogonal polarizations, the matrix T a→αβ is not unitary, and its inverse is not its conjugate transpose. Then, polarizationŝ a andâ ⊥ are expressed in terms of polarizationsα andβ as
Correspondingly, the coordinates ( A α , A β ) of a vector expressed in the basis (α,β) can be obtained from its coordinates ( A a , A a ⊥ ) in the polarization basis (â,â ⊥ ) by means of
where U a→αβ is the coordinate transformation matrix from the transmission polarization basis (â,â ⊥ ) to the antenna polarization basis (α,β). Therefore, the complex amplitudes, A α and A β , of the signals at the input of the antenna system to transmit a field with polarizationâ are given by
B. Transmitting Antenna Model
The input to the transmitting antenna system is the output of the transmitter system considered in Section II-A. The output of the transmitting antenna system is the transmitted field E t that will propagate through the media to the resolution volume.
The antenna gain for theα-channel (β-channel) is g T α (g Tβ ), the normalized power radiation pattern is g α (θ, φ) (g β (θ, φ)), and the polarization pattern isp α (θ, φ) (p β (θ, φ)). Then, the transmitted field, E t (with the desired polarizationâ), is obtained from A α and A β , given by (4), as
where
are the normalized field radiation pattern for theα-channel and β-channel, respectively, and power balance of the channels has been assumed, that is, P α g T α = P β g Tβ with P α the power through theα-channel and P β the power through thê β-channel. For further analysis, it is of interest to express the transmitted field in the HV orthonormal polarization basis with in-phase unitary vectorsĥ andv. Therefore, (5) becomes
is the antenna pattern matrix that allows to account for the antenna patterns (the dependence with θ and φ has been and will be omitted when not required for understanding).
C. Propagation Media Model
The field E t radiated by the transmitting antenna will propagate through the media before reaching the resolution volume filled with scatterers. This field will change while it propagates so that the field impinging on the resolution volume will be E i . The backscattered field from the resolution volume, E b will again propagate through the media back to the antenna. It will also be affected by the media so the field received at the antenna will be E r . In this section, it is discussed how the fields are affected by the propagation media, that is how E t and E i (or E r and E b ) relate. In Section II-D, the relationship between the incident and backscattered field from the resolution volume is reviewed.
In free-space, the wave propagates as a spherical wave so, after traveling a distance R, the field is modified by the factor e −γ 0 R /R, with γ 0 the free-space propagation constant. If along its path, the wave travels through a rain medium layer, the field will be additionally modified.
Rain effects on wave propagation have been found to be coherent, at least in the microwave and millimeter regions [5] . It must be considered, though, that the rain medium is anysotropic. Anysotropic media are characterized by two polarizations, the characteristic polarizations of the medium. The characteristic polarizations propagate without suffering depolarization though with different propagation constants. As a consequence, any other polarization will depolarize as it travels through the rain medium. The characteristic polarizations of the rain medium are linear and orthogonal, parallel, and perpendicular to the direction determined by the mean canting angle. Since each one of the characteristic polarizations propagates with its own propagation constant, the characteristic polarizations experience different attenuations and travel at different speeds.
Let us consider that the characteristic polarizations of the rain medium arel andl ⊥ . They propagate, respectively, with propagation constants γ 0 + γ l and γ 0 + γ l ⊥ . Let us consider that on its way from the radar to the rain scattering volume at a distance r 0 from the radar, the wave must travel through a rain medium a distance R. Then, the transmitted field at the radar and the incident field on the rain scattering volume, E i , will be related as
where P stands for the propagation matrix that it is determined by the characteristic polarizations of the medium and their propagation constants. Note that, in this case, because (HV) and (l,l ⊥ ) are orthonormal polarization bases, U l→HV and U H V →l are the unitary matrices and
On the way back from the rain scattering volume to the radar, considering the BSA convention, the electric field received at the antenna system, and the electric field backscattered from the rain volume, E b , are related by [2] 
that is, the propagation matrix must be transposed. If different media are identified along the path between the radar and the rain scattering volume, the propagation matrix will be obtained as the product of the propagation matrices of the different media. That is,
where (l k ,l ⊥k ) are the characteristic polarizations of kth medium, γ 0 +γ l k and γ 0 +γ l ⊥k are their respective propagation constants, and R k is the length of the kth medium.
D. Scattering Medium Model
Rain media are time-varying complex media composed of a large number of particles (hydrometeors) with varying shapes and sizes that are continuously moving and, consequently, changing their relative positions. Transmitted and received fields from a given particle i at position r i = (r i , φ i , θ i ) and time instant t are related through the particle scattering matrix S HV ( r i , t) as
Now, considering the following conditions. 1) Multiple scattering can be neglected since individual particles are separated by large distances compared to wavelengths in the microwave region. Thus, the total received field can be calculated as the sum of the received field from every particle. 2) The sum comprises the particles within the radar resolution volume. The radar resolution volume is determined by the transmitted pulselength and the antenna beamwidth. In the case of microwave weather radars, considering the narrow (less than 1 • ) antenna beamwidth, it can be assumed that the wave propagation vectork and the propagation matrices P are constant for all directions within the antenna beamwidth, that is, independent of the particle's position. 3) Within the resolution volume, the position vector of each particle can be written as: r i = r 0r + r i . 4) The distance r 0 to the center of the radar resolution volume is large compared to the radar resolution volume dimension.
The total received field due to scattering from a radar resolution volume is obtained as
wherek is the unitary wave propagation vector in the direction of the radar resolution volume.
E. Receiving Antenna Model
Finally, in this section, it is shown how the voltages at the output of the receiving antenna system relate to the received field E r .
The received antenna system voltages V α and V β due to the field received at the antenna system E r = E Hĥ − + E Vv − = E Hĥ + E Vv are
(The minus superscript indicates that E r propagates toward the radar. Note that considering the BSA conventionĥ − =ĥ andv − =v.) That is [see (8) ]
F. Receiver Model
On reception, in general, the voltages corresponding to two orthogonal polarizationsb andb ⊥ are of interest. They can be obtained from the received antenna voltages V α and V β as
III. RECEIVED VOLTAGES
The received voltages at time instant t can be obtained combining (4), (7), (13), (16) , and (17)
where all polarization-independent system parameters, for example, the transmitted power, propagation constants, and the propagation factor (e −2γ 0 r 0 /r 2 0 ) are grouped in C(r 0 ). Received voltages are, therefore, a function of the scattering matrices of the particles modified by the antenna matrix in the direction of each particle, the propagation matrices and the relative position of each particle within the radar resolution volume.
It is important to note that, compared to the wavelength and to the size of the hydrometeors, the radar resolution volume is very large and a large number of particles are contained in each resolution volume. In a complex and varying medium such as rain, the position, and scattering characteristics of each particle are unknown and should be described statistically and, consequently, received voltages should also be statistically characterized. In this regard, it is assumed that the position and scattering characteristics of each particle are statistically independent and particles' positions are independent and uniformly distributed within the resolution volume. Therefore, the Central Limit Theorem can be applied, and it is found that the received voltages follow a 2-D zero-mean circularly symmetric complex Gaussian distribution which is completely specified by the variances and covariance of the received voltages V b and V b ⊥ [16] .
Furthermore, since rain particles are continuously moving with time, the received voltages are also varying with time. That is, the received voltages can be described as a stochastic process. Considering that the radar observation time of a resolution volume is relatively short, even for the case of fast-changing phenomena, the stochastic process can be considered a strict sense stationary process defined by a 2-D zero-mean circularly symmetric complex Gaussian distribution as previously described with a temporal autocorrelation function ρ( t). The temporal autocorrelation function is determined by the movement and displacement of the hydrometeors, then considering that the particles within the resolution volume are statistically homogeneous, ρ( t) can be assumed to be polarization independent.
IV. RECEIVED VOLTAGES IQ SAMPLES SIMULATION
In Section III, it was justified that received voltages follow a 2-D zero-mean circularly symmetric complex Gaussian strict sense stationary process that can be characterized in terms of the variances and covariances of the received voltages and the temporal autocorrelation function ρ( t). Therefore, for the statistically based approach that it is of interest, it is required to determine: 1) the temporal autocorrelation function, ρ( t), of the received voltages and 2) the covariance matrix of the received voltages, V b
The temporal autocorrelation function of the received voltages from weather targets is generally well described by a Gaussian function [16] . The parameters determining the Gaussian function are related mainly to the wind and turbulence conditions of the atmosphere. Once these parameters are specified, simulation of the temporal correlation is easily implemented by means of a time filtering.
Regarding the covariance matrix of the received voltages, V b , it is given by
where P( r, s) is the probability density function of particles position r and scattering properties s. Let us recall that the position and scattering characteristics of each particle can be considered statistically independent and particles' positions can be assumed to be independent and uniformly distributed within the resolution volume. That is, P( r , s) = P r ( r )P s (s), with P r ( r ) the probability density function of a particle position and P s (s) the probability density function of a particle scattering.
To calculate the covariance matrix of the received voltages, V b , the vec(·) operator (the columns of the matrix are stacked in a column vector) and the Kronecker product will be used. Use of these operators will allow to highlight the linear relationship between second-order moments of received voltages and second-order moments of scattering matrix elements. In addition, using these operators, it will become clear how the effects of antenna patterns can be separated from the scattering characteristics of the medium. Thus, considering the vec(·) operator and the Kronecker product (18) is rearranged as
so that, applying again the vec(·) operator and the Kronecker product, (20) becomes
Considering that: 1) particles' positions are independent and uniformly distributed within the radar resolution volume, that is, γ 0k ( r i − r j ) is uniformly distributed in (0, 2π); and 2) particles scattering is independent of particles position, it is found that
, if i = j.
Therefore, (22) can be simplified as
Now, assuming statistical homogeneity of the scattering characteristics (the subindex i can be dropped, summation reduces to multiplying by N), (27) leads to
where V represents the radar resolution volume and S represents the space of the scattering characteristics. Then
with C 1 a constant due to the integration in range. At this point, it is important to highlight that (29) allows us to obtain the matrix containing the variances and covariances of the received voltages, V b , as the product of different matrices. Each one of these matrices accounts for the effects of different parts of the system. In particular, the following matrices can be distinguished. 1) A constant term, independent of the polarizations
2) A term that contains the information of the transmitted polarizations and the receiving polarization basis
3) A term that takes into account the effects of copolar and cross-polar antennas radiation patterns *
4) A term that accounts for the polarization properties of the propagation medium and the scattering characteristics of the radar resolution volume Fig. 2 . Simulation procedure scheme. Generation of two zero-mean circularly symmetric complex Gaussian sequences. Filtering to achieve the desired temporal correlation. Multiplication to obtain the desired covariance matrix.
Equation (32) shows the matrix that accounts for the effects of the antenna copolar and cross-polar patterns. This matrix can be calculated independently of the matrix given by (33) that gathers the properties of the scattering and propagating media. That is, scattering and propagation media effects have been decoupled from antenna system effects, simplifying the obtention of the received voltages' variances and covariances and avoiding the sampling in azimuth and elevation of the radar resolution volume as in [15] . Summarizing, the received voltage samples, V b and V b ⊥ follow a 2-D zero-mean circularly symmetric complex Gaussian process completely determined by the temporal autocorrelation function ρ( t) and the covariance matrix V b as given in (29). Therefore, simulated samples of received voltage can be obtained as follows.
1) Generate by a random number generator two sequences of independent and identically distributed N(0,1) samples. 2) Calculate the filter h[n] to correlate each sequence.
At the output of the filter, the temporal correlation of each sequence should be ρ(nT s ) where T s is the pulse repetition period. Therefore, the filter,
(where * stands for convolution). 3) Correlate the two sequences to achieve the desired covariance matrix V b . This will be achieved by multiplying the two sequences by a matrix L that verifies that L · L * = V b . This procedure is shown in Fig. 2 . Let us specify now the simulation procedure described for the two most commonly used polarimetric measurement systems: the SHV and the ATSR of H-and V-polarizations.
A. Simulation of IQ Samples of Received Voltages for Simultaneous Transmission of H-and V-Polarizations
Two-independent zero-mean circularly symmetric complex Gaussian sequences are generated and then filtered as shown in Fig. 2 to obtain the desired temporal autocorrelation.
Then, these sequences are linearly combined to get the desired covariance V H which for SHV with H-and Vpolarized antennas is obtained from (29) considering the following.
where the phase shift, φ T , between H-and Vpolarizations takes into account the phase shift that may exist due to the radar hardware on transmission that determines the polarizationâ transmitted and φ R considers the phase shift that may exist between H and V channels on reception due to the hardware.
with f h and f v the H and V antennas field patterns. 3) (P * 4 ⊗ P 4 )vec(C HV ) the covariance matrix including propagation effects of the meteorological targets of interest.
B. Simulation of IQ Samples of Received Voltages for Alternate Transmission of H-and V-Polarizations
Also, in this case, two-independent zero-mean circularly symmetric complex Gaussian sequences are generated and then filtered as shown in Fig. 2 to obtain the desired temporal autocorrelation.
Then, four sequences are obtained from the previous sequences, two consisting of the even samples and the other two consisting of the odd samples as they correspond to the different transmitted polarizations, H and V. The sequences consisting of the even samples will be linearly combined so their covariance matrix is V H H and the sequences consisting of the odd samples will be linearly combined so their covariance matrix is V V H . According to (29) V H H will be obtained considering the following.
2) HV = A t HV ⊗ A t
with f h and f v the H and V antennas field patterns. 3) (P * 4 ⊗ P 4 )vec(C HV ) the covariance matrix including propagation effects of the meteorological targets of interest. Similarly, to obtain V with φ V taking into account the phase shift that may exist, due to the hardware, between transmitted H-and V-polarizations;
with f h and f v the H and V antennas field patterns; and 3) (P * 4 ⊗ P 4 )vec(C HV ) the covariance matrix including propagation effects of the meteorological target considered. Finally, the sequences corresponding to even and odd samples are interleaved to obtain the sequences of the H and V antennas received voltages.
V. RESULTS
To validate the simulation method proposed, polarimetric parameters obtained from simulated data are compared to polarimetric parameters analytically obtained for some reference cases.
First, an ideal situation is considered. The antenna matrix A HV is approximated by the identity and propagation effects are neglected. In this case, the statistics (mean value and standard deviation) of the polarimetric parameters are well known [2] . In particular, approximations of the standard deviation of the differential reflectivity and the standard deviation of the copolar correlation coefficient for the SHV method are given in [2] . These will be compared with standard deviation estimates obtained from data simulated as described in Section IV-A. and T the radar pulse repetition time). A Gaussian-shaped Doppler spectrum is assumed. Fig. 4 shows the standard deviation of the copolar correlation coefficient [2] (colored continuous lines), and the estimated values obtained from simulated data (dotted lines). Copolar correlation coefficient estimates were obtained from integration of 128 samples. Again, the standard deviation is shown as a function of the copolar correlation coefficient for different values of the normalized Doppler spectrum width.
The small discrepancy between analytical and simulated results is due to the increasing error in the analytical approximations of the standard deviation of the differential reflectivity and of the copolar correlation coefficient as |ρ HV | decreases. For reference, the exact standard deviation of differential reflectivity estimates for uncorrelated data samples has been represented with continuous black line [17] in Fig. 3 . Analogously, the exact standard deviation of the magnitude of the copolar correlation coefficient estimates for uncorrelated data samples has been represented with continuous black line [18] in Fig. 4 .
Second, copolar and cross-polar antenna radiation patterns are taken into account in order to validate the main contribution of the method proposed, that is, that antenna effects can be decoupled from scattering effects. For that, polarimetric parameters obtained from simulated data considering copolar and cross-polar radiation patterns are compared to polarimetric variables analytically obtained in [19] and [20] . In [19] , the bias of the copolar correlation coefficient caused by cross-polar radiation, for the SHV mode, is analytically calculated. In [20] , the bias of the differential reflectivity due to cross-polar radiation is obtained, also for the SHV method. In both works, ideal Gaussian copolar and cross-polar radiation patterns with a 3-dB beamwidth of one degree have been assumed. The antenna pattern matrix A HV was calculated considering those radiation patterns. Received voltage samples have been simulated as described in Section IV-A for the SHV method. Then, from the received voltage samples, the copolar correlation coefficient and the differential reflectivity are calculated and their biases estimated. Fig. 5 shows (continuous lines) the maximum value that the bias of the copolar correlation coefficient can reach as shown Fig. 5 . Bias of the copolar correlation coefficient for the SHV mode due to cross-polar patterns. Ideal Gaussian coaxial copolar and cross-polar antenna patterns have been assumed Continuous lines: maximum value of the bias of the copolar correlation coefficient [19] . Dotted lines: estimated bias from simulated data. Fig. 6 . Bias of the differential reflectivity, Z DR , for the SHV mode due to cross-polar patterns. Ideal Gaussian coaxial co and cross-polar antenna patterns have been assumed. Continuous lines: maximum value of the analytical bias of Z DR [20] . Dotted lines: estimated bias from simulated data.
in [19] . This maximum value of the bias of the copolar correlation coefficient occurs for zero phase shift between copolar radiation patterns, zero phase shift between co and cross-polar radiation patterns, and negligible propagation effects, that is, zero differential phase shift. Therefore, for the data simulation zero phase shift between copolar radiation patterns, zero phase shift between co and cross-polar radiation patterns, and zero differential phase shift have been considered. Dotted lines correspond to the bias of the copolar correlation coefficient estimated from simulated data. Different values of the copolar to cross-polar peak ratio, XPL, are considered to show the bias as a function of the true value of the copolar correlation coefficient. Fig. 6 shows the maximum value of the bias of the differential reflectivity (continuous lines) that has been calculated using the results in [20] . Since the Z DR bias is maximum for a phase shift of 90 • between copolar patterns and between copolar and cross-polar patterns, and a zero differential phase shift, these values were considered for the data simulation. Dotted lines show the Z DR bias estimates calculated from simulated data (dotted lines). Results are plotted as a function of the actual differential reflectivity for different XPL values.
A good match between analytical results and results from simulated data is observed for all cases, supporting the simulation method proposed.
VI. DISCUSSION To this point, it has been assumed that the hydrometeors filling the radar resolution volume are statistically homogeneous. As the range to the resolution volume increases its size increases and the assumption of statistically homogeneous hydrometeors completely filling the resolution volume weakens. A more realistic scenario should consider that more than one class of statistically homogeneous hydrometeors might be present in the resolution volume, that the resolution volume might not be completely filled, and that beam blockage may have happened.
If the resolution volume considered is not completely or uniformly filled or beam blockage has occurred, the resolution volume must be subdivided into as many subvolumes as necessary to ensure that each subvolume is completely and uniformly filled with one or more classes of statistically homogeneous hydrometeors. Then, the following points need to be considered.
1) The constant term shown in (30) will be modified if subvolumes length is a fraction of the resolution volume. 2) To calculate the term that takes into account the effects of the copolar and cross-polar antenna radiation patterns, as given by (32), the integration must be limited to the antenna patterns inside the subvolume. 3) To consider that different hydrometeors fill a subvolume, the covariance matrix in (33) should be calculated as the weighted sum of the covariance matrices characterizing the scattering from the different classes of statistically homogeneous hydrometeors within the subvolume. It is important to stress here that in the case of having two or more classes of hydrometeors within the subvolume the temporal autocorrelation may become polarization dependent. In this case, the filters in Fig. 2 will be different. 4) The total response of the radar resolution volume must be obtained as the coherent sum of the contributions from all subvolumes within the radar resolution volume. The calculation time will increase as the number of subvolumes to be considered increases. However, even under extreme weather conditions, most resolution cells of the volume scanned will not need to be divided into smaller subvolumes. Only those cells, within which a rapid spatial variation of meteorological properties occurs, need to be divided.
In addition, the contribution to the received voltages due to the scattering form hydrometeors outside the radar resolution volume can be considered. This contribution is mainly caused by the antenna radiation pattern sidelobes. To evaluate the effects of these sidelobes, voltage time series should be generated considering the covariance matrix characterizing the scattering of the hydrometeors in the sidelobe's direction while the antenna matrix (32) is integrated into the sidelobe's direction. This time series will be added coherently to the voltage time series generated for the radar resolution volume in the antenna main beam.
Finally, to consider the effects of the transmitting and receiving filter, the samples in range at a given time, for a given azimuth and elevation, should be convolved with the combined response of the transmitting and receiving filters. Clearly, sampling in range needs to match the sampling rate considered for the filters, that is, the range dimension of the subvolumes will be determined by the sampling rate considered for the filters. Then, coherent addition of the responses from the different subvolumes, within a radar resolution volume, in elevation and azimuth at the same range is performed to obtain the received voltage samples at that range.
VII. CONCLUSION
The formulation of a simulation framework for the received voltages in weather radar systems has been further developed to obtain an expression for the covariance matrix of the received voltages that shows that the different parts of the radar system, the medium and the rain target can be separately described and characterized. The most important consequence of this formulation is that antennas effects can be separated from backscattering effects, therefore, avoiding the fine sampling of scanned volumes required by previous simulators to account for antenna radiation patterns. As a consequence, the computation time and load of a simulation are significantly reduced. It is important to point out that this reduction in the computation time and load is not achieved at the expense of the accuracy in the characterization of the radar system model.
In addition, having separated the contributions of the different parts of the system to the received voltages might be of help for the analysis and interpretation of results obtained with different systems.
