There is a recent trend of research and applications of CyberPhysical Systems (CPS) in manufacturing to enhance humanrobot collaboration and production. In this paper, we propose a CPS framework for personalized Human-Robot Collaboration and Training to promote safe human-robot collaboration in manufacturing environments. We propose a human-centric CPS approach that focuses on multimodal human behavior monitoring and assessment, to promote human worker safety and enable human training in HumanRobot Collaboration tasks. We present the architecture of our proposed system, our experimental testbed and our proposed methods for multimodal physiological sensing, human state monitoring and interactive robot adaptation, to enable personalized interaction.
INTRODUCTION
In the past few years, intelligent and autonomous robotic systems have been applied to vocational and manufacturing environments with a variety of applications, ranging from identifying training needs to risk prevention [22, 3] . Some of these robotic systems are fully-automated and placed in restricted areas without interacting with humans for safety concerns. However, there is a shift from automated to intelligent manufacturing, where human participation is an integral part of the system [17] . The development of such intelligent systems requires computationally advanced intelligent mechanisms, in order to ensure safe and e cient interaction between the robotic system and the involved human worker [1, 7] .
To this end, we model the system as a Cyber Physical System. A Cyber-Physical System (CPS) is a smart, feedbacktype system, in which the computational and physical components are integrated to control and sense the changing state of real-world variables [37] . A CPS addresses the increasing importance of interaction between interconnected computing systems and the physical world [12] . Applications of CPS in manufacturing include Cyber-Physical Production Systems (CPPS), in process automation and control [13] , Collaborative Robotics CPS (CRCPS), for humanrobot collaboration in industrial scenarios [10, 9] , and anthropocentric approaches (ACPS), where the human component has the role in training the robot for new tasks or for programmable compliance [39] .
Despite computational and sensor network advances in CPS for manufacturing [31, 38] , there is a lack of focus on human factors, considering behavior monitoring and personalized human training to ensure human-robot collaboration safety. In order for robots and humans to interact in an e↵ec-tive and intuitive manner, robots need to be able to detect and monitor changes in human a↵ective and physiological states [11] and adjust the physical component through the cyber component. In this paper, we propose a human-centric CPS that focuses on multimodal human behavior monitoring and assessment to promote human worker safety and enable human training in Human-Robot Collaboration tasks.
A HUMAN-CENTRIC CPS APPROACH
Human participation plays an essential role in HumanRobot Collaboration (HRC). Behavior monitoring and realtime recognition of human a↵ective and physiological states are critical to achieving e cient and safe HRC. To address the need for safe HRC and personalized training, through the collection and analysis of multimodal HRC data, we ask the following questions: "How can we enable factory workers to modify the way in which robots react and collaborate with them in the workplace?" and "How can we enable robots to sense and adapt to the physiological and cognitive conditions of their human co-worker to ensure safety and high performance?". In addition, the collected human-robot interaction data of an HCPS system will be used to create a novel human-centric multimodal HCPS dataset to further HRC research in CPS.
To achieve safe HRC, as well as personalized HRC that addresses an individual human worker's needs, we construct a closed feedback-loop CPS architecture. This proposed HCPS is shown in Figure 2 . The closed feedback architecture of the CPS framework is appropriate to model an interactive framework of humans and robots. In Figure 2 , we show the architecture of the proposed HCPS. Human worker (A1) and Robot (B) interact with multisensing HRI data (1) , that are analyzed and processed by the cyber component (C) that makes the appropriate adjustments through the algorithmic and control module (2) . This framework supports the participation of additional users (A2), as supervisors and operators -Human-in-theLoop. The di↵erent roles can interact through intelligent GUI systems (3) for modifications through implicit or explicit feedback. The system supports human with di↵erent roles (worker, supervisor, operator) and can be deployed to provide personalized training to human workers. The development of this framework will be based upon observations of human users interacting with the system, as well as the input of vocational experts and human workers, as discussed in Section 4.4.
EXPERIMENTAL TESTBED
In order to illustrate the proposed framework, we consider a simulation of an assembly-line task that requires team coordination, problem-solving skills, and sustained attention. Here, the role of the human component is clearly important to ensure collaboration e ciency, as well as the need for personalized human training to ensure safety. We argue if the system can provide an e↵ective way to understand human behavior and determine the a↵ective states in human-robot collaboration, in terms of safety and productivity [5] . In this assembly line task experiment, the human worker and the robot need to work together in order to (a) pick individual colored blocks from the blocks box, (b) build a tower of three blocks in specific color order and in specific positions and (c) place the tower inside the storage box, as shown in Figure 1 . The goal is to build as many towers as possible, in a given amount of time.
We follow the Shared Mental Model (SMM) approach [16] , where team members have a shared understanding of the task that is to be performed and of the teamwork involved, encoded as a Markov Decision Process (MDP). An MDP is defined as a tuple M = [S, A, R, T ]. We model the MDP as follows. The state space S describes the task progress, i.e., the number of blocks that are placed on the assembly station, at each available position, i.e., S = [P 1, P 2, P 3], where P x = [none, red, blue, white]. For example, s = [red, blue, white] describes the state on Figure 1 (middle figure) .
The role of both teammates (human and robot) is interchangeable, as they both have the same set of available actions. The action space A includes all the available actions for both team members and defined by the tuple A = [P lace X to Y, P ick Y, do nothing], where X = [red, blue, white] and Y = [P 1, P 2, P 3], (e.g., a = P lace red to P 1) resulting to a set of 13 available actions. The reward function R(s, a), evaluates the selected action a on a given state s.
The goal is to find the robot policy (mapping from states to actions) that maximizes this function. The transition model T describes the transition probabilities between states, based on a given action and it can be defined through an empirical pilot study.
The challenge in such an assembly task is for the robot to learn a personalized collaboration policy appropriate for each di↵erent human worker teammate, which can then be used for personalizing human-robot collaboration. Another challenge is for the robot to learn a personalized human training policy, to train the human worker in this collaboration task. By doing this, the robot can train the user to perform the same task in di↵erent ways (e.g., faster or in different color order), by altering its policy as needed [23, 15] , to enhance the human's collaboration and attention skills. Moreover, we will develop methods for multimodal sensing of human attention and workload during the collaborative task. Attention can be used as an a↵ective control signal from the computational component to perform the appropriate adjustments (e.g., decrease human workload, provide training, etc.). Human expertise (human supervisor) can be also integrated into the adaptation mechanism to facilitate the learning procedure.
RESEARCH OBJECTIVES AND ONGO-ING WORK
In this section, we present the core research objectives of the proposed HCPS: (1) collecting and analyzing multisensing behavioral data to detect inattention and (2) using the human-generated feedback to perform appropriate system adjustments to enable personalized collaboration and human training.
Human State Monitoring and Online Pattern Recognition
A significant challenge of real-time human mental state pattern recognition is the high intra-and inter-individual variability across di↵erent workers, which is also something that HCPS addresses. Traditional statistical pattern analysis approaches are not adequate to tackle the challenging problems of high variability to enable accurate personalized prediction. We have developed a set of automated adaptive online pattern learning approaches to learn personalized discriminative patterns over time in a multi-sensing monitoring process [35, 33] . We integrated quantitative brainwave EEG analysis, time series classification, statistical theories, and adaptive learning techniques into a personalized pattern recognition system. Online monitoring and adaptive pattern recognition methods have been successfully applied to achieve personalized online prediction of epileptic seizures [34] and detection of fatigue and distraction of drivers in a simulated driving environment [36] and to human emotion identification studies [32] .
In this project, we will integrate multi-sensing data fusion techniques such as online monitoring and pattern recognition system to develop a personalized real-time human state identification system for the proposed framework. To fully consider multimodal feature structures, we will develop an expert-informed structured sparse learning framework to discover complex relationships between various signal pattern features and human cognitive/mental states (such as fatigue, stress, distraction, etc.). The extensive signal feature analysis and pattern learning will be integrated into an adaptive real-time human state pattern recognition framework to e↵ectively process the multimodal human physiological and behavioral data streams from human workers. An adaptive pattern learning framework is also going to be developed, that is capable of performing online pattern learning, personalized to the collaborative worker, by receiving personalized state feedback from the worker. The proposed multi-sensing data fusion and online pattern recognition framework will be integrated in the proposed HCPS framework to provide real-time assessment of important human (intention, a↵ective, or cognitive) states, which can be used as personalized interactive communication signals with the robot to avoid risks/errors and improve work/ training performance.
Multimodal Sensing of Human Behavior
An important objective of our research is to develop methods to automatically sense inattention in interactions with robots at the workplace. We will explore several models that can predict the degree of attention of a worker based on a multimodal set of inputs, covering the visual, physiological/ thermal, and speech/ linguistics modalities [20, 19] . Each of these modalities will be processed to extract a rich set of features, such as facial expressions (e.g., smile frowning) and gestures (e.g., hand movement) from the visual channel; physiological (e.g., heart beat) and thermal measures (e.g., average temperature for selected areas in the face); linguistic (e.g., words; syntactic relations) and acoustic cues (e.g., pitch). We will explore several approaches to combine the individual modalities, including early fusion, late fusion, as well as temporal fusion that specifically accounts for the temporal nature of the data. The outcome of this research will be a multimodal dataset for attention detection, a set of tools to extract features from the di↵erent modalities (and their corresponding sensors), as well as several models for modality fusion. Importantly, this experiment will enable us to determine the minimal and least intrusive set of sensors that can be used for e↵ective attention prediction, by conducting ablation experiments where we will determine the role played by each individual sensor in the final prediction.
Interactive Robot Learning
Reinforcement Learning (RL) is a paradigm of learning sequential decision making processes with the potential to develop adaptive robots that adjust their behavior based on human responses and abilities [6] and to enable CPS components to learn and adapt to novel situations (self-adaptation [14] . Interactive Reinforcement Learning has been investigated to create an integrated approach to complex problem solving based on human and computational agents, including the "human-in-the-loop", which can be beneficial in solving computationally hard problems [21, 8] .
Our previous work includes the development of multimodal interactive systems for adaptive cognitive and physical rehabilitation [18, 30, 29] . In this project, we propose to explore Interactive Reinforcement Learning (IRL) techniques using our proposed adaptation framework [29] , to integrate user feedback (implicit or explicit) and human expertise feedback (e.g. coming from the HCPS human supervisor) [28] . The proposed framework allows user feedback and expert limited guidance to modify or guide the interaction. Based on the Interactive Policy Adaptation algorithm, shown in Figure 4 . This algorithm allows implicit feedback and explicit guidance (limited interventions) to modify robot's policy. As mentioned earlier, human feedback can be provided implicitly through multisensing information that indicates level of attention, task engagement, etc. We propose to develop methods to translate such relevant multisensing information to a numerical representation (feedback) and integrate them with the expert guidance as input to the learning process.
Personality and Job Satisfaction Assessments for the Workplace
Given the human-centric nature of HCPS, enabling personality and job satisfaction assessments are critical in robot manufacturing. We will follow traditional vocational assessment methods and we will use them as baseline. The Vocational Personality assessment is the Big Five Inventory [4] , which is used to examine how the "Big Five" traits (i.e., openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism/emotional stability) relate to di↵erent job criteria (i.e., job proficiency, training proficiency, and other personnel data) for di↵erent types of job roles [2] . Job satisfaction assessments have been done via questionnaires, not immersive technology testing. The Job Satisfaction Survey [25, 26] is used to indicate job satisfaction and covers aspects like job tasks and required rules and procedures [27] . It has been validated in many contexts and has been shown to be reliable in measuring worker satisfaction over time [24] . The Work Behavior Inventory (WBI) provides situational assessments of individual work performance. The Vocational Cognitive Rating Scale (VCRS) provides assessments of cognitive di culties at work. With the team's expert guidance (Bell-Yale), we will explore how to compare HCPS with these di↵erent traditional types of assessment. He will direct their use and insure their fidelity.
DISCUSSION
We proposed an architecture for a human-centric Cyber Physical System (HCPS) to enable personalized human-robot collaboration and training, through multi-sensing behavior monitoring. We presented our experimental testbed and discussed our proposed work on multimodal sensing of attention and interactive robot learning and adaptation for personalized Human-Robot Collaboration and Training.
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