Abstract. The classical Peter-Weyl theorem describes the structure of the space of functions on a semi-simple algebraic group. On the level of characters (in type A) this boils down to the Cauchy identity for the products of Schur polynomials. We formulate and prove the analogue of the Peter-Weyl theorem for the current groups. In particular, in type A the corresponding characters identity is governed by the Cauchy identity for the products of q-Whittaker functions. We also formulate and prove a version of the Schur-Weyl theorem for current groups. The link between the Peter-Weyl and Schur-Weyl theorems is provided by the (current version of) Howe duality.
Introduction
In this paper we formulate and prove current versions of three classical theorems from representation theory: the (algebraic version of the) Peter-Weyl theorem, the Howe duality and the Schur-Weyl theorem. Let us recall the setup.
Let G be an algebraic semi-simple simply-connected group over C and let C[G] be the space of algebraic functions on G. Then C[G] is naturally endowed with the commuting G × G action coming from the bimodule structure. The celebrated Peter-Weyl theorem (see e.g. [GW, TY] ) states that C[G] is isomorphic as G × G module to the direct sum λ∈P + V λ ⊗ V * λ , where the sum is taken over the set P + of dominant integral weights λ and V λ is the irreducible G-module of highest weight λ.
The Howe duality [H] describes the structure of the space of functions on the tensor product V ⊗ U with dim V = m, dim U = n. More precisely, the Howe duality says that S(V ⊗ U) is isomorphic to the direct sum V λ ⊗ U λ of irreducible gl m and gl n modules (λ runs over the set of partitions of length at most min(m, n)). Hence the Howe duality can be seen as an analogue of the Peter-Weyl theorem in the special type A situation (note however that m, n might be different).
The celebrated Schur-Weyl duality states that the tensor power V ⊗n of the tautological (vector) representation of gl m enjoys the decomposition into the direct sum of the tensor products V λ ⊗ S λ , where S λ is the Specht module over the symmetric group S n and λ runs over the set of partitions of length no greater than dim V . It was shown by Howe that the Schur-Weyl theorem can be derived from the Howe duality.
In order to state our theorems let us introduce some notation. Let O = C [[t] ] and let G(O) be the corresponding current group over the ring of formal series in one variable (see e.g. [Kum1] , section 13.
2). Then the space of functions C[G(O)] carries natural G(O)-G(O)
bimodule structure. It is natural to ask what is the structure of the space of functions on the current group as G(O)-G(O) bimodule. In order to state the answer we recall the notion of the global and local Weyl modules.
Let g be the Lie algebra of G and let g [t] = g ⊗ C[t] be the corresponding current Lie algebra. Let λ be a dominant integral weight of g. Then the global Weyl module W λ (see [CFK, FNO] ) is a cyclic g [t] module with cyclic vector w λ such that n + [t]w λ = 0 (where n + ⊂ g is the positive nilpotent subalgebra of g) and U(g ⊗ 1)w λ ≃ V λ (where U(g) denotes the universal enveloping algebra). The module W λ is known to be infinite dimensional. However, its "size" is controlled by the local Weyl module W λ , which is the quotient of W λ by the relations h ⊗ tC[t]w λ = 0, where h ⊂ g is the Cartan subalgebra. The modules W λ are finite dimensional; in particular, if g is of type A, then W λ is isomorphic as a g ⊗ 1-module to a tensor product of several fundamental g-modules. The connection between the local and global Weyl modules is governed by certain commutative (infinite-dimensional) algebra A λ , which is isomorphic (as a vector space) to the weight λ subspace of W λ (see e.g. [FL2] ). More precisely, the algebra A λ acts freely on W λ , commutes with the action of the current algebra g [t] and the quotient is isomorphic to W λ ; in particular, the ratio of the (graded) characters of the global and local Weyl modules is equal to the graded character of A λ . It is worth mentioning that global/local Weyl modules as well as the algebras A λ have a very clear categorical meaning in terms of a highest weight category (see recollections in Section §1.4 and references therein). Now we are in position to state our first main theorem.
Theorem A. (Theorem 2.21 below)
The dual space of functions on the group G(O) admits a filtration such that the associated graded space is isomorphic to the direct sum
Here W o λ is the right Weyl module (see Chapter 1.5). It is isomorphic to the left Weyl module W λ * as the Hopf algebra module, where λ * = −w 0 λ. So there is the natural vector space isomorphism:
We note that in contrast with the classical situation the matrix coefficients of the global Weyl modules do not span the whole space of functions on the group G(O). Now let us describe the current version of the Howe duality. Recall that the character of V λ is given by the Schur function s λ . Hence the Howe duality on the level of characters boils down to the celebrated Cauchy identity:
s λ (x 1 , . . . , x n )s λ (y 1 , . . . , y m ).
Recall that the q-Whittaker functions p λ (x, q), x = (x 1 , . . . , x n ) are certain polynomials in x i and q (see [BF1, E, I, GLO1, GLO2] )). These polynomials are t = 0 specializations of the Macdonald polynomials. The q-Whittaker functions enjoy many nice properties; in particular, they satisfy the following generalized Cauchy identity (which is the special case of the similar identity for Macdonald polynomials, see [M] ):
(1 − x i y j q k ) −1 = λ=(λ 1 ≥···≥λn≥0) p λ (x, q)p λ (y, q) n a=1 (q)
, where (q) r = r l=1 (1 − q l ) and we assume n ≤ m, λ n+1 = 0 (see [BP, BC] for the description and properties of the corresponding measure on the set of partitions, which generalizes the Schur measure of [Ok, OR] ). The left hand side of the Cauchy identity for the q-Whittaker functions can be interpreted as the character of the space of algebraic functions on the space V ⊗ U ⊗ C [[t] ]. We prove the following theorem.
Theorem B. (Theorem 3.2 below) There exists a filtration on the dual space of functions on the space V ⊗U ⊗C [[t] ] such that the associated graded space is isomorphic as gl V [t]-gl U [t] bimodule to the direct sum
Here W λ is a certain gl-analogue of the global type A Weyl module and A λ is an analogue of the highest weight algebra. We note that the q-Whittaker functions are equal to the characters of the local Weyl modules in type A and the character of the algebra A λ is given by the product n a=1 (q)
. Classical Schur-Weyl duality gives an equivalence of categories of modules over the Lie algebra sl m of weight ≤ nω 1 and the category of representations of symmetric group S n whenever m > n. This equivalence is given by the bimodule V
We prove the current analogue of this theorem, where the Lie algebra sl m is replaced by the current Lie algebra sl m [t], the tautological representation V ω 1 ≃ V is replaced by the global Weyl module W ω 1 ≃ V [t] and the symmetric group S n is replaced by the algebra
The category of its representations is no more a semisimple category but admits a structure of a highest weight category (see Section §1.4 for definition). Let K λ be the standard modules in this category (called global Kato modules). In particular, the automorphism algebra of K λ is equal to A λ . ⊗n admits a filtration with subquotients isomorphic to
Finally, Theorem C can be used to deduce a numerical information on local/global Kato modules. In particular, we are able to index a basis of the local Weyl module K λ by fillings of Young diagrams in Section §4.3.1 and find a filtration by global Weyl modules of the wedge powers Λ n W ω 1 (see Theorem 4.17 below). Our paper is organized as follows. In Section §1 we introduce the main algebraic and geometric objects we use in the paper. We also recall basic facts and constructions to be used in the next sections. In Section §2 we formulate and prove the Peter-Weyl theorem for current groups (Theorem A). In Section §3 we deal with the type A case (mostly with g = gl n ) and prove Theorem B. In Section §4 we prove Theorem C, deduce some properties of Kato modules from [Kat2] and finish with the description of the wedge power Λ n W ω 1 and related identities for characters.
1. Notation and background 1.1. Notation. Let g be a simple finite-dimensional Lie algebra over C . Remark 1.1. Throughout the paper we work over the complex numbers. However, we expect that most of our results hold over an arbitrary algebraically closed field of characteristic zero. Remark 1.2. We note that many of the results and constructions below are valid for arbitrary reductive Lie algebras. However, when passing to the theory of Weyl modules over the current algebra, the (semi)simplicity becomes crucial. In particular, the gl n -case requires separate definitions.
Let G be the corresponding simple simply-connected algebraic group. Let ∆ = ∆ + ∪ ∆ − be the root system, g = n − ⊕ h ⊕ n + be the triangular decomposition, W be the Weyl group. We denote by r = dim h the rank of g and let ·, ·, be the Killing form on h * . Let e α be the root vector for α ∈ ∆ + , f α be the root vector for α ∈ ∆ − . We denote by
the sets of simple roots and fundamental weights. Let P be the weight lattice, P + the semigroup of dominant integral weights, i.e. P = r i=1 Zω i , P + = r i=1 Z ≥0 ω i . For λ ∈ P + we denote by V λ the (left) irreducible g-module with the highest weight λ. This module is cyclic with the cyclic vector v λ and the following relations:
Similarly one defines the right module V o λ over g (i.e. for any x, y ∈ g the commutator [x, y] acts as yx − xy) with the highest weight λ:
We note that a (left) module π : g → gl(V ) induces the right module opp • π : g → gl(V ) by the formula x(opp • π) = −π(x). The right module thus obtained will be denoted by opp(V ) (in particular, opp(V ) coincides with V as a vector space). Then one easily sees that V o λ ≃ opp(V * λ ), i.e. to obtain the right module V o λ one has to take the dual (left) module V * λ and to negate all the Lie algebra operators. Remark 1.4. Below we will also consider the right representations of the Lie groups (i.e. the map π : G → GL(V ) such that π(g 1 g 2 ) = π(g 2 )π(g 1 )). Clearly, given a (left) G-module V one constructs the right G module opp(V ) by inverting all the operators corresponding to the Lie group elements. Obviously, the procedure sends V * λ to V o λ . 1.2. Peter-Weyl theorem. The group G × G acts on G by the multiplication from the left and from the right. More precisely, we set (g 1 , g 2 ).g = g 1 gg 2 . So one copy of G acts by the (usual) left action, and the other acts via the right action. Let C[G] be the space of algebraic functions on G. The natural G-G-bimodule structure of C[G] is explicitly given by ((g 1 , g 2 ).Ψ)(g) = Ψ(g
2 ). The celebrated Peter-Weyl theorem (see e.g. [GW] , Theorem 4.2.7.) describes the structure of this bimodule .
Remark 1.6. The Peter-Weyl theorem is sometimes stated in the following form:
λ . This form of the theorem is valid if one considers the genuine (left-left) action of the group G × G on the algebra of functions
The two formulations are related by the simple observation from Remarks 1.3, 1.4. The reason we prefer the left-right action is that in order to formulate the Peter-Weyl theorem for current algebras we need to tensor two infinite-dimensional modules over the current algebra. In such a situation we prefer not to work with dual spaces.
1.3. Howe duality. Howe duality [H] can be regarded as a version of the Peter-Weyl theorem for the space of matrices Mat m,n . Let us recall some details. The weight lattice of gl n is equal to
be the set of dominant integral weight. We denote by V λ the irreducible highest weight gl n module with highest weight λ.
Denote the weight i λ i ǫ i by λ = (λ 1 , . . . , λ n ). Note that the restriction of the gl n module V λ to sl n is isomorphic to the irreducible representation
. Each dominant integral weight of gl n corresponds to the Young diagram with at most n rows in the following way. The diagram Y λ attached to λ contains λ 1 boxes in the first row, λ 2 boxes in the second row, etc. For example, for λ = (4, 3, 1), the diagram Y λ is of the following form:
For a weight λ we denote by |λ| the number of boxes in the Young diagram Y λ . Now let V be an m-dimensional vector space and let U be an n-dimensional vector space. Then V ⊗ U o has a natural structure of gl m -gl n -bimodule (i.e. gl m acts from the left and gl n acts from the right). We recall that U o is isomorphic to the dual space U * as a vector space. Thus the tensor product V ⊗ U o is naturally identified with the space of homomorphisms Hom(U, V ) ≃ Mat m,n .
We consider the N-th symmetric power of the gl m -gl n -bimodule
Theorem 1.7. One has the isomorphism of gl n -gl m bimodules:
where λ n+1 = λ m+1 = 0 in the right hand side.
1.4. Highest weight categories. In this section we recall the notion of a highest weight category introduced in [CPS] . Let C be a C-linear abelian category whose simple objects are indexed by elements of a given set Υ. Let π : Υ ։ Λ be a surjection on a partially ordered set (Λ, ≤).
1 Denote by C ≤λ the Serre subcategory generated by simples L(µ) with π(µ) ≤ λ. Respectively, by C =λ we denote the quotient category C ≤λ /C <λ . Thus, for each λ we have a pair of functors between corresponding categories. Definition 1.8. A category C is called a Highest Weight Category iff ∀λ ∈ Λ the embedding C ≤λ ֒→ C is fully faithful on the level on derived categories:
We suppose that the category C contains enough projectives (injectives) and we denote by P (λ) a projective cover of L(λ) 2 . Denote by ∆(λ) a projective cover of L(λ) in the subcategory C ≤λ which is called a standard object. Respectively, we denote by ∇ λ (called costandard object) an injective hull of L(λ) in C ≤λ . By A λ we denote the algebra of endomorphisms of ∆(λ). We end up with the following diagram of (adjoint) functors of abelian categories:
A proper standard object∆(λ) is defined to be the image of L(λ) after applying the left adjoint functor r ! λ . (Respectively, a proper costandard∇(λ) is defined to be the image of the right adjoint r * λ (L(λ))). Finally we are able to recall several equivalent definitions of a highest weight category:
The following is equivalent for a C-linear abelian category C whenever the (finite) set of irreducible objects Υ is partially ordered:
(S1) C is a highest weight category; (S2) for all λ ∈ Υ a projective cover P (λ) admits a filtration whose successive subquotients are isomorphic to standard modules ∆(µ) with µ ≥ λ; (S3) For all λ, µ ∈ Υ we have the following vanishing conditions
(S4) The second extension group Ext 2 C (∆(λ),∇(µ)) = 0 vanishes for all λ, µ ∈ Υ. The notion of a highest weight category C was initiated by the following equality of multiplicities: Corollary 1.10. The BGG (Bernstein-Gelfand-Gelfand) reciprocity holds in a highest weight category:
∀λ ≤ µ one has equality of multiplicities [P (λ) :
Corollary 1.11. A subcategory C ≤λ of a highest weight category C is a highest weight category.
All aforementioned definitions were recollected in order to be able to formulate the following well known result [BBCKL, CI, Kh] . Example 1.12. The category of finitely-generated graded g[t]-modules with finite-dimensional graded components is a highest weight category with respect to the standard partial ordering of dominant weights P + that index the set of irreducible objects in this category:
A representation-theoretic description of standard and proper standard modules in these categories is given in the next subsection, where we use more common names and notation: global Weyl modules W λ stand for standard modules ∆(λ) and local Weyl modules W λ are used instead of proper standard modules∆(λ). Note also that an irreducible g module V λ can show up as a subquotient of a graded g[t] module in different homogeneous components. Hence, strictly speaking, the set of irreducibles Υ in our category consists of pairs (λ, k), λ ∈ P + , k ∈ Z. One has an obvious forgetful map π : Υ = P + × Z ։ P + to the partially ordered set (P + , ≤ g ) that defines a structure of the Highest Weight Category. In particular, in order to control the characters of the graded g[t] modules (in particular, when using the BGG reciprocity) one has to keep track of the graded component where an irreducible module V λ shows up.
1.5. Weyl modules. In this section we consider representations of the current Lie algebra
, where g is a simple finite-dimensional Lie algebra (we will also consider separately the case of g = gl n ). For x ∈ g, k ≥ 0 we denote by xt
. For a dominant integral weight λ we denote by W λ the corresponding local Weyl module of highest weight λ and by W λ the global Weyl module (see e.g. [CFK] ). The global Weyl module W λ is cyclic g[t] module with cyclic vector w λ of h ⊗1 weight λ and defining relations
The defining relations for the local Weyl module W λ differ by the additional relation h ⊗ tC [t] .w λ = 0. Thus there is a natural surjective homomorphism of g[t]-modules W λ → W λ . We note that both local and global Weyl modules are graded by the action of the Cartan subalgebra. Apart from that, Weyl modules enjoy an additional q-grading, defined by deg q w λ = 0 and deg q xt i = i (i.e. xt i increases the degree by i). We note that the subspace of vectors of a fixed q-degree in a Weyl module is naturally a g-module. For a graded g-module M = k∈Z M[k] with finite-dimensional graded components we denote 
Similarly one defines local right Weyl modules just adding additional relation w Proof. Let w 0 be the longest element in the Weyl group; recall λ * = −w 0 λ. Hence W λ * contains a vector u of weight −λ (the space of such vectors is one dimensional and of qdegree zero). Now the Weyl module W λ * is generated from u by the action of the universal enveloping algebra U(b + ). We also note that the map Remark 1.14. We note that W λ * is very different from the restricted dual module W * λ (for example, the former is cyclic module and the latter is cocyclic).
Recall the standard notation (q)
) be the universal enveloping algebra of the Lie algebra of currents over Cartan subalgebra with trivial constant term. One has
)aw λ ⊂ W λ is a cyclic module which satisfies all defining relations of W λ . Therefore A acts as algebra of endomorphisms of global Weyl module. More precisely, consider the map ϕ : A → W λ , ϕ(a) = aw λ . Let A λ = A/ ker ϕ be the quotient algebra. In particular, A λ is isomorphic to the space of the h-weight λ vectors in W λ . Then the algebra A λ acts on the global Weyl module W λ in such a way that this action commutes with the g[t]-action.
We have the following properties of Weyl modules (see [CFK, FL2, N] ).
• W λ is finite-dimensional and dim
• the action of the algebra A λ on W λ is free;
of r algebras of symmetric polynomials in m i variables; in particular, h α i t k corresponds to
• the quotient of W λ by the action of A + λ (the augmentation ideal of A λ ) is isomorphic to W λ . Finally, we denote by P λ the g[t]-module which is the projective cover of the irreducible module V λ (see e.g. [BBCKL, CI, Kh] ). Explicitly, P λ = Ind
g V λ . Remark 1.15. We have the isomorphism of vector space
1.6. The gl n Weyl modules. In order to formulate the analogue of the Howe duality for current groups we will need the notion of the global Weyl module over gl n . Let λ = n i=1 λ i ǫ i be a dominant integral weight for gl n . We define the global Weyl module as follows. Let
)ω i be the corresponding sl n weight and consider the global Weyl module Wλ for sl n . Let Id ∈ gl n be the identity matrix. In particular,
In order to give the definition of the global Weyl module for gl n we need one more piece of notation. We define 
The current group can be realized explicitly as follows. Let us consider a faithful representation of G providing an embedding G ⊂ Mat n to the space of square matrices of size n × n. Let I G be the defining ideal for this embedding; in particular, I G can be realized as an ideal in the algebra of functions R n = C[Mat n ]. The algebra R n can be naturally identified with the polynomial ring C[z i,j ] n i,j=1 (where z i,j is a function on Mat n returning the (i, j)-th entry of a matrix). Let us introduce new infinite set of variables z (k) i,j , where i, j = 1, . . . n and k ≥ 0. We attach to each variable z i,j the formal power series
Example 1.16. Let G = SL 2 with the standard embedding into Mat 2 . Then I G is generated by a single polynomial z 1,1 z 2,2 − z 1,2 z 2,1 − 1. The polynomials P m are the coefficients of the series z 1,1 (t)z 2,2 (t) − z 1,2 (t)z 2,1 (t) − 1. For example,
We note that the polynomial ring C[z 
] be the ideal generated by all polynomials P m , P ∈ I G , m ≥ 0. Then the C points of the affine scheme associated to the quotient ring C[z
. We note that the scheme structure defined by the ideal I G (O) is reduced (see [Oo] ). Remark 1.17. Let W * λ be the restricted dual module (the direct sum of duals of the homogeneous components with respect to the q-grading). The group G(O) acts on W * λ . However, it does not act on the Weyl module itself (the action produces infinite sums). To fix this problem one has to consider the completed global Weyl module with respect to the q-grading. However, given a vector v ∈ W λ , a functional ξ ∈ W * λ and an element A ∈ G(O) the matrix element ξ(gv) is well defined.
2. Peter-Weyl theorem for current groups 2.1. Characters. Let G be a simple algebraic group and let G(O) = G [[t] ] be the corresponding current group. Let ev 0 : G(O) → G be the t = 0 evaluation morphism. We also have a natural embedding G → G [[t] ] as the set of constant currents. We denote by G(O) id the preimage ev
Proof. Obviously, the group G(O) id is normal and for any A ∈ G(O) one has A(ev 0 A)
The group G(O) naturally acts on C[G(O)] from the left and from the right, namely
] is written as the standard G × G action on G and the diagonal action on G(O) id . We also note that there exists a natural C * action on the space of functions C[G(O)] given by the loop rotation (i.e. an element z ∈ C * scales t: t → tz). We thus obtain the action of
In what follows for a graded G-G bimodue U we use the notation ch q U = k∈Z q k ch G×G U k , where U k ⊂ U consist of vectors u such that C * acts on u via the character z → z k . Similarly, for the graded G module U we use the notation ch q U = k∈Z q k ch G U k . For a Lie algebra a we denote by ta[t] the Lie algebra a ⊗ tC [t] . Also for a vector space V we write Proof. The group G(O) id is pro-unipotent (the projective limit of unipotent groups
. Now passing to the inductive limit when N goes to infinity we arrive at the claim of our Lemma.
Remark 2.3. For any Lie algebra a the symmetric algebra S(a) is isomorphic to the universal enveloping algebra U(a) as a modules (with respect to the adjoint action). Hence,
Corollary 2.4. The character of C[G(O) id ] is given by the formula
Recall that P λ denotes the projective cover of the irreducible highest weight module V λ .
Proposition 2.5. One has the isomorphism of graded G-G bimodues:
Proof. By Lemma 2.2, Remark 2.3 and the Peter-Weyl theorem one has the isomorphisms of graded G-G bimodues:
where the last isomorphism is implied by the isomorphism of
Remark 2.6. We note that in Proposition 2.5 we consider only the G-G bimodue (not the whole current group action).
We consider the local and global Weyl modules W λ and W λ .
Lemma 2.7. One has the isomorphism of graded G-G bimodues
Proof. One has the BGG-type reciprocity [BBCKL, CI, Kh] for any λ, µ ∈ P + :
where [·, ·] q denotes the q-multiplicity. Therefore
2.2. Tensor products over highest weight algebras. Recall the algebra A λ , which sits inside W λ as the algebra of highest weights (i.e. A λ is isomorphic to the weight λ subspace of the global Weyl module W λ ). The action of A λ on W λ is free and the quotient W λ /A 
Below we use the following simple observation: Lemma 2.10. We have the isomorphism of q-graded g-g-bimodules: 
Proof. Follows from the definition of the module T λ .
Proposition 2.13. One has the equality of the characters of graded G-G bimodues:
Proof. This is a direct consequence of Lemma 2.7, Proposition 2.5 and Lemma 2.10. 
Our goal is to prove the following theorem:
There exists a filtration F λ on the dual space
Let us consider the standard order on P + defined by λ ≥ µ if and only if λ−µ = r i=1 k i α i , k i ∈ Z ≥0 . We construct a decreasing filtration F λ on the dual space of functions C[G(O)] * labeled by λ ∈ P + . Namely, let us consider the subspace C [G] * . By the Peter-Weyl theorem we have the direct sum decomposition
* . However, this becomes wrong after passing from G to G [[t] ]. The reason we consider the dual space here is explained below.
We note that the embedding G ⊂ G(O) induces the surjective restriction homomorphism C[G(O)] → C[G] and hence the embedding
and consider the right hand side as a subspace of
Definition 2.15. Define the decreasing filtration F λ , λ ∈ P + on C[G(O)] * by the formula
, where the right and left actions of the current algebras are used.
Our goal is to prove the isomorphism of g[t]-g[t]-bimoduules
We prepare several lemmas. Let v λ ∈ V λ be the weight λ (highest weight) vector with respect to the left g action and let v 
Proof. We note that for an element h ∈ h and any k ≥ 0 one has (ht
, which holds since v λ and v o λ have the same h-weight with respect to the left and right actions. Now (2.2) completes the proof.
The next lemma shows that the whole space C[G(O)]
* is generated from the zero level subspace by the action of
Proposition 2.18. One has
Proof. Assume that the right hand side is strictly contained in
We note that the loop rotation invariants in C[G(O)] coincide with the direct sum λ∈P + V λ ⊗ V o λ . Therefore, we can (and will) assume that Ψ is of strictly positive loop rotation degree. We will also assume that this degree is the smallest possible (i.e. there is no function with the property (2.3) of the loop rotation degree smaller than that of Ψ). Equation (2.3) implies that Ψ is invariant with respect to the left-right action of the product of groups exp(tn
). In other words, for any g t ∈ G(O) and (A, B) ∈ exp(tn − [t]) × exp(tb + [t]) one has Ψ(g t ) = Ψ(Ag t B). In fact, (2.3) can be rewritten as
Since Ψ is of positive q-degree and of the smallest q-degree with the above property, we conclude U(tn − [t])ΨU(tb + [t]) = 0, which is equivalent to the claim that Ψ is invariant with respect to the product of groups exp(tn
We note that the set
is open dense (recall that G is considered as a subgroup of G(O), the image of the t = 0 evaluation map). In fact, assume that g 0 = ev 0 g t is an element from the open dense Bruhat cell Bw 0 B in G. In particular,
Then the equality g t = Ag 0 B is equivalent to g t = g 0 (g
Hence the kernel of ev 0 can be written in the product from:
be the open dense subset consisting of g t such that g 0 = ev 0 g t is in the open Bruhat cell. Since the function Ψ is invariant with respect to exp(tn
We conclude that Ψ is invariant with respect to the t = 0 evaluation morphism and hence its q-degree (loop rotation degree) equals zero, which contradicts the assumption.
Similar (even simpler) arguments imply the following modification of the Proposition above.
Lemma 2.19. One has C[G(O)] * = U(g[t])C[G]
* , i.e. the left action of the universal enveloping algebra of the whole current algebra g[t] on the degree zero subspace
* produces the whole dual space of functions on G(O).
Finally, we need the following lemma. 
bimodule. The cyclicity is implied by the definition of F λ . The last thing to check is that the defining relations of T λ from Lemma 2.12 are satisfied. In fact, all the relations except for a. We conclude that the following theorem holds.
Theorem 2.21. The filtration F λ produces the desired isomorphism
Proof. Lemma 2.20 provides the surjection from the left hand side to the right hand side. Now the theorem is implied by the character identities from Proposition 2.5 and Lemma 2.7.
Howe duality for current groups
For a partition λ = (λ 1 ≥ · · · ≥ λ n ≥ 0) let p λ (x 1 , . . . , x n ; q) be the corresponding qWhittaker function. In particular, p λ are polynomials in x i and q and can be defined as the t = 0 specialization of the symmetric Macdonald polynomial P λ . The q-Whittaker functions turned out to be very important in modern representation theory (see e.g. [E, C, BF1, BF2] ). In particular, one has the following lemma.
Lemma 3.1. The character of the gl n [t] local Weyl module W λ is given by p λ (x, q).
Proof. See [I, S, GLO1] .
Assume that m ≥ n. Then one has the following Cauchy type identity (we assume that λ n+1 = 0):
The identity (3.1) is obtained by specializing at t = 0 the corresponding identity for symmetric Macdonald polynomials (see [M] ). Now the left hand side of (3.1) is equal to the character of the polynomials in variables z (k) i,j , i = 1, . . . , m, j = 1, . . . , n and k = 0, 1, . . . . We consider the left action of the Lie algebra gl m [t] and the right action of the Lie algebra gl n [t] on the space of m × n matrices Mat m,n (C[t] ). Let V be the left fundamental representation of the highest weight ω 1 over gl m [t] , and let U be the right fundamental representation of the highest weight ω 1 over gl n [t] . We identify Mat m,n (C[t] 
To a partition λ with at most r rows we attach a gl r weight λ i ε i . Then the simple roots are given by α i = ε i − ε i+1 . For two partitions λ, µ of size N we write λ ≥ µ if λ − µ is a sum of simple roots with nonnegative integer coefficients.
Recall that n ≤ m.
) admits a decreasing filtration F λ indexed by partitions λ of length n with λ ⊢ N such that
Proof. We first note that the q-character of S (V ⊗ U ⊗ C [t] ) is given by the left hand side of (3.1) and the right hand side of (3.1) is equal to the sum over all λ of the characters of the spaces
In order to define F λ let us consider the classical Howe decomposition
be the tensor product of weight λ vectors. We define
Then the first claim of Theorem follows from Lemma 3.4 below (since
The second claim is proven in Lemma 3.5 below.
We need the following simple Lemma. Let B = span{a 1 , a 2 } be a two-dimensional sl 2 -module.
Proof. We note that n 
In what follows we use the notation b + , b − to denote the Borel subalgebras in gl m or gl n (this does not lead to confusion since gl m acts from the left and gl n acts from the right).
Proof. Let {v 1 , . . . , v m } be the weight basis of the left module V such that e ij v j = v i , {u 1 , . . . , u n } be the weight basis of the right module U such that u i e ij = u j . We prove that the set { n i=1 (v i u i ) r ii , r ii ≥ 0, i r ii = N} generates this bimodule. Denote the linear span of these elements by D.
We divide the proof into three steps.
Step 1. Consider first the left action of elements h ii ⊗ t k . We have:
The proof of this fact is by induction on the number of nonzero exponents s we obtain the sum of elements such that all of them but one have the number of nonzero exponents s k jj equal to b. The remaining summand is equal to the integer multiple of
This completes the induction step.
Step 2. Next we prove the following claim:
Assume by induction that all the elements i≥j
We denote the linear span of these elements by
We prove that
Consider the following filtration on the space D i 0 ,j 0 :
Then this filtration preserves the structure of e i 0 −1,i 0 [t]-module. Then the corresponding graded module is isomorphic to the direct sum of copies of modules W (r i 0 j 0 +r i 0 −1j 0 )ω . Using Lemma 3.3 we obtain that the corresponding graded module is generated by D i 0 −1,j 0 . This completes the induction step and Step 2 of the proof.
Step 3. Now we obtain the following:
The proof is by analogous induction using the sets D i 0 j 0 , j 0 > i 0 which are the linear spans of the elements i≥j r ij k=1 (v i u j t s k ij ), r ij=0 for i < i 0 , j > j 0 . Indeed we have:
and by induction
Proof. The proof is completely analogous. By
Step 2 of the previous proof we have:
Then the claim of the lemma is obtained by the same induction using the left action of
4. Schur-Weyl duality 4.1. Classical Schur-Weyl duality. Let us recall several different equivalent reformulations of the classical Schur-Weyl duality discovered by Issai Schur ( [Sch] ) and popularized by Herman Weyl in [W] .
Theorem. There exists an isomorphism of GL V × S n -modules
Here V λ denotes the irreducible GL V -module with highest weight λ and S λ is the irreducible S n -module that corresponds to the partition λ also known as the Specht module.
In particular, the Schur-Weyl duality defines a pair of functors that defines an equivalence between the category Rep(GL V ) (n) of polynomial gl V -representations of degree n ≤ m = dim V and S n -representations:
Here by U (1 n ,0 m−n ) we denote the subspace of weight (1, . . . , 1
U. In the case m > n the corresponding sl m weight is equal to the n-th fundamental weight ω n . In particular, the S n -irreducible Specht module S λ and irreducible GL V -module V λ associated with a Young diagram λ are Schur-Weyl dual.
The following important Example 4.1 of Schur-Weyl dual modules was used by R. Howe in order to prove the equivalence of the Howe and the Schur-Weyl dualities:
Example 4.1. Consider an auxiliary vector space U and the GL U -equivariant version of SchurWeyl duality (4.1) between the category of GL U × S n modules and GL U × GL V modules. The following modules becomes Schur-Weyl dual to each other:
4.2. Schur-Weyl duality for currents. Let us proceed with the representation categories over current algebras. Namely, let us denote by Rep(gl m [t]) (n) the category of finitely generated graded gl m [t]-modules (resp. C[S n ] ⋉ C[t 1 , . . . , t n ])-modules) with finite-dimensional graded components where, in addition, all graded components are polynomial gl m -representations of degree n. We denote by Rep(S n ⋉C[t 1 , . . . , t n ]) the category of graded C [S n 
Lemma 4.2. The functors (4.1) extend to the current case:
Proof. The coincidence of the upper arrows in the classical case (4.1) and in the current case (4.3) follows from the following isomorphism of (graded) gl m [t]-modules:
For the lower arrow let us first recall how one gets the action of S n on the (1 n , 0 m−n )-weight subspace in the classical case. Indeed, the normalizer N(T m ) of the torus T m ⊂ GL m is isomorphic to S m ⋉ T m . Therefore, S n is considered as the quotient of the subgroup S n ⋉ T n ⊂ N(T m ) that stabilizes the given sl m ⊗ 1-weight ω n by the normal subgroup T n . In the current case, there exists an analogous embedding of the algebra C [S n 
]/T n and the latter inherits the natural action on the weight subspace U (1 n ,0 m−n ) . Theorem 4.3. Assuming m ≥ n, the functors (4.3) define an equivalence of categories.
Proof. The proof is separated into Propositions 4.4,4.5,4.7 below. Let us explain the strategy: First, in Proposition 4.4 we explain why the category Rep(gl m [t]) (n) is a highest weight category in the sence recalled in Section 1.4. Second, the BGG reciprocity for this category is used in Proposition 4.5 where we prove that for any auxiliary vector space U the gl ) generated by simple finite-dimensional sl r -modules whose highest weight is less than or equal to nω 1 .
Proof. Irreducible polynomial GL V -representations of degree n are indexed by Young diagrams λ ⊢ n, with l(λ) ≤ dim V and the corresponding highest weight is equal to m i=1 λ i ε i . Since m ≥ n the condition on the length l(λ) ≤ dim V can be omitted. Similarly, for r > n the same set { r i=1 λ i ε i |λ 1 ≥ . . . ≥ λ m } indexes the set of dominant integral sl r -weights that are less or equal then nω 1 ≃ nε 1 with respect to the standard partial ordering ≤ sl (compare with (1.4) defined for a general semisimple Lie algebra):
In particular, the weight ω n ≃ ε 1 + . . . + ε n is the minimal element in this set. Therefore, for r > n and dim V ≥ n we have an equivalence of categories Rep(GL V ) (n) and Rep(sl r ) ≤nω 1 which implies the desired equivalence of corresponding categories of representations of current algebras.
Thanks to Corollary 1.11 and Example 1.12 we know that the category Rep(sl m [t]) ≤nω 1 is a highest weight category, whose simples are irreducible sl m -modules V λ indexed by partitions λ ⊢ n, standard modules coincide with global Weyl modules W λ , proper standard are local Weyl modules and projectives P ≤nω 1 λ are the quotients of P λ by the submodules generated by subspaces of the "wrong" sl m -weights µ ≤ nω 1 . In particular, the BGG reciprocity (1.10) is valid. Namely, projective cover P ≤nω 1 λ admits a filtration with successive quotients isomorphic to standard modules W µ with λ ≤ µ ≤ nω 1 , and the multiplicities satisfy the following identity:
From now on we suppose dim V = m > n in order to be able to deal with a highest weight
Proof. Thanks to the classical Howe duality
we know that sl V ⊗ 1-irreducible submodules of the module under consideration belong to Rep(sl V ) ≤nω 1 . The restriction l(λ) ≤ min(dim(V ), dim(U)) can be omitted thanks to the assumption dim V, dim U ≥ n. Theorem 3.2 implies that, in addition, the sl
) is generated by the component of zero degree ⊕ λ⊢n V λ ⊗ U λ . Hence, there exist a surjection of sl V [t]-modules from a projective cover of the zero level:
Moreover, the q-graded sl V -character of this module was also computed in (3.2) as a part of the Howe duality for currents:
Here by dim q we denote the graded dimension of a vector space. The BGG reciprocity (4. 
Consequently, the surjection π in (4.5) is an isomorphism.
⊗n is a projective generator in the category Rep(sl
) admits a direct sum decomposition with respect to the sl U -weight subspaces. In particular, each summand is a projective module in the subcategory Rep(sl V [t]) ≤nω 1 . As mentioned in (4.2) (with U and V interchanged) the GL U weight subspace of weight (1
⊗n implying the projectivity of the latter one. Moreover, we have the following decomposition as sl V [t]-modules:
Here U λ denotes the irreducible gl r -module of highest weight λ and by S λ we denote the Specht module which is different from zero for all λ ⊢ n. In particular, the projective covers of all irreducibles appears as summands of the projective module V [t] ⊗n . Hence this module is a projective generator.
Proposition 4.7. The map
defines an isomorphism of the degenerate affine Hecke algebra C[S n ] ⋉ C[t 1 , . . . , t n ] and the algebra of endomorphisms of the sl
Proof. We omit the straightforward computations showing that, first, for all monomials m the correspondence ψ(m) is an automorphism of the projective module V [t] ⊗n and, second, that ψ is a map of algebras. The nontrivial part explained below is to show that ψ is an isomorphism.
Each morphism ϕ from a projective cover P λ of an irreducible gl V [t]-module V λ to a given module M is uniquely defined by the sl V -equivariant morphism ϕ : V λ → M. In particular, it is defined by the image of the highest weight vector v λ ∈ V λ . Therefore, each endomorphism
⊗n ) has a unique decomposition λ⊢n ϕ λ , where ϕ λ (v µ ) = 0 whenever µ = λ and ϕ λ is defined by the image of the highest weight vectors of V ⊗n of weight λ. Consider the decomposition
Let {v T } be the basis of the space of highest weight vectors in V ⊗n of weight λ ⊢ n which is known to be isomorphic to the Specht module S λ and is indexed by standard Young tableaux of shape λ. Thanks to the sl V -equivariance we know that the element ϕ λ (v T ) can be presented as the sum
for appropriate polynomials f ′ T (t 1 , . . . , t n ) ∈ C[t 1 , . . . , t n ] and hence, ϕ λ uniquely defines an elementφ λ ∈ Mat dim S λ (C[t 1 , . . . , t n ]). The isomorphism of graded vector spaces
finishes the proof of the proposition. 4.3. Applications. Now we are able to reprove and specify certain results from [Kat2] and [BKMcN] :
Corollary 4.8. The category of graded representations of the degenerate affine Hecke algebra C[S n ] ⋉ C[t 1 , . . . , t n ] is a highest weight category in the sence of Section §1.4.
We denote the corresponding standard modules ∆(λ) by global Kato modules K λ and the corresponding proper standard modules∆(λ) by local Kato modules K λ . The Schur-Weyl duality (4.3) maps the global/local Weyl module W λ /W λ to the global/local Kato module K λ /K λ and we end up with the following corollary of the equivalence of categories.
Corollary 4.9.
(i) The algebra of endomorphisms of the global Kato module K λ is isomorphic to A λ .
(ii) K λ is a free A λ -module with the graded set of generators isomorphic to K λ .
(iii) The graded S n -character of K λ is equal to the q-Whittaker function p λ (x, q).
Proof. Note that our equivalence of categories preserves the graded characters of Schur-Weyl dual modules. Now, items (i), (ii) follow from the fact that the algebras of endomorphism of a module and its Morita dual module are isomorphic in Morita equivalent categories. Item (iii) follows from the fact that symmetric functions assigned to Schur-Weyl dual representations are the same and consequently the equivalence of categories we consider preserves the graded characters of Schur-Weyl dual modules.
The standard substitution q = 1 in a q-Whittaker function p λ (x; q)| q=1 = e λ implies the following Corollary 4.10.
• One has an isomorphism of S n -modules K λ and the induced module Ind
. . is the subgroup permuting the columns of the Young tableaux of shape λ.
• The dimension of K λ is equal to the multinomial coefficient
Let us finish this Section with the following Theorem 4.11 that can be considered as a natural current version of the Schur-Weyl duality:
Theorem 4.11. For each n ∈ N there exists a decreasing filtration
⊗n such that:
Proof. Consider an auxiliary vector space U with dim U > n. 4.3.1. Combinatorics of local Kato modules. In this subsection we derive a combinatorial formula for the characters of Kato modules using combinatorics of Weyl modules described in [FeMa2] .
Corollary 4.12. The basis of the local Kato module K λ is indexed by the coloumn-decreasing fillings (without repetitions) of a Young diagram λ by numbers 1, . . . , n. The q-degree of a filling is defined in [FeMa2] (Definition 2.6) and is recalled below in Definition 4.13.
Proof. The only thing one has to do is to get a description of the (1 n , 0 m−n )-weight subspace of a local Weyl module W λ whose graded basis was constructed in [FeMa2] . If the length of σ is greater than the length of τ then we assume that σ l < ∅. Moreover, if σ l > τ l , then we say that the sign does change at the l-th position.
Let us provide an example of computations. The combinatorial basis of the local Kato module described in Corollary 4.12 can be used, for example, in order to prove the following Lemma 4.15.
2 ) + lower terms .
Proof. Let us find the upper bound on the q-degree of the Kato module. In terms of filled diagrams we have to find the upper bound of the number of sign changes in the snake rule. Note that each pair of cells in one row may produce at most one sign change assigned to the snake rule for the corresponding columns. Therefore, the q-degree is bounded from above by the number of pairs of cells in one row, which is equal to the degree of the right-hand side of (4.7), denoted by d(λ) := i λ i 2
. It remains to explain that there exists a unique filling of this degree d(λ) of a diagram λ.
Suppose T is a filling of a Young diagram λ ⊢ n by integers {1, . . . , n}. Recall that the filling increases downstairs in each column. Consider a pair of cells located on the intersection of the s'th and t'th columns with the k'th row (s < t). This pair of cells will affect the degree of the filling if and only if one has the inequality (sign) change for this pair of cells and the two corresponding cells below. The inequality change may happen in one of the following possible cases: > a kt a ks < a kt < a k+1t < a k+1t , a kt < a ks < a k+1s < a k+1t , a kt < a ks < a k+1s .
The rightmost case corresponds to the inequality λ k+1 < t when there is no cell below a kt . In particular, one can see that all integers in the k'th row of T are strictly less than integers that appear in the k+1'st row. Consequently, one has to fill the first row with integers {1, . . . , λ 1 }, integers {λ 1 + 1, . . . , λ 1 + λ 2 } have to be placed in the second row, and so on. The filling in the last row has to be the reverse lexicographical, and, moreover, the restriction (4.8) uniquely defines the ordering of the filling of the k'th row whenever the filling of the k + 1'st row is given. Thus, there exists a unique filling of the Young diagram of the top degree.
Lemma 4.16. The multiplicity of the Sign S n -representation in the local Kato module K λ is equal to 1. Moreover, the Sign representation appears in K λ in the top graded component.
Proof. The Frobenius reciprocity implies dim Hom Sn (K λ , Sgn n ) = dim Hom Sn (Ind Sn S λ t Sgn, Sgn n ) = dim Hom S λ t (Sgn, Sgn) = 1.
Similarly, the multiplicity of the trivial representation in K λ is equal to 0 if λ = nε 1 and is equal to 1 if λ is a partition with exactly one row. But the trivial representation corresponds to the maximal partition with respect to the partial ordering. In the latter case the trivial representation corresponds to the generator of the Kato module K (n) and q-degree is equal to 0. Therefore, there exists almost unique one-dimensional S n -subrepresentation of K λ that appears in a nonzero q-degree. On the other hand Lemma 4.15 explains that the topdimensional component of K λ is one-dimensional, finalizing the proof of Lemma 4.16. V [t] ) is equal to the multiplicity of the sign representation in the local Kato module K λ . The latter was computed in Lemma 4.16 using combinatorics of the basis of K λ .
The graded characters of modules considered in Theorem 4.17 gives the following equality, which is the specialization of the identity VI.5.4 of [M] . 
