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Multiscale analysis procedures for composites often involve coupling the macroscale
(e.g., structural) and meso/microscale (e.g., ply, constituent) levels. These procedures are
often computationally inefficient and thus are limited to coarse subscale discretizations.
In this work, various computational strategies were employed to enhance the efficiency
of multiscale analysis procedures. An ensemble averaging technique was applied to
stochastic microscale simulation results based on the generalized method of cells (GMC)
to assess the discretization required in multiscale models. The procedure was shown to be
applicable for micromechanics analyses involving both elastic materials with damage and
viscoplastic materials. A trade-off in macro/microscale discretizations was assessed. By
appropriately discretizing the macro/microscale domains, similar predicted strengths
were obtained at a significantly less computational cost. Further improvements in the
computational efficiency were obtained by appropriately initiating multiscale analyses in
a macroscale domain. A stress-based criterion was used to initiate lower length scale
GMC calculations at macroscale finite element integration points without any a priori
knowledge of the critical regions. Adaptive multiscale analyses were 30% more efficient

than full-domain multiscale analyses. The GMC sacrifices some accuracy in calculated
local fields by assuming a low-order displacement field. More accurate microscale
behavior can be obtained by using the high-fidelity GMC (HFGMC) at a significant
computational cost. Proper orthogonal decomposition (POD) order-reduction methods
were applied to the ensuing HFGMC sets of simultaneous equations as a means of
improving the efficiency of their solution. A Galerkin-based POD method was used to
both accurately and efficiently represent the HFGMC micromechanics relations for a
linearly elastic E-glass/epoxy composite for both standalone and multiscale composite
analyses. The computational efficiency significantly improved as the repeating unit cell
discretization increased (10-85% reduction in computational runtime). A PetrovGalerkin-based POD method was then applied to the nonlinear HFGMC micromechanics
relations for a linearly elastic E-glass/elastic-perfectly plastic Nylon-12 composite. The
use of accurate order-reduced models resulted in a 4.8-6.3x speedup in the equation
assembly/solution runtimes (21-38% reduction in total runtimes). By appropriately
discretizing model domains and enhancing the efficiency of lower length scale
calculations, the goal of performing high-fidelity multiscale analyses of composites can
be more readily realized.
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CHAPTER I
INTRODUCTION
1.1

Multiscale Modeling
Multiscale analysis procedures for composites have become increasingly more

prevalent in recent years and often involve coupling the macroscale (e.g., structural) and
meso/microscale (e.g., ply, constituent) levels. Both microscale and macroscale models
are often implemented within a finite element (FE) framework. In this context,
integration point strains from the macroscale FE model are converted to appropriate
boundary conditions for the microscale FE model. A homogenization procedure is then
used to return integration point stresses and the tangent stiffness matrix to the macroscale
FE model. The multiscale approach is generally referred to as FE2 [1, 2]. Alternatively,
lower length scale micromechanics analyses can be performed using the generalized
method of cells (GMC) technique [3], which has been shown to be much more
computationally efficient than comparable FE calculations [4]. For example, the NASA
code FEAMAC was implemented within the Abaqus finite element solver [5] using usermaterial subroutines. In this multiscale framework, a microscale model is evaluated using
the NASA Micromechanics Analysis Code based on the Generalized Method of Cells
(MAC/GMC). This multiscale modeling implementation is shown in Figure 1.1.

1

Figure 1.1

Schematic showing the coupling of MAC/GMC with Abaqus via
FEAMAC

Multiscale modeling methods are an attractive means of accurately simulating
physical phenomena over a variety of spatial or temporal scales. However, these methods
are often limited by computational considerations. For example, for the strategy
represented by Figure 1.1, a local micromechanics analysis is performed at every
integration point within each FE for all loading steps. Furthermore, when material
nonlinearity or sophisticated damage models are simulated, these repetitive lower-length
scale calculations incur a significant computational cost. The primary thrust of this work
is to address some of these issues at both the microscale and macroscale. A strategy is
developed in Chapter II to determine the optimal discretization at both scales so as not to
unnecessarily increase computational costs. Additionally, an adaptive multiscale
procedure is developed in Chapter III whereby a multiscale analysis would only need to
be performed in critical domains once a defined activation criterion is satisfied. Since
microscale computations are repeatedly performed, order-reduction concepts are
2

investigated as one possible means to enhance their computational efficiency. The
modeling strategies presented in this work can be used to inform and guide the
development of more accurate and computationally efficient multiscale algorithms.
1.2

Method of Cells
The method of cells [4] is a versatile and powerful technique for simulating

composite materials. Using this approach, a periodic microstructure is represented by a
repeating unit cell (RUC). The RUC is further discretized into a number of subcells, each
of which can have its own material properties and constitutive relationship. In the original
formulation of the method of cells, a first-order expansion of the subcell displacement
field was performed and doubly-periodic RUCs with only four subcells were allowed [6].
Paley and Aboudi [7] extended this approach to allow for an arbitrary number of subcells,
and referred to this technique as the GMC. This approach was later modified to simulate
triply-periodic RUCs [8]. Pindera and Bednarcyk [3] reformulated the GMC resulting in
a significant improvement in its computational efficiency.
As a consequence of deriving GMC based on a first-order subcell displacement field,
no normal-shear coupling is present. The high-fidelity generalized method of cells
(HFGMC) was developed to overcome this limitation [9, 10]. The HFGMC is based on
an assumed second-order subcell displacement field. This higher-order displacement field
not only introduces normal-shear coupling but yields more accurate subcell fields.
Similar to the GMC, Bansal and Pindera [11] and Arnold et al. [12] reformulated the
HFGMC leading to enhanced computational efficiency. However, despite this
improvement, the HFGMC is not efficient enough for use in large multiscale problems of

3

interest. The recent book by Aboudi et al. [4] contains a summary of many different
method of cells approaches and applications.
1.3

Order-reduction
A key component of many numerical techniques (e.g., FE, HFGMC) involves the

repeated assembly and solution of a set of simultaneous equations. Order-reduction
techniques have been previously developed to enhance the solution of such sets of
equations, particularly for computationally intensive problems. A large number of these
techniques are based on Proper Orthogonal Decomposition (POD) [13]. An orderreduction procedure generally has two phases: an “offline” phase where the orderreduced model is generated and an “online” phase where the model is used as part of the
equation solution process. The offline phase is commonly performed entirely separate
from the online phase. Hence, when comparing the computational efficiency of an orderreduced model, a comparison of the online phase with the unreduced model is performed.
Consider an n x n system of equations (representative of the unreduced model) given by:
𝑲𝒖 = 𝒇

(0.1)

where K is the generalized stiffness matrix, u are the unknown generalized
displacements, and f is the generalized force vector. POD-based order-reduction schemes
assume that the solution to Eq. 1.1 (i.e., u) can be obtained a priori for a problem of
interest. Proper generalized decomposition [14] can be used if this solution cannot be
obtained. Eq. 1.1 can be repeatedly solved by varying the applied loads and/or material
properties. The individual solutions (i.e., “snapshots” [15]) can be combined into a single
matrix and used to generate a set of orthonormal basis vectors, V, that spans the space
represented by the collection of solutions to Eq. 1.1. The individual orthonormal basis
4

vectors (i.e., columns of V) are typically arranged in terms of importance based on their
corresponding singular value or eigenvalue [13]. Ideally, only a few basis vectors are
required to represent the dominant features of a system. These dominant modes are used
to reduce the system of equations given by Eq. 1.1 and are found by truncating V. This
truncated set of k basis vectors, Vk, is used to establish the mapping relationship between
the unreduced and order-reduced domains where hopefully k << n:
̂ = 𝑽𝒌 𝒘
𝒖
̂

(0.2)

̂ is the approximate solution to u and 𝒘
where 𝒖
̂ will be referred to the order-reduced
solution vector. A set of simultaneous equations can be derived to represent Eq. 1.1 in the
order-reduced space:
𝑽𝑻𝒌 𝑲𝑽𝒌 𝒘
̂ = 𝑽𝑻𝒌 𝒇

(0.3)

where the superscript “T” represents the matrix transpose. Once Eq. 1.3 is solved for 𝒘
̂,
the mapping relationship given by Eq. 1.2 can be used to yield the order-reduced
approximation to the “true” solution u. Hence, an order-reduced implementation involves
four main steps: calculating the full stiffness matrix and force vector, mapping to the
order-reduced domain, solving the order-reduced set of simultaneous equations, and
mapping back to the unreduced domain.
In the context of the HFGMC, order-reduction concepts can be used to represent the
sets of simultaneous equations that arise when determining effective properties and
subcell fields. In a typical HFGMC analysis (mechanical problem only), six unique sets
of equations are solved in order to calculate the mechanical strain concentration tensor
[4]. This tensor is used to determine the effective RUC properties. This step must be
performed any time the constituent properties change (e.g., due to temperature, damage).
5

Once the effective properties of the RUC are determined, a combination of RUCaveraged applied stresses/strains can be applied to the RUC. The global constitutive
equation (e.g., Hooke’s law) is then used to solve for any unknown RUC-averaged
strains/stresses. In a typical HFGMC formulation, the RUC-averaged strains are a key
component of the right-hand side force vector given by Eq. 1.1 [4]. If a nonlinear analysis
based on classical plasticity is performed, an iterative procedure involving two more
unique sets of equations is then implemented to both solve for subcell fields based on the
applied loading and determine the inelastic field quantities. For analyses involving only
linearly elastic materials, no iterative procedure is required and only one set of equations
is required to be solved. Other key steps involve determining subcell local fields,
evaluating integration point inelastic fields, and calculating RUC-averaged inelastic
strains. A flowchart detailing this solution procedure is shown in Figure 1.2 for a typical
nonlinear thermomechanical HFGMC analysis. The procedure for determining effective
properties is shown in Figure 1.3. However, order-reduction only applies to solving the
sets of simultaneous equations. In nonlinear analyses, a significant amount of
computational time may be devoted to evaluating the inelastic fields associated with
given integration points within a subcell. Such calculations are not affected by the orderreduction procedure. Details regarding the implementation and evaluation of orderreduced HFGMC models for both linearly elastic and nonlinear constituents are
documented in Chapters IV and V, respectively.

6

Figure 1.2

Typical HFGMC solution procedure
7

Figure 1.3

Typical HFGMC solution procedure for determining effective properties
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CHAPTER II
ON THE USE OF ENSEMBLE AVERAGING IN STOCHASTIC MULTISCALE
PROGRESSIVE FAILURE ANALYSES OF COMPOSITES
2.1

Abstract
Statistical representative volume elements (SRVEs) can be used to define the

minimum level of a microscale model refinement necessary to capture continuumaveraged behavior, assuming stochastic material properties. However, for multiscale
analysis procedures, the use of SRVEs to simulate microscale material behavior is
computationally intractable. In this chapter, an alternative means of incorporating
statistical variability into a multiscale framework is proposed that explores concepts
related to ensemble averaging. Both a linearly elastic AS4 carbon fiber/Hercules 3502
epoxy composite with damage and a linearly elastic Boron fiber/viscoplastic Aluminum
6061-0 matrix composite were considered. Standalone micromechanics analyses were
performed using the NASA Micromechanics Analysis Code based on the Generalized
Method of Cells (MAC/GMC) in order to assess the microscale discretization necessary
to obtain continuum-averaged behavior. Multiscale analyses were then performed in
order to quantify the effect of model discretization at both the micro- and macroscales on
the predicted stiffness, failure behavior, and ultimate tensile strength (UTS). The NASA
code FEAMAC was used in conjunction with the Abaqus finite element solver to analyze
the multiscale progressive failure of an AS4/3502 unidirectional tensile specimen that
9

included stochastic variations in material properties. The coupled effects of both the
micro- and macroscale discretizations were found to have a noticeable effect on the
predicted UTS and computational efficiency of the simulations. In particular, significant
computational savings could be obtained by judiciously selecting the discretization at the
micro- and macroscales without adversely affecting the predicted macroscale UTS.
2.2

Introduction

Multiscale methods in composites commonly rely on the specification of a
representative volume element (RVE) (a cube with characteristic length LRVE) at the
microscale. A RVE is comprised of a number of discrete constituents (e.g., fibers) with a
characteristic dimension, d. In this context, the microscale represents the case where
d/LRVE << 1. The macroscale is then defined to be larger than that of the RVE. The size of
the RVE is determined based on the minimum volume of material necessary to provide a
statistically homogeneous representation of the microstructure. As a result, the same
effective properties and continuum-averaged fields for the RVE and their statistical
moments (e.g., average, variance) are obtained under either uniform far-field displacement
or traction boundary conditions and are independent of arbitrary translations of the RVE
centroid [16-18]. Additionally, note that an RVE may not exist for damaged or post-peak
softening materials [19, 20]. Often, RVEs are approximated using idealized microstructural
geometries that use deterministic material properties. When material property/morphology
variability is introduced, the size of the simulated RVE necessarily becomes larger and can
be referred to as a statistical RVEs (SRVEs) [21]. Typically, the size of the RVE or SRVE
is determined by increasing the averaging volume until converged material properties
and/or stress/strain behavior is obtained [21-23]. SRVEs are not commonly used in
10

multiscale analyses of large structures due to computational limitations associated with
adequately discretizing and refining the microscale problem.
Alternatively, a periodic microstructure can be represented by a repeating unit cell
(RUC) that is subjected to periodic displacement and traction boundary conditions. While
distinct from a RVE, RUCs can be used to predict effective properties and continuum
material behavior that are comparable to RVE-averaged quantities [24]. The reformulated
generalized method of cells (GMC) [3] provides a computationally efficient means of
modeling composite materials based on Aboudi’s method of cells micromechanics theories
[4, 8, 25, 26]. Using this method, a doubly or triply periodic RUC is discretized into an
arbitrary number of subcells. Each subcell is assigned material properties and a constitutive
law to describe the local material behavior. Continuity of displacements and tractions are
then enforced along the subcell boundaries in an average sense, and all field quantities are
evaluated at the subcell centroids. An illustration of this scheme for a unidirectional
composite is shown in Figure 2.1 [4]. Using the GMC, a doubly-periodic RUC may be
defined in the x2-x3 plane and is discretized into an arbitrary number of subcells along the
x2-direction (height) and the x3-direction (width), respectively, while the fibers extend in
the x1-direction (length). Failure can then be allowed to initiate within individual subcells
(e.g., fiber failure, matrix cracking) or at subcell interfaces (e.g., fiber/ matrix debonding).
Through the subcell discretization, circular fibers can be approximated as a rectangular
subcell. Since subcell field quantities are evaluated at the subcell centroid rather than the
subcell corner points, no stress concentrations are introduced by the rectangular subcell
arrangement. The GMC was previously integrated within NASA’s Micromechanics
Analysis Code with Generalized Method of Cells (MAC/GMC) [27]. MAC/GMC may also
11

be coupled to Abaqus Standard or Explicit [5] by another code, FEAMAC [4]. Using this
coupling technique, finite element (FE) integration point strains are mapped onto RUCs
and a local GMC analysis is performed to determine integration point (i.e., the RUCaveraged) stresses. Any changes in material response due to material nonlinearity or
damage are reflected in the calculation of integration point stresses.

Figure 2.1

A unidirectional composite and its associate RUC [4]

a) Representation of a unidirectional composite with fibers aligned in the x1-direction and
b) RUC representation.
Ricks et al. [28] used FEAMAC and Abaqus in a stochastic multiscale simulation of a
TIMETAL 21S/SCS-6 metal matrix composite (MMC) tensile dogbone specimen
subjected to uniaxial tension at an elevated temperature of 650 °C. A statistical
distribution of fiber strengths was assigned to individual fiber subcells within an RUC
prior to performing multiscale progressive failure analyses. In general, for a constant
global FE mesh density, increasing the complexity of the microscale RUC (i.e., more
fiber subcells at a constant fiber volume fraction) resulted in an increase in the UTS and
12

more randomly distributed local fiber failures. Only minute differences in predicted
ultimate strength and failure behavior were observed when using a finer microscale (i.e.,
RUC) discretization and a coarser global FE mesh versus a coarser RUC and finer FE
mesh for a given simulation volume. Additionally, it was more computationally efficient
to use a finer microscale RUC and coarser global FE mesh since MAC/GMC calculations
are much more computationally efficient than FE calculations for a fixed number of
degrees of freedom [4]. However, little work has been done to define the optimal
discretization at each disparate length scale in multiscale analyses. For example, a typical
carbon fiber has a diameter of approximately 5 μm while the SCS-6 monofilament
previously considered has a diameter of approximately 140 μm. RUCs containing more
fiber subcells for a given fiber volume fraction can therefore be simulated for a given FE
size in the case of carbon fiber composites.
This chapter explores key concepts relating to ensemble averaging and the
development of robust, efficient multiscale models when stochastic material
properties/distributions are permitted. The effect of both the micro- and macroscale
model discretizations on the global composite failure response for an AS4 carbon
fiber/Hercules 3502 epoxy (AS4/3502) unidirectional polymer matrix composite tensile
specimen was investigated. Additionally, micromechanics analyses of a Boron
fiber/Aluminum 6061-0 composite were performed in order to further explore ensemble
averaging for viscoplastic materials under uniaxial and equi-biaxial tension/compression
loadings.
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2.3

Microscale Analysis Details

2.3.1

Material Systems

For this study, two composite material systems were considered: AS4/3502
carbon/epoxy and a Boron fiber/Aluminum 6061-0. The AS4 fiber and the 3502 epoxy
matrix were considered isotropic and linearly elastic. The Young’s modulus (E),
Poisson’s ratio (ν) for each constituent are shown in Table 2.1.
Table 2.1

AS4/3502 Material Properties
Material E (GPa)
AS4
3502

234
3.8

ν

Reference

0.2
0.36

[29]
[30]

For the AS4 carbon fiber, a statistical distribution of longitudinal fiber strengths was
assumed. These strengths were determined by solving the following modified twoparameter Weibull cumulative distribution function for the fiber strength, σ:
𝐿 α

σ β

𝑃𝑓 (σ) = 1 − 𝑒𝑥𝑝 [− (𝐿 ) (σ ) ]
0

0

(1.1)

where Pf is the cumulative probability of failure at σ and is taken to be a random number
between zero and one. The traditional two-parameter Weibull scale (σ0 = 4493 MPa) and
slope (β = 4.8) parameters were determined from experimental data using a given fiber
test length (L0 = 10 mm) [31]. The (L/L0)α term in Eq. 2.1 was added by Watson and
Smith [32] and Padgett et al. [33] in order to characterize the fiber strength distribution
across a range of fiber lengths. The fiber strength parameter, α = 0.6, was determined
from experimental data where multiple fiber lengths were tested [31]. In multiscale
analyses, the characteristic length, L, was set equal to one-half of the typical FE length as
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discussed in Ricks et al. [28]. Essentially, the simulated fiber length in microscale
calculations should not exceed the domain length associated with a macroscale FE
integration point (i.e., the macroscale sub-volume over which microscale calculations are
performed). Therefore, for different FE mesh densities, the local strength distribution is
modified accordingly. Since this distribution (Eq. 2.1) is based on “weakest link” theory,
a shorter FE length corresponds to a shorter simulated fiber. This shorter fiber in turn
would have a lower probability of having a critical flaw along the length and therefore a
higher fiber strength. Based on Eq. 2.1, the overall distribution of local fiber strengths
would then get shifted to higher strengths as the mesh density increases (i.e., the FE
length decreases). In these simulations, a maximum stress criterion was used to determine
local fiber failure. No matrix failure criterion was implemented in the current study and
thus the fiber dominated final failure mechanism typical of polymer matrix composites
will be simulated. Statistical variations in local material properties were accounted for in
the microscale model to better account for naturally occurring fluctuations in constituent
properties. The AS4 and 3502 Young’s moduli were assigned a normal distribution with
a 4.0% and 3.5% coefficient of variation (CV), respectively [34, 35].
In the Boron/Aluminum 6061-0 composite, the Boron fiber was considered isotropic
and linearly elastic. The Aluminum 6061-0 matrix was modeled using the Bodner-Partom
viscoplastic constitutive relationships [36]. The Young’s modulus (E) and Poisson’s ratio
(ν) for each constituent are shown in Table 2.2, along with the inelastic material
parameters for the Aluminum 6061-0 matrix (D0, Z0, Z1, m, and n). Isotropic hardening
was assumed for Aluminum 6061-0 matrix. Neither the Boron fiber nor the Aluminum
6061-0 matrix were allowed to damage or fracture. Similarly, the Boron/Aluminum
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6061-0 properties were assumed to be normally distributed with a 5% CV for the fiber
and matrix Young’s moduli. Since the Aluminum 6061-0 matrix was considered to be
viscoplastic, a normal distribution and arbitrary 5% CV were assumed for the two
hardening parameters, Z0 and Z1, used to predict the post-yield behavior.
Table 2.2

2.3.2

Boron/Aluminum 6061-0 Material Properties

Material

E (GPa)

ν

Boron
Al 6061-0

400
72.5

0.2
0.33

D0-1 (s) Z0 (MPa) Z1 (MPa)
10-4

100

190

m

n

70 10

Reference
[4]
[4]

RUC Architectures

A variety of doubly-periodic RUCs (cf., Figure 2.2) with a square array of circular
fibers were used in this study in order to establish the minimum RUC size necessary to
achieve continuum-averaged stress/strain fields that account for stochastic variations in
material properties and constituent volume fractions. Figure 2.2a shows a representation
of a single-fiber RUC while Figures 2.2b-d show a four-fiber, 16-fiber RUC, and 49-fiber
RUC, respectively. Recall that as a consequence of the GMC formulation, no corner
stress concentrations are introduced by the rectangular approximation of circular fibers.
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Figure 2.2

Idealized RUC architectures

(a) Single-fiber RUC, (b) Four-fiber RUC, (c) 16-fiber RUC, and (d) 49-fiber RUC.
For the AS4/3502 composite, a 0.6 nominal fiber volume fraction was assumed.
Small fluctuations in the local fiber volume fraction were introduced. In general, the
single-fiber RUC can be thought of as a subdomain of the other RUCs. Within each such
subdomain, the local fiber volume fraction was allowed to vary. The AS4/3502 local
fiber volume fraction was assumed to vary normally with a 5% CV. A constant 0.25 fiber
volume fraction was assumed for the Boron/Aluminum 6061-0 composite. Figure 2.3
shows a representative 49-fiber RUC where the local fiber volume fraction was allowed
to vary. Accounting for fluctuations in the local fiber volume fraction requires a
substantially more discretized RUC than the case where the volume fraction is held
constant.
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Figure 2.3

2.4

49-Fiber RUC with varying local fiber volume fraction

Microscale Analyses of AS4/3502 and Boron/Al Composites
Parametric studies were initially performed using MAC/GMC in order to characterize

the influence of constituent property/distribution variability and RUC size (i.e., averaging
volume) on the predicted elastic stiffness and RUC-average stress fields for AS4/3502
and Boron/Aluminum 6061-0 composites. Additionally, for the AS4/3502 composite, the
variation in UTS was determined.
2.4.1

AS4/3502 Elastic Microscale Simulations
A series of 500 standalone micromechanics analyses (i.e., not multiscale) of the

AS4/3502 composite were performed using MAC/GMC for each of the four RUC
architectures considered (cf., Figure 2.2). Since the length scale dependent AS4 fiber
strengths varied stochastically, a large uniaxial strain (6%) was monotonically applied in
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order to ensure all fiber subcells failed during the analysis. Once a fiber subcell failed in
accordance with a maximum stress criterion, the stiffness for that subcell was reduced to
a negligible value. Local iterations were performed to ensure the equilibrium damage
state was achieved before applying the next load increment. When determining the AS4
fiber strengths, the characteristic length, L, that appears in Eq. 2.1 was set equal to L0
(i.e., no fiber length dependence on strength was assumed) since no multiscale
computations were performed.
Table 2.3 contains the predicted effective elastic stiffness and UTS for each
AS4/3502 RUC architecture. The average stiffness was relatively insensitive to an
increase in number of fibers in an RUC. However, the CV decreased with increasing
numbers of fibers. For the single-fiber RUC, there was a higher average UTS (2472 MPa)
and a corresponding greater CV (24.3%) since each simulation was highly-dependent on
the fiber strength selected randomly in accordance with the modified Weibull
distribution. As the number of fibers in an RUC increased, the average UTS and its
associated CV decreased. For example, the UTS and CV for the AS4/3502 49-fiber RUC
were 1665 MPa and 6.2%, respectively. For the multiple fiber RUCs, once a single fiber
failed, the load could be redistributed to the remaining undamaged fibers thus reducing
the dependence of UTS on an individual fiber strength. However, since fiber failure is
governed by a weakest link theory approach, increasing the number of fibers in an RUC
also increases the likelihood of encountering weaker fibers. This results in a decrease in
the average UTS as the number of fibers increases. In effect, increasing the RUC size
(i.e., increasing the averaging volume) tends to smear out the influence of individual
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fiber/matrix subcells on the RUC-averaged response, leading to a decrease in the CV.
These results are consistent with those presented for an MMC in Ricks et al. [28].
Table 2.3

AS4/3502 Predicted Stiffness and Strength
Stiffness
RUC
Single-Fiber
Four-Fiber
16-Fiber
49-Fiber

Average
(GPa)
141.7
142.2
141.9
141.9

CV (%)
6.4
3.3
1.5
0.9

UTS
Average
(MPa)
2472
1973
1734
1665

CV (%)
24.3
17.1
10.2
6.2

Figures 2.4a-d contain 20 representative uniaxial stress/strain curves (out of 500) for
the single-fiber, four-fiber, 16-fiber, and 49-fiber RUCs, respectively. As the applied
uniaxial strain increased, a monotonic increase in the uniaxial stress was observed up to
the onset of fiber failure for all RUCs. Additionally, the variation in the slope of the
initial portion of the uniaxial stress/strain curve (i.e., the elastic stiffness) decreased as the
RUC size (i.e., number of fibers) increased. Once fiber failure occurred in a subcell, a
sudden, discrete load drop occurred. For the single-fiber RUC, the matrix carried the
residual load (cf., Figure 2.4a). For the multiple fiber RUCs, the remaining load was
carried by the remaining undamaged fiber subcells until all fiber subcells had failed. This
redistribution reduced the effect of individual fiber failures on the RUC-averaged
uniaxial stress/strain response as well as decreased the variation in the predicted
response. For instance, the individual stress/strain behaviors for the single-fiber RUCs
(cf., Figure 2.4a) were highly scattered while those for the individual 49-fiber RUCs (cf.,
Figure 2.4d) were relatively similar. Additionally, the ensemble averages are shown in
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Figure 2.4 for each RUC and were calculated by averaging all of the 500 individual
simulation stresses at an applied strain level for a given RUC. The ensemble average
effectively represents the continuum-averaged stress/strain response. As shown in Figure
2.5, the ensemble average for each RUC was essentially identical. Minor differences in
the individual ensemble-averaged stress/strain curves can be attributed to the sample size
(i.e., 500 simulations per RUC). Furthermore, the convergence behaviors of the ensemble
averages are shown in Figure 2.6a-d for the single-fiber, four-fiber, 16-fiber, and 49-fiber
RUCs, respectively. For each RUC, a moving average was calculated after three, five,
ten, 50, and 500 simulations. As expected, individual simulations involving single-fiber
RUCs were not representative of the continuum-averaged behavior. On the order of 50
single-fiber RUC simulations were required in order to recover this stress/strain behavior.
Since a single-fiber RUC can be regarded as a subdomain of n-fiber RUCs, this suggests
that an RUC containing ~50 fibers will be necessary to approximate the RVE-averaged
(continuum) response. As the number of fibers in an RUC increased to a critical value,
the continuum-averaged behavior was recovered with fewer simulations. For instance, a
single analysis for the 49-fiber RUC resulted in a reasonable approximation for the
continuum averaged behavior. However, in all cases, approximately the same number of
simulated fibers was consistent. Approximately the same total number of fibers were
required to recover the continuum behavior (i.e., 50 single-fiber RUC simulations versus
one 49-fiber RUC simulation). Additionally, the critical number of simulated fibers is
likely highly dependent on the statistical fluctuations in constituent properties, local
volume fractions, and operative failure mechanisms. This critical number of simulated
fibers can be used to define the microscale averaging volume necessary to achieve a
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converged continuum-averaged response. Alternatively, the notion of a SRVE can be
expanded to include macroscale domains when multiscale analyses are explored, as will
be addressed in Section 2.5. While these results are based on linearly elastic materials
with damage, similar analyses can be performed when material nonlinearity is admitted.

Figure 2.4

Calculated stress/strain curves for various RUC architectures for an
AS4/3502 composite

(a) Single-fiber RUC, (b) Four-fiber RUC, (c) 16-fiber RUC, and (d) 49-fiber RUC.
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Figure 2.5

Ensemble averaged stress/strain response for an AS4/3502 composite

Figure 2.6

Convergence of ensemble averaged stress/strain response for various RUC
architectures for an AS4/3502 composite

(a) Single-fiber RUC, (b) Four-fiber RUC, (c) 16-fiber RUC, and (d) 49-fiber RUC.
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2.4.2

Boron/Aluminum 6061-0 Viscoplastic Microscale Simulations
For illustration purposes, the ensemble-averaging concepts presented in the

previous section for linearly elastic local failure analyses of an AS4/3502 composite were
employed in the analyses of a viscoplastic Boron/Aluminum 6061-0 composite. 100
simulations of single-fiber, four-fiber, and 16-fiber RUCs of a linearly elastic Boron fiber
and viscoplastic Aluminum 6061-0 matrix composite were performed. No fiber or matrix
failures were permitted. Two separate load cases were considered: a uniaxial (U) strain
case (𝜀11 = 0.03), and an equi-biaxial tension-compression combined (C) loading case
(𝜀11 = −𝜀22 = 0.03). Both sets of loads were applied at a nominal 0.03/s strain rate. The
uniaxial stress/strain curves for these two load cases are shown in Figures 2.7a-c for the
single-fiber, four-fiber, and 16-fiber RUCs, respectively. For all RUCs, as the applied
strain increased, a linear increase in the stress was observed up until the point of yielding.
The uniaxial stress was less for the equi-biaxial tension-compression combined loading
(C) than the uniaxial loading only case (U) due to a decreased resistance to deformation
in the uniaxial direction. As a result, the onset of significant yielding occurred at a lower
stress level for the combined loading case (e.g., ~800 MPa versus ~1250 MPa for
uniaxial loading of single-fiber RUCs as shown in Figure 2.7a). Furthermore, as
expected, some scatter in the predicted stress/strain curves was observed due to the
incorporation of statistically varying constituent material properties. As the number of
simulated fibers increased, the scatter in the uniaxial stress/strain curves decreased. For
each loading case and RUC architecture, the ensemble average was calculated and is also
shown in Figures 2.7a-c. Similar to the results for the AS4/3502 composite, the ensemble
averages fall within the scatter band of the individual stress/strain curves for a given RUC
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architectures and loading. The ensemble averages for each set of simulations are also
shown in Figure 2.7d. The ensemble averages for each RUC were virtually identical for a
given load case. These results demonstrate that the ensemble-averaged stress/strain
behavior can be obtained for more complex constitutive models that do not obey the
principle of linear superposition.

Figure 2.7

Calculated individual nonlinear stress/strain curves and ensemble averages
for different RUC architectures for a Boron/Al composite

(a) Single-fiber RUC, (b) four-fiber RUC, (c) 16-fiber RUC, and (d) combined ensemble
averages for each load case.
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2.5

Multiscale Analyses of an AS4/3502 Composite

2.5.1

Discussion on Multiscale Model Discretizations

As previously mentioned, Ricks et al. [28] introduced the notion of a constant
simulation volume to allow for a variety of microscale and macroscale discretizations for
a given material volume. Care must be taken to ensure that the volume of material
simulated at the microscale is consistent with the macroscale representation of that same
volume. For example, in the MMC system considered in Ricks et al. [28], an RUC with
more than four relatively large fibers (diameter, 140 μm) began to approach the actual
macroscale FE size (~1280 μm). However, for typical carbon fiber/polymer matrix
composite systems (carbon fiber diameter, 5 μm), this issue is not likely to be
encountered. Hence, a variety of multiscale discretizations are possible. For example, a
given macroscale volume could be discretized into one larger FE (with eight integration
points) or eight smaller ones (with a total of 64 integration points) as shown in Figure 2.8.
In order to maintain a constant simulation volume, the same number of simulated fibers
should be modeled at the microscale. For instance, a four-fiber and single-fiber RUCs
could be associated with each integration point of the large single FE and eight smaller
FEs, respectively. In each case, a total of 16 fibers would be simulated within a
macroscale cross-section. The choice of minimum discretization at the microscale is
likely crucial in multiscale progressive failure analyses. Over-discretization at one or
more scales could lead to excessive computational costs while under-discretization could
lead to an inaccurate approximation of the homogenized local material response. Similar
arguments can be made for the minimum macroscale discretization. Regardless of the
microscale discretization, if the macroscale FE discretization is too coarse, any
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stress/strain gradients or other physical behaviors will not be accurately captured. These
concepts are essential to understanding the appropriate discretization at each length scale.
When statistical variations in properties are considered, the SRVE approach previously
mentioned is computationally intractable. However, smaller RUCs, each not a statistical
RVE by itself, can be simulated at the microscale and their combined effect felt over
some sufficiently small macroscale domain. This macroscale domain size necessary to
recover continuum-averaged behavior was directly estimated using the previous
microscale ensemble averaging concepts. Multiscale progressive failure simulations of an
AS4/3502 unidirectional composite were performed to further explore this issue.

Figure 2.8

Possible microscale/macroscale discretizations
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2.5.2

Multiscale Analysis Details for an AS4/3502 Composite

An eight-ply unidirectional AS4/3502 longitudinal tensile specimen was considered
in this section. A rectangular specimen of dimensions 203.2 mm x 12.7 mm x 1.12 mm
consistent with ASTM D3039 was simulated using Abaqus/FEAMAC. A nominal fiber
volume fraction of 0.6 was used. Additionally, 38.1 mm x 12.7 mm x 1.57 mm G-10
cross-ply fiberglass tabs were simulated with a 7° bevel angle. Tab material properties
were obtained from Joyce et al. [37] and the tab material was oriented ±45° to the
longitudinal direction in the simulations. Two different FE mesh discretizations were
used and were comprised of 5280 and 36480 FEs, respectively (Figures 2.9a-b). Out of
these totals, the specimen (i.e., without the tabs) was comprised of 3840 and 30720 FEs,
respectively. Two and four elements were modeled through the specimen thickness for
the 3840 and 30720 FE meshes, respectively. Eight-noded linear isoparametric brick
elements were used to model the specimen, while both eight- and six-noded linear
isoparametric brick and wedge elements, respectively, were used to model the tabs. The
specimen mesh in Figure 2.9b has double the mesh density of the mesh in Figure 2.9a. A
constant longitudinal displacement was applied to surface nodes of one grip while the
surface nodes of the other grip were fixed. Contractions in both the through-thickness and
transverse directions were permitted.
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Figure 2.9

FE meshes used in multiscale analyses

(a) 3840 FE mesh and (b) 30720 FE mesh
It was initially assumed that at a single-fiber RUC could be used to approximate the
microscale response at the finest FE discretization. In order to maintain a constant
simulation volume across the two length scales, four-fiber and single-fiber RUCs were
paired with the 3840 and 30720 specimen FE meshes, respectively. Hence, a fixed
material volume can be discretized in multiple ways at the micro- and macroscales while
maintaining a constant number of simulated fibers. In an actual composite material, a
volume consistent with the typical FE size used in the 30720 FE simulations would
contain roughly 103 fibers. Of course, simulating every individual fiber would make the
multiscale analyses intractable. Additional simulations were performed in which 16-fiber
and four-fiber RUCs were paired with the 3840 and 30720 FE meshes, respectively, in
order to simulate more fibers for a fixed material volume. A further increase in the
number of simulated fibers was considered by using 64-fiber and 16-fiber RUCs paired
with the 3840 and 30720 FE meshes, respectively.
For each simulation, 96 distinct RUCs were generated where individual fiber subcell
strengths were determined using Eq. 2.1 by setting L equal to 0.0529 cm and 0.0264 cm
for the 5280 and 36480 FE meshes, respectively. The characteristic length, L,
29

corresponded to one-half the typical FE length for a given mesh since two integration
points are present in the length direction. The effect of varying L on the probability
density function (PDF) associated with Eq. 2.1 is shown in Figure 2.10. As expected,
decreasing the FE size (i.e., simulated fiber length) shifts the PDF toward higher
strengths. These 96 RUCs with distinct sets of properties were randomly assigned to
element integration points within the FE mesh in equal numbers. Ten separate analyses
were performed for each FE mesh/RUC combination in order to estimate the scatter in
UTS and failure behavior associated with a statistical distribution of fiber strengths.

Figure 2.10

2.5.3

Effect of varying FE mesh size on fiber strength

Multiscale Progressive Failure Analysis Results

The calculated average stiffness and UTS for the coupled FE/micromechanics
multiscale analyses are shown in Table 2.3 for the different combinations of FE mesh and
RUCs considered in this study. For a given FE mesh density, as the number of simulated
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fibers in the RUCs increased, the calculated average UTS increased. For a FE mesh with
a single-fiber RUC, once the single simulated fiber failed, the load was shed to the
surrounding integration points and other FEs. As the number of simulated fibers was
increased, load shedding occurred within an RUC as well as the surrounding integration
points/FEs. This increased load shedding ability limited the effect of a single simulated
fiber on the calculated UTS and failure behavior of the entire tensile specimen. Hence,
the average UTS increased as the number of simulated fibers increased. Furthermore, the
CV in UTS decreased as the number of simulated fibers increased. This decrease in CV
can be attributed the reduced sensitivity of a single subcell’s material properties on the
homogenized stress/strain response. For all simulations, the calculated stiffness was
insensitive to the macroscale FE mesh density and microscale RUC discretization. For
analyses with a constant simulation volume, the calculated average UTSs were similar.
For example, the average UTS for the 3840 FE mesh with 16-fiber RUCs was 1937 MPa
while that for the 30720 FE mesh and four-fiber RUCs was 1957 MPa. However, in all
cases, the courser 3840 FE mesh paired with the more discretized RUCs was significantly
more computationally efficient than that for the finer 30720 FE mesh paired with the less
discretized RUCs. Since ~50 fibers were necessary to approximate continuum-averaged
behavior in the standalone micromechanics simulations, the 3840 FE mesh with 64-fiber
RUCs likely provides the best characterization of microstructural evolution for the
FE/RUC combinations considered. In practice, the macroscale discretization should be
fine enough to capture any macroscale stress/strain gradients.
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Table 2.4

Predicted Stiffness, UTS, and Runtimes for Multiscale Analyses

Average
Stiffness
(GPa)
CV (%)
Average
UTS
(MPa)
CV (%)
Average Total
Runtime (s)

3840 FEs
+
FourFiber
RUCs

30720
FEs
+
SingleFiber
RUCs

3840 FEs
+
16-Fiber
RUCs

30720
FEs
+
FourFiber
RUCs

3840 FEs
+
64-Fiber
RUCs

30720
FEs
+
16-Fiber
RUCs

141.8

142.2

141.9

142.0

141.9

141.9

0.1%

0.4%

0.1%

0.2%

0.1%

0.1%

1750

1651

1937

1957

2117

2169

7.9%

11.5%

3.9%

5.4%

1.1%

2.6%

957

3876

2678

7547

9648

21616

Figure 2.11 shows the distribution of failed elements for simulations where 3840 FEs
are paired with 16-fiber RUCs (Figure 2.11a), and 30720 FEs are paired with four-fiber
RUCs (Figure 2.11b). In these figures, “blue” elements denote no fiber failure at the
microscale while “red” elements indicate complete fiber failure at the microscale. Also
recall that complete fiber failure at the microscale corresponds to 16 and four fiber
failures for Figures 2.11a-b, respectively. Only local fiber failures corresponding to one
surface layer of FEs are shown. Local fiber failures were distributed throughout the FE
mesh, but tended to localize at several points across the entire specimen thickness. More
realistic failure behavior consistent with experimental observations was obtained by
simulating a statistical distribution of fiber strengths at the microscale. Ricks et al. [28]
previously showed that the use of only deterministic constituent properties at the
microscale would lead to unphysical failure behavior in a similar tensile specimen for an
MMC. Additionally, most simulations tended to predominately fail away from the tab
transition region, although some simulations showed failure at the tabs. Overall, the
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failure behavior is similar between these different discretizations. Failure behavior for the
5280 FE/16-fiber RUC and 36480 FE/four-fiber RUC simulations were comparable. As
would be expected, for a given FE mesh, if a finer microscale discretization is used, more
partial simulated fiber failures occur throughout the specimen. These results indicate that
a similar stiffness, failure behavior, and UTS can be obtained at a significantly less
computational effort by appropriately pairing microscale/macroscale discretizations.

Figure 2.11

Failure behavior of an AS4/3502 unidirectional composite

(a) 3840 FE macroscale mesh with 16-fiber RUCs at the microscale and (b) 30720 FE
macroscale mesh with four-fiber RUCs at the microscale
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2.6

Conclusions
In this chapter, key concepts relating to the optimal discretization in stochastic

multiscale analyses were explored. Standalone micromechanics analyses of an AS4/3502
composite were performed for a variety of repeating unit cell (RUC) architectures using
the NASA code MAC/GMC. Progressively refined RUCs (i.e., increasing number of
fibers representative of an increased averaging volume) were developed that accounted
for stochastic constituent material properties including fiber strength variability. The
ensemble average (i.e., continuum-averaged behavior) for each set of stress/strain results
for a given RUC were virtually identical. Similar results were obtained for a linearly
elastic Boron/viscoplastic Aluminum 6061-0 composite. In a multiscale framework, this
suggested that it may not be necessary to model a highly discretized statistical
representative volume element at the microscale. Coupled finite element (FE)/
micromechanics multiscale progressive failure analyses were performed in order to
investigate the effect of mesh discretization both at the micro- and macroscale on the
stiffness, global composite failure behavior, and predicted ultimate tensile strength (UTS)
for a unidirectional AS4/3502 longitudinal tensile specimen. Microscale constituent
variability was introduced and simulations were performed using the commercial FE
solver Abaqus and NASA code FEAMAC. Recognizing that a given material volume can
be discretized a variety of ways at the micro- and macroscales, noticeable differences in
predicted UTS were observed when these micro- and macroscale discretizations varied.
The discretization at a particular length scale should therefore accurately capture failure
mechanisms and approximate the local, continuum-averaged material response while
attempting to avoid excessive computational costs associated with over-discretization.
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For a constant macroscale discretization, increasing the microscale discretization
increased the computational time. A similar increase was observed when the macroscale
discretization increased for a constant microscale discretization. However, since the
microscale MAC/GMC computations were more efficient than the macroscale finite
element computations, a finer microscale discretization coupled with a coarser
macroscale discretization results in a more computationally efficient simulation.
Therefore, the length scale(s) associated with more computationally efficient calculations
should be more highly discretized. Ongoing work is investigating more complex microand macroscale discretizations, other material systems, and specimen geometries (e.g.,
open-hole tension). By understanding the effects of discretization at the micro- and
macroscales, more accurate and computationally efficient multiscale analyses can be
performed.
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CHAPTER III
AN EFFICIENT, ADAPTIVE MULTISCALE MODELING METHODOLOGY FOR
SIMULATING THE PROGRESSIVE FAILURE OF COMPOSITE MATERIALS
3.1

Abstract
Multiscale progressive failure analysis procedures are increasingly used to account

for failure mechanisms at multiple spatial and/or temporal scales within a material.
However, due to the raw number of individual calculations involved, it is infeasible to
perform full-domain multiscale progressive failure analyses for large degree-of-freedom
problems. While one approach might be to identify “hot spots” within the model prior to
performing a progressive failure analysis, such an approach is not optimal since it
requires a priori knowledge of critical subdomains for a given load case. In this chapter,
an adaptive multiscale progressive failure analysis procedure for composites was
developed whereby multiscale analyses can be selectively implemented at integration
points within a finite element model once a multiscale initiation criterion is satisfied. For
illustration purposes, a simple stress-based initiation criterion was implemented. A
multiscale progressive failure analysis of a unidirectional, open-hole AS4/3502 polymer
matrix composite specimen was then performed that accounted for uncertainty in
individual constituent material properties and morphologies. Use of adaptive multiscale
analyses led to a 30% decrease in computational runtimes in comparison to full-domain
multiscale analyses, with only small differences in the predicted failure behavior and
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ultimate strength. This suggests that adaptive multiscale progressive failure analysis
procedures have the potential to increase computational efficiency over traditional
multiscale approaches without sacrificing model accuracy.
3.2

Introduction
Complex multiscale modeling methodologies are needed in order to realize future

aerospace life prediction methodologies such as the Digital Twin concept [38]. Multiscale
progressive failure analyses generally involve simulating a material’s response over at
least two distinct spatial and/or temporal scales. Once damage or failure initiates, it is
allowed to propagate from the lower scale to the higher scale in a continuum-averaged
manner. These procedures can often be implemented within a finite element (FE)
framework [28, 39, 40]. However, due to the sheer number of individual calculations
involved, it is infeasible to perform a full-domain multiscale progressive failure analysis
for large degree-of-freedom problems. Additionally, some regions of the model domain
could be relatively insensitive to distributed damage formation and subsequent evolution.
For example, Ricks et al. [28] performed full-domain multiscale progressive failure
analyses for a metal matrix composite (MMC) tensile dog-bone specimen, where damage
initiation and propagation primarily occurred in the transition and gage sections of the
specimen. While some damage did occur outside of these regions, its influence on the
global response was negligible. In that case, it would have been more computationally
efficient to only perform a multiscale analysis in the specimen transition and gage
sections. In general, multiscale progressive failure analyses should minimally be
implemented in subdomains of high stress, strain, or damage gradients. For simple model
geometries, these critical regions can often be determined by inspection. For example, in
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an open-hole tensile specimen, the domain around the hole is more critical than at points
far removed from the hole. In general, however, it is difficult to know a priori which
areas are critical as the complexity of the model and loading is increased. One method of
determining these locations could be to perform a purely global elastic analysis (i.e., not
multiscale) to identify any “hot spot” regions. Subsequent multiscale analyses could then
be performed in only those locations. While such a strategy is conceptually simple to
implement, it is not computationally efficient if damage initiation is highly localized
within the problem domain and/or occurs fairly late in the loading history. Even if
multiscale analyses are performed only at critical locations (e.g., regions of high stress
gradients) for all load steps, there likely exists a threshold value of stress, strain, or elastic
strain energy below which no damage initiation/evolution occurs. By establishing a
suitable damage initiation criterion, multiscale analysis procedures can be selectively
implemented within the model domain without any a priori knowledge of the critical
locations. In this chapter, an adaptive multiscale progressive failure procedure is
selectively implemented within a FE framework that accounts for the stochastic
variations in constituent properties and morphologies.
3.3

Generalized Method of Cells

The generalized method of cells (GMC) is a computationally efficient means of
modeling composites based on Aboudi’s method of cells micromechanics theories [4, 8].
The original GMC was reformulated by Pindera and Bednarcyk [3] in order to enhance
its computational efficiency. Using the GMC, a doubly or triply periodic repeating unit
cell (RUC) is discretized into an arbitrary number of subcells. Each subcell is then
assigned material properties and a constitutive law to describe the local material
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behavior. Continuity of displacements and tractions are enforced along the subcell
boundaries in an average sense, and all field quantities are evaluated at the subcell
centroids. An illustration of this scheme for a unidirectional composite is shown in
Figure 3.1 [4]. Using the GMC, a doubly-periodic RUC may be defined in the x2-x3 plane
and is discretized into an arbitrary number of subcells along the x2-direction (height) and
the x3-direction (width), respectively, while the fibers extend in the x1-direction (length).
Failure can then be allowed to initiate within individual subcells (e.g., fiber failure,
matrix cracking) or at subcell interfaces (e.g., fiber/ matrix debonding).

Figure 3.1

A unidirectional composite and its associated RUC [4]

a) Representation of a unidirectional composite with fibers aligned in the x1-direction and
b) RUC representation.
Using the GMC, stochastic variations in constituent material properties can be easily
modeled. For this study, a unidirectional AS4 carbon fiber/Hercules 3502 (AS4/ 3502)
epoxy polymer matrix composite (PMC) was considered. Both the fiber and matrix were
considered isotropic, and linear elastic materials. The fiber has a mean Young’s modulus
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of 234 GPa and Poisson’s ratio of 0.2, while the matrix has mean Young’s modulus of
3.8 GPa and Poisson’s ratio of 0.36 consistent with experimental data [29, 30]. Both the
fiber and matrix Young’s moduli were considered to be normally distributed with an 8%
coefficient of variation. A fiber volume fraction of 0.6 was used in these analyses. A
statistical distribution of fiber strengths was assigned to individual fiber subcells within a
given RUC. These strengths were determined by solving the following modified twoparameter Weibull cumulative distribution function (CDF) [32] for the fiber strength, σ:
𝐿 𝛼

𝜎 𝛽

𝑃𝑓 (𝜎) = 1 − 𝑒𝑥𝑝 [− (𝐿 ) (𝜎 ) ]
0

0

(2.1)

where Pf is the cumulative probability of failure at σ and is taken to be a random number
between 0 and 1. The traditional two-parameter Weibull scale (σ0 = 4493 MPa) and slope
(β = 4.8) parameters were determined from experimental data based upon a fiber test
length (L0 = 10 mm) [31]. The (L/L0)α term in Eq. 3.1 is used to characterize the fiber
strength distribution across a range of fiber segment lengths. The fiber strength
parameter, α = 0.6, was determined from experimental data where multiple fiber lengths
were tested [31]. The characteristic length, L, was set equal to the typical FE half-length;
see Ricks et al. [28] for a more detailed discussion of the optimal choice in characteristic
length. A maximum stress failure criterion was used to determine fiber failure. No matrix
failure criterion was implemented in the current study; this issue could be addressed in
future work.
3.4

Adaptive Multiscale Progressive Failure Analyses
In order to perform a multiscale progressive failure analysis, the GMC was

implemented within the Abaqus FE solver [5] using the UMAT user subroutine in a
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similar manner as detailed in Bednarcyk and Arnold [41]. Using this procedure,
individual FE integration point strains are mapped onto corresponding RUCs. A lowerlength scale GMC analysis is then performed for each RUC, and the resulting
homogenized stresses are assigned to the integration points. In such a manner, failure can
be allowed to initiate at an individual RUC (i.e., microscale) and propagate to a structural
(i.e., macroscale) FE model. Ricks et al. [28, 42, 43] performed full-domain multiscale
analysis to investigate the progressive failure behavior of MMCs and PMCs.
In contrast to the full-domain multiscale analyses performed previously [28, 42, 43],
the present study investigates the progressive failure behavior of a PMC using an
adaptive multiscale analysis methodology. Similar to a full-domain multiscale analysis
approach, distinct RUCs are randomly assigned to each integration point throughout the
FE mesh. For the first load step, a multiscale analysis is initially performed in order to
determine the effective stiffness matrix for each undamaged RUC. This step could also be
performed as a pre-processing operation outside of Abaqus if desired. For subsequent
load steps, only macroscale (global) calculations are performed until multiscale
calculations are initiated in local regions; in these single-scale calculations, the global
integration point stresses are determined using the integration point strain tensor and
effective stiffness matrix for each RUC. Once a multiscale initiation criterion is satisfied
at a given integration point, local multiscale analyses are initiated and performed for
every remaining load step for that integration point. The optimal macroscale criterion
required to appropriately initiate multiscale analyses could be based upon the local
effective stress, strain, or damage state using fracture mechanics arguments. Note that
this implies that not all integration points will become “active” multiscale analysis sites at
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the same time. In a multiscale framework, a local GMC analysis would be performed at
each active integration point. Damage can then be initiated/propagated within individual
RUC subcells. As damage accumulates within an RUC, load shedding to surrounding
integration points and elements leads to the initiation of multiscale calculations within
newly active model subdomains. This process can continue until ultimate failure of the
structure has occurred. In addition, model domains with appropriately high damage
gradients may be activated for multiscale analysis; this is the topic for future research.
Use of a robust adaptive multiscale methodology may allow for significant increases in
computational efficiency while maintaining accuracy, particularly if complex RUCs (e.g.,
large number of subcells, triply periodic architectures) are used. However, establishment
of robust criteria for initiating multiscale calculations within this adaptive framework
remains a key challenge.
3.5

Adaptive Multiscale Initiation Criterion
It is crucial to select an appropriate multiscale initiation criterion when performing

local progressive failure analyses. For example, if a strain energy-based criterion is
selected and too low of an energy threshold value is chosen, multiscale procedures will
be prematurely implemented resulting in a loss of computational efficiency. However, if
the threshold is set too high, multiscale calculations will not be performed in critical
model subdomains at the appropriate load step resulting in a potential decrease in model
accuracy. Hence, it is likely desirable to select a conservative threshold value in order to
initiate multiscale procedures in a manner that preserves model accuracy at a modest
computational cost.

42

In this study, a simple stress-based criterion was selected for illustration purposes.
Multiscale analyses were activated if the longitudinal stress in the fiber direction at an
individual integration point exceeded a critical value. In order to determine this critical
stress value, a full multiscale progressive failure analysis of an eight ply AS4/3502 unnotched tensile specimen was performed, consistent with a previous study [42]. An
ASTM D3039 rectangular specimen of dimensions 203.2 mm x 12.7 mm x 1.12 mm was
simulated. Additionally, 38.1 mm x 12.7 mm x 1.57 mm G-10 cross-ply fiberglass tabs
with a 7° bevel angle were included in the model. Tab material properties were obtained
from Joyce et al. [37], and the tab material was oriented ±45° to the longitudinal direction
in the simulations. Since this specimen geometry results in approximately a uniform state
of stress, the critical stress value corresponding to the onset of the first local fiber failure
can be obtained from an analysis of this specimen. The FE mesh (cf., Figure 3.2a) was
comprised of a total of 5280 FEs. In addition, 3840 eight-noded linear isoparametric
brick elements were used to model the specimen while both eight- and six-noded linear
isoparametric brick and wedge elements, respectively, were used to model the tabs. A
constant longitudinal displacement was applied to surface nodes of one grip while the
surface nodes of the other grip were fixed. Contractions in both the through-thickness and
transverse directions were permitted. A 25-fiber doubly periodic RUC with a squarepacking fiber arrangement (cf., Figure 3.2b) was used to simulate the microscale material
response at each integration point excluding the tabs. As previously mentioned, the
Young’s modulus for the fiber and matrix were each considered to be normally
distributed random variables and the fiber strength was assumed to be distributed
according to a modified Weibull CDF. In order to account for the stochastic distribution
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of material properties both within individual RUCs and the FE model, an FE-to-RUC
ratio of 20:1 was used (i.e., every 20 FEs had the same RUC assigned). Ten multiscale
progressive failure analyses were performed in order to estimate the global longitudinal
stress at first fiber failure, the minimum longitudinal element stress at first fiber failure,
and the ultimate composite tensile strength. The results from these analyses are shown in
Table 3.1. Since these multiscale calculations intrinsically account for uncertainty in local
constituent properties, the predicted local FE stresses, global model stresses, and
composite ultimate strengths all take on a range of values. The first fiber failure initiated
at a global stress of approximately one-third the average ultimate tensile strength. The
average longitudinal FE stress corresponding to first fiber failure was determined to be
approximately 638 MPa. This local FE stress was used as the threshold value for
initiating adaptive multiscale analyses at individual integration points for more complex
models containing a non-uniform stress field. Since the threshold stress value is based on
first fiber failure, it should provide a reasonable estimate of the local stress below which
no significant number of fiber failures occurs. In particular, the local FE longitudinal
(threshold) stresses at first fiber failure ranged from 447-811 MPa with an average value
of 638 MPa. The mean value and standard deviation in the threshold stress is likely
somewhat dependent on the number of fibers simulated at the microscale (i.e., within a
given RUC). As the number of fibers is increased within an RUC, a higher probability of
encountering a weaker fiber occurs which should decrease the calculated average
threshold stress and increase its standard deviation.
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Figure 3.2

FE mesh and associated RUC for multiscale analyses

a) FE mesh of an AS4/3502 PMC un-notched tensile specimen. b) Microstructural
representation of a unidirectional PMC for a 25-fiber RUC. Red indicates fiber subcells,
and blue indicates matrix subcells.
Table 3.1

Un-notched Tensile Specimen Failure Stresses

Simulation
1
2
3
4
5
6
7
8
9
10
Average
Standard
Deviation

Longitudinal Stress at
First Fiber Failure
(MPa)
Local FE
Global
647
650
557
554
728
718
628
611
801
804
596
593
506
507
656
651
811
803
447
449
638
634
119.0
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117.5

UTS
(MPa)
1989
1863
1806
1983
1950
2001
1979
1968
1909
1985
1943
64.2

3.6

Adaptive Multiscale Progressive Failure Analyses of an Open-Hole Tensile
Specimen
A key goal of this study is to develop an adaptive multiscale progressive failure

methodology that does not require any a priori knowledge of the critical subdomains
within an FE model. To illustrate this concept, a unidirectional AS4/3502 PMC open-hole
tension specimen is investigated. A rectangular specimen of dimensions 304.8 mm x
38.1 mm x 3.5 mm with a 6.35 mm diameter hole was simulated. 7184 eight-noded linear
isoparametric brick elements were used to model the specimen. A fairly coarse FE mesh
(cf., Figure 3.3) was used to model the specimen in order to provide a simple,
computationally efficient test case for the adaptive multiscale analysis procedure. A
constant displacement was applied to nodes along the top edge, and nodes along the
bottom edge were fixed. A 25-fiber RUC was used to simulate the microscale response,
where the Young’s moduli of the fiber and matrix and the fiber strength were allowed to
vary consistent with the previous analysis of the un-notched tensile specimen. An FE-toRUC ratio of approximately 20:1 was used. Ten full-domain multiscale progressive
failure analyses and ten adaptive multiscale progressive failure analyses were performed
in order to estimate the ultimate tensile strength and investigate the failure behavior. In
the full-domain analyses, multiscale calculations were implemented at every integration
point starting at the first load step. In contrast, adaptive multiscale progressive failure
calculations were initiated at integration points when the longitudinal element stress
exceeded the threshold value of 638 MPa obtained from un-notched specimen
simulations. Both sets of analyses contained the same distribution of microscale
constituent properties and RUCs at the macroscale.
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Figure 3.3

FE mesh of an AS4/3502 PMC open-hole tensile specimen

The distribution of fiber failures for a representative full-domain simulation of an
open-hole tensile specimen is shown in Figure 3.4 as the applied displacement is
increased. A multiscale analysis was performed for every integration point at every load
step in this case. When the applied displacement was increased, fiber failure began to
initiate near the hole (cf., Figure 3.4b). Subsequent fiber failures accumulated at the hole,
but also occurred in relatively benign regions away from the hole due to the stochastic
distribution of properties at the microscale (cf., Figure 3.4b-f). Once the maximum stress
(i.e., ultimate strength) was reached, significant fiber failures had occurred near the hole,
and the damage had propagated across a significant portion of the specimen width
(cf., Figure 3.4g). Damage propagated across the entire specimen width shortly thereafter
(cf., Figure 3.4h), corresponding to ultimate failure. Figure 3.5 contains a similar
distribution of fiber failures obtained using the adaptive multiscale analysis procedure.
For a given far-field displacement, the distribution of fiber failures obtained using the
adaptive multiscale methodology (cf., Figure 3.5) was remarkably similar to those
obtained using the full-domain multiscale approach (cf., Figure 3.4). For example, for an
applied displacement of 0.594 mm both approaches led to no predicted local fiber failures
(cf., Figure 3.4a, 3.5a). As the far-field displacement was increased, both full-domain and
adaptive multiscale analyses led to distributions of failed fibers with the same essential
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character (cf., Figure 3.4b-h, 3.5b-h). In general, the full-domain analyses resulted in a
few more fiber failures far removed from the hole; this is a consequence of local fiber
strengths falling below the threshold value (638 MPa) used in the adaptive multiscale
calculations. As the far-field displacement approached its ultimate value, the distribution
of failed elements in the region of high stress concentration near the hole was nearly
identical for both the full-domain and adaptive multiscale analyses (cf., Figure 3.4g-h,
3.5g-h). Table 3.2 contains a summary of calculated composite ultimate strengths from
each of the full-domain and adaptive multiscale analyses. The predicted ultimate
composite strengths were virtually identical for each set of analyses. Use of the adaptive
multiscale methodology, however, resulted in a 30% decrease in computational runtime
when compared to the full-domain analyses. The improvement in computational
efficiency is a direct consequence of selectively activating individual elements for
multiscale analysis once the element stress exceeded the threshold value. For example,
multiscale computations were performed at every FE integration point at every load step
in the full-domain analyses. This was true even for elements where the local fiber
strengths were relatively large and the applied element stresses were fairly benign. In
contrast, in the adaptive simulations, multiscale calculations were performed only when
the element stress exceeded the threshold value. To illustrate this point, Figure 3.6
contains plots of the distribution of “active” finite elements used in adaptive multiscale
calculations as a function of far-field displacement. At relatively low levels of far-field
displacement (cf., Figure 3.6a-d), the number of elements designated for multiscale
calculations is a relatively small fraction of the total number of elements. A majority of
elements are not designated for multiscale analysis until the far-field displacement
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reaches a significant fraction of its ultimate value (cf., Figure 3.6e-h). As an aside, the
threshold stress value (638 MPa) used in the adaptive multiscale computations is roughly
one-third the average ultimate strength for an un-notched laminate (1943 MPa; Table
3.1). Further improvements in computational efficiency would be realized by increasing
the threshold stress. Determination of the optimal threshold stress value and consideration
of effective stress, effective strain, energy, or fracture mechanics based criteria for
initiating adaptive multiscale calculations are some of the remaining challenges that must
be overcome in the development of a robust adaptive multiscale analysis methodology.
Nonetheless, this study suggests that accurate adaptive multiscale analyses may be
performed that are significantly more computationally efficient than analogous fulldomain analyses.
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Figure 3.4

Distribution of fiber failures (no adaptive multiscale procedure)

Applied displacement of a) 0.594 mm, b) 1.006 mm, c) 1.280 mm, d) 1.372 mm,
e) 1.417 mm, f) 1.737 mm, g) 3.086 mm, and h) 3.452 mm. Blue represents no failure and
red indicates complete fiber subcell failure for a given element. Far-field failures in (g) and
(h) are not visible due to a different contour scaling.
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Figure 3.5

Distribution of fiber failures (adaptive multiscale procedure used)

Applied displacement of a) 0.594 mm, b) 1.006 mm, c) 1.280 mm, d) 1.372 mm,
e) 1.417 mm, f) 1.737 mm, g) 3.086 mm, and h) 3.452 mm. Blue represents no failure and
red indicates complete fiber subcell failure for a given element. Far-field failures in (g) and
(h) are not visible due to a different contour scaling.
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Figure 3.6

Distribution of “active” FEs used in multiscale progressive failure
calculations

Applied displacement of a) 0.594 mm, b) 1.006 mm, c) 1.280 mm, d) 1.372 mm,
e) 1.417 mm, f) 1.737 mm, g) 3.086 mm, and h) 3.452 mm. Blue represents FEs where no
multiscale analysis is being performed, and red indicates FEs where a multiscale analysis
is being performed at all integration points within the FE.
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Table 3.2

Predicted Open-hole Tensile UTS
Open-Hole UTS (MPa)
With
Simulation Without
Adaptive
Adaptive
Multiscale Multiscale
1
1198.1
1198.1
2
1146.6
1146.6
3
1210.6
1210.6
4
1197.4
1197.4
5
1209.1
1208.6
6
1151.0
1151.3
7
1217.4
1217.4
8
1199.5
1199.5
9
1266.0
1266.0
10
1202.3
1202.3
Average
1199.8
1199.8
Standard
Deviation
33.5
33.5

3.7

Conclusions
In this study, an adaptive multiscale progressive failure methodology for composites

was developed whereby multiscale analyses were selectively activated at integration
points within a finite element (FE) model. For illustration purposes, a simple stress-based
criterion was used to initiate multiscale analysis procedures within key model
subdomains. Unlike so-called “hot spot” approaches, this methodology does not require
any a priori knowledge of critical subdomains. The reformulated generalized method of
cells was implemented within the Abaqus FE solver UMAT user subroutine and used to
perform lower-length scale calculations. Failure was allowed to initiate at the microscale
(i.e., the repeating unit cell) and allowed to propagate to a macroscale FE model in a
continuum-averaged manner. Adaptive multiscale progressive failure analyses were
performed on a unidirectional, open-hole AS4/3502 polymer matrix composite. Damage
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progression and ultimate strength predictions from these analyses were compared to those
obtained using analogous full-domain multiscale analyses. The adaptive multiscale
analyses led to a roughly 30% decrease in computational runtime in comparison to the
full-domain analyses, with no significant differences in the predicted failure behavior and
ultimate strengths. Hence, use of adaptive multiscale analysis procedures to simulate
complex microstructures offers the potential of significantly reduced computational costs
while retaining model accuracy.
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CHAPTER IV
COMPUTATIONALLY EFFICIENT ELASTIC HIGH-FIDELITY GENERALIZED
METHOD OF CELLS MICROMECHANICS VIA ORDER-REDUCTION
TECHNIQUES
4.1

Abstract
The High-Fidelity Generalized Method of Cells (HFGMC) is a powerful technique

for simulating composite materials. The HFGMC uses a higher-order approximation for
the subcell displacement field that allows for accurate determination of the subcell
stress/strain fields. In order to reduce computational costs associated with the solution of
the ensuing system of simultaneous equations, the HFGMC global system of equations
for doubly-periodic RUCs was reduced in size through the use of Proper Orthogonal
Decomposition. Accurate order-reduced HFGMC models were then implemented within
a special-purpose finite element user material subroutine and used to perform multiscale
composite analyses. A number of cases were presented that demonstrate the
computational feasibility of using order-reduction techniques to solve solid mechanics
problems with complex microstructures. By simulating composite materials in a more
computationally efficient manner, a pathway forward is presented for performing highfidelity multiscale analyses of composite structures.
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4.2

Preliminary Statement
This section addresses key issues in the development of computationally efficient

multiscale simulations of heterogeneous materials. This work was published in a special
edition of Composite Structures honoring Professor J.N. Reddy, whose contributions in
the nonlinear analysis and modelling of heterogeneous continua [44-53] have inspired a
generation of solid mechanics researchers.
4.3

Introduction
Current computational limitations in simulating phenomena at both the microscale

and macroscale inhibit the implementation of high-fidelity multiscale models within
existing commercial finite element (FE) software. Such limitations must be overcome if
concepts such as the Airframe Digital Twin [54] are to be realized. Computational
savings in multiscale simulations can be achieved by improving the efficiency of lower
length scale calculations. The High-Fidelity Generalized Method of Cells (HFGMC) is a
powerful technique for simulating composite materials [4]. However, the solution to the
set of simultaneous equations can become computationally burdensome as the problem
size is increased. In order to overcome expensive computational costs associated with
solving large systems of equations, order-reduction techniques have been developed to
approximate the solution to within an acceptable error.
Order-reduction concepts are widely used in the computational fluid dynamics
community [55-57] to enhance the computational efficiency of large, complex systems.
However, these techniques are increasingly being considered for structural applications
and have been readily applied to structural problems involving nonlinear FEs [58-61]. A
significant fraction of such studies employ Proper Orthogonal Decomposition (POD) [13,
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62] to generate a reduced model. The goal of POD is to generate a set of basis functions
that can be used to reduce the dimensionality of a large system (e.g., set of simultaneous
equations) by optimally determining any dominant components. This is often
accomplished by performing a singular value decomposition (SVD) of a “snapshot”
matrix [15]. The approach adopted here is fundamentally distinct from that of Oskay and
Fish [63] who use Transformation Field Analysis [64, 65] to reduce the computational
cost of analyzing heterogeneous materials. In the present work, the HFGMC global
system of equations for doubly-periodic repeating unit cells (RUCs) is reduced in size
through the use of POD. The order-reduced HFGMC model is then coupled to the
Abaqus FE software and used to assess the accuracy and computational efficiency of
order-reduced models.
4.4

High-Fidelity Generalized Method of Cells (HFGMC)
The following discussion contains a brief overview of the HFGMC. The reader is

referred to Aboudi et al. [4] for more details. The HFGMC is a technique used for
modeling heterogeneous materials based on Aboudi’s method of cells micromechanics
theories [4]. Using the HFGMC, a doubly or triply periodic RUC is discretized into an
arbitrary number of subcells. An illustration of the HFGMC geometry for a doublyperiodic (typically unidirectional) composite is shown in Figure 4.1. A doubly-periodic
RUC may be defined in the y2-y3 plane and is discretized into Nβ and Nγ subcells along
the y2-direction (height) and the y3-direction (width), respectively, while the inclusions
(fibers) extend infinitely in the y1-direction (length). A local 𝑦̅2 (𝛽) -𝑦̅3 (𝛾) coordinate
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system may be defined relative to the centroid of each subcell. The height and length of
each subcell are given by ℎ𝛽 and 𝑙𝛾 , respectively.

Figure 4.1

A heterogeneous composite with a doubly-periodic microstructure

Microstructure comprised of a) multiple repeating RUCs. b) A single RUC of dimensions
H x L comprised of a number of individual subcells. c) An individual subcell of
dimensions hβ x lγ. Here, xi, yi, and 𝑦̅𝑖 refer to global, RUC, and subcell coordinates,
respectively (i = 1…3). Figure from [4].
4.4.1

HFGMC Subcell Fields

For the doubly-periodic formulation of the HFGMC, each subcell must satisfy the
two-dimensional equilibrium equations as given by:
𝜕2 𝜎2𝑖 (𝛽𝛾) + 𝜕3 𝜎3𝑖 (𝛽𝛾) 𝑖 = 1,2,3
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(3.1)

where 𝜕2 = 𝜕/𝜕𝑦̅2 (𝛽) , and 𝜕3 = 𝜕/𝜕𝑦̅3 (𝛾) , and 𝝈 is the second-rank stress tensor. β and γ
identify the row (y2-direction) and column (y3-direction) locations of the subcell,
respectively. These subcell equilibrium equations are expressed in an average, integral
sense by:
1
ℎ𝛽

(

(2) +(𝛽𝛾)
𝑡𝑖

−

(2) −(𝛽𝛾)
𝑡𝑖
)

1

+𝑙 (
𝛾

(3) +(𝛽𝛾)
𝑡𝑖

−

(3) −(𝛽𝛾)
𝑡𝑖
)

= 0 𝑖 = 1,2,3

(3.2)

where the surface-averaged tractions, 𝒕(𝛽𝛾) , are:
(2) ±(𝛽𝛾)
𝑡𝑖

=

(3) ±(𝛽𝛾)
𝑡𝑖

=

1
𝑙𝛾
1
ℎ𝛽

𝑙𝛾 /2
𝜎2𝑖 (𝛽𝛾) (𝑦̅2 (𝛽)
𝛾 /2

∫−𝑙

ℎ /2
𝜎3𝑖 (𝛽𝛾) (𝑦̅3 (𝛾)
𝛽 /2

∫−ℎ𝛽

ℎ𝛽

) 𝑑𝑦̅3 (𝛾) 𝑖 = 1,2,3

(3.3)

= ± 2𝛾) 𝑑𝑦̅2 (𝛽) 𝑖 = 1,2,3

(3.4)

=±

2
𝑙

Note that the superscripts + and – in Eqs. 4.2-4 correspond to the positive and
negative faces, respectively, of a subcell defined relative to its local coordinate system
(cf., Figure 4.1c). Superscripts (2) and (3) denote the surface traction normal to the 𝑦̅2 (𝛽)
and 𝑦̅3 (𝛾) axes, respectively.
Each subcell is assigned material properties and a constitutive law to describe the
local material behavior. For linear elastic constituents subjected to no temperature
change, this relationship is given by:
𝜎𝑖𝑗 (𝛽𝛾) = 𝐶𝑖𝑗𝑘𝑙 (𝛽𝛾) 𝜀𝑘𝑙 (𝛽𝛾) 𝑖, 𝑗, 𝑘, 𝑙 = 1,2,3

(3.5)

where 𝑪(𝛽𝛾) is the fourth-rank stiffness tensor, 𝜺(𝛽𝛾) is the second rank total strain tensor
expressed by:
1

𝜺𝑖𝑗 (𝛽𝛾) = 𝜺̅𝑖𝑗 + 2 (𝜕𝑖 𝑢𝑗 (𝛽𝛾) + 𝜕𝑗 𝑢𝑖 (𝛽𝛾) ) 𝑖, 𝑗 = 1,2,3
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(3.6)

where 𝜺̅ is the macroscale strain tensor. Note that no summation is implied by repeated
Greek indices. For the HFGMC, a second-order asymptotic expansion of the subcell
displacement field is performed and is given for doubly-periodic RUCs by:

(3.7)
(𝜷𝜸)

where 𝒙 are the global coordinates, and 𝑾(𝒎𝒏) are unknown coefficients
(microvariables). Equations 4.2-7 can be combined and used to express the subcell
surface-averaged tractions in terms of the unknown microvariables. Bansal and Pindera
[11] and Arnold et al. [12] reformulated the HFGMC (for computational speed) in order
to reduce the size of the system of equations by expressing the surface-averaged tractions
as a function of surface-averaged displacements (unknowns). The surface-averaged
displacements are obtained in a similar manner to the surface-averaged tractions and are
given by:
(2)

(3)

𝑢𝑖 ±(𝛽𝛾) =

𝑢𝑖 ±(𝛽𝛾) =

1
𝑙𝛾

𝑙𝛾 /2
𝑢𝑖 (𝛽𝛾) (𝑦̅2 (𝛽)
𝛾 /2

∫−𝑙

1 ℎ𝛽 /2
𝑢 (𝛽𝛾) (𝑦̅3 (𝛾)
∫
ℎ𝛽 −ℎ𝛽 /2 𝑖

ℎ𝛽

) 𝑑𝑦̅3 (𝛾) 𝑖 = 1,2,3

(3.8)

= ± 2𝛾) 𝑑𝑦̅2 (𝛽) 𝑖 = 1,2,3

(3.9)

=±

2
𝑙

For each subcell, a system of 12 linear equations can be derived and expressed as:
̅ (𝛽𝛾) + 𝒇(𝛽𝛾)
𝒕(𝛽𝛾) = 𝑲(𝛽𝛾) 𝒖

(3.10)

̅ (𝛽𝛾) represents the surfacewhere 𝒕(𝛽𝛾) represents the surface-averaged displacements, 𝒖
averaged displacements, and 𝒇(𝛽𝛾) is a vector containing subcell material properties and
macroscale strain components. 𝑲(𝛽𝛾) is a 12 x 12 matrix containing subcell material
̅ (𝛽𝛾) .
properties and dimensions. An inner product is implied between 𝑲(𝛽𝛾) and 𝒖
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4.4.2

HFGMC Global Equations

By imposing, interfacial traction and displacement continuity conditions and periodic
boundary conditions, an assembled, linear system of equations can be derived. For
perfectly bonded, linearly elastic constituents, the reformulated HFGMC relationships
can be expressed as a square system of n = 6NβNγ+3(Nβ+Nγ) equations of the form:
𝑲𝑼 = 𝒇

(3.11)

where K is a sparse, unsymmetrical matrix that is a function of subcell properties and
geometry, and f is a vector containing the material properties, subcell dimensions, and the
applied average strains. The vector 𝑼 represents the unknown surface-averaged
displacements for each subcell. After solving this linear set of equations, the subcell
stresses and strains can be readily determined. Note that the 3(Nβ+Nγ) equations quoted
previously were included in the formulation for programming convenience (see
discussion in [4]). Though not considered in the present chapter, damage can be allowed
to initiate within individual subcells (e.g., fiber failure, matrix cracking) or at subcell
interfaces (e.g., fiber/ matrix debonding).
In contrast to the generalized method of cells [4], a higher accuracy in the subcell
stress/strain fields is obtained at the cost of computational efficiency by employing the
higher-order subcell displacement field. As a result, the HFGMC has been seldom used to
perform multiscale analyses of composite laminates and structures (cf., [66, 67]). A
central goal of this work is to further enhance the computational efficiency of the
HFGMC using order-reduction techniques to render higher fidelity multiscale analyses
more tractable.
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4.5

Order-Reduction Concepts Applied to the HFGMC

4.5.1

Proper Orthogonal Decomposition (POD)

As previously mentioned, POD is a technique that can be used to optimally represent
a large system of equations. Suppose that the solution to Eq. 4.11 (i.e., 𝑼 of length n) can
be obtained a priori. 𝑼 can then be expressed by 𝑼 = 𝑽𝒘 where 𝑽 = [𝑽𝟏 , 𝑽𝟐 , … , 𝑽𝒏 ] is
a set of n arbitrary orthonormal basis vectors and 𝒘 is a vector of length n of coefficients.
̂ =𝑽
̂𝒘
̂=
The goal of POD is to determine an approximate solution to 𝑼, 𝑼
̂ where 𝑽
[𝑽𝟏 , 𝑽𝟐 , … , 𝑽𝒌 ] is a set of the first k vectors of 𝑽 , 𝒘
̂ is a vector comprised of the first k
̂ must satisfy the following constrained optimization
components of 𝒘, and 𝑘 ≤ 𝑛. 𝑼
problem [13]:

(3.12)
where 𝛿𝑖𝑗 is the Kronecker’s delta. Note that for optimal computational performance,
k << n. Additionally, should 𝑼 not be able to be obtained a priori, an order-reduction
approach based on Proper Generalized Decomposition [14, 68] may be required.
4.5.2

Determination of the Orthonormal Basis Vectors

In order to determine the set of k orthonormal basis vectors and, hence, the size of the
reduced set of equations, a POD procedure can be performed using the method of
snapshots [15]. Suppose that the solution to Eq. 4.11 (i.e., U) for an RUC under a
particular set of applied strains/stresses is known. This “snapshot” can be used to form
the first column of a new matrix, M. If the applied loading conditions are varied, other
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snapshots can be determined and used to populate M. By performing a singular value
decomposition (SVD) of the snapshot matrix, M can be expressed as:
𝑴 = 𝑽𝜮𝒁𝑇

(3.13)

where V and Z are the left- and right-singular vectors, respectively, and Σ is a diagonal
matrix of singular values arranged in descending order. The first k columns of V
̂.
correspond to the k dominant singular values and can be used to populate the matrix 𝑽
The k selected values typically represent a certain fraction of the normalized energy of
the system. This energy can be calculated by dividing the cumulative summation of
singular values by the total summation of singular values. Provided that the variation in
applied loads (or other input parameters) spans a sufficient space, an accurate reduced
model can likely be generated. Note that the reduced model is generated in a preprocessing step prior to implementing the model for a particular application. For a fixed
RUC architecture, this one-time step includes preliminary computational costs needed to
generate and perform a SVD of the snapshot matrix. When employing integrated
computational materials engineering in the design of new materials, it may be desirable to
vary the RUC architecture throughout the design/analysis process. Such an approach
would require the generation of a new reduced model each time the RUC architecture is
redefined since the size of the system of equations given by Eq. 4.11 would change.
4.5.3

Order-reduced HFGMC

Consider the HFGMC system of equations given by Eq. 4.11 (referred to herein as the
“reference” solution). As a result of performing POD, an approximate solution for U can
̂=𝑽
̂𝒘
be expressed by 𝑼
̂ where 𝒘
̂ can be referred to as the order-reduced solution vector.
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̂ 𝑻 , a reduced
By substituting this approximate solution into Eq. 4.11 and multiplying by 𝑽
set of k x k equations can then be written as:
̂ 𝑻 𝑲𝑽
̂𝒘
̂ 𝑻𝒇
𝑽
̂ =𝑽

(3.14)

It should be noted that in order to set up the reduced set of equations, the matrix K
and vector f must be determined. However, for RUCs containing only linear elastic
materials, the K matrix is constant and can be pre-computed and stored. The reduced
solution vector can therefore be directly determined without the need to use a numerical
equation solver:
̂ 𝑻 𝑲𝑽
̂ )−1 𝑽
̂ 𝑻𝒇
𝒘
̂ = (𝑽
̂ 𝑻 𝑲𝑽
̂)
To minimize the use of computer memory, the matrix (𝑽

(3.15)
−1

can also be

̂ 𝑻 𝒇. Different strategies relating to the
precomputed, stored, and then multiplied by 𝑽
computer implementation of Eq. 4.14 are discussed for a similar development by Krysl et
al. [60].
After solving this set of equations for 𝒘
̂ , the approximate reference solution can be
̂ =𝑽
̂𝒘
recovered by using the relationship 𝑼
̂ . In effect, the original set of
n = 6NβNγ+3(Nβ+Nγ) equations can be converted into a potentially much smaller set of k
equations. Of course, by only including k of the n orthonormal basis vectors, an
approximation error is introduced. The goal of an order-reduction technique in this
context is to determine the smallest system of equations while minimizing the
approximation error.
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4.5.4

Microscale Simulation of a Large RUC

To illustrate the reduced-order HFGMC implementation, Figure 4.2 shows an RUC of
a fiber/matrix composite with 30 randomly located fibers (0.617 fiber volume fraction)
and Nβ = 118 and Nγ = 117 for a total of 13,806 subcells. Both the idealized E-glass fiber
and epoxy matrix were considered to be isotropic linearly elastic materials. The fiber was
assumed to have a Young’s modulus of 72.7 GPa and Poisson’s ratio of 0.2 while the
matrix had a Young’s modulus of 4.25 GPa and Poisson’s ratio of 0.35. This RUC has
been used previously to perform a progressive damage analysis of a fiber-reinforced
composite subjected to a variety of load cases [69]. For this RUC, at every strain
increment applied, a sparse system of 83,541 equations must be solved. As a result, an
RUC of this fidelity is currently impractical for use in large multiscale analyses.
However, such higher-fidelity RUCs are desirable to accurately simulate realistic
composite microstructures necessary for process modeling, prediction of residual stress
states, progressive failure analysis, and other computational predictions that depend
heavily on subscale features.

Figure 4.2

RUC where blue indicates a fiber subcell and green indicates a matrix
subcell.
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Since both materials are linearly elastic, each of the six components of applied strain
were varied independently and used to form the snapshot matrix from these six solutions
of Eq. 4.11 (see [61] for a similar discussion). The time history of the individual strain
components were not stored in the snapshot matrix, but will likely be stored if nonlinear
materials or elastic materials with damage are considered. Additionally, basis enrichment
procedures may be required to accurately solve the reduced problem [70, 71] if nonlinear
materials are considered. These enrichment procedures typically increase the size of the
order-reduced problem by adding basis vectors. Provided the amount of additional basis
vectors is not significant, improvements in the computational time can be maintained
without sacrificing accuracy (cf., [70]).
Figure 4.3 contains a plot of the six singular values associated with the snapshot
matrix. As can be seen in the figure, the first five singular values comprise more than
99.9% of the normalized energy of the system. This suggests that an accurate reduced
model can be generated using the basis vectors that correspond to the first five dominant
singular values. Note that the sixth singular value corresponds to the load case where the
only nonzero applied strain is the out-of-plane normal strain, 𝜀̅11 . As a result of the
doubly-periodic HFGMC formulation, 𝜀11 (𝛽𝛾) = 𝜀̅11 for all subcells and solving Eq. 4.11
returns the null vector for this load case. Hence, physically, each of the six singular
values (with their corresponding left and right singular vectors) represents an independent
mode of deformation for linearly elastic materials. This will no longer hold true if
nonlinear materials are considered.
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Figure 4.3

Singular values of the snapshot matrix and the normalized energy

A reduced model was generated from the snapshot matrix and compared to the
existing reference model for each of 1000 validation load cases. These validation load
cases were generated by varying each applied global strain tensor component randomly in
the interval [-0.5, 0.5]. By specifying each strain component in this manner, each
validation case mimics a possible strain increment applied at a FE integration point
within a multiscale analysis. The random multiaxial strain state associated with each load
case was applied over 25 equal increments to mirror the incremental solution procedure
typically used in FE analyses.
For this problem, the reduced model involved solving a dense set of k = 5 equations
while the reference model was comprised of a highly sparse (99.988%) set of n = 83,541
equations. Recall that the order-reduced model requires mapping to and from the reduced
system of equations at each strain increment (i.e., additional matrix multiplications are
required). As discussed later, a full performance comparison of the models should
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account for i) the size of the system of simultaneous equations and ii) the additional
mapping required to recover the approximation of the reference solution. Further, the
maximum error between the reference solution (𝒖𝑹 ) and the order-reduced solution (𝒖𝑶𝑹 )
across all applied strain increments (Ninc = 25) was determined using the following
relationship for each of the validation load cases:
𝐸𝑟𝑟 = 𝑚𝑎𝑥 (‖𝒖𝑹1 − 𝒖𝑶𝑹1 ‖ , … , ‖𝒖𝑹 𝑁𝑖𝑛𝑐 − 𝒖𝑶𝑹 𝑁𝑖𝑛𝑐 ‖ )
2

2

(3.16)

Three separate solution methods were implemented to compare the computational
cost (speed and memory) of solving the reduced system of equations. Method 1 was
implemented by solving Eq. 4.14 using a linear equation solver based on LU
decomposition. Similar to Krysl et al. [60], Methods 2 and 3 were developed by solving
̂ 𝑻 𝑲𝑽
̂)
Eq. 4.15 and precomputing the matrices (𝑽

−1

̂ 𝑻 𝑲𝑽
̂ )−1 𝑽
̂ 𝑻, respectively. It
and (𝑽

should be noted that while Method 3 involves fewer matrix multiplications during each
loading increment than Method 2, the memory requirements are larger since the size of
̂ and (𝑽
̂ 𝑻 𝑲𝑽
̂ )−1 𝑽
̂ 𝑻 would need
the reduced system of equations is increased [60]. Both 𝑽
to be stored in order to use Method 3.
As shown in Figure 4.4, the error when using Method 2 was negligible (~10-8) for
each of the 1000 validation cases when compared to the reference model. Nearly identical
error estimates were obtained for the other two reduced methods; this should be expected
since the governing set of equations is unchanged. Since this estimate of error is based on
a vector norm, any individual differences in the solution vector tend to be smeared out.
For reference purposes, the maximum components of the solution vector u are on the
order of 10-5 - 10-3 for the load cases considered. Other estimates of error based on local
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fields are also possible. For example, the average and standard deviation of the maximum
difference in subcell stress components was found to be 0.005% and 0.1%, respectively
across all 1000 load cases. Such remarkable results underscore the inherent advantages
associated with order-reduced models.

Figure 4.4

Error between the reference model and reduced model (Method 2) for each
validation load case

Since it is computationally intensive to write individual subcell level information to
data files, the efficiency of the reference and order-reduced models was determined by
suppressing all local subcell output in the HFGMC code. Thus, only the system of
equations represented by Eqs. 4.11, 4.14-15 was solved and used to determine the local
subcell fields and homogenized stresses. Both the total solution time and solution time for
each increment were determined when each of the 1000 validation load cases was applied
over 25 increments. The average runtimes for each of the three methods are shown in
Figure 4.5. For each increment, the HFGMC relations were solved approximately three
times faster using order-reduction techniques. This corresponds to a 66% decrease in
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computational runtime for each increment. The average total runtimes for the reduced
models were between 5.6 and 7.3 times lower than the reference model, an 81-85%
reduction in computational time. This significant difference between the incremental and
total runtimes was primarily due to assembling the left-hand side of Eq. 4.11 for the
reference model prior the first load increment. Hence, an added benefit of using orderreduction techniques is that the equation assembly procedure can be made significantly
more efficient. The huge computational savings associated with solving the k x k (orderreduced) versus the n x n (reference) sets of simultaneous equations is somewhat offset
̂ 𝑻 𝒇 in Eqs. 4.14-15. This explains
by the additional calculations necessary to determine 𝑽
why the reduction in computational time is on the order of 80% and not higher. Note that
the Reduced Method 3 is less computationally efficient than the other two methods due to
greater out-of-core memory requirements, as previously discussed. It is envisioned that
the computational savings associated with an order-reduced model will further increase
when rate-dependent nonlinear materials are considered.
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Figure 4.5

Reduction in computational runtime for the three reduced model solution
techniques

The previous demonstration problem shows that order-reduction concepts can be
successfully applied to the HFGMC relationships resulting in significant computational
cost savings. Order-reduced HFGMC models are expected to have a beneficial impact
when embedded in a multiscale analysis and can potentially increase the feasibility of
high-fidelity multiscale analyses without sacrificing significant accuracy. Thus, orderreduction is a tractable means of incorporating doubly or triply-periodic RUCs that are
more representative of an actual composite microstructure into a multiscale analysis.
Currently, these high-fidelity RUCs are seldom considered in multiscale analyses due to
computational costs.
4.6

Multiscale Order-Reduced HFGMC

4.6.1

Details of Multiscale Simulations

In order to assess the computational efficiency of order-reduced HFGMC models in a
multiscale analysis, multiple multiscale analyses of a unidirectional open-hole tensile
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composite specimen were performed. A rectangular specimen of dimensions 304.8 mm x
38.1 mm x 3.5 mm with a 6.35 mm diameter hole was simulated with fibers oriented
parallel to the length direction. The same materials were used for the fiber and matrix as
implemented in the previous analyses. A simple 3,848 FE mesh (eight-noded linear
isoparametric brick elements) was used for illustration purposes and is shown in
Figure 4.6. Note that, for an actual failure prediction, a much finer mesh (particularly
near the hole) should be considered. A constant, longitudinal displacement was applied to
surface nodes at one end of the specimen, and surface nodes at the other end were fixed.
Multiscale analyses were performed in which microscale HFGMC RUCs (described
using an Abaqus UMAT routine) were linked to every FE integration point within the
model. Four different RUCs comprised of 16, 64, 256, and 1024 subcells, respectively,
were considered and are shown in Figure 4.7. For reference purposes, the fiber volume
fraction of the 16, 256, and 1024 subcell RUCs was approximately 0.25 while that of the
64 subcell RUC was 0.375%. A longitudinal displacement was applied over 50
increments at one end of the specimen while the other end was fixed. Separate reduced
models based on Method 2 were generated for each of the RUC architectures considered
in a manner similar to the previous analyses. Recall that the computational efficiency of
the order-reduced models using Methods 1 and 2 were nearly identical. Note that since
only elastic materials without damage were considered, this implies that the reduced
system of equations will always result in a system of five equations regardless of the size
of the RUC.
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Figure 4.6

FE mesh of a unidirectional open-hole tensile composite specimen

Figure 4.7

RUC architectures for multiscale analyses

Four different RUC architectures comprised of a) 16, b) 64, c)256 and d) 1024 subcells
used in multiscale analyses where blue indicates a fiber subcell and green indicates a
matrix subcell
The error between the reference and order-reduced models was calculated at each
increment of the simulation using:
𝐸𝑟𝑟 =

where 𝜎𝑖𝑅

𝑗,𝑘

𝑚𝑎𝑥(|𝜎𝑖𝑅

𝑗,𝑘

−𝜎𝑖𝑂𝑅

𝑗,𝑘
|𝜎𝑖𝑅 |

𝑗,𝑘

|)

𝑖 = 1,6; 𝑗 = 1, 𝑁𝐼𝑁𝑇 ; 𝑘 = 1, 𝑁𝐸

(3.17)

is the ith stress component for the reference model at the jth integration point

of element k, 𝜎𝑖𝑂𝑅

𝑗,𝑘

is the ith stress component for the order-reduced model at the jth

integration point of element k, NINT is the number of integration points per element, and
NE is the number of FEs in the model. This error representation is based on homogenized
stresses rather than local subcell fields. Additionally, it is computationally infeasible to
calculate the error using Eq. 4.16 (i.e., a vector norm approach) since a different solution
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to reference and order-reduced system of equations exists for every integration point
within the model at each load increment.
Computational runtimes were determined for two cases: one where the subcell
stresses are not stored and the other where the subcell stresses are stored as solutiondependent variables within the Abaqus FE model. By comparing the runtimes for the two
cases, the impact of data storage on the computational runtime can be assessed to help the
user decide the amount of local data needed for a particular application. For example,
local subcell fields near the hole of an open-hole tensile specimen could be used to
predict the onset of damage, while subcell fields away from the hole (less likely to
experience significant damage) might be ignored.
4.6.2

Multiscale Simulation Results

The error between the reference and order-reduced models was calculated at each
load increment for each RUC architecture, and the average values are shown in
Figure 4.8. The error was determined using Eq. 4.17 and error bars represent the
minimum and maximum values observed over all load increments. Regardless of the
RUC used at the microscale, all error estimates indicate negligible differences between
the reference and order-reduced models. There is a slight increase in error for multiscale
analyses involving larger RUCs. As the number of subcells within an RUC increases, it
becomes increasingly more difficult for the orthonormal basis to accurately approximate
all components of the reference solution. However, for all of the RUCs considered, the
maximum error across all load increments and element integration points does not exceed
0.009%. In the absence of a reference solution to determine the error in a multiscale
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analysis, preliminary microscale simulations should be performed to assess the accuracy
of an order-reduced model.

Figure 4.8

Average error for multiscale analyses where the reference and orderreduced models were implemented at the microscale

The computational benefits for implementing an order-reduced model at the
microscale are shown in Figure 4.9. Clearly as the fidelity of the RUC increases (i.e.,
number of subcells) the computational benefit (without loss of accuracy) of using orderreduced models increases significantly. For example, a 16 subcell RUC, the orderreduced model is only slightly more efficient than the reference model (<10% reduction
in computational time) whereas a 1024 subcell RUC has a 70% reduction in
computational time. This makes sense since the relative reduction in the total number of
equations will always increase as the size of the microscale problem increases. Hence,
order-reduced models can facilitate simulation of complex RUCs representative of actual
composite microstructures. Such RUCs are necessary to capture the complex interactions
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between constituents at the microscale that lead to damage initiation and evolution. It has
also been shown that even effective properties are better represented with high-fidelity
RUCs, particularly for cases involving variable fiber volume fraction and significant
constituent property mismatches [72]. The computational savings are reduced if the local
subcell stress fields are available (see Figure 4.8) since a significant amount of time is
devoted to updating the solution dependent variables within the FE code. However, for
the 1024 subcell RUC, a 50% reduction in computational time is still observed, even if
the local stresses are stored. These results demonstrate that significant computational
savings can be obtained in multiscale analyses where order-reduction techniques are
employed without sacrificing model accuracy.

Figure 4.9

Reduction in computational time for multiscale simulations as the RUC
complexity is increased
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4.6.3

Multiscale Simulation of a Large RUC

To further demonstrate the feasibility of using the order-reduced HFGMC relations in
a multiscale analysis, another multiscale analysis was performed where the 13,806 RUC
(Figure 4.2) was implemented at the microscale. This RUC was only used over one-third
of the FE model domain (near the hole) to reduced memory storage requirements.
Effective properties, calculated based on the same RUC, were used elsewhere in the FE
model. Multiscale analyses with an RUC of this complexity are seldom considered due to
the computational resources required. For this reason, a multiscale analysis based on the
reference model cannot be performed on a personal desktop computer. However, recall
that the order-reduced model based on this RUC was shown to match the reference model
without incurring any significant error across a wide spectrum of applied loading
conditions (see Figure 4.4). This issue highlights one of the key advantages of orderreduced HFGMC modeling: significantly more complex RUCs can be implemented
within a multiscale framework than have been previously considered.
The global von Mises stress distribution near the hole is shown in Figure 4.10a at an
applied end displacement of 6.9 mm. Local subcell fields are plotted at two locations near
the hole in Figures 4.10b-c. The von Mises stress was plotted purely for illustration
purposes, and any other subcell level data (e.g., stress/ strain components, damage
parameters) could also be plotted if desired. By having access to local subcell level
information, critical locations and failure initiation mechanisms can be investigated. For
example, while the maximum stress at the macroscale is approximately 1200 MPa, local
fields can far exceed that value (3000 MPa maximum observed within an RUC at
Location I, Figure 4.10a). An in-depth study of these local fields could also be used to
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facilitate processing and manufacturing, aid in residual stress determination, and to
design to resist failure initiation. Further, parametric studies can be performed to explore
how non-uniform stress/strain fields at the macroscale affect the microscale fields. If
extended to account for damage and material nonlinearity, order-reduction concepts hold
promise to potentially enable faster development/certification of composite structures and
to provide a viable pathway toward Airframe Digital Twin models for full aerospace
vehicles.
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Figure 4.10

Global and local stress distributions

a) Stress distribution near the hole for a multiscale analysis where a 13,806 subcell RUC
was implemented at the microscale and the resulting microscale stress distribution at b)
Location I and c) Location II. All stresses are reported in units of MPa.
4.7

Conclusions
In this chapter, the High-Fidelity Generalized Method of Cells (HFGMC) global

system of equations for doubly-periodic repeating unit cells (RUCs) was reduced in size
through the use of proper orthogonal decomposition. The reduced system of equations
was compared to the unmodified HFGMC equations for standalone micromechanics
models, as well as multiscale analyses. Multiscale analyses were performed by
79

implementing order-reduced models within an Abaqus user material subroutine. A
variety of RUC architectures ranging from 16 to 13,806 subcells were considered.
Simulations involving only elastic materials showed that significant computational
savings (up to a 70% reduction in computational runtime for complex RUCs) can be
obtained when using order-reduction techniques without incurring any significant error in
the local subcell fields. Furthermore, multiscale simulations based on lower length scale
order-reduced models enable substantially larger and more complex/realistic RUCs to be
simulated at the microscale than what is traditionally done in multiscale analysis. The
order-reduction technique applied in this study enables fast and accurate multiscale
analyses to be performed that would not be practical using traditional approaches.
Ongoing work is aimed at extending these concepts to capture the material nonlinear
response of damage in composites. By accurately simulating composites in a more
computationally efficient manner, a pathway forward has been identified and
demonstrated for performing multiscale analyses of composite structures consistent with
the Airframe Digital Twin concept.
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CHAPTER V
SOLUTION OF THE NONLINEAR HIGH-FIDELITY GENERALIED METHOD OF
CELLS MICROMECHANICS RELATIONS VIA ORDER-REDUCTION
TECHNIQUES
5.1

Abstract
The High-Fidelity Generalized Method of Cells (HFGMC) is one technique for

accurately simulating nonlinear composite material behavior. The HFGMC uses a higherorder approximation for the subcell displacement field that allows for a more accurate
determination of the subcell stress/strain fields at the cost of some computational
efficiency compared to simpler micromechanics theories. In order to improve the solution
of the ensuing system of simultaneous equations, the HFGMC global system of equations
for doubly-periodic repeating unit cells (RUCs) with nonlinear constituents has been
reduced in size through the use of a Petrov-Galerkin Proper Orthogonal Decomposition
order-reduction scheme. A number of cases for an E-glass/Nylon 12 composite are
presented that address the computational feasibility of using order-reduction techniques
to solve solid mechanics problems involving complex microstructures and material
nonlinearity. Depending on the RUC architecture, order-reduced models led to a 4.8-6.3x
speedup in the equation assembly/solution runtimes while maintaining model accuracy.
This corresponded to a 21-38% reduction in total runtimes. The significant difference in
assembly/solution and total runtimes was attributed to the evaluation of integration point
81

inelastic field quantities; this step was identical between the unreduced and order-reduced
models. Nonetheless, order-reduced techniques offer the potential to significantly
improve the computational efficiency of multiscale calculations.
5.2

Introduction
The High-Fidelity Generalized Method of Cells (HFGMC) is a micromechanics

technique that can be used to simulate nonlinear composite materials [4]. The core
computational effort of this method involves repeatedly finding the solution to sets of
simultaneous linear algebraic equations in order to determine local/global field quantities
and effective properties for heterogeneous materials with periodic microstructures.
However, when material nonlinearity is admitted, the computational runtimes can
become excessive, particularly as the problem size is increased due to a more detailed
microstructural representation. Nonlinear analyses of such detailed, high fidelity
repeating unit cells (RUCs) are needed to accurately simulate realistic composite
microstructures necessary for process modeling, prediction of residual stress states,
progressive failure analysis, and other computational predictions that depend heavily on
subscale features. The use of order-reduction techniques is one possibility to improve the
computational efficiency of high-fidelity analyses. Furthermore, although HFGMC is
fundamentally distinct and more computationally efficient than traditional finite element
(FE) approaches [4], both methods are relatively inefficient for multiscale simulations of
realistic composite microstructures.
Proper Orthogonal Decomposition (POD) [13, 62] and Proper Generalized
Decomposition (PGD) [14, 68] are two commonly used order-reduction approaches. In
order to generate an order-reduced model using POD, the full solution to a particular
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problem (often found by solving a set of simultaneous equations) must be known a
priori. If this solution cannot be practically obtained due to model size or computational
limits, PGD can be used to generate an order-reduced model. However, for most solid
mechanics problems of interest, a priori solutions can be easily obtained. More detailed
information on PGD can be found in the review article by Chinesta et al. [14]. In this
study, a POD approach was used due to its wide use in the literature and ease of
implementation.
A significant number of FE studies have employed POD to generate order-reduced
models that reduce the dimensionality of the ensuing large set of simultaneous equations.
The goal of POD is to generate a set of basis vectors capable of capturing the dominant
components of a system, optimally represent a full set of equations, and provide a
mapping relationship between the unreduced and order-reduced domains. In this context,
an order-reduced POD approach has two main components: i) approximation of the
solution to a set of equations and ii) projection to the order-reduced domain. In general,
FE-based POD techniques employ Galerkin projection (i.e., the projection is performed
with the same set of basis vectors used for the approximation). Carlberg et al. [73] noted
that Galerkin projection may not be optimal in the presence of nonlinearity and can lead
to computational instabilities. A more complex Petrov-Galerkin POD method was
developed to overcome these limitations by modifying the form of the projection at the
cost of some added calculations [73].
While POD-based order-reduction techniques have been commonly used to solve
problems in computational fluid dynamics [55, 74, 75], these techniques have also been
extended to include nonlinear solid mechanics problems [58, 59, 61, 70, 73, 76]. For
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instance, Radermacher et al. [76] were able to demonstrate improvements of the
computational speed by a factor of 60-260 by employing a POD-based order-reduction
technique in the analysis of an inelastic metal matrix composite. POD techniques have
also been implemented within a multiscale framework. Multiscale methods are often
based on an FE2 [1, 2] modeling approach, wherein a microscale FE model is called at
each integration point within a macroscale FE model. Yvonnet and He [58] were able to
achieve significant computational and memory savings for multiscale simulations of
hyperelastic media. Radermacher et al. [76] demonstrated a two order of magnitude
speedup in the computational time of nonlinear multiscale simulations by implementing
POD at the microscale. Similarly, Ricks et al. [77] obtained significant computational
savings by imbedding HFGMC within a macroscale linearly elastic FE model.
Several authors have also proposed methods to modify/update the original set of basis
vectors in order to achieve better computational performance. Hernàndez et al. [61]
formed a set of basis vectors by accounting for all elastic modes and only the essential
inelastic modes. Ryckelynck [78] developed a procedure to adaptively update the
subspace spanned by the original set of basis vectors during an analysis. Additional
computational savings were achieved by using only a subset of the FEs to control the
adaptive process [78]. This “hyper-reduction” approach is similar in concept to the
discrete empirical interpolation method [79] and gappy POD technique [56, 80].
Kerfriden et al. [70] proposed updating the original set of basis vectors using
appropriately normalized unconverged/converged iterative solutions.
In the present work, the HFGMC global system of equations for doubly-periodic
RUCs with nonlinear constituents is reduced in size through the use of POD. This
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approach previously was shown to yield significant computational savings when applied
to the HFGMC equations for linearly elastic materials only [77]. The order-reduced
HFGMC models are then compared to the traditional HFGMC approach for multiple
RUC discretizations in order to assess their accuracy and computational efficiency.
5.3

High-Fidelity Generalized Method of Cells (HFGMC)
The HFGMC is a micromechanics technique used for modeling heterogeneous

materials [4]. In contrast to the generalized method of cells [4], the HFGMC gives a
higher accuracy in the subcell stress/strain fields, at an increased computational cost, by
employing a higher-order subcell displacement field. Using the HFGMC, a doubly
periodic RUC is discretized into an arbitrary number of subcells (see Figure 5.1). A
doubly-periodic RUC may be defined in the y2-y3 plane and is discretized into Nβ and Nγ
subcells along the y2-direction (height) and the y3-direction (width), respectively, while
any inhomogeneities/inclusions (e.g., fibers) extend infinitely in the y1-direction (length).
A local 𝑦̅2 (𝛽) -𝑦̅3 (𝛾) coordinate system may be defined relative to the centroid of each
subcell. The height and length of each subcell are given by ℎ𝛽 and 𝑙𝛾 , respectively. The
discussion that follows presents key aspects of the HFGMC formulation that are relevant
to this study. An exhaustive derivation of the HFGMC can be found in Ref. [4].
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Figure 5.1

A heterogeneous composite with a doubly-periodic microstructure

Microscale comprised of a) multiple repeating RUCs. b) A single RUC of dimensions
H x L comprised of a number of individual subcells. c) An individual subcell of
dimensions hβ x lγ. Here, xi, yi, and 𝑦̅𝑖 refer to global, RUC, and subcell coordinates,
respectively (i = 1…3).
5.3.2

HFGMC Subcell Equations

Each subcell in an RUC is assigned material properties and a constitutive law to
describe the local material behavior. The constitutive law for thermo-inelastic materials is
given by:
𝜎𝑖𝑗 (𝛽𝛾) = 𝐶𝑖𝑗𝑘𝑙 (𝛽𝛾) (𝜀𝑘𝑙 (𝛽𝛾) − 𝜀𝑘𝑙 𝑇
where 𝝈(𝛽𝛾) , 𝑪(𝛽𝛾) , 𝜺(𝛽𝛾) , 𝜺𝑇

(𝛽𝛾)

, and 𝜺𝐼

(𝛽𝛾)

(𝛽𝛾)

− 𝜀𝑘𝑙 𝐼

(𝛽𝛾)

) 𝑖, 𝑗, 𝑘, 𝑙 = 1,2,3

(4.1)

are the stress, elastic stiffness, total strain,

thermal strain, and inelastic strain tensors, respectively. The stress tensor is used to
calculate surface-averaged tractions, 𝒕(𝛽𝛾) , along the edges of a subcell as a function of
the unknown fluctuating displacements. The computational efficiency of the HFGMC can
be significantly improved by reformulating 𝒕(𝛽𝛾) to be a function of surface-averaged
fluctuating displacements (unknowns) [11, 12]. A linear system of 12 equations can be
derived and expressed as:
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̅ (𝛽𝛾) + 𝒇(𝛽𝛾) + 𝒈(𝛽𝛾)
𝒕(𝛽𝛾) = 𝑲(𝛽𝛾) 𝒖

(4.2)

̅ (𝛽𝛾) represents the unknown surface-averaged fluctuating displacements, 𝒇(𝛽𝛾) is
where 𝒖
a vector containing subcell material properties and macroscale strain components, and
𝒈(𝛽𝛾) is a vector containing thermo-inelastic traction components. The 12 x 12 subcell
stiffness matrix, 𝑲(𝛽𝛾) , contains subcell material properties and dimensions and does not
depend on any inelastic quantities.
5.3.3

HFGMC Global Equations

By imposing interfacial traction and displacement continuity conditions on the
interior subcell boundaries and periodic boundary conditions on the RUC boundaries, an
assembled, linear system of equations can be derived [4]. For perfectly bonded
constituents, the reformulated HFGMC relationships for a given RUC can be expressed
as a square system of n = 6NβNγ equations of the form:
𝑲𝑼 = 𝒇 + 𝒈

(4.3)

where K is a sparse, unsymmetrical matrix that is a function of elastic properties and
geometries of the subcells, the vector 𝑼 represents the unknown surface-averaged
fluctuating displacements for each subcell, f is a vector containing the material properties
of the subcells and the applied RUC-averaged strains, and g is a vector containing
material properties/dimensions and the thermo-inelastic tractions that are dependent on
U. Unlike traditional nonlinear FE approaches [45], K does not change iteratively (i.e., it
does not depend on U) in the presence of material nonlinearity. All nonlinear
contributions to Eq. 5.3 are accounted for in g. In the presence of inelasticity, these
equations must be iteratively solved at each loading increment, and the solution is used to
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determine subcell stresses and strains. In the present HFGMC formulation, each row of K
effectively represents a traction continuity equation between two subcells. The terms
containing the unknown surface-averaged fluctuating displacements are collected on the
left-hand side of Eq. 5.3, and all other terms are collected on the right-hand side. In
general, K must be assembled each time the constituent properties of a subcell change.
5.3.4

HFGMC Solution Procedure

In a typical HFGMC analysis, the assembled HFGMC system of n equations for an
RUC is assembled multiple times in order to determine the mechanical strain
concentration tensor for a given periodic microstructure and to solve for local and global
(homogenized) field quantities for a given loading. In general, the equations are
assembled and solved six times (independently varying each strain component) to
establish the mechanical strain concentration tensor [4]. This tensor is used to calculate
the effective elastic stiffness and thermal stress tensors of the composite. The mechanical
strain concentration tensor does not depend on the inelastic material state [4]. If all elastic
material properties are temperature independent, this step is only performed for the first
loading increment (i.e., the effective properties are constant). When thermoselastic/thermo-inelastic materials are considered, this step must be performed every
loading increment where a temperature change occurs.
Additionally, for each load increment, an iterative solution procedure is required to
achieve converged inelastic fields. The Mendelson method [81, 82] was used to integrate
the classical plasticity equations at user-specified integration points within a subcell. In
the HFGMC, the global RUC system of equations is solved two times per iteration per
increment: once to solve the actual boundary value problem under consideration and
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another to update the inelastic field quantities for the next iteration/increment. Orderreduction techniques are hence an attractive option to reduce the computational cost
associated with repeatedly assembling/solving the HFGMC system of equations.
5.4

Order-Reduction Concepts Applied to the HFGMC

5.4.1

Proper Orthogonal Decomposition (POD)

As previously mentioned, POD is a technique that can be used to efficiently
represent a large system of equations. Suppose that the solution to Eq. 5.3 (i.e., 𝑼 of
length n) can be obtained a priori. The vector 𝑼 can be expressed by 𝑼 = 𝑽𝒘 where 𝑽 =
[𝑽𝟏 , 𝑽𝟐 , … , 𝑽𝒏 ] is a set of n arbitrary orthonormal basis vectors that span the solution
space and 𝒘 is a coefficient vector of length n. The goal of POD is to determine an
̂ =𝑽
̂𝒘
̂ = [𝑽𝟏 , 𝑽𝟐 , … , 𝑽𝒌 ] is a set of the first k
approximate solution to 𝑼, 𝑼
̂ where 𝑽
vectors of 𝑽, 𝒘
̂ is a vector comprised of the first k components of 𝒘, and 𝑘 ≤ 𝑛. Note
that for optimal computational performance, k << n.
The method of snapshots [15] was used to determine the set of k orthonormal basis
vectors and, hence, the size of the reduced set of equations. Suppose that the solution to
Eq. 5.3 (i.e., U) for an RUC under a particular set of applied strains/stresses is known at a
given loading increment (or iteration). This solution (i.e., a “snapshot”) can be assigned
to the first column of a new matrix, M. Additional columns of M can be populated using
any converged (or pre-converged) incremental solution to Eq. 5.3 for a given RUC
architecture. A singular value decomposition (SVD) of the snapshot matrix, M, can be
performed and is expressed as:
𝑴 = 𝑽𝜮𝒁𝑇
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(4)

where V and Z are the left- and right-singular vectors, respectively, and Σ is a diagonal
matrix of singular values arranged in descending order. The matrix V is then used to
̂ [13].
populate 𝑽
5.4.2

Order-reduced HFGMC

Consider the HFGMC system of equations given by Eq. 5.3 (referred to herein as the
reference solution). As a result of performing POD, an approximate solution for U can be
̂ =𝑽
̂𝒘
expressed by 𝑼
̂ where 𝒘
̂ can be referred to as the order-reduced solution vector.
This approximate solution is substituted into Eq. 5.3 and results in an overdetermined
system of linear equations (n equations with k unknowns, k < n) and a residual, r.
̂𝒘
𝑲𝑽
̂ = 𝒇+𝒈+𝒓

(4.4)

The residual effectively contains contributions that fall outside of the subspace
̂ . This implies that 𝑽
̂ 𝑻 𝒓 = 𝟎 since each basis vector in 𝑽
̂ is orthogonal to r
spanned by 𝑽
(i.e., the contribution from the remaining basis vectors in V). The residual can be
̂ 𝑻 . This imposes the orthogonality
eliminated from Eq. 5.5 by multiplying each side by 𝑽
constraints on the residual and results in a reduced set of k x k equations.
̂ 𝑻 𝑲𝑽
̂𝒘
̂ 𝑻 (𝒇 + 𝒈)
𝑽
̂ =𝑽

(4.5)

In effect, the same basis vectors are used both for approximating the reference
solution and performing the projection to the reduced system. This is commonly referred
to as Galerkin-based POD (cf., [73]). However, for nonlinear HFGMC problems, this
Galerkin-POD approach led to numerical instabilities. Petrov-Galerkin projection was
used to overcome these instabilities [73]. Rather than performing the projection by
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̂ 𝑻 , it can be multiplied by 𝑽
̂ 𝑻 𝑲𝑻 resulting in a reduced set of k x k
multiplying Eq. 5.5 by 𝑽
equations, i.e.,
̂ 𝑻 𝑲𝑻 𝑲𝑽
̂𝒘
̂ 𝑻 𝑲𝑻 (𝒇 + 𝒈)
𝑽
̂ =𝑽

(4.6)

It should be noted that in order to set up the reduced set of equations, the n x n matrix
̂=
K and n x 1 vectors f and g must be determined. The k x k reduced stiffness matrix, 𝑲
̂ 𝑻 𝑲𝑻 𝑲𝑽
̂ , will only change if subcell properties are updated (e.g., due to a temperature
𝑽
change, damage, etc.). The approximate reference solution can be recovered by using the
̂ =𝑽
̂𝒘
relationship 𝑼
̂ once Eq. 5.6 is solved. In effect, the original set of n = 6NβNγ
equations can be converted into a potentially much smaller set of k equations and solved.
However, by only including k of the n orthonormal basis vectors, an error is introduced.
The goal of an order-reduction technique in this context is to determine the smallest
system of equations while minimizing the approximation error. An accurate orderreduced model can likely be generated provided that the orthonormal basis vectors
capture the variation in input parameters (e.g., material properties, loading conditions).
Note that the generation of the order-reduced model is performed as part of an
independent (“offline”) step using solutions obtained from running one or multiple predetermined representative problems of interest. Hence, while this one-time step does
require some added computational time, the benefit of order-reduced approaches can be
more readily observed when a particular problem is repeatedly solved (e.g., Monte Carlo,
optimization, or multiscale techniques).
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5.5

Microscale Simulations of Thermoinelastic Composites

5.5.1

Analysis Details

The computational efficiency of the order-reduced nonlinear HFGMC method was
evaluated for a continuous E-glass fiber and Nylon 12 matrix composite system. The Eglass fiber was assumed to be isotropic and linearly elastic and was assigned temperatureindependent material properties [83]. The Nylon 12 matrix was assumed to be isotropic
with an elastic-perfectly-plastic material response and temperature-dependent material
properties [84, 85]. The applicable Young’s modulus (E), Poisson’s ratio (ν), secant
coefficient of thermal expansion (CTE), and yield stress (σy) are presented in Table 5.1 as
a function of temperature (T).
Table 5.1

Fiber and Matrix Constituent Properties

Fiber

T (°C)

E (MPa)

ν

σy (MPa)

CTE (με/°C)

-

74000

0.20

-

4.9

-25

2100

0.36

54.0

158.0

0

1400

0.36

43.9

158.0

23

950

0.36

28.0

158.0

50

480

0.36

18.0

158.0

Matrix

Ricks et al. [77] previously demonstrated that the computational efficiency of the
order-reduced HFGMC for linearly elastic constituents strongly depends on the number
of subcells in the RUC. In this study, four distinct RUCs with a nominal 0.60 fiber
volume fraction and a random microstructure were generated using a recently developed
RUC generator [86]. These RUCs have 256, 1024, 2116, and 5184 subcells and are
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shown in Figures 5.2a-d, respectively. Furthermore, the number of subcells occupied by
elastic materials was fixed at 60% in order to more accurately compare results for the
different size RUCs.

Figure 5.2

Four randomized RUC architectures

RUC comprised of a) 256, b)1024, c) 2116, and d) 5184 subcells where blue indicates an
E-glass fiber subcell and green indicates a Nylon 12 matrix subcell.
In the HFGMC, a combination of global stress or strain components and a
temperature change can be applied to an RUC. For this study, a 2% normal strain in the
y2-direction (cf., Figure 5.1b) was applied over 150 loading increments to each of the four
RUCs in Figure 5.2. With the exception of the axial stress in the y2-direction, all other
applied stress components were set to zero. Additionally, a linear temperature increase
from -25 °C to 50 °C was applied. The temperature and mechanical loads were imposed
proportionally in order to require assembly and solution of the HFGMC equations for
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each loading increment which represents the most general loading case. A total of 49
integration points was assigned to each subcell. This number was found to be the
minimum necessary to achieve convergence of the inelastic strain/stress field for the
reference solution. A fixed, conservative number of iterations (i.e., 50) were performed
for each increment. Since multiple unique RUCs were considered in this study, no robust
criterion was specified to establish convergence of the inelastic fields. Rather, analyses
were performed to establish an appropriate fixed number of iterations necessary for
convergence for all RUCs. By basing convergence on a fixed number of iterations, an
appropriate comparison of the computational costs for the different RUCs could be
performed without having to consider whether fewer/more iterations were required for a
particular RUC analysis.
5.5.2

Generation of the Order-reduced HFGMC Models

As previously mentioned, the method of snapshots was used to determine the
orthonormal basis vectors required to approximate the reference solution and project to
the reduced subspace. This technique requires that the solution to each of HFGMC
system of equations be obtained at a number of time/loading intervals (snapshots). For
instance, Ricks et al. [77] obtained snapshots by independently varying the six strain
components, and an SVD was performed to determine the orthonormal basis vectors.
These basis vectors are substituted into Eq. 5.7 and used to generate an order-reduced
model. This process was performed offline prior to performing an analysis of interest. For
linearly elastic materials without any temperature change, the effective elastic stiffness
tensor for the RUC was calculated when generating the snapshots. This tensor can be
stored to eliminate the need to calculate the mechanical strain concentration tensor in the
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order-reduced HFGMC. As such, Ricks et al. [77] demonstrated that a single orderreduced model can accurately and efficiently represent the full HFGMC system of
equations. Additionally, for isothermal elasticity, a solution to the HFGMC system of
equations is only required once per increment (no need for an iterative procedure).
However, when thermo-inelastic materials are considered, eight unique HFGMC
systems of equations must be repeatedly assembled and solved in order to determine the
mechanical strain concentration tensor and the solution due to the applied loading
conditions. A single order-reduced model is unlikely to accurately and efficiently
represent all eight systems of equations. For simplicity, in this work, a family of eight
order-reduced models were used in an analysis of each RUC. The first six of the eight
order-reduced models were used to establish the mechanical strain concentration tensor.
The remaining two models were used to solve the actual problem with the applied
loading conditions.
In order to establish the eight order-reduced models, the previously described loading
conditions (Section 5.5.1) were applied to each RUC. The converged solution at each of
150 temperature increments for each set of equations was used to populate eight snapshot
matrices (one for each unique set of equations). An SVD was performed on each
snapshot matrix and was used to generate a set of orthonormal basis vectors. Figure 5.3
contains a plot of the first 30 singular values associated with each of the eight orderreduced models for the 256 subcell RUC (i.e., Figure 5.2a). The singular values for each
of the eight solutions decreased by several orders of magnitude over the first ten singular
values. Similar plots were obtained for the other 1024, 2116, and 5184 subcell RUCs.
This suggested that accurate order-reduced models could likely be generated using a
95

relatively small number of basis vectors. Conceivably, each of the eight order-reduced
HFGMC models for a given RUC can require a distinct number of basis vectors. Since
the plot of the singular values was similar for the first six models (used to establish
effective properties) and the boundary conditions are similar, a constant number of basis
vectors was used for the first six models for each RUC configuration. Similarly, a
different number of basis vectors was used for the remaining two models (used to solve
the actual boundary value problem). Future studies will investigate more robust methods
to establish the appropriate size of each order-reduced model within HFGMC.

Figure 5.3

5.5.3

Singular values of the snapshot matrix for each of eight sets of
simultaneous equations for a 256 subcell RUC

Assessment of the Order-reduced HFGMC Models for Determining
Effective Properties

The accuracy of the family of order-reduced models for each of the 256, 1024, 2116,
and 5184 subcell RUCs was assessed by performing multiple simulations, each with a
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different number of basis vectors. Recall that the first six of eight order-reduced models
for a given RUC are used to establish RUC effective properties. Since these properties
influence the global fields, the error in the effective elastic stiffness and thermal stress
tensors was determined by performing a series of analyses using one to ten basis vectors,
(k = 1, 2,…, 10). Recall that for this study, the effective properties do not depend on the
inelastic state or applied mechanical loading and are only a function of temperature.
Hence, the temperature was varied over 150 increments from -25 °C to 50 °C and only
the effective properties were determined at each temperature. The error associated with
each temperature increment was calculated using the following relationship:

𝐸𝑟𝑟 =

‖𝑨𝑹 −𝑨𝑶𝑹 ‖2
‖𝑨𝑹 ‖2

(4.7)

where A represents either the vectorized effective elastic stiffness tensor or the effective
thermal stress tensor, the subscripts R and OR correspond to the reference or orderreduced vectors, respectively, and ‖·‖2 denotes the L2-norm. Figure 5.4 shows the error
in the effective elastic stiffness tensor for the 256 subcell RUC at each temperature
increment for order-reduced models containing one to ten basis vectors. The error was
observed to be relatively constant as the temperature varied for a given model.
Furthermore, as the number of basis vectors used in the order-reduced models increased
(k ≥ 5), the error became increasingly negligible. Similar trends were observed for the
error in the effective thermal stress tensor. Since both the effective elastic stiffness and
thermal stress tensors are calculated using the mechanical strain concentration tensor [4],
the two tensors have similar errors for order-reduced models with the same number of
basis vectors. Analogous error estimates in the effective properties for the 1024, 2116,
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and 5184 subcell RUCs were obtained and closely resembled those of the 256 subcell
RUC. Hence, for all RUCs, k = 5 was determined to yield accurate effective properties
and was used in subsequent assessments of the subcell/global fields. In essence, the first
six of eight order-reduced models for a given RUC involved solving a dense set of k = 5
equations while the reference (unreduced) model was comprised of a highly sparse set of
n = 1536-31,104 equations depending on the RUC architecture considered.

Figure 5.4

Error in the effective elastic stiffness tensor for the 256 subcell RUC of an
E-glass/Nylon 12 composite

Results are shown at each temperature increment for the first six of eight order-reduced
models each containing k =1-10 basis vectors.
5.5.4

Assessment of the Order-reduced HFGMC Models for Determining
Global/Local Fields

In order to assess the accuracy of the remaining two order-reduced models for each
RUC architecture, the global and subcell stress fields were evaluated where the number
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of basis vectors was varied from k = 1-25 for each model. Recall that these two orderreduced models were used to determine global/local fields under the applied loading
conditions. As previously mentioned, each of these two models used the same number of
basis vectors for a given simulation. The error in the global/subcell stress field was
calculated using Eq. 5.8, where A corresponded to the 6 x 1 global or subcell stress
vector. The error in subcell stresses was averaged across all iterations for each RUC for a
given number of basis vectors. Similarly, for each RUC, the error in subcell stresses was
determined for each subcell at all iterations and then averaged. Figure 5.5 contains a plot
of the average error in global/subcell stresses as a function of the number of basis vectors
(k) for each of the 256, 1024, 2116, and 5184 subcell RUCs. In general, as the number of
basis vectors in the last two order-reduced models increased, the average error in both the
global and subcell stresses decreased by orders of magnitude. Not surprisingly, the
average error in subcell stresses was typically greater than that of the global (continuumaveraged) stresses. Minor differences in the order-reduced approximations will lead to
larger fluctuations in the calculated local subcell stress fields than for the global
(homogenized) stress field. Hence, more basis vectors will be required to obtain a desired
level of accuracy in the calculated subcell fields than that required to obtain the same
accuracy in the global fields. Of course, such results are also highly dependent on the
local distribution of features and properties within a given RUC, as well as the applied
thermomechanical loading. For example, an order-reduced model of the 1024 subcell
RUC (Figure 5.2b) with 11 basis vectors is required to calculate global/subcell stresses
with an error of less than 1% relative to the reference (unreduced) model (Figure 5.5). In
contrast, only nine basis vectors are required to achieve a similar level of accuracy for the
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more complex and highly discretized 5184 subcell RUC (Figure 5.2d). Similarly, for a
given number of basis vectors, the estimated error for an order-reduced model of the
1024 subcell RUC (Figure 5.2b) exceeds that for the more highly refined 2116 subcell
RUC containing significantly more E-glass fibers (Figure 5.2c). Hence, the optimal size
of the order-reduced model necessary to simulate a given RUC is problem specific and
driven by local features (i.e., material distribution or regions of intense inelasticity), as
well as the applied loading. Nonetheless, the error associated with each of the orderreduced models of the 256, 1024, 2116, and 5184 subcell RUCs became exceedingly
small once the number of basis vectors exceeded k ≥ 10-15. Additionally, some local
instabilities were observed for the 5184 subcell RUC for smaller order-reduced models
(k = 3, 4). These instabilities are likely the result of the order-reduced model not being
accurate for such a low number of basis vectors.
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Figure 5.5

Average error in the global/subcell stresses for each RUC of an Eglass/Nylon 12 composite for order-reduced models (last two of eight) with
varying numbers of basis vectors

Results are for order-reduced models (last two of eight) with varying numbers of basis
vectors.
The computational efficiency of the order-reduced models was assessed for each
RUC architecture. The time spent assembling and solving the HFGMC systems of
equations was determined for the reference model for each RUC and the corresponding
family of order-reduced models. Since each order-reduced model requires mapping to
and from the order-reduced system of equations at each increment/iteration (i.e.,
additional matrix multiplications are required), the computation runtimes for the orderreduced models include both the mapping operations and iterative solution of eight sets
of simultaneous equations. The total runtime for a given RUC analysis was also
determined. The total runtime had two main contributions: i) the eight separate equation
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assembly/solution steps, and ii) the localization step used to calculate the inelastic field at
individual integration points. These two factors represented >90% of the total analysis
runtime. Note that read/write operations involving storage of local subcell field quantities
were not included in this performance assessment since such operations are unaffected by
the order-reduction procedures.
Speedup factors were calculated by dividing the appropriate reference solution
runtime by the order-reduced runtime, where the minimum number of basis vectors was
selected such that the error in the average subcell stresses did not exceed 1%. As a
reminder, k = 5 basis vectors were employed in the first six sets of eight order-reduced
HFGMC equations. Figure 5.6 shows the effect of varying the number of basis vectors in
the latter two sets of order-reduced equations on speedup factors. The speedup factors for
i) the equation assembly/solution and ii) total analysis runtimes are shown in Figures 5.6a
and 5.6b, respectively, for the order-reduced models for each of the RUCs. Regardless of
the RUC architecture, as the number of basis vectors used in the last two order-reduced
models increased, the speedup factor from the equation assembly/solution steps
decreased proportionally. More importantly, for a given number of basis vectors, the
more highly discretized and complex order-reduced 2116 and 5184 subcell RUC models
displayed markedly higher assembly/solution speedup factors than did the less refined
256 and 1024 subcell models. This trend is consistent with previously reported results for
RUCs with elastic constituents [77]. Regardless of the number of basis vectors employed
and the RUC architecture, significant computational savings in the equation
assembly/solution steps were achieved. For instance, order-reduced models with less than
1% error in the subcell stress fields were 4.8-6.3 times faster than the reference solution
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(Figure 5.6a). This underscores the advantage of using order-reduction techniques in the
multiscale analysis of materials with complex microstructures.

Figure 5.6

Calculated speedup factors

Speedup factors calculated from the a) assembly/solution step runtimes and b) total
runtimes for each RUC as a function of the number of basis vectors used in the last two
of eight order-reduced models.
Interestingly, the significant improvement in equation assembly/solution step
runtimes associated with each of the order-reduced RUC models did not translate into a
similar improvement in the total runtime. The speedup factors in total runtimes varied
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from ~1.3-1.6 depending on the RUC architecture and were relatively insensitive to the
number of basis vectors (Figure 5.6b). In spite of substantial improvements in equation
assembly/solution step runtimes associated with the order-reduced models, this difference
between the total runtimes for the order-reduced and reference models appears dominated
by the fraction of the total runtime spent numerically evaluating the inelastic field
quantities at each integration point. The procedure used to assess the Nylon 12 matrix
inelasticity was identical for the reference model and order-reduced models. Depending
on the RUC architecture, roughly 50-70% of the total runtime was dedicated to
evaluation of the inelastic fields. Hence, the benefits of order-reduction can only be
realized for the remaining 26-46% of the total runtimes associated with equation
assembly/solution processes. Nonetheless, use of order-reduction techniques resulted in a
21-38% reduction in total runtimes. The improvement in computational efficiency may
become more pronounced for RUCs containing fewer inelastic matrix subcells. As an
aside, the fraction of the total runtime spent assembling and solving the HFGMC
equations seems to be more dependent on the local distribution of properties within an
RUC rather than the level of refinement and/or complexity of a given RUC. Additional
analyses for increasingly refined ordered microstructures (rather than the random ones
considered in this study) yielded similar results.
The order-reduction procedures presented herein resulted in up to a six-fold increase
in the computational efficiency associated with equation assembly/solution processes in
HFGMC. The relative improvement in computational runtimes was not as pronounced as
for traditional FE order-reduced approaches that involve an iterative solution of
simultaneous equations with a sparse, symmetric, and banded stiffness matrix. In
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contrast, the nonlinear HFGMC simultaneous equations contain a sparse, unsymmetrical,
unbanded, and ill-conditioned stiffness matrix. Moreover, significantly more integration
points are required to achieve a converged inelastic field in HFGMC. Despite these
disadvantages, the nonlinear HFGMC is intrinsically faster than traditional (unreduced)
FE analyses [4]. The relative improvement in computational runtimes for order-reduced
HFGMC models, however, will likely be lower than for order-reduced FE models. In the
future, the efficiency of order-reduced HFGMC models can be improved by
implementing direct assembly techniques that can be used to apply the order-reduction at
the RUC subcell equations rather than the fully assembled global equations [87, 88]. By
coupling improved plasticity algorithms with direct assembly techniques, the orderreduction HFGMC model developed in this work can provide significant computational
savings over the traditional procedure. This improvement is essential for developing
higher-fidelity multiscale analysis procedures.
5.6

Conclusions
In this chapter, the High-Fidelity Generalized Method of Cells (HFGMC) global

system of n x n equations for doubly-periodic repeating unit cells (RUCs) comprised of
E-glass fibers and a Nylon 12 matrix was reduced in size through the use of proper
orthogonal decomposition with Petrov-Galerkin projection. The order-reduced system of
equations was compared to the unmodified HFGMC equations for micromechanics
models with four distinct RUCs of increasing complexity (256 to 5184 subcells). For all
RUCs, relatively small order-reduced models were found to accurately reproduce
effective properties (five basis vectors) and global/subcell stresses (six to eleven basis
vectors). A 4.8-6.3x speedup in the equation assembly/solution process was achieved
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while not exceeding a 1% error in the average subcell stresses. Moreover, total runtimes
were reduced by 21-38%. The discrepancy between the speedup of the assembly/solution
procedure and the total runtime is attributable to the fact that a significant fraction of the
computational time in HFGMC is spent evaluating inelastic fields. Such calculations do
not benefit from the use of order-reduction procedures. Current work is aimed at further
improving the computational efficiency of the order-reduced HFGMC by performing
order-reduction at the subcell level rather than the global level.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS
6.1

Summary and Conclusions
In this work, key concepts relating to implementing computationally efficient,

multiscale models were addressed. Various aspects relating to ensemble averaging and
multiscale model discretization at each scale were explored. The NASA Micromechanics
Analysis Code based on the Generalized Method of Cells (MAC/GMC) was used to
perform standalone micromechanics analyses of an AS4/3502 composite with stochastic
constituent material properties and fiber strength variability. Similar analyses were
performed for a linearly elastic Boron/viscoplastic Aluminum 6061-0 composite.
Repeating unit cells (RUCs) with an increasing number of fibers were developed and
used to represent an increased averaging volume. The ensemble average (i.e., continuumaveraged behavior) for each set of stress/strain results for a given RUC were virtually
identical. This indicated that it may not be necessary to simulate highly discretized
statistical representative volume elements at the microscale in a stochastic multiscale
analysis. To explore this issue, coupled finite element (FE)/micromechanics multiscale
progressive failure analyses were performed in order to investigate the effect of mesh
discretization both at the micro- and macroscale on the stiffness, global composite failure
behavior, and predicted ultimate tensile strength (UTS) for a unidirectional AS4/3502
longitudinal tensile specimen with microscale constituent property variability. The
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commercial FE solver Abaqus [5] and NASA code FEAMAC were used to perform the
simulations. Noticeable differences in predicted UTS were observed when these microand macroscale discretizations varied. However, for a constant simulation volume, a finer
microscale discretization coupled with a coarser macroscale discretization resulted in a
more computationally efficient simulation that yielded similar stiffness, failure behavior,
and UTS values. The discretization at a particular length scale should therefore accurately
capture failure mechanisms and approximate the local, continuum-averaged material
response while attempting to avoid excessive computational costs associated with overdiscretization. Further length scale(s) amenable to computationally efficient calculations
should be more highly discretized. By understanding this trade-off in discretization across
spatial scales, more accurate and computationally efficient multiscale analyses can be
performed.
An adaptive multiscale progressive failure methodology for composites was also
developed whereby multiscale analyses were selectively implemented at integration
points within a FE model. For illustration purposes, a simple stress-based criterion was
used to initiate multiscale analysis procedures within key model subdomains. Unlike socalled “hot spot” approaches, this methodology does not require any a priori knowledge
of critical subdomains. The reformulated generalized method of cells was implemented
within the Abaqus FE solver UMAT subroutine and used to perform lower-length scale
calculations. Failure was allowed to initiate at the microscale (i.e., within the RUC) and
allowed to propagate to a macroscale FE model in a continuum-averaged manner.
Adaptive multiscale progressive failure analyses were performed on a unidirectional,
open-hole AS4/3502 polymer matrix composite. Damage progression and ultimate
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strength predictions from these analyses were compared to those obtained using
analogous full-domain multiscale analyses. The adaptive multiscale analyses led to a
roughly 30% decrease in computational runtimes in comparison to the full-domain
analyses, with no significant differences in the predicted failure behavior and ultimate
strengths. Hence, use of adaptive multiscale analysis procedures to simulate complex
microstructures offers the potential of significantly reduced computational costs while
retaining model accuracy.
Proper orthogonal decomposition (POD) order-reduction techniques were
investigated as a possible means to improve the computational efficiency of
micromechanics calculations based on the High-Fidelity Generalized Method of Cells
(HFGMC). The sets of simultaneous equations for doubly-periodic RUCs were reduced
in size and compared to the unmodified HFGMC equations for standalone
micromechanics models, as well as multiscale analyses. Both linearly elastic and
nonlinear constituents were considered. Multiple RUC discretizations were explored to
quantify the effect of a varying number of subcells on the computational efficiency of the
HFGMC order-reduced models. For analyses involving only linearly elastic constituents,
an 85% improvement in the total runtimes for standalone micromechanics analyses of a
13806 subcell RUC was obtained. Similarly, the use of order-reduced multiscale models
yielded up to a 70% reduction in computational runtimes while maintaining model
accuracy. These significant computational savings did not directly translate over to
HFGMC problems with nonlinear constituents. For standalone micromechanics analyses,
while a 4.8-6.3x speedup in the equation assembly/solution process was achieved, total
runtimes were reduced by 21-38%. This discrepancy in efficiency was attributed to a
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significant fraction of the computational time spent outside of the equation
assembly/solution process (e.g., evaluating inelastic fields). Such calculations do not
benefit from the use of order-reduction procedures. The use of nonlinear HFGMC orderreduced models within a multiscale framework remains to be explored. The orderreduction technique applied in this study enables fast and accurate multiscale analyses to
be performed that would not be practical using traditional approaches.
6.2

Recommendations
This work highlighted some of the challenges associated with developing

computationally efficient multiscale models. Ensemble averaging was used to assess the
minimum RUC size necessary to achieve continuum-averaged behavior while accounting
for constituent property variability. Ordered, square arrays of fibers were considered for
simplicity. The ensemble averaging of more complex, random microstructures remains to
be explored. This extension will require much more highly refined RUCs than the ones
considered in Chapter II. In a multiscale analysis, the discretization choice at each scale
can have a profound effect on numerical results and computational efficiency.
Comparable stiffness, failure behavior, and UTS values were obtained when using the
constant simulation volume approach adopted in this work (cf., Chapter II). A more indepth analysis can be used to confirm the macroscale domain size necessary to obtain
continuum-averaged behavior. Furthermore, the effect of any local stress/strain gradients
on this behavior remains to be explored. Future work can explore these issues for
viscoplastic composites with more advanced damage models such as the Mixed-Mode
Continuum Damage Mechanics (MMCDM) model [89].
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One main challenge associated with establishing a robust adaptive multiscale
methodology is determining how microscale damage and inelasticity is handled. In this
work, an adaptive multiscale strategy was developed for linear elastic constitutive with a
simple stiffness reduction damage model. Simulations of an unnotched laminate were
used to establish a stress-based criterion for the activation of microscale micromechanics
calculations at a macroscale FE integration point. If a more complex damage model such
as the MMCDM model [89] is used, some damage variables within individual subcells
could evolve at low load levels prior to a micromechanics analysis being initiated.
Similarly, any analysis involving viscoplastic models that depend on the time history of
microscale field variables would need to account for any rate-dependent or inelastic
effects. For example, a simple assumption of linear elasticity can be assumed until some
criterion that accounts for the onset of inelasticity is satisfied.
Order-reduced methods provide a means to significantly enhance the computational
efficiency of multiscale calculations by speeding up any equation assembly/solution
processes. However, these techniques are only beneficial if the remaining computations
in an analysis (e.g., input/output, inelastic field calculation) are a small fraction of the
total runtime. For example, consider a standalone nonlinear HFGMC analysis of a
composite with a 676 subcell RUC that uses the viscoplastic Bodner-Partom model [36]
for the matrix. For this analysis, 95% of the total runtime can be attributed to evaluating
the inelastic field quantities at each subcell integration point. Although order-reduction in
this case could significantly enhance the efficiency of the equation solution process, it
would not provide a meaningful improvement in the total runtime. Hence, the
development of more computationally efficient plasticity or HFGMC algorithms would
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be needed to facilitate the use of more complex constitutive relationships in a multiscale
framework. This is especially crucial if order-reduced models for nonlinear triplyperiodic RUCs are to be effective.
A key extension of this work will be to combine appropriate multiscale discretizations
with an adaptive multiscale modeling methodology that integrates computationally
efficient, order-reduced lower length scale calculations. While some research has been
performed to expand order-reduced methods to problems involving damage/failure (e.g.,
[90, 91]), this issue has not been fully explored. Further work could explore the
development of on-the-fly RUC refinement as a means to more accurately and efficiency
perform microscale analyses of composites. Ultimately, a computational framework that
combines these various aspects should be developed and will enable more robust,
accurate, and efficient multiscale analysis procedures to be implemented in the analysis
of large, complex composite structures.
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