Absfracf-Several methods for segmentation of document images are explored. We pose the segmentation operation as a statistical classification task with two pattern classes: print and background. A number of classification strategies are available. All require some prior information about the distribution of gray levels for the two classes. Training (either supervised or unsupervised) is employed to form these initial density estimates. Automatic updating of the class-conditional densities is performed within subregions in the image to adapt these global density estimates to the local image area. After local class-conditional densities have been obtained, we classify each pixel within the window using several techniques: a noncontextual Bayes classifier, Besag's classifier, relaxation, Owen and Switzer's classifier, and Haslett's classifier. Four test images were processed. In two of these, the relaxation method performed best, and in the other two, the noncontextual method performed best. This indicates that the commonly used contextual models are not suitable to all document images. Automatic updating improves the results of both contextual and noncontextual classifiers.
I. INTRODUCTION
The automated extraction of data from analog maps and technical drawings using digital image processing has become a practical tool during the last decade. The typical problems encountered with storage and access of maps and drawings (e.g., media damage, brittleness, fading, and storage difficulty) can be avoided when the documents are available in an on-line database. Updates to these documents in the database are more easily performed, and hard copies of the most up-to-date versions of the documents can be produced on demand.
The main steps of extracting digital data from documents are typically gray level scanning (at high resolution), followed by binarization (segmentation), and finally vectorization of line-like structures and region boundaries. However, a serious limitation for even more widespread use of these systems is that the original maps must be of high quality. This excludes a large fraction of maps from processing for automatic data capture because they have been degraded by use and long-term storage. In addition, many documents are typically quite large in relation to the scanning resolution required to extract the finest structures.
W e have developed a new segmentation technique for extracting useful information (symbols, lines, etc.) from maps and drawings. We treat the segmentation problem as a statistical classification task with two pattern classes: print and background (see [12] for a recent survey of such methods). Since the noise process in these documents is nonstationary , correlated, and often non-Gaussian, global thresholding approaches for segmentation cannot be used reliably.
Manuscript received May 4, 1988 NO 12. DECEMBER 1989 0162-8828/89/1200-1322$01 .OO 0 1989 IEEE Human interaction is sometimes required to label a few pixels as print or background in various parts of the image. These are the training samples used to establish global estimates of the classconditional probability densities of the gray levels. T o introduce local information into the thresholding process, the document image is divided into windows. In each window, the global estimates of the class-conditional densities are updated with the unclassified pixels inside the window [19] . The pixels in each window are then classified using the locally updated densities and either noncontextual or contextual quadratic Bayesian classifiers [4] - [7] , [21]. This correspondence is organized as follows. A brief treatment of the image segmentation problem is discussed, with particular emphasis on the dichotomies inherent in the commonly used thresholding techniques. Initial global estimates of class-conditional densities are obtained either by supervised training or clustering. W e then describe our strategy for automatic updating of class-conditional densities using unlabeled data, and incorporate this strategy into noncontextual and contextual image segmentation methods. Then we describe the experimental environment, the data used in experiments, the procedure for ranking segmentation quality, and summarize our experimental results.
BACKGROUND
In many applications of image processing, the gray levels of pixels belonging to the object are quite different from the gray levels of the pixels belonging to the background, and can easily be separated by thresholding . In our application, namely, document image analysis, the objects of interest are the printed characters, lines, legends, etc., on the maps and drawings. Thus, we want to develop a segmentation or thresholding scheme which will highlight the printed matter on the maps and drawings, and suppress the background. The output of this thresholding step will be a binary image where a gray level of 0 (black) will indicate a pixel belonging to print and a gray level of 1 (white) will indicate the background.
Thresholding is one of the simplest and most popular image segmentation techniques, and a rich body of literature is available on this topic [ 1 I], [12] . [ 151. New approaches and algorithms for thresholding continue to appear 111, 191, [lo] . However, no single thresholding scheme gives satisfactory segmentation results on a variety of images, Thresholding methods are notoriously sensitive to parameters like ambient illumination, object shape and size, noise level, variance of gray levels within the object and background, and contrast. It will be desirable to have an adaptive thresholding method which can adjust its parameters as conditions change in the input image.
Evaluation of the output of a thresholding operation is another difficult problem [ 121. Typically, the thresholded image is visually inspected to determine the performance of the thresholding method. In our application of document analysis, the thresholded image will be used by a symbol recognition module, which will recognize the alphanumeric and other special characters printed on the maps and drawings.
W e now categorize the available thresholding techniques.
A . Interactive Versus Automatic
One version of the thresholding scheme developed in this paper is interactive because it requires the user to specify some pixels belonging to the background as well as to print. W e must emphasize that there is no truly automatic thresholding method. The socalled automatic methods have some built-in parameters which have been set by the designer, but then the domain of applicability of these methods is limited. The only ad hoc parameters in the automatic version of our thresholding scheme are the window size and the number of labeled pixels in each class.
B. Global Versus Local
A global thresholding scheme uses a single threshold to segment the entire input image. On the other hand, a local method divides the input image into subimages or windows and determines a threshold for each window. Global methods are more severely affected by changes in the object and background gray-level characteristics in an image than are local methods. The difficulties with local methods are the selection of window size and the discontinuities at the window boundaries. The thresholding method developed in this paper is local.
C. Contextual Versus Noncontextual
Noncontextual thresholding methods only make use of the firstorder statistics (or histogram) of the gray-level distribution. Thus, the decision that a pixel belongs to the background or the object is made independently of the classification of the neighboring pixels. Contextual methods are based on the second-order gray-level statistics of the image. W e have experimented with both contextual and noncontextual methods.
D. Iterative Versus Noniterative Methods
Some contextual methods are iterative; the probability that a pixel belongs to background or print is updated based on the probabilities of the neighboring pixels. An appropriate convergence criterion must be specified. However, even noncontextual methods can be iterative in nature. For example, some thresholding methods 
E. Supervised Versus Unsupervised
A thresholding method can be implemented as a spatial clustering method (unsupervised) or a spatial discrimination method (supervised). The distinction is based on whether training pixels are available from the object and background categories. In the proposed method, a user specifies the categories of a small number of pixels which are used to obtain initial estimates of parameters of the gray-level density functions for the object and the background. Then an unsupervised learning scheme is used to update these parameters iteratively. W e have also performed some experiments with clustering algorithms to eliminate the need for training.
SEGMENTATION METHODS
Our new method formulates the thresholding of a gray-level image as a statistical classification task. The equivalence of some published thresholding algorithms [3] to special cases of the Bayes statistical classification rule has recently been reported by Mardia and Hainsworth [ l ] . W e propose a window-based technique which permits local updating of the initial globally defined probability densities with the unclassified pixels inside the window. This approach allows an automatic adaptation of the probability densities to the local properties of the image.
A. Automatic [Jpdating of Class-Conditional Densities
The basis of any statistical pattern classification system is a known parametric or nonparametric probability density of the feature vector of each class. For images, feature vectors Xare the gray levels of the pixels. Training pixels are identified in the image; they should reflect global variation of gray level within each class. Denote these observed training patterns by for each class k , k = 1, 2, . . . , KA(nk is the number from class k ) . In our application, K = 2. Let f, ( X ) denote the class-conditional density of class k , estimated from the training data. The initial gray-level class densities for print and background may be sufficient to produce good thresholding results when the noise level is low and the noise process is fairly stationary across the whole image. However, this is frequently not the case when the image size is large. In preliminary experiments, we found that the thresholding results were quite unsatisfactory with such globally defined densities. We propose to update the initial global class densities with the unclassified pixels inside each window. W e call these updated density estimates locally updated probability densities.
The motivation for unsupervised learning [13] is that the unclassified patterns carry some statistical information about the K underlying class densities. Let the observed feature vector x be drawn from the mixture density
where T~ is the prior probability andf, ( X ) is the class-conditional density of class k . Let x , , x2, . . . , xM denote the unclassified patterns. The total likelihood L for the observed patterns can be written as a product of likelihoods due to 11 training (labeled) patterns and M unclassified (unlabeled) patterns:
Using the method of maximum likelihood, a satisfactory solution for the parameters of the mixture density is provided by the expec- 
The initial values of the parameters are the maximum likelihood estimates based on training vectors only:
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In the general case of d-dimensional Gaussian densities, this iterative scheme can often lead to convergence in a local maximum of the likelihood function above. In our case, d = 1 and K = 2 , so the parameter space has fairly low dimension (five). In addition, our use of supervised learning to initiate the iterative process avoids local maxima in many situations.
B. Noncontextual Thresholding dow be given by
Let the class-conditional probability density functions in a winf k ( X ) ,
and let the prior probability of class k be denoted r k . Then the a posteriori probability density p ( k 1 X ) is given by Bayes' theorem:
The noncontextual classifier employs the following decision rule. 
Q,
our experiments is A pixel of gray value x is assigned to class 2 if t -< x < t + and is assigned to class 1 otherwise.
Note that this is the quadratic Bayes classifier. In our application, the print has a lower gray value than the background, so class 1 corresponds to print.
C. Contextual Thresholding
The contextual methods we have used are described in detail by Hjort and Mohn [ 171. The a posteriori probability density function at a pixel (10) is weighted by a quantity depending on the labels of its neighboring pixels. The contextual classifier assigns a pixel to the class of maximum a posteriori density. Two neighborhood structures of interest are the so-called jirst-order neighborhood containing the four nearest neighbors and the eight-pixel secondorder neighborhood. Finally, we note that two of the contextual methods we employed are noniterative (Haslett [4] and Owen and Switzer [ 6 ] , [21]), and two are iterative (Besag [5] and Rosenfeld er al. [7] ). The iterative methods are typically more expensive computationally. W e provide a very brief description of these four contextual methods.
1) Haslett [4]:
Let the neighborhood of pixel i be denoted V, .
The a posteriori probability for x, for class k , k = 1, . . . , K which incorporates the contextual information and class-conditional densities is where r L is the prior probability of class k and rklm is a "transition" probability of class k at pixel i given class rn at a pixel in V, .
2) Besag (51: Let r : ' ) ( k ) be the number of neighbors of pixel i that were labeled with class k at iteration t . The a posteriori probability for class k for pixel i at the ( t + 1 )st iteration is where C is a normalizing constant. The initial classification ( t = 0 ) is obtained using the Bayes classifier (10). The contextual model parameters 0 1~ and 6 are specified by the user.
3) Owen and Switzer [6] , [21] : The a posteriori probability of class k for pixel i is 
4)
Rosenfeld et al. [7] : If the neighborhood of pixel i is denoted V, , the a posteriori probability of class k at iteration t + 1 in terms of its value at the previous iteration is
where C is a normalizing constant. As in Besag's method, the initial a posteriori probabilities ( c = 0 ) are obtained using the Bayes classifier.
D. Selection of Training Pixels
We explored two methods for extracting labeled samples from our gray-scale images. The first method is interactive training. Our software allowed individual pixels within a subimage to be labeled. We found that proper choices of "training areas" in the image were quite important to classifier performance. The training samples must capture the gray-level variation within each class, so they must be selected from different areas of the image. Fig. 1 shows an example of the interactive training process.
We also applied an unsupervised approach in the training phase. Instead of labeling training pixels in the image interactively, we clustered all the pixels in the image [18] . The class of the "print" pixels was then identified as the cluster with the lowest mean value. A random sample of the specified size (typically 100-125 ) was selected from each of the two clusters to serve as training data.
E. Basic Thresholding Algorithm
In most of the contextual and noncontextual segmentation methods employed in our experiments, the following general procedure was followed.
Obtain an input image (128 X 320 or 256 X 256). Select n, training pixels from the image (interactively or using Obtain initial global estimates of the parameters of the mixDivide the image into P x Q windows ( P = Q = 32).
For each window DO clustering) for class i , i = 1, 2 .
ture density based on the training samples. ** update the parameters of the mixture density ** use the updated parameters to design contextual and non-** use the updated parameters to design contextual and non-** classify each pixel using the quadratic Bayes classifier. 
IV. EXPERIMENTAL RESULTS
In this section, we describe the results of nine of the thresholding methods applied to four test images. Our method for evaluating output quality is also discussed.
A. Data and Processing Environment
Several maps were obtained from the Center for Remote Sensing at Michigan State University. W e deliberately chose poor-quality maps in our experiments. These maps and some other documents were scanned with a CCD camera connected to a VICOM image processing system. Each image pixel was approximately 0.3 X 0 . 3
Authorized licensed use limited to: UNIVERSITY NOTRE DAME. Downloaded on March 22,2010 at 15:38:13 EDT from IEEE Xplore. Restrictions apply. We tried to achieve a constant illumination while scanning the maps. We will report our results here on only the four images shown in Figs. 2(a), 3(a), 4(a), and 5(a). The Contextual Classification System of the Norwegian Computing Center [8] was run on a VAX 8650 system at Michigan State University and used for all classification tasks. All interactive image handling was performed on a Sun-311 10 workstation.
B. E.rperirnental Procedure
Training data were acquired using either the supervised. interactive method, or by clustering. as discussed in Section 111-D. The pixels were selected to represent a subjectively reasonable sample of each class from a few image areas having ditferent noise characteristics. The class-conditional densities were assumed to be univariate Gaussian with parameters p,,. p),, U,,, and U),.
The user then specified the window size. We found that a uscful parameter in updating the class-conditional densities for each window is the ratio of the number of labeled training pixels available to the number of unlabeled pixels in each window. Initial experiments showed that a ratio of about 1-10 between the number of labeled pixels of each class and the unlabeled pixels in a window gave good results. To allow for small windows in the updating procedure while still having a reasonable size for the training set. we selected a window size of 32 x 32 and 100-12s labeled pixels from each class.
The image was then classified into object or background based on the locally updated densities in the window to which the pixel belonged. We applied both the traditional noncontextual method (the Bayes classifier) and the contextual methods of Haslett [4] .
Owen and Switzer [6] .
[21], Besag [5] . and Rosenfeld et (11. [7] using the first-order neighborhood. For the methods of Rosenfeld et al. and Besag. we also employed the second-order (eight-pixel) neighborhood.
C. Choice of Parameters
For all the contextual methods. equal transition probabilities for both classes were used ( a l I = = 0.9, T , ,~ = a: , = 0.1). In Besag's algorithm, we selected 0 = 1.5. a 1 = 0.0. 01: = 0.0. and the stopping criterion of percent change in pixel labels was set to zero (see [5] for a discussion of parameter values). The maximum number of iterations was six, and the algorithm almost always converged by the sixth iteration. In the algorithm of Rosenfeld et al.. ten iterations were used; the algorithm always converged in four or fewer iterations. In Owen and Switzer's algorithm, the probabilities a , b. and were set to 0.3. For supervised classification, the training data were exactly the same as used for the updating algorithm. The prior probabilities were estimated to be 0 . 2 for the object class and 0 . 8 for the background class. Only the contextual method giving the best classification results using updating was applied here. 
D. Resiclts
The performance of o u r thresholding method is based on visual judgment taking several factors into account. We compared all relevant structures present in the images. Specifically. we looked for deletions. fracturing and blurring of characters. symbols. and lines of various thickness. We also evaluated the blurring of closely spaced lines and the elimination of background noise. It would be desirable if an objective function incorporating these factors could be defined.
We selected two maps of poor quality and two images with different types of letters and some broad, continuous areas of print to explore the potential of our thresholding mcthod and to compare the performance of the several classification methods using updating. The histograms of these images reflect their different characteristics (Figs. 2-S(b) ]. A ranking of the thresholded images by the authors produced by various noncontextual and contextual methods is given in Table I . The percentage of each image classified as print is also shown. For comparison, the performance of a variable thresholding method and supervised classification is also included. Again. the performance is based on visual judgment only. . Although the square neighborhood sometimes gave slightly better results than the simple cross neighborhood with the relaxation method, these differences were hardly noticeable. The relaxation method gave very little blurring and fracturing of symbols and lines. and eliminated virtually all noise due to background gray-level variation. Only very few isolated noise pixels remained in one of the images [e.g.. upper right corner of Fig. 2(c) ]. The noncontextual method was very similar to the relaxation method in performance. It was the best method for two of the four image [see Figs. 3(c) and 5(c)] and was second best in the remaining cases. This method gave even less blurring of symbols and lines than the relaxation method. On the other hand. it rather consistently produced slightly more fracturing of thin lines and symbols.
Owen and Switzer's contextual method gave slightly better results than Haslett's method, but they were both clearly inferior to the relaxation method of Rosenfeld et al. and the noncontextual method. Both Owen and Switzer's and Haslett's methods produced more blurring of close lines and small symbols than the two best methods.
Besag's contextual method gave consistently less satisfactory results than all the other contextual algorithms when applqing our updating method. This was the case both when the simple cross neighborhood and the square neighborhood were used. Blurring of symbols and lines and fracturing and loss of symbols and line segments were clearly more frequent than when applying the other classification methods.
The variability of performance of the different contextual clas- We limited the study of the unsupervised training to the classifier which had the best performance using the supervised approach. The unsupervised training performed even better than the supervised training on one of the four test images [ Fig. 6(c) ]. In this case, all significant features of the original graylevel image were captured. There was no fracturing of the thin. large letters as produced by the supervised algorithm [ Fig. 4(c) ].
In the remaining three images. the unsupervised training also gave good results [ Fig. 6 Fig. 6 . Thresholding results for the four test images using training pixels acquired by clustering, updating of class densities, and classification. The classifier used in parts (a) and (c) was the relaxation method with a square neighborhood. In parts (b) and (d), the noncontextual classifier was used.
blurred, and also contained more noise (e.g., Fig. 6(a) , upper right corner). However, some faint line segments lost by using the supervised approach were preserved with the unsupervised algorithm. Also, some of the small symbols were less fractured. In all four images, our unsupervised local thresholding algorithm produced clearly better results than the variable thresholding algorithm [ 2 ] .
2) Values of Updated Parameters: The initial estimates of the parameters (using the training data) before updating and the range of the updated parameter values after unsupervised learning are shown in Tables I1 and 111 . The initial value of the prior probability was 0.5 for both print and background. Both the noncontextual and the contextual classifiers used the same parameters for a given image and window. As seen from Table 111 , the value of the prior probability vaned more than the mean value and standard deviation of each class. This is reasonable since some windows consisted exclusively of background, while other windows were heavily covered with print. Also, this table demonstrates that our updating technique allows substantial local modification of the mean values and standard deviation of both print and background.
3) Thresholding Without Updating: We performed supervised classification without updating as a control experiment to see if this approach could compete with the updating method. For a given image, we only investigated the performance of the classifier that had scored best when applied in combination with updating.
As seen from Table I and Figs. 2(e), 3(e), 4(e), and 5(e), the results were always inferior to the best we obtained by using the updating method. In general, these thresholded images showed very little blurring, but had rather pronounced fracturing and deletion of thin symbols and line segments. 
4)

V . DISCUSSION
Our new thresholding method based on automatic local updating of the mixture density parameters was developed to meet specific needs in automated data capture for digital, cartographic systems. To our knowledge, the most advanced cartographic systems use a local thresholding method which automatically searches for a valley in the gray-level histogram inside a window.
We have only applied the new thresholding method to the twoclass problem of print and background in gray-level images. In the K-class problem, however, the iterative algorithm is more likely to be trapped in local maxima. This difficulty may be circumvented by using the approach published by Hjort and Taxt [19] , who applied the updating equations to relax the requirement for large training sets in character recognition. Application of the updating equations has also been proposed to improve the noncontextual classification of multispectral images with K classes [17].
Of the statistical classifiers tested, the noncontextual Bayes classifier and the contextual relaxation algorithm of Rosenfeld er al.
[7] gave the best thresholding results. All of the contextual classifiers based on explicit Markov random fields, Owen and Switzer [ 6 ] , [21] , Haslett [4] , and Besag [5] gave less satisfactory results.
This might indicate that the Markov random field model used in these algorithms is in conflict with the true statistical structure of the test data used here. The value of context in improving classification results seems to be very dependent upon image content and local structure. The supervised version of our new algorithm performed better than the unsupervised version when applied to three of the four test images.
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