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11e for QoS support or 11n for high data rates (100Mbps), are still limited due
to their inherent dependency upon the wired infrastructure backbones and single-
hop wireless communication. One major challenge in quality-of-service (QoS)
oriented routing in wireless ad-hoc networks is to find a route satisfying multi-
ple constraints that includes but not limited to minimizing energy consumption,
delay, node failure and maximizing throughput. In the first part of this thesis, a
novel dynamic energy efficient routing (DEER) protocol with guaranteed message
delivery, maximum network lifetime and message flow is proposed. DEER uses
those specific nodes for relaying message from source to destination which have
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maximum residual energy above some defined energy level. The model is evaluated
based on the comparison with Dijkstra, Geographic Location Aware-DEER, and
Random neighbor selection models. In the second part of this thesis, another rout-
ing protocol is proposed and evaluated for monitoring electrical power generators
to be used in the smart grid environment. The protocol works by dynamically se-
lecting data source initiators (called leaders) using LEADER (Leader Election in
Ad Hoc Networks for Efficient Routing) algorithm, and the round robin scheduling
of the cluster heads. All the nodes in the network have the provision to be selected
as a cluster head which then changes the prospective leaders as well. There are
four variant of the proposed LEADER protocols based on the type of traffic: basic
homogeneous and heterogeneous, improved homogeneous and heterogeneous. All
the four variants of LEADER protocol are simulated and evaluated with different
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node failure, etc.). LEADER protocol initiates new type of challenges (scalability,
energy usage, failure, etc.) when being employed in smart grid consisting of large
number of power generators. Both the protocols are developed based on the en-
ergy harvesting issue present in sensor network. Ambient energy sources are used
for sensor recharging in the LEADER protocols and proper sustainability curve
is provided for choosing the optimum parameters for different application specific
scenarios in smart grid monitoring.
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CHAPTER 1
INTRODUCTION
“My Lord! Increase me in knowledge.”
- The Quran 20:114, Surah Ta-Ha
In recent years, wireless sensor networks have gained tremendous popularity in
almost every aspect of our daily lives. As a result the growth of wireless technology
and related application scope have also increased. The consumer base for sensor
network applications mostly rely on the reports related to their specific area of
interest. For example, the farmers who have large crop land, want to have a close
monitoring of the crop status without frequently going through the fields [4–6].
To facilitate the monitoring process, sensor nodes can be deployed in the field and
receive periodical status update from the crop. Although the idea is very simple,
there are multiple constraints for both initial and post deployment phase. This
thesis is aimed more towards the issue of routing among the sensor nodes which
arises after the post deployment phase. In the following sections, the two different
challenges and the solution approaches are introduced.
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1.1 Wireless Ad Hoc and Sensor Networks
A sensor device or simply a sensor node has several hardware components to sup-
port its operations: sensing unit, data processing unit, memory, power supply,
and transceiver [7]. Usually the power capacity for these sensors are very limited
due to their size, portability, and high data collection rate. For example, the
sensors used for weather monitoring, or target tracking need to supervise the in-
tended region constantly and collect data in some defined interval. Some research
have indicated to use collaborative sleep and wake up scheduling to minimize the
energy consumption in the network.
Wireless mobile users can communicate among them without establishing prior
infrastructure using the arrangement of ad hoc network. The mobile nodes may or
may not have the information of the whole network before joining in the commu-
nity for information processing. These nodes can act as sender, receiver or router.
So, the sensors are not only bound to communicate directly with its neighbors
but also can extend to other nodes which are not within its direct transmission
radius. This ensures the nodes to communicate over multi-hops while maintaining
the constraints of specific application need [8]. Mobile ad hoc network formula-
tion is also defined as infrastructure-less as the sensors have the ability to build
the routing dynamically on the basis of the selection of the best paths, minimum
energy consumption scheme, collision free communication etc. Generally, every
sensor nodes in the network broadcast its presence to take part in selecting the
best route before sending any information. This scheme provides robust but ineffi-
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cient result as the initial message overhead is large due to the information flooding
which eventually ends up consuming more energy. Figure 1.1 illustrates different
application domain of wireless sensor networks considering both data distribution
and acquisition scheme.
Figure 1.1. Illustration of data acquisition and data distribution network with the help
of wireless sensors.
The usage of sensor devices is increasing each day with different application
services. Agricultural monitoring, environmental monitoring (air temperature,
wind, rainfall, humidity), surveillance, intelligent transportation system, warfare,
surgery are only a few examples. The wireless sensor network backed applications
are being used in different domains including but not limited to the below areas.
• Area monitoring. [9]
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• Health care monitoring. [10]
• Air pollution monitoring. [11]
• Forrest fire detection. [12]
• Landslide detection. [13]
• Water quality monitoring. [14]
• Natural disaster prevention. [15]
• Chemical agent detection. [16]
Recently, one very promising field of sensor network application is the military
communication in the battlefield. There are various opportunity to explore in this
area. Figure 1.2 shows a similar strategy in the battlefield with Ad hoc network
backbone and mobile devices.
1.1.1 Sensor Behavior
The sensor devices are generally very small and self powered which collect infor-
mation or sense special events and transmits to designated location wirelessly [17].
So, each sensors can sense, pre-process and communicate with the gathered infor-
mation with the limited battery power for a definite period of time [18]. Thus it is
very crucial to deploy the sensors and transfer information in such a way that the
energy depletion remain optimum and increase the overall network lifetime. Re-
cent trend on using ambient energy harvesting [19–23] can mitigate this issue, but
4
Figure 1.2. Wireless sensor networks application domain in military communication
showing modern battlefield. The mobile wireless network can transfer voice, video, and
data. The vehicles are equipped with backhaul network and routers to facilitate the
communication between in field mobile devices and remote controlling units or base
stations. [2]
the major drawback appears due to the natural causes. For example, the energy
distribution from the solar source is not evenly distributed throughout the whole
day. So, sensor devices need to have the option to receive energy at a variable
rate.
1.1.2 Challenge: Choosing the Best Route
Routing protocols control the way how nodes decide which path to choose to route
packets and provide significant contribution for energy saving. Ad hoc networks
does not provide the participating nodes with the topology, the nodes need to
explore by themselves. If all the sensors tries to communicate with each other
with mesh scheme [24], the entire network becomes congested with the link setup
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information which is not desirable where devices have limited energy storage.
Generally, routing protocols are divided into four categories, proactive, reactive,
hybrid and hierarchical [25]. Each protocol has its advantages and disadvantages
in terms of energy consumption. Proactive or table driven routing protocol keeps
updated information about the routes by periodically spreading the routing tables.
So, message transmission has to occur even if there is no specific requirement. This
scheme also introduces added complexity when any nodes fail. On the other hand
on demand or reactive routing protocol explores the desired route by broadcasting
the network with RREQ (Route Request) packets. This protocol provides added
delay in finding the best route and network may become highly congested due to
excessive broadcast message transmission. Hybrid routing combines both reactive
and proactive routing schemes together. Hierarchical routing uses clustering tech-
niques to exploit reactive and proactive protocols in different layers. Considering
all these scenarios, we take the challenge of finding the best route between any
source-destination pair considering several quality of services (QoS) measures.
1.1.3 Solution: DEER protocol
In the first part of this thesis, we present a novel routing protocol, DEER (Dy-
namic Energy Efficient Routing) which satisfies multiple QoS parameters (relia-
bility, data flow, scalability, energy usage minimization etc.). The basic idea is to
select that node among the neighbor nodes which has the largest remaining en-
ergy above some defined threshold. The similar logic is propagated through all the
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intermediate relay nodes until the packet is received at the intended destination.
Apparently it seems that sometimes the packet would travel in a loop without
reaching to the destination which may create unnecessary energy consumption.
We use timer based DEER to avoid these sort of scenario in the simulation.
1.2 Sensor Network Applications in Smart Grid
Electricity is the most versatile and widely used form of energy and global de-
mand is growing continuously. 1 To cope up with the ever-increasing user base
and the demand intensity, electrical power grids are transformed into more intel-
ligent systems called smart grids. These systems are designed and built in such
a way that both the demand and the consumption are balanced with the supply
capacity. However, usually the grids are very large in size and consists of sev-
eral to hundreds of power generators. Maintenance and monitoring is also crucial
for such large scale systems. Sensor networks can become handy in these sort of
systems monitoring. For example, if we want to know the temperature, oil level,
humidity, vibration level, active period, etc. from a power grid, the manual moni-
toring would be quite cumbersome. Thus automated network could help assist in
this regards. In this thesis , we are concerned about designing simple and efficient
routing protocols for wireless adhoc networks to be employed in the smart grids.
1According to ABB corporation: www.abb.com
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1.2.1 Challenge: Energy Harvesting from Ambient
Sources
Energy consumption in sensor network is one of the major research issues in this
field. We design our protocol in such a way that the sensors can be recharged
from the ambient sources, e.g., vibration, solar energy, wind, etc. As the electric
grids consist of several hundreds of generators, they create continuous vibration
which can be very useful if the senors are placed on top of them. Although the
charging rate is very low, the tiny sensors can get sufficient energy if charged
for longer periods. We find two different sort of challenges in this setting, if all
the sensors collect aggregated data then the energy consumption and the network
life time increases. Although this is not the practical assumption, we show the
results from this settings along with the more realistic problem (when data is
aggregated from multiple sensors). For example, nodes are capable of different
sort of data collection and relaying. The later scheme is a bit energy hungry
application scenario.
1.2.2 Solution: LEADER Protocol
Four versions of LEADER (Leader Election in Adhoc Network for Efficient Rout-
ing) protocols are proposed and evaluated in the second part of this thesis. The
prime idea is to give priority to all the sensor nodes in a particular cluster in terms
of both data collection and relaying. As the sensors are very tiny and have very
limited energy source, they are stuck on the body of the generators for recharg-
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ing. The detail algorithms and analysis will be provided in the later chapter about
LEADER.
1.3 Contribution of this Thesis
In the first part of this thesis, we focus on the reactive approach where a route is
discovered only when there is any transmission needed. We define our protocol in
such a way that the message overhead becomes minimal, excessive transmission of
RREQ message is avoided, and energy efficient nodes are chosen. Our algorithm
ensures reliable transmission of packets by employing those nodes who have the
most residual energy storage. Our primary premise is that the nodes with higher
energy are more reliable than the ones with lower energy. The lower energy nodes
are prone to fall below the threshold energy very quickly. Thus, any chosen link
which has inter-relay nodes with lower energy are vulnerable to data transmission.
The algorithm also tries to minimize the delay of the message transmission by
using timer in the sender node. This timer expires after certain threshold value
and different transmission route is selected after expiration. We will explore more
in detail about this protocol in the later chapters.
In the second part of this thesis, we provide four algorithms to be used in the
electrical power grid monitoring. The cluster head from each cluster is randomized
based on the round robin selection to avoid energy scarcity on certain nodes.
Thus, LEADER avoids failing the cluster heads. As the cluster heads can have
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the provision of being both cluster head and normal node 2, they are less prone to
fail. However, they have to take their duty off at certain time and transform into
normal state when energy level falls below defined threshold level according to the
energy models used. We discuss the energy models for the previous protocols in a
separate chapter for better clarification. The evaluation is based on node failures,
cumulative message flow, delay characterization, energy consumption, etc.
Finally, we discuss the potential improvement areas for both DEER and
LEADER protocols in terms of security, scalability, and efficient clustering. The
basic idea for improving the LEADER protocol is to deploy the protocol on large
number of power generators altogether and minimize the sensor energy consump-
tion on the whole network. Additionally, we propose to introduce several data
collectors which will be responsible for relaying data from the cluster heads to the
base station.
1.4 Thesis Structure
The remainder of this thesis is organized as follows. In chapter 2, we mention a
concise overview of the related work done with respect to DEER and LEADER
protocols. Chapter 3 provides the motivation behind both the routing protocols.
We explained our proposed DEER routing protocol with suitable example and
algorithm in chapter 4. Chapter 5 describes the DEER performance evaluation
2Normal nodes are the nodes which are not treated as cluster head at certain time
stamp. Logically, every node have the chance to act in both the roles for the whole
active period.
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in terms of different parameters those originated from the motivation. Chapter
6 provides future direction from the DEER protocol. Chapter 7 describes the
LEADER protocol architecture, design, algorithm details, and theoretical analy-
sis. Chapter 8 explains the protocol simulation in detail. Chapter 9 provides the
performance evaluation of the LEADER protocol and introduces the optimization
problem for extending the capability of LEADER protocol. This thesis ends with
a conclusion and a brief introduction of the future directions in Chapter 10.
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CHAPTER 2
BACKGROUND
“Eventually you won’t think of ’the Internet business.’ You’ll think
of it more like news, weather, sports, but even that taxonomy isn’t
clear.”
- Bill Gates, Founder, Microsoft Corporation
This chapter is targeted towards describing the related works for this the-
sis. The contents are separated into two different sections for better linking with
the problem statement defined in chapter 4 and chapter 7. Additionally, a broad
categorization of the routing protocols available for use in wireless Ad hoc and sen-
sor networks are presented with brief classification based on location information,
network dynamics, data centrality, quality of service (QoS) requirements, network
heterogeneity, path redundancy, network layering etc. A brief and introductory
taxonomy for the above classification criteria are provided at the beginning of this
chapter.
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2.1 Routing Protocols: Taxonomy
Category Protocol(s)
Location-
aided
GEAR [26], GAF [27], SPAN [28], TBF [29]
BVGF [30], GeRaF [31], MECN [32], SMECN [33]
QoS-Based Energy-Delay Trade off [34], Energy-Robustness Trade off [35],
Overhead-Reliability Trade off [36]
Mobility Data MULES [37], TTDD [38] [39], SEAD [40]
Layered LEACH [41], PEGASIS [42] , APTEEN [43], TEEN [44]
Data Centric SPIN [45] [46], Rumor routing [47],
Directed diffusion [48] [49],
Cougar [50], ACQUIRE [51], EAD [52]
Heterogeneity
Based
CADR [53], IDSQ [53], CHR [54]
Table 2.1. A generic classification of routing protocols
2.2 Related Work for DEER
Several algorithms have been proposed so far to obtain efficient routing over wire-
less ad-hoc network. This section describes the research background of the first
part of this thesis.
LEACH [55] is one of the pioneering work in routing protocol design which is
based on distributed clustering. The energy consumption is balanced by rotating
the cluster heads with randomization. One of the drawback in the protocol is that
the authors assumed every nodes can communicate with base station. This can
create imbalance in energy dissipation for nodes in different clusters based on the
distance. The nodes which are placed far from the base station would have to
release much more energy compared to the nodes which are closer. So, LEACH
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may restrict those nodes from being cluster heads for longer period of times.
As sensor nodes has limited energy, load balancing between network lifetime
maximization and minimizing energy consumption is one of the important design
issue, and different solutions have been introduced to overcome it [56–59]. The
authors in [60] proposes a general routing framework to control the expected
delay for the message flow by using transmission delay and energy dissipation as
tunable parameters. Initially they formulate both shortest path routing [61, 62]
and potential based energy-aware routing [63, 64] as integer linear programming
and quadratic programming problems. Then they optimize the L1 and L2 norm
[65] from the initial step for their adaptive energy-aware routing protocol that
takes transmission cost as a constraint.
A network requires the routing for efficient communication when multiple hop
is involved. Routing is one of the main factor to control the network lifetime for
sensor networks due to the limited capacity of their energy reservoir. Low-energy
adaptive clustering hierarchy (LEACH) is being extended by many researchers to
enhance its capability. Energy potential LEACH (EP-LEACH) is one of them that
adopts the energy harvesting capability of each node. Energy potential function
is introduced in [66] which continuously provides information about operational
ability for each node considering hardware characteristics and ambient conditions
around the node. The authors formulated a simple function with several energy
profiles (energy harvesting interval, remaining battery power, gained power) of
a node. Their results exploit improved network lifetime and throughput over
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LEACH.
Two different techniques were merged together to provide efficient energy man-
agement and optimal route selection in [67]. The proposed algorithm named
EHGUC-OAPR (Energy harvesting-based clustering and optimal adaptive per-
formance routing) works in two phases. Initially, EHGUC elects several group
of nodes as cluster heads based on the weighted sum of energy harvesting rate,
distance etc. This algorithm minimizes the cluster size and the distance with
the base station, thus the intra-cluster energy consumption is minimized. This
ensures higher energy storage for the inter-cluster data processing. On the other
hand, OAPR uses the energy sustainability of each node to select as the next hop
which ensures reliability of packet transmission.
An adaptive opportunistic routing [68] (AOR) protocol was introduced in [69]
which achieves high throughput using a regioning scheme. The regioning scheme
makes the forwarding region into k partitions for each sender. As soon as the
nodes in a particular region receives the packet, they forward that in next time
slot provided the node has sufficient energy and that the packet may not have been
successfully received downstream. The major issue of this protocol is to select the
best possible forwarding candidates among the partitions while maintaining the
redundant transmission and coordination overheads.
Mobile data collection protocol was defined in [70] for monitoring traffic on
busy highways where energy harvesting sensors are deployed. A mobile sink was
deployed to collect data from the sensors over a predefined path. As the sensors
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were equipped with renewable energy sources, their harvesting procedure was
time varying as well. The authors formulated the data collection maximization
problem to tackle multi-rate transmission and transmission slot scheduling among
the sensor nodes. They showed that the problem is NP-hard and solved that using
an oﬄine algorithm with the assumption that the sensors profile is known globally.
Additionally, they developed another online distributed solution without global
knowledge of the sensor profile which was more realistic. Finally, they measured
the performance of the algorithms to show the effectiveness.
Yang et al. [71] focus on developing a localization algorithm which provides
both low-cost and accuracy. They have made a key assumption that the ratio
of the Euclidean distance between a node and two anchor nodes is well approx-
imated by the ratio of the corresponding hop distances. The hop-count-ratio
based localization (HCRL) algorithm satisfies low-cost with a single flooding from
a small number of anchor nodes, and subdivides one-hop into several sub-hops by
transmission power control to improve localization accuracy.
Zhao et al. [72] have designed efficient routing schemes for mobile ad hoc
networks of various densities, topologies and obstacles. They proposed a new hop
ID routing scheme, which is a virtual coordinate-based rout- ing protocol and does
not require any location information. Each node maintains a hop ID, which is a
multidimensional coordinate based on the distance to some landmark nodes. It
is insensitive to obstacles and voids and can be used in a wide variety of ad hoc
environments.
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The authors proposed the hop distance based waving and routing protocol
(WMC) in [73]. The density of the wireless sensor network (WSN) will affect the
grouping structure. With increasing node density, the result of grouping would
approach perfect circular strips if the channel fading and noise components in the
network are homogeneous. The group ID can be used to estimate the hop distance
from the node to the sink, and the packet forwarding can be guided towards the
sink without precise location information.
In [74], the authors proposed a protocol called QPHMP-SHORT with multiple
constraints and self healing properties to ensure selecting best route over multiple
routes between a source and destination pair. This protocol selects multiple paths
from each hop with good battery power and provides increased packet delivery
ratio, reliability, and efficiency.
The contribution of [44] is a simulation based analysis of the network con-
nectivity, hop count and life- time of the routes determined for mobile ad hoc
networks using the Gauss-Markov mobility model. The random way- point mo-
bility model is used as a benchmark in the simulation studies. Two kinds of
routes are determined: routes with the longest lifetime (stable paths) and routes
with the minimum hop count. In low-density network scenarios, the authors ob-
serve that the network connectivity under the Gauss-Markov model is significantly
lower than that obtained under the random waypoint model. In moderate and
high-density network scenarios, the network connectivity obtained under the two
mobility models is almost equal.
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In [75], authors propose a new ad hoc on-demand distance vector routing
(AODV) mechanism based on max hop count, adding an intelligent and real-
time estimation function to original AODV protocol to get the information of the
max hop of the networks. The dynamic-adjusting AODV (DA- AODV) based on
max hop count first calculates the value of max hop of the networks and then
intelligently and dynamically adjusts its parameters based on the value of max
hop to enhance the network performance. The packet drop probability and the
delay analysis have been discussed in [76]. Some routing algorithms [72] have been
proposed for wireless networks. Authors propose a partially inter- connected mesh
network topology and a routing scheme for network on chip (NoC) topology [77].
An efficient multi-hop MCROB protocol for highway VANET is shown in [77], it
adopts the concept of opportunistic routing. [78]
Energy map construction [79] for a sensor network was proposed in [80] based
on predicting energy consumption behavior for each nodes. The energy dissipa-
tion model avoids sending periodical energy update information by using a single
message containing both energy and other information. Their experiment shows
that the prediction approach has high effectiveness when energy dissipates in a
stable way from the sensors. Additionally, the increased randomness of the events
occurred within the network also degrades the performance. Thus, it curbs the
accuracy of the generated map. Moreover, it has to re-transmit both energy profile
and the model parameters to the base station. Finally, as there is no in-network
data aggregation mechanism, the added cost of retransmission is nullified by the
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improvement of the energy prediction.
The opportunistic routing mentioned in [81] mainly focuses on energy usage
minimization with the optimum route selection from the forwarder list based on
the nodes transmission overhearing and distance from the destination. The au-
thors study their routing protocol (EEOR) both with fixed and dynamically ad-
justable transmission power. On the contrary, our protocol selects relay nodes
from the neighbor list with the maximum residual energy for constructing full
route from source to destination.
The dynamic routing method mentioned in [82] uses three steps. At the first
step, a collector factor is selected based on the moving speed or amount of data
traffic of the current device. Secondly, routing information transmission mode is
set based on the collector factor. The routing information transmission mode is set
to active if the collector factor is less than a defined threshold and set to inactive
mode for the opposite. Finally, the routing transmission (either active or inactive)
information is processed. This method of this work is completely different from
our proposed approach as we do not emphasize on the factors related to either the
moving speed or the amount of data traffic of a device as routing/transmission
factors.
The proposed method described in [83] discovers the inter-node links for the
relays between any source and destination using route request and reply. Source
and every intermediate node transmits route request message. Then each node
creates at least one route reply to the sender upon receiving the route request
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message. Finally, each of the nodes, upon receiving the route reply message,
creates a forward link to the node from which the route reply was received. The
bidirectional route discovery from source to destination can be discovered from the
available links those are established using the exchange of route request and route
reply messages. However, the proposed approach uses only the route request and
reply messages to discover bidirectional links which creates flooding, congestion,
and overhead in message flow. On the contrary, our approach uses specific factors
(e.g., residual energy) to find the next relay node to avoid increased message
exchange while route discovery.
The bidirectional data transmission path is formulated with at least one rout-
ing tree in [84]. The root network node sends periodic route request message
to other network nodes which then sends back the route response message using
unidirectional data transfer path. A bidirectional data transmission path is es-
tablished between source and sink nodes when sink node is reached via all the
network nodes. The process builds at least one routing tree, while our proposed
protocol does not create tree for the intended route. Additionally, the usage of
residual energy in our work is also not present in the mentioned patent.
2.3 Related Work for LEADER
This section presents contemporary research works related to LEADER protocol.
As there are very few distantly related works in this area, the discussion in this sec-
tion mainly focuses on data collection schemes and communication establishment
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among highly partitioned network available in smart grids.
Leader election is quite important in both wired and wireless networks. Un-
like wired network, wireless networks can not be covered by the existing leader
election algorithms / approaches due to the inherent mobile and frequent topo-
logical changes in the network. In [85], the authors proposed one leader election
algorithm which is highly adaptive to the mobile and Adhoc nature of wireless net-
works. The basic idea of their approach is based on finding extrema [86] (similar
to DEER) and diffusing computation. For example, in extrema finding method,
nodes can select the leader based on the maximum residual battery energy, short-
est distance from every nodes in the network etc. On the other hand, diffusing
computation, the second step elects the most-valued-node from the initial extrema
set. It was also mentioned that the existing solutions are not found compatible
with the highly dynamic behaviour of the mobile adhoc networks. In most cases,
the solutions (e.g., [87], [88], [89], [90], [55], [91] ) considers the network topology
as static, pause in the topological changes before the election process ( [92], [93]),
or unrealistic message ordering system ( [94]). Although there are some processes
(e.g., [95] for leader election in dynamic networks, they can not be used for extrema
finding as they elect leaders randomly.
In data collection scheme, sensor nodes which lies closer to the sink or base sta-
tion suffers much with higher congestion problem. To combat this issue, different
MAC layer protocols or non-scalable data collection solutions can be applied. The
authors in [96] mentioned about the limitations of MAC protocols by indicating
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the fact that it needs to communicate to all the neighbors. Their idea is to de-
livery the data packets from source to sink node with certain probability without
using stringent criteria of MAC protocols. Their approach builds multiple data
collection trees those ensure packet reception at sink nodes with certain proba-
bility. Data collection tree helps the node to find which nodes to communicate
and which node to not communicate. With this information, the nodes at MAC
layer can reduce the competition for channel and increase the channel bandwidth
utilization.
Data rate maximization for a energy harvesting wireless sensor network with
spatially uncorrelated fading channels, is investigated in detail in [97]. The authors
introduced an algorithm for power allocation for space-time water-filling. Their
algorithm is claimed to be used in decentralized framework.
A novel distributed flow-based routing method is presented in [98] to solve flow
optimization problem in energy-harvesting wireless sensor networks (EHWSNs)
and realize the sustainable workload at each node. The distributed algorithm for
flow optimization problem (DAFOP) works by distributing heavily loaded power
budgets to nodes with lightly loaded power budgets.
A wireless sensor network consisting of energy harvesting sensors are consid-
ered where collision channel is accessed randomly to transmit packets of random
importance to a common fusion center [99]. The authors studied the problems of
random access policies to maximize the overall network utility. The use of fusion
center is introduced where sensor nodes report the importance of data packets.
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A novel adaptation mechanism to deal with secure and priority-based transmis-
sion of sensor network packets is introduced in [100]. The optimization problem
allows the system to survive long periods by performing QoS management. The
method described in the paper prioritizes among the high and low importance
packets. Finally, the security settings are dynamically changed to provide the
best compatible security with the current system status.
Harvesting energy for the sensor nodes from ambient energy sources is a
promising approach to address the energy problem in WSN. The ambient energy
availability and cost varies with time and space which causes the network topol-
ogy evolve over time. The authors in [101] studied this issue and modeled a node-
weighted space-time graphs. The authors proved the problem as NP-hard and
proposed several algorithms those maintains connectivity and minimizes topology
maintenance cost over time.
Data transmission quality is improved with a new packet selection approach
called WOSRO (Weight Optimized Source Rate Optimization) in [102]. The data
packet sending queue is sorted based on the packet distortion features and energy
harvesting profile. Solar energy harvesting model is used for verifying the proposed
approach. The results exploit improved transmission quality along with neutral
and reliable energy constraints.
A proactive message ferrying scheme is introduced in [103] to address the data
delivery issue in highly partitioned wireless ad hoc networks. The concept can
also be adapted in the issues faced in smart grid data routing. A set of nodes
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are identified as message ferries those are responsible for carrying message and
providing connectivity in the network. The nodes movement are defined as non-
random which affects the message delivery. The proposed approach improves
the connectivity in a disconnected network without the global knowledge of each
node’s location.
Message Ferrying scheme is redefined in [104] for use in sparse mobile ad hoc
networks with two variants depending on the proactive movement of either nodes
or ferries. The protocols are compared with Epidemic routing. The results showed
improvement in message delivery and energy consumption.
The authors investigated the Message Ferrying routing scheme with delay
trade-off to save energy in [105]. The power management framework introduced
in the paper makes the nodes switch among different management modes accord-
ing to the ferry location. The simulation results compared with DSR (Dynamic
Source Routing) shows significant energy savings with the delay trade-off. The
node mobility is also considered while measuring the performance.
Centroidal voronoi tessellation scheme is used in heterogeneous sensor network
with mobile robots to ensure efficient energy usage and maintain connectivity
in [106]. The two step scheme creates optimal number of clusters at the first step
and then aggregates data at the cluster head for further processing in the base
station. The simulation results were compared with LEACH and LEACH-C.
Power consumption for the ANT, ZigBee, BLE protocols in a cyclic sleep node
is analyzed in [107]. The authors showed that the energy consumption largely
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depends on the time required to reconnect after a sleep cycle rather on the active
or sleep currents. The results reveal that BLE consumes lowest power followed
by ZigBee and ANT which are not directly available in the data sheet of those
sensors. The conclusion presented in the paper can be helpful in the smart grid
applications to choose from sensors of different categories.
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CHAPTER 3
MOTIVATION
“I definitely wanted to earn my freedom. But the primary motiva-
tion wasn’t making money, but making an impact.”
- Sean Parker, Napster
This chapter describes the motivation for both DEER and LEADER protocols.
3.1 Motivation for DEER
DEER’s motivation is propelled by four major observations from several contem-
porary researches on energy efficient routing issues.
3.1.1 Energy Consumption
There are number of protocols for both wired and wireless networks those are
driven by proactive routing(table driven) scheme. Each sensor nodes maintain
one or more routing tables to ensure the connectivity among all other nodes in
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this protocol. The link setup message overhead becomes high as the nodes need
to exchange their information with all other nodes even if there may not arise
any necessity for that. The situation becomes worse for wireless ad hoc networks
deployed in hazardous area where node failures are very likely. The tangible
benefit for proactive routing protocols is that the routes are readily available when
needed. But this advantage becomes trivial compared to the energy consumption
for sensor networks as sensor devices have very limited energy (mostly battery
powered) source.
3.1.2 Reliability
Reliability is one of the must-to-have properties of any network protocol. Most
of the algorithms try to find the desired route from source to destination before
sending any data packet. This scheme is quite susceptible to unreliable trans-
mission when intermediate nodes are prone to change its configuration (power,
location, transmission mode, etc.) at a regular interval. Thus, the requirement of
a protocol which can secure the transmission reliability at each forwarding node
arises.
3.1.3 Failure Maintenance
The performance degrades significantly for a routing protocol where flawed sensor
nodes intermittently pop-up. To minimize the effect of this issue, the portals try
to explore alternate route from the source or the faulty nodes to the destination
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for retransmission. As the problem is NP-complete and the route information is
unavailable for ad hoc networks, formulating an efficient protocol becomes intrin-
sically complex.
3.1.4 Scalability
Wireless sensor networks mostly consist of large number of nodes. New nodes are
likely to be added when necessary. It is much easier to maintain the scalability in
wire network (e.g. cellular) as it can be controlled centrally. On the contrary, ad
hoc wireless networks do not have this capability; the sensor nodes operate and
collaborate in a cooperative manner. If any new node wants to join in the collab-
oration, it needs to be introduced with the whole network. Existing approaches
handle this issue by flooding the new nodes information to its neighbor nodes,
and it is propagated to every other node as well to ensure scalability. The energy
consumption has to be minimized too while scaling the network.
DEER treats the above shortcomings using greedy approach [108] [109] that
selects the best route having the maximum residual energy above some defined
threshold limit.
3.2 Motivation for LEADER
Low powered batteries are one of the major challenges for applications those use
wireless sensor networks as their communication backbone. In many power plants,
motors and/or generators are used for commercial electricity generation, distribu-
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tion, and consumption at end users. Most of these plants consist of large number
of motors and/or generators those need to maintain and monitor at regular in-
terval for uninterrupted power distribution. Wireless sensor networks can help in
predictive maintenance, and process monitoring and protection for these genera-
tors with significant manual task and risk minimization. In this research, we focus
on maximizing sensor life time those are usd in power plant monitoring using en-
ergy harvesting techniques. Our research is propelled by three major observations
of sensor networks employed in electrical power generators:
3.2.1 Efficient Routing
Efficient routing plays important role in determining the network life time which
is defined in FND (First Node Dies) or LND (Last Node Dies) scheme [110].
The major requirement from any routing algorithm is to achieve minimum travel
length with maximum message flow. We strive to ensure this aim in addition with
keeping a node alive for maximum possible time. This also creates longer session
length between any source and destination.
3.2.2 Sleep/Wake-up Sceduling
The sleep and wake-up interval of a sensor node also play vital role in overall
energy usage. Longer sleep period may introduce bulk congestion and packet drops
in other active nodes. On the other hand, longer wake-up period and frequent
sleep/wake-up event adds increased energy consumption. Thus, sleep/wake-up
29
scheduling has to be managed properly.
3.2.3 Longer Chaining
Suppose a particular route with ten relays in between the source and destination
exists. Moreover, let’s assume the network supports data aggregation and every
relay node measures different data types. Now, at each of the relays the message
gets appended with the previous relays (the packets from (n − 1)-th relays gets
aggregated with n-th relay). The end result is the larger energy consumption at
each relay sensors. Thus, the generalized rule is to use shorter routes for packet
transmission.
3.2.4 Data Aggregation
Data aggregation enables the sensors nodes in a heterogeneous network to accu-
mulate information from each of the intermediate relay nodes before forwarding to
the destination node. When sensor nodes are used to monitor power generators,
data aggregation is the usual case for multiple event monitoring. Generally, each
event type (e.g. temperature, humidity, oil level etc.) can be monitored by differ-
ent type of sensors. Thus, the effect of data aggregation scheme can be mitigated
by partitioning the existing network model, which will be discussed in detail in
the later chapters.
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CHAPTER 4
THE DEER PROTOCOL
ARCHITECTURE
“Architecture begins where engineering ends.”
- Walter Gropius, 1883-1969
Our proposed routing protocol has two major steps, gathering the network
topology information and select the best route after minimizing the constraints
(energy, shortest distance from the source). Initially all the sensor nodes need
to have the topology coverage of the entire network by discovering the possible
routes. Then the most proper route is selected from the sender to the receiver node
in terms of remaining energy level and the distance. This approach minimizes the
packet loss and can be self healing as the links are updated dynamically while any
intermediate node failure.
Figure 4.1 to Figure 4.5 represent a simple step by step demonstration of our
proposed protocol using arbitrary source and destination pair. Dashed green lines
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Figure 4.1. Sender S requests energy information from its neighbor nodes A, F, and B
as they are assumed to be in the range of S. The numbers above each circle represents
the remaining energy level for each sensor nodes.
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Figure 4.2. Node S selects A for the next hop as it has the maximum energy among
A, F, and B. Now, node A has both the message and the tracklist. Tracklist contains S.
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Figure 4.3. Intermediate Sender A requests energy information from its neighbor nodes
A,B,C. Although S is within the range of A, it does not include S in its prospective list.
This is checked from its tracklist where S is already present.
represent the linkage with the neighboring nodes. Thick red lines refer to the
established connection. Green circled nodes are the final node list who transfers
message from source, S to destination, D.
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Figure 4.4. Node A selects E among three neighbors for the next hop as E has the
maximum energy (5 units). Now E has both S and A in its tracklist along with the
message.
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Figure 4.5. Node E directly sends message to D, as it is already in the neighboring
list of E. No comparison is required with the remaining energy of the neighbors when
destination is in the neighbor list.
4.1 Preliminaries
In this section, we present the basic working principle and case studies of our
proposed DEER algorithm. Additionally, we explain the GA-DEER (Geographic
Location Aware DEER), Dijkstra, and Random selection methods.
4.1.1 DEER Protocol
DEER protocol focuses on ensuring longer link/session for the chosen routes be-
tween source destination pair. The major working principle for the DEER protocol
can be considered as opportunistic routing [111], as it always selects the next for-
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warder/relay node that has maximum remaining energy. The forwarded message
header keeps track of the already traversed nodes to avoid circular message trans-
mission. Some nodes may encounter empty neighborhood issue while following
this scheme (explained in Figure 4.6). Empty neighborhood issue refers to a cer-
tain state when a sender node finds no other prospective forwarder node than the
previous sender from which it received the message. In the example presented in
Figure 4.6, node F finds that it has no new neighbor within its active transmission
range indicated using black circle. It has the only neighbor D in its active trans-
mission range from which it received the current packet. Thus, node F increases
its transmission range and finds H as a new neighbor. We demonstrate only single
neighbor due to simplicity, but in reality there exists more nodes to choose from.
The concept of using residual energy comes into action for more than single node
neighborhood. The red dotted circle represents the new active transmission range
for node F. The packet is being forwarded using this scheme to the destination,
B.
Figure 4.6. Example of empty neighbor case and the way around in DEER. Adaptive
transmission range is applied to overcome the issue.
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In the DEER algorithm we used several notations to declare our variables and
functions. Algorithm 1 explains the basic pseudo-code of our approach. CN de-
notes current node, S refers to the message sender, NLS holds the list of neighbors
of the source and/or intermediate relays, NN refers to the next neighbor to be
selected for the message forwarding, V [CN ] refers to the array of the neighboring
nodes, token keeps track of the first receiver who got the data from the originator,
Tth denotes the waiting time after the message is left from the source, and RE
denotes the residual energy. Table 8.1 provides the summary of notations used in
Algorithm 1.
Notation Definition
S Source node
D Destination node
CN Current node
NLS List of neighbors of source
ACK Acknowledgement message
RE Remaining energy
MAXRE Maximum remaining energy
Table 4.1. Summary of notations used in the DEER algorithm.
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Algorithm 1 DEER Algorithm showing the neighbor selection and packet for-
warding.
1: if CN = S and D ∈ NLS then
2: S sends DATA packet to D
3: D sends ACK to S
4: NN ← ∅
5: else if CN = S and D 6∈ NLS then
6: NN ← SELECTNEIGHBOR(CN , V [CN ])
7: CN ← NN
8: token← CN
9: wait for Tth
10: if ACK = 1 then
11: SUCCESS
12: CN ← ∅
13: token← ∅
14: NN ← ∅
15: else
16: RESET
17: V [CN ]← V [CN ]− token
18: NN ← SELECTNEIGHBOR(CN , V [CN ])
19: run DEER()
20: end if
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21: else if CN 6= S and D 6∈ NLS then
22: V [CN ]← V [CN ]− Si−1
23: NN ← SELECTNEIGHBOR(CN , V [CN ])
24: CN ← NN
25: else if CN 6= S and D ∈ NLS then
26: CN sends DATA packet to D
27: D sends ACK to S
28: NN ← ∅
29: end if
30: function SelectNeighbor(N, V [N ])
31: n← length(V [N ])
32: MAXRE ← RE1
33: NN ← V [1]
34: for i = 2→ n do
35: if REi > MAXRE then
36: MAXRE ← REi
37: Nn ← V [i]
38: end if
39: end for
40: return NN
41: end function
Generally, DEER protocol works in two steps. Firstly, the route selection
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is being carried out by the sender and intermediate relay nodes. This refers to
selecting the best route according to the remaining energy of the sensors. Secondly,
successful message transmission from source to destination is considered. The
reactive approach helps remove the failed nodes from the established link in the
message transmission phase. When any intermediate relay fails, newer nodes are
used for the link after certain waiting period.
4.1.2 Example: Energy Efficient Routing
Let us consider a simple example with seven nodes to substantiate the need for
DEER. Figure 4.7 represents the network topology with the residual energy avail-
able at each node for transferring data packets. For the simplicity, we assumed
our network as homogeneous where all the nodes have same data transfer rate
and transmission range.
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Figure 4.7. Example routing scenario. Each node is marked with remaining energy in
Joules.
Node S acts as sender and D as receiver. Node S has three neighbors within
its transmission range (Tr). Thus S can see that it has three alternate routes
to use as next forwarder node if it performs local Greedy decision. S sends the
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packet to A because A has the maximum residual energy among all the neighbors
of S ([A,B, F ] = [5, 3, 4]). Then A acts as forwarder. Now A checks its neighbor
list to find the intended destination. If the destination is found in its neighbor
list , A directly sends the packet to that particular neighbor, otherwise it looks
for alternate route. In the above example, A can not find the destination D in its
list. So, A checks who has the maximum energy remaining among its neighbors.
It finds E and forwards to it. Now, E finds that D is in its neighbor list. Thus, E
sends the packet directly to D without further checking all the neighbors except
the sender within the transmission range.
4.1.3 Case Study 1: Node failure
As DEER follows reactive routing scheme, if any node fails during data packet
transmission the packet is forwarded to any other available neighbor node to
receive.
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Figure 4.8. Case Study 1: Alternate route usage when any node failure occurs
For example, in Figure 2, sender S wants to send to D. First the packet
goes to E, as E has the maximum residual energy among all the neighbors of
S. Now E is supposed to forward the packet to J . Now, if the node J becomes
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unavailable or its residual energy becomes lower than the specified energy limit,
then E need to find other alternate route to reach the destination. So, E finds the
next transmitter as I and continues to follow the algorithm. Finally, the complete
route is used here is given below.
S −−− > I −−− > B −−− > K −−− > O −−− > D
So, the path/route formation continues even if there is any intermediate node
failure occurs. This property ensures the integrity of the DEER protocol.
4.1.4 Case Study 2: Destination is on the Opposite Direc-
tion
We can have this question in our mind that what if the destination once is on
the opposite direction after source sends packet to its next hop neighbor. This is
apparently one of the drawbacks of this algorithm. To resolve this we have come
up with the idea of waiting time based on timer specification. The below example
will give a broader idea about the problem and the proposed solution.
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Figure 4.9. When source goes on the opposite direction with respect to the destination.
This phenomena causes delay in message transmission. Although, the probability of
deviating to another direction than the destination is largely dependent on both network
topology and energy profile.
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Apparently, it is evident from the Figure 4.9 that the sender will not be able
to send packet to the destination easily. It will go into the wrong direction.
The sender will have to wait for a certain specified time (Tth) for receiving the
acknowledgement from the destination before it retransmits. If the waiting time
exceeds the threshold value, the sender node selects the node with the next best
residual energy containing neighbor node. In this case S will select A after this
waiting time and proceed further.
4.1.5 Geographic Location Aware DEER
GA-DEER (Geographic Location Aware DEER) is a variant of DEER protocol
which requires geographic location of the sensor nodes unlike DEER. It assumes
the sensors are enabled with GPS devices. Generally, a node receives the location
information of the destination before any packet transmission using the GPS. It
then performs the following steps to reach packet(s) to the destination.
• Source node defines an transmission angle based on the bounding box around
the destination node. The bounding box is assumed to be a square keeping
the destination at the center. The transmission angle, θ, becomes smaller
for longer Euclidean distance between source and destination node.
• Source node filters those neighbor nodes which are within the transmission
range and lies in the polygon covering the bounding box and the source
node.
• If the returned neighbor set is empty after filtering, then the node considers
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the whole set without the transmission angle. Even after this an empty set
is returned, it then increases the transmission range. If the returned set is
not null, then the source node elects the node with the maximum remaining
energy as a forwarder.
• An intermediate forwarder which has already been listed in the traveled
node list can not be used more than once as a relay node to avoid circular
movement of packets.
Figure 4.10 represents a simple example of how Geographic Location Aware
DEER works. Data need to transfer from source node, P to the destination
node, Q. The bounding box and the source node,P, creates a virtual polygon of
PABCDP. The next forwarder node R, does not have any node in the polygon
RABCDR, thus it selects M (considering within the range and maximum remain-
ing energy). In this way, the path formulation is performed locally at each sensor
device. The final selected route for this particular example is shown as P-R-M-F-
G-O-Q.
4.1.6 Dijkstra and Random Selection
Dijkstra algorithm provides shortest path from the sender node to all other nodes
in the network using adjacency matrix and corresponding weights. We used Di-
jkstra algorithm along with energy profile of every nodes. Although Dijkstra
ensures shortest path for every source-destination pair compared to DEER pro-
tocol, it does not guarantee higher message transmission. The idea behind using
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Figure 4.10. Demonstration of the working principle of Geographic Location Aware
DEER algorithm with a simple example. The chosen route is indicated as P-R-M-E-G-
O-Q.
Dijkstra protocol as a evaluation metric is to show the degree of improvement in
message transmission over traveled distance. This phenomena is further explained
in the results section.
Random selection works simply choosing any neighbor at each step randomly
until the destination node is reached. Usually, the sensor devices do not need
to expand its active transmission range as it allows the sensor devices to select a
node randomly at each step. The only time it needs to increase active transmission
range when the receipient sensor device has sender node as the only neighbor node
to choose from (similar to empty neighborhood issue).
4.1.7 Assumptions
We make the following assumptions while simulating the protocols.
• Network topology: The sensor nodes create connected topology before
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packet transmission using the routing protocols.
• Mobility: The protocols are simulated on the static nodes, although it is
possible to extend the usage in mobile nodes with adaptive transmission
range. The nodes are distributed randomly over the region of interest.
• Energy profile: Each node has initial energy profile between 0.3-1.0 joule.
• The nodes are embedded with GPS devices while simulating GA-DEER
protocol as it needs the precise location of the destination node to create
the transmission angle and bounding box.
• The transmission range for the sensors are considered to be adaptive with
controlled radio power. They can increase the range when empty set is
returned with the default transmission range.
• The region of interest is assumed to be obstacle free.
• The nodes use TDMA scheduling to avoid any collision or redundant packet
transmission.
4.1.8 Energy Replenishment
We mentioned the minimum threshold residual energy (Eth) to sort out those
nodes those are in need of energy. Several mobile chargers are deployed within
the region of interest to serve these sensor nodes with timely recharging. Every
node has energy between 0.3-1.0 joule at the beginning. The threshold energy is
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defined as 0.2 joule. If the energy of any node reaches below 0.2 Joule, that is
considered as a inactive link.
4.2 Theoretical Analysis
Lemma 4.1 The total messages exchanged between source and destination at any
point is defined as T = 2n1 + 1 +
∑n−2
i=2 2(ni − 1)
Proof. Let us consider that the source node, S wants to send some information
to destination, D (Figure.4.11). Initially the source needs to send the request
message for residual energy availability from each of its neighbor. If we consider
that source node S has n neighbors in its transmission / sensing vicinity, then
the total message exchange required in source, Ts = 2n1. Here, n1 denotes the
total number of neighbor nodes of S. The in between nodes have to exchange
Ti =
∑n−2
i=2 2(ni − 1), as there is one node which doesn’t need to advertise for
packet sending to the destination. The residual energy comparison query stops at
(n−2)-th node. The (n−1)-th node just forwards the message to the destination
which needs only 1 message. So, the total overhead,
T = Ts + Ti + Tn−1 (4.1)
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Substituting the values from the above, we get the below equation which ex-
ploits simplified calculation for the message overhead.
T = 2n1 + 1 +
n−2∑
i=2
2(ni − 1) (4.2)
The HELLO message is required for the local link discovery before any data is
transmitted between sensors. This helps DEER to find prospective neighborhood
and elect the most suitable node to carry the message to next hop.
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Figure 4.11. Message transmission overhead due to establishing initial link setup be-
tween source and destination. The source node needs to exchange message twice the
number of its neighbors and the node just before the destination needs single message.
Lemma 4.2 Even if we consider any connected network, there may occur outage
due to only single neighborhood.
Proof. If any forward path contains such an intermediate node that it only
has its neighbor as previously selected intermediate node, then the current sensor
must increase its own sensing range to reach new neighbors. This can cause extra
overhead when network becomes sparsely scattered.
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For example, lets assume u1, u2, u3, u4, u5 is a forward path which has to lead
till the destination u10. The message is at u5 which does not have any other node
within its neighborhood except the previous node u4. Now, u5 should either in-
crease its sensing range to find other neighbors or inform u4 to find other available
transmission route. The issue will be much difficult to handle if there is no neigh-
bor found even after increasing the sensing range. This is more likely to occur in
very sparsely scattered network.
Lemma 4.3 DEER always selects the path which ensures maximum data flow.
Proof. Suppose a source node S has its neighbor set {N} =
{N1, N2, N3, . . . , Nn} and their corresponding weight (i.e, residual energy at each
neighbor node) W = {w1, w2, w3, . . . , wn}. DEER selects the neighbor with the
highest weight at each step. On the other hand, Random selection selects any one
of the n neighbors, as the selection process does not consider the weight. Thus
at each step, Random selection has the opportunity to select the best neighbor,
p = 1
n
which is much smaller than 1. If we compare the Random selection with
DEER, DEER gets the advantage at every step. Thus, it is also evident that the
probability of selecting the best route with highest energy between two particular
source and destination, would be always 1 for DEER, and lower for Random. If
the number of hops increases, the performance degrades for Random selection.
PDEER  PRANDOM (4.3)
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Where PDEER = 1 and PRANDOM =
1
n1
× 1
n2
× · · ·× 1
nk
. n1, n2, . . . , k these are the
neighbors at each hop from source and destination.
In the worst case, when there is only one neighbor at each step, all of the three
algorithms performs similarly. Otherwise, the performance will degrade as the
number of neighbors increases. In other words, the message transfer will be much
higher in DEER for large network. Even if we consider that each intermediate relay
node has similar number of neighbors, say m, and total hops, k, then PRANDOM =(
1
m
)k
, which is also smaller than PDEER = 1
m
Lemma 4.4 The region of interest of GA-DEER (Geographic Location Aware
DEER) is always smaller than the region of interest of DEER which helps mini-
mizing longer travel distance.(Considering there is no empty neighborhood scenario
occurs.)
Proof. In case of DEER protocol, every sensor node have transmission angle,
θ = 360°. The advantage is to explore more neighbors compared to GA-DEER,
as GA-DEER has the transmission angle limit explained as 0° ≤ θ ≤ 180°. It can
be simply explained in Figure. 4.12.
As the bounding box is considered as a rectangle, the maximum angle (180°)
is achieved when the source node lies on the edge of the rectangle. Source node
creates smaller transmission angle from all other locations. The more the sender
becomes closer, the more the angle becomes. In the Figure. 4.12, sender A is far
from sender B with respect to the destination node, D. Thus the transmission
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Figure 4.12. Source node A creates smaller angle than the relay node B which decreases
the probability to cover less number of prospective relay neighbors in GA-DEER pro-
tocol.
angle, θa < θb. Intuitively, it is evident that GA-DEER selects forwarder nodes
maintaining specific focused area. On the other hand the maximum transmission
angle is much smaller in GA-DEER compared to DEER (Equation.4.4).
θDEER  θGA−DEER (4.4)
Thus, the route selected by GA-DEER is usually smaller than the route se-
lected by DEER. This is true for the cases when there is no empty neighborhood
scenario occurs. Empty neighborhood cases forces the nodes to select nodes out-
side of its own focus area which increases the travel distance. Additionally, the
GA-DEER can encounter empty neighborhood issue when applied in a sparse
network.
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CHAPTER 5
DEER PERFORMANCE
EVALUATION
“To think is easy. To act is hard. But the hardest thing in the
world is to act in accordance with your thinking.”
- Goethe, 1749-1832
This chapter presents the performance evaluation of DEER protocol in terms
of average traveled distance, energy consumption, message flow etc.
5.1 Experimental Setup
We compare our protocol with GA-DEER, Random selection and Dijkstra selec-
tion algorithms. Although Random and Dijkstra do not take energy as a parame-
ter while selecting next neighbor, we present these to show the degree of difference
from the optimum baseline.
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In case of Random neighbor selection method no weight (energy value) param-
eter is used. Any node can be selected as next forwarder node as long as that node
is not already travelled. This is ensured by sending both the list of nodes already
traversed (Tn) and the data itself. For example, the source node S will forward
these two information to any of its neighbor ni, where ni ∈ ns and i=number of
hops.
In case of Dijkstra [112] algorithm, minimum length path is used to select
intermediate nodes. The length of a path, p = 〈v0, v1, . . . , vk〉 is the sum of the
weights (distance) of its constituent edges. If there is a path between u and v, the
distance would be minimum or ∞.
length(p) =
k∑
i=1
w(vi−1, vi) (5.1)
The topologies are configured as connected in our simulations. There is no cut
point and at least a single path exists from any node to other node in the network.
The simulation area is considered as 200 m × 200 m and different number of nodes
(80/100/120/150) were deployed in the area. The transmission ranges are varied
for 10 different topologies. The results are shown for 100 nodes for the simplicity.
30 nodes are selected randomly as source nodes and another node which is not
within the source list is selected as destination while running the simulation for
30 times. For example, we considered topology count (TPcount = 10), source
count (Scount = 30), transmission range (TRrange = 50/60/70/80m) and a single
destination for each simulation setup. Additionally, each simulation is run Scount
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times to ensure all source-destination pair is being considered. Destination node
is varied for different simulation setup. Finally, average distance traversed by the
packet, message flow, and energy consumption is computed for each simulation
setting.
5.1.1 Metrics
• Average travel distance: The total distance from source to destination in-
cluding the intermediate hops for each simulation over a certain selected
path. For example, if the path distance between u and v including inter-
mediate nodes is denoted by δ(u, v) for a single simulation setup then the
average travel distance, δavg(u, v) is denoted by
δavg(u, v) =
∑Scount
k=1 δ(uk, v)
Scount
(5.2)
• Euclidean distance: The direct distance between any source-destination pair.
If the coordinates of nodes u and v is defined as (x1, y1) and (x2, y2) respec-
tively, then the Euclidean distance is given by the Pythagorian theorem
d =
√
(x2 − x1)2 + (y2 − y1)2. Each source-destination pair has both actual
travel distance using any of the four algorithms (DEER/Dijkstra/Random
Selection/GA-DEER) and the Euclidean distance. We changed the source
for each simulation without changing the destination; thus we had multiple
set of Euclidean distance. For example, if the set of source nodes are defined
as us = {u1, u2, . . . , un}, and destination as v, then we get Euclidian dis-
52
tance set ED = {d1, d2, d3, . . . , dn} where di =
√
(di − v)2, ∀i ∈ R. Thus,
EDavg =
∑n
i=1 di
n
, ∀i ∈ R. Message flow, average travel distance, and energy
consumption are compared based on Euclidean distance.
• Message flow: The number of bits that can be transmitted from source and
destination pair before any intermediate node collapses due to insufficient
energy.
• Energy consumption: The energy consumed by the total bits transmitted
from source to destination. First order energy model [55] is used for the
calculation.
• Traveled nodes: Each node forwards the message and previous nodes
through which the message came across. Those nodes are called traveled
nodes. For example, if node u25 sends message to u100 and the previous
traveled nodes list received at u25 is 〈u0, u11, u22〉, then u25 adds itself in the
travelled nodes list and embeds with the message before sending to u100. The
sent message looks like this 〈〈u0, u11, u22, u25〉,msg〉 which is then received
by u100.
5.2 Simulation Environment
We used Matlab for simulating DEER, GA-DEER, Dijkstra, and Random se-
lection schemes. In this section, we show detail description of the simulation
environment that we considered for our experiment. The simulation is performed
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on 200 × 200 sq. meters area with four different topologies with node settings
(80/100/120/150). Each sensor node is initialized with energy value between 0.3
to 1.0 Joule. The threshold value is defined as 0.2 Joule which is checked before
data transmission. If any nodes residual energy falls short of threshold value the
link is considered as broken. Table. 5.1 summarizes the simulation parameter used
in our experiment. Figure. 5.1 shows a sample initial energy distribution in the
network.
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Figure 5.1. Energy distribution for a particular setting with 100 nodes in the network.
Similar energy distribution pattern is used for three other settings with nodes 80,120,150.
We assumed four transmission ranges for each of the sensors (50/60/70/80
meters). The performance varies significantly for DEER with the change in trans-
mission range. Additionally, each message has the length of 100 bytes for the
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Simulation parameter Value
Number of topology 10
Area 200 × 200 sq.m
Number of nodes 80, 100, 120, 150
Number of source nodes/round 30
Transmission range 50, 60, 70, 80 meters
Initial energy 0.3-1.0 Joule
Threshold energy 0.2 Joule
Message length 100 byte
Table 5.1. Summary of parameters used in DEER simulation.
simulation. We assumed the network environment as homogenous and message is
unicast to the future relay nodes to avoid message flooding.
In this thesis, we considered first order radio model to exploit low-energy for
the experimental purpose [55]. Usually, a sensor node consists of several compo-
nents: a data processor unit, a micro-sensor unit, a radio communication sub-
system with transmitter/ receiver electronics, antenna, amplifier, and a power
supply. In this work, we consider the energy emission associated with the radio
component. Additionally, we consider the radio dissipates Eelec = 50 nJ/bit to
drive the transmitter or receiver circuitry and amp = 100 pJ/bit/m
2. We also
assume r2 energy loss due to channel transmission. So, the transmit energy to
send a k-bit message at distance d, the radio expends below energy,
ETx(k, d) = ETx−elec(k) + ETx−amp(k, d)
= Eelec ∗ k + amp ∗ k ∗ d
(5.3)
and the receiving energy for the radio is expressed using below equation:
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ERx(k) = ERx−elec(k)
= Eelec ∗ k
(5.4)
It is also assumed that the transmission energy is symmetric; transmission
energy for sending a message from A to B is similar to the opposite situation for
a particular SNR. The energy profile for each link is highly dependent on both
the distance at each step and the packet size, which is same for all the simulation
for simplicity.
5.3 Experimental Results
DEER provides significant improvement in choosing best routes for the message
transmission in terms of both longevity (as the nodes with highest energy are
chosen at each step, the link/path is more likely to live longer) and transmitted
bits. We simulated DEER with First order energy model on ten static topologies.
Simulation results show that DEER not only out-performs GA-DEER, Dijkstra
and Random scheme in terms of message flow, it also increase the network lifetime
by maintaining balance in energy consumption.
5.3.1 Average Travel Distance
We first evaluate the average travel distance for a message from certain source to
destination. Figure. 5.2 shows the variation in the distance recorded for DEER. All
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the four schemes perform similarly when distance between source and destination
is shorter, as shown in Figures. 5.2,5.3, 5.4, and 5.5, since the transmission range
is greater or equal to the actual distance. When Euclidean distance increases, the
actual travel distance increases due to increasing search space for the source and
intermediate relay nodes. At each step, the current node selects the next node
which has the highest energy without knowing the direction of the destination.
Sometimes, this can create additional overhead for the actual distance traveled.
To minimize this issue, we can use either a timer or a hop count after which the
node will try selecting alternate route, which is another probabilistic approach.
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Figure 5.2. Average travel distance for DEER protocol with varying transmission range
when number of nodes=100 and area=4000 sq.m.
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Figure 5.3. Average travel distance for GA-DEER protocol with varying transmission
range when number of nodes=100 and area=4000 sq.m.
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Figure 5.4. Average travel distance for Dijkstra protocol with varying transmission
range when number of nodes=100 and area=4000 sq.m.
58
0 50 100 150 200
0
200
400
600
800
1000
1200
1400
1600
1800
2000
Euclidean distance (m) 
Av
er
ag
e 
tra
ve
l d
ist
an
ce
 (m
)
 
 
TR=50m
TR=60m
TR=70m
TR=80m
Figure 5.5. Average travel distance for Random protocol with varying transmission
range. It is noted that DEER, GA-DEER, and Random selection takes the residual
energy as input parameter while selecting next-hop from the neighboring sensors. On the
contrary, Dijkstra algorithm ignores the energy and exploits similar pattern in average
distance measure.(Number of nodes=100, Area=4000 sq.m.
When the transmission range is of 50 meter, DEER performs poorly compared
to Dijkstra, the travel distance is almost 4.5 times more than Dijkstra because
Dijkstra uses the shortest path between source and destination. At each relay
node, Dijkstra computes the total distance traveled so far and compares among
other prospective routes to ensure the minimum distance. On the other hand,
Random selection travels most among these four schemes, almost double of DEER
and GA-DEER and 8 times of Dijkstra for increased Euclidean distance.
However, if we notice the result in Figure. 5.2 for transmission range of 60,70,
and 80 meters, they perform quite similar in every points for Euclidean distance.
In Figure. 5.6, the case of increased travel distance can be explained for same
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source-destination pair. Initially, source node S has neighbor R1 with residual
energy of 5 unit when transmission range is 60 meter. If the range increases to 70
meter, then the neighbor with maximum energy is changed to R2. Similarly, R3 is
selected when transmission range is 80 meter. So, this can lead to increased travel
distance even if the transmission range is higher. S − R3 − D is the maximum
distance among the three available routes (S −R1−D,S −R2−D,S −R3−D).
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Figure 5.6. Three different transmission range is being shown from source node. Each
circle shows ranges of 60,70, and 80 meters. R1 is at the edge of 60 meter range, R2 at
70 meter range, and R3 at 80 meter range.
The opposite scenario is also applicable when increased transmission range
creates the opportunity to select those neighbors which are much closer to the
destination compared to previously selected neighbors. Although the general trend
is the enhancement as we increase the transmission range, both the scenarios are
likely to occur in DEER, thus the overall effect produces similar results at each
step when transmission range is more than 60 meter.
Additionally, Figure. 5.3 shows the average travel distance for varying source-
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destination distance and source node transmission range. Both DEER and GA-
DEER has similarity in travel distance for transmission range less than 50 meter.
When the transmission range is less, both DEER and GA-DEER have to choose
the forwarder node from small number of neighbors. As the number of hops
increases, the average travel distance increases. Logically, GA-DEER need to
perform better than the DEER as it uses shorter transmission angle. But the
probability is higher that the sensor node will not find any neighbor node when
transmission angle is minimized. Figure. 5.7 explains this scenario more clearly.
First, let us consider that the source node, A has 4 neighbors: J,K,L, and M
when DEER protocol is active with transmission range = AP. Thus, one node
can easily be selected as a forwarder from these 4 nodes. Now, let us consider the
case of GA-DEER when the transmission angle = θ with transmission range =
AP. In this case there is no neighbor in the ∠CAF . In this case three possible
options are available for GA-DEER scheme to overcome the deadlock state. The
node can increase the transmission range, or select any node randomly within its
range, or adopt DEER protocol. However, it is evident from this example that,
smaller transmission range can result similar travel distance for both DEER and
GA-DEER.
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Figure 5.7. Demonstration of empty neighbor issue for smaller transmission rage in
GA-DEER protocol. In this case, both DEER and GA-DEER exploits similar average
travel distance for the packets.
There can arise another issue for increased transmission range = AO, where
AO > AP. For the DEER protocol, node A may or may not select node M as a
forwarder based on the remaining energy profile. Node M will be selected by the
source node A as a forwarder only if it has maximum remaining energy. Otherwise,
another node will be selected and the travel distance increases. On the other hand,
node A can find a more closer node M when transmission range is increased in GA-
DEER protocol. Thus, the message travel distance from source, A to destination,
G is smaller when GA-DEER is used. As the aim of our research is to maximize the
session/link lifetime and message flow, the higher travel distance can be ignored
if we can achieve increased message flow with session lifetime.
We can differentiate the performance of GA-DEER using three categories of
Euclidean distance (ED). When ED < 60, GA-DEER travels similar distance
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for all the transmission range. When 60 < ED < 180, GA-DEER travels less
distance than basic DEER protocol due to the usage of decreased transmission
angle. Finally, GA-DEER and DEER performs similarly when ED > 180 and
transmission range between 60 to 70 meter. For higher transmission range, it is
possible that both DEER and GA-DEER finds the destination node within a few
hops, which eventually minimizes the average travel distance.
5.3.2 Message Flow
One of DEER’s aim is to maximize the message flow, by selecting those inter-
mediate nodes which has higher remaining energy. This section compares the
message flow among DEER, Dijkstra, Random selection, and GA-DEER from the
simulation results depicted in Figures 5.8,5.9, 5.11, and 5.12. We measure mes-
sage flow by the number of bits that can be traveled via certain path before any
intermediate node fails (we call these events as energy outage). Additionally, it
can be evident from Figure. 5.12 that the increased transmission range does not
make any difference for Random selection when Euclidean distance is more than
60 meters.
Figure. 5.8 shows the steady message flow for DEER for longer distance, in
this case when Euclidean distance is more than 150 meters for all transmission
range. On the other hand, Figure. 5.9 shows overlapping and decreasing values
for message flow when Euclidean distance is higher for all transmission ranges.
Additionally, DEER provides significant improvement over message flow compared
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to Dijkstra for every transmission range and higher source-destination distance.
This can be explained using a simple example in Figure. 5.10 where source (S)
and destination (D) has intermediate relay nodes as R1, R2. As R1 is closer to
S, Dijkstra will select it as its relay although the node has lower energy than R2.
In this case, DEER will select R2 as a forwarder although it takes longer travel
path between S and D. In the end, the path selected by DEER will transfer
more message than Dijkstra as RE(R1) < RE(R2) where RE means residual or
remaining energy.
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Figure 5.8. Message flow in bits for DEER protocol with varying transmission range
when number of nodes=100 and area=4000 sq.m. Number of packets are calculated
before any intermediate node failure occurs due to insufficient residual energy for each
of the approach.
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Figure 5.9. Message flow in bits for Dijkstra protocol with varying transmission range
when number of nodes=100 and area=4000 sq.m. Number of packets are calculated
before any intermediate node failure occurs due to insufficient residual energy for each
of the approach.
Figure 5.10. R1 and R2 has the residual energy of 5 and 20 units respectively. Dijkstra
selects R1 and DEER selects R2 as their relay nodes due to closer distance (Dijkstra)
and maximum energy (DEER). DEER exploits more message flow.
Figure. 5.11 shows the message flow when GA-DEER protocol is used. It
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exploits the minimum message transmission among all other three protocols. The
major reason behind this is using smaller search space due to the transmission
angle. It is very likely that both the source and forwarder nodes will not get a
chance to select the nodes with maximum residual energy due to this issue. Thus,
the route can have multiple nodes with smaller remaining energy. The end result
will be smaller session length and smaller message transmission. The figure also
shows that increased transmission range for longer Euclidean distance provides
less message flow. Higher transmission range provides smaller hop count for the
selected route. The session does not last long if the route contains a node with
small amount of remaining energy. On the other hand, the transmission range
between 50-70 meter provides steady message flow.
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Figure 5.11. Message flow in bits for GA-DEER protocol with varying transmission
range when number of nodes=100 and area=4000 sq.m. Number of packets are calcu-
lated before any intermediate node failure occurs due to insufficient residual energy for
each of the approach.
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Figure 5.12. Message flow in bits for Random selection protocol with varying trans-
mission range when number of nodes=100 and area=4000 sq.m. Number of packets
are calculated before any intermediate node failure occurs due to insufficient residual
energy for each of the approach.
5.3.3 Energy Consumption
Figure. 5.13 shows energy consumption from the simulation over a certain path
for DEER protocol. The energy consumption is calculated from the amount of
message flow, thus DEER will exploit maximum energy consumption among these
four schemes. When transmission range is of 50 meters, the energy consumption
is the highest as it takes more distance to travel. Energy consumption decreases
with the increment of transmission range as the probability of finding the desti-
nation within less number of hops increases. Suppose it takes 10 hops to reach
source to destination when transmission range is 50 meter, and takes 5 hops when
transmission range is 80 meter. Additionally, each node has energy value between
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0.3-1.0 Joule and threshold value is 0.2 Joule. If the energy required at each hop
is 0.2 nJ for 100 bits, then energy consumed for 500 bits, assuming equal hop-
distance, E50 = 10× 0.2× 5 = 10 nJ. Similarly, E80 = 5× 0.2× 5 = 5 nJ. Thus,
total energy required for same number of message / packets is more for smaller
range.
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Figure 5.13. Energy consumption over a selected source destination pair for DEER
protocol. First order energy model (with both transmission and receiving energy loss)
is used for the total energy consumption for a selected path. (Number of nodes=100,
Area=4000 sq.m)
Figure. 5.14 shows the energy consumption for Dijkstra scheme. There is no
particular pattern for energy consumption in terms of increasing range or distance.
Total energy consumption in Dijkstra is 4-5 times less than DEER protocol. This
can also be used as the metric for link lifetime. The energy consumption increases
for the smaller transmission range (50 and 60 meter).
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Figure 5.14. Energy consumption over a selected source destination pair for Dijkstra
algorithm. First order energy model (with both transmission and receiving energy loss)
is used for the total energy consumption for a selected path. (Number of nodes=100,
Area=4000 sq.m)
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Figure 5.15. Energy consumption over a selected source destination pair for Random
protocol. First order energy model (with both transmission and receiving energy loss)
is used for the total energy consumption for a selected path. (Number of nodes=100,
Area=4000 sq.m)
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Figure. 5.15 shows the energy consumption for random selection scheme which
is also much smaller than DEER. As the message flow is lower for Random selec-
tion, the total energy consumption is also lower. It is to be noted that the energy
consumption is maximum for the lower transmission range (50 meter). As lower
transmission range allows the nodes to explore shorter area (Area, A = pir2, where
r is the small transmission range) more frequently, the energy usage for the nodes
increases.
0 50 100 150 200
0
0.5
1
1.5
2
2.5
3
Euclidean distance (m) 
En
er
gy
 c
on
su
m
pt
io
n 
(J)
 
 
TR=50m
TR=60m
TR=70m
TR=80m
Figure 5.16. Energy consumption over a selected source destination pair for GA-DEER
protocol. First order energy model (with both transmission and receiving energy loss)
is used for the total energy consumption for a selected path. (Number of nodes=100,
Area=4000 sq.m)
Figure. 5.16 shows that the transmission range between 60 to 70 meter have
steady increase in energy consumption. The energy consumption pattern is quite
random for other ranges (both below 60 and above 70 meter). The probability
is higher that the hop count will increase when the transmission range is 50 me-
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ter. Thus, the energy consumption will be higher for longer Euclidean distance
and smaller transmission range. On the other hand, higher transmission range
provides smaller hop count. So, the energy can be spent mostly on data pack-
ets transmission. In summary, both longer distance and smaller hop count with
enough remaining energy exploit increased energy consumption. For example, few
data packets with longer Euclidean distance consumes more energy than large data
packets with smaller distance as energy consumption is directly proportional to
the distance.
To avoid any confusion in the results shown in Figures. 5.13, 5.14, 5.15, and
5.16, we need to emphasize that there are two causes for the increase in energy
consumption. The first cause is the longer distance between the transmitter and
receiver which necessitates higher transmission power. The second cause is the
longer data transmission session.
Thus, higher energy consumption is desirable in our research which generally
means improved session time between source-destination pair. In summary, in-
creased energy consumption generally refers to higher data transmission which is
the direct consequence of longer session time.
5.3.4 Efficiency
Figure. 5.17 shows the efficiency of each protocol by depicting the ratio of total
transmitted bits to the total energy consumption (Bit/Joule). Figure. 5.18 is
the zoomed in version of Figure. 5.17 to better explain the difference for higher
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Euclidean distance.
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(c) Random selection
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(d) Geographic Location Aware DEER
Figure 5.17. (a), (b), (c), and (d) shows number of bits transmitted per joule over
selected source destination pair for DEER, Dijsktra, Random selection, and GA-DEER
protocol. First order energy model (with both transmission and receiving energy loss)
is used for the total energy consumption for a selected path. (Number of nodes = 100,
Area = 4000 sq.m.)
We can differentiate between three ranges: ED < 50, 50 < ED < 70, ED >
70. Over the first range, all algorithms perform similarly. For the other two
ranges, Dijkstra algorithm always demonstrates the best, but the power outage
is high which causes a lot of disruption to the ongoing application. On the other
hand, we can observe that DEER and Random perform similarly in the mid-
range. For ED > 70, DEER always perform better than the Random selection
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with about 40% enhancement. In addition, DEER shows low sensitivity to the
Euclidean distance when ED > 70 m and the efficiency keeps the same level of
performance. GA-DEER exploits higher sensitivity for lower transmission range
over all the ranges. It is noted that GA-DEER performs similar to DEER for
ED > 140 meter and transmission range over 70 meter.
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(d) Geographic Location Aware DEER
Figure 5.18. (a), (b), (c), and (d) shows zoomed version plots of number of bits trans-
mitted per joule over selected source destination pair for DEER, Dijsktra, Random
selection, and GA-DEER protocol. First order energy model (with both transmission
and receiving energy loss) is used for the total energy consumption for a selected path.
(Number of nodes = 100, Area = 4000 sq.m)
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5.4 Summary
This section summarizes the performance evaluations explained in Section. 5.3. To
make the summary simple, the results presented in this section considers trans-
mission range of 50 meters. Figure. 5.19 explains the average travel distance
parameter for the four algorithms: DEER, GA-DEER, Dijkstra, and Random Se-
lection. Though GA-DEER has smaller search space for finding the neighbors,
it exploits similar travel distance as DEER. This happens for shorter transmis-
sion range. As shorter transmission range may provide empty neighbor-set, the
source/relay nodes need to switch to using DEER protocol in such cases. For
longer transmission range, GA-DEER should travel less distance compared to
DEER.
20 40 60 80 100 120 140 160 180
200
400
600
800
1000
1200
1400
1600
1800
Euclidean distance (m) 
Av
er
ag
e 
tra
ve
l d
ist
an
ce
 (m
), T
R=
50
m
 
 
DEER
GA−DEER
Dijkstra
Random
Figure 5.19. Average travel distance from random source to fixed destination when
transmission range is 50 meter. There are 100 nodes in 4000 sq.m area. Comparison
among DEER, GA-DEER, Dijkstra, and Random selection algorithm.
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Figure 5.20. Comparison of message flow among DEER, GA-DEER, Dijkstra, and
Random selection algorithm
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Figure 5.21. Comparison of energy consumption among DEER, GA-DEER, Dijkstra,
and Random selection algorithm
Figure. 5.20 compares the message flow for the four protocols. All the proto-
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cols, except GA-DEER, have decreasing message flow when ED < 50 meters. In
case of GA-DEER, the message flow follows steady performance pattern between
0.8 to 1.4 Megabits.
Figure. 5.21 shows average energy consumption. Although the message flow is
steady for GA-DEER, the energy consumption is increased for longer travel dis-
tance. As the travel distance increased, the number of nodes decreased compared
to other protocols due to the lower search angle. On the other hand, energy con-
sumption shows increasing pattern with the increase of travel distance for other
protocols.
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Figure 5.22. Comparison of bits per joule among DEER, GA-DEER, Dijkstra, and
Random selection algorithm
Figure. 5.22 shows the performance of the four protocols using transmitted bits
per joule data. GA-DEER performs better compared to DEER and Random when
ED > 50. All other protocols, performs better for shorter Euclidean distance.
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CHAPTER 6
THE DEER PROTOCOL:
FUTURE DIRECTIONS
“The afternoon knows what the morning never suspected.”
- Robert Frost, Poet, 1874-1963
Green networking becomes essential because of the high impact of energy con-
sumption of Information technology and Communication sector. On the other
hand, there is an increasing demand on quality information that is provided timely
and without disruption. In this thesis, we presented an energy efficient routing
protocol to maximize the lifetime of individual source-destination pair by selecting
route between them based on the energy levels of neighboring nodes without the
need for broadcasting and flooding the network with huge overhead and increase
energy consumption. Additionally, the proposed approach ensures maximum mes-
sage delivery compared to GA-DEER, Random selection and Dijkstra algorithms.
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One major addition of this work would be to ensure the integrity of the traveled
nodes list in the message header, otherwise the overhead in average distance and
message flow will portray false information. Figure 6.1 provides an example of
such scenario. The nodes can have multiple request to join in the route which can
create congestion problem. An improvement over this can also be proposed.
S
6
A
4
B
5
D
5
Figure 6.1. Node B receives 〈〈S,A〉,msg〉 as the message header where the travelled
nodes list can be modified by any malicious node causing inconsistency in the link setup
phase.
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CHAPTER 7
THE LEADER PROTOCOL
ARCHITECTURE
“If you are not embarrassed by the first version of your product,
you’ve launched too late.”
- Reid Hoffman, Co-Founder, LinkedIn
7.1 Introduction
Electricity is playing a major role in mobilizing every aspect and people can not
live without it in the modern life. Without this, life could be so difficult and
motionless. We should know how to efficiently use it and produce from ambient
energy sources. Electricity generation and distribution companies have been con-
tributing to the society to meet the daily energy requirement for that purpose.
Each of those companies have several distributed power plants, which are quite
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expensive to monitor and maintain. Monitoring temperature, water-level, oil-level
etc. on these electric power generators and motors is some time very cumbersome
for human. Additionally, the acquired data may become questionable for various
reasons. If we look at an example of a power generator in Figure 7.1, we can easily
comprehend the massive task that need to be done. If the number of generators
increase in the grid, 1 the task becomes more complex to manage.
Figure 7.1. A Siemens-brand power plant turbo generator. ©Wikipedia
Wireless sensors those can serve as monitoring agent can be used in the similar
scenarios. For example, permanent mount sensors [114] are used for monitoring
1Grids are defined as modernized electrical grid [113] that uses analog or digital
information and communication technology to collect and process information such as
customer usage pattern, generators physical parameters, supply and demand response,
etc. automatically to improve the efficiency, sustainability, and reliability to the elec-
tricity production and distribution.
80
motors those are in an inaccessible location. The mount sensors can send the
sensed data back to some predefined junction box for data collection. As of now,
we have introduced the typical power generation system and feasible ways to mon-
itor different insightful parameters. But, the most aggravating issue is to use the
low power capacity sensors. Researchers have been working on mitigating the is-
sue from different points of view, but all of them have their own limitations. Thus,
we cannot define a generic sensor network solution for every application scenarios
with their unique features and objectives. Moreover, the sensor networks have is-
sues in energy harvesting, data routing, aggregation, chain effect etc., which need
to be addressed properly while using as a network backbone. Energy harvesting
techniques can enhance the overall network lifetime of a sensor network by al-
lowing the sensors work more efficiently without requiring frequent charging from
manual sources. In this research, we are more motivated towards using ambient
energy sources to use as charging method for the sensors. As the ambient sources
(solar, vibration, water, wind) are abundant and can be used freely, adapting
them in the sensor-network applications can save significant amount of financial
and managing resources.
Energy consumption in wireless sensor and actor networks [115] depends on
various parameters, e.g. distance between source and destination node, source
data generation rate, number of relays, type of sensors etc. It adds another di-
mension in the wireless ad hoc research area. In most of the wireless communica-
tion devices we have limited power sources. So, the challenge here is to maximize
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the efficient usage of it [116]. Nodes consume energy while sending, receiving and
even discarding packets. Studies have shown that memory allocation at the mobile
node consumes a high level of power [117]. Route discovery, routing maintenance
and topology self organization require extra control packets, thus spending more
energy. Additionally, Power consumption in wireless network is directly propor-
tional to the route length. So, we have several standard issues those need to be
taken cared before applying the sensors in any commercial application.
In this chapter, we introduce the approach of hierarchical clustering and rout-
ing of sensor networks to be used in proactive monitoring of electrical power
generators/grids. Electrical power generators and motors are used analogously
in this research to simplify the explanation of several concepts, unless otherwise
mentioned. We provide the proof of concept of our protocol using extensive sim-
ulation with varying number of sensors and sensor types. Due to the different
usage of sensors, we used two types of sensors: heterogeneous and homogeneous
sensors [118] [119] in our simulation study. Homogeneous sensors are used for sim-
ilar data collection and transmission. On the other hand, heterogeneous sensors
are equipped with multiple circuitry capable of collecting and transmitting dif-
ferent data. We also discuss the issue of partitioning that can arise among large
number of generators while transferring data among the clusters. The routing
process introduced here is called LEADER (Leader Election in Adhoc Network
for Efficient Routing: Towards ambient energy usage for data routing in smart
grids) which is an application specific protocol.
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We make the following three contributions using LEADER: First, we employ
the clustering and routing protocol to ensure maximum data flow and session
length between any two source and destination pair. Each pair is selected based
on round robin scheduling. Data transfer is initiated from a specific source which
is defined by the LEADER protocol at every round. Secondly, we evaluate the
ambient energy harvesting applied on the sensor recharging scheme and further
analyze this issue based on sensor sleep scheduling. Thirdly, we apply our method
on smart grid generators to validate its effectiveness with extensive simulation.
The simulation results show intuitive outcome as defined in the theoretical analysis
section.
7.2 Problem Formulation
Let us consider a power grid with several large generators (G1, G2, G3, . . . , Gn)
those need to be monitored from remote locations for the status of their turbine
inlet temperature, environment humidity, pressure, oil-level, losses during com-
pression and expansion, etc. Sensors are placed on the generators to monitor
these events at some defined interval (∆). Both homogeneous and heterogeneous
data aggregation schemes are considered for the experiment. The data aggregation
schemes are explained briefly in the later sections of this chapter. However, we
strive to solve several major issues those arise from the already explained scenario
in the below points.
• Which sensors are responsible for data transfer initiation? Suppose genera-
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tor, G1 has n sensors (k1, k2, k3, . . . , kn) attached to its body. If the sensors
have similar capability in terms of battery capacity, sensing capability, data
aggregation scheme, etc then which of the n sensors will start transmitting?
This issue is solved by our LEADER election algorithm.
• Which sensors should act as cluster heads or the coordinators? The nodes
placed on top of the generators are responsible for data transmission to the
remote location. But they don’t have enough energy to transfer the sensed
data beyond certain transmission range. Thus, we need to consider using
intermediate relay nodes between the sensors and the destination. Now,
we limit the number to one from the sensors who will be responsible for
forwarding the data to the intermediate relay. That specific node is called
cluster head (CH). Each of the generators are considered to have cluster of
sensors with increasing order of sensor IDs. Every node in the cluster have
the turn to be cluster head at some point of time.
• How to minimize sensor failures? The sensor failure is considered only
from the energy consumption point of view. The mechanical failures are
not treated as those situations are only recoverable by sensor replacement.
Thus, LEADER minimizes the sensor failures by using energy harvesting
mechanism from the ambient sources [22].
• How to minimize energy consumption in the network? Generally, energy
usage can be characterize in two ways: Idle energy consumption, and ac-
tive energy consumption. In the idle state (sleep / inactive mode), sensors
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deplete energy without any transmission and reception. Active mode con-
sumes energy for data transmission and reception. Our aim is to minimize
the total energy consumption by allowing the idle time in such a way that
the sensors can recharge them from ambient energy sources. The final effect
will depend on how long the sensors get idle time for the recharging.
• How to maximize network life time? The network lifetime maximization
can be categorized using two schemes: FND ( First Node Dies) and LND
(Last Node Dies). If we consider the network lifetime as the time it takes
for the first node to die, then that is FND scheme. The later scheme, LND,
determines network lifetime by the time it takes for the last node to die.
The death of a node is defined by the state when it can no longer serve as
a data collector and transmitter.
• How to minimize end to end delay in data transfer? One major parameter
for minimizing the end to end delay in a network is the distribution of
the nodes. If the distribution of the nodes are very sparse, the inter node
distance becomes longer. Considering the sparse network as an operation
area, the best method to minimize end to end delay is to find out some data
routing scheme along with queueing parameters. We are concerned about
the routing issue in smart grid monitoring networks. The issue is solved
my minimizing the route length by a factor of 2 using parallel routes from
source and destination.
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End to end delay, network lifetime, and energy consumption are dependent on
various parameters. Path length is one of the important among them. Network
life time can be extended with efficient scheduling of data rate, sleep and active
time, packet size, data aggregation type, etc. End to end delay is minimized
using shorter route selection for data transfer between leader node and cluster
head. Energy consumption is related to the total message flow. If the intended
application is delay tolerant [120], then the data transfer rate can be lowered to
minimize the energy consumption.
7.2.1 Illustrative Example
This section illustrates one hypothetical example of electric gas turbine which is a
major component of generators to help identify the usage of the sensors for their
monitoring and maintenance [121]. The machine type of the gas turbine is 40
MW, rate heat rate of 10,000 BTU/kWh 2, simple-cycle operating mode, 8,000
operating hours per year. Now the question comes why do we need to monitor
the performance (measure certain type of data and make insightful analysis) for
the turbine?
Researchers from General Electric™ show the efficiency and annual cost savings
in Figure 7.2 while explaining four major ways to achieve that efficiency. Other
factors, e.g., humidity, temperature, oil level, etc. are the primary components
2The British thermal unit (BTU or Btu) is a traditional unit of energy equal to about
1055 joules. It is the amount of energy needed to cool or heat one pound of water by one
degree Fahrenheit (Physical analogue; one four inch, wooden kitchen match consumed
completely generates 1 BTU) ©Wikipedia.
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Figure 7.2. Illustration of annual fuel cost savings as a function of efficiency improve-
ments and fuel prices for a 40 MW simple-cycle gas turbine. ©General Electric Energy
which have direct consequences on the below objectives.
1. Allowing optimal maintenance interval planning for recoverable degradation.
2. Improving plant output.
3. Reducing unplanned outages.
4. Allow more efficient usage of the ambient energy sources for the sensor
recharging.
All the four aforementioned ways can be achieved by deploying specific sensors
on the gas turbine. The sensed data can also be tracked and analyzed from remote
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locations and take prompt and effective decision towards any change, replacement
or maintenance in a timely fashion.
7.2.2 Definitions
Several terminologies are used in the later parts of this chapter and in the coming
chapters to better explain the concept of LEADER protocol. This section defines
them in a concise manner.
At first, let us go over some mandatory network terminologies in the below
definitions.
1. Base station: It is the command and control center for the whole grid.
Sensors data is collected and processed at the base station for further trans-
mission to the user groups. This is the sole communication point for the
stakeholders to monitor the grid.
2. Autonomous switching: Cluster head announcement and round robin se-
lection, leader election, etc. are taken place on each of the sensors. This
facilitates the cluster heads efficiency by eliminating the need to additional
master data processing. The master data processing refers to the control
data required from the base station for selecting cluster heads, round robin
selection methods usage, etc.
3. Data collectors (DC): Every group of clusters is taken cared by several nodes
with high energy and high transmission range. These nodes work in relaying
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the information from the sensor cluster head to the base station. In our
experiment, four DCs are employed for each single generator.
4. Cluster heads (CH): Every cluster is responsible for collecting and sending
the aggregated data to the base station via relays (DCs). Cluster heads are
the coordinator for each cluster. It is to be noted that the cluster heads gets
replaced by new one with the increase in operational time. Round robin
selection algorithm is used for the fairness of the cluster head election.
5. Leaders (L): These are sensor nodes from the clusters which are defined
by the LEADER algorithm based on the total number of nodes and the
cluster head. It is to be noted that the sensors within a cluster have node
ID with linearly increasing order. This ordering helps easily identifying the
mechanical failure of a node as well.
6. Data generation rate (∆): It refers to how frequent the leader node needs
to initiate the data transfer. For example, data generation rate of 2 second
means, the leader will transfer data after every 2 seconds interval. Similarly,
other in between relay nodes will receive the packets after 2 seconds interval
if there is no intermediate node failure occurs.
7. Active time (Ta) and Idle time (Ti): The duration when both data trans-
mission and reception occurs between all the relays from source (leader) to
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the data collector (DC).
Tactive = T
0
tr + T
n
rcv +
n−2∑
i=1
T itr +
n−2∑
i=1
T ircv (7.1)
where, Ttr and Trcv indicates the time for data transmission and reception
between two consecutive nodes. T 0tr and T
n
rcv are the transmission and re-
ception time at the leader node and data collector. As we mentioned before
that the consecutive nodes have equal distance, the time taken for both
transmission and reception is also equal. Additionally, the below equation
holds for usual cases.3
∆ = Tactive + Tidle (7.2)
8. Round Robin scheduling: Cluster head selection process is done using Round
Robin (RR) scheduling which gives fair priority to all the nodes in a cluster.
For example, a cluster with 10 nodes will have 10 different cluster heads
in 10 consecutive rounds. This also helps efficiently distribute the energy
consumption burden in heterogeneous data aggregation [122].
Sensors and data collectors can be in any one of the below four mode of
operation at any instant. Figure 7.4 explains the states.
1. Normal mode: When there is no issue while transferring data or commu-
nicating with at least one neighbor node. In LEADER model, a node is
considered in emergency mode if it does not have any neighbors even it has
3the unusual case will be discussed in the analysis section
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enough energy and other satisfactory parameters.
2. Emergency mode: When the remaining energy goes below the defined
threshold limit. At this point, sensors stop transmitting and receiving any
data to and from its neighbors (Figure. 7.3).
< E_th ?
Relay 
Packets
New Cluster Head
(RR Scheduling)
LEADER Election
(Route Generation)
L1, L2
> E_op ?
CH
CH 
Approved
NO
Yes
No
Yes
Figure 7.3. Cluster head selection criteria based on generalized information.
3. Abnormal mode: Due to the nature of the sensors placement in smart grid,
it is likely that each cluster of nodes will have linear topology which creates
longer delay in data transmission from member nodes to the cluster head.
Sometimes the member nodes have to act as a temporary cluster head which
will directly send data to the nearest data collector without waiting for
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longer linear delay if any.
4. Failure mode: When mechanical devices do not work properly for either
sensors or data collectors. A node looses its participation in the cluster once
it fails. The failure notification is propagated to all the members within the
cluster to rearrange the route, leader, and cluster head settings.
Normal Emergency
Failure Abnormal
E_i < E_th
E_i > E_op
Long Chain
MF
MF
E_i > E_op
Figure 7.4. State diagram for the nodes (sensors and data collectors) behavior. Ini-
tially, the network performs with the normal state and expected to behave in the other
states with the increase in operational time. Normal state of a node can be transferred
to emergency mode when the residual energy, Ei goes below the threshold, Eth. It can
go back to normal state if the opposite condition is true (when the nodes energy goes
above the operational energy, Eop, after recharging), or move to abnormal state if the
data reception request is urgent and the longer topological delay can not be tolerated.
The nodes go to the failure state when any mechanical parts become damaged.
7.3 LEADER Design
The Leader Election in Adhoc Network for Efficient Routing (LEADER) scheme
is a proactive approach for efficient routing to be used in smart grids and ad hoc
networks. Each node broadcasts status (i.e., whether or not it is a cluster head or
leader) with HELLO message that contains information of current cluster head, and
leader. The HELLO message packet format looks like this: [nodeid, clusterid,
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Relay Message < Eth ?Node
Recharge()
No
Yes
> E_op?
No
Yes
Figure 7.5. State transition in LEADER normal nodes. Nodes relay message until any
failure occurs. It gets back to work when the energy is more than the working energy
after recharging
.
remaining energy, ch, leader,data]. Upon receiving the messages the neigh-
boring nodes respond to the sender with the similar information ([nodeid,
clusterid, remaining energy, ch, leader,data]). With this message ex-
change the node with the highest energy declares as a current cluster head with
broadcast message. This method needs n(n− 1)/2 message exchange for n nodes
in the network. Thus the smaller number of nodes have less overhead message
for cluster head election. The next step after selecting a cluster head is to elect
prospective leaders which initiate data transfer for a given route. The LEADER
algorithm selects route(s) for a given cluster head: single route for basic LEADER,
and double route for improved LEADER. The intermediate nodes between leader
and cluster head of a particular selected route take part in relaying the data from
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source (leader node) to data collector(s). When node failure occurs in the selected
route, multiple data collectors are considered for data transfer as the route be-
comes disconnected due to the break in the chain. The packet contains the route
information which is updated by each of the nodes in its route. For example, a
node transfer a given packet to another node. The sender node puts a tracking
information in the data about the passing information for circular movement of
the packet.
The improved LEADER scheme splits the longer route into half and places the
mobile actuators near the cluster heads in the network. In the LEADER scheme,
the mobile actuators are classified as data collectors (DC for short) or mobile
chargers (MC for short) based on their functions in different contexts within the
network. DC’s are liable for collecting data from static sensors, collaborating with
each other if necessary, and communicating with the base station (BS for short)
or sink, while static sensors are only liable for sensing operations and inter-node
coordination during cluster head election. DCs are placed within the partitioned
clusters in such a way that the intra-cluster communication and DC-BS commu-
nication stay uninterrupted. Additionally, MCs can travel around the deployed
region based on the energy requirement of both DCs and static sensors to recharge
the nodes which require urgent energy (optional).
Static sensors have limited energy and bandwidth, thus require frequent
recharging depending on the environmental condition and data transfer rate. The
static sensor clusters may reside in different environment, e.g., under direct sun-
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light, shadow etc. As we are using ambient energy harvesting schemes, the sensors
under direct sunlight can afford high data rate, while sensors under shadow can
not. Sensors elect cluster head using round robin selection method which gives
every nodes the opportunity to become cluster head at some point of time. The
cluster heads should have at least 6% energy of the battery capacity. If the battery
capacity is 10 joule, the threshold energy for cluster heads is 0.06 joule. The CH
sets an alert flag in its broadcast message when its own remaining energy falls
below threshold level. Upon receiving the message with alert flag, the member
nodes elect a new CH using the broadcast message and corresponding route us-
ing LEADER. With the help of the DCs, the sensors can communicate with the
members of other clusters when necessary. DCs stay at their dispatched locations
until the current cluster head is changed after the alert4 message transmission.
When sensors broadcast alert message, MCs come forward to charge if they are
within the range, otherwise DCs act as relays between them.
Figure 7.6. Multi-hop clustered network with inter cluster data collection process. DC
gather information from cluster heads and sends to base station.
4alert flag and alert messages are termed interchangeably.
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Figure 7.6 shows an example explaining how DCs and MCs should be placed
among the clusters in a wireless ad hoc network. Additionally, it shows how
sensors elect cluster head. The DCs and MCs should be placed in such a way
that both the total number of data collectors and mobile chargers are minimized
without any interruption in message routing. In Figure 7.6, a simple example
is showing one DC per cluster. The number of DCs per cluster varies due to
data transfer load. On the other hand, mobile chargers are required based on
the energy consumption in the cluster. Energy consumption is directly dependent
on both data rate and the frequency of the aggregate data transfer to the DCs.
Environmental conditions (sunlight, shade) may also affect the MCs if the system
considers ambient energy harvesting as well.
7.4 LEADER Algorithm
This section describes the LEADER algorithms with the pseudo code. Algorithm 2
is the main program with several sub routine calls. The sub routines are liable for
new cluster head selection and recharge process. Figure. 7.9 and 7.10 shows the
primary LEADER route election functions. Table 7.1 defines the nomenclature
used in the pseudo code.
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Notation Definition
E Energy
Eth Threshold energy
Eop Operational energy
route An array of node IDs consisting of active path
ch Cluster head
nodelist Total active node list at certain time stamp
tp Single packet transmission time
et Energy consumed by transmission
er Energy consumption by reception
ev Energy generation by vibration
battCap Maximum battery capacity for sensors
L1, L2 Two leaders
R1, R2 Two routes
failed list Number of nodes which are in emergency / failure mode
F Outage counter
nch New cluster head
pch Prospective cluster head
Table 7.1. Summary of notations used in the LEADER algorithms.
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Algorithm 2 LEADER Main Program
1: if E(route(ch)) > Eth then
2: for i = 1→ legnth(nodelist) do
3: if i == 1 then
4: if E(route(i)) > Eth then
5: E(route(i))← E(route(i))− tp ∗ et . Deducting transmission
energy
6: else
7: F = F + 1
8: if route(i) /∈ failed list then
9: failed list← [failed list, route(i)]
10: end if
11: end if
12: else if i == length(nodelist) then
13: if E(route(i)) > Eth then
14: E(route(i))← E(route(i))− tp ∗ er . Deducting reception
energy
15: else
16: F = F + 1
17: if route(i) /∈ failed list then
18: failed list← [failed list, route(i)]
19: end if
20: end if
21: else
22: if E(route(i)) > Eth then
23: E(route(i))← E(route(i))− tp ∗ (et+ er) . Deducting both
transmission and reception energy
24: else
25: F = F + 1
26: if route(i) /∈ failed list then
27: failed list← [failed list, route(i)]
28: end if
29: end if
30: end if
31: end for
32: else
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33: F = F + 1
34: failed list← [failed list, route(ch)]
35: if route(ch) /∈ hist ch then
36: hist ch← [hist ch, route(ch)]
37: end if
38: nodelist← nodelist ∩ route(ch)
39: [E, failed list, nodelist]← RECHARGE() . Recharge subroutine call
40: [nch, pch]← NEWCH() . New cluster head selection subroutine call
41: ch← nch
42: if ch ≤ length(E) then . Any one of the next two methods will be called
43: route← BASICROUTE(route(ch), n)
44: route← IMPROV EDROUTE(route(ch), n)
45: else
46: break
47: end if
48: end if
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1: function NewCH(ch, n, failed list, nodelist, pch)
2: temp nodelist← nodelist
3: pch← temp nodelist ∩ ch
4: if length(pch) > 0 then
5: ch← pch(1)
6: else
7: exit()
8: end if
9: nch← ch
10: end function
Figure 7.7. New cluster head selection subroutine.
1: function Recharge(ch, E, route, ev, battCap, failed list, nodelist, tp)
2: for i← 1→ length(E) do
3: E(route(i))← E(route(i)) + tp ∗ ev
4: if E(route(i)) > battCap then
5: E(route(i))← battCap
6: end if
7: end for
8: if E(route(ch)) ≥ Eop then
9: failed list← failed list ∩ ch
10: if route(ch) /∈ nodelist then
11: nodelist← [nodelist, route(ch)]
12: end if
13: end if
14: end function
Figure 7.8. Sensor nodes recharge subroutine.
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1: function BasicRoute(ch, n) . Cluster head and node count
2: L1 ← ch+ 1 . First prospective leader
3: L2 ← ch− 1 . Second prospective leader
4: R1 ← [L1] . First prospective route
5: R2 ← [L2] . Second prospective leader
6: if L1 == n then . Boundary condition starts
7: R1(top)← n
8: else if L1 > n then
9: L1 ← 1
10: else if L2 == 0 then
11: L2 ← n
12: else if L2 > 1 & L2 < n then
13: R2(top)← L2
14: end if . Boundary condition ends
15: R1 ← L1 . Route selection from first prospective leader starts
16: while R1(top) 6= ch do
17: if R1(top) == n then
18: R1 ← [R1, 1]
19: else if R1(top) < n then
20: R1 ← [R1, R1(top) + 1]
21: end if
22: end while . Route selection from first prospective leader ends
23: R2 ← L2 . Route selection from second prospective leader starts
24: while R2(top) 6= ch do
25: if thenR2(top) == 1
26: R2 ← [R2, n]
27: else if R2(top) < n then
28: R2 ← [R2, R2(top)− 1]
29: else if R2(top) ≥ n then
30: R2 ← [R2, R2(top)− 1]
31: end if
32: end while . Route selection from second prospective leader ends
33: end function
Figure 7.9. Basic route selection algorithm.
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1: function ImprovedRoute(ch, n) . Cluster head and node count
2: L1 ← ch+ bn2 c . Leader selection starts
3: L2 ← ch− bn2 c
4: if mod(n, 2) == 0 then . When number of nodes are even
5: if L1 > 0 & L1 > n then
6: L1 ← L1 − n
7: end if
8: if L2 ≤ 0 then
9: L2 ← L2 + n
10: end if
11: if L1 == L2 & L1 > 1 & L2 > 1 then
12: L2 ← L2 − 1
13: end if
14: else . When number of nodes are odd
15: L1 ← mod(L1, n)
16: if L1 == 0 then
17: L1 ← L1 + n
18: end if
19: if L2 ≤ 0 then
20: L2 ← L2 + n
21: end if
22: end if . Leader selection ends
23: R1 ← [L1] . Route selection from first leader
24: while R1(top) 6= ch do
25: tempL1 ← R1(top)− 1
26: if tempL1 == 0 then
27: R1 ← [R1, tempL1 + n]
28: else
29: R1 ← [R1, R1(top)− 1]
30: end if
31: end while
32: R2 ← [L2] . Route selection from second leader
33: while R2(top) 6= ch do
34: tempL2 ← mod((R2(top) + 1), n)
35: if tempL2 == 0 then
36: R2 ← [R2, tempL2 + n]
37: else
38: R2 ← [R2, tempL2]
39: end if
40: end while
41: end function
Figure 7.10. Improved route selection algorithm
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7.4.1 Leader Announcement and Withdrawal
Leader announcement is controlled and monitored autonomously using sensors
localized decision. Localized decision will help the nodes decide for the new cluster
head and leader without the coordination with base station. However, in the
LEADER algorithm, the leader selection is announced by the prospective leader
nodes(the nodes which are not chosen recently as a leader or cluster head or the
nodes which have enough remaining energy). The base station receives periodical
messages from the clusters containing residual energy level for individual nodes
and active number of nodes for monitoring reason. The leader announcement is
dependent upon the change of cluster head. Whenever new cluster head needs
to be elected, the route is being recalculated at the current cluster head. For
example, cluster ID 1 have 9 active nodes at certain time stamp and a leader
need to be elected for data collection from base station. At this moment, the
current cluster head will calculate the route along with new cluster head using
LEADER algorithm and broadcast the message in the network. Current cluster
head runs either basic or improved LEADER algorithm for broadcasting the route
announcement / withdrawal.
7.4.2 Cluster Head Announcement and Withdrawal
The change in choosing new cluster head is necessary to reduce the energy starva-
tion problem. If a sensor is selected as cluster head for every topology, the energy
consumption will be higher as the charger needs to travel more frequently. So,
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randomizing the selection of the cluster head is an option.
In LEADER protocol, the cluster head sends the cluster head change request
to the member nodes before it reaches its threshold energy to avoid any packet
loss. For example, if a cluster head has residual energy, RE and defined threshold
energy, Eth, and grace period energy, GE, then the request will go to the member
nodes when the inequality from Equation 7.3 holds. Grace period, GT is defined
by the time it takes for the Grace Period Energy to finish off by the message
reception. Thus, it is highly variable and depends on the data generation interval,
∆ and the number of active nodes at that particular moment.
RE −GE ≥ Eth (7.3)
Now, let’s assume the current cluster head has remaining energy of 6 Joule,
grace period energy of 2 Joule, and threshold energy 4 Joule at time t to better
understand the withdrawal of cluster head. Cluster head will send change request
at t+δt to the member nodes and serve the cluster as a cluster head for additional
withdrawal/handover period. Figure. 7.11 explains the sensor battery liveness
based on the remaining percentage battery charge. The battery stops working at
about 3% remaining charge and the wakeup level is at 6%. We adopt the same
model in our simulation study.
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Figure 7.11. Piecewise linear approximation of battery empirical discharge pattern. [1]
7.4.3 LEADER Components and Functionality
As discussed previously, LEADER scheme is a novel concept, with the prospect
of introducing different configuration, design, execution, and applications. We ex-
pand a generic architecture for LEADER scheme considering different components
and their functionality. The below components are considered which explain the
LEADER scheme in more detail.
Figure 7.12. (a) Cluster head sends alert message to all its neighbors Node A is the
cluster head in this case. Nearest MC comes into action, if there is no MC within
its range, DC broadcast the same message to its 1-hop members. This message is
propagated to other MCs. (b) New cluster head is chosen in such a way that the
connectivity among the DCs are kept uninterrupted. A and B’s roles are interchanged
after the new cluster head selection.
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7.4.4 Cluster Head and Data Collector Coordination
In Figure 7.13, source node S (either a cluster head or normal node) sends broad-
cast message with join request to the data collectors (DC). DCs then sends ACK
message containing RSSI and energy values to S. S then decides the best suit from
the ACK message and joins accordingly. Both DC1 and DC2 sends ACK to S. We
assume RSSI and energy value of DC1 is higher than DC2, thus S sends joining
information with ACK to DC1. This process is done distributively while avoiding
centralized control. As the source node already selects a data collector among
several responses, some notifications must sent to other data collectors who were
not selected to avoid sending multiple acknowledgements. This is done when the
source node sends the selection message. The selection message is broadcast to
the one hop neighbors of the source node. Thus the data collectors which were
not selected, get notifications and their waiting period is reduced.
Figure 7.13. Broadcast messages from source S to the data collectors for joining in the
data reception process.
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In Figure 7.14, the collector nodes send their RSSI and energy profile to the
source node. Source node S then selects the best option and sends ACK message
accordingly. This process is the opposite of broadcast initiation method. The
benefit of this approach is the lower message transmission. Source nodes do not
need to send invitation message to the data collectors in this approach. Data
collectors periodically sends the beacon message to the source about their RSSI
and energy parameters. The only issue in this case is how to select the periods of
the beacon message transmission. This period should be set small if the network
has higher node failure and higher for lower node failures.
Figure 7.14. Beacon message to the source, S from the data collectors for joining in
the data reception process. Source S selects the best DC and sends ACK.
7.4.5 Collector Mobility
The initial dispatch and later movement of the collector nodes are very crucial
phenomena for LEADER scheme. The energy consumption and node failure are
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the major drawbacks of unplanned collector mobility. In this particular scenario,
we emphasize on the below cases, which may appear simultaneously for multiple
events.
• The initial dispatch of the collector nodes is dependent on the sensor clusters.
Generally, the number of collectors increases as the number and the density
of clusters increases. A sparse network with large number of clusters require
higher number of DCs than a dense network with fewer clusters.
• Data collectors can serve multiple clusters with cluster heads and member
nodes based on the density of the clusters.
• Data collectors keep in touch with other collectors and move to updated
locations on demand.
• Some redundant DCs may be present in the network due to the failure of
any active DCs. Redundant DCs are kept in sleep mode to save energy
consumption.
7.4.6 Movement of Mobile Chargers
We consider deploying multiple mobile chargers in the network. as single charger is
not sufficient to provide energy to both collectors and sensor nodes. The movement
of the MCs largely depends on the frequency of data transfer (data generation
rate), and the distance between cluster heads and DCs. When the transmission
distance increases, energy consumption increases.
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7.4.7 Sensor Node Coordination
The sensor nodes role can be either a cluster head or a member. They can transfer
data to the DCs in two different ways:
• Cluster head aggregates the data from its member nodes and sends to the
collectors if the cluster size is significantly smaller. Whether the cluster
size is smaller or larger depends on the route metric. For example, gener-
ator 1 has 10 nodes and generator 2 has 40 nodes. In the first case, the
basic LEADER algorithm will return a route with 10 nodes and improved
LEADER will have routes with 4 and 6 nodes. In case 2, routes will have 40
nodes, and 21 and 19 nodes. In the firs case, the cluster size is considered
smaller as any node failure will not affect much in term of energy consump-
tion. On the other hand, case 2 will lead to longer delay if any intermediate
node fails. We consider 10 as significantly smaller cluster.
• Member nodes can send data to the collectors if the cluster size is signifi-
cantly large. A cluster with more than 10 nodes are considered large clus-
ters. This option reduces the delay in message transfer in multi-hop network
(Figure 7.15).
Thus, use smaller hop-count and distance to send data to the collector to
reduce energy consumption. This process can be explained with one example
from Figure 7.15(b). Let k be the sender node which needs to send data to the
collectors. Initially, A is the assigned DC for this particular cluster with i as the
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Figure 7.15. (a) Member node k is far from cluster head by 5 hops. So, k needs to
send data to i if i do not have any closer DC. At each hop, transmission and receiving
energy consumption matters most. (b) k can send directly to B as B is closer than A.
Figure 7.16. Explanation of using shorter distance communication.
cluster head. k broadcasts the data to its neighbors indicating destination as i.
When A (DC) receives the data it sends acknowledgement with both distance
and hop-count in the message header. On the other hand, B also sends similar
acknowledgement message as it was in the neighbor list. Now k can choose the
best route from this information for future data transmission. Figure 7.16 clearly
explains the scenario.
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7.5 Case Studies
Case studies help understand the importance of any application considering the
real life applicability, targeted user groups, long term sustainability,
7.5.1 Case Study: Normal Operation
Figure 7.17 presents an example of normal operation of basic LEADER election
in the clusters. No node failure is considered. In case of homogeneous data
aggregation, both generators, G1 and G2 has 8 (1 CH + 7 normal nodes) active
sensors at time T . If the data generation interval is ∆, then the cluster heads of
G1 and G2 both will send a single aggregated packet after T + ∆ unit of time.
As there is no emergency/ failure/ abnormal nodes present in the example, the
required number of data collectors are significantly smaller. This is true for both
basic and improved LEADER algorithm.
Figure 7.19, cluster #1 shows the normal operation when improved LEADER
algorithm is used. Same number of nodes and cluster head with ID=8 are present
similar to Figure 7.17. The major difference is that, the route is split into two,
R1 = [L1(4),3, 2, 1, CH(8)] and R2 = [L2(5), 6, 7, CH(8)]. As a result,
improved LEADER algorithm can send more data in less time compared to the
basic LEADER. Both the routes are considered without any intermediate failure in
the example. Unlike basic LEADER, in the homogeneous aggregation, improved
LEADER sends two message instead of one as it considers two routes.
On the other hand, in case of heterogeneous data aggregation, the number
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Figure 7.17. Route selection and data transfer using basic LEADER algorithm. In the
first cluster, node with ID=1 initiates data transmission. In the second cluster, node
with ID=7 initiates data transfer. It is to be noted that node ID=8 is treated as cluster
head for both the clusters while electing leaders.
of packets transmitted is equal to the number of node in the route if the data
generation interval, ∆ = 1 and no failure occurs. Basic LEADER sends aggregated
message from all the previous relay nodes in normal mode with heterogeneous data
aggregation scheme. The major difference in normal mode between the two types
of LEADER algorithm is the end to end delay. Improved LEADER sends the
aggregated data to the data collector (DC) much faster than basic LEADER. This
is phenomena is explained in the analysis section in more detail. Additionally, we
provide SQL query level explanation for both the data aggregation techniques in
section 7.6.
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7.5.2 Case Study: Emergency and Abnormal Operation
Figure 7.18, Figure 7.19 and Figure 7.20 shows emergency and abnormal mode
of operation. In Figure 7.18, additional three nodes have to communicate with
the data collectors due to the emergency mode. It is to be noted that, in cluster
#1, node 5 and 6 are alive and they can either send data in this route [5,6,DC]
or [6,5,DC]. But it is not allowed to send data directly to a data collector when
there is at least a single neighbor have the required energy (Eth) to transmit /
receive data.
Figure 7.18. Explanation of normal and emergency mode when basic LEADER algo-
rithm is used on two generators, G1 and G2. In cluster #1, node ID=1 is the leader and
in cluster #2, node ID=7 is the leader. Nodes with ID=2,3,4,7 are in recharge state,
thus not available for data transmission.
Figure 7.19 (cluster #2) shows the emergency mode of operation for improved
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LEADER algorithm. Leader 1 and node 7 are recharging from the ambient
sources. Ambient energy sources are readily available in the system to be used,
e.g., solar energy, vibration energy, etc. Vibration, when intended to use commer-
cially, is not considered as ambient source. But it can easily be used as source of
energy to tiny sensors if placed on the source vibrator without additional setup,
e.g., the generators creates enough vibration while they run for power generation
and those energy can be used to recharge the sensors. However, the sensor nodes
get energy from the vibration of G1 and G2 at all the time even when they are
sending or receiving data.
Figure 7.19. Explanation of normal and emergency mode of operation when improved
LEADER algorithm is used on two generators, G1 and G2. The leader node (4), and
one normal node (7) are not in the normal mode due to energy scarcity.
On the contrary, Figure 7.20 shows the abnormal operation mode without the
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loss of generalization. In both the clusters, two data collectors are busy serving
multiple normal nodes. There are times when several sensors communicate with
the data collector at the same time which creates congestion issue at the collector
end. To mitigate this issue, the collectors are enabled to send broadcast message
mentioning its occupied status. As a result additional nearby data collectors get
activated and take over the new requests from the normal nodes (sensors).
Figure 7.20. In the abnormal operation mode, one data collector can not handle all
the request from the normal nodes, thus additional DCs are made active to support
which were initially at the dormant state to save energy consumption. G1 and G2 are
some power generator which are parts of a smart grid. Both the generators have sensors
placed around them to monitor certain events (e.g., temperature increase, vibration
etc) and send the aggregated data to the central location via intermediate relay nodes
(normal nodes and data collectors).
The data collectors are placed away from the generators to serve multiple
generators at the same time. In this thesis, we assume the collectors recharge
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them using solar energy. We plan to extend this with the help of mobile chargers
depicted in Figure 7.20.
7.6 Impact of Data Aggregation on LEADER
This section provides a general idea about the data processing and aggregation
method used in the sensor network data aggregation. Data aggregation or fu-
sion [123] defines the option for the sensor nodes to decide whether the data re-
ceived from neighbor nodes are significant enough to forward to next relay node.
The nodes need to use different coding mechanisms to take the decision and min-
imize the number of forwarding bits. However, generally there are two types of
aggregation/fusion mechanism in data processing in sensor network: homogeneous
and heterogeneous aggregation.
7.6.1 Homogeneous aggregation
In the homogeneous aggregation scheme, the sensors in a network are considered
to have similar hardware component capable of sensing specific type of informa-
tion, e.g., temperature. An example of a homogeneous data aggregation query in
TinySQL would look like this:
SELECT cluster.id, AVG(temperature), AVG(oil level)
FROM temperature sensor (T), oil level sensor (O)
WHERE T.location IN location A AND O.location IN location A
GROUP BY cluster
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HAVING AVG(oil level) > 5 meters
EPOCH DURATION 20 minutes
TRIGGER ACTION report an emergency alert
This query monitors the oil level in all the clusters in location A after every
20 minutes. If the mean/average oil level of sensors in region A exceeds 5 meters,
the system initiates an emergency error report containing the specific cluster ID
and the value of average temperature and oil level to the base station. In this
scenario, the above query is executed at every node. The last node of the route
which communicates with the data collector runs the query at the end and receives
another message of the same length received from the previous node. Thus the
number of messages forwarded to the base station is kept unchanged even if the
number of nodes increases in the network (without the node failure).
7.6.2 Heterogeneous aggregation
In the heterogeneous aggregation scheme, the sensors in the network are consid-
ered to have different hardware components capable of sensing multi dimensional
information, e.g., humidity, temperature, vibration, etc. An example of a hetero-
geneous data aggregation query in TinySQL would look like this:
A sensor with node ID=25 has acquired the maximum temperature data and
forwarded to node 26 with the below query.
SELECT cluster.id, MAX(temperature)
FROM temperature sensor (T)
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WHERE T.location IN location A
WHERE NODE_ID=25 AND CLUSTER ID=2
Node ID=26 received the packet from 25 and received it’s own data packet
using below query. Then it aggregated both the packets ad forwards to node ID
27 (if no failure) or to data collector (if node ID 27 is in emergency/failure mode).
Thus, heterogeneous aggregation always spend more energy in data transfer than
homogeneous aggregation.
SELECT cluster.id, MAX(water level)
FROM water sensor (W)
WHERE T.location IN location A
AND NODE_ID=26 AND CLUSTER ID=2
7.7 Theoretical Analysis
This section provides in detail analysis of the LEADER protocol. The analysis will
be based on the best, worst, and average case performance parameters. Simple
graphical examples are presented at the beginning of the section for better com-
prehending the concepts. Figure 7.21, 7.22, and 7.23 represent a simple example
of basic leader election and routing scenario.
In the best case scenario, node 1 and 7 are selected as leaders and two different
routes are planned, which are called prospective routes. The prospective route
message is transferred to the leaders once it is received by the cluster head from
the base station via data collector(s).
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Figure 7.21. Initial configuration of the sensors placement. Distance between the
neighboring two sensors are equal for every pair. Base station elects node 8 as clus-
ter head at certain round.
Figure 7.22. Basic leader election: route number 1 is used (7,6,5,4,3,2,1,8).
Lemma 7.1 The total distance traveled by the leaders using basic LEADER pro-
tocol is equal when no intermediate node goes to emergency/failure mode. If the
total nodes present in the cluster is denoted by N , the travel distance is (N−1)×d.
Proof. Figure 7.22 and 7.23 shows that only one hop distance is kept untraveled
for both the routes. As the aim is to visit all the vertices once at each data
generation interval, Equation 7.4 and 7.5 defines the travel distance, D1 and D2
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Figure 7.23. Basic leader election: route number 2 is used (1,2,3,4,5,6,7,8).
Figure 7.24. Improved LEADER with two different non over lapping routes.
at the end of any time stamp.
D1 = (N − 1)× Td1 (7.4)
D2 = (N − 1)× Td2 (7.5)
As we consider the distance between each two consecutive nodes are equal, then
Td1 = Td2. Thus both Equations 7.4 and 7.5 are equal. However, the total distance
varies drastically due to status variation of the member nodes. For example, the
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distance becomes more when maximum node fails in the route. In addition to
that, using multiple routes and hops varies the distance as well.
Lemma 7.2 The time taken to send all the packets to cluster head using basic
LEADER is always longer than the improved LEADER.
Proof. Let’s assume a cluster with N nodes. For any arbitrary cluster head
among the N nodes, the path length from any leader using basic LEADER proto-
col, Db = (N − 1)× Td. On the other hand improved LEADER has two separate
complementary routes with D1i and D
2
i . The travel distance from leaders to the
cluster head can be defined based on the number of nodes in the network. If the
number of nodes is odd then the path length of the routes will be equal. If the
number of nodes is even then the path length of routes will be N
2
− 1 × Td and
N
2
× Td respectively. If, the packet transmission time between two consecutive
nodes is tp, then the time taken to send data from one source to cluster head is
explained in Equation 7.6.
T = n× tp+ (Tpropagation + Tprocessing) (7.6)
Considering tp  Tpropagation + Tprocessing, the transmission time for even and
odd number of nodes are defined using Equations
T 1even = tp×
N
2
− 1 (7.7)
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T 2even = tp×
N
2
(7.8)
From Equation 7.7 and 7.8, we can derive that the total time to send N packets
will be the maximum time between them.
Teven = max(T
1
even, T
2
even) (7.9)
= T 2even
On the other hand, for the odd number of nodes,
T 1odd = T
2
odd (7.10)
= tp× N
2
(7.11)
= Todd (7.12)
Now, we can derive below equation from Equations 7.9 and 7.10
Todd
Teven
=
tp× N
2
tp× N
2
(7.13)
Todd = Teven (7.14)
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On the contrary, the basic LEADER has Todd = Teven = tp × (N − 1). If the
delay for improved case is Dimp and Db for basic case, then the below equation
holds which proves the claim.
Db
Dimp
=
N × Td
N
2
× Td
(7.15)
Db = 2×Dimp (7.16)
Lemma 7.3 The Grace Time is dependent on the number of active nodes. It
decreases with the large number of active sensors and smaller data generation rate
/ interval.
Proof. Let us assume the Grace Energy, GE, number of active nodes, NA, and
data generation interval, ∆. It is to be noted that the Grace Energy is required
for successful handover of cluster head without loosing any transmission packets.
In our simulation the grace energy is defined as 6% of the sensor battery capacity.
GE is used once the cluster head’s energy falls below Eth. If the cluster has N
active sensors and uses basic LEADER, then the grace time, GT will be shared
by all the N nodes which can be shown in Equation 7.17.
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GT =
GE
N
(7.17)
GT = GE lim
N→∞
1
N
(7.18)
It is clearly stated in Equation 7.17, that with the increase of number in the
nodes decreases the Grace Time for cluster head handover/role exchange. For
significantly large number of nodes the GT = 0.
Lemma 7.4 Smaller data generation interval exploits more nodes with emergency
mode in both Basic and Improved LEADER protocol.
Proof. Let us consider the data generation rates are ∆a and ∆b for both the
protocol simulation where ∆a  ∆b. As the ∆a is much larger, it leaves more idle
time for the nodes to get recharged. For example, the active time period over a
leader-collector route is Ta and idle period is Ti, then Ti  Ta for larger values of
∆. We can formulate two general inequalities from these scenarios.
Ti  Ta, when ∆ > ∆th (7.19)
Ti  Ta, when ∆ < ∆th (7.20)
Considering the same number of sensor nodes in both the settings (basic im-
proved) and without the loss of any generalization, larger values of Ti provides the
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option for the nodes to get them recharged back to its peak energy level, which
is not practical for sure. But, ideally the value of Ti should be sufficient enough
to prolong the network life time. With the smaller values of Ti, the nodes have
very small time to recharge, thus resulting frequent emergency mode nodes in the
network.
On the other hand, when ∆ = Ta, then Ti = 0 meaning there is no idle time for
the nodes to get recharged and that is the worst case scenario for the recharging
scheme. Thus the value of ∆th is very crucial and need to be optimized properly.
Figure 7.25. Both the normal nodes and data collectors can have active and
sleep/dormant status.
Figure 7.25 shows the active and idle time period intervals. The nodes have
the option to be both in Active and Dormant state. In Active state, the DCs
become available for the normal nodes to data transfer. This case is needed
when the system falls into abnormal status. When the status becomes normal,
the redundant DCs go into sleep (Dormant) status. In the normal status, the
normal nodes transfer data after tolerable delay that helps the data collector to
support longer chain structure within the normal nodes. In the abnormal status
under emergency mode, the longer chain makes additional congestion and energy
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consumption for a single data collector. Thus, the DCs which are taking care of
the clusters are prone to failure easily, requiring mobile charger to move frequently
within the whole network. So, one of the solution is to use redundant DCs those
have switching (active/dormant) mode enabled. Although the switching takes
significant amount of energy usage considering large number of redundant DCs.
Lemma 7.5 The maximum energy consumption, EC = (n− 1)× tp×
[
Pt +Pr +
(n− 2)Pi Titp
]
when there are n nodes in the route, assuming perfect channel.
Proof. The energy consumption can be categorized into three types, transmit
energy, Pt, reception energy, Pr, and idle energy consumption, Pi. If there are n
nodes in the network, the first node is only responsible for data transfer initializa-
tion and the last node is only receiving the data. The remaining (n−2) nodes will
have both transmit and reception energy. However, any node will become idle for
certain time once it is done with data transmission/reception or both. Let’s say
there are 10 nodes in the route. Node 1 is the leader and node 10 is the cluster
head. When node 1 sends data at time stamp, t0, it has to wait for the other 9
slots. If we want to generalize the scheme Equation 7.21 would help, where tp
refers to the time taken to send a packet between two consecutive nodes, Ti is the
idle time period.
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Ec = P × t (7.21)
=
∫ ∆
t=0
(Pt + Pr)× t+
∫ ∆−Ta
t=0
Pi × t (7.22)
= (∆× Pt) + (∆× Pr) + (∆− Ta)× Pi (7.23)
= (n− 1)× tp× Pt + (n− 1)× tp× Pr + (n− 1)× (n− 2)× Pi × Ti (7.24)
= (n− 1)× tp×
[
Pt + Pr +
(n− 2)
tp
PiTi
]
(7.25)
Lemma 7.6 The data generation interval 5, ∆ must be more than the total active
time period of the nodes those constructs the active route for having the benefit of
energy harvesting.
Proof. Let us consider that Equation 7.26 holds for certain network configura-
tion, which means that the route has longer path length and the data generation
interval is not sufficient enough to reach a packet from the source(leader) to the
destination(cluster head) within that period. Before generating the next packet,
this will cause delay as well.
∆ < Tactive (7.26)
5The inter delay between data generation from leader nodes. For example, a leader
node sends first, second, third, and nth data at time, t1, t2, t3 and tn respectively. The
inter delay, ∆ = t2 − t1 = tn − tn−1. We assume ∆ as constant within a single run of
our simulation and variable for different runs.
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On the other hand, we know that the normal operation case is ensured when
the Equation 7.27 holds.
∆ = Tactive + Tidle (7.27)
From Equation 7.26 and 7.27, we can set the boundary condition for the net-
work to work with the minimum data generation interval when there is no idle
time and active time period and data generation interval are equal (Equation 7.28).
Otherwise, the network will only work for the total time of ∆. It will not last
more than that period.
Tth ≥ ∆ ≥ Tactive (7.28)
where Tth refers to the maximum delay or the time more than data generation
interval.
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CHAPTER 8
LEADER PROTOCOL
SIMULATION
“Dont worry about failure; you only have to be right once.”
- Drew Houston, Founder, Dropbox
This chapter presents the implementation of LEADER and simulation setup in
detail with the assumptions in network model selection, energy harvesting models,
energy consumption models, and discussion about the major parameters used.
The LEADER protocol is implemented in Matlab™.
8.1 Network Model
We assume the below properties in our network model:
• Energy distribution for each sensor node is homogeneous, nodes have the
same initial energy level.
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• Sensors do not need to use GPS to localize themselves as those are identified
by the individual node IDs.
• Data collectors have the ability to move when necessary (i.e., the time when
emergency state arises to other collectors).
• Energy consumption and harvesting model is used from the GreenCastallia
framework [1]. The parameters are presented in Table 8.2.
• Redundant actor nodes are available in the network in the idle state to
provide backup for the cluster heads.
• Threshold energy is defined as 0.2 J. The wake-up energy for the sensors
are 6% of its battery capacity. By the term wake-up energy, we mean a
node can act as a normal node after going to the emergency mode when it
is recharged back to the 6% of its battery capacity (Figure. 8.1).
Figure 8.1. Piecewise linear approximation of battery empirical discharge pattern.
• Base station can reach every node in the network and can send control
signals directly without any relay.
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• Data collectors have 10-20 times more energy stored than in the child sensor
nodes.
• Region of interest is obstacle free, thus the data collectors can move from
one point to another using the shortest distance.
LEADER highlights on the usage of static sensor nodes and optimum number
of data collectors and mobile chargers. We try to formulate optimization problems
for selecting minimum number of data collectors and mobile chargers with suit-
able locations after satisfying multiple constraints. The other types of problem
formulation, such as using mobile sensors, is put off for later investigation.
8.2 Experimental Setup
To evaluate our scheme, we run simulations for three different settings applied on
the generators. We keep the transmission range constant for the sensors for the
simplicity. Table. 8.1 provides detail parameter settings used in our simulation
performed in Matlab. The simulation is run for 18000 seconds (5 hrs).
For energy harvesting purpose, we used ambient energy source (direct-sunlight)
and vibration model (Table 8.2 and 8.3). Energy harvesting with mobile charger
scheme is put off for the later improvement. Both schemes can work in compliment
of each other as sunlight is not available at night. The maximum energy harvesting
rate from direct sunlight is defined as 37mW. The model can be found in detail
in [3].
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Parameter Value
No. of sensors / cluster 10,15,20
No. of cluster heads Round robin selection
No. of data collectors 4
Threshold energy 0.2 J
Energy harvesting rate (solar) 37 mW
Energy harvesting rate (piezoelectric) 5 mW
Initial sensor energy 2 J
Collector energy capacity 40 J
Packet size 100 byte
Data rate 220 kbps
Table 8.1. Simulation parameters used for LEADER protocol evaluation.
8.3 Energy Harvesting Schemes
Different energy harvesting and prediction schemes are used in [124], [125], [126],
[127], [128], [129] for wireless energy recharge modeling. We selected only vibration
energy for the nodes and solar energy for the collectors as the vibration from the
generators in smart grids are considered ambient energy source. We do not need
to generate vibration from the generators only for the sensor energy harvesting.
On the other hand, data collectors with high energy are not attached to the
generators. Thus, using solar power in recharging those nodes is very feasible.
Table 8.2 shows the energy parameters those are selected from the literatures.
Parameters Values
Operational voltage 3.3 V
Transmission energy 25mA
Reception energy 25 mA
Idle Energy 7µA
Failure energy 3% of battery capacity
Table 8.2. Summary of simulation parameters used in LEADER protocol implementa-
tion for energy harvesting. The parameters from GreenCastallia simulator is embedded
in our simulation. [1]
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The authors in [130] conducted an interesting study to estimate the duty cycle
achievable by the Crossbow MICAz based on the power consumption requirements
of 83.1mW in receive state and 76.2 mW in transmit state as shown in Table 8.3.
Technology Power Density
(µW/cm2)
EHR(mW)
Vibration (electromag-
netic
4.0 0.04
Vibration (piezoelectric) 500 5
Vibration (electrostatic) 3.8 0.038
Thermometric 60 0.6
Solar (direct sunlight) 3700 37
Solar (indoor) 3.2 0.032
Table 8.3. Energy harvesting parameters from ambient energy sources. Vibration and
solar harvesting models are used in LEADER simulation. Vibration is used for normal
sensor nodes and solar energy is used for the data collectors.
Another important ambient source which is available in power plants is the
inductive energy. Figure 8.2 shows the maximum harvest-able power versus dis-
tance from the conductor for different current values. The higher the current, the
higher is the harvest-able inductive power. Moreover, the closer the sensor to the
conductor, the higher is the harvest-able power. Although, the practical distance
appears to be short, it could be an inexpensive solution for many applications. In
addition, applications having low duty cycle fit well with such environment where
time plays a good factor in accumulating sufficient energy.
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Figure 8.2. Maximum harvest-able power with distance of the EH from the conductor
[3]
8.4 Node Failure and Energy Harvesting
As the energy harvesting from both vibration and solar is very less compared to
direct electric charging, the nodes are prone to intermittent failure due to lack of
energy. We can minimize or take adaptive measure to tackle this energy outage.
The major reason is the imbalance between recharge and discharge rate between
sensors and energy source (e.g., Figure 8.3 and Figure. 8.4). We mention several
options to tackle the issue of Sensors and Collectors failures due to high energy
usage. The assumptions are more appropriate for delay tolerant applications.
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Figure 8.3. The energy harvesting rate is not compatible with the sensor battery dis-
charge rate. Once the nodes loose energy they are not supposed to get back to their
pick energy level unless otherwise the nodes can have longer sleeping period when they
have the option to get sufficient recharge.
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Figure 8.4. Zoomed in version of one scenario with 15 sensors in the cluster. Among
different data generation interval, ∆ = 0.01 shows a fluctuating pattern for the total
energy consumption with respect to time. It explains that reaching to the initial peak
level power with the recharging is not possible for small ∆.
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• Redundant data collector usage.
• Direct communication between cluster heads.
• Distribution of data collectors for cluster reformation (This can be used
when sensors are also mobile instead of attached to the generators. This is
not applicable for the current scope.).
• Wait and keep the data for the time it takes to get recharge from mobile
charger and get back to the operational stage.
• Replace by the mobile data collectors.
• Delay tolerant application, member nodes only send to DCs in emergency
mode.
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CHAPTER 9
LEADER PERFORMANCE
EVALUATION
“If you want to succeed, you’ve got to be okay to just lose control.”
- Alexis Ohanian, Co-Founder, Reddit
LEADER (Leader Election in Adhoc Network for Efficient Routing) protocol
is another kind of routing protocol originated from the idea of automated and
efficient device (e.g., electrical power generators) monitoring through the help of
sensor networks. The general idea is to minimize the routing overhead in terms
of delay and node failure. In this chapter, the performance of LEADER protocol
is evaluated based on four different criteria: Message flow, frequency of outages,
remaining energy, and energy consumption.
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9.1 Key Performance Indicators (KPI)
This section describes the KPI’s used for the LEADER evaluation in detail.
9.1.1 Message Flow
Message flow defines the number of packets / bits those can successfully trans-
mitted from a source to the destination node. For a given route, R with n nodes,
the total message flow in homogeneous data aggregation, Φhom, is defined using
Equation. 9.1.
Φhom =
∑n−1
i=1 M(ui, ui+1)
nactive
(9.1)
M(ui, ui+1) is defined using the binary function that return either 1 or 0 based
on the energy profile and route stability. If two consecutive nodes are active and
able to transfer data between them then ui = ui+1 = 1, otherwise 0. nactive refers
to the active number of nodes present in the route, R.
M(ui, ui+1) =

1, if ui = ui+1 = 1
0, else
Similarly, the equation for message flow, Φhet in heterogeneous data aggrega-
tion is shown using Equation. 9.2 that refers to the packet accumulation at every
node in the route, R.
Φhet =
n−1∑
i=1
M(ui, ui+1) (9.2)
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9.1.2 Outage Frequency
The outage frequency is determined at each time epoch, tp on every tp seconds
where tp = L
R
. L=packet size, and R=data rate.
Ω = Ω ∪ Ft (9.3)
Ft is the failure count at each epoch until the simulation time is reached.
Outage frequency is measured at continuous time interval from t = 0 to t = T .
The outage presented is not cumulative in the plots presented in the later sections
of this chapter. In the Equation. 9.3, all the outages are stored in an array Ω.
9.1.3 Remaining Energy and Energy Consumption
Lets assume the route, R is active containing N nodes. The remaining energy, Γt
at time stamp, t is defined using Equation. 9.4.
Γt = Ei −
N∑
n=0
Enc (9.4)
Ei is the total initial energy in the route. For example, a route contains 10 ac-
tive nodes with initialization energy of 2.0 Joules each. The total available/start-
up energy will be Ei = 10 × 2 = 20 Joules. Also, let’s consider that the energy
consumption is Etc which means at time t how much energy is spent. If the energy
consumed at time 100 is 18 Joules, then the remaining energy at time stamp, 100,
Γ100 = 20− 18 = 2 Joule.
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9.2 Message Flow
The sensor nodes are initiated with certain energy storage in its battery (2 J).
Every node is treated as source and cluster head at certain point of time. As we use
round robin scheduling to assign the cluster head, the nodes have equal probability
to be chosen as cluster head after n-th round, where n is the number of sensors used
in the model. Figure. 9.1,9.2, 9.3, and 9.4 represents the cumulative message flow
for the simulation period of basic homogeneous, improved homogeneous, basic
heterogeneous, and improved heterogeneous LEADER respectively. In all the
cases, the general trend is similar, the message flow (number of bits) increases
with the time. However, the pattern shows that the shorter value of ∆ exploits
higher message flow for short period and then it decreases by following piece-wise
linear trend. On the other hand, ∆ with large values ensure less message flow at
the beginning. The increment of message flow is very steady for the large value
of ∆. This is directly related to the number of outage in the route. If the outage
occurs at the beginning due to high frequency data transfer, later the nodes get
small amount of recharge to serve in the next duty cycle. As the homogeneous
nodes have the similar information to be sent to the destination, there is no need of
considering data aggregation. Thus, a single packet remains constant in size until
it reaches the destination node. On the other hand, heterogeneous aggregation
delivers more message/packets than homogeneous aggregation due to the different
packet types generated from each sensors.
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Figure 9.1. Basic homogeneous LEADER: Cumulative message flow when the genera-
tor has total number of (a) node = 10, (b) node = 15, and (c) node = 20. As the data
transfer interval increases, the time taken for increased message delivery is delayed.
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Figure 9.2. Improved homogeneous LEADER: Cumulative message flow when the gen-
erator has total number of (a) node = 10, (b) node = 15, and (c) node = 20. Apparently,
it seems that the ∆ = 3.0 provides lower message. But in reality, it keeps the network
alive for more time. This is helpful if the application can afford longer message reception
interval.
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Figure 9.3. Basic heterogeneous LEADER: Cumulative message flow when the gener-
ator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.4. Improved heterogeneous LEADER: Cumulative message flow when the
generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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9.3 Energy Consumption
Figure. 9.5, 9.6, 9.7, and 9.8 presents total energy consumption at each round for
an active session. By round we mean any valid source and cluster head pair. For a
network with n nodes, there are n(n− 1) valid pairs to be chosen. Thus, the total
sessions for each round can be maximum of n2 − n. As the number of message
transmission is higher for heterogeneous nodes compared to homogeneous nodes,
the energy consumption is also increased in the former case. We compare the en-
ergy consumption at each session length. Sessions with longer life time consume
more energy as they allow more packets transmission. Both improved homoge-
neous and improved heterogeneous LEADER scheme performs better compared
to the basic homogeneous and basic heterogeneous cases.
For the basic cases, the increase in energy consumption becomes very insignif-
icant as the outage is very high. The number of outage increases quickly for basic
and improved heterogeneous data aggregation, thus the energy consumption be-
comes more at the beginning for certain time. This time varies based on the
data generation interval, which is a prime factor for energy consumption. The
homogeneous LEADER is likely to ensure less energy consumption due to the less
number of nodes. For example, a route with 10 active nodes send 1 packet to
the cluster head while using homogeneous aggregation and send 10 packets to the
cluster head while using heterogeneous aggregation. So, the rule of thumb is to
use improved homogeneous version of the LEADER if the intended application
can afford tolerable delay.
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Figure 9.5. Basic homogeneous LEADER: Cumulative energy consumption when the
generator has total number of n(a) node = 10, (b) node = 15, and (c) node = 20.
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Figure 9.6. Improved homogeneous LEADER: Cumulative energy consumption when
the generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.7. Basic heterogeneous LEADER: Cumulative energy consumption when the
generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.8. Improved heterogeneous LEADER: Cumulative energy consumption when
the generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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9.4 Outage Frequency
Figure 9.9, 9.10, 9.11, and 9.12 represent the outage frequency over the whole five
hours of simulation time. In Figure 9.9, basic homogeneous LEADER protocol
simulation and its outage is shown for three different node counts. It is evident
that, the network lifetime (If FND scheme is considered) is similar for all the node
counts. The only difference among the three is the outage and recovery at later
period. Figure 9.10 shows improved homogeneous LEADER protocol’s message
flow for three node settings. The result improved significantly in terms of lifetime
and ripple effect. Ripple effect refers to the event when the nodes get charged in
one cycle and loose it in the next cycle to transmit message. In the next cycle its
gets recharged and again take part in the normal operation. This happens for the
nodes in the longer chaining. Thus, improved LEADER, which actually minimizes
the route length, have more time to keep the network alive. For the lower data
generation interval, the nodes get very small fraction of time for energy saving,
thus the outage occurs very frequently. It is to be noted that with data generation
interval of 0.04/0.045/0.08 sec, the nodes loose energy very fast and the saved
charged can only serve for a fraction of time, creating ripple effect in the outage
characterization. On the other hand, higher data generation interval (0.1/1.0 sec)
provides longer network lifetime considering FND scheme. Figure 9.11 and 9.12
shows the outage characteristics of heterogeneous message aggregation. As the
number of message is significantly larger than the homogeneous aggregation, the
nodes have to send more message within the same amount of time.
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Figure 9.9. Basic homogeneous LEADER: Node outage frequency when the generator
has total number of (a) node = 10, (b) node = 15,and (c) node = 20.
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Figure 9.10. Improved homogeneous LEADER: Cumulative energy consumption when
the generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.11. Basic heterogeneous LEADER: Node outage frequency when the genera-
tor has total number of n(a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.12. Improved heterogeneous LEADER: Node outage frequency when the gen-
erator has total number of (a) node = 10, (b) node = 15, and (c) node = 20. Large
number of message is sent within very short period of time. This results very quick
energy depletion below the threshold and outage.
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9.5 Remaining Energy
Remaining energy is directly related to both message flow and node outage fre-
quency. Figure 9.13, 9.14, 9.15, and 9.16 present the cumulative remaining energy
of the network for different number of nodes. The characteristics is inverse of the
message flow. As the message flow increases, the remaining energy decreases lin-
early. For the homogeneous aggregation, the remaining energy goes below thresh-
old limit with steady decrease. This is because at a time only one message is
transferred from each node in the route. The energy usage for a single packet is
very small. On the other hand, in heterogeneous aggregation, a node sends all the
previous senders message and its own message to its next neighbor. As the mes-
sage count increases with the increase of nodes, the remaining energy falls below
threshold limit very quickly, resulting steep curve pattern in Figure 9.15 and 9.16.
As the remaining energy is a function of message count, it will solely depend on
the message delivery. It is to be noted that, the communication between data col-
lector and cluster head is very insignificant for lower number of nodes and larger
number of collectors in the network. In Figure 9.14, the network is loosing lowest
energy with time when ∆ = 0.15. The data generation interval is not the only
prime factor that affects the network behavior for LEADER. Number of nodes
also play a vital role in this regard. To justify the number of nodes in a cluster
the ∆ value, we need to test for other configuration as well. We propose the
optimization problem formulation considering all the requirements in Chapter 10
155
Minutes
50 100 150 200 250 300
To
ta
l r
em
ai
ni
ng
 e
ne
rg
y 
(J)
2
4
6
8
10
12
14
16
18
20
∆ = 0.04
∆ = 0.06
∆ = 0.08
∆ = 0.10
(a)
Minutes
50 100 150 200 250 300
To
ta
l r
em
ai
ni
ng
 e
ne
rg
y 
(J)
5
10
15
20
25
30
∆ = 0.06
∆ = 0.08
∆ = 0.10
∆ = 0.15
(b)
Minutes
50 100 150 200 250 300
To
ta
l r
em
ai
ni
ng
 e
ne
rg
y 
(J)
5
10
15
20
25
30
35
40
∆ = 0.08
∆ = 0.10
∆ = 0.12
∆ = 0.15
(c)
Figure 9.13. Basic homogeneous LEADER: Cumulative remaining energy when the
generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.14. Improved homogeneous LEADER: Cumulative remaining energy when
the generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.15. Basic heterogeneous LEADER: Cumulative remaining energy when the
generator has total number of (a) node = 10, (b) node = 15, and (c) node = 20
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Figure 9.16. Improved heterogeneous LEADER: Cumulative remaining energy con-
sumption when the generator has total number of (a) node = 10, (b) node = 15, and
(c) node = 20
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9.6 Harvested Energy
Total harvested energy during the simulation period over the whole network does
not depend on the message flow. The harvested energy becomes larger when the
network consists more nodes. As the nodes are exposed to sunlight and generator
vibration, they can get charge for most of the time. On the other hand, nodes
have inactive period when they do not act as either relay, source, or cluster head.
In homogeneous sensor nodes, each session has longer life time before any interme-
diate node failure, thus the nodes which are inactive for that session have longer
time to get recharged. For example, if a network with n nodes have n/4 active
nodes for the duration of Thom, then the other 3n/4 nodes are inactive. These
inactive nodes can be recharged for time Thom. On the other hand, heterogeneous
nodes have lower active duration Thet as Thom > Thet.
9.7 Discussion and Recommendation
In this section, we analyze best case and worst case scenarios based on the routing
length of active source-cluster head pairs. We assume that the network consists
of n sensors with degree of 2 for their neighbors; each node has two neighbors,
deg(V ) = 2. The sensors location forms a circular route on each generators.
So, the best case would be using that linear route as long as possible. Defining
the suitable data interval rate and the charging scheme are two most important
methods to deal with the energy outage issue efficiently. Without the loss of gen-
eralization, usually larger ∆ value gives better performance in both homogeneous
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and heterogeneous aggregation. One of the worst case scenario occurs when a
node need to send the message to a data collector while it has one immediate
node as the cluster head. This scenario can occur when among the neighbors,
one is cluster head and another is a normal node which lost its remaining energy
below the threshold limit. Now, let us discuss more about the results presented
for LEADER protocol in terms of homogeneity and heterogeneity of the data
aggregation. The outage frequency is discussed in Section. 9.8.
9.7.1 Homogeneity
As stated earlier that the homogeneous data aggregation has lower number of
packet transmission than the heterogeneous aggregation, the comparison should
be made between basic and improved LEADER protocol using the KPI’s defined
earlier. Now, we will contrast some aspects of those KPI’s between basic and
improved LEADER.
• Message Flow: Figure.9.1 and 9.2 shows the average message flow per node
for different nodes in the network. It is to be noted that the performance
remains constant for all three nodes and all data generation interval (∆)
for 60, 80, and 100 minutes. Then the message flow does not follow linear
increase. This happens due to the outage in the network. The improved
LEADER performs better for lower data generation interval than the basic
LEADER. For example, the average cumulative message flow is 10 Megabits
in improved LEADER (Figure. 9.2(c)) and 8 Megabits for basic LEADER
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(Figure. 9.1(c)) with ∆=0.08. The performance is similar for both protocols
for increased ∆.
• Energy Consumption: Energy consumption is directly dependent upon the
message flow. Thus, Figure. 9.5 and Figure. 9.6 have similar pattern as the
corresponding message flow. Lower ∆ value shows higher energy consump-
tion for improved LEADER due to more successful message transmission
than basic LEADER.
• Remaining Energy: Figure. 9.13 and 9.14 shows the remaining energy for
different nodes and different ∆ 1. The major difference between those re-
maining energy plots is the point when the nodes start recharging and reach
to the stable state. For nodes 15 and 20, with ∆ > 0.1 the remaining energy
decreases after slowly due to increased recharge time. The more the ∆ value
the more time the nodes will get to recharge themselves. The performance
is not same for the network with 10 nodes due to lower recharge time. Thus
the performance depends on selecting both the number of nodes and the ∆
value.
9.7.2 Heterogeneity
• Message Flow: Figure. 9.3 and 9.4 shows the cumulative average message
flow for heterogeneous cases. The message flow increases linearly for both
1It can be noticed that for different nodes, the ∆ values do not match with each
other. As basic mode requires larger ∆ than the improved mode, we start with the
maximum minimum value for ∆. For basic mode, ∆min =
n(n+1)
2 ×Tp and for improved
mode, ∆min =
n(n+1)
4 × Tp, where n = number of nodes and Tp = LR = 0.0036.
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basic and improved LEADER mode. The noticeable difference in hetero-
geneous case also matches with homogeneous cases, the message flow per
node is more for lower ∆ in improved LEADER. For example, Figure. 9.3(c)
shows 48 Megabits and Figure. 9.4(c) shows 58 Megabits of message flow
after 300 minutes for ∆=0.8. For higher ∆, the nodes get enough time to
keep all the nodes alive for the intended duration. Thus, the total message
flow shows similar linear increase for both basic and improved LEADER
protocols.
• Energy Consumption: Energy consumption is directly dependent upon the
message flow. Thus, Figure. 9.7 and Figure. 9.8 have similar pattern as the
corresponding message flow. Lower ∆ value shows higher energy consump-
tion for improved LEADER due to more successful message transmission
than basic LEADER.
• Remaining Energy: Figure. 9.15 and 9.16 shows the remaining energy for
different nodes and ∆ values. The general trend is to loose energy very
quickly and then recharge to reach to a stable state. However, the question
may arise why the nodes still fail after reaching to the stable state? To
answer this, it is to be noted that the recharge amount is very small which
maybe sufficient for the source and some of the initial relay nodes to send
data packets. For the later relays and cluster heads, the number of packet
count increases drastically which consumes much energy and leads to node
outage. Thus, we experience some outage even after the stable remaining
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energy state is reached by the nodes. The statement is true only for lower
∆. Higher ∆ value ensures proper recharging and no outage, which also
exploits higher remaining energy.
9.8 Sustainable Data Generation
This section describes the contribution of ∆ towards network sustainability. By
network sustainability, we mean the smooth operation of sensor data collection
and transfer without any node failure due to energy deficiency. As stated earlier
that the data generation interval controls the frequency of node outages, we need
to evaluate the effective ∆ value for application specific recommendation. Fig-
ure. 9.17 and Figure. 9.18 represents the sustainability plot of basic and improved
homogeneous LEADER protocol respectively for three different node settings with
varying data generation interval. It is noticeable that the smaller data generation
affects highly in basic homogeneous aggregation. The network seems to have only
one or no outage when ∆ ≥ 1.0 with 15 or more nodes. The only single outage
occurs due to the change in cluster head. When the cluster head energy goes
below the threshold value, it is considered as outage node until it gets back to its
operational power. The instant when cluster head is bound to hand over it’s role
to another newly elected cluster head is considered as a outage. For ∆ > 0.1, there
is no outage for N=15/20. As the ∆min is very small for N=10, the sustainable
value is also smaller. In this case, sustainable ∆ is around 0.2 for providing zero
outage.
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Figure 9.17. Sustainability plot for Basic LEADER with homogeneous data aggrega-
tion
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Figure 9.18. Sustainability plot for Improved LEADER with homogeneous data ag-
gregation.
On the other hand, improved LEADER protocol in homogeneous data aggre-
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gation exploits better maximum outage compared to basic LEADER, as expected.
Although the sustainability plot only shows the maximum outage frequency, the
outage plots previously shown gives idea about how frequent the outage occurs.
The maximum outage drops to less than 50% in improved LEADER with homo-
geneous aggregation for ∆ ≤ 0.2.
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Figure 9.19. Sustainability plot for Basic LEADER with heterogeneous data aggrega-
tion
Figure. 9.19 shows the maximum outage frequency for basic LEADER with
heterogeneous data aggregation mode. The outage frequency starts to decrease
when ∆ ≥ 0.4 for 10 nodes. Similar scenario happens with ∆ ≥ 0.5 and ∆ ≥ 0.9
for 15 and 20 nodes respectively. The data generation interval has to be sufficiently
larger to ensure that there occurs no outage from the beginning. Thus, basic
LEADER does not allow the applications to use higher data transfer rate. It is
only helpful to those applications with tolerable delay in data transmission.
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Figure 9.20. Sustainability plot for Improved LEADER with heterogeneous data ag-
gregation.
On the other hand, Figure. 9.20 shows the sustainability plot for improved
LEADER with heterogeneous data aggregation mode. The improved LEADER
shows more than 70% decrease in maximum outage frequency compared to ba-
sic LEADER. Thus, increased data transmission can be achieved using improved
LEADER with similar network topology and ∆. The sustainable condition ap-
pears when ∆ ≥ 0.4 for 10 nodes and ∆ ≥ 1.0 for 15 or more nodes.
Table. 9.1 shows the summary of minimum allowable ∆ in seconds for better
understand the scope of using data transmission frequency in different applica-
tion requirements. The table shows that we can achieve 200% increase in data
transfer rate for all the cases of improved LEADER protocol due to the parallel
paths. Parallel paths refer to using two different pats to the cluster head from
two different source nodes.
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Node count Aggregation mode LEADER Protocol type Minimum allowed ∆
10 Homogeneous Basic 0.036
15 Homogeneous Basic 0.054
20 Homogeneous Basic 0.072
10 Homogeneous Improved 0.018
15 Homogeneous Improved 0.027
20 Homogeneous Improved 0.036
10 Heterogeneous Basic 0.198
15 Heterogeneous Basic 0.432
20 Heterogeneous Basic 0.396
10 Heterogeneous Improved 0.099
15 Heterogeneous Improved 0.216
20 Heterogeneous Improved 0.198
Table 9.1. Minimum allowable ∆ for both basic and improved LEADER with homo-
geneous and heterogeneous data aggregation modes.
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CHAPTER 10
CONCLUSIONS
“You do not know what you will earn tomorrow.”
- The Quran 31:34, Surah Luqman
The use of wireless devices is increasing rapidly for the last few decades. En-
ergy efficient design have made the smaller devices to be used in wireless medium
which, at the same time, opened numerous challenges and opportunities. These
devices (e.g., sensors, actuators, antennas, etc.) are equipped with low capac-
ity batteries which provides very limited operational time hence the applications
requiring longer operational efficiency do not get full benefit out of them. How-
ever, in wireless ad hoc and sensor network applications, sensors are usually tiny
and have very small power source. Limited energy capacity is one of the major
challenges in this network. Previous researches have taken this energy issue in
serious consideration and developed several techniques to overcome. In this the-
sis, we focus on developing two new routing protocols those are aimed at solving
the similar problems. The major contribution includes the introduction of am-
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bient energy source as a charging scheme for the sensors. Significant study on
using mobile chargers or actuators to carry charging devices and reach individual
sensors to satisfy their energy requirement. This process is both expensive and
time-consuming. On the other hand, the number of mobile chargers need to be
identified based on the deployed sensors in the region of interest. Usually, the
number of employable mobile chargers increases with the increase in the total
number of deployed sensors. Ambient energy sources come in handy for an area
where significant number of sensors need to be served with energy after certain
cycle. In practical, the RF recharging efficiency is very lower which forces the
sensors to spend significant time. Additionally, the chargers can not serve every
single sensors dedicatedly. However, this issue can be solved if the energy source
can be ambient (e.g., solar, wind, vibration, etc.). Generally, vibration energy is
generated from different mechanical and structural sources. When these sources
are considered to be used to serve a particular purpose except energy harvesting
for sensors, then the harvested energy is called ambient energy. The good thing
about using ambient sources is the abundant availability. For example, the solar
energy can be used abundantly and parallel for every sensors in a network during
the day time. Additionally, if the sensors are placed in such environment where
vibration is available from some other sources (e.g., generators), then they can
also be treated as ambient sources.
In the first part of this thesis, DEER protocol is introduced to ensure guaran-
teed message transmission between any source-destination pair considering energy
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efficiency and maximum message flow. The protocol is compared with traditional
Dijkstra algorithm, GA-DEER, and random neighbor selection method which
shows significant improvement. In the second part, LEADER protocol is devel-
oped with the aim to use in smart grid environment. It introduces basic and
improved LEADER with homogeneous and heterogeneous data aggregation. We
explain the relation of data aggregation with this algorithm in detail. The sim-
ulation results show that improved LEADER, which uses reduced path length
compared to basic LEADER, performs better in terms of outage, delay, message
flow, remaining energy characterization, etc.
However, not every protocols are fully equipped with the all-in-one solution.
Although our schemes offer potential improvement in the area of routing in several
applications of wireless ad hoc and sensor networks, we envision several improve-
ments of our proposed algorithm as well. Figure 10.1 and 10.2 directs the possible
extension of LEADER protocol by considering the partitioning and usage of mo-
bile charger in the smart grid. This can solve the issue of longer chain as the
cluster becomes partitioned into smaller sub-clusters.
We envision various improvement areas in LEADER protocol in terms of se-
curity, efficient energy usage, scalability etc. Scalability refers to extending this
protocol to use in large number of generators. Additionally, there are numerous
options to solve optimization problem in the smart grid environment considering
different KPIs (Key Performance Indicator).
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(a) (b)
Figure 10.1. Cluster heads (CH) and normal nodes (resource constrained sensors) are
static in our model. (a) One data collector (DCf ) has failed due to lack of energy. (b)
Data collectors (DC1 and DC2) communicate directly with each other. Previous cluster
heads A and B can communicate with each other as they are not covered by any data
collectors after failure of DCf . Thus a new partition arises in the network with cluster
heads A and B.
The optimization problem formulation and possible improvement of LEADER
protocol is discussed in terms of scalability. In this thesis we considered evaluating
the performance of LEADER protocol applied on a single generator. But in reality,
smart grids are filled with more than a single generator which gives us the thrust
to scale our protocol. However, the below questions can be considered to choose
proper constraint for the optimization problem formulation.
1. How to minimize the number of data collectors in the network?
2. What is the minimum number of collectors needed so that no outage occurs?
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3. What is the minimum data generation interval to maximize the data flow
and minimize the outage?
4. What are the optimum locations for the data collectors so that total energy
consumption (both normal nodes and collectors) is minimized and data flow
is maximized?
5. How to maximize the cluster head life time using minimum data generation
interval? It is to be noted that, data collectors need to serve nodes from
multiple generators.
(a) (b)
Figure 10.2. Cluster heads (CH) and normal nodes (resource constrained sensors) are
static in our model. (a) Between A and B, anyone can declare itself as corresponding
cluster head and merge them to join existing data collectors (DC1, DC2). In this exam-
ple we show B as a corresponding cluster head that joins DC1. (b) A mobile charger
can follow the failed data collector to recharge it upon receiving an alert message (we
call it SOS message). In this scenario, 4 separate partitioned clusters are formed before
DCf becomes active.
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Additionally, the LEADER protocol can be extended to be used in large smart
grids where multiple of clusters will be communicating at the same time. This
formulation would require extensive optimization based on numerous parameters.
Some existing basic routing protocols can also be compared with our models. This
thesis is focused on the routing problem only. The protocols can be extended to
use with the help of different MAC layer protocols to minimize the congestion
issue.
Finally, the protocols can be extended to use in cross-layer applications too.
However, the protocols discussed in this thesis are more useful in applications
where quality of service is more important above all other requirements. For
example, in a medical body area network applications, the aim is to get accurate
and low latency data, loss of data is not desirable. Therefore, the protocols
introduced here can support the unique considerations of these networks.
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Appendix
A Theoretical Derivations of Basic LEADER (Heteroge-
neous Aggregation
This section explains the theoretical derivation of Basic LEADER protocol for
heterogeneous data aggregation. It is to be noted that the Basic LEADER elects
only one route consisting of active nodes from a cluster.
Message Flow
Let us assume that the selected route has n nodes considering no outage. Thus,
the number of packets transmitted from leader (source) node to the cluster head =
n(n+1)
2
. It is to be noted that the length of the route may vary over the simulation
time due to the node outage.
If the length of each packet is L bits, then the total message flow, MFr over
a route from source through relays and to the destination is defined using Equa-
tion. 1.
MFr =
n(n+ 1)r
2
× L (1)
The normalized message flow is defined in Megabits (1 Megabits = 106 bits)
in Equation. 2 where r refers to the round number, and L = 800 bits.
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MFr =
n(n+ 1)r
2n× 106 × L
=
[
(n+ 1)× L× r
2× 106
]
=
(n+ 1)× r × 800
2× 106
= (n+ 1)× r × 4× 10−4
MFr = (n+ 1)× r × 4× 10−4 (2)
Thus, if we want to calculate the message flow over n nodes at round 1 to 100,
MF1 = (10 + 1)× 1× 4× 10−4
= 0.0044
MF2 = (10 + 1)× 2× 4× 10−4
= 0.0088
. . .
MF100 = (10 + 1)× 100× 4× 10−4
= 0.44
Energy Consumption
Energy consumption, ECr at round r is defined in Equation. 3. Both transmit
energy and reception energy is equal as transmit current, It and reception current,
Ir are equal, Et = Er = V × It = V × Ir = 3.3× 25× 10−3 = 0.00825 Joule.
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ECr =
[
n(n+ 1)
2
× Tp × (Et + Er)− (Tp × Er)
]
× r
=
[
n(n+ 1)
2
× Tp × 2Et − (Tp × Et)
]
× r
=
[
Tp × Et × {n(n+ 1)− 1}
]
× r
= (n2 + n− 1)× Tp × Et × r
ECr = (n
2 + n− 1)× Tp × Et × r (3)
We can calculate the energy consumption, EC over n nodes at round 1 to 100
considering L = 800 bits and R = 220 kbps.
EC1 = (100 + 10− 1)× L
R
× 0.00825× 1
= 0.0327
EC2 = (100 + 10− 1)× L
R
× 0.00825× 2
= 0.0654
. . .
EC100 = EC1 × 100
= 3.27
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Remaining Energy
REr = Etotal − ECr − Eidle +Rechargevib
= Etotal − ECr − (n× Eidle × Tidle)︸ ︷︷ ︸
Idle Discharging
+
Active Recharging︷ ︸︸ ︷
(n× Evib ×∆)
(4)
Where, discharging during the idle time, ECidle  Rechargevib
• When number of nodes = n, maximum energy capacity of sensors = Emax,
then the total remaining energy for a particular timestamp. Etotal = n×Emax
• ECr = (n2 + n− 1)× Tp × Et × r
• ∆ = Data generation interval = 0.03
• Evib = Vibration energy = 0.0035
• Eidle = Energy consumption during idle period = 2.31× 10−5
• Tidle = ∆−
[
n(n+1)
2
× Tp
]
= 0.3− 0.2 = 0.1
Thus, the cumulative remaining energy in the simulation after round number
1, RE1,
RE1 = 20− 0.0327− (10× Eidle × Tidle) + (10× Evib ×∆)
= 20− 0.327− (2× 10−5) + 0.0105
= 19.9778︸ ︷︷ ︸
The actual simulaiton energy at round 1 is 19.9770
The difference between theoretical and simulation energy = 19.9778 - 19.9770
= 0.0008, this is due to the charging capacity of the sensors. For example, a node
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has remaining energy closest to Emax and when it gets recharged for ∆ period, the
total energy exceeds Emax. But the sensors battery will not receive charge more
than Emax. For this reason, sometimes the theoretical remaining energy will show
a bit more than the actual simulation results. While analyzing the theoretical
results, we should consider individual node recharge and remaining energy to
exactly match with the simulation results. The remaining energy depends mainly
on the consumed energy, as the number of nodes and idle time are fixed before
any node failure.
Outage Frequency
The outage frequency refers to simply keeping track of the nodes those go below
the threshold energy or have some mechanical fault. Instantaneous node outage
are calculated after each ∆ time and kept in an array. The outage frequency at
time t, OFt can be explained in Equation. 5 where Oj refers to the total node
outage at time t+ ∆.
OFt+∆︸ ︷︷ ︸
t = 0→ Tmax
=
n∑
j=1
Oj (5)
B Theoretical Derivations of Improved LEADER (Hetero-
geneous Aggregation
As improved LEADER provides 200% increase in efficiency due to splitting of
active routes into two, the derivations can be done from the basic LEADER equa-
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tions. In this section, only equations are provided without the detail explanation.
The parameters are similar as used in section. A.
Message Flow
MFr =
n(n+ 1)r
4n× 106 × L
=
[
(n+ 1)× L× r
4× 106
]
=
(n+ 1)× r × 800
4× 106
= (n+ 1)× r × 2× 10−4
(6)
Energy Consumption
ECr =
[
n(n+ 1)
4
× Tp × (Et + Er)− (Tp × Er)
]
× r
=
[
n(n+ 1)
4
× Tp × 2Et − (Tp × Et)
]
× r
=
[
Tp × Et ×
{
n(n+ 1)
2
− 1
}]
× r
=
1
2
× (n2 + n− 2)× Tp × Et × r
(7)
Remaining Energy and Outage Frequency
This is similar to Equation. 4, except the ECr value should come from Equation. 7.
REr = Etotal − ECr − Eidle +Rechargevib
= Etotal − ECr − (n× Eidle × Tidle)︸ ︷︷ ︸
Idle Discharging
+
Active Recharging︷ ︸︸ ︷
(n× Evib ×∆)
(8)
Please refer to Equation. 5 for outage frequency.
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