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Resumo
Dado um grafo dirigido E podemos construir um produto cruzado
parcial associado a ele por meio de uma ação parcial do grupo livre ge-
rado pelas arestas de E ou por meio de uma ação parcial do grupoide
gerado pelas arestas de E. Em ambos os casos temos um isomorﬁsmo
entre a álgebra de Leavitt de E e os produtos cruzados parciais menci-
onados.
Neste trabalho mostramos a construção desses dois produtos cruza-
dos parciais e seus respectivos isomorﬁsmos com LK(E). Além disso,
estudamos condições suﬁcientes para que dados dois grafos dirigidos E1
e E2, considerando seus grupoides G1 e G2, tenhamos um isomorﬁsmo
entre suas álgebras de Leavitt. Por ﬁm, estudamos condições para que
dado um isomorﬁsmo entre as álgebras de Leavitt tenhamos uma rela-
ção mais forte entre os grupoides.
Palavras-chave: Álgebra. Grafos dirigidos. Álgebra de Leavitt.
Produto cruzado parcial. Grupoide.

Abstract
Given a directed graph E, one can deﬁne a partial skew group ring
associated to it by a partial action of the free group generated by the
edges of E or by a partial action of the groupoid generated by the edges
of E. In both cases, there is an isomorphism between the Leavitt path
algebra LK(E) and the partial skew group(groupoid) ring mentioned.
In this work, we show how these partial skew group(groupoid) rings
are constructed and we also show how there can be an isomorphism
between them. Moreover, we study suﬃcient conditions so that given
two directed graphs E1 and E2, considering their groupoids G1 and G2,
there is an isomorphism between their Leavitt path algebras. Finally,
we study conditions so that given an isomorphism between Leavitt path
algebras there is a stronger relation between the groupoids.
Keywords: Algebra. Directed graphs. Leavitt path algebras. Par-
tial skew group rings. Groupoid.
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Introdução
Ações parciais de grupos apareceram independentemente em várias
áreas da matemática, em particular, na teoria de álgebra de operado-
res como uma ferramenta poderosa para seu estudo. Produtos cruzados
parciais são generalizações naturais de produtos cruzados no contexto
de ação parcial (veja [1], onde produtos cruzados parciais são introduzi-
dos e sua associatividade estudada). Uma grande vantagem de estudar
produtos cruzados parciais é a sua capacidade de fornecer um modo
de construir anéis não-comutativos. Além disso, há indícios de que a
teoria de anéis não-comutativos pode se beneﬁciar da teoria de produ-
tos cruzados parciais. Um desses indicativos é a recente descrição das
álgebras de Leavitt, uma classe de álgebra sobre corpos construída de
grafos dirigidos, como produto cruzado parcial.
O principal objetivo deste trabalho é mostrar que a álgebra de Le-
avitt LK(E) de um grafo dirigido E é isomorfa ao pruduto cruzado
parcial associado a uma ação parcial do grupoide gerado pelas arestas
de E.
Este trabalho está dividido em quatro capítulos.
No primeiro capítulo, introduziremos as noções de ações parciais de
grupo e produtos cruzados parciais associados a essas ações, usando
como referências principais [1] e [5]. Ainda no primeiro capítulo, fala-
remos de critérios para que um produto cruzado parcial seja simples.
De [4], obteremos critérios para o caso de o grupo ser abeliano.
No segundo capítulo, nos dedicaremos ao estudo das álgebras de
caminhos de Leavitt, LK(E), e à existência de um isomorﬁsmo entre
LK(E) e o produto cruzado parcial associado a uma ação parcial do
grupo livre gerado pelas arestas do grafo dirigido E sobre uma deter-
minada álgebra.
No terceiro capítulo, estudaremos ação parcial de grupoide e o pro-
duto cruzado parcial associado a essa ação, baseados em [8] e [9]. Mos-
traremos neste capítulo que existe um isomorﬁsmo entre a álgebra de
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Leavitt de um grafo E e o produto cruzado parcial associado a uma
ação parcial do grupoide gerado pelas arestas de E.
No capítulo quatro, estudaremos condições necessárias para que,
dados dois grupoides G1 e G2 associados a grafos E1 e E2, respecti-
vamente, tenhamos um isomorﬁsmo entre os produtos cruzados asso-
ciados a eles. Mostraremos também condições suﬁcientes em relação
às álgebras de Leavitt para que tenhamos um homomorﬁsmo entre os
grupoides que preserva caminhos e damos um contra-exemplo caso uma
das condições da proposição não seja satisfeita.
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Capítulo 1
Produtos cruzados parciais
e simplicidade de ações
parciais de grupo
Neste capítulo introduziremos o conceito de ação parcial de um
grupo de acordo com [1]. Em seguida, dada uma ação parcial, conside-
raremos o produto cruzado parcial associado a essa ação e discutiremos
condições para que o produto cruzado parcial seja associativo (com base
em [1] e [5]) e para que ele seja simples (com base em [3] e [4]). Os
resultados que não são demonstrados aqui podem ser encontrados em
[1], [4] ou [5].
1.1 Ações parciais de um grupo G
Deﬁnição 1.1.1. Uma ação parcial de um grupo G sobre um conjunto
X é um par α = ({Dt}t∈G, {αt}t∈G) em que, para cada t ∈ G, Dt é
um subconjunto de G e αt : Dt−1 → Dt satisfaz:
(i) De = X, em que e ∈ G é o elemento neutro de G;
(ii) α−1t (Dt ∩Ds−1) ⊆ D(st)−1 ;
(iii) αs ◦ αt(x) = αst(x), para todo x ∈ α−1t (Dt ∩Ds−1)
Observação 1.1.2. Note que a igualdade em (iii) está bem deﬁnida pois,
se x ∈ α−1t (Dt ∩ Ds−1), então αt(x) faz sentido e αt(x) ∈ Dt ∩ Ds−1 .
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Sendo assim, podemos aplicar αs em αt(x). Além disso, o item (ii)
garante que podemos aplicar αst em x sempre que x ∈ α−1t (Dt∩Ds−1).
Os itens (ii) e (iii) garantem uma certa compatibilidade entre as
operações de composição dos isomorﬁsmos e a operação do grupo.
Deﬁnição 1.1.3. Uma ação parcial de um grupo G sobre um anel R
é uma ação parcial α = ({Dt}t∈G, {αt}t∈G) do grupo G tal que Dt é
um ideal de R e αt : Dt−1 → Dt é um isomorﬁsmo de anel, para todo
t ∈ G.
Proposição 1.1.4. As condições de 1.1.1 são equivalentes a:
(i) De = X e αe = IdX ;
(ii) αt(Dt−1 ∩Ds) = Dt ∩Dts;
(iii) αs(αt(x)) = αst(x), para todo x ∈ Dt−1 ∩D(st)−1
Exemplo 1.1.5. Seja Z o grupo aditivo dos inteiros e seja N o conjunto
dos números naturais. Deﬁna, para cada z ∈ Z,
Dz = {n ∈ N : n ≥ z}.
Note que Dz = N, caso z ≤ 0. Deﬁna, para cada z ∈ Z,
αz : D−z → Dz
n 7→ n+ z.
Veja que αz está bem deﬁnida para todo z ∈ Z pois, se z ≤ 0
e n ∈ D−z, então n ≥ −z e αz(n) = n + z ≥ −z + z = 0. Logo,
αz(n) ∈ N = Dz. Se z > 0 e n ∈ D−z = N, então αz(n) = n+ z ≥ z e
com isso αz(n) ∈ Dz.
Note que, para todo z ∈ Z e para todo n ∈ Dz, αz ◦ α−z(n) = z.
Logo, α−1z = α−z.
Vamos mostrar que α = ({Dz}z∈Z, {αz}z∈Z) é uma ação parcial do
grupo Z sobre o conjunto N.
(i) Por deﬁnição, D0 = N.
(ii) Para mostrar que α−1z (Dz ∩D−w) ⊆ D−z−w devemos considerar
dois casos.
Caso 1: −z − w ≤ 0. Neste caso, D−z−w = N e então segue
diretamente que Dz ∩D−w ⊆ D−z−w.
Caso 2: −z −w > 0. Neste caso, temos z < −w, o que implica
em Dz ∩D−w = D−w. Daí, para x ∈ D−w, temos
x ≥ −w e α−z(x) = x− z ≥ −w − z.
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Logo, α−z(x) ∈ D−w−z.
Portanto, α−z(Dz ∩D−w) ⊆ D−z−w.
(iii) Sejam z, w ∈ Z e seja n ∈ α−1z (Dz ∩D−w). Então
αw ◦ αz(n) = αw(z + n) = w+ (z + n) = (w+ z) + n = αw+z(n).
Exemplo 1.1.6. Seja α = ({Dg}g∈G, {αg}g∈G) uma ação parcial de
um grupo G sobre um conjunto X e seja K um corpo qualquer.
Seja KX = {f : X → K|f é função }. Considere, para cada g ∈ G,
Eg = {f ∈ KX : f |X\Dg = 0}.
Para toda f ∈ Eg−1 , para todo x ∈ X, seja
βg(f)(x) =
{
f(αg−1(x)) , se x ∈ Dg
0 , se x /∈ Dg.
Veja que βg é uma função βg : Eg−1 → Eg.
Vamos mostrar que β = ({Eg}g∈G, {βg}g∈G) é uma ação parcial de
G sobre KX .
(i) Note que
Ee = {f ∈ KX : f |X\De = 0}
= {f ∈ KX : f |X\X=0}
= KX .
(ii) Para quaisquer g, h ∈ G e f ∈ (Eg−1 ∩ Eh), vamos mostrar que
βg(f) ∈ Egh. Seja x ∈ X \Dgh. Temos dois casos.
Caso 1: x /∈ Dg.
Então βg(f)(x) = 0, por deﬁnição.
Caso 2: x ∈ Dg.
Neste caso, temos que x ∈ Dg \Dgh = Dg \ (Dgh ∩Dg). Logo:
αg−1(x) ∈ αg−1(Dg \ (Dg ∩Dgh)) = Dg−1 \ αg−1(Dg ∩Dgh)
= Dg−1 \ (Dg−1 ∩Dh).
Ou seja, αg−1(x) ∈ Dg−1 \ (Dg−1 ∩Dh) ⊆ X \Dh.
Logo, βg(f)(x) = f(αg−1(x)) = 0, pois f |X\Dh = 0, visto que
f ∈ Eh. Portanto, βg(f)|X\Dgh = 0. Isto é, βg(Eg−1∩Eh) ⊆ Egh.
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(iii) Para quaisquer g, h ∈ G, f ∈ Eh−1 ∩ Eh−1g−1 e x ∈ X, temos
βg(βh(f))(x) =
{
βh(f)(αg−1(x)) , se x ∈ Dg
0 , se x /∈ Dg
=

f(αh−1(αg−1(x))) , se x ∈ Dg , αg−1(x) ∈ Dh
0 , se x ∈ Dg , αg−1(x) /∈ Dh
0 , se x /∈ Dg.
Note que
x ∈ Dg e αg−1(x) ∈ Dh ⇔ x ∈ Dg e αg−1(x) ∈ Dh ∩Dg−1
⇔ x ∈ Dg e x = αg(αg−1(x)) ∈ αg(Dh ∩Dg−1)
⇔ x ∈ Dg e x ∈ D(g−1)−1 ∩D(g−1)−1(h−1)−1
⇔ x ∈ Dg ∩Dgh.
Logo,
βg(βh(f))(x) =
{
f(αh−1(αg−1(x))) , se x ∈ Dg ∩Dgh
0 , caso contrário
=

f(αh−1g−1(x)) , se x ∈ Dgh ∩Dg
0 , se x ∈ Dgh \Dg
0 , se x /∈ Dgh.
Veja que se x ∈ Dgh \Dg = Dgh \ (Dgh ∩Dg), segue que
αh−1g−1(x) ∈ αh−1g−1(Dgh \ (Dgh ∩Dg)) = Dh−1g−1 \ αh−1g−1(Dgh ∩Dg)
= Dh−1g−1 \ (Dh−1g−1 ∩Dh−1)
= Dh−1g−1 \Dh−1 ⊆ X \Dh−1
Como f ∈ Eh−1 , obtemos f(αh−1g−1) = 0. Disso segue que
βg(βh(f))(x) =

f(αh−1g−1(x)), se x ∈ Dg ∩Dgh
f(αh−1g−1(x)), se x ∈ Dgh \Dg
0, se x /∈ Dgh
=
{
f(αh−1g−1(x)), se x ∈ Dgh
0 , se x /∈ Dgh.
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= βgh(f)(x).
Como outros casos são equivalentes, temos que
βg(βh(f))(x) =
{
f(α(gh)−1(x)) , se x ∈ Dgh
0 , se x /∈ Dgh.
Portanto, para quaisquer g, h ∈ G e f ∈ Dh−1 ∩Dh−1g−1 , temos
βg(βh(f)) = βgh(f).
1.2 Produto cruzado parcial
SejaA uma álgebra sobre um corpoK e seja α = ({Dt}t∈G, {αt}t∈G)
uma ação parcial de um grupo G sobre a álgebra A. Considere o con-
junto de todas as somas formais ﬁnitas da forma
∑
g∈G
agδg, com ag ∈ Dg.
Considere as seguintes operações no conjunto deﬁnido acima:

∑
g∈G
agδg +
∑
g∈G
bgδg =
∑
g∈G
(ag + bg)δg;
 λ
∑
g∈G
agδg =
∑
g∈G
(λag)δg, em que λ ∈ K;
 (agδg) · (bhδh) = αg(α−1g (ag)bh)δgh. E essa operação estende-se
linearmente para todo o conjunto.
Deﬁnição 1.2.1. O conjunto {
∑
g∈G
agδg : ag ∈ Dg} munido das ope-
rações acima é denominado produto cruzado parcial associado a α e
denotado por Aoα G.
Observação 1.2.2. Veja que a multiplicação está bem deﬁnida, pois,
como Dg−1 é um ideal bilateral de A, então αg−1(ag)bh ∈ Dg−1 .
Observação 1.2.3. A aplicação ι : A → A oα G, a 7→ aδe é um ho-
momorﬁsmo de álgebra injetivo, logo podemos identiﬁcar A com uma
subálgebra de Aoα G.
A oα G é uma álgebra não necessariamente associativa. Ou seja, em
geral, não é verdade que (agδg ·bhδh)·cjδj = agδg ·(bhδh ·cjδj). Todavia,
como é mostrado em [1], vale o resultado que segue as deﬁnições abaixo.
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Deﬁnição 1.2.4. Seja A uma álgebra e seja I um ideal não-nulo de
A. Dizemos que I é idempotente se I = I2, isto é, se todo elemento de
I é uma soma de produtos de outros elementos de I.
Deﬁnição 1.2.5. Seja A uma álgebra e seja I um ideal não-nulo de A.
Dizemos que I é não-degenerado se para cada elemento não-nulo a ∈ I
existe b ∈ I tal que ab 6= 0 ou ba 6= 0.
Corolário 1.2.6. Seja α uma ação parcial de um grupo G um uma
álgebra A tal que, para todo t ∈ G, tem-se que Dt é idempotente ou
não-degenerado. Então o produto cruzado parcial AoαG é associativo.
O resultado acima nos dá uma condição suﬁciente para que AoαG
seja associativo, sendo que tal condição depende de propriedades dos
ideais Dt. Em seguida, nos preocupamos com a simplicidade de AoαG.
Considerando uma ação parcial α = ({Dt}t∈G, {αt}t∈G) de um
grupo abeliano G em um anel R, em [4], estudamos condições necessá-
rias e suﬁcientes para que Aoα G seja simples.
Durante os nossos estudos para o caso em que o grupo G é abeliano
e cada Dt possui unidades locais (deﬁniremos o que isso signiﬁca logo
em seguida), conseguimos enfraquecer a condição encontrada em [4]
que garante a simplicidade de Aoα G.
Agora falaremos sobre os pré-requisitos necessários para enunciar-
mos o teorema mencionado acima. No que segue, G é um grupo abeli-
ano, A é um anel e estão omitidas algumas demonstrações que podem
ser encontradas em [4].
Deﬁnição 1.2.7. Seja a =
∑
t∈G
atδt ∈ Aoα G. Deﬁnimos:
(i) o suporte de a, denotado por supp(a), como o conjunto ﬁnito
{t ∈ G : at 6= 0};
(ii) a projeção de a na coordenada g, Pg : Aoα G→ A, por
Pg(
∑
t∈G
atδt) = ag.
Deﬁnição 1.2.8. Seja A um anel. Dizemos que A possui unidades
locais se para todo conjunto ﬁnito {r1, r2, . . . , rn} ⊆ A existe e ∈ A tal
que e2 = e e eri = ri = rie , para todo i ∈ {1, . . . , n}.
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Deﬁnição 1.2.9. Um conjunto de unidades locais E ⊆ A é um con-
junto de idempotentes tais que para todo subconjunto ﬁnito {r1, . . . , rn}
de A existe e ∈ E tal que eri = rie = ri, para todo i ∈ {1, . . . , n}.
Proposição 1.2.10. Seja E ⊆ A um conjunto de unidades locais para
A. Então Eδ0 = {eδ0 : e ∈ E} é um conjunto de unidades locais para
Aoα G.
Demonstração: Seja {a1, . . . , an} um subconjunto ﬁnito de Aoα G,
e escrevemos ai =
∑
t∈G
aitδt, para todo i ∈ {1, . . . , n}. Então existe
somente uma quantidade ﬁnita de ait's que são diferentes de zero.
Seja X = {αt−1(ait) : ait 6= 0} ∪ {ait : ait 6= 0}. Como X é ﬁnito e A
possui unidades locais, seja e ∈ E unidade local para X. Daí,
eδ0a
i
tδt = ea
i
tδt = a
i
tδt e a
i
tδteδ0 = αt(αt−1(a
i
t)e)δt = αt(αt−1(a
i
t))δt = a
i
tδt.
Além disso, temos que
(eδ0)
2 = eδ0 · eδ0 = α0(α0(e) · e)δ0 = α0(e · e)δ0 = α0(e)δ0 = eδ0,
como queríamos.
Deﬁnição 1.2.11. Seja α = ({Dt}t∈G, {αt}t∈G) uma ação parcial de
um grupo G em um anel A. Dizemos que um ideal I E A é G-invariante
se αg(I ∩Dg−1) ⊆ I ∩Dg, para todo g ∈ G.
Deﬁnição 1.2.12. Dizemos que um anel A é G-simples se os únicos
ideais G-invariantes de A são A e {0}.
Lema 1.2.13. Seja E um conjunto de unidades locais para A. Seja
α uma ação parcial de um grupo abeliano (aditivo) G tal que Dt tem
unidades locais, para todo t ∈ G. Suponha que A é G-simples.
Então, para todo elemento não nulo r ∈ AoαG, e para cada unidade
local e ∈ E, existe r′ ∈ Aoα G =: R tal que:
a. r′ ∈ RrR;
b. P0(r
′) = e;
c. # supp(r′) ≤ # supp(r).
Deﬁnição 1.2.14. Seja R um anel. O centro de R é o conjunto C(R) =
{a ∈ R : ab = ba, para todo b ∈ R}.
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Observação 1.2.15. Note que C(R) 6= ∅, pois 0 ∈ C(R). Além disso,
para quaisquer a, b ∈ C(R) e r ∈ R temos (a−b)r = ar−br = ra−rb =
r(a− b) e (ab)r = a(br) = a(rb) = (ar)b = (ra) = r(ab). Ou seja, C(R)
é um subanel comutativo de R.
Para AoG =: S e E ⊆ A, denotaremos por Ce o centro de eδ0Seδ0.
Deﬁnição 1.2.16. Sejam R = A oα G produto cruzado parcial e E
um conjunto de unidades locais para A. Para cada e ∈ E, deﬁnimos o
centro de eδ0Reδ0 como
Ce := {x ∈ eδ0Reδ0 : xy = yx, para todo y ∈ eδ0Reδ0}.
Lema 1.2.17. Considere as mesmas condições do lema anterior e seja
e ∈ E. Então todo ideal não-nulo de A oα G tem interseção não-nula
com Ce ∩ {eδ0 +
∑
g∈G\{0}
bgδg}.
Por ﬁm, enunciamos o teorema. Em [4], é mostrado que os itens
(i) e (ii) são equivalentes.
Teorema 1.2.18. Seja E um conjunto de unidades locais para A e
seja α uma ação parcial de um grupo abeliano G tal que todo ideal Dt
tem unidades locais. Então são equivalentes:
(i) Aoα G é simples;
(ii) A é G-simples e Ce é corpo, para todo e ∈ E;
(iii) A é G-simples e Ce é corpo, para algum e ∈ E.
Demonstração: (ii)⇒ (iii) É óbvio.
(iii)⇒ (i) Seja J um ideal não-nulo de AoαG. Pelo lema anterior,
existe r ∈ (J ∩ Ce) \ {0}. Como Ce é corpo, então eδ0 = r · r−1 ∈ J .
Considere o morﬁsmo ϕ : A → A oα G a 7→ aδ0. Então é fácil ver
que ϕ−1(J) é ideal não-nulo de A.
Vamos mostrar que ϕ−1(J) é G-invariante. Seja a ∈ ϕ−1(J)∩D−h.
Seja eh unidade para a em D−h. Daí,
αh(eh)δh · aδ0 · ehδ−h = αh(α−h(αh(eh)a))δh · ehδ−h
= αh(eha)δh · ehδ−h
= αh(a)δh · ehδ−h
= αh(α0(a)eh)δ0
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= αh(a)δ0.
Logo αh(a)δ0 ∈ J e então αh(a) ∈ ϕ−1(J), donde ϕ−1(J) é G-
invariante e ϕ−1(J) = A, pois A é G-simples e ϕ−1(J) 6= 0. Portanto,
aδ0 ∈ J para todo a ∈ A.
Agora, seja ag ∈ Dg qualquer. Seja eg unidade para ag ∈ Dg. Daí,
agδ0 · egδg = α0(α0(ag)eg)δg = α0(ageg)δg = agδg.
Logo, agδg ∈ J, para todo ag ∈ Dg, para todo g ∈ G. Donde,
J = Aoα G e, portanto, Aoα G é simples.
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Capítulo 2
As álgebras de caminhos
de Leavitt como produto
cruzado parcial
Neste capítulo nos concentramos em uma classe especíﬁca de pro-
duto cruzado parcial: o produto cruzado parcial associado a uma ação
parcial de um grupo livre gerado por um grafo dirigido E. Em seguida,
descreveremos as álgebras de caminhos de Leavitt (que chamaremos
simplesmente de álgebras de Leavitt) como um produto cruzado par-
cial associado a uma ação parcial do grupo livre gerado por E..
2.1 Ação parcial do grupo livre gerado por
um grafo dirigido
Deﬁnição 2.1.1. Um grafo dirigido E = (E0, E1, r, s) consiste de con-
juntos não vazios E0, E1 e funções r, s : E1 → E0.
Os elementos de E0 são chamados vértices e os elementos de E1 são
denominados arestas.
Para uma aresta e, r(e) é o range de e e s(e) é o source de e.
Exemplo 2.1.2. Seja E = {E0, E1, r, s}, em que E0 = {u, v, w, k}, E1 =
{e, f, g, h}, s(e) = w = r(h), s(f) = u = r(e), s(g) = v = r(f) e
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s(h) = k = r(g). Podemos representar este grafo por
u
f // v
g

w
e
OO
k
h
oo
Exemplo 2.1.3. Seja E = {E0, E1, r, s}, em que E0 = {u, v, w, k, z},
E1 = {f1, f2, f3, f4, f5, f6, f7}, z = s(f7), u = r(f1) = s(f1) = s(f2) =
s(f3), v = r(f3) = s(f4) = s(f6), w = r(f4) = s(f5) e k = r(f2) =
r(f6) = r(f5) = r(f7). Podemos representar este grafo por
uf1 99
f3 //
f2

v
f6

f4 // w
f5
k z
f7
oo
Deﬁnição 2.1.4. Seja E um grafo dirigido e seja K um corpo. A
álgebra de Leavitt de E com coeﬁcientes em K, denotada por LK(E),
é a K-álgebra universal gerada por um conjunto {v : v ∈ E0} de
idempotentes ortogonais entre si e um conjunto {e, e∗ : e ∈ E1} de
elementos satisfazendo:
(i) s(e)e = er(e) = e, para todo e ∈ E1;
(ii) r(e)e∗ = e∗s(e) = e∗, para todo e ∈ E1;
(iii) para quaisquer e, f ∈ E1 tem-se que e∗f = 0 se e 6= f e e∗e = r(e);
(iv) v =
∑
e∈E1:s(e)=v
ee∗, para todo vértice v tal que 0 < #{e : s(e) =
v} <∞.
Agora serão introduzidas as convenções necessárias para deﬁnir o
produto cruzado parcial que é isomorfo à álgebra de caminhos de Lea-
vitt.
Deﬁnição 2.1.5. Um caminho de tamanho n em um grafo E é uma
sequência µ = µ1µ2 . . . µn tal que r(µi) = s(µi+1), para todo i ∈
{1, . . . , n− 1}. Escrevemos |µ| = n para o comprimento de µ. Chama-
mos os vértices de caminhos de tamanho zero.
Deﬁnição 2.1.6. En é o conjunto de caminhos de tamanho n.
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Estendemos as aplicações range e source para En deﬁnindo s(µ) =
s(µ1) e r(µ) = r(µ1), se n ≥ 2, e s(v) = v = r(v), para n = 0.
Deﬁnição 2.1.7. W é o conjunto de todos os caminhos ﬁnitos em E,
ou seja,
W =
∞⋃
n=1
{µ1 . . . µn : µi ∈ E1 e r(µi) = s(µi+1), ∀i ∈ {1, . . . , n− 1}}.
Deﬁnição 2.1.8. W∞ é conjunto de todos os caminhos inﬁnitos de E,
ou seja,
W∞ = {µ1µ2 . . . : µi ∈ E1 e r(µi) = s(µi+1), ∀i ∈ N}.
Agora vamos estender s, r : E1 → E0 para W ∪W∞ ∪ E0.
Deﬁna:
s(µ) = s(µ1), para µ = µ1µ2 . . . ∈W∞ ou µ = µ1µ2 . . . µn;
r(ξ) = r(ξn), para ξ = ξ1 . . . ξn ∈W ;
r(v) = v = s(v), para v ∈ E0.
Deﬁnição 2.1.9. Dizemos que um caminho ξ = ξ1 . . . ξn é o começo do
caminho η = η1 . . . ηm se m ≥ n e ηi = ξi, para todo i ∈ {1, . . . , n}.
Deﬁnição 2.1.10. O grau de saída de um vértice v é o número de
arestas e tais que s(e) = v .
O grau de entrada de um vértice v é o número de arestas e tais que
r(e) = v.
Deﬁnição 2.1.11. Uma fonte é um vértice com grau de entrada zero.
Um poço é um vértice com grau de saída zero.
Seja F o grupo livre gerado por E1 e sejaX = {ξ ∈W : r(ξ) é um poço}∪
{v ∈ E0 : v é um poço} ∪W∞.
Para cada c ∈ F, deﬁna:
X0 = X, em que 0 é o elemento neutro de F;
Xb−1 = {ξ ∈ X : s(ξ) = r(b)}, para todo b ∈W ;
Xa = {ξ ∈ X : ξ1ξ2 . . . ξ|a| = a}, para todo a ∈W ;
Xab−1 = {ξ ∈ X : ξ1ξ2 . . . ξ|a| = a} = Xa, para ab−1 ∈ F,
com a, b ∈ W , r(a) = r(b) e ab−1 na forma reduzida, ou seja,
a|a| 6= b|b|,
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Xc = ∅, para qualquer outro c ∈ F.
Observação 2.1.12. Podemos ver W como um subconjunto de F.
Proposição 2.1.13. r(b) ∈ Xb−1 se, e somente se, r(b) é um poço.
Além disso, se r(b) é um poço então Xb−1 = {r(b)} e Xb = {b}.
Demonstração: Suponha que r(b) ∈ Xb−1 . Então r(b) ∈ X ∩ E0 e,
pela deﬁnição de X, segue que r(b) é poço. Suponha agora que r(b) é
poço. Como r(b) ∈ X e r(b) = s(r(e)), temos que r(b) ∈ Xb−1 .
Se r(b) é poço, então, para ξ ∈ Xb−1 , r(b) = s(ξ) implica em ξ ∈
E0 ∩ X. Donde ξ = r(b). Para ξ ∈ Xb temos ξ1 . . . ξ|b| = b, o que
implica em r(ξ|b|) = r(b) ser poço. Logo, ξ = ξ1 . . . ξ|b| = b.
Observação 2.1.14. Para todo v ∈ E0, temos v ∈ Xv := {ξ ∈ X :
s(ξ) = v} se, e somente se, v é um poço. De fato,
v ∈ Xv ⇐⇒ v ∈ X ⇐⇒ v é poço .
Além disso, se v é um poço, então Xv = {v}.
Lema 2.1.15. Sejam a, c ∈W , b, d ∈W ∪ {0} e v ∈ E0. Então:
(1)Xa−1∩Xc−1 =
{
Xa−1 = Xc−1 , se r(a) = r(c)
∅ , caso contrário
(2)Xa−1∩Xcd−1 =
{
Xcd−1 , se r(a) = s(c)
∅ , caso contrário
(3) Suponha r(a) = r(b) e r(c) = r(d).
Xab−1∩Xcd−1 =

Xab−1 , se a = ct, para algum t ∈W ∪ {0}
Xcd−1 , se c = at, para algum t ∈W ∪ {0}
∅ , caso contrário
(4)Xv∩Xb−1 =
{
Xv = Xb−1 , se r(b) = v
∅ , caso contrário
(5)Xv∩Xab−1 =
{
Xab−1 , se s(a) = v
∅ , caso contrário
(6) Xv =
⋃
s(a)=v
Xab−1
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Demonstração:
(1)Xa−1 ∩Xc−1 = {ξ ∈ X : s(ξ) = r(a)} ∩ {η ∈ X : s(η) = r(c)}
= {ξ ∈ X : s(ξ) = r(a) = r(c)}
Então
Xa−1 ∩Xc−1 =
{
Xa−1 = Xc−1 , se r(a) = r(c)
∅ , caso contrário
(2) Se r(c) = r(d) e cd−1 está na forma reduzida, então:
Xa−1 ∩Xcd−1 = {ξ ∈ X : s(ξ) = r(a)} ∩ {η ∈ X : η1η2 . . . η|c| = c}
= {ξ ∈ X : s(ξ) = r(a) e η1η2 . . . η|c| = c}
= {ξ ∈ X : s(ξ) = r(a) = s(c) e c é começo para o caminho ξ}
Se r(c) 6= r(d), então Xcd−1 = ∅. Logo,
Xa−1 ∩Xcd−1 =
{
Xcd−1 = Xc−1 , se r(a) = s(c)
∅ , caso contrário
(3)Xab−1 ∩Xcd−1 = Xa ∩Xc
= {ξ ∈ X : ξ1 . . . x|a| = a} ∩ {η ∈ X : η1 . . . η|c| = c}
= {ξ ∈ X : a é começo de ξ e c é começo de ξ}
Temos três casos:
caso 1: a não é começo do caminho c e c não é começo do caminho
a. Sendo assim, Xa ∩Xc = ∅.
caso 2: c é começo do caminho a.
Neste caso, existe t ∈W ∪ {0} tal que a = ct. Daí,
Xab−1∩Xcd−1 = Xa∩Xc = {ξ ∈ X : a é começo do caminho ξ} = Xab−1 .
caso 3: a é começo do caminho c.
Neste caso, existe t ∈W ∪ {0} tal que c = at. Daí,
Xb−1∩Xcd−1 = Xa∩Xc = {ξ ∈ X : c é começo do caminho ξ} = Xcd−1 .
(4)Xv ∩Xb−1 = {ξ ∈ X : s(ξ) = r(v) = v} ∩ {η ∈ X : s(η) = r(b)}
= {ξ ∈ X : s(ξ) = v = r(b)}.
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Então,
Xv ∩Xb−1 =
{
Xv = Xb−1 , se r(b) = v,
∅ , caso contrário
(5) Se r(a) 6= r(b), então Xab−1 = ∅. Se r(a) = r(b), então:
Xv ∩Xab−1 = {ξ ∈ X : s(ξ) = v} ∩ {η ∈ X : a é começo de η}
= {ξ ∈ X : s(ξ) = v = s(a) e a é começo de ξ}.
Logo,
Xv ∩Xab−1 =
{
Xab−1 , se s(a) = v
∅ , caso contrário
(6) Seja ξ ∈ Xv, ou seja, s(ξ) = v. Se ξ ∈W ∩X, então ξ ∈ Xη ⊆⋃
s(a)=v
Xab−1 . Se ξ ∈ {u ∈ E0 :u é poço }, então s(ξ) = r(ξ) = v. Se
ξ ∈W∞, então s(ξ) = s(ξ1) = v e, sendo assim, ξ ∈ Xξ1
⋃
s(a)=v
Xab−1 .
A outra inclusão segue do item (5).
Temos até agora o grupo livre F gerado por E1 e o conjunto X
sobre o qual F irá agir. Ainda falta deﬁnirmos, para todo c ∈ F tal que
Xc−1 6= ∅, bijeções θc : Xc−1 → Xc.
Deﬁna θ0 : X0 → X0 como a aplicação identidade. Para b ∈ W ,
deﬁna θb : Xb−1 → Xb , por ξ 7→ bξ. Note que θb está bem deﬁnida,
pois, para ξ ∈ Xb−1 temos que s(ξ) = r(b) e, portanto, bξ ∈ Xb.
Para a, b ∈ W com r(a) = r(b) e a|a| 6= b|b|, deﬁna θab−1 : Xba−1 →
Xab−1 , por ξ 7→ aξ|b|+1ξ|b|+2 . . .. Note que θab−1 está bem deﬁnida,
pois, para ξ ∈ Xba−1 , temos que ξ1 . . . ξ|b| = b e, como r(a) = r(b) =
r(ξ|b|) = s(ξ|b|+1), segue que aξ|b|+1ξ|b|+2 . . . ∈ Xab−1 .
Ainda, deﬁna θb−1 : Xb → Xb−1 , por η 7→ η|b|+1η|b|+2 . . ., se r(b)
não é poço, e η 7→ r(b), se r(b) é poço.
Por ﬁm, deﬁna θba−1 : Xab−1 → Xba−1 , por η 7→ bη|a|+1η|a|+2 . . ..
Proposição 2.1.16. Para b ∈ W , temos θb−1 = θ−1b . Para a, b ∈
W com r(a) = r(b) e a|a| 6= b|b|, temos θ−1ab−1 = θba−1 .
Demonstração: Dado η ∈ Xb−1 , segue que
(θb−1 ◦ θb)(η) = θ−1b (η|b|+1η|b|+2 . . .) = bη|b|+1η|b|+2 . . . = η,
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se r(b) não é poço. Se r(b) é poço, segue que
(θb−1 ◦ θb)(η) = θ−1b (r(b)) = br(b) = η.
Dado ξ ∈ Xb, segue que (θb ◦ θb−1)(ξ) = θb(bξ) = ξ.
Para ξ ∈ Xba−1 , segue que
(θba−1 ◦ θab−1)(ξ) = (θba−1)(aξ|b|+1ξ|b|+2 . . .) = bξ|b|+1ξ|b|+2 . . . = ξ.
Para η ∈ Xab−1 segue que
(θab−1 ◦ θba−1)(η) = (θab−1)(bη|a|+1η|a|+2 . . .) = aη|a|+1η|a|+2 . . . = η.
Proposição 2.1.17. O par θ = ({Xc}c∈F, {θc}c∈F) é uma ação parcial.
Demonstração: O axioma (i) de 1.1.1 segue das deﬁnições deX0 e θ0.
Para os outros axiomas de 1.1.1, basta que veriﬁquemos para g, h ∈
{ab−1 : a, b ∈W ∪ {0}} ∪ {0}, pois, caso contrário, Xg ∩Xh−1 = ∅ e a
inclusão ou igualdade é trivial.
Note que {ab−1 : a, b ∈W ∪{0}}∪{0} é fechado por inversos. Note
ainda que se g = 0 ou h = 0 então a inclusão é também trivial.
Então suponha que g = ab−1 e h = cd−1 com a, b, c, d ∈ W ∪
{0}, ab−1, cd−1 na forma reduzida, r(a) = r(b), r(c) = r(d), a, b não
simultaneamente 0 e nem c, d simultaneamente 0.
(ii) Vamos mostrar que θ−1h (Xh ∩Xg−1) ⊆ X(gh)−1 . Temos 3 casos.
caso 1: a não é começo do caminho d e d não é começo do caminho
a.
Em particular, a 6= 0 e d 6= 0. Como d não é começo de a, então
a /∈ Xd e como a não é começo de d então d /∈ Xa. Daí,
Xg ∩Xh−1 = Xab−1 ∩X(cd−1)−1 = Xa ∩Xd = ∅,
pois nenhum ξ ∈ X pode começar com a e d simultaneamente.
caso 2: a é começo do caminho d, e escrevemos d = ad′.
Note que a 6= 0⇒ d 6= 0. Daí,
Xg ∩Xh−1 = Xab−1 ∩X(cd−1)−1
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=
Xb−1 ∩Xc−1 , se a = d = 0
Xb−1 ∩Xd , se a = 0 e d 6= 0
Xa ∩Xd , se a 6= 0
=

Xb−1 ∩Xc−1 , se a = d = 0
Xb−1 ∩Xd , se a = 0 e d 6= 0
Xd , se a 6= 0
Então,
θ−1g (Xg ∩X−1h ) = θba−1(Xg ∩Xh−1)
=

θb(Xb−1 ∩Xc−1) , se a = d = 0 (*)
θb(Xb−1 ∩Xd) , se a = d e d 6= 0 (**)
θba−1(Xd) , se a 6= 0 (***)
Em (∗), temos que g−1h−1 = ba−1dc−1 = bc−1 e b 6= 0, pois a = 0.
Então,
Xg−1h−1 = Xbc−1 = Xb.
Logo,
θ−1g (Xg ∩Xh−1) = θb(Xb−1 ∩Xc−1) ⊆ Xb = Xg−1h−1 ,
como queríamos.
Em (∗∗), temos que g−1h−1 = bdc−1 e d 6= 0, b 6= 0, pois a = 0.
Logo, bd 6= 0 e então
Xg−1h−1 = Xbdc−1 = Xbd.
Daí, para todo ξ ∈ Xb−1 ∩Xd temos ξ = dξ′ e também
θg−1(ξ) = θba−1(ξ) = θb(ξ) = bdξ
′ = (bd)ξ′.
Logo, θb(ξ) ∈ Xbd. Assim,
θg−1(Xg ∩Xh−1) = θb(Xb−1 ∩Xd) ⊆ Xbd = Xg−1h−1 ,
como queríamos.
Em (∗∗∗), temos mais dois casos. Se b = d′ = 0, então a = d e r(c) =
r(d) = r(a). Logo, Xc−1 = Xa−1 . Como Xg−1h−1 = Xba−1dc−1 = Xc−1 ,
então
θg−1(Xg ∩Xh−1) = θba−1(Xd) = θa−1(Xa) = Xa−1 = Xc−1 = Xg−1h−1 .
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Se bd′ 6= 0, então
Xg−1h−1 = Xba−1dc−1 = Xba−1ad′c−1 = Xbd′c−1 = Xbd′ .
Temos que mostrar que θg−1(Xd) ⊆ Xbd′ . De fato, para todo ξ ∈ Xd,
escrevemos ξ = dξ′ = ad′ξ′ e então
θba−1(ξ) = θba−1(ad
′ξ′) = bd′ξ ∈ Xbd′ .
caso 3: d é começo da palavra a, e escrevemos a = da′.
Este caso é similar ao caso anterior.
(iii) θg ◦ θh(ξ) = θgh(ξ), para todo ξ ∈ θh−1(Xh ∩Xg−1). Temos 3
casos.
caso 1: a não é começo do caminho d e d não é começo do caminho
a.
Neste caso, Xg ∩Xh−1 = ∅, como no primeiro caso do axioma (ii).
caso 2: a é começo da palavra d, e escrevemos d = ad′.
Seja ξ ∈ θ−1g (Xg ∩ Xh−1) = θba−1(Xab−1 ∩ Xdc−1). Então ξ =
θba−1(η), para algum η ∈ Xab−1 ∩ Xdc−1 . Assim, η = dη′ = ad′η′.
Logo,
ξ = θba−1(η) = θba−1(ad
′ξ′) = bd′η′.
Daí, por um lado, temos que
θh(θg(ξ)) = θcd−1(θab−1(bd
′η′)) = θcd−1(ad′η′) = θcd−1(dη′) = cη′
Por outro lado, segue que
θhg(ξ) = θc(bd′)−1((bd
′)η′) = cη′.
caso 3: d é começo do caminho a, e escrevemos a = da′.
Este caso é similar ao caso anterior.
Temos então uma ação parcial no nível de conjuntos.
Seja F(X) a K-álgebra das funções de X no corpo K, com a mul-
tiplição ponto a ponto. Para cada c ∈ F, com Xc 6= ∅, seja F(Xc) a
K-álgebra de funções de Xc em K. Para c ∈ F, com Xc = ∅, seja
F(Xc) o subconjunto de F(X) que contém apenas a função nula.
Para todo c ∈ F, F(Xc) é um ideal na K-álgebra F(X). Agora, para
cada c ∈ F, deﬁna
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αc : F(Xc−1) → F(Xc)
f 7→ f ◦ θc−1 .
Para todo c ∈ F, αc é um K-isomorﬁsmo. E, pelo Exemplo 1.1.6,
segue que α = ({F(Xc)}c∈F, {αc}c∈F) é uma ação parcial de F sobre
F(X).
O produto cruzado parcial associado a esta ação é muito grande
para os nossos propósitos. Queremos diminuir nossa álgebra.
Para isso, seja 1c ∈ F(Xc) a função característica em Xc, ou seja,
1c(ξ) = 1Xc(ξ) = [ξ ∈ Xc] =
{
1 , se ξ ∈ Xc
0 , se ξ /∈ Xc
Para cada v ∈ E0, seja 1v ∈ F(Xv) a função característica em Xv.
Lema 2.1.18. Sejam p, q ∈ F. Então:
(i) αp(1p−11q) = 1p1pq;
(ii) Para a ∈W, b ∈W ∪ {0}, segue que
αa(1a−11v) =
{
1a , se r(a) = v
0 , se r(a) 6= v
e
αab−1(1ba−11v) =
{
1ab−1 , se s(b) = v
0 , se s(b) 6= v
Demonstração: (i) Suponha p = ab−1 e q = cd−1, com a, c ∈ W e
b, d ∈W ∪ {0}, r(a) = r(b) e r(c) = r(d).
Primeiro suponha que c = at, com t ∈ W ∪ {0}. Seja ξ ∈ X.
Então:
αp(1p−11q)(ξ) = (αp(1p−1)αp(1q))(ξ)
= αp(1p−1)(ξ)αp(1q)(ξ)
= 1p−1(θp−1(ξ))1q(θp−1(ξ))
= 1ab−1(θab−1(ξ))1atd−1(θab−1(ξ))
= [θab−1 ∈ Xab−1 ][θab−1(ξ) ∈ Xatd−1 ]
= [ξ ∈ Xba−1 ][θab−1(ξ) ∈ Xatd−1 ]
= [ξ ∈ Xbtd−1 ]
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1p1pq(ξ) = 1p(ξ)1pq(ξ) = [ξ ∈ Xp][ξ ∈ Xpq]
= [ξ ∈ Xba−1 ∩Xba−1cd−1 ] = [ξ ∈ Xba−1 ∩Xbtd−1 ]
= [ξ ∈ Xbtd−1 ]
Analogamente, se a = ct, para algum t ∈ W , mostra-se que o
resultado segue.
Se a 6= ct, para todo t ∈W , e c 6= at, para todo t ∈W , então:
1ab−11cd−1 = 0 , pelo lema 3.1.1
e
1ba−1cd−1 = 0 , pela deﬁnição.
As outras possibilidades para p, q ∈ F são similares.
(ii) Sejam a ∈W, b ∈W ∪ {0}. Para todo ξ ∈ X, temos:
αa(1a−11v)(ξ) = αa(1a−1)(ξ)αa(1v)(ξ)
= 1a−1(θa−1)(ξ)1v(θa−1)(ξ)
= [θa−1(ξ) ∈ Xa−1 ][θa−1(ξ) ∈ Xv]
= [ξ ∈ Xa][ξ ∈ Xv ∩Xa]
= [ξ ∈ Xv ∩Xa]
=
{
1a , se Xv = Xa
0 , se r(a) 6= v
αab−1(1ab−11v)(ξ) = αab−1(1ab−1)(ξ)αab−1(1v)(ξ)
= 1ba−1(θba−1)(ξ)1v(θba−1)(ξ)
= [θba−1(ξ) ∈ Xba−1 ][θba−1(ξ) ∈ Xv]
= [ξ ∈ Xab−1 ][ξ ∈ Xab−1 ∩Xv]
=
{
1ab−1 , se Xv ∩Xab−1 = Xab−1 ( se s(a) = v)
0 , se s(a) 6= v
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Agora podemos deﬁnir a ação parcial que induz o produto cruzado
parcial que é isomorfo à álgebra de caminhos de Leavitt.
Seja D(X) = D0 = span
({1p : p ∈ F \ {0}} ∪ {1v : v ∈ E0}) (span
K-linear).
Seja, para cada p ∈ F \ {0}, Dp ⊆ F(Xp) deﬁnido como
Dp = 1pD0 = span{1p1q : q ∈ F}.
Observação 2.1.19. Note que D(X) e Dp são K-álgebras e que Dp é um
ideal de D0, para todo p ∈ F.
Como αp(1p−11q) = 1p1pq, considere, para cada p ∈ F, a restrição
de αp a Dp−1 :
αp : Dp−1 → Dp
1p−11q 7→ αp(1p−11q) = 1p1pq
Então α = ({αp}p∈F, {Dp}p∈F) é uma ação parcial.
Seja D(X)oα F o produto cruzado parcial associado a α.
2.2 Álgebras de caminhos de Leavitt
Nesta seção, descreveremos a álgebra de caminhos de Leavitt asso-
ciada a um grafo dirigido E como um produto cruzado parcial.
Proposição 2.2.1. Existe um K-homomorﬁsmo ϕ de LK(E) em D(X)oα
F tal que, para todo e ∈ E1, ϕ(e) = 1eδe e ϕ(e∗) = 1e−1δe−1 e, para
todo v ∈ E0, ϕ(v) = 1vδ0.
Demonstração: Considere os conjuntos {1eδe, 1e−1δe−1 : e ∈ E1} e {1vδ0 :
v ∈ E0} em D(X)oα F.
Vamos mostrar que tais conjuntos satisfazem as relações que deﬁ-
nem a álgebra de Leavitt.
(i) 1s(e)δ01eδe = α0(α0(1s(e))1e)δe = 1s(e)1eδe = 1eδe, pois
1s(e)1eδe(ξ) = 1Xs(e)∩Xe(ξ) = [ξ ∈ Xs(e)∩Xe] = [ξ ∈ Xe] = 1e(ξ).
1eδe1r(e)δ0 = αe(αe−1(1e)1r(e))δe = αe(1e−11r(e))δe
= 1e1er(e)δe = 1e1eδe = 1eδe
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(ii)
1r(e)δ01e−1δe−1 = α0(α0(1r(e))1e−1)δe−1 = 1r(e)1e−1δe−1 = 1e−1δe−1 ,
pois
1r(e)1e−1(ξ) = 1Xr(e)1Xe−1 (ξ) = 1Xr(e)∩Xe−1
= [ξ ∈ Xr(e) ∩Xe−1 ] = [ξ ∈ Xe−1 ]
= 1e−1
1e−1δe−11s(e)δ0 = αe−1(αe(1e−1)1s(e))δe−1 = αe−1(1e1s(e))δe−1
= 1e−11e−1s(e)δe−1 = 1e−11e−1δe−1
= 1e−1δe−1 .
(iii) Sejam f, g ∈ E1. Então
1f−1δf−11gδg = αf−1(αf (1f−1)1g)δf−1g = αf−1(1f1g)δf−1g.
Se f 6= g, então pelo lema 3.1.1, 1f−11g = 0. Logo,
1f−1δf−11gδg = 0, se f 6= g.
Se f = g, então
1f−1δf−11fδf = αf−1(αf (1f−1)1f )δf−1f = αf−1(1f1f )δ0
= αf−1(1f )δ0 = 1f−1δ0
Como 1f−1 = 1r(e), pelo lema 3.1.1, segue que
1f−1δf−11fδf = 1r(e)δ0.
(iv) Seja v ∈ E0 tal que 0 < #{e : s(e) = v} < ∞. Lembre que
Xv =
⋃
e∈E1:s(e)=v
Xe. Então:
∑
e∈E1:s(e)=v
1eδe1e−1δe−1 =
∑
e∈E1:s(e)=v
1eδ0 = (
∑
e∈E1:s(e)=v
1e)δ0 = 1vδ0.
Como {1eδe, 1e−1δe−1 : e ∈ E1} e {1vδ0 : v ∈ E0} satisfazem as
condições da Álgebra de Leavitt, pela propriedade universal, existe um
homomorﬁsmo ϕ : LK(E) → D(X) oα F tal que, para todo e ∈ E1,
ϕ(e) = 1eδe e ϕ(e∗) = 1e−1δe−1 e, para todo v ∈ E0, ϕ(v) = 1vδ0.
26
Antes de mostrarmos a injetividade de ϕ, seguimos com algumas
deﬁnições.
Deﬁnição 2.2.2. Seja A um anel. Dizemos que A é Z-graduado se
existe uma coleção de subgrupos aditivos {An}n∈Z de A tal que
(i) A =
⊕
n∈Z
An;
(ii) AmAn ⊆ Am+n, para quaisquer m,n ∈ Z.
Deﬁnição 2.2.3. Para cada p ∈ F, seja |p| := m − n, em que m é o
número de geradores (elementos de E1) de p e n é o número de inversos
de geradores de p.
Para mostrar que o K-homomorﬁsmo de 2.2.1 é injetivo usaremos
o Teorema da unicidade de graduação de [7] que aﬁrma que
Teorema 2.2.4. Seja E = (E0, E1, r, s) um grafo e seja LK(E) a
álgebra de Leavitt associada a E com a graduação usual. Se A é um
anel Z-graduado e ϕ : LK(E) → A é um homomorﬁsmo graduado de
anel tal que ϕ(v) 6= 0, para todo v ∈ E0, então ϕ é injetiva.
Para isso, usaremos a seguinte Z-graduação para D(X)oα F (veja
[7]): para cada z ∈ Z, deﬁna Az ⊆ D(X) oα F como o span K-linear
de {apδp : ap ∈ Dp e |p| = z}. Para LK(E), estamos considerando a
Z-graduação {Rz}z∈Z, em que
Rz = span{ab−1 : a, b ∈W ∪ E0 , |a| − |b| = z}.
Teorema 2.2.5. O homomorﬁsmo ϕ : LK(E) → D(X) oα F da pro-
posição 2.2.1 é um K-isomorﬁsmo.
Demonstração: Vamos mostrar que ϕ é injetora. Pelo teorema da
unicidade de graduação, só é preciso mostrar que ϕ é um homomorﬁsmo
de anel graduado tal que ϕ(v) 6= 0, para todo v ∈ E0.
Para cada ab−1 ∈ Rz, pela deﬁnição de ϕ, temos que ϕ(ab−1) ∈
Dab−1δab−1 .
Como |ab−1| = |a|−|b| = z, então Dab−1δab−1 ⊆ Az. Logo, ϕ(Rz) ⊆
Az.
Além disso, ϕ(v) = 1vδ0 6= 0, pois 1v 6= 0 para todo v ∈ E0. Então,
segue que ϕ é injetora.
Vamos mostrar agora que ϕ é sobrejetora.
Aﬁrmação: Para todo a ∈ W , temos que ϕ(a) = 1aδa e ϕ(a∗) =
1a−1δa−1 . Além disso, para quaisquer a, b ∈W com a|a| 6= b|b| e r(a) =
r(b), segue que ϕ(ab∗) = 1ab−1δab−1 .
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Note que, da aﬁrmação, segue que, para cada p ∈ F \ {0}, 1pδp ∈
Im(ϕ).
Seja a = a1 . . . an ∈ W . Se n = 1, pela deﬁnição de ϕ, segue
que ϕ(a) = 1aδa. Suponha n ≥ 2 e que seja válido ϕ(a2 . . . an) =
1a2...anδa2...an . Então
ϕ(a) = ϕ(a1)ϕ(a2 . . . an)
= 1a1δa11a2...anδa2...an
= αa1(αa−1(1a1)1a2...an)δa1a2...an
= αa1(1a−11
1a2...an)δa
= 1a11a1...anδa = 1a1...anδa
= 1aδa.
Analogamente, ϕ(a∗) = 1a−1δa−1 .
Sejam a, b ∈W com r(a) = r(b) e a|a| 6= a|b|. Então:
ϕ(ab−1) = 1aδa1b−1δb−1 = αa(αa−1(1a)1b−1)δab−1
= αa(1a−11b−1)δab−1 = 1a1ab−1δab−1
= 1ab−1δab−1 .
Para mostrar que ϕ é sobrejetora, é suﬁciente mostrar que Dpδp ⊆
Im(ϕ), para todo p ∈ F.
Primeiro, vamos mostrar que D0δ0 ⊆ Im(ϕ). Por linearidade, é
suﬁciente mostrar que 1vδ0 ∈ Im(ϕ) e que, para cada p ∈ F \ {0},
1pδ0 ∈ Im(ϕ).
Sabemos que 1vδ0 = ϕ(v) ∈ Im(ϕ). Agora, seja p ∈ F \ {0}. Note
que:
1pδp1p−1δp−1 = αp(αp−1(1p)1p−1)δ0
= αp(1p−11p−1)δ0
= αp(1p−1)δ0
= 1pδ0.
Ou seja, 1pδ0 = 1pδp1p−1δp−1 . Como 1pδp, 1p−1δp−1 ∈ Im(ϕ), então
1pδ0 ∈ Im(ϕ).
Vamos mostrar agora que Dpδp ∈ Im(ϕ). Por linearidade, é suﬁci-
ente mostrar que 1p1qδq ∈ Im(ϕ), para quaisquer p, q ∈ F \ {0}. Note
que:
1pδ01qδq = α0(α0(1p)1q)δq = 1p1qδq.
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Como 1pδ0, 1qδq ∈ Im(ϕ), então 1p1qδq ∈ Im(ϕ). Logo, ϕ é sobreje-
tora.
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Capítulo 3
LK(E) como produto
cruzado parcial de um
grupoide
No capítulo anterior mostramos que a álgebra de Leavitt LK(E) é
isomorfa a um produto cruzado parcial associado a uma ação parcial do
grupo livre gerado por E1. Neste capítulo, mostraremos que o conjunto
W dos caminhos ﬁnitos de um grafo dirigido E admite uma estrutura de
grupoide e que LK(E) é isomorfo ao produto cruzado parcial associado
a uma ação parcial deste grupoide.
3.1 Grupoides
Deﬁnição 3.1.1. Um grupoide é um conjunto G não vazio equipado
com uma operação binária parcialmente deﬁnida tal que:
(i) para quaisquer g, h, l ∈ G, g(hl) existe se, e somente se (gh)l existe.
Em caso aﬁrmativo, g(hl) = (gh)l;
(ii) para quaisquer g, h, l ∈ G, g(hl) existe se, e somente se, gh e hl
existem;
(iii) para qualquer g ∈ G, existem únicos d(g), (g) ∈ G tais que
gd(g) e (g)g existem e gd(g) = g = (g)g;
(iv) para cada g ∈ G existe g−1 ∈ G tal que d(g) = g−1g e (g) =
gg−1.
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Exemplo 3.1.2. Todo grupo é um grupoide.
Exemplo 3.1.3. Seja Gl(n,R) o conjunto das matrizes inversíveis de
ordem n com coeﬁcientes reais e seja GL(R) o conjunto das matrizes
inversíveis com coeﬁcientes reais. Considere em GL(R) a multiplicação
usual de matrizes. Então, para A,B ∈ GL(R), A · B está deﬁnida se,
e somente se, A e B têm uma mesma ordem n e A · B tem ordem n.
Além disso, dada uma matriz A ∈ GL(R) de ordem n existe uma única
matriz A−1 ∈ GL(R) de ordem n tal que A · A−1 = A−1 · A = In, em
que In denota a matriz identidade de ordem n.
Logo, GL(R) é um grupoide.
Proposição 3.1.4. Seja G um grupoide. São válidas as seguintes aﬁr-
mações:
(1) Se gh existe, então d(gh) = d(h) e (gh) = (g);
(2) d(g) = (g−1), para todo g ∈ G;
(3) g−1 é único, para todo g ∈ G;
(4) (g−1)−1 = g, para todo g ∈ G;
(5) gh existe se, e somente se, d(g) = (h) se, e somente se, h−1g−1
existe;
(6) se gh existe, então (gh)−1 = h−1g−1.
Demonstração: (1) (gh)d(h) existe pois gh e hd(h) existem. Daí,
segue que
(gh)d(h) = g(hd(h)) = gh.Logo,d(h) = d(gh).
Do mesmo modo, (g)(gh) existe pois (g)g e gh existem. Daí,
segue que
(g)(gh) = ((g)g)h = gh. Logo, (g) = (gh).
(2) Primeiramente, note que (gg−1)(gg−1) existe e que
(gg−1)(gg−1) = g(g−1g)g−1 = (gd(g))g−1 = gg−1.
Logo, gg−1 = d(gg−1). Assim, (g) = gg−1 = d(gg−1) = d(g−1),
pelo item anterior. Donde (g) = d(g−1). Além disso, temos que
(g−1g)(g−1g) = g−1(gg−1)g = g−1(g)g = g−1g.
Ou seja, g−1g = (g−1g). Logo, d(g) = g−1g = (g−1g) = (g−1),
pelo item anterior. Portanto, d(g) = (g−1).
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(3) Seja g ∈ G e sejam g1, g2 ∈ G como no item (iv) da deﬁnição de
grupoide. Então,
g1 = g1d(g1) = g1(g) = g1(gg2) = (g1g)g2 = d(g)g2 = r(g2)g2 = g2.
(4) Note que gg−1 = (g) = d(g−1) e g−1g = d(g) = (g−1). Logo
(g−1)−1 = g, pela unicidade mostrada em (3).
(5) Suponha que gh existe. Vamos mostrar que d(g) = (h). Como
gh = (gd(g))h = (gd(g))((h)h) = g(d(g)(h))h,
então d(g)(h) existe pelo item (ii) da deﬁnição de grupoide. Daí,
como d(g) e (h) são identidades, segue que
d(g) = d(g)(h) = (h).
Suponha que d(g) = (h). Então g(h) existe. Como g(h) =
g(hh−1) = (gh)h−1, então segue pelo item (ii) da deﬁnição de
grupoide que gh existe.
Vamos mostrar agora que gh existe se, e somente se, h−1g−1
existe. Sabemos que gh existe se, e somente se, d(g) = (h).
Como d(g) = (g−1) e (h) = d(h−1), então d(h−1) = (g−1) se,
e somente se, h−1g−1.
(6) Basta notar que
(gh)(h−1g−1) = g(hh−1)g−1 = g(h)g−1
= gd(g)g−1 = gg−1 = (g) = (gh)
e também
(h−1g−1)(gh) = h−1(g−1g)h = h−1d(g)h
= h−1(h)h = h−1h = d(h) = d(gh).
Logo (gh)−1 = h−1g−1.
Observação 3.1.5. Note que d(g) e (g) são idempotentes, para todo
g ∈ G. De fato,
d(g) = g−1g = g−1(gd(g)) = (g−1g)d(g) = d(g)2
e
(g) = gg−1 = ((g)g)g−1 = (g)(gg−1) = (g)2.
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Deﬁnição 3.1.6. Seja G um grupoide. O conjunto dos pares admissí-
veis de G é o conjunto G2 = {(g, h) ∈ G×G : d(g) = (h)}.
Deﬁnição 3.1.7. Um elemento e ∈ G é chamado de identidade de G
se e = d(g) = (g−1), para algum g ∈ G. Denotamos por G0 o conjunto
de todas as identidades de G.
Observação 3.1.8. Note que G0 = {g−1g : g ∈ G}.
Proposição 3.1.9. Para todo e ∈ G0, temos que e−1 = e e d(e) =
(e) = e.
Demonstração: Como d(g)2 = d(g), então e2 = e. Daí d(e) = (e) =
e. Além disso, como ee = e, então e−1 = e.
Exemplo 3.1.10. Sejam (G1, ·1), (G2, ·2) grupos. Seja G = G1 unionsq G2
(união disjunta) e seja G2 = {(g, h) ∈ G×G : g, h ∈ G1 ou g, h ∈ G2}.
Considere a seguinte operação em G:
gh = g ·1 h, se g, h ∈ G1 ou gh = g ·2 h se g, h ∈ G2.
Então G é um grupoide.
Exemplo 3.1.11. Seja X um conjunto não-vazio qualquer e seja R ⊆
X ×X uma relação de equivalência.
Vamos mostrar que R admite uma estrutura de grupoide, sendo
R2 = {((x, y), (y′, z)) ∈ R×R : y = y′} e deﬁnindo
(x, y) · (y, z) = (x, z),
para todo ((x, y), (y, z)) ∈ R2, e
(x, y)−1 = (y, x),
para todo (x, y) ∈ R.
Primeiramente, veja que a operação está bem deﬁnida pela transi-
tividade da relação de equivalência e o inverso está bem deﬁnido pela
propriedade simétrica da relação de equivalência.
(i) Sejam (a, b), (x, y), (g, h) ∈ R. Suponha que
(((a, b) · (x, y)), (g, h)) ∈ R2.
Então g = y e b = x. Como b = x, então ((a, b), (x, y)) ∈ R2 e
(a, b) · (x, y) = (a, y). Como y = g, então ((a, y), (g, h)) ∈ R2 e
(a, y) · (g, h) = (a, h).
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Logo, (((a, b) · (x, y)), (g, h)) ∈ R2.
Suponha agora que (((a, b) · (x, y)), (g, h)) ∈ R2.
Então b = x e y = g. Como b = x, então ((a, b), (x, y)) ∈ R2 e
(a, b) · (x, y) = (a, y). Como y = g, então ((a, y), (g, h)) ∈ R2 e
(a, y) · (g, h) = (a, h).
Logo, ((a, b), ((x, y), (g, h))) ∈ R2. E,
(a, b)·((x, y)·(g, h)) = (a, h) = (a, b)·(x, h) = (a, b)·((x, y)·(g, h)).
(ii) Veja que, do item anterior, temos que se (a, b)·((x, y)·(g, h)) ∈ R2
então g = y e b = x. Logo, ((a, b), (x, y)) ∈ R2 e ((x, y), (g, h)) ∈
R2.
Suponha agora que ((a, b), (x, y)) ∈ R2 e ((x, y), (g, h)) ∈ R2.
Então b = x e y = g. Logo, (x, y) · (g, h) = (x, h) e então
((a, b), (x, h)) ∈ R2.
(iii) Dado (x, y) ∈ R, considere (x, x), (y, y) ∈ R.
É claro que ((x, y), (y, y)), ((x, x), (x, y)) ∈ R2 e também
(x, y) · (y, y) = (x, y) = (x, x)(x, y).
Logo, (y, y) = d(x, y) e (x, x) = (x, y).
(iv) Seja (x, y) ∈ R. Daí (x, y)−1 = (y, x) ∈ R e temos que{
(x, y) · (y, x) = (x, x) = (x, y)
(y, x) · (x, y) = (y, y) = d(x, y)
Exemplo 3.1.12. Seja E = (E0, E1, r, s) um grafo dirigido e seja W
o conjunto dos caminhos ﬁnitos de E.
Seja (E1)∗ um conjunto disjunto de E1 e de mesma cardinalidade.
Fixe uma bijeção e 7→ e∗. Agora estendemos as aplicação r, s para
(E1)∗ por s(e∗) = r(e) e r(e∗) = s(e), para todo e ∈ E1.
Para α = α1 . . . αn ∈W , deﬁna α∗ := α∗n . . . α∗1.
Seja P = {α1 . . . αn : αi ∈ E1 ∪ (E1)∗ ∪ E0 e r(αi) = s(αi+1)}.
Por exemplo, um elemento da forma e1e2e∗3e4, que pode ser repre-
sentado como abaixo,
• e1 // • e2 // •
•
e3
OO
e4 // •
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pertence a P .
Deﬁna em P uma operação · de concatenação de forma que
e1 · e2 = e1e2 (concatenação);
e · r(e) = s(e) · e = e;
e · e∗ = s(e);
e∗ · e = r(e);
e esta operação é estendida para caminhos da maneira natural.
Dados a1, . . . , an, b ∈ E1 ∪ (E1)∗ ∪ E0 e sequências das formas
a1 · · · akbb∗ak+1an
e
a1 · · · akr(ak)ak+1 · · · an = a1 · · · aks(ak+1)ak+1 · · · an
que pertençam a P , dizemos que a1 · · · akak+1an é uma redução destas
sequências.
Uma sequência de P é dita irredutível se não admite redução.
Por exemplo,
• e1 // • •
e2
oo
e3
• e4 // •
é irredutível.
Seja G o conjunto das sequências irredutíveis de P . Note que toda
sequência α de P pode ser reduzida a uma sequência irr(α) ∈ G. Es-
tenda as aplicações r, s por r(α) = r(αn) e s(α) = s(α1), para todo
α = α1 . . . αn ∈ G.
Vamos mostrar que G admite estrutura de grupoide, sendo G2 =
{(α, β) ∈ G×G : r(α) = s(β)} e a operação parcial G2 → G dada por
α · β = irr(αβ).
(i) Suponha que (g, (hl)) ∈ G2. Em particular, (h, l) ∈ G2 e r(h) =
s(l). Como (g, (hl)) ∈ G2, então r(g) = s(hl) = s(h). Logo
(g, h) ∈ G2. Como r(gh) = r(h) = s(l), então ((gh), l) ∈ G2.
Suponha que ((gh), l) ∈ G2. Então (g, h) ∈ G2 e r(g) = s(h) e
como ((gh), l) ∈ G2 então r(h) = r(gh) = s(l). Logo, (h, l) ∈ G2.
Como r(g) = s(h) = s(hl), então (g, (hl)) ∈ G2.
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(ii) Suponha que (g, (hl)) ∈ G2. Então (h, l) ∈ G2. E, como (g, (hl)) ∈
G2, então r(g) = s(hl) = s(h). Logo (g, h) ∈ G2.
Suponha que (g, h), (h, l) ∈ G2. Então r(g) = s(h) e r(h) = s(l).
Então r(g) = s(h) = s(hl) e, portanto, (g, (hl)) ∈ G2.
(iii) Seja α ∈ G. Note que (s(α), α) ∈ G2, pois s(α) = r(s(α)) e
(α, r(α)) ∈ G2, pois r(α) = s(r(α)) = r(α). Então s(α) = (α) e
r(α) = d(α).
(iv) Dado α ∈ G, note que (α, α∗), (α∗, α) ∈ G2. Além disso,
αα∗ = s(α) e α∗α = r(α).
Deﬁnição 3.1.13. O grupoide G deﬁnido acima será chamado de gru-
poide dos caminhos.
Observação 3.1.14. Note que podemos verW como um subconjunto de
G.
3.2 Ação parcial de grupoide
Nesta seção introduziremos o conceito de ação parcial de um gru-
poide sobre um anel de acordo com [8] e [9].
Deﬁnição 3.2.1. Uma ação parcial α de um grupoide G em um con-
junto X é um par α = ({Xg}g∈G, {αg}g∈G) tal que:
(I) para todo g ∈ G, X(g) é um subconjunto de X e Xg é um sub-
conjunto de X(g);
(II) αg : Xg−1 → Xg é uma bijeção que satisfaz:
(i) αe é a identidade IdXe de Xe, para todo e ∈ G0;
(ii) α−1h (Xg−1 ∩Xh) ⊆ X(gh)−1 , sempre que (g, h) ∈ G2;
(iii) αg(αh(x)) = αgh(x), para todo x ∈ α−1h (Xg−1 ∩ Xh) e
(g, h) ∈ G2.
Deﬁnição 3.2.2. Uma ação parcial α de um grupoide G em um anel
R é um par α = ({Dg}g∈G, {αg}g∈G) tal que:
(I) para todo g ∈ G, D(g) é um ideal de R e Dg é um ideal de D(g);
(II) αg : Dg−1 → Dg é um isomorﬁsmo que satisfaz:
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(i) αe é a identidade IdDe de De, para todo e ∈ G0;
(ii) α−1h (Dg−1 ∩Dh) ⊆ D(gh)−1 , sempre que (g, h) ∈ G2;
(iii) αg(αh(x)) = αgh(x), para todo x ∈ α−1h (Dg−1 ∩ Dh) e
(g, h) ∈ G2.
Observação 3.2.3. Note que o domínio de αgαh é αh−1(Dg−1 ∩Dh) e a
imagem de αgαh é αg(Dg−1 ∩Dh).
Deﬁnição 3.2.4. Dizemos que α é global se αgαh = αgh, para todo
(g, h) ∈ G2.
Lema 3.2.5. Seja α = ({Dg}g∈G, {αg}g∈G) uma ação parcial de um
grupoide G em um anel R. Então as seguintes aﬁrmações são válidas:
(i) α é global se, e somente se, Dg = D(g), para todo g ∈ G;
(ii) α−1g = αg−1 , para todo g ∈ G;
(iii) αh(Dh−1 ∩Dg) = Dh ∩Dhg, para todo (h, g) ∈ G2.
Demonstração: (i) Suponha α global. Então
αg(Dg−1 ∩Dh) = im(αgαh) = im(αgh) = Dgh,
para todo (g, h) ∈ G2.
Em particular, temos, para todo g ∈ G,
D(g) = Dgg−1 = im(αgαg−1) = αg(Dg−1 ∩Dg−1) = Dg.
Suponha agora que Dg = D(g), para todo g ∈ G. Então Dg =
D(g) = Dd(g−1) e lembre que, se (g, h) ∈ G2 então d(g) = (h).
Daí, para quaisquer (g, h) ∈ G2 temos
dom(αgαh) = α
−1
h (Dg−1 ∩Dh) = α−1h (Dd(g) ∩D(h))
= α−1h (Dd(g) ∩D(h)) = α−1h (D(h))
= α−1h (Dh) = Dh−1 = Dd(h)
= Dd(gh) = D((gh)−1) = D(gh)−1
= dom(αgh).
(ii) Segue diretamente da deﬁnição de ação parcial de grupoide.
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(iii) Pelo item (ii) da deﬁnição de ação parcial de grupoide com g =
(hg)−1 e notando que
((hg)−1h)−1 = (g−1d(h))−1 = (g−1d(g−1))−1 = (g−1)−1 = g,
temos que α−1h (Dhg ∩Dh) ⊆ D((hg)−1h)−1 = Dg.
Como αh é isomorﬁsmo de Dh−1 em Dh, temos que Dhg ∩Dh ⊆
αh(Dg) = αh(Dh−1 ∩Dg).
É claro que αh(Dg ∩ Dh−1) ⊆ Dh. Pelo item (ii) da deﬁnição
de ação parcial de grupoide, com g = g−1 e h = h−1, temos
αh(Dg ∩Dh−1) ⊆ Dhg. Logo, αh(Dg ∩Dh−1) ⊆ Dh ∩Dhg.
3.3 Álgebra de Leavitt como produto par-
cial de grupoide
Nesta seção, falaremos sobre o produto cruzado parcial de uma ação
de um grupoide de acordo com [8] e [9]. Em seguida, deﬁniremos uma
ação parcial do grupoide G dos caminhos (3.1.12) e mostraremos que o
produto cruzado parcial associado a essa ação é isomorfo à álgebra de
Leavitt.
Seja α = ({Dg}g∈G, {αg}g∈G) uma ação parcial do grupoide G em
um anel R. Seja R oα G o conjunto de todas as somas formais ﬁnitas
da forma
∑
g∈G
agδg, com ag ∈ Dg.
Considere em Roα G, a adicão usual e a multiplicação dada por
agδg · bhδh =
{
αg(αg−1(ag)bh)δgh , se (g, h) ∈ G2;
0 , caso contrário.
Veja que a multiplicação está bem deﬁnida pois, como d(g) = (h),
para todo (g, h) ∈ G2, então Dg−1 e Dh são ambos ideias de Dd(g) =
D(h). Logo, α−1g (ag)bh ∈ Dg−1 ∩ Dh. Além disso, pelo item (iii) de
3.2.5, segue que
αg(Dg−1 ∩Dh) = Dg ∩Dgh,
para todo (g, h) ∈ G2. Logo, αg(αg−1(ag)bh) ∈ Dgh.
Deﬁnição 3.3.1. RoαG com as operações acima é o produto cruzado
parcial do grupoide G associado à α.
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Seja E = (E0, E1, r, s) um grafo dirigido e seja G o grupoide como
deﬁnido em 3.1.12. Seja W ⊆ G o conjunto dos caminhos ﬁnitos de E
e seja X = {ξ ∈W : r(ξ) é poço} ∪ {v ∈ E0 : v é poço} ∪W∞.
Para a ∈ W \ E0, deﬁna Xa := {ξ ∈ X : ξ1 . . . ξ|a| = a} e Xa−1 :=
{ξ ∈ X : r(ξ) = r(a)}.
Para ab−1 ∈ G, com a, b ∈ W e a, b /∈ E0, deﬁna Xab−1 := Xa.
Para v ∈ E0, deﬁna Xv := {ξ ∈ X : s(ξ) = v}. Para qualquer outro
g ∈ G, deﬁna Xg = ∅.
Vamos deﬁnir agora uma ação de grupoide.
Para v ∈ E0, deﬁna
θv : Xv → Xv
ξ 7→ ξ
Para b ∈W , deﬁna
θb : Xb−1 → Xb
ξ 7→ bξ
E θb−1 : Xb → Xb−1 , por
θb−1(ξ) =
{
ξ|b|+1ξ|b|+2 . . . , se r(b) não é poço
r(b) , se r(b) é poço.
Para ab−1 ∈ G, deﬁna
θba−1 : Xab−1 → Xba−1
ξ 7→ bξ|a|+1ξ|a|+2 . . .
θab−1 : Xba−1 → Xab−1
ξ 7→ aξ|b|+1ξ|b|+2 . . ..
Proposição 3.3.2. θ = ({Xg}g∈G, {θg}g∈G) é uma ação parcial do
grupoide G no conjunto X.
Demonstração: (I) É fácil ver que X(g) é um subconjunto de X e
que Xg é um subconjunto de X(g).
(II) θg : Xg−1 → Xg é bijeção :
É claro que θg é injetiva. Agora, dado ξ ∈ Xg, então ξ = gξ′.
Logo, s(ξ) = s(g) = r(g−1). Então θg(ξ′) = gξ′ = ξ e, portanto,
θg é sobrejetiva.
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(i) Seja v ∈ E0. Vamos mostrar que θv é identidade de Xv.
Dado ξ ∈ Xv, então s(ξ) = v = r(ξ). Daí,
θv(ξ) = vξ = s(ξ)ξ = ξ.
(ii) Vamos mostrar que θ−1h (Xg−1 ∩Xh) ⊆ X(gh)−1 .
Sejam g = ab−1, h = cd−1 ∈ G.
Como Xg−1 ∩Xh = Xba−1 ∩Xcd−1 , devemos considerar três
casos:
Caso 1: b não é começo de c e c não é começo de b.
Neste caso, Xba−1 ∩Xcd−1 = ∅.
Caso 2: b é começo de c e escrevemos c = bc′.
Xba−1∩Xcd−1 =

Xa−1 ∩Xd−1 , se b = r(a), c = r(d) ∈ E0
Xa−1 ∩Xc , se b ∈ E0, c /∈ E0
Xb ∩Xc , se b, c /∈ E0
=

Xa−1 ∩Xd−1 , se b = r(a), c = r(d) ∈ E0
Xa−1 ∩Xc , se b ∈ E0, c /∈ E0
Xc , se b, c /∈ E0
Então,
θ−1h (Xg−1 ∩Xh) =

θ−1d−1(Xa−1 ∩Xd−1) (1)
θcd−1(Xa−1 ∩Xc) (2)
θ−1cd−1(Xc) (3)
Em (1), temos
(gh)−1 = h−1g−1 = dc−1ba−1 = da−1.
Então X(gh)−1 = Xda−1 = Xd e, portanto,
θd(Xa−1 ∩Xd−1) ⊆ Xd = X(gh)−1 .
Em (2), temos
(gh)−1 = h−1g−1 = dc−1ba−1 = dc−1a−1.
Então X(gh)−1 = Xdc−1a−1 = Xd e, portanto,
θdc−1(Xa−1 ∩Xc) ⊆ Xdc−1 = Xd = X(gh)−1 .
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Em (3), temos
(gh)−1 = dc−1ba−1 = dc′−1b−1ba−1 = dc′−1r(b)a−1 = dc′−1a−1.
Então θdc−1 ⊆ Xdc−1 = Xdc′−1b−1 = X(gh)−1 .
Caso 3: c é começo de b e escrevemos b = cb′.
Esse caso é similar ao caso anterior.
(iii) Vamos mostrar que θh ◦ θg(ξ) = θhg(ξ), para todo ξ ∈
θ−1g (Xg ∩Xh−1). Temos três casos.
Caso 1: a não é começo de d e d não é começo de a.
Neste caso, Xh−1 ∩Xg = ∅.
Caso 2: a é começo de d e escrevemos d = ad′.
Seja ξ ∈ θ−1g (Xg ∩ Xh−1) = θba−1(Xab−1 ∩ Xdc−1). Então
ξ = θba−1(η), para algum η ∈ Xab−1 ∩Xdc−1 . Daí,
ξ = θba−1(η) = θab−1(ad
′ξ′) = bd′η′.
Por outro lado, como
hg = cd−1ab−1 = cd′a−1ab−1 = cd′r(a)b−1 = cd′b−1,
temos
θhg(ξ) = θc(bd′)−1((bd
′)η′) = cη′.
Caso 3: d é começo de a e escrevemos a = da′.
Este caso é similar ao caso anterior.
Portanto, θ = ({Xg}g∈G, {θg}g∈G) é uma ação parcial de grupoide.
Vamos deﬁnir uma ação parcial de grupoide no nível de anel.
Seja K um corpo e seja F(X) = {f : X → K|f é função}. Para
Xg 6= 0, considere F(Xg) = {f ∈ F(X) : f se anula fora de Xg} ⊆
F(X) e para Xg = ∅, seja F(Xg) = { função nula }.
Deﬁna também
αg : F(Xg−1) → F(Xg)
f 7→ f ◦ θg−1
e
αv : F(Xv) → F(Xv)
f 7→ f ◦ θv
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Proposição 3.3.3. α = ({F(Xg)}g∈G, {αg}g∈G) é uma ação parcial
do grupoide G no anel F(X).
Demonstração: Note que o único item não trivial da deﬁnição de
ação parcial é o item (II)− (ii).
Dada f ∈ α−1h (F(Xg−1)∩F(Xh)), vamos mostrar que f ∈ F(X(gh)−1).
Note que, em particular, f ∈ F(Xh−1), isto é, f |X\Xh−1 = 0. Então,
devemos mostrar que f |X\X(gh)−1 = 0.
Também,
(X \X(gh)−1) \ (X \Xh−1) = Xh−1 \ (X(gh)−1 ∩Xh−1).
Tome x ∈ Xh−1 \ (X(gh)−1 ∩Xh−1). Então
θh(x) ∈ Xh \ (θh(X(gh)−1 ∩Xh−1) = Xh \Xg−1 ,
pois θ−1p (Xq−1 ∩Xp) ⊆ X(qp)−1 .
Logo,
0 = αh(f)(θh(x)) = f(x),
para todo x ∈ Xh−1 \ (X(gh)−1 ∩Xh−1).
Portanto, f é zero em (X \ Xh−1) ∪ (Xh−1 \ (X(gh)−1 ∩ Xh−1)) =
X \X(gh)−1 .
Considere D(X) = span{1g : g ∈ G} e Dp = 1pD(X) = span{1p1g :
g ∈ G}, para todo p ∈ G (span K-linear), e considere a restrição de αp
aos ideais Dp,
αp : Dp−1 → Dp
1p−11q 7→ αp(1p−11p) = 1p1pq
Então α˜ = ({Dg}g∈G, {αg}g∈G) é uma ação parcial do grupoide G
no anel D(X).
Seja D(X)oα˜ G o produto cruzado associado a α˜.
Observação 3.3.4. No capítulo 2, com a ação parcial do grupo livre F,
considerávamos D(X) = span{{1p : p ∈ F \ {0}} ∪ {1v : v ∈ E0}}.
Agora, devemos tomar um certo cuidado quando v é poço. Mas, se v é
poço, então Xv = {v} e, portanto, 1vδv ∈ D(X)oα˜ G.
Proposição 3.3.5. Existe um K-homomorﬁsmo φ de LK(E) em D(X)oα˜
G tal que, para todo e ∈ E1, φ(e) = 1eδe e φ(e∗) = 1e−1δe−1 e, para
todo v ∈ E0, φ(v) = 1vδv.
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Demonstração: Considere os conjuntos {1eδe, 1e−1δe−1 : e ∈ E1} e {1vδv :
v ∈ E0} em D(X)oα˜ G.
Vamos mostrar que tais conjuntos satisfazem as relações que deﬁ-
nem a álgebra de Leavitt.
(i)
1s(e)δs(e)1eδe = αs(e)(αs(e)−1(1s(e))1e)δs(e)e
= αs(e)(1(s(e))−11e)δe
= 1s(e)1s(e)eδe
= 1s(e)1eδe
= 1eδe
1eδe1r(e)δr(e) = αe(α
−1
e (1e)1r(e))δer(e)
= αe(α
−1
e (1e)1r(e))δe
= αe(1e−11r(e))δe
= 1e1er(e)δe
= 1eδe
(ii)
1r(e)δr(e)1e−1δe−1 = αr(e)(αr(e)1 (1r(e))1e−1)δr(e)e−1
= αr(e)(1r(e)−11e−1)δs(e−1)e−1
= 1r(e)1r(e)e−1δe−1
= 1r(e)1s(e−1)e−1δe−1
= 1r(e)1e−1δe−1
= 1e−1δe−1
1e−1δe−11s(e)δs(e) = αe−1(αe(1e−1)1s(e))δs(e)e−1
= αe−1(1e1s(e))δe−1r(e−1)
= 1e−11e−1s(e)δe−1
= 1e−11e−1δe−1
= 1e−1δe−1
(iii) Sejam f, g ∈ E1. Note que
1f−1δf−11gδg = αf−1(αf (1f−1)1g)δf−1g = αf−1(1f1g)δf−1g.
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Se f 6= g, pelo lema 3.1.1, 1f1g = 0. Vejamos agora 1f−1δf−11fδf .
1f−1δf−11fδf = α
−1
f (αf (1f−1)1f )δf−1f
= α−1f (1f1f )δr(e)
= αf−1(1f )δr(f)
= 1f−1δr(e)
= 1r(f)δr(f)
(iv) Seja v ∈ E0 tal que 0 < #{e : s(e) = v} < ∞. Como Xv =⋃
e∈E1:s(e)=v
Xe, então
∑
e∈E1:s(e)=v
1eδe1e−1δe−1 =
∑
e∈E1:s(e)=v
1eδs(e) = (
∑
e∈E1:s(e)=v
1e)δv = 1vδv.
Proposição 3.3.6. Existe um isomorﬁsmo entre D0oαF e D(X)oα˜G.
Demonstração: Sabemos que existe um único homomorﬁsmo
φ : LK(E)→ D(X)o ˜alpha G
tal que φ(e) = 1eδe, φ(e∗) = 1e−1δe−1 , para todo e ∈ E1, e φ(v) = 1vδv,
para todo v ∈ E0. Também,
LK(E) ∼= D0 oα F. (?)
Para cada e ∈ E1, considere 1eδe ∈ D(X) oα˜ G e 1e−1δe−1 . Para
cada v ∈ E0, considere 1vδv ∈ D(X)oα˜ G.
Pela propriedade universal de LK(E) e por ?, existe um único ho-
momorﬁsmo
Γ : D0 o F→ D(X)oG
tal que Γ(1eδe) = 1eδe, Γ(1e−1δe−1) = 1e−1δe−1 , para todo e ∈ E1, e
Γ(1vδ0) = 1vδv, para todo v ∈ E0.
Γ é sobrejetora pois {1eδe, 1e−1δe−1 : e ∈ E1} e {1vδv : v ∈ E0}
geram D(X)oα G (como álgebra). Vamos mostrar que Γ é injetora.
Seja x ∈ Ker Γ. Então podemos escrever x = a0δ0 +
∑
agδg, em
que ag ∈ Dg e a0 =
(∑
λab−11ab−1 +
∑
βw1w
)
∈ D0.
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Para 0 6= g ∈ 0, como Γ é homomorﬁsmo, é fácil ver que Γ(agδg) =
agδg.
Note ainda que, dado 1aδ0 ∈ D0δ0, com a ∈W , temos
1aδa · 1a−1δa−1 = αa(αa−1(1a)1a−1)δ0
= αa(1a−11a−1)δ0
= 1aδ0.
Logo,
Γ(1aδ0) = Γ(1aδa)Γ(1a−1δa−1)
= 1aδa · 1a−1δa−1
= αa(αa−1(1a)1a−1)δaa−1
= αa(1a−1)δs(a)
= 1aδs(a).
Sendo assim, pelo o que foi feito acima, pelo fato de Γ ser homo-
morﬁsmo, 1cd−1 = 1c e 1d−1 = 1r(d), para c, d ∈W , segue que
Γ(a0δ0) = Γ((
∑
λab−11ab−1 +
∑
βw1w)δ0)
=
∑
λab−11ab−1δs(a) +
∑
βw1wδw
=
∑
v∈V ′
1va0δv,
em que V ′ = {v ∈ V 0 : v = s(ab−1) para λab−1 ou βv 6= 0}.
Daí,
Γ(x) = 0 ⇐⇒
∑
v∈V ′
1va0δv +
∑
agδg = 0
⇐⇒ a0 = 0 e ag = 0, para todo g.
Portanto Γ é injetora.
Exemplo 3.3.7. Seja E = (E0, E1, r, s) um grafo dirigido, em que
E0 = {v1, v2}, E1 = {e}, s(e) = v1 e r(e) = v2, e seja K um corpo.
Então o grupoide gerado por E1 é {v1, v2, e, e∗}.
Note que X = {v2, e}, Xv1 = {e}, Xe = {e}, Xv2 = {v2}, Xe∗ =
{v2}. Note ainda que D(X) = span{1v1 , 1v2 , 1e, 1e∗}, Dv1 = span{1v1},
Dv2 = span{1v2}, De = span{1e} e De∗ = span{1e∗}.
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Temos D(X)oG o conjunto das somas formais ﬁnitas
λ11v1δv1 + λ21v2δv2 + λ31eδe + λ41e∗δe∗ ,
ou seja, D(X) o G = K1v1δv1
⊕
K1v2δv2
⊕
K1eδe
⊕
K1e∗δe∗ . Desse
modo, identiﬁcamos D(X)oG com K4 por
D(X)oG → K4
λ11v1δv1 + λ21v2δv2 + λ31eδe + λ41e∗δe∗ 7→ (λ1, λ2, λ3, λ4).
Para determinar o produto em K4 via esta identiﬁcação, note que,
usando o isomorﬁsmo do teorema, LK(E) → D(X) o G, z 7→ 1zδz,
obtemos
(1zδz)(1wδw) =
{
1zwδzw, se z e w são componíveis
0, caso contrário.
Sendo assim, segue que o produto em D(X)oG ∼= K4 é dado por
(λ1, λ2, λ3, λ4)(µ1, µ2, µ3, µ4) =
(λ1µ1 + λ3µ4, λ4µ3 + λ2µ2, λ1µ3 + λ3µ2, λ4µ1 + λ2µ4).
O leitor atento pode notar que o produto acima é semelhante a
um produto matricial. Mais do isso, a aplicação φ : K4 → M2(K),
dada por φ(λ1, λ2, λ3, λ4) =
[
λ1 λ3
λ4 λ2
]
é, na verdade, um isomorﬁsmo
de álgebras.
Finalmente, podemos concluir que LK(E) é isomorfa a M2(K).
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Capítulo 4
Isomorﬁsmos entre
álgebras de Leavitt
No capítulo 2, mostramos que a álgebra de Leavitt LK(E) é iso-
morfa a um produto parcial associado a uma ação parcial do grupo
livre gerado pelas arestas do grafo E. No capítulo 3, mostramos que
LK(E) é isomorfa a um produto cruzado parcial associado a uma ação
parcial do grupoide gerado pelas arestas de E. Ou seja, o produto cru-
zado parcial construído no capítulo 2 é isomorfo ao produto cruzado
construído no capítulo 3.
Neste capítulo estudaremos condições necessárias para que, dados
dois grupoides G1 e G2 associados a grafos E1 e E2, respectivamente,
tenhamos um isomorﬁsmo entre os produtos cruzados associados a eles.
4.1 Homomorﬁsmos de grupoides
Deﬁnição 4.1.1. Sejam G,H grupoides. Uma aplicação h : G→ H é
um homomorﬁsmo de grupoides se (g1, g2) ∈ G2 implica em (h(g1), h(g2)) ∈
H2 e h(g1g2) = h(g1)h(g2).
Seja Ei = (E0i , E
1
i , r, s) grafo dirigido e seja Gi grupoide de cami-
nho associado a Ei, como deﬁnido em 3.1.12, para i ∈ {1, 2}. Seja
Wi ⊆ Gi o conjunto dos caminhos ﬁnitos de Ei e seja Xi = {ξ ∈ Wi :
r(ξ) é poço} ∪W∞i , para i ∈ {1, 2}. Seja θi = ({Xg}g∈G, {θg}g∈G) a
ação parcial do grupoide Gi no conjunto Xi, como deﬁnido no capítulo
anterior, para i ∈ {1, 2}.
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Deﬁnição 4.1.2. Deﬁnimos S ⊆ G por
S = {g ∈ G : Xg 6= ∅}.
Considere h : G1 → G2 um homomorﬁsmo entre os grupoides. Va-
mos mostrar alguns lemas a respeito de h. Tais lemas serão utilizados
para os resultados da próxima seção.
Lema 4.1.3. Para todo α ∈ W1, temos que h(s(α)) = s(h(α)) e
h(r(α)) = r(h(α)).
Demonstração: Como h(s(α)) = h(s(α)s(α)) = h(s(α))h(s(α)), en-
tão h(s(α)) ∈ E01 .
Como h(α) = h(s(α)α) = h(s(α))h(α), então s(h(α)) = h(s(α)).
Como h(r(α)) = h(r(α)r(α)) = h(r(α))h(r(α)), então h(r(α)) ∈
E01 . Como
h(α) = h(αr(α)) = h(α)h(r(α),
então r(h(α)) = h(r(α)).
Lema 4.1.4. Dado α ∈W1, segue que h(α−1) = h(α)−1.
Demonstração: Note que
h(α−1)h(α) = h(α−1α) = h(r(α)) = r(h(α)) = h(α)−1h(α) e
h(α)h(α−1) = h(αα−1) = h(s(α)) = s(h(α)) = h(α)h(α)−1.
Corolário 4.1.5. Para quaisquer (α, β−1) ∈ G21, temos que h(αβ−1) =
h(α)h(β)−1.
Lema 4.1.6. Para todo v ∈ E01 , temos h(v) ∈ E02 .
Demonstração: Seja α ∈ G2 tal que h(v) = α. Então
α = h(v) = h(vv) = h(v)h(v) = αα.
Logo, α ∈ E02 .
Lema 4.1.7. Suponha que h seja injetiva em W1. Então, para quais-
quer α, β ∈ W1, temos que r(α) = r(β) se, e somente se, r(h(α)) =
r(h(β)).
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Demonstração: Suponha que r(α) = r(β). Então (α, β−1) ∈ G21.
Como h é homomorﬁsmo, então (h(α), h(β−1)) ∈ G22.
Logo, r(h(α)) = s(h(β−1)) = r(h(β−1)−1)) = r(h(β)), como que-
ríamos.
Suponha agora que r(α) 6= r(β). Então h(r(α)) 6= h(r(β)), pois h é
homomorﬁsmo injetivo em W1. Então
r(h(α)) = h(r(α)) 6= h(r(β)) = r(h(β)).
Lema 4.1.8. Suponha que h seja injetiva em W1 e que h(W1) = W2.
Então, para todo α ∈W1, r(α) é poço se, e somente se, r(h(α)) é poço.
Demonstração:
r(h(α)) não é poço ⇐⇒ existe aresta e2 tal que h(α)e2 ∈W2.
Como e2 ∈W2 e h(W1) = W2, então existe e1 ∈W1 tal que h(e1) = e2.
Pelo lema anterior, então
h(α)e2 = h(α)h(e1) = h(αe1),
o que signiﬁca que r(α) não é poço.
Lema 4.1.9. Suponha que h seja injetiva em W1. Então (α, β) ∈ G21
se, e somente se, (h(α), h(β)) ∈ G22.
Demonstração: Suponha que (α, β) /∈ G21. Então r(α) 6= s(β). Como
h é injetiva em W1, então
r(h(α)) = h(r(α)) 6= h(s(β)) = s(h(β)).
Logo, (h(α), h(β)) /∈ G22.
Lema 4.1.10. Suponha que h seja injetiva em W1 e que h(W1) = W2.
Então, para qualquer α ∈W1, |α| = 1 se, e somente se, |h(α)| = 1.
Demonstração: Seja e ∈ E11 . Suponha que h(e) = α1α2 ∈ W2, com
α1, α2 /∈ E02 . Então existem f1, f2 ∈ W1 tais que h(f1) = α1 e h(f2) =
α2.
Note que f1, f2 /∈ E01 , por 4.1.6. Então
h(f1f2) = h(f1)h(f2) = α1α2 = h(e).
Logo, f1f2 = e, o que implica em f1 ∈ E01 ou f2 ∈ E01 , o que é um
absurdo. Agora, suponha que h(e) ∈ E02 . Então
h(ee) = h(e)h(e) = h(e),
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logo e ∈ E01 , o que é um absurdo.
Por outro lado, dado α ∈ W1 suponha que |h(α)| = 1. Se α ∈ E01 ,
então h(α) ∈ E02 e |h(α)| = 0. Suponh então que |α| = n, n ≥ 2. Então
α = α1 . . . αn, para αi ∈ E11 . Daí,
h(α) = h(α1 . . . αn) = h(α1) . . . h(αn),
e então 1 = |h(α)| = |h(α1) . . . h(αn)| = n, o que é um absurdo.
Corolário 4.1.11. Suponha h injetiva e que h(W1) = W2. Então
|α| = |h(α)|, para todo α ∈W1.
Lema 4.1.12. Suponha que h seja injetiva em W1 e que h(W1) = W2.
Então h : G1 → G2 é sobrejetora.
Demonstração: Seja γ ∈ G2. Então podemos escrever γ = γ1 . . . γn,
em que γi ∈ E12 ∪ (E12)∗. Como h(W1) = W2 e h(W ∗1 ) = W ∗2 , então
γi = h(ei), para certos ei ∈ W1. Pelo lema 4.1.10, ei ∈ E11 ∪ (E11)∗.
Pelo lema 4.1.9, e1 . . . en é componível, logo
h(e1 . . . en) = h(e1) . . . h(en) = γ1 . . . γn = γ.
Lema 4.1.13. h é injetiva em W ∗1 .
Demonstração: Sejam α, β ∈ W ∗1 tais que α 6= β. Então α∗, β∗ ∈
W1 e α∗ 6= β∗. Como h é 1-1 em W1, segue que h(α∗) 6= h(β∗). Sendo
assim,
h(α) = h(α∗)∗ 6= h(β∗)∗ = h(β).
Lema 4.1.14. Suponha que h seja injetiva em W1 e que h(W1) = W2.
Então h : G1 → G2 é injetiva.
Demonstração: Dado g = e1 . . . en ∈ G2, com ei ∈ E02 ∪E12 ∪ (E02)∗ ∪
(E12)
∗. Pelos lemas 4.1.10 e 4.1.12, existe um único fi ∈ E01 ∪ E11 ∪
(E01)
∗ ∪ (E11)∗ tal que h(fi) = ei.
Deﬁna h−1(e1 . . . en) = f1 . . . fn. Note que |f1 . . . fn| = |e1 . . . en|,
pois se |f1 . . . fn| < |e1 . . . en|, então e1 . . . en = h(f1) . . . h(fn) não seria
forma reduzida.
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4.2 Isomorﬁsmos graduados entre álgebras
de Leavitt
Deﬁnição 4.2.1. SejaG um grupoide e sejaR um anel associativo (não
necessariamente unital). Dizemos que R é G-graduado, ou graduado
por G, se R é uma soma direta de subgrupos aditivos Rt indexados por
elementos de G e tais que RtRs ⊆ Rts, para quaisquer s, t ∈ G.
Deﬁnição 4.2.2. Sejam A =
⊕
g∈G1
Ag e B =
⊕
h∈G2
Bh álgebras gra-
duadas pelos grupoides G1 e G2, respectivamente. Um homomorﬁsmo
graduado por grupoide entre A e B é um par (ϕ, h) em que ϕ : A→ B
é um homomorﬁsmo de álgebra, h : G1 → G2 é um homomorﬁsmo de
grupoide e ϕ(Ag) ⊆ Bh(g), para todo g ∈ G1.
Proposição 4.2.3. Se existe h : G1 → G2 homomorﬁsmo de gru-
poide tal que h|W1 é injetivo e h(W1) = W2, então D(X1)oG1 ∼=grad
D(X2) o G2, via um isomorﬁsmo ϕ : D(X1) o G1 → D(X2) o G2 tal
que ϕ(1eδe) = 1h(e)δh(e) e ϕ(1vδv) = 1h(v)δh(v).
Demonstração: Considere em LK(E2) a família
F = {1h(e)δh(e), 1h(e−1)δh(e−1), 1h(v)δh(v) : v ∈ E01 , e ∈ E11}.
Vamos mostrar que F satisfaz as condições de álgebra de Leavitt de
LK(E1).
(i)
1h(s(e))δh(s(e)) · 1h(e)δh(e) = 1s(h(e))δs(h(e)) · 1h(e)δh(e)
= αs(h(e))(α
−1
s(h(e))(1s(h(e)))1h(e))δs(h(e))h(e)
= αs(h(e))(1s(h(e))−11h(e))δh(s(e))h(e)
= αs(h(e))(1s(h(e))1h(e))δh(s(e)e)
= αs(h(e))(1h(e))δh(e)
= 1h(e)δh(e).
1h(e)δh(e) · 1r(h(e))δr(h(e)) = 1h(e)δh(e) · 1h(r(e))δh(r(e))
= αh(e)(α
−1
h(e)(1h(e))1r(h(e)))δh(e)r(h(e))
= αh(e)(1h(e)−11r(h(e)))δh(er(e))
= αh(e)(1h(e)−1)δh(e)
= 1h(e)δh(e)
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(ii)
1h(r(e))δh(r(e)) · 1h(e−1)δh(e−1) = 1r(h(e))δr(h(e)) · 1h(e−1)δh(e−1)
= αr(h(e))(α
−1
r(h(e))(1r(h(e)))1h(e)−1)δh(e−1)
= αr(h(e))(1r(h(e))1h(e−1))δh(e−1)
= αr(h(e))(1h(e−1))δh(e−1)
= 1h(e−1)δh(e−1)
1h(e−1)δh(e−1) · 1s(h(e))δs(h(e)) = 1h(e−1)δh(e−1) · 1s(h(e))δs(h(e))
= αh(e−1)(α
−1
h(e−1)(1h(e−1))1s(h(e)))δh(e−1)s(h(e−1))
= αh(e−1)(1h(e−1)−11s(h(e)))δh(e−1s(e))
= αh(e−1)(1h(e)1s(h(e)))δh(e−1)
= αh(e−1)(1h(e))δh(e−1)
= 1h(e−1)δh(e−1)
(iii)
1h(e−1)δh(e−1)1h(g)δh(g) = αh(e−1)(α
−1
h(e−1)(1h(e−1))1h(g))δh(e−1)h(g)
= αh(e−1)(αe(1h(e1)1h(g)))δh(e−1)h(g)
= δh(e),h(g)1h(e)δh(r(e))
= δe,g1h(e−1)δh(r(e))
(iv) Seja e ∈ E01 tal que 0 < #{h(e) : s(h(e)) = h(v)} <∞. Note que
{e : s(e) = v} = {e : h(s(e)) = h(v)} = {e : s(h(e)) = h(v)}
= {e : s(h(e)) = s(h(v))}.∑
s(e)=v
=
∑
s(e)=v
1h(e)δh(e)1h(e−1)δh(e−1) =
∑
s(e)=v
1h(e)δs(h(e))
=
∑
s(e)=v
1h(e)δs(h(e)) =
∑
s(e)=v
1h(e)δh(v)
=
 ∑
e:s(h(e))=h(v)
1h(e)
 δh(v)
Então, basta mostrar que
∑
e:s(h(e))=h(v)
1h(e) = 1h(v).
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Note que para cada e tal que s(e) = h(v) existe um único f tal
que h(f) = e. Além disso, se (h(v), e) ∈ G22 então (v, f) ∈ G21, ou
seja, s(f) = v. Note também que para cada e tal que s(e) = v
temos que (h(v), h(e)) ∈ G22, logo, s(h(e)) = h(v). Portanto,∑
e:s(h(e))=h(v)
1h(e) =
∑
f :s(f)=h(v)
= 1h(v).
Portanto, existe um homomorﬁsmo ϕ : LK(E1) → LK(E2) tal
que ϕ(1eδe) = 1h(e)δh(e), ϕ(1e−1δe−1) = 1h(e−1)δh(e−1) e ϕ(1vδv) =
1h(v)δh(v).
Considere agora em LK(E1) a família
H = {1h−1(e)δh−1(e), 1h−1(e−1)δh−1(e−1), 1h−1(v)δh−1(v) : v ∈ E02 , e ∈ E12}.
Como h : G1 → G2 é uma bijeção tal que h−1(W2) = W1 e
h−1|W2 = W1, mostra-se de modo análogo que existe um homomorﬁsmo
φ : LK(E2)→ LK(E1) tal que φ(1eδe) = 1h−1(e)δh−1(e), ϕ(1e−1δe−1) =
1h−1(e−1)δh−1(e−1) e ϕ(1vδv) = 1h−1(v)δh−1(v)
Por ﬁm, note que φ é a inversa de ϕ.
Vamos mostrar agora uma recíproca para a proposição anterior.
Proposição 4.2.4. Suponha que E1 satisfaz a condição (L). Suponha
que ϕ : D(X1) o G1 → D(X2) o G2 seja um isomorﬁsmo e que h :
G1 → G2 seja um homomorﬁsmo de grupoide tais que (ϕ, h) seja um
isomomorﬁsmo graduado. Suponha que ϕ é tal que
ϕ({1vδv : v ∈ E01}) = {1wδw : w ∈ E02}.
Então h|W1 é injetiva e h(S1) = S2.
Demonstração: Note que, pelo lema 4.1.6, h(E01) ⊆ E02 .
Aﬁrmação 1: h(S1) = S2.
Dado g ∈ S1, temos que 1gδg 6= 0 em D(X1) o G1. Logo 0 6=
ϕ(1gδg) ∈ Dh(g)δh(g), pois ϕ é injetiva, e, portanto, h(g) ∈ S2.
Por outro lado, seja c ∈ S2. Então 1cδc 6= 0. Como ϕ é isomorﬁsmo,
existe x =
∑
αgδg tal que 1cδc = ϕ(x) =
∑
ϕ(αgδg).
Como ϕ(αgδg) ∈ Dh(g)δh(g), para todo g, então 1cδc =
∑
h(g)=c
ϕ(αgδg) 6=
0. Logo, existe g tal que h(g) = c e ϕ(αgδg) 6= 0, portanto αgδg 6= 0 e
g ∈ S1.
Aﬁrmação 2: h|E10 é injetiva.
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Sejam v, w ∈ E01 . Por hipótese,
ϕ(1vδv1wδw) = ϕ(1vδv)ϕ(1wδw) = 1h(v)δh(v)·1h(w)δh(w) = δh(v),h(w)1h(v)δh(v).
Por outro lado,
ϕ(1vδv1wδw) = ϕ(δv,w1vδv) = δv,w1h(v)δh(v).
Portanto, h(v) = h(w) se, e somente se, v = w.
Aﬁrmação 3: Seja α ∈ S1. Se h(α) ∈ E02 então α ∈ E01 .
Vamos mostrar que se α /∈ E01 então h(α) /∈ E02 . Note que, pelo
lema 4.1.3 e como h(α) ∈ E02 , então
h(s(α)) = s(h(α)) = r(h(α)) = h(r(α)).
Pela aﬁrmação anterior, s(α) = r(α). Vamos mostrar que α ∈ E01 .
Suponha, por absurdo, o contrário. Daí,
ϕ(1αδα1α−1δα−1) = ϕ(1αδα)ϕ(1α−1δα−1) = aδh(α)bδh(α−1) = abδh(α),
em que a, b ∈ Dh(α) = Dh(α−1) são tais que ϕ(1αδα) = aδh(α) e
ϕ(1α−1δα−1) = bδh(α−1) = bδh(α).
Analogamente, ϕ(1α−1δα−11αδα) = baδh(α) = abδh(α).
Como ϕ é isomorﬁsmo, segue que 1αδα1α−1δα−1 = 1α−1δα−11αδα,
ou seja,
1αδs(α) = 1α−1δr(α).
Portanto, r(α) = s(α) e α = α−1.
Primeiro vamos supor que α ∈W1 ou α ∈W ∗1 . Trocando α por α−1
se necessário, vamos assumir que α ∈W1. Como E1 satisfaz a condição
(L) e α é um ciclo, existe uma saída e ∈ E11 de α e então podemos tomar
um subcaminho α′ de α (possivelmente nulo, caso s(e) = s(α)) tal que
α′e é componível e não contém α como subcaminho. Então 1α(α′e) = 0
e 1s(α)(α′e) = 1, porém, 1s(α) = 1α−1 , e temos um absurdo.
Suponha agora que α = βγ−1, em que β, γ ∈W1 \E01 e r(β) = r(γ),
na forma reduzida. Daí,
1β = 1α = 1α−1 = 1γ ,
contradizendo o fato de que α = βγ−1 está na forma reduzida.
Portanto, α ∈ E01 .
Aﬁrmação 4: h é injetivo em W1.
Sejam α, β ∈W1 tais que h(α) = h(β). Então
h(r(α)) = r(h(α)) = r(h(β)) = h(r(β)).
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Pela aﬁrmação 2, temos que r(α) = r(β). Sendo assim, αβ−1 é com-
ponível e
h(αβ−1) = h(α)h(β)−1 = h(α)h(α)−1 = s(α) ∈ E02 .
Pela aﬁrmação 3, αβ−1 ∈ E01 . Portanto, α = β.
Proposição 4.2.5. Sob as mesmas condições da proposição anterior e
supondo que ϕ({1eδe : e ∈ E11}) = {1fδf : f ∈ E12}, então h(W1) = W2.
Demonstração: Note que como ϕ é graduado, então ϕ(1eδe) = 1h(e)δh(e),
para todo e ∈ E11 .
Seja f ∈ E12 . Como ϕ({1eδe : e ∈ E11}) = {1fδf : f ∈ E12}, então
existe e ∈ E11 tal que 1fδf = ϕ(1eδe). Como ϕ(1eδe) = 1h(e)δh(e), então
h(e) = f . Dado f1 . . . fn ∈W2, então existem e1, . . . , en ∈W1 tais que
h(ei) = fi. Logo, pelo lema 4.1.9
f1 . . . fn = h(e1) . . . h(en) = h(e1 . . . en).
Portanto, W2 ⊆ h(W1).
Seja e1 . . . en ∈ W1. Então h(e1 . . . en) = h(e1) . . . h(en); como
h(ei) ∈ E12 , para todo i ∈ {1, . . . , n}, então h(e1 . . . en) ∈ W2. Logo,
h(W1) ⊆W2.
Vejamos agora que a condição adicional na proposição anterior é
necessária para obtermos h(W1) = W2.
Exemplo 4.2.6. Seja E1 = {E01 , E11 , r1, s1}, em que E01 = {v1, v2, v3},
E11 = {e1, e2}, r1(e1) = v2 = s1(e2), s1(e1) = v1 e r1(e2) = v3. Pode-
mos representar este grafo por
v1
e1 // v2
e2 // v3
Seja E2 = {E02 , E12 , r2, s2}, em que E02 = {w1, w2, w3}, E12 = {f1, f2},
r2(f1) = w3 = r2(f2), s2(f1) = w1 e s2(f2) = w2. Podemos representar
este grafo por
w3
w1
f1
==
w2
f2
aa
Note que G1 = {v1, v2, v3, e1, e2, e−11 , e−12 , e1e2, e−12 e−11 }.
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Deﬁna h : G1 → G2 de modo que h(e1) = f−11 , h(e2) = f1f−12 ,
h(e−11 ) = h(e1)
−1 e h(e−12 ) = h(e2)
−1. Note que
h(v1) = h(e1e
−1
1 ) = h(e1)h(e1)
−1 = f−11 f1 = r(f1) = w3
h(v2) = h(e
−1
1 e1) = h(e1)
−1h(e1) = f1f−11 = s(f1) = w1
h(v3) = h(e
−1
2 e2) = h(e2)
−1h(e2) = (f1f−12 )
−1(f1f−12 )
= f2r(f1)f
−1
2 = s(f2) = w2.
É fácil ver que existe um isomorﬁsmo ϕ : LK(E1)→ LK(E2) tal que
ϕ(1e1δe1) = 1f−11
δf−11
, ϕ(1e2δe2) = 1f1f−12 δf1f−12 , ϕ(1v1δv1) = 1w3δw3 ,
ϕ(1v2δv2) = 1w1δw1 , ϕ(1v3δv3) = 1w2δw2 e que (ϕ, h) é um isomorﬁsmo
graduado.
Note que ϕ({1v1δv1 , 1v2δv2 , 1v3δv3}) = {1w1δw1 , 1w2δw2 , 1w3δw3}, mas
ϕ({1e1δe1 , 1e2δe2}) 6= {1f1δf1 , 1f2δf2}. Ou seja, a condição adicional da
proposição 4.2.5 não é satisfeita e temos, claramente, h(W1) 6= W2.
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