Abstract. In this paper we show that the leading coefficients µ(y, w) of some Kazhdan-Lusztig polynomials Py,w with y, w in the affine Weyl group of type Bn can be n; in the cases of types Cn and Dn they can be n + 1. Consequently, for the corresponding simply connected simple algebraic groups, the dimensions of the first extension groups between certain irreducible modules will go to infinity when n increases.
1. Preliminaries 1.1. Let G be a connected, simply connected simple algebraic group over the field C of complex numbers and let T be a maximal torus of G. Then the Weyl group W 0 = N G (T )/T acts naturally on the character group X = Hom(T, C * ) of T . The semidirect product W = W 0 ⋉X is called an extended affine Weyl group. It contains the affine Weyl group W a = W 0 ⋉ ZR, where R is the root system of G with respect to T . For x ∈ X, denote by t x the translation y → y + x of X. Let E = R ⊗ X. We can naturally consider that W acts on E via scalar extension; the action is faithful. Thus W is identified with a subgroup of the affine transformation group on E. Afterwards we shall not distinguish them.
Fix a simple root system ∆ ⊂ R. Let α 0 be the highest short root of R (if the root system is simply-laced, let α 0 be the highest root). Let s α be the reflection corresponding to the root α ∈ R. Set s 0 = s α0 t α0 , S = {s α , s 0 |α ∈ ∆}, then (W a , S) is a Coxeter group.
We have W = W a ⋊ Ω, where Ω = {u ∈ W |uSu −1 = S}. For any α ∈ R, k ∈ Z, set s α,k (y) = y − ( y, α ∨ − k)α, y ∈ E. Then we have wt z w −1 = t w(z) , s α,k = t kα s α = s α t −kα and (wt z )s α,k (wt z ) −1 = s w(α),k+ z,α ∨ for z ∈ X, α ∈ R, w ∈ W 0 , k ∈ Z.
Let l and be the length function and the Bruhat order of (W a , S). As Lusztig [Lus83] had explained, we can carry over these notions and the Kazhdan-Lusztig polynomials P y,w to (W, S) and we can obtain Kazhdan-Lusztig basis C w = q . Since the degree of P y,w ∈ Z[q] is less than or equal to 1 2 (l(w) − l(y) − 1) for y < w, we write P y,w = µ(y, w)q If y < w and µ(y, w) = 0 then we write y ≺ w. Denote L(w) = {s ∈ S|sw < w}. We collect some well-known properties about P y,w and µ(y, w).
Proposition 1.2. ([KL79]
) Let y, w ∈ W a and y w.
(1) Assume that sw < w for some s ∈ S. We have the recursive formula P y,w = q 1−c P sy,sw + q c P y,sw − y z ≺ sw sz < z µ(z, sw)q Proof. We use induction on l(x) ∈ N. When l(x) = 0, it's obvious. When l(x) > 0, there exists s ∈ S, such that xs < x. Let x ′ = xs. Now
There are two cases: (a) sy < y.
In this case, C s C y = (q By the induction hypothesis, we have the needed inequality.
Define a(z) = min{i ∈ N|q ] for some x, y ∈ W , we set a(z) = ∞. Then a(w) l(w 0 ) for all w ∈ W , where w 0 is the longest element of W 0 (see [Lus85] ). Write h x,y,z = γ x,y,z q a(z) 2 + δ x,y,z q a(z)−1 2 + lower degree terms.
Let e be the neutral element of W . Springer showed that l(z) − a(z) − 2δ(z) 0, where δ(z) is the degree of P e,z (see [Lus87] ). Set D i = {z ∈ W |l(z) − a(z) − 2δ(z) = i}. Let π(z) be the leading coefficient of P e,z . We have the following formula. Proof. See [Xi05] .
1.5. We refer to [KL79] and [Xi94] for the definition of the preorders L , R , LR and of the equivalence relations ∼ L , ∼ R , ∼ LR on W . The corresponding equivalence classes are called left cells, right cells, two-sided cells of W respectively. The preorder L (resp. R ; LR ) induces a partial order on the set of left (resp. right; two-sided) cells of W , denoted again by L (resp. R ; LR ). We list some well-known properties. Proposition 1.6.(see [Lus85] , [Lus87] and [Xi05] ) (1) If h x,y,z = 0, then z R x, z L y.
(2) If γ x,y,z = 0, then x ∼ L y −1 , y ∼ L z, z ∼ R x. (3) If δ x,y,z = 0, then z ∼ L y or z ∼ R x. (4) If x ∼ LR y, and x L y (resp. x R y), then x ∼ L y (resp. x ∼ R y).
Recall that w 0 is the longest element of W 0 . It is known that c 0 = {w ∈ W |a(w) = l(w 0 )} is a two-sided cell. In fact, it is the lowest two-sided cell with respect to the partial order LR . See [Shi87] and [Lus85] .
Let R + (resp. R − ; ∆) be the set of positive (resp. negative; simple) roots of the root system R. X + = {x ∈ X| x, α ∨ 0 for all α ∈ ∆} is the set of dominant weights of X. Then we have the length formula (see [IM65] )
Thus l(x) = x, 2ρ ∨ , for any x ∈ X + , where ρ ∨ = 1 2
For each simple root α there is a corresponding fundamental weight x α in X. We have x α , β ∨ = δ α,β (Kronecker's delta). For each w ∈ W 0 , set
u |w, u ∈ W 0 , x ∈ X + }.
Moreover, for any w, u ∈ W 0 , the set c
u |u ∈ W 0 , x ∈ X + } is a right cell of W and the set c 0,u = {d w xw 0 d −1 u |w ∈ W 0 , x ∈ X + } is a left cell of W (see [Shi88] and [SX10] ). We usually denote the left cell c 0,e by Γ 0 , and we have (see [Lus85] )
The following is a useful property about Γ 0 .
Proof. Let y = s i1 s i2 · · · s ir be a reduced expression, w 0 = t j1 · · · t jn another one. Since l(yw 0 ) = l(y) + l(w 0 ), yw 0 = s i1 s i2 · · · s ir t j1 · · · t jn is a reduced expression. Then x yw 0 implies that x has a reduced expression which is a subexpression of s i1 s i2 · · · s ir t j1 · · · t jn . Since l(xw 0 ) = l(x) + l(w 0 ), this reduced expression can't end with any t jp . Thus x y.
We refer to [SX10] for a formula of C w with w ∈ c 0 . For x ∈ X + , let V (x) be an irreducible rational G-module of highest weight x and let S x be the corresponding element defined in [Lus83] . Then S x , x ∈ X + form an A-basis of the center of H. For w ∈ W 0 we define
Here m x,y,z is defined to be the multiplicity of V (z) in the tensor product V (x) ⊗ V (y).
Proof.
(1) See the Corollary 2.11 of [Xi90] .
(2) See (8.3) of [Lus83] .
From this we have the following key lemma.
(2) See the proof of Theorem 3.1 of [SX10] .
(3) Essentially this proof has been given in the proof of Theorem 3.2 of [SX10] . Here we write it more clearly for the reader's convenience. Note that c 0 is the lowest two-sided cell. By (1) and (4) of Proposition 1.6 we have that
Multiply S x * from the left side. By Proposition 1.8(1) we get that
By (1), m x * ,y,e = m e,y,x = δ x,y (Kronecker's delta) for any y ∈ X + . Compare the coefficients of C w0 and we have h x * w0,dww0,w0 = h w0,dww0,xw0 .
Comparing the coefficients of q a(w 0 )−1 2 on both sides, we obtain the equality δ x * w0,dww0,w0 = δ w0,dww0,xw0 .
Then the result follows from (2).
On the number m x,y,z , we have the following useful proposition.
Proposition 1.10. For x, y, z ∈ X + , if y + θ, α ∨ −1 for any simple root α and any weight θ of
Proof. See Corollary (3.4) of [Kum10] .
2. The case of type B n 2.1. In this section we assume that G = Sp 2n (C) and W is the corresponding extended affine Weyl group. The Coxeter diagram of the affine Weyl group is
Note that X is the abstract weight lattice relative to the root system R. We can use the standard realization of root system to do calculation (see [Bou90] or [Hum72] ). That is, take a standard orthogonal basis ε i ∈ E, 1 i n, such that α 1 = ε 1 − ε 2 , α 2 = ε 2 − ε 3 , · · · , α n−1 = ε n−1 − ε n , α n = 2ε n are the simple roots and the root system
Then α 0 = ε 1 + ε 2 . Denote the simple reflections by s i = s αi , 1 i n and denote the fundamental dominant weights by x i = x αi , 1 i n. We have that
(α,α) for any x ∈ X, α ∈ R. To extend the result of [SX10] to this case, we need to find an element w ∈ W such that d w > x and l(d w ) − l(x) = 1 for some dominant weight x ∈ ZR ∩ X + .
Proposition 2.2. Keep the notations above, in particular G = Sp 2n (C). If n 3, then for w = s ε1+ε3 ∈ W 0 , we have x 2 < d w and l(d w ) = l(x 2 ) + 1.
Proof. We first compute d w . Note that s ε1+ε3 : ε 1 → −ε 3 , ε 3 → −ε 1 , ε i → ε i , i = 1, 3. Thus we have
, we see that s ε1+ε3 x 1 x 3 x −1 2 = s 2 s 0 s 2 and d w = s 2 s 0 s 2 x 2 . Now we compute the length l(d w ) and the length l(x 2 ). Since
by the length formula, we have l(d w ) = 4n − 3. On the other hand,
As a consequence we see l(d w ) = l(x 2 ) + 1.
By computing the lengths, we easily obtain that s 2 x 2 < x 2 . Thus x 2 has a reduced expression which is a subexpression of a reduced expression of d w = s 2 s 0 s 2 x 2 . Hence x 2 < d w .
Now we can state the main result in this section.
Proof. By Lemma 1.9(2) we have + m x * ,x,e δ w0,dww0,w0 = m x2,x,x + µ(w 0 , d w w 0 ). Now we compute m x2,x,x . Obviously, the set of weights of V (x 2 ) is {u(x 2 ), 0|u
Thus by Proposition 1.10, m x2,x,x = dim V (x 2 ) 0 . Using Freudenthal's weight multiplicity formula we obtain dim V (x 2 ) 0 = n − 1.
Finally by direct computation µ(w 0 , d w w 0 ) = 1 (See Lemma 2.7 below). Hence the conclusion follows.
2.4. Now we are going to prove µ(w 0 , d w w 0 ) = 1. First we need to get a reduced expression of d w .
So we can get a reduced expression of d w as follows
, using the star operator we have µ(w 0 , vw 0 ) = µ(s 0 w 0 , v 1 w 0 ). By the recursive formula ( * ) P s0w0,v1w0 = P w0,v2w0 + qP s0w0,v2w0 −
We first show that the summation in formula ( * ) is empty. That is, there exists no z ∈ W such that s 0 w 0 z ≺ v 2 w 0 and s 0 z < z. Assume that z ∈ W satisfies the requirements. Thanks to s 0 v 2 w 0 > v 2 w 0 , the condition z ≺ v 2 w 0 and s 0 z < z implies that z L v 2 w 0 . Since v 2 w 0 ∈ Γ 0 , we have z ∈ Γ 0 . In particular, z = uw 0 for some u ∈ W and l(z) = l(u) + l(w 0 ). Since s 0 w 0 z v 2 w 0 , and
by Proposition 1.7 we see that z must be one of the following elements:
From their expressions, we can easily compute the set L(z). We obtain
Since L(v 2 w 0 ) = S − {s 2 , s 0 }, combining the condition s 0 z < z and Proposition 1.2(4), we see that z is one of the following elements: s 0 w 0 , w 3,1 .
Since l(v 2 w 0 ) − l(s 0 w 0 ) = 4n − 6 is even, so µ(s 0 w 0 , v 2 w 0 ) = 0. Note that L(w 3,1 ) = S − {s 2 }. Using the star operator with respect to the pair {s 2 , s 3 }, we see that µ(w 3,1 , v 2 w 0 ) = µ(w 2,1 , z 4,1 ) = 0.
Therefore we have (#) P s0w0,v1w0 = P w0,v2w0 + qP s0w0,v2w0 .
Remark. Before proceeding, let's take a look at the argument for getting (#). First we apply the recursive formula to get ( * ). Next we reduce the summation in the formula ( * ). We easily obtain that z ∈ Γ 0 and by Proposition 1.7 we know its possible expression.
• For z satisfying l(v 2 w 0 ) − l(z) > 1, by Proposition 1.2(4) we know the form of L(z), i.e. L(z) ⊃ L(v 2 w 0 ) ∪ {s 0 }, and using the data that we give for all s 0 w 0 z v 2 w 0 , we can obtain the possible candidates. Then consider the length, and if l(v 2 w 0 ) − l(z) is even, we will kill the candidate.
• For z satisfying l(v 2 w 0 ) − l(z) = 1, it can be left if and only if s 0 ∈ L(z). The argument like this will be used frequently throughout this paper, and for convenience we call it "Argument 2.4" in later use.
Lemma 2.5. We have
Proof. If n = 4, 5, the calculation is easy and we omit it. When n 6, the case that n is even and the case that n is odd are similar. In view of this, we only consider the case that n 6 is even. Recall that we have reduced expression
In the following we shall use repeatedly Argument 2.4 to compute P w0,v2w0 . Starting with the above reduced expression, every time we cancel the leftmost simple reflection. Thus we obtain a series of equalities (like (#)) about Kazhdan-Lusztig polynomials and some µ(y, w). Then we apply flexibly the properties in Proposition 1.2 to compute what we need to know in these equalities. We continue to use the notations given in 2.4. Note that v 2 w 0 = z 3,1 .
(1) Recall that for 4 i n,
and then z i,1 = s i−1 z i−1,1 . Since z i,1 s i−1 < z i,1 and s i−1 w 0 = w 0 s i−1 , by Proposition 1.2(2) we have
(Note: The easy argument like this will be used frequently, so in the following if it is obvious we shall not repeat it.) Since L(z i,1 ) = S − {s i−1 , s 0 }, l(z i,1 ) = (4n − 2 − i) + l(w 0 ), using Argument 2.4 we see that (2.5.1)
Here
(2) Since w 1,n−2 = s n z n,1 , L(w 1,n−2 ) = S − {s n , s 0 }, l(w 1,n−2 ) = (3n − 3) + l(w 0 ), using Argument 2.4 we see that (2.5.2) P w0,zn,1 = (1 + q)P w0,w1,n−2 − µ(w 0 , w 1,n−2 )q 3n 2 −1 − qP w0,w1,n−3 .
Here w 1,n−3 = s 1 s 2 · · · s n−2 s n−1 s n−3 · · · s 2 s 1 s n · · · s 3 s 2 s 0 w 0 . Recall that for 2 i n − 2,
and then
Here m n−2,n−1 = s n−2 · · · s 1 s n−1 · · · s 2 s 0 w 0 , and
Here m n−2,n = s n−2 · · · s 1 s n · · · s 2 s 0 w 0 . Since m n−2,n = s n−1 m n−1,n , L(m n−2,n ) = S − {s n−1 , s 0 }, l(m n−2,n ) = (2n − 2) + l(w 0 ), using Argument 2.4 we see that (2.5.5) P w0,mn−1,n = (1 + q)P w0,mn−2,n − qP w0,mn−2,n−1 .
Recall that for 3 i n − 2,
, using Argument 2.4 we see that (2.5.6)
, using Argument 2.4 we see that (2.5.7) P w0,m2,n = (1 + q)P w0,m1,n − qP w0,mn .
Here m n = s n · · · s 2 s 0 w 0 .
, using Argument 2.4 we see that (2.5.8) P w0,m1,n = (1 + q)P w0,mn .
(5) Using Argument 2.4, we can easily get that P w0,mn = 1. Thus by direct computation with equalities (2.5.6)-(2.5.8) we obtain that (2.5.9) P w0,mn−2,n = q n−2 + q n−3 + · · · + q + 1.
Hence for completing the calculation in equalities (2.5.1)-(2.5.5), it remains to know the followings:
µ(m n−2,n−1 , w i,n−2 ), i = 2, 4, · · · , n − 2; P w0,mn−2,n−1 ; P w0,w1,n−3 .
In the following we shall mainly use Argument 2.4 to obtain them.
(6) Recall that for 2 i n − 2,
Since s n−1 m n−2,n−1 = m n−2,n−1 s 1 , we have P sn−1mn−2,n−1,wn−2,n−3 = P mn−2,n−1,wn−2,n−3 .
Since w n−2,n−3 = s n−1 w n−2,n−2 , L(w n−2,n−3 ) = S − {s n−1 , s n−3 , s 0 }, l(w n−2,n−3 ) = (2n − 1) + l(w 0 ), using Argument 2.4 we see that P mn−2,n−1,wn−2,n−2 = (1 + q)P mn−2,n−1,wn−2,n−3 .
But l(w n−2,n−3 ) − l(m n−2,n−1 ) = 2 implies P mn−2,n−1,wn−2,n−3 = 1, thus (2.5.10) P mn−2,n−1,wn−2,n−2 = q + 1. Therefore (2.5.11) µ(m n−2,n−1 , w n−2,n−2 ) = 1.
Since s i m n−2,n−1 = m n−2,n−1 s i+2 for 1 i n − 3, from (2.5.3) we see that
But l(m n−1,n ) − l(m n−2,n−1 ) = 2 implies P mn−2,n−1,mn−1,n = 1, thus for 2 i n − 4, P mn−2,n−1,wi,n−2 = q + 1, and (2.5.12) µ(m n−2,n−1 , w i,n−2 ) = 0.
(7) Recall that for 3 i n − 1,
In addition, for m n−1 = s n−1 · · · s 2 s 0 w 0 , we have
Using Argument 2.4 we see that
(1 + q)P w0,mn−i,n−1 − q(P w0,mn−i,n−2 + P w0,mn−i−1,n−1 ), i = 3 (1 + q)P w0,mn−i,n−1 − µ(w 0 , m n−i−1,n−1 )q n− i 2 − qP w0,mn−i−1,n−2 , i = 4, 6, · · · , n − 2, (1 + q)P w0,mn−i,n−1 − qP w0,mn−i−1,n−2 , i = 5, 7, · · · , n − 3, (1 + q)P w0,mn−i,n−1 − qP w0,mn−1 , i = n − 1, (1 + q)P w0,mn−1 , i = n.
Easily we have P w0,mn−1 = 1. By direct calculation, we see that (2.5.13)
Note that m n−3,n−2 and m n−2,n−1 have the same form. Similarly we can get that P w0,mn−3,n−2 = (1 + q)(q n−4 + · · · + 1) − q(P w0,mn−4,n−3 + (q n−5 + · · · + 1)).
By easy calculation we have P w0,m2,3 = q 2 + 1 and P w0,m3,4 = q 2 + 1. By induction on n 6 even, we can prove that:
(2.5.14) P w0,mn−2,n−1 = q n−2 + q n−4 + · · · + q 2 + 1, and (2.5.15) P w0,mn−3,n−2 = q n−4 + q n−6 + · · · + q 2 + 1.
Remark. Only to get P w0,mn−2,n−1 , we can use the following alternative approach. By (2.5.9) we know that
On the other hand, since m n−2,n−1 = s n m n−2,n , by Argument 2.4 we see that P w0,mn−2,n = (1 + q)P w0,mn−2,n−1 − µ(w 0 , m n−2,n−1 )q n−1 .
The first equality implies that 1+q ∤ P w0,mn−2,n , thus from the second equality we know µ(w 0 , m n−2,n−1 ) = 0. Then employing the method of undetermined coefficients, we can easily obtain that P w0,mn−2,n−1 = q n−2 + q n−4 + · · · + q 2 + 1.
(8) Recall that for 2 i n − 1,
Using Argument 2.4 we see that P w0,wi−1,n−3
2 P w0,mn−2,n −qP w0,wi+1,n−3 , i = 2, 4, · · · , n − 2, (1 + q)P w0,wi,n−3 − µ(m n−3,n−2 , w i,n−3 )q n−i+3 2 P w0,mn−3,n−2 − qP w0,wi+1,n−3 , i = 3, 5, · · · , n − 3, (1 + q)P w0,wi,n−3 , i = n − 1, (1 + q)P w0,mn−3,n − µ(w 0 , m n−3,n )q n−1 − qP w0,mn−3,n−1 , i = n.
Using Argument 2.4 we see that P w0,mn−3,n = (1 + q)P w0,mn−3,n−1 − µ(m n−4,n−3 , m n−3,n−1 )q 2 P w0,mn−4,n−3 − qP w0,mn−3,n−2 .
Then from (2.5.13),(2.5.9) and (2.5.14)-(2.5.15), we know respectively that P w0,mn−3,n−1 = q n−2 + q n−3 + · · · + q + 1; P w0,mn−2,n = q n−2 + q n−3 + · · · + q + 1; and P w0,mn−3,n−2 = q n−4 + q n−6 + · · · + q 2 + 1,
Now we use star operators to compute the µ(y, w) occurring in the above equalities. First we easily see that µ(m n−2,n , w n−2,n−3 ) = 1, since l(w n−2,n−3 ) − l(m n−2,n ) = 1. Using the star operator with respect to the pair {s n−2 , s n−1 }, we see that for i = 2, 4, · · · , n − 4, µ(m n−2,n , w i,n−3 ) = µ(m n−1,n , w i,n−4 ).
by Proposition 1.2(4) we see that µ(m n−2,n , w i,n−3 ) = 0.
• If i = n − 4, since m n−1,n w n−4,n−4 , we see that µ(m n−2,n , w n−4,n−3 ) = 0.
Similarly, using the same star operator we can obtain that µ(m n−3,n−2 , w i,n−3 ) = µ(m n−3,n−1 , w i,n−4 ) = 0, i = 3, 5, · · · , n − 3 and µ(m n−4,n−3 , m n−3,n−1 ) = µ(m n−4,n−2 , m n−3,n−2 ) = 1. Combining the preceding paragraphs, by direct computation we have that (2.5.16) P w0,w1,n−3 = q n−2 + q n−3 + · · · + q + 1.
(9) Finally using the results of (2.5.11),(2.5.12),(2.5.14),(2.5.16) to complete the calculation in (2.5.1)-(2.5.5), we obtain what we need.
Lemma 2.6. We have deg P s0w0,v2w0 < 2n − 4.
Proof. This proof is similar to the one of Lemma 2.5. As the proof of Lemma 2.5, we shall only consider the case that n 6 is even in the following. Using Argument 2.4, we obtain the following (1)-(4) (refer to the corresponding ones in the proof of Lemma 2.5 and note specially that w 3,n−2 = s 2 w 2,n−2 , m 1,n = s 2 m 2,n ).
(1) (2.6.1) P s0w0,zi−1,1 = (1 + q)P s0w0,zi,1 − qP s0w0,zi+1,1 , 4 i n − 1, (1 + q)P s0w0,zi,1 − qP s0w0,w1,n−2 , i = n.
(2) (2.6.2) P s0w0,zn,1 = (1 + q)P s0w0,w1,n−2 − qP s0w0,w1,n−3 .
(2.6.3)
(1 + q)P s0w0,wi,n−2 − µ(m n−2,n−1 , w i,n−2 )q n−i+2 2 P s0w0,mn−2,n−1 − qP s0w0,wi+1,n−2 , i = 2, 4, · · · , n − 4, P s0w0,wi,n−2 + qP s2s0w0,wi,n−2 − qP w0,wi+1,n−2 , i = 3, (1 + q)P s0w0,wi,n−2 − qP s0w0,wi+1,n−2 , i = 5, 7, · · · , n − 3, (1 + q)P s0w0,wi,n−2 − µ(m n−2,n−1 , w i,n−2 )q n−i+2 2 P s0w0,mn−2,n−1 − qP s0w0,mn−1,n , i = n − 2.
(3) (2.6.4) P s0w0,wn−2,n−2 = (1 + q)P s0w0,mn−1,n − qP s0w0,mn−2,n .
(2.6.5) P s0w0,mn−1,n = (1 + q)P s0w0,mn−2,n − qP s0w0,mn−2,n−1 .
(2.6.6) P s0w0,mn−i+1,n = (1 + q)P s0w0,mn−i,n − qP s0w0,mn−i−1,n , 3 i n − 2.
(4) (2.6.7) P s0w0,m2,n = P s0w0,m1,n + qP s2s0w0,m1,n − qP s0w0,mn .
(2.6.8) P s0w0,m1,n = (1 + q)P s0w0,mn .
(5) Since for m n = s n · · · s 2 s 0 w 0 , L(m n ) = S − {s n−1 , s 1 }, by Proposition 1.2(2) we see that P s0w0,mn = P mn−2,mn = 1.
Thus P s0w0,m1,n = q + 1.
Similarly, since for m 1,n = s 1 s n · · · s 2 s 0 w 0 , L(m 1,n ) = S − {s n−1 , s 2 }, by Proposition 1.2(2) we see that P s2s0w0,m1,n = P m1,n−2,m1,n = 1.
By direct computation with (2.6.6)-(2.6.7), we obtain (2.6.9) P s0w0,mn−2,n = q + 1.
Note that we have computed µ(m n−2,n−1 , w i,n−2 ), i = 2, 4, · · · , n − 2 in (6) of the proof of Lemma 2.5, i.e. (2.5.11)-(2.5.12), hence for completing the calculation in formulae (2.6.1)-(2.6.5), it remains to compute the followings: P s0w0,mn−2,n−1 , P s2s0w0,w3,n−2 , P s0w0,w1,n−3 .
(6) Recall that m n−2,n−1 = s n−2 · · · s 1 s n−1 s n−2 · · · s 2 s 0 w 0 .
Thus L(m n−2,n−1 ) = S − {s n , s 0 }, and by Proposition 1.2(2) we see (2.6.10) P s0w0,mn−2,n−1 = P mn−2,n−1,mn−2,n−1 = 1.
(7) Now we compute P s2s0w0,w3,n−2 . First we prove some equalities. Recall that
Thus L(w 3,n−2 ) = S − {s n , s 2 , s 1 }, and by Proposition 1.2(2) we get P s2s0w0,w3,n−2 = P mn−1,w3,n−2 .
P si−1mn−1,wi,n−2 = P mn−1,wi,n−2 . Similarly we have P sn−2mn−1,mn−1,n = P mn−1,mn−1,n . Keeping in mind these equalities, we use Argument 2.4, refer to (2.6.3)-(2.6.5) and obtain the followings:
(1 + q)P mn−1,wi,n−2 − µ(m n−2,n−1 , w i,n−2 )q n−i+2 2 P mn−1,mn−2,n−1 − qP mn−1,wi+1,n−2 , i = 4, 6, · · · , n − 4, (1 + q)P mn−1,wi,n−2 − qP mn−1,wi+1,n−2 , i = 5, 7, · · · , n − 3, (1 + q)P mn−1,wi,n−2 − µ(m n−2,n−1 , w i,n−2 )q n−i+2 2 P mn−1,mn−2,n−1 − qP mn−1,mn−1,n , i = n − 2;
P mn−1,wn−2,n−2 = (1 + q)P mn−1,mn−1,n − qP mn−1,mn−2,n ;
P mn−1,mn−1,n = P mn−1,mn−2,n + qP mn−2,mn−2,n − qP mn−1,mn−2,n−1 . Since L(m n−2,n ) = S − {s n−1 , s 0 } by Proposition 1.2(2) we see that P mn−1,mn−2,n = P mn−2,n−1,mn−2,n = 1 and (see (2.6.9)) P mn−2,mn−2,n = P s0w0,mn−2,n = q + 1. Similarly since L(m n−2,n−1 ) = S − {s n , s 0 } we see P mn−1,mn−2,n−1 = P mn−2,n−1,mn−2,n−1 = 1.
Combining the preceding paragraphs and noting (2.5.11)-(2.5.12), by direct computation we obtain (2.6.11) P s2s0w0,w3,n−2 = q n−3 + q + 1.
(8) By computating with (2.6.3)-(2.6.5),(2.6.9)-(2.6.11) we get P s0w0,w1,n−2 = q + 1.
By (2.6.1)-(2.6.2), we see deg P s0w0,z3,1 deg P s0w0,w1,n−2 + (n − 2), though we don't know P s0w0,w1,n−3 . Thus deg P s0w0,z3,1 n − 1 < 2n − 4. Now we are able to establish the following result, which completes our proof of Theorem 2.3. Proof. It follows from (#), Lemma 2.5 and Lemma 2.6.
2.8. Next we consider the first extension group between irreducible modules. Before this let's recall some general background (see [SX10] ). We keep notations in Section 1. Assume that G is simply connected and simple and p is a prime number. Denote the root lattice Q = ZR. Set s ′ 0 = s α0 t pα0 . Let W ′ = W 0 ⋉ pQ, which as an affine transform group of E is generated by s α (α ∈ R) and s ′ 0 . Via these simple reflections, W a is isomorphic to the group W ′ by the map:
Moreover we can use these simple reflections to identify W ′ with the affine Weyl group given by Lusztig in [Lus80a, Section 1.1], i.e., mapping every simple reflection to the orbit of its fixed affine hyperplane. We shall consider that W ′ acts on the set of weights not in any affine hyperplane H α,k = {x ∈ E| x, α ∨ = pk}(α ∈ R, k ∈ Z) through the affine Weyl group in loc.cit. and denote this action by * . This action and the original affine action are related: w * (−ρ) = w −1 (−ρ), w ∈ W ′ . But for a general element in E similar relation may not hold. In addition, we can easily see that w ∈ Γ 0 if and only if w * (−ρ) − ρ is dominant.
Let H be the algebra group obtained from G by replacing the base field C with F p . It is known that when p is sufficiently large, Lusztig's modular conjecture (see [Lus80b] for the formulation) is true for irreducible modules of H with highest weights in the Jantzen region. The Jantzen region is defined to be the set {ν ∈ X|0 ν + ρ, α ∨ 0
With the help of the above relation we obtain that
Thus λ+ρ, α ∨ 0 = (2p+1)(2n−1) and µ+ρ, α
i.e. λ and µ are in the Jantzen region. For H = Sp 2n (F p ), by Theorem 2.2 we know µ(t 2pρ w 0 , v ′ t 2pρ w 0 ) = n if n 4. On the other hand, we know that this leading coefficient is identified with the dimension of the first extension group Ext 1 H (L(λ), L(µ)) between the irreducible modules of the highest weights λ and µ. See for example [And86] . So we obtain the following.
Corollary 2.9. Let H = Sp 2n (F p ). If the p is sufficiently large such that Lusztig's modular conjecture holds and p 7n − 2, n 4, then Ext
3. The case of type C n 3.1. In this section we assume that G = Spin 2n+1 (C). The Coxeter diagram of the affine Weyl group is
As Section 2, we take a standard orthogonal basis ε i ∈ E, 1 i n, such that α 1 = ε 1 − ε 2 , α 2 = ε 2 − ε 3 , · · · , α n−1 = ε n−1 − ε n , α n = ε n are the simple roots and the root system
Then α 0 = ε 1 . Denote the simple reflections by s i = s αi and denote the fundamental dominant weights by x i = x αi , 1 i n. We have that x i = ε 1 + ε 2 + · · · + ε i , for 1 i < n, and x n = 1 2 (ε 1 + ε 2 + · · · + ε n−1 + ε n ). Proposition 3.2. Keep the notations above, in particular G = Spin 2n+1 (C). If n 4, then for w = s ε3 ∈ W 0 , we have x 2 < d w and l(d w ) = l(x 2 ) + 1.
Proof. First we can easily get d w = s ε3 x 3 . By computing the lengths, we have l(d w ) = 4n − 1 and 4n − 2 = l(x 2 ) = l(s 2 x 2 ) + 1 = l(s 1 s 2 x 2 ) + 2. Thus s 1 s 2 x 2 < s 2 x 2 < x 2 . Finally it is easy to verify that s 2 s 1 s 0 s 1 s 2 x 2 = d w . So x 2 < d w .
Now we can state the main result in this section. Proof. In the same way with proving Theorem 2.2, we have that
and that δ w0,dww0,z1w0 = 0 implies z 1 ∈ X + ∩ ZR, l(z 1 ) l(d w ) + 1 = 4n. By easy calculation, we have
Note that x n ∈ ZR. Thus only these z 1 ∈ {e, 
Finally by direct computation we have µ(w 0 , d w w 0 ) = 1 and µ(x 1 w 0 , d w w 0 ) = 0 (See Lemma 3.7 below).
3.4. Now we are going to prove µ(w 0 , d w w 0 ) = 1 and µ(x 1 w 0 , d w w 0 ) = 0. The method is similar to 2.4. First we need to get a reduced expression of d w . Since s 0 = s −ε1,1 = s ε1 t ε1 , we have reduced expressions 
Since P s2w0,v1w0 = P w0s2,v1w0 = P w0,v1w0 , by the recursive formula
We show that the summation in formula (♣) can be reduced to a single element. That is, there exists only one z ∈ Γ 0 such that w 0 z ≺ v 1 w 0 and s 2 z < z. Assume that z ∈ Γ 0 satisfies the requirements. Since z v 1 w 0 , and by Proposition 1.7 we see that z must be one of the following elements:
Since L(v 1 w 0 ) = L(w 3,3 ) = S − {s 0 , s 2 }, combining the condition s 2 z < z and Proposition 1.2(4), we see that z is one of the following elements:
Since l(v 1 w 0 )−l(w 0 ) = 4n−2 and l(v 1 w 0 )−l(x) = 2n−2 are even, so µ(w 0 , v 1 w 0 ) = µ(x, v 1 w 0 ) = 0. Therefore we have P w0,vw0 = (1 + q)P w0,v1w0 − qP w0,d3,3 .
Similarly, since d 3,3 = s 1 v 1 w 0 , L(d 3,3 ) = S − {s 1 }, using Argument 2.4 we see that P w0,v1w0 = (1 + q)P w0,d3,3 .
Thus (♥)
P w0,vw0 = (1 + q + q 2 )P w0,d3,3 .
Since h 3,3 = s 0 d 3,3 , L(h 3,3 ) = S − {s 0 , s 1 }, l(h 3,3 ) = (4n − 4) + l(w 0 ), using Argument 2.4 we see that (♠) P w0,d3,3 = P w0,h3,3 + qP s0w0,h3,3 − µ(s 0 w 0 , h 3,3 )q 2n−2 .
Lemma 3.5. We have P w0,h3,3 = q 2n−3 + lower degree terms.
Proof. If n = 4, 5 the calculation is easy and we omit it. When n 6, the case that n is even and the case that n is odd are similar. In view of this, we only consider the case that n 6 is even in the followings. The strategy is same as the proof of Lemma 2.5. Recall that we have reduced expression
In the following we shall use repeatedly Argument 2.4 to determine the form of P w0,h3,3 . Starting with the above reduced expression, every time we cancel the leftmost simple reflection. We obtain the following (1)-(5).
(1) Recall that for 4 i n − 1,
, using Argument 2.4 we see that (3.5.1)
(2) Since n n,3 = s n−1 h n−1,3 , L(n n,3 ) = S−{s 0 , s 1 , s n−1 }, l(n n,3 ) = (3n−1)+l(w 0 ), using Argument 2.4 we see that (3.5.2) P w0,hn−1,3 = (1 + q)P w0,nn,3 − µ(w 0 , n n,3 )q 3n 2 − µ(y, n n,3 )q n 2 P w0,y − qP w0,nn−1,3 . Recall that for 2 i n − 1,
Since L(n i,3 ) = S − {s 0 , s 1 , s i+1 }, l(n i,3 ) = (2n − 1 + i) + l(w 0 ), using Argument 2.4 we see that (3.5.3) P w0,ni+1,3
Since n 1,3 = s 2 n 2,3 , L(n 1,3 ) = S − {s 0 , s 2 }, l(n 1,3 ) = 2n + l(w 0 ), using Argument 2.4 we see that (3.5.4) P w0,n2,3 = (1 + q)P w0,n1,3 .
(3) Recall that g 3 = s 0 s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 , and then g 3 = s 1 n 1,3 .
Since L(g 3 ) = S − {s 1 , s 2 }, l(g 3 ) = (2n − 1) + l(w 0 ), using Argument 2.4 we see that (3.5.5) P w0,n1,3 = (1 + q)P w0,g3 − qP w0,n3 .
Here n 3 = s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 .
(4) Since n 3 = s 0 g 3 , L(n 3 ) = S − {s 0 , s 2 }, l(n 3 ) = (2n − 2) + l(w 0 ), we see that (3.5.6) P w0,g3 = P w0,n3 + qP s0w0,n3 .
Recall that for 4 i n − 1,
and then n i = s i−1 n i−1 . Since L(n i ) = S − {s 0 , s i−1 }, l(n i ) = (2n − i + 1) + l(w 0 ), using Argument 2.4 we see that (3.5.7)
− qP w0,ni+1 , i = 4, 6, · · · , n − 2, (1 + q)P w0,ni − qP w0,ni+1 , i = 5, 7, · · · , n − 3, (1 + q)P w0,nn−1 − qP w0,mn , i = n − 1.
, we see that (3.5.8) P w0,nn−1 = (1 + q)P w0,mn − µ(w 0 , m n )q n 2 +1 − qP w0,mn−1 .
(6) Using Argument 2.4 we can easily get that
for 1 i n. Thus by direct computation with (3.5.7)-(3.5.8), we see that (3.5.9) P w0,ni = 1, 3 i n − 1.
Similarly we can easily get that (3.5.10) P s0w0,ni = 1, 3 i n − 1.
Thus by (3.5.6), we obtain (3.5.11) P w0,g3 = q + 1.
Hence for completing the calculation in (3.5.1)-(3.5.5), it remains to know the followings:
P w0,y , P w0,x ; P w0,h4,4 .
(7) Recall that for 4 i n − 1,
for 3 i n, n i,3 = s i · · · s 1 s 0 s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 ; and y = s 2 s 0 s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 . For 4 i n, s i y = ys i , thus P siy,hj,3 = P y,hj,3 , 5 j n − 1, and P siy,n k,3 = P y,n k,3 , 3 k n. Therefore using Argument 2.4 and referring to (3.5.1)-(3.5.3), we see (note that x < y)
(1 + q)P y,hi,3 − qP y,hi+1,3 , i = 5, 7, · · · , n − 3, (1 + q)P y,hi,3 − µ(y, h i,3 )q n− i 2 − qP y,hi+1,3 , i = 6, 8, · · · , n − 2, (1 + q)P y,hn−1,3 − qP y,nn,3 , i = n − 1.
P y,hn−1,3 = (1 + q)P y,nn,3 − µ(y, n n,3 )q n 2 − qP y,nn−1,3 .
Since l(n 3,3 ) − 2 = l(n 2,3 ) − 1 = l(y), we have P y,n3,3 = P y,n2,3 = 1.
By direct computation, we see (3.5.12) P y,hj,3 = 1, µ(y, h j,3 ) = 0, 4 j n − 1;
Recall that x = s 2 s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 . Using a similar argument, we can obtain that (3.5.13) P x,hj,3 = 1, µ(x, h j,3 ) = 0, 5 j n − 1;
(8) Note that g 3 = s 2 y = s 0 s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 . Since L(g 3 ) = S − {s 1 , s 2 }, l(g 3 ) = (2n − 1) + l(w 0 ), using Argument 2.4 we see that P w0,y = (1 + q)P w0,g3 − qP w0,g4 .
Here g 4 = s 0 s 4 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 .
Since n 4 = s 0 g 4 , L(n 4 ) = S − {s 3 , s 0 }, l(n 4 ) = (2n − 3) + l(w 0 ), using Argument 2.4 we see that P w0,g4 = P w0,n4 + qP s0w0,n4 .
By (3.5.9)-(3.5.11), we can get (3.5.14) P w0,y = q + 1.
(9) Recall that
Since h 4,4 = s 2 h 4,3 , L(h 4,4 ) = S − {s 2 , s 0 }, l(h 4,4 ) = (4n − 6) + l(w 0 ), using Argument 2.4 we see that P w0,h4,3 = (1 + q)h 4,4 . From Lemma 3.6 below we will see that (see (3.6.11))
which together with (3.5.1)-(3.5.14) imply (3.5.15) P w0,h4,3 = q 2n−3 + 2q 2n−4 + 2q 2n−5 + q 2n−6 + · · · + q + 1; P w0,h5,3 = q 2n−4 + 2q 2n−5 + 2q 2n−6 + q 2n−7 + · · · + q + 1.
Thus
(3.5.16) P w0,h4,4 = q 2n−4 + q 2n−5 + q 2n−6 + q 2n−8 + · · · + q 2 + 1.
(10) Finally by (3.5.1) P w0,h3,3 = (1 + q)P w0,h4,3 − µ(w 0 , h 4,3 )q 2n−2 − µ(y, h 4,3 )q n−2 P w0,y − q(P w0,h4,4 + P w0,h5,3 ).
By (3.5.15)-(3.5.16) and (3.5.12) we get P w0,h3,3 = q 2n−3 + lower degree terms.
Lemma 3.6. We have P s0w0,h3,3 = q 2n−3 + 1.
Proof. The proof is similar to the one of Lemma 3.5. As Lemma 3.5, we shall only consider the case that n 6 is even in the following. Using Argument 2.4 repeatly, we obtain the following (1)-(4) (refer to the corresponding ones in Lemma 3.5 and note specially that g 3 = s 1 n 1,3 , n 3 = s 0 g 3 ).
(1) (3.6.1)
(2) (3.6.2) P s0w0,hn−1,3 = (1 + q)P s0w0,nn,3 − µ(y, n n,3 )q n 2 P s0w0,y − qP s0w0,nn−1,3 .
(3.6.3)
(3.6.4) P s0w0,n2,3 = (1 + q)P s0w0,n1,3 .
(3.6.5) P s0w0,n1,3 = P s0w0,g3 + qP s1s0w0,g3 − qP s0w0,n3 .
(4) (3.6.6) P s0w0,g3 = P w0,n3 + qP s0w0,n3 .
(5) Recall that n 3 = s 3 · · · s n−1 s n s n−1 · · · s 1 s 0 w 0 .
Thus by Proposition 1.7 we have s 0 s 1 s 0 w 0 n 3 . Since n 3 = s 0 g 3 , L(n 3 ) = S − {s 0 , s 2 }, l(n 3 ) = (2n − 2) + l(w 0 ), using Argument 2.4 we see that (3.6.7) P s1s0w0,g3 = P s1s0w0,n3 .
Easily we get P s1s0w0,n3 = 1 (refer to the process of getting (3.5.9)). Thus by (3.5.9)-(3.5.11) and (3.6.5)-(3.6.7) we obtain (3.6.8) P s0w0,n1,3 = q + 1.
Hence for completing the calculation in (3.6.1)-(3.6.4), it remains to compute the followings:
P s0w0,y , P s0w0,h4,4 .
(6) Since s 0 y < y, noting (3.5.14), we have (3.6.9) P s0w0,y = P w0,y = q + 1.
(7) Using (3.6.1)-(3.6.4) and (3.6.8) to do calculation, we get (3.6.10) P s0w0,h5,3 = q 2n−5 + 1, P s0w0,h4,3 = (1 + q)(q 2n−5 + 1), and (3.6.11)
Since h 4,4 = s 2 h 4,3 , using Argument 2.4 we see that P s0w0,h4,3 = (1 + q)P s0w0,h4,4 .
Thus (3.6.12) P s0w0,h4,4 = q 2n−5 + 1, (8) Finally by (3.6.1) P s0w0,h3,3 = (1 + q)P s0w0,h4,3 − µ(y, h 4,3 )q n−2 P s0w0,y − q(P s0w0,h4,4 + P s0w0,h5,3 ).
By (3.5.12),(3.6.9),(3.6.10),(3.6.12), we get P s0w0,h3,3 = q 2n−3 + 1.
Now we are able to establish the following result, which completes our proof of Theorem 3.3.
Lemma 3.7. Let d w be as in Theorem 3.3, if n 4 then
Proof. The first equality follows from (♥), (♠), Lemma 3.5 and Lemma 3.6. Now we see the second. As above we only consider the case that n 6 is even. Using a similar argument in 3.4, we have
Since d 3,3 = s 1 v 1 w 0 < v 1 w 0 and x 1 w 0 d 3,3 by Proposition 1.2(3) we obtain P x1w0,v1w0 = P x,d3,3 .
Referring to (♠) and (3.5.1), we get (note that y = s 0 x) P x,d3,3 = P x,h3,3 + qP y,h3,3 , P x,h3,3 = (1 + q)P x,h4,3 − µ(y, h 4,3 )q n−2 − qP x,h5,3 , P x,h4,3 = (1 + q)P x,h5,3 − µ(x, h 5,3 )q n−2 − qP x,h6,3 , P y,h3,3 = (1 + q)P y,h4,3 − µ(y, h 4,3 )q n−2 − qP y,h5,3 , which together with (3.5.12),(3.5.13) imply that P x,d3,3 = q + 1. Thus P x1w0,dww0 = q 2 + 2q + 1. Hence
3.8. Next we consider the first extension group between irreducible modules. Let d w be as in Theorem 3.3. Denote the image of d w in W ′ by v ′ . Let λ = t 2pρ w 0 * (−ρ) − ρ and µ = v ′ t 2pρ w 0 * (−ρ) − ρ. As Section 2, we have the following. n Take a standard orthogonal basis ε i ∈ E, 1 i n, such that α 1 = ε 1 − ε 2 , α 2 = ε 2 − ε 3 , · · · , α n−1 = ε n−1 − ε n , α n = ε n−1 + ε n are the simple roots and the root system
Then α 0 = ε 1 + ε 2 . Denote the simple reflections by s i = s αi and denote the fundamental dominant weights by x i = x αi , 1 i n. We have that x i = ε 1 + ε 2 + · · · + ε i , for 1 i < n − 1, and Proof. The proof is a direct computation. We give the results: d w = s ε1+ε3 x 1 x 3 = s 2 s 0 s 2 x 2 , and l(d w ) = l(x 2 ) + 1 = l(s 2 x 2 ) + 2 = 4n − 5. Proof. First we have that
and that δ w0,dww0,z1w0 = 0 implies
Note that x 1 , x n−1 , x n ∈ ZR. Thus only these z 1 ∈ {e, x 2 1 , x 2 } count. So µ(xw 0 , d w xw 0 ) =m x * ,x,e δ w0,dww0,w0 + m x * ,x,(x 2 1 ) * δ w0,dww0,x 2 1 w0 + m x * ,x,x * 2 δ w0,dww0,x2w0 . From their expressions, we can easily compute the set L(z). We obtain
Since L(v 2 w 0 ) = L(y 3,1 ) = S − {s 2 , s 0 }, combining the condition s 0 z < z and Proposition 1.2(4), we see that z only can be s 0 w 0 or w 3,1 . But l(v 2 w 0 ) − l(s 0 w 0 ) = 4n − 6 and l(v 2 w 0 ) − l(w 3,1 ) = 2n − 4 imply that µ(s 0 w 0 , v 2 w 0 ) = µ(w 3,1 , v 2 w 0 ) = 0. Thus we have ( ) P s0w0,v1w0 = P w0,v2w0 + qP s0w0,v2w0 .
Lemma 4.5. We have P w0,v2w0 = q 2n−4 + lower degree terms.
Proof. If n = 5, 6 the calculation is easy and we omit it. When n 7, the case that n is even and the case that n is odd are similar. In view of this, we only consider the case that n 7 is odd in the followings. The strategy is same as the proof of Lemma 2.5. Recall that we have reduced expression
In the following we shall use repeatedly Argument 2.4 to determine the form of P w0,v2w0 . Starting with the above reduced expression, every time we cancel the leftmost simple reflection. We obtain the following (1)-(4). Note that v 2 w 0 = y 3,1 .
(1) Recall that for 4 i n − 1, (1 + q)P w0,yi,1 − qP w0,yi+1,1 , i = 4, 6, · · · , n − 3, (1 + q)P w0,yi,1 − µ(w 0 , y i,1 )q
− qP w0,yi+1,1 , i = 5, 7, · · · , n − 2, (1 + q)P w0,yn−1,1 − q(P w0,b1 + P w0,w1,n−2 ), i = n − 1.
(2) Since w 1,n−2 = s n−1 y n−1,1 , L(w 1,n−2 ) = S − {s n−1 , s 0 }, l(w 1,n−2 ) = (3n − 4) + l(w 0 ), using Argument 2.4 we see that (4.5.2) P w0,yn−1,1 = (1 + q)P w0,w1,n−2 − µ(w 0 , w 1,n−2 )q 3n−3 2 .
Recall that for 2 i n − 2,
and then w i,n−2 = s i−1 w i−1,n−2 .
Since L(w i,n−2 ) = S − {s i−1 , s n−1 , s 0 }, l(w i,n−2 ) = (3n − 3 − i) + l(w 0 ), using Argument 2.4 we see that (4.5.3)
(1 + q)P w0,wi,n−2 − µ(r, w i,n−2 )q n−i+1 2 − qP w0,wi+1,n−2 , i = 2, 4, · · · , n − 3, (1 + q)P w0,wi,n−2 − µ(w 0 , w i,n−2 )q 3n−2−i 2 − qP w0,wi+1,n−2 , i = 3, 5, · · · , n − 4, (1 + q)P w0,wn−2,n−2 − µ(w 0 , w n−2,n−2 )q n − qP w0,gn−2 , i = n − 2.
Here r = s n−2 s n s n−3 · · · s 1 s n−2 · · · s 2 s 0 w 0 and g n−2 = s n s n−2 · · · s 2 s 1 s n−1 · · · s 2 s 0 w 0 .
(3) Since g n−2 = s n−2 w n−2,n−2 , L(g n−2 ) = S − {s n−2 , s 0 }, l(g n−2 ) = (2n − 2) + l(w 0 ), using Argument 2.4 we see that (4.5.4) P w0,wn−2,n−2 = (1 + q)P w0,gn−2 − qP w0,mn−2,n−1 .
Here m n−2,n−1 = s n−2 · · · s 2 s 1 s n−1 · · · s 2 s 0 w 0 .
(4) Since m n−2,n−1 = s n g n−2 , L(m n−2,n−1 ) = S − {s n , s 0 }, l(m n−2,n−1 ) = (2n − 3) + l(w 0 ), using Argument 2.4 we see that (4.5.5) P w0,gn−2 = (1 + q)P w0,mn−2,n−1 − µ(w 0 , m n−2,n−1 )q n−1 .
(5) In fact, we can use the result about the case of B n to obtain P w0,mn−2,n−1 . Note that we have the sub-diagram 2 0 1 3 n − 2 n − 1 which is same as the corresponding sub-diagram of B n . If we note the parity of n then by (2.5.15) we obtain that (4.5.6) P w0,mn−2,n−1 = q n−3 + q n−5 + · · · + q 2 + 1.
Hence for completing the calculation in (1)-(4), it remains to compute the followings: µ(r, w i,n−2 ), i = 2, 4, · · · , n − 3; P w0,r ; P w0,b1 .
(6) Now we compute P r,w2,n−2 . Recall that
For 2 i n − 3, noting that s j w 0 = w 0 s j (1 j n − 2) and s n w 0 = w 0 s n−1 , we have s i r = rs i+2 . Thus P r,wi+1,n−2 = P sir,wi+1,n−2 , for 2 i n − 3.
Therefore using Argument 2.4 and referring to (4.5.3), we see that P r,wi−1,n−2 =     
(1 + q)P r,wi,n−2 − µ(r, w i,n−2 )q n−i+1 2 − qP r,wi+1,n−2 , i = 4, 6 · · · , n − 3, (1 + q)P r,wi,n−2 − qP r,wi+1,n−2 , i = 3, 5, · · · , n − 4, (1 + q)P r,wn−2,n−2 , i = n − 2.
Since l(w n−2,n−2 ) = l(r) + 2, we have P r,wn−2,n−2 = 1.
By computation with the above equalities, we obtain P r,wi,n−2 = q + 1, 2 i n − 3, thus (4.5.7) µ(r, w i,n−2 ) = 0, i = 2, 4, · · · , n − 5, 1, i = n − 3.
(7) First we introduce the following natural isomorphism of groups:
σ : W a → W a s i → s i , 0 i n − 2 s n−1 → s n s n → s n−1 .
It is obvious that this isomorphism preserves the Bruhat order and the length function. Thus the Kazhdan-Lusztig polynomials keep stable under the action of σ. Note that w 0 is the unique longest element in W 0 , so it is invariant under this isomorphism.
Recall that r = s n−2 s n s n−3 · · · s 1 s n−2 · · · s 2 s 0 w 0 , m n−2,n−1 = s n−2 s n−3 · · · s 1 s n−1 · · · s 2 s 0 w 0 = s n−2 s n−1 s n−3 · · · s 1 s n−2 · · · s 2 s 0 w 0 .
Thus r = σ(m n−2,n−1 ) and P w0,r = P w0,mn−2,n−1 . Therefore by (4.5.6) we have (4.5.8) P w0,r = q n−3 + q n−5 + · · · + q 2 + 1.
(8) By (4.5.2)-(4.5.7), we see that (4.5.9) P w0,w1,n−2 = q n−1 + 2q n−2 + q n−3 + q n−4 + · · · + q + 1, P w0,yn−1,1 = (1 + q)(q n−1 + 2q n−2 + q n−3 + q n−4 + · · · + q + 1).
On the other hand, noting that b 1 = s n y n−1,1 and using Argument 2.4 we see that P w0,yn−1,1 = (1 + q)P w0,b1 − µ(w 0 , b 1 )q 3n−3 2 .
Since 1 + q|P w0,yn−1,1 , so µ(w 0 , b 1 ) = 0. Hence (4.5.10) P w0,b1 = q n−1 + 2q n−2 + q n−3 + q n−4 + · · · + q + 1.
(11) By (4.5.1),(4.5.9) and (4.5.10), we see P w0,yn−2,1 = q n+1 + lower degree terms.
It is of strictly larger degree than P w0,yn−1,1 . Proceeding with (4.5.1), we find µ(w 0 , y i+1,1 ) = 0, i = 4, 6, · · · , n − 3, thus P w0,v2w0 = P w0,y3,1 = q 2n−4 + lower degree terms.
Lemma 4.6. We have deg P s0w0,v2w0 < 2n − 5.
Proof. The proof is similar to the one of Lemma 4.5. As Lemma 4.5, we shall only consider the case that n 7 is odd in the followings. Using Argument 2.4 repeatly, we obtain the following (1)-(4) (refer to the corresponding ones in Lemma 4.5 and note specially that w 3,n−2 = s 2 w 2,n−2 ).
(1) (4.6.1) P s0w0,yi−1,1 = (1 + q)P s0w0,yi,1 − qP s0w0,yi+1,1 , 4 i n − 2, (1 + q)P s0w0,yn−1,1 − q(P s0w0,b1 + P s0w0,w1,n−2 , i = n − 1.
(2) (4.6.2) P s0w0,yn−1,1 = (1 + q)P s0w0,w1,n−2 . (1 + q)P s0w0,wi,n−2 − µ(r, w i,n−2 )q n−i+1 2 P s0w0,r − qP s0w0,wi+1,n−2 , i = 2, 4, · · · , n − 3, P s0w0,wi,n−2 + qP s2s0w0,wi,n−2 − qP s0w0,wi+1,n−2 , i = 3, (1 + q)P s0w0,wi,n−2 − qP s0w0,wi+1,n−2 , i = 5, · · · , n − 4, (1 + q)P s0w0,wn−2,n−2 − qP s0w0,gn−2 , i = n − 2.
(3) (4.6.4) P s0w0,wn−2,n−2 = (1 + q)P s0w0,gn−2 − qP s0w0,mn−2,n−1 .
(4) (4.6.5) P s0w0,gn−2 = (1 + q)P s0w0,mn−2,n−1 .
(5) Recall that m n−2,n−1 = s n−2 · · · s 1 s n−1 · · · s 2 s 0 w 0 , L(m n−2,n−1 ) = S − {s n , s 0 }. Thus (4.6.6) P s0w0,mn−2,n−1 = P mn−2,n−1,mn−2,n−1 = 1.
Similarly, since r = s n−2 s n s n−3 · · · s 1 s n−2 · · · s 2 s 0 w 0 and L(r) = S − {s n−1 , s 0 }, we have (4.6.7) P s0w0,r = P r,r = 1.
(6) Recall that f 1 = s n s 1 s n−2 · · · s 2 s 0 w 0 , w 3,n−2 = s 3 · · · s n−2 s n s n−2 · · · s 2 s 1 s n−1 · · · s 2 s 0 w 0 and L(w 3,n−2 ) = S − {s 2 , s n−1 , s 0 }. Thus P s2s0w0,w3,n−2 = P f1,w3,n−2 .
Since s i f 1 = f 1 s i+1 for 3 i n − 2, using Argument 2.4 and referring to (4.6.3)-(4.6.4) we see that P f1,wi−1,n−2 =     
(1 + q)P f1,wi,n−2 − µ(r, w i,n−2 )q n−i+1 2 P f1,r − qP f1wi+1,n−2 , i = 4, 6, · · · , n − 3, (1 + q)P f1,wi,n−2 − qP f1,wi+1,n−2 , i = 5, 7, · · · , n − 4, (1 + q)P f1,wn−2,n−2 − qP f1,gn−2 , i = n − 2; and P f1,wn−2,n−2 = (1 + q)P f1,gn−2 . As (4.6.7) we have P f1,r = P r,r = 1. Recall that f n−3 = s n s n−3 · · · s 2 s 1 s n−2 · · · s 2 s 0 w 0 , g n−2 = s n s n−2 · · · s 2 s 1 s n−1 · · · s 2 s 0 w 0 and L(g n−2 ) = S − {s n−2 , s 0 }. Thus P f1,gn−2 = P fn−3,gn−2 = 1, from l(g n−2 ) − l(f n−3 ) = 2.
Recall that (4.5.7) says that µ(r, w i,n−2 ) = 0, i = 2, 4, · · · , n − 5, 1, i = n − 3, which together with the above computation implies that P f1,wi,n−2 = q n−1−i + q + 1, 3 i n − 3.
Thus (4.6.8) P s2s0w0,w3,n−2 = q n−4 + q + 1.
(7) By (4.6.3)-(4.6.7) and (4.5.7), we get (4.6.9) P s0w0,w4,n−2 = q n−4 + q n−5 + q + 1, P s0w0,w3,n−2 = q n−3 + q n−4 + q + 1.
Note that (4.6.3) tells us P s0w0,w1,n−2 = P s0w0,w2,n−2 − qP s0w0,w3,n−2 , P s0w0,w2,n−2 = P s0w0,w3,n−2 + qP s2s0w0,w3,n−2 − qP s0w0,w4,n−2 , which together with (4.6.8)-(4.6.9) imply that deg P s0w0,w1,n−2 n − 3.
Then from (4.6.1)-(4.6.3) we can easily obtain deg P s0w0,y3,1 deg P s0w0,w1,n−2 + n − 3 < 2n − 5.
Now we are able to establish the following result, which completes our proof of Theorem 4.3. 
