abstract: Spearman's rank correlation coefficient is a nonparametric (distribution-free) rank statistic proposed by Charles Spearman as a measure of the strength of an association between two variables. It is a measure of a monotone association that is used when the distribution of data makes Pearson's correlation coefficient undesirable or misleading. Spearman's coefficient is not a measure of the linear relationship between two variables, as some "statisticians" declare. It assesses how well an arbitrary monotonic function can describe a relationship between two variables, without making any assumptions about the frequency distribution of the variables. Unlike Pearson's product-moment correlation coefficient, it does not require the assumption that the relationship between the variables is linear, nor does it require the variables to be measured on interval scales; it can be used for variables measured at the ordinal level. The idea of the paper is to compare the values of Pearson's productmoment correlation coefficient and Spearman's rank correlation coefficient as well as their statistical significance for different sets of data (original -for Pearson's coefficient, and ranked data for Spearman's coefficient) describing regional indices of socio-economic development.
Introduction: Historical background
Correlations between variables can be measured with the use of different indices (coefficients). The three most popular are: Pearson's coefficient (r), Spearman's rho coefficient (r s ), and Kendall's tau coefficient (τ). Kendall's tau, introduced by Kendall (1938) , is a correlation coefficient that can be used as an alternative to Spearman's rho for data in the form of ranks. It is a simple function of the minimum number of neighbour swaps needed to produce one ordering from another. Its properties were also analysed by Kendall in his book concerning rank correlation methods, first published in 1948. As he states there, "The coefficient we have introduced provides a kind of average measure of the agreement between pairs of members ("agreement", that is to say, in respect of order) and thus has evident recommendation as a measure of the concordance between two
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rankings" (p. 7), and "In general, rho is an easier coefficient to calculate than τ. We shall see … that from most theoretical points of view τ is preferable to rho…" (p. 11). The main advantages of using Kendall's tau are the fact that its distribution has slightly better statistical properties, and that there is a direct interpretation of this statistics in terms of probabilities of observing concordant and discordant pairs. Nonetheless, coefficient τ has not been used so often in the past (the last sixty years) as Spearman's coefficient in measuring rank correlation, mainly because it was the one more difficult to compute. Nowadays the calculation of Kendall's τ poses no problem. Kendall's τ is equivalent to Spearman's r s in terms of the underlying assumptions, but they are not identical in magnitude, since their underlying logic and computational formulae are quite different. The relationship between the two measures for large numbers of pairs is given by Daniels (1944) :
In most cases, these values are very close and would invariably lead to the same conclusions, but when discrepancies occur, it is probably safer to interpret the lower value. More importantly, Kendall's τ and Spearman's r s imply different interpretations. Spearman's r s is considered the regular Pearson's correlation coefficient in terms of the proportion of variability accounted for, whereas Kendall's τ represents a probability, i.e., the difference between the probability that the observed data are in the same order versus the probability that the observed data are not in the same order. Properties and comparisons of Kendall's τ and Spearman's r s have been analysed by many researchers and they are still under investigation (see e.g. Valz & Thompson 1994 , Xu et al. 2010 . Bearing in mind the comments mentioned above, we will treat Spearman's coefficient as the proper representative measure for ranks correlation.
The idea of the paper is to compare the values of Pearson's correlation coefficient treating data in a quantitative way versus the values of Spearman's rank correlation coefficient treating the same data in a somewhat 'qualitative' way for real data sets.
Coming back to the history of developing the idea of measuring correlation strength, one should mention the set of papers by Galton, Yule and Pearson (listed in the references) which created the basis for a proper and correct application and interpretation of correlations (in the modern meaning of the word). The history (till 1985) was presented by Rodgers & Nicewander (1988) in Table 1 .
The history and properties of Pearson's correlation coefficient were also described by Pearson (1920 ), Weida (1927 , Walker (1928 ), Stigler (1988 ), and Piovani (2008 . It is worth noting that some authors use the term "Fisher's correlation coefficient", e.g. Plata (2006), as R.A. Fisher also worked in the area of correlation (Fisher 1915 (Fisher , 1921 . His contribution was described by Anderson (1996) , who mentioned another statistician interested in properties of the coefficient of correlation, namely W.S. Gosset, known as 'Student' (1908).
Pearson's coefficient of correlation was discovered by Bravais in 1846, but Karl Pearson was the first to describe, in 1896, the standard method of its calculation and show it to be the best one possible. Pearson also offered some comments about an extension of the idea made by Galton (who applied it to anthropometric data). He called this method the "product-moments'' method (or the Galton function for the coefficient of correlation r). An important assumption in Pearson's 1896 contribution is the normality of the variables analysed, which could be true only for quantitative variables. Pearson's correlation coefficient is a measure of the strength of the linear relationship between two such variables.
In 1904 Spearman adopted Pearson's correlation coefficient as a measure of the strength of the relationship between two variables that cannot be measured quantitatively. He noted: "The most fundamental requisite is to be able to measure our observed correspondence by a plain numerical symbol. There is no reason whatever to be satisfied either with vague generalities such as "large", "medium", "small," or, on the other hand, with complicated tables and compilations. The first person to see the possibility of this immense advance seems to have been Galton, who, in 1886, writes: …" (Spearman 1904a: 73-74 ).
Spearman's rank correlation coefficient is a nonparametric (distribution-free) rank statistic proposed as a measure of the strength of the association between two variables. It is a measure of a monotone association that is used when the distribution of data makes Pearson's correlation coefficient undesirable or misleading. Spearman's coefficient is not a measure of the linear relationship between two variables, as some "statisticians" declare. It assesses how well an arbitrary monotonic function can describe the relationship between two variables, without making any assumptions about the frequency distribution of the variables. Unlike Pearson's product-moment correlation coefficient, it does not require the assumption that the relationship between the variables is linear, nor does it require the variables to be measured on interval scales; it can be used for variables measured at the ordinal level. In principle, r s is simply a special case of Pearson's product-moment coefficient in which the data are converted to ranks before calculating the coefficient. It should be noted that Spearman made an error in his correlation formula on page 77: he used medians instead of means in the definition of r s . He corrected this in his later works. Spearman's statistical accomplishments of 1904 were not appreciated by his University College colleague Karl Pearson, and there was a long-standing disagreement between them. The history and subsequent practice showed that it was Spearman who was right, and nowadays coefficient r s is widely used in statistical analyses.
The use of Pearson's product-moment correlation coefficient and Spearman's rank correlation coefficient for geographical data (on map data that are spatially correlated) was examined by Haining (1991); see also Griffith (2003) .
In the present paper we would like to compare the values and significance of Pearson's and Spearman's coefficients for the same sets of data (original data for r and ranked data for r s ). The data used in the analysis represent regional indices of socio-economic development. X7 Employable population of working age -(18-64 for males, 18-59 for females) X8 Permanent migration rate per 1000 popula--tion X9 Industrial employment per 1000 workers -X10 Live births per 1000 population -X11 Consumption of water in national econ--omy X12 Birth rate, total -We used these data to calculate Pearson's and Spearman's correlation coefficients. The analysis was divided into three parts, depending on the spatial scale of the variables. At the first level of analysis we used n=35 subregions (poviats) in Wielkopolska voivodeship. In studying this area, we calculated three pairs of correlation coefficients for the following variables: X1-X2, X1-X3, and X4-X5. Observe (Fig. 1 ) that for the first pair both Pearson's and Spearman's correlation coefficients are high and highly significant. In the case of the second pair, only Spearman's coefficient is significant, and in the third case we only have significance for Pearson's coefficient. It is interesting to note that in the last case we have two different trends in the data, but only one of them is significant. The second group of pairs (the second level) was obtained for the subregional level again, but in the whole of Poland, with n=373 (Fig. 2) . Both coefficients were highly significant for the first pair X6-X7 and equalled about -0.56. In the case of the second pair we found two significant correlations between X4 and X8, but Spearman's coefficient was higher than Pearson's. The last pair in this series was X4-X9. In this case we have got Pearson's coefficient insignificant and negative but close to zero, while Spearman's coefficient was significant and equal to 0.25. Figure 3 presents the result for the commune level in Poland (the third level of analysis) where the number of units is n=3,056 (we divided mixed urban-rural units into the urban and the rural part). For the first (X1-X10) and the second (X1-X11) pairs, we obtained positive and highly significant values of Pearson's and Spearman's correlation coefficients. For the last pair (X12-X7) we have an insignificant and negative Pearson's correlation, and a significant and positive Spearman's correlation.
Calculation results

Conclusion
When analysing both Pearson's and Spearman's coefficients, one could logically expect that the significance of one would imply the significance of the other. On the other hand, a reverse implication does not necessarily seem to be logically true. As we have shown in the previous paragraph, the significance of Spearman's correlation can lead to the significance or non-significance of Pearson's correlation coefficient even for big sets of data, which is consistent with a logical understanding of the difference between the two coefficients. However, the logical reasoning is not correct in the case of the significance of Pearson's coefficient translating into the significance of Spearman's coefficient. It is possible to meet a situation where Pearson's coefficient is negative while Spearman's coefficient is positive. The above leads to the following conclusion: Make sure not to overinterpret Spearman's rank correlation coefficient as a significant measure of the strength of the associations between two variables.
