ABSTRACT In this paper, it is theoretically demonstrated that a quadrotor can track trajectories using a low-cost global positioning system with signal losses in unpredictable instants. The lack of a continuous altitude output and the signal loss are solved with certain limitations using two-hybrid linear observers. This type of observer is originally employed to compensate for data loss in computer networks. This was possible due to the sufficient conditions for uniform global asymptotic stability theorems of hybrid systems with persistent jumping. This concept is based on a dynamic hybrid system that guarantees a jumping condition with a Lyapunov function constant when the system flows and decreases during jumps. The quadrotor was modeled like a linear time-invariant system. The results are presented using simulations.
I. INTRODUCTION
The quadrotor control has received considerable attention from researchers and is studied in different ways [1] . For trajectory tracking, different published works employ a continuous observation of the state, mainly because they are assessed by simulations [2] , [3] . In real-world applications, control methods require accurate information regarding the position and attitude that is commonly obtained from a low-cost Global Navigation Satellite System/Inertial Navigation System (GNSS/INS) system, which is constructed by gyroscopes, accelerometers, a Global Positioning System (GPS) receiver and, in some cases, with other measuring devices, such as sonar and laser sensors [4] - [7] . In real situations, tracking trajectories with a quadrotor and a low-cost GNSS/INS system involves several problems. One is that the sensors of an INS can fail due to vibrations in the accelerometers. In addition, since GNSS data are intermittently available, it can present sporadic signal loss due to system malfunctions or obstacles between the receiver and satellite signals, which is in addition to poor frequency rates between 20 Hz and 5 Hz.
The Kalman Filter is a common tool for sensor fusion in a low-cost GNSS/INS. Nevertheless, a nonlinear filter is normally required and is commonly not computationally feasible in a low-cost system, with some exceptions [8] . Although the positional solution with only the GNSS can be more affordable than integrating accelerometers under vibration conditions, a tracking control system based on regulation requires a continuous state observation. In [9] , they track semicircular trajectories experimentally using a finite discrete optimal control, in order to fix the dynamical behavior to a known and constant sample rate of 100 Hz of an optical system. In [10] they use a hybrid observer to compensate for the data loss in computer networks and estimate the state of a linear plant whenever the output is measured in an impulsive fashion. The idea is based on the sufficient condition for the uniform global asymptotic stability (UGAS) theorems of hybrid systems with persistent jumping extracted from [11, Proposition 3.24, pp. 60] .
The ideas from [10] and [11] are applied here on a linear output regulator for the altitude tracking of a quadrotor, which contains a low-data rate GPS that loses the signal in unpredictable instants.
The main contribution of this work lies in the use of relaxed conditions for UGAS of hybrid systems with persistent jumping from [11] , applied in the problem of degraded navigation with GPS.
The rest of the paper is organized as follows. The description of the regulation problem with data intermittently available or with sporadic signal losses is presented in Section II. Such a problem is illustrated through a comparison between management with constant signal and the periodic signal at 10 Hz. In Section III, the general definition of hybrid dynamical systems is given. In Section IV, the conditions for uniform global pre-asymptotic stability with persistent jumping are provided by the results presented in [11] . Section V gives the basic ideas of the linear output regulator used in this paper. In section VI the equations of quadrotor model considered in simulations are presented. Then, the main results are given in Section VII through Subsections VII-A to VII-G. The numerical results of the linear output regulator designed for the quadrotor model, including an exosystem for track altitude in a sinusoidal form are shown in Subsection VII-A. The structure of the hybrid observer is given in Subsection VII-B. The inclusion of Subsection VII-C is intended to clarify the application of the Theorems given in Section IV. In Subsection VII-D, the robust properties of the hybrid observer against noise theoretically are explained. The mathematical tools are detailed in Subsection VII-E. The relevant numerical results are presented in Subsection VII-F. Simulation results can be found in Subsection VII-G. Finally, the concluding remarks are drawn in Section VIII.
II. PROBLEM STATEMENT
In Fig. 1 and Fig. 2 a linear output regulator is applied to track the altitude of a quadrotor with a continuous altitude signal. Further details are given in [12] and [13] . Now, when the altitude data are obtained only from the GPS, these data are intermittently available, and it can present sporadic signal loss due to system malfunctions or obstacles between the receiver and satellite signals. By using the same linear regulator as in Fig. 1 , but extracting the altitude from a simulated GPS at the 10 Hz data rate, the regulator does not work properly, as shown in Fig. 3 .
To solve this problem, a hybrid observer based on ''sufficient conditions for uniform global pre-asymptotic stability'' theorem is proposed.
III. HYBRID DYNAMICAL SYSTEM
A dynamic system can be modeled for more than one differential equation, and studies can contribute to non-traditional stability theorems, such as the linear Lyapunov functions in [14] . A hybrid dynamic system is a phenomenon that is modeled as in [11] . The behavior of this type of system can be described by a differential equationẋ = f (x) referred to as flow and another differential equation x + = g(x) referred to as jumps. In addition, there exist two sets C and D, and when state x ∈ C, x flows by f (x), and when x ∈ D, x jumps as g (x) . The notationẋ represents the velocity of the state x, while x + represents the value of the state after an instantaneous change. The model can be represented in the following form:
Independently of the evolution phenomenon modeled by C ∪ D, there are special definitions of the time domain. In continuous-time solutions, they are parameterized by t ∈ R ≥0 , and in discrete-time solutions, they are parameterized by j ∈ N. The next definition explains the time domain in hybrid systems [11] . VOLUME 6, 2018
Flow set C ⊂ R n , jump set D ⊂ R n , flow map f : C → R n , jump map g : D → R n and subset E define the structure of a hybrid observer. The entire system can be represented by the set H = (C, f , D, g ) or in a more general form considering the set-valued mappings as H = (C, F, D, G) .
IV. SUFFICIENT CONDITIONS FOR UNIFORM GLOBAL PRE-ASYMPTOTIC STABILITY
This section presents the concept of uniform global pre-asymptotic stability with persistent jumping, as is described in [11, Proposition 3 .24].
Theorem 1: Let H = (C, F, D, G) be a hybrid system and let A ⊂ R n be closed. Suppose that V is a Lyapunov function candidate for H and there exist α 1 and α 2 ∈ K ∞ and a continuous ρ ∈ PD such that
This theorem will be further clarified by application in section VII-C.
V. LINEAR OUTPUT REGULATOR
Consider a linear system defined by the following:
x(t) ∈ R n is the state vector of the plant, and ω(t) ∈ W ⊂ R s is the state vector of the exosystem, which generates the reference. Thus, the linear regulator problem consists of finding a controller u(t) = α(x(t), ω(t)) such that the closed-loop systemẋ(t) = Ax(t) + Bα(x(t), 0) has an asymptotically stable equilibrium point, and the solution of the system (3) satisfies
This control signal can be obtained by solving a set of linear matrix equations (Francis equations) [15] as (4) .
In (4) ∈ R n×r , S ∈ R r×r , A ∈ R n×n , B ∈ R n×m , ∈ R m×r , P ∈ R n×r , C ∈ R p×n and Q ∈ R p×r . The control is defined by a transitory and stable state, similar to in (5):
The control law k leads e(t) to zero, while the invariant set makes the ω(t) remain. More details about the linear output regulation design can be found in [16] .
VI. QUADROTOR MODEL
A fixed and mobile reference system is established. The fixed system represents three coordinate axes fixed in the Earth (E), and the mobile is a system of fixed axes in the body of the quadrotor (B). More on this type of vehicle and its modeling can be seen in [17] and [18] . The model is based on rigid body kinematics with six degrees of freedom. The equations of motion are described in the fixed frame of the body (B). Therefore, the origin of the fixed structure corresponds to the center of the mass of the vehicle, and the axes of (B) coincide with the axes of the inertia of the vehicle. With this, and considering a symmetric distribution of the mass, the inertia matrix I is diagonal.
Based on the axioms of Euler in Newton's second law ( F = m a), the motion of a rigid body with six degrees of freedom is described in the following system equations:
In (6) 
In (7) M B is the inertial matrix of the vehicle, C B the centripetal Coriolis matrix, G B is the gravitational vector, O B the matrix with the parameters of the gyroscopic propeller, is the overall speed of the rotors, and E B is the matrix of movement. For the simulations, it is required to use the inertial reference system, thus making transformations between systems and introducing the forces and moments defined in (7) . Thus, the following equations are obtained: The system equations (8) are transformed from the body to earth axis through the rotational matrix. Therefore, the variables define the displacements and angular positions of the vehicle in reference to the fixed system in the earth [17] . x, y, and z are linear displacements with respect to a fixed point on the earth and aligned in an arbitrary manner, while φ, θ , and ψ are angular positions on the x B , y B and z B vehicle axes, respectively. The symbol (˙) indicates the d dt operator, l is the distance between the center of the quadrotor and the center of the rotors, m is the total mass of the quadrotor, and J tp is the moment of inertia of the rotors. The quadrotor is based on the flight configuration type "X". The control inputs in (8) are based on the rotors' speed through the following equation:
The parameters b and d are the push and drag factors, respectively. The overall speed of the four rotors is defined as
The vector of control is expressed in Newtons, while the speed of the rotors is in radians per second. More details on this model can be seen in [19] .
The parameters are extracted from quadcopter used in [13] and are shown in Table 1 . The nonlinear system in (8) is linearized in a static equilibrium point. That is, all state variables are zero with an initial altitude of 60m, thus resulting in the next linear time-invariant system:
The state and input dimensions are x(t) ∈ R 12 and u(t) ∈ R 4×1 . The matrix A(i, j) has all elements as zero except for the following: 
VII. MAIN RESULTS

A. LINEAR REGULATOR
The resultant dimensions of system (4) are as follows:
∈ R 4×2 , P ∈ R 12×2 , C ∈ R 1×12 , and Q ∈ R 1×2 . Solving the inequalities (4) leads to next results: P = zeros (12, 2) . Matrix C is filled with zeros excepting the fifth column, corresponding to variable x 5 (altitude).
B. HYBRID OBSERVER
The model plant is as in (10) , and the objective of an observer is to obtain a continuous estimatex of the state x considering that y is available only in some instances t j for j ∈ N ∪ {0}.
In the open interval of time ]t j , t j+1 [ y is not available. When the GPS provides data at a constant rate, the length h = |t j , t j+1 | = t j+1 − t j is known, but if the GPS presents signal losses, neither the instant j nor the length h can be predicted. The observer is separated into continuous and discrete subsystems.
The system is simulated using Matlab-Simulink in accordance with Fig. 4 . The method is based on the section "Simulation in Matlab/Simulink" presented in [20, pp. 78 ]. The observer can be defined as a function of the error e = x−x. The time domain of the continuous flow will be between t j+1 and t j , and the discrete domain is in t j . The set H can be defined as follows:
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The traditional linear observer design is defined in the L gain matrix from the feedback control law ε + = (I − LC)ε, which acts in the discrete j ∈ N instants, including j = {0}.
As seen in (17), the system will flow from an unknown scalar ν ∈ [T 1 , T 2 ] to zero and reset by jumping to ν again. As mentioned above, the instances t j and the scalar ν could be unknown. Nevertheless, the closed subset A ⊂ H must be uniform global asymptotically stable.
C. SUFFICIENT CONDITIONS FOR UNIFORM GLOBAL PRE-ASYMPTOTIC STABILITY
The next results are extracted from [10] and slightly explained here.
Let H be as in (17) . This leads to the following closed set:
The state x is x = [ε, τ ] . The norm |x| A is the distance from x ∈ R n+1 to A and is defined as follows:
Moreover, y = [0, τ ] with τ ∈ [T 1 , T 2 ] is calculated by
In accordance with (1) g is the map in discrete instances and is defined in (17) as follows:
Hence, the Lyapunov function V (g) can be defined for every x + :
The ρ function can be defined with a small scalar β as follows:
The functions (21) and (22) satisfy the inequality (2a). Furthermore,
The equation (27) satisfies (2c). In addition, for the Lyapunov functions during jumps (x ∈ D, τ = 0), we get the following:
The condition (2b) together with (25) and (28) leads to the next inequality:
Finally, (29) is satisfied with the following:
The next subject to clarify is the persistent jump condition:
when:
This condition is based on the fact that even though t ∈ R ≥0 , at the same time, it is bounded by a function of T r and the jump j, where T r = T 2 − T 1 with T 2 ≥ T 1 . In this case, the time is always bounded by t ≤ T r (j + 1), and replacing this condition in (32) leads to the following:
Solving for j, we get the following:
The condition of persistent jumping for UGAS is satisfied with the following:
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D. DISTURBANCES, HIGH-FREQUENCY NOISE AND PERSISTENT MEASUREMENT ERROR FROM GPS
High-frequency noise and measurement errors can be presented on GPS antenna receiver, including environmental disturbances, this noise can be considered unknown but bounded. The measured output is defined by
Then, the hybrid system (17) is rewritten as follows:
(37)
Theorem 2: Given two positive scalars T 1 , T 2 such that T 1 < T 2 . If there exist a symmetric positive definite matrix P ∈ R n×n and a matrix L ∈ R q×n satisfying condition (30), then the set A defined in ( 19) is input-to-state stable respect to η for the hybrid system (37). For the proof refer to [21] . The main inequality [21, eq. (30) ] is cited here:
The solution of the hybrid system keeps bounded even with noise in the next manner:
In (38) |φ(t, j)| A is the magnitude vector error (discrete and continuous) measured from closed region A, which is the desirable zero error defined in (19) .
And finally θ is:
E. NUMERICAL PROCEDURE
The numerical procedure was designed by Ferrante et al. [10] and their main results are cited here. The observer design problem is to obtain L andP in (30) for an unknown T 1 and T 2 .
Proposition 1: Let T 1 and T 2 be two given positive scalars such that T 1 < T 2 . If there is a symmetric positive definite matrixP ∈ R n×n , a matrix J ∈ R n×q , and a matrix F ∈ R n×n such that for every ν ∈ [T 1 ,
then the matricesP and L = F −1 J satisfy condition (30).
This Proposition is necessary due the original inequality (30) not being convex inP and L, but it can be expressed in an equivalent form in accordance to Finsler Lemma [10] . Now the technique consists of finding some matrices
The solution e Aν in (41) will be calculated with the next numerical form:
This solution is a general Jordan form, which considers any solution case, whether it has complex, real or zero eigenvalues. A good explanation about this form can be found in [22, Appendix B] . In (42), σ r is the number of distinct eigenvalues, and m r i is the multiplicity of the real eigenvalues. R ij are the matrices with residuals associated with the partial fractional expansion of (sI − A) −1 . λ i are the eigenvalues of the minimal polynomial of the matrix A. σ c is the number of distinct complex-conjugate eigenvalues pairs, and m c i is the multiplicity of the complex-conjugates eigenvalues.
To build a polytopic embedding of e Aν , (37) needs to be evaluated for ν ∈ [T 1 T 2 ], which leads to X 1 = X T 1 and X 2 = X T 2 . Therefore, the two next inequalities in (43) and equation (44) define the observer design problem:
(43)
F. RESULTS
The LMI solution was obtained through the LMI solver from Matlab. The matrix dimensions areP ∈ R 12×12 , the matrix J ∈ R 12×1 , and a matrix F ∈ R 12×12 . The matrix R ij ∈ R 144×12 is not presented here due to its excessive dimensions. For calculation simplicity, if T 1 = 0, the estimation of X 1 is simply as follows:
For X 2 = 1/10 (the GPS receiver with a 10 Hz data rate), the matrix that is obtained has ones on the diagonal and the VOLUME 6, 2018
remaining elements are zeros, except for the following X 2 (i, j) elements: 
TheĴ matrix is as follows:
In the case of theP matrix, all values are zero except for the nextP(i, j) elements: 
P(3, 3) = 0.3617.
In the F matrix, all elements are zero except for the following: The gain matrix L designed for an observer with T 1 = 0 s and T 2 = 1/10 s is as follows:
Considering another instant when the GPS signal is lost during 3 seconds, one can fix it again with T 1 = 0 s and T 2 = 3 s by ignoring the real value of T 1 . This is because the key value is the scalar ν = T 2 − T 1 , and the calculations yield the following:
G. SIMULATIONS
The L gain matrices have been applied to the observer defined in (17), as described in Fig. 4 , and the linear output regulator obtained in (12)- (15) is applied to track the reference signal. Several conditions were executed, and the next results were obtained. The tracking of the quadrotor and error are shown in Fig. 5 and Fig. 6 , respectively, the input feedback is obtained directly from the GPS with a data rate of 10 Hz. (ν = 1/10 s), the error tends to decrease asymptotically. Compare Fig. 5 and Fig. 3 .
In a second case, a GPS signal was simulated with a data rate of 3 Hz. (1/3 s) . The results are shown in Fig. 7 .
In a third case, we applied a hybrid observer designed for T 2 = 1/10s.
Then it was simulated a data rate decrement in the second 10, from 10 Hz to 1/3 Hz. At this moment, the hybrid observer designed for T 2 = 3 s was applied. The tracking altitude is shown in Fig. 8 . Fig. 9 depicts the control signal of the third case. Finally, the presence of high-frequency noise is included in the GPS signal. This noise is included in Simulink with the Uniform Random Number block, with parameters minimum number −1, maximum number 1 and seed 0, see Fig. 10 . In the Fig. 11 it is seen that the regulator with the same hybrid observer than the last case is not able to follow the reference. With the aim of test robustness against noise the observer defined in (37) is applied. Although the error decreases with time, it is not fast enough to make a successful tracking. See Fig. 12 .
VIII. CONCLUSION
The linear output regulator does not work properly if there is not a continuous reference signal.
The work presented in [21] could be useful for the altitude tracking of a quadrotor losing a GPS signal and/or using a low-cost GPS (low data rate) similar to the reference input for the altitude. The condition of the UGAS for persistent jumps established in [11] can be applied in this case.
Once the regulator and the hybrid observer are working with the GPS signal similar to the reference, the hybrid observer is capable of compensating for temporal losses from the GPS with an unknown length as long as they are less than or equal to T 2 − T 1 . Nevertheless, in the simulations, signal losses with lengths greater than 1 second result in tracking altitude errors and input signals so large that they cannot be suitable in the real world. This is shown in Fig.9 . In addition, this model is an invariant and linear system, which suggests that an experimental validation is necessary in order to reach a reasonable compromise between the signal loss length and the input and tracking error.
As observed in the inequality (30), L can be solved for any value of ν (GPS sampling period or time lapse with no signal). However, the maximums length of ν is bounded by the possible control signals and the initial altitude errors. For example, in Fig. 7 it can be seen that the quadrotor has large vertical accelerations that would cause couplings and nonlinearities, in addition to the altitude range indicating that the quadrotor impacts in the second 5. It is worth noting that this is a theoretical application that must be worked on even more to be applied experimentally.
Once this algorithm was implemented, the principal advantage respect to extant works lies in the simplicity of implementation of a linear observer as is presented in (17) , while the existing algorithms carry a considerable load of calculations [23] .
