A class of unidimensional choice models is de- In choice studies, subjects are presented all possible pairs of a stimulus set. For each pair, the subjects are asked to choose that member which, in their judgment, contains more of some attribute specified by the researcher. The basic data from such an experiment are probabilities, p,~, the proportion of trials in which stimulus was chosen when the stimulus pair (i, j) was presented. These empirical probabilities are estimates of population values, ~r,~, defined over a universe of trials.
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A class of choice models that satisfies the conditions specified in Equations 1 to 3 will be considered. Let x1 and xj be scale values for stimuli i and j9 respectively, along the attribute under investigation. For the class of choice models to be considered, Here f() is a monotone nondecreasing function such that and such that Equations 1 through 3 above describe a general class of models which Baird and Noma (1978) call generalized Fechnarian scaling models. 'Tha~rst&reg;nc's (1927) law of comparative judgment, Case 5, is one example of such a model. In Thurstone's model, The Bradley-Terry-Luce (Bradley & '~'ea~-y9 1952; Luce, 1959) (Davison, 1993; Lingoes, 1973; Kruskal & Wish, 1978; Kruskal, Young, & Seery, 1973; , Schiffman, Reynolds, & Young, 1981; Takane, Young, & de Leeuw, 1977) The first example is taken from Guilford (1954) . Subjects were presented all possible pairs of nine vegetables. For each pair, the subject was to indicate which he/she preferred more. Table 1 shows the basic data matrix P from the study. Each element of P = ~1~~ is the proportion of subjects choosing vegetable j over vegetable i. A matrix of dissimilarity estimates was computed according to Equation 6. Matrix A in Table 2 shows these dissimilarity estimates.
The bottom of Table 2 shows the nonmetric one-dimensional scale values as well as the Thurstone scale values for these nine stimuli. The nonmetric estimates were obtained from the ALSCAL program (Takane, Young, & de Leeuw, 1977; Young & Lewyckyj, 1979) specifying an ordinal level of analysis. To determine whether this reversal might just reflect a nonmetric local minimum, the Thurstone scale values were used as a starting configuration for a new nonmetric one-dimensional solution. The Table 1 Matrix P for the Vegetable Data Reproduced by permission of J. P. Guilford
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Data
The second example is the classic Ayres handwriting data (Gulliksen & Tukey, 1958) . Subjects judged all possible pairs of nine handwriting samples. For each pair, the subjects selected that sample which was, in their opinion, of higher quality. (Davison, 1983; Tversky & Gati, 1982) do not apply to the present problem either because they assume metric data (data related to distances by a linear function) or because they presume a multidimensional stimulus set. The transitivity axiom does apply. According to the transitivity axiom (Tversky & Gati, 1982) , if for four stimuli (a, b, c, Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 1 through 3. Here 7yij refers to the probability that stimulus i will be placed in a category below boundary j. From subjects' categorizations of stimuli, empirical estimates of these probabilities p(i, j) can be obtained.
Let xi be the location of stimulus i along the attribute being scaled, and let xj refer to the location of category boundary. For the class of categorization models considered here, the categorization probabilities, 7rij, must satisfy Equations 1 through 3. The law of categorical judgment (Torgerson, 1958) describes categorization probabilities which satisfy those equations:
Let 8~ be defined as in Equation 6 . Using the same basic steps given in Equations 8 through 22, it can be shown that if the categorization probabilities satisfy Equations 1 through 3 then In short, the dissimilarity measure, 8,y, will be a monotone function of distances between stimuli and category boundaries. Any nonmetric scaling algorithm (Kruskal et al., 1973; Lingoes, 1973; Takane et al., 1977) Carroll, 1980) proposed bij = ~~c,~ -.50~ as a dissimilarity measure on which to base a multidimensional scaling of stimuli. Carroll (1980) dismissed the measure as too ad hoc, although adding that it did lead to meaningful configurations in some cases. Like Carroll, the authors of this paper offer no justification for using bij as a basis for a multidimensional scaling, but the proof above shows under what conditions it should provide a reasonable basis for a unidimensional scaling of stimuli.
Heiser (1981) briefly suggested 6,, as a measure on which to base a unidimensional scaling, although he provided no justification for the dissimilarity measure. Heiser worried, however, about local minima problems which might be encountered. Indeed, in research that simulated data, local minima problems have occurred more frequently with solutions in one dimension than for any other dimensionality. In real data applications, such as that of Young (1970) 
