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Abstract
Imposing essential boundary conditions is a key issue in mesh-free methods. The
mesh-free interpolation does not verify the Kronecker delta property and, therefore,
the imposition of prescribed values is not as straightforward as for the finite element
method. The aim of this paper is to present a general overview on the existing
techniques to enforce essential boundary conditions in Galerkin based mesh-free
methods. Special attention is paid to the mesh-free coupling with finite elements
for the imposition of prescribed values and to methods based on a modification of
the Galerkin weak form. Particular examples are used to analyze and compare their
performance in different situations.
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multipliers, Nitsche’s method, coupling with finite elements
1 Introduction
In spite of the important effort dedicated to mesh-free methods in the last
decade, see [1–3] for a general presentation, there are still many aspects that re-
quire further research. For example, an efficient imposition of essential bound-
ary conditions in Galerkin based mesh-free methods, such as the EFG method
[4], the RKPM [5] or the CSPH method [6], is still an open issue.
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In the mesh-free context, shape functions usually do not verify the Kronecker
delta property. That is, the set of mesh-free shape functions is a partition of the
unity, but the shape function associated to a particle does not vanish at other
particles. Therefore, imposing Dirichlet boundary conditions is not as trivial
as in the finite element method. In the recent years, many specific techniques
for the implementation of essential boundary conditions in mesh-free methods
have been developed.
These techniques can be classified in two main groups: (1) methods based on
a modification of the weak form, such as the Lagrange multiplier method [4],
the penalty method [7] and Nitsche’s method [8,9], and (2) methods that can
be interpreted as a modification of the interpolation shape functions, see for
instance [10–12].
Methods in the first group consider a modified weak form and they allow
the use of trial functions that do not vanish at the essential boundary. The
Lagrange multiplier method is one of the most widely used because of its
straightforward implementation in all kind of problems. This method intro-
duces a new unknown function, the Lagrange multiplier. The interpolation
space for the Lagrange multiplier must be carefully selected: it has to be rich
enough in order to obtain an acceptable solution, but the resulting system
of equations turns out to be singular if the number of degrees of freedom for
the discretization is too large [13,14]. On the other hand, the penalty method
and Nitsche’s method require only the choice of one scalar parameter. In the
penalty method, large values of this parameter must be used in order to impose
the essential boundary condition in a proper manner. In practice, that leads to
ill-conditioned systems of equations, reducing the applicability of this method.
On the contrary, Nitsche’s method does not suffer of ill-conditioning. However,
the implementation of Nitsche’s method is not as trivial as for the Lagrange
multiplier method or the penalty method, in the sense that the modification
of the weak form is different for each particular problem.
In the second group, several alternatives are also available. By introducing
an extension of the dilation parameter at each particle, the mesh-free shape
functions can be forced to verify the Kronecker delta property at the boundary
[10]. A transformation method that expresses the mesh-free unknowns as a
linear combination of nodal unknowns is proposed in [15]. This method allows
the definition of shape functions that verify the delta property, thus, essential
boundary conditions are easily enforced. D’Alembert principle is considered
in [16] for mesh-free methods. It can be applied for the imposition of all kind
of linear constraints. Orthogonality of the constraint matrix is assumed in
order to express the unknowns as a linear combination of a set of generalized
unknowns. With this generalized unknowns essential boundary conditions are
directly imposed. Transformation methods are usually employed in transient
problems, or evolution problems, and transformation matrices are computed
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only once.
Alternatively, the modification of the mesh-free shape functions to couple with
a finite element interpolation near the essential boundary [11,12,17] allows to
directly impose prescribed values. This implies the modification of the mesh-
free code in order to include finite elements. However, the modifications are
only made at the interpolation level, and it can be easily applied to all kind
of problems. Belytschko and coworkers [11] propose a coupled interpolation
in the transition region, i.e. the area where both finite elements and particles
have an influence. This coupled interpolation requires the substitution of fi-
nite element nodes by particles and the definition of ramp functions, thus the
transition is of the size of one finite element and the interpolation is linear. A
unified and general formulation for a continuous blending is presented in [12].
The continuous blending method allows the coupling of a mesh-free approxi-
mation with finite elements and, as commented in Section 2, it can be applied
to the imposition of essential boundary conditions. It also allows enrichment
of finite elements with particles. This approach has been generalized in [18]
to get a nodal interpolation property. On the other hand, the bridging scale
method proposed in [17] is a general technique to mix a mesh-free approxima-
tion with any other interpolation space, in particular with finite elements near
the essential boundary. However, although the mesh-free shape functions van-
ish at the boundary nodes, they do not vanish at the whole essential boundary.
Therefore, the test functions do not cancel along the Dirichlet boundary, de-
creasing the optimal rate of convergence. As noted in [17], due to this fact, a
modified weak form must be used to impose the essential boundary condition
in a correct manner. This problem does not arise in the continuous blending
method [12]. A detailed comparison between the continuous blending method
[12] and the bridging scale method [17], for the implementation of essential
boundary conditions, can be found in [19].
The aim of this paper is to review and compare some of the most powerful
techniques for the imposition of essential boundary conditions in mesh-free
methods. Special attention is paid to the continuous blending of mesh-free
methods with finite elements proposed in [12] and to methods based on a
modification of the weak form. Although all the developments and examples
are centered in the EFG method, all the results are also valid for other mesh-
free methods based on a Galerkin weak form, such as RKPM or CSPH. Sec-
tion 2 recalls basic concepts on the continuous blending of mesh-free methods
with finite elements and fully develops the approach for the imposition of pre-
scribed values. Section 3 is devoted to review and compare three techniques
based on a modification of the weak form: the Lagrange multiplier method
and the penalty method, which are widely used in mesh-free methods, and
Nitsche’s method. Finally, in Section 4, two numerical examples corroborate
the conclusions.
3
2 Coupling to finite elements: continuous blending method
Given a set of particles xi in the domain Ω ⊂ Rn, mesh-less methods are based
in a functional interpolation of the form
u(x) ' uρ(x) =∑
i
Nρi (x)ui.
In the context of the EFG method [4], the mesh-free shape functions can be
written as
Nρi(x) = P(xi)
Tα(x)φ(
x− xi
ρ
) (1)
where P(x) = {p0(x), p2(x), . . . , pl(x)}T includes a complete basis of poly-
nomials of degree less or equal m and the function φ(x) is the weighting
function. It gives compact support to the shape function and this support is
scaled by the dilation parameter ρ. The unknown vector α(x) in Rl+1 is de-
termined imposing the so-called reproducibility or consistency condition. In
fact, it is equivalent to a Moving Least Squares development, see [20]. This
reproducibility condition imposes that the mesh-free approximation is exact
for all the polynomials in P, i.e. P(x) =
∑
i
P(xi)N
ρ
i(x).
Remark 1 A set of interpolation functions Ni(x), associated to a set of nodes
or particles xi, is said to verify the Kronecker delta property if Ni(xj) = δij for
all i, j. The finite element shape functions verify this property, which allows
to directly enforce prescribed values (see Remark 3). However, as usual in
mesh-free methods, the EFG shape functions do not verify the Kronecker delta
property. Therefore, uρ(xi) 6= ui and imposing essential boundary conditions
is not as trivial as for the finite element method.
Following this idea, Huerta and coworkers [12,21–23] propose a continuous
blending of EFG and finite elements,
u(x) ' u˜(x) = ∑
j∈J
Nhj(x)uj +
∑
i∈I
N˜ρi(x)ui =pihu+
∑
i∈I
N˜ρi(x)ui (2)
where the finite element shape functions {Nhj }j∈J are as usual, and the mesh-
free shape functions {N˜ρi }i∈I take care of the consistency of the the approxima-
tion. pih denotes the projection operator onto the finite element space. That
is, the span of some finite element shape functions characterized by an element
mesh size h and associated to a set of nodes {xj}j∈J . Figure 1 presents an
example. It shows a spatial domain where finite element nodes are considered
only along the Dirichlet boundary. Those are the active nodes, {xj}j∈J , for
the functional interpolation. Other non-active nodes are considered to define
the support of the finite element shape functions (thus only associated to the
geometrical interpolation).
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Fig. 1. Finite element active nodes (•) and support of the incomplete base of finite
element shape functions (in gray).
Ωρ Ωh
Ω~
Fig. 2. Shape functions of the coupled finite element (dashed line) and mesh-free
(solid line) interpolation.
The mesh-free shape functions in (2) are defined as in standard EFG,
N˜ρi(x) = P(xi)
T α˜(x)φ(
x− xi
ρ
), (3)
but the unknown vector α˜ is determined imposing the reproducibility condi-
tion associated to the combined approximation (2), that is
P(x) =pihP(x) +∑
i∈I
N˜ρi(x)P(xi). (4)
Substitution of (3) in (4) leads to a small system of equations for α˜ ∈ Rl+1,
see [12] for details,
M(x) α˜(x) = P(x)−pihP(x). (5)
The only difference with standard EFG is the modification of the r.h.s. of the
previous system, in order to take into account the contribution of the finite
element base in the approximation. In Figure 2 this is clearly shown, the mesh-
free shape functions adapt their shape to recover the linear interpolation.
Remark 2 In the region where only particles are present pihP(x) = 0. Thus,
in that region α˜ = α and the mesh-free shape functions N˜ρi defined by (3)
coincide with the standard EFG shape functions Nρi defined by (1).
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The domain Ω can be divided in three non disjoint regions: one where finite
elements have an influence, Ωh, another where particles have an influence, Ωρ,
and finally, one transition region, Ω˜ = Ωh∩Ωρ, where both finite elements and
particles take care of the interpolation, see Figure 2. In the region where only
finite elements are present, Ωh\Ωρ, a standard finite element approximation is
used, in the region where only particles have an influence, Ωρ\Ωh, the standard
EFG approximation is considered, but in the area where both interpolations
have an influence, Ω˜, the coupled interpolation (2) is used. It is important
to note that continuity of the interpolation is ensured under some conditions,
even in multiple dimensions, by the following result, see also [21].
Proposition 1 The approximation u˜(x) is continuous in Ω provided that:
(i) the degree of all the polynomials in P is less or equal to the degree of the
finite element base, and
(ii) the domain of influence of particles includes the region where finite ele-
ments do not have a complete interpolation basis.
Proof. The approximation u˜ is continuous as long as the mesh-free shape
functions N˜ρi are continuous, see equation (2).
Using the same arguments as in standard EFG, the shape functions N˜ρi are
continuous in the interior of Ωρ, see equations (3) and (5). Since the contri-
bution of N˜ρi to u˜ is null outside Ω
ρ, to complete the proof it is sufficient to
ensure that N˜ρi = 0 on the frontier between Ω
ρ and Ω\Ωρ, i.e. ∂Ωρ ∩ Ω.
If condition (ii) of the proposition is satisfied, the frontier ∂Ωρ∩Ω is included
in the region where finite elements have a complete interpolation basis. Thus,
using condition (i), the projection operator pih interpolates exactly all the
polynomials in P and consequently
P(x)−pihP(x) = 0 on ∂Ωρ ∩ Ω.
Recalling (5), the previous equation implies that α˜(x) = 0, and consequently,
N˜ρi (x) = 0 on ∂Ω
ρ ∩ Ω, as we wanted to prove. 2
In practice, the same order of consistency is imposed both for finite element
and mesh-free interpolations (i.e. m equal to the degree of the finite element
base) and the domain of influence of particles coincides exactly with the region
where finite elements do not have a complete interpolation basis.
In the regions where the finite element base is complete the contribution of the
particles is zero. In particular, this means that N˜ρi = 0 in the finite element
edges (or faces in 3D) whose nodes are all in J (active nodes). This is an
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Fig. 3. Discretization with active finite element nodes at the boundary (o) and
particles (x), and mesh-free shape function associated to the particle located at the
gray circle (A) and (B) respectively.
Fig. 4. Detail of a discretization for the continuous blending method with active
finite element nodes along the boundary (•) and particles in the interior (×)
important property for the implementation of essential boundary conditions.
If a finite element mesh with active nodes at the essential boundary is used,
see Figure 3, then the mesh-free shape functions take care of reproducing
polynomials up to degree m in Ω and, at the same time, vanish at the essential
boundary. Therefore, the prescribed values can be directly imposed as usual
in the framework of finite elements, just setting the value of the corresponding
nodal coefficients. See Remark 3 in the next section for details.
Moreover, the continuous blending method allows the use of any distribution
of particles. This is an important advantage with respect to the coupling of
finite elements and EFG proposed in [11]. In this reference, the interior finite
element nodes are replaced by particles and no more particles can be used in
the region where finite elements have an influence. Figure 4 shows a possible
discretization for the continuous blending method with active finite element
nodes along the boundary. Note that, if desired, particles can be located also
in the interior of the transition region (in gray). Thus, the distribution of par-
ticles can be as rich as needed near the boundary. This is of special importance
in problems that require a rich interpolation near the boundary, such as me-
chanical problems with large deformations near the boundaries. For instance,
in contact problems the interest of a finite element surface mesh is obvious
and the advantage of enriching the area close to the boundary is crucial both
for precision and large deformations.
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3 Methods based on a modification of the weak form
For the sake of clarity, the following model problem is considered
−∆u = f in Ω
u = ud on Γd
∇u · n = gn on Γn
(6)
where Γ¯d ∪ Γ¯n = ∂Ω and n is the outward normal unit vector on ∂Ω. The
generalization of the following developments to other PDEs is straightforward.
The weak problem associated to (6) is “find u ∈ H1(Ω) such that u = ud on
Γd and ∫
Ω
∇v · ∇u dΩ−
∫
Γd
v∇u · n dΓ =
∫
Ω
vf dΩ +
∫
Γn
vgn dΓ, (7)
for all v ∈ H1(Ω)”. In the framework of the finite element method, the inter-
polation of u can easily be forced to verify the essential boundary condition,
and the test functions v can be chosen such that v = 0 on Γd (see Remark 3),
leading to the following weak form: “find u ∈ H1(Ω) such that u = ud on Γd
and ∫
Ω
∇v · ∇u dΩ =
∫
Ω
vf dΩ +
∫
Γn
vgn dΓ, (8)
for all v ∈ H10(Ω)”, where H10(Ω) = {v ∈ H1(Ω) | v = 0 on Γd}.
Remark 3 In the finite element method, or in the context of the continuous
blending method discussed in Section 2, the approximation can be written as
u(x) '∑
i/∈B
uiNi(x) + ψ(x) (9)
where ψ(x) =
∑
j∈B ud(xj)Nj(x), and B is the set of indexes of all nodes
on the essential boundary (nodes with prescribed value). In finite elements
the shape functions are Ni(x) = N
h
i (x); in the continuous blending method
Ni(x) = N
h
i (x) for i corresponding to the finite element nodes (at least those
in B) and Ni(x) = Nρi (x) for i corresponding to the particles. Thus, due
to the Kronecker delta property along the boundary, Ni ∈ H10(Ω) for i /∈ B
and the approximation defined by (9) verifies u = ud at the nodes on the
essential boundary. Therefore, approximation (9) and v = Ni, for i /∈ B, can
be considered for the discretization of the weak form (8) leading to the following
system of equations
Ku = f , (10)
where
Kij =
∫
Ω
∇Ni · ∇Nj dΩ,
fi =
∫
Ω
Nif dΩ +
∫
Ω
Niψ dΩ +
∫
Γn
Nign dΓ,
(11)
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and u is the vector of coefficients ui.
However, when standard mesh-free interpolation is used, the shape functions
usually do not verify the Kronecker delta property. Therefore, imposing u = ud
and v = 0 on Γd is not as straightforward as in finite elements or as in the
continuous blending method, and the weak form defined by (8) cannot be
used. This section presents three methods that overcome this problem: the
Lagrange multiplier method, the penalty method and Nistche’s method.
3.1 Lagrange multiplier method
The solution of problem (6) can also be obtained as the solution of a mini-
mization problem with constraints: “u minimizes the energy functional
Π(v) =
1
2
∫
Ω
∇v · ∇v dΩ−
∫
Ω
vf dΩ−
∫
Γn
vgn dΓ, (12)
and verifies the essential boundary conditions.” That is,
u = arg min
v∈H1(Ω)
v=ud on Γd
Π(v). (13)
With the use of a Lagrange multiplier, λ(x) , this minimization problem can
also be written as
(u, λ) = arg min
v∈H1(Ω)
max
γ∈H−1/2(Γd)
Π(v) +
∫
Γd
γ(v − ud) dΓ.
This min-max problem leads to the following weak form with Lagrange mul-
tiplier, “find u ∈ H1(Ω) and λ ∈ H−1/2(Γd) such that∫
Ω
∇v · ∇u dΩ +
∫
Γd
vλ dΓ =
∫
Ω
vf dΩ +
∫
Γn
vgn dΓ, ∀ v ∈ H1(Ω) (14a)∫
Γd
γ(u− ud) dΓ = 0, ∀ γ ∈ H− 12 (Γd).” (14b)
Remark 4 Equation (14b) imposes the essential boundary condition, u = ud
on Γd, in weak form.
Remark 5 The physical interpretation of the Lagrange multiplier can be seen
by simple comparison of equations (14a) and (7): the Lagrange multiplier cor-
responds to the flux (traction in a mechanical problem) along the essential
boundary, λ = −∇u · n.
Considering now the approximation u(x) ' ∑iNi(x)ui, with mesh-free shape
functions Ni, and an interpolation for λ with a set of boundary functions
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{NLi (x)}`i=1,
λ(x) ' ∑`
i=1
λiN
L
i (x) for x ∈ Γd, (15)
the discretization of (14) leads to the system of equationsK AT
A 0

u
λ
 =
f
b
 , (16)
where K and f are already defined in (11) (use ψ = 0), λ is the vector of
coefficients λi, and
Aij =
∫
Γd
NLi Nj dΓ, bi =
∫
Γd
NLi ud dΓ.
There are several possibilities for the choice of the interpolation space for the
Lagrange multiplier λ. Some of them are (1) a finite element interpolation on
the essential boundary, (2) a mesh-free interpolation on the essential boundary
or (3) the same shape functions used in the interpolation of u restricted along
Γd, i.e. N
L
i = Ni for i such that Ni|Γd 6= 0. However, the most popular choice is
the point collocation method. This method corresponds to NLi (x) = δ(x−xLi ),
where {xLi }`i=1 is a set of points along Γd and δ is the Dirac delta function. In
that case, by substitution of γ(x) = δ(x− xLi ), equation (14b) corresponds to
u(xLi ) = ud(x
L
i ), for i = 1 . . . `.
That is, Aij = Nj(x
L
i ), bi = ud(x
L
i ), and each equation of Au = b in (16)
corresponds to the enforcement of the prescribed value at one collocation
point, namely xLi .
The system of equations (16) can also be derived from the minimization in
Rndof of the discrete version of the energy functional (12),
Π˜(v) =
1
2
vTKv − fTv, (17)
subject to the constraints corresponding to the essential boundary conditions,
Au = b. That is, by introduction of a vector multiplier γ, the solution of (16)
corresponds to
(u,λ) = arg min
v∈Rndof
max
∈R`
Π˜(v) + γT (Av − b).
Therefore, the Lagrange multiplier method is, in principle, general and easily
applicable to all kind of problems. In fact, there is no need to know the weak
form with Lagrange multiplier, it is sufficient to define the discrete energy
functional (17), i.e. computeK and f , and the restrictions due to the boundary
conditions, Au = b, in order to determine the system of equations (16).
However, the main disadvantages of the Lagrange multiplier method are:
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(1) The dimension of the resulting system of equations is increased.
(2) Even for K symmetric and semi-positive definite, the global matrix in
(16) is symmetric but it is no longer positive definite. Therefore, standard
linear solvers for symmetric and positive definite matrices can not be used.
(3) More crucial is the fact that the system (16) and the weak problem (14)
induce a saddle point problem which precludes an arbitrary choice of the
interpolation space for u and λ. The discretization of the multiplier λ
must be accurate enough in order to obtain an acceptable solution, but
the resulting system of equations turns out to be singular if the number of
Lagrange multipliers λi is too large. In fact, the interpolation spaces for
the Lagrange multiplier λ and for the principal unknown u must verify an
inf-sup condition, Babuska-Brezzi stability condition, in order to ensure
the convergence of the approximation, see [13,14] for details.
The first two disadvantages can be neglected in front of the versatility and
straightforward implementation of the method. However, while in the finite
element method it is trivial to choose the interpolation for the Lagrange mul-
tiplier in order to verify the Babuska-Brezzi stability condition and to impose
accurate essential boundary conditions, this choice is not trivial for mesh-free
methods. As it is shown in Section 4.2, in mesh-free methods the choice of an
appropiate interpolation for the Lagrange multiplier can be a serious problem
in particular situations.
3.2 Penalty method
The minimization problem with constraints defined by (13) can also be solved
with the use of a penalty parameter. That is,
u = arg min
v∈H1(Ω)
Π(v) +
1
2
β
∫
Γd
(v − ud)2 dΓ. (18)
The penalty parameter β is a positive scalar constant that must be large
enough in order to impose the essential boundary condition with the desired
accuracy. The minimization problem (18) leads to the following weak form:
“find u ∈ H1(Ω) such that∫
Ω
∇v · ∇u dΩ + β
∫
Γd
vu dΓ =
∫
Ω
vf dΩ +
∫
Γn
vgn dΓ + β
∫
Γd
vud dΓ, (19)
for all v ∈ H1(Ω)”. The discretization of this weak form leads to the system
of equations
(K+ βMp)u = f + βfp, (20)
where K and f are defined in (11) (use ψ = 0) and
Mpij =
∫
Γd
NiNj dΓ, f
p
i =
∫
Γd
Niud dΓ.
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The penalty method can also be obtained from the minimization of the discrete
version of the energy functional (17) in Rndof, subjected to the constraints
corresponding to the essential boundary condition, Au = b. The discrete
minimization problem is
u = arg min
v∈Rndof
Π˜(v) +
1
2
β‖Av − b‖2,
with the vector norm ‖x‖2 = xTx. The solution of this minimization problem
can be obtained as the solution of the linear system of equations
(K+ βATA)u = f + βATb. (21)
Remark 6 If Au = b is the set of constraints associated to the imposition of
the essential boundary condition at ` points, {xpk}`k=1, then Aij = Nj(xpi ) and
bi = ud(x
p
i ). In that case, the coefficients of matrix A
TA and vector ATb are
[
ATA
]
ij
=
∑`
k=1
Ni(x
p
k)Nj(x
p
k),
[
ATb
]
i
=
∑`
k=1
Ni(x
p
k)ud(x
p
k).
Therefore, matrix ATA and vector ATb in (21) can be interpreted as the ap-
proximation of matrix Mp and vector fp in (20) using a numerical quadrature
with integration points at xpk and weights equal to one.
As previously observed with the Lagrange multiplier method, the penalty
method is easily applicable to all kind of problems. The penalty method
presents two clear advantages: (i) the dimension of the system is not increased
and (ii) the matrix in the resulting system, see equation (20) or (21), is sym-
metric and positive definite, provided that K is symmetric and β is large
enough.
However, the penalty method has also two important drawbacks: the Dirichlet
boundary condition is weakly imposed (the parameter β controls how well the
essential boundary condition is ensured) and the matrix in (20) is usually ill
conditioned (the condition number increases with β)
A general theorem on the convergence of the penalty method and the choice
of parameter β can be found in [9,24]. For an interpolation with consistency
of order p and discretization measure h (i.e. the characteristic element size in
finite elements or the characteristic distance between particles in a mesh-free
method) the best error estimate obtained in [24] gives a rate of convergence
of order h
2p+1
3 in the energy norm, provided that the penalty β is taken to be
of order h−
2p+1
3 [25]. In the linear case, it corresponds to the optimal rate of
convergence in energy norm. For order p ≥ 2, the lack of optimality in the rate
of convergence is a direct consequence of the lack of consistency of the weak
formulation, see [25] and Remark 7. The choice of the penalty β to maintain
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the optimal rate of convergence in L2 norm and the ill-conditioning of the
system are commented for a particular problem in Section 4.1.
3.3 Nistche’s method
Nitsche’s weak form for problem (6) is∫
Ω
∇v · ∇u dΩ−
∫
Γd
v∇u · n dΓ−
∫
Γd
u∇v · n dΓ + β
∫
Γd
vu dΓ
=
∫
Ω
vf dΩ +
∫
Γn
vgn dΓ−
∫
Γd
ud∇v · n dΓ + β
∫
Γd
vud dΓ,
(22)
where β is a positive constant scalar parameter [25,26].
Comparing with the weak form defined by (7), the new terms in the l.h.s. of
(22) are
∫
Γd
u∇v ·n dΓ, which recovers the symmetry of the bilinear form, and
β
∫
Γd
vu dΓ, that ensures the coercivity of the bilinear form (i.e. the matrix
corresponding to its discretization is positive definite) provided that β is large
enough. The new terms in the r.h.s. are added to ensure consistency of the
weak form.
The discretization of the Nitsche’s weak form leads to a system of equations
with the same size as K and whose matrix is symmetric and positive defi-
nite, provided that K is symmetric and β is large enough. Although, as in
the penalty method, the condition number of this matrix increases with pa-
rameter β, in practice not very large values are needed in order to ensure
convergence and a proper implementation of the boundary condition (see ex-
amples in Section 4). The matrix condition number is not a real problem for
this method.
Remark 7 Nitsche’s method can be interpreted as a consistent improvement
of the penalty method. The penalty weak form (19) is not consistent, in the
sense that the solution of (6) does not verify the penalty weak form for trial
test functions that do not vanish at Γd, see [25]. Nitsche’s weak form keeps
the term
∫
Γd
v∇u · n dΓ from the consistent weak form (7), and includes new
terms maintaining the consistency.
The only problem of Nitsche’s method is the deduction of the weak form. The
generalization of the implementation for other problems is not as straightfor-
ward as for the method of Lagrange multipliers or for the penalty method.
The weak form and the choice of parameter β depends not only on the partial
differential equation, but also on the essential boundary condition to be pre-
scribed. Nitsche’s method applied to other problems can be found in [26], in
[27] for the Navier-Stokes problem, in [28] for the Stokes problem, or in [29]
13
for elasticity problems.
Regarding the choice of the parameter, Nitsche proved that if β is taken as
β = α/h, where α is a large enough constant and h denotes the discretization
characteristic measure, then the discrete solution converges to the exact so-
lution with optimal order in H1 and L2 norms. Moreover, for model problem
(6) with Dirichlet boundary conditions, Γd = ∂Ω, a value for constant α can
be determined taking into account that convergence is ensured if β > 2C2,
where C is a positive constant such that ‖∇v · n‖L2(∂Ω) ≤ C‖∇v‖L2(Ω) for all
v in the chosen interpolation space. This condition ensures the coercivity of
the bilinear form in the interpolation space. In a recent paper [8], Griebel and
coworkers propose the estimation of constant C as the maximum eigenvalue
of the generalized eigenvalue problem,
Av = λBv, (23)
where
Aij =
∫
∂Ω
(∇Ni · n)(∇Nj · n) dΓ, Bij =
∫
Ω
∇Ni · ∇Nj dΩ.
4 Numerical examples
Two 2D numerical examples are used to compare the methods described in
previous sections for the imposition of essential boundary conditions: a Laplace
problem with known analytical solution, and a linear elasticity problem with a
discontinuous boundary condition. The EFG method with bilinear consistency
and ρ ' 3.2h, where h denotes the distance between particles, is used in
all examples. However, similar results can be obtained with other mesh-free
methods based on a Galerkin weak form.
4.1 2D Laplace equation
The 2D Laplace problem
∆u = 0 (x, y) ∈]0, 1[×]0, 1[
u(x, 0) = sin(pix)
u(x, 1) = u(0, y) = u(1, y) = 0
(24)
with known analytical solution [17],
u(x, y) = [cosh(piy)− coth(piy) sinh(piy)] sin(pix),
14
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Fig. 5. Continuous blending of EFG with finite elements: particles are marked with
× and nodes are marked with o
is considered next.
Figure 5 shows the solution obtained for the continuous blending of EFG with
bilinear finite elements. The discretization is also represented: circles indicate
active nodes and crosses indicate particles. In every example the distance
between particles is h = 1/6, but a finer mesh is used for the representation of
the solution. Two different finite element discretizations at the boundary are
considered. In the coarse one shown in Figure 5 (top) the linear finite element
interpolation at the boundary can be clearly observed. In the refined one in
Figure 5 (bottom), the approximation of the boundary condition is improved
using smaller finite elements along {y = 0} ∩ ∂Ω. As noted in Remark 3,
the imposition of essential boundary conditions is trivial in the continuous
blending method; moreover, it is also easy to control the error along this
boundary.
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Fig. 6. Solution (left) and absolute value of the error (right) for the Lagrange mul-
tiplier method
Figures 6, 7 and 9 show the solution obtained with methods based on a mod-
ification of the weak form. In all cases a distribution of 7 × 7 particles is
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considered, i.e. the distance between particles is h = 1/6.
Figure 6 shows the solution and the absolute value of the error for the EFG
method with Lagrange multipliers. The essential boundary condition is im-
posed by collocation at the particles located on the boundary. Although the
error is not zero along this boundary (it is zero only at the collocation points),
an accurate solution is obtained in the whole domain.
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Fig. 7. Penalty method solution (top) and error (bottom) for β = 10 (left), β = 100
(center) and β = 103 (right)
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Fig. 8. Evolution of the L2(Ω) error norm for the penalty method and matrix con-
dition number
The behavior of the penalty method is analyzed next. Figure 7 shows the solu-
tion for increasing values of the penalty parameter β. The penalty parameter
must be large enough, β ≥ 103, in order to impose the boundary condition in
an accurate manner. Figure 8 shows convergence curves for different choices of
the penalty parameter. The penalty method converges with a rate close to 2 in
the L2 norm if the penalty parameter β is proportional to h−2. If the penalty
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parameter is constant, or proportional to h−1, the boundary error dominates
and the optimal convergence rate is lost as h goes to zero.
Figure 8 also shows the matrix condition number for increasing values of the
penalty parameter, for a distribution of 11 × 11 and 21 × 21 particles. The
condition number grows linearly with the penalty parameter. Note that, for
instance, for a discretization with 21 × 21 a reasonable value for the penalty
parameter is β = 106 which corresponds to a condition number near 1012. Ob-
viously, the situation gets worse for denser discretizations, which need larger
penalty parameters. The ill-conditioning of the matrix reduces the applicabil-
ity of the penalty method.
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
y
x
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
y
x
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
y
x
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.01
0.02
0.03
0.04
0.05
y
x
|error|
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.5
1
1.5
2
2.5
x 10-3
y
x
|error|
0
0.2
0.4
0.6
0.8
1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
1.2
x 10-3
y
x
|error|
Fig. 9. Nitsche’s method solution (top) and error (bottom) for β = 20 (left), β = 55
(eigenvalue estimate) and β = 104 (right)
Figure 9 shows the approximation for Nitsche’s method with different values of
β. The value β = 55 has been calculated as the maximum eigenvalue of (23).
Smaller values, such as β = 20, can lead to unacceptable solutions. However,
the boundary condition is also properly imposed for β > 55.
With a 7 × 7 distribution of particles, all the methods based on a modifi-
cation of the weak form lead to solutions with similar accuracy. Regarding
convergence, Figure 10 shows a comparison of the convergence for all meth-
ods. The first discretization pattern in Figure 5 is used for the continuous
blending method. The penalty method uses the best penalty parameter ob-
served in Figure 8, i.e. β = 10
4
8
h−2. Finally, Nitsche’s method is shown for the
parameter proposed by the eigenvalue problem (23) (proportional to h−1). As
expected, the convergence rate is near 2 for all methods and all methods based
on a modification of the weak form provide similar accuracy. The results for
the continuous blending method are less accurate because of the interpola-
tion of the boundary condition with linear finite elements. In fact the error is
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Fig. 10. Comparison of the L2(Ω) (left) and L2(∂Ω) (right) error norms.
similar to the error with bilinear finite elements in the whole domain. That
is, the error of the continuous blending method is dominated by the finite
element error. Better results could be obtained with a discretization similar
to the second discretization shown in Figure 5.
In conclusion, on one hand, the major advantage of coupling a mesh-free ap-
proximation with finite elements is the direct enforcement of the prescribed
values. The accuracy of the approximation depends on both, the distribution of
particles and the finite element discretization near the boundary. On the other
hand, methods based on a modification of the weak form allow the use of the
original mesh-free shape functions. The applicability of the penalty method is
reduced due to the possible ill-conditioning problems, specially when refined
discretizations are needed. The Lagrange multiplier method and the penalty
method present similar properties. The advantage of Nitsche’s method is that
it requires only the choice of a scalar parameter, in front of the choice of the
interpolation space for the Lagrange multiplier. For instance, the choice of
the position of the collocation points in the Lagrange multiplier method can
be a difficult task for irregular distributions of particles. However, it is fair
to recall that the Lagrange multiplier method is easily applicable for the im-
plementation of all sort of linear boundary constraints in a large variety of
problems.
4.2 Elasticity problem
The resolution of the 2D linear elasticity problem represented in Figure 11 is
considered in this section. Figure 11 also shows the solution obtained with a
regular mesh of 30 × 30 biquadratic finite elements. The resolution with the
EFG method is considered next in order to analyze the behavior of the con-
tinuous blending of EFG with finite elements, the Lagrange multiplier method
and Nitsche’s method. In all figures the distance between particles is h = 1/6
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Fig. 11. Problem statement and solution with 30 × 30 biquadratic finite elements
(61× 61 = 3721 nodes)
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Fig. 12. Continuous blending with finite elements for two different distributions of
finite elements near the essential boundary and the same distribution of particles,
h = 1/6
and a finer mesh is used for the representation of the solution.
Figure 12 shows the solution obtained coupling the EFG interpolation with
linear finite elements. As observed in Remark 3, the prescribed displacements
are directly imposed, i.e. the value of the corresponding nodal coefficient is set
to the prescribed value. Two different finite element discretizations are consid-
ered. In both cases, the linear finite element approximation at the boundary,
allows the exact enforcement of the prescribed displacement. Note that if the
prescribed displacement is piecewise linear or piecewise constant, as it is in
this example, then it is imposed exactly when a bilinear finite element approx-
imation is used. The second discretization reduces the region of influence of
the finite element shape functions. Therefore, the standard EFG approxima-
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Fig. 13. Solution with Lagrange multipliers for three possible distributions of collo-
cation points (black squares) and 7× 7 particles
tion, usually with more precision and smoothness than finite elements, is used
in a larger region.
Figures 13, 14 and 15 show the results obtained with methods that modify
the weak form. Figures 13 and 14 show the solution obtained for the La-
grange multiplier method with different choices of the interpolation of the
Lagrange multiplier. In Figure 13 the prescribed displacement is imposed at
some collocation points, xLi , at the essential boundary (marked with black
squares). Three possible distributions for the collocation points are consid-
ered. In the first one the collocation points correspond to the particles located
at the essential boundary. The prescribed displacement is exactly imposed at
the collocation points, but not along the rest of the essential boundary. Note
that the displacement field is not accurate because of the smoothness of the
mesh-free interpolation. But if the number of collocation points is too large
the inf-sup condition is no longer verified and a singular matrix is obtained.
This is the case of discretization (c) which corresponds to double the density
of collocation points along the essential boundary. In this example, the choice
of a proper interpolation for the Lagrange multiplier is not trivial. Option
(b) represents a distribution of collocation points that imposes the prescribed
displacements in a correct manner and, at the same time, leads to a regular
matrix. Similar results are obtained if the Lagrange multiplier is interpolated
with boundary linear finite elements, see Figure 14.
Therefore, although imposing boundary constraints is straightforward with
the Lagrange multiplier method, the applicability of this method in particular
cases can be clearly reduced due to the difficulty in the selection of a proper in-
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Fig. 14. Solution using boundary linear finite elements for the interpolation of the
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Fig. 15. Nitsche’s solution with a 7 × 7 distribution of particles for β = 10 (left),
β = 100 (center) and β = 104 (right)
terpolation space for the Lagrange multiplier. It is important to note that the
choice of the interpolation space can be even more complicated if an irregular
distribution of particles is used. In that situation, Nitsche’s method repre-
sents an interesting alternative for the weak imposition of essential boundary
conditions.
The problem described in Figure 11 can be formalized as
∇ · σ(u) = 0 in Ω
σ(u) · n = 0 on Γn
u · n = gd, (σ(u) · n) · τ = 0 on Γd
where u is the displacement vector, σ(u) is the corresponding stress, ∂Ω =
Γd
⋃
Γn, n is the unit outward normal vector on ∂Ω, τ is the unit tangent
vector, τ · n = 0, and gd is the prescribed displacement. Nitsche’s weak form
of this linear elasticity problem is∫
Ω
ε(v) : σ(u) dΩ−
∫
Γd
(v ·n)(n ·σ(u) ·n) dΓ−
∫
Γd
(u ·n)(n ·σ(v) ·n) dΓ
+ β
∫
Γd
(v · n)(u · n) dΓ = −
∫
Γd
gd(n · σ(v) · n) dΓ + β
∫
Γd
gd(v · n) dΓ
for all v ∈ [H1(Ω)]nsd, where ε(v) is the strain tensor associated to the dis-
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placement v, and β is a large enough constant which ensures the coercivity
of the bilinear form. Figure 15 shows the solution obtained with Nitsche’s
method for different values of β. As in the previous example, small values of
β, for instance β = 10, can lead to unacceptable solutions. However, moderate
values such as β = 100 provide good results. For increasing values, β plays
the role of a penalty parameter, giving more weight to the verification of the
boundary condition and, therefore, affecting to the solution in the rest of the
domain. The great advantage of Nitsche’s method is that parametric tuning
can be done with only one scalar parameter β, in front of the difficult choice
of the interpolation space for the Lagrange multiplier.
5 Concluding remarks
With the continuous blending method, which couples mesh-free and finite
element methods, prescribed values can be directly enforced. This implies the
modification of the mesh-free code in order to include finite elements, but the
modifications are only made at the interpolation level. The accuracy of the
approximation depends on the distribution of particles and also on the finite
element discretization near the boundary. It is an efficient, robust and general
purpose technique for imposing essential boundary conditions in mesh-free
methods.
Methods based on a modification of the weak form, such as the Lagrange mul-
tiplier method, the penalty method and Nitsche’s method, allow the use of
standard mesh-free shape functions. The Lagrange multiplier method is one
of the most popular, because of its straightforward implementation and appli-
cability to a large variety of problems. However, attention must be paid to the
choice of the interpolation space for the Lagrange multiplier. The discretiza-
tion of the Lagrange multiplier must be accurate enough in order to obtain an
acceptable solution, but it can lead to singular matrices if the interpolation
space does not verify the Babuska-Brezzi stability condition. A simple 2D lin-
ear elasticity problem shows the major difficulties in the practical choice of the
interpolation of the multiplier in particular situations. The penalty method
and Nitsche’s method require only the choice of one scalar parameter. The
applicability of the penalty method is reduced due to the ill-conditioning of
the resulting matrix and the lack of consistency of the weak formulation. As
an alternative, Nitsche’s method introduces new terms in the weak form in
order to maintain consistency and coercivity of the bilinear form. Moreover,
moderate values of the scalar parameter β provide good results, avoiding the
ill-conditioning problem of the penalty method. Therefore, Nitsche’s method
represents an interesting alternative to the widely used Lagrange multiplier
method, mainly in those problems where the selection of an appropiate inter-
polation for the multiplier turns out to be a serious problem.
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