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For several NP-hard optimal linear labeling problems, including the bandwidth, the cutwidth, and 
the min-sum probiem for graphs, a heuristic algorithm is proposed which finds approximative 
solutions to these problems in polynomial time. The algorithm uses eigenvectors corresponding 
to the second smallest Laplace eigenvalue of a graph. Although bad in some “degenerate” cases, 
the algorithm shows fairly good behaviour. Several upper and lower bounds on the bandwidth, 
cutwidth, and min-p-sums are derived. Most of these bounds are given in terms of Laplace eigen- 
values of the graphs. They are used in the analysis of our algorithm and as measures for the error 
of the obtained approximation to an optimal labeling. 
1. Intrsductiofl 
Several well-known optimization problems on graphs can be formulated as 
follows: Given a graph G, find a labeling of the vertices of G with integers 
42 9 .a.) 1 WI!, such that a certain function based on chosen labelings will attain its 
optimuni (usually minimum). Let us mention some special cases. 
For a given labeling ry of V(G), let I,,Y(o), o E V(G), denote the label of U. SO ly 
can be interpreted as a bijective mapping I,Y : V(G) -+ ( I, 2, . . . , n}, where n = 1 V(G)1 . 
Let p be a real number, 0~ ps 00, including the possibility p = 00. Define the p- 
&screpancy o,,(G, w) of a labeling I,Y as follows. If y< 00, then 
(1.1) 
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These definitions can be extended to weighted graphs (in particular to graphs with 
multiple edges) as follows. If a,,,, _ > 0 is the weight of the edge UV, then 
I’/’ 
opG w) := 
( 
,,.,c,,,, al,,, I WI) - wv’ 
> 
(1Y) 
and 
o,(G, w) := m;:(;, al,,, IVW) - VW. (1.29 
The minimal value 
a,,(G) := min a,,(G, I,Y), O<ps 00 (I 03) 
w 
is called the mit?-p-sum of G, and the problem of finding a/,(G) and a corresponding 
optimal labeling is called the /ninirt?unz-p-surtl problem For the case p = 00, a,(G) 
is also known as the barldwidth of G. The reader is referred to survey articles [5,2] 
to find out more about the history, applicability and the known results about the 
minimum- 1 -sum and the bandwidth problems. 
The cutwidth c(G) of G is the minimum over all labelings v of G of the value 
c(G, w) := ,y,y,, 1 (l/v E QG) 1 w(v) 5 i< &r)) 1. (1.4) 
See [3-53 for more details on cutwidth. 
The above problems, minimum-l-sum, bandwidth, and cutwidth, are known to 
be NP-complete [ 111,13, lo]. The bandwidth remains NP-complete even for trees [9]. 
What is even more surprising, no good approximation algorithms are known. Such 
algorithms would be of great importance because of the applications of these pro- 
blems in the advancement in integrated circuit technology and in the design auto- 
mation. 
We propose a polynomial time algorithm which finds approximations for the op- 
timal labeling problems described above. It is described and analysed in Sections 4 
and 5. The algorithm uses eigenvectors of the second smallest eigenvalue A2 of the 
Laplacian matrix of the graph (see Section 2). In Section 3, several inequalities 
bounding the min-p-sums and the cutwidth of graphs (lower and upper bounds) are 
given. The bounds depend on the Laplacian eigenvalues of considered graphs. 
They are applied in the analysis of our algorithm in Section 4, and to study the 
min-p-sums (p E { 1,2,03}) of several classes of graphs, e.g. random graphs, random 
r-regular graphs, circulant graphs, Knesser graphs [ 161. On the other hand, also 
the eigenvector used in determining the approximation to an optimal labeling 
can be applied to give estimates how close to the optimal value is our ap- 
proximation (Section 4). Our algorithm is tested on several classes of graphs 
and it shows fairly good success. On the other hand, it is shown by examples that 
the algorithm can behave arbitrarily bad, although this is expected to happen very 
rarely. 
All graphs in this paper are finite, undirected and simple (unless otherwise stated). 
For a graph G, V(G) and E(G) will denote its vertex and edge set, respectively. 
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Usually it will be clear that the graph is G, and in such a case V and E will be used 
to represent V(G) and E(G). We also let 
n = n(G) := 1 V(G)J, 171 =/II(G) := ) E(G)J. (1.5) 
Although we restrict to simple graphs, all the results of this paper hold also for 
weighted graphs, after making the obvious changes (e.g. the adjacency matrix must 
be replaced by the matrix of edge weights). 
2. The Laplacian matrix of a graph 
Let G denote a simple, undirected graph of order n and let A =/l(G) stand for 
its adjacency matrix with entry a,,,, equal to 1 if II and o are adjacent and 0 other- 
wise. Let d(u) denote the degree of u E V(G), d(u) = C,,. C.(G) a,,,,, and let D = D(G) 
be the diagonal matrix indexed by V(G) and with d,,,,=d(u). The matrix L = 
L(G) := D(G)-A(G) is then called the Laplacian matrix of the graph G. 
The eigenvalues of the Laplacian matrix of a graph G are called the Laplacian 
eigenvalues of the graph. They will be denoted by )L,(G)I&(G)s ..a L A,,(G), 
always enumerated in the increasing order and repeated according to their multi- 
plicity. We will usually write Jk instead of &(G) for the kth smallest eigenvalue of 
G. The letter .vl will always stand for the order of G. Instead of A,1 we will occas- 
sionally write 1, for the maximum eigenvalue of G, if the order of G is unimpor- 
tant. By I’(G) we denote the set of real vectors indexed by vertices of G. 
It can be shown easily that L(G) is a positive semidefinite matrix, and so it has 
only real nonnegative eigenvalues. It is also obvious that its smallest eigenvalue 
A, = 0 and that the corresponding eigenvector is (1, 1, . . . . 1)‘. It is well known that 
the multiplicity of 0 as the eigenvalue of L(G) is equal to the number of components 
of G. An immediate conseouence of this is that a graph G is connected if and only 
if &(G)>O. 
The positive semidefiniteness follows from the next useful expression for the inner 
product (L( G)x, x) for x E I’( 43): 
(L(G)x,x) = c (xl, --q,)‘. (2.1) 
The well-known Courant-Fischer principle states that 
Fiedler [8] obtained another expression for A,: 
Ax(G) = 2n min 
c ,,,, E E (4, - x,, )? 
.Y E 4 c,,, C’ SlrE I_’ (4, --Y,,)? 
(2.3) 
and a similar proof yields also 
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(2.4) 
where @ is the set of all nonconstant vectors XE I’(G). 
During the last decade it has been discovered that &(G) has great influence on 
several properties of graphs (cf. [12] for details). In particular, A2 controls the 
separation properties of graphs. Given G and A c V, let 
6A :={eeE Ie=uu, UEA, UE V\Aj. (2.5) 
The lower bound of the following result is well known (see, for example, [I]), but 
the upper bound seems not to be published before: 
2.1. Proposition. Let G be a simple graph of ot-der n. For each A C V(G): 
Proof. Let WEI’ be the vector with entries: 
Then &u, E (xl, -x,,)’ = /aA I aad Cl,, I. CllE I V (x,,-~,,)‘=2jAj(n- IAl). The rela- 
tion (2.3) implies that 
&52n 
16Al 
21Al(n - IAl) 
which is just the lower bound of (2.6). Similarly, (2.4) implies the upper bound. Cl 
3. Bounds on p-sums 
The Laplacian eigenvalues provide useful upper and lower bounds on seceral 
numerical invariants which are defined in terms of optimal linear labelings of 
graphs. Let us prove some of them, related to the invariants mentioned in the in- 
t reduction. 
3.1. Theorem. Let I+Y be a linear labeling of a graph u’ of order n. Then 
A,(G) “(“112 l) I az(G, I+ d,(G) n(n’- 1) 
12 * (3.1) 
Proof. From the definition (1.1) and equality (2.1) it follows that a,(G, I,# = 
(L(G)x,x) where x,, = w(u), II E V(G). For every labeling I,U it also holds 
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The relation (2.3) then implies the inequalit:, 
A2(G) d 2n 
U-G)x, x) 1202(G, WI’ 
(n- l)n”(n+ 1)/6 = n(n’- 1) 
which gives the lower bound of (3.1). Similarly, (2.4) implies the upper bound. 0 
3.2. Corollary. For a graph G of order n, 
n(n’- 1) 
Az(G) 12 
n(n2- 1) 
raI(G)‘%,(G) 12 . (3.2) 
In (3.2), the lower bound is, of course, “less trivial” than the upper bound. We 
shall derive, from (3.2), bounds on the min-l-sum ~~(6) and the bandwidth a,(G). 
Let us first introduce polynomials 
Ir,s’ ‘(x) : = &Y(x+ 1)(3n - 2x- 1) (3.3) 
and 
Q(x) : = +x(x+ l)(fn(2x+ 1) - +x(x+ 1)). (3.4) 
Polynomials z,!‘) and K!‘) are closely related to a family of graphs P,“, kth powers 
of the path P,, . Graph Pi has vertex set I/= ( 1, . . . , n> and edge set E, where ij~ E 
if and only if i# j and Ii-j 1s k. The relationship comes from the following results. 
3.3. Proposition. The foilowi;ig equar’ities ho/d: 
(a) CAP:) = k, 
(W o&P;) = n,j”(k), 
(c) a,(P,r)” = z,‘,“(k). 
Proof. Let t,u be a labeling of Pi defined by y(i) :=i. Et is obvious that v/ is also 
an optimal labeling of P,f for every minimum-p-sum problem because it connects 
all the closest possible pairs of vertices. A short calculation shows that q(P$ w) = 
z(‘)(k) and a2(Pi, w)‘= #j(k) 
I1 I1 
, whereas (a) is clear at the first sight. 0 
There is also a relation among the number of vertices, the number of edges and 
the bandwidth of a graph G. 
3.4. Proposition. Let G be a graph of order n with ITI edges. Then: 
,,i < a,GWn - o,(G) - 1) 
- . 
2 
Proof. Let us take a labeling I,Y, the oo-discrepancy of which determines the band- 
width of G, a,(G) =o,(G, I,Y). The labeling I,Y maps G onto a spanning subgraph 
of Pi, where k=a,(G). This observation implies that 
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1775 Ii?&)/ = i (n-i)=k 
i= I 
(2n-zk-‘). q 
The next theorem presents some obvious and some less obvious bounds and rela- 
tions among o,(G), pi (1,2,~} and IE(G)I. 
3.5. Theorem. Let G be a graph of order n with m edges and let 
c(n, nr) : = 
2n- 1-1/(ZX)‘-81n 
. 
2 
Tlzen the folio wing inequalities hold: 
(a) G,(G) 2 rc(n, 1701, 
W o,(G) 2 n,(,lf(Ld~~, 174 ), 
(c) az(G)’ 1 x!f’( Lc(n, nl)]), 
(d) n!“&,(G)) 2 o,(G) I a,(G) + rr!“( Lc(n, 171- l)]), 
(e) A!~‘)(o,(G)) 1 e(G)' L a,(G)' + n,‘f)( Lc(n, m - l)]), 
(f) hero, 1 o,(G), 
(9) nta,(G)‘~ o’(G& 
(h) 1rro2(G)’ r al(G)‘, 
(i) (n - 1)0,(G) 1 o?(G)‘. 
Proof. To prove (a), (b) and (c) we observe that Lc(/?, n?)J denotes the largest k for 
which IE(P,f;)( 5171. That is clear because by solving the quadratic inequality 
I??> IE(pk)/ = +k(2n- k- 1) 
we see that kr c(n, 171), since c(n, HI) is just the lower root of this quadratic inequality. 
The possibility kz the other root is inconsistent with the requirement km. In- 
equalities (d) and (e) are simple consequences of Proposition 3.3, because for every 
p, o,(Pi) gives a lower bound on a,,(G), if G has order n and +k(2n - k- 1) or 
more edges. In this conclusion we also apply (b) and (c). For the upper bounds we 
observe that any graph G is a subgraph of f,PXcor, from which it follows that for 
every p, O< p< 00, its min-p-sum is smaller than or equal to o,,(~,~-‘“‘). From the 
expression 
( 
I’ 
c IWO- WWJ’l~/~I rJz; IWW- W(U)/ 
1(1/E E > 
which is true for every labeling w, we get (f) and (g). By applying Cauchy-Schwartz’s 
inequality on a,(G, I& we get 
c Iwo- !m)l > -5 1111 E E c 1 c lww- wW12 111i E E 111, E II 
which implies (h). For every labeling w it also holds 
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because II&~) - v(o)/ 5 n - 1, which implies (i). 0 
Beside Theorem 3.1 the following two theorems are the main results of this sec- 
tion. They connect Laplacian eigenvalues with the min-l-sum and the cutwidth pro- 
blem. They both are consequences of Proposition 2.1. 
3.6. Theorem. Let w be a linear labeling of a graph G of order n. Then 
n2- 1 n’-1 
MG) 6 =,(G, ~vW,(G) -6- . (3.5) 
Proof. By definition is o,(G, w) = CuuEE Iw(u) - ly(o)l. Instead of summing up 
over all edges of G, we can sum the number of edges passing over all gaps between 
pairs of successive numbers i, i+ 1, iE(l,...,n- 11. If Ai= (uE V 1 u/(u)si), then 
&Ii contains precisely the edges passing over the gap between i and i+ 1. By apply- 
ing Proposition 2.1 we see that l&li I is bounded between A2(i(n - i)/n) and 
A,(i(n - i)/n). Short calculation shows that CyL,’ i(n - i)/n = (n2 - 1)/6, and now 
from the fact that a&G, u/)= Cy=-,’ l&lil we conclude that the inequality (3.5) 
holds. 0 
3.7. Corollary. For a graph G of crdzr n, 
A,(G) n26 
n”- 1 
&o,(G)~I,(C)~. 
The next theorem concerns the cutwidth of a graph. Bounds are obtained in a 
similar way as those in Theorem 3.6 by applying Proposition 2.1. 
3.8. Theorem. Let w be a linear labeling of a graph G of order n. Then 
((7) tni2Jrnnl 
n . 
Proof. By Proposition 2.1, for a fixed i, 1 I i<n, 
i(n-i) I I{ i(n -i) 
A2 uodZ / fy(u)d<y(u)}I d,----- n n ’ 
The lower bound follows from 
i(n - 6) 
A2--d2 
L&2] rnl2-j 
5 
n n 
For the upper bound we observe that 
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=A Lfm-n/21 
00 n l 
3.9. Corollary. For a graph G of order n, 
1 (G) tn’2h’21 <@)<A 
2 n - --QD 
(G) tni2Jbi21 
n l 
We conclude this section by showing a little surprising result concerning the 
“average” p-discrepancy, p#oo, of a graph. It states that the “average” p- 
discrepancy of a graph depends only on its order and the number of edges and not 
on the structure of the graph. 
3.10. Theorem. Let O< p < 00. For a graph G of order n and with m edges, 
-$ c q,(G, I,/.#’ = 111 o/,(K 
0 
t1 )” 
. w n 
\2 
where the sum is taken over all n ! linear labelings I,U of G. 
Proof. The proof of this theorem consists of a short summation: 
In the first equality the fact was used that there are exactly 2(n - 2)! labelings which, 
for a fixed edge LID E E, label vertices u and u by a chosen fixed pair of numbers. Cl 
3.11. Corollary. For a graph G of order n and with m edges, 
This fact is obvious by Theorem 3.10, because the average is always gre;tter than 
or equal to the minimum. 
4. A heuristic algorithm for optimal labelings 
In this section we present a heuristic algorithm which seems to be quite successful 
Optimal linear labelings and eigenvalues 161 
for different kinds of optimal labeling problems of a graph. But first we recall some 
known facts about complexity of the optimal labeling problems. For the basic label- 
ing problem, the bandwidth problem, Papadimitriou [13] first proved that it is NP- 
complete. In the next years it turned out that the bandwidth problem remains NP- 
complete even for trees with maximal degree three [9]. A relati-Jely simple proof of 
the NP-completeness of bandwidth for trees without degree restriction may be 
found in [4]. On the other hand, Saxe [14] has shown that, for any fixed k, the pro- 
blem of determining if o,(G) 5 k can be solved in polynomial time. For a longer 
time it is also known that the min-l-sum problem is also NP-complete [1 I], whereas 
the same problem for trees can be solved in O(n’), A = log2 3, time, as shown by 
Chung in [4]. For the cutwidth problem it was also proved that it is NP-complete 
by Stockmeyer (see [lo]). Recently, Makedon et al. proved that the cutwidth pro- 
blem remains NP-complete when restricted to graphs with maximum degree three. 
On the other hand there exists an O(n log n) algorithm for determining the cutwidth 
of a tree [ 151. But for other min-p-sum problems, p $ { 1, a>, it seems that they have 
not attracted much attention yet and their complexity is still an open question. 
Our algorithm uses eigenvector x(‘) corresponding to the second smallest 
Laplacian eigenvalue A2 of a graph. Let us first introduce the labeling w“ of a 
graph G induced by xt2), an eigenvector corresponding to 12. It is determined by 
the following condition: 
If x(2),xo) 
II - lJ then I+v”(u)< t,/(u). (4.1) 
Notice that given x (‘I, the labeling we is defined uniquely up to the relative order 
within sets of vertices v with equal values x0 . (2) Usually we do not bother about 
those labelings which can be obtained by permuting sets {v 1 xf’ = t >, but some- 
times we use some additional criterion. 
The algorithm works as follows: 
4.1. Algorithm. Let G be a graph, A2 its second smallest laplacian eigenvalue, and 
x(‘) a corresponding eigenvector (or a good approximation). Given G, these can be 
determined by using some of the well-known iterative methods. Let we: V(G) + 
(192, a**, n} be the labeling of G induced by x (2) Finally, use we as an approxima- .
tion to the optimal labeling for the problem investigated. 
And why do we believe that this algorithm produces atisfactory results for several 
optimal labeling problems? Part of this belief comes from the following results. 
A labeling vector x corresponding to a labeling ly is a vector indexed by vertices 
of G and with x,, := w(u) for each UE V(G). 
4.2. Proposition. Let G, A2, x(‘), and I,/ be defined as in Algorithm 4.1 and let xe 
be the labeling vector corresponding to I/. Then for every labeling vector X, 
I@ (2),xe)l L I(x’“‘,x)). 
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Proposition 4.2 follows from the following lemma. Given an n-tuple a = (ai);=, 
and a permutation II ES,, define the n-tuple n(a) := (a,,$,, . 
4.3. Lemma. For n-tuples a = (a&Y= 1, a, zs ... I a,, , and b = (bi)y= 1, 6,~ l =. I b,, , the 
inner pro&ct a l n(b) = Cy=, aibn(i) reaches its maximum at IT equal to the identity. 
Proof. We will prove this lemma by using induction. For n = 1 the assertion is ob- 
vious. Assume now that the maximum of a l z(b) is attained at 7c E S,, with z( 1) = i. 
We can discard the numbers a, and bi and by applying the induction hypothesis on 
the remaining (n - 1 )-tuple we establish that the maximum is reached for the follow- 
ing inner product: a, bi+ azb, + l =. + aibi_ I+ ai+ 1 bi+ I+ l -- + a,, b,, . But this product 
is not greater than a - b, because 
i ajbj- a,bi- i ajbj_,- i ajbj=a,(b, - bi) + i aj(bj- bj_ ,) 
j=1 j=z j=i+ I j=2 
za,(b, - bi) + 1 a,(bj- bj- ,) 
j=2 
=a,*O=O. q 
Proof of Proposition 4.2. By Lemma 4.3 it follows that (x”,, x’) 1 (x”,, x) for every 
labeling vector x. Since x l ?L 1, we have that (x(‘,,x’) L 0. Therefore we are done 
if we prove that (x”,, x’) > -(x,‘,, x) for every vector x. But this is obvious by above 
since -(x”,, x) = (x,‘,, -x). cl 
4.4. Corollary. Let @ := (I,#‘)-‘. If xi,:;+ ,, -x$, = constant, 15 i<n, then a2(G) = 
o(G, I,#‘), i.e., the labeling y“ is the solution of the minimum-2-sum problem. 
Proof. The vector x“- (n + 1)/2. 1 is in this case an eigenvector of the Laplacian 
matrix of G corresponding to A2 and hence 
a,(G, v/‘)‘= 1 (x;-x;)‘=(L(G)x:x“) 
111~ E E 
= (L(G)(xCj- y, (xc- 7)) 
=12/lxCJ_ E++, n(n;; 1) 
which is by Corollary 3.2 just the lower bound for all labelings of the graph G. 0 
Unfortunately, it is not very likely that xbiI+ ,,-+I(‘~, is independent of i. In 
general, the differences between successive values in A- ’ will vary. But, if they do ?\ 
not vary too much, Corollary 4.4 suggests that 02(G, I,#) wi!l be a good approxima- 
tion to a?(G). 
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There are several possible improvements of this algorithm. First of all, we can 
choose x(*) from the eigenspace, corresponding to the eigenvalue A2, and among 
these eigenvectors we determine the most suitable one. We can also consider the 
eigenvector xt3) and the corresponding eigenvalue h3, and then choose a labeling 
which corresponds to a vector from the linear hull of x(*) and xf3). The vector, of 
course, must satisfy certain conditions. 
Although all the results are shown for simple, unweighted graphs, most of them 
can be generalized to the weighted case. 
5. Some experimental results 
In this section we first determine or estimate the min-p-sums (PE ( 1,2, m)) for 
several classes of graphs, e.g. cycles, subdivisions of stars, complete bipartite 
graphs, and then compare them with the results obtained by using Algorithm 4.1. 
It turns out that our algorithm is fairly sLccessfu1 in almost all cases. 
5.1. Proposition. Let K,, denote the complete graph of order n. Then 
O,(&) = 
(n- l)n(n+ 1) 
6 
9 
a*( K,, )’ = 
(n- l)n*(n+ 1) 
12 
9 
o,(K,,)=n- 1. 
Proof. By definition 
I1 - I I1 
o,(KJp= c Iu---uIp= 1 C Ij-iI”, OCp<=. 
lIf/,E  i=l j=i+l 
By specifying p = 1 or p = 2 we get the required results. The bandwidth is obtained 
by a similar conclusion. C 
5.2. Proposition. Let C,, denote the cycle of length n. Then for n >2 
q(C,,) = 2n - 2, 
02(C,,)* = 4n - 6, 
a,(C,) = 2. 
Proof. Let V(CJ = (9 1, . . . , n - 1 } with each j, j+ 1 (mod n) adjacent. For the in- 
terlacing labeling w i, 
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w'(j) := I 
n- 1 
2j+ 1, J-5 - 
2 ’ 
n-l 
2(n-j), 
it is o,(C,,, vi) = 2, ol(C,,, w’) = 2n - 2, and oz(C,,, v/‘)” = 4n - 6. The bandwidth of 
C,, is obviously greater than 1, because the minimal vertex degree is equal to 2. On 
the other hand, for every labeling I,V there are two disjoint paths connecting vertices 
t,~-‘( 1) and w -l(n). Because the l-discrepancy of the edges on each of these two 
paths is at least n - 1, it follows that ol(C,,)r2n - 2. Similar arguments prove op- 
timality of v/’ for the min-2-sum. We also apply the inequality a’+ b%(a+ 6)’ 
which implies that the sum of squares of n numbers with the fixed sum is minimal, 
when all the terms are equal. iz 
5.3. Proposition. Lef K,,,,, denote the complete bipartite graph of order III + n. We 
maJ1 asswne that in L n. Then 
Ooo(K,,l,,r) =n - 1 + 11 ; , 
~~3,,1’+6rll,l-n’+4), if m+n is even, 
01 K,,, II 1 = 
1 ~(3m’+6rnn-n’+ I), if m + n 3 odd. 
Proof. It is easily seen that the bandwidth is obtained by labeling, which labels the n 
vertices from the smaller bipartition class with numbers from [m/21 + 1 to [m/21 + n, 
and those which remain, with the unused numbers from ( 1,2, . . . , m + n}. 
The conclusion for the min-l-sum is different. Let us call the vertices from the 
smaller bipartition class white, and those from the bigger one black. For an ar- 
bitrary labeling w we do not increase its l-discrepancy by exchanging cy-‘(1) with 
the black vertex with the least label. If ry -l(l) is black, then, of course, the value 
of o,(G, ry) remains unchanged. The same argument also pruves that &(n) is also 
black in an optimal labeling. Since the order of the other vertices does not influence 
the sum of terms which concerns v-‘(l) and ly-‘(@ (because 11 -ij + [i-n1 =n- 1) 
we can continue this process by induction. The optimal labeling obtained by this 
process is as follows: there are r(,tz - n)/21 black vertices on each end and there is 
the interlacing labeling in the middle, that means that the vertices i and UI + n - i+ 1 
are of the same colour and their inner neighbours i + 1 and jn + n - i are of the op- 
posite colour for r(m - n)/2l <i< (~1 + n)/2 and the starting vertex 
v/ -‘(r(,l? - n)/21+ 1) is white. By calculating the 1 -discrepancy for this labeling we 
obtain the required result. 7 
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Let us illustrate these labelings by examples: 
K7,3 bbwbwbbwbb (Note the two vertices in the middle.) 
K,,4 bbwbwbwbwbb 
K8,3 bbbwbwbwbbb 
K,,, bbwbwbbwbwbb 
5.4. Proposition. Let Zti,, denote the subdivision of the star with d branches of 
length k, i.e., the graph obtained from d copies of the path Pk + I with their starting 
points identified to a vertex of degree d in Zd, k. Then 
d(d + 2)k 
4 ’ 
if d is even, 
if d is odd, 
d (d+ l)(d+ 2) 
Q&q/, k I2 5 4 3 
+(k- l)d’), ifd is even, 
/ 
i+(Z,l- I,~)‘++&z,+ ,,kY, if d is odd. 
Proof. If 3 denotes the maximal degree, then a,(G) 2 [A/21, so o,(Z& 2 [d/21. 
This lower bound is obtained by a labeling which labels the vertex v of degree d in 
the middle, i.e., w(v) = rd/21k + 1, and interlaces [d/21 and !_d/2j branches on 
each side of v. This labeling also gives the above upper bound for the min-2-sum. 
For the min-l-sum, it can be shown that the vertices on each branch must depart 
monotonously from v, with half of the branches on each side. Moreover, under 
these conditions leaves must be as close as possible to v. This gives us the following 
labeling: w(v)= rd/21k+ 1 and W(ith branch)= {l +(i-- l)k, . . ..ik). if is [d/21, 
or (2+ (i- l)k, . . . . ik+ l> otherwise. For even d, a,(Z& is calculated as follows: 
Cl/ 2 
c (1 +(i- l)k+k-1) 
i= I 
. 
If d is odd the calculation is similar. cl 
Denote by G x H the Cartesian product of graphs G and H. 
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5.5. Ptoposition. Let P,, denote the path of length n. Then for tn L n 
b,(P,,,x P,,)=n, if t7722, 
al(P,,,xP,,)5t77(n- l)+n”(m- l), 
oz(P,,, x P,l )’ 5 t77(n - 1) + n “(in - 1). 
Proof. The proof of the first equality can be found in [6]. This bandwidth is achieved 
by a labeling which labels tn paths of length n toget her, orients them in the same 
direction, and connects them with edges of discrepancy n. This labeling also gives 
the above upper bounds. S 
5.6. Proposition. If 2 < n I 177, then 
o,(C,,~ x C,]) 5 tn(2n - 2) + n ‘(2t77 - 2), 
o~(C,,~ x C,,)’ s t77(4n - 6) + n “(4t77 - 6). 
If lsnstn, then 
t77n 
q(K,,l x K, ) 5 6 (t77’ - 1 + t77(nz - l)), 
177 ‘n 
a,( K,,] x K,, )’ i - 13 (t77’- 1 +t77n(n’- 1)). 
Proof. Labelings used in this proof are similar to those used in the proof of Proposi- 
tion 5.5. On cycles of length n we use the interlacing labeling, we orient them in the 
same direction, and connect them with the interlacing labeling applied on cycles of 
length tn. Bounds are obtained by applying the results of Proposition 5.2. 
The lower bound for the bandwidth of K,,, x K,, comes from the fact a,(G)2 
r( 1 V(G)1 - 1 )/diam(G)l . The upper bound is achieved by the labeling which labels 
the vertex (i, j) with (i - l)rn/21+ j, if jl [n/21, and with [n/21 tn + (i - l)Ln/2] + 
j - [n/21, if j > [n/21. The bounds for the min- 1 -sum and the min-2-sum are ob- 
tained by a similar labeling. In this case the subgraphs K,, are labeled together, 
oriented in the same direction, and connected with edges of discrepancy in, 
1 ci<m. In the calculation the results of Proposition 5.1 are used. El 
Results in the next proposition are due to Chung [3,5]. 
5.1. Proposition. Let T,, denote the n-level cot77plete binary tree in which the ith 
level consists of 2’- ’ vertices. Then for n > 2 
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GiT,,) = 
2”~’ - 1 
1 1 n-l ’ 
and 
0,(73=2” 
5 6 > 2 n-k 18 +(-l)“_ -2. 9 
After this preparation we are able to compare the values for min-p-sums, pe 
(I, 2, -1, with those obtained by Algorithm 4.1. In the testing of Algorithm 4.1 we 
use the Householder’s reduction to the tridiagonal form and the QR algorithm for 
finding eigenvalues and eigenvectors of the tridiagonal matrix. Some of the results 
are collected in Table 1. 
Although Algorithm 4.1 behaves quite well in general, it can behave arbitrarily 
Table 1 
1 i 9 9 9 
1 1 49 49 49 
2 3 18 18 34 
2 3 98 98 194 
9 10 240 255 5 1450 
14 16 670 790 I6650 
19 20 1920 198C 5 23300 
2 3 8 8 515 
2 4 20 22 542 
5 16 90 101 1610 
5 19 300 409 5 2360 
5 35 450 527 5 3610 
I10 12 5 240 268 5 1820 
5 12 22 I1404 1556 5 14580 
I 16 16 I 600 694 5 6500 
556 95 s 17158 17158 5 664686 
2 2 8 8 512 
4 8 60 128 5 240 
11 32 332 2048 I 4032 
~~~ ~~ 
9 
49 
36 
196 
1525 
7450 
23650 
14 
42 
673 
3243 
4895 
1896 
16450 
6692 
672842 
12 
688 
44130 
bad for certain graphs and certain eigenvectors. It can be shown that there exist trees 
having such eigenvectors x (‘I for which components of the eigenvector are equal to 
0 on the whole subtree. In such a case a labeling from Algorithm 4.1 is not uniquely 
determined. Since the size of TO), J .b l a subtree can be proportion& within a fixed factor 
to the size of the tree when the number of vertices grows to the infinity, it is obvious 
that the results of Algorithm 4.1 in this special case can be arbitrarily bad. For 
example &,,, P n > 0 is such a farnil)- of trees. In this case, however, there exist many 
other eigenvectors of A2 which give satisfactory results. 
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