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En el presente trabajo se estudia la existencia de solución débil o generalizada para el
problema de Cauchy asociado al modelo de tráfico ARG descrito en [8] por Greenberg, el
cual es una extensión del modelo propuesto por A. Aw y M. Rascle en [1]. Dicho modelo
























donde ρ = ρ(x, t) y v = v(x, t) son, respectivamente, la densidad y la velocidad de los
vehículos localizados en la posición x en el tiempo t. u(ρ) es la velocidad de equilibrio,
satisfaciendo las siguientes condiciones:
u′(ρ) < 0
2u′(ρ) + ρu′′(ρ) > 0
v − u(ρ) ≥ 0,
(.0.2)
para 0 ≤ ρ ≤ ρm, siendo ρm la máxima densidad de vehículos. La constante T > 0 es
interpretada como el tiempo de relajación.
El problema de Cauchy asociado tiene como valor inicial(











Después de la crítica hecha por Daganzo [4], varios sistemas 2×2 de leyes de conservación
fueron propuestos para modelar el flujo de tráfico, ver por ejemplo [1].

















donde ρ es la densidad y v = u− p(ρ) es la velocidad de los vehículos sobre la vía y p(ρ)
es una función suave estrictamente creciente. En [7] Zhang independientemente propuso
el mismo modelo. Aw y Rascle en su artículo [1] estudiaron el problema de Riemann para
el sistema (.0.4).
En [13], los autores muestran la existencia de solución débil entrópica para el problema
de Cauchy asociado al sistema (.0.4) con valor inicial tomando valores en un dominio
DV, siempre que los invariantes de Riemann estén en BV (R), el espacio de funciones de
variación acotada, y tomen valores en DV, p(ρ) satisface las condiciones dadas en [1] junto
con las siguientes
p′(0) = 0, p′(ρ) > 0 para ρ > 0 y |p(ρ1)− p(ρ2)| ≤ L |ρ1 − ρ2| ,
para alguna constante L.
Versiones mejoradas del modelo (.0.4) incluyen términos fuente como en [8], cuyo modelo
fue generalizado posteriormente por Siebel y Mauser en [5]. En [13] la existencia de solución
débil entrópica es probada para el problema de Cauchy asociado con una de estas versiones
mejoradas y valor inicial en DV. Su resultado es válido para el término fuente introducido
en [5] por Siebel y Mauser a la segunda ecuación del modelo Aw-Rascle, como también
para la elección específica del término de relajación dado en [14] bajo otras condiciones
adicionales. En [16] el modelo de Aw-Rascle es extendido por incluir un término fuente
modelando una entrada a la vía. La versión de Zhang del modelo Aw-Rascle con relajación
es estudiada en [19] y [20]. Rasgos debidos a entradas y salidas en la vía y cambios en
la velocidad de los vehículos son introducidos en los modelos para el flujo de tráfico por
medio de diferentes elecciones de términos fuente en [16].
Lu en [23] prueba la existencia de solución débil entrópica para el problema de Cauchy
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asociado al modelo Aw-Rascle con valor inicial acotado y medible. El modelo ARG en
[8] es una extensión del modelo Aw-Rascle por incluir un término fuente en la segunda
ecuación, en [8] el autor reformula el problema en coordenadas Lagrangianas, formulación
que lo conduce a obtener un algoritmo computacional efectivo para resolver el sistema
resultante.
En el presente trabajo se estudia la existencia de solución débil para el problema de Cauchy
asociado al modelo ARG con condiciones iniciales acotadas y medibles, para establecer
dicha existencia se utilizan los argumentos dados en [23] y en [15].
Notación.
• Ω : Subconjunto de Rn abierto, acotado con frontera suave.
• BV (Ω) : Espacio de funciones de variación acotada con dominio en Ω.
• Cn(Ω) : Espacio de funciones con dominio en Ω y n-ésima diferencial continua.
• C∞0 (Ω) : Espacio de funciones con dominio en Ω, infinitamente diferenciables con
soporte compacto.
• L∞(Ω) : Espacio de funciones esencialmente acotadas con dominio en Ω y que toman
valores reales.
• Lp(Ω) : Espacio de Lebesgue con dominio en Ω.
• Lploc(Ω) : Espacio de funciones en Lp(V ) para todo compacto V contenido en Ω.
• Wm,p(Ω) : Espacio de Sobolev de distribuciones tal que todas sus derivadas de orden
menor o igual a m son funciones en Lp(Ω).
• Wm,p0 (Ω) : Clausura del espacio C∞0 (Ω) en Wm,p(Ω).






• Wm,ploc (Ω) : Espacio de distribuciones tal que todas sus derivadas de orden menor o
igual a m son funciones en Lploc(Ω).
• Hm(Ω) : Espacio Wm,2(Ω).
• Hm0 (Ω) : Espacio W
m,2
0 (Ω).
• H−1(Ω) : Espacio dual de H10 (Ω).




En este capítulo se enuncian detalladamente conceptos, definiciones y algunos resultados
teóricos necesarios para el desarrollo de este trabajo.
1.1. Sistemas de leyes de conservación.
Se considera una función vectorial u(x, t) = (u1(x, t), u2(x, t), . . . , um(x, t)) donde x se in-
terpreta como la variable espacial y t como la variable temporal, cada componente uj(x, t)
es una función escalar de valor real y usualmente se interpretan como densidades de can-
tidades conservadas en un sistema físico, aquí la integral
∫ b
a
uj(x, t)dx se interpreta como
la concentración de la cantidad en el intervalo (a, b) en el tiempo t.






uj(x, t)dx = F j(uj(a, t))− F j(uj(b, t)).
La igualdad anterior implica que el cambio de la cantidad uj en (a, b) solo depende del
























dx = 0, como a, b y j
son arbitrarios se deduce la ecuación vectorial
ut + F (u)x = 0.
1
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Al agregar una condición inicial se obtiene un sistema de leyes de conservación
{
ut + F (u)x = 0 , si (x, t) ∈ R× (0,∞)
u(x, 0) = g(x),
(1.1.1)
donde g(x) = (g1(x), g2(x), . . . , gm(x)) y el flujo son funciones conocidas, se supondrá que
el flujo es una función diferenciable.
Observación 1. Se supuso una sola variable espacial por lo cual este sistema será un
sistema unidimensional de leyes de conservación, en [11] se hace una introducción a los
sistemas n-dimensionales de leyes de conservación.
Ejemplo 1. (Ecuación de Burgers).




2)x = 0 si (x, t) ∈ R× (0,∞)
u(x, 0) = g(x).
(1.1.2)
Ejemplo 2. Sea p : R → R una función conocida y el flujo F (z1, z2) = (−z2,−p(z1)),
obteniendo

(u1)t − (u2)x = 0 si (x, t) ∈ R× (0,∞)
(u2)t − (p(u1))x = 0 si (x, t) ∈ R× (0,∞)
(u1(x, 0), u2(x, 0)) = (g1(x), g2(x)).
(1.1.3)
Reescribiendo la función desconocida u = (u1, u2) = (wx, wt) el sistema se convierte en
wxt = wtx si (x, t) ∈ R× (0,∞)
wtt − (p(wx))x = 0 si (x, t) ∈ R× (0,∞)
(wx(x, 0), wt(x, 0)) = (g1(x), g2(x)),
siendo este el problema de valores iniciales para la ecuación de onda cuasilineal.
Observación 2. Usando la regla de la cadena, la ecuación (1.1.1) se puede reescribir como
{
ut +DF (u)ux = 0 si (x, t) ∈ R× (0,∞)
u(x, 0) = g(x),
(1.1.4)
donde DF (u) es la matriz jacobiana de F calculada en u.
Definición 1. Dado el sistema de leyes de conservación (1.1.4) si para todo z ∈ Rm los
valores propios de DF (z) son reales el sistema es un sistema hiperbólico, si además
son distintos el sistema se denomina estrictamente hiperbólico, si hay valores propios
repetidos para algún z el sistema es no estrictamente hiperbólico.
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p′(z1). El sistema será estrictamente hiperbólico si y sólo si la función p es estricta-
mente creciente en todo R.
1.2. Soluciones débiles.
Definición 2. ( Solución débil ) Dada u ∈ L∞(R× (0,∞) : Rm), es una solución débil





〈u, vt〉+ 〈F (u), vx〉dxdt+
∫ ∞
−∞
〈g, v(x, 0)〉dx = 0. (1.2.1)
Para toda función v : R× [0,∞)→ Rm suave con soporte compacto.
Observación 3. Sí u es una solución clásica de (1.1.1) entonces tomando producto interno
con v e integrando por partes se tiene la igualdad (1.2.1).
El siguiente ejemplo muestra que un sistema de leyes de conservación puede no tener
soluciones clásicas, sin embargo puede que sí tenga soluciones débiles.
Ejemplo 4. Considérese la ecuación de Burgers (1.1.2) con la condición inicial
g(x) =

0 si x > 1
1− x si x ∈ [0, 1]
1 si x < 0.
Sea x(t) la única solución del problema dxdt = u(x, t) tal que x(0) = x0, entonces si u es
una solución clásica se tiene que
d
dt




Como ut = −122uux = −uux entonces
d
dt
u(x(t), t) = ux(x(t), t)
dx
dt
− ux(x(t), t)u(x(t), t) = 0.
Por lo tanto, para cualquier punto inicial x0, u es constante sobre estas curvas, luego
dx
dt (0) = u(x0, 0) = g(x0), de esto se concluye que sobre la recta {(x0 + tg(x0), t), t ≥ 0}
la solución toma el valor constante g(x0).
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Si x0 = 1 y t = 2 entonces 0 = g(1) = u(1 + 2g(1), 2) = u(1, 2), por otro lado, si x0 = −1
entonces 1 = g(−1) = u(−1 + 2g(−1), 2) = u(1, 2), por lo tanto, u toma valores múltiples
para el punto (1, 2) lo cual es una contradicción.
La ecuación no tiene soluciones globales clásicas, sin embargo, la función
u(x, t) =

0 si x > 1, t < 1
1−x
1−t si t < x < 1
1 si < t < 1
0 si < t+12 , t > 1
1 si > t+12 , t > 1
es una solución débil global (ver [9] para la derivación detallada de esta solución).
Figura 1.1: Solución débil u(x, t) para la ecuación de Burgers.









φ ∈ C∞0 (R× (0,∞)).



























































































































































































































































































φ(x, 0)g(x)dx = 0, luego u(x, t) es una solución
débil.
1.3. Invariantes de Riemann.
Dado un problema de valor inicial para un sistema estrictamente hiperbólico de leyes de
conservación donde el flujo F tiene como dominio y codominio R2, es decir

u1t + F 1(u1, u2)x = 0 si (x, t) ∈ R× (0,∞)
u2t + F 2(u1, u2)x = 0 si (x, t) ∈ R× (0,∞)
u1(x, 0) = g1(x), u2(x, 0) = g2(x).
(1.3.1)
En este sistema el flujo es F = (F 1, F 2), la condición inicial g = (g1, g2), la función
desconocida u = (u1, u2) y λ1(z), λ2(z) valores propios de DF (z) con z ∈ R2.
Definición 3. Dos funciones w, z : R2 → R son invariantes de Riemann para el sistema
(1.3.1) si satisfacen
{
∇z(u)DF (u) = λ1(u)∇z(u) si u ∈ R2
∇w(u)DF (u) = λ2(u)∇w(u) si u ∈ R2.
Dicho de otra forma, los invariantes de Riemann son un par de funciones w(u), z(u) tal
que sus gradientes son vectores propios a izquierda de DF (u) para todo u ∈ R2, visto de
forma escalar se tiene el sistema
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
λ2wx − wxF 1x − wtF 2x = 0
λ2wt − wxF 1t − wtF 2t = 0
λ1zx − zxF 1x − ztF 2x = 0
λ1zt − zxF 1t − ztF 2t = 0.
(1.3.2)
La relación entre los invariantes de Riemann y los valores propios del sistema quedan
evidenciados en el siguiente teorema.
Teorema 1.1. Los invariantes de Riemann para el sistema (1.3.1) satisfacen el problema
{
w(u1, u2)t + λ2(u1, u2)w(u1, u2)x = 0 si (x, t) ∈ R× (0,∞)
z(u1, u2)t + λ1(u1, u2)z(u1, u2)x = 0 si (x, t) ∈ R× (0,∞).
(1.3.3)
Demostración. Por la regla de la cadena
w(u1, u2)t + λ2(u1, u2)w(u1, u2)x = wx(u1, u2)u1t + wt(u1, u2)u2t
+ λ2
(
wx(u1, u2)u1x + wt(u1, u2)u2x
)
.
Como (u1, u2) es solución de (1.3.1), haciendo A = w(u1, u2)t + λ2(u1, u2)w(u1, u2)x :
A = wx(u1, u2)
(








wx(u1, u2)u1x + wt(u1, u2)u2x
)
.
Reordenando se tiene que
A = u1x
(








w(u1, u2)t + λ2(u1, u2)w(u1, u2)x = u1x(0) + u2x(0) = 0.
Por argumento análogo se tiene la otra ecuación del sistema (1.3.3).
En el siguiente ejemplo se calculan explícitamente los invariantes de Riemann.
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Ejemplo 5. (Dinámica de un gas compresible barotrópico).















= 0 si (x, t) ∈ R× (0,∞),
(1.3.4)
las cuales son la conservación de masa y momentum respectivamente, se supondrá que la
función p satisface p′(ρ) > 0.
Haciendo la transformaciónm = ρv se tiene el sistema equivalente de leyes de conservaciónρt +mx = 0 si (x, t) ∈ R× (0,∞)mt + (m2ρ + p(ρ))x = 0 si (x, t) ∈ R× (0,∞).




+ p(z1)), cuyo jacobiano es





















− p′(z1) = 0.












Reescribiendo el sistema (1.3.4)
{
ρt + ρxv + ρvx = 0 si (x, t) ∈ R× (0,∞)
ρtv + ρvt + ρxv2 + 2ρvvx + px = 0 si (x, t) ∈ R× (0,∞).
Multiplicando la primera ecuación por p′(ρ) obtenemos
{
pt + vpx + p′(ρ)ρvx = 0 si (x, t) ∈ R× (0,∞)
ρtv + ρvt + ρxv2 + 2ρvvx + px = 0 si (x, t) ∈ R× (0,∞).
Multiplicando la primera ecuación por v y restándosela a la segunda
{
pt + vpx + p′(ρ)ρvx = 0 si (x, t) ∈ R× (0,∞)
pvt + pvvx + px = 0 si (x, t) ∈ R× (0,∞).
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Multiplicando la segunda ecuación por
√




































= 0 si (x, t) ∈ R× (0,∞).
aquí aparecen explícitamente los valores propios λ1(ρ,m), λ2(ρ,m), reemplazando se ob-
tiene







= 0 si (x, t) ∈ R× (0,∞)






= 0 si (x, t) ∈ R× (0,∞).
(1.3.5)
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Por el teorema 1.1 se tiene que 0 = ddt
[
w(ρ(x1(t), t), v(x1(t), t))
]
donde w es el primer






















y ∂w∂v = 1.






y ∂z∂v = −1.


















1.4. Sistemas de leyes de balance.
Definición 4. Al agregar una función vectorial h : R2 → R2 como término fuente a un
sistema de leyes de conservación hiperbólico se obtiene un sistema de leyes de balance.
Un problema de Cauchy asociado a un sistema de leyes de balance es de la forma

u1t + F 1(u1, u2)x = h1 si (x, t) ∈ R× (0,∞)
u2t + F 2(u1, u2)x = h2 si (x, t) ∈ R× (0,∞)
u1(x, 0) = g1(x) , u2(x, 0) = g2(x).
(1.4.1)





〈u, vt〉+ 〈F (u), vx〉dxdt+
∫ ∞
−∞






Igualmente un par de funciones w, z serán invariantes de Riemann del sistema (1.4.1) si
satisfacen
{
∇z(u)DF (u) = λ1(u)∇z(u) si u ∈ R2
∇w(u)DF (u) = λ2(u)∇w(u) si u ∈ R2.
Y extendiendo el teorema 1.1 se tienen las ecuaciones
{
w(u1, u2)t + λ2(u1, u2)w(u1, u2)x = h1 si (x, t) ∈ R× (0,∞)
z(u1, u2)t + λ1(u1, u2)z(u1, u2)x = h2 si (x, t) ∈ R× (0,∞).
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1.5. Regiones invariantes.
Se considera el problema
{
∂v
∂t = εDvxx +Mvx + f(x, t) si (x, t) ∈ Ω× R
+
v(x, 0) = v0(x),
(1.5.1)
donde ε > 0, la función vectorial v : R2 → Rn, Ω ⊆ R un intervalo abierto, las funciones
D = D(v, x),M = M(v, x) son funciones de valor matricial definidas sobre un subconjunto
abierto U × V ⊆ Rn ×Ω, f es una función suave con valores en Rn y en el caso que Ω no
sea todo R se agregan condiciones de frontera.
Se asume que dada v0 ∈ X para un conjunto de funciones suaves de Ω → Rn, entonces
existe δ > 0 tal que el problema (1.5.1) tiene una solución v(•, t) ∈ X para t ∈ [0, δ).
Definición 5. Un subconjunto cerrado Σ ⊆ Rn es una región invariante para la solución
local de (1.5.1) si para toda solución v(x, t) con todas sus condiciones iniciales y de frontera
en Σ satisface v(x, t) ∈ Σ para todo x ∈ Ω y t ∈ [0, δ).
Observación 4. Para los propósitos de este trabajo son de interés los sistemas difusivos
asociados a sistemas de leyes de balance del tipo (1.4.1), por lo tanto, consideramos a D
como la identidad, a −M como el jacobiano del flujo, a Ω = R y n = 2.
La siguiente caracterización de regiones invariantes es un caso particular de la teoría más
general desarrollada en el capítulo 14 de [9].




{v ∈ U : Gi(v) ≤ 0}. (1.5.2)
El siguiente teorema da condiciones suficientes para que Σ sea una región invariante, es
un caso particular del teorema 14.7 de [9].
Teorema 1.2. Sea Σ definido por (1.5.2) y si se satisface
1. ∇Gi(v) es autovector a izquierda de M(v).
2. Si ∇Gi(v)(η) = 0 entonces d2Gi(v)(η, η) ≥ 0.
3. ∇Gi(v) ◦ f < 0, para todo t > 0.
Para todo v en la frontera ∂Σ (es decir Gi(v) = 0, para algún i) y para todo t ∈ (0,∞)
entonces Σ es una región invariante para todo ε > 0.
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1.6. Pares de entropía y flujo.
Definición 6. Un par de funciones diferenciables η, q : R2 → R forman un par de entropía-
flujo para el sistema (1.1.1) si se cumple
1. η es convexa.
2. Para todo z ∈ R2 se tiene la igualdad
∇η(z)DF (z) = ∇q(z). (1.6.1)
1.7. Elementos de compacidad compensada.
Los siguientes resultados de la teoría de compacidad compensada serán fundamentales para
lograr el objetivo de este trabajo, el primer teorema será el más importante, su prueba se
puede consultar en [22].
Teorema 1.3. Sean Ω un dominio acotado en R × (0,∞) y uεi sucesiones de funciones













son compactas en H−1loc (Ω), entonces existe una subsucesión tal que
Det
∣∣∣∣uε1 uε2uε3 uε4
∣∣∣∣⇀ Det ∣∣∣∣u1 u2u3 u4
∣∣∣∣
en el sentido de las distribuciones, donde ui es el límite débil de uεi .
El siguiente resultado será de enorme utilidad para comprobar que se cumplen las hipótesis
del teorema 1.3, su demostración se puede consultar en [6].
Teorema 1.4. (Murat) Sean Ω un dominio acotado en Rn y {fk} = {gk}+ {hk} donde
1. {fk} es acotada en W−1,rloc (Ω) , con 2 < r ≤ ∞.
2. {gk} es precompacta en W−1,2loc (Ω) .
3. {hk} es acotada en M (Ω).
Entonces {fk} es precompacta en W−1,2loc (Ω).
CAPÍTULO 2
Acerca del problema de Cauchy.
En esta sección se demuestra la existencia de solución débil para el problema de Cauchy
(.0.1-.0.3). Con este objetivo se divide este capítulo así:
• (Sección 2.1) Se transforma el sistema (.0.1) en un sistema de leyes de balance.
Se calculan explícitamente los valores propios y los invariantes de Riemann para el
sistema homogéneo asociado.
• (Sección 2.2) En el problema difusivo asociado se utiliza el principio del máxi-
mo para dar estimaciones a priori para los invariantes de Riemann calculados en la
sección anterior. Se determina una región invariante y acotada para obtener estima-
ciones a priori de las soluciones viscosas y probar la existencia de una solución global
para el problema difusivo.
• (Sección 2.3) Se obtienen resultados sobre compacidad para las sucesiones cons-
truidas a partir de las soluciones del problema difusivo estudiado en la sección 2.2.
• (Sección 2.4) Con los resultados de la sección anterior se aplica el teorema 1.3 para
probar la existencia de solución débil.
2.1. Valores propios e invariantes de Riemann.
Se transforma el problema (.0.1-.0.3) en forma de sistema de leyes de balance, haciendo
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Lema 1. El sistema (2.1.1-2.1.2) es estrictamente hiperbólico para ρ 6= 0 y tiene valores
propios λ1(ρ,m) = u(p) +
m
p













DF (z1, z2) =
[





































































Entonces los valores propios de DF (z1, z2) son
λ1(z1, z2) = u(z1) +
z2
z1




Los valores propios son distintos salvo que ρu′(ρ) = 0, por hipótesis u′ < 0, así que el
sistema será estrictamente hiperbólico mientras ρ 6= 0.
Se encuentran explícitamente los invariantes de Riemann.
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wρ = −wmmρ .
(2.1.4)
La función w(ρ,m) = m
ρ






















































































′(ρ)− zmmρ − zρ = 0.
(2.1.5)
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− zρ = 0, luego la función
z(ρ,m) = m
ρ




























Por lo tanto, los invariantes de Riemann para el problema (2.1.1) son
{
w(ρ,m) = mρ
z(ρ,m) = mρ + u(ρ).
2.2. Sistema difusivo.

























para ρ0,m0 dados por (2.1.2).
El objetivo de esta sección es demostrar la existencia de solución clásica global para el
problema (2.2.1-2.2.2), para ello se busca lograr las estimaciones necesarias para aplicar
el siguiente teorema, probado en [15].
Teorema 2.1. Dado el problema de Cauchy

u1t + F 1(u1, u2)x + h1 = εu1xx si (x, t) ∈ R× (0,∞)
u2t + F 2(u1, u2)x + h2 = εu2xx si (x, t) ∈ R× (0,∞)
u1(x, 0) = g1(x) , u2(x, 0) = g2(x),
con ‖g1(x)‖L∞(R) ≤M , ‖g2(x)‖L∞(R) ≤M .
Si F 1, F 2 ∈ C1(R2), h1, h2 funciones localmente Lipschitz continuas y existe una estima-
tiva a priori
CAPÍTULO 2. ACERCA DEL PROBLEMA DE CAUCHY. 17
‖u1‖L∞(R×(0,τ ]) ≤ N(τ), ‖u2‖L∞(R×(0,τ ]) ≤ N(τ),
para una constante positiva N que depende de τ entonces existe una única solución (u1, u2) ∈
C∞(R× (0, τ ]).
Observación 5. Tomando F 1(ρ,m) = m + ρu(ρ), F 2(ρ,m) = m2ρ + mu(ρ), h
1 ≡ 0,
h2 = mT se tiene el sistema (2.2.1).
Las derivadas parciales de estas funciones son












Todas estas funciones son continuas para ρ > 0 por lo tanto para aplicar el teorema
anterior basta con obtener las estimativas a priori necesarias y mostrar que ρ > 0.
Primero se muestra que ρε es estríctamente positivo.
Lema 3. Para cualquier ε > 0, el problema (2.2.1-2.2.2) satisface la estimativa a priori
ρε(x, t) ≥ δ(ε, t) > 0,
para alguna función δ.
Demostración. Se sigue la demostración usada en [3], por simplicidad se elimina el super-
índice ε.
Sea ψ(x, t) = −ln(ρ(x, t)), se calcula
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Esta ecuación tiene el núcleo del calor asociado Kε(x, t) = 1√4πεte
− x
2
4εt , utilizando este
núcleo








∗x Kε(x, s)ds, (2.2.3)
donde ∗ denota la convolución.
Por definición ψ0(x) = −ln(ρε0(x)), como el dato inicial es p0(x) + ε se tiene que ψ0(x) ≤
−ln(ε), por lo tanto
ψ0(x) ∗Kε(x, t) ≤
∫ ∞
−∞
−ln(ε)Kε(y, t)dy = −ln(ε)
∫ ∞
−∞
Kε(y, t)dy = −ln(ε).
Por el mismo argumento se tiene que
v2
ε




Permitiendo reescribir (2.2.3) como



















v(x− y, s) ∂
∂y
Kε(y, s)dy
































Haciendo C = 2√
π
y reescribiendo (2.2.4)
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Ahora se encuentran estimativas a priori para los invariantes de Riemann calculados en el
lema 1.
Lema 4. Para cualquier ε > 0 y cualquier τ > 0 existen constantes C1(τ), C2(τ) inde-
pendientes de ε tal que
w(ρε,mε) ≤ C1(τ), z(ρε,mε) ≤ C2(τ), (x, t) ∈ R× (0, τ) (2.2.5)
donde w, z son los invariantes de Riemann obtenidos en el lema 2 y λ1, λ2 son los valores
propios obtenidos en el lema 1.
Demostración. Derivando se obtiene
{
wρ = −mρ2 , wm =
1
ρ , wρm = −
1
ρ2 = wmρ




zρ = −mρ2 + u
′(ρ), zm = 1ρ , zρm = −
1
ρ2 = zmρ
zρρ = 2mρ3 + u
′′(ρ), zmm = 0.
(2.2.7)
Multiplicando (2.2.1) por wρ y wm respectivamente se obtiene
wρρt + wρmx + wρρxu(ρ) + wρρu
′(ρ)ρx = εwρρxx





+ wmmxu(ρ) + wmρxmu′(ρ) + wmmT = εwmmxx.
Por (2.2.6) se tiene que wρ = −
m
ρ
wm y wm = −
ρ
m
wρ, esto permite reescribir la expresión
anterior así
{
wρρt − wmmxmρ + wρρxu(ρ) + wρρu
′(ρ)ρx = εwρρxx
wmmt + wmmx 2mρ + wρρx
m
ρ + wmmxu(ρ)− wρρxρu
′(ρ) + wmmT = εwmmxx.




















+ wmmT = εwmmxx,
sumando las dos ecuaciones se obtiene













= ε(wρρxx + wmmxx).
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Como wt = wρρt + wmmt, wx = wρρx + wmmx y λ2 =
m
ρ
+ u(ρ), reemplazando en la
expresión anterior tenemos que
wt + λ2wx + wm
m
T
= ε(wρρxx + wmmxx).
Como wxx = wρρ(ρx)2 + wmm(mx)2 + 2wρmρxmx + wρρxx + wmmxx ,
wt + λ2wx + wm
m
T
= εwxx − ε
(


































Por las condiciones (.0.2) se tiene que −v − u(ρ)
T
≤ 0, por lo tanto,




Se busca una desigualdad similar para el segundo invariante de Riemann, multiplicando

















+ zmmT = εzmmxx.





, esto permite reescribir la expresión anterior



















+ zmmT = εzmmxx.
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Como zt = zρρt + zmmt , zx = zρρx + zmmx y λ1 =
m
ρ
+ u(ρ) + ρu′(ρ), reemplazando en
la última expresión se tiene
zt + λ1zx + zm
m
T
= ε(zρρxx + zmmxx),
como zxx = zρρ(ρx)2 + zmm(mx)2 + 2zρmρxmx + zρρxx + zmmxx,
zt + λ1zx + zm
m
T
= εzxx − ε
(

























, la última expresión se reescribe así





















− v − u(ρ)
T
.






− v − u(ρ)
T
≤ 0, por lo
tanto




Aplicando el principio del máximo a las desigualdades (2.2.9) y (2.2.10) se obtienen las
estimativas
w(ρε,mε) ≤ C1(τ), z(ρε,mε) ≤ C2(τ), (x, t) ∈ R× [0, τ ].
Para algunas constantes C1(τ), C2(τ) independientes de ε.
Con la ayuda de los resultados anteriores se procede a encontrar las estimativas a priori
buscadas , primero se encuentra una región invariante acotada, para ello se prueba la
siguiente proposición.
Proposición 1. Para todo ε > 0 y todo τ > 0 el conjunto
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Σ = {(ρ,m) : w(ρε,mε) ≤ C1(τ), z(ρε,mε) ≤ C2(τ), ρε > 0,mε > 0}, (2.2.11)
es una región invariante acotada para el problema difusivo (2.2.1-2.2.2).
Demostración. Se mostrará que las funciones G1(ρ,m) = w(ρ,m) − C1(τ) y G2(ρ,m) =
z(ρ,m)− C2(τ) satisfacen las hipótesis del teorema 1.2.
1. Consecuencia inmediata de la definición de invariante de Riemann y que ∇G1 = ∇w
, ∇G2 = ∇z.










































































2 η1 − η2
)
. (2.2.13)














reemplazando en (2.2.12) y evaluando en ρ = v1 , m = v2 se tiene



























, reemplazando en (2.2.13) se obtiene
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Por la condición (.0.2) se tiene que u′′(v1) + 2v1u′(v1) > 0 por lo tanto
d2G2(v1, v2)(η, η) ≥ 0. (2.2.15)
Las desigualdades (2.2.14-2.2.15) demuestran la segunda condición.
3. Como f(ρ,m) = (0,−mT ) entonces







Ya que zm = wm = 1ρ











Siendo ρ,m y T son positivos se obtiene
∇Gi(v1, v2) ◦ f < 0.
Por el teorema 1.2 la región Σ es invariante, además las curvas w(ρε,mε) = C1(τ) y
z(ρε,mε) = C2(τ) se expresan como
mε = C1(τ)ρε, mε = ρεC2(τ)− ρεu(ρε).
La primera es una recta, teniendo en cuenta las condiciones (.0.2) y derivando la segunda
ecuación dos veces se obtiene (por simplicidad, se eliminó el superíndice ε )
d2
dρ2





Por lo tanto la región (2.2.11) es invariante y acotada.
Lema 5. Para cualquier ε > 0 y cualquier τ > 0, las siguientes estimativas a priori se
tienen para las soluciones del problema de Cauchy (2.2.1-2.2.2)
|ρε(x, t)| ≤ N(τ), |mε(x, t)| ≤ N(τ), (x, t) ∈ R× [0, τ ]
para alguna constante positiva N(τ) independiente de ε.
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Figura 2.1: Región invariante Σ.
Demostración. La proposición 1 muestra que la región (2.2.11) es invariante y acotada,
obtenemos la estimativa
|ρε(x, t)| ≤ N(τ), |mε(x, t)| ≤ N(τ),
para una constante apropiada N(τ) independiente de ε.
Por los lemas 3 y 5 y la observación 5 es posible aplicar el teorema 2.1, obteniendo para
todo ε > 0 y todo τ > 0 una solución (ρε,mε) ∈ C∞(R × (0, τ ]) para el problema (2.2.1-
2.2.2).
2.3. Resultados de compacidad.
En esta sección se consiguen las estimaciones necesarias para aplicar el teorema 1.3, el
objetivo de esta sección es probar la siguiente proposición:
Proposición 2. Sean
{uε1} = g(ρε),
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para un subconjunto Ω abierto y acotado en R×(0,∞), w el primer invariante de Riemann,
f(s) = −su(s), g una función suave arbitraria y k constante, entonces {uε1}, {uε2}, {uε3}, {uε4}

























son compactas en H−1loc (Ω).
Observación 6. Por el lema 5 se tiene que {ρε}, {wε} son uniformemente acotadas en
L∞(R × (0,∞)). Por lo tanto, también lo son las sucesiones de la proposición anterior
debido a la continuidad de las funciones g , u y la desigualdad triangular.
Por el teorema de Banach-Alaoglu (ver [21]) existen subsucesiones (aún indexadas por ε)
que son débilmente convergentes.
En lo que resta de esta sección se prueba la compacidad en H−1loc (R× (0,∞)), primero se
encuentra una cota en L1(R) para la derivada parcial del invariante de Riemann wx(•, t).
Lema 6. Para el primer invariante de Riemann obtenido en el lema 2 se tiene que
∫ ∞
−∞
|wx| (x, t)dx ≤M,
para alguna constante positiva M .
Demostración. Derivando con respecto a x la ecuación (2.2.8) y teniendo en cuenta que






























































































































































válido en el sentido de las distribuciones, integrando sobre una franja R× (0, t)∫∫
R×(0,t)




















|θ(x, t)| − |θ(x, 0)|
)
dx ≤ 0.
Como la variación total de w(x, 0) es acotada se tiene que
∫
R
|θ(x, 0)| dx ≤M para alguna
constante positiva M , por lo tanto∫
R
|wx(x, t)| dx ≤
∫
R
|wx(x, 0)| dx ≤M.
Con la ayuda del lema anterior se procede a probar la compacidad de las sucesiones.
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es compacta en H−1Loc(R×(0,∞)), donde f(ρ) = ρu(ρ) y g es una función suave arbitraria.
























ρw + ρ u(ρ)
)
x












































































Se aplicará el Lema de Murat 1.4 en (2.3.1), con este objetivo se prueban las siguientes
proposiciones.




es acotada en M (R× [0,∞)).
Demostración. Sea Ω un subconjunto compacto de R× [0,∞) , teniendo en cuenta que g
es continuamente diferenciable y que pε es acotada independientemente de ε:
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∫∫
Ω
∣∣g(ρε)− g′(ρε)ρε∣∣ |wx| dx dt ≤ C1 ∫∫
Ω
|wx| dx dt.
Por la estimación obtenida en el lema 6, se tiene∫∫
Ω
∣∣g(ρε)− g′(ρε)ρε∣∣ |wx| dx dt ≤ C1M ∫
Ωt
dt = C1Mµ(Ωt)
donde µ(Ωt) denota la medida de la segunda proyección de Ω.
Por lo tanto la sucesión es uniformemente acotada en L1loc(R× [0,∞)) lo cual implica que
es acotada en M (R× [0,∞)).
Proposición 4. La sucesión εg′′(ρε)
(
ρεx
)2 es acotada en M (R× [0,∞)).










































































































φx dt dx ≤ N,




acotada en L1loc(R× [0,∞)) lo cual implica que es acotada en M (R× [0,∞)).





es compacta en H−1loc (R× [0,∞)).
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es compacta en H−1loc (R× [0,∞)).













es uniformemente acotada en L∞loc(R ×
[0,∞)), por las proposiciones 3, 4 y 5 se cumplen las hipótesis del teorma 1.4, luego la
sucesión es compacta en H−1Loc(R× (0,∞)).











forman un par de entropía-flujo para el sistema (2.2.1), donde G es una función suave
convexa.
Demostración. 1. Se mostrará que η(ρ,m) es convexa.




































































, ya que G es convexa y ρ > 0 por el
lema 3 ambas raíces son no negativas, por lo tanto η es convexa.
2. Tomando la matriz DF calculada en el lema 1, se tiene que ∇η DF (ρ,m) = ∇q(ρ,m).












es compacta en H−1Loc(R× (0,∞)).
Demostración. Multiplicando el sistema (2.2.1) por (ηρ(ρ,m), ηm(ρ,m)), donde η es la






































































mx permitiendo reescribir la
ecuación anterior como
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ε
(
































































ηt + qρρx + qmmx = ε
(






Por regla de la cadena








Reemplazando los valores de ηρx, ηmx, ηρ y reordenando se obtiene


















Reemplazando w = mρ y factorizando













Esta última expresión es equivalente a




Teniendo en cuenta que m,T son positivos, escogiendo una función creciente G, se tiene
la desigualdad
εG′′(w)ρw2x ≤ εηxx − ηt − qx.




e integrando por partes
∫∫
R×(0,∞)









εqφx dt dx ≤M,









)2 es acotada en L1loc(R× [0,∞)).
CAPÍTULO 2. ACERCA DEL PROBLEMA DE CAUCHY. 32
Por la segunda ecuación en (2.2.1) basta con mostrar la compacidad de ε(wρ)xx, se puede














































































)2 son acotadas en L1loc(R × [0,∞)), usando una función g es-


























Los lemas 7 y 9 junto a la observación 6 prueban la proposición 2.
2.4. Convergencia a solución débil.
Primero se muestra la convergencia puntual para una subsucesión de {ρε} y {mε}.
Usando la proposición 2 y tomando g(ρ) = −ρu(ρ) = f(ρ) y g(ρ) = ρ respectivamente se
tiene que las sucesiones
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{uε1} = f(ρε),





{uε4} = ρεwε − f(ρε),
satisfacen las hipótesis del teorema 1.3, por lo tanto
uε1u
ε
4 − uε2uε3 = uε1 uε4 − uε2 uε3, (2.4.1)































































(f ′)2(s)ds− ρε f(ρε)wε.














































= f(ρε) ρεwε − ρε f(ρε)wε.
(2.4.2)
Nuevamente usando la proposición 2 y tomando g(s) = s, por el teorema 1.3 se tiene












































































































































































































dxdt = 0, (2.4.6)
















































f ′(θ)− f ′(s)
)2
ds.
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donde Ω−α = {(x, t) ∈ Ω : ρε − ρ < −α}.








Luego ρε converge a ρ en medida, y por lo tanto existe una subsucesión (aún denotada)
ρε que converge a ρ en casi todas partes y de (2.4.5) se tiene la convergencia de wε.
Por lo tanto existe una subsucesión (ρε,mε) que converge a (ρ,m) en casi todas partes.
Finalmente se muestra que (ρ,m) es solución débil para el sistema (2.1.1-2.1.2).
Sea φ ∈ C∞0 (R× [0,∞)), multiplicando por φ la primera ecuación sistema difusivo (2.2.1)

























ερε φxx dx dt+
∫ ∞
−∞
ρε(x, 0)φ(x, 0)dx = 0.
(2.4.7)
Análogamente para la segunda ecuación del sistema difusivo (2.2.1)






















mε(x, 0)φ(x, 0)dx = 0.






























m(x, 0)φ(x, 0)dx = 0.
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