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Abstract 
 
We show a direct approach to an integral involving the cotangent function (which was 
originally discovered by Kinkelin in 1856 and published by him four years later in Crelle’s 
Journal [14]). New derivations of Lerch’s identity and the Gosper/Vardi functional equation 
are also presented. 
 
1. Introduction 
 
We have the Weierstrass canonical form of the gamma function [19, p.1] 
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where   is Euler’s constant defined by lim[ log ]n
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Taking logarithms results in 
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and letting 0x =  in (1.2) we immediately see that log (1) 0 = , and hence (1) 1 = . 
 
The Barnes double gamma function ( )G x  may be defined by [19, p.25] 
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and letting 0x =  we immediately see that log (1) 0G = , and hence we have (1) 1G = . 
 
The above definitions of ( )x  and ( )G x will be employed throughout this paper and we shall 
only assume knowledge of those properties of the functions which may be deduced from the 
respective definitions. 
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As shown below, using these representations, it is relatively straightforward to derive 
Kinkelin’s integral [14] which is valid for 1 1u−            
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2. Some basic properties of the gamma function ( )x  
 
We first look at some of the basic properties of the gamma function. 
 
We see from (1.2) that 
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Euler’s constant   may be defined as the limit of the sequence 
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and it is easily seen that this telescopes to 
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We can therefore write Euler’s constant   as the infinite series 
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and we immediately see from (2.1) that log (2) 0 =  and hence we deduce that (2) 1 = . 
                                                                                                                                            □ 
The combination of (1.2) with (2.2) results in 
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and differentiation gives us (an infrequently used formula)  
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which is equivalent to the well-known representation [19, p.14] 
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We see from (1.2) that 
 
(2.3)                 
1
log (1 ) log (1 ) log 1 log 1
n
x x
x x
n n

=
    
 + +  − = − + + −    
    
  
 
                                                                
2
2
1
log 1
n
x
n

=
 
= − − 
 
  
 
and assuming the well-known identity originally postulated by Euler 
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we then obtain Euler’s reflection formula for the gamma function [19, p.3] 
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Logarithmic differentiation of (2.5) results in 
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where ( )x  is the digamma function defined by ( ) : log ( )
d
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Using the expansion for the digamma function (obtained by differentiating (1.2)) 
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we have upon letting 1 x x+ →  
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and we therefore obtain the functional equation 
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Integrating this over the interval [1, ]u  results in 
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and, since (2) (1) 1 =  = , we deduce the familiar functional equation  
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3. Raabe’s integral 
 
We consider the integral 
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where we have used (2.10). Hence, upon integration we get  
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where a  is the constant of integration and we see that  
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We have the well-known integral which was first evaluated by Euler  
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which also applies in the limit as 0x→  to give 
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These identities were first shown by Joseph Ludwig Raabe (1801-1859) in Crelle’s Journal in 
1840 (see [18] and [22, p.261]). The formula (3.2) can be used to derive Stirling’s asymptotic 
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formula for ( )x and the factorial !n : for example, using the first mean-value theorem for 
integrals we have 
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In fact, the even more truncated approximation log ( ) logx x x   is good enough to be 
successfully employed in various applications of theoretical physics [17, p.167 & 219]. 
 
4. Some basic properties of the double gamma function ( )G x  
 
Differentiating (1.3) gives us 
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which may be written as 
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We now integrate this over the interval [0, ]u  to obtain (noting that log (1) 0G = ) 
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Using (4.4), (1 ) ( ) ( )G u G u u+ =  , we may immediately deduce Euler’s integral 
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The Weierstrass M test shows that we may integrate the series term by term to obtain 
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6. An elementary derivation of Lerch’s identity 
 
Lerch [16] established the following relationship between the gamma function and the 
Hurwitz zeta function in 1894  
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where ( , )s x  is the Hurwitz zeta function defined initially for Re 1s   and x    by 
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is a globally convergent series for ( , )s x  and, except for 1=s , provides an analytic 
continuation of ( , )s x  to the entire complex plane. 
 
It may be noted that ( ,1) ( )s s = . 
 
Proof: 
 
Since the Hurwitz zeta function ( , )s x  is analytic in the whole complex plane except for 
1s = , its partial derivatives commute in the region where the function is analytic: we 
therefore have 
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Reference to (2.8) and (6.2) shows us that (2, ) ( )x x  =  and hence we have 
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Integration results in 
 
                        (0, ) log ( )x x ax b  −  = +  
 
where a  and b  are integration constants to be obtained. With 1x =  we have  (0) a b  = +  
and 2x =  gives us (0,2) 2a b  = + .                    
 
From the series definition (6.2) of the Hurwitz zeta function it is easily seen that 
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A little more effort is required to determine the integration constant b . We use the known 
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Then using the well-known result [19, p.3]
1
2

 
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, which may be obtained by letting 
1
2
x = in (2.5), we determine by letting
1
2
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b = − . Therefore, we 
have Lerch’s identity 
 
                    
1
(0, ) log ( ) log(2 )
2
x x  =  −   
 
Other fairly elementary derivations of Lerch’s identity are given in [6] and [8]; more 
convoluted ones are given in [19, p.91] and [22, p.271]. 
 
With 1x =  we see that 
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and, following in the footsteps of F. Lee Cook [15], we showed in [10] that the Bernoulli 
polynomials could be represented by 
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B x k x
kn

= =
 
= − + 
+  
   
 
Hence we obtain another derivation of the well-known result [5, p.264] 
 
(6.10)                      
( )
(1 , ) m
B x
m x
m
 − = −  
 
Since 
0
( 1) ( ) 0
n
k m
k
n
k x
k=
 
− + = 
 
  for m > 0,1,2,...n =  we therefore have the finite polynomial 
expression 
 
(6.11)                      
0 0
1
( ) ( 1) ( )
1
m n
k m
m
n k
n
B x k x
kn= =
 
= − + 
+  
   
                                                                                                                                       □ 
 
Differentiating (6.3) gives us 
 
(6.12)                  
1
0 0
1 log( )
( 1) ( , ) ( , ) ( 1)
1 ( )
n
k
s
n k
n k x
s s x s x
kn k x
 

−
= =
  +
− + = − − 
+ + 
   
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and with 0s =  we have 
 
                  
0 0
1
(0, ) (0, ) ( 1) ( ) log( )
1
n
k
n k
n
x x k x k x
kn
 

= =
 
− + = − − + + 
+  
   
 
Employing Lerch’s identity (6.1) results in 
 
(6.13)          
0 0
1 1 1
log ( ) ( 1) ( ) log( ) log(2 )
1 2 2
n
k
n k
n
x k x k x x
kn


= =
 
 = − + + + − + 
+  
   
 
where we have used 1(0, ) ( )x B x = − .  
                                                                                                                                       □ 
 
Letting 1s = −  in (6.4) gives us 
 
                            ( 1, ) (0, ) (0, )x x x
x
  

 − = − +

   
                                                1
1
( ) log ( ) log(2 )
2
B x x = +  −    
 
Integration over the interval [1, ]u  gives us 
 
                         ( 1, ) ( 1,1) log ( ) log (1 )u u u G u  − − − − =  +  
 
where we have used (3.3) and (4.3). This is equivalent to 
 
(6.14)                     (1 ) log ( ) ( 1) ( 1, )G u u u u  + −  = − − −  
 
We shall see a slightly different derivation in (7.1) below. 
                                                                                                                                       □ 
 
Letting 1s = −  in (6.12) gives us 
 
             
2
0 0
1
2 ( 1, ) ( 1, ) ( 1) ( ) log( )
1
n
k
n k
n
x x k x k x
kn
 

= =
 
− − + − = − − + + 
+  
   
 
Using (6.14) and 2
( )
( 1, )
2
B x
x − = −  we obtain 
(6.15) 
2
2
0 0
1 1 1
log (1 ) ( 1) ( ) log( ) log ( ) ( ) ( 1)
2 1 4
n
k
n k
n
G x k x k x x x B x
kn


= =
 
+ = − − + + +  + + − 
+  
   
 
The above expansions for log ( )x and log (1 )G x+  were previously obtained in [8] in a 
rather more circuitous manner. 
 
Equation (6.15) may be written as  
14 
 
 
2
2
0 0
1 1 1
log (1 ) log ( ) ( 1) ( ) log( ) ( ) ( 1)
2 1 4
n
k
n k
n
G x x x k x k x B x
kn


= =
 
+ −  = − − + + + + − 
+  
   
 
and we note that this corresponds with (7.1) below. 
 
 
7. The Gosper/Vardi functional equation 
 
Proposition 7.1 
 
(7.1)                            (1 ) log ( ) ( 1) ( 1, )G x x x x  + −  = − − −  
 
The functional equation (7.1) was derived by Vardi [20] in 1988 and also by Gosper [12] in 
1997.  
 
Proof: 
 
With 1s = −  in (6.4) we have 
 
                     ( 1, ) (0, ) (0, )
d
x x x
dx
   − = − +  
 
Then, using (6.10) we see that 
 
                     
1
(0, )
2
x x = −  
 
This identity may also be obtained directly from (6.3). We then have 
 
                     
1 1
( 1, ) log ( ) log 2
2 2
d
x x x
dx
  − = − +  −  
 
and integration over the interval [1, ]x  results in 
 
                     
1
1 1
( 1, ) ( 1) ( 1) log ( ) ( 1) log 2
2 2
x
x x x x dx x   − − − = − +  − −  
 
since ( 1,1) ( 1)  − = − . Hence, using Alexeiewsky’s theorem (4.3), we obtain 
 
            log (1 ) log ( ) ( 1) ( 1, )G x x x x  + −  = − − −       
 
We can use this result to determine the value of 
1
2
G
 
 
 
. Letting 1s = − in (6.8) gives us 
                   ( ) ( )
1 1 1
1, 1 log 2 1
2 2 2
  
 
 − = − − + − 
 
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and we have ( ) 2 2
(1) 1
1
2 2 12
B B
 − = − = − = − . 
 
We therefore find the known result 
 
(7.2)                           ( )
1 1 1 3
log log 2 log 1
2 24 4 2
G  
 
= − + − 
 
 
 
With 2s = −  in (6.5) we have 
 
                          
2
2
( 2, ) 3 (0, ) 2 (0, )x x x
x
  

 − = − +

      
 
and using (4.3) we may deduce the integral of log (1 )G x+  in terms of ( 2, )x  − .            
 
Proposition 7.2 
 
(7.3)            1 1
0
( )
(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
  + +
−
  − = + − − −
+
   
 
This integral for 1n   was obtained by Adamchik [2] in 1998.  
 
Proof:   
 
We recall (6.4)                              
 
                  ( , ) ( 1, ) ( 1, )s u s u s s u
u s s
  
  
= − + − +
  
  
 
and, upon integrating this over [1, ]x  we see that 
 
                      
1 1 1
( 1, ) ( , ) ( 1, )
x x x
s s u du s u du s u du
u s
  
 
− + = + +
   
 
 
We therefore get 
 
(7.4)              
1 1
( 1, ) ( , ) ( ,1) ( 1, )
x x
s s u du s x s s u du     − + = − + +       
 
It should be noted that we were reluctant to integrate over the interval [0, ]x  because we 
would then end up with ( ,0)n  −  which does not appear to be defined. 
 
With s n= −  we have   
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(7.5)                        
1 1
(1 , ) ( , ) ( ) (1 , )
x x
n n u du n x n n u du     − = − − − + −       
 
Then using  
( )
(1 , ) n
B u
n u
n
 − = −  for 1n   we obtain  
 
(7.6)                        1 1
1
( )
(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
  + +
−
  − = + − − −
+
 
 
and with 2x =  we have 
 
                               
2
1 1
1
(2)
(1 , ) ( ,2) ( )
( 1)
n nB Bn n u du n n
n n
  + +
−
  − = + − − −
+
 
 
It is well known [19] that 
 
                  1 1(1 ) ( ) ( 1)
n
n nB x B x n x+ ++ = + +  
 
and we therefore have 1 1(2) ( 1)n nB B n+ += + + . Thus we obtain 
 
(7.7)                       
2
1
1
(1 , ) ( ,2) ( )n n u du n n
n
    − = − + − − −  
 
Differentiating 
                             
1
( ,1 ) ( , )
s
s x s x
x
 + = −  
we obtain 
                             
log
( ,1 ) ( , )
s
x
s x s x
x
  + = +  
and, in particular, we have 
 
(7.8)                    
1(1 ,1 ) (1 , ) lognn x n x x x  − − + = − +  
 
With 1x =  we see that 
 
                          (1 ,2) (1 )n n  − = −  
 
We now integrate (7.8) over the interval [0,1]  
 
(7.9)                  
1 1
1
0 0
[ (1 ,1 ) (1 , )] lognn x n x dx x x dx  − − + − − =      
 
and, as shown below, parametric differentiation is of assistance. We see that 
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0 0
log
u u
p px x dx x dx
p

=
 
 
 
                                      
1
1
pu
p p
+
=
 +
  
 
                                      
1
2
[( 1) log 1
( 1)
pu p u
p
+ + −
=
+
  
 
Therefore, we obtain the known integral 
 
                         
1
1
2
0
1
lognx x dx
n
− = −             
 
Hence we have 
 
(7.10)               
1
2
0
1
[ (1 ,1 ) (1 , )]n x n x dx
n
  − + − − = −     
 
An obvious change of variables gives us 
 
                        
1 2
0 1
(1 ,1 ) (1 , )n x dx n t dt  − + = −    
 
                        
1
0
1 1
(1 ,1 ) ( , 2) ( )n x dx n n
n n
  
 
  − + = − + − − − 
 
        
 
and (7.10) and (7.7) gives us 
 
                        
1
2
0
1 1 1
( ,2) ( ) (1 , )n n n u du
n n n
  
 
  − + − − − − − = − 
 
  
 
Since ( , 2) ( )n n  − = −  we immediately see that 
 
(7.11)             
1
0
(1 , ) 0n u du  − =   
 
This enables us to write (7.6) as 
 
                   1 1
0
( )
(1 , ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n
n n
  + +
−
  − = + − − −
+
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This proves the proposition. Adamchik [2] stated that this integral is valid for 1n   but, as 
shown below, we see that it is valid for 0n = .  
 
With 0n =  we have  
 
(7.12)         2 2
0
1
(0, ) [ ( )] ( 1, ) ( 1)
2
x
u du B B x x    = − + − − −    
 
                                       2
1
( ) ( 1, ) ( 1)
2
x x x −  = + − − −    
 
                                       2
1
( ) log ( ) log (1 )
2
x x x x G x− −= +  +  
 
and this leads to another derivation of Alexeiewsky’s theorem (4.3). 
 
Proposition 7.3 
 
(7.13)          2
0
(0, ) ( 1, ) ( 1) 2[ log ( ) log (1 )]
x
u du x x x x x G x   − −  = − − − + +  +   
 
Proof 
 
We differentiate (6.4) to obtain                  
 
                  
2 2
2 2
( , ) 2 ( 1, ) ( 1, )s u s u s s u
u s s s
  
   
= − + − +
   
  
 
and, upon integrating this over [1, ]x  we see that 
 
              
2
2
1 1 1
( 1, ) ( , ) 2 ( 1, )
x x x
s s u du s u du s u du
u s s
  
  
− + = + +
    
 
 
We therefore get 
 
(7.14)    
1 1
( 1, ) ( , ) ( ) 2 ( 1, )
x x
s s u du s x s s u du
s
   

  − + = − + +
 
 
 
With 1s = −  we have   
 
                 
1 1
(0, ) ( 1, ) ( 1) 2 (0, )
x x
u du x u du      = − − − +    
 
Employing (7.12) we obtain 
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                   2
1
(0, ) ( 1, ) ( 1) 2[ log ( ) log (1 )]
x
u du x x x x x G x   − −  = − − − + +  +   
We note from differentiating 
 
                             
1
( ,1 ) ( , )
s
s x s x
x
 + = −  
that 
                    
( ) ( )
0
lim ( , ) ( 1) log ( )n n m n n
x
m x x x m 
→ +
 − − − = −   
  
Using mathematical induction together with L’Hôpital’s rule, it is easy to prove that 
( )
0
lim log 0.n
x
x x
→ +
=   
 
Hence, provided 1m   we have 
 
(7.15)          
( ) ( )
0
lim ( , ) ( )n n
x
m x m 
→ +
− = −    
 
This explains why 
0
lim (0, )
x
x
→
  does not exist whereas
0
lim ( 1, )
x
x
→
 −  does exist. 
Therefore, we have 
 
   2
0
(0, ) ( 1, ) ( 1) 2[ log ( ) log (1 )]
x
u du x x x x x G x   − −  = − − − + +  +   
 
and we see that 
 
   
1
0
(0, ) 0u du  =   
 
We showed in [24] that 
 
    2
0
(0, ) (0) [log 2log 2]
x
u du x x x x  − = − +          
 
   2 2 2 2 2 2
1
1
( ) log ( ) 2log( ) 2 log 2log 2 log [log ( 1) log ]
2n
n x n x n x n n n x n x n n

=
 
+ + + − + + − − + − − + − 
 
  
 
and we obtain 
 
2 2( 1, ) ( 1) 2[ log ( ) log (1 )] (0) [log 2log 2]x x x x x G x x x x x  − −  − − − + +  + = + − +  
 
   2 2 2 2 2 2
1
1
( ) log ( ) 2log( ) 2 log 2log 2 log [log ( 1) log ]
2n
n x n x n x n n n x n x n n

=
 
+ + + − + + − − + − − + − 
 
  
 
With 1x =  we obtain 
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2 2 2 2
1
1
(0) 2 ( 1) log ( 1) log 2[( 1) log( 1) log ] 2 [log ( 1) log ]
2n
n n n n n n n n n n

=
 
 = − − + + − − + + − + − + + 
 
  
 
WolframAlpha confirms that the above series is convergent. 
 
Using the finite telescoping sum 
 
             1 1 1
1
[ ]
N
k k N
k
a a a a+ +
=
− = −  
 
we have 
 
2 2 2 2
1
1
( 1) log ( 1) log 2[( 1) log( 1) log ] 2 [log ( 1) log ]
2
N
n
n n n n n n n n n n
=
 
+ + − − + + − + − + + 
 
  
 
2 21( 1) log ( 1) 2( 1) log( 1) 2 log ( 1)
2
N N N N N N= + + − + + + − +  
 
21 log ( 1) 2( 1) log( 1) 2
2
N N N N N
 
= + + − + + + 
 
 
 
We therefore obtain 
 
                  2
1
(0) 2 lim log ( 1) 2( 1) log( 1) 2
2N
N N N N N
→
  
 = − + − + + + + + −  
  
 
 
and comparing this with [24] 
 
                 
2 2
1
1
(0) lim log log 2 log 2
2
N
N
k
k N N N N N
→
=
  
 = − + + −  
  
      
we obtain   
               
               2 2 2
1
1
2 lim [log ( 1) log ] 2( 1) log( 1) 2 log log
2
N
N
k
N N N N N N N k
→
=
  
= − + + − + + + − −  
  
  
 
Proposition 7.3 
 
(7.13)      1 1
1
( )2
(1 , ) ( , ) ( ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n n x n
n n n
    + +
 −
    − = − − − + + − − − 
+ 
      
 
Proof 
 
With s n= −  in (7.14) we have    
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1 1
(1 , ) ( , ) ( ) 2 (1 , )
x x
n n u du n x n n u du      − = − − − + −   
 
and substituting (7.3) gives us              
 
              1 1
1
( )2
(1 , ) ( , ) ( ) ( , ) ( )
( 1)
x
n nB B xn n u du n x n n x n
n n n
    + +
 −
    − = − − − + + − − − 
+ 
  
 
We see that 
 
               
1
0
(1 , ) 0n u du  − =  
 
8. Some connections with the Clausen function 
2Cl ( )x  
 
In [9] we proved the basic identity 
 
(8.1)                 ( ) cot( / 2)
b
a
p x x dx  
1
2 ( )sin
b
n a
p x nx dx

=
=   
 
where we initially required that ( )p x  is a twice continuously differentiable function.  
Equation (8.1) is valid provided (i)  or, alternatively, (ii) if
sin( / 2) 0 = for some [ , ]a b  then ( ) 0p  = . 
 
As later shown in [11], (8.1) is actually valid for a wider class of suitably behaved functions 
(which are not necessarily twice continuously differentiable). 
 
With ( )p x x=  and 2 =  in (8.1) we have for 1 1u−            
 
                        
10 0
cot 2 sin 2
u u
n
x x dx x nx dx   

=
=    
and since 
                        
2
0
sin 2 cos 2
sin 2
(2 ) 2
u
nu u nu
x nx dx
n n
 

 
= −   
we obtain  
(8.2)                
2
1 10
cos 2 1 sin 2
cot
2
u
n n
n u n u
x x dx u
n n
 
 

 
= =
= − +   
 
Equating this with (5.2) we obtain 
 
(8.3)               
2
1 1
(1 ) cos 2 1 sin 2
log(2 ) log
(1 ) 2n n
G u n u n u
u u
G u n n
 


 
= =
+
−
= − +
+
   
 
Using the familiar trigonometric series shown in Carslaw’s book [7, p.241] 
sin( / 2) 0  [ , ]x x a b   
22 
 
                      ( )
1
cos 2
log 2sin
n
n u
u
n



=
  = −        (0 < u  < 1) 
we obtain 
 
                     ( ) 2
1
(1 ) 1 sin 2
log(2 ) log log 2sin
(1 ) 2 n
G u n u
u u u
G u n

 


=
+
−
 = + +
  
 
which, using (2.5), may be written as 
 
                    
2
1
(1 ) 1 sin 2
log[ ( ) (1 )] log
(1 ) 2 n
G u n u
u u u
G u n



=
+
−
  − =
+
  
 
We recall the Clausen function 2Cl ( )u  defined by 
 
                      2 2
1 0
sin
Cl ( ) log 2sin
2
u
n
nu
u d
n



=
 
= = −  
 
   
and we see that 
 
(8.4)             
2
1 (1 )
Cl (2 ) log[ ( ) (1 )] log
2 (1 )
G u
u u u u
G u


+
=   − −
−
 
 
as previously shown by Adamchik [3].  
 
From the series definition of the Clausen function 2Cl ( )u  we easily see that 
 
                     2 2 2
1
Cl (2 ) Cl ( ) Cl ( (1 ))
2
u u u  = − −  
 
and (8.4) gives us 
 
     2 2
1 (1 )
[Cl ( ) Cl ( (1 ))] log[ ( ) (1 )] log
(1 )
G u
u u u u u
G u
 

+
− − =   − −
−
 
 
                                                log[ ( ) (1 )] log (1 ) log ( ) log ( )u u u G u G u u=   − + − − −   
 
                                               log (1 ) (1 ) log ( ) log (1 ) log ( )u u u u G u G u=  − − −  + − −  
 
Hence we see that 
 
(8.5) 
2 2
1 1
Cl ( ) (1 ) log ( ) log ( ) Cl ( (1 )) log (1 ) log (1 )u u u G u u u u G u 
 
+ −  + = − +  − + −  
 
Defining ( )f u   as 
 
23 
 
                   
2
1
( ) Cl ( ) (1 ) log ( ) log ( )f u u u u G u

= + −  +  
 
we see that ( ) (1 )f u f u= − . 
 
Using (7.1) we see that 
 
                                  (1 ) log ( ) ( 1) ( 1, )G u u u u  + −  = − − −  
or equivalently 
                               ( ) (1 ) log ( ) ( 1) ( 1, )G u u u u  + −  = − − −  
 
Hence (8.5) gives us 
 
                        2 2
1 1
Cl ( ) ( 1, ) Cl ( (1 )) ( 1,1 )u u u u   
 
 − − = − − − −  
 
and employing 2 2 2
1
Cl (2 ) Cl ( ) Cl ( (1 ))
2
u u u  = − − we obtain the known result [1] 
 
                      2
1
Cl (2 ) ( 1, ) ( 1,1 )
2
u u u  

 = − − − −           
 
It was also shown in [9] that 
 
(8.6)                
0
( )
2 ( )sin (2 1)
sin
b b
na a
p x
dx p x n x dx
x



=
= +       
 
Equation (8.1) is valid provided (i) sin( ) 0  [ , ]x x a b     or, alternatively, (ii) if
sin( ) 0 = for some [ , ]a b  then ( ) 0p  = . 
 
Since 
 
               
2 2
0
cos(2 1) sin(2 1)
sin(2 1)
(2 1) (2 1)
u
u n u n u
x n x dx
n n

 
+ +
+ = − +
+ +
 
 
we obtain 
 
              
2 2
00
cos(2 1) sin(2 1)
2
sin (2 1) (2 1)
u
n
x u n u n u
dx
x n n


  

=
 + +
= − + 
+ + 
  
 
Wang [21] has shown that (see also [19, p.32]) 
 
(8.7)      
0
(1 ) (1 / 2)
log(2 ) log 4log
sin (1 ) (1 / 2)
u
u
x G u G u
dx
x G u G u



+ +
= + −
− −
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and we therefore have 
 
   
2 2
0
(1 ) (1 / 2) cos(2 1) sin(2 1)
log(2 ) log 4log 2
(1 ) (1 / 2) (2 1) (2 1)n
u
G u G u u n u n u
G u G u n n
 
 

=
 + + + +
+ − = − + 
− − + + 
  
 
 
9. Open access to our own work 
  
This paper contains references to various other papers and, rather surprisingly, most of them 
are currently freely available on the internet. Surely now is the time that all of our work 
should be freely accessible by all. The mathematics community should lead the way on this 
by publishing everything on arXiv, or in an equivalent open access repository. We think it, 
we write it, so why hide it? You know it makes sense. 
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