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ОБ ИНВАРИАНТНОСТИ ВРАЩЕНИЯ ВЕКТОРНЫХ ПОЛЕЙ 
ПРИ АППРОКСИМАЦИИ МНОГОЗНАЧНЫХ ОТОБРАЖЕНИЙ 
Г. Вайникко 
Указываются условия, в которых аппроксимирующие и ап­
проксимируемое многозначные отображения порождают векторные 4  
поля одинакового вращения. Основной результат (теорема 2) 
касается случая, когда одновременно с отображением аппрокси­
мируется и пространство, в котором оно действует. 
§ I. Элементарная теорема 
Пусть £" - банахово пространство, CL с,Е - непустое от­
крытое множество; границу и замыкание будем обозначать через 
ЭЯ и ein. Рассмотрим многозначное отображение T;cÜ£l —* 
~>2{(Е),гле !Х(Е) - множество всех непустых выпуклых ком­
пактных подмножеств пространства F..Допустим, что отображе­
ние Т замкнуто (замкнут его график) и компактно (т.е.Т(с&) 
относительно компактно в £"). Если Т на границе 5Л не имеет 
неподвижных точек, т.е. иё 7~и,для иед.fl, то определено 
вращение ^(Г-Г;ЭЯ) векторного поля и,-Tu. на границе 
"дД; за подробным определением и свойствами ссылаемся на 
[1,5]. Отметим здесь только, что вращение - это целочислен­
ная характеристика отображения Т, характеризирующая наличие 
у него неподвижных точек в П и Инвариантная относительно 
гомотопий. Ниже будут использованы только линейные гомотопии. 
Напомним соответствующее определение: замкнутые компактные 
отображения "Г, Т : линейно гомотопны на ЭЛ, 
если 
и, € л Tj uu г ('<-*)Tu. Vu-бЭИ, VA6 1 Oy 
Теорема I. Пусть отображения Т: сЛя -* ̂ i(E) и Т к:с1я-* 
(h-e W = ... j) замкнуты и компактны, причем 
Т к  компактно аппроксимируют Т в том смысле, что 
ИП (KHN)^P (v* n) относительно компактна; (I) 
u^ecX-Q, v HeT nu n, u.„-,u, (ne/v'c/v)^ v-eTu.. (2) 
Пусть T не имеет на ЭХ! неподвижных точек. Тогда при до­
статочно больших п, таким же свойством обладают 7^ , и 
3 
r(I-7; •, 3л)= r(T - Г; 9.Q) (3) 
Если при этом то при достаточно больших п. 
отображение Т п  имеет в Л хотя бы одну неподвижную точку 
ц- п; любая последовательность » составленная из 
неподвижных точек отображений Т П }относительно компактна, и 
ее предельные точки являются неподвижными для Т. 
Доказательство. Из условий теоремы следует, что отобра­
жения Т и Тп, при достаточно больших п линейно гомотопны 
на Ъ$1. Действительно, рассуждая от противного, допустим,что 
для некоторых A nefo,dJ и имеем 
Т п  и п  -г (-1-^)Тил OeA/'c/V). 
Выберем ^ еТ л и п  и е  Ти п  таким образом, что 
"-n= + . 
Последовательность (v^) относительно компактна в силу усло­
вия (I); последовательность (v^) относительно компактна в си­
лу компактности Т. Итак, последовательность (u n) относитель­
но компактна. Пусть 
C » e  / V " c / V ' )  .  
Тогда te-LO^], w-ed-Я. и 
а - л v -*• Си - х) v' 
Из (2) следует, что ve Tu.; из замкнутости Т следует, что 
v'eTu,. Значит, u.eTu, и мы пришли к противоречию с до­
пущением, что Т не имеет на с>12 неподвижных то чек. Тем са­
мым (3) доказано. • 
Пусть <Г(7-Т; 2>Д)^:0. Тогда в силу (3) при п.^п.,, ото­
бражение 7^ имеет в £1 неподвижную точку a ne71 . По­
следовательность относительно компактна в силу (I), 
а для ее предельных точек и в силу (2) имеем ue Ги,. 
Теорема I доказана. 
§ 2. Случай аппроксимации пространства 
Пусть Е и ine N) - банаховы пространства, а (Р= 
= (р п) _ система отображений E-*E^ ^te/V), обладающих 
тем свойством, что для любых Uju'eE и любых скаляров ex.,а 
11р ли(1 Е-* Ы1 е, Цр л(аи+а'ц.')-(ар пи + ар пи')Ц е-+0 (п*ы), 
Под ^-сходимостью и п  -^u., чеЕ, подразумевается, 
что /) пu.IIЕ  -»О при соответствующий смысл при­
дается и СР-компактности последовательности (^Дгел/' £ГА, 
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а именно, указанная последовательность <Р-компактна, если 
для любого (бесконечного) А/'сД/ существует (бесконечное) 
/V"c/V' y  такое что подпоследовательность Ып)п^ы' 5^-схо-
дится. Подробнее об этих понятиях см., например, [t,6j. 
В дальнейшем через I будем обозначать единичный опера­
тор как в Е, так и в £Л. Пусть О. с F и (ке/V) 
- непустые открытые множества. Следующая теорема является 
аналогом теоремы I в случае ^-сходимости и обобщает соот­
ветствующие результаты из (2,3,6] об однозначных отображе­
ниях. 
Теорема 2. Пусть: I) подмножества Q С F и с Е^ 
(и-e/V ) согласованы в том смысле, что 
3 ( 0 » , ^  и- н бС^Л П )  u . K 2 , u  ( i t e / v ) ;  ( 4 )  
и. к2,u- (tve/V'c/v) а е <у^Г1; (5) 
й-^-^u. (и. e/V'с-Л/)^5> uze Э.П; (6) 
2) отображения Т-. с1Л-?3^£") и (Е п) 
(ПЕ N ) замкнуты и компактны, причем 7^ компактно аппрокси­
мируют 7" в том смысле, что 
u^eciQ^, (h.eN)=p (лг л) <Р-компактна;(7) 
u-^e ci£lK j  v-n eTnu.ni 2, u. ^ v (n e (V с N)-^. ve Tu; (8) 
3) отображение T не имеет на границе c)-Q неподвижных 
точек. 
Тогда при достаточно больших п, отображение Т н  не имеет 
на Ъ51 п  неподвижных точек, и 
Т(г-Т л  • DSlh)= Г(Г-Т,Ъп) О?* 0). (9) 
Если при этом Т; ЭЛ)#0, то при достаточно больших и. 
отображение имеет в хотя бы одну неподвижную точку 
«у,; любая последовательность («- п) п ? П о  , составленная из 
неподвижных точек отображений 7̂  , -̂компактна, и ее до­
предельные точки являются неподвижными для Т . 
Доказательство. 0. Идея доказательства заключается в 
следующем: строим линейно-гомотопический переход от Т и Т п  
к некоторым отображениям S и S n  , образы которых лежат в 
некоторых конечномерных подпростраествах E°qE и Е°С. Е П  
одинаковой размерности; затем линейным преобразованием сво­
дим эти отображения в отображения в одном общем пространстве 
(в пространстве £"с) и устанавливаем линейную гомотопию меж-
5 
г 
ду ними. Некоторые детали доказательства повторяют рассужде­
ния [2,3,6 J, некоторые детали за счет допустимости многознач­
ности даже упрощаются. 
1. Из замкнутости и компактности отображения Т и усло­
вия 3 теоремы следует, что 
оС - Lk£ ciCvt (u-, / u.) > О. (Ю) 
u.e'dSl 
Положим Z-OL/X и выберем конечную £-сеть Е 
относительно компактного множества Тfein). Пусть tv,.. vnr 4  
( i i l )  л и н е й н о  н е з а в и с и м ы ,  а  t v к =  O y * Д ^ я  
Положим (heA/; и w* = -y-J 
(ne /V ) для у-г.. Тогда tv^ (м. 6/V) для j = 
= Обозначим через Е°С.£ и Е^ЯЕ П  линейные обо­
лочки элементов кг,"...,-кг'* и -ur^ соответственно .При 
достаточно больших п элементы v h" v-tv* линейно независи­
мые, и oIõm, Eh° = cti-m, E°=-s [h г и.^ ). Условиями vJ = 
U= 1'--/ ̂  ) определим линейные операторы ^ ; Е%Е" (n е N). 
При оператор if n  обратим, Jlv^lfal ПРИ  h.-»»». 
Для и.^е F° (tve N 'sN ) имеем a n^>u тогда и только тогда, 
когда Ilv^Un,- и,Ц £  -» о. Ясно также, что из условий ЕД 
llu-n. И < coivyt (не W) следует '^-компактность последо­
вательности (%), и ее ^-предельные точки лежат в Е° 
2. Введем многозначные отображение S: c£q -> Х(Е) и 
£.Л: с£ Ж(Е^), положив 
с / -г- \ dibt СГиЕ°) _ . 
S Ц- = ( Tu) /If ;  U € с£п, 
(Т П И П )^ С Г « И »' Е » ] ПЕ; ,  И* 6 
где (7ю)?-замыкание ^-окрестности множества Тм, с Е, а 
cU/)t (А, В) = /w.p vrvf IIu—v-II MiBc e) 
46 A ve В 
Отображения S и компактны ввиду конечномерности t 0  и 
E n°. Менее очевидна их замкнутость. Проведем доказательство 
замкнутости 5 ; для 5^ доказательство такое же. 
Пусть и\о(Й, v hfr Su," -, к, .vH—,.ir ("eiV). 
Нужно показать, что v.e- S u.. Поскольку 
лге (TcO o U v f c f^ 7" u" )  
(такое включение верно для любого v e t ) и v e  Е ° ,  то доста­
точно установить неравенство 
dv>t (/Vj Tu.) < otõvü (TV, Ec). 
6 
Имеем 
cL,yt(Vj Tu.) < tito, Hv-<r nlj .+ tiyyi disjt (v 1) Tu n) + 
+ £ZdUiTuTJuC) = bZ ckJ(<rK, Tibn)t 
так как cLižt(Tu n' )  Tu.) ->0 при п-»«(полунепрерывностьото­
бражения Т сверху), что следует из компактности и замкну­
тости отображения Т. В соответствии с условием v ne Su/ 1  и 
определением S представим v* в виде v*= j 
lty hllš dod(Tu* E°). Отсюда dvyt (V* Tu h)< И^Ц4 (Tu n tf) 
и 
cii^^Vj Tu.) < -Iviw ottvt (Tu* 
< tz* oUbtCTu" TV) 4- cLtsd CTu., t") = cUsd(Tu;E°) >  
что и требовалось доказать. 
3. Из компактности и замкнутости оператора Т следует 
импликация 
U/ n€ cl-Sl, u"-—»u. lc*v clvait (Tu." E°) 5 <£i/yt (Tu , E (II) 
Установим импликацию 
и к  и, ф &,т/£&о£(7^и. л, сЦл£(То, Е \ (12) 
Действительно, выберем Л/ /сД/ так что 
(л,гл, did (Т пи Л )  Е°)= clwi/ (TvM,^ E°) t  
Ввиду компактности множества 7^^ и конечномерности FK C  
найдутся такие ^е\и л  и t^e Е°, что dl^(j nu. n >  Е*) = 
= liv f t-v° j]. Последовательность (v n) ̂ -компактна в салу (7), 
а последовательность (v«) в силу построения подпространств 
FnSF«,) если V*-ÜL-v" i n e N ' s N ) ,  то ire Tu ,  в 
с ижу (8) и v"6 Е°, причем j|r-v°liž<ii/d(v,E°) — в против­
ном случае при больших п- приходим к противоречию с опреде­
лением v£ как ближайшего к -vH  элемента из Е° . Отсюда сле­
дует (12): , 
ti-m did (T<v, E n')= IK-< ii = lltr-v'jl £ did fa E°) <: dud(T"; F'). 
1. Покажем, что отображения T и S линейно гомотопны 
на (>£1 и, значит, 
П7-Т) 'ЗЛ)= агСГ- S ;2)S). (13) 
действительно, если для некоторых aecifl и а е [о,-f J имеем 
u-e >Tu+ Su., то и. представим в виде 
хдл- ̂  (-1- ) (>%•>) , v.v'eTu, l\i\\<-did(Tu, l")) 
1 
поэтому 
dent Ы, Tu) < liilj i dvoi (Tu, E°) * e, = i, 
и 4€Õ.Q (см. определение =* в (10)). 
5. Покажем, что при достаточно больших п- отображения 
Тъ и Srt. линейно гомотопны на и, значит, 
Г(1-Т п;^Я п)=Г(1~%^а п) ( 1 4) 
Рассуждая от противного, допустим что для некоторых и.ЛеЭЛЛ, 
Vefo^-i] имеем 
Ч-П. £ *^Т П  И Л  + (ПЕ N'QN). 
Выберем v n )  е Т п  и п  таким образом, что 
( < - * n ) (W+?n ) ,  " * JU  dl-dCT^Un,, Е*). 
Последовательности (t^) и (i#) ^р-чсомпактны по условию (7) 
последовательность (v^' + i^ ) 9^-компактна в силу того, что 
'<>' и,'+г ч.б5Ли.пСЕ° С*ebJ'). Значит, последовательности (%) 
и (i^) тоже ^-компактны. Пусть 
и л  -2^ u, -v n  w^v', 2-Л-^4 ("ae IV c/V'). 
Тогда Хб fo, l], ы.е'ЭЛ, v,v-'e Тк. (см. (6) и (8)) , 
и = АД/- + (-i-A)v-'-r Л - >) 2 . 
Отсюда заключаем, что (см. (12)) 
olv-yt" CurjTu.) < С л  ~>) Ы|< lv ih, lli n  lj < -6c»vt dvy^ (Tn и,Л )  E„) < 
< dbyk(Tu, Л, 
вопреки (10). Противоречие доказывает утверждение. 
6. Отображения S: с£п -»3cf(E) и S„,i сЛ^1 п^^Я(Е^) 
можно рассматривать и как отображения со значениями в Х(Е°) 
и соответственно. По известным свойствам вращения 
TU-  S " -m a X  r ( I~ S*РК>Г(Г-Sl/M), (15) 
т ае П°=ПЛЕ°, du"-граница л" в Е° , П>12 пЛЕ п с, ЭХ -
граница I}* в £° , а 
S " :  d b 0 - *D<? (E 0 ) ,  S :  ;  dX^WiEZ)  
являются сужениями отображений S и S a. 
По известным свойствам вращения имеем также 
г г г- s;; шг; )=т(1 - -f : 1s; ?»•,!>( ?,:<)) с**»,). < 1 6) 
7. Дополнив цепочку равенств (Т3)-(16) равенством 
n r - t f r s :  f n  ;  d (<eS s i : ) )~ r { l - S ' iW)  ( ^ n ,X ( I 7 )  
приходим к утверждению (9) доказываемой теоремы. 
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Для доказательства равенств (17) достаточно установить, 
что, во-первых, отображения и линейно гомо­
топны на Э(П°/) ), во-вторых, f n  не имеет не­
подвижных точек в (f _П.С  и, в-третьих, , S" не имеет 
неподвижных точек в п° Эти три утверждения до­
казываются по единой схеме, и мы ограничимся подробным дока­
зательством наиболее сложного из них - первого. Рассуждая от 
противного, допустим, что для некоторых и пе ) 
и x ne[o, ij имеем 
С  ' xn.S 0U.' 1  •+ (4-Ъц") fh" 1  S° <f„, u" Oe ̂ 'c iv). 
Тогда 
+ ( i - > ( " •  e  I S / ' ) ,  
где 
аг*Ч£ п6 SV", Т«Л, liyU ctiJCTu*, E°) J  
<eTn<eKu.n, HJididfavX, C). 
Последовательности (v"+4') и (vM) компактны в силу компакт­
ности отображений Т и 5 , последовательности (v n') 
9-компактны в силу (7) и свойств F n° (ке/v). Пусть 
к- -»u-,v ^ '"аtr'y £яе A/'!sV'). 
Тотаа ^еТй-В силу замкнутости Т, v'eTn в силу (8), 
откуда 
oUŠyt (и,Тч.) 4 xll^-lii- 6i-x)|(i(| = х -te*,, Jj^Jj + 
<x lidded (Tu.* E°)i- fi-x)^rw (Xfn E^) £ cL>£ ff«, £°)j 
на последнем шаге мы воспользовались неравенствами (II) и 
(12). Итак, 
ctco^: Тц.) £ ( Тч ,Е ° ) *  1=  ±  .  
поэтому и.ё"ЭXI (см. (10)). С другой стороны, из включений 
и. пcd(£1 аГ\ ) на основании условия (б) следует, что 
усе Э-Sl. Протиюречие доказывает наше утверждение о линейной 
гомотопности. При доказательстве двух оставшихся утверждений 
учтем, что 
u, ne с^(>; 1л') ч Л", =?иеЪЛ ;  
и,"ь c£.s2° X ¥„'*£1° j и п  -»n u.erd£l; 
Эти соотношения вытекают из (4)-(6). 
8. Итак, равенство (9) установлено. Остальные утвержде­
ния теоремы 2 элементарны и устанавливаются по той же схе-
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ue, что и в доказательстве теоремы I. 
Доказательство теоремы 2 завершено. 
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INVARIANCE OP FIXED POINT INDEX BY APPROXIMATION 
OF MULTIVALUED MAPS 
G.Vainikko 
Summary 
We establish the invariance of the fixed point index 
and the convergence of fixed points by the compact approxi­
mation of compact closed convex-valued maps. An elementary 
theorem 1 is based on the linear homotopy of maps. The main 
result is contained in theorem 2 and is concerned with a 




ПРИ АППРОКСИМАЦИИ ДИФФЕРЕНЦИАЛЬНЫХ 
УРАВНЕНИЙ В БАНАХОВОМ ПРОСТРАНСТВЕ 
С. Пискарёв 
Рассмотрим в банаховом пространстве £ равномерно кор­
ректно поставленную задачу Коши 
u!'(i) = Au(i) , iclO)~u° / и\о)-=и? /  -t= (I) 
решение которой записьтается как 
U.Ü) - dU)uc+ SH)и1 
где С*(-6) - косинус, a 5(f) - синус оператор-функции со­
ответственно (сокращенно КОФ и СОФ) (см. [8,13,14J). В [I4J 
установлено, что S(t) компактна при любом -teR-(-°о, ос) 
тогаа и только тогда, когда резольвента R Ь-А)= (1-/4 )""* 
компактна при любом л ё ̂  (А). Известно (см. С 9 ]), что ком­
пактная сходимость SH(t)~rS(t) имеет место в том и 
только в том случае, когда £(з; AJ—* RU А) компактно. 
В данной статье мы частично отвечаем на вопрос П.Оя: при ка­
ких условиях одновременно имеют место компактные сходимости 
s j и  а м - з  Ы  ß  !  
/ 
§ I. Подготовительные сведения 
В данной работе будем рассматривать аппроксимацию зада­
чи (I) задачами Коши 
«„('CMi, ulfOfcti, teR+ , (2) 
заданным в банаховых пространствах £к . Предполагается, что 
операторы А к  генерируют КОФ £„(*), а пространства Е и 
связаны непрерывными линейными отображениями : £ —* Е п  
со свойством 
HpnXß-*IIxli для любого ссе-Е . 
Подробные сведения о сходимостях на указанной аппроксимацион-
ной схеме можно найти в С1,7 1. 
Параллельно с исследованием (I) и (2) мы будем формули­
ровать результаты о аппроксимации задачи Коши 
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и! )=• A utt), и to)-и" e£ r  (3) 
с оператором А , генерирующим С-полугруппу лхр (tft) , 
задачами Коши 
и' пЮ-А^и»,М^ и. п[0)-и°(ьЕ^ /  teß +  ) СО 
где А„, также генерируют С 0-пол у группы г*р(-бА п). Дискрет­
ные полугруппы Th n  (-ь) и jn n  (t) определяют соответствённо 
явный и неявный методы решения (4), а именно (см. С5,7]) 
( К =  0 , )  
% K ( t cC t . t )  - Vb*,(0)-ul<LE^ 
~ m nU-c)=tA^m^K.t^) t >m nio)*uUEb <6) 
Если пространства £ = H и £K = - гильбертовы, а опе­
раторы А и \ - самосопряженные неположительные, то для 
дискретизации (2) будет изучаться схема ( £ = 0,4 f  , ) 
К ( « n t ) - 2и пыг)*  па п№-х)^гЪл лUt \ 
ujohu° / и,(г)-^ (?)и„ f e^ctr,)< ;  . 
где и - дискретные косинус и синус опера­
тор-функции (ДКОФ и ДСОФ) соответственно (см. C8J). 
Для формулировок результатов нам понадобятся: 
Определение I. Последовательность ограниченных опера­
тор-функций & л  it) называется равностепенно сходящейся к 
ограниченной оператор-функции ß(£) если для любого t имеем 
g Ц) ß(f) и, более того, для любого компакта [0,Т] и лю­
бого £ > О можно указать такие числа /V и $> О у  что при 
и 5-/V и 1 ti - -tzl < S, l, 10,71 выполняется 
II ß *  H z )  I I  ^  f c  .  
Определение 2. Последовательность ограниченных опера­
тор-функций Ru.lt) называется дискретно равностепенно сходя­
щейся к ограниченной оператор-функции ß(-t) с шагом по 
времени , если (-6) —» равномерно на любом ком­
пакте и для произвольного числа Т>0 найдется такая кон­
станта М >0 j что 
Il + n p i  t 6 C 0.T-l -
§ 2. Основные результаты 
Теорема I. Пусть оператор А является инфинитезималь-
ным генератором КОФ dit) t  a 5>(t) - ассоциированная СОФ. 
Следующие условия эквивалентны: 
12 
(i) оператор d(tj - 3 компактен при любом ±>Л • 
(и) оператор S [I) -tJ компактен при любом -ььо • 
(üül) оператор А компактен. 
Замечание I. Если операторы и c'ft) - J одновре­
менно компактны при любом -Ь€Ю 1  <*?) то пространство £ с 
необходимостью конечномерно. Это утверждение следует из того 
факта, что компактными по предположению должны быть К О; А) 
и XR(A;A) - J и, значит, единичный оператор тоже компак­
тен. 
Замечание 2. Известно (см. [2], стр. 116), что задача 
(I) с ограниченным оператором А в гильбертовом пространстве 
и м е е т  о г р а н и ч е н н о е  н а  в с е й  о с и  р е ш е н и е  I I  u [ - € ) l t  i  с  ,  
tc(-oс , «о ) тогда и только тогда, когда А подобен строго 
отрицательному оператору. Таким образом, при компактности 
£(-£) - 3 , OÜ . решение задачи (I) не может быть равно­
мерно ограниченным. Свойство компактности оператора (l(-t)-ZI 
не сохраняется при сдвиге А —» А +  . Однако, как недав­
но показал Гольдштейн, сдвигом /\ 4-А+43 инфинитезималь-
ного генератора не всегда можно получить равномерную ограни­
ченность 
(I d (-fcJlj 4 c&riS-t! 6 ё СО/ oa) 
Теорема 2. Пусть операторы » Л ограничены. Ком­
пактная сходимость А к-уА имеет место тогда и только тог­
да, когда С и  (-£)- Jh—»£(•£)-! равностепенно компактно .Это же 
касается сходимости —? 5 (t)~ -63 . 
Теорема 3. Пусть операторы и А ограничены. Тогда 
компактная сходимость инфинитезимальных генераторов 
необходима и достаточна для того, чтобы *xp(iAK) - г 
—у -о<р££А)~3 равностепеннб компактно. 
Теорема 4. Пусть операторы А п  и А ограничены. Тогда 
компактная сходимость инфинитезимальных генераторов А^-^А 
необходима и достаточна для того, чтобы JK  
дискретно равностепенно компактно. Это же 
касается сходимости 3^ —» гхр(tA)-3. 
Наконец, пусть пространства £ - Н и £п - Н„ , а опе­
раторы А п  , А самосопряженные и неположительные. 
Теорема 5. Компактная сходимость А^-^ А имеет место 
тогда и только тогда, когда Ö^t)-ln£(-t) ~ J компактно 
при 4 6 й , 
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Теорема 6. Компактная сходимость инфинитезимальных ге­
нераторов Л имеет место тогда и только тогда, ког­
да ёЛ(£)-Лц —у _  3 дискретно равностепенно компакт­
н о .  Э т о  ж е  к а с а е т с я  с х о д и м о с т и  J * .  — 0 .  
§ 3. Доказательства и обсуждения 
Доказательству теоремы I предпошлем две леммы: 
Лемма I. Оператор А является вполне непреывным тог­
да и только тогда, когда оператор % Я(л'А)- 3 вполне не­
прерывен при достаточно больших а > tv . 
Лемма 2. Пусть (?{()-J компактный оператор при любом 
•£<=£. Тогда спектр 8 (А) ограничен. 
Доказательство. Как показано в [13 3 при t> О имеет 
место равенство 
c k ( t  Y p JW)  « P < t ( d ( i » .  ( 7 )  
При этом множества С8(Л)  и Rd(A )  отображаются функцией 
C Ä , г = J/Z (ixp(-z) + etp(i)) соответственно в dd(C(-t)) и 
Rd(СШ). Учитывая, что 0(A) лежит в параболе,направленной 
влево, и симметричной относительно оси абсцисс, а также, что 
dU) -3 компактен находим S(A)- Р6(А) И 
?>€ V p j I A )  .  
Поэтому для доказательства леммы достаточно установить огра­
ниченность множества г : геi/P<l(A)' }. Предположим от 
противного существование последовательности £ с {Jm л • 
я & ifpTIKY} тако й, что 
1° ? ос при ia ое? . 
Так как оператор Cit)- D компактен, и, следовательно, 
РЗ (С(+)) имеет точкой сгущения возможно лишь i, а функция 
сК(сос) является 2#-периодической при вещественном х , то. 
учитывая (7), получаем 
2° для любого £>с • и любого i >0  только конечное 
число элементов последовательности t } более чем на £ 
отличается от целых чисел, умноженных на 2Jt. 
Покажем, что такой обладающей свойствами 1° и 2°, 
не существует. Положим 
Gl = U Г 2Я"П  - е , 2£* * £ J, £ fe (О Ь) . 
С  И.-1 ' }  
Для любого t > 0 в силу 2° должен найтись номер /V, такой что 
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* 6 JL ^ a ; 1  У П 0 Э Т 0 М У  ( 0'^ ) - J/,< Jv G,£ • 
По теореме Бэра о категориях (см. С 4 ], стр. 24) существует 
°° i 
число |V 0, для которого кП, Gi £  й-к содержит некоторый ин­
тервал [а положительной меры. Однако, последнее не воз­
можно ввиду ZScCn < (1- ,) при достаточно больших /г . 
Полученное противоречие доказывает лемму. Лемма доказана. 
Доказательство теоремы I проведем по схеме (с)=?(й')=? 
^ (ас) •=* (с). Установим (t) =т> (ti). Для вещественных 
Я>0 и з> О обозначим через S(ac^) множество комплекс­
ных чисел Л6.С оо свойствами /£г. л ž<<, U-a| = S • в  си­
лу леммы 2 спектр PS (Л) ограничен: |УРе^д)'к . Определим 
ограниченный оператор C(t) по формуле 
C(6 ) x ' 4 / ( 2 f i i ) j  t i p ( r t hR ( ? ; A ) x d f i  ,  X  с £ ,  ( 8 )  
где Г^Г.и Г ъ  )  LjS : oL-u), 2.U)} ̂  
{> c*+2to)} OÜ - число из доказательства 
леммы 2. В то же время для любого oceJO(A) имеем (см. [33, 
стр. 19) 
d.(£)'X = /l/(lX;) () £*p (?•(:)? • Л)xol)i f  
где Г ч  - [л = *•+ if, \ , - öö < ^ <о^> 3 .Так как все по­
люсы резольвенты R (я/1) лежат внутри Г л  , то по теореме 
о вычислении интеграла Меллина (см. С ЮЗ, стр. 364) с помощью 
теории вычетов, находим 
d(4)x=<CY<)x для любого x z £ ) [ A ) .  
Множество оО(д) плотно в Е , поэтому С(£)=С(4) . Таким об­
разом СОФ CU) оказалась непрерывной в равномерной опера­
торной топология, а, следовательно, равномерно непрерывной 
на любом компакте Г<Г, т] вещественной прямой. Мы завершим 
доказательство первого шага (с) (и), заметив, что Sto-
-сЗ = J - 3) eis / а  интеграл справа является преде­
лом в равномерной операторной топологии риманоских сумм ком­
пактных операторов. Импликация (i1 ) ̂  (.til) устанавливает­
ся с использованием выражения 
И(я г ; А )~  З / f - l *  $**рС-М)С5&) -< .ЗУеН .  Й>с с  
О ' ' 
и леммы I. Напомним, что .SO) равномерно непрерывна на 
компакте и Il5(i)ll exploit), 
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Наконец, пусть А - вполне непрерывный. Принимая во 
внимание равенство 
= £ 12*А*/(2и)1 , ied (9) 
к-0 ' 1 
получаем компактность оператора eft)-J как предел по нор­
ме сумм компактных операторов. Теорема доказана. 
Предложение I. Пусть оператор d t f ) - 3  компактен для 
любого teß. Тогда найдется такое J>0, что при -беСО^З су­
щ е с т в у ю т  о г р а н и ч е н н ы е  о б р а т н ы е  и  S ' 1  ( - 6 ) ,  
Доказательство. Обратимость С (i) сразу вытекает из (9) 
т.к. II С Ci)~ ЗЦ-&Ц г) при -t-т О. Для Sd) утверждение 
следует из II S(t)~ £7|| = (t l) , т.к. оператор s(t)--t3 яв­
ляется близким к обратиму t J , Предложение доказано. 
Если для некоторого Т> 0 оператор S" 1(T) существует 
и ограничен, то в силу d (2Т)-£(0)-2А$ г(Т) вытекает огра­
ниченность оператора А . В Г12] изучается задача для уравне­
ния 
u"{i)-Au'Ct:)+ ßü.Ct )•*{(•£) (Ю) 
с условиями и ( 0 ) - 0 ,  и ( Т )~С .  При этом предполагается, что 
Y/^/\ г^ g генерирует КОФ и существует ограниченный обратный 
S - 1(-t). Из равенства + видно,что 
предположение непрерывности if 1 1  (Т) весьма ограничительно (в 
случае компактности резольвенты R (л у  А) оно вообще не вы­
полняется). Естественный подход в изучении уравнения (10) 
указан, например, в [3,6], 
Доказательство теоремы 2. Для того, чтобы установить 
компактную сходимость (-0-£(£)-3, достаточно пока­
зать, что для любой последовательности { ,хп} /  цхпц = { имеем 
(((C^U) - З^Х^)) - 0. Последнее утверждение вытекает из 
неравенства^-мера некомпактности) 
M*xJt z7(2K)! 
ic-1 I 1  егц/И ' 
где за счет выбора числа Л/ сколь угодно большим, но конеч- * 
ным, правая часть становится сколь угодно малой.Равностепен­
но сть семейЬтва {C n(t)- 3^ \ следует из ограниченности 
1К\, И*н " = 0(i). Обратно. Пусть Cn(l)-~ J Рав­
ностепенно компактно. Тогда в силу равенства > Л) х = 
= ̂ x,npC->i-)dCt)-x.cLt t  осе Е ;  имеем 
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7А—v^ß.(>,A)-J компактно, (II) 
Поэтому •=»• лК(я;А) собственно и, учитывая, что 
при а^С?, л 4 J (А) имеем N{^F({^ L A))-{0} )  получим (см. 
Cl], стр. 35) равномерную ограниченность т.е. I I A^ I I  =  
= 0( 1 ) ,  Для доказательства компактной сходимости А п -=*  А  ос­
тается воспользоваться равенством и  
утверждением (II). Теорема доказана. 
Доказательство теоремы 5. Установим лишь, что из ком­
пактной сходимости 6(t)-J следует равно­
м е р н а я  о г р а н и ч е н н о с т ь  I I A ^ l t - t P t J ) .  С п е к т р  о п е р а т о р а  С(0 )~1  
состоит из единственной точки I. В силу непрерывности СЮ 
по но$ые найдется 5>0 такое, что S(C(.t)) при teEO, 5*3 
лежит в правой полуплоскости (см. [5], стр. 264). Поэтому, 
учитывая компактную сходимость CK(t)- J„—*• C(i)~ 3 заклю­
чаем, что спектр d(C^(i)) t  te СО,J"] не может иметь точки 
сгущения в левой полуплоскости. Предположим неограниченность 
последовательности IlA^II-^w. Мы придем к противоречию, по­
казав, что спектр <?(d„(-£J) аппроксимирует точку при 
£лй ГО, J].Обозначим р л  т  ^г I) A kII. Справедливо пред­
ставление ' 
р к=эЖс(п)-+ (  icM - целое , öž ̂  <23t. 
Выбрав tK < n j  из соотношения 1с(иИщ л) = Zicln.) J/10 1 -
- /2К + 4/2 , г» 6  СрЗ - целая часть числа р , полу­
чим Теорема доказана. 
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Уч. зал. Тартуск. ун-та ,198kl, 633,19-28 
АППРОКСИМАЦИЯ В ПРОБЛЕМЕ СОБСТВЕННЫХ 
ЗНАЧЕНИЙ С ГОЛОМОРФНОЙ ЗАВИСИМОСТЬЮ 
ОПЕРАТОРА ОТ ПАРАМЕТРА (П) 
О. Карма 
Рассматривается аппроксимация проблемы собственных зна­
чений А(л)а-0 для голоморфной фредгольмовой оператор-функ­
ции А . В предположении регулярной аппроксимации исследуется 
сходимость жордановых цепочек. Основной результат статьи -
теорема 6. 
§ I. Предположение регулярной аппроксимации 
Пусть J- основное множество индексов - некоторое фик­
сированное направленное множество, а J7' 7" его кон-
финальные, подмножества ( Усе J Зс'бJ'с'&с ). Семейства 
вида (<xL-, се 7') будем называть (под)последовательностями. 
Для числовой последовательности (ос^ се 7') запись <хс. -ж 
(се 7') означает сходимость в следующем смысле: 
\ /€>о  с>сс г : ) ,< : ' £  7 '  I  < & .  
Пусть, далее, ) - комплексные банахо­
вы пространства; соответствующие строчные оуквы используются 
ниже только для обозначения элементов этих пространств 
(«,<*'...€ х ь-....), Во всей этой статье мы будем 
предполагать,что на некоторой области (открытом звязном под­
множестве) Ля С заданы оператор-функций 1  Д :  Д—+&L(U :</) 
и В. : Л —* <&С&сУ. } и фжсированы некоторые семейства "свя­
зывающих" отображений ( д с- • , с"е7 ) и (<JC  - V-+ 
, сб7 ), причем выполнены следующие требования 1°-9°: 
1 °  f l  с  (  с е  J  ) определены на веемой Q c  (Се  J )  -  на  
всем V ; 
2° duetil-»Ilu. И (се7) VcceU )  II <рП-> Hirll (се 7) VveV} 
3° и О. (t'eT)—асимптотически линейны" [l4j] }  
4° А и Š, (te 7)- голоморфны на А [5]; 
'Через fe(*,0 обозначено банахово пространство линейных 
ограниченных операторов. 
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, 5° А(>) и BL0) ft'elZ лбЛ) - фредгольмовы с индексом О ; 
6° множество <^М) - {хеА : 3 A'Vz) € Uli н е  пусто; 
7° ßc (л) равномерно ограничены по норме, на каждом ком­
пакте А 0сА ••-6tyv[gg£a)ll :>еА0/бJ]<c(A0)<oo • 
8° ддя всех >*А последовательность операторов (5 с-Сл), 
с£7 ) сходится к А<>) : 
Их - - д аН^О с г е ? )  Щ( * ) х Г < £ А( * )и \ - о  ( e e l ) - ,  
9° для всех леА последовательность операторов ( 
U~J ) регулярна: |1х 1 1<Л /  l|ß t  (л)х: -о.<г||->о (аУ)^ 
^  3 €  ЬС ,  7 ^  :  II  у  t -  - y i t -  <- с  Х - ^О  .  
Требования 7°-9° мы назовем требованиями регулярной ап­
проксимации  А  посл е дов а т е л ьнос т ью  (ß c -  f ce~J)  на  Л е  (С .  
(Дискретную) сходимость и (дискретную) компактность последо­
вательностей (k c-,ceU) cx-« /6С и (у,-, се 7 ) бу­
дем ЙЬнимать, как в [14j] : 
С L€ У) 4т*> II Xv -p-cU. «-»о Ccev') f  
(х^,с(0^)-/COJ^C/Х, tF&V'J'bj' 
Замечание I. В [6] схема регулярной аппроксимации (там: 
у 0- аппроксимации) фактически применяется в случае, когда 
все X t  и являются изоморфными или подпространствам или 
фактор-пространствам пространств 1/- и V , соответственно. 
Отметим некоторые, нужные нам следствия из предположений 
1°-9°, вытекающие несложно из следующих предложений I и 2. 
Предложение I С 5]. Для голоморфной функции со значения­
ми в банаховом пространстве, и для ее производных, имеет ме­
сто интегральная формула Коши : 
/< JV) (2w\)'Af r  1  {(>})<*>? -
Предложение 2 П4ц] . Пусть Г<•- С-спрямяяемая жощано-
ва кривая, а (*4 Г-* F-, ie~3' ) - семейство равностепенно 
непрерывных на Г функций таких, что е>)-* иг(л) в iT 
( C T - J 1 )  при каждом >еГ. То тт. a J^(X)DA-*FRWT>.]D* (СЕУ), 
если только все эти интегралы существуют. 
Следствие I. При любом производные /3^V>.) 
равномерно ограничены по но pie на каждом компакте из А . 
Следствие 2. На каждом компакте Л 0с Л семейство 
( &• id) равностепенно непрерывно по норме: 
' \/£>0 -is>0 : \ЖЛо, txo/kÄ"=»\В £(Я-В {Ы)Ъ<£. ЧсеУ. 
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Следствие 3. При любом j- О, *, ... имеем ;  
Следствие 4. Для любой последовательности Ту-г-х-Л 
(WO ) с л,-бА последовательность операторов (5 £(\)>  <6-7) 
регулярна: цх^ IКС, (ß. , c'eD )-£ом*.. •=*> (xi y счо; -ко^ил. 
§ 2. Понятие жощановой цепочки 
Точка \£Ä называется собственньш значением для А и 
элемент и 0  соответствующим ему собственным элементом, если 
/Vx0J U,°-OT О. В наших предположениях спектр б'(А) = 
= {*£Л: "I3 A'(*)€i£«r,tC)} оператор-функции А состоит 
только из собственных значений, которых в каждом компакте 
А сА не более чем конечное число [43. При этом для всех 
^ G 6(A) размерость ядра N(A,\)^ N(A(\^{u-A(\)w-0] 
конечна. 
Ко циановыми (корневыми) цепочками длины гы-l (для А в 
точк е  \  )  на зываются  ц епочки  э л ементов  ( u ° l c t \  . . .  J  и п )  с  
U°TO удовлетворяющие соотношениям 
А(^)и°=0, А >(\)и°+А(\)и^О /  ... , 
-V ^ /Г .. WA,)«* - О. ( 2 Д )  
Линейную оболочку всех элементов из&1, которые могут встре­
титься в некоторой из жорщановых цепочек для А в точке Л 0  , 
будем называть подпространством обобщенных собственных эле­
ментов и обозначать через G(A, 
Алгебраическая кратность \> (а 0) собственного элемента 
и0  есть число, равное максимальной длине жощановых цепочек, 
начинающихся с и 0. В наших предположениях /жз*г { v(u.°) : 
: Ac\)U°=0, и° ФО] "Xl <оо, где ^ х.бА,\)- порядок по­
люса оператор-функции А - 4  в точке л 0  £II]. Алгебраическая 
кратность VfxD j  А) точки Х 0  для А может быть определена 
[133, как размерность в ЯЛ.* ...» линейной оболочки 
всех жордановых цепочек для А в точке Х 0  , дополненных спе­
реди нулями (т.е. каждая жорданова цепочка 6t"") с 
/г-fi < žc рассматривается как элемент (О,О,а® UK)_ 
Аналргично определяют соответствующие понятия для В с-. 
Теорема I Гб.7.15.10]. Для любого компакта Д 0с. Д с 
границей ^Д 0с^(А) существует индекс L(A 0) такой, что при 
всех с ^ С(А0) суммарные алгебраические кратности всех соб­
ственных значений в Л 0  для А и Ь с  равны: ŽIy(\A) = 
= 2LV Sv),цце суммируется по всем х<е <5YA t Л Л 0  и  
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/< б бТ/в.)ЛЛ 0  . 
Замечание 2. В [153 эта теореиа доказана в случае сепа­
рабельности U. (достаточно выполнения требования (^ ) из § 4 
ниже). В [10] для доказательства этой теоремы (там — теоремы 
2.3) используется та же конструкция, что и при доказатель­
стве оценок скорости сходимости собственных значений. С этим 
связано добавочное требование на операторы б<-€17) (то же, 
что в последнем утверадении теоремы 6 ниже). Для доказатель­
ства только нашей теоремы I эту конструкцию легко упростить 
так, что достаточно предполагать лишь линейность операторов 
на некотором конечномерном подпространстве. А это мы в 
теореме, I без ограничения общности, можем предпологать (см., 
например, замечание в СЮ] п. 2.3). 
§ 3. Сходимость жордановых цепочек 
Из следствий 4 и 3 и свойств сходимости [I4j] непосред­
ственно вытекает следующая теорема 2. 
Теорема 2 [6,3]. Пусть \£<S(A) t  \e<S(Bc) и 
(teJ ), а (хЬ у  сеjf) - нормированная последовательность соб­
ственных элементов для ßc , соответствующих : 
Ич И - 4, о  
Тогда ( ) компактна, а из сходимости и° 
следует, что и 0  - нормированной собственный элемент 
для А : Д( ,л 0)бс в  = ̂  Нес"(1=4.. 
Замечание 3. В условиях 1°-9° длн произвольного «."е 
A/fA,> e) не обязательно найдется сходящаяся к нему после -
довательность элементов из линейной оболочки подпространств 
С AT.6 сГ(В г), х,.—» х 0  (<; Е 3 ). 
Для XL-е, /М.с , tte H t  введем обозначения 
сХ/{(,х Гуг«li -.аеЛ^ М> ̂{/1/г.а-х,-1|: х с- }. 
Теорема 3 [ff,9]. Пусть - единственная точка спектра 
бТА) в компакте Л0<= Л с границей Гс ̂ СЛ). Тогда 
та* £ф.,Л0)): M.6<?fA,X 0), Hull--<}-> О 
где - линейная оболочка всех подпространств 
G Xj) с  X С <5^fß-) П А 0  . 
Доказательство. Воспользуемся фактом СИЗ, что G(A,\) 
совпадает о линейной оболочкой областей значений операторов 
S J^(2iri)' ,f r^-^ J''A''M^>  jгсГЛ\). Напомним, что 
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каждая оператор-функция Зс* голоморфна на %(&с) [51, а для 
fc ̂ fA) существует [6,2,10] индекс С(Г) такой, что Г<г 
с :  ̂ fß . )  при  в с ех  с ^ с^Г )  и  
1 )  у х уи  {Ив^СА) «  :  Г ,  С '  ^  с !  (  Г" )  }  - ž C - ^ o » ,  
2) » V (fc'ej) ̂  -*А bv)tr (сО,сИСГ)) Vx6 Г. 
Значит , по предложению 2, при сьС(Г) операторы S^. -= 
=(2irir^fTx-ЛуУ 4ß7Vx)t^A будут сходиться к 5^.: 
Scjy£~» Sj.v Ue?) Vy-A.z,... х. 
Но при всех для достаточно малых <5"t- >0 имеем 
S* %л§мл, 'ß>)̂ = 
v4n ü(J']<^' 
откуда видно, что значения операторов 5.. принадлежат 
№ , А .  ) .  4  
Ввиду конечномерности (? (А, Ао) для доказательства тео­
ремы 3 остается заметить, что для каждого и. из базиса 
(гСА,^) можно подобрать элементы ..., такие , что 
и -S , u ;+  а  то г да  для  (  х с -  ,  с>сСГ)  )  
с хс" 5<,уЛ + - * имеем *^6(4,АД x^uccel). 
Замечание 4. В условиях теоремы 3 не обязательно 
- Ava* : x t-eG(ß < :,A 0\ IIxt j-?o (Ч'бТ)^ 
но в случае линейной зависимости А и Вс- от параметра такая 
сходимост ь  имее т  ме с то  СИ.  
Теорема 4 [6,9]. Пусть \ ё  ^(&с ) и  \ -»д, 
(< f c 7  ) ,  а  0 ° , \ - ,  . . . ,  -  посл е дов а т е л ьнос т ь  
жордановых цепочек длины t. для В с  в точках Л £  , причём 
л-из* (цх° и, II , ИХ^'ц} = 1 VCC-J. 
Тогда все (х* у  се7), j-0 )A r..^r-A компактны, а из схо­
димости ... #  следует, что т<алфк 01|, 
ilu* 4  II J=1 и (u°u}..., о 7"') - жорданова цепочка для А в 
точке Л 0  , дополненная спереди нулями: если и 0- ,.^и е~'=ОФи е  
то (u ( t  ...^иУ) жорданова цепочка. 
Доказательство. Так как О", С(г~0 ) ограничена по норме 
и (В с(\)х.° )  teV ) компактна ( ßc(\)x°=C>, с'#J •), то, по 
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следствию 4, последовательность (, с 67 ) должна быть 
компактной. Но тогда, по следствию 3, будут компактными 
также последовательности ( В{(\)*°, *7) и (ßc(\)xKc /е7) 
(так как В.(Л£)+0:7) X ?=о У C&VJ. Из компактности 
(ß.-i'A.JxJ / сед) ввиду ограниченности (•*<: ,с>7 ) следует, в 
свою очередь, компактность (*<; , ). Продолжая рассуждать 
таким же образом, мы получим компактность всех последова­
тельностей у= ...у *-•< -
Остальные утверждения теоремы 4 вытекают непосредствен­
но из следствия 3, определения жордановых цепочек и свойств 
сходимости. 
Замечанию 5. В [13] в пространстве U* ... * IL по­
строен проектор £ на подпространство жордановых цепочек 
для А в точке. > 0, дополненных спереди нулями. Указаны так­
же операторы сходящиеся дискретно к £ и 
показано, как f (jF. ) может быть построен, если известны 
элементы жордановых цепочек оператора и его сопряженного. 
§ 4. Скорость сходимости жордановых цепочек 
В С31 доказана следующая теорема 5. 
Теорема 5. Пусть Xö6 6VA)y Лсе cffß-) к 7\;->А0(с(-1). 
П у с т ь  о п е р а т о р ы  д .  ( с б 7  )  л и н е й н ы  н а  / V ( A , 7 \ q )  и  c f c O - O  
( t'67 ). Тогда существует индекс с0 такой, что при всех 
имеет место оценка: 
a u c 2* <л', а/сд x) ) : х £€л/{.ß. у  ) ц*. 1| - 4 ? 6 
(4.1) 
^  С* 1 w  +  q " ь о *  { и [ 6 £ ( > 0 > / * г а " : ^ ё х у ^ а х о х | и и -
Замечание 6. В [61 получена более грубая оценка: 
/>*2.х «б^/у/а л 0)): \), и* ь\1=1 $ 
4 = ̂ yv{6[ß.W/Lt.-^.A^)]« II: 1Х-Л0\=§; UtG(A,\)t Ilu.Il -4. j , 
с любым <5> о таким, что (а-. i-x-a^v^5"} <=-Л . 
Пользуясь идеей "линеаризации" проблем А(\)и. = 0 и 
3tYx)X(-0 С13], мы на основе теоремы 5 получим, далее, 
оценку скорости сходимости для жордановых цепочек. 
Введем банаховы пространства 1U- ~ ZA.4'- IL* ... 
(т раз) и  - Ü"1-Ü~* ... *ll~ с нормами \[<и 11= H(«Aj. 1= 
«/wOKfttcJ»,-, Н"пИ и  llVl = l(<t,..., <'eMl = i ,vQ*fHft;!,..., j. 
Пусть (I) Х0еС<'А)) (2) CUH\. AJ ( Л ,  7\0) = ГУЬ }  
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(3) (ttf, ... иУ) - некоторый базис в И/(А,А0 ), 
(4) (о;, ...; а^) - базис в некотором прямом дополнении С' 
подпространства Л<\)££ в t/~, (5) ($<>--, ) - систе­
ма функционалов из ŽLQW, С ), биорто тональная к системе2 
Рассмотрим проблему собственных значений 
/А(/<)(и = /A 0<ut^ IK и. ~о (^еС) (4.3) 
с Ао ^ (^определенными соотношениями 
/ а „ 0 . . . ' 0 \  1 о ° - о \  
А сч-1 А*К ••• ° ju, #л<»1 w , («.«) 
W v  V  \ о о . .  к /  
я» aj- j jA4'i\) * < U--P > v* • 
Нетрудно убедиться, что все операторы А /д) фредголь-
мовы с индексом О, б"(А) = {о} и /iva* [ у(<и.°) 
6 Л/{/Л,0)} = i. При этом cx°^(0y..v0/<x° ...,ил") с а"*«? 
будет собственным элементом для Д в точке ju-0 тогда и 
только тогда, когда (U0,..., и*"4) - жовданова цепочка для 
А в точке Л0 . 
Введем, далее, банаховы пространства ЪС^-1С. и 
аналогично % и V . Определю! "связывающие" отображения 
Д': 1М->ЖС и соотношениями ̂  (иА>..., сс^)-
= -IЛ и^> %С^ -V *ъ>(с№, -V <  • °™етим, что 
для jfbc и % с'бЦ выполнены требования 1-3°. 
Введем следующее дополнительное требование (/ч), кото­
рое выполнено, например, в случае сепарабельности ££ [ 12^1 . 
Требование (К). Для каждого <^K,K.-At ..v /ю, в опреде­
лении оператора К существует последовательность функ­
ционалов ( Д* сб 7) с fc € &(Xit С)> слабо сходящаяся 
к %: : < < K t f c > - >  < " • ; $ " >  С с е - Э ) .  
Пусть, далее, (б). <Г (в<-)) (7) -> л0 (et?), 
(8) ( £*, c£~J), последовательности, оговоренные 
требованием ( <( ). Рассмотрим при каждом Се "3 анало­
гичную проблеме (4.3) проблему собственных значений 
Ö. (ц.) %. = В.Х- у/ £. *с-=0 ГЛеС) (4.5) 
2Чёрзз <а^> обозначим значение функционала ^ на и. . 
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о. Ё>° £. ё Ч/ ) определенными соотношениями 
С ' с 1 С J С ) 
(4.6) 
тае 
ßr ]t V ('V " ZcXi" £ <x^ft >£<£ • 
Нетрудно убедиться, что все: операторы /3^(а) фредголь-
мовы с индексом О и Ое 6(!ВС ) Ьсб 7. При этом 
( У,..., 0,у.°, х2"-< ) с х°фО - собственный элемент для 
В с  в  т о ч к е  О  т о г д а  и  т о л ь к о  т о г д а ,  к о г а а  ( х ° х ^ " 1  )  -
жодаанова цепочка для £>с в точк& . 
Для применения теоремы 5 к А и ßL- остается еще про­
верить, что выполнены требования 7°-9°. Это делается неслож­
но, если учесть при проверке ?0, что сходящиеся слабо по­
следовательности ограничены по норме [ I4jl, а при проверке 
9°, что для каждой ограниченной по норме последовательности 
( \ ,С(:3 ) последовательность ( L( xt- ( се J ) компактна. 
Для •"v ) и /Ь/Ч'*... 'ЛГегЛ введем обозна­
чение 
сС.С / м  
Теорема 6.Пусть сГ'А), хсб б?в. ) и Х£-»Х0СсбТ). 
Пусть операторы д линейны на б/Л,Л0) fyOzrO (л'е J) и 
выполнено требование (Af). Тоща существует индекс 4 та­
кой, что при всех <-Ьс0 имеет место оценка 
AuO*{<;( fxf,..., (Х°, ...лГ') — 20Ма­
кова цепочка для в точке ^ lix"li, 4X?"V )е/|!-
^ С <£, = с [ 2- jr 4' Ь^Д-?£ f'frAf^D)] и+{ у; 
( . . .  , сГ ' ) е  Л/С  А » ) ,  / п л * ( ц с< . 0 ц ; . . . . ,  v / a ° - ' l l  )  =  1  } ,  n i e  
/V (/Рч ) - линейная оболочка в %... всех жорда-
0  а 
новых цепочек длины $г'- для А в точке. л0 , дополненных спе­
реди- нулями (т.е. каждая жс-рданова цепочка («" ...у сл."" ) с 
/Lcnc рассматривается как элемент (О, :..t О, и",--, и^'*)€и}). 
При этом £сй С|лч.-л01-с £°} где 
<?=/«*$ I % * (4.7, 
( и " . . . , а / с а у ) , / » * а *  f  . . . ,  i i  и 1 " ' ! ! ) м  } .  
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Если, кроме того, операторы <^, (Се J) линейны и непре­
рывны на некотором подпространстве U^c. V таком, что V0 г 
5 AMG(A~A.O) ДЛЯ всех X на некоторой окружности 
с [х:1л->0К5"]сД^ то 6С£. с Сс> опре­
деленными в (4.2). 
Доказательство. Для доказательства оценки (4.7)заметим, 
что если (се*.^ с+Р') —• жорданова цепочка (для А в точке 
), то жордановой цепочкой будет также (се* ил~'). 
Это позволяет в правой стороне оценки (4.7) ограничиться 
только суммами от 0 до х-/ . 
Оценка &' с |>£~>01 + следует из голоморфности и 
равномерной ограниченности ( / ) по норме на любом 
компакте Л с:Д Для доказательства неравенства на­
до в выражении (4.7) производные заменить их представлением 
через интегральную формулу Коши. 
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APPROXIMATION IN EIGENVALUE PROBLEMS 
WITH HOLOMORPHIC DEPENDENCE ON PARAMETER (II) 
О.Karma 
Summary 
Approximation of the eigenvalue problem A( x ) u  =  0  for 
the holomorphic Fredholm operator-function Д is studied. On 
the asaumptiona of a regular convergence (assumptions 1°-9° 
in § 1) the convergence rate of Jordan chains is given. 
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ОЦЕНКИ СКОРОСТИ СХОДИМОСТИ АППРОКСИМАЭДиННО-
ШЕРАЩОННОГО МЕТОДА 
И.Саарнийт 
В статье уточняются результаты о скорости сходшости ап-
проксимационно-итерационного метода, полученные в [4,5]. Ре­
зультаты иллюстрируются на примере решения краевой задачи для 
обыкновенного дифференциального уравнения. 
I. О скорости сходимости аппроксимационно-итерационного 
метода. Пусть даны метрические пространства ( Е, ) и (ЕЛ, 9а)„ 
1%= 0 ,  1 , . . . ,  а  т а кже  с и с т ема  =  1 г=  О , с в я зыв аю­
щих отображений р.а ; Е —* Еа. Будем говорить, что последо­
вательность {хп}, п-= 0,1,..., с хпе Еа Ф-сходится к 
-Хе Е, если tirn 9а(ха, |аах) =• 0, обозначаем это km хл=х 
(подробнее см. [lj). 
Пусть TR: Еа—ЕЛ, п= 0,1, ..., - некоторые отображения 
метрических пространств Еа в себя, а —» ЕГ , 
а= 1, 2 , , . , ,  - отображения перехода из пространств Е^_, в 
пространства Еп . Пусть в пространстве Е0 задано начальное 
приближение . Итерационный метод 
2.= 11-0,1, . . . ,  (1) 
где 0 - целые числа, а 8"0г_, = х" , будем называть 
аппроксимационно-итерационным методом (АИМ). 
Опишем условия, налагаемые на Тг и -8^ . Предположим, 
что 
Зх'б Е„: х* = Т^х*, п= 0,1,..., 9- (2) 
причем 
9о0*Ю«<*о<г, п.* Г. (3) 
Пусть 
^T-A., Т^х*)« о(<з»п(хп,х-)), для V х п: ̂ (х п, Г п)<г >  (4) 
где со(ь) - определенная на интервале [0;z), 0< х$сх>; не­
убывающая, непрерывная справа функция. 
Об отображениях 5^ предположим, что 
4rS- ^ ^ 9>г-1 7 У ii-l X к5) 
2-n-i > У.мс EiVl, К = Lcrust. О сходимости АИМ (1) в [4Е] доказа­
8 29 
на следующая 
Теорема 1. Пусть выполняются условия (2)-(5), а также 
um cl a= 0 (6) 
и для (3-  итерации функции и>(ь) имеет место не­
равенство 
СлДь) < s/K при 0 < s < г а= г0((Ь)< г. (?) 
Тогда, начиная от достаточно больших п. , АИМ (1) будет схо­
дится при 
Пусть нам известна оценка 
SW«> ГЧХ)* , ton. V о, w 0 < ч < 1 • (8) 
Изучим, когда погрешность АИМ имеет такой же порядок. 
Теорема 2. Пусть выполняются условия (2)—(5), (8) а 
также условие 
d - п и «  c d * ,  " - » 1 .  0 < с < 1 ,  о )  
Пусть существует число cj_< Q/K такое, что 
c^(s) $ cjs . при 0$5«-г1 = (Ь)«х, (10) 
и пусть выполняется неравенство 
*  X r f  при С* < 1 ,  (и) 
где X = corwt <оо. Тогда, начиная от достаточно больших п. , 
при [Ь будет иметь место оценка 
. iv х*) 5 co^t (12) 
Доказательство. Определим рекуррентную последователь­
ность {5^}: 
5 С= 6 Л= cj° <"-(Kc5 r i. )+ da), n.»l. 
При этом сх^ выбираем так, чтобы К6^4 cL^ < 1, п.г 0. 
Так как 
9и,<х, 1\х)5 9 асг„,к) + 9п (х» vх*x ( 1 3 )  
то ввиду 
9о(2о,<) «9оСС°.х:,Т0,0.х:)^ сохЧ9о(^,^)) 5 5=, 
9,(^. о * й^л.1, т:ч) % ^(9а(гнп-, ,х;)) * 
< со"" (К 9 а„ ( г п„,Х,) + , х^) * 1 1 5  
достаточно доказать, существование индекса иг такого, что 
6а< const т^0- при «а» (Ь для всех п-> т. (14) 
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Выберем т такой, что 
а„., «-г«-kr­ iisi 
Заметим, что в этом случае 
я л  
(16) 
Выберем (Хт при котором 
Пусть теперь (Ь, аяи+1, Докажем, что 
(17) 
(18-) 
Действительно, согласно неравенству (17) 
<5mt, ^ ̂ (кс^ dmh) « u^co-
Пусть теперь 6Л.( -s С,к~т~2). Тогда, ввиду (9) и (10), 
откуда, в свою очередь, следует (18). 
Для завершения'доказательства теоремы достаточно ис­
пользовать в (18) неравенство (11), согласно которому 
г , £n,"t /£л.С -иг-1 п <V « Г? TJ . 
Замечания. 1. Из неравенства 
9п.«.9х<) 5 + 9>л vn- x*)+ к9л.,« (, [vx) 
видно, что практический интерес представляет лишь случай 
С* ̂  Строгое неравенство С>7 имеет место, если 
2. Если С" ^ , то VII) выполняется ввиду предположения 
со(ь)<ь. Если же Qsi], то из (II) следует, что для любого 
q>0 существует (0,г] такой, что выполняется 
3. Из доказательства теоремы видно, что выполнение усло­
вия (9) требуется лишь начиная от достаточно больших п, . 
Используя (16), отсюда получаем, что 
KS^d^e" 1- 1  




2. Построение АИМ в случае сжимающих отображений.ПУСТЬ 
uO)  = э е в ,  0  <  э е<  1 ,  - г  -  - « •  с о  .  
Тогда o)^(s) = эе^ь и число итераций [ž> надо выбирать так, 
чтобы с^~ эе.^< Q/K. При этом t1 - любое положительное 
число. Условие (11) выполнимо лишь при С- ̂ , тогда Х - эс\ 
Поэтому операторы перехода да должны удовлетворять условию 




то (15) выполняется при пг-О. Пусть О,< т.е. 
>7 - к эер ' 
начальное приближение достаточно хорошо. Тогда при гп-0 вы­
полняется (17). Выбрав число итерации [Ь ; п>. 1, мы полу­
чаем из (18) следующую оценку: 
о x^dl. „ . 
ои  -< 1— п , 115 1 . 
* ^-кэер 1  ' 
3. Построение АИМ на базе итерационного метода с квад­
ратичной скоростью сходимости. Пусть 
со(ь) = Ms Zi г= 1/М , 
где М - const. Исследуем скорость сходимости АИМ при (Ь = 1. 
Условие (10) выполняется при любом q_< Q/K с ~i, ~ с^/М , 
а (11) имеет место, если C2s Ч- Неравенство (15) принимает' 
ввд 
d-lru+1 ^ кс|^) , 
такое найдется, если cLm+1 ^ ^/4КМ. Для выполнения 
условия (17) надо подобрать схта так, чтобы 
Рассмотрим следующие два случая. 
A: rj= C, z, т.е. операторы 6^ удовлетворяют условию 
r/ y z. 
Так как \ = <\/М, то из оценки (lb) следует, что 
г q2" -IH-1 п. 
"i • 
Б :  VJ -  С ,  т . е .  о п е р а т о ры  у д о в л е т в о р яют  у с л о вию  
S'n.CflXAr^x) s coast if. 
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Из неравенства (18) получаем, что 
г CS*" -2(ITVH) 2а 
^ и 1 * 7 ' 
однако, ввиду неравенства (13), оценка (12) не улучшается. 
4. Приложение: приближенное решение краевой задачи для 
обыкновенного дифференциального уравнения. Рассмотрим зада­
чу 
х"- Kt,x,x')> 0«t<lj х(0)=х(1У=0, (19) 
где I - заданная на (0,1)х iR'xlR1 функция. Пусть задача (19) 
имеет решение х*(<). В качестве приближенной задачи поло­
жим систему конечноразностных уравнений 
кЧх"'-2хЧхи). 10',х',£(х"'-хи)) , 1 
х - . х - .О ,  j ™  
где £•= L/K. Пусть задача (20) имеет при к#к0 решение 
( x# c) 0*uk' прич ем  
max m«x( 0-x<£|Jx,Xt0-|(x,'hl-x''>')|)< const(21) 
1suk-1 . 4 у  к  
Достаточные для этого условия даны, например, в [2]. 
Построим АИМ следующим образом. Рассмотрим последова­
тельность задач (20) с к= ka= 2а-к„, Цусть Еп - простран­
ства векторов 
Е„ -  ( x „ - ( x - ) 0 < i l e - : x ; . x ^ . o j ,  
снабженные нормой 
li* J - max me* (lx; I, ^(x^-x^'l) . 
кл-1 
В качестве Е положим пространство непрерывно дщрференцируе-
мых функций С1 [0,1], а 
N-RTX= (X«))0$U(46E , <= 
Из неравенства (21) следует оценка (8) с т|= У, . 
Для нахождения решения х* системы (20) используем ме­
тод Ньютона-Канторовича. Непосредственно проверяется, что 
при достаточно гладкой функции f данный метод будет иметь 
квадратичную скорость сходимости. Поэтому достаточно по­
строить отображения перехода •&„ , удовлетворяющие неравенст­
ву (9) с С - Vz- Можно построить -8^ , например, следующим 
9 
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образом: * уаеЕа, где 
V 
IVI > 
если -fc1 '•= i1 
- +  е с л и  
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Im Artikel werden die früheren Ergebnisse über die Kon­
vergenzgeschwindigkeit des Approximat i ons-It erat i о nsver­
fahrene präzisiert. Die Ergebnisse werden auf dem Beispiel 




РЕШЕНИЕ ОБРАТНОЙ ЗАДАЧИ ТЕПЛОПРОВОДНОСТИ 
МЕТОДОМ ПОСЛЕДОВАТЕЛЬНЫХ ПРИБЛИЖЕНИЙ 
Э. Тамме 
Обратная задача теплопроводности является некорректно 
поставленной задачей математической физики. Для численного 
решения этой задачи выработан ряд методов (см., например, 
[2,6]). В данной работе предлагается алгоритм последова­
тельного приближения для решения этой задачи. 
I. Обратную задачу теплопроводности можно сформулиро­
вать следующим образом (см. [2]): найти на отрезке 0 # 16 Т 
решение и. = и. (t) задачи 
u . ' + A u . - f (  t ) /  u  ( Т )  =  А  
или 
в и  =  9 ,  ( i )  
где В  и  = (.u. + Au, ц(Т))# $ = ( f )  h ) /  а А - линейный непре­
рывный оператор, действующий из действительного гильбертова 
про с т ран с т в а  V в  сопряженное  п ро с т ран с т во  V. Пуст ь  V 
всвду плотно и непрерывно вложено в гильбертово пространст­
во Н и (u, v)v , (u,v)=(u,v)H , (ulv)v,) HuHv/ «ullH, Hull^ 
- скалярные произведения и нормы в пространствах V, И и V'. 
Отождествляя И с его сопряженным пространством, получаем 
V с Н с V.' Если vie. V' и 1/ е V, то (uy v) обозначает 
значение функционала и, на v и совпадает со скалярным про­
изведением в Н для и.£Н. Обозначим через J канонический 
изоморфизм из V в V' (см., например, [4]), определенный 
соотношением 
( u ,  v ) y  =  ( j u ,  v )  v v £  v ,  
Тогда (u/ v)v, = (u; JHir^.4 
Пусть оператор А удовлетворяет условию коэрцитивности 
(Au . ,  m 1  Hu l l }  -  ̂Hu l i J  V u eV ,  ( 2 )  
где m,, > 0. Тогда ß является изморфизмом между пространст­
вами и <Н.£ (см. [2]), метрики которых определены скаляр­
ными произведениями ^ 
( u i  ^  я ( и /  4  ( l t ' /  
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j  ( f >  l  V  ̂  f  ^ V / '  
где £ = ( i). 
Лдя приближенного решения задачи (I) применяем метод 
последовательных приближений 
и * н = ( 1 - * г В*6 ) и^+  сС а 8^  ( п  =  0 ,  1 ,  . . . ) ,  (3) 
где I - единичный оператор, и0 - начальное приближение и 
0< d}< 2./Ilßll^ Чтобы получить хорошое приближение к ре­
нию некорректной задачи (I), надо остановить итерации при 
таком п , при котором будет выполнено одно из правил оста­
нова, предложенных в [I] и учитывающих неточность задания 
I и к. 
При выборе параметра d. метода (3) понадобится оценка 
нормы оператора В. Эту оценку можно найти следующим обра­
зом. Пусть а ^. По определению оператора В 
IIBull^ ( j | |  и'+ Aull*,dt + l lu(T) ( 4 )  
Оценим сначала норму !lu(Tjf|H, Так как tlu.(t)l!H непрерывна 
на отрезке t£ [0; Т]^ то существует toe[оуТ] такое, что 
II u (UIL = mm I I  u tWu .  То г д а  
п  o ^ t ^ i  '  
IIи(Т)iß = Il- llu(te)»Jf 
t t t 
+ 1 ^ + jllu'«)ll V + j l lu(i)l t fdt .  
. о о ' О 
Если lluHH < с l|uHv, то 
ы т ) | £  *  ( f t  \ )  
Так как , 
II  i A  Am l l ^ ž  ( H w ' " y / +  ИА1И1 и 11 у )  š  ( U M V f U b ' l l y ,  t  ВиЦ 
то из (4) получаем оценку 
llßu.11^ 5 (3.+ »All^t Y)'A HuHh , 
Таким образом д 
I IBII < U-HIAlf+^Г* ( 5 )  
При реализации метода (3) надо применить сопряженный 
оператор В*. Элемент w= В"^ найдем из соотношения 
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(ßU/ = К 
Учитывал, что 
t t 
( ß u ; ^ ) ^  =  1  { u - ' + A u j ) v M t t  -  i ( j ' Y ,  b L ) < t i  +  
r ° 
+ j (aT^ u)*t + {j-4f(T) /U(T))-(r1f(0)^10) + (A, u(Tj) 
и 
i -  "г 
(u.wL = + K, w'jyjolt = j  -
' л 1  о v  
- I(j-V; u)oU t {J'wW, «iT))~ www, ию», 
0  
получим для вычисления iv = 6*ß задачу 
-J'V"+ J"W =• - A*j~1j ! (6) 
J ' 1 W ' l o ) ^  r 1 f t o ) /  J ' 1 w ' ( T ) = r 4 f ( T ) t A .  
2. Рассмотрим более подробно реализацию метода последо­
в а тельных приближений (3) в случае, если А - л J •+ Irl ^ где 
а?> 0 и tr - постоянные и Г - единичный оператор. В этом 
случае выполнено условие коэрцитивности (2). Приближенные 
решения задачи (I) ищем в виде разложений по собственным 
элементам канонического изоморфизма J .  
Изоморфизм J является самосопряженным положительно 
определенным оператором в Н. Предложим, что любое ограничен­
ное в V множество компактно в Н . Тогда J'1 вполне не­
прерывен и собственные элементы (р = 1,2,...) оператора 
j образуют последовательность, полную в V, Н и V' (см. 
[3], стр. 195). Упорядочим собственные значения Лр опера­
тора J. 0 ^ Xf £• < .,, , Собственные элементы счи­
таем ортонормированными в Н » т.е. (ifp/ = сР^ ^ где 
- символ Кронекера. Тогда 1^^) = (j^ X) = и 
При численном решении задачи (I) заменяем ^=tf, -М на 
&г г д е  
10 
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При этом N выбираем так, чтобы было 
где d4 - уровень точности задания данных. 
В таком случае задача (6) для определения vr - в"а^ 
принимает вид 
1 i t '  . \ , / _ 9 , •& -rV'+ Jw= £ ("Д р( f j p )  +  ( а - г +  Ä p ) ( f , f p ) ] ^ p }  
rv(o)= e  r  (|(o) z ^p)^ )  j* 'n/ '(t]  = !c[r pЦ (Ч*рЩ<!р)]%. 
f ~ i  p  рм  
Ищем решение последней задачи в виде 
N 
иг =Ц и 
р*1 
Подставив последнее разложение в задачу, получим для опре­
деления коэффициентов Wp краевую задачу 
- UTp + Ар Wp = - (fy) 4- (о*Ар t & ) l f ,  J p ) f  
wp(o) = (/(о),^ 5) /  W p  ( Ц  f r )  + * ? ( * ;  f y ) .  
Решением этой задачи является 
^р~ "tiü^r j ^р)[л^*рл  + (й1+  s^vj -
- J "w '  V ( T-'b  f"'* i , l A  VT-**+  
c0l ap t . 
+ лкарт (p= * '  '  •  ' >  (7) 
Возьмем начальное приближение в виде 
u.0 — 2Z uop^)^p -
p'1 
Тогда и последовательные приближения,определяемые формулой 
(3), выражаются в виде 
un = _^un p( i ) ^ p  ( пП  i / , . . /  A/ j .  
p=i 
При помощи формулы (7) получаем для вычисления коэффициен­
тов последнего разложения рекуррентную формулу 
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u-n+ypk) = %P(t)+eC*H unpM-
"f^vr jx,i'tov*+ ̂  |u„,w* v г-.м.]-
Последняя формула прннимает особенно простой вид, если аа= 4 
и  6 -  =  0  ( см .  [ б ] ) .  
3. Рассмотрим еще следующий пример обратной задачи теп­
лопроводности: „ 
I - f r - W M ,  
(9) 
u(x z T)-A.M z  u l o ; t ) ~  u l ^ t )  =  0 ,  
Предположим, что йа= Ccrnot > 0у 6-- U>V)t/ h&L3_[0/^) и 
£б L^C'u,^ * (О, l)j, Тогда можно взять за пространства Н = 
= La(f/'0 и V = ( 0, 1); в которых метрики определены 
скалярными произведениями 4 
(и v)= Juveh. ( и, v) - jт^Ъх d / x-
0  о 0  
В таком случае J ы, = - Э u./g х2- и задачу (9) можно рассмат­
ривать как задачу (I), в которой А = я* J 4-6-1. Так как 
IIuIIh - ,lvt"v у то ПРИ помощи формулы (5) получаем оценку 
06 «  Ž  [ 2  t  ( аЧ  ̂ ' j Ž 4  
Собственными значениями и функциями оператора J являются 
*р в(1гр)* f^fž^ttpx (р = 4 2 /...). 
При реализации изложенного алгоритма на ЭВМ надо учесть 
то, что вместе с ростом р значения гиперболических функции 
в формулах (7) и (8) довольно быстро растут и могут вызвать 
переполнение. Во избежание переполнения можно пользоваться 
приближенными формулами типа 
Х л / Т - Л  \ f i l T - t )  Х р Ъ  
j k x p * * * '  l' ,  l , - a p ( t - » >  
ok. лpT н  £ е р 
( О  <  »  <  t  < Т ) .  
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ДВУХШАГОВЫЕ U-ПРОЦЕССЫ И ИХ ПРИМЕНЕНИЕ 
ДЛЯ РЕШЕНИЯ НЕКОРРЕКТНЫХ ЗАДАЧ 
Л .Сарв 
I. Рассмотрим уравнение 
a a - t f ,  ( 1 )  
где А ) -линейный ограниченный оператор из гильбер­
това пространства il в гильбертово пространство F . Пусть 
нулевое пространство N (А), вообщем, нетривиально и область 
значений R (А), вообщем, не замкнута. Следовательно, зада­
ча. (I) может оказатря некорректно поставленной [2,б]. Пред­
полагается, что ^ е R.(A)c F. Задачу (I) будем решать сле­
дующим нелинейным итерационным методом: 
v t 1  £з.,п1\*аа*пл 
^*з)^ с 2) 
= ^ 4**1 ~ «.)/(-^«6+4 - ̂ £*-+5^ . 
Здесь Ли.^- ( , ß = AA*^>-1 
целое число, Заметим, что параметры ^ и £AjVU определя­
ются таким образом, чтобы момент порядка о» от очередной не­
вязки был бы минимальным: (ß^o, , „ г J —nu.«,. Для ^ = IV* i. J *V-* 1 '
= - i последнее эквивалентно условию ( ^ t) —* "u*\ ? 
где u-». j ulw- ближайщее к vu, решение урав­
нения  ( I ) .  Итак ,  п р и  o c -= - i  м е т о д  ( 2 )  я в л я е т с я  д в у хша г о вым  
методом минимальных ошибок, при оо - о двухшаговым методом 
наискорейшего спуска и при со = ± двухшаговым методом мини­
мал ьных  н е в я з о к .  Для  и- - о ме т о д  ( 2 )  был  п р е д л ожен  в  [ З^ .  
Идея введения параметра i» для одношагового случая была 
п р е д л ожена  в  [ 4 ] .  
Исходя из задачи (I) рассмотрим случай, когда вместо 
оператора А и правой части f даны их приближения 
faß F, такие что l/A-A^IU\ и 
ytftL (о.,<*7). ДЛЯ решения приближенной задачи так­
же  п рименя ем  м е т о д  ( 2 ) .  Поня тно ,  ч т о  в  т а к ом  с л у ч а е  в  ( 2 )  
вместо А фигурирует А^ а вместо | . 
Приведём основные результаты, которые справедливы для* 
о. Относительно начального приближения и_0 будем пред­
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полагать, что u-e-u. не является линейной комбинацией двух 
или менее собственных элементов оператора AM 
Теорема I. При решении уравнения (I) методом (2) в слу­
чае точно заданных данных имеем lin Ii u.^- u.# l| - с • 
Если при этом (А*Д)Pv } р > С } i'v//< % 
т о  / I  I I  <С м п "Л  
Следующие теоремы относится к случаю, когда Auf 
даны приближенно. 
Теорема 2. Если п, = п. (сСд) выбрать так, чтобы ц — с» и 
(,<Г+\ О при JI Tj_ -*• о то 
с при сГ * о 4 (3) 
Если при этом известно, что 
u-0"u-*= ( A"a)Fv- p. >0^ -ire U ; liv II ± ^ CO 
и выбрать п = сЛ „ ((f+O*то можно оценить ошибку г > ^  l '  )  
,  > ( 5 )  
Il u.^- u_ t il 4= С ^ ̂ ^ (с + / 
Сформулируем теперь два правила останова для итераций(2) 
по невязке [lj. 
Правило останова (П-ц): зададим числа &L> 1 и 4Л>1|и.,1| j 
итерации остановим на таком ^ = кСо3\) для которого впервые 
«ч-л ̂  i Lo~+ Ь л\. 
Правило останова (П2): зададим числа bL>i 6 >1и и>о; 
итерации остановим на таком и.= iv (сГ ̂ для которого впервые 
выполнено хотя бы одно из неравенств 
i 
ii iju l xи 8 ^ »а/( ̂ г+ми-«.»\у; 
Теорема 3. Для правил останова (П-j-) и (Hg) при о 
справедливо 
( c f v t j w  о  }  к  и . ^ -  i i  о .  ( б) 
Если выполнено (4), то 
\ г-
>  ( 7 )  
>  /  Г -  >  Х I 2 - I 1  Л  / „ ,  
11 "•> 11 - ( 0 + 
2. Пусть А и I заданы точно .Для доказательства теорем 
этого пункта нам понадобится 
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Лемма I. Итерационный метод (2) имеет следующие свойст­
ва: 
( в  v j e ( b '  ч , 4 н ) : °  >  
(,4, J= (>
г  в Г Ч  . О в ' Х .  >  4 J  > 
ч,! , v.) (  в" x л j /^l > h. , 
i / # b | a * . £ t ^ / l b i ^  / -  з  
v ^ , « a  +  £ * , * * »  *  0  >  
O / ^ V O ,  
u m * "  ц г ^ и ^ с  с в г ^ о ,  
we р в)п. - ^ (4б» 3  "i*i~ a*-^)/ 
/ ^•д.~' г  с,.* 4»,!" 1" а/.>ч , 
и jA является константой, не зависящий от ю. . 
Доказательство. Из (2) получим 
п  * t ,  .  в г „ + £ ,  в \  ( 1 8 )  
с  п.-* 1 *v 1>л- ^ .2, «v ' х  ' 
Равенства (9), (10), (II) и (12) можно теперь непосредствен­
но получить из (18). Докажем, например, (II): 
/ <4- •+• 4_ \ / сх, *4 
' в , Ч J *: в Ч.Чч*4!,..!6«-^* 
* k... b v-.j -
Отметим следующий факт. Если при данном ц. провести два 
шага одно шагового * -процесса L~4] и невязки для них обозна­
чить через^^ ' то 
m v b 4  ,  
-1Л-to, ~-Н\^ i ~ ßi j« r\ * 1 ~ ^-vT + ßo^ß 4.^ ß^T-n . 












( B°° п. п. ) <: (,, ГТ9Л 
«О пП/ ̂  1,0 VL»; 
Непосредственный контроль показывает что 
fr А (20) 
Если выписать (19) и учесть (20), то получим (13). 
Первое неравенство в (14) получаем следующим образом 
ив «  н в<  
4 - - с -  4 . ,  j я * " < 4  i t , v ' " - 4 « ; л | ^ ч н  
i/en 0  
Г") ; а«г, ч * г ^  
о 
ubu иву 
4 II В» ( 4,, IГ U If, г,!1- 4„ J Л IE, .J1) -
О о 
-  I IВ I I  ( < t 4  ̂ t l  -  4 4 i u )  ,  
где t я - спектральная функция оператора ß. 
Второе неравенство в (14) доказывается аналогично. 
Далее обозначим ÜII . Из (12) находим 
. (21) 
Перемножая неравенства (21) с «-= о, ia .. . ,<--1 получим 
4*,«. ̂  с a-k. + l/ a<) с°-в/ а^) • ^22) 
С другой стороны, учитывая (12) имеем 
0 ^ ( в  f  1 к *  ̂ м - г х  ^  ̂  
+^ в  *^<(ß -£^,(6 Х.А.УД/.' 
~  ' - д . , *  ^ к .  / ~  < 5 * . . , *  > •  t  " " к ч / .  
Последнее, вместе с (22) и (13) даёт 
V С ГмЧ- iM] -К/О  *  <0  Г  i / õ v * ,  д^ ] .  
-( a 0 V < )  *  H ß i i X  0 ( e ^ 4 > O / ( ß ^ 1  ч Л < )  =  у - .  
и 
Здесь мы учитываем, что (S >Lt) t1) ф о .Действительно иначе 
г0 является линейной комбинацией двух собственных элементов 
оператора А А* , а это исключено по предположению. Тем самым 
(14) доказано. 
Теперь докажем (15). Для <*,= о и лч неравенство(15) 
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непосредственно следует из (2) и (10).Так как Д*+1( -
- о по неравенству моментов [й], то (15) эквива-
. X. 
лентно неравенству 
V V« W *»:, vr <•„„О * 
(23' 
Выпишем первое из слагаемых 
IIBII ив» US" 
v ^ tEvtjTj ̂ cL Ut, ijl-j j T V ^ n S -
T, ,n _? 1811 «81 116« 0 Я"1, 3ciIIЕяг Jl^- ffS" 3dll^tJaj=J I i otil £\1|. 
О  О  '  О О О  7  
"о й ив* КВН ' 
d l l E y t J  - j j  {  ̂ y ^ j 7 eL I |  
• ci «t- г j a* (i/oT TTiry-v > п ri^v + 
О О О  ' ' ' ' 
y ä +4 a/^y^ay"vttv2, г^у-гг;/ 4. 
-л а/ч**3/^3]'с11|Ея-lJi^A IIIjfd. II Ey iji*. 
Если аналогичным же образом представить и два следующих сла­
гаемых в (23), а подинтегральну» функцию разложить на множи­
тели, то подучим 
иЭ «01 «81 , 
J 5 S [ /l/ч V (  %-/t) (Я  - У)  f / i ~ X > ) ,  2  р . *  V * ] d  d i i E ^  а / .  
Доказательство (16) аналогичное и мы его проводить не 
будем. 
Для доказательства (17) покажем сперва, что 
4 - v ( v  ч  а ^ л >  -  v  v  ч а  -  w 0 -  ( 2 4 >  
В силу (13), (15) и (20) справедливо 
W*.,/*, «•! V4/4PJ/^. (25) 
Обозначим J<t^ ^ . Перепишем (25) в виде 
с  г  6 ä  >  ( w  -  ]  a  
±  l *  ё л > ( V^J - ̂ cv^y7 ]/2 ̂  . (26) 




[ a 4-л uj j- ] а ̂  4 ос 4 
5 \ . (И7) 
Положим А=4Г(<-^4,)6^+ А* с в стУ 
(16 ) .  Т е п е р ь  ( 2 7 )  о з н а ч а е т ,  ч т о  X  удо в л е т в о р я е т , н е р а в е н с т в у  
К* А - * U V +  ( ^ / ^ . л +  Ч  ̂ 0  
Если учесть, что ос = Ь^/£х ч то отсхща непосредственно вы­
текает (24). 
Докажем теперь (17). В силу (13), (18), (20), (24) и 
неравенства моментов получаем 
8  w 4 £ v a  -  ч а +  
-v 4з = » 
*^ ̂  г< <V<^- ( v.ß^)]; > /зе^^ > 
Ъ 1/ВЦ =  (В  п - ъ ь 1 . ^ ) / ц  в  It  .  
Этим доказательство леммы 2 завершено. 
Доказательство теоремы I. Пусть Рд спектральная функ­
ция оператора а*Л = 2) Для любого £ е. (о иди) имеем 
ii v< hf t  yji+ iiл yji/v^ 
-  f  J  и - Л  .  I F ,  r . . t  I I 2 - ]  "  I i  г . »  / 1  * » .  
Если теперь фиксировать io= • j*-) и взять t е (o.,'fc0).>TO 
(1-^ + f^ -t1* )z&i и следовательно 
II  t  II  4  t l  F t y o  I I  +  I I  4 1 1 / *  i U  -  ( 2 8 )  
Аналогично получим, что для 
1 14114  I I b ,  Ч  И +  (Б  4 / J i A / i  V X  ^  
4 ±  ̂ l l f 0 i l  + ( ß \ ) i j i / v i i / i .  
Минимизируя правую часть последней оценки по t , имеем 
i iM4 f e ^ > i j 1 / Vm v ' \  '  
или и . ч 
что вместе с (17) даёт ц t^U^-ll fLn,-tl.il2*-9lCLll'LJ|. Анализ этой 
оценки приводит к неравенству |/ tj < с «V Подставляя по­
следнее в (28), получим 
, i/i. 
П К "  *  l i  f t  y e " +  c 3 / ( k i ^  
Учитывая, что f6 _L N ( А) > можно для любого d >о фиксировать 
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( o >  t 0 )  такой что l|Ft Д||4 t / x .  Затем фиксируем ы  = 
= [Ч с^;/dZt^ \ I И получим, ЧТО |/ ^ £. для к N 
Пусть теперь u. - u. -GVa/t Из (28) тогда получим о * 
I l  f  J  b t t u w + l i l j / t 1 ^  .  
После минимизации по t имеем 
. (29) 
Действуя аналогично для || 1..J , имеем 
( ь -чэ О >  с .  ii 0  (зо) 
По теореме Лагранжа о среднем, примененной к ^(осу^л-;г-1г-+1 » 
получаем оценку 
II  t j l ^ - l l г # + 1  I I 1 " t  Up - n ) I I  1 ^ u > / a r %\ i j : / ( ± r  - I i n i J A ^ 3 I )  
Неравенства (30) и (31) вместе с (17) дают 
•jyd.ii.-n.4> i/fia-nS ч/(1гг 114) 
il г j, -II гп11и 11 *сб и 4 к * . (32) 
В свою очередь (32), как можно показать, влечет оценку 
II 4J 4 С, 
и отсюда в силу (29) следует l/Vnii 4С IL*1. Теорема I дока­
зана. 
3. Рассмотрим теперь приближенную задачу. Пусть (5,^ = 
= Д А* >Ъгс\А\)Е> KF*~ cneKTFMbHbie ФУНКЦИИ опе­
раторов в^_ и аз соответственно. 
Лемма 2. При решении приближённой задачи с использо­
ванием метода (2) найдутся константы С 3 , и tc такие что 
й  ч» ь  * н 1  ал j'*" * с' (  в\ ч ь ч^ > ( 3 3 )  
а для всех t £ С с, fc с ) 
I I F T  VJ4 I IF t  X . J I  +  c ' 4 V - j - | l A x u . l t - ^ | |  }  ( 3 4 )  
« e b 4 " ^ » E t  Ч - ч . »  •  ( 3 5 )  
Доказательство. Сперва заметим, что из (2) следует 
>L = г - £ В, -г -г £ Вг г (36) 
«V+I. ^ L ЬГХ \ ^ ) 
гае 4= A ^ Сравнивая теперь (36) с (18) можно по­
казать, что все утверждения леммы I переносятся на случай 
приближенно заданых данных. По условию о.с- u. ̂  не является 
линейной комбинацией двух собственных элементов оператора 
А* А е Нетрудно заметить, что при достаточно малых сГ ?на­
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чальная ошибка u.e-uH не будет линейной комбинацией двух 
собственных элементов и для оператора и тоща ите­
рации существуют при всех п. , т.е. уо - От­
сюда следует ещё тот факт, что константу ^ фигурирупцую 
в (14),можно здесь считать не зависящей от J" и . Итак, 
(33) получается точно так как и (17). Из (36) следует, что 
для io- L/C  иди-* л верна оценка (35). Действительно, 
t  ^ J L  ^ « .  
ч=  д  d l ls> l»-i 1 1  j ^ч-j' j 
так как (i-яе. fü для а ^(о t у Из (2) имеем 
•г, т.14 [ j (i-"p,f._ri , a'r 
+  4  1 , 1  ] e, <*, - л у, 'i 1] 
Учитывая, что(<ч„- 4-£ l v >„ tbf пр и  яе со,*,], 1 1 3  по­
следнего получим (34). Лемма I доказана. 
Для доказательства теорем 2 и 3 теперь достаточно со­
слаться на теорему 3 из [5]. В заключение автор выражает 
глубокую благодарность Г.Вайникко за руководство работой. 
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TWO-STEP <X-PROCESSES AUD THEIR 
APPLICATION FOR SOLVIHG ILL-POSED PROBLEMS 
L. Sarv 
Summary 
Let Д be a bounded linear operator between two Hilbert 
spaces, with the range of A not necessarily closed.Operator 
equation (1) la examined, where instead of exact A and f 
their approximations A^and are given. For solving (1) 
the family of iteration methods (2) is used. From (2) we get 
foro6 = о the two-step method of steepest descent and for 
cL = i the two-step method of minimal deviations. 
The regularization of ill-posed problems by iteration 
methods la usually realized by stopping the iterations on a 
certain step. In the present paper the theorems of conver­
gence are proved and error estimations are deduced for 




ИТЕРАЦИОННАЯ СХЕМА ГЕРОНА 
ОБРАЩЕНИЯ ПЛОХО ОБУСЛОВЛЕННЫХ МАТРИЦ 
А. Лилла 
Рассмотрим систему линейных алгебраических уравнений 
au=l/ ; ̂  € R (й) ) (i) 
с вырожденной самосопряженной неотрицательной квадратичной 
матрицей. Система (I) прямыми методами не разрешима. В рабо­
те предлагается алгоритм конструирования последовательности 
матриц ßh , таких что Ußnf|i2*n и ||А6п/-ЛКО ПРИ 
п-» 0 0» i ' 
Алгоритм имеет следующий виц: 
i a.-i . 
и üm-CVOÜkJА ( 2 )  
ш 
Для удобства дальнейших исследований предположим что, 
IIA|l4ij хотя все полученные результаты распространяются 
на случай матрицы А произвольной нормы. 
Докажем следующие свойства матриц: 
1° матрица Ук симметрична; 
2° Ук>0 и она имеет с А одинаковые собственные век­
торы; 
3° hs к 1(4 и   "ри К'•» 00 • 
Представим матрицу Д в виде произведения 
А - С Д С ?  
где С унитарная матрица, а Д= di'afy > ^i-и) -
диагональная матрица, Q-i - собственные значения матрицы А . 
Свойства 1° и 2° докажем методом полной индукции. При 
«= 4 имеем 
j = (1+ А 1)/Я=(СС#+ СЛС*С сЖ-сС(>Л)/1] с: 
Обозначим диагональную матрицу ((Л)* Она поло­
жительная, как сумма положительной и неотрицательной матриц. 
Матрица У ^ обладает свойствами Iе и 2° Предположим, что 
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матрица ук= С удовлетворяет свойства 1°и 2° и пока­
жем, что тогда также удовлетворяет 1°и ^Действитель­
но, 
ук„= (V яч*)/* • №А)С^САС'С^(А)С*)/Л= 
- С [CftM+Aftty^JcT 
Матрица симметрична, имеет с А одинаковые собственные 
векторы, положительная, как сумма положительной и неотрица­
тельной матриц, ^ (/\HfK(A)+A ЙА))/?. Свойства 1° и 2е 
доказаны. 1 
Свойство 3° эквивалентно требованию, что 
f K  ( Л И  и  п р и  к - # » - .  
Заметим, что вышеописанный алгоритм формально совпадает с ме­
тодом Ньютона для решения уравнения у ~CL=C»oh известен 
также как метод Герона для вычисления \JÕD . Так как по этому 
алгоритму вычисляют диагональные элементы матриц (Д4) то 
они при К-?»-0 сходятся к xfA1 и следовательно xf^1, 
Формула Герона преобразует отрезок Со,^] в (о,13 непре­
рывно и монотонно и наК-ом шаге VÕ1 преобразуется в 2ГК • 
Следовательно, -рк(А) ̂ - 1~К или -f^CA) 4 2.К чем свойство 3° 
доказано. 
Исследуем скорость сходимости ^ Метод Нью­
тона для решения уравнения ^(Х) = 0 сходится (см. [2]),если 
?\=К.г\,£1/£ гДе Ч=1%/$Ь K^lgVß'l' В данном случае 
$ = ^2 а ^ / = я ^  и 191 вех 
(X в LO, 1J. При этом сходимость совещается со скоростью 
14К-&/4 Х' КМ)? 
Диагональным элементам ЛС матрицы А соответствуют величины 
- 2 & ̂  .2 « Тогда сходимость -fa(А)->JA"1 характеризует­
ся диагональной матрицей скоростей с элементами cj* 
и  именно J ( Д )  - JÄ1 j 4 , 
Исследуем сходимость A G>K^~ ^"*0. И"®®" 
а б к / - /  = ( ^ 6 к а - а ) < л=  с  ( а ^ а ) л - л ) с * и .  
Остается проверить сходимость ||д ̂ Г*(/\)д Обозначим 
диагональные элементы через ;(/д* „ и проверим схо­
димость по-компонентно: 
51 
| TRÜ Raamotukogu | 
а* 
* г .-а: 
А к. а 





/ r-, -kh к. 





При это. Iд^к(л)А-Д 14£" 
4Ук„ 2  к  U i l ,  г д е  Vk= ^  ( <-a) Z ^ l .  
Приведем результаты численных экспериментов, в которых 
схема (2) сравнивается со схемой (см. [4]) 
6с=1 
(3) 
1 1  ß)kh-ß(c+ßlc(r-ftßk) к^1д,... 
Одновременно исследована устойчивость решения относительно 
малых возмущений правой *сти уравнения (I). Приведем ре­
зультаты двух экспериментов. В первом случае матрица Ft по­
лучена при дискретизации методом прямоугольников по 30 точ­
кам ядра интегрального уравнения 
км)и. МоЦ-{С0/ 
I t (<-1^ 04"(;^4 . 
Во втором случае методом средних прямоугольников по 29 точ­
кам дискретизировано ядро интегрального уравнения 
j (4+i) +  з } и Щ di> '~Ь+"jz , 
Эти примерё взяты соответственно из [3] и [I]• Правые части 
уравнений (I) ^ сконструированы по решению ц(^)=1, ̂ - AU. 
и умышленно испорчены добавками ±J~, J~=o.Ooi. В следующих 
таблицах приведены нормы погрешности Ц Ц-вц ßfll и невяз­
ки I!• ЦРИ этом использована норма || till -
KÜKir*113 РезУльтатов видно что, при равной устой­
чивость схема (2) сходится два раза быстрее, чем схема (3). 
Так как они требуют при вычислении примерно равное количе­
ство операции, то схема (2) более экономная (.метод квадрат­
ного корня обращения положительной матрицы требует та *?/% 
операций). В этих примерах при схеме (2) наиболее точный ре­
зультат получается при остановке на невязке уровня 1.5сГ, а 
при схеме (3) - при остановке на. невязке уровня 1.2сГ. 
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Пример первый 
Шаг Схема (2) Схема (3) 
итерации погрешность невязка цогрешность невязка 
I 0.304 0.02230 0.343 0.02727 
2 0.198 0.00862 0.301 0.02179 
3 0.125 0.00177 0.245 0.0I4I4 
4 0.178 0.00055 0.189 0.00663 
5 0.309 0.00012 0.145 0.00275 
6 0.351 0.0 0.139 0.00133 
7 0.353 0.0 0.130 0.00077 
8 0.353 0.00002 0.189 0.00048 
9 0.353 0.00017 0.271 0.00023 
10 0.353 0.00I5I 0.333 0.00006 
Пример второй 
Шар Схема (2) Схема (3) 
итерации погрешность невязка погрешность невязка 
I 0.248 0.00634 0.252 0.02848 
2 0.232 0.00169 0.248 0.00132 
3 0.188 0.00144 0.242 0.00174 
4 0.262 0.00107 0.231 0.00169 
5 1.006 0.00098 U.212 0.00159 
6 4.02 0.00098 0.184 0.00142 
7 I6.I 0.00I2I 0.173 0.00I2I 
8 64 0,190 0.257 0.00104 
9 272 104 ,0.503 0.00099 
10 86941 Ю6 1.006 0.00098 
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HERON'S ITERATION METHOD 
FOR THE INVERSION OP ILL-CONDITIONED MATRIX 
A. Lilla 
_Summary 
This article deals with the inversion of the matrix by 
method. (2). This method is compared with method (3).Compara­
tive calculation experiments are carried out. 
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О СХОДИМОСТИ РАЗНОСТНОГО МЕТОДА В СИЛЬНОЙ НОРМЕ 
ДЛЯ НЕЛИНЕЙНОЙ ЗАДАЧИ ЭЛЛИПТИЧЕСКОГО ТИПА 
М. Фишер 
Введение 
Для дифференциального уравнения второго порядка со сла­
быми нелинейностями в коэффициентах изучаются вопросы сходи­
мости разностного метода и метода итерации в метрике собо-
левского пространства Нг . Результаты основываются на нера­
венствах коэрцитивности. 
Для линейного эллиптического оператора второго по­
рядка под неравенством коэрцитивности понимают неравенства 
вида 
l A u l 0 * £ i U l U - c  U U  ,  
те ilu lit означает норму в iV'1". Для задачи Дирихле та­
кое неравенство хорошо известно (см. [8]). Для соответствую­
щей, разностной задачи неравенства коэрцитивности установлены 
в [6,11]. В |7,i0] приведены неравенства коэрцитивности при 
некоторых сильных ограничениях для общих нелинейных раз­
ностных эллиптических операторов. 
Для общих нелинейных эллиптических задач порядка At 
сходимость разностного метода в метрике дискретного соболев-
ского пространства Их , изучалось многими авторами- (см. 
[4,9,13) ). Этими результатами будем в дальнейшем пользовать­
ся. 
§ I. Решаемая задача и разноатная схема 
Рассмотрим задачу Дирихле 
и ё н ° < ,|ен°=иш), (i) 
4 - Я, или 4=1, и. = и. (се)., a.ij (x,u)- (х,и), 
где 
и;  = {  U:  ие  u . l d s l -Oj /  
H K ( S 1 )~  U/*'Y£1)-пространство Соболева, 
Sl = I o<jc, d , с = ' 
ЭЛ - его граница, Sl - его замыкание. 
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Предполагается, что рассматриваемый оператор эллиптиче­
ский, т.е. для каядого л?о существует такое число ^«.>0, 
что при всех "tiе ß , эс е Д, и. е Г -а, а] 
^ (х, u) ii -6 ^ 
hj*< <1 d с'г< 
Обозначим 
— I X - Xl " 0,i, - ; h ' f  С * i ,• у 
= , 3^i k^ n зп . 
В качестве дискретного аналога задачи (I) рассмотрим 
разноотщгю задачу 
а^ал ~ ä^J8' coij^u^djun)] =fk/ <3) 
ua6^ma) , 
аде 
Но(Я-ь) = [и кенЧЗ.и.) , u«v ьак= 
H k(£l^)= W'^CD.^ , U/^XL^-npocTpaHCTBo Соболева сеточ­
ных функций . о нормой 
Huji K i P  =rz Г Г, 1^Ы)Г/ Р, Uf*~, К7,0, 
i=«^.k x<-.sž _ 
где Лц такая максимальная подсетка сетки , что разность 
9*иь = Э*' не использует значения вне 5ь . Через 
9; ре Д , как обычно, обозначаем соответственно правые и ле­
вые разностные, соотношения в i-том направлении. Далее будем 
использовать сокращенное обозначение Ы^§1, = 11иь1,(/з. . 
$2. Теоремы вложения 
При доказательстве неравенства коэрцитивности играют 
важную роль некото pie дискретные аналоги теорем вложения Со­
болева. Сформулируем результат, который позволяет их вывести. 
Пусть фк ; Ьк-+£^ линейный разностный оператор по­
рядка %п, , где £*. - пространство сеточных функций, заданных 
Л. oL "AKl 
на-0.1,, Dt разностная аппроксимация оператора D*'- . 
ÖL - <5-мерный мультииндекс, 
2, (р, 
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При этих предположениях имеет место (см. [5]) 
Теорема I. Пусть в комплексной плоскости существует сек­
тор =• : & СбЛ| х <я-гг-'&такой,что при Л6:5» 
определен оператор'(#6-Л)"'и справедлива оценка 
/ л! * а l) 
ио1(Ф,-х)\ , ±c(>*)(ui*iy ^ У ^ 
при «.*о и при некотором и. (о<1-=И<гл) и при всех (—•, 
0, *•!)• Тоща оператор С^- < Р3®" 
номерно по А ограничен из в , эде , -^)б 
Рассмотрим оператор 
2 t). (5) 
Известно, что для сеточных функций, равных нулю на ЭЛ*. нор­
ма //«неэквивалентна норме И|](,и«Ло (с-^ Г 6],) > а яо^ыа И«-«А 
эквивалентна норме ll^^*'ut|<) = (Hv^t/W-O. При помощи опера­
тора можно определить интерполяционные пространства 
Н^х^Ч) с нормой 
'• ~ iIjh ut'o • 
В [5] доказано, что при всех kl= о, к оператор (5) 
(ч-=0 удовлетворяет оценке (4) при всех k/J 
Из теоремы Г вытекают следующие нужные нам в дальнейшем дис­
кретные аналоги теорем вложения Соболева : 
llliiftg i  с  ̂к.К', k 7 <  f c y i u .  4 = 2 .  ,  1*Ъ , (б) 
ii" а, //„ л  ic и li к II к' , <'уу £ lyw( -i-2-/ k'^^" h/^" "*-3 . (7) 
При сколь угодно малом г имеет место также нера­
венство 
1(<ч//к, бс (е2~к'ниЛг f W I) t U *'< <l . (8) 
i3. Неравенство коэрцитивности 
Теорема 2. Пусть функции a.cj(.>,u)=ajjx,u.) дифференцируе­
мы и 
Ic.J 1^)1,1 I1,1»4g^I, I 4 <(9) 
Ы,. ,4, Ухе2(,; Уи^СА«],^"положительная постоянная, зависящая 
от а . Пусть выполнено условие эллиптичности (2). Тогда для 
любых Н0 С-З-ь), llukixi 6.CL имеет место 
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а вместе с тем 
( ( \  + ^ 1 < ) < - ч  -  c a t - r c j « , ) ^ , ? " | а  i i ü { i - ^  | £  ̂ ( i i )  
^7- ии^-иг^ц^-с^ flut-vy^ (12) 
где lt~ единичный оператор , cft = с-с/а •'^л^1 , оо, 
к'е[|-,2^) при <i = 2 , к'6 >2.) при -4 = 3. 
Доказательство. Рассмотрим скалярное произведение 
м * . j k z f c ) - 3 7 ( f *  +  /  z t  =  ü f t - i t * ,  ,  
где 
4 
ft =~x l 2; (a<j U,^^  л а )  * •  « y  ( * г * ) ] ,  
4 г _ 
^a-5. [э;(йд(z,U(.)-a.j(}э.(ümfe,u a)-a^ca,tr^)jö v^j]_ 
'V*' 
Нетрудно представить х* в форме 
где 4 
^А< "2 Лij 1x,1ц.) (S; dj • Зь3|Д|^) 
LjJ*4 4 4  
4i-Ž r[*i"''у " > » * ' >  » , n ( ,  
a ^ Q - , ( Э  ,  ) - f i J  
9u- • ^ ' 
«p„ = £ [ 
+ *l<~e:>-— fy,*ly,:j, o< ©< < y 
|*e ex t (i-e)(^t#if.), S~= e(x-t,e;) t  Ci-e)x , 
(uj*'=ui(*+te:), (uj4'.икЫ-Ье:), . ,S t i) 
Оценим скалярное произведение (fin^a* ), используя форму­
лы суммирования по частям и условие эллиптичности (2).Мы по­
лучаем 
aV/itJ^-ccLKIi, ttJk-cci* iu kn 1 / 4  tiij < A  inrbL, 
Непосредственно находим, что 
МЧ>, lu, 2k*J\ ь ccü lluJ t / 4  ИзгьИь, 
m^ti, f c c c /«- "**•« и*«а • 
Итак 
C^JkU ? ат«. hX - cci* lit j, m t  ц г  -cJ^Hul It„ /М,,, "* «Л • 
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Для оценки скалярного произведения С ) запишем У*, 
в виде 
где 
При помощи равенства 
cUjU,«)-си 4Ь,ъ)= ̂ 2^v_(iz£m^ y  0 < е 4 <  
получим 
/ ( Х „  J a Ol ̂ cdjkklc 1/vJz l*bL • 
Преобразуем ; 
_ ^ acuj(-3 r, lyK-eyu-t! 1) _ (у. &^c<-gv^)j?., ( ) l-
- j { g ay (i-^-rC^W) Ъ сЧСд^ -
_ / эа^з:gsüüt£lgžsüf;i l lfi• -,.)^ 
' дц, з'и" ^ 
Так как 
з ^.и,al=  (  ч 0 < e o  
лс э/v уол ^ ' ' 
TO 
i^«z,j tи)!i с<*«.ivj 1 M\iujjv Kt, 4//ni L). 
Аналогичным образом находим, что 
К%.ъ.]i4)i ~ C<J* HVJJhk • 
Следовательно, 
I(%.J^h //4k С Hi J e  fa-Js hjl„ II irj,,,1 //*4 llau Н ъ и  h \ l w  ), 
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и из формул (б), (7) получим 
a# 1vj v j  j#, i^) j "zwIli^ll cct'e. ilirtit и*6.иг~ 
- с< llij(k'JH ll^ÜUB llj.tllVb L+HULIU KJ t). 
Учитывая, что i7m<J|3,jIK'VК^л- при помощи (8) установим 
(а i" v ? u/*uf-cd* IlkUJIiJ^^'^^^'^^y 
7 /  cä^t^llirj^-cä^b^lii^ii kt a. 
Используя £, -неравенство, получим из последнего 
(д<Л&-А<Л-1,д«Л<ч,Ь (Т* -ecLaV VJ |/з*//2г- ее^Л'*'//^/|,г. 
Выбирая €>о так, что а1^1 Ч Es. подучим требуемую оцен­
ку (10). Теорема доказана. 
^ 4. Сходимость разностного метода 
При исследовании сходимости разностного метода пользуе­
мся методикой, приведенной в [2 ] . 
Введем оператор рцб af?положив 
(/^06с) = гц ;и^ , 
ца,е ы*&) элементарная ячейка объема fc4 а центром в точке*: 
"*/*) = { ̂  = >yd & D-> xj~ л7 к& • 
Эти операторы являются для пар Н°№) и Н° (  £2-ь), НЧ-ft) и 
H'C-SL*), HZC£2) и HY-Ql) связывающими, т.е. удовлетворяют 
условиям (ом. [I2j) 
/ (/„ м( 0, vush °(-£l), , vufc hy-cl), 
llpbu.liz -> hu-iiz., vu.eh4-£2.) . new . 
Через /V обозначено здесь множество натуральных чисел. 
Известно (см. 1?]), что если коэффициенты уравнения (I) 
<a;jСх,ч.)- CixIR. -> <R непрерывные, вещественные функции своих 
аргументов, удовлетворяющие условию 
{(Z;j(x,u)l £ С, (13) 
и условию монотонности 
Л 6 
je (vj tn У. (f>. -у.) , >у >0,(14) 
\/х е £i, tf f>;в fl, L= o,<, yi 
и если 
Н{ч -^РН 0 ^О  (15) 
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то как уравнение (I) так и уравнение (3) имеют единственное 
решение соответственно и?6 Но f-2-) и причем 
ii 
Теорема 3. Пусть выполнены условия теоремы 2 и условия 
(13), (14), (15). Если решение задачи (I) и* И аCSl) , то 
имеет место сходимость 
(16) 
Доказательство. Напишем неравенство коэрцитивности(12) 
для at, Ть= (*<*£ 
И*.С t h? 7^ 11(Л.~р^11г~ С а  llbu~pt- u*li • 
Так как известно , что <«4.-р*.«?!<-»о, то для доказательства 
утверждения (16) достаточно показать сходимость 
Но 
muti*. —afcputi И p*.Au-*llp 
и остается показать, что KAifx.u.*-f>i,Au*llB~H). 
Убедимся сперва, что на плотном в Н„г(.£Х) множестве 
Н» 6Д)Л С"°£.П.) имеет место сходимость 
||Э"^и ~р^Сгчи0->о VU., Kl5:2. (17) 
Действительно, для у. 6 c*>(Si) 
'j)-'j - r^ ji и ,i: = 
Но (У-ц.(ч)=^е.) и следовательно имеет место (17). 
Вместе с тем ИА^^ц.-р^Аи11 0  о для и е- с°(-В-). Принимая 
во внимание равномерную по Ä. ограниченность оператора Л*.; 
НоС£2*)-* H°CSli) получаем сходимость и для всякого иеНдбя). 
$5. О гладкости решения уравнения (I) 
Для исследования разрешимости уравнения (I) в норме 
-Н^С-З-) используем лемму из [II] . 
Лемма. Пусть оператор <А- Е-> F СБ,Р - банаховы про­
странства) дифференцируем по Фреше в inape lu-u°IU J, и 
пусть оператор А.'(и°)е£СЕ,Р) имеет обратный [Л'^и0)]"^ 
&*еСР,Е), Ц-Л'(и °)Ц£т , lU'(u')]"lue. 
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Пусть с некоторым а(опус*) выполнены неравенства 
4 1 u >  u ' ( u ) - a ' ( .  
ии-тна в  1  x  
Тоща уравнение -Au.=\ имеет в шаре flu.-u°tiSa единствен­
ное решение и,* , причем 
Д в*= I [Jk'(o.°)]~'(J:u. c-f)ll , ^ ' ll*u<-411 ' 
Пусть выполнены условия теоремы 2, т.е. (2) и (9). Из 
условия (9) следует дифференцируемо с ть по Фреше оператора 
д 3 h-a-j причем 
ш~~± к 
и VJ-' 4 d 'J d 
^ÄYFAR.C)^:), V-V^HKA), ll^Hz La-
Так как из условия (2) вытекает, что 
(л7с>)v-,ir)> iiri/ , t f v e  i v l x £ a .  , 
то существует f A ' f o ) ]  ' & s t .  
Для каадого ireH° имеем 
ii а>о)лг|| 0  »lil = 
. Ч" "ч 
= i i k + 8s^pl |2l] i ä ,ie#ä imi^ , 
'у'-1- j  • д л : э-% xj 
поэтому 
i a'/o) }j£ (hfjh0) . 
Аналогично, из 
i IAYu)-a'/o)]d-ii 6  i. ilullt цлн1 г  
находим, что 
бор 6  
tuljta. 
Пусть I [А7о)]''//^^енг^а£' и пусть число а выбрано на­
столько малым, что при некотором Зи 
Тоцда по лемме при таких ^ , для которых ||*0* 
имеет уравнение (I) в шаре llw-f^^cu единственное решение 
ите н,ч-ш. 
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$ б. Метод итераций 
Для решения задачи (3) можно использовать итерационный 
процесс 
Л-ОЛ (18) 
который при любом Ъь(о, и при любом начальном прибли­
жений u^eHo C-S-i) сходится к решению и* задачи (3) в 
норме Н^-^со скоростью геометрической прогрессии со зна­
менателем (4-a.mt-r МЧ>У1 / если только опе­
ратор Ak: удовлетворяет условиям (см. 
1° aivuk-ae.'vi,/,a«>.-'v-h> ? * 
2° I l  Ак^-6 .-A K VKlL t  ± И Vu к 6  Н 
То, что 1°, 2° в самом деле имеет место, следует из усло­
вия монотонности (14) и из условия 
'«*}(*•?<>)% l1^ И -с^)1, efc, xtil/19) 
В [3J доказано, что итерационный метод (18) не выводит 
из шара К - (и*. Ut>H0'«иД. 3- . Следователь­
но ̂ достаточно требовать выполнения условий 1°, 2° лишь для 
К. 
Для исследования сходимости итерационного процесса (18) 
в метрике НЧ-SU) перепишем (18) в виде 
- e=o,i,... , (18') 
где 
Так как оператор при выполнении усло­
вия (9) дифференцируем по Фреше в шаре llti^ll^a. , то 
l/At ul. - tut "П.**., (20) 
Но г(^), NAIIX, La. } 
Na. - jf-* j. = (Х*Ъл)е1*. . 
Теперь, из неравенства коэрцитивности (II) с и из 
(20) вытекает, что оператор является сжимающим, т.е. 
va,,,/v f e н 0 г651к)/1uii vx 1| г  ta.(2i) 
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тае \ n i M i e l 0>ÜrJ-
Рассмотрим шар 5и.= (и^&Нр CSUS}- llujl^ta-£ UfdJj . 
Оценим разность двух последовательных приближений в метрике 
H4s7-k) выбирая за начальное приближение а^-° • Тогда 
tui, 1г--6 If^Uo и 
' •*4 " *4 " г,4  ̂'ui-UV1Ь * И til ~ «4,.' I о -
^X-"ZVtV4U.!^Tj"' (гг, 
- <{(а + -t^ccu ž. ̂ =-
~цл0(^ес* > 
-fc 6 ( о, 8-) , ß- = г»ск. с 1  —м1 ) 
Здесь мы использовали неравенство (21) и сходимость метода 
. (18) в метрике НЧ-Йь). 
Выясним, при каких условиях любое приближение, найден­
ное по (18) остается в шаре Sa . Для этого оценим 
Ы1 is Hui -ul Ihl lul'-ul f^+, 
= Щк1,Ц+£у+^;(ъу~ i^)] = 
и„ е в; 
j it) = < - + g [ (м л^) г- i *.«•] r (p^3), 
•<- z*t + (т1-П1г)-+С)^а) . 
При достаточно малых t найдется такое £>о , что 
£^, к)ь <-м-н(-с) • 
В результате получим 
7^р( 2-<у) ̂  - г^сг ̂  ' 
Для того, чтобы любое приближение осталось в шаре Sc на­
до потребовать, чтобы 
_Ць__ t-ž- или -fc b'—U-bv- ^%-r;)•&'. <  - £  " "  '  / цЧ« - с )  m  ^  /и ( i ' t )  
Но так как t может принимать только положительные значения, 
то должно выполняться 
( 4 - i t X i - e )  
или 
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Э т о ,  в  с в о ю  о ч е р е д ь ,  в л е ч е т  з а  с о б о й  о г р а н и ч е н и я  н а  с в о б о д ­
ный член |k . Именно,, при ||^и||0 должно быть 
±  i - < i L .  ( 2 3 )  
Значит, при достаточно малых по норме любое приближение 
uI остается в шаре £*<.. 
Из неравенства (22) следует, что 
. < А фп г ' I Так как , < \ , то 
г£>'ф)] 
и последовательность j fc.j является з фундамен­
тальной. 
Значит, если свободный член ^ таков,что выполняется (23), 
то задача (3) имеет в единственное решениеat, 
и имеет место следующая оценка скорости сходимости метода 
итераций (18): 
'«м* "и- (iW • 
г п 4е[ол1 
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ИТЕРАТИВНОЕ РЕШЕНИЕ ИНТЕГРАЛЬНОГО УРАВНЕНИЯ 
СО СЛАБО ОСОБЕННЫМ ЯДРОМ 
Л. У Õa 
В статье рассматривается интегральное уравнение, ядро 
которого имеет логарифмическую или степенную особенность. 
Предлагается итеративный процесс жоллокационного метода с 
кусочно-полиномиальной аппроксимацией решения на неравно­
мерной сетке. Итеративный метод основан на использованш 
другой, более грубой аппроксимации того же интегрального 
уравнения. 
I. Рассмотрим интегральное уравнение 
U0ü = lg aedi-sl) 0.(5)6(5 +Jci). (I.I) 
Цусть ü n j j ae 6. С^'^о, *3 j m >,x, причем 
I ü£(i)| 4 c(l «*i| +1), I эе^)! i С i" * n = i m - i (1.2) 
или 
lao^wl 4. et'*" 1, o<«*<i. )  k..o/i,.,mm-i,(i.3) 
Предположим, что соответствующее однородное интегральное 
уравнение имеет только нулевое решение. Тогда (см. [6]) 
уравнение (I.I) имеет единственное решение и.и U_* С-Г^ЙЛ 
<\ I). В случае степенной особенности (1.3) спра­
ведливы оценки 
i u!" t i(t)i 4co(i" k  mi,.,.,™ , Za- од£.(1.4) 
в случае логарифмической особенности (1.2) неравенство 
(1.4) справедливо при K=ä,...,w о и luMl^dA-tU 
+ I /х(£-4)|). На основании этой информации построим колло-
кационный метод с кусочно-полиномиальной аппроксимацией 
решения на неравномерной сетке (см. [7]). В качестве узлов 
аппроксимации берем 
i; = MU/A)X и), = tL = i3,.,n),(I.5) 
где число X (X * 1) характеризует степень неравномерности 
сетки. На стандартном отрезке С-1,11 определим какие-ни-
будь точки интерполяции Тк (к= Z)t 
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- 1  4 ' r i < , r ! L < . . . < ' C £  я  ( I - S )  
и при помощи линейного преобразования перенесём их на от­
резки Lk A\vl: stf • -*£)/X (K--ir„ ž-
Приближенное решение u.„(i) уравнения (I.I) строим в виде 
кусочно-полиномиальной функции степени 1 на сетке (1.5) 
(в точках "Ь; ли- i она, вообще говоря, разрывна). 
Потребуем,что бы удовлетворяло уравнению (1.1) в точках 
интерполяции: g 
1 1  j 0,» cu^«.-stju. n(5)^5 t fi4v) 
(n-i,...,*; t*o,L, (1.7) 
Из [7] известно, что при достаточно больших п задача (1.7) 
однозначно определяет приближение anft) и если г = /<-/( 
/lii, то sgp& Iu.^(ij-14 <U)ivs4- • в точках интерпо­
ляции имеет место сверхсходимость. 
Вид системы (1.7) конкретизируется выбором базиса в 
подпространстве кусочно-полиномиальных функций. В дальней­
шем рассмотрим и.и на каждом частичном отрезке в виде 
а„1±) = • f-v L-i) , t4- (1.8) 
где TjV фундаментальные многочлены Лагранжа порядка i-i 
(т.е. f.4 (,"£,• к) = jjK., М = i>->-Л).Теперь условия (1.7) чщщобре-
тают вид системы уравнений 
+ f (1.9) 
относительно неизвестных «-с* (к^А,...,1") ' = <>Л-~ЛП- 4-). Если 
для некоторых t- справедливо -6; = С; л = ТС- с , то соответст-
вующее уравнение входит в систему (1.9) только один раз. 
Как правило, при малых значениях п (в дальнейшем обоз­
начим их через m) решение системы (1.9) не представляет 
трудностей, а при больших значениях п возникающие трудно­
сти значительны, 
2. Если через Т обозначить интегральный оператор, то 
уравнение <1.1) можно рассматривать как операторное уравне­
ние + f в банаховом пространстве Ct<Vl z Е . С по­
мощью формулы 
(P„u.)(!t) = i-tft-:,! , <! =од,. 1 
определим интерполяционный проектор Pn: Е —* £„,сопоставляю­
щий любой ae Е её кусочно-полиномиальный интерполянт 
En , где Еп- конечномерное пространство всех функций ви­
да (1.8) с нормой Huj=5up 1ал(Л|. Задачу (1.7) можно перепи­
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сать в равносильной форме 
Ц,Л = P„Tu.n + рп"$> (2.1) 
где оператор Т естественным образом распространен на ку­
сочно-непрерывные функции. Для определённости будем счи­
тать, что функции из е„ непрерывны справа. Помимо простран­
ства Еи введем пространство Ет, где точки аппроксимации и 
интерполяции обозначим через t;"1 и Т/"1 соответственно, а 
фундаментальные многочлены Лагранжа через Г;j 
Оператор Pm применим и к и.„ бЕп, причем Р^и^е Ет 
и представляется в виде 
Следующие две теоремы, доказательство которых приводит­
ся в пункте 4, представляют основные результаты данной ста­
тьи. 
Теорема 1.Пш любом и.'"бЕч итерационный процесс 
<"= PnU-P»Tfl(PwT) -vf, (2i2) 
P*{- (i-PJltVf 
при ju.-»со и достаточно больших пит сходится к решению и* 
уравнения (2.1). 
Теорема 2.При любом иЕ„ итерационный процесс 
Рв«-РЛГ1Рж(РД)г^, (2-3) 
=  р и с - а -  р « т ) а ^ '  
при jjr-fo и достаточно больших пит сходится к решению и* 
уравнения (2.1). 
Заметим, что каждый шаг процесса (2.2) или (2.3) тре­
бует решения задачи = PWT g*., где, в зависимости от 
метода, ^"(рлр^г^1 или Рд,(РД)г^ Практически ре­
шается алгебраическая система уравнений типа (1.9), порядок 
которой определяется числом m. Если m «п, то при малом чис­
ле шагов количество арифметических операции сильно умень­
шается по сравнению с решением системы (1.9). 
3. После некоторых простых преобразований можно (2.2) и 
(2.3) привести к виду, аналогичному описанному в [5] первому 
и второму итерационным методам, где все расчёты проводятся в 
функциональном пространстве Е . Практическое выполнение этих 
операций связано затруднениями. По сравнению с формулами из 
[5J, в последнее слагаемое в (2.2) и (2,3) добавлены опе­
раторы Р„-. Ет-*Е„ и обеспечивающие практическое 
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выполнение расчётов в конечномерных пространствах БЛ и £ ^ . 
Определение тип, гарантирующее сходимость процессов,весь­
ма неудобное .К .Аткинсон в [5] утверждает, что для сходимости 
процесса достаточно одной правильной значащей цифры в о.'"1 . 
В расчетах элементы пространств Е п  и рассматриваютея 
как векторы с координатами к.;*« uh(ttv) и 
jso.l,..-,&»>-*•; a оператор Рит(ана-
логично и Pj) представляет собою матрицу с элементами 
sl} j,K= i,.„, i- . 
При переходе из одного пространства в другое используются 
фундаментальные многочлены Лагранжа 
ftv<) = п 
и,например, для Pm : Eh~» координаты вектора u.^= Р„ и.^ вы­
числяются по формуле 
U-j? = iVyf^cV;1), t-i , j- Vi €. 
В итоге вычисления в (2.2) и (2.3) сводятся к операциям с 
матрицами и векторами. 
4. Напомним некоторые определения из [I]. Пусть даны 
банаховы пространства И, V и КИ| = а также сис­
темы f = {f«} и T-{Yn} линейных ограниченных операторов 
U-» U„ и Y„ '• таких, что при п для любых xtu 
и е О справедливо llf^xlj —>lixi| и ц il —»«311 . Операторы f„ 
и % будем называть связывающими. 
Определение. Последовательность { эс„ [ агп t f-сходит-
ся (или дискретно сходится) к хеК если II rn - * ilu>-* о при 
обозначим -х. Последовательность операторов { Ап| 
An : К, —' 1^,} fT-сходится (или дискретно сходится) к 
оператору А: К -> С, если для любой ^-сходящейся последователь­
ности имеет место соотношение -> A„ien ^»А*-
обозначим А^—>А. Последовательность операторов {А„| ком­
пактно сходится к оператору А , если А л-*» А и выполнено ус­
ловие: к ж,и $ tonst => Т-компактна. 
Свойства дискретной и компактной сходимости, указанные 
в [I] и [2], ниже считаются известными. 
Учитывая, что |(Р„и.- иД -> о при п -»«= (см. С1?!), легко 
видеть, что проектор Р„'Е-* Еп является связывающим опера­
тором. 
Предложение.Последовательность операторов Р»1 Е ̂  
дискретно сходится к тождественному оператору I "> Е -» Е по от­
ношению к связывающим операторам р„\ е -* е„ и '• Е -> Е w . 
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Для доказательства отметим, что нормы II Рд равномерно огра­
ничены (см. [7]) и если uh -2->u. то 
II Р* U„- РвдГи II .<• II Pm И (.«и,- Р*^Ц +1 Р.и - и. \\) о. 
Лемма. Последовательность операторов Р„Т; Е„ -» Е„ ком­
пактно сходится к оператору Т t Е —> Е. 
Доказательство. Нормы II Р*Т1| равномерно ограниченны. 
Пусть Тогда из сходимости 
НР„Ти. — Р„Ти.„ II 4. II Р.ТII (.Ilu -P.u-ü tllPhu-ahit) —»о 
следует дискретная сходимость Р„Т —>Т. Пусть Ци.„Ш 
Un £ Еп. В силу полной непрерывности Т последовательность 
{Тотносительна компактна в Е и следовательно {Р*Т 
^-компактна. Лемма доказана. 
Сформулируем один результат о сходимости итерационных 
методов, который в основном имеется в [2].Наша формулировка 
незначительно отличается от формулировки [2);доказательство 
повторяет рассуждения [2], поэтому опускается. 
Пусть А и ß линейные операторы в пространстве U и 
пусть fc dP(.M,U„) связывающие операторы. Пусть для уравне­
ния Au. * Ви = -f построена последовательность дискретизаций 
А*, и.« + ßn u.„ ~ fn у (4.1) 
где uA)4n е Uп и А„,в* е Полагаем, что А и Аи име­
ют ограниченные обратные и будем считать заданными операто­
ры и ß„m£=<'(.Un)U„)Bcvra а) оператор А"16 
вполне непрерывен; б) оператор I* А"в обратим; в) после­
довательность операторов А; 1  6 и  компактно сходится к А" в ; 
г) операторы £?„т и f-сходятся к I U -» П., то при до­
статочно больших пит сходится к решению ц* уравнения 
(4.1) итерационный процесс: 
<•"- "г"' - алгм.-в.ау' 
а, иГ'п.^"1, oi""1). 
(Здесь индексы пит подчеркивают принадлежность прост­
ранствам tih и соответственно.) 
Доказательство теоремы I. Сделаем в (4.1) и (4.2) сле­
дующие замены: А =1, Ап = 1, В = -Т, ß„ = - PJ, Rn= Pm,^, Р.^ 
Vv Р„. Отметим, что свойства а) и б) обеспечены по­
становкой задачи (1.1), а свойства в) и г) доказаны в лемме 
и в предложении соответственно. Переписывая (4.2) в новых 
обозначениях, получим и.^** л  = + Р„ Р-Л + 
(I - fV) (U^1- ̂  
откуда после замены и в первом уравнении их 
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значениями получается метод (2.2). 
Ддя доказательства теоремы 2 учтем, что a h =i,  А*1 
и заменш в (4.2) последнее равенство на ß* = 
= Аналогично доказательству сходимости 
процесса (4.2) показывается сходимость полученного метода к 
решению задачи (4.1). Остальное повторяет доказательства 
теоремы I. 
5. Ддя численного апробирования процессов (2.2) и (2.3) 
решалось уравнение 
f-tt) = ^ j *3E(lt-s|)uts^5 + jr °'6, E(t) «• j___ -j c/s j (5.1) 
при нескольких значениях n и £ сначала методом Гаусса, а 
затем итерационными методами (2.2) и (2.3). Исходное и*0 )  
определяли u. l°4= ph u_X, , где u.^ решение задачи с грубой ап­
проксимацией. Для получения одинаковой точности при равных а 
требовалось методом (2.2) не более двух шагов итераций даже 
при малых значениях m (например m » з, п =чо, 6 = 3. ). Методом 
(2.3) достигалась такая же точность уже после первого шага. 
По сравнению с методом (2.2) решение методом (2.3) сопровож­
дается увеличением количества арифметических операций на 
каждом шагу итерации, но зато уменьшается число итерацион­
ных шагов. Но затраты времени ЭВМ, как отмечено и в [5], в 
большинстве случаев остаются примерно равными. 
Еще замечено, что при решении методом (2.2) после треть­
его шага итерации шестая значащая цифра уже не изменялась, а 
после седьмого шага достигалась машинная двойная точность 
(вычисления проведены в ВЦ ТГУ на ЭВМ EC-I022 с использова­
нием двойной точности). 
Некоторые из результатов приведены в таблице, в кото­
рой в целях сравнения добавлены результаты, полученные дру­
гими авторами другими методами. Символом N обозначено число 
точек интерполяции на отрезке [o,o.3J. Отметим, что в двух 
последних разделах аргументы -I* o.o,*-*o.is и t = о. з являют­
ся точками интерполяции, а значения в точках t = o.i и i=o.a 
вычислены по соответствующей кусочно-полиномиальной функции. 
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Приближенное решение уравнения (5.1) 
i = 0.0 o.I 0.15 0.2 0.3 
Метод инвариантного погружения (см. [3]) 
0.082559 0.102958 — 0.I2285I 0.140966 
Метод механических квадратур (см. [4]) 
N-24 0.08263 4 0.102950 — 0.122780 0.140960 
N-96 0.082578 0.102958 — 0.122824 0.140965 
Кусочно-линейная коллокация на равномерной сетке (см. [4]) 
N=12 0.082558 0.102960 — 0.122837 0.140962 
N=24 0.082561 0.102963 — 0.I2284I 0.140968 
Кусочно-полиномиальная-коллокация на неравномерной сетке; 
система (1.9) решается методом Гаусса 
£=3,*=3 
N=13 0.0825627 0.1029666 0.II28538 0.1228468 0.1409692 
£=3 ,п=6 
N=25 0.0825633 0.1029636 0.II28539 0.1228386 0.1409700 
1=2 ,*=12 
N=25 0.0825629 0.1029656 0.II28536 0.I2284I0 0.1409694 
£=2 ,п=20 
N=41 0.0825632 0.1029655 0.II28538 0.1228423 0.1409700 
Кусочно-полиномиальная коллокация на неравномерной сетке; 
система (1.9) решается итерационными методами 
m=2 ,п=10 
1=3,N=21 0.0825633 0.1029654 0.II28539 0.1228437 0.I40970I 
ил—l п =5 
L=N T N=31 0.0825632 0.1029656 0.II28538 0.1228439 0.1409700 
тьЗ,п=20 
1=2 ,N=4-1 0.0825631 0.1029654 0.1128538 0.1228423 0.1409698 
т=3 ,п=40 
Ы2 ,N=81 0.0825632 0.1029651 0.1128539 0.1228427 0.1409700 
5^3 ,'3=149 0.0825633 0.1029650 0.II28539 0.1228429 0.1409701 
го=4 ,п=75 
£=2,N=151 0.0825633 0.I02965I 0.II28539 0.1228429 0.I40970I 
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ITERATIVE SOLUTION OP AN INTEGRAL 
EQUATION WITH WEAKLY SINGULAR KERNEL 
P. Uba 
Summary 
The object of this paper is the numerical solution of 
integral equation (1.1) with a logarithmically or algebrai­
cally singular kernel. The collocation method on a non-uni-
form grid with piecewise polynomial approximation ieduces 
integral equation (1.1) to the system of equations (1.9), 
whose operator form is (2.1). The convergence of iterative 
methods (2.2) and (2.3) to the solution of equation (2.1) 
is proved. Both iterative methods are based on the use of 
another, much more rough approximation of the same integral 
equation. The numerical testing, some results of which are 
given, demonstrates a rapid convergence and an essentially 
shorter computing time, compared with the inversion of (1.9)» 
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ОБ УСТОЙЧИВОСТИ РЕШЕНИЯ ОПЕРАТОРНОГО УРАВНЕНИЯ 
С НЕЛИНЕЙНОСТЬЮ ВТОРОГО ПОРЯДКА 
Б. Ши$рин 
Введение. Ряд задач математической физики (.см. [з] ) по­
рождает уравнения вида Ах * К х = г , где оператор А 6 
о£ (Х ,Е)  -  линейный непрерывно обратимый, К' Х~* Е - не­
линейный второго порядка (см. ниже); X - некоторое банахово 
пространство. Полагая |. = Дч$ е X, К :-А К можно перей­
ти к равносильному уравнению в X: 
1+ Кг - I . (I) 
В данной работе исследуется корректность задачи (I) и даются 
оценки устойчивости решения по t , К. Устанавливается и ус­
тойчивость соответствующего (I) итерационного процесса. Ре­
зультаты приложимы, в частности, к модифицированному процес­
су Ньютона. В заключительной части работы предложен некий 
общий подход к изучению возмущений операторных уравнений. 
§ I. Описание уравнения и его корректная разрешимость 
I.I. Нелинейности второго порядка. Пусть Wc X не­
к о т о р а я  о к р е с т н о с т ь  н у л я .  Н а з о в ё м  о п е р а т о р  К :  н е л и ­
нейным порядка t > 1 в W , если выполнены ус­
ловия: 
i) Vl>0, Vx,3 tW-, & t имеем 
1 Kx - Цэс-yll .  ( I s I) 
Li.) Ко - О _ 
Принципиальным для нас будет именно условие '). Очевид­
но, множество П'1 ): - n< l>(W) (1=2.) таких операторов ли­
нейно; оно превращается в банахово пространство, введением, 
например, следующей нормы: 
|| КЛ\ — SCVp 1 . /-г ?\ 
W (UXII-Hiyil)lX-^l U.«J 
Полнота ГГ' проверяется стадцартным образом. Отметим рав­
носильное определению (1.2) неравенство с минимальной кон­
стантой С = IIК 1| о 
B k x - k y l  <  1 K I W  .  d . 3 )  
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Пример I.I. Уравнения типа Навье—Стокса (см. C3J) при­
водятся к виду (I) с Кх * В(эс,эс)> где В;Х-)С->Х - та­
кое отображение, что 
Ü) В(о,х) = 0 (  V *,У, x l,A f. л 1  « X )  . 
В частности, ß может быть билинейным или линейным по одно­
му из аргументов. Отметим теперь, что из j- ) следует 
И ß(x'XJ - ß(xlX)8 & $> (ü a'li + ilxl|l) I) х1  -эс'И . 
Таким образом, К 6  П'4, И К t„; - £ • 
Уравнение (1.2) с Kx. = &(х,х) рассмотрено в [3j; ре­
зультаты о его разрешимости переносятся на общий случай без 
каких-либо изменений. Формулировке предпошлём некоторые 
о б о з н а ч е н и я .  Н и ж е  Ш  ( о ,  Z)  —  {  х  с -  X  :  И х  И  *  1  3  •  
*  =  (V>,Tf>  * < - >  г * .  =  ( &  у j 
(t, *• ) - корни уравнения j3 t l- t • Jf - С? 
(предполагается, что они вещественны): 
= и-ПРдс)/(12>) , Z z  = (l*(T^x)/faß), (1.4) 
Константы >0 будут обычно связаны с уравнением (I) 
условиями типа 
I К К ( | )  г £ , |4 Н * If . (1.5) 
Теорема I.I. Пусть уравнение (I) с нелинейным операто­
ром |< fc П '(W) таково, что при некоторых ß/if удовлет­
воряющих (1.5), выполнены условия: 
V/^Ш (О, f) для некоторого*' г t ft, , ZAL, ц.е) 
"Х: = 4М 6 (1.7) 
Тогда уравнение (I) имеет решение зс, с- [il(О, l t) с Ш (С, Ž). 
единственное в шаре Lit (0, "ŽJ 
Доказательство более сильного утверждения мы наметим в 
§ 2. 
1.2. Оценки устойчивости решения. Пусть известно, что 
И К llu )  $ jl с некоторым £> О , Поставим, в свете теоремы 
I.I, вопрос об устойчивости решения а, по правой части 
ь 111(0, £,). 
^ По-существу эти результаты близки к теоремам Л.Б.Кан­
торовича о методе Ньютона (см. [II, стр. 680). 
2  Ниже мы полагаем (лЛ при т., = г4. 
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Теорема I Л. Пусть 4 X с Ш (о. fe) где & >, I Kll ( 0  . По­
ложим 5 сГ. Тогда для решений X, , х* уравнения (i) 
с оператором К6  HUW), W 3  Ш(0,Д) и правыми частями-?,? 
справедливы следующие оценки: 
1° Если Võin. |||й гц$ц \ г  l/(4ß) то. 
2° В общем случае 
2(j/jb -<r)V (I<9) 
Сформулируем более общее утверждение, допустив возмуще­
ние и по К 6 П'т Именно, пусть 5Г* - решение уравнения 
X + Кх =4. ^ _ (I) 
Предполагается, что К , К 6  ,  У К IIЯ ,  8K||V)  
ны, |п<?,  и/о 'цкод^)  
* c f ,  I К - K i i ž  • » ?  ( Ы 0  
Теорема 1.3. Пусть в предположении (1.10) выполнено ус­
ловие 
асм«* • - rtiax $х >~ 1 . 
Тогда для решений уравнений (I), (I) справедливы 
оценки: 
1° ЕСЛИ rtvn ,<£ [ < 1 то - х 
iii i, с 2сf-+ztî 4 _ ^ jj . ,, тт. 
1 "* u-x/'ч (i-3t)vl (1 -"Kurf"' с1«11) 
2° В общем случае в предположении сГ £ 1/С2^ч) 
их,-a„ii iгй/д^го1,v+ il*n)u zci(г*ütf)« 
Замечание I.I. В (I.I2) учтено, что ^ ̂ 1/&&«ч), От­
метим, что 
llx.-xll 6 *<. ^ 6 27^, i 1 /9,«.-к . (1.13) 
Доказательство теоремы 1.3. Случай^1°. Пусть, например, 
5iL,-„ = ß Имеем f — Кх. , X,- Т - К ас, . Вычитая из одно­
го равенства другое и преобразуя, получим 
*»-5V=lMMKx.- Кх,) + (К-К)£. CI.lt) 
Отсюда на основе (1.3) и (1.10) вытекает, что 
И Х.-ХД & сГ + (бхл + l\5ji)||х,-5с„ft + 'ЧIх,,!1. CI.15) 
Здесь мы учтём, что \\х,\\4 Т е  }  Н х„ ü i Т, следовательно, 
ихк-эу < .г ч- у  = 
2& 2 ß > 
$ { £ + Z L * « 1 )  "- (1- -iezzfbe) 
2 > 
или VE*JjüEE ЦХ.-Х.1 *«Г+7^ Ч. Этим (I.II) до­
казано. 
Случай 2°. 2°а. Рассмотрим подслучай, когда считается, 
• что . 
<T-i-Z^L* ^ < i /& —  ° • (I.I6) 
Введем •= (/-Л) 1, 1«.= Ci-Ä.) I (õ &Аб 4 )_ Тогда •.= 
= 5. (l-Л)«Jt £ 1-/1 . аналогично3t* = Ül s=-f-A 
Отметим, что и ^ ц < (1-Л)|1|-?И ^ (1-Л)/. Кроме то­
го, 
н-м^ум- ,  b f-uua^ (v )  
Цусть - решения, соответствующие 4, , i,, т.е. выпол­
нено aq + Кх, — (i , х,.* - 4г Применяя оценки 
(I.II) и (1.8), получим 
II -V . . Z il + 2 . (M)cf + Y,L>? 
1 1  X l  l H  t l -  * > +  Л  '  ( 1 л 7 >  
ii х*-*,* k ш** 4 i x . - хл  * ZXĴ  . (1.18) 
Поэтому 
цх»-х.и * ttx„-xj> + tx-хд + tpu--*",» < 
i ( t u n  + (i-a)  ̂'+ 
где (1.19) 
-<г, ^ = <г 
Функция 7T(^)= r(P+9^)A" i u  достигает минимума при 
7Г(А*) Для нас существенно,что в рассматривае­
мо V >«. ZLlV + сГ . гДЛ + / >( 
мом под случае 2иа будет А = ь ~"i/ß -7f" 
( с м .  ( I . I 6 ) ) .  И т а к ,  п о л а г а я  Л = Л *  в  ( I . I 9 ) ,  п о л у ч а е м  т р е ­
буемое, именно: , , 
I IX-XJ  <  2 Й < T j  ( < Г + 7 ^ Л )  i -1( t /ß ^ - S ) (<f+ ) . (1.20) 
Подслучай 2°б. Пусть теперь <Г + >, i/B -сГ (j5-^) 
tffv8^-«r)%xl17)s г „,-?)•? Z(m^-i/(zß^) *4/вя1» 
? li x„ -x,ii 
( с м .  ( I . 1 3 ) ) .  М ы  с н о в а  п о л у ч и л и  ( I . 1 2 ) . Т е о р е м а  п о л н о с т ь ю  д о ­
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казана. 
Замечание 1.2. Справедлива также оценка (при г/ ± 8 ): 
или, несколько огрубление 
(1.22) 
Для вывода (I.2I) нужно рассмотреть отдельно возмущение по4 
(см. (1.20) при ^ = о) и отдельно по К., что делается впол­
не аналогично^вводим K1=<i-/ t t)K , К,-(I V) К и т.д.). 
' Итоговая оценка (I.2I) получается как сумма. Своеобразную 
симметричность оценки (I.2I) нетрудно пояснить на одномерном 
примере (возмущение обычного квадратного уравнения), что яв­
ляется убедительным в силу § 2. 
§ 2. Итерационный процесс с возмущением 
2.1. Эквивалентная норма в П'*' . Пусть К6 П 
оператор с нелинейностью второго порядка. Положим 
в I/ I sup — ^чДС ~ ̂  ̂  ,9 тх 
х*). (Zlxtl ч- Vx-y-4). ( 2 , 1^ 
Сравним (2.1) с определением (1.4) нормы II К Ц. Ясно, что 
flXil + lyt 'S 2-ихн + •i3(lixn + ti^i\)5 так что нормы экви­
валентны: 
\ \ к к ^т ы ±гт С ч .  
Лемма 2.1. Норма |К,Й ( 2 )  есть такая минимальная констан­
та с = Ск  ?что V p,£, ^ P-f выполнено условие 
«ОСП Ар , 1*-Я» Ä^-p II Kg-К*| *ск(?-р%). 
Доказательство вытекает из сравнения (2.2) с неравенст­
вом 
И Ку - Kxjl < И Kli ( 2 )  (tiixm- (2<3) 
где, согласно (2.1), с ̂ ||К1| ( г )  есть минимальная константа, при 
которой справедливо неравенств'о такого типа. 
Целесообразность введения нормы 6 К liи) показана ниже. 
2.2. Итерационный процесс и его сходимость. Рассмотрим 
итерационный процесс 
X е  - О Лг" — Т3c h - t  I — К Xй  ' (П ~ _ (2.4) 
Для анализа (2.4) введем мажорирующую после­
довательность (см. [3]). Именно, пусть li К II ( 1,4  ß, 
|(Й ~i. Полагая Т^==|-К^ (Vy * W), отметим, что 
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iT^li < HKylMiflt ž iiKllw)ii^ni + ii£ft ž' 
6  £ м^у = yö w -  , t  (  ;  
Исходя из (2.5) определим y(t) -. = ̂ tV {f 
t r t  = ¥ ( £ * - , )  , t, =°. (2.6) 
Демма 2.2. Последовательность t„  мажорирует Jt",т.е.: 
Iос"(I & t„ ) (2.7) 
||х"*-зс«1| * th v  -t„ (n - O, L/<L.„.) . Ч ( 2 i 8 )  
Доказательство. В силу возрастания (t) ( t ?0 )  справед­
лива следующая (доказываемая по индукции) импликация: 
о * ъ * и  ,  о  - *(?„_,) =$> ?п л„ . 
В нашем случае ^ = IX*| = t c ~0 ,  % :  = = |Тх""|<; 
^ f Тем самым (2.7) доказано. 
Далее, пусть для Ism s п-1 выполнено (2.8), т.е. 
||X4*1—х*II < I**.,— tw, (для /п = о это верно, ибо совпадает с 
условием iilii ] В частности, при m = и-J будет 
IlCCn., 1| % tM.., , h& t„ з  <; i, -tk„, . 
По лемме 2.1 тем самым (см. оценку (2.2)) 
it кх" - к^- ii ž $s(tlhyft-,) •= 
Таким образом t  < - je"|| = j| К.х" — «х«-' | -t„ Этим 
(2.8) и лемма в целом доказаны. 
Наложим условие ас.=<ß|( < 1 _ Тогда нетрудно пока­
зать, что (п-»""), где f - меньший корень уравне­
ния t = 4(t) или ßt^t+y - о (см. [I], [3]). Но тогда 
из (2.8) несложно вытекает фундаментальность {хи  , Сле­
довательно, Н х» е X ; 
ЗС" —> А.'* , иэс и-Х^|| <; t'-t n  Cn*0,i,Z... ) 4  (2.9) 
Ясно, что а; - решение исходного уравнения (можно переити к 
пределу в (2.4)). Единственность этого решения в шаре 
Ш (УД2) нетрудно доказать (см. аналогичное рассуждение в 
[3]). Тем самым установлена 
Демма 2.3. Результаты теоремы I.I остаются справедливы­
ми при ослабленном предположении 
4 lk iuah <1 .  (2 .ю) 
Решение х, является пределом итерационного процесса (2.4), 
сходящегося с оценкой (2.9). 
Оценки для t -t„ приведены в [il (de<t) и  в [3] (•* = !). 
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2.3. Возмущенный итерационный процесс (соответствующий 
возмущенному уравнению) выглядит так: 
~ О , £п -ш ?• - K(öc"") ><« = !,г,. (2.и) 
Предполагается, что 
= « ik i l j i t l  ± i  ,  ик-^и.^л ,  и-? i l  (2 .12)  
Пусть известны некоторые j3-ž il К tl£ 1, Д > К III. Обозначим j5 = 
=.0 "Ч 1 Т- if Наложим более сильное ограничение 
-с x-. = 'icjs-r-7)(^cr'j & ( „ W  l̂im^s,*))/2*131 
В этом случае имеет вещественные корни и уравнение 
t*Vy ( ниже (2.14) 
Теорема 2.1. Пусть t„ t - мажорирующие последователь­
ности для процессов (2.4), (2.II): 
L = t -о , t„ = f (rn„) , r„ - Fft*., J . 
Тогда справедливы оценки 
U « - X 4  * t  - t „  .  
ldt.-X.lt <= t"- t* ( 3 C ' = l m  X "  }  5 c ~  I n  X n )  
(2.15) 
(2.16) 
Доказательство_вытекает из результатов § 4. 
;1вная формула t„ Д = A(ß, ̂ сГ >|j является гро­
моздкой при сГ/'/го. Во всяком случае, оценка (I.II) (при­
менимая и к возмущению обычного квадратного уравнения) дает: 
«t'-t" •* 
Ci '*Г+11-*Г ( 2Л7)  
Здесь (см. (2.13)) зе.<1, Ниже мы рассмотрим более общий слу­
чай <х ъ 1 (он не описывается теоремой 2.1). 
введем предположения, аналогичные (1.10): 
IК IL,' I KIU< £ , i-f и f , «Ти ? , W => Ш(б> W 
li l-Tl , ил-кХ, < *1 . ' ( 2Л8)  
Теорема 2.1. Пусть в ,предположении (2.18) выполнено ус­
ловие 
- mv.y ^ эе, ей j 6 4 
Тогда для решений х„уравнений (1),(1)справедливы оцен­
ки: 
1° Если <4 то 
I I  J  f f *  • (2.19) 
(1- •*««) 
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2° В общем случае 
«y.-5.ii < 6 ххсгч < 
~ 3 ^ + 3 -с. "i i . (2.20) 
(Эти оценки формально того же типа, что и (I.I4), (I.I6), но 
константы возросли.) 
Доказательство достаточно провести для случая Ц - о  
<г> О (случай <h=o#  , J7>0 рассматривается аналогично. Ито­
говая оценки получается как сумма). Наметим ход рассуждений. 
Правые части (2.19), (2.20) возрастают с ростом ?  ^ ?  
Г*] , Поэтому достаточно доказать эти оценки при минималь­
ных возможных значениях параметров (в (2.18) будут равен­
ства). х-ведем - tf-A.) I ~({-/\) f и соответствующие 
решения (см. аналогичное рассуждение в доказательстве 
теоремы 1.3). Полагая = Ли£ц и замечая, что Y = Il^J + 
+ Il I - - II + = il 4 II , т.е. что получим со­
гласно (2.17) (дом рассуждаем аналогично): 
s —3 1 ilx.-jfjl 5= 51t (2*2i) 
Пусть, например, jf •= У = Ц11| Определим At- -o-^—p-при таком 
N ' oiw *• о 
выборе Л. имеем СЧ-Л)^ -(1-А)<Г = W* , 
так что bt[ Тем самым (2.17) дает 
ii jci-хьн & . (2 22) 
-  ( j - ( / - a t / / * .  
Отметим, что при нашем выборе Л выполнено: 2А А.в~Л)^ 
В случае 1° для получения (2.19) осталось просто просуммиро­
вать оценки для I х.-Xitt, \лАн f  |Jcx-Sl|i „ В общем случае 
возможно .м.- {. Поэтому в знаменателях в (2.21), (2.22) мы 
будем учитывать только величину (-Л±/4  
{ 1-{,Z ). Тогда суммирование оценок (с д— ,>9 ') дает  
(2.20). 
§ 3. Модифицированный процесс Ньютона 
I.I. Выделение нелинейности. Рассмотрим уравнение вида 
Р *  - 4  (  Р  :  X  Е  ,  Р а „  =  о )  ( 3 . 1 )  
с гладким оператором Р. К такому виду всегда можно привести 
уравнение типа Fx = О, Без ограничения общности можно считать 
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ха~о Итак, условимся что 
Po = о (**-С)  (3.2) 
Что касается гладкости Р, то мы будем предполагать, что вы­
пуклой окрестности нуля W оператор Р непрерывно дифферен­
цируем по Фреше, причем: 
II Ptt) - P'^lll ^ Lp  Hz-yil tW . ( 3 i 2 )  
3 П -(Р'(о)) 1€ Z[E,X) , II П II 5  . (3.4) 
Уравнение (3.1) нетрудно представить в форме (I.I), именно 
р ' (О )Х  *  (Рх  -  Р?6)*)= F  а™  в  форм е  ( 1 .2) :  
х + fl (Рх - Р ГС0)Х) - 4 (£' = С I Л (3.5) 
Лемма 3.1. Пусть отображение тX ~*Х,  < Po -0» W  диф­
ференцируемо в W, причем 
И Ф Ь о - -  U  и х - у н  < p ? o j  -  о .  ( 3 . 6 )  
Тогда Ф 6 |T4(W) , liilia, • 
Доказательство. Из условия <¥(0)=0 имеем 
^х~ ̂3 ~ {^-Х + (^Ьс)-¥'о)У*-^ (3.7) 
si выпуклой области W справедливо неравенство (см. til) 
II 't'x-^ -^rofx-^ll (t/oc.jtW ) (3.8) 
Учитывая (3.8), получаем из (3.8): 
i ^ x  - f y l <  ̂  lx- f t 1  + L«,ixiw-yii = ^fzim+iix^ijlix-^il. 
В силу определения (2.1) это как раз и означает, что П' Ы) }  
1191«, * u/i. 
Следствие. При условиях (3.2)—(3.4) уравнение с гладким 
оператором (уравнение (3.1)) эквивалентно уравнению с линей­
ностью второго порядка. 
Действительно, полагая тэс •• = С (Рх - Р(о)х ), получаем 
Ф  ) = П, fP'dj - Р(0)) - ̂  Р'(х) -I , так что условия (3.6) 
выполнены с LT = Il С 1|LP LP . 
Итак, к данному уравнению применимы результаты § 2. Ус­
ловие разрешимости dt- :=4ßy-i 1 запишется здесь так: 
4 ЦМх - 2. к Lp i i 1 (здесь Y 3= tin ), или 
ht= \/£ Таким образом, лемма 2.3 совпадает с тео­
ремой Л. li.Канторовича (см. [1,2]) о модифицированном процес­
се Ньютона, которым и является процесс (2.4). 
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3.2. Вопросы устойчивости. Ограничимся случаем, когда 
возможны возмущения правой части (3.1) (дополнительные за­
мечания приведены в § 4). Возмущенное уравнение имеет ввд 
Рос а I ИЛИ X +• Ф X = 2 ( 3 - С § - f J , 
Итерационный процесс (2.4) (с К-Ф ) для исходного и возму­
щенного уравнений приводится к виду 
X м  = х" - Г с  Рх" +.1 , dc"« , х^Я-oS3.9) 
В силу изложенного выше, можно утверждать следующее. 
Теорема 3.1. Для решения -х* уравнения с гладким опера­
тором (при условиях (3.2)-(3.4)) и для его приближения по 
методу Ньютона хи  (см. (3.9 ) справедливы оценки устойчи­
вости § 2 с <г > ii гл - с f и ^ ас = zixfx 
' £ -  Zl.  L?# }  >t~ŽLL r X f » h g l )  „  
§ 4. О возмущении уравнения с известной мажорантой 
4.1. Определение 4.1. Мажорантой (обобщенной мажорантой) 
в шаре Ш(0Д! оператора 5 -Х -* X назовём такую непре­
рывную ЧИСЛОВУЮ ФУНКЦИЮ If : —>• (V (Л > t ) что 
Ü5О II «  f ( o )  , (4.1) 
i i x u s  Р 4~ f  •  =ф I lSw-Sx l l  (4  О)  
) .  
Условимся записывать это так: S < Ч' . 
Пример 4.1. Если К<= П ' '(W) >  W ^ Ш(ОД) }  II Кß 
и ^ е X , lifll 5 ^ то для оператораТ: Xi-* 1-К.Х в Ш(ОЛ; 
имеем Т*< V , где ¥> (£): в £tx + У - это следует из 
леммы 2.1. 
Утверждение I. 1°. Если S Ч f в LU(c/Zj то 
II Sx II « V( lxii) ( х er ш cq,Z)J . (4.3) 
> => (4.4) 
Проверка осуществляется непосредственно. С идеями [I] свя­
зано 
Утверждение 2. Если S дифференцируемо по Орете в 
Ws» и дифференцируема на Ю,А[ (Л>1) то усло­
вия (4.1), (4.2) равносильны условиям мажорирования Л.Ь.Кан­
торовича Cil. 
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4.2^ Разрешимость операторного уравнения гарантирована, 
если разрешимо Мажорантное". Рассмотрим уравнения 
ос = Sx ( S <  f в Ü J C O j V )  , (4.5) 
t - Vft) . (4.6} 
Мы считаем Ol\— {t* C o / l ] :  4?ft)•= t j# Ф •  t  -  -  .  
7 t eCf 
Положим =(f(tn) , tü  = ° ; ^ = 5'эГ , X--0 (n=o zi.2...J. 
Утверждение 3. Последовательность (эси^ мажорируется 
последовательностью \ При этом 3 je- е Ш(0,1) ' 
ltu*-xni к t* -tn  , 
Элемент х- = im хп  есть решение уравнения (4.5). 
Доказательство близко к рассуждениям п. 2.2. 
4.3. Рассмотрим мажорируемое возмущение уравнения (4.5): 
х  = S х + R/jc s 5зг , ft-< f в Lil (f/t; , (4.5') 
Тем самым S -< f := yi-p. Предположим, что уравнение 
t =?Lt)3Wi)+plt) (4.6») 
разрешимо в CP.Z1. Из утверждения 3 следует тогда разрешимо-
мость уравнений (4.5') (в ш(Р,£; ), (4.6) (в CO.TL) И (1.5) 
(в LU 10,1) ), поскольку у'-: ?" в со, Z~i Пусть V, t* наи­
меньшие корни (4,6) и (4.6») на со, 13 и - 9"(С.) , 
t» - о. Рассмотрим решения х*, а* определённые итерацион­
ными процессами 
Х1М,= $х" ?  х^ = о > 5"*'= --О. (4.7) 
Теорема 4.1. При сделанных предположениях справедливы 
оценки __ 
II Žn - jr u < t - t* , (4.8) 
S  t * ' t  .  ( 4 . 9 )  
Доказательство. I. По индукции Убеждаемся, что 
t„ £ t„ ^ (4.10) 
Именно: ^О = t c  ,  если же £ t„_, то ~ 
tn  = мчи * V fXj 5 w 
L'. При n = О имеем II X«.— £оК = I t e  - ty i " Пусть уже из­
вестно, что II £ "-а" Ii ä th~t„ . Одновременно будет 
з 
Т.е. принцип мажоранты Л.ii.Канторовича сохраняет 
силу  ( э т о  м ожн о  п о к а з а т ь  и  д л я  т е о р е мы  е д и н с т в е н н о с т и  Г П ) «  
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ИХ "К «. tn la" I Stn (t и  t„,- мажорирующие последова­
тельности). Но тогда по определению 4.1 (см. (4.2)) 
II S dc" -Sx" 11 ž Отсюда 
е. И < l|ftdc"tl + l|5õ: h- S зс"В< 
£?(*$"«) Sa-Ц* WE.) - <PfM = 
= vftH) - (P^th) = Kn ~ t_, _ Итак, (4.8) установле-
но индукцией по п •, (4.9) штекает из (4.8) предельным пере­
ходом. 
В ситуации § 2 исходное уравнение имело вид х - Тэс; = 
-Кх а возмущенное можно записать в виде ч 
Х = Ъ е  4 -  R x  : =  ( | - К х ) - { ( К - К ) з с  +  ( М ) 1 ,  
Теперь легко убедиться, что теорема 2.2 является частным слу­
чаем теоремы 4.1 (см. пример 4.1). 
Пользуесь теоремой 4.1 можно исследовать и устойчивость 
обобщенного модифицированного процесса Ньютона (см. § 3). 
г РхГ + ,  , 
где IW, (подробнее см. [Il), Здесь можно допустить и воз­
мущение оператора Р , однако (в рамках рассматриваемого нами 
подхода к этим проблемам)^- при ограничивающих условиях ма­
лости II (P-FJ(oj11 (  Ц(Р'-РГ)«?)У> I р"- р"'\\ _ Высказанные в § 4 
соображения будут в частности применимы к уравнениям с пара­
метром /А. , типа рассмотренных в [l]: 
pa. * уа 0эс - f . 
именно, оценки типа (4.9) позволяют здесь оценить 
езся-х>ц г>-лс) ,  
Автор выражает благодарность Г.М.Вайнжко за руководство 
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STABILITY OP THE SOLUTION OP THE OPERATOR 
bquation WITH SECOND-ORDER NONLINEARITY 
B.Shifrin 
Summary 
The nonlinear problem 3C* (see (I), (1.1)) 
proved to be well-posed under some conditions. We estimate 
the perturbation of the solution, caused by the change of 
4 and К. The estimates of the stability of Newton's me­
thod for equation Px= ? are also presented. Results of 
such type can be obtained for the general operator equation 
provided its majorant (see [1J ) is known. 
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Уч.зал.Тартуск.ун-та,1982,633,88-94 
О МЕТОДЕ НЬЮТОНА В СЛУЧАЕ КРАТНЫХ РЕШЕНИЙ 
П. Оя 
1. Общеизвестно, что метод Ньютона имеет высокую ско­
рость сходимости даже для уравнений в банаховом пространст­
ве, если решение однократное. В случае кратных решений чис­
ленных уравнений также хорошо известно, что сходимость ли­
нейна и определяется кратностью решения. Мы предлагаем пра­
вило определения кратности по приближениям Ньютона.Характер 
сходимости метода Ньютона к кратным решениям нелинейных 
систем изучен в [2-5], этот вопрос затронут и в настоящей 
работе. 
2. В этом пункте приведем некоторые известные факты .о 
сходимости метода Ньютона для численных уравнений и предло­
жим одну возможность вычисления кратности решения. 
Для решения численного уравнения 
4(*-) = о (1) 
рассмотрим метод Ньютона 
.  *  =  о ,  I , - - .  •  С 2 )  
Предположим, что уравнение (1) имеет изолированное решение 
х*. причем i((x*)= • = f °(х*) = С, 
для некоторого т, ъ 1. Число т. назовем кратностью решения 
х* . Все встречающиеся при изложении производные функции ^ 
ечитаем непрерывными в окрестности хЛ 
Разлагая и по формуле Тейлора в точке х* 
и обозначая е„ = х.„— -х.* получим 
 - ) , -щые.  
где (х*х„). Тоща из (2) следует 
гЛУ~\ . 
Если предполагать, что г„ о, т.е. метод Ньютона сходит-
ся» то  S" , 1 •> -»х* и \"(**)• в случае одно­
кратного решения х*(г>. = О получим из (3), что 
т.е. метод сходится сверхлинейно (быстрее любой геометри­
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ческой прогрессии), а если удовлетворяет условию Липшица, 
то из (3) вытекает квадратичная сходимость. В случае кратного 
решения ( rvx ^2, ) на основе (3) заключаем, что метод Ньютона 
сходится асимптотически со скоростью геометрической прогрес­
сии со знаменателем 1 — , если только функция непре­
рывна . 
Такие же выкладки для метода Ньютона - Шредера 
х = эс - г*. 
показывают, что непрерывность функции >( гарантирует сверх­
линейную сходимость, а если Jj**1  удовлетворяет условию Липши­
ца, то сходимость квадратичная. 
Введем обозначения 
_ _ 1 _ _ ГЪо 
"  ~ i_  '  * , гы '  
где — последовательность приближений, полученных по мето­
ду Ньютона, а и f~'(i«), как и раньше, получены при 
разложении ^(х^) и ft*n)nо формуле Тейлора. Опираясь на рав­
носильное к (3) соотношение - >_№ = - -L #  получав! 
при помощи непосредственных вычислений равенство 
А) 
1 + _ _1_) 
Поскольку то w.„-,v4. Кроме того, числитель правой части 
последнего равенства оценивается асимптотически через величи­
ну - |ej, где L — постоянная Липшица для J}'""' , и, 
таким образом, скорость сходимости не уступает ско­
рости сходимости Рассмотрим иллюстрирующий 
Пример 1. Пусть ^(х) = х (х -2)"(х г  — fa dl + 1о) . Приведем 
некоторые промежуточные приближения, найденные по методу Нью­
тона, исходя из х0 = 2,5: 
и, - 1 rv — \ Х^ 
0 2,5 2,368421 2,272048 3,737361 
4 2,149830 2,111626 2,083309 3,863969 
8 2,046566 2,034855 2,026103 3,958298 
12 2,014654 2,010984 2,008234 3,987083 
16 2,004629 2,003471 2,002603 3,995989 
20 2,001464 2,001098 2,000823 3,999349 
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Из таблицы видно, что £Л,( ~ с~ и убывает с такой 
же скоростью, что и |х.-х"|. Отметим, что кратность решения 
обнаруживается через несколько шагов метода Ньютона, после 
этого можно перейти на метод Ньютона-Шредера. 
3. Рассмотрим систему уравнений 
F(x) = О , (4) 
где F: Поставим вопрос о перенесении результатов 
предыдущего пункта на системы (4), 
Запишет! систему метода Ньютона в виде 
F /(x„)(t.,,-^) = -F(x^)) (5) 
ще = ХЛ-Х*,Х* — решение системы (4). Хорошо известно 
(см., напр., [l]), что если матрица Ft**) регулярна,то не­
прерывность F' влечет сверхлинейную сходимость, а условие 
Липшица для F'— квадратичную сходимость метода Ньютона. В 
дальнейшем рассмотрим случай, когда F'(О сингулярна. Ис­
пользуемые производные от F считаем непрерывными. Предпо­
ложим также (это необходимо для применимости метода Ньюто­
на), что для некоторого i >о 
dU± F'(x)*:0 при ОС II Х-Х*||<а. (б) 
Теорема. Пусть 
F /(X*)=0,... )F l'"- , )(r)«0 (7) 
и 
diet |W"Vo V|eR~\{o). (8) 
Тогда при достаточно хорошем начальном приближении сходи­
мость метода Ньютона асимптотически линейна со знаменателем 
1--^-
Доказательство. Учитывая (7), имеем разложения Тейлора 
F(XÄ)= 
F'(X.) = ^ РПх-)бГ-Ч р(Х"; =.), 
тае -> О , 1 1  0  ПР И  II £ II -> О. 
Поскольку матрица с~"' регулярна, то система Ньюто­
на (5) приобретает вид 
(I + (rw -1)! (Р"Чх-)е Т'ТИ^'У= 
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Имеет место II р1"ч>(х") I ~ ' X Ц = ^ > о . 
11^I = I xi = i у  0  
Действительно, в случае ^ =о, поскольку непрерывная функ­
ция I! ?"ч~1  X И достигает нижней грани на компакте 
, X е IRW : HI I = lj ХЦ = 1) , существуют и X«, , Ц £ J = 
= IIX„||=1, такие, что Ры(х*) Х„ = о . Поскольку Хо*0, 
матрица F ( ,w )(x*) |Г -1  сингулярна, а это противоречит пред­
положению (8). Далее, 
l|F("tx'K"'X« = ИХ" 1X11 FW,(X*)(^f 
> ИМ Г"  Il X I I  
следовательно, 
ikf^x^c't'h ц£.,|~-> ' 
Теперь ясно, что (9) влечет соотношение 
знак as здесь означает, что опущены бесконечно малые высше­
го порядка. 
Теорема доказана. 
Отметим, что условия (7) и (8) обеспечивают выполнен­
ность условия (6). 
4. Поставим вопрос о существенности условий (7) и (8). 
Дадим три определения кратности решения. Число на­
зовем кратностью решения X* системы (4), если 
1) Д F'°(X-Mo} , Д X.W FM(X*) = lc} •, (10) 
2) F'(x*) = О ,... , F*-°(X>0 , 3^ F1~,(X*)=t0} (11) 
3) выполнены условия (7) и (8). 
Понятно, что из (7) и (8) следует (11) и из (11) условие 
(10). При n. = i все три определения совпадают с приведенным 
в пункте 2, но при а»2 они различные. 
Пример 2. Задана система 
X, = о 
Система имеет изолированное решение Х*=(о,с), причем 
f  ХЛ 
г ( X ) =  г  )  
V "Х-, У 
и <кл± F'(X) = -хг i-1 >:Л3  = О тогда и только тогда, когда 
х., = с,-*-л=с. Условие (6) выполнено. Для | = имеем 
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F- o o i . ( b  J ; ) ,  
значит, X-ui F"(**) = lo}. Поскольку F'(x*)=0, ТО решение X* 
является двукратным в смысле (11) или (10), но условие (8) 
не выполнено. Если взять еп  = (е,о) ($: >о), то, решая со­
о т в е т с т в у ю щ у ю  с и с т е м у  Н ь ю т о н а ,  п о л у ч а е м ,  ч т о  £ „ , =  с к -
В то же время, если £*= (о, с), то . 
Приведенный пример показывает, что кратность nw реше­
ния в смысле (10) или (11) не гарантирует асимптотически 
линейной сходимости со знаменателем 1- ̂  • Кроме того, ско­
рость сходимости может зависеть от начального приближения. 
Укажем на одну возможность обобщения примера 2. Взяв 
вместо второго уравнения - + -у "^1 - о, где 
< , получим более гладкие функции F , а скорость сходи­
м о с т и  п р и  = ( £ ; С )  з а м е д л я е т с я :  =  ( 1 - .  
Пример 3. Рассмотрим систему 
2 х-? + х^хг + 2х, x-i -t- х-j + лс, -+• =0-2.-0 
x z z 3 4^-2) 
х-ч +- х.л ^сд. -v ^-г "*"2. +• x.̂  -+"x-z ~ о > 
имеющую изолированное решение X *= (о,о) при =< >.- о. Здесь 
% х_* + 2 х-, :х г  ч- ä. х, 1  + i х_* -+ Ч :х_, х. д  + 2> ж-t -t- <х х  
a lcf +2 x, t-j. + *t+l + + 
F'(x) = 
и, таким образом, 
Xii F'(x) = 3 (xf •+• 3> x* — 2_ 5. 
^ 'i(*•?+•+ $4~xz) при ^ i . 
f"w= 
Значит, d.vfc F^x)=o тогда и только тогда, когда *-, = о и 
= о . Имеем F"(x*)=o и 
_г + 2.̂  + 5 
с. st + %*.+ 2. si -+1. si 
Из последнего вычислим Р"'(х)1 г= 12 (|^i- следова­
тельно, условие (8) удовлетворяется для m =з. В то же время 
F'(X*)/o И условие (7) не выполнено. Если е„ = (о,«)> то 
=  ( о ,  - —  ̂ - ) . Отсюда видно, что тогда |t„ , Ц * 
к e„l3, т.е. сходимость является кубической. 
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Пример 3 показывает, что в теореме нельзя отказаться от 
условия (7), не сделав дополнительных предположений. 
Замечание. В рассуждениях работы [4], касающихся сходи­
мости метода Ньютона для систем уравнений, имеются неточно­
сти, и утверждения [4] без дополнительных предположений не 
имеют места. Так, например, для системы (12) при е„ = (о,е) 
по приведенным в [4] утверждениям должно быть е Л „, = 
= з-(-е, е) + 0(ll £»Иг), но это противоречит действитель­
ности. Выкладки в [4] проходят при (сильных и неестествен­
ных) ограничениях F z(X~)N,cN, и F'(>C)Ri cR«, тае 
N, = F'(X*), F'(X*) R< = R< и N,®Ra=IR". Конечно, 
система (12) при c„=(o,e) им не удовлетворяет. Отметим 
еще, что из утверждений [4] даже при указанных ограничениях 
не явствует скорость сходимости метода Ньютона для систем 
уравнений. 
5. Функция (^)= XiX является *.(^-4.)-
линейной от к переменных . Так как ^(-|) = 
= (-i)" (""1 )чЧ?), то  условие (8) не может быть выполнено, 
если число rv(rvi-i) нечетное (например, п. = э,т.*2). Действи­
тельно, если I пробегает сферу = то непрерывная 
Функция vf принимает все значения между ч^(|) и в том 
числе значение О , при нечетном ^(rrv-i). 
6. Рассмотрим вместо (5) систему метода Ньютона—Шрёде-
ра 
F'(X„)(t_, - £»)= - ~ F(X ) . 
В предположениях (7) и (8) вместо (9) получаем 
(î ~-i)i(fl"xx*)c"t(4x*,s..)) = 
»c—oi (р;"1>(х*)ег"г(мх%с„)^-^х(х*,е„)). 
Отсюда видно, что уже в предположениях теоремы метод Ньюто­
на—Шредера сходится со сверхлинейной скоростью.Если, напри­
мер, существует непрерывная в окрестности X* производная 
ТО n-*(x*, E„)ll = 0(||£~|Г^) И II £.1 II = 
= О (il I, II "* ) , значит, сходимость квадратичная. Кратность 
т. решения X* при условиях (7) и (8) определяется по при­
ближениям метода Ньютона Хл  как и в пункте 2, используя 
з д е с ь  к о м п о н е н т ы  Х „ .  
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ON NEWTON'S METHOD AT SINGULAR POINTS 
P. Oja 
Summary 
Let -x* be a solution of S((*.)=o auch that ^(x*) = 
= f'C*-*) =--• = f ~-°(V-)=o , It is shown that by means 
of the Newton's iterations x.„ it is possible to determine 
the multiplicity m : the sequence wv». = i/(L-(x„,1-'ic.)/(x.K-
converges to *w. The rapidity of this convergence is charac­
terized by the estimate |«.,-»|< со^л-t For 
finite systems F(X) = О , F : lR~-> IR~ , we establish 
Theorem. Let F(x*)= O, F"(x*)= о ,. . . , Ft""x~'0(x*) = С and 
dU_t F'^Cx*) X VXe IRK\{o}. Then the convergence 
of the Newton's method starting from a sufficiently small 
neighborhood of X* ig asymptotically linear with the common 
ratio 4- ~ • 
Two examples show that the assumptions of the theorem 
are essential for obtaining such a convergence. 
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