Abstract. The computation of a good approximation set of the Pareto front of a multiobjective optimization problem can be recasted as the maximization of its S-metric value. A high-precision method for computing approximation sets of a Pareto front with maximal S-Metric is presented in this paper as a high-level relay hybrid of an evolutionary algorithm and a gradient method, both guided by the S-metric. First, an evolutionary multiobjective optimizer moves the initial population close to the Pareto front. The gradient-based method takes this population as its starting point for computing a local maximal approximation set with respect to the S-metric. As opposed to existing work on gradient-based multicriteria optimization in the new gradient approach we compute gradients based on a set of points rather than for single points. We will term this approach indicatorbased gradient method, and exemplify it for the S-metric. We derive expressions for computing the gradient of a set of points with respect to its S-metric based on gradients of the objective functions. To deal with the problem of vanishing gradient components in case of dominated points in an approximation set, a penalty approach is introduced. We present a gradient based method for the aforementioned hybridization scheme and report on first results on artificial test problems.
Introduction and Mathematical Preliminaries
In multiobjective optimization, a solution has to fulfill several objectives in the best possible way. Maximization problems can be reformulated as minimization problems, thus, without loss of generality, we can restrict our attention to those. Formally, the problem reads as follows:
The domain X is called the decision space or search space and contains all feasible solutions, and the co-domain Y of all m objectives is called objective space. Here we assume continuous functions, so X ⊆ R d and Y ⊆ R m .
Since the objectives are typically conflicting, there is no single best solution and the aim is to generate sets of good compromise solutions. These solutions are suggestions to the decision maker who finally chooses one for realization.
A partial order holds among the points, which is defined in the objective space and is transferred to the preimages in the search space. A point x is said to (weakly) dominate a point x (x ≺ x ), iff f (x) = f (x ) and ∀i ∈ {1, . . . , m} : f i (x) ≤ f i (x ). A point x strictly dominates a point x (x < x ), iff ∀i = 1, . . . , m : f i (x) < f i (x ). The points that are minimal with respect to the partial order ≺ within a set are called non-dominated. The non-dominated points within the whole search space are called efficient set or Pareto set X E and the set of their corresponding images is called Pareto front Y N .
Since continuous problems cannot be expected to be solved optimally, a good approximation of the Pareto front is aspired. Two sets are already incomparable, if one set contains a point that is incomparable to each point of the other set. Thus, a qualitative ranking is mostly impossible. Instead, auxiliary demands which suggest high quality are formulated for sets, such as: (1) many non-dominated points, (2) closeness to Pareto front, and (3) well-distributed along the Pareto front. From our point of view the term well-distributed means to have a regular spacing between points in regions with similar trade-off and a higher concentration of points in regions with a more balanced trade-off among the objectives.
Among the developed quality measures, the S-metric or dominated hypervolume by Zitzler and Thiele [1] is of utmost importance. It is defined as S(X) = Lebesgue{y | ∃y (i) :
where y (i) = f (x (i) ) are the image points of the set X ⊆ X under f , and X is an approximation of the Pareto set. The reference point y ref confines the dominated hypervolume. Note that the same definition can be used to define the S-metric for subsets of R m directly. It is an alleged drawback that the reference point influences the absolute value of the metric. However, in practical settings it is often possible to state bounds for the objective function values and thus the reference point can be chosen as that upper bound vector. In addition, recent results on generalizations of the S-metric show, that the distribution of points on the Pareto front can be influenced by weighting parameters according to the user's preferences [2] .
The maximal S-metric value is achieved by the Pareto front. For compact image sets of f and appropriately chosen reference points the maximization of the S-metric for a given number of points always results in a non-dominated set of solutions. Further properties of the S-metric were studied by Fleischer [3] and Zitzler et al. [4] .
The maximization of the S-metric receives increasingly more attention as a solution principle for approximating Pareto fronts by means of a well-distributed non-dominated set. Recently, the S-metric has been used as a single-objective substitute function to guide the process of multiobjective optimizers. Accordingly, the problem of finding a good approximation of the Pareto front of the original multiobjective optimization problem can be re-stated as:
where X ⊆ µ X means that X is a set of at most µ elements from X . Recent work proposed methods for S-metric maximization that are based on simulated annealing, particle swarms, and evolutionary algorithms. Evolutionary multiobjective optimization algorithms (EMOA, MOEA) [5, 6] established as efficient and robust optimizers and modern EMOA like IBEA [7] , ESP [8] , and SMS-EMOA successfully apply an S-metric based function to evaluate and select promising solutions, or use it for archiving [9] . The SMS-EMOA by Emmerich et al. [10] uses the S-metric in the selection method of a steady-state EMOA. It has been tested extensively on benchmarks and real-world applications, receiving results competitive or better than state-of-the-art methods in the field. In this paper we continue in the same spirit, and derive a gradient based method for solving multiobjective problems.
In this work the gradient of the S-metric at a point, representing an approximation set, is introduced to solve the optimization problem of positioning the given µ points of the set such that the S-metric value of the set is maximized. Using this gradient, we apply a simple steepest ascent method. We propose a hybridization of the gradient method with SMS-EMOA as a high-level relay (cf. Talbi [11] ), meaning that autonomous algorithms are executed sequentially. The gradient method is applied after SMS-EMOA to locally optimize its final population. Thus, we combine efficient local optimization based on a new gradient-based method, with more exhaustive global optimization techniques.
As opposed to previous work on gradient based multiobjective optimization (e.g. [12] [13] [14] [15] [16] ) this approach does not use gradients to improve points of the population independent of each other but, by aiming at improving the S-metric (that considers the population as one aggregate), it looks at the distribution of the entire population.
The paper is structured as follows. The following section relates our approach to EA/gradient hybridizations and introduces our new paradigm of indicatorbased gradients. In Section 3 expressions of the gradient of the S-metric are derived and discussed. In Section 4 the maximal S-metric is determined analytically to verify the gradient formulation. Section 5 introduces a steepest descent gradient method for S-metric maximization. Afterward, the hybridization of this method with the evolutionary algorithm SMS-EMOA is proposed and studied on multimodal test problems (Section 6). The new methods form starting points for further studies. A summary of the results and discussion of open questions is provided in Section 7.
Related Work
Whereas evolutionary techniques typically aim at achieving a good distribution of points and closeness to the Pareto front, most gradient-based approaches focus on the latter, only. Hybridizations of gradient-based and evolutionary techniques have been proposed in the past to combine advantages of both methods.
Fliege [13] suggests a steepest descent method that searches within the cone of dominating solutions in the direction where the net decrease of objective function values is expected to be maximal among all vectors with a given length, added to the current variable vector. This direction, obtained by quadratic maximization based on the Jacobian (the matrix of the objective functions gradients), is termed multi-objective gradient.
Brown and Smith [17] suggest an algorithmic scheme that approximates this direction from the parents of an evolutionary algorithm's population. In a similar approach by Bosman and de Jong [18] local mutations of the current search point are placed in a cone in which dominating solutions are likely to be found. This cone is determined by means of the local gradient directions of the objectives. A similar line of research is given by methods that generate non-dominated points by linear combinations of the negative gradients with positive weights [12, 19] . For small step-sizes this yields non-dominated or dominating solutions. Thereby, the Euler method is used to integrate along a path of such solutions. Recently, these methods have been hybridized for EMOA by Shukla et al. [14] by computing favorable directions for generating offspring individuals.
Unlike the aforementioned methods, the continuation method as described by Schütze et al. [15] uses gradient-based search also for finding a well-distributed set of points covering the Pareto fronts. The basic idea is to gradually extend the manifold around a given Karush-Kuhn-Tucker point. However, this method is only useful under a number of mathematical assumptions such as connectedness of the Pareto front. In these cases it can yield very accurate approximations.
In our paper we suggest an alternative way of how the gradients can be used to achieve a well distributed approximation of the Pareto front. This is to generate a set of new points in the direction of the 'set-gradient' for the S-metric, which is an indicator for the quality of a Pareto front approximation.
In principle the new approach can be generalized to indicators for approximation sets other than the S-metric. The general approach to define gradients on the basis of (quality) indicators for approximation sets we will term indicator-based gradient approaches. In order to achieve convergence to Karush-Kuhn-Tucker points, it is advantageous to apply this approach with indicators that fulfill the monotonicity criterion, i. e. that evaluate an approximation set A as superior to an approximation set B if all points in B are dominated by points in A.
Gradient of the S-metric
In this section we discuss expressions for gradient computation with respect to the S-metric and discuss its differentiability properties.
Mathematical Notation
In order to compute gradients of the S-metric, we represent a population P of size µ, P ⊆ µ X , as a vector of length µ · d:
For notational convenience we introduce blocks of a µd-vector as
The mapping from µd-vectors to populations is defined as:
Different µd-vectors may represent the same population (but not vice-versa).
Every non-empty population P ⊆ µ X is represented by at least one tuple of the form above.
For optimization purposes it is sufficient to work with µd-vectors. This holds, because the set of global optima of the problem
can be mapped to the set of global optima of the original problem (Eq. 3) via Ψ . Note that for X = R d the constraint Ψ (p) ⊆ µ X is trivially fulfilled. Moreover, the number of local optima of the new problem is usually increased, as different µd-vectors may give rise to the same population. Given one µd-vector, all equivalent representations can be obtained by permuting its blocks.
Definition and Analytical Calculation of S-metric's Gradient
A general definition of the gradient for the space of µd-vectors is
In order to express the gradient of the S-metric in terms of the gradients of the objective functions the following structure of the composition of mappings is applied:
where F is defined by using the objective functions
)) with the functions f i defined as above and S as the S-metric function.
The S-metric is defined on sets of points (Eq. 2), but for notational convenience, we also apply it directly to vectors which can be interpreted as sets according to the mapping Ψ (Eq. 5). Using the chain rule the gradient can be rewritten as follows. Let
be µ points in the decision space, then ∇S(p) can be written as:
The top level structure of the matrix associated to the linear mapping F is a diagonal matrix of size µ whose diagonal elements are matrices of size m × d associated to the linear maps f at x (j) , where j = 1, 2, · · · , µ and each of the off-diagonal elements is the zero matrix of size m × d as well.
A more detailed description of this matrix is given as:
Note that F (x (1) , . . . , x (µ) ) depends solely on the gradient functions ∇f i at the sites x (1) , . . . , x (µ) . Hence, if these m · µ local gradients are known, the desired gradient ∇S(p) can be computed.
The computation of ∇S(y (1) , . . . , y (µ) ) is discussed next. Three cases of the set {y (1) , . . . , y (µ) } need to be considered: (1) mutually non-dominated sets, (2) sets with strictly dominated points, and (3) sets with weakly dominated points. = y
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as illustrated in Fig. 1 . Note that extremal points need special treatment, as their contribution to the gradient is influenced by the reference point. In three dimensions (m = 3), the computation of the partial derivative gets more tedious. The general principle is sketched in Fig. 2 . y (2) y (3) y (7) y (6) y (4) r Fig. 3 . The penalty function is defined as the sum of the euclidean distance (dashed lines) of the dominated points (gray) to the attainment curve (solid line) shaped by the non-dominated points (black) and bounded by the reference point r. The penalty is subtracted from the S-metric value to give an influence to the dominated points.
(2) Sets with strictly dominated points. The gradient equals zero in case of dominated points-provided that a slight perturbation does not make them non-dominated-since no improvement of the S-metric can be observed for any movement. Therefore, dominated points do not move during a search with gradient methods but just remain in their position. To enable an improvement of dominated points, a penalty value can be subtracted from the S-metric value, that is negative if and only if points are dominated and otherwise zero. For each dominated point, the minimal Euclidean distance to the attainment surface shaped by the non-dominated points is calculated (Fig. 3) . The sum of these values is subtracted from the S-metric value of the whole set of points. This way, the movement of dominated points influences the improvement of the penalized S-metric and a local gradient of the dominated points is computed that points in the direction of the nearest point on the attainment curve. In a gradient descent method the movement of the non-dominated points is delayed by the dominated ones. Anyway, this drawback is a smaller deficit than completely losing the dominated points. Since any non-dominated point contributes to the S-metric value, the primary aim is to make all points non-dominated.
(3) Sets with weakly dominated points. Points that are dominated but not strictly dominated (we call them weakly dominated) lie on the attainment surface of the non-dominated points. Slight movements can make the points either remain weakly dominated, become strictly dominated or non-dominated. Thus, the gradient at these points is not continuous. The left-sided derivative y (i) = 0. The fact that S(p) is in general not continuously differentiable at weakly dominated points makes it problematic to work with gradient-based methods that make use of second order derivatives. Weakly dominated points can also cause non-dominated points to have discontinuous local derivatives, which is comprehensible by arguments similar to the ones above. Besides degenerate points in the search space can cause discontinuous derivatives. These are, loosely defined, search points (or blocks) with the same image.
Empirical Determination of the Gradient
In practice the computation of the gradient can be approximated for example by using numerical differentiation. Since weakly non-dominated points of the population are not continuously differentiable, we need to take one-sided derivatives in both directions into account. For a small positive we compute them via:
The algebraic signs we need to use depend on the gradients of the objective function. In case of continuously differentiable objective functions, it is numerically safer to compute the derivatives of the objective functions first, and then use the chain rule to compute the derivatives of the S-metric taking special care of weakly non-dominated points whenever they occur. Both the computation of Equation 11 and the computation of the gradients of all objective functions at all points (that can be used to compute the gradient via the chain rule) requires µd evaluations of the objective function vectors.
Analytical solution of S-metric Maximization
We exemplarily verify the maximization of the S-metric with the gradient by an analytical calculation for a problem with a linear Pareto front {(y 1 , y 2 ) | y 2 = 1− y 1 and y 1 ∈ [0, 1]} and a fixed number of points. Using analytical arguments and partial derivatives, the optimal positions of the points are calculated. Later we will use this problem and its solution for testing the local convergence behavior of the gradient-based method. Due to the monotonicity of the S-metric the µ points of the approximation set that maximizes S lie on the Pareto front. In order to consider the hypervolume of the approximation set we fix (1, 1) as the reference point and we consider µ + 2 points on this Pareto curve whose y 1 -coordinates we denote by u i , with i = 0, . . . , n + 1. For any such collection of n + 2 points we always require u 0 = 0 and u n+1 = 1. We want to maximize the hypervolume with respect to (1, 1) . This is equivalent to minimizing the sum of the area of the triangles which are bounded by the Pareto curve and the sides of the rectangles shaping the attainment curve. Let v i denote the length of the interval between u i and u i+1 , then
i is twice the area we want to minimize under the constraints n+1 i=1 v i = 1 and ∀i : 0 ≤ v i . This area is minimal in case the n + 2 points are uniformly distributed (with the understanding that two of the points are the end points). It is easy and worthwhile to prove this fact geometrically, yet we revert to an analytical verification as follows.
Computing the partial derivatives of g results in Note that by approximating the Pareto front {(y 1 , y 2 ) | y i ∈ R with 0 ≤ y 1 ≤ 1 and y 2 = 1 − y 2 } with a set consisting of µ points plus two extremal points (0, 1), (1, 0) the maximal S-metric is
. Moreover this maximum value can only be attained if the µ non-extremal points are equally spaced between the two extremal points.
With the generalized Schaffer problem Emmerich and Deutz [20] proposed a scalable-dimension problem that gives rise to the discussed linear Pareto front
In the following section, this problem and its solution set are consulted for a proof of concept result for the numerical optimization routines.
Gradient-based Pareto Optimization
Algorithm 1 Gradient-ascent S-metric maximization.
1: input variables: initial population as µd vector p 2: control variables: accuracy of line search αmin, step reduction rate τ ∈ (0, 1) 3: α ← 1 {Initialize step size α}
while α > αmin {Line search in gradient direction} do 9: Due to the known problems with second-order gradient methods, which require twice continuous differentiability, a first-order gradient method, namely the steepest descent/ascent method with backtracking line search has been implemented [21] . The pseudo-code of our implementation is provided in Algorithm 1. The line-search algorithm has been kept simple to maintain transparency of the search process. It will however converge to a local maximizer relative to the line search direction. Note, that the line search may move to the same point in two subsequent iterations. In this case the evaluation of the objective function vectors of the population can be omitted. The convergence speed and accuracy of the line search can be controlled with the parameters τ and α min , respectively. We recommend a setting of τ = 0.1, while the setting of α min depends on the problem. Since the length of the gradient decreases when the algorithm converges to the optimum of a differentiable function, α min does not have to be very low, because the length of the gradient influences the step-size as well.
The gradient-descent method requires a good starting point in order to converge to the Pareto front. For this purpose an EMOA is applied which generates a good approximation of the Pareto front. We propose the SMS-EMOA because it has shown excellent results concerning the optimization of test functions and realworld problems (cf. [10, 22, 23] ). The SMS-EMOA uses a steady-state selection scheme, i.e. in each generation one new solution is generated and one solution is discarded. A population of µ individuals is optimized without additional archives (which are often used in other EMOA). The S-metric is used within the selection operator to determine the subset of µ individuals with the highest S-metric value. Thereby, the individual with the least exclusive contribution of dominated hypervolume is discarded. As mentioned in Section 1, the maximization of the S-metric results in a well-distributed solution set with an emphasis of solutions in regions with fair trade-offs. The SMS-EMOA's final population functions as the starting point of the gradient strategy which does only a fine-tuning of the solutions. This sequential application of autonomous algorithms is called highlevel relay hybridization according to the taxonomy introduced by Talbi [11] . The total number of function evaluations is partitioned among the algorithms.
Experiment on the generalized Schaffer problem: We conducted two experiments to analyze the limit behavior of the hybrid algorithm on the generalized Schaffer problem (Section 4) which reads
, α ∈ R + , and both objectives to be minimized. The first 1000 evaluations are always performed by SMS-EMOA. Figures  5 and 6 show a clipping of the subsequent behavior of typical runs, at which SMS-EMOA is always started using the same random seed.
In Fig. 5 the results pertaining to the generalized Schaffer problem with d = 10, α = 1 2 (hence the Pareto front is linear, cf. Section 4) of the following experiment are shown. The population size µ is 5, 10, or 15, and dimension d is 10, 15, or 20. The purpose of this experiment was to study the convergence behavior of the gradient part of the algorithm. We see that the convergence (after a reasonable starting population has been found by the SMS part) is linear or almost linear. The former is especially true for small sizes of the approximation sets. The dimension of the search space has less effect on the speed of the methods. This can be explained by the relatively long time needed to perform line searches, as the dimension of the search space only influences the time needed for the gradient computation. Fig. 6 shows the results for the generalized Schaffer problem with α = 1, the dimension of the search space d = 10, and a population size (i.e., the size of the approximation set) of 10. The Pareto front is equal to {(y 1 , y 2 ) | y 2 = 1 −2 √ y 1 + y 1 and 0 ≤ y 1 ≤ 1} and the maximally attainable S-metric is 1 − with a reasonably good approximation set to the Pareto front the gradient part of the method outperforms the pure SMS-EMOA.
Studies on the ZDT Test Suite: Fig. 7 refers to the experiments run on the problem ZDT6 of the ZDT benchmark [5] . The size of the approximation set was chosen to be 20. Runs without penalty (Fig. 7 , top) and with penalty ( The pictures reveal that it pays off to apply the gradient part of the algorithm as soon as a rough approximation set has been found. The speed-up occurs especially at the beginning and thus the hybrid approach is useful in case you would like to get very good results with few function evaluations. Secondly the picture also shows that giving a penalty to points in the population which are dominated gives far better approximation sets w.r.t. the S-metric.
The finding of a reasonable approximation set to be used as a starting point for the gradient method is always done by the SMS. In the nearly pure gradient method also a very tiny fraction of the total number of functions evaluations is used by SMS-EMOA (20 evaluations). Clearly, the hybrid algorithm converges in each case to a population with maximum S-metric. Also the pure SMS method eventually catches up with the hybrid algorithm and converges to the maximum. Table 1 (5, 5) and for ZDT6 it was (10, 10). There are three checkpoints (at 1000, 1500, and 2000 evaluations) at which the minimal, average, and maximal S-metric are recorded (calculated concerning the five repetitions of a strategy). All strategies used the penalty function for dominated points. For ZDT1 and ZDT2 it is clear that the hybrid method is outperforming the pure SMS algorithm. In case of ZDT3 the pure gradient method is somewhat worse than the pure SMS on the other hand in case the first half of the function evaluations is spent on SMS (line 3 of ZDT3) the hybrid method outperforms the pure SMS again. A similar remark can be made about ZDT4 except that the pure gradient method in this case does not give good results due to reference point sensitivity. The reference point has been chosen too close to the Pareto front so that no point dominates it after a small number of function evaluations and the gradient strategy cannot work. The reference point sensitivity is not present in the SMS part of the algorithm as it only looks for relative increments of the hypervolume and (if d = 2) always selects extremal points directly. We see that when 500 or more evaluations are first spent on the SMS the hybrid is again competitive with the pure SMS. In case of ZDT6 which is multimodal the hybrid strategies do worse than the pure SMS. In all cases we see that the gradient method gives a speed-up especially in the beginning of the optimization.
Conclusions and Outlook
This paper introduces the gradient computation of the S-metric with respect to a population of points. Using the chain rule, the gradient of the S-metric can be computed from the gradients of the objective functions. It is important to distinguish between strictly dominated, weakly dominated, and non-dominated points. While for non-dominated sets differentiability is inherited from the objective functions, in the presence of weakly dominated points one-sided derivatives occur. For strictly dominated points sub-gradients with value zero occur. They make it impossible to improve these points by means of gradient methods. This problem can be partly circumvented by introducing a penalty approach.
However, the experiments in this paper show that it is advantageous to start the search with non-dominated sets close to the Pareto front, computed by an evolutionary algorithm, preferably one which maximizes the S-metric, too. Therefore, the proposed relay hybrid between the SMS-EMOA and a gradient method seems promising, though refined rules for phase switching still needs to be worked out. The study on the generalized Schaffer problem shows the potential of the new approach to find high precision approximations of finite populations maximizing the S-metric.
Future research should extend the empirical work on benchmarks and study problems of higher objective space dimension. Though some basic ideas of the gradient computation for more than two objectives using the chain rule have been sketched, details of the implementation need to be worked out.
