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Abstract
In this paper we consider the problem of semi-online scheduling on two uniform processors, in the case where the total sum of
the tasks is known in advance. Tasks arrive one at a time and have to be assigned to one of the two processors before the next one
arrives. The assignment cannot be changed later. The objective is the minimization of the makespan. Assume that the speed of the
fast processor is s, while the speed of the slow one is normalized to 1. As a function of s, we derive general lower bounds on the
competitive ratio achievable with respect to offline optimum, and design on-line algorithms with guaranteed upper bound on their
competitive ratio. The algorithms presented for s ≥ √3 are optimal, as well as for s = 1 and for 1+
√
17
4 ≤ s ≤ 1+
√
3
2 .
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1. Introduction
The typical framework of on-line optimization problems requires to take decisions as data becomes available over
time, while no information is given about the future. When all information is available at one time before optimization,
the problem is called offline. In on-line scheduling, tasks arrive one by one and no information is available about the
number or the size of tasks that will arrive in the future. As soon as a task arrives it has to be assigned to a processor
and the decision cannot be changed later. This framework captures an important feature of real problems, the absence
of information. Nevertheless, even in real applications some information may be available to the decision makers.
In this case the problem is called semi-online. Although optimization algorithms for semi-online problems cannot
be as effective as those designed for offline frameworks, even a little additional information may allow a dramatic
improvement of the performance with respect to the pure on-line setting. Thus, it becomes of relevant interest to study
the impact of information on the performance of algorithms for a given problem.
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1.1. Problem definition and notation
In this paper we consider the semi-online scheduling problem on two uniform processors in the case where the sum
of the tasks is known in advance.
A sequence of ordered tasks p1, p2, . . . , pn such that
∑n
j=1 p j = 1 + s arrive one at a time and have to be
immediately assigned to one of two processors. The speed of the slower processor is normalized to 1, and the speed
of the faster one is denoted by s ≥ 1; as a particular case, for s = 1 we have two identical processors. We call the
processors P1 and Ps , referring in the subscript to their speed. The processing time of task p j on processor Ph is
p j/h.
We indicate by L1 and Ls the total size of the tasks assigned by any algorithm to the two processors P1 and Ps .We
also indicate by L i1 and L
i
s the total size of the tasks assigned to processors P1 and Ps just before the assignment of
task pi . The objective of the problem is to minimize the makespan max(L1, Ls/s). Moreover, we use H to indicate
both an algorithm and the makespan generated by the same algorithm on the given instance. The optimum offline
makespan is denoted by Z∗.
The performance of an on-line algorithm is measured by its competitive ratio. An on-line algorithm H for a
minimization problem is said to be r -competitive if for any instance, given the offline optimum Z∗, the inequality
H ≤ r · Z∗ holds. The competitive ratio RH is defined as inf{r | H is r -competitive}. An algorithm H is said to be
optimal if no other algorithm has a better competitive ratio (see Sleator and Tarjan [15]).
1.2. Literature
The (semi-) online scheduling problem—where a sequence I of tasks has to be assigned to a set ofm processors so
that the maximum completion time (makespan) is minimized — has attracted the interest of many researchers. There
are several variants for this problem. For example, the processors may be identical or uniform, while the scheduling
may be preemptive or non-preemptive. There is also a number of different algorithmic approaches, deterministic
and randomized algorithms, algorithms designed for a fixed number of processors and algorithms for any number of
processors. We refer to [14] for a recent survey on (semi-) online scheduling problems.
For the pure on-line problem, the well-known List algorithm introduced by Graham [11] has been proved to be
the best possible for the case of identical processors. The List algorithm assigns the incoming task to the least loaded
processor; and its natural extension to uniform processors assigns the task to the processor where it can be completed
first. Cho and Shani [5] proved that List is 1+
√
5
2 -competitive for all s and the bound is tight when s = 1+
√
5
2 . Epstein
et al. [8] extended this result to show that List is min( 2s+1s+1 , 1+ 1s )-competitive and optimal for all speeds s. Epstein
et al. [8] provided also randomized algorithms with better performance than List in the case that no preemption is
allowed. In the same paper, for the problem with preemption, an optimal 1 + s/(s2 + s + 1)-competitive algorithm
for all s ≥ 1 was proposed that cannot be beaten by any randomized algorithm. This latter result was obtained
independently by Wen and Du [16].
Several semi-online scheduling problems have been studied for the case of two processors, both identical and
uniform. For identical processors, the case of given sum of the tasks and a number of variants were studied in [1,2,4,
6,7,12,13]. For the case of two uniform processors, Epstein and Favrholdt proposed optimal semi-online algorithms
on two uniform processors when tasks arrive with non-increasing size, in both the non-preemptive case [9] and the
preemptive case [10]. A geometrical interpretation of the problem studied in this paper is given in [3].
1.3. Our results
In this paper we provide both lower and upper bounds for the problem. All possible values of speed s for the fast
processor are taken into account. For some ranges of s the proposed algorithms are proved to be optimal. Namely,
the first algorithm is optimal with competitive ratio 4/3 for the special case s = 1 (identical processors), the second
algorithm is optimal with competitive ratio s in the range 1+
√
17
4 ≤ s ≤ 1+
√
3
2 and, finally, the third algorithm is
optimal for all s ≥ √3 with competitive ratio 1 + 1s+1 . Moreover, we show that, despite the fact that in many semi-
online problems the List algorithm implicitly exploits the available information and performs better than in the pure
on-line setting (see [9,12] for such examples), in our problem there is a need for specialized algorithms. Indeed, when
the total size of the tasks is fixed, the List algorithm does not improve the bound min( 2s+1s+1 , 1 + 1s ) shown in [8].
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Fig. 1. Bounds for the semi-online problem.
Fig. 2. Semi-online vs pure on-line problem.
Furthermore, we note that, for s ≥ 1+
√
5
2 , the worst-case ratio for List is the same as the one obtained by the trivial
algorithm that blindly assigns all tasks to the fast processor.
In Section 2 we prove lower bounds for the problem and in Section 3 we propose three algorithms and determine
their competitive ratio. In Fig. 1 we show the structure of the largest lower bounds and the best upper bounds we
obtained depending on the value of the speed s. In Fig. 2 we show the comparison of the best upper bound for the
semi-online problem versus the best lower bound for the pure on-line problem. This proves the effectiveness of the
information made available.
2. Lower bounds
In this section we present the lower bounds as a function lb of the speed s. The general form of the lower bounds
is as follows:
lb(s) =

s+3
3s for s ∈
[
1, 1+
√
37
6
)
;
s for s ∈
[
1+√37
6 ,
1+√3
2
)
;
1+ 12s for s ∈
[
1+√3
2 ,
1+√5
2
)
;
s+1
2 for s ∈
[
1+√5
2 ,
√
3
)
;
1+ 1s+1 for s ≥
√
3.
The lower bounds are presented according to the range of speed s for which they represent the best lower bound.
However, in each theorem statement we claim the full range of speed for which the lower bound holds.
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In order to derive lower bounds on any algorithm for the problem, we define four parametric instances that we
describe through the size of the tasks listed in braces in the order of arrival:
• A = {δ, δ, s − 2δ, 1};
• B = {δ, δ, s − δ, 1− δ};
• C = {δ, δ, s, 1− 2δ};
• D = {δ, s − δ, 1}.
The four instances depend on a parameter δ ≤ 12 . For any instance and for any fixed δ the offline optimum is equal
to 1.
We also consider two distinct partitions of the whole set H of algorithms.
First partition: for any fixed δ, the partition is defined as H ≡ H˜20 ∪ H˜02 ∪ H˜11, where
• H˜20 is the set of algorithms such that if the first two tasks have size δ, then both tasks are assigned to processor P1;
• H˜02 is the set of algorithms such that if the first two tasks have size δ, then both tasks are assigned to processor Ps;
• H˜11 is the set of algorithms such that if the first two tasks have size δ, then the two tasks are assigned to different
processors.
With a little abuse of notation we indicate with H˜20(B) any general lower bound that is valid for the makespan
obtained by all algorithms in the set H˜20 on instance B. We use a similar notation for all the other classes of algorithms
and instances. We will use the following bounds:
H˜20(B) ≥ min
(
s + 1, s + 1− 2δ
s
, s + δ, 1+ δ
)
= min
(
s + 1− 2δ
s
, 1+ δ
)
;
H˜02(B) ≥ min
(
s + 1− 2δ, s + 1
s
,max
(
s − δ, 1+ δ
s
)
,
s + δ
s
)
= min
(
s + 1− 2δ,max
(
s − δ, 1+ δ
s
)
,
s + δ
s
)
;
H˜11(C) ≥ min
(
s + 1− δ, s + 1− δ
s
, s + δ, s + δ
s
)
= min
(
s + 1− δ
s
,
s + δ
s
)
= s + δ
s
.
Second partition: for any fixed δ, the second partition is defined as H ≡ H10 ∪ H11 ∪ H02, where
• H10 is the set of algorithms such that if the first task has size δ, then such task is assigned to processor P1;
• H11 is the set of algorithms such that if the first two tasks have size δ, then the first task is assigned to processor
Ps and the second task is assigned to processor P1;
• H02 is the set of algorithms such that if the first two tasks have size δ, then both tasks are assigned to processor Ps .
Similarly to the former partition we compute the following lower bounds for the three classes of algorithms:
H10(D) ≥ min
(
s + 1, s + 1− δ
s
, s, 1+ δ
)
= min
(
s + 1− δ
s
, s, 1+ δ
)
;
H11(A) ≥ min
(
s + 1− δ, s + 1− δ
s
,max
(
1+ δ
s
, s − δ
)
, 1+ δ
)
= min
(
s + 1− δ
s
,max
(
1+ δ
s
, s − δ
)
, 1+ δ
)
;
H11(C) ≥ min
(
s + 1− δ, s + 1− δ
s
, s + δ, s + δ
s
)
= s + δ
s
;
H02(C) ≥ min
(
s + 1− 2δ, s + 1
s
, s,
s + 2δ
s
)
= min
(
s,
s + 2δ
s
)
.
We are now ready to derive the lower bounds on any algorithm for the semi-online problem on two uniform
processors.
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2.1. The range 1 ≤ s < 1+
√
37
6
∼= 1.1805
Theorem 1. No algorithm can guarantee a competitive ratio better than s+33s for s ∈ [1, 32 ].
Proof. Let us fix δ = s3 , partition the set H of all algorithms as H = H˜20 ∪ H˜02 ∪ H˜11 and compute the lower bound
for each class of algorithms on some of the previously defined instances.
H˜20(B) ≥ min
(
s + 1− 2 · s3
s
, 1+ s
3
)
= min
(
s + 3
3s
,
4
3
s
)
= s + 3
3s
;
H˜02(B) ≥ min
(
s + 1− 2 · s
3
,max
(
s − s
3
,
1+ s3
s
)
,
s + s3
s
)
= min
(
s + 3
3
,max
(
2s
3
,
s + 3
3s
)
,
4
3
)
= s + 3
3s
;
H˜11(C) ≥ s +
s
3
s
= 4
3
≥ s + 3
3s
. 
2.2. The range 1+
√
37
6 ≤ s < 1+
√
3
2
Theorem 2. No algorithm can guarantee a competitive ratio better than s for s ∈ [1, 1+
√
3
2 ].
Proof. Let us fix δ = s2 − s ≤ 12 , partition the set H of all algorithms as H = H10 ∪ H11 ∪ H02 and compute the
lower bound for each class of algorithms on some of the previously defined instances.
H10(D) ≥ min
(
s + 1− s2 + s
s
, s, 1+ s2 − s
)
= s;
H11(C) ≥ s + s
2 − s
s
= s;
H02(C) ≥ min
(
s,
s + 2(s2 − s)
s
)
= min(s, 2s − 1) = s. 
2.3. The range 1+
√
3
2 ≤ s < 1+
√
5
2
Theorem 3. No algorithm can guarantee a competitive ratio better than 1+ 12s = 2s+12s for s ∈ [ 1+
√
3
2 , 2].
Proof. Let us fix δ = 12 , partition the set H of all algorithms as H = H10 ∪ H11 ∪ H02 and compute the lower bound
for each class of algorithms on some of the previously defined instances.
H10(D) ≥ min
(
s + 1− 12
s
, s, 1+ 1
2
)
= min
(
2s + 1
2s
, s,
3
2
)
= 2s + 1
2s
H11(C) ≥ s +
1
2
s
= 2s + 1
2s
;
H02(C) ≥ min
(
s,
s + 2 · 12
s
)
= min
(
s,
s + 1
s
)
≥ 2s + 1
2s
. 
2.4. The range 1+
√
5
2 ≤ s <
√
3
Theorem 4. No algorithm can guarantee a competitive ratio better than s+12 for s ∈ [1,
√
3].
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Proof. Let us fix δ = s−12 , partition the set H of all algorithms as H = H10 ∪ H11 ∪ H02 and compute the lower
bound for each class of algorithms on some of the previously defined instances.
H10(D) ≥ min
(
s + 1− s−12
s
, s, 1+ s − 1
2
)
= min
(
s + 1, s + 3
2s
, s,
s + 1
2
)
= s + 1
2
;
H11(A) ≥ min
(
s + 1− s−12
s
,max
(
1+ s−12
s
, s − s − 1
2
)
, 1+ s − 1
2
)
= min
(
s + 3
2s
,
s + 1
2
,
s + 1
2
)
= s + 1
2
;
H02(C) ≥ min
(
s,
s + 2 · s−12
s
)
= min
(
s,
2s − 1
s
)
≥ s + 1
2
. 
2.5. The range
√
3 ≤ s
Theorem 5. No algorithm can guarantee a competitive ratio better than 1+ 1s+1 = s+2s+1 for s ≥
√
3.
Proof. The proof is straightforward from the following two lemmas. 
Lemma 6. No algorithm can guarantee a competitive ratio better than s+2s+1 for s ∈ [
√
3, 2].
Proof. Let us fix δ = 1s+1 , partition the set H of all algorithms as H = H10 ∪ H11 ∪ H02, and compute the lower
bound for each class of algorithms on some of the previously defined instances.
H10(D) ≥ min
(
s + 1− 1s+1
s
, s, 1+ 1
s + 1
)
= min
(
s + 2
s + 1 , s,
s + 2
s + 1
)
= s + 2
s + 1 ;
H11(A) ≥ min
(
s + 1− 1s+1
s
,max
(
1+ 1s+1
s
, s − 1
s + 1
)
, 1+ 1
s + 1
)
= min
(
s + 2
s + 1 ,max
(
s + 2
s(s + 1) ,
s2 + s − 1
s + 1
)
,
s + 2
s + 1
)
= s + 2
s + 1 ;
H02(C) ≥ min
(
s,
s + 2 · 1s+1
s
)
= min
(
s,
s2 + s + 2
s (s + 1)
)
≥ s + 2
s + 1 . 
Lemma 7. No algorithm can guarantee a competitive ratio better than s+2s+1 for s ≥ 2.
Proof. Let us fix δ = 1s+1 and consider the following instance, where the incoming task is generated according to
the situation of the two processors. The idea is to produce an instance with offline optimum that equals 1, while the
algorithm is forced to produce a makespan not less than s+2s+1 . The instance is generated iteratively by the following
procedure
(a) if L i1 < δ and L
i
s < 1− δ, then pi = min(δ − L i1, (1− δ)− L is);
(b) if L i1 = δ, then pi = 1, pi+1 = s − (δ + L is) and pi+1 is the last task;
(c) if L is = 1− δ, then pi = s, pi+1 = δ − L i1 and pi+1 is the last task.
When case (a) applies, both inequalities are strict and after the assignment of task pi at least one inequality is still
strict and at most one is tight. As soon as one of the two inequalities becomes tight, case (a) never applies any more
and the instance generation ends either in case (b) or (c). When either case (b) or (c) applies, the sum of the size of all
tasks already assigned of the two processors is less than 1, while the total size still to be assigned is greater than s.
If the instance ends in case (b), then pi+1 > 1 because s ≥ 2, the offline optimum is equal to 1 while the algorithm
cannot obtain a value better than
min
(
1+ δ, L
i
s + 1+ s − (δ + L is)
s
)
= min
(
1+ δ, 1+ s − δ
s
)
= s + 2
s + 1 .
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If the instance ends in case (c), then the offline optimum is equal to ss = 1 while the algorithm cannot obtain a
value better than
min
(
s + L i1,
1+ s − δ
s
)
≥ min
(
s,
1+ s − δ
s
)
= min
(
s,
s + 2
s + 1
)
= s + 2
s + 1 .
In conclusion, the algorithm cannot obtain a ratio better than s+2s+1 when s ≥ 2. 
3. Algorithms
In this section we first show that the List algorithm does not improve its performance when the total sum of the
tasks is fixed with respect to the pure on-line problem, and then we present three different algorithms that are optimal
in some intervals of the values of the speed s. We classify the algorithms according to the values of speed s for which
they represent the best lower bound. However, in each theorem statement, we claim the full range of speed for which
the competitive ratio holds.
Proposition 8. When the sum of the tasks is fixed, the List algorithm has competitive ratio min(1+ ss+1 , 1+ 1s ).
Proof. It is already known that min(1 + ss+1 , 1 + 1s ) is an upper bound for the performance of List algorithm in the
pure on-line setting. Thus, the bound holds for all particular cases like the fixed sum of the tasks. What we need to
show is that List cannot guarantee a better performance. It is enough to consider the two instances:
I =
{
s2
s + 1 , 1−
s2
s + 1 , s
}
when s <
1+√5
2
and
I = {1, s} when s ≥ 1+
√
5
2
. 
3.1. The range 1 ≤ s < (1+√17)/4
Algorithm H ′ is defined as follows.
Algorithm H ′:
If pi + L is ≤ s(1+ 12s+1 ) then assign pi to Ps else assign pi to P1.
Theorem 9. Algorithm H ′ is (1+ 12s+1 ) = 2+2s2s+1 -competitive for all s in the interval 1 ≤ s ≤ 1+
√
17
4
∼= 1.2808.
Proof. Let us fix the constant c = 12s+1 . We first observe that s ∈ [1, 1+
√
17
4 ] implies
1+ c = 2+ 2s
2s + 1 ≥ s. (1)
Let us denote with pk the first task such that pk + Lks > s(1+ c).
If Lks ≥ s − c, then the total size of pk and all the later tasks is less than (1+ s)− (s − c) = 1+ c. Thus, task pk
and all the later tasks can be assigned to P1 without violating the bound 1+ c.
If Lks < s − c, then the incoming task pk is necessarily greater than s(1 + c) − (s − c) = c(s + 1). Note that all
the later tasks will be assigned to Ps . In fact, from c = 12s+1 the inequality (1+ s)− c(s + 1) ≤ s(c + 1) follows.
If pk ≤ 1+ c, then the bound H ′ ≤ (1+ c) is guaranteed.
If pk > 1+ c, then the offline optimum is at least pk/s, and the ratio H ′Z∗ is not greater than pkpk/s = s ≤ 1+ c; the
latter inequality follows from (1). 
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3.2. The range (1+√17)/4 ≤ s < √2
Algorithm H ′′ is defined as follows.
Algorithm H ′′:
If pi + L is ≤ s2 then assign pi to Ps else assign pi to P1.
Theorem 10. Algorithm H ′′ is s-competitive for all s ≥ 1+
√
17
4 .
Proof. Let us consider the first task pk such that pk + Lks > s2.
If Lks > 1, then the total size of pk and all the later tasks sum up to less than s. This means that no task can force
the algorithm to load P1 more than s and Ps more than s2. Hence, the ratio H ′′/Z∗ is not greater than s.
If Lks < 1, then pk > s
2 − 1. Let us denote by R the sum of the later tasks (pk excluded). We know that
Lks + pk + R = 1 + s, that is Lks + R = 1 + s − pk < 2 + s − s2 ≤ s2 (the latter inequality holds for s ≥ 1+
√
17
4 ).
Thus, pk will be assigned to P1 and the size R will be assigned to Ps . The algorithm will produce a makespan
H ′′ ≤ max(pk, s). If pk ≤ s, then the ratio is H ′′/Z∗ ≤ s/1 = s, otherwise the ratio is H ′′Z∗ ≤ pkpk/s = s. 
3.3. The range
√
2 ≤ s
Algorithm H ′′′ is defined as follows.
Algorithm H ′′′:
If pi + L i1 ≤ 1+ 1s+1 then assign pi to P1 else assign pi to Ps .
Theorem 11. Algorithm H ′′′ is (1+ 1s+1 ) = s+2s+1 -competitive for all s ≥ 1.
Proof. Let us denote by x the sum of the size of all the tasks assigned to processor P1 by H ′′′. By the definition of
the algorithm, we have x ≤ s+2s+1 . If 1s+1 ≤ x ≤ 1, then H ′′′ = (s + 1− x)/s ≤ (s + ss+1 )/s = 1+ 1s+1 ; and if x > 1,
then H ′′′ = x . Thus, H ′′′/Z∗ ≤ s+2s+1 whenever 1s+1 ≤ x ≤ s+2s+1 .
Suppose that x < 1s+1 , and denote y = 1s+1 − x . Then each task assigned to Ps is larger than 1+ y. Hence, either
Z∗ = H ′′′ or Z∗ is obtained by assigning the smallest task exceeding 1 to P1 and all the later tasks to Ps . In the latter
case we have Z∗ > 1+ y for some value 0 < y ≤ 1s+1 . Thus,
H ′′′
Z∗
<
s + 1− x
s(1+ y) =
s + ss+1 + y
s(1+ y) < 1+
1
s + 1
since the worst upper bound for non-negative y would occur with y = 0. 
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