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Abstract
Rademacher and Gaussian complexities are successfully used in learn-
ing theory for measuring the capacity of the class of functions to be
learned. One of the most important properties for these complexities
is their Lipschitz property: a composition of a class of functions with a
ﬁxed Lipschitz function may increase its complexity by at most twice the
Lipschitz constant. The proof of this property is non-trivial (in contrast
to the other properties) and it is believed that the proof in the Gaussian
case is conceptually more diﬃcult then the one for the Rademacher case.
In this paper we give a detailed prove of the Lipschitz property for the
Rademacher case and generalize the same idea to an arbitrary complex-
ity (including the Gaussian). We also discuss a related topic about the
Rademacher complexity of a class consisting of all the Lipschitz functions
with a given Lipschitz constant. We show that the complexity is surpris-
ingly low in the one-dimensional case. The question for higher dimensions
remains open.
1 Introduction
An important problem in learning theory is to choose a function from a given
class of functions (pattern functions) which best imitates (ﬁts) the underline
distribution (for example, has the smallest error for a classiﬁcation problem).
Usually we don’t know the underline distribution and we can only assess it via
a ﬁnite sample generated by this distribution. For a success of this strategy we
need to require that the diﬀerence between the sample and true performance
is small for every function in the class (if the sample size is suﬃciently large).
This property is referred as uniform convergence over the class of functions.
If a set is so rich that it always contains a function that ﬁts any given random
dataset, then it is unlikely that the chosen function will ﬁt a new dataset even if
drawn from the same distribution. The ability of a function class to ﬁt diﬀerent
data is known as its capacity. Clearly the higher the capacity of the class the
1greater the risk of overﬁtting the particular training date and identifying a
spurious pattern. The critical question is how one should measure the capacity
of a function class. One measure, successfully used in leaning theory, is the
Rademacher and Gaussian complexities. The deﬁnition rests on the intuition
that we can evaluate the capacity of a class of functions by its ability to ﬁt
random data. We give ﬁrst the deﬁnition for Rademacher complexity which can
be then readily generalized for an arbitrary complexity.
Deﬁnition 1 (Rademacher complexity) Let X be an input space, D be a dis-
tribution on X, and F be a real-valued function class deﬁned on X. Let S =
{x1,··· ,xl} be a random sample generated (independently) by D. The empiri-
cal Rademacher complexity of F for the given sample S is the following random
variable:
ˆ Rl(F) = Er
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where r = {r1,···rl} are iid {±1}-valued random variables with equal probabil-
ities for +1 and −1 and the expectation is taken with respect to r.
The Rademacher complexity of F is
Rl(F) = ES
h
ˆ Rl(F)
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Deﬁnition 2 (Gaussian complexity) We get the deﬁnition of the Gaussian
complexity if in Deﬁnition 1 we substitute the Rademacher ±1-valued random
variables r1,··· ,rl by the independent Gaussian N(0,1) random variables
g1,··· ,gl. The empirical Gaussian complexity and the Gaussian complexity are
usually denoted by ˆ Gl(F) and Gl(F) respectively.
The relation between these complexities (Rademacher and Gaussian) is dis-
cussed in [2].
Deﬁnition 3 In the same way as in Deﬁnition 1 we can deﬁne complexity for
an arbitrary distribution µ on the real line (instead of the Rademacher distribu-
tion concentrated at the points ±1). We just need to assume that the expectation
integral is bounded for any choice of f ∈ F and any choice of points x1,··· ,xl).
We can use the following general notations ˆ Cl(F) and Cl(F) for the empirical
µ-complexity and µ-complexity, respectively.
Now we formulate a result which shows the importance of these notions. It
bounds the error of pattern functions in terms of their empirical ﬁt and the
Rademacher complexity of the class. We formulate the result in the form more
usual for applications: instead of the input space X we consider the sample
space Z := X × Y (we can assume that Y = {1,−1} as it is the case for the
binary classiﬁcation), and instead of the functions F = {f} on X we consider
(loss) functions H = {h} deﬁned on Z. A function h(x,y) can be deﬁned, for
example, as some ’soft’ thresholding at zero of a function yf(x).
2Theorem 1 Fix δ ∈ (0,1) and let H be a class of functions mapping from
Z to [0,1]. Let z1,··· ,zl be brawn independently according to a probability
distribution D. Then with probability at least 1−δ over random draws of samples
of size l, every h ∈ H satisﬁes:
ED[h(z)] ≤ ˆ E[h(z)] + Rl(H) +
r
ln(2/δ)
2l
≤ ˆ E[h(z)] + ˆ Rl(H) + 3
r
ln(2/δ)
2l
, (1)
where ED[h(z)] is the true expectation of h(z) and ˆ E[h(z)] is the corresponding
empirical one.
The idea with this result is that if we manage to ﬁnd a function h ∈ H with
a small empirical expectation (the empirical loss is small) then the theorem
guaranties (with a high probability) that the same h will provide a small value
for the true loss (under the assumption that the Rademacher complexity of the
pattern functions is small).
In complexity estimations (Rademacher or Gaussian) one uses diﬀerent prop-
erties of the complexity function. In Section 2 we formulate the most important
properties. Their proofs are relatively straightforward from the deﬁnition of
complexity except for one: the Lipschitz property: a composition of a class of
functions with a ﬁxed Lipschitz function may increase its complexity by at most
twice the Lipschitz constant. The proof of this property represented in the lit-
erature is quite non-trivial and uses diﬀerent approaches for the Rademacher
and Gaussian cases (see [5], Th.4.12 and Th.3.17). It is also believed (see [5],
Th.4.12) that the proof in the Rademacher case is conceptually more simple. In
Section 4 we give a detailed prove of the Lipschitz property for the Rademacher
case and generalize the same idea to an arbitrary complexity (including Gaus-
sian). This general result we formulate in Section 2 and there also we discuss
the importance of the Lipschitz property in complexity estimations for diﬀerent
function classes.
In Section 3 we discuss the following related question: Let H = {h} be a
set of Lipschitz functions deﬁned on some space X. We assume that the corre-
sponding Lipschitz constants are uniformly bounded by some quantity. We can
assume that this quantity is 1 (this means that the functions {h} are contrac-
tions); otherwise we could divide each function h ∈ H by that quantity. Such
function classes often arises in applications (see, for example, [3]). We ask the
following question: what is the Rademacher complexity for the class H con-
sisting of all contractions deﬁned on the input space X? (To avoid unbounded
function classes giving inﬁnite Rademacher complexity, we need to normalize
H in some way; one possible normalization in case X = [0,1] is to assume that
h(0) = 0 for all h ∈ H. This makes H uniformly bounded on [0,1].) It turns
3out that in the one-dimensional case (X = [0,1]) this complexity is surprisingly
small and is at most twice as large as the Rademacher complexity of a single
function h(x) = x. (See Theorem 7 for the details.)
This problem statement is somewhat opposite to that in Section 2: In that
section we take a class of functions F and compose each function f ∈ F with
a ﬁxed Lipschitz function φ (we can assume that φ is a contraction). Then
the Rademacher complexity of the function class φ ◦ F is at most twice the
Rademacher complexity of the class F. Opposite to this, in Section 3 we take
the class of all contractions H, say on [0,1], which can be considered as the
compositions h ◦ I of the contractions h ∈ H with a single function I(x) = x
(an identical mapping). It turns out that even in this case the Rademacher
complexity of the composition class is at most twice the Rademacher complexity
of the original function I(x). Note that the function I(x) is an element of the
class H and the above result says that the Rademacher complexity of the whole
class H is at most twice the Rademacher complexity of its single element.
2 Lipschitz property for Rademacher and gen-
eral complexities
We start this section by giving an example about using the Lipschitz property
for estimating the Rademacher complexity of the class H in Theorem 1.
Often in practice h(x,y) (h ∈ H) is deﬁned as some ’soft’ thresholding at
zero of a function yf(x) (f ∈ F), say h(x,y) = A(yf(x)), where the function A
is a ’smooth’ version of the Heaviside function: one takes A(t) to be a continuous
function on R such that A(t) > 0 if t > 0, A(t) = 0 if t < −γ (for some γ > 0)
and A(t) is linear on the interval [−γ,0]. Evidently the function A is a Lipschitz
function (with the Lipschitz constant 1/γ), and here one has the use of the
property that a composition of a class of functions with a ﬁxed Lipschitz function
increases the Rademacher complexity of the class by at most twice the Lipschitz
constant. The Rademacher complexity of the class of functions {yf(x), f ∈ F}
(deﬁned on Z = X × Y ) is the same (easy to see from the deﬁnition) as the
Rademacher complexity of the class {f, f ∈ F} (deﬁned on X). It remains to
estimate the Rademacher complexity of the class {f, f ∈ F}. In a particular
but important case (for example when working with kernel methods) when {f}
are linear functions deﬁned on the unit ball, the Rademacher complexity can be
bounded by 2/
√
l (for more details see [4], Chapter 4).
Here we have described one application of the Lipschitz property to bounding
the Rademacher complexity. For many other interesting applications of this
property we recommend to see [2].
Now we formulate some useful properties for the Rademacher complexity.
(Many of these properties are true even for the Gaussian complexity ˆ Gl; the
others hold for ˆ Gl with an additional factor lnl. See [2] for the details):
Theorem 2 Let F,F1,··· ,Fn and G be classes of real functions. Then:
4(1) If F ⊆ G, then ˆ Rl(F) ≤ ˆ Rl(G).
(2) ˆ Rl(F) = ˆ Rl(convF).
(3) ˆ Rl(cF) = |c| ˆ Rl(F) for every c ∈ R.
(4) If A : R −→ R is a Lipschitz with constant L and satisfies A(0) = 0,
then ˆ Rl(A ◦ F) ≤ 2L ˆ Rl(F).
(5) ˆ Rl(F + h) ≤ ˆ Rl(F) + 2
q
ˆ E[h2]/l for any function h.
(6) For any 1 ≤ q ≤ ∞, let LF,h,q = {|f − h|q, f ∈ F}. If ||f − h||∞ ≤ 1
for every f ∈ F, then ˆ Rl(LF,h,q) ≤ 2q

ˆ Rl(F) + 2
q
ˆ E[h2]/l.

(7) ˆ Rl(
Pn
i=1 Fi) ≤
Pn
i=1 ˆ Rl(Fi).
Here conv(F) means the convex hull of F and A◦F = {A◦f, f ∈ F}, where
A ◦ f denotes the composition of A and f.
The proofs for these results, with the exception of (4), are all relatively
straightforward applications of the deﬁnition of empirical Rademacher com-
plexity. In Section 4 we prove the property (4) in the following general setting:
Theorem 3 Let µ be an arbitrary distribution on R which is symmetric with
respect to the origin. Let ˆ Cl denote the corresponding empirical complexity for
this distribution (as deﬁned in Deﬁnition 3). Let A : R −→ R be a Lipschitz
function with constant L and satisfy A(0) = 0. Then for any real-valued function
class F we have:
ˆ Cl(A ◦ F) ≤ 2L ˆ Cl(F).
If the function A is an odd function (A(−t) = −A(t)) then we can drop the
factor 2 in the last theorem:
Theorem 4 Let µ be an arbitrary distribution on R which is symmetric with
respect to the origin. Let ˆ Cl denote the corresponding empirical complexity for
this distribution (as deﬁned in Deﬁnition 3). Let A : R −→ R be an odd
(A(−t) = −A(t)) Lipschitz function with constant L and satisfy A(0) = 0.
Then for any real-valued function class F we have:
ˆ Cl(A ◦ F) ≤ L ˆ Cl(F).
Here we assume that the expectation integral of Deﬁnition 3 is bounded for
any choice of f ∈ F and any choice of points x1,··· ,xl.
The assertions in the last two theorems trivially hold for the non-empirical
complexity (Cl) as well.
53 Rademacher complexity of Lipschitz functions
Let X = [0,1] ⊂ R. Our aim is to estimate the Rademacher complexity of the
set of all Lipschitz functions on [0,1] with Lipschitz constant at most L. This
set is of course not uniformly bounded (contains all the constant functions,
for example), which makes its Rademacher complexity inﬁnite. To make these
functions uniformly bounded we request that each function vanishes at some
point on [0,1]. (This makes the function class uniformly bounded; one could
demand this property instead.) It turns out that the Rademacher complexity of
this class is very small and can be compared with the Rademacher complexity of
a single function. We formulate Theorems 5 and 6 for the empirical Rademacher
complexity ˆ Rl(H) and we estimate (the non-empirical complexity) Rl(H) in
Theorem 7.
Theorem 5 Let H be the class of Lipschitz functions with Lipschitz constants
at most L on the interval ∆ = [0,1] and vanishing at some point of this interval.
Then for any set of points {x1,··· ,xl} ⊂ ∆ we have
ˆ Rl(H) ≤ 2L ˆ Rl(1∆),
where 1∆ is the function identically equal to 1 on ∆.
If we consider the class of functions vanishing at the origin we gain factor 2:
Theorem 6 Let H be the class of Lipschitz functions with Lipschitz constants
at most L on the interval ∆ = [0,1] and vanishing at the point 0. Then for any
set of points {x1,··· ,xl} ⊂ ∆ we have
ˆ Rl(H) ≤ L ˆ Rl(1∆),
where 1∆ is the function identically equal to 1 on ∆.
In the above theorems we have compared the Rademacher complexity of the
whole class H with the one of a single function 1∆. In the next theorem we
make comparison with the function which is the identical mapping I(x) = x:
Theorem 7 Let H be the class of Lipschitz functions with Lipschitz constants
at most L on the interval ∆ = [0,1] and vanishing at the point 0. Then for
any symmetrical distribution D on ∆ = [0,1] (symmetrical with respect to the
middle point 1/2) we have
Rl(H) ≤ 2LRl(I),
where I is the identical mapping I(x) = x.
Note that in Theorem 7 the function I(x) is an element of the class H, and
the theorem says that the Rademacher complexity of the whole class H is at
most twice the Rademacher complexity of its single element. This result can be
viewed also in another way: Composing all the functions h ∈ H with a single
6function I(x) = x (which does not change h) may increase the Rademacher
complexity (compared with the Rademacher complexity of the single function
I(x)) at most twice the Lipschitz constant L. It is interesting to compare this
result with Theorem 3.
To estimate the Rademacher complexity in the right-hand sides of the last
three theorems we can use property (5) of Theorem 2, where we take F con-
taining only the identically zero function. This gives that ˆ Rl(F) = 0 and con-
sequently ˆ Rl(h) ≤ 2/
√
l if h ≤ 1 on [0,1].
The authors don’t know the answers to the following questions:
Open question 1: What we have in higher dimensions? What is the bound
for the Rademacher complexity of the function class consisting of Lipschitz func-
tions with the Lipschitz constant at most L? More concretely, what is the bound
for the Rademacher complexity of the class consisting of all contractions deﬁned
on the unit square [0,1]2 (assuming that each function of the class vanishes at
some point of the square or imposing some other normalizing condition)?
Open question 2: Is it possible to drop the factor 2 in Theorem 5?
4 Proofs
Proof of Theorem 3. We ﬁrst give the proof for the Rademacher (±1) random
variables and then show how to generalize the proof for an arbitrary distribution
µ. The proof for the Rademacher case is motivated by the proof of Theorem 4.12
from [5], but we tried to simplify it by adding some new components. Without
loss of generality we can assume L = 1 for the Lipschitz constant. This means
that the function A is a contraction: |A(t) − A(s)| ≤ |t − s|. Fix {x1,··· ,xl}.
For simplicity of notations we denote f(xi) = fi. So now if r = (r1,··· ,rl)
denote the i.i.d. Rademacher random variables, we have to proof that
Er
"
sup
f∈F


 

l X
i=1
riA(fi)


 

#
≤ 2Er
"
sup
f∈F


 

l X
i=1
rifi


 

#
(2)
Denote the left-hand side of the last inequality by L (don’t mix with the
Lipschitz constant, which, by our assumption, is now 1) and the right-hand side
by R. We can assume that the function class F is closed with respect to the
negation (f ∈ F =⇒ −f ∈ F), otherwise adding the set {−f} to F = {f} can
only increase L and leaves R unchanged. We also assume that the identically
zero function also belongs to F. This does not change R and does not change
L (since A(0) = 0).
Denote A+(t) = A(t), A−(t) = −A(−t) and denote A± = {A+, A−}. We
introduce the following quantity:
7M := Er
"
sup
f∈F,A∈A±
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#
It suﬃces to show that L ≤ M and M ≤ R. The ﬁrst inequality is evident.
We need to prove that M ≤ R. Since F is closed with respect to negation, we
can drop the absolute value sign in the expression for R. The same we can do in
the expression for M (introducing A− served this purpose). So, what we need
to prove now is:
Er
"
sup
f∈F,A∈A±
l X
i=1
riA(fi)
#
≤ 2Er
"
sup
f∈F
l X
i=1
riA(fi)
#
(3)
Evidently, for each ﬁxed r = (r1,··· ,rl) we have
sup
f∈F,A∈A±
l X
i=1
riA(fi) ≤ sup
f∈F
l X
i=1
riA+(fi) + sup
f∈F
l X
i=1
riA−(fi).
(Here we use the fact that the identically zero function belongs to F, which
makes positive both terms in the right-hand side of the last inequality.)
It is this last inequality where the factor 2 comes from in Theorem 3.
Now in order to prove (3) it suﬃces to proof that
Er
"
sup
f∈F
l X
i=1
riA(fi)
#
≤ Er
"
sup
f∈F
l X
i=1
rifi
#
(4)
for arbitrary compression A with A(0) = 0.
The main idea now is the following : Instead for proving (4) immediately,
we introduce an intermediate expression Er
h
supf∈F
Pl
i=1 riAi(fi)
i
, where each
Ai is either A or the identical mapping I(t) = t. If all the Ai are A, we get the
left-hand side of (4), and if all the Ai are I we get the right-hand side. Now
reducing the number of Ai’s equal to A one-by-one (induction principle), we
show that on each step we increase the value of Er
h
supf∈F
Pl
i=1 riAi(fi)
i
.
Let us introduce a vector function A = (A1,··· ,Al), with Ai(t) = A(t) or
Ai(t) = I(t), where I(t) = t is the identical mapping. Evidently we have 2l
diﬀerent A’s. Denote
E(A) = E(A1,··· ,Al) = Er
"
sup
f∈F
l X
i=1
riAi(fi)
#
.
To prove (4) means to prove that E(A,··· ,A) ≤ E(I,··· ,I). We will prove
more than this, we will prove that:
sup
A
E(A) = E(I,··· ,I). (5)
8Suppose that (5) is not true and the sup is achieved on some A 6= (I,··· ,I).
If the sup is achieved on several diﬀerent A, choose any such A with the minimal
number of components Ai 6= I. Denote such A by A0. We will come to a
contradiction (with the assumption that (5) is wrong) by ﬁnding A∗, such that
A∗ has less number of components Ai 6= I and at the same time E(A0) ≤
E(A∗).
Without loss of generality we can assume that the ﬁrst component in A0
is A: A0 = (A,A2,··· ,Al). Denote A∗ = (I,A2 ··· ,Al). We will come to a
contradiction if we prove that
E(A0) ≤ E(A∗) (6)
We can not assert that for each single r = (r1,··· ,rl) we have
sup
f∈F
(r1A(f1)+r2A2(f2)+···+rlAl(fl)) ≤ sup
f∈F
(r1f1+r2A2(f2)+···+rlAl(fl)),
but it turns out that if we group all the diﬀerent r = (r1,··· ,rl) two by two,
namely, if we group r+ = (1,r2,··· ,rl) and r− = (−1,r2,··· ,rl) together, then
we can assert:
sup
f∈F
(1 · A(f1) + r2A2(f2) + ··· + rlAl(fl)) + (7)
sup
f∈F
(−1 · A(f1) + r2A2(f2) + ··· + rlAl(fl)) ≤
sup
f∈F
(1 · f1 + r2A2(f2) + ··· + rlAl(fl)) +
sup
f∈F
(−1 · f1 + r2A2(f2) + ··· + rlAl(fl)).
To prove the last inequality it suﬃces to show that for each couple of func-
tions {f+,f−} ⊂ F there is another couple of functions {g+,g−} ⊂ F such
that
(1 · A(f
+
1 ) + r2A2(f
+
2 ) + ··· + rlAl(f
+
l )) + (8)
(−1 · A(f
−
1 ) + r2A2(f
−
2 ) + ··· + rlAl(f
−
l )) ≤
(1 · g
+
1 + r2A2(g
+
2 ) + ··· + rlAl(g
+
l )) +
(−1 · g
−
1 + r2A2(g
−
2 ) + ··· + rlAl(g
−
l )).
The choice g+ = f+, g− = f− reduces (8) to
A(f
+
1 ) − A(f
−
1 ) ≤ f
+
1 − f
−
1 . (9)
The choice g+ = f−, g− = f+ reduces (8) to
A(f
+
1 ) − A(f
−
1 ) ≤ f
−
1 − f
+
1 . (10)
9Due to the compression property of A, at least one of the last two inequal-
ities is true, namely, the one for which the right-hand side is non-negative.
This proves inequality (8), which proves (7) and (7) in turn proves (6). This
contradicts to the choice of A0.
Theorem 3 is proved for the Rademacher case.
For the proof in general case (for an arbitrary symmetric distribution µ
on R) we use the same idea. But instead of grouping the random variables
r+ = (1,r2,··· ,rl) and r− = (−1,r2,··· ,rl), we group the random variables
r+ = (r1,r2,··· ,rl) and r− = (−r1,r2,··· ,rl) for all r1 ≥ 0. Then in the same
way we prove that
sup
f∈F
(r1 · A(f1) + r2A2(f2) + ··· + rlAl(fl)) + (11)
sup
f∈F
(−r1 · A(f1) + r2A2(f2) + ··· + rlAl(fl)) ≤
sup
f∈F
(r1 · f1 + r2A2(f2) + ··· + rlAl(fl)) +
sup
f∈F
(−r1 · f1 + r2A2(f2) + ··· + rlAl(fl)).
Now if we integrate both sides of the last inequality over the domain [0,∞)×
(−∞,∞)l−1 with respect to the measure dµ(r1) × ··· × dµ(rl) we get 6. The
rest of the proof is the same as for the Rademacher case.
Theorem 3 is proved.
Proof of Theorem 4. We need to prove that
Er
"
sup
f∈F


 

l X
i=1
riA(fi)


 

#
≤ Er
"
sup
f∈F


 

l X
i=1
rifi


 

#
. (12)
We assume again that F is closed with respect to negation (this does not change
(12)). The expressions inside the absolute value signs in the both sides of (12)
are odd functions in f. This means that we can drop the absolute value sings.
The rest follows from (4).
Theorem 4 is proved.
Proof of Theorem 6. Without loss of generality we can assume that
L = 1. Fix {x1,··· ,xl} ⊂ ∆ = [0,1], 0 ≤ x1 ≤ x2 ≤ ··· ≤ xl ≤ 1. Fix
r = (r1,··· ,rl), ri = ±1, i = 1,··· ,l. It can be shown that the class H in the
theorem is compact in the uniform (L∞) metric. This means that the supremum
in the deﬁnition of the Rademacher complexity is achieved for some function
h(x) (depending on (r1,··· ,rl) and {x1,··· ,xl}). Then −h(x) also provides
the same supremum. So we can assume that
sup
f∈H

 


l X
i=1
rif(xi)

 


=
l X
i=1
rih(xi).
10In particular, we have that
l X
i=1
rih(xi) ≥
l X
i=1
rif(xi), ∀f ∈ H. (13)
Denote d1 = x1 − 0, d2 = x2 − x1,··· ,dl = xl − xl−1. We have
di ≥ 0,
l X
i=1
di ≤ 1. (14)
Due to the Lipschitz condition (with L = 1) we have |h(x1)| ≤ d1. Consider
the quantity sgn(r1 + ··· + rl), where sgn(x) = 1 if x > 0, sgn(x) = −1 if
x < 0 and sgn(0) = 0. If sgn(r1 + ··· + rl) > 0, then we must have h(x1) = d1
in order to guarantee (13) (otherwise we could lift the function h(x) on the
interval [x1,1]; the new function still will be Lipschitz with constant 1, but this
lift would increase the left-hand side in (13)). If sgn(r1 + ··· + rl) < 0, then we
must have h(x1) = −d1. If sgn(r1 +···+rl) = 0, then the lifting of h(x) up (or
down) on the interval [x1,1] does not eﬀect the left-hand side in (13). So we
can assume that
h(x1) = d1sgn(r1 + ··· + rl).
Now having ﬁxed h(x1) we can show in the same way that
h(x2) = h(x1)+d2sgn(r2 +···+rl) = d1sgn(r1 +···+rl)+d2sgn(r2 +···+rl).
In general for i = 1,··· ,l we have
h(xi) = d1sgn(r1 + ··· + rl) + ··· + disgn(ri + ··· + rl).
The last equality gives an expression for the left-hand side in (13) only in
terms of r = (r1,··· ,rl) (recall that d1,··· ,dl are ﬁxed):
l X
i=1
rih(xi) = r1[d1sgn(r1 + ··· + rl)] + (15)
r2[d1sgn(r1 + ··· + rl) + d2sgn(r2 + ··· + rl)] + ··· +
rl[d1sgn(r1 + ··· + rl) + d2sgn(r2 + ··· + rl) + ··· + dlsgn(rl)].
The expectation of the last expression is exactly the empirical Rademacher
complexity. In order to estimate this expectation we denote ml−i+1 := Er[ri(ri+
··· + rl)]. Evidently it depends only on the index l − i + 1. Then for the
Rademacher complexity we get from (15) that (now we write hr instead of h to
indicate the dependence of h on r):
11Er
"
l X
i=1
rihr(xi)
#
= d1ml + [d1ml + d2ml−1] + ··· + (16)
[d1ml + d2ml−1 + ··· + dlm1] =
d1[l · ml] + d2[(l − 1) · ml−1] + ··· + dl[1 · m1].
Now we will show that m1,··· ,ml constitute the central (middle) elements
in the Pascal triangle made of binomial coeﬃcients (here each line should be
divided 2 powered by the index of the line):
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
· · · · · · · · ·
It is enough to calculate Er[r1 · sgn(r1 + ··· + rl)] (since l is an arbitrary
positive integer). The expression r1 · sgn(r1 + ··· + rl) is an even function in
r = (r1,··· ,rl), so we can assume r1 = 1.
Er[r1 · sgn(r1 + ··· + rl)] = Er[1 · sgn(1 + r2 + ··· + rl)] = (17)
Er[sgn(1 + r2 + ··· + rl) | |r2 + ··· + rl| > 1] · Prob{|r2 + ··· + rl| > 1} +
sgn(1 + 0) · Prob{r2 + ··· + rl = 0} +
sgn(1 + 1) · Prob{r2 + ··· + rl = 1} +
sgn(1 − 1) · Prob{r2 + ··· + rl = −1}.
Note that if |r2+···+rl| > 1 then sgn(1+r2+···+rl) = sgn(r2+···+rl). Now
taking into account that sgn(r2 +···+rl) is an odd function in r = (r1,··· ,rl),
we get that the ﬁrst term in the right-hand side of (17) is zero. Note also that by
our deﬁnition: sgn(1 − 1) = sgn(0) = 0, so even the last term in the right-hand
side of (17) is zero. Consequently from (17) we get:
Er[r1 · sgn(r1 + ··· + rl)] = (18)
1 · Prob{r2 + ··· + rl = 0} + 1 · Prob{r2 + ··· + rl = 1}.
To evaluate the last expression we consider two cases:
12Case 1: l is even: l = 2t. In this case the equality r2 + ··· + rl = 0 is
impossible, so
Er[r1 · sgn(r1 + ··· + rl)] = Prob{r2 + ··· + rl = 1} = (19)
number of diﬀerent (t − 1) − tuples out of 2t − 1 points =
1
22t−1

2t − 1
t − 1

.
Case 2: l is odd: l = 2t + 1. In this case the equality r2 + ··· + rl = 1 is
impossible, so
Er[r1 · sgn(r1 + ··· + rl)] = Prob{r2 + ··· + rl = 0} = (20)
number of diﬀerent t − tuples out of 2t points =
1
22t

2t
t

.
Now returning back to the equality (16) we we will prove that
lml ≥ (l − 1)ml−1 ≥ ··· ≥ 1 · m1. (21)
It suﬃces to prove that
(i + 1)mi+1
imi
≥ 1, i = 1,··· ,l − 1. (22)
This is easy to do using (19) and (20). If i = 2t (i is even) then using binomial
formula we get
(i + 1)mi+1
imi
=
2t + 1
2t
> 1. (23)
In the case of odd i, i = 2t + 1, we get
(i + 1)mi+1
imi
= 1. (24)
The last two equations give (22), so (21) is proved. Now (21) together
with (14) show that the right-hand side of (16) will achieve its maximum if
we take d1 as big as possible, namely if we take d1 = 1, which gives that
x1 = x2 = ··· = xl = 1. And the Rademacher complexity in this case will be
maximal if |h(1)| is as big as possible. Due to the Lipschitz condition (with
constant L = 1) the maximal value for |h(1)| is 1. We can take h(1) = 1
for all r = (r1,··· ,rl). Evidently the Rademacher complexity in this case
(x1 = x2 = ··· = xl = 1) is the same as the Rademacher complexity of the
identical one function 1[0,1] (for arbitrary choice of {x1,··· ,xl} ⊂ [0,1].
Theorem 6 is proved.
13Proof of Theorem 5. Evidently, Theorem 6 will stay true if instead of
demanding that the functions vanish at x = 0 we demand that they vanish at
x = 1. Now, any function h(x) which vanishes at some point x0 ∈ [0,1] can
be written as h(x) = h1(x) + h2(x), where h1(x) coincides with h(x) on [0,x0]
and is identically zero on [x0,1], and h2(x) coincides with h(x) on [x0,1] and is
identically zero on [0,x0]. Evidently h1(x) vanishes at x = 1 and h2(x) vanishes
at x = 0. If, in addition, h(x) is a Lipschitz function with constant L, then
both h1(x) and h2(x) are Lipschitz functions with the same constant. Finally,
Theorem 5 follows from Theorem 6 and Theorem 2 (part (7)).
Proof of Theorem 7. We have 1[0,1](x) = I(x) + (1 − I(x)) on [0,1].
Theorem 2 (part (7)) gives that
Rl(1[0,1]) ≤ Rl(I) + Rl(1 − I).
Since the distribution D is symmetric and the two functions I(x) and 1 − I(x)
are reﬂections of each other in the vertical line x = 1/2, we get that Rl(I) =
Rl(1 − I). This together with the last inequality proves Theorem 7.
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