Abstract-Connected devices are getting attention because of the lack of security mechanisms in current Internet-ofThing (IoT) products. The security can be enhanced by using standardized and proven-secure block ciphers as advanced encryption standard (AES) for data encryption and authentication. However, these security functions take a large amount of processing power and power/energy consumption. In this paper, we present our hardware optimization strategies for AES for high-speed ultralow-power ultralow-energy IoT applications with multiple levels of security. Our design supports multiple security levels through different key sizes, power and energy optimization for both datapath and key expansion. The estimated power results show that our implementation may achieve an energy per bit comparable with the lightweight standardized algorithm PRESENT of less than 1 pJ/b at 10 MHz at 0.6 V with throughput of 28 Mb/s in ST FDSOI 28-nm technology. In terms of security evaluation, our proposed datapath, 32-b key out of 128 b cannot be revealed by correlation power analysis attack using less than 20 000 traces.
I. INTRODUCTION
T HE fast development of Internet-of-Thing (IoT) devices enables the massive integration of technologies from sensing technology, communication technology, data processing, to cloud computing, and artificial intelligence. In this scenario, sensors in the perception layer collect data from the environment and do fast processing. Then, these data are transmitted through the network layers over the Internet to the cloud. In the cloud, data are further processed by different applications, for example, big data applications or data mining applications to make decisions and/or to notify users, etc. However, IoT devices and data transmitted through multilayer networks may contain private data or secrete data; while the Internet environment exposes security issues such as personal privacy, cyber-attacks, and organized crimes. This recently raises the concerns about the security and privacy of the IoTs [1] - [3] . The solution to security and privacy problems is to include security features such as device identification, device/user authentication, and data encryption. These security functions are often based on the cryptographic algorithms, including public-key cryptography and symmetric cryptography, which occupy processing power and increase power and energy consumption. In contrast, IoT devices are supposed to be constrained low-cost devices with limited processing power, limited memory footprint, and even limited power/energy budget, for example, power-harvesting devices and batterybased devices. This leads to the importance of optimizing cryptographic algorithms in hardware for cost, throughput, and especially power and energy consumption. However, cost, throughput, and power/energy consumption are different features which are hard to achieve at the same time. In this paper, we chose to find a good tradeoff among them for advanced encryption standard (AES) [4] , a widely-used block cipher for emerging IoT proposals, such as IEEE 802.15.4 [5] , LoraWAN [6] , Sigfox [7] , and ZWave [8] . We also made comparison with an extreme lightweight data encryption algorithm PRESENT [9] , a candidate for highly constrained devices. PRESENT is a hardware-oriented block cipher with reduced security level but it has small area footprint and very lowpower consumption. However, to the best of our knowledge, lightweight block ciphers, such as PRESENT, are not yet adopted to any IoT proposals.
From its standardization in 2001 by the U.S. National Institute of Standards and Technology (NIST) to replace data encryption standard, AES has been studied by researchers in terms of security, performance, and hardware/software implementations. In terms of security, different IoT applications may require different security levels with different power/energy budgets and different throughputs. At the algorithmic level, security level depends on the design of the algorithm and the length of the key. AES supports multiple security levels by providing three different key sizes. AES is proven to support long-term and very long-term security. Because of its popularity and proved security, AES is widely used in data encryption, security protocols, and secure applications.
The optimization for AES in hardware is not only beneficial to IoT applications but also to other applications, which have the same constraints.
In terms of implementation and performance, AES is designed to benefit from software optimization in modern computing systems. However, AES implementation in software not only introduces delay to data processing and transmission, but also increases the power and energy consumption. This is the main limitation of AES to constrained devices. This leads to the needs of hardware implementation of AES for constrained devices and very high-performance applications. For high-performance applications, hardware AES is often designed using full-parallel architectures [10] , unroll architectures [11] , or pipeline architectures [12] . These architectures can provide high performances, but they have a high occupied area and large-power consumption. In contrast, the AES implementations that are optimized for constrained devices often use serial architectures such as 8-b architectures with one [13] or two S-boxes [14] to save implementation area and to reduce power consumption. The disadvantage of these architectures is the low throughput because of serialization. To optimize for power and/or energy consumption, the architecture for constrained devices can be used with the technology optimizations such as subthreshold voltage and back-biasing [14] .
In this paper, we focused on the optimization strategies for 32-b datapath architecture to achieve low-power, low-energy high-throughput hardware AES encryption module providing multiple levels of security with small area footprint. The area is saved by reorganizing the encryption datapath to minimize the number of data registers and combinational logics. Power and energy consumption are reduced by minimizing activities in the datapath and in the key expansion; and by applying a clock gating strategy to data and key storage registers. Because of the 32-b datapath architecture, the throughput in our system is at least four times more than the one of the best 8-b datapath at the same frequency. With the multiple optimizations and by using FDSOI 28-nm technology, we can achieve very high throughput (about 28 Mb/s at 10 MHz) with multiple levels of security at extreme low power (less than 20 µW at 0.6 V, 25°C with FDSOI 28-nm technology) and extreme low energy per bit (less than 1 pJ/b). This shows that our AES 32-b datapath architecture can be used for ultralow-power IoT applications with multiple levels of security. In comparison with the lightweight block cipher PRESENT [9] in 128-b security mode in the same technology node, our proposed architecture can achieve the same energy per bit as the one of PRESENT at normal condition.
The rest of this paper is organized as follows. Section II is the overview of the current possible solutions for IoT security and the reason why we chose to do optimization for AES. It also contains a brief introduction to different AES architectures and the current hardware implementation status of AES. Section III describes our proposal and our detail optimization strategies. Section IV presents our experimental results including the power and energy estimation results based on ST FDSOI 28-nm technology. Finally, there are some conclusions and perspectives in Section V.
II. OVERVIEW OF SECURITY IN IoT DEVICES
The current issues on security of the IoTs may be solved by using the current available cryptographic primitives. Devices and protocols with proper usage of identification, authentication, and data encryption will reduce the risk of exposing secrete or personal data to attackers. These cryptographic primitives contain two main categories: asymmetric cryptography (or public-key cryptography) and symmetric cryptography.
Asymmetric cryptography is more flexible in the application point of view, but it takes more processing power, more data storage, and much more power consumption even when the cryptography modules are implemented in hardware.
In contrast, symmetric cryptography including block cipher and stream cipher is adapted to data encryption because of its fast operations (mostly XOR and permutations). Between two types of symmetric cryptography algorithms, stream ciphers are capable of generating the encrypted data stream very fast, but they are limited to only stream data encryption. On the other hand, block ciphers can be configured for different security functions using the operation modes to be used as a stream cipher, a block cipher, or a mechanism for authentication. It is more flexible for applications to use block ciphers for different security purposes. Among block cipher algorithms, AES [4] is a well-studied algorithm which is widely used in the current standards not only for IoT but also for other applications, such as network protocols, data encryption, storage encryption, and so on.
Recently, there has been the emergence of new block cipher algorithms that are lightweight in terms of hardware or software implementation and memory footprints but they come up with reduced security levels such as PRESENT [9] or CLEFIA [15] . They have small hardware implementation area but use more encryption rounds and smaller block sizes which leads to lower throughput. More importantly, these lightweight algorithms are not adopted in the new IoT proposals yet because of the lack of their studies in terms of security and protocols. AES is still currently selected as the main primitive for security mechanism in the emerging proposals targeting IoT applications, such as IEE802.15.4 [5] , LoraWan [6] , Zigbee [16] , and in other Internet standards.
In this paper, we focused on AES encryption because it is not only proved to provide long-term security but also has a wide range of applications and protocols. It is possible to build a complete secure system using just an AES encryption module [6] . Our paper was focused on the tradeoffs among cost, throughput, and power/energy consumption, which are relevant to constrained IoT applications. A brief introduction to AES encryption is presented in Section II-A, while the most recent outstanding works in hardware implementation of AES are discussed in Section II-B. and then included in ISO/IEC 18033-3. First, 128-b data block is divided into 16 B and arranged into a matrix of 4 × 4 B so-called the state matrix. All AES operations work on this state matrix. There are four basic operations in a round of AES encryption datapath including AddRoundKey, SubBytes, ShiftRows, and MixColumns. AddRoundkey step is the XOR of the state matrix with the 128-b round key. SubBytes transform the state matrix bytes by bytes using a nonlinear mapping function. This function can be used as lookup table (LUT) or using arithmetic in finite field GF (2 8 ), and an affine transformation. ShiftRows transform the state matrix by rows. Each row is rotated by a different number of bytes, while MixColumns transform the state matrix by its columns. In these steps, only SubBytes contain nonlinear operations, while the other steps are linear operations.
A. Brief Introduction to Advanced Encryption Standard
Each round needs a different round key generated by the key expansion algorithm. The key expansion is composed of three operations: RotWords, SubWords, and XOR. SubBytes and SubWords are similar because they both implement substitution box (S-box) operations, while RotWord is similar to ShiftRow operation. RotWords and SubWords are only applied to the specific column in the key matrix and in the specific steps.
In AES algorithm, in each round, the order of steps can be changed without changing the output of the algorithm. For example, ShiftRows and SubBytes can be changed without changing the output of the algorithm. In our design, we chose to rearrange the order of these steps to achieve the best efficiency in terms of power, energy, and throughput. Our AES encryption architecture supports all the supported key sizes specified in AES standard [4] . The next section is the current state of the art of AES hardware implementation.
B. State of the Art of HW Implementation and Low-Power Techniques for AES
Recently, because of the importance of security, there has been a large number of works on optimizing AES for various purposes. The best current works on optimizing area and power/energy consumption of AES are summarized in Fig. 1 . For high-speed applications such as optical links or high-speed networks, AES is implemented in hardware with the round-based implementation [10] or pipeline architecture [12] or unrolled-round architecture [11] . These kinds of architectures can provide Gb of throughput but they also require high-power consumption, which is not suitable for embedded systems or constrained devices. For example, in [12] , Mathew et al. present a two-stage pipeline architecture which can provide the throughput of 53 Gb/s with the power consumption of 125 mW. These designs often require more than 15 000 2-input NAND gate equivalences (GEs) to hundreds of thousand GEs. The biggest part in parallel architecture is the S-box. In round-based architecture, there are 16 S-boxes for the encryption path and four S-boxes for the key expansion. In this case, the S-boxes may occupy a half of the total area. Round-based architectures often require ten cycles/encryption, unrolled implementations take from one to five cycles/encryption, while pipeline architectures can complete the encryption of a block in one cycle after the pipeline is fulfilled.
Most of the designs for low-cost and low-power AES focus on 8-b datapaths. 8-b datapath designs can reduce hardware implementation area significantly with the cost of reducing throughput because they use one [13] or two S-boxes [14] , [17] . The theoretical limit of 8-b datapath is 160 cycles/encryption. Extreme small designs, such as in [13] and [17] , require more than 200 cycles/encryption. Reduction in size also benefits for low-power feature. The activities in 8-b datapath are reduced because there are only 8 b processed in a clock cycle with the cost of additional registers for MixColumns and additional gates for control logics. The additional registers for MixColumns are needed because MixColumns work on 4-B column data that are available only when the whole column is processed. To achieve medium and high throughput, 8-b datapath architectures have to run at high frequency up to GHz.
The further area reduction for 8-b datapath is done by optimizing the S-box. In AES standard, the straightforward implementation of the S-box is to use a LUT. However, LUT-based implementations require large area footprint. Furthermore, AES standard describes AES S-box as arithmetic operation in finite field GF(2 8 ) and GF(2): find an inverse of the input value in GF(2 8 ) and followed by an affine transform in GF(2) as specified in the standard [4] . Many works tried to optimize the S-box further by using the tower field which is the decomposition of GF (2 8 ) into GF(((2 2 ) 2 ) 2 ) [18] , [19] . This can reduce the area of the S-box to about 290 GEs/S-box, while the LUT-based implementations require at least 400 GEs/S-box. Another decomposition of GF (2 8 ) is to use the normal basis of GF((2 4 ) 2 ) as in [13] . These methods reduce the size of the S-box but the unbalanced datapath of the S-boxes introduces more activities. In [20] , Bertoni et al. present a method to synthesize the S-box for low power by using decode-switch-encode (DSE) method. This can achieve the lowest power consumption but requires more area than the previous methods.
Another option is to use 32-b datapath. AES algorithm is designed for software implementation in modern computers with 32-b instruction set architectures. Therefore, AES in 32-b datapath has a number of advantages. The number of S-boxes is reduced; instead of 20 S-boxes in round-based architectures, 32-b datapath uses only four S-boxes (in case of sharing the S-box between the encryption path and the key expansion) or eight S-boxes (without sharing). The number of cycles required for one encryption is about 44-54 cycles [19] , which is at least four times higher than 8-b architectures. Thirty-two-bit datapath architectures also use less registers than 8-b datapath because the MixColumn step may have data of the whole column in one clock cycle. This opens an opportunity to optimize the architecture further for area, throughput, and power/energy efficiency.
In this paper, we focused on the optimizations for 32-b datapath to achieve extreme low-power and low-energy operations but with much higher throughput when compared with 8-b datapath architectures. This is achieved by multiple optimizations. First, the number of needed registers is minimized by using a special structure for loading encryption keys and loading data. Second, the logic is minimized by removing the ShiftRow step, then processing the data by columns after ShiftRows and minimizing the control logic. Third, a lowpower S-box is selected with the penalty of area to increase the power consumption efficiency. Finally, a clock gating scheme is proposed for the data storage registers to further minimize the power consumption. Our architecture is implemented using ST FDSOI 28-nm technology, a technology for low-power devices.
III. OUR PROPOSED ARCHITECTURE Our proposed architecture is presented in Fig. 2 . The encryption path includes four parts: a state register; four S-boxes; a MixColumn; and an output register which also acts as a temporary register to store intermediate results.
The key expansion consists of two key registers and a key transformation module to support all key sizes specified in AES. Our design is a 32-b datapath architecture, which means the input data and the input key are divided into 32-b chunks. Each pair of 32-b data and 32-b key is loaded together. This takes four cycles to load the 128-b key and 128-b data and XOR them into the state register. For 192-b keys and 256-b keys, after the first 128 b are loaded, the encryption is started while the other bits of the key are continuously loaded to maximize the throughput. There are two feedback paths, one in the key expansion and the other in the encryption path. The state register needs to be updated every four cycles with new 128-b data, while the previously expanded word is sent back to the key registers to generate the new expanded key. The details of the optimizations in our proposed architecture are presented in the next sections. 
A. Thirty-Two-Bit Datapath Optimizations
To reduce area and power consumption in the datapath, we minimized the number of flip-flops and control logics in the datapath by using shift registers with a special organization. Shift registers help simplify loading data and loading key steps. The 32-b of both plaintext and key are loaded at the same time into the state register and the key register by using shift operations. By minimizing the number of flip-flops, we also reduced the number of clock buffers and the power consumption of the clock tree because clock buffers in the clock tree consume a large amount of power. A further optimization is to select S-boxes with minimal power dissipation. Fig. 3 shows the organization of our proposed state register. The state register is organized so that after loading the input data and the input key, the encryption is done by shifting the data 32 b in each clock cycle. The state register consists of sixteen 8-b registers (forming a "state matrix") which are further divided into four 4-stage shift registers. AES standard specifies that ShiftRow is a permutation operation on the rows of the state matrix, while MixColum is an operation on the columns. However, in our design, based on ShiftRow specification, we completely eliminated ShiftRows by selecting the diagonal of the state matrix (from lower-left corner to upper-right corner). The output of the state register after each shift operation is one column of the state matrix after ShiftRow. This reduces the control logics for the state register, and completely removes the logic for ShiftRow steps. In our datapath, in contrast with 8-b architectures, MixColum is designed as pure combinational logics to reduce the number of flip-flops. Thanks to this structure, the state register's contents will be updated by next state data which are the contents of the output register concatenated with four last bytes of the round operation every four cycles (or after each round finishes) as described in Fig. 4 . Consequently, we saved a 32-b register because we need to store only 3 × 4-B temporary data from the encryption path in the output register, while the last 32-b data are written back directly into the state register. The output register is a simple 4 × 3-stage shift register to save area and power. In between the state register and the output register, there are four S-boxes followed by the MixColums to enable processing 4 B in each clock cycle. The temporary results are stored in the output register. When the encryption finished, the results are written out from the output register. In the 128-b key configuration, AES encryption module needs ten rounds, which leads to 40 cycles to finish the encryption for a 128-b block of data. The total number of cycles to encrypt a block in our architecture is 44 cycles. For other key configurations, our architecture needs 52 and 60 cycles to encrypt a data block for 192-and 256-b key modes, respectively.
Clock gating technique is applied on the state register and the output register separately to save the dynamic power consumption. For example, in data loading state, the clock to the output register is disabled to save power because there are no valid data to the output register. Furthermore, when in the inactive state, the output of these registers is not changed, which means that there is no activity in the encryption path. The power estimation results show that even in the highest throughput mode (44 cycles/encryption for 128-b key mode) the applied clock gating technique can save more than 13% of power. Certainly, with smaller throughput the clock gating technique can even save much more power consumption.
B. Substitution Box
The S-box has a big impact on area and power consumption of the AES design. In our architecture, we chose S-box implementation for the lowest power consumption. S-boxes may occupy up to 60% of the total cell area, while they consume about 10%-20% of the total power consumption. The smallest implementation of S-boxes until now is from Canright [18] . Canright S-box demonstrates optimized area (292 gates/S-box) but needs more power/energy consumption because it creates more activities especially in architectures with eight S-boxes. The most popular and straightforward S-box implementation is the LUT-based S-box. LUT-based S-box is bigger in terms of area (434 gates/S-box) but smaller in power/energy consumption than Canright S-box. The most efficient S-box in terms of power consumption is DSE S-box; however, it occupies a larger area. DSE S-box can be further optimized for power consumption using the structure proposed in [20] and described in Fig. 5 . The idea is to use an onehot decoder to convert S-box inputs into onehot representation. The nonlinear operations are done by using wire permutation as in lightweight cryptography algorithms. After that, the S-box output in onehot encoding is converted back into the original field. DSE S-Box can reduce the power consumption because it minimizes the activity inside the S-box circuit. After decoding state, only one signal changes its value to go to the encoding state. Most of the area lost is because of the size of encoder and decoder circuits. This optimization can leads to 10% power reduction to the whole design. Our synthesized DSE S-box has the size of 466 GEs/S-box that is 7% increase in size in comparison with LUT-based S-Box or 1.6 times the size of the smallest S-boxes. The S-boxes in our design consume only 10% of the total power consumption.
C. Key Expansion Optimizations
The key expansion deploys the same mechanism as in the encryption path with further optimizations for S-boxes and loading data into the key registers for different key sizes. The S-box inputs are masked by constant values when not used to save the dynamic power consumption. The expanded key is calculated on-the-fly and fed back directly to the key registers to save area. Key expansion module consists of two 4×4-stage shift registers, and a key transform module, which includes four S-boxes, and an XOR. The structure of the two registers is presented in Fig. 6 . For 128-b key mode, only the first shift register is used, the clock signal to the second shift register is disabled to save power. For 192-b key mode, the first shift registers and a half of the second shift register is used, while for 256-b key mode, both shift registers are used. The last expanded word of the key expansion output is sent back into the first key register to continue generating the round key. Depending on the key size, the last word may need to be transformed using RotWord, SubWord, and XOR with RCON, a round constant, before being added with other key words. In 128-b key mode, these three operations are applied to the last word every four clock cycles, while in 192-b key mode and 256-b key mode, they are applied every six and eight clock cycles, respectively. The 256-b key mode needs one additional SubWord in the middle of eight clock cycles. The second key register outputs two different key modes: 192-b key mode and 256-b key mode. In 128-b key mode, the second key register is disabled, while the output of the first key register is selected to XOR with the output from the key transform module. In 192-b key mode, the second stage in the second key register is chosen; and in 256-b key mode, it is the output of the last stage in the second key register.
The key transform module is shown in Fig. 7 . The input of the key transform module is the last word from key registers. Based on the key expansion specification, four S-boxes are used in one cycle among four cycles of a round in 128-b key mode and 256-b key mode while in 192-b key mode; the four S-boxes are used every six cycles. Furthermore, during the loading of the key into the key register, these S-boxes are not used. During the idle time, the inputs to these S-boxes are gated by a mask to save the dynamic power. These S-boxes are enabled for the first cycle of a round for 128-and 256-b keys and every six cycles for 192-b key. After that, they remain inactive. This leads to 30% reduction in power consumption of the S-boxes in the key expansion. RotWord step can be removed because it exchanges the position of bytes in a 32-b signal. The RCON constant can be modeled as a shift register as in [13] but in our architecture, we designed it as a LUT of ten constant values to minimize the number of registers in order to reduce the power consumption and minimize the clock network. The XOR of the RCON with the output of the S-boxes after RotWord is minimized by XORing only the necessary bits.
The 32-b output of the key expansion is sent directly to the encryption path to be XORed in the AddRoundKey step. The clock gating technique is also applied in the key expansion to save power consumption. During the idle state, the key register and the S-boxes will not create any activities.
IV. EXPERIMENTAL RESULTS
Our proposed architecture and a lightweight cryptography algorithm PRESENT are modeled in VHDL, synthesized using Synopsys DC Compiler, and fully implemented using Cadence Innovus into the test chip SNACk using ST FDSOI 28-nm technology. The maximum target frequency is set to 60 MHz that provides the maximum throughput of 170 and 106 Mb/s for AES encryption core and PRESENT encryption core, respectively. This throughput meets the demand of mediumand high-throughput IoT applications. AES encryption module and PRESENT encryption module are combined into the block cipher module in SNACk test chip for comparison. The power consumption at different corner cases is estimated using the post signoff extraction. The following sections present our power estimation results on SNACk chip and the security evaluation that we implemented using Synopsys PrimeTime Power. Fig. 8 shows the interface of the encryption module in the SNACk test chip. It contains the test environment for our proposed AES encryption architecture and also a lightweight cryptography algorithm PRESENT for comparison. It has a 32-b data interface with the possibility of selecting different key sizes and the cipher type between AES encryption core and PRESENT encryption core. AES encryption core supports all the encryption modes specified in AES standard including 128-, 192-, and 256-b keys. PRESENT encryption core with the same interface contains two modes: 80-and 128-b keys. The two designs were implemented using the same technology.
A. Configuration and Test Environment of SNACk
The test environment for block cipher module in SNACk chip is presented in Fig. 9 . The plaintext and the key are loaded from the host through SPI interface. Inside SNACk chip, there is an SPI decoder with the APB-like interface to write the test data into the correct memories including the configuration registers, the key memory, the plaintext memory, and the reference memory. After loading all necessary data, the encryption test is done by activating the control finite state machine. If the encryption is done correctly, the running signal will toggle. The encryption process continues running repeatedly until the control finite state machine receives the stop signal through the SPI interface. All the power estimation results in the next section are obtained using this test configuration.
B. Power Estimation Results
Using the test environment in SNACk chip, it is possible to test two encryption cores with different key lengths at different supply voltages and different operating frequencies. The same key and the plaintexts were sent to each encryption module. The activity of the post signoff timing simulation for each encryption module was captured for the whole encryption period. Then, the activity data were used to do power estimation in PrimeTime with FDSOI 28-nm technology libraries provided by ST. The technology libraries were characterized for the supply voltage from 0.6 to 1.3 V for different working conditions. Figs. 10 and 11 show the leakage power and the dynamic power of different encryption modes at 10 MHz with the supply voltage ranging from 0.6 up to 1.3 V at different corners at 125°C.
It is obvious that the worst case in terms of power consumption is the fast corner. Furthermore, it is clear that there are different leakage powers at different corners, while dynamic powers stay unchanged across different corners. The leakage powers increase significantly when we increase the supply voltage especially in the fast corner. Within the same algorithm, the leakage power has minor differences for different key sizes; however, the leakage power of AES module is from 2.5 to 3 times the leakage power of PRESENT module. This corresponds to the difference in area of two modules. AES module occupies 3.6 times more area than PRESENT module.
In terms of dynamic power, because of our optimization for different configuration by using separated clock gating for different key storage, AES module with 128-b key has 20% less dynamic power than AES module with 192-and 256-b keys, while the difference between AES 192-and AES 256-b keys is a small margin. The difference among three corners tested is small. The power consumption decreases gradually when we decrease the supply voltage. The best case in our power estimation results is at 0.6 V where the leakage in different key configuration for the two algorithms is close to each other. At the supply voltage of 0.6 V at typical corner in the worst case of power consumption (at 125°C), AES module consumes the power from 61.5 to 65.6 µW in total and the PRESENT module consumes the power of about 24 µW; while in the typical case at 25°C, our AES module and our PRESENT module consumes only less than 20 and 12 µW, respectively. Fig. 12 shows our estimation of energy per bit for two designs. It is clear that our design can achieve extremely low energy per bit at 0. A comparison of our architecture with the state of the art is shown in Fig. 13 and in Table I . From the area point of view, our AES architecture with only 128-b key is 1.5 times bigger than the design in [14] in the same technology node, and four times bigger than the design in [13] . However, our design has four times more throughput than the design in [14] and about eight times more throughput than the design in [13] at the same operating frequency. In comparison with the same 32-b datapath, according to our optimization, our architecture achieve 20% improvement in power consumption in TSMC 65 nm compared with the work in [21] with a small increase in terms of gate counts. At the same throughput of about 28 Mb/s, our architecture consumes the least power (20 µW at 0.6 V) when compared with the 8-b datapath designs such as in [13] , [15] , and [23] . At this throughput, our proposed architecture has about three times less power consumption than the best 8-b datapath design for low power and low energy in [14] . In terms of energy efficiency, our design consumes the least energy per bit among the low-cost designs [10] , [13] , [14] , [21] , [22] with only 0.65 pJ/b (at 0.6 V, 25°C); and approaches the energy per bit of the high-performance design in [12] (0.511 pJ/b at 409 µW, 0.34 V). 
C. Security Evaluation
We also perform correlation power analysis (CPA) attack, one of the most effective side channel attacks, on our design using the last round key hypothesis. The attack is based on the power trace extracted through the post signoff power estimation. A simulation of 20 000 encryptions of our design in 128-b key encryption mode is executed to capture the ciphertext and the power traces. For comparison, we do the same hardware implementation process with a full parallel design from OpenCores [23] . In general, the more parallel level of the datapath, the harder it is to attack the design because parallelism is one way of hiding countermeasures. 8-b datapath without protection is more exposed to this type of attack because the number of traces required to perform the attack is very small. According to DPA contest [24] , even a round-based datapath with full 128-b parallel computation on field-programmable gate array, with good measurement equipment, only 800 traces are required to reveal the key of the cryptographic devices. Fig. 14 presents the results of our experiment on post signoff power traces. The AES 128-b datapath needs about 4000 traces to reveal 16 B of the secrete key while with our architecture, even with 20 000 traces, only 12 B are revealed. Four bytes are hidden because at the end of each round, the data registers are overridden with new data. This hides the correlation of the activity of the last 4 B of the key which increase the resistance of our design to the last round CPA.
V. CONCLUSION
In this paper, we presented multiple optimization strategies for AES 32-b datapath to achieve a low-cost high-throughput ultralow-power ultralow-energy design with multiple levels of security.
The area of our proposed architecture is saved by a reorganization of both datapath and key expansion to minimize the number of registers and control logics. The power consumption is reduced by choosing the S-boxes for low power, by minimizing the activity in the key expansion and in the datapath, and by applying a clock gating strategy to data storage registers. The throughput is maximized by using eight S-boxes and doing key expansion in parallel with the encryption path. Multiple key sizes of the encryption module provide different security levels which help IoT applications to adapt to a wider range of security protocols and mechanisms.
We also showed that our optimization strategies are not only beneficial for area, throughput, and power/energy consumption but also the security feature. With the optimization in the encryption datapath, 32 b of the secrete key cannot be revealed through CPA attacks with 20 000 traces using last round hypotheses. In terms of power and energy consumption, at 0.6 V at 25°C, our design can achieve a power consumption of less than 20 µW for all key configurations with the energy consumption of less than 1 pJ/b with the throughput of 28 Mb/s at 10 MHz. In this condition, our AES implementation has nearly the same energy consumption in comparison with the lightweight cryptography algorithm PRESENT on the same technology node: ST FDSOI 28-nm technology. With highthroughput ultralow-power, ultralow-energy consumption, our design is obviously suitable for future ultralow-power IoT applications.
