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Résumé
On considère une variété conique de la forme C(N)=R+×N , où N est une variété riemannienne
complète de dimension n− 1  2, connexe, non compacte, de courbure de Ricci minorée par −k0
(k0  0). On montre que pour tout 1 < p  2, la transformation de Riesz est bornée sur Lp(C(N)).
Dans le cas oùN est à géométrie C1 bornée, on montre qu’il existe p(n,N) tel que les transformées
de Riesz sont bornées sur Lp pour tout 1 <p < p(n,N). Cet article met en évidence l’influence du
volume des boules sur les estimations des transformées de Riesz. Puisque C(N) n’est pas complète,
il existe des boules de rayon fini qui sont de volume infini. On s’attendrait à ce que tout explose. On
montre qu’on peut quand même faire quelque chose.
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Abstract
In this paper, we consider the Lp boundedness of the Riesz transforms on the cone
C(N) = R+ × N , where N is a complete noncompact Riemannian manifold whose Ricci curva-
ture is bounded from below.
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1. IntroductionDans cet article on se propose d’étudier des estimées Lp des transformées de Riesz sur
les variétés coniques à base non compacte.
C’est un bon cadre pour tester le sérieux des résultats établis dans [28]. En effet, dans
les estimations des transformées de Riesz sur les variétés obtenues, dans [1–4,7–9,13,15–
17,24–26,28–32,35], les majorations du volume des boules et de la solution fondamentale
de l’équation de la chaleur interviennent fortement. La question qui se pose est de savoir si
les hypothèses faites dans les travaux antérieurs sont nécessaires. Les variétés à singularités
coniques considérées présentent trois défauts :
(1) elles ne sont pas complètes ;
(2) si l’on fixe un point générique X de la variété, il existe rX > 0 tel que si t > rX , le
volume de la boule de centre X est de rayon t est infini ;
(3) on ne dispose d’aucune estimation du noyau de la chaleur sur les variétés coniques à
base non compacte.
On est donc loin du contexte classique.
Par ailleurs, la démarche suivie dans les travaux sus-cités consiste à étudier d’abord le
problème local et ensuite le problème global dont on se débarrasse par un argument de
sous-harmonicité ou de théorie spectrale. Ici, aucun des deux arguments n’est utilisable.
On procédera autrement.
Avant d’énoncer notre résultat, nous avons besoin des notations et définitions suivantes :
N désigne par la suite une variété riemannienne de dimension n − 1, connexe, avec
éventuellement un bord ∂N (on admet ∂N = ∅). Le cône sur N , C(N), est l’espace
R
+ × N muni de la métrique riemannienne dr2 + r2gN , où gN désigne la métrique
riemannienne sur N ; on note dN (respectivement dµN(x)) la distance (respectivement
la mesure) riemannienne induite sur N .
Dans tout ce travail, N sera de dimension n − 1  2, complète, non compacte, de
courbure de Ricci minorée par −k0 (k0  0) ; la distance riemannienne induite sur C(N)
sera notée d et la mesure dµ. Les espaces Lp que l’on va considérer seront relatifs à
dµ, alors dµ(r, x) = rn−1 dr dµN(x). La boule de centre X ∈ C(N) de rayon s sera
noté B(X, s), et celle de N de centre x , de rayon r BN(x, r) et son volume Vx(r) =
µN(BN(x, r)). En général, le volume de B(X, s) est infini.
Notons  (respectivementN ) l’opérateur de Laplace–Beltrami sur C(N) (respective-
ment N ), et ∇ (respectivement ∇N ) l’opérateur de gradient sur C(N) (respectivement N ).
On note etN (t > 0) le semi-groupe associée à N , et pt (t > 0) son noyau. Pour p  1,
on sait qu’il existe deux constantes Cp > 0 et λ(p) 0 telles que :
∥∥etNhN∥∥Lp(N)  Cpe−λ(p)t‖hN‖Lp(N), ∀hN ∈Lp(N), ∀t  1. (1.1)
On note
α = n− 2
2
, p(n,N)= sup
{
p > 1;p ·
(
n
2
−
√
α2 + λ(p)
)
< n
}
. (1.2)
Les résultats que l’on veut montrer sont les suivants :
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Théorème 1.1. Soit N une variété riemannienne complète, connexe, non compacte de
dimension n − 1  2 de courbure de Ricci  −k0 (k0  0). Alors, la transformation de
Riesz, ∇(−)−1/2, est bornée dans Lp(C(N)) pour tout 1 <p  2. De plus, ∂
∂r
(−)−1/2
est borné dans Lp(C(N)) pour tout 1< p < p(n,N).
Théorème 1.2. Soit N comme ci-dessus, de plus à C1-géométrie bornée au sens de [10].
Alors, ∇(−)−1/2 est bornée dans Lp(C(N)) pour tout 1 <p < p(n,N).
Si λN désigne le minorant du spectre de−N dansL2(N) ; pour p  2, on peut prendre
λ(p)= 2λN/p dans (1.1), et λ(p)= 4λN/(pp′) si N est un espace symétrique de type non
compact, on a donc :
Corollaire 1.1. Soit N comme dans le Théorème 1.2. Alors, ∇(−)−1/2 est bornée dans
Lp(C(N)) pour tout p tel que
1 <p <
(n2 + 2λN)+
√
(n2 + 2λN)2 − 4n2(n− 1)
2(n− 1) .
Corollaire 1.2. Si N est un espace symétrique de type non compact, de dimension
n− 1 2. Alors, ∇(−)−1/2 est bornée dans Lp(C(N)) pour tout p tel que
1 <p <
(n2 + 4λN)+ 2
√
(n2 + 4λN)(α2 + λN )
2(n− 1) .
Dans [22], un analogue du Théorème 1.2 a été démontré dans le cadre des variétés
coniques à base compacte et pour N = Rn, on a aussi montré que ∇(−)−1/2 n’est
pas bornée sur Lp pour p > n. La technique que l’on va suivre ici, qui repose sur les
idées développées dans [22], est bien plus raffinée puisque même dans le cas des espaces
symétriques, on améliore le Théorème III de [22]. La démarche de cet article conduit à
d’autres résultats pour d’autres types des variétés coniques, voir [23,24].
Cet article est organisé de la façon suivante : dans la Section 2, on calcule les noyaux des
opérateurs 1
r
∇N(−)−1/2 et ∂∂r (−)−1/2. La Section 3 est consacrée à rappeler quelques
propriétés des variétés coniques. Dans la Section 4, on démontre des lemmes que l’on
utilisera pour prouver les Théorèmes 1.1 et 1.2 dans les Sections 5 et 6.
2. Notations
Dans toute la suite, C, C∗, C∗, etc. désignerons des constantes universelles. Celles-ci
pourront changer d’une ligne à une autre. Pour simplifier les notations, on pose :
X = (r, x), X∗ = (r∗, x∗) ∈ C(N).
Dans [22], on a obtenu une formule du noyau de l’opérateur (−)−1/2 sur les variétés
coniquesC(N)=R+×N où N est une variété générale. Il convient cependant de rappeler
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cette formule. Soit {Bi}∞i=1 une suite de boules géodésiques de même centre dans N dont
le rayon croît arbitrairement vers l’infini. Pour chaque Bi , considérons la variété conique
C(Bi) avec la métrique induite et le laplacien sur C(Bi), i , avec la condition de Dirichlet
sur C(Bi), alors, eti est un bon semi-groupe dont le noyau est explicitement donné dans
[11, p. 592] ou [12] qui converge ponctuellement vers un semi-groupe Pt sur C(N) et le
noyau de (−)−1/2 est :
K(X,X∗)= 1√
π
+∞∫
0
t−1/2Pt (X,X∗)dt .
La formule explicite donne : pour tout couple X = (r, x) = (r∗, x∗)=X∗ ∈ C(N),
K(X,X∗)= (rr∗)−(n−1)/2
+∞∫
0
Γ (u,η)pu(x, x∗)du,
où
η=
∣∣∣∣ln rr∗
∣∣∣∣, Γ (u,η)=
(
1
2π
)3/2
u−3/2e−α2u
+∞∫
η
te−t2/(4u)√
cosh t − coshη dt . (2.1)
SiG(X,X∗) etH(X,X∗) sont respectivement les noyaux des opérateurs 1r∇N(−)−1/2
et ∂
∂r
(−)−1/2, on a :
G(X,X∗) = 1
r
(rr∗)−(n−1)/2
+∞∫
0
Γ (u,η)∇(x)N pu(x, x∗)du, (2.2)
H(X,X∗) = −n− 12 (rr∗)
−(n−1)/2 1
r
+∞∫
0
Γ (u,η)pu(x, x∗)du
− (rr∗)−(n−1)/2 12r∗
(
1− r
2∗
r2
) +∞∫
0
Γ∗(u, η)pu(x, x∗)du, (2.3)
où
Γ∗(u, η)=− 1
sinhη
∂
∂η
Γ (u,η). (2.4)
Par la suite, pour simplifier les notations, on pose :
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k1(r, r∗, u) = 1
r
(rr∗)−(n−1)/2Γ (u,η), (2.5)k21(r, r∗, u) = −n− 12 k1(r, r∗, u), (2.6)
k22(r, r∗, u) = − 12r∗
(
1− r
2∗
r2
)
(rr∗)−(n−1)/2Γ∗(u, η). (2.7)
On fixe une fonction φ ∈ C∞0 (R) qui satisfait les conditions suivantes :
φ(s)=
{
1 quand |s| 2−8,
0 quand |s| 2−6.
Etant donnés y ∈N et 0 < δ  1, on définit les trois fonctions suivantes :
φ
(y,δ)
1 (z)
déf= φ
(
1
2δ
dN(z, y)
)
, ∀z ∈N, ϕ(δ)(x, x∗) déf= φ(x,δ)1 (x∗),
ψ(δ)(x, x∗)
déf= 1− ϕ(δ)(x, x∗), ∀x, x∗ ∈N. (2.8)
On remarque qu’il existe une constanteC > 0 telle que pour tout x, y, x1, x2 ∈N et tout
0 < δ  1, on a :∣∣φ(y,δ)1 (x1)− φ(y,δ)1 (x2)∣∣+ ∣∣ϕ(δ)(x, x1)− ϕ(δ)(x, x2)∣∣ Cδ−1dN(x1, x2).
Pour 0 < δ  1 fixé, on définit des opérateurs intégraux T (δ)1∗ , T
(δ)
2, , S
(δ)
1∗ et S
(δ)
2, comme
suit :
T
(δ)
1∗ f (X)=
∫
C(N)
(
G(X,X∗)ψ(δ)(x, x∗)
)
f (X∗)dµ(X∗), (2.9)
T
(δ)
2, f (X)=
∫
C(N)
(
G(X,X∗)ϕ(δ)(x, x∗)
)
f (X∗)dµ(X∗), (2.10)
S
(δ)
1∗ f (X)=
∫
C(N)
(
H(X,X∗)ψ(δ)(x, x∗)
)
f (X∗)dµ(X∗), (2.11)
S
(δ)
2, f (X)=
∫
C(N)
(
H(X,X∗)ϕ(δ)(x, x∗)
)
f (X∗)dµ(X∗), (2.12)
pour tout f ∈C∞0 (C(N)) et tout X = (r, x) ∈ C(N), on remarque que :
1
r
∇N(−)−1/2f (X) = T (δ)1∗ f (X)+ T (δ)2, f (X), (2.13)
∂
∂r
(−)−1/2f (X) = S(δ)1∗ f (X)+ S(δ)2, f (X). (2.14)
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Enfin, étant donnés 0 < u<+∞ et 0< δ  1, on note :T
(u,δ)
N h(x)
déf=
∫
N
(∇xpu(x, x∗))ψ(δ)(x, x∗)h(x∗)dµN(x∗), (2.15)
S
(u,δ)
N h(x)
déf=
∫
N
pu(x, x∗)ψ(δ)(x, x∗)h(x∗)dµN(x∗), (2.16)
pour tout h ∈ C∞0 (N) et tout x ∈N .
3. Quelques propriétés sur C(N)
On rappelle quelques propriétés sur C(N) qui proviennent de [22, p. 154 et p. 156].
Proposition 3.1. Pour toutX = (r, x),X∗ = (r∗, x∗) ∈C(N) tels que dN(x, x∗) < 1, on a :
1
4
[|r − r∗| +min(r, r∗)dN(x, x∗)]  d(X,X∗)
 2
[|r − r∗| +min(r, r∗)dN(x, x∗)]. (3.1)
Proposition 3.2. Soit N une variété riemannienne complète, connexe, de dimension n−1,
de courbure de Ricci  −k0 (k0  0). Soit 0 < δ  1. Alors il existe une constante
C(n, k0, δ) > 0 telle que pour tout y ∈N , on a :
µ
(
B∗(X,2s)
)
 C(n, k0, δ) ·µ
(
B∗(X, s)
)
, ∀s > 0, ∀X ∈R+ ×BN
(
y,2−1δ
)
, (3.2)
où B∗(X, s)
déf= B(X, s) ∩ (R+ ×BN(y,2−1δ)).
Pour terminer cette section, on indique le lemme suivant :
Lemme 3.1. Soit r > 0 et m ∈ N∗ fixés. Soit {BN(xj , r)}∞j=1 une famille maximale de
boule de rayon r , deux à deux disjointes. Alors, il existe un entier κ(k0, n,m, r) > 0 tel que
chaque boule BN(xj0,2mr) rencontre au plus κ(k0, n,m, r) autres boules BN(xj ,2mr).
Démonstration. Grâce au théorème de comparaison de [39, Théorème 1.1.3], une
démarche analogue à la preuve du Lemme 5 de [2] établit le résultat. ✷
4. Quelques lemmes
On rappelle des estimations du noyau de la chaleur :
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Lemme 4.1. Si N est comme dans le Théorème 1.1 ; soit pt le noyau de la chaleur sur N .
Alors, il existe une constante C telle que pour tout x, y ∈N et tout 0 < t  1, on a :
pt(x, y)  C
1
Vx(
√
t)
exp
(
−d
2
N(x, y)
8t
)
, (4.1)
∣∣∣∣ ∂∂t pt (x, y)
∣∣∣∣  Ct−1 1Vx(√t) exp
(
−d
2
N(x, y)
8t
)
, (4.2)
∣∣∇xpt (x, y)∣∣  Ct−1/2 1
Vx(
√
t)
exp
(
−d
2
N(x, y)
8t
)
, (4.3)
∣∣∇x∇ypt (x, y)∣∣  Ct−1 1
Vx(
√
t)
exp
(
−d
2
N(x, y)
8t
)
. (4.4)
De plus, sous l’hypothèse du Théorème 1.2, pour tout x, y ∈N , on a :
∣∣∇x∇xpt (x, y)∣∣ Ct−1 1
Vx(
√
t)
exp
(
−d
2
N(x, y)
8t
)
, ∀0< t  1, (4.5)
et on peut remplacer 1/(Vx(
√
t)) par 1/(Vy(
√
t)) dans tous les estimations précédentes.
Démonstration. On peut trouver l’estimation (4.1) dans [38] (voir aussi [18,27,40]) ;
d’après le “Theorem 17” de [18] (voir aussi “(2.1) Theorem” de [27,38,40]) et le
“Corollary 3.3.” de [21], en utilisant le “Bishop Volume Comparison Theorem” (voir par
exemple le Theorem 1.1.3. de [39]) ainsi que “(2.2) Lemma” de [38], on obtient (4.2).
D’après le Lemma 5.3.4. de [20] (voir aussi [27]), grâce aux (4.1) et (4.2), on obtient (4.3).
Pour montrer (4.4), il suffit d’utiliser (4.1) et (4.2) ainsi que le Théorème 2.1 de [26] ;
(4.5) vient des (4.2) et (4.3) ainsi que le Théorème 2.2 de [26]. En considérant
pt(x, y) = pt(y, x) pour tout x, y ∈ N et tout t > 0, on peut remplacer V −1x (
√
t) par
V −1y (
√
t) dans les estimations (4.1) et (4.2) (d’où, les estimations (4.3), (4.4)) et (4.5). ✷
Remarque. Dans le cas où N est un espace symétrique de type non compact, pour obtenir
des estimations meilleures, on peut consulter [3,4], voir aussi [2,5,19,33] (ou [20]), [36,37],
etc. pour quelques espaces symétriques spéciaux de type non compact.
Lemme 4.2. Si N est comme dans le Théorème 1.1. Alors, pour tout γ > 0 fixé, il existe
une constante C(γ ) > 0 telle que pour tout y ∈N , on a :
∫
dN(x,y)δ1/20
e−2γ d2N(x,y)/t dµN(x)C(γ )Vy(
√
t)e−γ δ0/t , ∀0 < t  1, δ0 > 0. (4.6)
Démonstration. Ce lemme a été énoncé dans [15]. Mais, pour être complet, on donne sa
preuve :
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∫
e−2γ d2N(x,y)/t dµN(x)dN(x,y)δ1/20
 e−γ δ0/t
∫
N
e−γ d2N(x,y)/t dµN(x)
 e−γ δ0/t
[
Vy(
√
t)+
+∞∑
j=0
∫
2j
√
t<dN (x,y)2j+1
√
t
e−γ d2N(x,y)/t dµN(x)
]
 e−γ δ0/tVy(
√
t)
[
1+
+∞∑
j=0
e−γ (2j )2
Vy(2j+1
√
t)
Vy(
√
t)
]
 e−γ δ0/tVy(
√
t)
[
1+
+∞∑
j=0
e−γ (2j )2eC(k0,n)2j+1
]
 e−γ δ0/tVy(
√
t)
(
1+ 4
+∞∫
0
e−γ r2e4C(k0,n)r dr
)
 C(k0, n, γ ) · e−γ δ0/tVy(
√
t),
grâce au “Bishop Volume Comparison Theorem”. ✷
Lemme 4.3. Si N est comme dans le Théorème 1.1. Alors, il existe une constante C1 > 0
telle que pour tout x, y ∈N et tout δ0  0, on a :∫
dN(x,y)δ1/20
pt(x, y)dµN(x)  C1e−δ0/(16t ), ∀t > 0; (4.7)
∫
dN(x,y)δ1/20
pt(x, y)dµN(y)  C1e−δ0/(16t ), ∀t > 0; (4.8)
∫
dN(x,y)δ1/20
∣∣∇xpt (x, y)∣∣dµN(x)  C1(t−1 + 1)1/2e−δ0/(16t ), ∀t > 0; (4.9)
∫
dN(x,y)δ1/20
∣∣∇xpt (x, y)∣∣dµN(y)  C1(t−1 + 1)1/2e−δ0/(16t ), ∀t > 0. (4.10)
Démonstration. En remarquant que pour tout t  1 et tout 0 < s  1/2, on a :
pt (x, y)=
∫
N
ps(x, z) · pt−s(z, y)dµN(z),
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on trouve :∫
N
∣∣∇xpt (x, y)∣∣dµN(x) 
∫
N
(∫
N
∣∣∇xps(x, z)∣∣pt−s(z, y)dµN(z)
)
dµN(x)
 sup
z∈N
∫
N
∣∣∇xps(x, z)∣∣dµN(x),
∫
N
∣∣∇xpt (x, y)∣∣dµN(y) 
∫
N
(∫
N
∣∣∇xps(x, z)∣∣pt−s(z, y)dµN(z)
)
dµN(y)
 sup
x∈N
∫
N
∣∣∇xps(x, z)∣∣dµN(z).
Par conséquent, d’après (4.1), (4.3), et le Lemme 4.2, on obtient immédiatement les
estimations (4.7)–(4.10). ✷
Lemme 4.4. Soit C1 > 0 fixé, alors il existe deux constantes C,C′ > 0 telles que :
1
Vx(
√
u)
e−C1d2N(x,x∗)/u  C 1
Vx∗(
√
u)
e−d2N(x,x∗)/(C ′u),
∀0 < u 1, ∀dN(x, x∗) < 1. (4.11)
Démonstration. Voir “(2.2) Lemma-b)” de [38]. ✷
Le lemme suivant fournit des estimations des normes des opérateurs S(u,δ)N et T
(u,δ)
N :
Lemme 4.5. Soient 0< δ  1 et 1 p +∞ fixés. Alors, il existe des constantes positives
telles que pour tout h ∈ Lp(N), on a :
∥∥S(u,δ)N h∥∥p  Cpe−λ(p)ue−C2δ2/u‖h‖p, (4.12)∥∥T (u,δ)N h∥∥p  Cp(u−1 + 1)1/2e−λ(p)ue−C2δ2/u‖h‖p, (4.13)
où S(u,δ)N , T
(u,δ)
N et λ(p) sont respectivement donnés par (2.16), (2.15) et (1.1).
Démonstration. Tout d’abord, grâce à la définition de la fonction ψ(δ) (voir (2.8)), on
remarque que pour tout h ∈ C∞0 (N) et tout x ∈N ,
∣∣S(u,δ)N h(x)∣∣ =
∣∣∣∣
∫
N
pu(x, x∗)ψ(δ)(x, x∗)h(x∗)dµN(x∗)
∣∣∣∣

∫
dN(x,x∗)2−7δ
pu(x, x∗) ·
∣∣h(x∗)∣∣dµN(x∗), ∀u > 0.
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Si 0 < u  1, d’après (4.7), (4.8) et le théorème de convexité de Riesz, on déduit que
pour tout 1 p +∞, on a :
∥∥S(u,δ)N h∥∥p  C1e−2−20δ2/u‖h‖p, ∀h ∈ C∞0 (N).
Quand u 1, puisque |S(u,δ)N h(x)| euN |h|(x), ∀x ∈N , (1.1) entraîne :∥∥S(u,δ)N h∥∥p  Cpe−λ(p)u‖h‖p, ∀h ∈C∞0 (N).
On a donc montré que pour 1 p+∞ fixé, il existe des constantes telles que :
∥∥S(u,δ)N h∥∥p Cpe−λ(p)ue−C2δ2/u‖h‖p, ∀0 < u<+∞, ∀h ∈ C∞0 (N).
Pour montrer (4.13), on remarque d’abord que :
∣∣T (u,δ)N h(x)∣∣ =
∣∣∣∣
∫
N
(∇xpu(x, x∗))ψ(δ)(x, x∗)h(x∗)dµN(x∗)
∣∣∣∣

∫
dN(x,x∗)2−7δ
∣∣∇xpu(x, x∗)∣∣ · ∣∣h(x∗)∣∣dµN(x∗), ∀u > 0.
Donc, pour 0 < u 1, d’après (4.9), (4.10) et le théorème de convexité de Riesz, on en
déduit que pour tout 1 p +∞ fixé, il existe des constantes positives telles que :
∥∥T (u,δ)N h∥∥p  C1u−1/2e−2−20δ2/u‖h‖p, ∀h ∈C∞0 (N).
Quand u 1, en remarquant que :
∣∣T (u,δ)N h(x)∣∣ 
∫
N
∣∣∇xpu(x, x∗)∣∣ · ∣∣h(x∗)∣∣dµN(x∗)

∫
N
∣∣∇xp1/2(x, x ′)∣∣ ·
(∫
N
e(u−1/2)N |h|(x ′)
)
dµN(x ′).
D’après le Lemme 4.3 ainsi que (1.1), on a :
∥∥T (u,δ)N h∥∥p  C∗ · ∥∥e(u−1/2)N |h|∥∥p  Cpe−λ(p)u‖h‖p,
∀h ∈ C∞0 (N), ∀1 p+∞.
D’où le lemme. ✷
Avant d’énoncer une proposition cruciale, on rappelle des inégalités tirées de [22] utiles
par la suite :
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Lemme 4.6. Il existe une constante C > 0 telle que, pour tout u > 0 et tout η 0 :0 <Γ (u,η)  Cu−1e−α2u
(
η
sinhη
)1/2
e−η2/(4u), (4.14)
0 <Γ∗(u, η)  Cu−3/2
(
η
sinhη
)3/2(
1+ u−1/2)e−η2/(4u)e−α2u. (4.15)
De plus, pour tout λ0  0, il existe une constante C > 0 telle que pour tout η 0, on a :
+∞∫
1
Γ (u,η)e−λ0u du  C · e−(
√
α2+λ0+1/2)η; (4.16)
+∞∫
1
Γ∗(u, η)e−λ0u du  C · e−(3/2+
√
α2+λ0)η. (4.17)
Soit θ0 > 0 fixé, alors il existe une constante C(θ0) > 0 telle que pour tout β > 0, on a :
1∫
0
u−θ0−1e−β2/u du C(θ0)e−β
2 ·
[
min
(
1,
1
β2
)
+ 1
β2θ0
]
. (4.18)
Démonstration. (4.14), (4.15) et (4.18) sont respectivement donnés par les Lemmes 3.4.1,
3.4.2 et 3.3.3 de [22]. L’inégalité (4.16) est donnée par le Lemme 3.5.1 et (3.6.19) de [22].
L’inégalité (4.17) est donnée par le Lemme 3.5.2 et (3.6.37) de [22]. ✷
Proposition 4.1. Soit P : (0,+∞)→ [0,+∞) une fonction mesurable qui satisfait la
condition suivante : il existe des constantes C1,C2 > 0 et λ0  0 telles que :
P(s) C1
√
1+ s−1 e−C2/se−λ0s .
Alors, les opérateurs intégraux, TP et TP,, de noyaux intégraux donnés par,
KP (r, r∗)=
+∞∫
0
k1(r, r∗, u) · P(u)du,
KP,(r, r∗)=
+∞∫
0
∣∣k22(r, r∗, u)∣∣ · P(u)du,
où k1 et k22 sont respectivement donnés par (2.5) et (2.7), sont bornés dans
Lp(R+, rn−1∗ dr∗) pour tout 1 <p < p(λ0) avec
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p(λ0)= sup
{
p > 1;p ·
(
n
2
−
√
α2 + λ0
)
< n
}
.Démonstration. Dans [22], on a déjà obtenu le résultat analogue à cette proposition.
En effet, grâce au théorème d’interpolation de Marcinkiewicz, il suffit de montrer que
les opérateurs intégraux, TP et TP,, sont de type faible dans Lp(R+, rn−1∗ dr∗) pour tout
1 <p < p(λ0).
En effet, pour tout h ∈ Lp(R+, rn−1∗ dr∗) avec 1 <p < p(λ0), on note :
|h‖p = ‖h‖Lp(R+,rn−1∗ dr∗) =
( +∞∫
0
∣∣h(r∗)∣∣prn−1∗ dr∗
)1/p
;
alors, d’après l’inégalité de Minkowski, on déduit :
∣∣TPh(r)∣∣+ ∣∣TP,h(r)∣∣ =
∣∣∣∣∣
+∞∫
0
KP (r, r∗)h(r∗)rn−1∗ dr∗
∣∣∣∣∣+
∣∣∣∣∣
+∞∫
0
KP,(r, r∗)h(r∗)rn−1∗ dr∗
∣∣∣∣∣

∥∥KP (r, ·)∥∥Lp′ (R+,rn−1∗ dr∗)‖h‖p + ∥∥KP,(r, ·)∥∥Lp′ (R+,rn−1∗ dr∗)‖h‖p.
Mais, par le changement de variable w= r∗/r , on déduit :
∥∥KP (r, ·)∥∥Lp′ (R+,rn−1∗ dr∗) + ∥∥KP,(r, ·)∥∥Lp′ (R+,rn−1∗ dr∗)
= r−n/p
( +∞∫
0
wn−1
∣∣∣∣∣w−(n−1)/2
+∞∫
0
Γ
(
u, | lnw|)P(u)du
∣∣∣∣∣
p′
dw
)1/p′
+ 1
2
r−n/p
( +∞∫
0
wn−1
∣∣∣∣∣w−(n+1)/2∣∣1−w2∣∣
+∞∫
0
Γ∗
(
u, | lnw|)P(u)du
∣∣∣∣∣
p′
dw
)1/p′
.
Or, d’après les inégalités (4.14), (4.15) et (4.18), on déduit que pour C2 > 0 fixé, il
existe une constante C(C2) > 0 telle que pour tout η 0, on a :
1∫
0
Γ (u,η)u−1/2e−C2/u du C
1∫
0
u−3/2e−(η2+4C2)/(4u) du C(C2)e−η
2/4,
1∫
0
Γ∗(u, η)u−1/2e−C2/u du C
1∫
0
u−5/2e−(η2+4C2)/(4u) du C(C2)e−η
2/4.
Donc, en utilisant (4.16) et (4.17), pour tout 1 <p < p(λ0), il vient :
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+∞∫
wn−1
∣∣∣∣w−(n−1)/2
+∞∫
Γ
(
u, | lnw|)P(u)du
∣∣∣∣
p′
dw
0
∣
0
∣
 C
1∫
0
wn−1
(
w−(n−1)/2 exp
(
− ln
2w
4
))p′
dw
+C
+∞∫
1
wn−1
(
w−(n−1)/2w−(
√
α2+λ0+1/2)
)p′
dw
 C∗ +C
+∞∫
1
wn−p′(n/2+
√
α2+λ0)−1 dw
 Cp.
De la même façon, pour tout 1 <p < p(λ0), on a aussi :
+∞∫
0
wn−1
∣∣∣∣∣w−(n+1)/2∣∣1−w2∣∣
+∞∫
0
Γ∗
(
u, | lnw|)P(u)du
∣∣∣∣∣
p′
dw  Cp.
Par conséquent, on obtient :
∣∣TP h(r)∣∣+ ∣∣TP,h(r)∣∣ Cpr−n/p‖h‖p, ∀h ∈Lp(R+, rn−1∗ dr∗), ∀1 <p < p(λ0).
D’après l’estimation précédente, on déduit immédiatement que les opérateure, TP et
TP,, sont de type faible dans Lp(R+, rn−1∗ dr∗) pour tout 1 <p < p(λ0). ✷
5. Preuve de la première partie du Théorème 1.1
Dans cette section, on montre la première partie du Théorème 1.1, la seconde sera
établie au paragraphe suivant.
Rappelons que pour tout f ∈ C∞0 (C(N)) et tout (r, x) ∈C(N), on a :
∣∣∇(−)−1/2f (r, x)∣∣2 = ∣∣∣∣1r ∇N(−)−1/2f
∣∣∣∣
2
(r, x)+
∣∣∣∣ ∂∂r (−)−1/2f
∣∣∣∣
2
(r, x).
Dans la suite, on fixe 0 < δ  1. Pour montrer la première partie du Théorème 1.1, on
commence par établir le :
Théorème 5.1. Sous l’hypothèse du Théorème 1.1. Pour 1 < p < p(n,N) (donné
par (1.2)) fixé, il existe une constante C(p, δ) > 0 telle que :
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∥∥T (δ)1∗ f ∥∥p + ∥∥S(δ)1∗ f ∥∥p C(p, δ)‖f ‖p, ∀f ∈C∞0 (C(N)), (5.1)
où les opérateurs T (δ)1∗ et S
(δ)
1∗ sont définis respectivement par (2.9) et (2.11).
Démonstration. D’après la définition de p(n,N) et le théorème de convexité de Riesz,
en remarquant que p ·(n/2−√α2 + λ(p)) < n pour tout 1 <p < n, il suffit de montrer que
pour p > 1 qui satisfait p · (n/2−√α2 + λ(p)) < n avec λ(p) donné par (1.1), l’inégalité
(5.1) est vraie.
En effet, d’une part, pour tout f ∈ C∞0 (C(N)), d’après les définitions de T (δ)1∗ et T (u,δ)N
ainsi que (2.2) et (2.5), en utilisant l’inégalité de Minkowski, on déduit :
∥∥T (δ)1∗ f ∥∥pp =
+∞∫
0
∫
N
∣∣∣∣∣
+∞∫
0
+∞∫
0
k1(r, r∗, u)
(
T
(u,δ)
N f (r∗, x)
)
rn−1∗ dr∗ du
∣∣∣∣∣
p
rn−1 dr dµN(x)

+∞∫
0
∥∥∥∥k1(r,∗, ·)∣∣T (· ,δ)N f (∗, ,)∣∣∥∥L1(R+×R+,rn−1∗ dr∗ du)∥∥pLp(N,dµN (x))rn−1 dr

+∞∫
0
∥∥k1(r,∗, ·)∥∥T (· ,δ)N f (∗, ,)∥∥pLp(N,dµN (x))∥∥pL1(R+×R+,rn−1∗ dr∗ du)rn−1 dr
 Cp
+∞∫
0
∥∥k1(r,∗, ·)P (·)∥∥f (∗, ,)∥∥Lp(N,dµN (x))∥∥pL1(R+×R+,rn−1∗ dr∗ du)rn−1 dr
(
où P(u)= (u−1 + 1)1/2e−λ(p)ue−Cδ2/u, par (4.13))
 C
+∞∫
0
∥∥f (r∗, ,)∥∥pLp(N,dµN(x∗))rn−1∗ dr∗
(par le choix de p et la Proposition 4.1)
= C‖f ‖pp.
D’autre part, pour tout f ∈ C∞0 (C(N)), d’après les définitions de S(δ)1∗ et S(u,δ)N ainsi
que (2.3), (2.6) et (2.7), en utilisant l’inégalité de Minkowski, on déduit :
∥∥S(δ)1∗ f ∥∥pp
=
+∞∫
0
∫
N
∣∣∣∣∣
+∞∫
0
+∞∫
0
(k21 + k22)(r, r∗, u)
(
S
(u,δ)
N f (r∗, x)
)
rn−1∗ dr∗ du
∣∣∣∣∣
p
rn−1 dr dµN(x)
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 2p
+∞∫ ∥∥∥∥k (r,∗, ·)∣∣S(· ,δ)f (∗, ,)∣∣∥∥ n−1 ∥∥p rn−1 dr
0
21 N L1(R+×R+,r∗ dr∗ du) Lp(N,dµN (x))
+ 2p
+∞∫
0
∥∥∥∥k22(r,∗, ·)∣∣S(· ,δ)N f (∗, ,)∣∣∥∥L1(R+×R+,rn−1∗ dr∗ du)∥∥pLp(N,dµN (x))rn−1 dr
 2p
+∞∫
0
∥∥∥∥n− 12 k1(r,∗, ·)
∥∥S(· ,δ)N f (∗, ,)∥∥Lp(N,dµN(x))
∥∥∥∥
p
L1(R+×R+,rn−1∗ dr∗ du)
rn−1 dr
+ 2p
+∞∫
0
∥∥k22(r,∗, ·)∥∥S(· ,δ)N f (∗, ,)∥∥Lp(N,dµN(x))∥∥pL1(R+×R+,rn−1∗ dr∗ du)rn−1 dr
 Cp
+∞∫
0
∥∥k1(r,∗, ·)Q(·)∥∥f (∗, ,)∥∥Lp(N,dµN(x))∥∥pL1(R+×R+,rn−1∗ dr∗ du)rn−1 dr
+Cp
+∞∫
0
∥∥k22(r,∗, ·)Q(·)∥∥f (∗, ,)∥∥Lp(N,dµN (x))∥∥pL1(R+×R+,rn−1∗ dr∗ du)rn−1 dr
(
où Q(u)= e−Cδ2/ue−λ(p)u, en utilisant (4.12))
 C
+∞∫
0
∥∥f (r∗, ,)∥∥pLp(N,dµN (x))rn−1∗ dr∗ (par le choix de p et la Proposition 4.1)
= C‖f ‖pp. ✷
Du Théorème 5.1, on déduit immédiatement le corollaire suivant :
Corollaire 5.1. Sous l’hypothèse du Théorème 1.1 si les deux opérateurs T (δ)2, et S
(δ)
2, sont
respectivement définis par (2.10) et (2.12). Alors, il existe une constante C(δ) > 0 telle que
∥∥T (δ)2, f ∥∥2 + ∥∥S(δ)2, f ∥∥2  C(δ)‖f ‖2, ∀f ∈C∞0 (C(N)). (5.2)
Démonstration. On rappelle que
∥∥∇(−)−1/2f ∥∥22 =
∥∥∥∥1r ∇N(−)−1/2f
∥∥∥∥
2
2
+
∥∥∥∥ ∂∂r (−)−1/2f
∥∥∥∥
2
2
= ‖f ‖22, ∀f ∈C∞0
(
C(N)
)
.
Donc, d’après (2.13), pour tout f ∈C∞0 (C(N)), on a :
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∥∥T (δ)2, f ∥∥2 =
∥∥∥∥1r ∇N(−)−1/2f − T (δ)1∗ f
∥∥∥∥
2

∥∥∥∥1r ∇N(−)−1/2f
∥∥∥∥
2
+ ∥∥T (δ)1∗ f ∥∥2
 ‖f ‖2 +C∗(δ)‖f ‖2 (par (5.1)).
De la même façon, on a
∥∥S(δ)2, f ∥∥2  C(δ)‖f ‖2, ∀f ∈ C∞0 (C(N)). ✷
Pour terminer la preuve de la première partie du Théorème 1.1, on va démontrer le :
Théorème 5.2. Sous l’hypothèse du Théorème 1.1. Pour tout 1 < p  2 fixé, il existe une
constante C(p, δ) > 0 telle que pour tout y ∈N fixé, on a :
∥∥T (δ)2, f ∥∥p + ∥∥S(δ)2, f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈C∞0 (R+ ×BN (y,2−8δ)).
Supposons le Théorème 5.2 démontré et prouvons la première partie du Théorème 1.1.
Preuve de la première partie du Théorème 1.1. Soit {BN(xj ,2−9δ)}∞j=1 une famille
maximale de boules de rayon 2−9δ, deux à deux disjointes. Alors, {BN(xj ,2−8δ)}∞j=1 est
un recouvrement de N . On choisit une partition de l’unité {hj }∞j=1 telle que
0 hj  1,
+∞∑
j=1
hj ≡ 1 et Supphj ⊂ BN
(
xj ,2−8δ
)
.
Pour tout f ∈C∞0 (C(N)) et tout X = (r, x) ∈ C(N), d’après (2.13), on a :
1
r
∇N(−)−1/2f (r, x)= T (δ)1∗ f (X)+ T (δ)2, f (X)= T (δ)1∗ f (X)+
+∞∑
j=1
T
(δ)
2, (f hj )(X).
Mais, en remarquant que
Supp (f hj )⊂R+ ×BN
(
xj ,2−8δ
)
et Supp
(
T
(δ)
2, (f hj )
)⊂R+ ×BN (xj ,2−1δ),
d’après le Théorème 5.2 et le Lemme 3.1, on déduit que pour tout 1 <p  2 fixé, on a :
∥∥∥∥∥
+∞∑
j=1
T
(δ)
2, (f hj )
∥∥∥∥∥
p
p
 C(p)
+∞∑
j=1
∥∥T (δ)2, (f hj )∥∥pp  C
+∞∑
j=1
‖f hj‖pp
 C∗
∥∥∥∥∥
+∞∑
j=1
f hj
∥∥∥∥∥
p
p
= C∗‖f ‖pp.
H.-Q. Li, N. Lohoué / J. Math. Pures Appl. 82 (2003) 275–312 291
Par conséquent, d’après (5.1), pour tout f ∈ C∞0 (C(N)) et tout 1 <p  2, on a :
∥∥∥∥1r ∇N(−)−1/2f
∥∥∥∥
p

∥∥T (δ)1∗ f ∥∥p +
∥∥∥∥∥
+∞∑
j=1
T
(δ)
2, (f hj )
∥∥∥∥∥
p
 C(p, δ)‖f ‖p.
De la même façon, on a :∥∥∥∥ ∂∂r (−)−1/2f
∥∥∥∥
p
 C(p, δ)‖f ‖p, ∀f ∈C∞0
(
C(N)
)
, ∀1<p  2.
D’où la première partie du Théorème 1.1. ✷
Toute la suite de cette section est consacrée à la démonstration du Théorème 5.2. On
commence par fixer quelques notations :
Soient y ∈ N et 0 < δ  1 fixés. Etant donnés X = (r, x) = (r∗, x∗) =
X∗ ∈R+ ×BN(y,2−1δ), on définit deux fonctions :
G
(y,δ)
, (X,X∗)
déf= ϕ(δ)(x, x∗)G(X,X∗)φ(y,δ)1 (x∗);
H
(y,δ)
, (X,X∗)
déf= ϕ(δ)(x, x∗)H(X,X∗)φ(y,δ)1 (x∗).
D’après les définitions des ϕ(δ) et φ(y,δ)1 (voir (2.8)), on remarque que∣∣G(y,δ), (X,X∗)∣∣+ ∣∣H(y,δ), (X,X∗)∣∣= 0, ∀x /∈BN (y,2−4δ).
On définit les deux opérateurs intégraux T (y,δ)2, et S
(y,δ)
2, comme suit :
T
(y,δ)
2, f (X) =
∫
C(N)
G
(y,δ)
, (X,X∗)f (X∗)dµ(X∗),
S
(y,δ)
2, f (X) =
∫
C(N)
G
(y,δ)
, (X,X∗)f (X∗)dµ(X∗),
pour tout X ∈C(N) et tout f ∈C∞0 (C(N)).
D’après les définitions de T (δ)2, et S
(δ)
2, (voir (2.10) et (2.12)), on remarque que
T
(y,δ)
2, f (r, x)= T (δ)2,
(
fφ
(y,δ)
1
)
(r, x), S
(y,δ)
2, f (r, x)= S(δ)2,
(
fφ
(y,δ)
1
)
(r, x),
pour tout (r, x) ∈ R+ × BN(y,2−1δ) et tout f ∈ C∞0 (C(N)) ; donc, d’après (5.2) et la
définition de la fonction φ(y,δ)1 , on a l’inégalité suivante :∥∥T (y,δ)2, f ∥∥2 + ∥∥S(y,δ)2, f ∥∥2  C(δ)‖f ‖2, ∀f ∈ C∞0 (R+ ×BN (y,2−1δ)). (5.3)
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On note enfinG
(y,δ)
,,1 (X,X∗)
déf= ϕ(δ)(x, x∗)
+∞∫
1
k1(r, r∗, u)∇(x)N pu(x, x∗)duφ(y,δ)1 (x∗), (5.4)
G
(y,δ)
,,2 (X,X∗)
déf= ϕ(δ)(x, x∗)
1∫
0
k1(r, r∗, u)∇(x)N pu(x, x∗)duφ(y,δ)1 (x∗), (5.5)
H
(y,δ)
,,1 (X,X∗)
déf= ϕ(δ)(x, x∗)
+∞∫
1
(k21 + k22)(r, r∗, u)pu(x, x∗)duφ(y,δ)1 (x∗), (5.6)
H
(y,δ)
,,2 (X,X∗)
déf= ϕ(δ)(x, x∗)
1∫
0
(k21 + k22)(r, r∗, u)pu(x, x∗)duφ(y,δ)1 (x∗), (5.7)
où k1, k21, k22 sont respectivement donnés par (2.5), (2.6) et (2.7). On note T (y,δ)2,1
(respectivement T (y,δ)2,2 ) l’opérateur intégral défini par G
(y,δ)
,,1 (respectivement G
(y,δ)
,,2 ),
on note de plus S(y,δ)2,1 (respectivement S
(y,δ)
2,2 ) l’opérateur intégral défini par H
(y,δ)
,,1
(respectivement H(y,δ),,2 ). Et on remarque que pour toute fonction convenable f définie
sur R+ ×BN(y,2−1δ), on a :
T
(y,δ)
2, f = T (y,δ)2,1 f + T (y,δ)2,2 f, S(y,δ)2, f = S(y,δ)2,1 f + S(y,δ)2,2 f. (5.8)
On commence par établir le théorème suivant :
Théorème 5.3. Sous l’hypothèse du Théorème 1.1. Pour tout 1 < p < p(n,N) (donné
par (1.2)), il existe une constante C(p, δ) > 0 telle que pour tout y ∈N , on a :
∥∥T (y,δ)2,1 f ∥∥p + ∥∥S(y,δ)2,1 f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈Lp(R+ ×BN (y,2−1δ)). (5.9)
Démonstration. On remarque que les opérateurs intégraux T1 et S1 dont les noyaux sont
donnés par les formules ci-après sont bornés sur Lp(C(N)) pour tout 1<p < p(n,N),
G1
(
(r, x), (r∗, x∗)
) =
+∞∫
1
∣∣k1(r, r∗, u)∣∣ · ∣∣∇(x)N pu(x, x∗)∣∣du,
H1
(
(r, x), (r∗, x∗)
) =
+∞∫
1
(|k21| + |k22|)(r, r∗, u)pu(x, x∗)du.
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En effet, d’après l’inégalité de Minkowski, (4.12) et la Proposition 4.1, comme dans la√
,preuve du Théorème 5.1, on déduit que pour toutp qui satisfait p · (n/2− α2 + λ(p)) < n
il existe une constante C(p, δ) > 0 telle que pour tout f ∈ C∞0 (C(N)), on a :
‖T1f ‖p  Cp
+∞∫
0
∥∥k1(r,∗, ·)R(·)∥∥f (∗, ,)∥∥Lp(N,dµN (x))∥∥pL1(R+×[1,+∞),rn−1∗ dr∗ du)rn−1 dr
 C(p, δ)‖f ‖p
(
où R(u)= e−λ(p)u),
‖S1f ‖p  Cp
+∞∫
0
∥∥[|k21| + |k22|](r,∗, ·)R(·)
× ∥∥f (∗, ,)∥∥
Lp(N,dµN (x))
∥∥p
L1(R+×[1,+∞),rn−1∗ dr∗ du)r
n−1 dr
 C(p, δ)‖f ‖p
(
avec R(u)= e−λ(p)u).
Par conséquent, d’après les deux inégalités précédentes et les définitions des noyaux
intégraux G(y,δ),,1 et H
(y,δ)
,,1 (voir (5.4) et (5.6)), on obtient le résultat. ✷
D’après le Théorème 5.3, en remarquant (5.8) et (5.3), on obtient immédiatement le
corollaire suivant :
Corollaire 5.2. Sous l’hypothèse du Théorème 1.1 si les deux opérateurs intégraux T (y,δ)2,2
et S(y,δ)2,2 sont respectivement définis par les fonctions G(y,δ),,2 et H(y,δ),,2 (voir (5.5) et (5.7)).
Alors il existe une constante C(δ) > 0 telle que pour tout y ∈N , on a :
∥∥T (y,δ)2,2 f ∥∥2 + ∥∥S(y,δ)2,2 f ∥∥2  C(δ)‖f ‖2, ∀f ∈L2(R+ ×BN (y,2−1δ)). (5.10)
Dans toute la suite, pour y ∈ N fixé, on considère T (y,δ)2,2 et S(y,δ)2,2 comme deux
opérateurs bornés sur L2(R+×BN(y,2−1δ)). On va montrer de plus le théorème suivant :
Théorème 5.4. Sous l’hypothèse du Théorème 1.1. Pour tout 1 < p  2 fixé, il existe une
constante C(p, δ) > 0 telle que pour tout y ∈N , on a :
∥∥T (y,δ)2,2 f ∥∥p + ∥∥S(y,δ)2,2 f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈ Lp(R+ ×BN (y,2−1δ)). (5.11)
Pour montrer le Théorème 5.4, on introduit les notations suivantes :
Etant donné y ∈N , soient (r∗, x∗)=X∗ =X1 = (r1, x1) ∈R+×BN(y,2−1δ) fixés, on
note :
Σ
(y,δ)
(X∗,X1) =
{
(r, x) ∈R+ ×BN
(
y,2−1δ
); |r − r∗| +min(r, r∗)dN(x, x∗)
 1010
[|r1 − r∗| +min(r1, r∗)dN(x1, x∗)]}.
(5.12)
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On veut montrer (5.11) en utilisant l’inégalité (5.10) et la théorie des intégrales singu-
lières de [14]. En effet, (3.1) et (3.2) montrent que pour tout y ∈ N ,
R
+ × BN(y,2−1δ) muni de la distance induite (par d) et de la mesure induite (par dµ)
est un espace homogène au sens de [14] ; il suffit donc de montrer le résultat suivant :
Théorème 5.5. Sous l’hypothèse du Théorème 1.1, il existe une constante C(δ) > 0 telle
que pour tout y ∈N fixé et tout (r∗, x∗)=X∗ =X1 = (r1, x1) ∈R+ ×BN(y,2−1δ),
∫
Σ
(y,δ)
(X∗,X1)
∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣dµ(X)
+
∫
Σ
(y,δ)
(X∗,X1)
∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣dµ(X) C(δ), (5.13)
où G(y,δ),,2 et H
(y,δ)
,,2 sont respectivement définis par (5.5) et (5.7).
Avant de donner la démonstration du Théorème 5.5, on a besoin des notations et des
lemmes :
On note σ0 = 10−3 et ε0 = 2σ0/(1 − 2σ0). Si |r1/r∗ − 1|< σ0, comme dans [22], on
note :
Σ1 = Σ(y,δ)(X∗,X1) ∩
{
(r, x);
∣∣∣∣ rr∗ − 1
∣∣∣∣< ε0
}
,
Σ2 = Σ(y,δ)(X∗,X1) ∩
{
(r, x);
∣∣∣∣ rr∗ − 1
∣∣∣∣ ε0
}
, (5.14)
Σ∗3 =
{
(r, x) ∈R+ ×BN
(
y,2−1δ
); ∣∣∣∣ rr∗ − 1
∣∣∣∣>
∣∣∣∣ r1r∗ − 1
∣∣∣∣+ dN(x1, x∗)
}
, (5.15)
Σ∗4 =
{
(r, x) ∈R+ ×BN
(
y,2−1δ
); dN(x, x∗) >
∣∣∣∣ r1r∗ − 1
∣∣∣∣+ dN(x1, x∗)
}
, (5.16)
Σ3 =
{
r > 0;
∣∣∣∣ rr∗ − 1
∣∣∣∣>
∣∣∣∣ r1r∗ − 1
∣∣∣∣+ dN(x1, x∗)
}
, (5.17)
Σ4 =
{
x ∈N; dN(x, x∗) >
∣∣∣∣ r1r∗ − 1
∣∣∣∣+ dN(x1, x∗)
}
. (5.18)
On remarque :
Σ
(y,δ)
(X∗,X1) =Σ1 ∪Σ2 et Σ1 ⊂Σ∗3 ∪Σ∗4 . (5.19)
Lemme 5.1. Si r, r∗, r1 > 0, alors,
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∣∣∣∣ r1r − 1
∣∣∣∣ σ0 ⇒
∣∣∣∣ rr − 1
∣∣∣∣> 10,
∣∣∣∣ rr − 1
∣∣∣∣> 40, ∀(r, x) ∈Σ; (5.20)∗ 1 ∗∣∣∣∣ r1r∗ − 1
∣∣∣∣< σ0,
∣∣∣∣ rr∗ − 1
∣∣∣∣ ε0 ⇒
∣∣∣∣ rr1 − 1
∣∣∣∣ ε04 . (5.21)
Démonstration. Voir le Lemme 3.6.1 et les inégalités (3.6.23) et (3.6.24) de [22]. ✷
Lemme 5.2. Soient Γ (u,η) et Γ∗(u, η) respectivement définis par (2.1) et (2.4). Si
|r1/r∗ − 1|< σ0, pour tout (r, x) ∈Σ1 (défini par (5.14)), il existe des constantes positives
telles que :
∣∣∣∣Γ
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
− Γ
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∣∣∣∣e−d2N(x,x∗)/(8u)
 C1
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
2)(∣∣∣∣ r1r∗ − 1
∣∣+ ∣∣∣∣ rr∗ − 1
∣∣∣∣
)
u−2
× e−(|r/r∗−1|2+d2N(x,x∗))/(Cu), (5.22)∣∣∣∣Γ∗
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
− Γ∗
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∣∣∣∣e−d2N(x,x∗)/(8u)
 C1
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
2)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
u−3
× e−(|r/r∗−1|2+d2N(x,x∗))/(Cu). (5.23)
De plus, pour tout x, ∈ BN(x∗,2dN(x∗, x1)), il existe des constantes positives telles
que :
Γ
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
e−d2N (x,x,)/(8u)  C1u−1e−(|r/r∗−1|
2+d2N(x,x∗))/(Cu), (5.24)
Γ∗
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
e−d2N (x,x,)/(8u)  C1u−2e−(|r/r∗−1|
2+d2N(x,x∗))/(Cu). (5.25)
Démonstration. Les résultats de ce lemme sont tirés de [22]. Par exemple, (5.22) est
donné par le Lemme 3.6.8 de [22] ; dans la démonstration du Lemme 3.6.16 de [22], on
peut trouver (5.23). ✷
Lemme 5.3. Il existe une constante C > 0 telle que pour tout (s, y) ∈C(N), on a :
∫
C(N)
[(
1
r
+ 1
s
)
(rs)−(n−1)/2
1∫
0
Γ
(
u,
∣∣∣∣ln rs
∣∣∣∣
)
pu(x, y)du
]
dµ(r, x) C. (5.26)
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De plus, pour tout ω > 0 fixé, il existe une constante C(ω) > 0 telle que pour tout
(s, y) ∈ C(N), on a :
∫ ∫
|r/s−1|>ω
(rs)−(n−1)/2
[
1
2s
∣∣∣∣1− s2r2
∣∣∣∣+ 12r
∣∣∣∣1− r2s2
∣∣∣∣
]
×
1∫
0
Γ∗
(
u,
∣∣∣∣ln rs
∣∣∣∣
)
pu(x, y)dudµ(r, x) C(ω).
Démonstration. Les deux estimations précédentes sont respectivement données dans la
Remarque 3.6.2 (p. 177) et le Lemme 3.6.14 de [22]. ✷
Lemme 5.4. Soit t > 0, alors
|t − 1| ω > 0 ⇒ | ln t| ω
1+ω, ∀ω > 0. (5.27)
Démonstration. Voir le Lemme 3.3.4 de [22]. ✷
Lemme 5.5. Pour ω > 0 fixé, il existe C(ω) > 0 telle que pour tout (s, y) ∈C(N), on a :
∫ ∫
|r/s−1|>ω
(
1
r
+ 1
s
)
· (rs)−(n−1)/2
∣∣∣∣∣
1∫
0
Γ
(
u,
∣∣∣∣ln rs
∣∣∣∣
)
∇(x)N pu(x, y)du
∣∣∣∣∣dµ(r, x) C(ω).
Démonstration. En effet, on a :
∫ ∫
|r/s−1|>ω
(
1
r
+ 1
s
)
· (rs)−(n−1)/2
∣∣∣∣∣
1∫
0
Γ
(
u,
∣∣∣∣ln rs
∣∣∣∣
)
∇(x)N pu(x, y)du
∣∣∣∣∣dµ(r, x)

∫
|r/s−1|>ω
rn−1
(
1
r
+ 1
s
)
· (rs)−(n−1)/2
×
1∫
0
Γ
(
u,
∣∣∣∣ln rs
∣∣∣∣
)∥∥∣∣∇(·)N pu(· , y)∣∣∥∥L1(N,dµN (x)) dr
 C
∫
|r/s−1|>ω
(
r
s
)(n−1)/2(
1+ s
r
)
·
( 1∫
0
Γ
(
u,
∣∣∣∣ln rs
∣∣∣∣
)
u−1/2 du
)
d
(
r
s
)
(par (4.9))
= C
∫
|w−1|>ω, w>0
w(n−1)/2
(
1+ω−1)
( 1∫
0
Γ
(
u, | lnw|)u−1/2 du
)
dw
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 C
∫
w(n−1)/2
(
1+ω−1)e−ln2 w/(4u)|w−1|>ω, w>0
×
(
1+ 1| lnw|
)
dw (par le Lemme 4.6)
 C ·
(
1+ 1+ω
ω
) +∞∫
0
w(n−1)/2
(
1+ω−1)e−ln2 w/(4u) dw (d’après (5.27))
 C(ω). ✷
Démonstration du Théorème 5.5. On va démontrer ce théorème en redéveloppant les
démarches qu’on a utilisées dans [22].
En effet, si |r1/r∗ − 1|  σ0, alors (5.20) ainsi que les Lemmes 5.3 et 5.5 entraînent
l’inégalité (5.13).
Si |r1/r∗ − 1|< σ0, on remarque que :
∫
Σ
(y,δ)
(X∗,X1)
[∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣+ ∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣]dµ(X)
=
∫
Σ1
[∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣+ ∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣]dµ(X)
+
∫
Σ2
[∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣+ ∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣]dµ(X).
Les Lemmes 5.3 et 5.5 ainsi que (5.21) montrent que :
∫
Σ2
[∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣+ ∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣]dµ(X) C(ε0).
Par conséquent, pour prouver le Théorème 5.5, il nous reste à montrer que pour
|r1/r∗ − 1|< σ0, on a :
∫
Σ1
[∣∣G(y,δ),,2 (X,X∗)−G(y,δ),,2 (X,X1)∣∣+ ∣∣H(y,δ),,2 (X,X∗)−H(y,δ),,2 (X,X1)∣∣]dµ(X)
 C(ε0, δ).
On va montrer l’inégalité précédente en 6 étapes.
298 H.-Q. Li, N. Lohoué / J. Math. Pures Appl. 82 (2003) 275–312
(1) On remarque :
∣∣G(y,δ),,2 ((r, x), (r1, x1))−G(y,δ),,2 ((r, x), (r∗, x∗))∣∣
 1
r
(rr1)
−(n−1)/2
∣∣∣∣∣
1∫
0
Γ (u,η1)∇(x)N
(
pu(x, x1)− pu(x, x∗)
)
du
∣∣∣∣∣φ(y,δ)1 (x1)ϕ(δ)(x, x1)
+ 1
r
(rr1)
−(n−1)/2
∣∣∣∣∣
1∫
0
(
Γ (u,η1)− Γ (u,η∗)
)∇(x)N pu(x, x∗)du
∣∣∣∣∣φ(y,δ)1 (x1)ϕ(δ)(x, x1)
+ 1
r
r−(n−1)/2
∣∣∣∣∣ (r−(n−1)/21 − r−(n−1)/2∗ )
1∫
0
Γ (u,η∗)∇(x)N pu(x, x∗)du
∣∣∣∣∣
× φ(y,δ)1 (x1)ϕ(δ)(x, x1)
+ 1
r
(rr∗)−(n−1)/2
∣∣∣∣∣(φ(y,δ)1 (x1)− φ(y,δ)1 (x∗))
1∫
0
Γ (u,η∗)∇(x)N pu(x, x∗)du
∣∣∣∣∣ϕ(δ)(x, x1)
+ 1
r
(rr∗)−(n−1)/2
∣∣∣∣∣(ϕ(δ)(x, x1)− ϕ(δ)(x, x∗))φ(y,δ)1 (x∗)
1∫
0
Γ (u,η∗)∇(x)N pu(x, x∗)du
∣∣∣∣∣
=M1 +M2 +M3 +M4 +M5
et
∣∣H(y,δ),,2 ((r, x), (r1, x1))−H(y,δ),,2 ((r, x), (r∗, x∗))∣∣

1∫
0
(∣∣k21(r, r∗, u)∣∣pu(x, x∗)+ ∣∣k21(r, r1, u)∣∣pu(x, x1))du
+
∣∣∣∣∣ r
2 − r21
2r
(rr1)
−(n−1)/2−1
1∫
0
Γ∗(u, η1)
(
pu(x, x1)− pu(x, x∗)
)
du
∣∣∣∣∣
× φ(y,δ)1 (x1)ϕ(δ)(x, x1)
+
∣∣∣∣∣ r
2 − r21
2r
(rr1)
−(n−1)/2−1
1∫
0
(
Γ∗(u, η1)− Γ (u,η∗)
)
pu(x, x∗)du
∣∣∣∣∣
× φ(y,δ)1 (x1)ϕ(δ)(x, x1)
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+
∣∣∣∣ r2 − r21
∣∣∣∣r−(n−1)/2−1∣∣r−(n−1)/2−11 − r−(n−1)/2−1∗ ∣∣2r
×
1∫
0
Γ∗(u, η∗)pu(x, x∗)duφ(y,δ)1 (x1)ϕ
(δ)(x, x1)
+
∣∣∣∣ r21 − r2∗2r
∣∣∣∣(rr∗)−(n−1)/2−1
1∫
0
Γ∗(u, η∗)pu(x, x∗)duφ(y,δ)1 (x1)ϕ
(δ)(x, x1)
+ ∣∣φ(y,δ)1 (x1)− φ(y,δ)1 (x∗)∣∣ϕ(δ)(x, x1) 12r∗
∣∣∣∣1− r2∗r2
∣∣∣∣(rr∗)−(n−1)/2
×
1∫
0
Γ∗(u, η∗)pu(x, x∗)du
+ ∣∣ϕ(δ)(x, x1)− ϕ(δ)(x, x∗)∣∣φ(y,δ)1 (x∗) 12r∗
∣∣∣∣1− r2∗r2
∣∣∣∣(rr∗)−(n−1)/2
×
1∫
0
Γ∗(u, η∗)pu(x, x∗)du
=
1∫
0
(∣∣k21(r, r∗, u)∣∣pu(x, x∗)+ ∣∣k21(r, r1, u)∣∣pu(x, x1))du
+X(,)1,1 +X(,)1,2 +X(,)1,3 +X(,)1,4 +X(,)1,5 +X(,)1,6.
(2) D’après (5.19), on a l’inégalité :∫
Σ1
M5 dµ(r, x)
∫
Σ∗3
M5 dµ(r, x)+
∫
Σ∗4
M5 dµ(r, x).
Par ailleurs, (2.8) et (4.9) ainsi que les définitions de Σ∗3 (voir (5.15)) et Σ3 (voir (5.17))
donnent :∫
Σ∗3
M5 dµ(r, x)
 Cδ−1dN(x1, x∗)
∫
Σ∗3
1
r
(rr∗)−(n−1)/2
1∫
0
Γ
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∣∣∇(x)N pu(x, x∗)∣∣dudµ(r, x)
 C(δ)dN(x1, x∗)
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∫ (
r
)(n−1)/2−1 1∫ ( ∣∣∣ r ∣∣∣)∫ ∣∣ (x) ∣∣ ( r )×
Σ3
r∗
0
Γ u, ∣ln r∗ ∣
N
∇N pu(x, x∗) dµN(x)dud r∗
 C(δ)dN(x1, x∗)
∫
|w−1|>|r1/r∗−1|+dN(x1,x∗)
w(n−1)/2−1
1∫
0
Γ
(
u, | lnw|)u−1/2 dudw
 C∗(δ)dN(x1, x∗)
×
{ ∫
|w−1|>|r1/r∗−1|+dN(x1,x∗)
w(n−1)/2−1e−(ln2 w)/4
(
1+ 1| lnw|
)
dw
}
(par le Lemme 4.6)
 C(δ)dN(x1, x∗)|r1/r∗ − 1| + dN(x1, x∗)
[
1+ 2 ·
[∣∣∣∣ r1r∗ − 1
∣∣∣∣+ dN(x1, x∗)
]]
×
+∞∫
0
w(n−1)/2−1e−(ln2 w)/4 dw (par (5.27))
 C∗(δ),
car |r1/r∗ − 1|< σ0 = 10−3 et dN(x1, x∗) < δ  1.
De plus, d’après (2.8), (4.9) et les définitions de Σ∗4 (voir (5.16)) et Σ4 (voir (5.18)),
on a :
∫
Σ∗4
M5 dµ(r, x)
 Cδ−1dN(x1, x∗)
∫
Σ∗4
1
r
(rr∗)−(n−1)/2
1∫
0
Γ
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∣∣∇(x)N pu(x, x∗)∣∣dudµ(r, x)
 C∗(δ)dN(x1, x∗)
×
∫ (
r
r∗
)(n−1)/2−1 1∫
0
Γ
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∫
Σ4
∣∣∇(x)N pu(x, x∗)∣∣dµN(x)dud
(
r
r∗
)
 C(δ)dN(x1, x∗)
+∞∫
0
w(n−1)/2−1
1∫
0
Γ
(
u, | lnw|)u−1/2e−[|r1/r∗−1|+dN(x1,x∗)]2/(Cu) dudw
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 C (δ)d (x , x )
+∞∫
w(n−1)/2−1e−(ln2 w)/4 ·
[
1+ 1
]
dw∗ N 1 ∗
0
|r1/r∗ − 1| + dN(x1, x∗)
(par le Lemme 4.6)
 C(δ).
On a donc montré que
∫
Σ1
M5 dµ(r, x) C(δ).
De la même façon, on peut montrer que :
∫
Σ1
(M3 +M4)dµ(r, x) C(δ).
(3) Quand |r1/r∗ − 1| < σ0 = 10−3, pour tout (r, x) ∈ Σ1, d’après le théorème des
accroissement finis et (4.4), on a :
M1 = 1
r
(rr1)
−(n−1)/2
∣∣∣∣∣
1∫
0
Γ
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
∇(x)N
(
pu(x, x1)− pu(x, x∗)
)
du
∣∣∣∣∣
× φ(y,δ)1 (x1)ϕ(δ)(x, x1)
 CdN(x∗, x1)
1
r
(rr∗)−(n−1)/2
1∫
0
Γ
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)(
1
u
1
Vx(
√
u)
e−d2N(x,x,)/(8u)
)
du,
(
parce que |r1/r∗ − 1|< σ0  1, où x, ∈ BN
(
x∗,2dN(x∗, x1)
))
 C∗dN(x∗, x1)
r−(n−1)
r∗
1∫
0
u−1e−(|r/r∗−1|2+d2N (x,x∗))/(Cu) 1
uVx(
√
u)
du,
(
parce que |r/r∗ − 1|< ε0  1 pour (r, x) ∈Σ1 et (5.24)
)
 C∗dN(x∗, x1)
r−(n−1)
r∗
1∫
0
u−1e−(|r/r∗−1|2+d2N (x,x∗))/(C ′u)
1
uVx∗(
√
u)
du,
grâce à l’inégalité (4.11) en remarquant que dN(x∗, x) < δ  1.
D’autre part, d’après (4.3), |r1/r∗ − 1|< σ0  1 et |r/r∗ − 1|< ε0  1, on a :
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1 −(n−1)/2
∣∣∣ 1∫ ( ) (x) ∣∣∣ (y,δ) (δ)M2 =
r
(rr1) ∣∣
0
Γ (u,η1)− Γ (u,η∗) ∇N pu(x, x∗)du∣∣φ1 (x1)ϕ (x, x1)
 C r
−(n−1)
r∗
1∫
0
∣∣Γ (u,η1)−Γ (u,η∗)∣∣ · 1√
uVx∗(
√
u)
e−d2N(x,x∗)/(8u) du
 C ·
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
2)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
× r
−(n−1)
r∗
1∫
0
u−2e−(|r/r∗−1|2+d2N(x,x∗))/(Cu)
1√
uVx∗(
√
u)
du,
grâce à (5.22).
Or, par (5.19), on a :∫
Σ1
M2 dµ(r, x)
∫
Σ∗3
M2 dµ(r, x)+
∫
Σ∗4
M2 dµ(r, x).
Mais, d’après (4.6) et (4.18), d’une part, on a :
∫
Σ∗3
M2 dµ(r, x)
 C
∫
|r/r∗−1|>|r1/r∗−1|+dN (x∗,x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
2)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
×
1∫
0
u−5/2e−|r/r∗−1|2/(Cu)
∫
N
e−d2N(x,x∗)/(Cu) 1
Vx∗(
√
u)
dµN(x)dud
(
r
r∗
)
 C∗
∫
w>|r1/r∗−1|
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
) 1∫
0
u−5/2e−w2/(Cu) dudw
 C
∫
w>|r1/r∗−1|
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1
w3
)
e−w2/C dw
 C′
( 1∫
|r1/r∗−1|
|r1/r∗ − 1| +w2
w2
dw+
+∞∫
1
w3e−w2/C dw
)
(
car |r1/r∗ − 1|< σ0 < 1
)
 C∗.
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D’autre part,∫
Σ∗4
M2 dµ(r, x)
 C
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+ |h− 1|2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+ |h− 1|
)
×
1∫
0
u−5/2e−|h−1|2/(Cu)
∫
dN(x,x∗)>|r1/r∗−1|
e−d2N(x,x∗)/(Cu)
1
Vx∗(
√
u)
dµN(x)dudh
 C∗
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
) 1∫
0
u−5/2e−(w2+|r1/r∗−1|2)/(C ′u) dudw
 C∗
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1[w2 + |r1/r∗ − 1|2]3/2
)
e−w2/C ′ dw
 C
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w2
)(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1[w+ |r1/r∗ − 1|]3
)
e−w2/C ′ dw
 C∗
( 1∫
0
|r1/r∗ − 1| +w2
[w+ |r1/r∗ − 1|]2 dw+
+∞∫
1
w3e−w2/C ′ dw
) (
car |r1/r∗ − 1|< σ0 < 1
)
 C∗.
On a donc montré que :
∫
Σ1
M2 dµ(r, x)C.
De la même façon, on peut montrer :
∫
Σ1
M1 dµ(r, x)C.
(4) Quand |r1/r∗ − 1| < σ0 = 10−3, pour tout (r, x) ∈ Σ1, d’une part, d’après le
théorème des accroissement finis, (4.3) et (5.25), on a :
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(,)
∣∣∣ r2 − r21 −(n−1)/2−1 1∫ ( ) ∣∣∣X1,1 = ∣∣ 2r (rr1)
0
Γ∗(u, η1) pu(x, x1)− pu(x, x∗) du∣∣
 CdN(x∗, x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
r−(n−1)
r∗
×
1∫
0
Γ∗
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
1√
uVx(
√
u)
e−d2N (x,x,)/(8u) du
(
où x, ∈BN
(
x∗,2dN(x∗, x1)
))
 C∗dN(x∗, x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
r−(n−1)
r∗
×
1∫
0
u−5/2e−(|r/r∗−1|2+d2N (x,x∗))/(Cu) 1
Vx(
√
u)
du
 CdN(x∗, x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
r−(n−1)
r∗
×
1∫
0
u−5/2e−(|r/r∗−1|2+d2N (x,x∗))/(C ′u) 1
Vx∗(
√
u)
du,
grâce à l’inégalité (4.11) en remarquant que dN(x∗, x) < δ  1.
D’autre part, (4.1) et (5.23) donnent :
X
(,)
1,2 =
∣∣∣∣∣ r
2 − r21
2r
(rr1)
−(n−1)/2−1
1∫
0
(
Γ∗(u, η1)− Γ∗(u, η∗)
)
pu(x, x∗)du
∣∣∣∣∣
 C ·
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
r−(n−1)
r∗
×
1∫
0
∣∣∣∣Γ∗
(
u,
∣∣∣∣ln rr1
∣∣∣∣
)
− Γ∗
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∣∣∣∣e−d
2
N(x,x∗)/(8u)
Vx∗(
√
u)
du
 C∗
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)2(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
2)
r−(n−1)
r∗
×
1∫
0
u−3
Vx∗(
√
u)
e−(|r/r∗−1|2+d2N(x,x∗))/(Cu) du.
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Et, d’après (5.19),∫
Σ1
X
(,)
1,1 dµ(r, x)
∫
Σ∗3
X
(,)
1,1 dµ(r, x)+
∫
Σ∗4
X
(,)
1,1 dµ(r, x).
Comme dN(x∗, x1) < δ  1, (4.6) et (4.18) montre que :∫
Σ∗3
X
(,)
1,1 dµ(r, x)
C∗dN(x∗, x1)
∫
Σ3
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+
∣∣∣∣ rr∗ − 1
∣∣∣∣
)
×
1∫
0
e−|r/r∗−1|2/(C ′u)
u5/2
∫
N
e−d2N(x,x∗)/(C ′u)
Vx∗(
√
u)
dµN(x)dud
(
r
r∗
)
CdN(x∗, x1)
∫
w>|r1/r∗−1|+dN(x∗,x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
) 1∫
0
u−5/2e−w2/(C ′u) dudw
C∗dN(x∗, x1)
∫
w>|r1/r∗−1|+dN(x∗,x1)
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1
w3
)
e−w2/C dw
C′dN(x∗, x1)
( 2∫
|r1/r∗−1|+dN (x∗,x1)
1
w2
dw+
+∞∫
2
we−w2/C ′ dw
)
(
car |r1/r∗ − 1|< σ0 < 1
)
C∗.
Par ailleurs :∫
Σ∗4
X
(,)
1,1 dµ(r, x)
 C · dN(x∗, x1)
×
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+ |h− 1|
) 1∫
0
u−5/2e−|h−1|2/(C ′u)
∫
Σ4
e−d2N(x,x∗)/(C ′u)
Vx∗(
√
u)
dµN(x)dudh
 C∗ · dN(x∗, x1)
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
) 1∫
0
u−5/2e−(w2+[|r1/r∗−1|+dN(x∗,x1)]2)/(Cu) dudw
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 C∗ · dN(x∗, x1)×
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1{w2 + [|r1/r∗ − 1| + dN(x∗, x1)]2}3/2
)
e−w2/C dw
 C · dN(x∗, x1)
×
+∞∫
0
(∣∣∣∣ r1r∗ − 1
∣∣∣∣+w
)(
1+ 1[w+ |r1/r∗ − 1| + dN(x∗, x1)]3
)
e−w2/C dw
 C′ · dN(x∗, x1)
( 1∫
0
1
[w+ |r1/r∗ − 1| + dN(x∗, x1)]2 dw+
+∞∫
1
we−w2/C ′ dw
)
(
parce que |r1/r∗ − 1|< σ0 < 1
)
 C∗.
On a donc montré que :
∫
Σ1
X
(,)
1,1 dµ(r, x) C.
De la même façon, on a :
∫
Σ1
X
(,)
1,2 dµ(r, x) C.
(5) On remarque que quand |r1/r∗ − 1|< σ0 = 10−3, pour tout (r, x) ∈Σ1, on a :
X
(,)
1,3  C ·
∣∣∣∣ r1r∗ − 1
∣∣∣∣ ·
(∣∣∣∣ rr∗ − 1
∣∣∣∣+
∣∣∣∣ r1r∗ − 1
∣∣∣∣
)
· r
−(n−1)
r∗
1∫
0
Γ∗(u, η∗)pu(x, x∗)du;
donc,
∫
Σ1
X
(,)
1,3 dµ(r, x)

∫
Σ∗3
X
(,)
1,3 dµ(r, x)+
∫
Σ∗4
X
(,)
1,3 dµ(r, x)
 C ·
∣∣∣∣ r1r∗ − 1
∣∣∣∣
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∫ (∣∣∣ r ∣∣∣ ∣∣∣ r1 ∣∣∣) 1∫ ( ∣∣∣ r ∣∣∣)∫ ( r )×
Σ3
∣ r∗ − 1∣+ ∣ r∗ − 1∣
0
Γ∗ u, ∣ln r∗ ∣
N
pu(x, x∗)dµN(x)dud
r∗
+C ·
∣∣∣∣ r1r∗ − 1
∣∣∣∣
×
∫ (∣∣∣∣ rr∗ − 1
∣∣∣∣+
∣∣∣∣ r1r∗ − 1
∣∣∣∣
) 1∫
0
Γ∗
(
u,
∣∣∣∣ln rr∗
∣∣∣∣
)∫
Σ4
pu(x, x∗)dµN(x)dud
(
r
r∗
)
 C∗ ·
∣∣∣∣ r1r∗ − 1
∣∣∣∣
∫
|w−1|>|r1/r∗−1|+dN(x∗,x1)
(
|w− 1| +
∣∣∣∣ r1r∗ − 1
∣∣∣∣
) 1∫
0
Γ∗
(
u, | lnw|)dudw
+C∗ ·
∣∣∣∣ r1r∗ − 1
∣∣∣∣
×
+∞∫
0
(
|w− 1| +
∣∣∣∣ r1r∗ − 1
∣∣∣∣
) 1∫
0
Γ∗
(
u, | lnw|)e−[|r1/r∗−1|+dN (x1,x∗)]2/(C ′u) dudw
 C,
en utlisant le Lemme 4.6.
De la même façon, on a :
∫
Σ1
(
X
(,)
1,4 +X(,)1,5 +X(,)1,6
)
dµ(r, x) C(δ).
(6) Enfin, la définition de k21(r, r∗, u) (voir (2.6)) et (5.26) donnent :
∫
Σ1
{ 1∫
0
(∣∣k21(r, r∗, u)∣∣pu(x, x∗)+ ∣∣k21(r, r1, u)∣∣pu(x, x1))du
}
dµ(r, x) C. ✷
Preuve du Théorème 5.2. Tout d’abord, d’après le Théorème 5.3, (5.11) et (5.8), on en
déduit que :
∥∥T (y,δ)2, f ∥∥p + ∥∥S(y,δ)2, f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈ Lp(R+ ×BN (y,2−1δ)), ∀y ∈N.
Mais, on remarque que : soit y ∈N fixé ; alors, pour tout f ∈C∞0 (R+ ×BN(y,2−8δ)),
on a :
T
(y,δ)
2, f = T (δ)2, f, S(y,δ)2, f = S(δ)2, f. ✷
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6. Démonstration du Théorème 1.2Dans cette section, on prouve le Théorème 1.2, ainsi que la seconde partie du
Théorème 1.1. Tout d’abord, d’après la preuve du Théorème 5.2 et celle de la première
partie du Théorème 1.1, grâce aux (2.13), (2.14), (5.1), (5.8) et (5.9), pour démontrer le
Théorème 1.2 et la deuxième partie du Théorème 1.1, il nous reste à montrer qu’il existe
un certain 0 < δ  1 tel que pour tout 2 p < p(n,N) fixé, on peut trouver C(p, δ) > 0
telle que :
∥∥T (y,δ)2,2 f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈Lp(R+ ×BN (y,2−1δ)), ∀y ∈N, (6.1)
sous l’hypothèse du Théorème 1.2, et
∥∥S(y,δ)2,2 f ∥∥p  C(p, δ)‖f ‖p, ∀f ∈ Lp(R+ ×BN (y,2−1δ)), ∀y ∈N,
sous l’hypothèse du Théorème 1.1.
On commence par montrer (6.1) :
Sous l’hypothèse du Théorème 1.2, puisque N est à géométrie C1 bornée, d’après
le théorème de [34] (pour les résultats correspondants, voir aussi le Théorème 3. et le
Lemme 4. de [28] ou le résultat de [6]), on déduit qu’il existe des constantes 0 < r, < 2−2r0
et µ> 1, où r0 est le rayon d’injectivité de N , telles que pour tout o ∈N et tout 0 < r  r,,
si gij sont les tenseurs métriques par rapport à un système de coordonnées géodésiques
x1, . . . , xn−1 au point o, on a :
µ−1‖ξ‖2 
n−1∑
i,j=1
gij (x)ξiξj µ‖ξ‖2 et
∣∣gij (x)∣∣ µ, ∀x ∈BN(o, r), où (gij )= (gij )−1. (6.2)
Dans la suite, on note δ =min(1, r,).
On va montrer que T (y,δ)(2,2) est borné dansL
p(R+×BN(y,2−1δ)) pour tout 2 p <+∞
avec la norme qui ne dépend pas de y ∈N .
D’abord, on rappelle que T (y,δ)2,2 est borné dans L
2(R+ ×BN(y,2−1δ)), voir (5.10).
Ensuite, on fixe un système de coordonnées géodésiques x1, . . . , xn−1 au point y
dans la boule géodésique BN(y, δ) (on remarque que δ < 2−2r0, où r0 est le rayon
d’injectivité de N ). Alors, d’après (6.2), on déduit que pour tout h ∈ C∞(BN (y, δ)) et
tout x ∈ BN(y, δ), on a :
µ−1
n−1∑
i=1
(
∂
∂xi
h(x)
)2
 |∇Nh|2(x) µ
n−1∑
i=1
(
∂
∂xi
h(x)
)2
, (6.3)
où la constante µ provient de (6.2).
Pour y ∈N fixé, définissons les opératurs intégraux, T (y,δ),, et T (y,δ),,1 , de noyau intégraux
donnés par,
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(x)
[
(δ)
1∫ ]
(y,δ)∇N ϕ (x, x∗)
0
k1(r, r∗, u)pu(x, x∗)du φ1 (x∗),
[∇(x)N ϕ(δ)(x, x∗)]
1∫
0
k1(r, r∗, u)pu(x, x∗)duφ(y,δ)1 (x∗),
où ϕ(δ)(x, x∗) et φ(y,δ)1 (x∗) sont donnés par (2.8), k1(r, r∗, u) est donné par (2.5).
Par la définition de T (y,δ)2,2 , on a :
T
(y,δ)
2,2 = T (y,δ),, − T (y,δ),,1 .
Et (5.26) montre que T (y,δ),,1 est borné dans Lp pour tout 1 p +∞ avec une norme
qui ne dépend pas de y ∈ N . Puisque T (y,δ)2,2 est borné dans L2(R+ × BN(y,2−1δ)), il
en est de même pour T (y,δ),, . Il nous reste à montrer que T
(y,δ)
,, est borné dans Lp pour
tout 2 < p <+∞ avec une norme qui ne dépend pas de y ∈ N . On utilisera les notations
suivantes : pour y ∈N fixé, pour tout 1 j  n− 1 et tout x, x∗ ∈ BN(y,2−1δ), on note :
gj
(
(r, x), (r∗, x∗)
) déf=
1∫
0
k1(r, r∗, u)
∂[ϕ(δ)(x, x∗)pu(x, x∗)]
∂xj
duφ(y,δ)1 (x∗).
On définit Tj pour 1 j  n− 1 comme suit : pour tout f ∈ C∞0 (R+ ×BN(y,2−1δ))
et tout (r, x) ∈R+ ×BN(y,2−1δ), on note :
Tjf (r, x)
déf=
∫
R+×BN (y,2−1δ)
gj
(
(r, x), (r∗, x∗)
)
f (r∗, x∗)dµ(r∗, x∗).
Alors, la définition de T (y,δ),, et (6.3) montrent que :
µ−1
n−1∑
j=1
|Tjf |2 
∣∣T (y,δ),, f ∣∣2  µn−1∑
j=1
|Tjf |2.
Soit T ∗j l’adjoint formel de Tj , pour montrer que T (y,δ),, est borné dans Lp pour tout
2 <p <+∞, il suffit de montrer que les T ∗j (1 j  n−1) sont bornés dansLp
′ pour tout
1 < p′ < 2. Puisque T (y,δ),, est borné dans L2, il en est de même pour T ∗j (1 j  n− 1).
Donc, la théorie des intégrales singulières de [14] dit que les T ∗j (1  j  n − 1) seront
bornés dans Lp′ pour tout 1 <p′ < 2 si on montre le résultat suivant :
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Théorème 6.1. Sous l’hypothèse du Théorème 1.2. Il existe une constante C(δ) > 0 telle
+ −1que pour tout y ∈ N fixé, pour tout (r∗, x∗) = X∗ = X1 = (r1, x1) ∈ R × BN(y,2 δ),
on ait : ∫
Σ
(y,δ)
(X∗,X1)
∣∣gj (X∗,X)− gj (X1,X)∣∣dµ(X) C(δ), ∀1 j  n− 1,
où Σ(y,δ)(X∗,X1) est donné par (5.12).
Démonstration. Il y a deux façons de montrer ce théorème. L’une est analogue à celle
du Théorème 5.5. L’autre est analogue à celle du Théorème 4.3 (ou du Théorème 4.4)
de [22]. ✷
Enfin, on donne la preuve de la seconde partie du Théorème 1.1. En effet, la
démonstration est analogue à la précédente, on fixe un 0 < δ  1, on montre que S(y,δ)2,2
est borné dans Lp pour tout 2 p <+∞ en montrant que son adjoint est borné dans Lp′
pour tout 1 <p′  2 avec une norme qui ne dépend pas de y ∈N . En effet, comme dans la
preuve du Théorème 5.5, on peut montrer le résultat suivant :
Théorème 6.2. Sous l’hypothèse du Théorème 1.1. Il existe une constante C(δ) > 0 telle
que pour tout y ∈N fixé, alors, pour tout
(r∗, x∗)=X∗ =X1 = (r1, x1) ∈R+ ×BN
(
y,2−1δ
)
,
on a : ∫
Σ
(y,δ)
(X∗,X1)
∣∣H(y,δ),,2 (X∗,X)−H(y,δ),,2 (X1,X)∣∣dµ(X) C(δ).
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