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1 THEORETISCHER TEIL 
1.1 Einleitung und Problemstellung 
Laut WHO (1946) ist „Gesundheit […] ein Zustand vollkommenen körperlichen, geistigen 
und sozialen Wohlbefindens und nicht die bloße Abwesenheit von Krankheit oder Gebre-
chen.“ Auch wenn unterschiedliche Aspekte dieser Definition zu hinterfragen sind, weist sie 
Gesundheit als ein Konstrukt aus, welches die bio-psycho-soziale Integrität des Menschen 
berücksichtigt.  
Prävention muss diese Mehrdimensionalität beachten und alle Lebenswelten1 erreichen. Ins-
besondere vor dem Hintergrund des demografischen Wandels mit einer immer älter werden-
den Bevölkerung und einem höheren Renteneintrittsalter, mit vermehrt psychischen Belastun-
gen der Beschäftigten verbunden mit einer oft bewegungsarmen Arbeits- und Freizeitgestal-
tung gibt es keine Alternative für primäre Präventionsstrategien. Dabei setzen ganzheitliche, 
präventive Ansätze zur Gesundheitsförderung voraus, dass individuelle Belastungen, Beans-
pruchungen und Beanspruchungsfolgen in den verschiedenen Lebenswelten ermittelt werden. 
Beispielsweise gelingen Technikfolgeabschätzungen und die Gestaltung moderner, mensch-
gerechter Arbeitsplätze nur, wenn Art und Intensität physischer und psychischer Beanspru-
chungen im realen bzw. möglichst realitätsnahen Setting ermittelt werden können. Aber auch 
individuelle Trainingsprogramme sollten im Bedarfsfalle mit Hilfe physiologischer Kenngrö-
ßen gesteuert und evaluiert werden. Um diesen und vergleichbaren Anforderungen gerecht zu 
werden, braucht präventivmedizinische Forschung und Begleitung einfach zu messende, 
nichtinvasive, verlässliche und rückwirkungsarme Beanspruchungsparameter.  
Die Variation der Herzschlagfrequenz bzw. die Variation der Abstände aufeinanderfolgender 
Herzschläge wird als Herzratenvariabilität (HRV) bezeichnet. Synonyme für diese Bezeich-
nung sind Herzfrequenzvariabilität oder Herzschlagvariabilität. Korrekterweise müsste man 
von Herzschlagfrequenzvariabilität sprechen, jedoch wird aufgrund der im englischsprachigen 
Raum geläufigen Bezeichnung Heart Rate Variability bzw. der auch im Deutschen gebräuch-
lichen Abkürzung HRV im Weiteren der Begriff Herzratenvariabilität verwendet. 
Die Herzratenvariabilität kann über die mittlere Herzschlagfrequenz hinaus Informationen 
über die Art und Höhe der Beanspruchung einer Person geben. So zeigt beispielsweise die 
Herzratenvariabilität unter definierter ansteigender körperlicher Belastung einen mehrphasi-
gen Verlauf, die Herzschlagfrequenz dagegen in der Regel einen einphasigen. Eine Frequenz-
 
1 Mit Lebenswelten sind abgrenzbare soziale Systeme, z. B. des Wohnens, Arbeitens, Lernens und der Freizeit, 
gemeint. 
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analyse der Folge von Herzschlag-zu-Herzschlag-Abständen, sogenannten R-R-Intervallen, 
kann Einblicke in die Regulation des autonomen Nervensystems bieten. 
Die vorliegende Arbeit beschäftigt sich in einem ersten theoretischen Teil mit den physiologi-
schen Grundlagen der Herzratenvariabilität. Es werden die unterschiedlichen periodischen 
Änderungen der Herzschlagfolge - die HRV-Frequenzparameter - und die ihnen zugrundelie-
genden physiologischen Regulationen beschrieben. Ausgehend vom Literaturstand wird nach-
folgend das Potential der Herzratenvariabilität in der Präventivmedizin dargelegt. Im zweiten 
empirischen Teil werden zunächst methodisch-technische Aspekte der HRV-Frequenzanalyse 
untersucht (Kapitel 2.2). Welchen Anforderungen muss die Aufzeichnungsqualität der R-R-
Intervalle genügen, um eine verlässliche Berechnung der HRV-Frequenzparameter bei Kurz-
zeitaufzeichnungen zu ermöglichen? Welchen Einfluss auf das HRV-Frequenzspektrum hat 
die Fehlerbereinigung von Daten unterschiedlicher Aufzeichnungsqualität und welche Diffe-
renzen ergeben sich bei der Verwendung unterschiedlicher mathematischer Frequenzanaly-
semethoden?  
In einer weiteren Studie wird mit Hilfe der standardisierten Provokation autonomer Regulati-
onsprozesse die Fähigkeit einer neuartigen HRV-Frequenzanalysemethode zur Darstellung 
der autonomen Effekte auf das Herzschlagfrequenzverhalten überprüft (Kapitel 2.3). Diese 
sogenannte Wavelet-Transformation wird immer wieder als eine alternative Methode für die 
HRV-Frequenzanalyse gefordert, wurde jedoch bis vor kurzem aufgrund technischer Restrik-
tionen kaum eingesetzt. Es existieren somit in der Literatur wenige Vergleichsdaten. Die Wa-
velet-Analyse wird anschließend zur Betrachtung der Herzratenvariabilität bei unterschiedli-
chen präventivmedizinischen Fragestellungen angewendet.  
Dabei wird zunächst das Verhalten der HRV-Parameter unter standardisierten physischen 
Belastungen (Kapitel 2.4) untersucht und eine mathematische Modellierung desselben vorge-
nommen (Kapitel 2.5).  
Kapitel 2.6 und 2.7 befassen sich mit der Anwendung der Frequenz-HRV bei realitätsnahen 
standardisierten psychischen Belastungen. Lassen sich Zusammenhänge zwischen subjektiven 
Beanspruchungsmaßen und dem Verhalten der HRV herstellen? Gibt es geschlechtsspezifi-
sche Ausprägungen der gemessen physiologischen und psychologischen Beanspruchungspa-
rameter? Können Methoden der künstlichen Intelligenz helfen, den Zusammenhang zwischen 
Belastung und Beanspruchung zu verdeutlichen?  
Im letzten Kapitel des empirischen Teils (2.10) wird in einer größeren Population untersucht, 
ob es Zusammenhänge zwischen kognitiven Leistungen und der Ruhe-HRV gibt bzw. ob die 
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in Ruhe gemessene sympatho-vagale Balance gesundheitsrelevante Hinweise bezüglich der 
kardialen Reaktion unter mentalen Belastungen geben kann.  
Übergeordnetes Ziel der dargestellten Untersuchungen ist die Prüfung der Frequenz-HRV als 
einen praktikablen peripher-physiologischer Beanspruchungsparameter bei psychischen und 
physischen Belastungen. 
1.2 Theoretische Grundlagen 
Das menschliche Herz ist eine bioelektrische Pumpe, die mit ständig wechselnder Frequenz 
schlägt. Als zentrale Stellgröße ist die Herzschlagfrequenz ganz entscheidend an der Auf-
rechterhaltung der Homöostase bei wechselnden Anforderungen beteiligt. Dabei ist die Varia-
bilität der Herzrate ist als adaptive Qualität des gesunden Organismus zu sehen. Sie resultiert 
neben chaotischen vor allem auf zyklischen Modulationen der Sinusknotenaktivität durch 
Sympathikus bzw. Parasympathikus sowie lokaler und systemischer humoraler Faktoren. Die 
Ausführungen zur Elektrophysiologie des Herzens beruhen sowohl auf dem Studium ein-
schlägiger Lehrbücher der Physiologie und Biologie (1-3) als auch unterschiedlicher Origi-
nalarbeiten. 
1.2.1 Elektrophysiologie des Herzens 
Herzmuskelzellen sind elektrisch erregbar. Die Muskelzellen des Arbeitsmyokards weisen im 
Ruhezustand ein stabiles Membranpotential von etwa -90 mV auf. Das heißt, das Zellinnere 
ist gegenüber dem Extrazellularraum negativ geladen. Ein Aktionspotential der Arbeitsmyo-
kardzelle wird dann ausgelöst, wenn es aufgrund einer Erregung der Nachbarzelle (z. B. 
Schrittmacherzelle) zu einer Ladungsverschiebung an den Zelloberflächen oder des Zellinnen-
raums (über Gap Junctions vermittelt) kommt. Erreicht die Depolarisation den Schwellenwert 
von -70mV öffnen sich spannungsabhängige Natriumkanäle. Durch den schnellen Natrium-
einstrom kommt es zur weiteren Depolarisation. Erreicht die Depolarisation Werte von -
40mV setzt die Inaktivierung der spannungsabhängigen Na+-Kanäle ein. Trotzdem erreicht 
das Membranpotential einen kurzen Overshoot auf einen Wert von ca. +20mV, bevor es 
durch einen K+-Ausstrom und einen Cl¯-Einstrom zu einer frühen partiellen Repolarisation 
kommt. Die Aktivierung spannungsabhängiger Kalziumkanäle oberhalb von ca. -40mV führt 
zu einem langsamen Kalziumeinstrom und wirkt dieser ersten Repolarisation entgegen. Durch 
die lange Öffnungszeit der spannungsabhängigen Kalziumkanäle (L-Typ) bildet sich abhängig 
von Herzfrequenz und Lokalisation der Zelle ein 200 bis 400 Millisekunden dauerndes Pla-
teau im Bereich von etwa 0mV aus. Erst nach dieser Zeit beginnt die endgültige Repolarisati-
on durch Inaktivierung der Kalziumkanäle und Wirkung der repolarisierenden Ströme. Insbe-
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sondere Kaliumströme mit einer schnellen und langsamen Komponente mit entsprechenden 
Kanälen bewirken die Wiederherstellung des elektrischen Ruhepotentials Der Kalziumein-
strom in die Zelle während der Plateauphase bewirkt die Freisetzung großer Mengen Kal-
ziums aus dem sarkoplasmatischen Retikulum ins Zytosol. Dieser Einstrom von Kalzium löst 
letztendlich die Muskelkontraktion aus (elektromechanische Kopplung). Die Aktivierung von 
-Adrenorezeptoren auf den Membranen der Herzmuskelzellen durch die Überträgerstoffe des 
Sympathikus`, Noradrenalin (aus den lokalen sympathischen Nervenendigungen) und Adrena-
lin (aus dem Nebennierenmark), bewirkt über spezifische Signaltransduktionswege einen ver-
stärkten Kalziumeinstrom ins Zytosol, ebenso wie die schnellere Wiederaufnahme in das sar-
koplasmatische Retikulum (SR). Dadurch wird sowohl eine Erhöhung der Kontraktionskraft 
(positive Inotropie) als auch nachfolgend eine schnellere mechanische Relaxation des Ar-
beitsmyokards (positive Lusitropie) bewirkt. Bei gesunden Menschen hat der Sinusknoten, 
welcher an der hinteren Wand des rechten Vorhofs lokalisiert ist, die Funktion des primären 
Schrittmachers des Herzens. Im Gegensatz zu den Zellen des Arbeitsmyokards besitzen die 
Zellen des Sinusknotens und anderer Schrittmachergewebe kein stabiles Ruhepotential. Statt-
dessen sind sie in der Lage, spontan und autonom zu depolarisieren. Eine Plateauphase des 
Aktionspotentials, wie sie am Arbeitsmyokard auftritt, findet sich nicht. Bei der spontanen 
Depolarisation werden zunächst ein einwärts gerichteter Schrittmacherstrom (hauptsächlich 
Na+) und ein spezifischer Kalziumkanal (T-Typ) aktiviert. Erreicht die Depolarisation einen 
Schwellenwert (ca. -40 mV) erfolgt die Aktivierung langsamer Kalziumkanäle (L-Typ) in 
deren Folge es zu einer raschen Depolarisation auf etwa +20mV kommt. Anschließend be-
wirkt die Aktivierung des Kaliumausstroms bei gleichzeitiger Inaktivierung des langsamen 
Kalziumeinstroms eine Repolarisation (auf Werte von ca. -60mV). Mit abnehmenden Potenti-
alwerten kommt es im Verlauf der Repolarisation zu einer Inaktivierung des Kaliumstroms 
und die spontane Depolarisation läuft erneut ab (4). Im Ergebnis werden periodisch und mit 
ziemlich konstanter Frequenz Aktionspotentiale generiert. Die Eigenfrequenz des nichtinner-
vierten Sinusknotens wird unterschiedlich angegeben und beträgt je nach Quelle 60-80 (4; 5) 
oder mehr Schläge pro Minute (6; 7). Sie ist u. a. abhängig vom Alter und der Körperkern-
temperatur. Alle nachgeordneten, ebenfalls zur Spontandepolarisation fähigen, Schrittma-
chergewebe (AV-Knoten, His-Bündel, Purkinje-Fasern) weisen geringere Eigenfrequenzen 
auf, weshalb die Herzfrequenz beim Gesunden vom Sinusknoten bestimmt wird. Diese Au-
torhythmie des Herzschrittmachers ist ein intrinsischer Prozess, der jedoch durch verschiede-
ne Einflüsse moduliert wird. So bewirkt die über Noradrenalin oder Adrenalin ausgelöste 
Stimulation der -Adrenorezeptoren die cAMP-vermittelte Verstärkung des Schrittmacher-
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stroms. Dies bedeutet eine schnellere Depolarisation der Schrittmacherzellen während der 
Diastole, was mit einer Erhöhung der Herzschlagfrequenz verbunden ist. Dagegen bewirkt 
Azetylcholin, der Transmitter des Vagusnervs, über eine Stimulierung muskarinischer Rezep-
toren eine Verlangsamung der diastolischen Depolarisation. Durch eine Hemmung der Syn-
these von Schlüsselproteinen der Signaltransduktion (über inhibitorische G-Proteine) kommt 
es zu einer Reduktion des Schrittmacherstroms. Darüberhinaus aktiviert Azetylcholin über G-
Proteine rezeptorgesteuerte Kaliumkanäle, die eine Absenkung des Membranpotentials be-
wirken. Eine Darstellung der anatomischen Verhältnisse der sympathischen und parasympa-
thischen Efferenzen, sowie ausgewählter Afferenzen ist in Abbildung 1.2-1 abgebildet. Die 
Wirkungen von Sympathikus und Parasympathikus auf die Herzfunktion sind nachfolgend 
zusammengefasst: 
Sympathikus  
 positiv chronotrope Wirkung (Steigerung der Spontanfrequenz der Sinuszellen) 
 positiv dromotrope Wirkung (Verkürzung der Erregungsüberleitungszeit) 
 positiv inotrope Wirkung (Steigerung der Kontraktionskraft von Vorhof und Ventrikel 
unabhängig von der Vordehnung) 
 positiv lusitrope Wirkung (Beschleunigung der Relaxation des Herzmuskels) 
Parasympathikus 
 negativ chronotrope Wirkung (am Sinusknoten) 
 negativ inotrope Wirkung (an der Vorhofmuskulatur) 
 negativ dromotrope Wirkung am (AV-Knoten). 
Die Herzfrequenz steigt nach der Stimulation sympathischer Herznerven mit einem zeitlichen 
Verzug von etwa 1-2 Sekunden an, um nach etwa 30-60 Sekunden ein Maximum zu errei-
chen. Dagegen kommt es nach vagaler Stimulation mit einer nur geringen Latenz von 150 
Millisekunden bereits nach ein bis zwei Herzschlägen zur maximalen Herzschlagfrequenzab-
senkung (6). Ursache für die divergierende Reaktionsschnelligkeit der Herzantwort sind der 
unterschiedliche Zeitbedarf für Signaltransduktion und Transmittermetabolismus. Zudem 
fungiert der Sinusknoten selbst als Tiefpassfilter für die Eingänge des Sympathikus und des 
Parasympathikus. Dabei besitzt er für die sympathischen Fluktuationen eine viel niedrigere 
Grenzfrequenz (0,15 Hz) als für die vagalen Fluktuationen (1 Hz) (8). Diese Transfereigen-
schaften des Sinusknotens werden vom autonomen Tonus beeinflusst (9). 
Folglich wird die Herzschlagfolge in erster Linie durch das Zusammenwirken von neurovege-
tativen und humoralen Regulationsprozessen verändert, jedoch finden sich auch Einflüsse der 
Temperaturregulation und der zirkadianen Rhythmik. Eine Frequenzanalyse kann den Ein-
fluss der unterschiedlichen Regulationssysteme auf die Herzschlagfolge verdeutlichen. Im 
Folgenden sollen die periodischen Fluktuationen der Herzschlagfolge hinsichtlich ihrer Fre-
quenz differenziert und die ihnen zugrundeliegenden bzw. mit ihnen assoziierten physiologi-
schen Regulationsvorgänge beschrieben werden 
 
Abbildung 1.2-1: Sympathische und parasympathische Efferenzen sowie ausgewählte Afferenzen 
des autonomen Regelzentrums in der Medulla oblongata. 
1.2.2 Periodische Veränderungen der Herzschlagfolge 
Die Folge der Abstände aufeinanderfolgender Herzschläge dient als Grundlage für die Analy-
se zyklischer Herzfrequenzschwankungen. Eine ausreichend genaue Messung dieser Abstände 
setzt die Ableitung eines EKG`s voraus. Die Zeiträume zwischen aufeinanderfolgenden R-
Zacken des QRS-Komplexes (im Folgenden R-R-Intervalle genannt) werden mit modernen 
Geräten automatisch und millisekundengenau berechnet. Die Detektierung der R-Zacken ist 
technisch leichter möglich, weil die Ventrikelkontraktion das stärkste elektrisches Signal des 
Herzens erzeugt; auch wenn strenggenommen der Sinusrhythmus erfasst werden und somit 
die P-Welle des EKG`s Grundlage für die Berechnung sein sollte.  
Grundsätzlich geben Frequenzanalysen Auskunft darüber, wie häufig bestimmte Ereignisse in 
einer Zeiteinheit auftreten bzw. wie groß der Anteil einer Frequenz an einem Signal ist. Die 
Frequenzanalyse der Herzratenvariabilität ermöglicht Aussagen über die Art und Intensität 
der zyklischen Änderungen der Herzschlagfolge. Sie kann genaue Informationen darüber ge-
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ben, wie die Varianz (=Power) einer Folge von R-R-Intervallen als Funktion der Frequenz 
verteilt ist (Abbildung 1.2-2). Die Varianz bzw. Power wir dabei in [ms²] oder [s²] angegeben, 
wenn sie auf Grundlage einer Zeitfolge von R-R-Intervallen berechnet wird, oder in 
[(S/min)²], wenn sie auf Basis der Folge augenblicklicher Änderungen der Herzschlagfre-
quenz beruht. Die augenblickliche Herzschlagfrequenz in S/min, auch als instantaneous heart 
rate bezeichnet, errechnet sich dabei aus dem Quotienten 60000 Millisekunden geteilt durch 
den aktuellen R-R-Abstand. Bei einem R-R-Abstand von 1000 ms ergibt sich beispielsweise 
eine augenblickliche Herzschlagfrequenz von 60 S/min. 
 
Abbildung 1.2-2: Herzschlagfrequenzverlauf (obere Grafik) und Frequenzspekt-
ren (untere Grafik) bei einer Kipptischuntersuchung (Ergebnisse eigener Untersu-
chungen). 
Bei der Betrachtung gesunder Herzschlagaktivität lassen sich sowohl schnelle als auch lang-
same Fluktuationen ausmachen. Die Aufzeichnungsdauer der R-R-Intervalle ist abhängig von 
der untersuchten Zykluslänge. Tagesrhythmen der Herzrate sind nur durch 24-stündige bzw. 
noch länger dauernde Aufzeichnungen erkennbar, wohingegen für die Analyse hochfrequen-
ter Änderungen dreiminütige oder noch kürzere Zeitabschnitte hinreichend sind. Die Task 
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Force of The European Society of Cardiology and The North American Society of Pacing and 
Electrophysiology (10) definiert verschiedene Frequenzbereiche, welche mit unterschiedli-
chen physiologischen Regulationen in Zusammenhang gebracht werden (10). Dabei darf nicht 
außer Acht gelassen werden, dass diese Einteilung mitunter auf pragmatischen Ansätzen be-
ruht. Außerdem kann die Lage der Frequenzpeaks, falls überhaupt eindeutig identifizierbar, 
abhängig von Individuum und Beanspruchung variieren. Es gilt zu bedenken, dass ein Fre-
quenzpeak von mehr als nur einer einzelnen physiologischen Quelle generiert werden und 
gleichzeitig ein physiologischer Kontrollmechanismus zur Entstehung unterschiedlicher Fre-
quenzpeaks beitragen kann (11). 
1.2.2.1 Ultra Low Frequency-Bereich des Frequenzspektrums (ULF , 0,003 Hz) 
Blutdruck und Herzschlagfrequenz zeigen diurnale Rhythmen. Bei der Langzeit-
Frequenzanalyse der Herzschlagfolge (24 Stunden und länger) spiegeln Zykluslängen von 
mehr als 5 Minuten diese tageszeitliche Rhythmik wider. Unterschiedliche Autoren geben 
abweichende Grenzen, insbesondere für die niedrigeren Frequenzbänder, an. Die Abgrenzung 
von ULF und VLF der Task Force (ULF: 0,003 Hz, VLF: 0,003-0,04 Hz) beruht auf einem 
pragmatischen Ansatz. Aoyagi et al. (12) schlagen vor, die obere Grenze dieses Bereichs auf 
0,0003 Hz (Zykluslänge ca. 1 h) abzusenken, da die Einteilung der Task Force auf keiner 
physiologisch begründbaren Einteilung beruht. Diese Autoren verglichen R-R-
Aufzeichnungen von normalen Tagesabläufen mit denen eines constant routine protocols, bei 
dem Effekte der körperlichen Aktivität, des Schlaf-Wach-Zyklus, der Nahrungsaufnahme und 
der zirkadianen Rhythmik (durch Adjustierung von HRV-Komponenten an den Verlauf der 
Körperkerntemperatur) weitgehend eliminiert werden konnten. Dabei fanden sie, dass der 
Frequenzbereich unterhalb von 0,0003 Hz zumindest zum Teil durch körperliche Aktivität 
beeinflusst wird. Dagegen zeigten sich bei Periodizitäten unter einer Stunde keine Unter-
schiede zwischen der konstanten Routine und dem normalen Tagesprotokoll. Somit scheint 
dieser  Bereich als relativ robust gegenüber Verhaltenseffekten (inklusive täglicher Aktivität) 
zu sein. Ein intrinsischer Regulationsmechanismus erscheint als Ursache wahrscheinlich. Die 
tageszeitlichen Rhythmen der Herzrate und anderer physiologischer Größen (z. B. Körper-
kerntemperatur) sind an das Vorhandensein zirkadianer Taktgeber (Clocks) gebunden. Die 
zirkadianen Uhren der Säugetiere können, abhängig vom Zelltyp in denen sie gefunden wer-
den, in zwei Hauptklassen eingeteilt werden. Die zentrale zirkadiane Uhr, auch als Master 
Clock bezeichnet, befindet sich im Nucleus suprachiasmaticus (SCN) des ventralen Hypotha-
lamus. Sie wird durch den täglichen Hell-Dunkel-Wechsel beeinflusst, entweder direkt über 
die Augen oder indirekt durch die von der Zirbeldrüse freigesetzten Melatoninkonzentratio-
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nen (13; 14). Es gibt Belege dafür, dass tägliche Variationen der Herzschlagfrequenz - abge-
sehen von Fluktuationen die auf unterschiedlicher körperlicher Aktivität beruhen (15)- direkt 
vom SCN gesteuert werden (13). So wurden zumindest bei Ratten multisynaptische Nerven-
verbindungen vom SCN direkt zum Herzen identifiziert, was eine neurale Ansteuerung des 
Herzens vermuten lässt. Als weiterer Mechanismus wird die Beeinflussung der kardialen Ak-
tivität durch Melatonin diskutiert. Dabei scheint Melatonin unmittelbar am Herzen zu wirken 
und nicht über eine Änderung der autonomen Balance Effekte auf die Herzrate zu entfalten. 
So konnten zwar Absenkungen der Herzrate als Reaktion auf erhöhte Melatoninlevel gemes-
sen werden, jedoch die parasympathische, (quantifiziert anhand der respiratorischen Sinusar-
rhythmie) als auch die sympathische Aktivität (ermittelt über die Präejektionsperiode, PEP), 
zeigte sich unbeeinflusst (16). Am Vogelherzen wurden bereits Melatoninrezeptoren nachge-
wiesen, die ebenmäßig über die Vorhöfe, die Ventrikel und das Septum verteilt waren (17). 
Chen und Mitarbeiter konnten zeigen, dass Melatonin am Rattenherzen die Kalziumionen-
pumpe des Sarkolemms stimulieren kann (18). 
Als periphere Uhren werden alle Uhren bezeichnet, die sich in den nicht suprachiasmatischen 
Zellen befinden. Diese können sowohl in anderen Hirnbereichen, aber auch in Herzmuskelzel-
len und der glatten Gefäßmuskulatur lokalisiert sein. Während die Master Clock durch Tages-
licht adjustiert wird, werden die peripheren Uhren durch unterschiedliche neuro-humorale 
Faktoren ebenso wie durch Fluktuationen der Körpertemperatur beeinflusst (19; 20). Die 
Herzschlagfrequenz zeigt im Tagesgang bezogen auf die Körperkerntemperatur in der Regel 
eine negative Phasenverschiebung in einer Größenordnung von ein- bis zwei Stunden. So 
kann beispielsweise das Maximum der Körperkerntemperatur etwa 12 Uhr mittags auftreten, 
während die Herzschlagfrequenz bereits um 11 Uhr ihre stärkste tageszeitliche Ausprägung 
erfährt (12; 21). Einer der stärksten Modulatoren (Zeitgeber) der peripheren endogenen Uhren 
scheint die Nahrungsaufnahme zu sein (22-25). Die Kopplung zwischen zentraler endogener 
Uhr und den peripheren Uhren wird über neurohumorale Stimuli vermittelt. Dies erfolgt ent-
weder direkt über die Innervation von spezifischen peripheren Geweben und/oder indirekt, z. 
B. über ein verändertes Nahrungsaufnahmeverhalten (20; 26). Versuche an isolierten glatten 
Gefäß- und Herzmuskelzellen zeigten, dass deren zirkadiane endogene Uhren, welche letzt-
endlich die kontraktile Funktion, den Stoffwechsel und die Genexpression in diesen Zellen 
beeinflussen, z. B. durch Katecholamine, Corticosteroide, Angiotensin II und Retinsäure mo-
duliert werden (20; 27-29). Allerdings konnten Gonçalves Braga und Mitarbeiter nachweisen, 
dass die Infusion von ANG II bei Ratten zwar die Aktivität von Gehirnbereichen, welche für 
die stressinduzierten und zirkadianen Änderungen des Blutdrucks zuständig sind, beeinflusst 
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wird; die zirkadianen Fluktuationen der Herzrate jedoch durch Angiotensin II-Gabe unverän-
dert sind (30). Es zeigte sich allerdings eine Zunahme der Herzratenvariabilität (ausgedrückt 
als Standardabweichung der alle 10 Minuten für 10 Sekunden gemessenen Herzraten über 3 
Tage), was als Folge eines unterdrückten Baroreflexes mit einhergehender Herzratenlabilität 
gedeutet wurde. Grundsätzlich liegt der evolutionäre Gewinn, vor dem die Rolle der endoge-
nen zirkadianen Uhren zu sehen ist, in der Fähigkeit der Zelle, des Organs und letztendlich 
des Organismus temporäre Umweltveränderungen zu antizipieren und somit biologische Pro-
zesse zu optimieren (31). Auch für die Herzfunktion ergibt sich ein entscheidender Einfluss 
der endogenen Uhr auf Leistung und Effizienz. Sowohl für die HRV als auch für bestimmte 
kardiovaskuläre Ereignisse ist eine Tages- und Wochenrhythmik bekannt (20; 32-34). Singh 
und Kollegen schlagen vor, beim diagnostischen Screening Kurzzeit-EKG und -
blutdruckaufzeichungen durch 24/7-Protokolle zu ersetzen, um so eine bessere Risikoabschät-
zung vornehmen zu können, da sich bestimmte kardiovaskuläre Ereignisse mit ihrem prädik-
tiven Wert nur bei Langzeitanalysen erschließen (14).  
Die ULF-Schwankungen der Herzrate widerspiegeln eine tageszeitliche Rhythmik der Herz-
aktivität. Diese Rhythmen werden durch endogene Uhren getaktet, welche wiederum durch 
unterschiedliche Einflüsse (Licht, Nahrungsaufnahme, Hormone etc.) moduliert werden. Je 
nach Frequenzbereich und Bedingung trägt körperliche Aktivität zu den ULF-Schwingungen 
der Herzrate bei. Auch wenn die zugrundeliegenden Mechanismen für die Entstehung der sehr 
niedrigfrequenten Herzfrequenzvariationen immer noch nicht genau bekannt sind, besteht 
trotz allem ein berechtigtes Interesse an deren Analyse. So konnten Bigger et al. (35) bei Un-
tersuchungen an 715 Patienten zeigen, dass insbesondere das ULF- aber auch das VLF-Band 
hervorragende Prädiktoren für das Überleben nach einem Myokardinfarkt darstellen. Für die 
Kurzzeitfrequenzanalyse der Herzschlagfrequenz spielt das ULF-Band keine Rolle. 
1.2.2.2 Very Low Frequency-Bereich des Frequenzspektrums (VLF, 0,003-0,04 Hz) 
Der VLF-Bereich umfasst Zykluslängen von mehr als 25 Sekunden bis zu mehreren Minuten. 
Verschiedene Stimuli zeigten sich in der Lage, zu den VLF-Schwankungen der Herzrate bei-
zutragen, so z. B. spezifische Atemmuster, vasoaktive Substanzen, Höhenlage und die Kör-
perposition (36-38). Insbesondere körperliche Aktivität trägt wesentlich zu den VLF-
Fluktuationen bei (39). Hyndman et al. (40) sahen thermoregulatorische Änderungen des va-
somotorischen Tonus als ursächlichen Mechanismus an. So ist der kutane Blutfluss nur lang-
samen Schwankungen unterworfen; Änderungen der Hautdurchblutung und R-R-Intervall-
Variationen können über extern applizierte Temperaturschwankungen getriggert werden. Da-
bei sollen Schwankungen des zentralen Blutdrucks, ausgelöst durch Änderungen der Haut-
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durchblutung, mit Hilfe des Baroreflexes in VLF-Schwankungen der Herzrate übersetzt wer-
den. Jedoch ist sowohl der direkte Nachweis von Fluktuationen der Körperkerntemperatur als 
auch der Kohärenz zwischen kutanem Blutfluss, arteriellem Druck und R-R-
Intervallschwankungen im VLF-Bereich noch nicht geführt (41). Akselrod und Mitarbeiter 
(42; 43) sehen die Änderungen des Gefäßtonus und die damit assoziierten VLF-
Schwankungen der Herzrate nicht nur im Zusammenhang mit thermoregulatorischen Einflüs-
sen. Auch die lokale Adjustierung des Gefäßwiderstandes für eine Anpassung des Blutflusses 
an den metabolischen Bedarf soll sich darin widerspiegeln. Dabei führen Fluktuationen im 
peripheren Widerstand zu Änderungen des zentralen Blutdrucks, der wiederum über den Ba-
rorezeptor-Reflex zu kompensatorischen Herzfrequenzänderungen führt. Als weiteren Kont-
rollmechanismus beschreiben sie das Renin-Angiotensin-System. Dieser Regelkreis erkennt 
Blutdruckschwankungen und kontrolliert über den Mittler ANG II den gesamten peripheren 
Gefäßwiderstand. In ihrer Studie an Hunden konnten Akselrod et al. zeigen, dass die Blocka-
de des Renin-Angiotensin-Systems zu einer Zunahme der VLF-Power der R-R-Intervalle 
führt. Ursache soll dabei eine Zunahme der Blutdruckschwankungen aufgrund einer Abnahme 
des Gefäßtonus sein. Brown et al. (44) wiesen dagegen bei anderen Versuchstieren nach, dass 
ACE-Hemmer das HRV-Frequenzspektrum nicht beeinflussen. Auch auf Grundlage weiterer 
Experimente schließen die Autoren, dass das Renin-Angiotensin-System nicht an der Kurz-
zeitblutdruckregulation beteiligt ist und somit über den Baroreflex modulierte Änderungen im 
HRV-Frequenzspektrum nicht nachweisbar sind. Ähnliche Ergebnisse berichten Rimoldi et al. 
(45). Allerdings betrachteten diese Autoren ausschließlich den LF- und HF-Bereich des HRV-
Spektrums. Die unterschiedliche Definition der Frequenzbereiche könnte zu den kontroversen 
Ergebnissen beigetragen haben. Im Gegensatz dazu stützen die Ergebnisse von Taylor et al. 
(1998) die Studien von Akselrod und Mitarbeitern. Bei jungen Männern fanden sie nach 
ACE-Blockade im Liegen zwar keine starke, aber zumindest eine moderate Zunahme der 
VLF-Power im Bereich von 0,003 bis 0,03Hz von 21 %. Dies spricht dafür, dass das Renin-
Angiotensin-System zumindest zu einem Teil die R-R-Intervallvariationen im sehr niedrigen 
Frequenzband beeinflusst. Allerdings zeigten sich diese Änderungen in der aufrechten Positi-
on nicht. Die zudem geringen Kohärenzwerte für Blutdruck- und R-R-Intervall-Variationen 
im VLF-Bereich weisen auf eine nicht baroreflexvermittelte Ursache der R-R-Variationen 
dieses Frequenzbandes hin. Di Rienzo und Mitarbeiter (46) konnten an Katzen zeigen, dass 
nach sino-aortischer Denervierung (SAD), welche eine Unterbrechung der Barorezeptoraffe-
renzen von Karotissinus und dem Aortenbogen bewirkt, die Blutdruckschwankungen im Be-
reich von 0,03 bis 0,0006 Hz zunahmen, in den Bereichen darüber bzw. darunter jedoch ab-
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nahmen. Der Baroreflex besitzt somit einen dämpfenden Einfluss auf Blutdruckschwankun-
gen im Zyklusbereich von 30 Sekunden bis etwa 30 Minuten, wohingegen die Blutdruckfluk-
tuationen in den anderen Frequenzbereichen durch die Baroreflexmodulation eher verstärkt 
werden. Im Gegensatz dazu war die spektrale Power der Herzzeitintervalle in allen Frequen-
zen nach SAD reduziert, was die Wirkung des Barorezeptorreflexes auf die Power in allen 
Frequenzen belegt. Kohärenzanalysen wiesen bei intakten Barorezeptorafferenzen einen li-
nearen Zusammenhang zwischen Blutdruck- und Pulsintervallvariabilität in allen Frequenzbe-
reichen, mit den größeren Koheränzwerten im Bereich von 0,5 bis 0,12 Hz und im Bereich 
<0,01 Hz. Nach Denervierung nahm die Kohärenz fast über das gesamte Spektrum ab, nur im 
Bereich um 0,002 Hz zeigte sich eine deutliche Zunahme des Zusammenhangs zwischen 
Herzraten- und Blutdruckvariabilität. Dies spricht für andere substanzielle, nicht barorezep-
torvermittelte Mechanismen, die eine Assoziation zwischen Blutdruck- und Herzfrequenz-
schwankungen im VLF-Band bewirken. Des Weiteren zeigte sich eine Phasensynchronizität 
für den systolischen Blutdruck und das Pulsintervall bei hohen Frequenzen und eine Phasen-
verschiebung zwischen Blutdruck und Pulsintervall für die sehr niedrigen Frequenzen 
(<0,01Hz) von etwa -180°. Dies bedeutet, dass bei hohen Frequenzen Regulationsmechanis-
men auftreten, die eine Blutdruckerhöhung bzw. -absenkung mit einer Bradykardie bzw. Ta-
chykardie beantworten, wohingegen in Regionen niedriger Frequenzen ein Blutdruckanstieg 
von einer Tachykardie bzw. eine Blutdrucksenkung von einer Bradykardie gefolgt wird. Dies 
wird damit begründet, dass in den sehr niedrigen Frequenzbereichen mechanische, humorale 
oder zentrale Einflüsse vorherrschen, die vergleichbare Effekte auf das Herz und die periphere 
Durchblutung hervorrufen. Die ermittelte Phasenverschiebung blieb darüberhinaus auch nach 
SAD erhalten. Trotz der eindeutigen Wirkung des Baroreflexes auf die Kopplung zwischen 
Blutdruck und Herzrate ist dies ein Indiz für andere ursächliche oder die Phasenverschiebung 
zumindest aufrechterhaltende Mechanismen. 
An Patienten nach einem Myokardinfarkt stellten Bonaduce und Mitarbeiter (47) sowohl An-
hebungen der VLF-Power (0,0033 bis 0,04 Hz, bei der Analyse von 25-minütigen R-R-
Intervallaufzeichnungen aus 24h-Aufzeichnungen) als auch der ULF- und LF-Power nach 
Gabe von ACE-Hemmern fest. Bei gesunden Personen konnten diese Effekte jedoch noch 
nicht nachgewiesen werden (41). Tierexperimente unterstützen die Hypothese, dass ANG II 
sowohl zentral als auch peripher inhibierende Effekte auf die vagale Aktivität besitzt (48; 49). 
Auch Studien an Menschen verdeutlichen Effekte des Renin-Angiotensin-Aldosteron-Systems 
auf die vagale Aktivität und damit auf die VLF-Variationen der Herzrate (41; 50; 51). Nach 
parasympathischer Blockade mittels Atropin verschwinden die VLF-Fluktuationen fast völlig. 
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Auswirkungen auf die sympathische Aktivität durch direkte Wirkung von ANG II auf die 
zentrale und periphere präsynaptische Bahnung konnte am Menschen zwar nicht nachgewie-
sen werden (52; 53), jedoch zeigten Goldsmith et al. (54), dass die baroreflexvermittelte Re-
duzierung des Gefäßwiderstandes durch ANG II vermindert wird. Neben dem Hormon ANG 
II entfaltet auch das Hormon Aldosteron Effekte auf das HRV-Frequenzspektrum. Dabei wer-
den sowohl eine direkte Wirkung auf die Barorezeptoren als auch die zentrale und/oder peri-
phere Inhibition vagaler Nervenaktivität ebenso wie eine schwache adrenerge Wirkung von 
Aldosteron diskutiert (55-57). 
Trotz vieler bekannter Einflussfaktoren auf die VLF-Fluktuationen sind die zugrundeliegen-
den Mechanismen immer noch nicht restlos geklärt. Die parasympathische Aktivität scheint 
Voraussetzung für die VLF-Schwankungen der Herzrate zu sein. Es gibt Indizien dafür, dass 
die Thermoregulation an der Entstehung der VLF-Schwankungen beteiligt ist. Das Renin-
Angiotensin-Aldosteron System besitzt einen modulierenden Effekt auf die VLF-Power. 
Vermutlich wirkt dieser über die Beeinflussung der vagalen Aktivität. Ebenso scheinen die 
Barorezeptoren bei der Vermittlung der VLF-Schwankungen beteiligt zu sein. Bei Nutzung 
herkömmlicher Analysemethoden wird von der Betrachtung des VLF-Bandes bei Kurzzeit-
aufzeichnungen abgeraten. 
1.2.2.3 Low Frequency-Bereich des Frequenzspektrums (LF, 0,04 – 0,15 Hz) 
Die LF-Fluktuationen der HRV bezeichnen periodische Änderungen der Herzrate mit einer 
Zykluslänge von etwa 10 Sekunden. Die ihnen zugrundeliegenden Mechanismen sind bis heu-
te nicht gänzlich geklärt und der quantitative Beitrag des autonomen Nervensystems wird 
teilweise kontrovers diskutiert. Die kardiale efferente Aktivität von Sympathikus und Para-
sympathikus beim Menschen ist einer direkten Messung kaum zugänglich. Deshalb basiert die 
Interpretation ihrer Bedeutung für die Ausprägung der LF-Komponente auf indirekten Bewei-
sen. Eine Vielzahl von Studien weist auf die Bedeutung des sympathischen Astes des ANS 
hin. So treten LF-Schwankungen der Herzrate synchron zu den sympathisch modulierten 
Mayer-Wellen des Blutdrucks und der sympathisch-efferenten Nervenaktivität auf (58-61). 
Außerdem zeigen sich mitunter starke Korrelationen zwischen der LF-Power der HRV und 
dem Plasma-Noradrenalinspiegel (62). Der arterielle Baroreflex spielt bei der Modulation von 
LF-Schwankungen eine bedeutende Rolle (63).  
Baroreflex 
Die autonome kardiovaskuläre Regulation ist unter normalen physiologischen Bedingungen ein 
Ergebnis von ständig ablaufenden exzitatorischen und inhibitorischen Reflexen innerhalb eines ge-
schlossenen komplexen Regelkreises. Der grundlegende Mechanismus zur Regulation kurzfristiger 
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Blutdruckänderungen ist der arterielle Baroreflex. Die funktionell bedeutendsten Barorezeptora-
reale befinden sich im Aortenbogen und im Karotissinus. Mit ihren zwischen Adventitia und Me-
dia lokalisierten Pressorezeptoren (Barorezeptoren) liefern sie nicht nur Informationen über den ar-
teriellen Mitteldruck, sondern auch über die Blutdruckamplitude, die Steilheit des Druckanstiegs 
und die Herzfrequenz. Von den Barorezeptoren gelangen die Informationen über afferente Bahnen 
zum Nucleus tractus solitarii (NTS). Von dort leiten Interneurone die Erregung weiter auf Ner-
venzellen in der kaudalen ventrolateralen Medulla. Diese wiederum inhibieren Neurone im rostro-
ventrolateralen Bereich der Medulla (RVLM), die für die Generierung sympathischer Aktivität 
verantwortlich sind (negatives Rückkopplungselement des Baroreflexes). Neben den genannten 
Verschaltungen erfolgt eine Weiterleitung der Erregung vom NTS zu den präganglionären Ner-
venzellen des Vagus im Nucleus ambiguus (64). Bei abnehmender Reizung der Barorezeptoren, 
aufgrund eines arteriellen Blutdruckabfalls, kommt es zu einer abnehmenden Hemmung der sym-
pathischen Neuronen der RVLM. Die zunehmende Erregung sympathischer Efferenzen (bei 
gleichzeitig verminderter vagaler Aktivität) bewirkt daraufhin eine Zunahme des totalen periphe-
ren Widerstandes durch eine Erhöhung des sympathisch-adrenerg vermittelten vasomotorischen 
Tonus im Bereich der Widerstandsgefäße und eine Verminderung der Kapazität in den Kapazitäts-
gefäßen. Hinsichtlich der Herzaktivität bewirkt die sympathische Aktivierung eine Zunahme der 
Schlagfrequenz und der Kontraktionskraft. In Summe zeichnen sich hauptsächlich diese Mecha-
nismen für die kurzfristige Erhöhung bzw. Stabilisierung des Blutdrucks verantwortlich. Bei ver-
stärkter Erregung der Barorezeptoren aufgrund einer Blutdrucksteigerung finden sich die entge-
gengesetzten Reaktionen. Der Barorezeptorreflex ist bereits bei normalem Blutdruckniveau wirk-
sam und geht in Wechselwirkung mit hämodynamischen Oszillationen, welche z. B. durch die 
Atmung und eine variierende Gefäßspannung ausgelöst werden. Die Funktion des Baroreflexes 
kann durch unterschiedliche Mechanismen moduliert werden. Zum Beispiel trägt die Atemphase 
wesentlich zur baroreflexvermittelten Aktivitätsänderung efferenter kardialer Vagusneuronen bei. 
Die Inspiration vermindert und die Expiration erhöht die kardiale Vagusantwort auf eine Baroref-
lexaktivierung. Auch die barorezeptorvermittelte Aktivität sympathischer Motoneurone unterliegt 
dieser als „respiratory gating“ bezeichneten Modulation (65). Hyperventilation vermindert die ba-
roreflektorische Modulation der Herzrate (66). Nicht zuletzt werden zentrale inhibitorische bzw. 
exzitatorische Einflüsse ebenso wie periphere Afferenzen von Chemo- und Mechanorezeptoren als 
Einflussfaktoren der Baroreflexfunktion beschrieben (63; 67; 68; 69; 70). 
Nach Unterbrechung barorezeptorischer Afferenzen zum zentralen Kreislaufzentrum mittels 
sino-aortischer Denervierung kommt es zur Reduktion aller zyklischen Herzratenvariationen 
(71). Pagani et al. (61) zeigten, dass bei sympathischer Aktivierung LF-Fluktuationen sowohl 
des Blutdrucks, der R-R-Intervalle als auch der Aktivität sympathischer Neurone (muscle 
sympathetic nerve activity, MSNA), welche z. B. die Muskulatur der unteren Extremitäten 
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innervieren, dominieren. Es fanden sich hohe Kohärenzwerte für die LF-Fluktuationen von R-
R-Intervallen bzw. systolischem Blutdruck und denen der MSNA unter normalen physiologi-
schen Bedingungen. Während sympathischer Inhibition herrschten dagegen die HF-
Komponenten der kardiovaskulären Variabilität vor. Am deutlichsten wurde diese Beziehung 
nach einer Normalisierung der Frequenzbandpower gegen die Total Power. Im Tierversuch 
erfolgte nach sympathischer Stimulation eine Zunahme der LF-Komponente des Frequenz-
spektrums, die nach sympathischer Ganglionblockade verschwand (72). Auch die durch Aor-
tennervstimulation ausgelösten Mayer-Oszillationen des arteriellen Blutdrucks verschwinden 
nach sympathischer Ganglionblockade vollständig, was eine ausschließlich sympathische 
Modulation nahelegt (73). Insbesondere das sympathische Stellglied innerhalb des Baroref-
lexkreises, der -adrenerg vermittelte periphere Widerstand, ist bei der Entstehung der LF-
Schwankungen von Bedeutung. Bei sympathischer Stimulation wird die Zunahme der LF-
Schwankungen von Herzrate, Blutdruck und muskulärer sympathischer Nervenaktivität durch 
die -adrenerger Blockade stark gedämpft (74).  
LF-Schwankungen als Resonanzphänomen des Baroreflexes vs. Zentraler Oszillator 
In Negativ-Feedback-Systemen wie der Baroreflexschleife kann ein Zeitverzug zusammen mit 
Tiefpass-Eigenschaften Resonanzen hervorrufen (58; 73; 75; 76). Die Atmung bewirkt zyklische 
Änderungen des venösen Rückstroms zum Herzen und damit des Schlagvolumens. Das sich än-
dernde Schlagvolumen wiederum bewirkt Blutdruckschwankungen, die durch den Baroreflex in 
Änderungen der Herzrate (R-R Intervalllänge) übersetzt werden (58; 71; 77-80). Eine Stimulie-
rung der Barorezeptoren durch eine Blutdrucksteigerung bewirkt eine schnelle vagal vermittelte 
Herzantwort (v.a. Absenkung der Herzfrequenz) und eine langsame, sympathisch vermittelte Ge-
fäßantwort (Verringerung des peripheren Widerstandes durch Absenkung des vasomotorischen 
Tonus). Aufgrund seiner Trägheit generiert das sympathische Stellglied (langsame Gefäßantwort) 
seine eigene Blutdruckänderung, anstatt den kurzfristigen Blutdruckanstieg zu puffern. Diese neue 
Fluktuation wiederum wird von den Barorezeptoren erfasst und so weiter. Sie ist letztendlich eher 
abhängig von dem Zeitverzug der Vasomotoren-Antwort innerhalb des Regelkreises (= Summe 
der Reaktionszeit der Barorezeptoren + Erregungsweiterleitung + neurovaskulärer Kopplung + 
Kontraktionszeit der Gefäßmuskulatur), als von dem initialen Input (78; 81). Bernardi und Mitar-
beiter (78) konnten zeigen, dass ein einzelner kardiovaskulärer Störreiz (z. B. Stimulation der Ba-
rorezeptoren) in der Lage ist, diese Ereigniskette auszulösen und Oszillationen von Blutdruck und 
R-R Intervallen im LF-Bereich zu erzeugen. Vor diesem Hintergrund weisen viele Studien darauf-
hin, dass es sich bei den 10-Sekunden-Rhythmen von Blutdruck und Herzschlagfrequenz um ein 
Resonanzphänomen handelt, das sowohl aufgrund eines konstanten zeitlichen Verzugs (etwa 2-3 
Sekunden) zwischen Input und Output als auch gewissen Frequenzfiltereigenschaften des Baroref-
lexes auftritt (58; 73; 77; 82-85). Über diesen Resonanzeffekt können Störreize, wie z. B. (at-
16 
 
mungsbedingte) Blutdruckschwankungen die mit höherer Frequenz auftreten, in niedrigfrequente 
(0,1 Hz) Schwankungen des Blutdrucks und in der Folge der Herzrate übersetzt werde. Bernardi et 
al. 1997 untersuchten u.a. die Phasenverschiebung der LF-Oszillationen unterschiedlicher kardio-
vaskulärer Parameter. Sie stellten fest, dass die LF-Fluktuationen der muskulären sympathischen 
Nervenaktivität sowohl denen der Hautdurchblutung als auch denen des diastolischen und des sys-
tolischen Blutdrucks vorangehen. Den stärksten Phasenverzug weisen in dieser Untersuchung die 
LF-Oszillationen der R-R-Intervalle auf, d. h. niedrigfrequente Änderungen des sympathischen 
Nervenaktivität gehen denen des Blutdrucks voraus und diese wiederum denen der Herzaktivität 
(80; 86). Diese Ergebnisse könnten im Sinne einer BlutdruckHerzraten Rückkopplung (Feed-
back) gesehen werden, also Änderungen des Blutdrucks bewirken eine Änderung der Herzrate. 
Auch Bernardi et al. (77) und Taylor & Eckberg (87) unterstützen die Hypothese, dass zumindest 
die Herzfrequenzschwankungen im Bereich von 0,1 Hz die Folge vorausgehender Blutdruck-
schwankungen sind. Saul und Mitarbeiter argumentieren auf Grundlage ihrer Studie jedoch dafür, 
dass die Beziehung Herzrate vs. Blutdruck durch das Zusammenwirken sowohl des Feedback 
BlutdruckHerzrate, als auch des Feed-Forward HerzrateBlutdruck, bei dem die Herzrate über 
die mechanische Kopplung zwischen linkem Ventrikel und den Gefäßen den Blutdruck beeinf-
lusst, charakterisiert wird (86). Auch neuere Studien sprechen für ein variierendes Muster in der 
Beziehung zwischen den LF-Schwankungen von Blutdruck und Herzrate (88). Als ein weiterer, 
von der zuvor beschriebenen Hypothese nicht unbedingt zu trennender Mechanismus wird die ba-
roflektorische Übersetzung atmungsunabhängiger Blutdruckschwankungen (Mayer-Wellen) in LF-
Schwankungen der HRV diskutiert. Andere Autoren vermuten hinter den synchronen Änderungen 
von Blutdruck, Herzfrequenz und sympathischer Nervenaktivität einen gemeinsamen zentralen 
Mechanismus, der sowohl die parasympathische, als auch die sympathische kardiovaskuläre Mo-
dulation lenkt (89). Montano et al. (90) konnten bei Katzen LF- und HF-Aktivitäten zentraler me-
dullärer Neuronen nachweisen. Die Rhythmen waren mit gleichartigen Schwankungen des systoli-
schen Blutdrucks gekoppelt und auch nach sino-aortischer und vagaler Denervierung apparent, 
was für eine zentrale Rhythmogenese spricht. Cooley und Mitarbeiter (91) untersuchten Patienten 
mit einer linksventrikulären Unterstützungspumpe (LVAD – left ventricular assist device), bei de-
nen sich trotz fehlender LF-Oszillationen des Blutdrucks LF-Schwankungen der R-R Intervalle 
ausbildeten. So weisen verschiedene Studien auf einen zentralen Oszillator hin, der für die Entste-
hung der LF-Schwankungen zumindest mitverantwortlich sein könnte (90-93). 
 
Demgegenüber fanden Saul et al. zwar ebenso 0,1 Hz Peaks (LF-Peaks) bei der Spektralana-
lyse von MSNA und Herzrate, allerdings waren Korrelationen zwischen MSNA-
Aktivitätslevel und dem LF-Band der HRV nur bei einigen Individuen und unter bestimmten 
Bedingungen apparent, woraus genannte Autoren die direkte Indikatorfunktion des LF-
Bandes für die sympathische Aktivität anzweifeln (94). Auch Cooke et al. fanden für die ab-
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solute LF-Power trotz zunehmender MSNA-Aktivität im Kipptischversuch eine Abnahme 
(94; 95). Gegen eine ausschließlich sympathisch vermittelte LF-Komponente spricht außer-
dem die Tatsache, dass nach parasympathischer Blockade neben der HF-Komponente, die 
völlig aus dem HRV-Spektrum verschwindet, auch die Power im LF-Band bedeutend ab-
nimmt (42; 43; 96). Koh et al. (96) stellten bei Patienten mit kompletter zervikaler Quer-
schnittslähmung eine LF-Variabilität fest, die mit der normaler Kontrollpersonen vergleichbar 
war, obwohl die sympathischen Efferenzen zum Herzen komplett unterbrochen waren. Darü-
berhinaus verschwanden diese Oszillationen nach vagaler Blockade mittels Atropin fast voll-
ständig, was eine parasympathische Modulation der LF-Komponente nahelegt. Grasso und 
Co-Autoren (97) fanden nach -Rezeptor Blockade, welche die sympathische Erregungslei-
tung zum Herzen unterbricht, persistierende LF-Schwankungen der R-R Intervalle. Diese und 
andere Untersuchungsergebnisse (77; 78; 85; 96) stehen jedoch in Einklang mit der Barore-
zeptortheorie, indem die LF-Oszillationen des Blutdrucks (ausgelöst durch sympathisch mo-
dulierte Änderungen des peripheren Widerstands) baroreflektorisch über vagale Efferenzen in 
LF-Schwankungen der Herzrate übersetzt werden. Bei vagaler Blockade können sich demzu-
folge auch keine bzw. nur Reste (z. B. zentral generierte sympathische Oszillationen) von LF-
Fluktuationen zeigen. 
Die LF-Fluktuationen widerspiegeln sowohl sympathische als auch parasympathische Ein-
flüsse auf das HRV-Spektrum. Sowohl zentrale (sympathische) Oszillatoren, als auch der ar-
terielle Baroreflex sind maßgeblich an ihrer Generierung und Modulation beteiligt. Der Anteil 
der LF-Power an der Gesamtvarianz (Total Power der HRV) wird von einigen Autoren als 
Indikator der sympathischen Aktivierung angesehen (60). 
 
1.2.2.4 High Frequency-Bereich des Frequenzspektrums (HF, 0,15 – 0,4 Hz) 
Insbesondere in Ruhe finden sich ausgeprägte Schwankungen der Herzrate mit einer Zyklus-
länge zwischen 2 und 7 Sekunden. Bereits 1902 beschrieb Wundt dieses als Respiratorische 
Sinusarrhythmie (RSA) bezeichnete Phänomen des kardio-respiratorischen Systems. Es ist 
durch schnelle Änderungen der R-R-Abstände mit der Atemphase gekennzeichnet ist. Norma-
lerweise erhöht sich die Herzrate mit der Einatmung, um mit der Ausatmung wieder zu sin-
ken. Im Frequenzspektrum der HRV finden sich die schnellen Änderungen der R-R-Abstände 
im HF-Bereich wieder. Die Stärke dieser hochfrequenten Oszillationen der HRV wird anhand 
der HF-Power quantifiziert. 
Das Atmungssystem und das kardiovaskuläre System dienen in erster Linie dem Zweck, die 
Gewebe des Organismus mit dem für den Zellstoffwechsel nötigen Sauerstoff zu versorgen 
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bzw. das Stoffwechselendprodukt Kohlendioxid aus dem Organismus zu entfernen. Eine Ab-
stimmung der Lungenperfusion auf die Lungenfüllung ist als evolutionärer Optimierungs- und 
Ökonomisierungstrend höherer Organismen zu sehen (98-100). Um bei unterschiedlichen 
Anforderungen optimale Funktionalität zu sichern, ist eine enge Kooperation beider Systeme 
mit Hilfe komplexer Regelkreise notwendig. Diese wird durch eine enge zentrale Organisati-
on kardiovaskulärer und respiratorischer Neuronen im sogenannten kardiorespiratorischen 
Netzwerk des Hirnstamms sichergestellt (98; 100-105). Der neuronale Atemzyklus der Säu-
getiere, also auch der des Menschen, wird in drei verschiedene Phasen unterteilt. Diese Pha-
sen sind definiert als Inspiration, (passive) Postinspiration und (aktive) Expiration (100; 105; 
106). Grundlage für die Entstehung des Atemrhythmus (Rhythmogenese) sind die für jede 
Phase charakteristischen, periodisch wiederkehrenden Muster von Aktionspotentialen respira-
torischer Neurone der sogenannten ventralen respiratorischen Gruppe in der ventrolateralen 
Medulla oblongata. Ihre Aktivität wird von verschiedenen Afferenzen generiert und/oder mo-
duliert. Dies sind vor allen Dingen Eingänge von zentralen und peripheren Chemorezeptoren, 
der spontan aktiven Formatio retucularis, arteriellen Barorezeptoren, Temperaturrezeptoren, 
Muskelmechanorezeptoren, Rezeptoren der Lunge und des oberen Atemtraktes, Nozizeptoren, 
übergeordneten Afferenzen des Cortex und anderer Hirngebiete (z. B. bei einer veränderten 
Emotionslage, bei kognitiven Anforderungen oder durch zentrale Antriebe) sowie unter-
schiedliche Hormonspiegel (6; 100; 106-109). Diese komplexen Verschaltungen bewirken 
eine Modulierung des Atemrhythmus` entsprechend (a) den metabolen Bedürfnissen des Or-
ganismus`, (b) den Anforderungen, die das Sprechen an Atemfrequenz und -rhythmus stellt, 
aber auch (c) als Reaktion auf unterschiedliche emotionale und mentale Stimuli. Die Neurone 
des kardiovaskulären Netzwerks liegen in unmittelbarer Nähe der respiratorischen Neurone. 
Aufgrund synaptischer Kopplung zeigen sie ähnliche Variationen ihres Membranpotentials 
bzw. ihres Entladungsmusters in Abhängigkeit vom Atemrhythmus (105; 106). Grundsätzlich 
depolarisieren die kardialen Vagusneurone in der postinspirativen, die sympathoexzitatori-
schen Neurone vorwiegend in der der inspiratorischen Phase des Atemzyklus (105; 106; 110). 
Dies bewirkt unter normalen physiologischen Gegebenheiten die Verlangsamung des Herz-
schlages in der mechanischen Ausatemphase und eine Beschleunigung in der Einatmungspha-
se. Ein Beispiel für die parallelen Änderungen der respiratorischen und kardiovaskulären Ak-
tivität liefert der Hering-Breuer-Reflex. Bei vermehrter Atmung begrenzt er die Atemtiefe um 
eine Lungenüberdehnung zu verhindern. Zunehmende Aktivität der pulmonalen Dehnungsre-
zeptoren (vagale Afferenzen) bewirkt ein Abnahme der inspiratorischen Aktivität und eine 
Zunahme der expiratorischen Aktivität. Neben einer reflektorischen Bronchodilatation kommt 
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es weiterhin - aufgrund hemmender Afferenzen zu den kardialen vagalen Motoneuronen im 
Nucleus ambiguus - zu einer Stimulation der Herzaktivität. Die peripheren Chemorezeptoren 
erfassen Informationen über den pH-Wert des Blutes, seinen Sauerstoff- und Kohlendioxid-
gehalt. Aufgrund ihrer zentralen Verknüpfung in der Medulla oblongata beeinflusst ihre Erre-
gung sowohl das Atemminuten- als auch das Herzzeitvolumen. Daneben sind auch in der Ske-
lettmuskulatur Chemorezeptoren lokalisiert, die Informationen über die Stoffwechsellage des 
jeweiligen Muskels an das kardiorespiratorische Zentrum übermitteln und Anpassungen so-
wohl der Atmung und des Herzkreislaufsystems an körperliche Belastungen befördern 
(„muscle metaboreflex“) (111-115). Auch eine Längenänderung der Skelettmuskulatur kann 
beispielsweise eine gesteigerte Impulsfrequenz des das Zwerchfell innervierenden N. phreni-
cus bewirken und Anpassungen des kardiovaskulären Systems auslösen („muscle mechano-
reflex“) (107; 114).  
Der Einfluss der genannten Afferenzen auf die Modulation der kardio-respiratorischen Aktivi-
tät ist phasenabhängig und wird durch „Tore“, die je nach Atemphase geöffnet oder geschlos-
sen sind, gesteuert (65; 116). So konnten verschiedene Arbeitsgruppen bei barorezeptorischer 
Reizung belegen, dass die vagale Erregbarkeit in der Ausatemphase höher ist als in der Inspi-
ration (117; 118). Verschiedene Autoren wiesen nach, dass Variationen der Atemtiefe und des 
Atemintervall Einfluss auf die Stärke, die Periodizität und den Zeitpunkt kardiovagalen Akti-
vität haben (z. B. 119; 120). Die Verlängerung des Atemintervalls hatte einen verstärkenden 
Effekt auf die vagal modulierte Herzfrequenzvariabilität. Auswirkungen einer vertieften At-
mung waren ebenfalls festzustellen, aber weniger stark. Die Verkürzung der Herzperioden 
setzte bei kurzen Atemintervallen in der Inspiration und bei langen Atemintervallen in der 
Expiration ein. Die Verlangsamung der Herzfrequenz begann unabhängig von der Länge des 
Atemintervalls immer in der frühen Expiration. Bei hohen Atemfrequenzen sind die phasen-
abhängigen Änderungen der kardiovagalen Efferenzen nur unvollständig ausgeprägt. Die Ab-
senkung der Atemfrequenz und eine Zunahme des Atemzugvolumens bewirken in der Regel 
eine Erhöhung der RSA. Erst bei sehr niedrigen Atemfrequenzen (ab ca. 0,05 Hz) nimmt die 
RSA wieder ab (119-122). Gleichzeitig kommt es zu einer Verschiebung des Frequenzpeaks 
in niederfrequente Bereiche. Dies muss bei der Berechnung der spektralen Dichte des HF-
Bandes bei niedrigen Atemfrequenzen beachtet werden (siehe auch Abbildung 1.2-3 und Ab-
bildung 1.2-4). Bei Apnoe finden sich kaum hochfrequente Oszillationen, wohingegen die 
niederfrequenten stärker ausgeprägt sind (65; 119; 123). Unter doppelter autonomer Blockade 
(-Blockade mit Atenolol und muskarinische Blockade mit Atropin-Sulfat) finden sich noch 
Reste atmungsassoziierter Herzfrequenzschwankungen (122). Ursache dafür sind die durch 
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eine Vorhofdehnung ausgelösten Entladungen der atrialen Dehnungsrezeptoren. Neben den 
genannten Afferenzen können auch sensorische Eingänge aus den Vestibularorganen sowohl 
die sympathische als auch die vagale kardiale Aktivität beeinflussen (124). 
Viele Autoren nehmen an, dass aufgrund paralleler Fluktuationen von arteriellem Blutdruck 
und R-R-Intervallen ein ursächlicher Zusammenhang zwischen diesen beiden Systemen be-
steht, also Änderungen des arteriellen Blutdrucks R-R-Intervall-Variationen bewirken. Piepoli 
et al. (125) zeigten, dass die arteriellen Blutdruckrezeptoren eine wichtige Rolle für die Ent-
stehung der Respiratorischen Sinusarrhythmie spielen. Bei atemfrequenzsimulierender Stimu-
lation der Barorezeptoren im Karotissinus während Apnoe fand sich eine ausprägte „respirato-
rische“ Sinusarrhythmie. Die Atmung bewirkt durch ihre mechanischen Effekte auf den intra-
thorakalen Druck, den venösen Rückstrom und die ventrikuläre Vor- und Nachlast Fluktua-
tionen des Herzminutenvolumens (87; 126; 127) und somit des Blutdrucks. Die HF-
Oszillationen der Herzrate entstehen durch die „Übersetzung“ dieser atembedingten Blut-
druckschwankungen durch den schnellen, vagal vermittelten Baroreflex. Toska & Erikson 
(127) und Elstad et al. (128) fanden bei Betrachtung der mechanisch induzierten atemsyn-
chronen Schwankungen des arteriellen Mitteldrucks, dass die vagal vermittelte RSA die 
Schwankungen des arteriellen Mitteldrucks und des Herzminutenvolumens puffert. Bei der 
Betrachtung des systolischen Blutdrucks zeigte sich dagegen, dass die respiratorischen Herz-
frequenzschwankungen zumindest in liegender Position Ursache für die Änderungen des sys-
tolischen Blutdrucks sind, wogegen in aufrechter Körperposition die Blutdruckschwankungen 
den R-R-Intervallfluktuationen eher vorausgehen (87; 126-128). Auch andere Untersucher 
weisen auf den Einfluss von nicht baroreflexvermittelten, neuralen Mechanismen der kurzfris-
tigen kardiovaskulären Regulation und des zentral modulierten Atemantriebs für die Entste-
hung der RSA hin bzw. bezweifeln den reinen Baroreflexmechanismus als Erklärung für die 
HF-R-R-Fluktuationen (95; 119; 129-132). 
 Abbildung 1.2-3: 6-minütige R-R Intervallaufzeichnung eines männlichen Probanden in sitzender Position bei 
vergleichbarer mittlerer R-R-Dauer und unterschiedlicher Atemfrequenz (eigene Untersuchungen). 
 
 
Abbildung 1.2-4: Frequenzpower der HRV über der Zeit bei unterschiedlicher Atemfrequenz (kontinuierliche 
Wavelet-Transformation einer 6-minütigen atemfrequenzgetakteten R-R Aufzeichnung, eigene Untersuchung). 
Mit zunehmender Atemfrequenz verlagert sich auch die Zentrumsfrequenz der atemassoziierten HRV (HF-
Band). Außerdem findet sich eine Abnahme der Frequenzpower (farbcodiert dargestellt als Verlauf von Rot über 
Violett zu Blau, eigene Untersuchungen). 
Einfluss des autonomen Nervensystems auf die Ausprägung der HF-Oszillationen 
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Es besteht weitgehend Einigkeit darüber, dass die hochfrequenten Oszillationen der HRV zum 
überwiegenden Teil vagal moduliert werden. Die sympathischen Efferenzen sind aufgrund 
ihrer Tiefpassfiltereigenschaften zu einer aktiven Modulation der schnellen Herzratenschwan-
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kungen nicht in der Lage (42; 133; 134). In erster Linie erfolgt eine Kopplung der Aktivität 
zentraler respiratorischer Neurone mit den vagalen Motoneuronen. Während der Inspiration 
kommt es zu einer Hemmung kardio-inhibitorischer Areale in der Medulla durch Impulse aus 
den Dehnungsrezeptoren der Lunge. Die tonischen vagalen Entladungen zum Herzen nehmen 
ab und die Herzfrequenz steigt. Abhängig von der Höhe des zentralen vagalen Tonus und den 
afferenten Eingängen die den zentralen Atemantrieb modulieren sind die hochfrequenten Va-
riationen der Herzrate stark oder weniger stark ausgeprägt (42; 128; 133-135). Auch Blocka-
deversuche zeigen konsistente Ergebnisse in der Weise, dass nach cholinerger Blockade bzw. 
funktioneller Vagotomie die respiratorische Sinusarrhythmie fast vollständig verschwindet, 
wohingegen die -adrenerge Blockade keine generelle Auswirkungen auf den HRV-
Frequenzbereich über 0,15 Hz besitzt (134). Taylor et al. stellen eine ausschließlich vagal 
modulierte RSA in Frage. Nach -adrenerger Blockade zeigten sie, dass es zu einem Anstieg 
der RSA kommt. Der zugrunde liegende Mechanismus dieses antagonistischen Effekts wird 
noch diskutiert (122). Klar ist aber, dass der sympathische Outflow eine Absenkung der respi-
ratorischen Sinusarrhythmie bewirkt. Neben der übergeordneten Modulation durch vagale 
Impulse wird ein gewisser Anteil der HF-Fluktuationen durch andere periphere Mechanismen 
generiert. So findet man am denervierten Herzen eine geringe, durch den mechanischen Ein-
fluss der Atmung verursachte RSA (132; 136; 137). Neben den intrakardialen Druck- und 
Dehnungsrezeptoren finden sich u. a. auch Rezeptoren für pH-Wertänderungen, Temperatur-
sensoren oder Sensoren für den Sauerstoffpartialdruck. Diese übertragen ihre Erregung mit 
Hilfe von kardialen Neurotransmittern (z. B. Serotonin und Neuropeptide P und Y) auf Gang-
lienzellen des Herzens, die wiederum direkt die Schrittmacherzellen des Sinus- und AV-
Knotens innervieren (6). Unter bestimmten Umständen kann es außerdem zu einer Dissoziati-
on zwischen den HF-Oszillationen der Herzrate und der parasympathischen Aktivität kom-
men (138). So finden sich zum Beispiel trotz Zunahme der vagalen Aktivität (durch pharma-
kologische Intervention oder unter Ruhebedingungen) und damit assoziierter niedriger Herz-
schlagfrequenz Sättigungen oder sogar Abnahmen der HF-Power (138-140). 
 
Polyvagale Theorie 
Die Ursprünge der das Herz innervierenden efferenten vagalen Fasern sind an zwei verschiedenen 
Stellen des Hirnstamms lokalisiert: dem Nucleus ambiguus und dem dorsalen motorischen Kern 
des Vagusnervs (Nucleus dorsalis nervi vagi). Dabei sind die vom N. ambiguus ziehenden Axone 
in der Regel kleine, myelinisierte (B-Fasern), die vom N. dorsalis n. vagi große unmyelinisierte 
Fasern (C-Fasern) (141). Entgegen früherer Untersuchungen insbesondere an Katzen (142) zeigen 
neuere Untersuchungen an anderen Spezies, dass beide vagalen Efferenzen eine Absenkung der 
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Herzschlagfrequenz bewirken können, die B-Fasern jedoch einen größeren Effekt hervorrufen 
(143-146). Der spezifische Beitrag der einzelnen Kerne zur Modulation der Herztätigkeit ist dabei 
immer noch nicht restlos geklärt (147). Komplexe Verschaltungen in den Ganglien des Herzens 
erschweren zudem eine Quantifizierung des jeweiligen Einflusses auf die Herzaktivität.  
Unter den meisten physiologischen Bedingungen hat der unmyelinisierte Vagus jedoch nur wenig 
Einfluss auf die Höhe der Herzschlagfrequenz (148). Auch an der Steuerung des Baroreflex schei-
nen vorrangig die Neurone des N. ambiguus beteiligt zu sein (149). Im Tierversuch bewirkt eine 
Läsion des dorsalen motorischen Vaguskern keine Absenkung der Baroreflexsensitivität (150). 
Auch die Abhängigkeit des kardioinhibitorischen Effekts vom Atemzyklus und der Atemtiefe 
scheint auf die Vagusneurone des N. ambiguus beschränkt zu sein, die Stimulation afferenter C-
Fasern bewirkt eine Bradykardie unabhängig vom zentralen Atemantrieb (151-153). Porges entwi-
ckelt aus dieser polyvagalen Sichtweise (`The polyvagal perspective`) die Theorie des phylogene-
tisch jüngeren, myelinisierten `smart vagus`, der zu den Brusteingeweiden zieht und außerdem mit 
sozialen Interaktionen (z. B. Steuerung der Gesichts- und Kopfmuskulatur) in Beziehung steht und 
dem primitiven, `vegetativen`unmyelinisierten Vagus, der in Zusammenhang mit dem ursprüngli-
chen Immobilisierungssystem gesehen wird (154-156). Dabei wird postuliert, dass die RSA – als 
phasischer Effekt – den Einfluss des myelinisierten Vagus widerspiegelt, wohingegen der unmye-
linisierte, `ältere` Vagus nur tonische Effekte auf die Herzschlagfrequenz entfaltet. Letztendlich 
widerspiegelt das Phänomen der RSA den funktionelle Output (des myelinisierten?) Vagus hin-
sichtlich der Herzratenmodulation und kann nicht mit dem tatsächlichen vagalen Tonus gleichge-
setzt werden (98; 154). Die RSA oder R-R-HF-Power scheint stattdessen mit verschiedenen para-
sympathischen Parametern assoziiert, wie z. B. zentralen vagalen Impulsen zum Herzen, dem kar-
dialen Vagotonus, atemabhängigen und baroreflektorisch vermittelte Änderungen des vagalen Ef-
fekts auf das Herz. Untersuchungen zeigten, dass bei Belastungen, die den kardialen Vagotonus 
beeinflussen, ein enger Zusammenhang zwischen intraindividuellen Veränderungen der RSA be-
steht. Die Interpretation von interindividuellen Unterschieden der RSA hinsichtlich des Herzvago-
tonus sollten dagegen mit Vorsicht vorgenommen werden (134). 
Die hochfrequenten Oszillationen der Herzrate sind eng mit der Atmung assoziiert (Respirato-
rische Sinusarrhythmie) und werden fast ausschließlich über den parasympathischen Zweig 
des ANS moduliert. Die Höhe der HF-Power kann mit Abstrichen als Indikator für den vaga-
len Tonus angesehen werden, sollte aber immer gemeinsam mit der Herzrate betrachtet wer-
den.  
Grundsätzlich gilt, dass die Normalisierung der Power in den einzelnen Frequenzbändern ge-
gen die Gesamtpower (Total Power) die Bedeutung der verbliebenen Komponenten künstlich 
erhöhen und bei unterschiedlichen Bedingungen einen Informationsverlust bedeuten kann 
(87). In vielen Fällen dient jedoch die Normalsierung einer Verdeutlichung autonom regulati-
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ver Prozesse und der Quantifizierung des Beitrages der einzelnen autonomen Komponenten 
für die Herzfrequenzsteuerung. So wird zum Beispiel das Verhältnis von LF- zu HF-Power 
(LF/HF-Quotient) auch als sympatho-vagale Balance bezeichnet und soll die jeweiligen An-
teile der autonomen Modulation an der Steuerung der Herzaktivität symbolisieren (10; 157-
159). Eine Anhebung widerspiegelt eine Verschiebung der Balance in Richtung sympathi-
scher Dominanz. Dabei darf nicht vergessen werden, dass das autonome Nervensystem mit 
seinen beiden Ästen Sympathikus und Parasympathikus eher synergistisch als antagonistisch 
zusammenspielt. Insbesondere im LF-Band der HRV kommen auch parasympathische Ein-
flüsse zum Tragen, weshalb die physiologische Begründung dieses Terms nicht eindeutig ist 
(160). 
1.2.3 Determinanten der Herzratenvariabilität 
Die Herzratenvariabilität wird von einer Vielzahl von Faktoren determiniert, die bedeutend-
sten sind nachfolgend aufgeführt. 
Alter 
Das Alter ist ein Haupteinflussfaktor auf die Herzratenvariabilität (161-165). Im jüngeren 
Lebensalter (von 0-6 Jahren) findet sich in der Regel ein Anstieg von LF-, HF- und Total Po-
wer. Es folgt eine Abnahme mit fortschreitendem Alter (166). Der Anteil der LF-Power an 
der Gesamtvariabilität kann dagegen mit dem Alter zunehmen (167). 
Herzrate 
Neben dem Alter ist die Herzschlagfrequenz selbst die Hauptdeterminante der Stärke der 
Herzratenvariation (168; 169). Je höher die Herzschlagfrequenz, desto niedriger ist im Allge-
meinen ihre Variabilität. 
Atmung  
Der Einfluss der Atmung auf die spektralen Maße der HRV konnte in vielen Studien belegt 
werden, dennoch wird kontrovers diskutiert, ob und unter welchen Bedingungen eine At-
mungskontrolle bei der Betrachtung der HRV-Frequenzmaße notwendig und sinnvoll ist (98; 
170-173). Bei verschiedenen Fragestellungen, wie Kipptischuntersuchungen oder bei Unter-
suchungen im Liegen zeigten sich bei metronomisierter Atmung keine Vorteile bei der Be-
trachtung der autonomen Funktion verglichen mit spontaner Atmung (174). Ebenso erbrachte 
die statistische Adjustierung  der respiratorischen Sinusarrhythmie hinsichtlich von Atemtiefe 
und -frequenz in vielen Studien keine differierenden Ergebnisse. Generell könnten die HRV-
Frequenzkomponenten den Zeitbereichsparameter insofern überlegen sein, dass sie für kon-
fundierende Effekte der Atmung weniger anfällig sind (172). 
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Blutdruck und Blutdruckvariabiliät  
Über den Baroreflex bewirkt der Blutdruck bzw. seine Variation auch Änderungen der Herz-
ratenvariabilität (175; 176). 
Genetische Disposition  
Die genetische Ausstattung hat nicht nur einen Einfluss auf die intrinsische Herzrate, sondern 
auch auf die HRV-Parameter. Bestimmte Chromosomenabschnitte scheinen nach Kontrolle 
anderer Einflussfaktoren für die Ausbildung der HRV verantwortlich (177-181). So finden 
sich beispielsweise Unterschiede in HRV-Parametern bei unterschiedlichen ethnischen Grup-
pen (182). Verschiedene Untersucher konnten zeigen, dass Gene, welche die neuronale Erre-
gungsübertragung an den Synapsen oder die Ausprägung von Rezeptoren neuro-humoraler 
Transmitter beeinflussen, auf die Ausprägung der Frequenz-HRV Einfluss nehmen (183-185). 
Geschlecht  
Der Einfluss des Geschlechts zeigt sich bei der Betrachtung größerer Populationen, ist aber 
geringer als der des Alters (163; 186). Im Mittel zeigen Frauen eine höhere anteilige HF-
Power, Männer eine höhere LF-Power bzw. LF/HF-Quotienten (167; 168; 187; 188). 
Lebensstil  
Verschiedene Studien zeigten, dass Indikatoren, die mit dem Lebensstil assoziiert sind (z. B. 
BMI, WHR, körperliche Aktivität) mit Parametern der HRV korrelieren können (168; 189-
191). Oft variiert deren Einfluss auf die HRV in Abhängigkeit vom kulturellen Hintergrund 
und Umweltfaktoren (167; 176). Insbesondere eine verbesserte Ausdauerleistungsfähigkeit 
kann zu einer höheren HRV beitragen (192-198). 
Autonome Dysfunktionen 
Krankheiten wie Myokardinfarkt, Hypertonie, Diabetes mellitus, Adipositas, Glucose-
Intoleranz, aber auch psychische Erkrankungen wie Angststörungen oder Depressionen wi-
derspiegeln sich meist in abgesenkten Amplituden der zyklischen Herzfrequenzvariationen 
(35; 168; 176; 190; 199-205). Die Parameter der HRV weisen oft auf einen Anstieg der sym-
pathischen und einen Rückgang der parasympathischen Aktivität hin. 
Substanzen/ Pharmaka  
Der Konsum von Zigaretten, Koffein, Alkohol und Drogen sowie die Einnahme von Medi-
kamenten, wie z. B. vasoaktive Pharmaka, beeinflusst die Frequenzparameter in unterschied-
licher Weise (206-212). 
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Humorale Faktoren  
Die Spiegel von Hormonen und Transmittern wie Insulin, Katecholamine, Melatonin, Angio-
tensin oder auch die Plasmaglucose beeinflussen die Ausprägung der HRV-Maße (14; 20; 
213). 
Physische und psychische Belastungen 
Körperliche Anstrengungen (39; 72; 111; 214-219), orthostatische Belastungen (60; 220-222) 
sowie emotionale und mentale Stressoren (223-228) haben einen profunden Einfluss auf die 
Aktivität des ANS und damit auf die Frequenzparameter der HRV. Dabei kann es sich um 
kurzfristige (Beanspruchungen) oder langfristige (Folgen) Effekte handeln. Auch die Exposi-
tion gegenüber Lösungsmitteln, Schwermetallen (229), Hitze (230; 231), Feinstaub (232-235) 
oder Passivrauchen (236) sowie Schichtarbeit (237-239) sind physische Faktoren, die im All-
gemeinen zu einer Absenkung der parasympathisch modulierten HRV-Parameter und einer 
Anhebung sympathisch modulierter Parameter führen. 
1.2.4 Potential der HRV bei präventivmedizinischen Fragestellungen 
Die o. g. Auswahl der HRV-Determinanten lässt zum einen auf die Schwierigkeit der Inter-
pretation der HRV-Parameter bei angewandten Fragestellungen schließen, eröffnet aber zu-
gleich auch einen Blick auf das mögliche Potential der HRV-Analyse für präventive Frages-
tellungen.  
Seit längerem ist die Bedeutung der HRV-Frequenzparameter für die kardiologische Risiko-
stratifizierung nach Myokardinfarkt oder bei Herzinsuffizienz belegt (201; 240-242). Patien-
tengruppen mit einem erhöhten Mortalitätsrisiko weisen im Mittel eine geringere Power in 
fast allen Frequenzbereichen auf (199; 201-203; 243). Der prädiktive Wert der HRV reflek-
tiert dabei in der Regel die Beziehung zwischen autonomer Kontrolle der Herzrate und den 
Reflexantworten auf eine akute myokardiale Ischämie. Je niedriger die (parasympathisch mo-
dulierte) HRV, desto höher ist die Wahrscheinlichkeit, dass sympathische Reflexe unter aku-
ter myokardialer Ischämie dominieren. Dies wiederum erhöht das Risiko für das Auftreten 
letaler Arrhythmien. Eine verstärkte Aktivität sympathischer kardialer Afferenzen wird als 
wahrscheinlicher Mechanismus für die Abnahme der HRV nach Herzinfarkt gesehen. Die 
Wiederherstellung einer normalen Herzratenvariation nach akutem Myokardinfarkt (AMI) 
widerspiegelt dagegen die protektiven vagalen Effekte gegen Kammerflimmern (244). Bei 
vielen anderen Fragestellungen zeigt die HRV-Frequenzanalyse ihren prädiktiven und diag-
nostischen Wert. Vardas et al (245) wiesen nach, dass die HF-Power bei Patienten mit aus-
geprägter koronarer Herzkrankheit (KHK) bereits in den 10 Minuten vor dem Auftreten einer 
nächtlichen myokardialen Ischämie abgesenkt ist. Diese Absenkung hielt während der  Zeit 
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der Ischämie-Episode und bis 6 min danach an. Wennerblom und Mitarbeiter (246) konnten 
anhand der Spektralparameter der HRV eine veränderte autonome Kontrolle bei Angina pec-
toris Patienten im Vergleich zu gesunden Vergleichspersonen darstellen. Eine Absenkung der 
zirkadianen HRV vor Bypass-Operationen weist auf eine erhöhte Neigung hinsichtlich des 
postoperativen Auftretens von Vorhofflimmern hin (247). Weitere Pathologien, bei denen die 
HRV-Frequenzanalyse eine eingeschränkte autonome Regulationsfähigkeit bzw. übermäßige 
Reaktivität verdeutlichten kann, sind z. B.: 
- Diabetes mellitus (248-252),  
- Guillain-Barré Syndrom (253),  
- Epilepsie (254),  
- koronare Herzkrankheit (255; 256),  
- Arteriosklerose (249; 257),  
- neurokardiogene Synkopen (258),  
- Depression und Angststörungen (200; 259), 
- Adipositas (260; 261) und  
- Bluthochdruck (262).  
Untersuchungen belegen eine abgesenkte LF-Power, einen tageszeitabhängige signifikant 
erhöhten LF/HF-Quotienten bzw. erniedrigte HF-Power-Werte als Zeichen einer gestörten 
autonomen Regulation mit verstärkter sympathischer Aktivierung bei Übergewichtigen (260; 
261; 263; 264). Für Emdin et al. (264) spiegelt das Verhalten der LF-Power die bei adipösen 
Personen eingeschränkte Baroreflexsensitivität wider. Grundsätzlich besitzt die Frequenzana-
lyse das Potential Informationen zur Entstehung oder Risikobewertung übergewichtsassoziier-
ter Krankheiten zu geben, auch wenn bis heute ist nicht geklärt ist, ob die autonome Dysfunk-
tion eher Folge oder Ursache einzelner Komponenten des metabolischen Syndroms ist (265). 
Ein ‚sowohl-als-auch‘ erscheint plausibel.  
 
Zirkadiane Rhythmik von Herzfunktion und kardiovaskulären Ereignissen 
Die endogenen zirkadianen Taktgeber eines Lebewesens befähigen es auf unterschiedlichen 
Komplexitätsstufen (Zelle  Organ  Gesamtorganismus) temporäre Umweltveränderungen zu 
antizipieren und somit biologische Prozesse zu optimieren (31). Zirkadiane Uhren sind bis heute in 
allen untersuchten Zellen nachgewiesen worden, darunter auch in glatten Gefäß- und Herzmuskel-
zellen (29; 266; 267). Neben den Effekten die solche peripheren Uhren auf die zirkadiane Variati-
on von Blutdruck und Herzschlagfrequenz besitzen, spielt bei Säugetieren der zentrale Taktgeber 
im suprachiasmatischen Nucleus eine übergeordnete Rolle (13; 268). Auch bei der Herzfunktion 
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zeigt sich ein entscheidender Einfluss der endogenen Uhren auf Herzleistung und -effizienz. Diese 
Adaptation der Herzfunktion ist durch unterschiedliche molekulare Mechanismen vorstellbar (20):  
- Myokardiale Ansprechbarkeit auf sympathische Stimulation 
- Elektrische Eigenschaften  
- Kalziumhaushalt 
- Zusammensetzung der kontraktilen Proteine  
- Antioxidative Kapazität und 
- Metabolismus der Myokardzellen.  
Dabei werden die endogenen Uhren selbst durch verschiedene Einflüsse getaktet. Versuche an iso-
lierten glatten Gefäß- und Herzmuskelzellen zeigten, dass die zirkadianen endogenen Uhren dieser 
Zellen, welche letztendlich die kontraktile Funktion, den Stoffwechsel und die Genexpression in 
diesen Zellen beeinflussen, z. B. durch Katecholamine, Corticosteroide, Angiotensin II und Retin-
säure moduliert werden (20; 28; 29; 267). Zahlreiche Erkrankungen, wie z. B. das metabolische 
Syndrom sind mit einer Aktivierung der neuroendokrinen Stressachse assoziiert, was wiederum 
Einfluss auf die Funktion der endogene Uhren haben kann (265; 269). Young und Mitarbeiter (31) 
konnten zeigen dass die Phasen der zirkadianen Uhren bei Ratten mit Streptozotocin-induziertem 
Diabetes verändert waren. Dies zeigte sich in einem veränderten Expressionsmuster kardialer 
Clock-Gene. Die pathophysiologische Bedeutung der veränderten endogenen Uhr innerhalb der 
Herzmuskelzellen könnte so z. B. in einem gestörten Fettstoffwechsel mit einhergehender Akku-
mulation von intramyokardialen Fettsäurederivaten liegen. In Folge kann dies zur Entwicklung 
kontraktiler Dysfunktion mit assoziierter Dyslipidämie beitragen (270). Klinische Ereignisse treten 
häufig dann auf, wenn die neuroendokrinen Zeitstrukturen Effekte, die durch andere interne oder 
externe Trigger ausgelöst werden, nicht bewältigen können. So kann die Stimulierung zur Freiset-
zung neuroendokriner Transmitter durch externe Variablen beispielsweise die Zirbeldrüsen- und 
Hypophysenfunktionen und die adrenale Sekretion beeinflussen. Resultat sind mitunter konträre 
Auswirkungen auf die zirkadiane Variation, die Herzratenvariabilität und die Blutdruckvariabilität 
(14; 271). Ebenso wie die kardiovaskulären Parameter Blutdruck, Herzzeit- und schlagvolumen 
oder Herzrate zeigt das Auftreten verschiedener kardiovaskulärer Ereignisse eine Häufung. Fol-
gende kardiale Zwischenfälle zeigen eine tageszeitliche oder längerfristige Rhythmik: 
- kardiale Ischämien (34; 272; 273),  
- Myokardinfarkt (274; 275),  
- plötzlicher Herztod (33) und  
- ventrikuläre Arrhythmien (276).  
Chronotherapeutische Ansätze zur Behandlung und Prävention solcher Ereignisse setzen die 
Kenntnis der zugrundeliegenden Mechanismen zirkadianer Rhythmen voraus (30). Tatsache ist, 
dass bei pathologischen Zuständen Veränderungen der Genexpression im Myokard stattfinden 
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(277; 278). Diese betreffen nicht nur Clock-Gene sondern äußern sich unter anderem auch in einer 
veränderten Muskelfaserzusammensetzung des Myokards mit gleichzeitig veränderter maximaler 
Kontraktionsgeschwindigkeit und Relaxationsgeschwindigkeit (278-280). Eine Schlüsselrolle bei 
der Pathogenese von Kardiomyopathien und Herzversagen kommt den veränderten intrazellulären 
Kalziumsignalwegen zu (281; 282). So konnten Studien zeigen, dass neben einem direkten Ein-
fluss von Insulin auf Glucose- und Lipidstoffwechsel auch die Expression von Regulatoren des 
Kalziumstoffwechsels auf Gen- und Proteinebene (z. B. SERCA-2a und Phospholamban) direkt 
durch einen Diabetes verändert sein kann und sich u. a. in einer veränderten Herzrate, verlängerter 
Auswurfphase und Relaxationszeit (negative Lusitropie) widerspiegelt. Indikatoren der kontrakti-
len Dysfunktion konnten dabei auf drei verschiedenen Komplexitätsebenen nachgewiesen werden: 
am lebenden Versuchstier, am isolierten Herzen und auf Ebene der Kardiomyozyten (277). Ver-
schiedene Autoren stellten bei Diabetes-Patienten eine im Vergleich zu gesunden Kontrollperso-
nen geringer ausgeprägte HRV fest (251; 283). Allerdings dürften bereits prädiabetische Stoff-
wechselveränderungen des Herzmuskels Anomalien der kardialen Struktur und Funktionsweise 
hervorrufen (284; 285), die mit Hilfe der HRV-Analyse erfasst werden könnten (286). Grundsätz-
lich erscheint die Eignung der HRV-Frequenzparameter auch zur Frühdiagnostik solcher physio-
logischen Prozesse denkbar, bei denen Anomalien der tageszeitlichen Rhythmik, z. B. durch ver-
änderte Trigger wie die Nahrungsaufnahme (14; 271), veränderte Plasma-Katecholamin- oder An-
giotensinkonzentrationen etc. vorliegen. Die (ambulante Langzeit-) HRV-Analyse kann dabei ei-
nen Einblick in die Adaptabilität der Herzfunktion geben, die oftmals vor der Manifestation soma-
tischer Veränderungen eingeschränkt ist.  
Tabelle 1.2-1: Faktoren des Gesamtrisikos für Herz-Kreislauf-Erkrankungen (aus 287, angelehnt an 288). 
Beeinflussbare Risikofaktoren Andere Merkmale 
- Hyper-/Dyslipidämie 
- Zigarettenrauchen 
- Bluthochdruck 
- Diabetes mellitus 
- Hyperfibrinogenämie 
- Übergewicht 
- körperliche Inaktivität 
- psychosoziale Faktoren 
- familiäre Disposition 
- Geschlecht 
- jugendliches Alter bei Risikofaktorenerkennung 
oder Krankheitsmanifestation 
Wenn man davon ausgeht, dass das klassische Risikofaktorenkonzept (Tabelle 1.2-1), trotz 
statistischer Sicherheit für große Populationen das individuelle kardiovaskuläre Risiko nicht 
vollständig erklärt, könnte der Parameter HRV, z. B. im Rahmen eines ambulanten 24/7-
Monitorings oder dessen Reaktivität unter standardisierter psycho-mentaler Belastung, eine 
weitere Dimension im HKL-Risikobild einnehmen (14; 289).  
Auch bei der Klärung der physiologischen Basis für den Zusammenhang zwischen psychoso-
zialen Variablen und dem kardiovaskulärem Risiko (290-292) nimmt die HRV als Spiegel 
autonomer Veränderungen eine bedeutende Rolle ein (293-296). Sloan und Mitautoren (297) 
entwickelten ein Modell, welches Blutdruckvariationen als möglichen Mechanismus für die 
Entstehung kardiovaskulärer Erkrankungen beschreibt (Abbildung 1.2-5). Vereinfacht besagt 
ihre  Theorie, dass physische, psychische und behaviorale Variablen über eine Störung der 
autonomen kardialen Kontrolle eine Verminderung der Puffereigenschaften des ANS herbei-
führen. Die Reduzierung der Pufferkapazität des kardialen autonomen Systems ist dabei mit 
einer erhöhten Blutdruckvariation als Reaktion auf unterschiedlichste Stressoren assoziiert. 
Diese Blutdruckschwankungen wiederum bedeuten ein Risiko hinsichtlich der Schädigung 
von Koronararterien, Formierung endothelialer Plaques, Plaque-Rupturen und akuter korona-
rer Ereignisse. 
 
Abbildung 1.2-5: Mögliche Rolle einer eingeschränkten autonomen kardialen Kontrol-
le bei der Pathogenese koronarer Herzkrankheit und akuter kardiovaskulärer Ereignisse 
(nach 297). 
Dabei liegt diesem Modell die zentrale Vorstellung zugrunde, dass die als Reaktion auf Stres-
soren ausgelösten Blutdruckschwankungen durch die regulierende Tätigkeit des autonomen 
Nervensystems gepuffert werden (siehe: Exkurs Baroreflex). Grundsätzlich muss davon aus-
gegangen werden, dass die autonome Aktivität, welche mit Hilfe der HRV-Frequenzanalyse 
teilweise erfassbar ist, nicht nur ein Spiegel reversibler oder irreversibler Schädigungen bzw. 
Funktionseinschränkungen des Organismus ist, sondern ebenso bei der Pathogenese organi-
scher und/oder funktioneller Störungen beteiligt ist. Sloans Modell stellt eine Facette autono-
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mer Dysbalancen bei der Genese kardiovaskulärer Erkrankungen und akuter Ereignisse dar. 
Weitere pathophysiologische Mechanismen und Assoziationen sollen nachfolgend angedeutet 
werden:  
(1) Sympathische Hyperreaktivität, gekennzeichnet durch erhöhte LF/HF-Quotienten und 
abgesenkte Frequenzpower in allen Bändern bei Personen mit Adipositas und/oder me-
tabolischem Syndrom (269), wird als ein Mechanismus für die Entstehung von Blut-
hochdruck und erhöhtem kardiovaskulären Risiko diskutiert (298-301).  
(2) Insbesondere Immundysfunktionen und inflammatorische Prozesse werden bei einer 
Reihe von Fragestellungen (Altern, kardiovaskuläre Erkrankungen, Übergewicht und 
Adipositas, Diabetes, Osteoporose, Alzheimer etc.) als Mittler angesehen (302; 303). So 
spielen z. B. inflammatorische Proteine (z. B. CRP, IL-6) eine bedeutende Rolle bei 
kardiovaskulären Erkrankungen. Zwischen ihnen und der vagal modulierten HRV fan-
den viele Untersucher negative Korrelationen (269; 304-308). Die vagale Aktivierung 
kann eine Hemmung und die sympathische Aktivierung sowohl Hemmung als auch 
Förderung inflammatorischer Prozesse bewirken (309; 310). Hamer & Steptoe (311) 
fanden bei Personen mit höherer aerober Leistungsfähigkeit – in der Regel verknüpft 
mit einem erhöhten vagalen Tonus – eine geringere inflammatorische Antwort auf aku-
ten mentalen Stress, als bei weniger ausdauerleistungsfähigen Personen. Sie sehen in 
dieser Tatsache einen protektiven Effekt, den eine höhere physische Fitness zur Redu-
zierung des kardiovaskulären Risikos entfaltet. Auch sozioökonomischer Status ist so-
wohl mit der kardiovaskulären als auch biochemischen Reaktivität in der Weise ver-
knüpft, dass Personen mit niedrigem sozioökonomischem Status eine weniger effektive 
Erholung von Herzratenvariabilität und biochemische Markern (z. B. IL-6) nach Expo-
sition gegenüber einem akuten psychologischen Stressor (z. B. Stroop-Test) zeigten 
(292; 312).  
(3) Ebenso hat die Sympathikusaktivierung Einfluss auf Gerinnungsparameter (z. B. 
Thrombozytenanzahl, -aktivierung, -aggregation, Gerinnungsfaktoren) (313-315) wel-
che wiederum für die Pathophysiologie von Herzkreislauferkrankungen bedeutsam sind. 
Das autonome Nervensystem ist somit vermutlich entscheidend an der Genese bzw. 
Modulation verschiedener Krankheiten beteiligt.  
Aus primär- und sekundärpräventiver Sicht interessant ist die Tatsache, dass die HRV-
Frequenzanalyse bereits vor Auftreten somatischer Veränderungen des ANS als Indikator 
oder Prädiktor für Funktionsstörungen, Risikofaktoren oder Mangelzustände dienen kann. 
Ziegler und Mitarbeiter (286) zeigten, dass eine Absenkung der HRV-Parameter stattfinden 
kann, bevor konventionelle klinische Tests eine Funktionseinschränkung autonomer Kont-
rollmechanismen indizieren. Beitzke und Co-Autoren (316) wiesen bei Personen mit Vitamin 
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B12-Mangel veränderte HRV-Frequenzreaktionen bei Kipptischversuchen nach, die mit denen 
bei Patienten mit Polyneuropathien vergleichbar waren. Prospektive Studien bestätigten, dass 
eine niedrige HRV auch in normalen Populationen ohne klinische Auffälligkeiten als Prädik-
tor für eine spätere KHK dienen kann (317; 318). Effekte von Risikofaktoren wie z. B. Ziga-
retten- und Alkohol- bzw. Drogenkonsum/ -missbrauch oder physischer Inaktivität (162; 186; 
206; 210; 212; 236; 319-323) widerspiegeln sich in den Parametern der HRV ebenso, wie 
nicht beeinflussbare Merkmale wie Alter, Geschlecht und genetische Disposition (163; 180-
184; 186; 324). Auch Umweltfaktoren wie die Exposition gegenüber Feinstaubpartikeln (232-
235; 325-328) oder beim Passivrauchen (236; 329), gegenüber Hitze (330-332) oder Höhen-
lage (333; 334) reflektieren sich in einer veränderten Herzratenvariabilität. Dabei weisen die 
Frequenzparameter in der Regel auf eine abgesenkte parasympathische und eine verstärkte 
sympathische Aktivität, manchmal auch auf eine Koaktivierung beider Achsen des autonomen 
Nervensystems hin. 
Weinstein und Mitarbeiter zeigten, dass die die HRV-Frequenzparameter als Prädiktor für die 
Entwicklung negativer Stimmungslagen nach der Unterbrechung gewohnter körperlicher Ak-
tivität (z. B. relevant bei Inaktivierung nach Sportverletzungen, -unfall, operativen Eingriffen 
oder Beendigung der Sportkarriere) dienen kann (335). Dabei korrelierte die vor der Unterb-
rechung gemessen LF/HF-Ratio mit dem Anstieg der negativen Stimmung nach Inaktivierung 
- unabhängig von Alter, Geschlecht, Gewicht, Fitness-Level und Baseline-Symptomstatus. 
Gianaros et al. (336) stellten bei Frauen nach der Menopause fest, dass die Reduktion der HF-
HRV als Reaktion auf einen psychologischen Stressor assoziiert ist mit dem Grad subklini-
scher Arteriosklerose. Kral und Mitarbeiter (337) fanden den Anstieg der anteiligen LF-Power 
unter mentalem Stress mit einer belastungsinduzierten myokardialen Ischämie bei vorklini-
scher KHK assoziiert. Aber auch die Effekte von Interventionen, z. B. Beendigung des Rau-
chens (338) und von Bewegungs- und/ oder Ernährungsumstellungen (271; 339-343), eines 
ausdauerorientierten körperlichen Trainings (140; 189; 194; 198; 344-349) oder die Erhöhung 
der Trainingsbelastung im Leistungssport (216; 217) lassen sich nachweisen. Gleichzeitig ist, 
basierend auf der Frequenzanalyse, eine Steuerung bestimmter Interventionen mit Hilfe der 
HRV denkbar (215; 350-352). 
Grundsätzlich gibt es bis heute keinen Goldstandard für die Erfassung psychischer Beanspru-
chungen(353; 354). Kardiovaskuläre Parameter wie die HRV können als periphere Indikato-
ren perse nur als Fenster in die „Black Box“ menschlicher Operateur dienen. Die potentielle 
Eignung kardiorespiratorischer Parameter und damit auch die der HRV beruht auf der allge-
meinen Vorstellung, dass psychische Belastungen ebenso wie physische Anforderungen 
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Funktionsanpassungen des Herzkreislauf- und Atmungssystems bewirken (355). Es wird 
vermutet, dass psychische Belastungen wie stärkere Anforderungen an das Arbeitsgedächtnis, 
direkt oder indirekt mit einem erhöhten Energieverbrauch einhergehen (356). Allerdings 
scheint die Zunahme des kortikalen Energieverbrauches nicht allein für die Zunahme der 
Herzrate unter mentaler Belastung verantwortlich zu sein (357; 358). Andererseits finden sich 
auch mit zunehmender mentaler Belastung2 keine Änderungen der mittleren Herzrate, aber 
Abnahmen ihrer periodischen Fluktuationen (359-361). Die Analyse der HRV kann somit der 
einfachen Erfassung der Herzrate überlegen sein. Ihr Vorteil liegt in der Möglichkeit des dif-
ferenzierteren Einblicks in autonome Kontrollprozesse, die an der kurzfristigen Funktionsan-
passung entscheidend beteiligt sind. Dennoch muss auch hier vor einer unkritischen Anwen-
dung gewarnt werden, denn die Frequenzparameter der HRV widerspiegeln letztendlich nur 
die am Endorgan Herz gemessenen und integrierten kardialen Efferenzen des ANS. Ganz glo-
bal findet sich eine Absenkung der Power in allen Frequenzbereichen der HRV mit zuneh-
mender kognitiver Belastung (362) als Zeichen eines parasympathischen Rückzugs (209). Am 
deutlichsten soll sich diese Unterdrückung jedoch im LF-Band der HRV widerfinden (223; 
226; 363). Dabei scheint die Absenkung der 0,1 Hz Komponente nicht zwangsläufig mit der 
Stärke der auftretenden mentalen Belastung (z. B. Menge und Komplexität der Informationen) 
assoziiert, sondern eher mit der Höhe der aufgewendeten Anstrengung („mental effort“) ver-
knüpft zu sein (223). Der Begriff „mental effort“ bezieht sich also darauf, was das Subjekt 
tut, auf die Bereitschaft, Informationsverarbeitungskapazitäten (364) für die Aufgabenbear-
beitung zur Verfügung zu stellen. Übersteigen diese Anforderungen die Kapazität des Ar-
beitsgedächtnisses, kann die Anstrengung sinken und die LF-HRV wieder ansteigen. Darüber 
hinaus zeigen die Ergebnisse verschiedener Untersucher, dass die LF-Komponente der HRV 
auch auf andere Komponenten der psychischen Belastung (z. B. eher emotionale Komponen-
ten wie Zeitdruck) reagiert und nicht nur auf reine informationsverarbeitende Prozesse be-
schränkt ist (365). Somit erscheint die Diagnostizität des Parameters für rein informatorische 
Belastungen fragwürdig (366). Hintergrund ist wahrscheinlich der Einfluss sowohl sympathi-
scher als auch parasympathischer Efferenzen auf dieses Frequenzband. Backs et al. (367) fan-
den heraus, dass bei der Bearbeitung von Trackingaufgaben mit variierender perzeptiver und 
motorischer Belastung, die Bewältigung der motorischen Komponente eher mit parasympa-
thischen, die Beanspruchung reizverarbeitender kognitiver Prozesse dagegen eher mit sympa-
 
2 Der Begriff mentale Belastung wird für die Komponente der psychische Belastung verwendet, die aufgaben-
spezifische Anforderungen, im Sinne von informatorischen Belastungen (z. B. Komplexität und Schwierigkeit 
der Aufgabe) an das menschliche Informationsverarbeitungssystem stellt. Demgegenüber lassen sich emotionale 
Komponenten (z. B. Zeitdruck, Lärm, soziale Faktoren, Gefahren etc.), in der Arbeitswelt als ausführungs- oder 
situationspezifisch bezeichnet, abgrenzen (Manzey 1998 und darin zitierte Referenzen). 
thischen Modulationen assoziiert ist. Lennemann & Backs (368) stellten fest, dass bei der 
Analyse von psychischen Belastungen bzw. Mischformen motorischer und psychischer Belas-
tungen die Ermittlung des autonomen Modus bedeutend ist. Die Modellvorstellung des „au-
tonomic space“ geht dabei über die eindimensionale antagonistische Herzwirkung von Sym-
pathikus und Parasympathikus hinaus (369-371). So kann das Ergebnis Herzrate beispiels-
weise über Koaktivierung als auch antagonistische Wirkungen und deren Zwischenstufen 
erreicht werden (Abbildung 1.2-6). Aufgrund der dualen Beeinflussung des LF-Bandes ergibt 
sich zumindest für die Ermittlung sympathischer Modulation eine Schwierigkeit. Pagani und 
Mitarbeiter (372) deuten den Anstieg der anteiligen LF-Power bei eher emotionaler psychi-
scher Belastung als Zeichen verstärkter sympathischer Aktivierung. Auch andere Untersucher 
fanden für die anteilige LF-Power und/oder den LF/HF-Quotienten Anstiege sowohl unter 
emotionaler als auch mentaler psychischer Belastung (373-377). Zwar sprechen einige Auto-
ren der LF-HRV nur eine Sensitivität bezüglich der Differenzierung von Ruhe und Belastung 
(378) zu, dennoch kann die Betrachtung verschiedener Frequenzbereiche der HRV zusätzlich 
zur Herzschlagfrequenz und anderen Maßen (insbesondere der sympathischen Aktivierung) 
vor dem Hintergrund des Autonomen Raums gerade unter Nutzung nichtlinearer Modelle und 
Statistiken wertvolle quantitative und qualitative Informationen geben. 
 
Abbildung 1.2-6: Modell des "Autonomic Space" mit den 8 verschiedenen 
Modi der autonomen kardialen Kontrolle. Die traditionelle antagonistische 
Kopplung findet sich als Diagonale mit negativem Anstieg. Koinhibierung 
und Koaktivierung besitzen je nach relativem Anteil von Aktivierung und 
Inhibierung multiple Effekte auf die Herzschlagfrequenz () (nach 368). 
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Backs & Seljos (356) wiesen nach, dass der Modus der kardiovaskulären Reaktion auf eine 
Belastung (variierende Aufgaben mit unterschiedlicher Gedächtnisbelastung und zeitlichen 
Anforderungen) bei Personen mit guter bzw. schlechter Aufgabenbewältigung differieren 
kann. Gute Performer zeigten eine geringe Erhöhung der Herzschlagfrequenz und eine stärke-
re Absenkung der LF-Power der HRV, schlechte Performer zeigten dagegen eine stärkere 
Erhöhung der Herzrate und eine geringere Unterdrückung der LF-HRV. Neben einer Absen-
kung der HRV als Antwort auf physische und psychische Belastungen wird eine reduzierte 
Ruhe-HRV auch im Zusammenhang mit schlechteren kognitiven Leistungen gesehen. So er-
brachten gesunde Personen mit einer hohen Ruhe-HRV bei kognitiven Anforderungen mit 
exekutiven Funktionen (379), aber auch bei Daueraufmerksamkeitsleistungen (380) bessere 
Leistungen als Personen mit niedriger HRV. Hintergründe sind die engen funktionellen Be-
ziehungen zwischen autonomen Regelzentren und kortikalen Strukturen, die für Aufmerk-
samkeit, Motivation, Affekte und exekutive Funktionen verantwortlich sind (303; 381; 382). 
Fuzzy-Modellierung mentaler Beanspruchung mit Hilfe der Herzratenvariabilität 
Generell finden sich bei psycho-physiologischen Fragestellungen oftmals nur geringe Kovariatio-
nen zwischen psychischen und physiologischen Daten (383). Eine Interpretation von objektiv 
messbaren Kennwerten (der HRV) hinsichtlich der vom Individuum angegebenen Beanspruchung 
ist mit Methoden der linearen Statistik oftmals schwierig. Einerseits liegt eine Ursache darin be-
gründet, dass nicht nur das absolute Level der HRV-Parameter sondern auch die Reaktion der 
HRV abhängig vom Individuum, der Intensität und der Art der einwirkenden Belastung ist. Dies 
drückt sich in oftmals in einem nichtlinearen und scheinbar inkonsistenten Verhalten der Herzakti-
vitätsparameter aus und erschwert die Interpretierbarkeit der ermittelten Kennwerte. Andererseits 
beruht die Anwendung subjektiver Ratingskalen auf der Annahme, dass eine  Beanspruchungs-
empfindung auf Seiten der ausführenden Person eine tatsächlich vorhandene Beanspruchung zur 
Voraussetzung hat (384). Der Nachweis, dass die subjektive Bewertung mentaler Beanspruchung 
tatsächlich eine aufgabenspezifische Ressourcenauslastung reflektiert ist bis heute noch nicht ge-
führt; oftmals fließen auch andere Aspekte der Beanspruchung (z. B. körperliche) in die Evaluati-
on mit ein (385). Den Vorteilen der subjektiven Bewertung wie einem niedrigen Kostenaufwand, 
der breiten Anwendbarkeit und Einfachheit stehen Nachteile gegenüber, die ihre Ursachen in be-
stehende Antworttendenzen, persönlichen Einstellungen, zufälligem Ankreuzen, bewusstem Zu-
widerhandeln gegen die Instruktion, niedriger Motivation etc. haben. Hinzu kommt, dass die Mes-
sung nicht kontinuierlich, sondern überwiegend retrospektiv erfolgt und somit Fehlbewertungen 
durch Gedächtniseinflüsse erfolgen können (385). Trotz der genannten Schwierigkeiten fehlt es 
nicht an Versuchen Korrelationen zwischen subjektiven Maßen und objektiven physiologischen 
Kennwerten herzustellen. Die Abschätzung „mentaler“ Beanspruchung auf Grundlage von einfach 
und nichtinvasiv erfassbaren, rückwirkungsarmen und in real-time auswertbaren physiologischen 
36 
 
Markern wie der HRV sollte zunächst auf einem multimodalen und multiparametrischen For-
schungsansatz beruhen (354; 386-388). Bei der Abschätzung von Beanspruchungen (z. B. „mental 
workload“) mit Hilfe von HRV-Parameter in Relation zur subjektiven Beanspruchung ergeben 
sich die folgenden Herausforderungen:  
(1) Das Herzratensignal ist nichtstationär.  
(2) Die Reaktionen des HRV-Signals sind mit Unsicherheiten aufgrund konfundierender Ein-
flüsse (z. B. orthostatische, metabolische Varianzen) sowie individual- und stimulusspezi-
fischer Reaktionsmuster (387; 389) durch genetische Disposition, Alter, Geschlecht, emo-
tionale Ausgangslage, Bewertung, Bewältigungs-, Problemlösestrategien (376; 390) etc. 
behaftet.  
(3) Die subjektive Bewertung beinhaltet Unsicherheiten, u. a. aufgrund der individuellen Be-
wertung der Situation, Antworttendenzen, unterschiedlicher Motivation und Gedächtnisef-
fekten. 
Abbildung 1.2-7 schematisiert, wie ein Zusammenhang zwischen „unsicheren“ Messdaten unter-
schiedlichen Typs hergestellt werden kann. Es handelt sich dabei um ein simplifiziertes Schema, 
welches die Möglichkeiten künstlicher Intelligenz bei der Behandlung psycho-physiologischer 
Messdaten für die Beanspruchungsforschung veranschaulichen soll. Die Kombination physiologi-
scher Parameter (z. B. Parameter der HRV) und psychologischer Kennwerte (z. B. Subjektive Be-
anspruchung ermittelt mit dem NASA-TLX) sowie das Filtern von Unsicherheiten (Rauschen, 
Confounder) ermöglichen die Modellierung des Zusammenhangs von physiologischen Daten und 
der vom Subjekt wahrgenommenen Beanspruchung. Verschiedene Ansätze zur Lösung der beiden 
letztgenannten Herausforderungen bedienten sich Neural Network- Techniken (z. B. 391). Dabei 
wird die HRV-Analyse mit einem neuralen Netz kombiniert, so dass die individuellen Besonder-
heiten von diesem erlernt und bei der Interpretation der Daten berücksichtigt werden. Problem der 
Neuralen Netzwerke ist, dass sie für den (medizinischen) Anwender eine Art Black Box darstellen. 
Das heißt, einen verständlichen und nachvollziehbaren Einblick in die Beziehung zwischen Para-
metern der autonomen Dynamik und dem subjektiven Beanspruchungslevel ermöglichen sie nicht. 
Fuzzy-Modelle sind dagegen nicht nur in der Lage komplexe input-output-Beziehungen zwischen 
den Modellparametern zu lernen, sondern können darüber hinaus diese auch darstellen (input-
output mapping (392)). Solche Vorteile wurden in verschiedenen Studien genutzt (393-397). So ist 
eine einfache Interpretierbarkeit physiologischer Größen (autonome HRV-Indizes) in Relations zur 
mentalen Beanspruchung (mental workload, mental stress) möglich. 
 Abbildung 1.2-7: Vereinfachtes Modell der Möglichkeiten künstlicher Intelligenz bei der Behandlung 
psycho-physiologischer Messdaten für die Beanspruchungsforschung am Beispiel der HRV und der 
subjektiven Beanspruchung. 
Den konkreten Ansatz für die Lösung der drei genannten Probleme hinsichtlich der Abschätzung 
mentaler Beanspruchung zeigt die Abbildung 1.2-8. Die Forschungsarbeit von Kumar et al. fo-
kussiert dabei zunächst auf die zwei Schwerpunkte Signalverarbeitung (Fokus 1) und Fuzzy-
Analyse des Zusammenhangs zwischen HRV-Signal und mentaler Beanspruchung (Fokus 2). Das 
Problem der Nichtstationarität der zu analysierenden R-R-Intervallzeitreihen wird durch die Ver-
wendung  der kontinuierlichen Wavelet-Transformation umgangen. Aus dem R-R-Signal werden 
relevante Informationen, z. B. die Power in den einzelnen Frequenzbereichen, extrahiert, welche 
dann mit Bezug auf das individuelle  „Stresslevels“ interpretiert werden (Fokus 2). Dabei kann das 
Fuzzy-Modell nicht ausschließlich auf Grundlage psycho-physiologischen a priori-Wissens kons-
truiert werden. Das heißt, aufgrund der Komplexität und der Unsicherheiten der psychologischen 
(subjektive Beanspruchung) und physiologischen Daten (HRV-Frequenzparameter) wird das Fuz-
zy-Modell auch mit Hilfe der Analyse von input-output Daten entwickelt. Dabei fungieren die 
HRV-Frequenzparameter als input-Variable und das mentale „Stresslevel“ als output-Variable. 
Dritter Fokus ist schließlich die Anwendung des entwickelten Fuzzy-Modells auf R-R-Datensätze, 
die bei unterschiedlichen Belastungsintensitäten aufgezeichnet wurden. Dabei werden die R-R-
Intervalle frequenzanalytisch ausgewertet und mathematisch analysiert. Dadurch wird es möglich, 
auf Grundlage dreiminütiger Messungen der schlaggenauen Herzrate eine Schätzung der aktuellen 
Beanspruchung auf einer Skala von 0-100 vorzunehmen. 
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Abbildung 1.2-8: Entwicklung eines Fuzzy-Modells für die Beanspruchungsschätzung 
(verändert nach 392). 
 
Aufgrund ihrer Aussagekraft hinsichtlich autonomer Kontrollprozesse besitzt die HRV-
Frequenzanalyse großes Potential bei der Risikostratifizierung, der Klärung pathogenetischer Mecha-
nismen, der Diagnostik und Prävention von kardiovaskulären, metabolischen, und psychischen Er-
krankungen sowie beim Assessement von Beanspruchungsreaktionen und -folgen (Abbildung 1.2-9). 
Dabei muss jedoch beachtet werden, dass die HRV nicht unter allen Bedingungen die autonome Regu-
lation widerspiegeln kann (z. B. starke körperliche Aktivität, gesättigter parasympathischer Tonus) 
und die Korrelation zwischen autonomer Aktivität und der Frequenz-HRV nicht linear ist. Darüber 
hinaus liegen der HRV komplexe physiologische Mechanismen zugrunde, die von vielen Faktoren 
beeinflusst werden. Demgegenüber stehen die leichte, online-fähige und preiswerte Erfassung des 
Parameters. Die HRV-Analyse ist darüberhinaus eine der wenigen Methoden zur nichtinvasiven Erfas-
sung autonomer Kontrollprozesse und bietet, trotz nicht immer perfekter Korrelationen, die Möglich-
keit physiologischer Interpretationen (399). 
 
HRV
Abbildung 1.2-9: Potential der HRV-Frequenzanalyse bei beispielhaften präventivmedizinischen 
Fragestellungen. 
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2 EMPIRISCHER TEIL 
Nach der Darlegung der allgemeinen Methodik in Punkt 2.1 werden in diesem zweiten Teil 
der Arbeit zunächst Untersuchungen zu methodischen Problemen der HRV-Analyse beschrie-
ben, bevor die Ergebnisse anwendungsorientierter Studien dargestellt werden. Die Ausfüh-
rungen besitzen kumulativen Charakter. Ziele, Methoden, Ergebnisse und Diskussion der ein-
zelnen Kapitel werden geschlossen dargelegt. Sie sind jedoch vor dem Hintergrund einer me-
thodischen-technischen Annäherung an die HRV-Analyse, ihrer Validierung und ihrer Eig-
nung als Beanspruchungsindikator im realitätsnahen Setting in einem Gesamtzusammenhang 
zu sehen. 
2.1 Allgemeine Methodik 
Im Folgenden werden die für alle Studien relevanten Einschlusskriterien für das Probanden-
kollektiv, die methodischen Verfahren und verwendeten Geräte erläutert. Die studienspezifi-
schen Methoden und Untersuchungsgeräte werden in den entsprechenden Kapiteln beschrie-
ben. 
2.1.1 Einschlusskriterien für das Probandenkollektiv 
Bei den vorliegenden Studien wurden Daten von Populationen mit eine Teilnehmerzahl zwi-
schen 20 und 248 Personen ausgewertet. Die untersuchten Probanden waren ausschließlich 
gesunde Personen. Von allen Probanden wurde eine sorgfältige Anamnese erhoben. Außer-
dem wurde eine klinische Untersuchung durchgeführt, die u.a. eine Ruhe-Blutdruckmessung 
und die Aufzeichnung eines Ruhe-EKG`s umfasste. Alle Probanden waren angewiesen, sich 
an den Tagen vor den Untersuchungen keinen größeren körperlichen und psychischen Belas-
tungen auszusetzen. Die Einnahme von kardiovaskulär wirksamen Medikamenten war grund-
sätzlich bei klinisch Gesunden nicht zu erwarten und galt bei unseren Untersuchungen als 
Ausschlusskriterium (209; 400-406). Ebenso sollte auf den Genuss von Alkohol in der Nacht 
vor und am Tag der Untersuchungen verzichtet werden (407). Da Koffein einen vom Indivi-
duum und von der Art der Belastung abhängigen Einfluss auf die HRV-Parameter haben kann 
(408; 409), wurde allen Untersuchungsteilnehmern eine Kaffee- bzw. Teekarenz von mindes-
tens 4 Stunden verordnet. Gleiches galt für den Genuss von Nikotin, um zumindest dessen 
akute Effekte auf HRV und Blutdruck auszuschließen. Untersuchungen belegen eine Absen-
kung der vagal modulierten HRV-Parameter und einen Anstieg der sympathischen Aktivität 
mit Effekten auf die Blutdruckregulation als kurzfristige Folge einer Nikotinaufnahme (207; 
210; 410). 
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Um einen zirkadian bedingten Einfluss auf die HRV (411) zu minimieren, fanden alle Unter-
suchungen am Vormittag statt. Während der eigentlichen Testphasen waren die Studienteil-
nehmer angehalten, nicht zu sprechen, um einen Einfluss auf die HRV auszuschließen (107; 
227; 412; 413). Auch wenn das Lebensalter Effekte auf die kardiovaskuläre Regulationsfä-
higkeit und damit die HRV hervorruft (161; 165; 189), legten wir keine konkrete Altersbe-
schränkung für die Teilnehmer fest. Die Alterspanne der untersuchten Population war den-
noch moderat und betrug 26 Jahre (19 - 45 Jahre), ausgenommen die Studie 2.10. Alle Pro-
banden nahmen freiwillig an den jeweiligen Untersuchungen teil und wurden vor Beginn aus-
führlich über deren Ziel und Methodik unterrichtet. 
2.1.2 Aufzeichnung der R-R-Intervalle 
Die Aufzeichnung der R-R-Intervalle erfolgte unter Verwendung des Herzfrequenzmonitors 
S810i (Fa. Polar, Finnland), (ausgenommen Studie 2.9). Dabei beruht die Erfassung der Po-
tentialänderungen des Herzmuskels auf dem EKG-Prinzip. Der unter dem M. pectoralis plat-
zierte Brustgurt (Abbildung 2.1-1) mit eingelassenen Elektroden und einem Mikroprozessor 
filtert und verarbeitet die abgeleiteten Schwankungen zu einem digitalen Signal (416). Als 
Output wird die Information über die R-R-Abstände an den Armbandmonitor weitergesendet 
(mittlerer Messfehler:  1 ms, maximaler Messfehler: 3 ms, 416). Die Übertragung der R-R-
Daten mit Zeitpunkt der Aufnahme erfolgte entweder offline oder online über eine Infrarot-
schnittstelle (IR-Interface USB 2.0, Fa. Polar, Finnland) und der Software Polar Precision 
Performance 4.0 (Fa. Polar, Finnland).  
Die verwendete Technik zeigte in verschiedenen Studien, dass sie hinsichtlich der Ermittlung 
der Herzzeitintervalle mit hochauflösenden EKG-Geräten vergleichbar ist (414-417). Aller-
dings können unterschiedliche Abtastraten, R-Zacken-Detektierungsalgorithmen und zeitliche 
Auflösung der R-R-Rohdaten insbesondere bei niedriger Variabilität der Zeitreihe und der 
Betrachtung der hochfrequenten Variationen zu stärkeren Abweichungen bei der berechneten 
Frequenzpower führen (414; 418; 419). Dies ist ein generelles Problem bei der Verwendung 
unterschiedlicher Geräte. In unseren Studien wurde deshalb ausschließlich  der S810i Herz-
frequenzmesser verwendet. Die visuelle Kontrolle der R-R-Datensätze erfolgte unmittelbar 
nach Beendigung des Versuchs auf dem PC-Bildschirm, mögliche Ursachen für Tacho-
grammauffälligkeiten wurden durch den Untersucher während der Versuche notiert bzw. im 
Nachgang mit dem Probanden abgeklärt. Auch wenn der Einfluss der Atmung auf das HRV-
Frequenzspektrum in vielen Studien nachgewiesen ist, erfolgte die Aufzeichnung der R-R-
Intervalle bei unseren Studien während spontaner Atmung. In bestimmten experimentellen 
Studien ist eine Atmungskontrolle zwar sinnvoll, allerdings beeinflusst sie selbst die mittlere 
Herzschlagfrequenz und atmungsbezogene Informationen der HRV.  
 
Abbildung 2.1-1: Proband mit Herzfrequenzmonitor S810i 
und Brustgurt sowie mobilem Blutdruckmessgerät. 
2.1.3 Datenauswahl und lokale Filterung 
Für die HRV-Analyse im Frequenzbereich wurden in der Regel dreiminütige R-R-
Intervallfenster zugrunde gelegt (ausgenommen Studie 2.10). Diese mussten repräsentativ für 
die ausgewählte Belastungsart- und -intensität sein. Nach einem Belastungswechsel wurde 
mindestens die erste Minute von der Datenanalyse ausgeschlossen, um ein Einschwingen der 
autonomen Regelkreise zu ermöglichen (Abbildung 2.1-2). Die R-R-Rohdaten waren in fast 
allen Fällen artefaktfrei. Beinhaltete ein Datenfenster Artefakte, durften diese eine Häufigkeit 
von 3% nicht überschreiten. Anderenfalls wurde dieser Abschnitt von der weiteren Analyse 
ausgeschlossen. Das Bereinigen von Artefakten erfolgte mit Hilfe des in der Software Polar 
Precision Performance 4.0 voreingestellten Algorithmus. Dieser berücksichtigt den Trend 
umgebender Intervalle und ersetzt Artefakte ohne einen zeitlichen Verzug der gesamten Zeit-
reihe zu verursachen. 
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 Abbildung 2.1-2: Prinzip der Datenauswahl. 
2.1.4 Frequenzanalyse der Herzratenvariabilität 
Abgesehen von den Untersuchungen in Kapitel 2.2, bei denen aufgrund der spezifischen Fra-
gestellung auch eine Fast-Fourier-Transformation angewendet wurde, und denen des Kapitels 
2.10 erfolgte die Frequenzanalyse der R-R-Datenreihen mittels kontinuierlicher Wavelet-
Transformation wie beschrieben bei Kumar et al. (392). Vor der eigentlichen Transformation 
erfolgte eine Trendelimination und ein Resampling der Rohdaten. Für die Analyse wurde die 
Software SpecAnalysHRV (ZIK celisca, Deutschland) für die Toolbox MATLAB 6.5 bis 7.4 
(Fa. The MathWorks) genutzt (Abbildung 2.1-3). In Tabelle 2.1-1 sind die in den Studien 
genutzten Frequenzparameter der HRV aufgeführt. Die mittels Frequenztransformation be-
rechnete Gesamtleistung (Gesamtpower, Total Power) entspricht mathematisch der Varianz 
der R-R-Abstände eines bestimmten Zeitraumes. Neben der absoluten Power in den einzelnen 
Frequenzbereichen wurde auch deren Anteil an der Gesamtpower ermittelt. 
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Tabelle 2.1-1: Verwendete HRV-Frequenzparameter. 
Parameter Abkürzung Bereich/Berechnung Einheit  
Total Power, Gesamtvarianz, Ge-
samtpower 
TP Power (Varianz) des gesamten 
Spektrums (0-0,4 Hz) 
ms² 
Very Low Frequency Power VLF-Power Power des Frequenzbereichs 
von 0,003 bis 0,04Hz 
ms² 
Low Frequency Power LF-Power Power des Frequenzbereiches 
von 0,04-0,15 Hz 
ms² 
High Frequency Power HF-Power Power des Frequenzbereichs 
von 0,15 -0,4Hz 
ms² 
normalisierte Low Frequency Power, 
Anteil niedrigfrequenter Variation an 
der Gesamtvarianz 
LF-Power n.u.  Quotient aus LF-Power und 
Total Power (LF/TP) 
ohne 
 
normalisierte High Frequency Power, 
Anteil hochfrequenter Variation an 
der Gesamtvarianz 
HF-Power n.u.  Quotient aus HF-Power und 
Total Power (HF/TP) 
Ohne 
LF/HF-Quotient,“sympatho-vagale 
Balance” 
LF/HF Quotient aus LF-Power und 
HF-Power (LF/HF) 
Ohne 
 
 
Abbildung 2.1-3: Interface der Software SpecAnalysHRV© für die HRV-Frequenzanalyse. 
2.1.5 Statistik 
Die statistische Auswertung der Daten erfolgte mit SPSS 15.0 bzw. Spotfire® Decision Site 
for functional Genomics 9.0. Zunächst wurden die Daten mittels Kolmogorov-Smirnov-Test 
auf ihre Normalverteilung überprüft. Für die Überprüfung der Signifikanz von Mittelwertun-
terschieden abhängiger bzw. unabhängiger normalverteilter Variablen wurde der t-Test ge-
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nutzt. Bei mehreren abhängigen Stichproben erfolgte zunächst eine Überprüfung der Mittel-
wertunterschiede mittels univariater Varianzanalyse bzw. für nicht normal verteilte Variablen 
mittels Friedman-Test. Der statistische Vergleich von zwei unabhängigen Stichproben erfolg-
te mittels Mann-Whitney-U-Test, der von abhängigen mittels Wilcoxon-Test. Für normalver-
teilte Variablen wurden die Korrelationskoeffizienten nach Pearson und für nichtnormalver-
teilte Variablen die nach Spearman berechnet. 
Für den Vergleich unterschiedlicher Mess- und Analysemethoden wurde die Methode nach 
Bland und Altman verwendet. Dieses grafische Verfahren ermöglicht die einfache Erfassung 
systematischer Abweichungen, der Streuung der Abweichungen und deren Abhängigkeit von 
der Höhe der Messwerte (420). 
Um unterschiedliche Verteilungen auf ihre Signifikanz zu prüfen wurde der Chi-Quadrat-Test 
nach Pearson oder alternativ der Likelihhood-Quotient-Test verwendet. 
Für die grafische Darstellung wurde ebenso das Programm MS Excel 2007 genutzt. Für den 
überwiegenden Teil der analysierten HRV-Daten zeigte sich keine Normalverteilung. Ent-
sprechend erfolgte die grafische Darstellung mit Hilfe von Boxplots. Bei der Darstellung von 
Mehrlinien-Grafiken wurden aus Gründen der Übersichtlichkeit nur Medianwerte abgebildet. 
Die neben den Boxplots in Abbildung 2.1-4 zusätzlich dargestellten Comparison Circles sind 
eine graphische Hilfe, um Aussagen über die Signifikanz der Mittelwertunterschiede der dar-
gestellten (unabhängigen) Stichproben treffen zu können (421). Insbesondere bei mehreren 
Stichproben erleichtern sie die Erfassung signifikanter Unterschiede. Abbildung 2.1-5 ver-
deutlicht schematisch drei Fälle, in denen a) die ermittelten Gruppenunterschiede signifikant 
sind, b) an der Signifikanzgrenze liegen bzw. c) nicht verallgemeinert werden können. Die 
vertikale Anordnung der Comparison Circles in den Ergebnis-Grafiken erfolgt entsprechend 
ihres Mittelwertes. Ihr Radius ist dabei abhängig von der Variabilität der Stichproben und 
dem gewählten Signifikanzniveau (Tukey-Kramer -Level). 
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Abbildung 2.1-4: Boxplotdarstellung mit Comparison Circles und Signifikanzniveau. 
 
 
Abbildung 2.1-5: Interpretation der Comparison Circles (verändert nach: Spotfire Inc. 
2005: Decision Site End User Training. Version 9.0 User`s Guide, DB7). 
Ein Daten-Clustering wurde in verschiedenen Studien vorgenommen. Die Clusteranalyse ist 
eine multivariate Methode mit dem Ziel, Variablen in Gruppen (Cluster) so zusammenzufas-
sen, dass in diesen Clustern möglichst homogene Variablen enthalten sind (422). Grundsätz-
lich sind mit Clustern mehrdimensionale Datenhaufen gemeint, deren einzelne Punkte einen 
gewissen Grad der Übereinstimmung aufweisen. Vorstellen kann man sich beispielsweise 
eine Punktwolke im zweidimensionalen Koordinatensystem, in der auch multivariate Be-
schreibungen als ein Punkt (Profil) abgebildet werden. Ähnlichkeit und damit die Zugehörig-
keit der einzelnen Profile zu einem Cluster werden über bestimmte Kriterien (z. B. Distanz-
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maße, Varianz innerhalb des Clusters) mathematisch definiert. Das k-Means-Clustering mit 
einer Daten-Zentrum-basierten Initialisierung basiert auf folgendem Vorgehen: 
 (1) Zunächst wird ein Clusterzentrum auf Basis des Datenmittelwertes definiert (Clusterinitia-
lisierung).  
(2) Anschließend wird für alle Datenpunkte die Ähnlichkeit - ermittelt über ein definiertes 
Ähnlichkeitsmaß (z. B. die Euklidische Distanz) - mit diesem ersten Clusterzentrum be-
rechnet.  
(3) Der Punkt mit der größten Unähnlichkeit (= größter Abstand vom initialen Cluster) bildet 
danach das zweite Clusterzentrum. Alle Profile, die zu dem neu entstandenen Clusterzent-
rum eine stärkere Ähnlichkeit (= geringerer Abstand) als zu dem initialen Cluster aufwei-
sen, werden dem somit neu definierten Cluster 1 zugeordnet und nicht weiter analysiert.  
(4) Im nächsten Schritt wird das von den verbliebenen Profilen am weitesten vom initialen 
Clusterzentrum entfernt liegende (unähnlichste) Profil zum 3. Clusterzentrum.  
(5) Wie im vorherigen Schritt werden die diesem Zentrum ähnlicheren Profile dem neuen 
Cluster 2 zugeordnet und nicht weiter analysiert. Die Schritte (3)-(5) werden solange wie-
derholt, bis die vorher definierte Anzahl von Clustern erreicht ist (423). 
 
Abbildung 2.1-6: Beispielhafte Visualiserung von eigenen 
Daten nach einem k-Means-Clustering, basierend auf den Va-
riablen HF-Power, LF-Power und HSF. Unterschiedliche Far-
ben symbolisieren die Zugehörigkeit zu unterschiedlichen 
Clustern. Cluster-Initialisierungsmethode: Daten-Zentrum-
basierte Suche, Ähnlichkeitsmaß: Euklidische Distanz. 
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Um Zusammenhänge von mehreren unterschiedlichen physiologischen und psychischen Va-
riablen grafisch aufzubereiten wurden in einigen Kapiteln selbstorganisierende Karten (self-
organizing maps, SOMs) eingesetzt. Selbstorganisierende Karten sind eine Art künstlicher 
neuronaler Netze, die mehrdimensionale Daten in zweidimensionalen Karten verarbeiten. 
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2.2 Untersuchungen zum technisch-methodischen Einfluss auf die Frequenzpa-
rameter der HRV 
Komplexe biologische Systeme und somit auch R-R-Zeitreihen, als eine Erscheinungsform 
komplexer Regelungsprozesse, zeichnen sich durch Nichtstationarität und Nichtlinearität aus 
(407). Die herkömmlichen Methoden der Frequenzanalyse (z. B. Fast Fourier-
Transformation) basieren aber auf den Bedingungen der Äquidistanz und Stationarität der zu 
analysierenden Zeitreihe, weshalb die Analyse mittels Fast Fourier-Transformation immer 
wieder in die Kritik geraten ist (10; 424-426). Trotzdem ist diese Methode aus verschiedenen 
Gründen (z. B. geringe Rechenkapazität erforderlich) sehr verbreitet und in vielen Studien für 
die HRV-Frequenzanalyse angewendet worden. Aufgrund der mathematischen Voraussetzun-
gen bieten dagegen Wavelet-Analysen bei nichtstationären Signalen Vorteile (407; 427-431). 
Sie zeigen weniger Interferenzen des Frequenzspektrums, ausgelöst durch transiente Kompo-
nenten wie eine Erhöhung der mittleren Herzschlagfrequenz, bieten eine bessere Auflösung 
niedriger Frequenzbereiche  und ermöglichen im Gegensatz zur FFT eine Analyse viel kürze-
rer Zeitintervalle sowie eine zeitliche Auflösung und Lokalisation von (schnellen) Änderun-
gen innerhalb des autonomen Nervensystems (221; 252; 432-436). Die Vergleichbarkeit der 
mit unterschiedlichen Methoden transformierten absoluten Frequenzparameter ist generell 
eingeschränkt (11). 
Frequenztransformation 
Die Frequenzanalyse von Herzaktionsintervallen kann mit unterschiedlichen mathematischen Me-
thoden erfolgen (10; 405). Bei der Fourier-basierten Analyse erfolgt eine Zerlegung des Ursprung-
signals3 in einzelne Frequenzbestandteile. Das Ergebnis der Fourier-Transformation ergibt dann 
die Anteile der interessierenden Schwingungen am Ursprungssignal. Eine zeitliche Zuordnung 
kurzfristiger Änderungen des Frequenzgehaltes eines nichtstationären Signals ist nicht möglich. 
Eine Zeit-Frequenz-Darstellung wiederum ermöglicht die Short-Time-Fourier-Transformation, ei-
ne Abwandlung der Fourier-Transformation. Bei dieser wird mit Hilfe eines „moving window“ das 
Signal abschnittsweise auf seinen Frequenzgehalt hin überprüft und somit kurzfristige Änderungen 
sichtbar gemacht (424). Allerdings gilt dann: Je besser die zeitliche Auflösung (= kleineres Analy-
sefenster), desto schlechter die Frequenzauflösung und vice versa (Heisenberg`sche Unschärferela-
tion). Diese Einschränkung wird durch die Verwendung der kontinuierlichen Wavelet-
Transformation umgangen, indem eine variable Fensterung bei den unterschiedlichen Frequenzen 
erfolgt. So bietet eine kleine Fensterung bei hohen Frequenzen eine gute zeitliche Auflösung und 
eine breitere Fensterung eine bessere Darstellung des Frequenzgehaltes im Bereich niedriger Fre-
quenzen. Streng genommen spricht man bei der Wavelet-Transformation nicht von Frequenzen, 
 
3 Die R-R-Zeitreihe ist im engeren Sinne kein Signal, sondern eine stochastische Folge (siehe auch (405). 
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sondern von Skalierung (1/f), große Werte entsprechen niedrigen Frequenzen und umgekehrt. Da-
bei dient die Ursprungsfunktion, das sogenannte Motherwavelet, als Ausgangsfunktion, die ge-
streckt und gestaucht wird, um die im Ursprungsignal vorhandenen „Wellchen“ (Wavelets) abzu-
bilden. Die Transformation erfolgt dann für jedes (skalierte) Wavelet. Praktisch erfolgt die Analy-
se in einem vorher definierten Skalierungsbereich (entspricht dem Frequenzbereich). Bedingungen 
der Stationarität und Äquidistanz der Zeitreihen gelten für die kontinuierliche Wavelet-
Transformation nicht. Gerade bei Untersuchungen mit ansteigender physischer Belastung aber 
auch bei anderen Untersuchungen physiologischer Zeitreihen scheint die Wavelet-Transformation 
aufgrund der nötigen mathematischen Voraussetzungen anderen Methoden überlegen zu sein (221; 
405; 429; 430; 432; 434; 435; 437-441). Insbesondere die Auflösung und Erfassung der Spektral-
dichte niedriger Frequenzen (VLF- und ULF-Bereich) ist mit der Wavelet-Transformation besser 
möglich (variable Fensterung) (252; 433; 435). Ein weiterer Vorteil von Wavelet-Techniken ist die 
Vielzahl der zur Verfügung stehenden Wavelet-Funkionen, welche die Wahl einer optimalen 
Funktion für die zu untersuchenden Signale ermöglicht. Bei der Fourieranalyse ist die Darstellung 
des Signals dagegen auf die Sinusfunktion beschränkt (424). Eine dreidimensionale, farbcodierte 
Darstellung des Frequenzspektrums (spektrale Dichte über der Zeit) bei einer Kipptischuntersu-
chung mittels CWT zeigt Abbildung 2.2-1. Die rote Farbe widerspiegelt eine hohe Power im ent-
sprechenden Frequenzbereich, ein Farbverlauf über Gelb und Grün zu Blau bedeutet eine Abnah-
me der Power. Nicht zuletzt ermöglicht die CWT eine Zeit-Frequenzauflösung und lässt außerdem 
auch ein kontinuierliches online-Monitoring der Frequenzparameter zu (430; 436; 442; 443).  
Abbildung 2.2-1: Spektralleistung einer R-R-Zeitreihe über Frequenz und Zeit bei einer 
Kipptischuntersuchung. Der Übergang vom Liegen zum Stehen erfolgte nach zehn Minuten. 
Rote Farbe symbolisiert hohe, blaue Farbe eine niedrige Spektralleistung. 
Für die Frequenzanalyse von Kurzzeitaufzeichnungen sollten grundsätzlich artefaktfreie Zeit-
reihen genutzt werden. Gleichzeitig lassen sich aber bei der Untersuchung verschiedenster 
Fragestellungen, insbesondere unter körperlicher Belastung, Artefakte nicht immer vermei-
den. Inwieweit bei adäquater Datenaufbereitung (Filterung) artefaktbelasteter Kurzzeit-R-R-
Intervallaufzeichnungen eine Analyse dennoch legitim ist, ist unklar. Darüber hinaus müssen 
Effekte unterschiedlicher Transformationen auf die absolute und anteilige Power, wie auch 
die Abhängigkeit der Abweichungen von der Gesamtvariabilität ermittelt werden, um über 
eine Vergleichbarkeit der mit unterschiedlichen Methoden ermittelten Frequenzwerte zu ent-
scheiden. Neben den Auswirkungen verschiedener Analysemethoden sind bereits durch eine 
hard- und softwarebedingte unterschiedliche zeitliche Auflösung der Datensätze Einflüsse zu 
vermuten. Hier könnte die kontinuierliche Wavelet-Transformation im Gegensatz zur Fast 
Fourier-Transformation besser vergleichbare Ergebnisse liefern (Vilbrandt et al. 2006). 
2.2.1 Untersuchungen zum Einfluss unterschiedlicher Analysemethoden auf das Fre-
quenzspektrum 
2.2.1.1 Ziel 
Die Spektral- oder Frequenzanalyse von R-R-Intervall-Reihen dient der Zerlegung der Ge-
samtvarianz in unterschiedliche rhythmische Oszillationen. Die sich zum Teil widersprechen-
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den Literaturbefunde zum Verhalten unterschiedlicher Frequenzparameter bei unterschiedli-
chen Belastungen können neben unterschiedlicher Aufzeichnungstechnik auch in der benutz-
ten Analysemethodik begründet sein. Im Rahmen dieser Studie sollten die kontinuierliche 
Wavelet-Transformation (CWT) und die neben den autoregressiven Modellen gebräuchlichste 
Transformation (11), die Fast Fourier-Transformation (FFT), verglichen werden.  
Dabei wurden die folgenden Fragestellungen untersucht: 
- Welche Unterschiede ergeben sich bei der Berechnung der Leistungsdichte des Frequenz-
spektrums, wenn unterschiedliche mathematische Transformationen angewendet werden? 
- Können Korrekturfaktoren für den Vergleich von Leistungsdichtespektren, die mit unter-
schiedlichen Transformationen berechnet wurden, ermittelt werden? 
- Gibt es systematische Abweichungen zwischen der mit unterschiedlichen Transformatio-
nen berechneten anteiligen spektralen Dichte in den verschiedenen Frequenzbereichen in 
Abhängigkeit von der mittleren Herzschlagfrequenz bzw. von der mittleren Gesamtvaria-
bilität? 
- Gibt es systematische Abweichungen zwischen der anteiligen spektralen Dichte in den 
verschiedenen Frequenzbereichen in Abhängigkeit von der Stationarität der analysierten 
Zeitreihe? 
2.2.1.2 Methode 
Insgesamt wurden 1009 dreiminütige R-R-Intervallaufzeichnungen von 70 herzkreislaufge-
sunden Probanden einer schnellen Fourier-Transformation bzw. einer kontinuierlichen Wave-
let-Transformation unterzogen. Prämisse bei der Auswahl der Daten war, ein möglichst brei-
tes Spektrum der mittleren Herzschlagfrequenz bzw. Gesamtvariabilität (Total Power) abzu-
bilden, um entsprechende Einflüsse auf die verschiedenen Spektren abklären zu können. Vor 
diesem Hintergrund kann es nicht als Einschränkung angesehen werden, dass die verschiede-
nen Probanden mit einer unterschiedlichen Anzahl von R-R-Daten in die Untersuchung einge-
schlossen wurden. In allen Fällen fanden die Untersuchungen entweder in sitzender oder lie-
gender Ruhe, bzw. bei unterschiedlicher körperlicher Belastung statt.  
Bei einer weiteren Analyse erfolgte eine Differenzierung ausgewählter Daten (jeweils N=100) 
in quasi-stationäre (z. B. R-R-Zeitreihen im Liegen oder bei gleich bleibender körperlicher 
Belastung) und nicht-stationäre Daten (z. B. während stetig ansteigender Belastungsintensität 
bei einer Fahrradergometrie), um diesbezügliche Effekte auf die Frequenzanalyse mit den 
beiden Methoden zu untersuchen. Zusätzlich wurde eine unterschiedliche zeitliche Auflösung 
von R-R-Datensätzen simuliert, indem N = 323 Originaldatensätzen mit einer Genauigkeit der 
zeitlichen Auflösung der R-R-Intervalle von einer Millisekunde in Datensätze mit einer Ge-
nauigkeit von zwei bzw. fünf Millisekunden transformiert wurden. Dies erfolgte mittels ma-
thematischem Runden ohne damit die Gesamtzeit der Aufzeichnung zu verändern. 
2.2.1.3 Ergebnisse 
Absolute Power 
Bei der Betrachtung des Gesamtdatensatzes zeigt sich ein für die Mittelwerte relativ konstan-
tes Verhältnis zwischen der mittels FFT und CWT berechnete Power in den verschieden Fre-
quenzbereichen (Abbildung 2.2-2). Die Total Power FFT-Werte liegen im (5% getrimmten) 
Mittel bei 208% der CWT-Werte. In 17,4% der Fälle weichen die berechneten Werte jedoch 
stärker bis sehr stark vom Mittelwert ab, 176 von 1009 Werten liegen außerhalb der Extrem-
wertgrenzen (unter 178% bzw. unter 244%).  
 
Abbildung 2.2-2: Mittelwerte der absoluten Frequenzpower berechnet mit FFT und CWT (N=1009). 
Berücksichtigt man den Datensatz ohne Extremwerte ergeben sich für die verschiedenen Fre-
quenzbereiche die nachfolgenden Korrekturfaktoren. Im Durchschnitt beträgt die mittels FFT 
berechnete: 
- Total Power das 2,1 fache (SD: ±0,1; Minimum: 1,8; Maximum: 2,44) des mittels CWT 
berechneten Wertes (ohne Extremwerte N=834, Mittelwertunterschied hoch signifikant, 
p<0,001). Des Weiteren zeigt sich ein Trend zu größeren Abweichungen bei geringer Ge-
samtvariabilität bzw. hohen Herzschlagfrequenzen. 
- VLF-Power das 2,3 fache (SD: ±0,2, Minimum: 1,63; Maximum: 2,86) des mittels CWT 
berechneten Wertes (ohne Extremwerte N=862, Mittelwertunterschied hoch signifikant, 
p<0,001). 
- LF-Power das 2,0 fache (SD: ±0,1; Minimum: 1,64; Maximum: 2,35) des mittels CWT 
berechneten Wertes (ohne Extremwerte N=824, Mittelwertunterschied hoch signifikant, 
p<0,001). 
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- HF-Power das 2,0 fache (SD: ±0,4, Minimum: 0,84; Maximum: 3,17) des mittels CWT 
berechneten Wertes (ohne Extremwerte N=908, Mittelwertunterschied hoch signifikant, 
p<0,001). Auffallend sind das – trotz Bereinigung des Gesamtdatensatzes von Extremata – 
relativ breite individuelle Konfidenzintervall für den Quotienten HFFFT/HFCWT über der 
zwischen beiden Methoden gemittelte HF-Power. Darüber hinaus zeigen sich stärker aus-
geprägte Methodenunterschiede im Bereich niedriger HF-Power. Eine Differenzierung des 
HF-Power-Bereiches erbringt folgende Ergebnisse. Im Bereich niedriger HF-Power 
(1ms²) findet sich ein Verhältnis von durchschnittlich 2,3 (5% getrimmtes Mittel, 
N=307), wohingegen im Bereich  1ms² ein Verhältnis von 1,9 (5% getrimmtes Mittel, 
N= 708) besteht. Das heißt, dass das Verhältnis HFFFT/HFCWT bei niedriger HF-Power um 
etwa 20 Prozent höher ausfällt, als bei mittlerer oder hoher HF-Power. Dieses Ergebnis ist 
statistisch hoch signifikant (p<0,001; Mann-Whitney-U-Test). 
Anteilige Frequenzpower  
Zunächst zeigt sich eine hohe Korrelation zwischen den mit FFT und CWT ermittelten Wer-
ten für die anteilige Frequenzpower (Abbildung 2.2-3). Dies ist jedoch nicht als ausreichendes 
Maß für eine Übereinstimmung der Methoden anzusehen. Für eine grafische Darstellung und 
Bewertung der Methodenabweichungen wurde der Bland-Altman-Plot gewählt. Beispielhaft 
sind in Abbildung 2.2-4 die relativen Methodenabweichungen für die HF-Power n.u. über der 
gemittelten HF-Power n.u. aufgetragen. Auffällig ist die starke Streuung der Differenzen in-
sbesondere im Bereich einer niedrigen HF-Power n.u.. Betrachtet man die Werte über der 
Gesamtvarianz finden sich eine inverse Methodenabweichungen für die Bereiche sehr niedri-
ger (Total Power <10ms², mittels FFT berechnete Werte im Durchschnitt größer) und höherer 
Gesamtvarianz (Total Power 10ms², mittels FFT berechnete Werte im Durchschnitt kleiner, 
Abbildung 2.2-5).  
Tabelle 2.2-1 gibt einen Überblick über die relativen Methodenabweichungen für die einzel-
nen Frequenzbänder in den Bereichen unterschiedlicher Gesamtvarianz der untersuchten R-R-
Folgen. Diese Daten wie auch die grafischen Darstellungen unterstreichen die stark einge-
schränkte Vergleichbarkeit der mit den unterschiedlichen Methoden ermittelten anteiligen 
Frequenzpower. 
 Abbildung 2.2-3: Korrelation der mit FFT und CWT berechneten anteiligen Power für die drei Frequenzberei-
che (N=1009, für alle Korrelationen nach Spearman: p<0,001). 
 
Abbildung 2.2-4: Bland-Altman Plot der relativen Methodendifferenzen für die anteilige HF-Power (N=1009, 
gestrichelte Linien = Übereinstimmungsgrenzen, entspr. 95%Konfidenzintervall, permanente Linie Mittelwert 
der relativen Methodendifferenzen). 
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 Abbildung 2.2-5: Bland-Altman Plot der relativen Methodendifferenzen für die anteilige HF-Power über der 
Total Power (N=1009, gestrichelte Linien = Übereinstimmungsgrenzen, permanente Linie = Mittelwert der rela-
tiven Methodendifferenzen). 
Tabelle 2.2-1: Relative Methodenabweichung mit Signifikanzniveau für die anteilige Power in den unterschied-
lichen Frequenzbereichen für den Gesamtdatensatz und für die Bereiche sehr niedriger (TP<10ms²) und höherer 
(TP10ms²) Total Power. 
Methodenabweichung 
FFT-CWT [%] 
Total Power 0- 
(N=1009) 
Total Power <10ms² 
(N=189) 
Total Power 10ms² 
(N=820) 
HF-Power n.u. 1,2±56,0 (p=0,002) 
21,8±66,2 
(p<0,001) 
-3,5±52,3 
(p<0,001) 
LF-Power n.u. -2,3 ± 31,1 (p<0,001) 
-7,0±48,9 
(p<0,001) 
-1,3±25,3 
(p<0,001) 
VLF-Power n.u. 10,8 ± 36,7 (p<0,001) 
4,6±17,2 
(p<0,001) 
12,2±39,8 
(p<0,001) 
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Robustheit der Methoden in extremen physiologischen Bereichen 
Die Abnahme der Herzschlagvariabilität mit steigender Herzschlagfrequenz ist ein bekanntes 
Phänomen. Bei hohen Anforderungen an den Stoffwechsel gibt es für den Organismus kaum 
Möglichkeiten für eine ausgeprägte Variation des Herzschlagrhythmus`, da dieser eine ent-
scheidende Regelgröße für die Sicherung der Gewebeperfusion darstellt. Je geringer die R-R-
Abstände werden, desto kleiner sind in der Regel auch deren absolute Abweichungen. Abbil-
dung 2.2-6 zeigt diesen Zusammenhang zwischen der Gesamtvarianz der R-R-Abstände und 
der Herzschlagfrequenz. Dabei wird ersichtlich, dass im Bereich einer Herzschlagfrequenz 
von 125 bis 200 Schlägen pro Minute deutlich mehr mittels FFT berechneter Werte Abwei-
chungen vom Mittelwert zeigen. Insbesondere bei sehr hohen Herzschlagfrequenzen erschei-
nen viele der mittels FFT berechneten Werte nicht plausibel und belegen eine erhöhte Anfäl-
ligkeit der Methode für unzuverlässige Berechnungen. Die auffälligen Werte sind dabei unter-
schiedlichen Probanden zuzuordnen. Eine höherer Grad an Nichtstationarität der Zeitreihen 
bei hohen Stoffwechselanforderungen während ansteigender Fahrradergometrie, gekenn-
zeichnet durch hohe Herzschlagfrequenzen, kann vorausgesetzt werden und ist möglicherwei-
se eine Ursache für die unzuverlässigen Berechnungen mittels FFT. Für alle anderen Fre-
quenzbereiche zeigt sich der gleiche Trend. Die mittels CWT berechneten Daten zeichnen 
sich durch weniger Ausreißer in den Extrembereichen der Herzschlagfrequenz und ein kleine-
res Konfidenzintervall aus.  
 
 
Abbildung 2.2-6: Mittels FFT und CWT berechnete Total Power über der Herzschlagfrequenz (N=1009). 
Quasi-stationäre Zeitreihen vs. nichtstationäre Zeitreihen 
Tabelle 2.2-2 zeigt die prozentualen Methodendifferenzen für die Gesamtvarianz und die an-
teilige Frequenzpower im HF-, LF- und VLF-Bereich sowohl für quasi-stationäre und nicht-
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stationäre R-R-Zeitreihen. Trotz Trendbereinigung vor der Transformation ergaben sich bei 
nichtstationären Daten für die Total Power und die anteilige LF-Power größere Abweichun-
gen zwischen den verwendeten Methoden. 
Tabelle 2.2-2: Relative Methodenabweichungen für den Parameter Total Power und für die anteilige Power in 
den unterschiedlichen Frequenzbereichen bei Datensätzen unterschiedlicher Stationarität (MW±SD und Signifi-
kanz des Mittelwertunterschieds der Differenzen, Mann-Whitney-U-Test). 
Methodenabweichung 
FFT-CWT [%] 
Quasistationäre R-R-
Intervall-Zeitreihen (N=100) 
Nichtstationäre R-R-
Intervall-Zeitreihen (N=100) 
Signifikanz 
(2-seitig) 
Total Power 108,1±9,9 115,6±14,1 p<0,001 
HF-Power n.u. -6,9±14,5 -6,9±15,9,2 n.s. 
LF-Power n.u. -2,8±4,8 -4,4±4,8 p=0,008 
VLF-Power n.u. 8,6±8,2 6,5±6,2 n.s. 
2.2.1.4 Diskussion 
Aufgrund des Mangels an Veröffentlichungen zum Einfluss der hier verwendeten Analyseme-
thoden auf das HRV-Frequenzspektrum ergab sich die Notwendigkeit eigener Untersuchun-
gen. Die dargestellten Ergebnisse lassen die folgenden Schlussfolgerungen zu: 
(1) Die Vergleichbarkeit der ermittelten absoluten Frequenzleistungen auch unter Nutzung ei-
nes Korrekturfaktors ist aufgrund der starken Streuungen der Differenzen eingeschränkt. 
(2) Die Methodenabweichungen für die anteilige Power sind abhängig vom Niveau der Va-
rianz. Sie zeichnen sich generell durch eine starke Streuung aus. Der Vergleich der anteili-
gen Power, wie auch der sympathovagalen Balance (LF/HF-Quotient) ist nicht zu empfeh-
len, wenn unterschiedliche Frequenztransformationen genutzt wurden. 
(3) Für den VLF-Bereich finden sich in der Regel die größten Abweichungen. Auch andere 
Studien legen nahe, dass die FFT die Power im VLF-Band verglichen mit der CWT bzw. 
anderen Methoden überschätzt (vgl. 220). 
(4) Die Analyse der mit beiden Methoden berechneten Total Power insbesondere bei hohen 
Herzschlagfrequenzen zeigt einen Vorteil der kontinuierlichen Wavelet-Transformation. 
Die damit errechneten Werte sind  im Gegensatz zur FFT ausnahmslos plausibel. 
2.2.2 Untersuchungen zum Einfluss unterschiedlicher Genauigkeit der R-R-
Intervallzeitreihen 
Die Aufzeichnung von R-R-Intervallen kann je nach Hard- und Softwarespezifikation mit 
unterschiedlicher zeitlicher Auflösung erfolgen. Dabei können system- und auswertespezifi-
schen Unterschiede insbesondere bei der Berechnung von Leistungsdichtespektren zu abwei-
chenden Ergebnissen führen (444). Eigene Studien belegen dabei den Vorteil der kontinuierli-
chen Wavelet-Transformation bei der Vergleichbarkeit von HRV-Spektren, die auf Grundlage 
einer unterschiedlichen zeitlichen Auflösung der R-R-Intervall-Zeitreihen berechnet wurden 
(445; 446). Die Empfehlungen der Task Force of The European Society of Cardiology and 
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The North American Society of Pacing and Electrophysiology (10) hinsichtlich der genutzten 
Abtastfrequenz der EKG-Ableitungen für eine anschließende HRV-Frequenzanalyse befür-
worten eine höhere Abtastrate ( 250 Hz, vgl. auch (447)). Sollten niedrige Abtastraten (auf 
keinen Fall weniger als 100 Hz) vorliegen, ist zumindest die Verwendung eines Interpolati-
onsalgorithmus für die Bestimmung der R-Zacke des EKG angezeigt, um grobe Fehlinterpre-
tationen der spektralen Dichten zu vermeiden (448). 
2.2.2.1 Ziel 
Ziel der Studie war es festzustellen, ob systematische Unterschiede bei der Berechnung der 
spektralen Dichte in den verschiedenen Frequenzbereichen existieren, wenn die zeitliche Auf-
lösung eine, zwei oder fünf Millisekunden beträgt. Darüber hinaus sollte überprüft werden, ob 
die beschriebenen Vorteile der CWT auf den vorliegenden Datensatz zutreffen. 
2.2.2.2 Methode 
Es wurden R-R-Intervallaufzeichnungen von 60 gesunden Männern und Frauen im Alter von 
22 bis 49 Jahren untersucht. Auswahlkriterium war dabei ein möglichst breites Intensitäts-
spektrum der physischen Aktivität und somit auch unterschiedlicher Herzratenvariabilität ab-
zudecken. In die Auswertungen wurden jeweils 323 dreiminütige R-R-Intervall-
Aufzeichnungen aus in liegender Ruhe, im Stehen und bei körperlicher Aktivität eingeschlos-
sen. Da die simultane Aufzeichnung von R-R-Intervallen mit Hilfe unterschiedlicher Systeme 
aufgrund der sich teilweise überlagernden Anordnung der Messwertaufnehmer problematisch 
sein kann und das Reproduzieren identischer R-R-Intervall-Reihen unter normalen physiolo-
gischen Gegebenheiten unmöglich ist, wurde eine Simulation des Datensatzes vorgenommen: 
Die aufgezeichneten R-R-Intervall-Reihen, welche eine Genauigkeit von einer Millisekunde 
besitzen, wurden im Anschluss mathematisch gerundet auf Zeitreihen mit einer Genauigkeit 
von zwei bzw. fünf Millisekunden. Die so generierten und vergleichbaren Datensätze wurden 
nachfolgend Fast Fourier- bzw. Wavelet-transformiert. 
2.2.2.3 Ergebnisse 
Der Vergleich der spektralen Leistung bei Daten mit unterschiedlicher zeitlicher Auflösung 
zeigt im HF-Bereich und für die Total Power sowohl für die zwei als auch für die fünf Milli-
sekunden genauen R-R-Intervalle hoch signifikante Abweichungen gegenüber den eine Milli-
sekunde genauen Originaldaten (Tabelle 2.2-3). Bei einer geringeren Gesamtvariabilität fin-
den sich stärkere Abweichungen der HF-Power und der Total Power vom Original (Abbil-
dung 2.2-7). In diesen Bereichen kann die tatsächliche Variabilität falsch bewertet werden. In 
den  überwiegenden Fällen wird sie dabei überschätzt, wenn Daten mit niedriger zeitlicher 
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Auflösung vorliegen. Bei der Betrachtung der VLF-Power und der LF-Power finden sich bis 
auf wenige Ausnahmen nur geringe Abweichungen über das gesamte Variabilitätsniveau. 
Dies gilt für die beiden verwendeten Transformationen. Die anteiligen Frequenzleistungen 
zeigen im Mittel keine relevanten Abweichungen vom Original. 
Tabelle 2.2-3: Prozentuale Abweichung der absoluten Frequenzpower vom Originaldatensatz bei unterschiedli-
cher zeitlicher Auflösung und genutzter Transformation (Mittelwerte der Abweichungen zwischen CWT- und 
FFT-Berechnung **sehr signifikant verschieden p<0,01, *** hoch signifikant verschieden p<0,001). 
 CWT FFT 
 Abweichung der Power [%] von den Originaldaten mit 
einer zeitlichen Auflösung von 1ms 
Zeitliche Auflösung der 
R-R-Intervalle 
Frequenz- 
bereiche 
N MW SD MW SD 
2 ms 
Total  323 0,06 0,23 0,07 0,24** 
VLF 323 -0,01 0,12 -0,01 0,14 
LF 323 0,05 0,55 0,06 0,65 
HF 323 1,33 3,63 1,44 3,90 
5 ms 
Total  323 0,56 1,40 0,68 1,51*** 
VLF 323 0,004 0,36 0,01 0,38 
LF 323 0,34 2,06 0,44 2,47 
HF 323 9,56 19,46 10,48 20,34*** 
 
 
Abbildung 2.2-7: Bland-Altman-Plot der prozentualen Abweichung vom 1ms-genauen Original für die Total 
Power (links, Abszisse log-transformiert) und die HF-Power (rechts, Achsen log-transformiert) (jeweils N = 
323). 
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2.2.2.4 Diskussion 
Die Studie belegt die eingeschränkte Vergleichbarkeit der Spektralleistung von R-R-Daten 
unterschiedlicher zeitlicher Auflösung. Dies gilt insbesondere für das HF-Band, dessen spekt-
rale Leistung bei einer Abnahme der zeitlichen Auflösung der analysierten R-R-Intervalle von 
einer Millisekunde auf zwei bzw. fünf Millisekunden im Bereich niedriger Gesamtvariabilität 
in vielen Fällen stark abweicht. Diesbezüglich zeigen sich für das LF- und VLF-Band nur 
geringe Abweichungen. Ebenso sind die ermittelten Abweichungen für die anteiligen Fre-
quenzleistungen nicht relevant. Vorliegende Ergebnisse bestätigen Erkenntnisse hinsichtlich 
eines stärkeren Einflusses niedriger Abtastraten auf die Ergebnisse der Frequenzanalyse bei 
niedriger Gesamtvariabilität und auf die Spektralleistungen in den höheren Frequenzbändern; 
die Daten belegen große Differenzen im HF-Bereich bei niedriger Gesamtvariabilität (vgl. 
449; 450). Es zeigt sich, dass die verwendete Wavelet-Transformation punktuell weniger 
durch die unterschiedliche zeitliche Auflösung beeinflusst wird. Grundsätzlich bescheinigen 
unsere Ergebnisse die Wichtigkeit der Verwendung von EKG-Geräten bzw. Herzfrequenz-
monitoren mit einer ausreichend hohen Abtastfrequenz und genauer zeitlicher Auflösung der 
R-R-Daten, insbesondere bei Personen mit niedriger Herzratenvariabilität bzw. bei starken 
körperlichen Belastungen (414). 
2.2.3 Untersuchungen zum Einfluss von Artefakten auf das Frequenzspektrum 
Die Frequenzanalyse von R-R-Intervall-Kurzzeitaufzeichnungen kann durch Artefakte in den 
Rohdaten beeinflusst werden (451). Einzeln auftretende Fehler in den R-R-
Datenaufzeichnungen haben unterschiedliche Effekte auf die analysierten Frequenzbereiche. 
Insbesondere das HF-Band sollte am stärksten durch eine mangelnde Aufzeichnungsqualität 
beeinflusst werden. 
2.2.3.1 Ziel 
Ziel der durchgeführten Untersuchungen war es zu prüfen, welchen Einfluss eine unterschied-
liche Artefakthäufigkeit auf die einzelnen Spektralbereiche und ihre anteilige Dichte hat. 
2.2.3.2 Methode 
Insgesamt wurden 217 nichtstationäre und 107 quasi-stationäre dreiminütige R-R-
Intervallaufzeichnungen analysiert. Um den Einfluss unterschiedlicher Artefakthäufigkeiten 
zu simulieren wurde jeder dieser Originaldatensätze zufällig mit Artefakten naturalistischer 
Art und Größenordnung manipuliert, wie sie beispielsweise bei körperlicher Belastung auf 
dem Fahrradergometer häufiger auftreten. Dabei waren zwanzig Prozent der Fehler „echte“ 
Artefakte, also fälschlicherweise als Herzschlag erkannte Potentialänderungen an den Elekt-
roden, wie sie beispielsweise durch Aktivität des M. pectoralis ausgelöst werden können. Die 
restlichen 80 Prozent der simulierten Fehler waren so genannte missed beats, also nicht er-
kannte Herzschläge, wodurch sich das aufgezeichnete R-R-Intervall in etwa verdoppelt (Ab-
bildung 2.2-8). Dabei wurden Gesamtfehlerhäufigkeiten von durchschnittlich eins, zwei, drei, 
fünf, zehn, fünfzehn und zwanzig Prozent simuliert, ohne dabei die Gesamtzeit der Aufzeich-
nung zu verändern. Die Generierung der Artefakte erfolgte durch ein in Visual Basic ge-
schriebenes Programm in MS Excel. Die lokale Zuweisung der Artefakte im R-R-Datenfile 
erfolgte randomisiert.  
 
 
Abbildung 2.2-8: R-R-Intervallaufzeichnung mit künstlich generierten Fehlern. 
2.2.3.3 Ergebnisse 
Nichtstationäre R-R-Intervallaufzeichnungen 
Bereits bei einer Fehlerhäufigkeit von durchschnittlich nur einem Prozent sind sowohl die 
Gesamtleistung (Total Power) als auch die Leistung in den drei Frequenzbändern VLF, LF 
und HF nicht mehr vergleichbar mit den Power-Werten des ursprünglichen R-R-Intervall-
Abschnitts. Dabei ist die Total Power für die dreiminütigen Abschnitte im Median um das 14-
fache, die VLF-Power um das 3-fache, die LF-Power um das 15-fache und die HF-Power im 
Median sogar um mehr als das 100-fache höher. Diese Abweichungen vom Original sind sta-
tistisch hoch signifikant (p<0,001) und fast identisch für Fast Fourier- und Wavelet-
transformierte Daten. Je mehr Artefakte die Rohdaten aufweisen, desto größer sind natürli-
cherweise die Abweichungen im Power-Spektrum. Aufgrund der im Mittel ähnlichen prozen-
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tualen Abweichungen zwischen Total Power und LF-Power kann zunächst eine Vergleichbar-
keit der anteiligen LF-Power bei Kurzzeitaufzeichnungen mit und ohne Artefakte vermutet 
werden. Dahingehende Analysen zeichnen folgendes Bild: Die Unterschiede der anteiligen 
LF-Power (LF n.u.) zwischen artefaktfreien und den modifizierten Daten sind zwar bis auf 
eine Ausnahme (mit CWT berechnete anteilige LF-Power mit 15%iger Artefakthäufigkeit, 
p=0,077) immer signifikant, jedoch sind die Abweichungen für die verschiedenen Fehlerhäu-
figkeiten für die CW-transformierten Daten geringer als zehn Prozent (Mittelwert für die 
CWT: 7,1±14,7 %). Für die FF-transformierten Daten liegen sie bei 11,9±16,4%. Auffällig 
ist, dass die Streuung der LF-Power n.u. bei Daten mit Artefaktversatz niedriger ist und hohe 
bzw. niedrige Werte nicht abgebildet werden (Abbildung 2.2-9). Die Werte für die anteiligen 
hochfrequenten Schwankungen der Herzschlagfrequenz (HF n.u.) fallen bereits bei einer Ar-
tefakthäufigkeit von 1% durchschnittlich um 400% höher aus als die originale anteilige Dich-
te im HF-Bereich (für alle Artefakthäufigkeiten vs. Original: p<0,001). Es zeigt sich eine stei-
gende Tendenz mit zunehmender Artefakthäufigkeit (Abbildung 2.2-10). Die anteilige VLF-
Power liegt dagegen um mehr als 70% unter den Original-Werten (für alle Artefakthäufigkei-
ten vs. Original: p<0,001), weil die absolute Dichte im VLF-Band durch die simulierten Arte-
fakte verglichen mit der Gesamtpower weniger stark beeinflusst wird (Abbildung 2.2-11). 
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Abbildung 2.2-9: Anteilige LF-Power bei nichtstationären R-R-Intervall-Aufzeichnungen für das fehlerfreie 
Original und für Daten mit (simulierter) unterschiedlicher Artefakthäufigkeit (N=217).  
Quasi-stationäre R-R-Intervallaufzeichnungen 
Für die stationären Daten ergibt sich ein ähnliches Bild. Die Abweichungen der Gesamtpower 
steigen nahezu linear mit der Zunahme der Artefakthäufigkeit. Die Abweichungen der anteili-
gen HF-Power fallen geringer aus als bei den nichtstationären Datensätzen und liegen für alle 
Artefakthäufigkeiten relativ konstant um ca. 160% über den Werten der Originaldaten. Die 
ermittelten Abweichungen zu den Originalwerten sind dabei hoch signifikant (p<0,001). Für 
die anteiligen niedrigfrequenten Variationen (LF-Power n.u.) ergeben sich im Mittel um zwölf 
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Prozent höhere, für die sehr niedrigen Variationen (VLF-Power n.u.) um 50 Prozent geringere 
Werte, verglichen mit den ursprünglichen, artefaktfreien Werten.  
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Abbildung 2.2-10: Anteilige HF-Power nichtstationären R-R-Intervall-Aufzeichnungen für das fehlerfreie Ori-
ginal und für Daten mit (simulierter) unterschiedlicher Artefakthäufigkeit (N=217). 
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Abbildung 2.2-11: Anteilige VLF-Power bei nichtstationären R-R-Intervall-Aufzeichnungen für das fehlerfreie 
Original und für Daten mit (simulierter) unterschiedlicher Artefakthäufigkeit (N=217). 
2.2.3.4 Diskussion 
Die Kurzzeit-Frequenzanalyse von R-R-Intervallen ist außerordentlich anfällig für Artefakte. 
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Die Studie zeigt, dass bereits bei einer geringen Artefakthäufigkeit von einem Prozent bei 
Kurzzeitaufzeichnungen die ermittelten absoluten spektralen Leistungen in den verschiedenen 
Frequenzbereichen ohne eine Artefaktfilterung nicht mehr mit dem Original vergleichbar 
sind. Eine genaue Analyse der Rohdaten mit eventueller Artefaktfilterung ist daher unabding-
bar, wenn eine Frequenzanalyse von Kurzzeitaufzeichnungen zu verwertbaren Ergebnissen 
führen soll. Die anteilige LF-Power ist im Mittel auch bei Daten mit unterschiedlicher Arte-
fakthäufigkeit vergleichbar, jedoch werden insbesondere Zeitreihen mit ursprünglich sehr 
hoher bzw. sehr niedriger Varianz stark durch Artefakte beeinflusst. Die prozentualen Abwei-
chungen der anteiligen Variationen vom Originalwert fallen für die FFT meist etwas höher 
66 
 
aus als für die mittels CWT berechneten. Grundsätzlich hat die Anzahl der simulierten Arte-
fakte im Mittel keinen erkennbaren Einfluss auf die anteilige Leistungsdichte in den verschie-
denen Frequenzbereichen. Es gibt zwar signifikante Unterschiede hinsichtlich der anteiligen 
Leistungsdichte in allen drei Frequenzbereichen bei Datensätzen mit unterschiedlicher Arte-
fakthäufigkeit, dennoch sind diese im Mittel sehr gering. Es scheint also gleichgültig, ob ein 
Datensatz mit einer Fehlerhäufigkeit von einem oder zwanzig Prozent behaftet ist – die Ab-
weichungen zum Original sind in jedem Falle hoch und dem Werte nach vergleichbar für die 
verschiedenen Artefakthäufigkeiten. 
2.2.4 Untersuchungen zum Einfluss der Artefaktbereinigung auf das Frequenzspekt-
rum 
Das vorangegangene Kapitel belegt die Anfälligkeit der Kurzzeitfrequenzanalyse von Herz-
schlagintervallfolgen gegenüber Artefakten. Somit ist eine nachträgliche Begutachtung mit 
Fehlerbereinigung bei artefaktbelasteten Aufzeichnungen unumgänglich, wenn plausible und 
vergleichbare Ergebnisse erzielt werden sollen. Insbesondere R-R-Intervallaufzeichnungen 
bei körperlicher Aktivität zeichnen sich häufig durch eine Vielzahl von fälschlicherweise als 
R-Zacke detektierter Informationen bzw. nicht erkannter Herzaktionen aus. Filtermethoden 
können diese Fehlmessungen eliminieren, bei gleichzeitiger Berücksichtigung des Trends und 
ohne zeitliche Verschiebung der Zeitreihe. 
2.2.4.1 Ziel 
Mit dieser Studie sollte überprüft werden, wie stark R-R-Kurzzeitaufzeichnungen mit Arte-
fakten behaftete sein dürfen, um trotzdem - nach einer Fehlerbereinigung – mit dem artefakt-
freien Original vergleichbare Frequenzleistungen aufzuweisen. Die Ergebnisse sollen als 
Richtlinie für die Verwendung von artefaktbehafteten R-R-Datensätzen bei den eigenen Un-
tersuchungen dienen und den Einfluss der verwendeten Filtersoftware auf das Frequenzspekt-
rum abklären. 
2.2.4.2 Methode 
Dafür wurden 200 dreiminütige R-R-Intervallaufzeichnungen, gemessen bei ansteigender 
Fahrradergometrie, mit artifiziellen Fehlmessungen unterschiedlicher Häufigkeit versehen 
(zur genauen Methodik siehe Abschnitt 2.2.3.2) und anschließend mit dem Standardalgorith-
mus der Software PPP 4.0 (Fa. Polar, Finnland) artefaktbereinigt. Durch das Filtern wurden 
alle eingefügten Artefakte eliminiert und automatisch durch neu berechnete Intervalle ersetzt. 
Nachfolgend wurden die prozentualen Abweichungen vom Original bezüglich der Total Po-
wer sowie der anteiligen Dichte in den drei Frequenzbereichen HF, LF und VLF für die ver-
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schiedenen Artefakthäufigkeiten (1, 2, 3, 5, 10, 15 und 20 Prozent) ermittelt und auf ihre Sig-
nifikanz geprüft. Der Einfluss unterschiedlicher Transformationen (CWT und FFT) wurde 
ebenfalls untersucht. 
2.2.4.3 Ergebnisse 
Abbildung 2.2-12 bis 2.2-15 zeigen die prozentualen Abweichungen der verschiedenen HRV-
Frequenzparameter vom Originaldatensatz nach Bereinigung der Artefaktmessungen mittels 
PPP 4.0 Standardfilter. Auf der Abszisse ist die ursprüngliche Artefakthäufigkeit angegeben 
(vor der Filterung). Im Median zeigen sich für die anteiligen Frequenzleistungen und die To-
tal Power nur geringe Abweichungen bei allen ursprünglichen Fehlerhäufigkeiten. Dies gilt 
für beide Transformationen, dabei sind die Abweichungen für die CWT in den meisten Fällen 
nicht signifikant. Die Streuung der Daten um die Nulllinie erhöht sich mit zunehmender (be-
reinigter) Artefakthäufigkeit. So sind beispielsweise die ermittelten zentralen Tendenzen in 
der Abweichung für die HF-Power n.u. gering und statistisch nicht signifikant (Ausnahme: 
Artefakthäufigkeit 3%); dennoch ist die Vergleichbarkeit von Daten, die mit vielen Artefakten 
behaftet sind, auch nach einer Filterung aufgrund der großen Varianz stark eingeschränkt. 
Dabei finden sich für die anteilige HF-Power mittlere Abweichungen über zehn Prozent mit 
starker Streuung ab einer Artefakthäufigkeit von 10% im Datensatz für die CW-
transformierten Daten bzw. 5% für die FF-transformierten Datensätze nach Artefaktfilterung. 
Die zentralen Tendenzen der Abweichungen der anteiligen HF- und LF-Power sind geringer, 
ebenso wie die Spanne zwischen größten und kleinsten Werte. Bis zu einer Artefakthäufigkeit 
von 5 % für die anteilige HF-Power bzw. von 10 % für die anteilige LF-Power sind die CW-
transformierten Daten durchaus vergleichbar. Abgesehen von Ausreißern und Extremwerten 
liegen alle Werte unter einer Abweichung von 10%. Statistisch signifikante Unterschiede in 
den prozentualen Abweichungen der beiden Methoden finden sich jedoch nicht.  
Während die individuellen 95%-Konfidenzintervalle bis zu einer Artefakthäufigkeit von 5% 
im Bereich von ±25% und weniger liegen, ist eine Vielzahl von Werten bei höherer Artefak-
thäufigkeit nicht mehr vergleichbar. Eine Abhängigkeit der prozentualen Abweichungen von 
der Höhe der Total Power besteht nicht. 
 Abbildung 2.2-12:Prozentuale Abweichung der Total Power vom Original bei Datensätzen mit unterschiedli-
cher Artefakthäufigkeit und vorhergehender Filterung (jeweils N=200, signifikante Abweichungen zum Origi-
naldatensatz mit *p<0,05; **p<0,01 oder ***p<0,001 an der Abszisse gekennzeichnet). 
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Abbildung 2.2-13: Prozentuale Abweichung der VLF-Power n.u. vom Original bei Datensätzen mit unterschied-
licher Artefakthäufigkeit und vorhergehender Filterung (jeweils N=200, signifikante Abweichungen zum Origi-
naldatensatz mit *p<0,05; **p<0,01 oder ***p<0,001  an der Abszisse gekennzeichnet). 
 
Abbildung 2.2-14: Prozentuale Abweichung der LF-Power n.u. vom Original bei Datensätzen mit unterschiedli-
cher Artefakthäufigkeit und vorhergehender Filterung (jeweils N=200, signifikante Abweichungen zum Origi-
naldatensatz mit *p<0,05; **p<0,01 oder ***p<0,001  an der Abszisse gekennzeichnet). 
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 Abbildung 2.2-15: Prozentuale Abweichung der HF-Power n.u. vom Original bei Datensätzen mit unterschied-
licher Artefakthäufigkeit und vorhergehender Filterung (jeweils N=200, signifikante Abweichungen zum Origi-
naldatensatz mit * an der Abszisse gekennzeichnet). 
2.2.4.4 Diskussion 
Eigene Untersuchungen nach spiroergometrischen Stufentests (Belastungsanstieg 30 W je 5 
Minuten, N=52) ergaben eine Abnahme der HRV-Total Power von einer Stufe zur nächsten - 
einige wenige Individuen ausgenommen - von deutlich über 50 %. Diese Größenordnung der 
Variabilitätsabnahme konnte bis in einen Intensitätsbereich von etwa 50% der individuellen 
maximalen Sauerstoffaufnahme nachgewiesen werden. Dies vorausgesetzt, ist die Verwen-
dung gefilterter Daten mit einer ursprünglich geringen Artefakthäufigkeit bis zu 5% möglich; 
in Einzelfällen wird der Wert der Total Power zwar verändert, jedoch sollte selbst bei extre-
men Abweichungen der allgemeine Trend der Total Power-Reduzierung bei Stufentests mit 
ansteigender Intensität sichtbar bleiben. Dennoch empfiehlt es sich, insbesondere bei anderen 
Fragestellungen, möglichst artefaktfreie Aufzeichnungen zu verwenden. Ist dies nicht mög-
lich, erscheinen Analysen von Datenreihen mit maximal fünf Prozent Artefaktversatz noch 
plausibel; zuvor ist eine adäquate Filterung der Datensätze Bedingung. Die für die FFT be-
rechneten HF-Power n.u. und LF-Power n.u. berechneten Abweichungen sind im Mittel grö-
ßer und weisen im Vergleich zu den CWT-Daten eine deutlich größere Standardabweichung 
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auf. Die Verwendung der CWT erscheint also auch bei der Analyse gefilterter Daten von Vor-
teil. 
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2.3 Verhalten der HRV bei der Orthostaseregulation – Validierung der ver-
wendeten Frequenzanalysemethode 
Während des Orthostase-Manövers verlagern sich je nach Konstitution 0,4-0,6 Liter Blut ins 
Becken und die unteren Extremitäten, was ein Blutdruckabfall in den oberen Körperpartien 
zur Folge hat. Dieser schnelle Blutdruckabfall löst reflektorisch verschiedene Regulationsme-
chanismen aus, in deren Folge eine Blutdruckstabilisierung erfolgt, um eine ausreichende 
Gewebeperfusion zu sichern. In erster Linie dominiert bei schnellen und kurzfristigen Ände-
rungen die neurogene Signalvermittlung, hormonelle Effekte setzen dagegen erst nach Minu-
ten bzw. Stunden ein. Blutdruckrezeptoren im Karotissinus und im Aortenbogen, sowie Deh-
nungsrezeptoren in den thorakalen Gefäßen registrieren den Blutdruckabfall nach Orthosta-
semanöver. Dabei spielen sowohl absolute als auch zeitbezogene Änderungen im Dehnungs-
zustand der Gefäße eine Rolle. Grundsätzlich hemmen Zuströme der Pressorezeptorafferen-
zen im Karotissinus bzw. im Aortenbogen die tonische sympathische Innervation. Durch ei-
nen Abfall des Blutdrucks nimmt die Erregung der Pressorezeptoren ab, was zu einer Disinhi-
bition der zentral generierten Sympathikusaktivität führt. In der Folge kommt es zu einer 
Herzfrequenzsteigerung, einer Zunahme des Schlagvolumens und des peripheren Widerstan-
des. Bei einer Blutdrucksteigerung bewirken die Pressorezeptorafferenzen dagegen neben der 
Hemmung der medullären Sympathikusaktivität eine unmittelbare Stimulierung vagaler Effe-
renzen, die über den Nucleus ambiguus direkt zum Herzen ziehen (452). Diese z. T. rezipro-
ken Effekte der Pressorezeptoren auf die beiden Äste des autonomen Nervensystems sollten 
sich mit einer geeigneten Analysemethode im Verhalten der Frequenzparameter der HRV 
während eines passiven Orthostasemanövers nachweisen lassen. 
2.3.1 Ziel 
Ziel der vorliegenden Untersuchung war die Validierung einer neuen HRV-
Frequenztransformation für die autonome Funktionsdiagnostik und das Beanspruchungsas-
sessment. Außerdem sollten Referenzdaten für die Kurzzeit-HRV-Frequenzanalyse bei Ge-
sunden in Ruhe und bei passivem Orthostase-Manöver unter Nutzung der kontinuierlichen 
Wavelet-Transformation ermittelt werden. 
2.3.2 Methode 
Insgesamt wurden 40 Probanden beiderlei Geschlechts (19 Frauen, 21 Männer, 22-45 Jahre) 
untersucht. Alle Untersuchungsteilnehmer waren gesund und gaben an, nicht an orthostatisch 
bedingter Hypotonie bzw. Synkopen zu leiden. Tachykardien in Ruhe, unter Belastung oder 
bei Orthostasestress wurden verneint. Die Ruhe- und Belastungs-EKG waren durchweg kli-
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nisch unauffällig. Alle Teilnehmer hielten eine dreistündige Nahrungs-, Nikotin- und Kof-
feinkarenz ein und nahmen keinerlei Medikamente ein. 
Die Kipptischuntersuchung umfasste die folgenden Phasen: 
(1) 10 minütige Liegendphase in 0°-Position 
(2) passives Kippen in die aufrechte 70°-Position innerhalb von 3 Sekunden 
(3) 10 minütige Phase in aufrechter 70°-Position 
 
Die Probanden waren angewiesen, während der Kipptischuntersuchung normal zu atmen und 
nicht zu sprechen, um entsprechende Einflüsse auf die Herzschlagvariabilität zu minimieren. 
Abnorme Atemmuster wurden in keinem Fall dokumentiert. Eine Aufzeichnung von Atem-
frequenz und- tiefe erfolgte nicht. Die Aufzeichnung der Herzschlagintervalle erfolgte online 
mittels Kopplung des S810i Herzraten-Monitors an einen mobilen PC. Somit konnten ein 
permanentes Monitoring der Herzfrequenz sichergestellt und Auffälligkeiten sofort notiert 
und zugeordnet werden. Für die Frequenzanalyse mittels Wavelet-Transformation wurden nur 
artefaktfreie dreiminütige R-R-Intervallaufzeichnungen einbezogen. Die erste Minute der sta-
tischen Phasen wurde jeweils von der Analyse ausgeschlossen, um ein Einschwingen der Re-
gulationsprozesse zu ermöglichen. 
2.3.3 Ergebnisse 
Vergleicht man die gepaarten Mittelwerte der Probanden in liegender und aufrechter 70° Posi-
tion zeigen sich für die absolute LF-Power, die absolute VLF-Power und auch für die anteili-
ge VLF-Power (VLF-Power n.u.) keine signifikanten Unterschiede. Für die Total Power liegt 
der mittlere Abfall von liegender zur aufrechten Position an der Signifikanzgrenze (p=0,066). 
Bei 25 von 40 Untersuchungsteilnehmern ist die in der liegenden Position ermittelte Gesamt-
variabilität höher, bei den restlichen Untersuchungsteilnehmern findet sich dagegen eine im 
Durchschnitt höhere Total Power nach dem Kippen in die aufrechte Position. Dies spricht  für 
eine relative Unabhängigkeit der Parameter Herzschlagfrequenz und Total Power der Herzra-
tenvariabilität bei dieser Art der Untersuchung, denn die gemittelten Herzschlagfrequenzen 
zeigen in allen Fällen einen deutlichen Anstieg nach dem Kippen in die Aufrechte. Die Unter-
schiede in den anderen gemittelten und dann gepaarten Frequenzparametern (HF-Power, HF-
Power n.u., LF-Power n.u., und LF/HF-Ratio) sind dagegen hoch signifikant (Tabelle 2.3-1). 
Betrachtet man den Verlauf der verschiedenen Parameter der Herzaktivität im Verlauf der 
gesamten Kipptischuntersuchung, zeigt sich für die anteilige LF-Power in der ersten Phase 
nach dem Kippen (11. bis 14. Minute der Kipptischuntersuchung) kein signifikanter Unter-
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schied gegenüber allen anderen Phasen. Der Unterschied zwischen der HF-Power in der ers-
ten Phase nach dem Kippen und den anderen Phasen der Untersuchung liegt ebenfalls an der 
Grenze zur echten Signifikanz. Für die Parameter Total Power, VLF-Power (absolut und an-
teilig), sowie die LF-Power zeigen sich keine signifikanten Unterschiede. Sehr deutlich wer-
den die Unterschiede dagegen bei der Betrachtung der LF/HF-Ratio. Generell belegen die in 
Tabelle 2.3-1 angegebenen Standardabweichungen eine große interindividuelle Variabilität 
der berechneten Parameter, sowohl in der Liegend- als auch in der Stehendphase. 
Die Liegend/Stehend-Quotienten der HF-Power und der HF-Power n.u. zeigen eine  höhere 
Ausprägung (p<0,01), als die aller anderen Verhältnisse, jedoch mit einer großen Streuung 
der Werte. Die Herzschlagfrequenz erreicht im Liegen im Mittel 78% der Stehend-Werte mit 
einer geringen Standardabweichung des Liegend/ Stehend- Verhältnisses von 8%. 
 Abbildung 2.3-1: Verhältnis von LF-Power und HF-Power vor und nach dem Kippen (Gruppenmittelwerte). 
Tabelle 2.3-1: Mittelwerte und Standardabweichungen der HRV-Parameter bei der Kipptischuntersuchung. 
Parameter N 0°-Position 70°-Position Signifikanz (2-seitig) 
HSF [S/min] 40 63,4±11,2 81,7±12,9 p<0,001 
VLF-Power n.u. 40 0,29±0,095 0,32±0,11 n.s. 
LF-Power n.u. 40 0,47±0,11 0,59±0,11 p<0,001 
HF-Power n.u. 40 0,22±0,11 0,08±0,05 p<0,001 
VLF-Power [ms²] 40 325,9±373,6 284,1±282,6 n.s. 
LF-Power [ms²] 40 539,7±588,8 508,7±422,0 n.s. 
HF-Power [ms²] 40 268,7±316,1 68,3±81,9 p<0,001 
Total Power [ms²] 40 1152,9±1163,4 869,8±722 n.s. (p=0,066) 
LF/HF 40 3,5±3,3 10,2±5,6 p<0,001 
Ln Total Power [ms²] 40 6,5±1,0 6,4±0,8 n.s. 
Ln VLF-Power [ms²] 40 5,2±0,97 5,1±0,9 n.s. 
Ln LF-Power [ms²] 40 5,7±1,1 5,8±0,9 n.s. 
Ln HF-Power [ms²] 40 4,8±1,4 3,7±1,0 p<0,001 
Ln LF/HF-Ratio 40 0,95±0,77 2,2±0,52 p<0,001 
Lg Total Power [ms²] 40 2,9±0,4 2,8±0,4 n.s. 
Lg VLF-Power [ms²] 40 2,3±0,4 2,3±0,4 n.s. 
Lg LF-Power [ms²] 40 2,5±0,5 2,6±0,4 n.s. 
Lg HF-Power [ms²] 40 2,1±0,6 1,6±0,4 p<0,001 
Lg LF/HF-Ratio 40 0,41±0,33 0,96±0,23 p<0,001 
 
2.3.4 Diskussion 
Unsere Ergebnisse stehen in Einklang mit den in der Literatur zu findenden Daten bezüglich 
der Frequenzanalyse bei Kipptischuntersuchungen. Dem Abfall der absoluten HF-Power nach 
dem Lagewechsel steht ein geringer (220) bzw. fehlender Anstieg (95; 158) der absoluten LF-
Power gegenüber. Bei Gesunden wird die Orthostaseregulation sowohl über vagale als auch 
über sympathische Efferenzen vermittelt, was sich in der Reaktion der spektralen Dichte der 
HRV widerspiegelt. Eine Normalisierung gegen die Total Power zeigt einen hoch signifikan-
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ten Anstieg der niedrigfrequenten Variationen (LF-Power n.u.) und einen hoch signifikanten 
Abfall der Power im parasympathisch beeinflussten HF-Band. Betrachtet man den Verlauf der 
HRV-Frequenzparameter während des gesamten Kipptischversuchs finden sich in der ersten 
dreiminütigen Phase (ohne die erste Minute im direkten Anschluss an das Kippen) nach dem 
Kippen in die 70°-Position eine vergleichsweise hohe Ausprägung der HF-Power, eine niedri-
ge Ausprägung der anteiligen LF-Power und des LF/HF-Verhältnisses. Für die LF-Power 
zeigt sich hier sogar die maximale Ausprägung während des gesamten Untersuchungszeit-
raums. In den ersten Sekunden nach dem Lagewechsel tritt infolge vagaler Dämpfung und 
sympathischer Aktivierung eine Herzfrequenzerhöhung auf. Die dadurch ausgelöste schnelle 
Blutdrucksteigerung löst in der Folge, etwa 20 bis 30 Sekunden nach dem Lagewechsel, wie-
derum eine Bradykardie aus, bevor sich die Herzschlagfrequenz auf ein stabiles Niveau ein-
stellt. Dieser reflektorische Anstieg der parasympathischen und Abschwächung der sympathi-
schen Aktivität in der ersten Minute nach dem Lagewechsel findet sich in den genannten Fre-
quenzparametern wieder. Das ausgeprägte Wechselspiel in der autonomen Herzfrequenzmo-
dulation führt zu starken und schnellen Auslenkungen der Herzschlagfrequenz, es wird außer-
dem durch  die Veränderungen der anteiligen Frequenzpower des LF- und HF- Bereiches be-
sonders deutlich. Die vorliegenden Ergebnisse zeigen, dass die verwendete Analysemethode 
ein geeignetes Instrument ist, um den Einfluss des autonomen Nervensystems auf die Herz-
frequenzregulation qualitativ und quantitativ zu erfassen. Restriktionen hinsichtlich der Sta-
tionarität und Äquidistanz der zugrunde liegenden Zeitreihen, wie sie beispielsweise für eine 
Fourier-Analyse gelten, bestehen bei der kontinuierlichen Wavelet-Transformation nicht. 
Darüber hinaus konnten in der vorliegenden Studie Ruhewerte der unterschiedlichen HRV-
Frequenzparameter bei gesunden Probanden im Alter zwischen 20 und 45 Jahren im Liegen 
und Stehen ermittelt werden (Tabelle 2.3-1). Allerdings sind für die Ermittlung von Referenz-
bereichen Untersuchungen an größeren Gruppen unterschiedlichen Geschlechts und Alters 
vonnöten. Die Ergebnisse unserer Studie unterliegen somit Beschränkungen hinsichtlich der 
Probandenzahl, aber auch des Altersbereichs. Verglichen mit einer Studie von Agelink et al. 
(453) liegen die ermittelten Werte für die log10-transformierten Daten etwas niedriger. Aller-
dings nutzten Agelink und Mitarbeiter Fourier-transformierte 5-Minuten-Aufzeichnungen. 
Bigger et. al (199) fanden bei Untersuchungen an über 700 Personen hohe Korrelationen für 
die Frequenzanalyse von 24-Stunden und Kurzzeitaufzeichnungen (2 bis 15 Minuten). Die 
von dieser Arbeitsgruppe vorgestellten Ergebnisse belegen die Vergleichbarkeit der logarith-
mierten Dichte (lnPower) von Kurzzeit- und Langzeitanalysen zumindest im VLF-, LF- und 
HF-Band des HRV-Frequenzspektrums und für die LF/HF Ratio. Bigger und Mitarbeiter 
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(454) geben Referenzwerte der Frequenzleistungen für Gesunde im Alter zwischen 40 und 60 
Jahren an. In unserer Studie ergeben sich demgegenüber im Mittel geringere Werte trotz der 
jüngeren Untersuchungspopulation. Der zwischen liegender und stehender Ruhe gemittelte 
LF/HF-Quotient fällt dagegen höher aus. Auch die Ergebnisse anderer Autoren ergeben ver-
gleichsweise niedrigere Werte für die LF-Power und höhere Werte für die HF-Power, was 
sich in entsprechend niedrigeren Werten für den LF/HF-Quotienten widerspiegelt (187; 453). 
Die Unterschiede sind neben dem etwas anderen Untersuchungsdesign vor allem auf die an-
gewendete Frequenzanalysemethode zurückzuführen (siehe auch Kapitel 2.2.1). 
Geht es um die ausschließliche Bestimmung der Frequenzparameter, zeigen sich Langzeit-
EKG-Aufnahmen der Kurzzeitanalyse nicht überlegen. Gleichzeitig ist die Standardisierung 
hinsichtlich körperlicher Aktivität und anderer konfundierender Einflüsse bei Kurzzeitauf-
zeichnungen leichter zu sichern als bei einem 24h-EKG. Jedoch erfordert die Anwendung 
adäquater Methoden für die Frequenzanalyse, wie zum Beispiel der kontinuierlichen Wavelet-
Transformation, die Reanalyse von existierenden Studiendaten bzw. die Untersuchung neuer 
Populationen, um entsprechende Referenzdaten für Gesunden und Kranke zu schaffen. Aller-
dings finden sich für alle absoluten Frequenzparameter, selbst bei klinisch gesunden Perso-
nen, starke interindividuelle Streuungen, die das Konzept von Normwerten erschweren.  
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2.4 Verhalten der Herzratenvariabilität bei der Fahrradergometrie 
Die Ergometrie gehört zu den wichtigsten diagnostischen Verfahren bei kardiologischen, 
pneumologischen, präventiv- und sportmedizinischen Fragestellungen. Neben der Aufde-
ckung pathologischer Befunde lassen sich für den Bereich der sportmedizinischen Leistungs-
diagnostik und Talentfindung wichtige qualitative und quantitative Aussagen hinsichtlich der 
spezifischen Leistungsfähigkeit einer Person treffen. Ausgehend von physiologischen Schwel-
lenwerten, die unter ansteigender Belastung erhoben werden, können ebenso Informationen 
für die Trainingssteuerung gewonnen werden. In der Regel kommen dabei invasive (Laktat-
messung) oder aufwändige spirometrische Verfahren zum Einsatz. Das Interesse an der Herz-
ratenvariabilität für Leistungsdiagnostik und Trainingsteuerung gründet sich auf der nichtin-
vasiven Erfassung und dem über die Herzschlagfrequenz hinausgehenden Informationsgehalt. 
Mit neueren Methoden der HRV-Frequenzanalyse ist darüberhinaus eine online-Steuerung der 
Belastungsintensität denkbar. Nicht nur aus präventivmedizinischer Perspektive ist eine adä-
quate Belastungssteuerung über geeignete physiologische Beanspruchungsparameter wün-
schenswert, auch im Leistungssport kann sie zur Optimierung der Reiz-Kompensations-
Beziehung beitragen. 
2.4.1 Problem- und Zielstellung 
Besonders für kurze und nicht-stationäre Aufzeichnungen ist die kontinuierliche Wavelet-
Analyse geeignet, da für sie die Signalstationarität keine notwendige Vorbedingung darstellt. 
Die verwendeten Algorithmen erlauben eine Signaldekomposition in Komponenten, lokali-
siert nach Frequenz, Amplitude und Zeit. Somit sind auch spontane Spektralveränderungen 
quantifizierbar (436). Abbildung 2.4-1 zeigt die Zeit- und Frequenzauflösung einer R-R-
Intervallaufzeichnung mittels der von uns verwendeten Wavelet-Transformation bei stufen-
förmiger Fahrradergometrie. Ziel der Untersuchungen war die Darstellung des zeitlichen Ver-
laufs der HRV-Frequenzparameter bei stufenförmig ansteigender Fahrradergometrie mit Hilfe 
der kontinuierlichen Wavelet-Transformation. Zusätzlich sollte die Assoziation von HRV-
Schwellen und leistungsdiagnostischen Kennwerten überprüft werden, um so den Wert der 
HRV-Analyse mit den verwendeten Methoden hinsichtlich der leistungsdiagnostischen Wer-
tigkeit und der (online-) Belastungssteuerung abschätzen zu können. 
In der Regel werden drei Mechanismen beschrieben, die bei der neuralen kardiovaskulären 
Regulation unter physischer Belastung von Bedeutung sind:  
1. Bewirkt eine Aktivierung von Gehirnregionen, die für die Rekrutierung von motorischen 
Einheiten der Skelettmuskulatur zuständig sind, eine Koaktivierung von medullären Re-
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gelkreisen, die Veränderungen in der Aktivität sympathischer und parasympathischer Effe-
renzen bewirken. Dieser Mechanismus wird als „central command“ bezeichnet (70; 455; 
456). 
2. Verursachen Afferenzen von Chemorezeptoren („Muskel-Metaboreflex“) und Dehnungs-
rezeptoren („Muskel-Mechanoreflex“) in der Arbeitsmuskulatur eine reflexartige Aktivie-
rung von HKL-Kontrollzentren des Hirnstamms (111-114). 
3. Erfolgt eine Modulation der der sympathisch-parasympathischen efferenten Aktivität über 
die Baroreflexschleife (111; 114). 
Grundsätzlich kann das Verhalten der HRV-Frequenzparameter bei ansteigender Belastungs-
intensität wie folgt beschrieben werden. Mit zunehmender Beanspruchung findet sich ein 
starker Abfall der vagal modulierten Parameter bis in den Bereich der ventilatorischen 
Schwelle bzw. kurz davor (214; 219; 352; 457; 458). An der Generierung bzw.- Modulation 
der hochfrequenten Oszillationen (entspr. HF-Power, HF-Power n.u.) sind aber auch nicht-
neurale Mechanismen beteiligt. So finden sich bei parasympathischer Blockade unter hochin-
tensiver Belastung bzw. am transplantierten Herzen bereits mit dem Beginn der körperlichen 
Belastung hochfrequente Variationen der R-R-Intervalle (136; 459; 460). Sowohl eine gestei-
gerte Atemmechanik, z. B. über eine Modulation der Herzdehnungsrezeptorpotentiale (461) 
oder des elektrischen Herzvektors (462), aber auch chemorezeptorische Einflüsse sind als 
nichtzentrale Ursachen für die hochfrequenten Variationen anzusehen. Für den auch sympa-
thisch modulierten Parameter LF findet sich ein zeitlich verzögerter Abfall der absoluten 
Werte, der mit der erst später einsetzenden sympathischen Aktivität und dadurch noch auf-
rechterhaltenen Baroreflexmodulation des Herzrate begründet wird (463). Bei Belastungen 
auf dem Fahrradergometer und auf dem Laufband ist mit Hilfe der online-Analyse der Herz-
schlagvariabilität eine Intensitätssteuerung denkbar. Hierfür sind insbesondere die Parameter 
LF und HF des HRV-Frequenzspektrums und eine Analyse mittels Wavelet-Transformation 
als geeignet anzusehen. 
 Abbildung 2.4-1: Beispiel der Zeit-Frequenz-Auflösung der R-R-Intervall-Folge bei stufenförmig ansteigender 
Fahrradergometrie (eigene Untersuchung). Der Farbverlauf von Rot über Blau zu Grün kennzeichnet eine Ab-
nahme der Frequenzpower. Dabei zeigt die HF-Power eine schnellere Abnahme als die LF-Power. Nach 45 
Minuten (Belastungsende) kommt es zu einem raschen Wiederanstieg der Power in dem vorwiegend vagal mo-
dulierten Frequenzbereich (>0,15 Hz), aber auch im LF-Bereich (0,04- 0,15 Hz). Außerdem findet sich mit zu-
nehmender Belastungsdauer (gleichbedeutend mit einer Zunahme der Atemfrequenz) eine leichte Verschiebung 
des Frequenzpeaks im HF-Band in den Bereich höherer Frequenzen.  
2.4.2 Methodik 
80 
 
Insgesamt nahmen 52 Personen freiwillig an den Untersuchungen teil, die immer vormittags 
zwischen 8:00 und 12:00 Uhr im Institut für Präventivmedizin der Universität Rostock statt-
fanden. Die Probanden wurden angewiesen, sich am Vortag keinen größeren physischen Be-
lastungen auszusetzen und vor der Testung nur leichte Nahrung zu sich zu nehmen. Zunächst 
wurde eine ausführliche Anamnese erhoben. Es folgten eine klinische Untersuchung incl. Ru-
he-EKG-Aufzeichnung und -
Blutdruckmessung. Dadurch wurden Kont-
raindikationen für die Durchführung einer 
Belastungsergometrie ausgeschlossen (464; 
465). Außerdem wurden anthropometrische 
Daten der Probanden erfasst. Neben der Er-
mittlung von Köpergewicht und -größe wur-
den zehn Hautfaltenmessungen vorgenom-
men, um den prozentualen Körperfettanteil 
bzw. die fettfreie Körpermasse nach Parizkova (466) zu ermitteln. Das Testprotokoll umfasste 
einen stufenförmigen Test auf dem Fahrradergometer (ER 900, Fa. Ergoline) bis zur indivi-
duellen Ausbelastung (Abbildung 2.4-2 und Abbildung 2.4-3). In allen Fällen wurden spi-
roergometrische Ausbelastungskriterien, wie z. B. RQ > 1,05, erreicht (467). Das ER 900 ist 
ein wirbelstromgebremstes Ergometer, das eine drehzahlunabhängige Belastung der Proban-
den zwischen 25 und 900 W ermöglicht. Sitz- und Lenkerposition wurden für jeden Proban-
den ergonomisch angepasst. Eine automatische Blutdruckmessung erfolgte am Ende jeder 
Stufe (Riva-Rocci-Methode), wobei die Korotkow-Geräusche über der Arteria brachialis mit-
tels eines Mikrofons in der Oberarmmanschette ermittelt wurden. Die Messung der verschie-
denen Parameter des Gasstoffwechsels (Sauerstoffaufnahme, Kohlendioxidabgabe, Atemmi-
nutenvolumen etc.) erfolgte mit Hilfe des spiroergometrischen Systems EOS Sprint 4.1 (Fa. 
Jäger, Deutschland). Darüber hinaus wurde die Blutlaktatkonzentration aus dem mittels Fi-
nalgon® hyperämisierten Ohrläppchen am Ende jeder Belastungsstufe bestimmt. Für die Ana-
lyse der Blutproben diente das Miniphotometer 8 (Fa. Dr. Lange, Berlin). Die Bestimmung 
der Laktatkonzentration basiert bei diesem Gerät auf der Messung der Extinktion durch einen 
Farbstoff (468). Die gemessen Laktatwerte dienten der Erstellung von Laktatleistungskurven, 
welche wiederum die Grundlage für die Bestimmung der Laktatschwellen waren. Die Kur-
venanpassung erfolgte mit einem exponentiellen Modell. Für jeden Probanden wurde die 
Leistung bei Blutlaktatkonzentrationen von 2, 3 und 4 mmol/l, sowie an der individuellen 
aeroben (IAS = Intensität am minimalen Laktatäquivalent) und anaeroben Schwelle (IANS, 
Abbildung 2.4-2: Proband bei der Spiroergometrie.
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Intensität am minimales Laktatäquivalent + 1,5 mmol/l Blutlaktat) ermittelt (469-473). Um 
auch den Einfluss von leichter körperlicher Belastung auf die autonome Steuerung zu ermit-
teln, wurde als Einstieg eine Belastung von 30W gewählt. Die Belastungssteigerung betrug 30 
W und die Stufendauer jeweils 5 Minuten. Die Nachbelastungsphase betrug zehn Minuten bei 
30 bzw. 50 W (bei leistungsstärkeren Probanden). Die R-R-Intervalle eines jeden Probanden 
wurden permanent aufgezeichnet. Im Nachgang wurden dreiminütige Abschnitte für die Fre-
quenzanalyse der R-R-Intervallzeitreihen ausgewählt. Grundsätzlich wurden sowohl die erste 
Minute einer jeden Stufe als auch die letzten 30 Sekunden, in denen die Laktatabnahme er-
folgte, von der Frequenzanalyse ausgeschlossen (Abbildung 2.4-3). 
2.4.3 Ergebnisse 
Abbildung 2.4-3: Schema des Testprotokolls. Die Auswahl des R-R-Datenfensters und die Laktatabnahme
(Zeitpunkt) sind beispielhaft nur für eine Stufe dargestellt, erfolgten jedoch für alle Stufen vergleichbar. 
Leistungsdiagnostische Kennwerte der untersuchten Probanden 
Tabelle 2.4-1 zeigt ausgewählte Kennwerte der untersuchten Population. Die Werte der ma-
ximalen relativen VO2max liegen in dem Bereich der altersentsprechenden Normwerte für 
Untrainierte (5; 474). Die individuelle aerobe Schwelle liegt im Mittel bei etwa 50%, die in-
dividuelle anaerobe Schwelle bei ca. 70% der Maximalleistung. 
HRV-Verhalten 
Die Auswertung der HRV-Daten erbrachte den typischen exponentiellen Abfall aller absolu-
ten Frequenzparameter unter ansteigender Belastung (Abbildung 2.4-4). Dabei sich bildet ein 
Minimum-Plateau der HF-Power bei etwa 40-60% der maximalen Ventilation, bei ca. 65-75 
der maximalen Herzschlagfrequenz, sowie bei etwa 50-70% der maximalen Sauerstoffauf-
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nahme bzw. der Maximalleistung. Im Median sinkt die absolute HF-Power bereits ab ca. 60% 
der individuellen VO2max auf Werte unter 1ms² ab. Für die sympatho-vagale Balance 
(LF/HF-Quotient) ergibt sich bis in einen Intensitätsbereich von 60-70% der VO2max ein na-
hezu linearer Werteanstieg, danach erfolgt ein steiler Abfall bis zum Belastungsende. 
Die LF-Power zeigt ein verzögertes Verhalten. Hier stellt sich nach grafischer Analyse der 
absoluten Werte bei ca. 50-70% der maximalen Ventilation, bei ca. 85% der maximalen HSF 
und bei etwa 70-80% VO2max bzw. Maximalleistung ein Minimumplateau ein. Die Power im 
LF- und VLF-Band sinkt bei 70 bzw. 80% der relativen Sauerstoffaufnahme unter 1ms² ab 
(Abbildung 2.4-4). Für die Werte der normierten respiratorischen Sinusarrhythmie (RSAnorm = 
Quadratwurzel der auf die mittlere R-R-Dauer normierten HF-Power, (vgl. 475)) findet sich 
die Einstellung eines Minumumplateaus bei ca. 50% der individuellen VO2max (Abbildung 
2.4-5). Diese Belastungsintensität korreliert mit der individuellen aeroben Schwelle (Tabelle 
2.4-1). 
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Tabelle 2.4-1: Physiologische Kennwerte der untersuchten Probanden. 
Parameter Gesamt (N=52) weibliche Probanden 
(N = 12) 
männliche Proban-
den (N = 40) 
 MW±SD MW±SD MW±SD 
Alter [Jahre] 25,3 ± 6,3 25,9 ± 5,6 26,4 ± 7,5 
relative VO2max [ml/min*kg] 44,2 ± 9 37,5 ± 7,6 46,3 ± 8,5 
Pmax [W] 245,2 ± 55,1 183,6 ± 43,7 264,6 ± 42,8 
P an der IAS [W]  
(% individuelle Pmax) 
121,1 ± 30,9 
(50,7 ± 4,4) 
88,7 ± 18,8 
(50,8 ± 4,6) 
131,7 ± 26,4 
(50,7 ±4,4) 
P bei 3 mmol/l [W]   
(% individuelle Pmax) 
160,7 ±46,4 
(67,2 ±9,6) 
121,8 ± 27,6 
(69,9 ±9,1) 
173,4 ± 44,5 
(66,3 ± 9,7) 
P bei 4 mmol/l [W]  
(% individuelle Pmax) 
184,2 ±49,7 
(75,6 ± 6,5) 
138 ± 28,9 
(79,1 ± 8,3) 
199,2 ± 45,8 
(75,4 ±6,3) 
P an der IANS nach Dickhuth [W]  
(% individuelle Pmax) 
174,9 ± 44,8 
(72,2 ±6,1) 
128,9 ± 26,3 
(74 ± 5,9) 
189,8 ± 39,1 
(71,7 ±6,2) 
HSFmax [S/min] 190 ± 13,8 191,5 ± 7,7 189,6 ± 15,3 
BMI [kg/m²] 23,6 ±2,8 22,6 ± 3 24 ± 2,7 
Körpermasse [kg] 74,4 ± 11,9 65,5 ± 10,3 80,8 ± 9,9 
LBM [kg] 61,1 ± 11,2 48,2 ± 7,1 66,7 ± 7,3 
Körperfettanteil [%] 17,7 ±5,5 22,8 ± 4,1 15,6 ± 4,6 
Unterzieht man die Power-Werte einer ln-Transformation finden sich entsprechend fast linea-
re Abnahmen bis zum Belastungsende. Allerdings weichen die lnHF-Power-Werte ab ca. 70% 
der individuellen Sauerstoffaufnahme nicht mehr signifikant voneinander ab, was die Plateau-
bildung widerspiegelt. Die individuelle anaerobe Schwelle liegt im Gruppen-Mittel genau in 
diesem Bereich (exakt bei: 72,2 ± 6,1 % der individuellen Maximalleistung, Tabelle 2.4-1). 
Die Ausbildung eines Plateaus der lnLF-Power ist ab 80% der individuellen VO2max signifi-
kant, gleiches gilt für den natürlichen Logarithmus der VLF-Power. 
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Die anteilige Power in den drei Frequenzbereichen zeigt das folgende Verhalten: die VLF-
Power n.u. weist ein progressives Verhalten bis ca. 60% der maximalen Sauerstoffaufnahme 
auf (Abbildung 2.4-6). Dann stellt sich ein Maximum-Plateau bis zum Belastungsende ein. 
Die LF-Power n.u. fällt bei ca. 60% der maximalen Ventilation auf ein niedriges Niveau ab, 
das bis zum Belastungsende Bestand hat (Abbildung 2.4-7). Nur für die anteilige HF-Power 
zeigt sich ein dreiphasiger Verlauf. Nach einem kontinuierlichen Abfall der HF-Power n.u.-
Werte bis etwa 50% der maximalen VO2max steigen die Werte ab ca. 80% wieder an (Abbil-
dung 2.4-8). Der Minimumbereich korreliert mit dem Belastungsbereich zwischen individuel-
ler aerober und anaerober Schwelle. Um die Ausbildung unterschiedlicher Variabilitätsverläu-
fe statistisch absichern zu können, erfolgte eine Abstufung in 10 Bereiche der relativen 
Sauerstoffaufnahme (in Prozent des individuellen Maximums). Die Darstellung der Boxplots 
beschränkt sich auf den Parameter relative Sauerstoffaufnahme, kann aber als beispielhaft für 
das Verhalten weiterer Kennwerte wie Leistung oder Herzfrequenz gelten. Für alle drei Grö-
ßen finden sich (annähernd) lineare Anstiege unter progressiver Belastung (476). Grundsätz-
lich zeigt sich sowohl für die absoluten Frequenzleistungen als auch für die normierten Para-
meter (Abbildung 2.4-9) eine weite Streuung der individuellen Werte über der relativen Leis-
tung. Ein vergleichbares  Problem ergibt sich bei der Bestimmung anaerober Schwellen auf 
Grundlage fixer Schwellenwertkonzepte. Hier sind individuelle Bestimmungsmethoden, die 
den Verlauf der Laktatleistungskurve berücksichtigen besser geeignet (477). Ähnliches gilt 
für den Verlauf der HRV-Parameter. Im Kapitel  2.5 wird der Versuch unternommen, eine 
mathematische Beschreibung des Verlaufs der hochfrequenten Variationen bei zunehmender 
Belastung herzuleiten. Dabei sind insbesondere die Änderungen der Power über der Belastung 
und nicht die absoluten Werte von Bedeutung. 
 Abbildung 2.4-4: Mediane der Frequenzpower [ms²] und Mittelwerte der LF/HF-Ratio bei unterschiedlichen 
Belastungsintensitäten [% der individuellen VO2max]. 
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Abbildung 2.4-5: Verlauf der normierten RSA in Relation zur relativen VO2max. 
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Abbildung 2.4-6: Verlauf der VLF-Power n.u. über der relativen VO2max. 
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Abbildung 2.4-7: Zweiphasiger Verlauf der LF-Power n.u. über der relativen VO2. 
87 
 
00.05
0.1
0.15
0.2
0.25
0.3
0.35
6,8 -...27,4... 35,1... 41,8...50,3... 57,8...66,1... 74,3... 82,7...90,6...
Median
Count
0.15 0.15 0.10 0.07 0.06 0.04 0.03 0.03 0.04 0.08
40 41 41 40 41 41 40 41 41 42
Tukey-Kramer  0.05
Root MSE = 0.081
sqrt(2)q* = 4.474
Differenziert nach relat iver VO2 [% vom Maximum]
H
F
-P
o
w
e
r 
n
.u
.
 
Abbildung 2.4-8: Dreiphasiger Verlauf der HF-Power n.u. über der relativen VO2. 
 
Abbildung 2.4-9: Streuung der anteiligen LF- und HF-Power über der prozentualen Leistung (Höhe der indivi-
duell normierten relativen Sauerstoffaufnahme durch Farbverlauf gekennzeichnet: grün < gelb (= 50% der indi-
viduellen VO2max rel.) < rot. 
2.4.4 Diskussion 
Perini et al. (478) fanden für die anteilige Leistungsdichte des HF-Bandes eine Abhängigkeit 
zu den metabolischen Anforderungen: höhere VO2max-Werte waren mit höheren HF n.u.- 
Werten korreliert. Außerdem zeigte sich eine höhere anteilige HF-Power im Bereich der ma-
ximalen Sauerstoffaufnahme für die männlichen verglichen mit den weiblichen Probanden. 
Diese Ergebnisse eines älteren Probandenkollektivs (mittleres Alter: 74 Jahre) lassen sich für 
88 
 
89 
 
unsere Untersuchungspopulation nur zum Teil bestätigen. Auch wir finden bei Belastungen ab 
80% der VO2max einen Anstieg der anteiligen HF-Power, was durch die nicht-neuralen Ef-
fekte auf das HRV-Frequenzspektrums zu erklären ist (459), die insbesondere durch eine ver-
stärkte Atemmechanik generiert werden. Die von Perini et al. dargestellten Geschlechterdiffe-
renzen zeigen für unser Kollektiv ein entgegengesetztes Bild. Die Teilnehmerinnen besitzen 
im Median höhere HF-Power- (0,05 vs. 0,04 ms²; p=0,084) und RSAnorm-Werte (0,12 vs. 
0,11; p=0,073) sowie höhere Werte für die anteilige VLF- und LF-Power auf der maximalen 
Belastungsstufe. Für die anteilige HF-Power zeigen sich keine Geschlechterunterschiede. 
Die Reduktion der parasympathischen Aktivität mit Belastungsbeginn führt zu einer Abnah-
me der HRV. Der abnehmende autonome Einfluss auf die Herzfrequenzmodulation wird 
durch den exponentiellen Abfall der Power in den verschiedenen Frequenzbändern widerspie-
gelt. Dabei erfolgt die Abnahme der niedrigfrequenten im Vergleich zu den hochfrequenten 
Variationen etwas zeitverzögert. Ursache ist die zunächst geringe Sympathikusaktivierung bei 
niedrigen Belastungsintensitäten. Mit zunehmender Belastung steigt der Einfluss des Sympa-
thikus. Damit erfolgt eine Hemmung der Barorezeptoraktivität (479; 480). Die über die Baro-
reflexschleife vermittelten Amplituden der LF-Fluktuationen erreichen somit etwas zeitverzö-
gert ihr Minimum. Es findet sich die zentrale Tendenz einer Assoziation von HRV-Schwellen 
bzw. -Minima mit leistungsdiagnostisch relevanten Bereichen. 
Sowohl die RSAnorm , als auch die anteilige Power in den drei betrachteten Frequenzbereichen 
weisen eine schnellere signifikante Plateaubildung auf, verglichen mit den ln-transformierten 
Daten. Aufgrund der starken individuellen Streuung der absoluten Parameter bei niedrigen 
Intensitäten lässt sich Ausbildung eines Plateaus für die absoluten Frequenzparameter statis-
tisch schwieriger absichern. Aufgrund der stärker ausgeprägten 2 bzw. 3-phasigen Dynamik 
der RSAnorm, VLF-, LF-, und HF-Power n.u. bzw. des LF/HF-Quotienten scheinen diese 
HRV-Parameter für leistungsdiagnostische Zwecke, beispielsweise für die Schätzung der ma-
ximalen Sauerstoffaufnahme bei submaximaler Belastung, am besten geeignet zu sein. Es gilt 
dabei zu beachten, dass das gewählte Belastungsprotokoll aufgrund seiner Länge nicht unbe-
dingt geeignet ist, in allen Fällen die maximale Sauerstoffaufnahme zu provozieren; dafür 
sind grundsätzlich kürzere Protokolle mit schnellerem Belastungsanstieg angezeigt. Um aber 
das HRV-Verhalten besser analysieren zu können und ein Einschwingen der Regelkreise zu 
ermöglichen, wurden entsprechend längere Stufen gewählt. Eigene Untersuchungen bestätig-
ten zudem, dass insbesondere bei etwas leistungsstärkeren Probanden die mit einem kürzeren 
Belastungsprotokoll ermittelten Werte (50W Einstieg. Belastungssteigerung 50W/2min) der 
VO2max durchaus vergleichbar waren. 
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Die dargestellten Ergebnisse sind als Basis für ein mögliches online Monitoring der Belas-
tungsintensität mit Hilfe der HRV-Parameter zu sehen; die verwendete Frequenzanalyseme-
thode erlaubt dies prinzipiell. Auch eine Studie von Cottin und Mitarbeitern (215) ist in dieser 
Hinsicht vielversprechend. Bei Leistungen 30% unterhalb der ventilatorischen Schwelle (er-
mittelt über V-slope Methode) zeigten sich noch deutliche Fluktuationen im LF- und HF-
Band der HRV, die als Zeichen des persistierenden neuronalen Einflusses gesehen werden. 
Bei Belastungen von 110% der Intensität an der ventilatorischen Schwelle wird die Frequenz-
power dagegen vernachlässigbar klein. Auch aus den eigenen Untersuchungen lässt sich 
schließen, dass bis zu Intensitäten von etwa 60% der VO2max – bei denen beispielsweise der 
LF/HF-Quotient sein Maximum erreicht – die autonome Steuerung der Herzaktivität mit Hilfe 
der HRV-Frequenzanalyse nachweisbar ist. Für die bei höheren Intensitäten auftretenden 
hochfrequenten Fluktuationen der Herzschlagfolge scheinen die erwähnten nicht-neuralen 
Mechanismen verantwortlich. 
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2.5 Modellierung des HRV-Verhaltens unter ansteigender Belastung 
Sowohl die eigenen Untersuchungen als auch die Befunde ähnlicher Untersuchungen (214; 
457; 479) belegen einen markanten Abfall der Herzfrequenzvariabilität bei ansteigender Be-
lastung. Dabei zeigen das HF-und LF-Band einen ähnlichen, jedoch zeitlich versetzten Ver-
lauf.  
Dieses Verhalten kann u.a. auf das Wirken der beiden regulierenden autonomen Efferenzen 
Sympathikus und Parasympathikus zurückgeführt werden. Beide haben Steuerfunktionen der 
Herzschlagfolge in einer Art Actio-Reactio Verhältnis, wobei die Reactio nicht als Gegens-
pieler sondern als Komplementär im Steuerprozess zu sehen ist. Der funktionelle Synergis-
mus von Sympathikus und Parasympathikus bewirkt die optimale Funktionsanpassung des 
Organismus` an aktuelle Belastungen (481). 
2.5.1 Problem- und Zielstellung 
Unsere Messungen der Herzfrequenzvariabilität sowie Literaturbefunde stimmen darin über-
ein, dass auf den ersten Belastungsstufen die Variabilität mit der Leistungserhöhung stark 
abfällt und bei etwa bei 50-60% der maximalen Belastung in eine gewisse Sättigung übergeht. 
Verschiedentlich wird von einem Wiederanstieg der hochfrequenten Herzfrequenzvariationen 
kurz vor der Ausbelastung berichtet, deren Ursache in mechanischen Einflüssen gesteigerter 
Ventilation begründet liegen. Ziel der Untersuchungen ist die Entwicklung eines mathemati-
schen Modells, mit dessen Hilfe sich das Verhalten der Herzratenvariabilität unter ansteigen-
der Belastung beschreiben lässt. Praktische Relevanz könnte solch ein Modell erlangen, wenn 
es die Einordnung der Ausdauerleistungsfähigkeit einer Person bzw. einer Gruppe auf Grund-
lage des HRV-Verhaltens unter definierter Belastung ermöglicht. 
2.5.2 Methode 
Unsere Vorstellungen über Steuermechanismen gehen von den genannten Steuerquellen aus. 
Sie führen zu der Frage, ob es möglich ist, die Prozesse mit Hilfe eines mathematisch-
physikalischen Modells zu beschreiben, mit dem die Variabilität v in Abhängigkeit von der 
Leistung w berechenbar wird:  
     v = v (w) 
 
Der mathematische Ansatz bezieht sich auf elementare Wirkprinzipien, wie sie in Natur und 
Technik bekannt sind, nämlich, dass die Zunahme oder auch die Abnahme einer Menge ± dM 
der vorhandenen Menge M und der sie verändernden Parameter (z. B. Zeit, Weg, Feld, Kraft 
oder Leistung) proportional ist. Sie finden sich z. B. in Prozessen der Ionisation im elektri-
schen Feld, bei Auf- und Entladungen oder in Prozessen der Diffusion.  
 
Wir nehmen an, dass die Variabilität zwei Quellen hat, aus denen sich zwei Funktionen, v* 
und v**, ableiten lassen, die sich additiv überlagern zu: 
 
    v = v* + v** 
 
1. Quelle: Die Abnahme der Variabilität  -dv* ist der vorhandenen Variabilität v* und der  
  Leistung dw proportional. 
 
    - dv* = v* · k · dw    (1) 
 
k ist ein Steilheitsfaktor mit Watt -1  
    - dv* / v* = k · dw 
 
Die Integration führt zu: ln v* + C  = - k · w 
 
Bei w = 0 wird    v* = v1   und   C = - ln v1 . So ergibt sich 
 
    v* = v1 · e –k · w      (2) 
 
2. Quelle:  Der Abnahme der Variabilität wirkt eine Zunahme entgegen. Sie ist der Diffe-
renz (v2 – v**) und der Leistung dw proportional. Dazu gehört der gleiche 
Steilheitsfaktor k wie in (2). Der Sättigungswert, der hier entsteht, 
v** (w) = v2 , entspricht dem Variabilitätswert in der Plateauphase. 
 
dv** = (v2 – v**) · k · dw   (3) 
 
dv** /  (v2 – v**) = k · dw 
 
Die Integration führt zu:  ln (v2 – v**) + C’ =  -k · w   
  
Mit v** = 0  bei  w = 0  wird  C’ = - ln v2 
 
v2 – v**  =  v2 · e – k · w 
 
    v** = v2 (1 – e –k ·w)    (4) 
 
 
Die Überlagerung beider Quellfunktionen  v = v* + v**  ergibt: 
 
    v =  ( v1 – v2 ) · e –k · w + v2   (5) 
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2.5.3 Anwendung 
Das Ergebnis soll zunächst auf die von Berbalk und Neumann (482) gemessenen Variabilitä-
ten in Abhängigkeit von der Leistung angewendet werden. Die dort angegebenen Zahlenwerte 
sind Mittelwerte, mit Streuungen z. T. über ± 400 % (Tab. 7-1). Sie weisen auf den starken 
Abfall von v(w) hin, der mit Hilfe unseres Modells nach Gleichung (5) berechenbar ist. Die in 
Tabelle 2.5-1 abgegebene Werte bilden die Berechnungsgrundlage.  
 
1. Bestimmung des Sättigungswertes (Plateauphase): 
Der Sättigungswert wird bei w = 220W mit  v2 = 2,8 ms2 erreicht. 
 
2. Bestimmung des Steilheitsfaktors k: 
Man wählt aus den experimentellen Wertepaaren zwei Paare, die hinreichend auseinander 
liegen, z. B.: 
    vm1 , w1  und  vm2 , w2: 
    vm1 = 124 ms2   bei  w1 = 70 W 
    vm2 = 9,7 ms2   bei  w2 = 130 W. 
 
eingesetzt in (5) 124 =  (v1 – 2,8) e– k*70 + 2,8 
    9,7 =  (v1 – 2,8) e–k*130 + 2,8 
 
da  v1 >> v2 , wird:  12,8 = e+k*60 
 
    k = 0,042 W-1     (6) 
 
3. Berechnung von v1: 
124 = v1*e– k*70 
 
    v1 = 124*e+0,042*70 
 
    v1 = 2346 ms2     (7) 
 
Dieser Wert ist ein Rechenwert, der sich aus der Extrapolation v1 = v (w 0) ergibt. 
 
Die für w = 0 berechnete HF-Power ist ein hypothetischer Wert, der in diesem Fall plausibel 
erscheint. Grundsätzlich ist der hier errechnete v1 Wert nur eine Ergänzung der über einige 
Größenordnungen verlaufenden v Funktion. 
Der aus der Messreihe gewonnene v2 Wert kennzeichnet ein Minimum der der Herzfrequenz-
variationen. Der Wert der Frequenzpower ist sehr klein. Demzufolge hat nach unserem Mo-
dell die angenommene zweite Quelle eine wesentlich geringere Ergiebigkeit. 
Insgesamt bestätigt die Exponentialfunktion in Gleichung (5) sehr gut den charakteristischen 
Abfall der Variabilität mit zunehmender Leistung. 
Tabelle 2.5-1: Verlauf der HF-Power (MW ± SD) in Relation zur Belastungsintensität (aus 482). 
Leistung [W] HF-Power [ms²] 
40 310 ± 1143 
70 124 ± 428 
100 47 ± 169 
130 9,7 ± 7,5 
160 6,4 ± 7,0 
190 3,7 ± 3,4 
220 2,8 ± 1,9 
250 2,6 ± 2,4 
280 2,8 ± 2,6 
310 2,9 ± 2,8 
340 3,1 ±3,1 
 
Anwendung auf die eigenen Untersuchungen 
a) Mittelwertbildung über die Funktionsdurchgänge bei definierter HF-Power 
Zunächst wird festgestellt, dass in der Literatur der Mittelwert der Variabilität einer Proban-
dengruppe für eine bestimmte Leistung gebildet wird. Da die Variabilität exponentiell mit der 
Leistung abfällt, wird die Streuung unverhältnismäßig groß (bis über 400 %). Physikalisch 
sinnvoll ist jedoch, die Mittelung nicht über w = konstant, sondern über v = konstant vorzu-
nehmen. 
Dazu bestimmt man über Histogramme die Verteilung der Anzahl der Funktionsdurchgänge 
durch vorgegebene diskrete Leistungsintervalle. Das Maximum in der Verteilung ergibt den 
Mittelwert der Leistungen innerhalb der Probandengruppe bei der vorgegebenen Variabilität. 
 
Die Streuung in der Leistungsskala hat die Form: 
 N Anzahl der Funktionsdurchgänge durch w 
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Aus der Verteilung N (w +w) ergibt das Maximum den Leistungsmittelwert. Zusammen mit 
der gewählten Variabilität bildet dieser das für die Berechnung der Variabilitätsfunktion er-
forderliche Wertepaar. 
Abbildung 2.5-1 zeigt die Verteilungskurven der gesamten Untersuchungspopulation (N=52) 
für HF-Power-Werte von 1 bzw. 10 ms². Für jeden Probanden wurden die HF-Power Mess-
werte auf den verschiedenen Stufen linear interpoliert, um die entsprechenden Leistungswerte 
bei 10 bzw. 1 ms² zu berechnen. Die Maxima der Verteilungskurven liegen bei 91 W für eine 
HF-Power von 10 ms² bzw. 138,4 W für 1 ms². Dieses Wertepaar bildete die Grundlage für 
die Berechnung des Steilheitsfaktors unserer Untersuchungspopulation. 
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bildung 2.5-1: Verteilungskurven für die absolute Leistung bei einer HF-Power von 1 bzw. 10 ms² (N=52). 
 
Berechnung des Steilheitsfaktors k: 
 
Aus dem Sättigungsbereich erhält man:  
v2 = 0,7 ms2 
 
Aus der gemittelten Funktion v(w) entnimmt man die Wertepaare: 
vm1 = 10 ms2     bei     w1 = 91 W 
vm2 =  1 ms2     bei     w2 = 138,4 W 
 
eingesetzt in Gleichung (5) mit  v1 >> v2 ergibt: 
  10 = e –k*91 
 1 = e –k*138,4 
 
k = 0,049 W – 
 
v1 Berechnung: 
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10 = v1*e–k*91 
 
     v1 = 831,4 ms2 
 
Der Steilheitsfaktor k der gemittelten Funktionen unserer Population ist um etwa 17 % höher 
als der entsprechende Faktor der Probandengruppe von Berbalk und Neumann (482). Der 
Wert v1 ist ein hypothetischer Wert, der nur eine Ergänzung der über einige Größenordnungen 
verlaufenden v-Funktion darstellt. 
 
b) Mittelwertbildung über die individuelle k-Wert-Berechnung 
Auf Grundlage des mathematischen Modells wurde nach beschriebenem Vorgehen der k-
Faktor für jeden einzelnen Probanden bestimmt. Dabei wurden für vm1 und vm2 die HF-Power 
Werte bei 60 und 90 W eingesetzt. Es ergibt sich der folgende Gruppenmittelwert:  
 
k = 0,048 W-1 (± 0,023 W-1) 
 
Den k-Faktor für Gruppen mit unterschiedlicher Leistungsfähigkeit bzw. für männliche und 
weibliche Untersuchungsteilnehmer zeigt Abbildung 2.5-2. 
Abbildung 2.5-2: k-Faktor bei Gruppen mit unterschiedlicher Ausdauerleistungsfähigkeit. (links; Cluster 1: Pro-
banden mit geringerer Leistungsfähigkeit (N=16), Cluster 2: Probanden mit höherer Leistungsfähigkeit (N=36), 
Methode: k-Means-Clustering basierend auf relativer VO2max, Pmax, maximalem Atemminutenvolumen und 
absoluter VO2max und unterschiedlichen Geschlechts (rechts; männliche Pbn. N=38, weibliche Pbn N=14). 
2.5.4 Diskussion 
Zusammenfassend lässt sich sagen, dass: 
96 
 
97 
 
1. die Ergebnisse den nach Gleichung (5) berechneten exponentiellen Abfall der Variabili-
tätswerte mit zunehmender Leistung bestätigen. 
2. die aus den Messwerten gewonnenen Funktionen v (w) der Probanden personenspezifisch 
streuen und für die Gruppe eine Mittelung der Funktionen erforderlich ist. Dabei erweist 
sich eine Mittelung der individuellen k-Werte als ebenso geeignet wie die Verwendung der 
Verteilungsmaxima für die absolute Leistung bei definierten Variabilitätswerten. 
3. die Streuungen der Leistungswerte auf jeder Variabilitätsstufe grundsätzlich berechenbar 
sind. Die Abweichungen vom Mittelwert bleiben hier kleiner als 100%,  im Unterschied 
zur Mittelung über die Variabilität bei Vorgabe eines Leistungswertes mit w = konstant. 
4. mit Hilfe von Gleichung (5) die Variabilitätswerte berechenbar sind. Das entwickelte Mo-
dell macht Messergebnisse aus unterschiedlichen Gruppen vergleichbar. Dabei bedeutet 
ein kleiner k-Wert im Mittel eine bessere Leistungsfähigkeit, ein größerer dagegen eine 
schlechtere absolute Leistungsfähigkeit. 
5. der Steilheitsfaktor k die Spezifik der Variabilitätsänderung je Watt (Anzahl von Variabili-
tätsschritten je Watt) kennzeichnet. 
Der für unsere Population berechnete Wert v (w 0) = 831,4 ms² erscheint realistisch. Im 
Vergleich findet sich für die ausdauertrainierten Probanden von Berbalk und Neumann (482) 
ein Wert für v (w 0) von 2346 ms². Vor dem Hintergrund einer stärker vagal modulierten 
Herzratenvariation bei Ausdauertrainierten sind somit auch die interpolierten Variabilitäts-
werte bei einer hypothetischen Belastung von 0 W (w = 0 W) als plausibel anzusehen, auch 
wenn bei der Verwendung unterschiedlicher Spektralanalysemethoden die Vergleichbarkeit 
der Absolutwerte eingeschränkt ist. Schließend aus den eigenen Studiendaten kann der Ver-
lauf der HRV-Frequenzparameter über standardisierten Belastungsstufen- und anstiegen In-
formationen zu Leistungsfähigkeit und autonomem Status einer Person bieten. Die Größe des 
k-Faktors gibt Auskunft über die Stärke des HRV-Abfalls über definierten Laständerungen. 
Vor den Hintergrund der unterschiedlichen Leistungsfähigkeit der beiden Gruppen, zeigt sich 
für unsere Untersuchungsteilnehmer ein um 15% höherer Wert. Dieser ist assoziiert mit einer 
durchschnittlich normalen Ausdauerleistungsfähigkeit (Tabelle 2.4-1). Die Untersuchungspo-
pulation von Berbalk und Neumann weist deutliche höhere mittlere Maximalleistungen (345 ± 
37 W) und relative VO2max-Werte (60,0 ± 6,1ml/min*kg) auf. Das Belastungsprotokoll war 
bei beiden analysierten Untersuchungen vergleichbar. Die Berechnung des mittleren k-Werts 
der untersuchten Population erfolgte auf zwei unterschiedlichen Wegen. Beide Wege führten 
zum gleichen k-Wert. 
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Aus den vorliegenden Ergebnissen kann eine Indikatorfunktion des k-Faktors hinsichtlich der 
Leistungsfähigkeit einer Gruppe bzw. einer einzelnen Person bei Verlaufsuntersuchungen 
vermutet werden. Es erscheint logisch, dass, je schneller der beanspruchte Organismus den 
Bereich der individuellen Ausbelastung erreicht, der Steilheitsfaktor und damit der Abfall der 
Herzfrequenzvariabilität bei ansteigender Belastung umso größer sind. Erfolgt der Bezug va-
galer HRV-Parameter auf die individuelle Maximalleistung bzw. Sauerstoffaufnahme sind 
Unterschiede im HRV-Abfall zwischen trainierten und untrainierten Personen mitunter nicht 
festzustellen (483). 
Um die Indikatorfunktion des k-Faktors hinsichtlich der absoluten Leistungsfähigkeit in unse-
rer Untersuchungspopulation statistisch zu überprüfen, erfolgte ein Clustering der Daten auf 
Grundlage der absoluten und relativen Sauerstoffaufnahme sowie der Maximalleistung. Die 
Anzahl der Cluster wurde auf zwei beschränkt. Dabei zeigt sich der k-Faktor beider Cluster 
hoch signifikant (p < 0,01) unterschiedlich. Für die Gruppe mit der höheren Brutto-
Ausdauerleistungsfähigkeit (Cluster 2, N=36), findet sich ein k-Faktor, der im Bereich der 
Berbalk/Neuman-Population liegt. Gleiches lässt sich auch für eine Differenzierung aufgrund 
des Geschlechts zeigen. Die Frauen, mit ihrer im Mittel geringeren absoluten Leistungsfähig-
keit, zeigen einen größeren k-Faktor. Die Boxplot-Darstellungen wie auch die Histogramme 
weisen allerdings auch auf ein grundsätzliches Problem hin. Für Aussagen zur Leistungsfä-
higkeit einer Gruppe ist der Steilheitsfaktor geeignet. Er ermöglicht außerdem die Vergleich-
barkeit des HRV-Verhaltens unter ansteigender Belastung auch dann, wenn unterschiedliche 
Methoden der HRV-Frequenzanalyse angewendet werden. Für eine individuelle Einordnung 
der Leistungsfähigkeit mit Gruppenmittelwerten als Normierungsgrundlage ist der k-Wert als 
alleiniges Kriterium nicht anwendbar. So liegt der Korrelationskoeffizient für die absolute 
VO2max und den k-Faktor nur bei einem Wert von r = -0,542 (p < 0,001). Für den k-Faktor und 
die fettfreie Körpermasse, die oftmals eng mit der Ausdauerleistungsfähigkeit assoziiert ist 
(466), ergab sich ein Korrelationskoeffizient von r = 0,596 (p < 0,001). Ob der Steilheitsfaktor 
der individuellen Verlaufsdiagnostik sportlicher Leistungsfähigkeit dienen kann, muss anhand 
von Längsschnittstudien geklärt werden.  
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2.6 Verhalten der Herzratenvariabilität bei einer Flugüberwachungssimulation 
Mittlerweile übertrifft die Zahl der „Kopfarbeitsplätze“ die der manuellen bei weitem (484). 
Mit Kopfarbeit sind dabei Arbeitsanforderungen gemeint, bei denen manuelle Prozesse in den 
Hintergrund treten und automatisierte Abläufe mit der Nutzung elektronischer Datenverarbei-
tung die Regel darstellen. Seit etwa vier Jahrzehnten steigt der Anteil von Arbeitsplätzen an 
denen das Überwachen visueller Displays zum Alltag gehört kontinuierlich. Gleichzeitig hat 
auch die Komplexität der zu verarbeitenden Informationen zugenommen, meist sowohl be-
züglich der Darbietungsmuster, als auch der Menge der angezeigten Informationen (484). 
Beanspruchungsuntersuchungen im Kontext von Flugüberwachungstätigkeiten (Air Traffic 
Control – ATC) sind seit den sechziger Jahren des letzten Jahrhunderts bis heute im Fokus der 
Belastungs-Beanspruchungsforschung nicht zuletzt, weil Überforderungen von Operatoren in 
diesem Arbeitsfeld abgesehen von fatalen Folgen für Menschenleben in der Regel auch gro-
ßen finanziellen Schaden nach sich ziehen können (223; 485-491). Ein aktuelles Beispiel ist 
der Flugzeugzusammenprall von Überlingen im Jahre 2002, der 71 Menschen das Leben kos-
tete und durch einen überforderten Fluglotsen ausgelöst wurde.  
Das „Überwachen der Überwacher“ kann ein wirksames Instrument zur effektiven und siche-
ren Arbeitsgestaltung sein. Voraussetzungen sind Forschungen mit Hilfe sensitiver und vali-
der Methoden, die sich eines Mehrebenen-Analyse-Konzeptes bedienen, also psychophysio-
logische Indikatoren ebenso wie Verhaltens- und Erlebensparameter in die Betrachtung mit 
einbeziehen (353; 354; 492; 493). 
2.6.1 Problem- und Zielstellung 
Kardiovaskuläre Parameter im Zusammenhang mit objektiven Kriterien der Aufgabenbe-
schaffenheit und -schwierigkeit und subjektive Parameter wie der NASA-TLX sind bewährte 
Instrumente bei ATC-Studien (494-499). Ein Vorteil liegt in der leichten, nichtinvasiven und 
rückwirkungsarmen Erfassung. Bei der anschließenden Auswertung und Kombination der 
erhobenen Daten dienen neben herkömmlichen statistischen Methoden moderne Techniken 
der künstlichen Intelligenz wie die Fuzzy-Logic oder Artificial Neural Networks dazu, eine 
Beanspruchungschätzung der untersuchten Person vorzunehmen (499; 500). In unserem Ex-
periment diente die verwendete Low Fidelity Air Traffic Control Simulation als erprobte La-
boraufgabe mit kontrollierter Informationsverarbeitung (489). Die Anforderungen an Fluglot-
sen bestehen in der Lenkung und Überwachung des Flugverkehrs, um ein sicheres und wirt-
schaftliches Fliegen zu gewährleisten (501; 502). Neben der eigentlichen Überwachung auf 
Sicht oder am Radarschirm ist eine permanente Prüfung von eingehenden Informationen mit 
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Entwicklung von Handlungsstrategien erforderlich. Außerdem müssen diese Strategien oft-
mals zeitverzögert umgesetzt werden. Dies fordert vom Fluglotsen Langzeit- und/oder pros-
pektive Gedächtnisleistungen. Die ATC-Aufgabe ist ein nur ein Beispiel für komplexe Über-
wachungstätigkeiten. Generell sind diese gekennzeichnet durch sensorische Analyse, Diskri-
mination relevanter (kritischer) von nichtrelevanten (unkritischen) Informationen (Signalen), 
das Treffen von Entscheidungen und Ausführen von Aktionen. Vergleichbare Anforderungen 
stellen nicht nur Tätigkeiten im Bereich der Luft- und Raumfahrt, in Leitwarten energiewirt-
schaftlicher Anlagen, der Automobil- und chemischen Industrie sondern in zunehmendem 
Masse auch Abläufe in den Life Sciences. Übergeordnetes Ziel der ATC-Studie war es, mit 
Hilfe der physiologischen Parameter HSF und HRV, der subjektiven Beanspruchung und der 
Gesamtleistung Aussagen über die Beanspruchung bei einer typischen Überwachungstätigkeit 
mit vorwiegend kontrollierter Informationsverarbeitung vornehmen zu können. Tabelle 2.6-1 
zeigt einige ausgewählte Studien, in denen das Verhalten der HRV-Parameter und der Herz-
schlagfrequenz bei unterschiedlicher informatorischer Belastung untersucht wurde. 
Tabelle 2.6-1: Verhalten der HRV bei zunehmender psycho-mentaler Belastung. 
Aufgabenschwierigkeit 
 - Gesamtvariabilität (Total Power) 	 (503) 
- Power des LF-Bandes 	 (226; 228; 363; 504) oder 
- Power im LF-Band  (373; 505) 
- Anteils des LF-Bandes an der Gesamtvarianz 
 (10; 171; 506)  
- Power des HF-Bandes 	 (373; 507) 
- LF/HF-Ratio 
 als Ausdruck zunehmender Aktivierung und verän-
derter sympatho-vagaler Balance (171; 375; 506) 
In der vorliegenden Studie sollten die folgenden spezifischen Fragestellungen sollten geklärt 
werden: 
- Welchen Zusammenhang gibt es zwischen der subjektiven Beanspruchung, repräsentiert 
durch den NASA-TLX, den physiologischen Parametern HSF und HRV und der objekti-
vierbaren Leistung in der Primär- und Sekundäraufgabe? 
- Gibt es geschlechtsspezifische Unterschiede bei der Bewältigung der Primär- und Sekun-
däraufgabe? 
- Gibt es Unterschiede bezüglich der physiologischen Reaktionen (HRV und HSF) zwischen 
körperlich trainierten/ untrainierten und männlichen und weiblichen Probanden? 
- Lassen sich mit Hilfe der physiologischen Parameter HRV und HSF unterschiedliche Be-
lastungsintensitäten und/oder –formen differenzieren?  
- Können Methoden der künstlichen Intelligenz die Interpretation von HSF- und HRV-
Daten bezüglich psychischer Beanspruchung verbessern? 
2.6.2 Methodik 
Die Untersuchung beinhaltete die Durchführung zweier computerbasierter Aufgaben: eine 
dynamische Kontrollaufgabe (Multitask©) und eine Zweitaufgabe (Gauge Monitoring). Beide 
Aufgaben wurden bereits bei Studien zur Leistung und Beanspruchung in dynamischen Kont-
rollaufgaben mit adaptiver Automation eingesetzt (508; 509). 
Multitask© 
Multitask© simuliert eine dynamische Kontrollaufgabe analog einer low fidelity Flugsiche-
rungsaufgabe (air traffic control – ATC) und beinhaltet typische Anforderungen an die geisti-
gen Fähigkeiten eines Operateurs, wie z. B. verschiedene miteinander konkurrierende Ziele, 
Aufgaben mit unterschiedlicher Relevanz für die Aufmerksamkeit des Operateurs oder hohe 
Anforderungen unter begrenzten zeitlichen Ressourcen. Über das Multitask©-Interface wer-
den dem Probanden verschiedene Ziele simultan auf einem Radarbildschirm präsentiert. Die 
Ziele (graphisch durch weiße Dreiecke dargestellt) präsentieren drei verschiedene Flugzeug-
typen, die mit unterschiedlichen Geschwindigkeiten in Richtung des Zentrums des Radar-
schirms fliegen (Abbildung 2.6-1). Eine detaillierte Beschreibung des verwendeten Systems, 
der Untersuchungsgeräte und -umgebung findet sich im Anhang. 
 
Abbildung 2.6-1: Multitask©-Bildschirm im Automatik-Modus und Flugzeugdarstellung. 
Gauge Monitoring 
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Die Gauge-Monitoring-Aufgabe beinhaltet das Überwachen eines sich zufällig bewegenden 
Zeigers. Dieser befindet sich auf einer fixen Skala, die farblich codiert ist. Der „akzeptable“ 
Bereich, in dem der Zeiger gehalten werden muss, ist grün, zwei Übergangsbereiche, die 
ebenfalls als akzeptabel gelten, sind blau dargestellt. Die nicht akzeptablen Bereiche der Skala 
sind dagegen rot unterlegt (Abbildung 2.6-2). Die Teilnehmer waren angehalten die vertikalen 
Zeigerbewegungen zu überwachen, um ein mögliches Abdriften in die inakzeptablen Bereiche 
zu erkennen. Eine Korrektur der Zeigerabweichung konnte vorgenommen werden, indem der 
Zeiger durch Betätigen der Tasten „shift“ (nach oben) bzw. „Strg“ (nach unten) zurück in das 
Zentrum des akzeptablen Bereichs gesetzt wurde. Die Zeigerbewegungen sind zwar grund-
sätzlich zufälliger Natur, jedoch ist die Software so konzipiert, dass zeitlich ausgedehnte Pe-
rioden des Zeigers innerhalb der inakzeptablen Bereiche vermieden werden.  
 
 
Abbildung 2.6-2: Gauge-Monitoring-Bildschirm. 
Dies dient der Aufrechterhaltung einer vergleichbaren Anzahl von Abweichungen zwischen 
den einzelnen Untersuchungsteilnehmern. Falls der Zeiger mehr als drei Sekunden im roten 
Bereich verweilt, kehrt er selbständig in den akzeptablen Bereich zurück und die Software 
registriert ein „miss“, also eine vom Operator nicht erkannte Abweichung. Clamann (510) 
stellt fest, dass ein Zeitraum von drei Sekunden ausreichend ist, um neben der Bewältigung 
der Primäraufgabe die kritische Zeigerabweichung beim Gauge-Monitoring zu registrieren. 
Die Software produzierte etwa vier kritische Zeigerabweichungen in der Minute. Als eben-
falls negativ für die Leistung des Gauge-Monitorings wirkt sich ein „falscher Alarm“ aus, also 
ein unnötiger Tastendruck während sich der Zeiger im akzeptablen Bereich befindet. Die 
Leistung im Gauge-Monitoring berechnet sich aus dem Verhältnis (hit-to-signal ratio) der 
Anzahl von Trefffern (hit = korrektes Zurückführen des Zeigers in den akzeptablen Bereich) 
und der Anzahl inakzeptabler Zeigerabweichungen (signal). Ein niedriger Punktwert beim 
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Gauge-Monitoring impliziert eine hohe Beanspruchung bei der Bewältigung der Primäraufga-
be (Multitask©) und vice versa. Die Tastenbelegung der Tastatur während der ATC-
Simulation ist in Tabelle 2.6-2 dargestellt. 
Tabelle 2.6-2: Zusammenfassung der angewendeten Tasten bei der ATC-Aufgabe. 
Taste Anwendung Zweck 
Linke Maustaste Multitask© 
 
Markieren der Ziele 
Bedienung der Schaltflächen in der Steuerbox 
Rechte Maustaste Multitask© 
 
Markieren der Ziele im Automatik-Modus für die 
verlängerte Darstellung der Fluginformationen 
Shift Gauge- Monitoring Korrektur von nach unten gerichteten Zeigerab-
weichungen 
 
Strg Gauge-Monitoring Korrektur von nach oben gerichteten Zeigerab-
weichungen 
 
 
Untersuchungspopulation 
Insgesamt untersuchten wir 41 Probanden (21 Frauen, 20 Männer) im Alter von 19-34 Jahren. 
Alle Teilnehmer wurden anamnestisch und spiroergometrisch untersucht und waren Herz-
Kreislauf-gesund. Sie besaßen zu dem Zeitpunkt der Untersuchung einen normalen, in Einzel-
fällen auch korrigierten Visus von mindestens 1,0 (entspr. 20/20) und hatten Erfahrung mit 
der Bedienung von Windows-PC. Die Teilnehmer waren ausschließlich rechtshändig bzw. 
geübt in der rechtshändigen Bedienung der Computer-Maus. Ausschlusskriterium waren Er-
fahrungen als Pilot bzw. Fluglotse, um eine Inhomogenisierung der Gruppe bezüglich dieses 
Merkmals zu vermeiden. Die Teilnahme am Experiment war freiwillig und erfolgte unentgelt-
lich. Der überwiegende Teil der Probanden besuchte zum Zeitpunkt die Universität Rostock. 
Da in der Realität eine hohe Eisatzbereitschaft vorausgesetzt werden muss, wurde als Motiva-
tion für das Erreichen einer möglichst guten Leistung in den Simulationen je ein 50,00€ Gut-
schein für die zwei Teilnehmer mit der besten Gesamtleistung ausgelobt. 
Ablauf des Experiments (Tabelle 2.6-3) 
Jeder Versuch begann mit einer kurzen Einweisung in die Ziele und den Ablauf des Experi-
ments. Anschließend erfolgte eine zweistündige Trainingsphase, die neben der Einweisung in 
die Geräte und das Anlegen der Herzfrequenzmonitore das standardisierte Anwenden und 
Üben aller relevanten Modi der Simulation enthielt. Die Qualität und Quantität des Trainings 
hatte sich in Vorstudien als ausreichend erwiesen, um Übungseffekte während des eigentli-
chen Experiments auszuschließen. In dieser Phase war dem Testteilnehmer erlaubt, Fragen 
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bezüglich des Testablaufs bzw. technischer Details zu stellen. Während der Versuche waren 
Sprechen und körperliche Aktivität auf ein Minimum zu beschränken, um stärkere Effekte auf 
die physiologischen Messwerte zu verhindern. Die R-R-Intervalle eines jeden Probanden 
wurden während der einzelnen Testphasen und Ruhemessungen permanent online erfasst. Die 
Aufzeichnungsqualität der R-R-Intervalle unterlag somit der ständigen Kontrolle durch den 
Untersucher. Eventuelle Abnormalitäten konnten sofort der jeweiligen Aufzeichnung zu-
geordnet und als verbale Mitteilung vermerkt werden. Die R-R-Aufzeichnungen wurden spä-
ter in repräsentative dreiminütige Abschnitte aufgeteilt und bezüglich der HSF und der HRV 
analysiert. Um interindividuelle Variationen abzumildern wurde neben der Auswertung von 
absoluten Daten auch eine Normierung verschiedener Parameter auf eine individuelle belas-
tungsspezifische Baseline vorgenommen. Dabei wurde derjenige 3-Minuten-Abschnitt des 
gesamten Experiments als Baseline definiert, der die niedrigste durchschnittliche Herzschlag-
frequenz aufwies. Nach dem letzten Trainingsabschnitt erfolgte eine Einweisung in den NA-
SA-Task Load Index (511) und ein Paarvergleich (Ranking) der verschiedenen Beanspru-
chungskategorien. Das Bewerten (Rating) der NASA-TLX-Anforderungskategorien erfolgte 
auf Grundlage einer retrospektiven Einschätzung der durchschnittlichen Beanspruchung eines 
jeden Probanden für jeden absolvierten Versuchsdurchgang (siehe auch Anhang 5.2).  
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Tabelle 2.6-3: Versuchsablauf ATC-Experiment (grün: administrative Details/Pausen, gelb: Trainingsphasen, 
rot: Testphase). 
Abschnitt Geräte/ Materialien Dauer 
Einweisung  5 min 
Anlegen des Herzfrequenzmonitors und 5min-Ruhemessung im 
Sitzen 
S 810i Polar/ PC 15 min 
Übung: ATC-Aufgabe (manueller Modus) Multitask©/ PC 20 min 
Übung: ATC-Aufgabe (Automatik-Modus) Multitask©/ PC 1 5min 
Pause  5 min 
Übung: Gauge-Monitoring Gauge-Monitoring/ PC 5 min 
Kombinationsübung: ATC-Aufgabe (manueller Modus) und 
Gauge-Monitoring 
Multitask©, Gauge-Monitoring/ 
PC 
20 min 
Einweisung in den NASA-TLX und Ranking der Anforde-
rungskategorien 
Fragebogen (NASA-TLX) 10 min 
Pause  5 min 
Vier Versuche: Kombination ATC-Aufgabe und Gauge-
Monitoring, retrospektive Einschätzung der Beanspruchung 
Multitask©, Gauge-Monitoring/ 
PC, Fragebogen (NASA-TLX) 
4x30min 
4x5min 
Pause 
Auswertung   5min 
 
Experimentdesign 
Das Experiment bestand aus insgesamt vier 30-minütigen Versuchen unterschiedlicher  Belas-
tungsintensität (=Anzahl der Flugzeuge auf dem Radarschirm) und -art (=Simulationsmodus) 
(Tabelle 2.6-4). Alle Teilnehmer absolvierten bezüglich Intensität und Modus identische Ver-
suche. Bis auf die wechselnde Reihenfolge der Automatikmodi gab es keine Variation der 
Versuchsanordnung.  
Tabelle 2.6-4: Design des ATC-Experiments. 
Abschnitt Modus Anzahl der Flugzeuge auf dem Bildschirm 
Versuch 1 Manuell 7 
Versuch 2 Automatik („Information acquisition“) 3 bzw. 7 
Versuch 3 Automatik („Information acquisition“) 7 bzw. 3 
Versuch 4 Adaptiv („Information acquisition“) 7 
106 
 
2.6.3 Ergebnisse  
Im Folgenden werden die Korrelationen und Mittelwertunterschiede ausgewählter psychi-
scher und physiologischer Parameter beschrieben. Dabei erfolgt auch eine Differenzierung der 
Versuchspersonen hinsichtlich des Geschlechts, der körperlichen Leistungsfähigkeit und aus-
gewählter physiologischer und psychischer Variablen. 
2.6.3.1 Korrelationen 
Der Zusammenhang zwischen den Parametern der Leistungsebene, der kardiovaskulären Re-
gulation (HSF und verschiedene HRV-Frequenzgrößen) und der subjektiven Beanspruchung 
(NASA-TLX) ist gering bis mittelstark. Es finden sich Korrelationskoeffizienten bis maximal 
r = 0,7. Auch die auf individuelle Bezugswerte normierten Variablen zeigen diesen Trend. 
Generell zeigen sich sowohl für die weiblichen als auch für die männlichen Untersuchungs-
teilnehmer fast ausschließlich signifikante Zusammenhänge der psychischen Indikatoren mit 
der anteiligen LF-Power (Tabelle 2.6-5 und Tabelle 2.6-6).   
Tabelle 2.6-5: Darstellung der korrelativen Beziehungen zwischen HSF und HRV-Parametern und ausgewählten 
Leistungsmaßen bzw. der subjektiven Beanspruchung für die männlichen Untersuchungsteilnehmer (N=20). Alle 
Werte normiert am individuellen Minimum. 
Korrelierte Variablen Korrelationskoeffizient 
(r) nach Spearman 
Signifikanz (2-
seitig) 
N 
Gauge-Wert und LF-Power n.u. im Versuch Ma-
nuell 7 
0,529 p=0,017 20 
zeitliche Anforderungen und LF-Power n.u. im 
Versuch Manuell 7 
0,544 p=0,013 20 
Eingeschätzte Leistung und LF-Power n.u. im Ver-
such Manuell 7  
-0,608 p = 0,01 20 
Anstrengung und LF-Power n.u. im Versuch Ma-
nuell 7 
0,615 p=0,004 20 
Gauge Werte und LF-Power n.u. im Versuch Auto-
matik 7  
-0,591 p=0,01 20 
Anstrengung und LF-Power n.u. im Versuch Auto-
matik 7 
0,548 p=0,015 20 
Anstrengung und LF-Power n.u. im Versuch Auto-
matik 7 
0,466 p=0,044 20 
Gauge Werte und LF-Power n.u. im Versuch Auto-
matik 3 
-0,580 p=0,007 20 
geistige Anforderungen und LF-Power n.u. im 
Versuch Automatik 3 
0,588 p=0,006 20 
Anstrengung und HF-Power n.u. im Versuch Adap-
tiv 7 
-0,506 p=0,023 20 
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Tabelle 2.6-6: Darstellung der korrelativen Beziehungen zwischen HSF und HRV-Parametern und der subjekti-
ven Beanspruchung für die weiblichen Untersuchungsteilnehmerinnen (N=21). Alle Werte normiert am indivi-
duellen Minimum. 
Korrelierte Variablen Korrelationskoeffizient 
(r) nach Spearman 
Signifikanz (2-
seitig) 
N 
geistige Anforderungen und LF-Power n.u. im 
Versuch Adaptiv 7 
0,517 p=0,016 21 
geistige Anforderungen und LF-Power n.u.  im 
Versuch Automatik 7 
0,608 p=0,003 21 
körperliche Anforderungen und LF-Power n.u.  im 
Versuch Adaptiv 7 
0,714 p=0,021 21 
 
2.6.3.2 Differenzierung der Untersuchungspopulation auf Grundlage der Herzschlagfre-
quenz 
Nimmt man ein Zweiteilung der Gruppe in  Probanden mit einer niedrigen (<75,5 S/min) und 
einer hohen (75,5 S/min) maximalen Herzschlagfrequenz während der Versuche vor, so zei-
gen sich in allen Versuchen der Simulation signifikante Gruppenunterschiede bezüglich der 
subjektiven Beanspruchung. Die Probanden mit einer niedrigen maximalen HSF schätzen 
dabei entweder die Gesamtanforderungen oder einzelne Aspekte wie die geistigen oder zeitli-
chen Anforderungen der Aufgabe signifikant weniger beanspruchend ein (Tabelle 2.6-7). Be-
trachtet man die maximale Bewertung der einzelnen Beanspruchungsfaktoren zeigt sich im 
Bereich der körperlichen und geistigen subjektiven Beanspruchung ein Trend, statistisch sig-
nifikant ist jedoch nur der Unterschied bei der höchsten Bewertung der aufgewendeten Ans-
trengung und den zeitlichen Anforderungen (Tabelle 2.6-8). 
Tabelle 2.6-7: Vergleich der subjektiven Parameter zwischen den Gruppen mit niedriger und hoher maximaler 
HSF während der ATC-Simulationen (nur signifikante Unterschiede aufgeführt). 
subjektive Parameter 
 
Versuch MW ± SD 
HSFmax <75,5 
S/min 
(N=20) 
MW ± SD  
HSFmax  75,5 
S/min  
(N=21) 
Signifikanz 
(2-seitig) 
Gesamtbeanspruchung (TLX) Manuell 7 50,8±11,6 57,3±11,5 p<0,05 
Geistige Anforderungen Manuell 7 53,4±16,8 66,7±14,9 p<0,05 
Aufgewendete Anstrengung Manuell 7 52,4±17,6 61,3±14,2 n.s. (p=0,066) 
Gesamtbeanspruchung (TLX) Automatik 7 45,9±10,7 58,7±12,9 p<0,01 
Geistige Anforderungen Automatik 7 48,9±18,3 65,8±19,1 p<0,01 
körperliche Anforderungen Automatik 7 20,9±16,9 35,2±24,9 p<0,05 
zeitliche Anforderungen Automatik 7 46,0±13,6 60,5±17,6 p<0,01 
Aufgewendete Anstrengung Automatik 7 45,9±14,1 64,8±15,8 p<0,01 
Geistige Anforderungen Automatik 3 22,8±16,9 31,6±20,7 p<0,05 
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Gesamtbeanspruchung (TLX) Adaptiv 7 44,8±12,3 53,7±15,6 n.s. (p=0,054) 
Geistige Anforderungen Adaptiv 7 49,6±17,6 61,7±19,0 P<0,05 
zeitliche Anforderungen Adaptiv 7 45,2±17,8 57,6±22,7 p<0,05 
Aufgewendete Anstrengung Adaptiv 7 42,5±17,7 57,7±20,4 p<0,05 
Leistung in der Sekundäraufgabe Adaptiv 7 0,68±0,17 0,79±0,12 p<0,05 
Tabelle 2.6-8: Vergleich der maximalen subjektiven Parameter zwischen den Gruppen mit niedriger und hoher 
maximaler HSF während der ATC-Simulationen. 
subjektive Parameter 
 
MW ± SD 
HSFmax <75,5 S/min 
(N=20) 
MW ± SD  
HSFmax  75,5 S/min  
(N=21) 
Signifikanz 
(2-seitig) 
Maximale geistige Anforderungen 62,4±16,2 72,1±14,8 n.s. (p=0,051) 
Maximale körperliche Anforderungen 27,0±18,4 40,6±28,6 n.s. (p=0,079) 
Maximale zeitliche Anforderungen 58,9±17,6 72,5±14,3 p<0,05 
Maximale eingeschätzte Leistung 56,7±17,7 57,5±20,0 n.s. 
Maximale Anstrengung 57,1±15,0 70,9±13,1 p<0,01 
Maximale Frustration 48,2±18,8 55,0±25,8 n.s. 
 
2.6.3.3 Differenzierung der Untersuchungspopulation auf Grundlage der kardiopulmo-
nalen Leistungsfähigkeit 
Bei einer Zweiteilung der Untersuchungspopulation bezüglich der maximalen relativen 
Sauerstoffaufnahme als Zeichen der Ausdauer- und kardiovaskulären Leistungsfähigkeit sind 
für die männliche Teilpopulation die folgenden Ergebnisse erkennbar. Die Probanden mit der 
höheren physischen Leistungsfähigkeit (relative VO2max >45,5ml/min*kg, N=10) schätzen 
die Beanspruchung im Versuch Automatik 3 niedriger ein (Abbildung 2.6-3). Der Vergleich 
der über drei Minuten gemittelten Herzschlagfrequenzen zeichnet dieses Ergebnis auf der 
physiologischen Ebene nicht nach. Es lassen sich in diesem Versuch zwar große Gruppenun-
terschiede beobachten, ähnlich stark ausgeprägt und statistisch signifikant sind diese Mittel-
wertunterschiede aber auch bei den anderen Versuchen (Abbildung 2.6-4). Die Ursache ist in 
der bei Ausdauertrainierten erhöhten vagalen Herzansteuerung zu sehen. Die anteilige LF-
Power zeigt dagegen nur für den Versuch Automatik 3 signifikante Gruppenunterschiede ent-
sprechend der subjektiven Bewertung der Aufgabenanforderungen mittels NASA-Task Load 
Index (Abbildung 2.6-5). 
 Abbildung 2.6-3:  Mediane der subjektiven Beanspruchung der männlichen Untersuchungsteilnehmer, differen-
ziert nach maximaler relativer Sauerstoffaufnahmefähigkeit (jeweils N=10) während des ATC-Experiments (* 
p<0,05). 
Die während der Versuche ermittelte minimale HSF unterscheidet sich dagegen nicht signifi-
kant zwischen den beiden Ausdauergruppen. Der einzige Unterschied bei der Bewertung der 
Anforderungen der NASA-TLX Kategorien besteht in der Wertung der minimalen zeitlichen 
Anforderung. Diese wird von den Ausdauerleistungsfähigen geringer eingeschätzt (p<0,05). 
Teilnehmerinnen mit höherer (>33ml/min*kg) unterscheiden sich von Teilnehmerinnen mit 
geringerer ( 33ml/min*kg) relativer VO2max hinsichtlich der Primärleistung im Versuch 
Manuell 7 (Mediane 0,5 vs. 0,18, p<0,05) dem objektiv und subjektiv schwierigsten Versuch. 
Die Unterschiede in der maximalen Ausprägung der Herzschlagfrequenzen und HRV-
Frequenzparameter sowie der Regulationsweite - also der Differenz zwischen maximaler und 
minimaler Indikatorausprägung - ist während des gesamten Experiments zwischen den Teil-
nehmerinnen mit hoher und niedriger Ausdauerleistungsfähigkeit nicht signifikant. 
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 Abbildung 2.6-4: Mediane der HSF bei den männlichen Untersuchungsteilnehmern mit niedriger (< 46 
ml/min*kg, N=10) und hoher (> 45,5 ml/min*kg, N=10) relativer Sauerstoffaufnahmefähigkeit während des 
ATC-Experiments (Mann-Whitney-U-Test, **p<0,01). 
 
Abbildung 2.6-5: Mediane der LF-Power n.u. bei Probanden mit hoher und niedriger relativer Sauerstoffauf-
nahmefähigkeit während des ATC-Experiments (**p < 0,01; Mann-Whitney-U-Test). 
2.6.3.4 Differenzierung der Untersuchungspopulation auf Grundlage der subjektiven 
Beanspruchung 
Eine Differenzierung der Population bezüglich der eingeschätzten Gesamtbeanspruchung auf 
Grundlage des NASA-Task Load Index spiegelt sich in der Ausprägung der Herzschlagfre-
quenz und der HRV-Parametern LF-Power n.u. und HF-Power n.u. (Tabelle 2.6-9) wider.  
Tabelle 2.6-9: Unterschiede der physiologischen Indikatoren, Gruppe differenziert nach Höhe der subjektiven 
Gesamtbeanspruchung (Gesamt-NASA-TLX) (*p<0,05; **p<0,01; ***p<0,001). 
Versuch Subjektive Beans-
pruchung (NASA-
TLX) 
HSF (S/min) LF-Power n.u. HF-Power n.u. 
Manuell 7  54,0 (N=199) 
< 54,0 (N=177) 
75,1±8,8 
68,4±7,7*** 
0,58±0,12 
0,56±0,11(n.s.) 
0,13±0,06 
0,15±0,07** 
Automatik 7  54,0 (N=184) 73,0±7,1 0,59±0,10 0,12±0,05 
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< 54,0 (N=193) 67,2±8,9*** 0,56±0,12** 0,15±0,09*** 
Automatik 3  23,0 (N=182) 
< 23,0 (N=176) 
70,3±8,4 
66,7±7,6*** 
0,56±0,11 
0,54±0,12 (n.s.) 
0,12±0,06 
0,17±0,13*** 
Adaptiv 7  50,0 (N=196) 
< 50,0 (N=186) 
69,8±7,4 
67,8±9,2* 
0,57±0,11 
0,58±0,11(n.s.) 
0,13±0,05 
0,14±0,08* 
Im Folgenden wird eine Differenzierung hinsichtlich der subjektiv bedeutsamsten Belastungs-
faktoren vorgenommen. 
a) Aufgewendete Anstrengung: In allen Versuchen fanden sich signifikante Gruppenunter-
schiede bezüglich der über drei Minuten gemittelten Herzschlagfrequenzen, der anteiligen 
niedrigfrequenten (LF-Power n.u.) und hochfrequenten (HF-Power n.u.) Variationen der 
Herzschlagfrequenz. Die subjektiv „angestrengtere“ Gruppe wies im Mittel höhere Herz-
schlagfrequenzen und eine abgesenkte vagal modulierte Herzschlagvariabilität sowie einen 
Anstieg der anteiligen LF-Power auf (Tabelle 2.6-10). Demgegenüber unterschieden sich bei-
de Gruppen hinsichtlich der erbrachten Primär- und Sekundärleistungen nicht signifikant. 
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Tabelle 2.6-10: Unterschiede der physiologischen Indikatoren, Gruppe differenziert nach Höhe der subjektiven 
Anstrengung (*p<0,05; **p<0,01; ***p<0,001, Mann-Whitney-U-Test). 
Versuch  „Aufgewendete Anstrengung“ HSF (S/min) LF-Power n.u. HF-Power 
n.u. 
Manuell 7  58,5 (MW±SD: 68,8±7,6) (N=194) 
< 58,5 (43,1±11,5) (N=182) 
75,7±8,4 
68,0±7,7*** 
0,59±0,11 
0,55±0,11*** 
0,13±0,06 
0,15±0,07** 
Automatik 7  52,0(68,5±10,4) (N=179) 
< 52,0 (38,0±12,0) (N=198) 
73,0±8,3 
67,4±7,9*** 
0,58±0,10 
0,57±0,11(n.s.) 
0,13±0,06 
0,14±0,09* 
Automatik 3  16,0 (38,5±20,9) (N=176) 
< 16,0 (9,3±3,8) (N=182) 
71,6±7,8 
65,7±7,6*** 
0,56±0,10 
0,54±0,13* 
0,13±0,06 
0,17±0,13*** 
Adaptiv 7  50,0 (68,6±9,2) (N=188) 
< 50,0 (34,6±12,5) (N=194) 
71,1±6,7 
66,6±9,3*** 
0,58±0,11 
0,57±0,11(n.s.) 
0,12±0,05 
0,15±0,07** 
 
b) Geistige Beanspruchung: Die Unterscheidung der Untersuchungspersonen erbrachte hoch 
signifikante Unterschiede der Herzschlagfrequenzen und der anteiligen Varianzen in den Fre-
quenzbereichen LF und HF (Tabelle 2.6-11), während auch hier wieder Sekundär- und Pri-
märleistungen nicht signifikant voneinander differierten. Im Mittel wurde die Sekundäraufga-
be von den subjektiv höher Beanspruchten besser bewältigt. Die Unterschiede lagen jedoch 
nur im Versuch Adaptiv 7 an der statistischen Signifikanzgrenze (0,78±0,13 vs. 0,68±0,17; 
p=0,061). 
Tabelle 2.6-11: Unterschiede der physiologischen Indikatoren, Gruppe differenziert nach Höhe der subjektiven 
geistigen Beanspruchung (*p<0,05; **p<0,01; ***p<0,001; Mann-Whitney-U-Test). 
Versuch  „Geistige Anforde-
rungen“ 
HSF (S/min) LF/TP HF/TP 
Manuell 7  63,0 (N=182) 
< 63,0 (N=194) 
75,1±8,6 
68,9±8,2*** 
0,59±0,12 
0,56±0,11* 
0,14±0,07 
0,14±0,06 (n.s.) 
Automatik 7  60,0 (N=179) 
< 52,0 (N=198) 
71,6±10,0 
68,6±5,7** 
0,59±0,10 
0,57±0,11* 
0,12±0,04 
0,15±0,09*** 
Automatik 3  23,0 (N=176) 
< 23,0 (N=182) 
72,2±7,1 
65,5±7,8*** 
0,58±0,11 
0,53±0,12*** 
0,13±0,07 
0,16±0,12*** 
Adaptiv 7  59,0 (N=193) 
< 59,0 (N=194) 
71,0±8,0 
66,9±8,3*** 
0,59±0,11 
0,56±0,10** 
0,12±0,05 
0,15±0,07** 
 
Tabelle 2.6-12: Unterschiede der physiologischen Indikatoren, Gruppe differenziert nach Höhe der subjektiven 
zeitlichen Beanspruchung (*p<0,05; **p<0,01; ***p<0,001; Mann-Whitney-U-Test). 
Versuch  „zeitliche Anfor-
derungen“ 
HSF (S/min) LF/TP HF/TP 
Manuell 7  55,0 (N=182) 
< 55,0 (N=194) 
72,9±8,1 
71,1±8,2 (p= 0,051) 
0,57±0,12 
0,57±0,11 (n.s.) 
0,12±0,06 
0,15±0,07*** 
Automatik 7  55,0 (N=192) 
< 55,0 (N=185) 
74,2±8,1 
65,7±6,6*** 
0,58±0,10 
0,56±0,11 (p= 0,056) 
0,13±0,05 
0,15±0,09* 
Automatik 3  18,0 (N=183) 70,7±7,8 0,56±0,11 0,13±0,06 
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< 18,0 (N=175) 66,4±8,1*** 0,54±0,12 (n. s.) 0,16±0,13*** 
Adaptiv 7  55,0 (N=192) 
< 55,0 (N=190) 
70,1±7,8 
67,0±8,6*** 
0,59±0,11 
0,56±0,10* 
0,12±0,05 
0,14±0,07** 
 
c) Zeitliche Anforderungen: Tabelle 2.6-12 verdeutlicht, dass die „zeitlich weniger gestress-
ten“ Untersuchungsteilnehmer durchschnittlich in allen Versuchen eine höhere vagal modu-
lierte HRV und meist auch niedrigere Herzschlagfrequenzen aufwiesen. 
2.6.3.5 Differenzierung der Untersuchungspopulation auf Grundlage des Geschlechts 
Die weiblichen Untersuchungsteilnehmer erbrachten im Versuch Automatik 3 eine signifikant 
höhere Leistung in der Sekundäraufgabe (0,84±0,09 vs. 0,75±0,13; p<0,05). Dies spricht für 
eine größere Simultankapazität der weiblichen Untersuchungsteilnehmer bei leichten, unter-
fordernden Aufgaben der Simulation (Weippert et al. 2006). Die gemittelten Herzschlagfre-
quenzen unterschieden sich ausgenommen den Versuch Manuell 7 signifikant zwischen den 
Geschlechtern (Tabelle 2.6-13). Zwischen den HRV-Frequenzparametern bestanden statis-
tisch gesehen keine signifikanten Differenzen. 
Tabelle 2.6-13: Mittelwerte der Herzschlagfrequenzen für die Untersuchungspopulation differenziert nach Ge-
schlecht. Geschlechterdifferenzen signifikant auf dem Niveau p<0,05, außer Versuch Manuell 7 (Mann-
Whitney-U-Test). 
Versuch HSF Männer [S/min], N=20 HSF Frauen [S/min], N=21 
Manuell 7 70,1±8,5 73,9±8,9 
Automatik 7 67,5±8,0 72,9±8,9 
Automatik 3 66,0±7,6 71,4±7,8 
Adaptiv 7 65,7±7,9 72,1±8,6 
Unterschiede in der maximalen Ausprägung der Herzschlagfrequenzen und HRV-
Frequenzparameter bei den einzelnen Versuchen sowie der Regulationsweite - also der Diffe-
renz zwischen maximaler und minimaler Indikatorausprägung - finden sich zwischen den Ge-
schlechtern, nicht aber zwischen Gruppen mit hoher und niedriger Ausdauerleistungsfähig-
keit. Dabei zeigt sich im Mittel ein höhere maximale Power im Gesamtspektrum der männli-
chen (MW±SD der Total Power in [ms²]: 3937,8±2399,5 vs. 2614,6±1448,5; p<0,05; Mann-
Whitney-U-Test) und eine durchschnittlich höhere maximale Herzschlagfrequenz bei den 
weiblichen Untersuchungsteilnehmern (MW±SD der maximalen HSF in S/min: 79,7±9,1 
vs.73,0±8,2; p<0,05). Die maximale Power im LF-Band ist im Mittel bei den Männern größer 
(MW±SD der LF-Power in ms²:  2429,2±1578,4 vs. 1570,8±914,7; p=0,076). Die maximale 
Ausprägung der hochfrequenten Variationen (maximale HF-Power) zeigt keine statistisch 
signifikanten Differenzen zwischen den Geschlechtern. Auch bei der Regulationsweite im 
HF-Band des HRV-Frequenzspektrums zeigen sich keine Unterschiede zwischen den Ge-
schlechtern für die absolute Power, jedoch im LF-Band (MW±SD der LF- Power in ms²: 
Frauen 1247,9±765,8 vs. Männer 2001,4±1345,6; p<0,05). Der Unterschied in der Regulati-
onsweite der Herzschlagfrequenz ist dagegen nicht signifikant (Männer: 11,1±3,4 S/min, 
Frauen: 13,6±4,6 S/min; p=0,085). 
2.6.3.6 Differenzierung der Untersuchungspopulation auf Grundlage der HRV-
Regelweite 
Ein K-Means-Clustering auf Grundlage der Regelweite der anteiligen LF- und HF-Power er-
gibt die in Abbildung 2.6-6 dargestellten drei Cluster (Cluster 1, grün, N = 14; Cluster 2, gelb, 
N = 26; Cluster 3, blau, N = 1). Entsprechend zeigen die Cluster 1- Probanden hochsignifikant 
kleinere Regelbreiten der anteiligen LF-Power (p < 0,001) und VLF-Power (p<0,001) sowie 
größere Regelbreiten der anteiligen HF-Power (p = 0,004) und der Herzschlagfrequenz (p = 
0,081). Auffallend ist die signifikant unterschiedliche Verteilung der Geschlechter in den ein-
zelnen Clustern (Abbildung 2.6-7).  
 
Abbildung 2.6-6: 3-D-Plot der individuellen Regelbreite von HSF, HF-
Power n.u. (dHF-Power n.u.) und LF-Power n.u. (dLF-Power n.u.). Die ver-
schiedenen Farben symbolisieren verschiedene Cluster (Cluster 1 = gelb, 
Cluster 2 = grün, Cluster 1 = blau). K-Means-Clustering, Cluster-
Initialisierungsmethode: datenzentrumsbasierte Suche, Ähnlichkeitsheitsmaß: 
Euklidische Distanz. 
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 Abbildung 2.6-7: Verteilung der Geschlechter in den drei Clustern 
(Likelihood-Quotient 11,789; p = 0,003; Asymptotische Signifikanz, 
2-seitig). 
Darstellung der Zusammenhänge zwischen subjektiver Beanspruchung und physiologischen 
Indikatoren mit Hilfe der Fuzzy-Clustering-Technik 
Der Datensatz der prozentualen individuellen Anstiege von Herzschlagfrequenz und LF/HF-
Ratio wurde in zehn verschiedene Cluster aufgeteilt (Abbildung 2.6-8). Hierfür diente die 
Fuzzy-C-Means Clustering Technik. Dabei werden die Variablen  (z. B. Anstiege der HSF 
und der LF/HF-Ratio) optimal, das heißt mit kleinster Distanz, einem berechneten Cluster-
zentrum zugeordnet. Für jeden Cluster wurde der durchschnittliche NASA-TLX Wert berech-
net. Das Cluster-Modell wurde benutzt, um die durchschnittliche subjektive Beanspruchung 
über den normalisierten Parametern Herzschlagfrequenz und LF/HF-Ratio aufzutragen. Ein 
Anstieg des subjektiv empfundenen Stress-Levels (verdeutlicht durch einen Anstieg des TLX-
Wertes) geht im Allgemeinen mit dem Anstieg der LF/HF-Ratio einher. Maximale Beanspru-
chung (rote Bereiche der Abbildung 2.6-9) ist in den meisten Fällen assoziiert mit der höch-
sten LF/HF Ratio, während minimale Beanspruchung mit einer niedrigen Herzschlagfrequenz 
und einer niedrigen LF/HF Ratio einhergeht (dunkelblaue Bereiche der Abbildung 2.6-9). 
Allerdings werden auch konvergierende Reaktionsmuster deutlich. 
Der Zusammenhang zwischen sympathischer sowie parasympathischer Modulation, basierend 
auf der Analyse der auf eine individuelle Baseline bezogenen Anstiege der anteiligen HF- und 
LF-Power ist in Abbildung 2.6-10 farbcodiert dargestellt. „Unsicherheiten“, wie z. B. Con-
founder und individuelle Besonderheiten, wurden zuvor eliminiert, um eine allgemeine Inter-
pretation der physiologischen Daten bezüglich subjektiver Beanspruchung (NASA-TLX) zu 
ermöglichen (392). Mit zunehmender subjektiver Beanspruchung (Farbverlauf von blau zu 
rot), zeigt sich eine Abnahme der vagal modulierten und eine Zunahme der sympathisch mo-
dulierten Herzratenvariabilität als Zeichen erhöhter physiologischer Kosten. 
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 Abbildung 2.6-8: Fuzzy-C-Means-Clustering der HSF und des LF/HF-Quotienten 
mit NASA-TLX-Mittelwerten. 
 
Abbildung 2.6-9:  Fuzzy-Modell der subjektiven Beanspruchung (NASA-TLX) 
über den auf eine individuelle Baseline normalisierten physiologischen Parametern 
Herzschlagfrequenz und LF/HF-Ratio (logarithmisch skaliert). 
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 Abbildung 2.6-10: Visualisierung des Zusammenhangs zwischen dem Anstieg 
sympathischer (SMIN sowie vagaler Herzfrequenzmodulation (VMIN) und der 
subjektiven Beanspruchung.  
2.6.3.7 M ti en den Vtelwertunterschiede zwisch
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ersuchen der ATC-Simulation 
Der Vergleich der einzelnen Versuchen der ATC-Simulation hinsichtlich der subjektiven Be-
anspruchung (NASA-TLX) ergab hoch signifikante Unterschiede (p<0,001) zwischen dem 
Versuch Automatik 3 und allen anderen Versuchen der Simulation. Der Versuch Automatik 3 
wurde von 90% der Probanden als am wenigsten beanspruchend eingeschätzt. Die subjektive 
Beanspruchung unterscheidet sich zwischen allen anderen Versuchen dagegen statistisch nicht 
signifikant. Mit einer Irrtumswahrscheinlichkeit von p=0,097 befand sich der Mittelwertun-
terschied zwischen dem manuellen Modus und dem adaptiven Modus der Simulation an der 
r bildung 2.6-11).  Grenze zu  Signifikanz (Ab
 	
Auch bei der Bewältigung der Primäraufgabe, der eigentlichen Air-Traffic-Control Simulati-
on, zeigten sich Unterschiede zwischen den Versuchen (Abbildung 2.6-11). Dabei wurde die 
Aufgabe im manuellen Modus der Simulation gegenüber den Automatik-Modi signifikant 
schlechter ausgeführt. Gegenüber dem adaptiven Modus zeigten sich keine signifikanten Un-
terschiede. Im Versuch Automatik 7 wurde durchschnittlich die größte Leistung erzielt. Die 
ermittelten Abweichungen gegenüber den anderen Versuchen waren, ausgenommen der Ver-
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such Automatik 3, statistisch signifikant. Einschränkend muss an dieser Stelle angemerkt wer-
den, dass zwar die Fehlerwahrscheinlichkeit aufgrund der geringeren  Flugzeugdichte im Mo-
dus Automatik 3 kleiner ist, jedoch durch das geringere Verkehrsaufkommen auch weniger 
Flugzeuge zur Landung geführt werden, was sich wiederum als nachteilig auf die erzielte 
Primärleistung auswirkt. Der Vergleich der Primärleistungen unterliegt somit Einschränkun-
gen. 
 
Abbildung 2.6-11: Mediane der Subjektiven Beanspruchung (NASA`s Task Load Index) sowie der Primär- und 
Sekundärleistung bei den verschiedenen Versuchen der ATC-Simulation. 
 NASA-TLX: Automatik 3 vs. Manuell 7, Automatik 7 und Adaptiv 7, p<0,001; alle anderen n.s. von-
 einander verschieden. 
 Primärleistung: Manuell 7 vs. Automatik 7 (p < 0,01); vs. Automatik 3 (p < 0,05); Automatik 7 vs. 
 Adaptiv 7 (p < 0,01), alle anderen nicht signifikant voneinander verschieden. 
 Sekundärleistung: Manuell 7 vs. Automatik 7 n.s. (p=0,061), alle anderen signifikant voneinander 
 p<0,01 bei Automatik 3 vs. Adaptiv 7).  verschieden (p<0,001 bzw.
 	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Die Sekundärleistung als weiteres Beanspruchungsmaß unterschied sich zwischen fast allen 
n ).  Versuche  signifikant (Abbildung 2.6-11
  !""#"
Der Vergleich der gepaarten durchschnittlichen Herzschlagfrequenzen und der Varianz des 
Gesamtspektrums der HRV (Total Power) ergibt Unterschiede zwischen den einzelnen Ver-
suchen der Simulation. Für die Herzschlagfrequenz sind diese Unterschiede bis auf die Paa-
rung Automatik 3 mit Adaptiv 7 statistisch signifikant, für die Total Power finden sich für die 
Paarung Automatik 7 und Adaptiv 7 keine signifikanten Abweichungen, die Irrtumswahr-
scheinlichkeiten für den Unterschied zwischen Automatik 3 mit Adaptiv 7  bzw. Manuell 7 mit 
Automatik 7 liegen dagegen an der Signifikanzgrenze. Die absoluten Variationen in den ver-
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schiedenen Frequenzbereichen unterscheiden sich zum Teil hoch signifikant zwischen den 
einzelnen Versuchen (Tabelle 2.6-14).  
Tabelle 2.6-14: Mittelwerte und Standardabweichungen der Herzschlagfrequenz und HRV-Parameter bei den 
einzelnen Versuchen  (a = signifikant verschieden von Automatik 7, b = signifikant verschieden von Automatik 3, 
c = signifikant verschieden von Adaptiv 7, d = nicht signifikant (p=0,067) verschieden von Automatik 7, e = 
nicht signifikant (p=0,058) verschieden von Adaptiv 7; f = nicht signifikant (p=0,053) verschieden von Automa-
tik 7, g = nicht signifikant (p=0,067) verschieden von Adaptiv 7; *p<0,05; **p<0,01; p<0,001; Wilcoxon-Test 
für abhängige Stichproben) 
Versuch HSF (S/min) Total Power [ms²] VLF-Power [ms²] LF-Power [ms²] HF-Power [ms²] 
Manuell 7 
(N=41) 
72,1±8,8(a**,b
***,c***) 
1447,7±1022,6 
(b***, c***,d) 
399,4±276,1 (b***, 
c**) 
828,4±615,4 
(b**,c***,f) 
206,3±171,9 (b**, 
c*) 
Automatik 7 
(N=41) 
70,3±8,8(b*,c*
*) 
1677±1338,0 (b**) 460,4±344,1 (b*) 950,5±764,3 250,0±288,8 (b**) 
Automatik 3 
(N=41) 
68,8±8,1 1885±1314,4 (e) 575,9±527,0 1000,4±636,8 290,7±310,5 (g) 
Adaptiv 7 
(N=41) 
69,0±8,8 1708±989,9 488,5±332,3 954,1±526,9 250,4±225,1 
Für die anteiligen Varianzen im VLF- und HF-Bereich ergeben sich keine signifikanten Mit-
telwertunterschiede. Die anteilige Varianz im LF-Bereich des HRV-Frequenzspektrums ist 
beim leichten Versuch (Automatik 3) der Simulation am niedrigsten. Die ermittelten Unter-
schiede zu den anderen Versuchen sind statistisch signifikant bzw. liegen an der Signifikanz-
grenze (Abbildung 2.6-12). Beim Vergleich ausgewählter, nicht gemittelter Frequenzparame-
tern, die auf eine individuelle Baseline bezogen wurden, finden sich hochsignifikante Mittel-
wertunterschiede zwischen dem Modus Automatik 3 und Adaptiv 7. Die Unterschiede bezüg-
lich der subjektiven Beanspruchung, aber auch der Anzahl der zu überwachenden Flugzeuge 
und des Automatisierungsmodus kann die Herzschlagfrequenz allein für diese Simulations-
modi nicht darstellen.  
Wird eine Differenzierung der Untersuchungspopulation hinsichtlich des Geschlechts vorge-
nommen, so ergeben sich beispielsweise für den Parameter VLF-Power der weiblichen Teil-
nehmer keine signifikanten Unterschiede zwischen den Versuchen, für die Männer sind die 
Ergebnisse hingegen abgesehen von der Paarung Automatik 7 und Adaptiv 7 signifikant bis 
hoch signifikant. 
 Abbildung 2.6-12: Mediane der anteiligen Varianzen in den drei Frequenzbereichen VLF, LF und HF des HRV-
Spektrums sowie des LF/HF Quotienten (in Relation zur individuellen Baseline) bei den einzelnen Versuchen. 
Signifikante Unterschiede zeigen sich nur für die LF-Power n.u. (a = nicht signifikant (p=0,061) verschieden von 
Automatik 3, b = signifikant verschieden von Automatik 3, c = signifikant verschieden von Adaptiv 7; p < 0,05; 
Wilcoxon-Test für abhängige Stichproben, N = 41). 
2.6.4 Diskussion 
Generell zeigen sich nur niedrige bis mittlere Korrelationskoeffizienten zwischen den physio-
logischen Parametern und der subjektiven Einschätzung der Beanspruchung als auch den pri-
mären und sekundären Leistungsmaßen. Die Ergebnisse bestätigen die auch in der Literatur 
häufig beschriebene Diskrepanz zwischen subjektiven und physiologischen Messungen. Bei 
der von uns verwendeten ATC-Simulation korrelierte die anteilige LF-Power, als Zeichen 
sympathischer Aktivierung, am ehesten mit psychischen Indikatoren. Die Teilung der männli-
chen Untersuchungspopulation in zwei Gruppen mit hoher ( 45ml/min*kg) und niedriger 
relativer VO2max zeigt, dass die „Trainierten“ bei dem Versuch mit den objektiv und subjek-
tiv geringsten Anforderungen (Automatik 3) die Beanspruchung geringer Einschätzen. Dies 
korreliert außerdem mit geringeren „physiologischen Kosten“ im Vergleich zu den „Untrai-
nierten“. Diese weisen, trotz gleichwertiger Leistungserbringung (Primär und Sekundäraufga-
be), eine stärkere sympathische Aktivierung auf und fühlen sich stärker beansprucht. Die Er-
bringung der leichten Aufgabe wird von ihnen mit einem höheren, möglicherweise inadäqua-
ten physiologischen Aufwand realisiert. 
Ein Clustering der Population hinsichtlich der Regulationsweite der anteiligen LF- und HF-
Power zeigt eine signifikant unterschiedliche Geschlechterverteilung. Dabei weist der Cluster 
mit einer höheren Regelbreite der vagal modulierten anteiligen HF-Power signifikant mehr 
Frauen, der Cluster mit einer höheren sympathischen Regelbreite (LF-Power n.u.) dagegen 
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mehr Männer auf (z. B. 188). Auch Untersuchungen von Allen und Mitarbeitern legen nahe, 
dass es geschlechtsspezifische kardiovaskuläre Reaktionen zur Bewältigung geistig fordern-
den Laboraufgaben (Kopfrechnen, Stroop-Test etc.) gibt. Dabei zeigen Frauen vorwiegend 
kardiale Reaktionen („cardiac reactors“), Männer dagegen vorwiegend vaskuläre Antwort-
reaktionen („vascular reactors“) auf die genannten Stressoren (512, vgl. auch 513). Eine 
Zweiteilung der Untersuchungspopulation in eine Gruppe mit höherer und niedriger subjekti-
ver Beanspruchung zeigt, dass die physiologischen Parameter HSF und HRV diese unter-
schiedliche Bewertung abbilden können. Es finden sich höhere Herzschlagfrequenzen, eine 
höhere anteilige LF-Power und eine geringere anteilige HF-Power bei den stärker Bean-
spruchten. Dabei dient der erhöhte physiologische Aufwand einer gleichwertigen Leistungs-
erbringung, denn Sekundär- und Primärleistung differieren zwischen den Gruppen nur gering-
fügig und statistisch nicht signifikant. Diese Ergebnisse könnten vorsichtig in Richtung unter-
schiedlicher Leistungsvoraussetzungen zur Bewältigung der Aufgabe interpretiert werden, die 
sich letztendlich in höheren physiologischen Kosten widerspiegelt. Diese sind sowohl anhand 
der Herzschlagfrequenz als auch an HRV-Parametern der parasympathischen (HF-Power n.u.) 
und sympathischen Aktivierung (LF-Power n.u.) quantifizierbar. 
Im Allgemeinen lassen sich mit Hilfe des Parameter HSF die Gruppenunterschiede bezüglich 
der einzelnen subjektiven Beanspruchungsfaktoren besser darstellen als mit einem der HRV-
Frequenzparameter. Jedoch sind einzelne HRV-Parameter der Herzfrequenzinformation in 
spezifischen Belastungssituationen und bei der Betrachtung einzelner Belastungsfaktoren (z. 
B. Zeitdruck) überlegen bzw. komplettieren sowohl das physiologische Abbild der subjekti-
ven Beanspruchung als auch das objektiver Kriterien der Aufgabenanforderung. Grundsätz-
lich lassen sich bei unseren Untersuchungen in allen drei Frequenzbereichen Änderungen als 
Reaktion auf unterschiedliche Intensitäten (Anzahl der Flugzeuge auf dem Display) als auch 
auf unterschiedlich Modi (Grad der automatischen Unterstützung) nachweisen. In der Litera-
tur werden die konsistentesten Änderungen im LF-Band beschrieben (223; 363; 365; 514). 
Für die anteilige Frequenzpower und den LF/HF-Quotienten zeigen sich dagegen keine bzw. 
keine signifikanten Änderungen. Einzig für die LF-Power n.u. gibt es signifikante Unter-
schiede zwischen den einzelnen Versuchen. Ein Problem bei der Bewertung von Herzaktivi-
tätsänderungen in Folge psychomentaler Belastungen sind die individual- und stimulusspezi-
fischen Reaktionsmuster (387; 515-518) sowie die natürlich Variation, z. B. aufgrund unter-
schiedlicher genetischer Ausstattung, des Alters, Geschlechts  und physischer Fitness. Darü-
ber hinaus ist das kardiovaskuläre System überaus reaktiv gegenüber konfundierenden exter-
nen Stimuli. Mechanische Einflüsse, Lageveränderungen, akustische oder thermische Reize 
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sowie metabolische Varianzen sind nur einige mögliche Stimuli, welche die sympatho-vagale 
Interaktion über die eigentliche Aufgabe hinaus beeinflussen können (39; 171; 365; 519). 
Die Ergebnisse der linearen Statistik bestätigten teilweise die in der Literatur häufig darges-
tellten geringen Kovariationen von physiologischen und psychischen Indikatoren. Dennoch 
ergänzten die HRV-Frequenzparameter die Informationen der Herzschlagfrequenz bezüglich 
der Belastungsdifferenzierung in der durchgeführten ATC-Simulation. Eine Normierung der 
ermittelten HRV-Daten auf individuelle Bezugswerte und Homogenisierung der Untersu-
chungspopulation kann die Aussagekraft des Indikators erhöhen. Die während der Simulation 
ermittelten Maximalwerte bzw. Minimalwerte widerspiegeln im Gruppenmittel die subjekti-
ven Parameter gut, insbesondere bei höherer Aufgabenschwierigkeit. Methoden des Cluste-
rings von HRV-Daten aus Untersuchungspopulationen mit komplexen Kovariaten und intelli-
gente Fuzzy-Filterung können helfen, generalisierende Aussagen zur Beanspruchung mit Hil-
fe von HRV-Daten zu machen (392; 425; 520). So ermöglichen sie eine einfach interpretier-
bare Darstellung verschiedener physiologischer Daten und der subjektiven Beanspruchung 
durch Elimination von Unsicherheiten (z. B. durch Störvariablen), die für die schwachen li-
nearen Zusammenhänge zwischen psychischen und physiologischen Indikatoren in nicht 
unerheblichem Maße verantwortlich sind.  
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2.7 Verhalten der Herzratenvariabilität bei standardisierten psychomentalen 
Belastungen 
Arbeits- und Produktionsbedingungen haben sich in den letzten Jahrzehnten durch das Auftre-
ten neuer Technik, veränderter Arbeitsinhalte und Aufgaben am Arbeitsplatz entscheidend 
geändert. Laut einer Repräsentativumfrage der Bundesanstalt für Arbeit benutzten bereits im 
Jahre 1998/99 zwei Drittel aller Berufstätigen zumindest teilweise computergesteuerte Geräte 
(521). Die Tendenz ist steigend. Im Gegensatz zu den 1970er Jahren, in denen man einen zu-
nehmenden Automatisierungsgrad mit dem Absinken der physischen und psychischen Ar-
beitsbelastung gleichsetzte, betrachtet man die Entwicklung der modernen Arbeitswelt heute 
differenzierter (522; 523). Je höher der Automatisierungsgrad, desto länger sind die Perioden 
der physischen Inaktivität, je komplexer die Aufgabe und je geringer der Handlungsspiel-
raum, desto höher ist der Grad der psychischen Beanspruchung (524). Typische Folgen vol-
lautomatisierter Arbeitsplätze können z. B. psychische Ermüdung, psychische Sättigung und 
herabgesetzte Vigilanz bei eintönigen Arbeiten und abwechslungsarmen Umgebungsbedin-
gungen sein. Auch die zunehmend informatorisch-mentale Belastung am Arbeitsplatz kann 
sich negativ auf die Arbeitssicherheit, die Gesundheit und das Wohlbefinden der Arbeitneh-
mer auswirken (525-528). Bei psychischer Ermüdung entstehen zeitweilige Funktions-, Be-
findens- und Leistungsbeeinträchtigungen auf der Grundlage einer Destabilisierung zentral-
nervöser Regulationsvorgänge (529; 530). Diese können nicht nur zur Verschlechterung der 
Arbeitsqualität, sondern auch zur Verminderung sicheren Verhaltens und in der Konsequenz 
zu erhöhter Unfallgefahr führen. Die Minimierung von Bewegung können in der Folge zu 
somatischen Beschwerden wie Muskel- und Skeletterkrankungen durch einseitige Sitzhaltung, 
Fehlhaltung der Wirbelsäule etc., Adipositas und Belastungen des Herz-Kreislauf-Systems 
führen. Berufsbedingte psychische Belastungsfaktoren wie beispielsweise hohe Arbeitsanfor-
derungen, Zeitdruck, geringe Arbeitsplatzsicherheit, inkonsistente Anforderungen, geringer 
Handlungsspielraum oder fehlende soziale Unterstützung (u. a. 531-542) aber auch organisa-
torische, wie z. B. Schichtarbeit (u. a. 237; 543-545) erhöhen zusätzlich das Risiko für kar-
diovaskuläre Erkrankungen. Bewegungsarmer Lebensstil und psychosoziale Stressoren sind 
assoziiert mit einem autonomen Ungleichgewicht und einer Absenkung des parasympathi-
schen Tonus (293; 303; 546). Eine Verschiebung der autonomen Balance in Richtung einer 
sympathischen Aktivierung als Reaktion auf Belastungsfaktoren ist zunächst ein Zeichen für 
die Regulationsfähigkeit des Organismus. Pathologisch wird diese Auslenkung nur, wenn sie 
dauerhaft und nicht adäquat ist. Die einhergehende exzessive sympathoadrenale Aktivierung 
moduliert Blutdruck, Herzschlagfrequenz, Sekretion von Katecholaminen und die Freisetzung 
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von Glucose und Lipiden ins Blut (547). Ein Ausgangspunkt für präventive Ansätze ist die 
Untersuchung unmittelbarer Auswirkungen von Belastungsfaktoren an modernen Arbeitsplät-
zen mit Überwachungs-, Steuer- und Kontrollaufgaben innerhalb eines automatisierten Pro-
duktionsprozesses, die vom Arbeitnehmer primär Aufnahme, Verarbeitung sowie Umsetzung 
von Informationen verlangen. 
Psychische Beanspruchung (am Arbeitsplatz) umfasst die unmittelbaren Veränderungen im 
Individuum als Reaktion auf alle äußeren psychischen Belastungen bzw. Einwirkungen4. Da-
bei sind diese Reaktionen immer in Abhängigkeit von den individuellen überdauernden und 
aktuellen Voraussetzungen, einschließlich der persönlichen Bewältigungsstrategien, zu sehen 
(siehe auch 548). 
Die Erfassung psychischer Beanspruchung kann nur auf einem Mehrebenen-Konzept beru-
hen, welches die Erfassung von Leistungsparametern, subjektivem Befinden und objektiven 
physiologischen Parametern ermöglicht (492; 493; 530). Schon relativ früh nutzte die psy-
chophysiologische Forschung dabei auch den Parameter HRV (u. a. 518; 549). Problematisch 
bei multiparametrischen Beanspruchungsanalysen sind die oftmals geringen Kovariationen 
von psychischen und physiologischen Indikatoren. Diese erschweren es, die Reaktionen auf 
den beiden Ebenen in einem logischen Konzept zu vereinen. 
Während innerhalb der Medizin über die Befunderhebung und Erfassung vorrangig physiolo-
gischer Beanspruchungsgrößen das Ziel der Erhaltung körperlicher Gesundheit verfolgt wird, 
stehen in der Arbeitspsychologie Tätigkeitsanalysen und die Erfassung des subjektiven Be-
anspruchungserlebens mit dem Ziel der Wahrung der seelischen Gesundheit im Vordergrund. 
Als Teil präventivmedizinischer Forschungsfelder sind Arbeitsphysiologie und Arbeitspsy-
chologie bei Belastungs-Beanspruchungsanalysen am modernen Arbeitsplatz untrennbar ver-
bunden.  
2.7.1 Problem- und Zielstellung 
Die nachfolgenden Laborexperimente verfolgten das Ziel, anhand standardisierter naturalisti-
scher Aufgaben mit Teil- und Kombinationsbelastungen die Eignung von HRV-Parametern 
als spezifischer Beanspruchungsindikator zu untersuchen. Außerdem sollten die Beziehungen 
der HRV-Frequenzparameter zu psychischen Indikatoren geklärt werden. Diese Vorstudien 
dienten dem Einsatz der HRV für Untersuchungen von Belastungs-Beanspruchungsreaktionen 
am realen Arbeitsplatz. 
 
4 Belastung ist im Rahmen der Belastungs-Beanspruchungs-Konzeption zunächst als wertfreier Begriff aufzufas-
sen. 
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2.7.2 Methodik 
Untersuchungspopulation 
Es wurden 20 gesunde Probanden (13 Frauen, 7 Männer) im Alter von 22-40 Jahren 
(MW±SD: 26,2±5,46 Jahre) bei verschiedenen Belastungsformen und -intensitäten am Wie-
ner Test System untersucht.  
Untersuchungsgeräte/ -verfahren 
Die Erfassung des subjektiven Erlebens erfolgte mit Hilfe des NASA-Task Load Index  nach 
jedem Test. 
Determinationstest (DT): 
Beim Determinationstest (Version 31.00 des WTS, Anhang5.3) handelt es sich um ein Ver-
fahren zur Messung sensorisch-motorischer Funktionen bei Wahlreaktionsaufgaben. Es eignet 
sich zur Erfassung reaktiver Belastbarkeit und geteilter Aufmerksamkeit. Unser Versuchsde-
sign beinhaltete die Verwendung der beiden Formen „Rostock“ (DT-HRO) und „Hannover“ 
(DT-H). Dabei erfolgt die Darbietung optischer und akustischer Reize bei der Rostocker Form 
in freier Bearbeitungszeit (Modus „Aktion“) und bei der Hannoverschen Form unter fester 
Darbietungsdauer (Modus „Reaktion“). Die dargebotenen Reize müssen durch das Betätigen 
von festgelegten Tasten auf einem vor der Untersuchungsperson liegenden Panel bzw. durch 
das Betätigen von Fußpedalen beantwortet werden. Im Modus Reaktion erfolgt die Bearbei-
tung unter Zeitdruck. Der Proband wird dabei bis an seine Leistungsgrenze gebracht. Ermittelt 
wird die Art der Reaktion (falsch, richtig, ausgelassen, verspätet) sowie die mittlere Reakti-
onszeit und deren Streuung für jedes Intervall und jeden Subtest. Die Durchführungsdauer 
beträgt etwa 10 Minuten. Für den Determinationstest „Hannover“ wurde anschließend der 
NASA-TLX erhoben.  
Vigilanztest (VT): 
Vigilanz ist die Fähigkeit, auf seltene und zufällig auftretende Reize in monotonen, lang an-
dauernden Situationen adäquat zu reagieren. Von den computergestützten Untersuchungsver-
fahren zur Aufmerksamkeitsleistung bei Dauerbeanspruchung wurde der Vigilanztest nach 
Quatember und Maly (Version 25.00 des WTS) ausgewählt. Der Proband muss einen hell 
aufleuchtenden Punkt entlang einer Kreisbahn verfolgen und auf einen Doppelsprung mit ei-
nem Tastendruck reagieren. Die Standardform Quatember-Maly zeigt einen hell aufleuchten-
den Punkt auf einer Kreisbahn, der sich in kleinen Sprüngen weiterbewegt. Sobald der Punkt 
einen Doppelsprung vollzieht, muss der Proband durch Drücken einer Taste darauf reagieren. 
Registriert werden die Reaktionsgeschwindigkeit, sowie die Anzahl richtig erkannter Signale. 
Die Dauer des Tests betrug etwa 30 Minuten. 
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Linienverfolgungstest (LVT): 
Der Linienverfolgungstest ist ein Verfahren, welches die selektive Aufmerksamkeit und 
Orientierungsleistung im visuellen Bereich prüft. Da das Bearbeitungstempo vom Probanden 
frei gewählt werden kann, steht die Testperson nicht unter Zeitdruck. Die Dauer des Tests 
betrug ungefähr 6 Minuten. 
Simultankapazitätstest (Simkap): 
Beim Simkap handelt es sich um einen Simultankapazitätstest, der durch die parallele Durch-
führung von Routineaufgaben und kognitiven Aufgaben (Problemlösungsaufgaben) den Pro-
banden unter starken mentalen Stress setzt. Der Simkap besteht aus fünf Untertests. In den 
ersten drei Tests wird die Wahrnehmungsschnelligkeit und -genauigkeit durch Präsentation 
von verschiedenen Ziffern-, Buchstaben- und Figurenkombinationen gemessen. Im vierten 
Subtest sind einfache intellektuelle Aufgaben zu lösen. Der fünfte Subtest stellt den eigentli-
chen Simultankapazitätstest dar, da er die vorherigen Einzeltests miteinander verbindet und 
zusätzlich Aufgaben stellt (z. B. Aufnahme und Verarbeitung visueller und auditiver Informa-
tionen, einfache Kopfrechenaufgaben). Als Variablen werden die Stresstoleranz, d. h. die Dif-
ferenz zwischen der Leistung unter Normalbedingungen und der Leistung unter Stressbedin-
gungen, die Simultankapazität, d. h. die Leistung, die man bei paralleler Durchführung von 
Routine- und kognitiven Aufgaben erfüllt, Wahrnehmungsschnelligkeit und die Wahrneh-
mungsgenauigkeit gemessen. Die Testdauer betrug etwa 40 Minuten. 
 
Tabelle 2.7-1: Versuchsablauf. 
Abschnitt Geräte/ Materialien Dauer 
Tag 1: Einweisung  ca. 5 min 
Anlegen des Herzfrequenzmonitors und 5min-Ruhemessung im Sitzen S 810i Polar ca. 15 min 
DT/LVT WTS ca. 20 min 
Ruhephase  15 min 
VT/Simkap WTS ca. 30 min 
Ruhephase  15min 
Tag 2: Einweisung  5 min 
Anlegen des Herzfrequenzmonitors und 5min-Ruhemessung im Sitzen S 810i Polar 15 min 
LVT/ DT WTS ca. 20 min 
Ruhephase  15 min 
Simkap/ VT WTS 30 min 
Ruhephase  15 min 
Die Tests wurden randomisiert an zwei aufeinander folgenden Tagen zur gleichen Tageszeit 
und von einem Untersucher angeleitet, um untersucherbedingte und tagesrhythmische Ein-
flussvariablen zu minimieren (Tabelle 2.7-1). Die Einweisung in die einzelnen Testverfahren 
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erfolgt automatisiert durch das verwendete Testsystem. Die Herzschlagfrequenz wurde vor 
und während der Testphasen kontinuierlich aufgezeichnet. Nach jedem Test folgte eine 15-
minütige Ruhephase. Die Ermittlung einer individuellen Baseline für die Normierung von 
Herzschlagfrequenz und HRV-Frequenzparametern erfolgte nach Analyse eines repräsentati-
ven dreiminütigen Abschnitts innerhalb einer 15minütigen Ruheaufzeichnung in sitzender 
Position. Bezüglich der angewendeten Untersuchungen hat eine Baseline in sitzender Position 
während einer Wachphase den Vorteil, dass metabolische und orthostatische Varianzen gerin-
ger ausfallen.  
2.7.3 Ergebnisse 
2.7.3.1 Korrelationen Gesamtversuch 
Die Korrelationsanalyse nach Spearman zeigt nur geringe lineare Zusammenhänge zwischen 
der subjektiven Beanspruchung und den physiologischen Daten (Tabelle 2.7-2).  
Die farbcodierte Darstellung der HRV-Parameter und der auf individuelle Ruhewerte bezoge-
nen Herzschlagfrequenz in so genannten Self Organizing Maps  (SOMs) verdeutlicht die kon-
vergierenden Reaktionsmuster von physiologischen und subjektiven Daten (Abbildung 2.7-1). 
Die Zugehörigkeit der verschiedenen Daten wird dabei durch ihre Lage im zweidimensiona-
len Raum der SOMs bestimmt. Bereiche niedriger Beanspruchung (blaue Hexagone der lin-
ken oberen Darstellung von Abbildung 2.7-1) sind assoziiert mit niedrigen Herzfrequenzans-
tiegen (blaue Hexagone in der rechten unteren Darstellung von Abbildung 2.7-1). Für den 
Bereich höherer subjektiver Beanspruchungen können dagegen die unterschiedlichen Fre-
quenzparameter zusätzliche Informationen liefern. So finden sich im Bereich höherer subjek-
tiver Beanspruchung größere Anteile hochfrequenter Fluktuationen der Herzschlagfolge (HF-
Power n.u., linke untere Grafik in Abbildung 2.7-1) 
Tabelle 2.7-2: Korrelationen zwischen ausgewählten Variablen bei allen durchgeführten WTS-Versuchen. 
Korrelierte Variablen Korrelationskoeffizient (r) 
nach Spearman 
Signifikanz (2-
seitig) 
N 
geistige Anforderungen und HSFnormiert auf Ruhe  0,261 P<0,05 80 
geistige Anforderungen und VLF/TP  -0,314 P<0,01 80 
Körperliche Anforderungen und LF/TP 0,428 P<0,001 80 
Zeitliche Anforderungen LF/TP 0,270 P<0,05 80 
Anstrengung und LF/HF -0,285 P<0,05 80 
Gesamtbeanspruchung und VLF/TP -0,240 P<0,05 80 
 
 hoch
niedrig
Abbildung 2.7-1: Self-Organizing-Map (SOM) verschiedener Variablen bei allen durchgeführten WTS-
Versuchen. 
2.7.3.2 Mittelwertunterschiede Gesamtversuch 
Vergleicht man die während des Linienverfolgungstests und während des Vigilanztest wahr-
genommen Beanspruchung (NASA-TLX) ergeben sich keine signifikanten Unterschiede. Alle 
anderen Versuche waren hinsichtlich dieses Parameters untereinander signifikant verschieden 
(Abbildung 2.7-3). Die statistische Analyse erbrachte signifikante bis hochsignifikante Unter-
schiede der gepaarten Herzschlagfrequenzen für alle Versuche ausgenommen die Paarungen 
DT „Rostock“ vs. DT „Hannover“ und LVT vs. Simkap (p=0,079). Auch für die Leistung in 
den HRV-Frequenzbändern ergaben sich signifikante Unterschiede zwischen den einzelnen 
Belastungstests (Abbildung 2.7-2). Beide Determinationstests wiesen die geringste, Ruhe und 
Simultankapazitätstest die höchste Ausprägung der absoluten HF-Power auf. Dabei finden 
sich zwischen Linienverfolgungstest, Vigilanztest und Simultankapazitätstest keine signifi-
kanten Unterschiede hinsichtlich dieses Parameters. Ähnliches widerspiegelt die Auswertung 
der absoluten LF-Power.  
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 Abbildung 2.7-2: Mediane von HSF, LF-, und HF-Power bezogen auf die individuelle sitzende Ruhe während 
der verschiedenen Versuche. Signifikanz:  
 HSF: DT „Rostock“ vs. DT „Hannover“ n.s., DT „Rostock“ vs. VT p<0,001, DT „Rostock“ vs. LVT 
 n.s., DT „Rostock“  vs. Simkap p<0,05, DT „Rostock“ vs. Ruhe p<0,001, DT „Hannover“ vs. VT 
 p<0,001, DT „Hannover“ vs. LVT p<0,01, DT „Hannover“ vs. Simkap p<0,01, DT „Hannover“ vs. 
 Ruhe p<0,001, VT vs. LVT p<0,001, VT vs. Simkap p<0,01, VT vs. Ruhe p<0,001, LVT vs. Simkap 
 n.s. p=0,079, LVT vs. Ruhe p<0,001, Simkap vs. Ruhe p<0,001. 
 LF-Power DT „Rostock“ vs. DT „Hannover“ n.s.(p=0,086); DT „Rostock“ vs. VT p<0,01, DT „Ros
 tock“ vs. LVT p<0,01; DT „Rostock“  vs. Simkap p<0,01; DT „Rostock“ vs. Ruhe p<0,001; DT „Han
 nover“ vs. VT p<0,01, DT „Hannover“ vs. LVT p<0,01, DT „Hannover“ vs. Simkap p<0,01, DT „Han
 nover“ vs. Ruhe p<0,01, VT vs. LVT p<0,01; VT vs. Simkap n.s.; VT vs. Ruhe p<0,05, LVT vs. Sim
 kap n.s. (p=0,062); LVT vs. Ruhe p<0,01, Simkap vs. Ruhe p<0,05. 
 HF-Power DT „Rostock“ vs. DT „Hannover“ n.s.; DT „Rostock“ vs. VT p<0,01, DT „Rostock“ vs. 
 LVT p<0,01;, DT „Rostock“  vs. Simkap p<0,01; DT „Rostock“ vs. Ruhe p<0,001, DT „Hannover“ vs. 
 VT p<0,01, DT „Hannover“ vs. LVT p<0,01, DT „Hannover“ vs. Simkap p<0,01, DT „Hannover“ vs. 
 Ruhe p<0,001, VT vs. LVT n.s.; VT vs. Simkap n.s.; VT vs. Ruhe p<0,01, LVT vs. Simkap n.s. 
 p=0,079, LVT vs. Ruhe p<0,05, Simkap vs. Ruhe p<0,05. 
Die Unterschiede zwischen den einzelnen Versuchen bezüglich der anteiligen HF-Power war-
en im Median oft sehr gering und nur in wenigen Fällen statistisch signifikant. Die anteilige 
LF-Power widerspiegelt das Bild der subjektiven Beanspruchung am ehesten. Im Determina-
tionstest „Hannover“ finden sich die höchsten, in Ruhe und während des Vigilanztest die 
niedrigsten Ausprägungen des sympathische Aktivierung reflektierenden Parameters. Die 
anteilige LF-Power zeigt für den Determinationstest „Hannover“ und den Simkap-Test eine 
ähnlich hohe Ausprägung (Abbildung 2.7-3). 
Die zeitlichen Anforderungen der Aufgabe wurden beim Simkap und beim Determinationstest 
nicht signifikant unterschiedlich bewertet (aber mit einer Tendenz für höhere zeitliche Anfor-
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derungen beim Simkap, p=0,067), was für einen stärkeren Einfluss der motorischen Kompo-
nente (Garde et al. 2002) oder des Aufgabentyps auf Herzschlagfrequenz und anteilige LF-
Power (LF/TP Simkap: 0,55±0,069 vs. LF/TP DT: 0,59±0,079; p<0,05) spricht. Keine signi-
fikanten Unterschiede zwischen dem Simkap und dem DT ergaben sich dagegen bei der 
LF/HF-Ratio und der anteiligen hochfrequenten HRV (HF-Power n.u.). Die verwendeten 
Testformen „Hannover“ und „Rostock“ ließen eine Differenzierung bezüglich des emotiona-
len Belastungsfaktors Zeitdruck zu. Dabei zeigten sich die gepaarten Mittelwerte der Herz-
schlagfrequenz nicht verschieden (p=0,279) wohingegen die anteiligen und absoluten Varian-
zen im LF-Bereich sowie die Gesamtvarianz (Total Power) eine Diskrimination hinsichtlich 
der zeitlichen Anforderungen ermöglichten. Unter Zeitdruck verringerte sich die Varianz im 
Gesamtspektrum (Total Power [ms²] DT-HRO vs. DT-H: 1034,7±797,5 vs. 850,6±633; 
p=0,023). Gleichzeitig nahm der Anteil der LF-Power zu (LF-Power n.u.: 0,54±0,09 vs.  
0,59±0,08, p=0,012. Einschränkend muss an dieser Stelle angemerkt werden, dass bei der 
Hannoverschen Form des Determinationstest im Gegensatz zur Rostocker Form eine Betäti-
gung der Fußpedale erfolgt. Der Einfluss der Muskelaktivität der unteren Extremitäten auf das 
Verhalten der Frequenzparameter kann somit nicht ausgeschlossen werden.  
 
Abbildung 2.7-3: Mediane von NASA-TLX, LF-, und HF-Power n.u., sowie LF/HF-Quotient bezogen auf die 
individuelle sitzende Ruhe während der verschiedenen Versuche am Wiener Testsystem. 
 LF-Power n.u.: DT „Rostock“ vs. DT „Hannover“ p<0,05; DT „Rostock“ vs. VT p<0,01, DT „Ros
 tock“ vs. LVT n.s.; DT „Rostock“ vs. Simkap n.s. p=0,067, DT „Rostock“ vs. Ruhe n.s.; DT „Hanno
 ver“ vs. VT p<0,001, DT „Hannover“ vs. LVT p<0,01, DT „Hannover“ vs. Simkap n.s.; DT „Hanno
 ver“ vs. Ruhe p<0,01, VT vs. LVT p<0,05, VT vs. Simkap p<0,01, VT vs. Ruhe n.s.; LVT vs. Simkap 
 n.s. p=0,062, LVT vs. Ruhe p<0,05, Simkap vs. Ruhe p<0,05 
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 HF-Power n.u.: DT “Rostock” vs. Simkap p<0,01; DT “Rostock“ vs. Ruhe p<0,05; VT vs. Simkap 
 p<0,05; alle anderen Differenzen n.s. 
 LF/HF: DT „Rostock“ vs. DT „Hannover“ n.s.; DT „Rostock“ vs. VT n.s., DT „Rostock“ vs. LVT 
 p<0,05.; DT „Rostock“  vs. Simkap n.s. p=0,05, DT „Rostock“ vs. Ruhe p<0,01.; DT „Hannover“ vs. 
 VT n.s., DT „Hannover“ vs. LVT p<0,05, DT „Hannover“ vs. Simkap n.s.; DT „Hannover“ vs. Ruhe 
 p<0,05, VT vs. LVT p=0,093 VT vs. Simkap p=0,086; VT vs. Ruhe p<0,05; LVT vs. Simkap n.s. 
 p=0,062, LVT vs. Ruhe p<0,05, Simkap vs. Ruhe n.s. 
 NASA-TLX: DT „Hannover“ vs. LVT p<0,01; DT „Hannover“ vs. Simkap p<0,05; VT vs. LVT n.s., 
 Differenzen aller anderen Paarungen hoch signifikant (p<0,001). 
2.7.3.3 Differenzierung der Untersuchungspopulation auf Grundlage der Ruhe-HRV 
Studien, die den Zusammenhang zwischen der Ruhe-HRV und psychomotorischen/ kogniti-
ven Leistungen untersuchten, konnten zeigen, dass Versuchspersonen mit einer hohen Ruhe-
HRV bessere Leistungen (z. B. schnellere mittlere Reaktionszeiten, weniger Fehler und mehr 
korrekte Antworten) während Daueraufmerksamkeitstests erbrachten als Personen mit einer 
niedrigen Ruhe-HRV (379; 380). Vor diesem Hintergrund wurde die Untersuchungspopulati-
on mittels Median-Split bezüglich der Total Power in Ruhe geteilt. Dabei zeigten sich den 
oben erwähnten Studien widersprechende Ergebnisse. So ergaben sich für die eigene Teilpo-
pulation mit einer hohen Ruhe-HRV längere Reaktionszeiten, weniger richtige Antworten 
bzw. mehr verspätete und ausgelassene Reaktionen während des Determinationstests (Tabelle 
2.7-3). Dagegen unterschieden sich die Anzahl falscher Antwortreaktionen beider Gruppen 
ebenso wenig wie die physiologischen oder subjektiven Messwerte während des Determinati-
onstests. Die Differenzierung der Untersuchungspopulation hinsichtlich der Gesamtvariabili-
tät (Total Power) in Ruhe ergab außerdem signifikante Leistungsunterschiede im Vigilanztest. 
Eine Differenzierung auf Grundlage der in Ruhe gemessenen sympathovagalen Balance 
(LF/HF-Quotient) erbrachte signifikant schnellere Reaktionen und mehr richtige Antwort-
reaktionen sowie weniger ausgelassene und verspätete Antwortreaktionen im Determinations-
test „Rostock“ bei Personen mit einer niedrigen LF/HF-Ratio, welche als Zeichen einer eher 
vagal modulierten Tonuslage in Ruhe angesehen wird (Tabelle 2.7-4). Neben besseren Leis-
tungen in den Determinationstests zeigten Personen mit einer niedrigen LF/HF-Ratio in Ruhe 
eine leicht höhere Simultankapazität im Simkap-Test (536±13 vs. 518±17, p<0,05).  
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Tabelle 2.7-3: Unterschiede in der Leistung beim Determinationstest zwischen Probanden mit hoher und niedri-
ger Total Power in Ruhe. 
Leistungen 
Versuchspersonen mit niedriger 
Ruhe-TP (N=10) 
MW±SD der Leistungen 
Versuchspersonen mit hoher 
Ruhe-TP (N=10) 
MW±SD der Leistungen 
Signifikanz 
(Mann-
Whitney-U-
Test) 
Mittlere Reaktionszeit 
im DT „Rostock“ [s] 
0,75±0,04 0,82±0,07 p<0,05 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Rostock“ 
305±31 273±31 p<0,01 
Mittlere Reaktionszeit 
im DT „Hannover“ 
0,68±0,03 0,78±0,07 p<0,001 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Hannover“ Modus 
Aktion 
381±24 346±29 p<0,01 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Hannover“ Modus 
Reaktion 
190±8 135±43 p<0,001 
Anzahl verspäteter 
Antwortreaktionen im 
DT „Hannover“ 
35±5 61±23 p<0,01 
Anzahl ausgelassener 
Antwortreaktionen im 
DT „Hannover“ 
11±7 37±23 p<0,01 
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Tabelle 2.7-4: Unterschiede in der Leistung beim Determinationstest zwischen Probanden mit hoher und niedri-
ger LF/HF-Ratio in Ruhe. 
Leistungen Versuchspersonen mit niedrigem 
LF/HF-Quotienten in Ruhe 
(MW±SD: 2,49±0,84; N=10) 
MW±SD der Leistungen 
Versuchspersonen mit hohem 
LF/HF-Quotienten in Ruhe 
(MW±SD: 6,7±3,2; N=10) 
MW±SD der Leistungen 
Signifikanz 
(Mann-
Whitney-U-
Test) 
Mittlere Reaktionszeit 
im DT „Rostock“ [s] 
0,74±0,03 0,82±0,07 p<0,01 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Rostock“ 
301±31 277±22 p<0,01 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Hannover“ Modus 
Aktion 
386±24 341±20 p<0,01 
Anzahl richtiger Ant-
wortreaktionen im DT 
„Hannover“ Modus 
Reaktion 
183±31 143±41 p<0,05 
Anzahl verspäteter 
Antwortreaktionen im 
DT „Hannover“ 
37±9 59±23 p<0,05 
Anzahl ausgelassener 
Antwortreaktionen im 
DT „Hannover“ 
16±20 33±20 P<0,05 
2.7.3.4 D fif erenzierte Analyse Vigilanztest  
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Abbildung 2.7-4 verdeutlicht die Zusammenhänge zwischen Leistungsdaten (Anstieg der 
Reaktionszeit), subjektiver Beanspruchung (NASA-TLX), der HSF und den HRV-
Frequenzparametern. Dabei ist:  
- ein hoher Anstieg der Reaktionszeit ist im allgemeinen mit einem höheren Beanspru-
chungswert verknüpft (rote Farbe in den SOMs) und 
- ein hoher Anstieg der Reaktionszeit geht in den meisten Fällen mit einem Anstieg der LF-
Power einher. Zudem sind 
- höhere Beanspruchungswerte in der Regel mit höheren HSF-Anstiegen assoziiert und 
- Anstiege der Herzschlagfrequenz mit einem Abfall der HF-Power verknüpft. 
 
 Abbildung 2 gi.7-4: Self-Organizing-Map (SOM) verschiedener Variablen beim Vi lanztest. 
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Die Homogenisierung hinsichtlich der aufgewendeten Anstrengung hat den Zweck Einflüsse 
auf die Untersuchungsergebnisse, die z. B. durch eine unterschiedliche Motivation und Aus-
einandersetzung der Probanden mit der gestellten Aufgabe entstehen, abzumildern. Bei der 
Betrachtung der aufgewendeten Anstrengung war auffällig, dass eine Teilpopulation (N=7) 
einen Anstrengungsindex von  35 angab, während der restliche Teil (N=13) die aufgewende-
te Anstrengung mit einem Index von 50 belegte. Aufgrund dieser Diskrepanz in der Bewer-
tung der Beanspruchung wurde eine Zweiteilung der Gruppe vorgenommen. In den Teilpopu-
lationen waren die Bewertungen homogener verteilt. Nachfolgend wird der Teil der Untersu-
chungspopulation (N=13) mit einbezogen, dessen Teilnehmer einen Anstrengungsindex von 
50 auf der NASA-TLX-Skala angaben („high effort“-Gruppe). Die restlichen Probanden 
(N=7) bewerteten die aufgewendete Anstrengung mit einem Index von 35 oder weniger und 
wurden bei der Korrelationsanalyse nicht berücksichtigt. Die Korrelationen zwischen den 
HRV in Ruhe bzw. unter Belastung und den Leistungskennziffern des Vigilanztests sowie den 
individuell angegebenen zeitlichen Anforderungen zeigt Tabelle 2.7-5.  
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Tabelle 2.7-5: Korrelationen zwischen Gesamtvariabilität (Total Power) bzw. Herzschlagfrequenz und Leis-
tungskennziffern bzw. subjektiver Beanspruchung im Vigilanztest in der„high effort“-Gruppe. 
Korrelierte Variablen Korrelationskoeffizient (r) nach Spearman 
Signifikanz (2-
seitig) N 
Reaktionszeit und Ruhe-TP 0,9 P<0,001 13 
Reaktionszeit und TP 0,6 P<0,05 13 
Reaktionszeit und HSF 0,6 P<0,05 13 
Anzahl richtiger Antwortreaktionen und TP -0,6 P<0,05 13 
Anzahl richtiger Antwortreaktionen und Ruhe-HSF 0,7 P<0,05 13 
Zeitliche Anforderungen und TP 0,6 P<0,05 13 
Zeitliche Anforderungen und HSF 0,6 P<0,05 13 
Zeitliche Anforderungen und Ruhe-HSF 0,7 P<0,01 13 
Zeitliche Anforderungen und TP 0,6 P<0,05 13 
Anstrengung und TP 0,7 P<0,05 13 
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Der Vigilanztest wurde von den meisten Probanden als am wenigsten beanspruchend emp-
funden. Sinnvoll bei der Betrachtung von Vigilanzaufgaben ist die Analyse sowohl des Ver-
laufs objektiver Leistungsparameter wie Reaktionsgeschwindigkeit oder Fehlerhäufigkeit als 
auch des Verlaufs physiologischer Parameter. Eine Differenzierung der Untersuchungspopu-
lation erfolgte auf Grundlage der subjektiv bewerteten Gesamtbeanspruchung (NASA-TLX). 
Dabei diente der Gruppenmittelwert (34,2) als Trennlinie. Eine Zweiteilung der Gruppe  in 
hoch beanspruchte Personen (MW±SD des NASA-TLX: 22,9±8,5) bzw. niedrig beanspruchte 
Personen: (45,6±12,3, jeweils N=10) erbrachte keine signifikanten Gruppenunterschiede hin-
sichtlich der kardialen Beanspruchungsindikatoren. Weder zu Beginn noch am Ende des Vigi-
lanztests unterschieden sich die zentralen Tendenzen der absoluten Parameter der subjektiv 
hoch und niedrig beanspruchten Versuchspersonen. Eine individuelle Verlaufsdiagnostik wies 
jedoch auf signifikante Unterschiede im Verhalten der physiologischen Kennwerte bei unter-
schiedlich beanspruchten Untersuchungsteilnehmern hin (Abbildung 2.7-5). Die Untersu-
chungspersonen, die angaben vergleichsweise hoch beansprucht zu sein, zeigten im Verlauf 
des Tests einen signifikanten Herzfrequenzanstieg (p=0,017) und einen Anstieg der LF-Power 
(n. s., p=0,074), wohingegen sich die subjektiv niedriger beanspruchten Teilnehmer durch 
einen (nicht signifikanten) Abfall der Herzschlagfrequenz und einen sehr signifikanten Ans-
tieg der absoluten HF-Power (p<0,01) bei gleichzeitigem Abfall des LF/HF-Verhältnisses 
(p<0,05) auszeichneten. Unterschiede ergaben sich darüber hinaus im Anstieg der Reaktions-
zeit. Bei den Untersuchungspersonen, die angaben höher beansprucht gewesen zu sein, stieg 
die Reaktionszeit im Testverlauf stärker an, was für eine abnehmende Vigilanz spricht.  
 
Abbildung 2.7-5: Median der Herzschlagfrequenzen (links) und der 
HF-Power (rechts) am Beginn und Ende des Vigilanztests, differenziert 
nach subjektiver Beanspruchung (jeweils N=10, * p = 0,017; ** p = 
0,009; Wilcoxon-Test für abhängige Stichproben). 
Die Herzschlagfrequenz und die Frequenzparameter der HRV widerspiegeln somit die subjek-
tiven Angaben und die objektivierten Leistungsdaten. Dabei differenziert der Verlauf der HF-
Power - aufgrund der größeren Reaktionsamplitude – die subjektive Beanspruchung besser, 
als der Verlauf der Herzschlagfrequenz.  
Die statistische Auswertung ergibt für die höher beanspruchten Untersuchungsteilnehmer eine 
hohe Korrelation zwischen der Reaktionszeit im Vigilanztest und der Ruhe-HRV (Total Po-
wer) (Spearman`s r=0,9; p<0,01, Abbildung 2.7-6). Weiterhin wurden für die Gruppe der sub-
jektiv höher beanspruchten Untersuchungspersonen folgende Zusammenhänge festgestellt: 
- Je beanspruchender die zeitlichen Anforderungen bewertet werden, desto höher war die 
Herzschlagfrequenz (r=0,7; p<0,05). 
- Je beanspruchender die zeitlichen Anforderungen bewertet wurden, desto geringer war die 
Gesamtvariabilität ausgeprägt (r=-0,8; p<0,01). 
- Je stärker die sympathische Aktivierung (LF-Power n.u.), desto geringer war die Anzahl 
der richtigen Reaktionen (r=-0,7; p<0,05) 
Bei der Gruppe der subjektiv weniger Beanspruchten zeigten sich folgende Zusammenhänge: 
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- Je höher die sympathische Aktivierung (LF-Power n.u.) desto weniger richtige Antwort-
reaktionen (r=-0,7; p<0,05) wurden gemessen. 
- Je höher die Frustration während des Versuchs bewertet wird, desto stärker zeigt sich auch 
die individuelle sympathischen Aktivierung (LF-Power n.u.) im Vergleich zur Ruhesitua-
tion (r=0,7; p<0,05). 
 
Abbildung 2.7-6: SOM der Gesamtvariabilität sowie der Herzschlagfrequenz in Ruhe und der Reaktionszeit im 
Vigilanztest bei den höher beanspruchten Untersuchungsteilnehmern. 
2.7.4 Diskussion 
2.7.4.1 Gesamtversuch 
Ziel der Untersuchung war das Aufdecken von Zusammenhängen zwischen den physiologi-
schen Indikatoren HSF und HRV sowie subjektiven und objektiven Maßen der Beanspru-
chung bei standardisierten psychometrischen Tests am Wiener Testsystem. Die verwendeten 
Laboraufgaben boten naturalistische Bedingungen, gleichzeitig wurde versucht den Einfluss 
von Confoundern wie orthostatische, zirkadiane, temperaturabhängige oder metabolische Va-
rianzen oder das unterschiedliche Alter von Untersuchungspersonen zu begrenzen (Pfister et 
al. 2006). Generell erweist es sich als schwierig, lineare Korrelationen zwischen physiologi-
schen Indikatoren und psychischen Variablen zu finden. Dies kann unterschiedliche Ursachen 
haben: 
- Muskuläre Arbeit, die mit der Aufgabenbearbeitung einhergeht, beeinflusst die kardiovas-
kulären Variablen in einem größeren Ausmaß und überdeckt den Einfluss psychischer Be-
lastungen (505).  
- Das Belastungs-Beanspruchungsmodell und in Erweiterung die Auftrags-
Auseinandersetzungs-Konzeption (550) weist auf eine weitere Schwierigkeit hin. Die Ho-
mogenisierung einer Gruppe bei psychischen Belastungstests bezüglich ihrer individuellen 
Leistungsvoraussetzungen, der emotionalen Grundgestimmtheit, ihrer Bewertung einer 
Aufgabe mit den daraus resultierenden emotionalen Dispositionen (Motivation etc.) und 
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Problemlösestrategien ist fast unmöglich. Daraus schlussfolgernd, können auch die phy-
siologischen Reaktionen äußerst divers ausfallen. 
- Verschiedene Tests erfordern unterschiedliche Modi der Informationsverarbeitung, eine 
Vermischung kann sich trotz ähnlicher subjektiver Beanspruchung in einer gegensätzli-
chen physiologischen Reaktion widerspiegeln. 
Unter Ruhebedingungen finden sich die niedrigsten Herzschlagfrequenzen und die höchsten 
Ausprägungen der HF-Power, was auf den dominierenden vagalen Einfluss zurückzuführen 
ist. Während der Testphasen kommt es dagegen zu signifikanten Herzfrequenzerhöhungen. 
Beim sehr komplexen und im Mittel subjektiv beanspruchendsten Simkap-Test sind sie ver-
glichen mit dem Determinationstests (signifikant) und dem Linienverfolgungstest (mit 
p=0,079 an der Signifikanzgrenze) geringer ausgeprägt. Bezogen auf den Gesamtversuch zei-
gen sich im Mittel außerdem die höchsten Werte der anteiligen und absoluten HF-Power. Die-
ser scheinbare Widerspruch zwischen dem Herzfrequenzverhalten und der subjektiven Bewer-
tung kann verschiedene Ursachen haben.  
Zum einen mag eine unterschiedliche muskuläre Aktivität während der jeweiligen Tests zu 
diesen Ergebnissen beigetragen haben. Allerdings sind die Anforderungen an die Extremitä-
tenmuskulatur für alle Testverfahren sehr niedrig einzuschätzen. Inwieweit dennoch minimal 
variierende Anforderungen an den Stoffwechsel und/oder zentrale Mechanismen ursächlich 
sind, kann nicht abschließend bewertet werden.  
Zum anderen kann unter spezifischer psychischer Belastung, wie zum Beispiel bei Kopfre-
chenaufgaben, in denen eine Abschirmung gegen Außenreize erforderlich ist, um eine mög-
lichst hohe Leistung zu erzielen, kann es zu einer Herzfrequenzsteigerung und einer Absen-
kung der Herzschlagvariabilität kommen (551-553). Diese ist nicht durch einen erhöhten me-
tabolischen Bedarf des Gehirns verursacht, sondern bewirkt vielmehr über eine vermehrte 
Stimulierung der Barorezeptoren (über eine Herzfrequenzerhöhung) eine Hemmung der korti-
kalen Reizverarbeitung. Umgekehrt findet sich bei aktiver Reizaufnahme eine Orientierungs-
reaktion  die sich u.a. in Form schneller, vagal vermittelter Herzfrequenzabsenkungen zeigt. 
Dabei kehrt die Herzfrequenz allerdings wieder sehr schnell in die Ausgangslage zurück, so-
dass Effekte der Orientierungsreaktion auf die mittlere Herzfrequenz allenfalls gering, die 
Auswirkungen auf die HRV-Frequenzbänder dagegen deutlicher sein sollten. Lacey schreibt 
bei Betrachtung der Beziehung zwischen der „Cardiac Deceleration“ und kognitiver Leis-
tungen (insbesondere bei sensomotorischen Anforderungen) der Herzrate eine Rolle bei der 
afferenten Kontrolle von zentralnervösen Prozessen zu. Allerdings ist dieser Standpunkt der 
„Intake/Rejection“-Theorie auch immer wieder in die Kritik geraten (554-556). Obrist sieht 
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die Modulation der kardialen Aktivität als Begleiterscheinung bzw. periphere Manifestation 
von zentralnervösen Steuervorgängen bei Aufmerksamkeitsprozessen („Cardio-Somatic 
Coupling“). Dabei geht die Beendigung somatischer Ereignisse mit entsprechenden Absen-
kungen der viszeralen Aktivität, z. B. einer Reduzierung der Herzschlagfrequenz, einher. Die 
Herzfrequenzabsenkungen resultieren aus der erhöhten vagalen efferenten Aktivität ebenso 
wie die gleichzeitige Abnahme der somatomotorischen Aktivität. Die Hemmung irrelevanter 
körperlicher Aktivität einhergehend mit einer Herzfrequenzabsenkung aufgrund des niedrige-
ren metabolischen Bedarfs begünstigt aufmerksamkeitsfordernde Leistungen (557).  
Wölk und Velden (558-560) modifizierten Lacey`s Barorezeptorenhypothese dahingehend, 
dass nicht der Blutdruck, sondern die Herzfrequenz die entscheidende Variable für die Modu-
lation der kortikalen Funktion darstellt. Hintergrund ist eine Synchronisation von elektrischer 
Hirnaktivität (EEG) und Herzschlag, die über die pulsierende Aktivität der Barorezeptoren 
vermittelt wird, und die zu einem Abfall der Hirnaktivität führt. Je geringer die Herzschlagva-
riabilität, desto eher erfolgt eine Synchronisation von HSF und EEG und umso negativer wer-
den Reizaufnahme und -verarbeitung beeinflusst („Cardiac Driving“). Ein schneller, über 
den Vagus vermittelter Abfall der Herzschlagfrequenz bewirkt dagegen eine Desynchronisati-
on und hebt die elektrische Hirnaktivität auf ein höheres Niveau. Reizaufnahme und Reizver-
arbeitung werden so grundsätzlich erleichtert. 
Verschiedene Studien berichten von einer Herzfrequenzabsenkung bzw. einer Zunahme 
schneller Herzfrequenzänderungen als Zeichen eines erhöhten vagalen Anteils an der Herz-
frequenzsteuerung auf aversive visuelle Stimuli oder auch angenehme verbalisierte Stimuli 
(561-563). Diese Absenkung der Herzschlagfrequenz ist ebenso als Orientierungsreaktion zu 
sehen, die auch bei einer Verarbeitung externer, als aversiv attribuierter Reize oder in einer 
als angenehm beurteilten Situation eintritt (552; 564). Dabei wurden allerdings immer wieder 
individual- oder geschlechtsspezifische Reaktionsmuster auf die verschiedenen emotionalen 
und kognitiven Belastungen ausgemacht (565-568). Der Simkap-Test erfordert die schnelle, 
konzentrierte Erfassung und Verarbeitung von visuell dargebotenen Mustern. Eine Erhöhung 
der vagalen Anteile an der Herzfrequenzmodulation mit der Folge einer Dissoziation von 
EEG und Herzschlag nach Wölk & Velden bzw. nach Lacey`s Intake/Rejection-Theorie könn-
te bei dieser komplexen Aufgabenstellung leistungsfördernd wirken. So zeigten sich im Ver-
gleich zum Vigilanztest mit geringer Ereignisfrequenz zwar signifikant höhere Herzschlagfre-
quenzen, dafür aber signifikant größere Werte für die anteilige HF-Power als Marker der va-
galen Herzfrequenzmodulation. Hinsichtlich der muskulären Aktivität sind die beiden Test-
verfahren vergleichbar. Demgegenüber finden sich bei den Determinationstests zwar senso-
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motorischen Anforderungen, die theoriekonform mit phasischen Herzfrequenzabsenkungen 
einhergehen könnten. Jedoch findet sich bei diesen Testverfahren ein anderes motorisches 
Anforderungsprofil. Das gesamte Untersuchungsdesign ließ eine Auswertung hinsichtlich 
einer direkten Kopplung von dargebotenem Reiz und der unmittelbar darauffolgenden Herz-
frequenzreaktion nicht zu.  
Bereits frühere Studien belegten den kardio-respiratorischen Einfluss auf die kognitive Leis-
tung. Engel & Hildebrandt und andere (569-572) fanden eine inspiratorische Verkürzung und 
eine expiratorische Verlängerung der Reaktionszeit, wobei die Amplitude der Reaktionszeit-
schwankung individuell stark variierte. Außerdem stellten sie bei Untersuchungen zum Ein-
fluss des Menstruationszyklus auf die Reaktionszeit fest, dass diese in der ersten Hälfte des 
Zyklus (Follikelphase) sinkt, während sie in der zweiten Phase des Zyklus (Lutealphase) ans-
teigt. Interessant ist die Tatsache, dass die mittlere Herzfrequenz den Verlauf der Reaktions-
zeit in diesem Zeitraum widerspiegelt. Bei schnelleren Reaktionen befindet sie sich auf einem 
niedrigen Niveau, in der Phase langsamerer Reaktionen dagegen auf einem erhöhten Niveau. 
Der positive Effekt einer tonischen Herzschlagfrequenzabsenkung (vermutlich assoziiert mit 
einer HRV-Erhöhung) auf die Reaktionszeit ist in diesem Falle spekulativ, möglicherweise 
handelt es sich auch hier um ein begleitendes und nicht um ein kausales Phänomen. Belegt ist 
eine Assoziation von hoher Herzschlagvariabilität und besseren kognitive Leistungen in eini-
gen Studien (379; 380; 382). Unsere Studie liefert diesbezüglich konträre Ergebnisse: hohe 
Ausprägungen der absoluten Ruhe-HRV sind eher mit schlechteren kognitiven Leistungen 
verknüpft. Bei einem anderen Untersuchungsdesign fanden Zimmer et al. (573) vergleichbare 
Ergebnisse bei Reaktionszeitaufgaben in der Weise, dass Personen mit einer Ruhe-HSF un-
terhalb des Gruppenmedians (und einer nichtspezifischen elektrodermalen Ruhe-Aktivität 
oberhalb des Medians) langsamere Reaktionszeiten aufwiesen.  
Betrachtet man jedoch die relativen Beiträge der einzelnen Frequenzbänder, zeigt sich eine 
eher vagal modulierte autonome Balance (niedriger LF/HF-Quotient) in Ruhe mit besseren 
Leistungen während verschiedener Tests assoziiert. 
Eine differenzierte Betrachtung hinsichtlich der muskulären Beanspruchung der Tests kann 
weitere Ansatzpunkte für das zum Teil inkonsistente Verhalten von subjektiver Beanspru-
chung, Aufgabenkomplexität und physiologischen Parametern geben. Grundsätzlich ist die 
muskuläre Aktivität für das Bewältigen der verschieden Test auf kleine Muskelgruppen be-
schränkt und meist dynamischer Natur. Bei der Bewältigung des Simkap wird im Gegensatz 
zu allen anderen Testformen, bei denen das Panel des Testsystems genutzt wird, nur eine 
Computer-Maus genutzt. Mit der Bedienung waren alle Probanden bereits vorher vertraut, die 
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Benutzung des Panels erforderte neben größeren Bewegungsamplituden möglicherweise auch 
ein höheres Maß an Aufmerksamkeit. Garde und Mitarbeiter konnten in ihrer Studie belegen, 
dass die eigentliche, geistig herausfordernde Aufgabe keinen zusätzliche Effekt auf die die 
HRV-Parameter besaß. Als Referenzaufgabe diente eine Belastung, die ausschließlich musku-
läre Belastungen durch Maus- bzw. Tastaturnutzung bedeutete. Auch die Variation von Maus- 
oder Tatstatur hatte keine signifikanten Auswirkungen auf die HRV oder HSF. Die Autoren 
bezweifeln die Aussagekraft der HRV-Frequenzparameter aufgrund des über die motorische 
Komponente der Aufgabenstellung hinaus nur geringen Einflusses mentaler Aufgaben auf das 
Frequenzspektrum (505). Bei unseren Untersuchungen ließen sich Interferenzen zwischen 
muskulär und mental bedingten HRV-Änderungen nicht ausschließen.  
Ganz generell zeigen sich bei unseren Untersuchungen im Vergleich zur sitzenden Ruhe ein 
Anstieg der Herzschlagfrequenz, eine Absenkung der absoluten LF- und HF-Power, sowie 
Anstiege der LF-Power n.u. sowie des LF/HF-Quotienten. Ausgenommen den Simkap-Test 
finden sich in allen anderen Versuchen im Median Absenkungen der anteiligen HF-Power. 
Übereinstimmende Ergebnisse finden sich auch in der Literatur (188; 223; 373; 379). 
2.7.4.2 Vigilanztest 
Um den spezifischen Belastungsfaktor Daueraufmerksamkeit auch auf physiologischer Ebene 
erfassen zu können, wurde für den Vigilanztest eine Verlaufsdiagnostik der kardiovaskulären 
Parameter durchgeführt. In einen Testdesign mit niedriger kritischer Ereignisfrequenz liefert 
die klassische Aufmerksamkeitstheorie schlüssige Erklärungen für das Verhalten der Herz-
schlagfrequenz und ihrer Variabilität. Sie besagt, dass durch einen Mangel an Stimuli die to-
nische Aktivierung (alertness) abnimmt, was wiederum die generelle Bereitschaft zur Ant-
wortreaktion senkt (574 zitiert in 575). Dabei lässt sich das „Vigilanz-Dekrement“, also der 
Abfall der Vigilanzleistung (meist nach etwa 15 Minuten), nicht bei allen Personen nachwei-
sen. Abgesehen von der Art der Vigilanzaufgabe, die natürlicherweise einen Einfluss auf Sen-
sitivitäts- und Leistungsdekrement (Übersicht dazu bei 576) besitzt, kann durch ein Aufwen-
den bzw. Beibehalten von geistiger Anstrengung (mental effort) als einem übergeordneten 
Mechanismus (577; 578) einem Leistungsabfall entgegengewirkt werden. Dabei widerspiegelt 
sich der mentale Effort in kardiovaskulären Parametern wie der Herzschlagfrequenz, ist aber 
auch Selbstberichten (NASA-TLX) zugängig. Eine Absenkung der Herzschlagfrequenz im 
Verlauf kann auf einen Verlust der Aktivierung und der Kompensationsmöglichkeiten hin-
weisen (579). Besonders unter monotonen Bedingungen und Ermüdung findet sich ein HSF-
Abfall (580; 581). HRV-Maße können diese Informationen aufgrund größerer Amplituden 
und anderer Reaktionsmuster noch erweitern, da die durch mentale Belastung hervorgerufene 
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Änderung der mittleren Herzschlagfrequenz im Allgemeinen nur drei bis sechs Schlä-
ge/Minute beträgt (582) und weitere Faktoren wie Muskelarbeit (u. a. 361; 365; 583), emotio-
nale Belastung, Umgebungstemperaturen (579) als Störvariablen auf die Herzfrequenzregula-
tion Einfluss nehmen können. In unserer Untersuchung zeigte sich kein signifikanter Abfall 
der Signalentdeckungsrate. Dieses Sensitivitätsdekrement war bei einer visuellen 30-
minütigen low-event-rate Aufgabe nicht zu erwarten und bestätigt frühere Studien (576). Ein 
Anstieg der Reaktionszeit während des Vigilanztests (z. B. 584) als ein Leistungsdekrement, 
kann im Allgemeinen als Zeichen höherer Beanspruchung des Probanden interpretiert werden. 
Dies deckt sich bei unserer Studie mit der subjektiven Einschätzung und dem Verhalten der 
physiologischen Parameter – Personen mit höherer Beanspruchung zeigten einen höheren 
Anstieg der Reaktionszeit und der Herzschlagfrequenz sowie einen stärkeren Abfall der HRV. 
Die wahrgenommene Gefahr für die Aufrechterhaltung der Vigilanzleistung resultiert in ei-
nem verstärkten mentalen Effort, sichtbar in einem Abfall der HF-Power, einem Anstieg der 
HSF (n.s.), einer subjektiv höheren Beanspruchung und Einschätzung aufgewendeter Ans-
trengung. 
Verschiedene Studien untersuchten den Einfluss des Trainingszustands (kardiopulmonale 
Leistungsfähigkeit; VO2max) und der Ruhe-HRV auf kognitive Leistungen. Dabei fanden 
sich z. B. bessere Reaktionszeitleistungen bei Individuen mit ausgeprägter Ruhe-HRV (173; 
379; 585; 586). Richards konnte bei Säuglingen mit ausgeprägter HRV geringere Ablenkung 
durch periphere Reize in Aufmerksamkeitssituationen feststellen als bei Säuglingen mit ge-
ringerer Baseline-HRV (587; 588). Die außerdem festgestellten Absenkungen der HSF und 
Anstiege der HRV (Respiratorische Sinusarrhythmie) während Daueraufmerksamkeitssitua-
tionen bei Kleinkindern sind konsistent mit einem Modell, demzufolge das vagale „firing“ 
während dauernder Aufmerksamkeit zu- und nach dem Ende der Aufmerksamkeitslaufgabe 
abnimmt (587-590). Suess und Mitarbeiter (591) fanden größere Absenkungen der respiratori-
schen Sinusarrhythmie assoziiert mit schlechteren Leistungen während Daueraufmerksam-
keitsaufgaben bei 7-12jährigen Jungen, die im Mutterleib gegenüber Opiaten und Alkohol 
exponiert waren. Verschiedene Untersucher wiesen positive Assoziationen zwischen kogniti-
ven Leistungen (z. B. schnellere mittlere Reaktionszeiten, weniger Fehler und mehr korrekte 
Antworten) während eines Daueraufmerksamkeitstests und einer hohen Ruhe-HRV nach 
(379; 380; 382). Die Ergebnisse stehen für eine positiven Effekt ausgeprägter Herzschlagva-
riabilität bei der Bewältigung von Aufgaben, die mit exekutiven Funktionen verknüpft sind 
(303; 379). Eine Zweiteilung unserer Untersuchungspopulation bezüglich der Gesamtvariabi-
lität im Frequenzbereich (Total Power) kann diese Ergebnisse jedoch nicht bestätigen. Statt-
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dessen finden sich tendenziell zwar subjektiv geringere Beanspruchungen (40,0±12,5 vs. 
28,5±16,7; p=0,089) aber auch längere Reaktionszeiten (0,51±0,04 Sekunden vs. 0,55±0,07 
Sekunden, p=0,089) bei den Probanden mit ausgeprägter Ruhe-HRV. Andere signifikante 
Unterschiede ließen sich nicht feststellen. Bei einer Homogenisierung der Untersuchungs-
gruppe bezüglich der subjektiv wahrgenommenen Beanspruchung erbrachte die statistische 
Analyse Ergebnisse, die zunächst im Widerspruch zu den Ergebnissen von (379; 380; 382). 
So weisen Ruhe-HRV und Reaktionszeit im Vigilanztest starke Korrelationen in der Weise 
auf, dass mit zunehmender Ruheausprägung der absoluten HRV-Frequenzparameter auch 
längere Zeit bis zur motorischen Antwort auf das kritische Signal verging. Das gilt allerdings 
nur für die stärker beanspruchten Probanden bzw. diejenigen, die angeben sich bei der Bewäl-
tigung der Aufgabe mehr angestrengt (Effort) zu haben. Außerdem erfolgten mehr richtige 
Antwortreaktionen, je höher die gemessen Ruheherzfrequenz der Probanden war. In anderen 
Studien wurde kein Effekt der kardiovaskulären Leistungsfähigkeit und der Ruhe-HRV auf 
die Leistung in Reaktionszeitaufgaben festgestellt (348; 592). Bei unseren Untersuchungen 
wurde eine sehr leichte, „unterfordernde“ Form des Vigilanztests mit geringer kritischer 
Ereignisfrequenz gewählt und ist somit nicht ohne weiteres mit den angeführten Studien ver-
gleichbar. Eine Absenkung der HRV, zum Teil assoziiert mit einer erhöhten HSF, ist in dieser 
Situation als ein Ausdruck allgemein gesteigerter Aktivierung zu sehen. Diese ist Basis für 
das Aufrechterhalten der Leistung und kann als kompensatorischer Mechanismus in reizar-
men, monotonen Belastungssituationen interpretiert werden. Es scheint, zumindest bei diffe-
renzierter Betrachtung homogener Untersuchungsgruppen (hinsichtlich des aufgewendeten 
Efforts bzw. der subjektiven Gesamtbeanspruchung), für Probanden mit einer niedrigen abso-
luten HRV in Ruhe einfacher, den für die Bewältigung „unterfordernder“ Vigilanzaufgaben 
notwendigen psychophysischen Aktivitätszustand zu erreichen. Zwei Arbeitsgruppen vergli-
chen Aufmerksamkeits- bzw. Reaktionsleistungen (u. a. während eines Daueraufmerksam-
keitstest) und die Herzschlagvariabilität bei normal entwickelten und geistig retardierten Per-
sonen mit dem Ergebnis, dass bessere Leistungen bei den nicht retardierten mit einer als bio-
logische Adjustierung interpretierten abgesenkten HRV während des Tests assoziiert war 
(593; 594). Bei den geistig retardierten Untersuchungspersonen kam es dagegen sogar zu ei-
ner Anhebung der HRV mit gleichzeitig schlechteren Leistungen bei visuellen Daueraufmerk-
samkeitstests oder einfachen Reaktionszeitaufgaben. Eine Interpretation unserer Ergebnisse 
hinsichtlich der HRV-Absenkung als biologische Adjustierung, die bei Personen mit geringe-
rer Ruhe-HRV in den von uns angewendeten spezifischen Aufgaben leichter vollzogen wer-
den kann, bedarf aber einer genaueren Untersuchung. Allgemein finden sich Absenkungen der 
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HRV und Anstiege der anteiligen LF-Power (595 u.a.) während aufmerksamkeitsfordernden 
Reaktionszeittests verglichen mit Ruhebedingungen. Insbesondere Unterdrückungen der abso-
luten LF-Komponente sind dabei die konsistentesten Manifestation vagalen Rückzugs und 
sympathischer Aktivierung Diese regulativen Veränderungen werden in Situationen deutlich, 
in denen der Operateur angespannt ist und/oder mentaler Effort aufgewendet werden muss 
(356; 596-598). 
Für die kurze, wenig fordernde Vigilanzaufgabe mit niedriger kritischer Ereignisfrequenz 
zeigten sich bei unserer Untersuchungsgruppe bezüglich Leistung und subjektiver Beanspru-
chung keine Unterschiede zwischen den Geschlechtern. In der Literatur finden sich zu ge-
schlechtsspezifischen Leistungsunterschieden unterschiedliche Ergebnisse. So konnten einige 
Untersucher  keine geschlechtsspezifischen Unterschiede bezüglich der Reaktionszeiten bei 
einer komplexen Flugführungssimulation  oder der Leistung bei auditiven Vigilanzaufgaben  
feststellen (599; 600). Blatter und Mitarbeiter (601) hingegen untersuchten Personen unter 
Schlafdeprivation und fanden signifikant schnellere Reaktionszeiten bei Männern und tenden-
ziell weniger Fehler bei Frauen bei einer psychomotorischen Vigilanzaufgabe. Auch andere 
Autoren berichten  in Abhängigkeit von der Art der Vigilanzaufgabe Unterschiede in Leistung 
und subjektiver Beanspruchung (NASA-TLX) zwischen Frauen und Männern (602; 603). 
2.7.4.3 Determinationstest 
Bei der Bewältigung des Determinationstest ist das schnelle Reagieren auf visuelle und akus-
tische Signale vonnöten. Mit den kognitiven Teilleistungen, wie dem Diskriminieren von Far-
ben und Tönen, dem begrifflichen Fixieren relevanter Merkmale von Reizkonfiguration, Zu-
ordnungsregeln und Bedienelementen und dem Auswählen relevanter Reaktionen nach in-
struierten oder im Testverlauf erlernten Regeln , konfundiert bei der Hannoverschen Form der 
emotionale Belastungsfaktor Zeitdruck. Der Einfluss motorischer Aktivität (Tasten- und Fuß-
pedaldruck) auf das Frequenzspektrum und die HSF kann ebenfalls nicht gänzlich ausge-
schlossen werden. So finden sich bei Konzentrationsleistungstests muskulär bedingte Herz-
frequenzerhöhungen von zwei bis vier Schlägen/Minute (582). Wenige Studien thematisieren 
den Einfluss leichter körperlicher Aktivität bei der Bewältigung psycho-mentaler Belastungen 
auf die HRV. Boutcher und Boutcher (583) fanden bei gleicher subjektiv eingeschätzter 
Schwierigkeit und Aufmerksamkeit im Stroop-Test signifikant erhöhte HSF bei sprachlicher 
Formulierung der Antworten im Gegensatz zum Stroop-Test ohne verbale Antwortreaktionen. 
Ähnliche Befunde beim Stroop-Test bzw. Kopfrechnen liefern z. B. (604-606). Die Arbeits-
gruppe um Sloan wies nach, dass bei Rechenaufgaben die Vokalisierung der Ergebnisse im 
Gegensatz zur reinen mentalen Ergebnisformulierung keine Auswirkungen auf die Herz-
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schlagfrequenz hat, jedoch im HF-Band Interferenzen durch das Sprechen auftreten, die eine 
Absenkung der HF-Power verhindern (227). Auf dieser Basis sind zwei Interpretationen mög-
lich. Zum einen können das Sprechen und damit die Aktivierung sympathischer Zentren zum 
Zwecke der metabolischen Unterstützung der fazialen Muskulatur einen signifikanten Ein-
fluss auf die kardiovaskuläre Reaktivität haben. Zum anderen wirkt ein verändertes Atemmus-
ter möglicherweise modulierend auf die HRV-Frequenzparameter. 
Garde et al. fanden beim Vergleich einer Kombinationsaufgabe (mentale Belastung mittels 
Stroop-Test mit Nutzung von Computermaus bzw. -tastatur) versus einer Referenzaufgabe 
(nur physische Belastung durch äquivalente Maus- oder Tastaturbenutzung) am PC keinen 
signifikanten Effekt der zusätzlichen mentalen Belastung auf die HRV-Parameter (505). Al-
lerdings zeigten sich bei der Benutzung der Maus – gekennzeichnet durch permanente Anfor-
derungen an die Auge-Hand-Koordination – zumindest ein Trend für höhere anteilige LF-
Power und für eine abgesenkte anteilige HF-Power bei der Kombinationsbelastung verglichen 
mit der Referenzaufgabe (nur Mausbenutzung ohne Stroop-Task). Berücksichtigt werden 
muss außerdem die kleine Untersuchungsgruppe von nur 10 Probanden, die die Verallgemei-
nerung der Ergebnisse bei kleinen Reaktionsamplituden generell erschweren. Die Auswertung 
des Modus „Tastatur“ erbrachte keinen Trend. Jedoch kann – im Gegensatz zur Maus-
Nutzung – eine Automatisierung der Aufgabenbearbeitung einsetzen und besonders in der 
Referenzaufgabe, ohne zusätzliche geistige Anforderungen, zu konfundierenden Effekten 
führen. Dies erschwert die Interpretation der Daten. Lee und Park fanden bei einem Anstieg 
der mentalen Belastung einen Abfall der Sinusarrhythmie ohne Zunahme der Herzschlagfre-
quenz, wohingegen ein Anstieg der physischen Belastung zu einem signifikanten Abfall der 
Sinusarrhythmie und der HSF führte (361). Statische und dynamische handgrip- Übungen mit 
25% der maximal möglichen Kraft besitzen keinen signifikanten Einfluss auf die mittlere R-
R-Dauer. Jedoch steigen die anteiligen niedrigfrequenten Fluktuationen (LF-Power n.u.) um 
13 Prozent. Diese Zunahme ist allerdings nur für statische Belastungen gut erkennbar (607). 
Die Änderungen für dynamische Arbeit kleiner Muskelgruppen wie bei unserer Untersuchung 
fallen deutlich geringer aus. Auch die Ergebnisse von Bergfors et al. (608) sprechen - basie-
rend auf der HRV-Analyse - für eine signifikante Erhöhung der sympathischen Aktivierung 
bei wiederholter Armarbeit mit hohen statischen Anteilen. Bei unseren Untersuchungen nutz-
ten wir zwei ähnliche Formen des Determinationstests mit dem Unterschied der (1) Aktivität 
kleiner Muskelgruppen der unteren Extremitäten (insbesondere M. tibialis ant., M. extensor 
hallucis longus, M. extensor digitorum longus, M. peronaeus tertius) und (2) dem erhöhtem 
Zeitdruck beim DT „Hannover“.  
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Die signifikanten Unterschiede im HRV zwischen „Rostock“ und „Hannover“ Ergebnisse aus 
dem Determinationsversuch lassen die Hypothesen zu, dass (1) der Einsatz kleiner Muskel-
gruppen der unteren Extremität keine Änderung der HSF, aber Änderungen im Frequenz-
spektrum bewirkt und/oder (2) der Belastungsfaktor Zeitdruck das HRV-Frequenzspektrum 
beeinflusst, nicht aber die mittlere HSF. 
In Übereinstimmung mit den Ergebnissen von Lee und Park (361) finden sich keine relevan-
ten und signifikanten HSF-Steigerungen in der Testsituation mit zusätzlicher Aktivität kleiner 
Muskelgruppen. Backs und Mitarbeiter (367) wiesen nach, dass bei der Bearbeitung von Tra-
ckingaufgaben mit variierender perzeptiver und motorischer Belastung, die Bewältigung der 
motorischen Komponente eher über Änderungen der parasympathischen Aktivität, die Beans-
pruchung reizverarbeitender kognitiver Prozesse dagegen eher über die sympathische Achse 
der autonomen Regulation beansprucht wird. Folgt man diesen Ansätzen, könnte die Situation 
„Zeitdruck“ eine signifikante Zunahme der anteiligen LF-Power, was als relative Zunahme 
der sympathischen Herzfrequenzmodulation gedeutet werden kann. 
2.7.4.4 Linienverfolgungstest 
Der LVT erfasst Aspekte der visuellen Orientierungsleistung bei der Verfolgung einfacher 
optischer Strukturen in einem komplexen Umfeld. Diese müssen zielgerichtet und unbeeinf-
lusst von Störungen unter Zeitdruck verfolgt werden (selektive Aufmerksamkeit). Es kann 
vermutet werden, dass trotz aktiver Reizaufnahme eine Abschirmung gegen nicht relevante 
Reize über eine Herzfrequenzsteigerung, die ja gewissermaßen einen Störfaktor bei der akti-
ven Reizverarbeitung darstellt, in dieser Situation Vorteile bringt. Wahrscheinlicher ist jedoch 
eine andere Erklärung für die hohen Herzschlagfrequenzen im Vergleich zu anderen Testfor-
men. Beim LVT finden sich leichte muskuläre Belastungen der oberen Extremitäten und des 
Schultergürtels mit vermehrten statischen Anteilen. Gonzalez-Camarena et al. (645) wiesen 
nach, dass es im Vergleich zur Ruhe bzw. zu dynamischen Belastungen auf dem Fahrrader-
gometer (bei 30 bzw. 60% der VO2max) bei statischen Belastungen der unteren Extremität 
mit 30% der willkürlichen Maximalkraft zu einer signifikanten Zunahmen der Total- und LF-
Power kommen kann. Gleichzeitig stieg, gemessen an der Ruhebedingung, die HSF im Mittel 
um 12 S/min, wohingegen die absolute und anteilige HF-Power verglichen mit der Ruhe-
Bedingung keine signifikanten Änderungen aufwies.  
Die Durchführung des LVT war neben den Anforderungen an die gezielte visuelle Wahrneh-
mung durch immer wieder unterbrochene Haltearbeit der oberen Extremitäten und des Schul-
tergürtels mit weit weniger als 30 Prozent der maximal willkürlichen Kontraktion der beans-
pruchten Muskulatur gekennzeichnet. Es zeigten sich gegenüber Simkap und dem DT „Han-
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nover“ trotz geringerer subjektiver Beanspruchung vergleichsweise hohe Herzschlagfrequen-
zen, mit gleichzeitig hohen Werten für die Total Power. Dies könnte den Einfluss der Halte-
arbeit widerspiegeln. Auch Princi et al. (609) fanden eine differenzierte sympatho-vagale 
Herzfrequenzmodulation bei unterschiedlichen Arbeitsweisen. Trotz vergleichbarer Herz-
schlagfrequenzen waren die Werte für LF und die LF/HF-Ratio bei statischen Muskelbelas-
tungen höher als bei dynamischen.  
2.7.4.5 Simultankapazitätstest 
Demgegenüber finden sich beim Simultankapazitätstest ein – verglichen mit dem Linienver-
folgungstest und dem Determinationstest sowie im scheinbaren Widerspruch zur subjektiv 
hohen Beanspruchung – ein Absinken der Herzfrequenz und ein Anstieg der HF-Power. Das 
Absinken der Herzschlagfrequenz und der Anstieg der HF-Power, als Indiz für schnelle vagal 
vermittelte Herzfrequenzänderungen, kann jedoch durch Entkopplung der kardiovaskulären 
von der elektrischen kortikalen Aktivität mit einer verbesserten Reizaufnahme- und Verarbei-
tung assoziiert sein. Dies ist beim Simkap, der zum überwiegenden Teil Anforderungen an 
Wahrnehmungsgenauigkeit und -schnelligkeit stellt, vorteilhaft. Die Nutzung einer Compu-
termaus, im Gegensatz zur Nutzung des WTS-Paneels ist möglicherweise mit einer geringe-
ren muskulären Aktivität verbunden und kann als Störvariable nicht gänzlich ausgeschlossen 
werden. 
Abschließend lässt sich sagen, dass die kardiovaskulären Parameter Herzschlagfrequenz und 
ihre Variabilität in der Lage sind unterschiedliche Belastungen am Wiener Test System abzu-
bilden, auch wenn lineare Korrelationen mit den subjektiven Beanspruchungsmaßen und den 
objektiven Leistungsdaten nur bei sehr differenzierter Betrachtung herstellbar sind. Weitere 
Untersuchungen sowohl zum Einfluss geringer muskulärer Belastungen auf das HRV-
Spektrum als auch hinsichtlich des Werts der Ruhe-HRV als Prädiktor für kognitive Leistun-
gen erscheinen sinnvoll. 
2.8 Beanspruchungsmodellierung bei standardisierten psychischen Belastungen 
auf Grundlage der HRV-Analyse 
2.8.1 Problem und Zielstellung 
Die im vorangegangenen Kapitel beschriebenen Experimente waren die Grundlage für eine 
weitergehende Datenanalyse mit Methoden der künstlichen Intelligenz. Die mit der linearen 
Statistik ermittelten Zusammenhänge zwischen psychischen Indikatoren und den physiologi-
schen Messdaten waren bei einer undifferenzierten Betrachtung der gesamten Untersuchungs-
population nur gering. Diese Tatsache widerspiegelt ein grundsätzliches Problem der psycho-
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physiologischen Forschung. Insbesondere bei komplexen Aufgabenstellungen mit begrenzter 
Kontrolle konfundierender Einflüsse zeigen sich oft nur geringe Kovariationen zwischen phy-
siologischen und psychischen Indikatoren. Bis heute gibt es keine Goldstandard-Methode zur 
Erfassung der psychischen Beanspruchung (353; 354; 610). Resultierend aus unterschiedli-
chen Belastungssituationen, individuellen Reaktionsmustern und -amplituden sowie unter-
schiedlich wahrgenommener und eingeschätzter Beanspruchung lassen sich oft nur schwerlich 
allgemeingültige Aussagen bezüglich der psychischen Beanspruchung treffen. Die Modellie-
rung von einfach verständlichen Zusammenhängen zwischen peripher-physiologischen (z. B. 
HRV) und psychischen Indikatoren (z. B. subjektive Beanspruchung) lässt sich jedoch mit 
modernen Analyseverfahren erleichtern, wenn diese in der Lage sind, Unsicherheiten zu eli-
minieren. Ziel der Fuzzy-Modellierung war sowohl die Darstellung des Zusammenhangs zwi-
schen Belastung, Leistung, subjektiver Beanspruchung und physiologischen Parametern, als 
auch die Entwicklung eines Modells zur Beanspruchungsschätzung auf Grundlage der Erfas-
sung von Herzschlagfrequenz und -variabilität. 
2.8.2 Methode 
Es wird davon ausgegangen, dass die verwendeten komplexen Aufgabenanforderungen ver-
schiedene Funktionsbereiche unterschiedlich stark beanspruchen. Diese Beanspruchung wird 
vom Subjekt teilweise wahrgenommen. Ebenso sollten diese Anforderungen - und weitere 
nicht erfasste bzw. unbekannte Einflüsse - Änderungen der autonomen Regulation bewirken 
und mittels HRV-Analyse nachweisbar sein. Sowohl bei der subjektiven Bewertung durch die 
untersuchte Person als auch bei der Messung physiologischer Indikatoren sind „Fehler“ zu 
erwarten. Mit „Fehlern“ sind beispielsweise Unsicherheiten gemeint, die durch unterschiedli-
che Motivationen, Einstellungen, Antworttendenzen oder durch physiologische Confounder, 
wie orthostatische und metabolische Varianzen bzw. individualspezifische Reaktionsmuster 
hervorgerufen werden. Im konkreten Fall wurden die auf individuelle Ruhewerte normierten 
Herzschlagfrequenzen und HRV-Parameter mit den Angaben über die subjektive Beanspru-
chung in den verschiedenen Anforderungskategorien des NASA-Task Load Index (individuell 
gewichtet, w1 bis w6) kombiniert und ein allgemeingültiges Modell für die Interpretation der 
physiologischen Daten entwickelt. Unsicherheiten (z. B. die spezifische Belastungssituation 
oder individuelle Besonderheiten wie Alter und Geschlecht, die unterschiedliche starke Indi-
katorausprägung in Ruhe etc.) wurden zunächst eliminiert werden. Für eine individuelle Be-
anspruchungsschätzung werden diese Informationen im Nachgang wieder hinzugefügt. Der 
Ausgabewert resultiert in der individuellen Beanspruchung („Stress“) auf einer Skala von 0 
bis100 (orientiert am NASA-TLX). 
  
Abbildung 2.8-1: Ansatz der Fuzzy-Modellierung für die Schätzung der subjektiven Beanspruchung. 
2.8.3 Ergebnis 
Es wurde ein Modell entwickelt, dass als Eingabeparameter den individuellen Anstieg der 
HSF und HRV-Frequenzparameter unter standardisierter psychomentaler Belastung nutzt. Als 
Ausgabewert ergibt sich ein individueller Beanspruchungsindex skaliert zwischen 0 und 1, 
der sich an der subjektiven Bewertung der geistigen Anforderungen (NASA-TLX Subskala) 
orientiert. Auf der linken Seite von Abbildung 2.8-2 findet sich eine ungefilterte Darstellung 
der auf individuelle Ruhewerte normierten Herzschlagfrequenz, verschiedener HRV-
Parameter und der geistigen Anforderungen (subjektiv bewertete geistige Anforderungen). 
Dabei lässt sich noch kein konsistentes Muster für die Interpretation der physiologischen Da-
ten hinsichtlich der geistigen Beanspruchung der Untersuchungspersonen erkennen. Nach 
einer Filterung der Daten mittels Fuzzy-Logiken (392; 398; 520) kann eine Interpretation der 
Daten vorgenommen werden (Abbildung 2.8-2, rechts). So finden sich in Bereichen geringer 
geistiger Beanspruchung hohe Ausprägungen der normierten VLF-Power, in Bereichen hoher 
geistiger Beanspruchung zeigt sich ein Anstieg der LF-Power und der Herzschlagfrequenz. 
Die Kombination aller gefilterten HRV- und HSF-Parameter ermöglicht die eindeutige Zu-
ordnung der subjektiven Beanspruchung über den gesamten Intensitätsbereich. Die entwickel-
ten Fuzzy-Modelle sind selbst lernende System, die in der Regel umso genauer prognostizie-
ren, je mehr experimentelle Daten eingespeist werden. Für die Entwicklung und das Training 
des Modells wurden die Hälfte der experimentellen Daten (HSF, HRV und NASA-TLX) ge-
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nutzt. Eine Überprüfung der Vorhersagegenauigkeit des Modells erfolgte mit der anderen, 
dem System nicht bekannten Hälfte der Daten. Abbildung 2.8-3 belegt die Güte des entwi-
ckelten Fuzzy-Modells für die untersuchte Population, denn fast alle vorhergesagten Beans-
pruchungswerte (Skala von 0-1, entspricht der NASA-TLX Skala 0-100) liegen auf bzw. in 
unmittelbarer Nähe der blauen Identitätslinie (=100%ige Übereinstimmung zwischen Vorher-
sage- und realem Messwert).  
 
Abbildung 2.8-2: Self-Organizing-Map (SOM) der auf individuelle Baselines normierten HSF und HRV-
Variablen neben der subjektiven geistigen Anforderung (NASA-TLX-Subkategorie) bei allen durchgeführten 
WTS-Versuchen vor der Fuzzy-Filterung (linke Seite) und nach der Fuzzy-Filterung (rechte Seite). 
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 Abbildung 2.8-3: Vorhersagegenauigkeit des entwickelten Fuzzy-Modells für 
die Trainingsdaten (oben) und die Testdaten (unten), blaue Linie = Identitätslinie 
(entspricht 100%iger Übereinstimmung der vorhergesagten mit den im Experi-
ment gewonnenen Beanspruchungsdaten). 
2.8.4 Diskussion  
Mit Hilfe der Fuzzy-Techniken lassen sich interpretierbare, allgemeingültige Zusammenhänge 
zwischen subjektiver Beanspruchung und Herzschlagfrequenz sowie ausgewählten HRV-
Frequenzparametern bei standardisierten psychometrischen Laboruntersuchungen darstellen 
(vgl. 392; 520). Die Schätzung der subjektiven Beanspruchung der untersuchten Population 
auf Grundlage der HRV- und HSF-Analyse in Kombination mit Fuzzy-Techniken ist mit ho-
her Genauigkeit möglich. 
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2.9 Vergleichende Untersuchungen – Herzratenvariabilität bei unterschiedli-
chen Belastungsformen 
Das nichtinvasive, mobile Monitoring physiologischer Größen wird bei verschiedensten Fra-
gestellungen eingesetzt. Im Folgenden wurde untersucht, ob es mit Hilfe der HRV-Analyse 
gelingt, unterschiedliche Formen der Belastung gegeneinander abzugrenzen.  
2.9.1 Problem- und Zielstellung 
Um dieser Frage nachzugehen wurden die physiologischen Parameter der Herzaktivität (HSF 
und HRV) in Ruhe, bei leichter bis moderater körperlicher Belastung, bei standardisierten 
psychischen Belastungen und während orthostatischer Belastung (Kipptisch) verglichen. 
2.9.2 Methodik 
Versuchspersonen 
20 Probanden (7 Männer, 13 Frauen, 26,2±5,46 Jahre) absolvierten ein standardisiertes Test-
protokoll, verteilt auf mehrere Untersuchungstage. 
Sitzende Ruhe 
Die 5-minütigen Ruhemessungen erfolgten im Sitzen und wurden vor, zwischen und nach den 
psychischen Belastungstests durchgeführt. Aus diesen zur Verfügung stehenden R-R-
Datensätzen wurde letztendlich derjenige 3-Minuten Abschnitt ausgewählt, welche die nied-
rigste durchschnittliche Herzschlagfrequenz aufwies. Dieser diente dann weiterhin für die 
HRV-Frequenzanalyse. Ruhemessungen, die zeitnah zu den Belastungstests durchgeführt 
werden, unterliegen mitunter deren reaktiven Einflüssen. Durch eine gewisse Erwartungshal-
tung hinsichtlich einer folgenden Aufgabe, können Baselinewerte höher ausfallen. Aber auch 
Ruhemessungen im Anschluss an ein Experiment können durch ein individuell unterschiedli-
ches Erholungsverhalten nicht repräsentativ sein. Eine Übersicht zur Problematik adäquater 
Baseline-Level findet sich z. B. bei (611). In der vorliegenden Studie wurde der Ruheab-
schnitt mit der geringsten Herzschlagfrequenz ausgewählt, ausgehend von der Vermutung, 
dass in diesem die geringste Aktivierung und damit die größte Näherung an eine adäquate 
Baseline vorlagen. 
Liegende und stehende Ruhe (Kipptischuntersuchungen) 
Alle Versuchspersonen absolvierten eine standardisierte Kipptischuntersuchung. Die Messung 
der R-R-Intervalle erfolgte über jeweils 10 Minuten im Liegen und nach dem passiven Kippen 
in die aufrechte 70°-Position. Die erste Minute eines jeden Abschnittes wurde von der HRV-
Analyse ausgeschlossen. In die Auswertung gingen ausschließlich die Mittelwerte der drei 
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aufeinander folgenden 3-Minuten-Abschnitte einer jeden Phase ein. Im Folgenden werden 
diese Untersuchungsabschnitte als Kategorien `Liegende Ruhe` bzw. `Stehende Ruhe` be-
zeichnet.  
Psychische Belastungen (WTS) 
An zwei aufeinanderfolgenden Untersuchungstagen wurden insgesamt 5 verschiedene Test-
verfahren am Wiener Testsystem absolviert, welche ein breites Spektrum an kognitiven Fä-
higkeiten überprüfen. Dabei wurden vorwiegend sensomotorische Leistungen bei Einfach- 
und Mehrfachwahlreaktionsaufgaben, bei einer Vigilanz- und einer Linienverfolgungsaufgabe 
geprüft. Nur in einem Testverfahren wich das Belastungsschema teilweise von diesen Belas-
tungsschemata ab. Im Simultankapazitätstest mussten zeitweise einfache Rechenaufgaben 
gelöst und Gedächtnisinhalte memoriert werden. Von jeder Versuchsperson wurde jeweils ein 
Wert für die verwendeten physiologischen Indikatoren ermittelt, der sich aus der Mittelung 
dieses Indikators über alle Testverfahren ergab. Für die Analyse und Auswertung wurden die-
se Werte undifferenziert der Kategorie „Psychische Belastung“ zugeordnet. 
Physische Belastung (Spiroergometrie) 
Sie umfasste einen stufenförmigen Belastungstest auf einem dem Fahrradergometer (ER 900, 
Fa. Jäger). Es wurden permanent verschiedene Parameter des Gasstoffwechsels (z. B. Atem-
minutenvolumen, Sauerstoffaufnahme, Kohlendioxidabgabe etc.) und am Ende jeder Belas-
tungsstufe die Blutlaktatkonzentration aus dem hyperämisierten Ohrläppchen bestimmt. Um 
den Einfluss von leichter körperlicher Belastung auf die sympathovagale Balance zu ermit-
teln, wurde als Anfangsbelastung eine 30 W gewählt. Der Belastungsanstieg betrug 30 W, die 
Stufendauer 5 Minuten und die Maximalbelastung 90 W. Aus den 5-minütigen R-R-
Intervallaufzeichnungen wurden repräsentative 3-minütige Abschnitte für die Frequenzanaly-
se der R-R-Intervallzeitreihen ausgewählt. 
2.9.3 Ergebnisse 
Unter physischer Belastung erreichten die Untersuchungspersonen im Mittel die höchsten, 
während liegender und sitzender Ruhe die niedrigsten Herzschlagfrequenzen (Abbildung 
2.9-1). Die Herzschlagfrequenzen bei psychischer Belastung sind mit denen in stehender Ru-
he vergleichbar.  
Beim spiroergometrischen Stufentest waren die von den Männern erreichten absoluten Maxi-
malleistungen höher. Dem entsprechend zeigten die Frauen bereits auf niedrigen Belastungs-
stufen eine höhere kardiale Beanspruchung. Der Begriff „geschlechtsspezifisch“ wird im fol-
genden Kontext unter dem Vorbehalt verwendet, dass die Unterschiede primär durch eine 
unterschiedliche Konstitution und physische Leistungsfähigkeit hervorgerufen werden. Der 
Unterschied im Herzfrequenzanstieg ist für alle drei Stufen (30, 60 und 90 W) sehr signifikant 
(p<0,01). Hoch signifikante Unterschiede zwischen den Geschlechtern finden sich ebenfalls 
für den Abfall der Total Power und der absoluten LF- und HF-Power, allerdings erst bei Be-
lastungen von 60 und 90 W. Bezogen auf individuelle Ruhewerte weist die anteilige HF-
Power (HF-Power n.u.) sowohl bei physischer als Belastung, als auch bei allen anderen For-
men keine Geschlechterspezifik auf.  
Verglichen mit sitzender Ruhe zeigt sich unter der psychischen Belastung für die Männer ein 
Anstieg im Median um 12,7 S/min (1. Quartil: 10,9 S/min, 3. Quartil: 14,1S/min), für die 
Frauen um 14,6 (1. Quartil 10,1 S/min, 2. Quartil: 17,9 S/min). Dieser Geschlechterunter-
schied ist statistisch nicht signifikant. 
Betrachtet man den Verlauf der Total Power findet sich ein der Herzschlagfrequenz entgegen 
gerichteter Trend. Mit zunehmender körperlicher Belastung erfolgt eine deutliche Abnahme 
der Gesamtvariabilität (Abbildung 2.9-2). Die Total Power zeigt während sitzender Ruhe die 
höchsten Werte. In liegender Ruhe, während psychischer Belastungen und bei stehender Ruhe 
erfolgt im Median eine Abnahme auf ca. 60% der Baselinewerte (= Werte bei sitzender Ru-
he). Allerdings ist der Unterschied zwischen sitzender und liegender Ruhe statistisch nicht 
signifikant (p = 0,093). Im untersuchten Kollektiv geht die stufenförmig progressive Belas-
tung durch die Fahrradergometrie mit einer überproportionalen Verminderung der Gesamtva-
riabilität einher (Abbildung 2.9-2). 
 
Abbildung 2.9-1: Herzschlagfrequenzverhalten bei unterschiedlicher Belastung differenziert nach Geschlecht 
(hochsignifikante Geschlechtsunterschiede mit ** gekennzeichnet) 
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Abbildung 2.9-2: Mediane der prozentualen Herzschlagfrequenz und der Total Power bei unterschiedlicher 
Belastung, jeweils bezogen auf individuelle Ruhewerte im Sitzen (N=20). Herzschlagfrequenz nicht signifikant 
verschieden bei Psychischer Belastung vs. Stehende Ruhe und Liegende Ruhe vs. Sitzende Ruhe. Alle anderen 
Paarungen hoch signifikant unterschiedlich (p<0,001). Signifikante Unterschiede der Total Power: Psychische 
Belastung vs. Liegende Ruhe (p=0,052), vs. Stehende Ruhe (p=0,086), Stehende Ruhe vs. Liegende Ruhe 
(p=0,062) Sitzende Ruhe vs. Liegende Ruhe (p=0,093), vs. Stehende Ruhe (p<0,05), alle anderen Paarungen: 
p<0,01 bzw. p<0,001. 
Analog dem Verlauf der Total Power zeigen sich signifikante Unterschiede in der Ausprä-
gung der absoluten HF-Power zwischen den einzelnen Belastungen. In liegender und sitzen-
der Ruhe finden sich in der Regel die höchsten Ausprägungen der HF-Power, bei dynami-
scher Beinarbeit mit 90 W die niedrigsten. Für eine Belastung von 30 W und psychische Be-
lastungen finden sich für die Frauen keine signifikanten Unterschiede hinsichtlich der absolu-
ten HF-Power, bei den Männern ist diese tendenziell höher bei physischer Belastung 
(p=0,063). Für die anteilige HF-Power finden sich die höchsten Werte bei leichter physischer 
Belastung (30 W) und im Liegen. Diese beiden Belastungskategorien unterschieden sich da-
bei signifikant von allen anderen (Ausnahme: liegende Ruhe vs. physische Belastung mit 60 
W, p=0,073 und physische Belastung mit 30 W vs. sitzende Ruhe). Die LF/HF-Ratio verhält 
sich zur anteiligen HF-Power n.u. annähernd reziprok. Im Median finden sich noch etwas 
stärkere Auslenkungen des Parameters (Abbildung 2.9-3). 
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Abbildung 2.9-3:  Mediane der prozentualen anteiligen HF-Power und LF/HF-Ratio bei unterschiedlicher Be-
lastung, jeweils bezogen auf individuelle Ruhewerte im Sitzen (N=20). Signifikante Unterschiede der HF-Power 
n.u: Psychische Belastung vs. Liegende Ruhe (p<0,01), vs. Stehende Ruhe (p<0,05), vs. Physische Belastung mit 
30 W (p<0,05). Liegende Ruhe vs. Stehende Ruhe (p<0,001), vs. Sitzende Ruhe (p<0,01). Stehende Ruhe vs. 
Physische Belastungen mit 30 bzw. 60 W (p<0,01 bzw. 0,05), vs. Sitzende Ruhe (p<0,05). Sitzende Ruhe vs. 
Physische Belastung bei 90 W (p<0,05). Physische Belastung mit 30 vs. 60 W (p<0,05), 30 vs. 90 W (p<0,01) 
und 60 vs. 90 W (p<0,01). Signifikante Unterschiede der LF/HF-Ratio: Sitzende Ruhe vs. Liegende Ruhe (n. s.), 
vs. Physische Belastung mit 30, 60, 90 W (n. s.), Psychische Belastungen vs. 30, 60 W (n. s.) und Liegende Ruhe 
vs. Physische Belastung mit 30 W (n.s.). Alle anderen Paarungen signifikant bzw. sehr signifikant verschieden 
(Friedman-Test und Wilcoxon-Test für gepaarte Stichproben).  
2.9.4 Diskussion 
Die höhere Herzschlagfrequenz unter körperlicher Belastung ist als Indiz für den höheren 
metabolischen Bedarf des Organismus verglichen mit Ruhewerten und bei psychischer Belas-
tung zu sehen. Sie widerspiegelt die tonischen Änderungen der autonomen Herzfrequenzmo-
dulation. Auch die Power im HF-Band bzw. die Respiratorische Sinusarrhythmie werden al 
Index des vagalen Herztonus gesehen. Darüber hinaus finden sich auch Änderungen in der 
RSA-Amplitude, die nicht durch Änderungen des vagalen Tonus hervorgerufen werden. So 
können beispielsweise Variationen von Atemzugvolumen und Atemfrequenz Änderungen der 
RSA-Amplitude bewirken (98; 121). Unter leichter körperlicher Belastung (30W) ist der An-
teil dieser hochfrequenten Änderungen höher als bei psychischer Belastung, in sitzender oder 
stehender Ruhe bzw. bei höheren physischen Anforderungen und erreicht Werte, die denen in 
liegender Ruhe vergleichbar sind. Hintergrund ist möglicherweise die bewusstere und damit 
vertiefte Atmung bei physischen Belastungen, welche zu einer proportionalen Erhöhung der 
RSA führen kann. Auch die Verwendung einer Gesichtsmaske, notwendig für die Gasanalytik 
bei der Spiroergometrie, kann zum einen zu einer mehr bewussten Atemweise beigetragen 
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haben und zum anderen durch die Erhöhung des Totraumvolumens einen weiteren Reiz zur 
Ökonomisierung von Ventilation und Perfusion darstellen. Furutani et al (643) fanden ähnli-
che Ergebnisse, indem sie zeigen konnten, dass der LF/HF-Quotient beim Übergang vom 
Liegen zum Sitzen zunahm, allerdings bei der Verwendung einer Gesichtsmaske wieder mit 
den Liegend-Werten vergleichbar war.  
Die fast bei allen Wirbeltieren zu findende respiratorische Sinusarrhythmie (612) bewirkt ei-
nen effektiveren Gasaustausch in der Lunge, indem Durchblutung und Ventilation einander 
angepasst werden. Unnötige Herzschläge während der Expiration werden unterdrückt (Ab-
nahme der HSF in der Ausatemphase), wohingegen es während der Inspiration zu einer Zu-
nahme von Herzschlagfrequenz und rechtsventrikulärem Auswurfvolumen bei gleichzeitiger 
Erhöhung des Lungenvolumens kommt (135; 612-615). Somit erfolgt zum Zeitpunkt einer 
starken Lungenfüllung eine stärkere Durchblutung der Alveolen. Von einigen Untersuchern 
wird die RSA vorwiegend als Ruhefunktion des kardiopulmonalen Systems beschrieben, die 
nur indirekt mit dem vagalen Tonus verbunden ist (99). So kann ein Anstieg der RSA unab-
hängig vom Atemmuster und autonomer Balance als physiologische Antwortreaktion auf Hy-
perkapnie gesehen werden kann (615). Auch bei unseren Untersuchungen waren die höchsten 
Werte in liegender Position zu verzeichnen. Tullpo et al. (615; 616) stellten unter leichter 
körperlicher Belastung (Gehen mit 4 km/h) eine Abnahme der absoluten Frequenzpower ver-
glichen mit liegender Ruhe fest. Die anteilige HF-Power war unter dieser Belastung ebenfalls 
niedriger, zeigte jedoch verglichen mit Werten ermittelt in 60° aufrechter Position (Kipptisch-
untersuchung) tendenziell eine Erhöhung. Die eigenen Studien zeichneten sich durch einen 
starken und hochsignifikanten Anstieg der HF-Power n.u. von der aufrechten 70°-Position zu 
leichter körperlicher Belastung (30W) aus. Ursache können zum einen der höhere Kippwinkel 
(vgl. Tullpo et al.: 60°) sowie die geringere orthostatische Belastung durch die sitzende Posi-
tion auf dem Fahrrad (vgl. Tullpo et al.: Gehen auf dem Laufband) und der bereits angespro-
chen Effekt eines modifizierten Atemmusters sein. Dem schnellen exponentiellen Abfall der 
absoluten HF-Power geschuldet, nahm die HF-Power n.u dagegen bei höheren Belastungsin-
tensitäten wieder ab. 
Interessanterweise fanden Perini und Mitarbeiter (478) bei einem älteren Probandenkollektiv 
(mittleres Alter: 74 Jahre) eine Zunahme der HF-Power n.u. bei ansteigender metabolischer 
Belastung. Sie folgern, dass die anteilige Frequenzpower die autonome Regulation unter phy-
sischer Belastung nicht widerspiegeln kann. Auch bei unseren Untersuchungen zeichnete sich 
die anteilige HF-Power durch einen Anstieg aus, der allerdings erst bei Intensitäten über 80% 
der individuellen maximalen Sauerstoffaufnahme auftrat. Die Ursache liegt vermutlich in ei-
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ner Entkopplung von hochfrequenten Herzfrequenzvariationen und autonomer Dynamik in 
Folge einer verstärkten Atemmechanik (siehe auch Kapitel 1.2.4.4 und 2.4).  
Die von Fagraeus und Linnarsson (617) berichteten Ergebnisse weisen auf einen weiteren 
Mechanismus hin, der das Powerspektrum auf der ersten Belastungsstufe in Richtung einer 
verstärkten anteiligen HF-Power beeinflussen könnte. Genannte Arbeitsgruppe führte Blocka-
deversuche (autonome sympathische Blockade mit Propranolol, parasympathische Blockade 
mit Atropin) bei leichter dynamischer Arbeit durch. Nur unter -adrenerger Blockade, nicht 
aber unter Atropin-Gabe prägte sich ein typisches Muster des Herzfrequenzverlaufs aus. Die-
se Herzfrequenzfluktuationen erklärten sie folgendermaßen: direkt nach dem Beginn einer 
leichten körperlichen Belastung kommt es zu einem schnellen vagalen Rückzug, gekenn-
zeichnet durch einen Anstieg der Herzschlagfrequenz (HSF
) der von einem vorübergehen-
den Anstieg des vagalen Tonus (HSF	) gefolgt wird. Erst nach 60-90 Sekunden erreicht der 
vagale Effekt wieder ein stabil niedriges Niveau (HSF	). Aufgrund einer kurzen ca. 45 Se-
kunden dauernden Referenzphase vor dem eigentlichen Test könnte ein solcher transienter 
Wiederanstieg der vagalen Erregung in den Bereich der 30W-Stufe bei der Fahrradergometrie 
fallen. 
Die Ausprägungen der LF/HF-Ratio verlaufen zu denen der anteiligen HF-Power n.u. in etwa 
reziprok. Allerdings sind die Auslenkungen des Parameters stärker ausgeprägt. 
Die vorliegenden Ergebnisse lassen folgende Schlüsse zu: Leichte körperliche Belastung bei 
dynamischer Arbeitsweise könnte positive Effekte im Sinne einer mehr vagal modulierten 
Herzfrequenzsteuerung hervorrufen. Eine Verlagerung der sympatho-vagalen Balance in 
Richtung einer stärker vagal modulierten Regulation ist dabei zunächst als ein Steuermecha-
nismus zu verstehen, der eine Ökonomisierung von Ventilation und Perfusion bewirkt. Unter 
psychomentalen- und emotionalen Belastungen besteht ein vergleichsweise geringer metabo-
lischer Bedarf, eine Abstimmung der Atem- und Herzfunktionen erscheint dabei nicht not-
wendig bzw. die in Ruhe als ressourcensparender Mechanismus angesehene respiratorische 
Sinusarrhythmie wird durch emotionale und kognitive Reaktionen, mit einem abnehmenden 
parasympathischen und einem zunehmenden sympathischen Effekt, in ihrer Höhe verändert. 
Die Anpassung an unterschiedliche Belastungen scheint eine differenzierte Aktivierung der 
autonomen Kontrollsysteme zu bewirken (361; 367). Vor dem Hintergrund des „autonomen 
Raums“ (370) können unterschiedliche Belastungen reziprok hemmende bzw. fördernde, 
koinhibierende oder koaktivierende Effekte auf die sympathisch-parasympathische Steuerung 
der Herzaktivität entfalten. Abbildung 2.9-4 stellt diese Interpretation der vorliegenden Er-
gebnisse schematisch dar. 
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Die Herzfrequenzerhöhung von sitzender Ruhe zu psychischer Belastung ist bei unseren Un-
tersuchungen im Median vergleichbar mit derjenigen, die durch die orthostatische Belastung 
in stehender Ruhe ausgelöst wird. Die Analyse der Frequenzbänder kann zunächst einen un-
terschiedlichen autonomen Modus der Herzfrequenzmodulation bei diesen unterschiedlichen 
Belastungen nahelegen, die durch eine alleinige Analyse der mittleren Herzfrequenz nicht 
ersichtlich wird. So könnte die stärkere Ausprägung der anteiligen HF-Power während der 
psychischen Belastungen mit orientierenden Reaktionen begründet werden. Bei Darbietung 
neuer Reize finden sich schnelle, vagal kontrollierte Abnahmen der Herzfrequenz, die sich in 
einem Anstieg der HF-Power widerspiegelt. Allerdings ist im Verlauf ein Gewöhnungseffekt 
möglich. Das heißt, mit abnehmendem Neuheitswert der dargebotenen Reize geht auch eine 
geringere Auslenkung der Herzfrequenz einher (618). Darüberhinaus bewirken möglicherwei-
se bereits geringe Differenzen hinsichtlich Art und Intensität der physischen Belastung, wie z. 
B. Lageänderungen oder leichte Beinbewegungen, deutliche Effekte auf HRV-Parameter, die 
fälschlicherweise als Änderungen der autonomen Kontrolle interpretiert werden könnten (98; 
383). 
Grundsätzlich ist die Interpretation der HRV-Frequenzparameter hinsichtlich der autonomen 
Regulation bei sehr unterschiedlichen Belastungen schwierig. Sowohl atmungsbedingte Ein-
flüsse, als auch durch kleinste aktive Bewegungen ausgelöste Effekte auf das Frequenzspekt-
rum sind aufgrund der angewendeten Methodik nicht gänzlich auszuschließen. Allerdings 
bezweifeln verschiedene Untersucher die Notwendigkeit der Atmungskontrolle insbesondere 
unter Bedingungen, bei denen es zu keiner starken physischen Belastung kommt (619). Unab-
hängig von diesen Diskussionen zeigt sich bei unseren Untersuchungen für die HRV jedoch 
aus statistischer Sicht ein Mehrwert gegenüber der reinen HSF-Analyse, wenn es darum geht, 
unterschiedliche Belastungen auf Grundlage physiologischer Kennwerte zu unterscheiden. 
Standardisierte psychische Belastungen leichte physische Belastung (dynamisch)
sympathischer Effekt
parasympathischer Effekt
 
Abbildung 2.9-4: Einfluss des autonomen Nervensystems auf die Herzfrequenzvariabilität bei unterschiedli-
chen Belastungsformen 
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2.10 HRV als Bindeglied zwischen Beanspruchungsermittlung und medizinischer 
Risikostratifizierung 
Neben einer Absenkung der HRV als Antwort auf physische und psychische Belastungen 
wird eine reduzierte HRV in Ruhe auch mit schlechteren kognitiven Leistungen in Zusam-
menhang gebracht (z. B. 379; 380). Hintergründe sind die engen funktionellen Beziehungen 
zwischen autonomen Regelzentren und kortikalen Strukturen, die für Aufmerksamkeit, Moti-
vation, Affekte und exekutive Funktionen verantwortlich sind (303; 381; 382). In der klini-
schen Medizin hat der Parameter Herzratenvariabilität vor allem prognostischen Wert bei 
Herzerkrankungen (z. B. 203; 243; 620-622). Viele Studien legen außerdem nahe, dass eine 
eingeschränkte HRV die Folge von chronischen Erkrankungen wie Bluthochdruck, Diabetes 
mellitus oder Adipositas ist (623). Allerdings wird auch vermehrt über die Rolle der HRV als 
Spiegel der parasympathischen Aktivität bei der Genese dieser Krankheiten diskutiert, weil 
eine verminderte HRV in Risikogruppen bereits vor der klinischen Manifestation auftreten 
kann (262; 265; 624; 625). Die psychobiologische Forschung versucht u. a. den Beitrag akuter 
und chronischer psychischer Belastungen bei der Pathogenese kardiovaskulärer Ereignisse zu 
untersuchen.  
2.10.1 Problem- und Zielstellung 
Insbesondere der Wandel in der Arbeitswelt vor dem Hintergrund der derzeitigen demografi-
schen Entwicklung wird eine Zunahme psychischer Beanspruchungen bei gleichzeitiger Ab-
nahme körperlicher Betätigung der Arbeitnehmer bewirken, was als eine Ursache für das ge-
häufte Auftreten von Hypertonie, Herzerkrankungen, aber auch Diabetes und Adipositas dis-
kutiert wird.  
Gleichwohl ist der Beitrag moderner Arbeitsplätze an diesem Geschehen schwierig abzu-
schätzen und darf grundsätzlich nicht isoliert betrachtet werden (531). Sicher ist jedoch, dass 
gesundheitlich relevante somatische Veränderungen durch eine chronische autonome Dysba-
lance im Zuge psychischer Herausforderungen auftreten können. Da in unserer Zeit die meis-
ten Menschen psychischem Stress ausgesetzt sind, werden Instrumente benötigt, um die Art 
und Höhe kardiovaskulärer Reaktivität auf psychische Stressoren einfach abschätzen zu kön-
nen. Der Parameter Herzratenvariabilität kann in diesem Kontext als Bindeglied zwischen 
aktueller Beanspruchungsforschung und medizinischer Risikostratifizierung gesehen werden. 
Mit dieser Studie sollte untersucht werden, ob signifikante Differenzen zwischen Gruppen mit 
unterschiedlicher sympatho-vagaler Balance sowohl hinsichtlich der physiologischen Antwort 
auf psychomentalen Stress als auch bezüglich des Auftretens klassischer kardiovaskulärer 
162 
 
Risikofaktoren nachweisbar sind. Der bei der Datenanalyse im Kapitel 2.7 ermittelte starke 
Zusammenhang zwischen der sympatho-vagalen Balance in Ruhe und der Leistung in unter-
schiedlichen psychomotorischen/kognitiven Belastungstests in einer kleinen Untersuchungs-
gruppe jüngeren Alters war ein weiterer Anstoß für die nachfolgende Studie. So sollte außer-
dem geklärt werden, ob in einer größeren Population mittleren Alters die erwähnten Zusam-
menhänge zwischen kognitiven Leistungen und der Ruhe-HRV zu finden sind.  
2.10.2 Methodik 
Die Analyse wurde in Zusammenarbeit mit dem Institut für Arbeitsmedizin der Universität 
Magdeburg durchgeführt. Am dortigen Institut wurden auf freiwilliger Basis insgesamt N= 
248 klinisch unauffällige Probanden, 85 Frauen (47,3 ± 7,6 Jahre) und 163 Männer (47,5 ± 
6,7 Jahre), untersucht. Für jeden Probanden wurden klassische Risikofaktoren für das Herz-
kreislauf-Erkrankungsrisiko ermittelt. Diese basierten auf dem PROCAM-Score (626) und 
wurden in dieser Studie modifiziert. Es wurden folgende Parameter ermittelt: Blutdruck > 
140/90 mmHg, Nikotinabusus Ja/Nein, Blutglukose  7,0 mmol/l, LDL-Cholesterin  4,92 
mmol/l, HDL-Cholesterin  0,88 mmol/l, LDL-/HDL-Quotient  4, Triglyceride  2,3 
mmol/l, pathologisches Ruhe-EKG Ja/Nein, BMI  25 kg/m², familiäre Familienanamnese 
hinsichtlich Herzinfarkt. Pro auffälligen Kennwert wurde 1 Punkt vergeben. Auf dieser 
Grundlage wurden die Probanden in eine Gruppe mit zwei und mehr klassischen Risikofakto-
ren (HK-Gruppe 1) und eine Gruppe mit weniger als zwei klassischen Risikofaktoren (HK-
Gruppe 0) geteilt. Alle Probanden absolvierten eine psychophysiologische Testbatterie unter 
Verwendung des Wiener Testsystems (siehe Kapitel 2.7 und Anhang 5.3). Der Testablauf 
bestand aus: 1. 5-minütige HRV-Ruhemessung 2. Corsi-Block-Tapping, 3. Determinations-
test, 4. Stroop-Test und 5. 5-minütige HRV-Erholungsmessung. Die Pausenzeiten zwischen 
den einzelnen Tests betrugen jeweils fünf Minuten in entspannter, sitzender Haltung. Die 
verwendeten psychischen Belastungen sind Testverfahren, die Anforderungen an die visuelle 
Informationsaufnahme und -verarbeitung und das Arbeitsgedächtnis stellen und nur eine ge-
ringe motorische Aktivität der Probanden erfordern. Sie wurden in vielen Studien für die Pro-
vokation kardiovaskulärer Reaktionen eingesetzt. Während der gesamten Untersuchung wur-
de für jeden Teilnehmer ein EKG mit Hilfe des mobilen Heart Scanner Biocom 1500 (Fa. 
Biocom Technologies, USA) mit einer Sampling Rate von 1kHz aufgezeichnet. Die anschlie-
ßende HRV-Analyse der beat-to-beat Rohdaten erfolgte mit dem System Biocom (Fa. Bio-
com Technologies, USA). Es wurden neben Analysen der Herzschlagfrequenz (HSF) die 
HRV-Frequenzparameter HF- und LF-Power betrachtet. Die Ergebnisdarstellung beschränkt 
sich zu großen Teilen auf die hochfrequenten Änderungen der Herzrate (logarithmierte abso-
lute HF-Power = lnHF-Power bzw. die anteilige HF-Power in % der Gesamtpower = HF%).  
Ein Clustering der Untersuchungspopulation wurde auf Grundlage der anteiligen Power im 
LF- und HF-Band vorgenommen. Ziel der Analyse war die Differenzierung hinsichtlich der 
autonomen Balance.  
2.10.3 Ergebnisse 
HRV und kognitive Leistungen 
Eine Korrelationsanalyse erbrachte nur geringe lineare Zusammenhänge zwischen HRV-
Parametern sowohl in Ruhe als auch unter Belastung und den Leistungen in den psychometri-
schen Tests (Spearman`s r < 0,3). 
HSF, HRV als Spiegel der psychischen Belastungen 
Es zeigten sich im Median hoch signifikante Anstiege der Herzschlagfrequenz (HSF), der 
LF/HF-Ratio und Absenkungen der HF-Power als Reaktion auf die psychomentalen Belas-
tungen. In der anschließenden Erholungsphase findet sich für die Herzschlagfrequenz/ die 
vagal modulierte HRV eine deutliche Rückbildung/ ausgeprägte Wiederherstellung, wohinge-
gen der Parameter LF/HF weiterhin erhöht bleibt (Abbildungen 2.10-1 bis 2.10-3). 
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Abbildung 2.10-1: Verlauf der Herzschlagfrequenz für die gesamte Untersuchungspopulation (N=248). Alle 
Testabschnitte, außer  Corsi- und Determinationstest (p = 0,192), hoch signifikant voneinander verschieden (p < 
0,001; Friedman-Test bzw. Wilcoxon-Test für gepaarte Stichproben). 
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Abbildung 2.10-2: Verlauf der HF-Power (logarithmiert) für die gesamte Untersuchungspopulation (N=248). 
Alle Testabschnitte hoch signifikant voneinander verschieden (p < 0,001; Friedman- bzw. Wilcoxon-Test für 
gepaarte Stichproben). 
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Abbildung 2.10-3: Verlauf der LF/HF-Ratio für die gesamte Untersuchungspopulation (N=248). Alle Testab-
schnitte hoch signifikant voneinander verschieden (p < 0,001), außer Corsi- und Determinationstest (p < 0,05) 
und Stroop-Test vs. Erholung (n.s.) (Friedman- bzw. Wilcoxon-Test für gepaarte Stichproben). 
Clustering der Untersuchungspopulation hinsichtlich der autonomen Balance 
Das K-Means Clustering bezüglich der anteiligen LF- (LF%) und HF-Power (HF%) während 
der Ruhephase ergab die folgenden Cluster (Abbildung 2.10-4): (1) LF%. niedrig bis mittel, 
HF% mittel bis hoch (Cluster 1, N=87) und (2) LF% mittel bis hoch, HF% niedrig bis mittel 
(Cluster 2, N=161). Die Abbildung 2.10-4 verdeutlicht, dass eine ausgeprägte anteilige LF-
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Power, assoziiert mit einer niedrigen anteiligen HF-Power, nicht in jedem Fall mit einer ho-
hen Herzschlagfrequenz während der Ruhephase einherging und vice versa. Dennoch fanden 
sich im Median signifikant unterschiedliche Ruheherzfrequenzen für die beiden Cluster (Ab-
bildung 2.10-7). 
Die Zugehörigkeit zum Cluster 1 kann als eher parasympathische, die zum Cluster 2 als eher 
sympathische Regulationslage interpretiert werden. Das Verhältnis Männer : Frauen betrug 
für die gesamte Untersuchungspopulation ca. 2 : 1. Männliche Untersuchungsteilnehmer war-
en im Cluster 1 (48,2% der Frauen und 28,2% der Männer) unter- und im Cluster 2 (51,8% 
der Frauen 71,8% der Männer) überrepräsentiert (Abbildung 2.10-5). Diese unterschiedliche 
Verteilung war statistisch hoch signifikant. Keine statistisch signifikanten Unterschiede wie-
sen die beiden Clustern hinsichtlich der Leistung in den psychometrischen Tests auf. Der 
Vergleich klassischer kardiovaskulärer Risikofaktoren (PROCAM-Score) ergab eine größere 
Anzahl von Personen mit zwei und mehr klassischen Risikofaktoren im Cluster 2. Das Ver-
hältnis HK-Gruppe 0 (<2 klassische HKL-Risikofaktoren) zu HK-Gruppe 1 ( 2 klassische 
Risikofaktoren) beträgt für die gesamte Untersuchungspopulation ca. 1 : 3,5. Im HRV-Cluster 
1 beträgt das Verhältnis 1:3, im HRV-Cluster 2 dagegen 1:4. Diese unterschiedliche relative 
Verteilung ist jedoch statistisch nicht signifikant (p = 0,286, Chi-Quadrat nach Pearson, Ab-
bildung 2.10-6). 
 
 Abbildung 2.10-4: 3D-Plot von Herzschlagfrequenz, anteiliger LF- und HF-Power 
während der Ruhephase vor dem Test. Unterschiedliche Farben symbolisieren die 
Zugehörigkeit zu den verschiedenen Clustern: Cluster 1 = blaue Datenpunkte (nied-
rige bis mittlere LF-Power n.u. und hohe bis mittlere HF-Power n.u.) Cluster 2 = 
rote Datenpunkte (LF-Power n.u. mittel bis hoch, HF-Power n.u. niedrig bis mittel) 
Methode: K-Means Clustering (Cluster Initialisierung: Daten-Zentrum basierte Su-
che, Gleichheitsmaß: Euklidische Distanz). 
 
Abbildung 2.10-5: Absolute Verteilung der Geschlechter in den beiden Clustern.  
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 Abbildung 2.10-6: Absolute Verteilung der HK-Gruppen in den beiden Clustern.  
Dagegen zeigten sich signifikante HSF-Unterschiede zwischen beiden Clustern, sowohl in 
Ruhe, während psychomentaler Belastung als auch in der Erholungsphase (Abbildung 
2.10-7). Allerdings sind die Unterschiede in der relativen Auslenkung der HSF (Verhältnis 
Test/Ruhe bzw. Test/Erholung) nicht signifikant (Tabelle 2.10-1). 
Betrachtet man die absolute Variabilität im Zeitbereich, zeigen sich für Cluster 1 und 2 keine 
signifikanten Unterschiede für die Gesamtvariabilität (SDNN), aber signifikante Differenzen 
für den Kurzzeitvariabilitätsparameter rMSSD in allen Untersuchungsabschnitten. Analog 
dazu finden sich im Frequenzbereich keine Unterschiede für die Total Power, jedoch für die 
Power im HF-Band, die ebenso wie der Parameter rMSSD als Index der vagalen Aktivierung 
gilt. Diese Clusterunterschiede erscheinen zunächst logisch, da das Clustering auf Grundlage 
der LF-Power und HF-Power-Werte der Probanden erfolgte. Allerdings wurden dafür die an-
teiligen Werte (prozentualer Anteil der Bandpower an der Power des Gesamtspektrums) ge-
nutzt, was nicht zwangsläufig mit hohen absoluten Werten assoziiert sein muss, sondern eher 
die sympatho-vagale Balance kennzeichnet. Auffällig sind die Unterschiede in der relativen 
Reaktivität der vagal modulierten Herzratenvariation (HF-Power) (Abbildung 2.10-8, Tabelle 
2.10-1). Dabei zeigen die zum Cluster 1 gehörenden Probanden in der Regel eine stärkere 
Absenkung der hochfrequenten Variationen beim Wechsel von Ruhe zu psychomentaler Be-
lastung und eine ausgeprägtere Zunahme beim Wechsel von der Belastungs- zur Erholungs-
phase. Das Clustering der Untersuchungspopulation auf Grundlage der anteiligen Werte des 
LF- und HF-Bereiches erklärt den absoluten Unterschied der LF/HF Ratio zwischen den bei-
den Clustern. Bei der Betrachtung von Richtung und Stärke der Auslenkung dieses Parame-
ters zeigt sich, dass trotz Zunahme der vagal modulierten HF-Power in der Erholungsphase 
für beide Gruppen Stärke und Richtung der Reaktion der LF/HF-Ratio sehr unterschiedlich 
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ausfallen. Die LF/HF-Ratio des Clusters 2 erfährt insbesondere während des Stroop-Test und 
in der Erholungsphase eine stärkere Anhebung (Abbildung 2.10-9, Tabelle 2.10-1). 
 Tabelle 2.10-1: Relative Auslenkung der Herzschlagfrequenz, der HF-Power und der LF/HF-Ratio beim Belas-
tungswechsel und Signifikanz des Auslenkungsunterschieds für die beiden Cluster.  
 Median der relativen Aus-lenkung der HSF [%] 
Median der relativen Aus-
lenkung der HF-Power [%] 
Median der relativen Auslen-
kung der LF/HF-Ratio [%] 
 Ruhe  
Corsi-Test 
Stroop-Test 
 Erholung 
Ruhe  
Corsi-Test 
Stroop-Test 
 Erholung 
Ruhe        
Corsi-Test 
Stroop-Test 
 Erholung 
Cluster 1 
(N=87) 
+10% -8% -53% +73% +127% -21% 
Cluster 2 
(N=161) 
+9% -8% -27% +47% +13% +12% 
Sign. (2-
seitig) 
n. s. n. s. p < 0,001 p < 0,05 p < 0,001 p < 0,01 
 
 
Abbildung 2.10-7: Mediane von Herzschlagfrequenz, HF-Power und LF/HF-Ratio im 
Untersuchungsverlauf, differenziert nach Clusterzugehörigkeit (signifikante Unterschiede 
zwischen den Clustern: * p < 0,05; ** p < 0,01). 
169 
 
 Abbildung 2.10-8: Mediane der anteiligen HF-Power im Untersuchungsverlauf, differen-
ziert nach Clusterzugehörigkeit (signifikante Unterschiede zwischen den Clustern: * p < 
0,05; ** p < 0,01; *** p < 0,001). 
 
Abbildung 2.10-9: Mediane der LF/HF-Ratio im Untersuchungsverlauf, differenziert nach 
Clusterzugehörigkeit (signifikante Unterschiede zwischen den Clustern: *** p < 0,001). 
2.10.4 Diskussion 
Das autonome Nervensystem spielt eine bedeutende Rolle bei unterschiedlichen somatischen 
und psychischen Krankheiten. Es wird zum Beispiel als Bindeglied zwischen negativen Af-
fekten und krankheitsförderlichen Zuständen angesehen.  
Anatomisch und funktionell finden sich enge Verbindungen und Überlappungen zwischen 
dem zentralen Regelzentrum der autonomen Balance und Zentren, die exekutive, soziale und 
affektive Funktionen sowie Motivation und Aufmerksamkeit modulieren. Die autonome Ba-
lance bzw. der parasympathische Tonus lassen sich mittels Analyse der Herzratenvariabilität 
darstellen. Verschiedene Befunde belegen die Assoziation von verminderter Herzratenvariabi-
lität in Ruhe mit einer ineffektiven Verteilung von Aufmerksamkeits- und kognitiven Res-
sourcen (303) 
Porges & Humphrey (593) untersuchten das Verhalten kardiovaskulärer Parameter unter psy-
chischer Belastung (Daueraufmerksamkeitstest) bei einer Population gesunder und einer Po-
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pulation geistig retardierter Personen. Sie stellten dabei fest, dass die Gesunden mit einer Ab-
senkung der Herzratenvariabilität reagierten, wohingegen bei geistig Retardierten schlechtere 
Leistungen in den absolvierten Tests mit einer inadäquaten Reaktion des autonomen Nerven-
systems, nämlich einer Anhebung der Herzratenvariabilität, einhergingen. Diese Ergebnisse 
lassen sich nicht ohne weiteres auf gesunde Populationen anwenden, können jedoch als frühe 
Belege für das enge Wechselspiel zwischen autonomer Regulation und adäquatem Einsatz 
von Aufmerksamkeitsressourcen angesehen werden. 
Untersuchungen an Gesunden bei kognitiven Anforderungen mit exekutiven Funktionen 
(379), aber auch bei Daueraufmerksamkeitsleistungen (380), erbrachten bessere Leistungen 
bei Personen mit einer hohen Ruhe-HRV.  
Bei unseren Untersuchungen ließ sich dagegen kein direkter Zusammenhang zwischen den 
Ruhe-HRV-Parametern und den am Wiener Testsystem ermittelten Leistungsdaten herstellen. 
Auch ein Clustering hinsichtlich der sympatho-vagalen Balance in Ruhe zeigte keine signifi-
kanten Unterschiede bei der Bewältigung kognitiver Anforderungen. Der Wert der Ruhe-
HRV als Prädiktor kognitiver Leistungen ist für die untersuchte, klinisch unauffällige Popula-
tion mittleren Alters mit den verwendeten statistischen Verfahren daher nicht zu belegen. 
Generell nahm unter psychischer Belastung die Herzfrequenz zu. Dagegen verringerte sich 
die parasympathisch modulierte hochfrequente Herzratenvariabilität ebenso wie die Power 
des LF-Bandes, welches sowohl sympathisch als auch parasympathisch beeinflusst ist. Die 
stärksten Auslenkungen der HRV-Frequenzparameter wurden durch den Determinationstest 
hervorgerufen, die der Herzschlagfrequenz dagegen durch den Stroop-Test. Der Stroop-Test 
misst die Fähigkeit zur selektiven Aufmerksamkeit. Die Probanden müssen auf die Farbe ei-
nes eingeblendeten Wortes reagieren und dabei die Bedeutung des Wortes außer Acht lassen 
(siehe auch Anhang). Insbesondere dann, wenn die Farbe des Wortes und seine Bedeutung 
nicht übereinstimmen (z. B. das mit roter Farbe geschriebene Wort „blau“), brauchen die Un-
tersuchungsteilnehmer länger, um die Farbe des Wortes zu benennen. In vielen Laborstudien 
wird dieser Test genutzt, um kardiovaskuläre Reaktionen auf psychische Belastungen hervor-
zurufen. Dabei können noch Minuten nach Beendigung eines 2-minütigen Stroop-Tests er-
höhte Herzfrequenz- und Blutdruckwerte nachgewiesen werden (627). Bei unseren Untersu-
chungen wiesen die Parameter der vagalen Aktivität eine stärkere Erholung auf, wohingegen 
der Parameter der sympathischen Aktivierung auch nach Beendigung des Stroop-Tests stark 
erhöht war. Die HSF näherte sich am schnellsten an die Vortestwerte an. 
Der Anstieg der Herzschlagfrequenz unter psychischer Belastung ist bekannt. Eine Absen-
kung der absoluten Werte des LF- und HF-Bandes der HRV unter Belastung wird im Allge-
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meinen mit einer Reduktion der vagalen Aktivität begründet (628). Verschiedene Untersucher 
fanden die stabilsten Veränderungen im LF-Band als Reaktion auf psychomentale Belastun-
gen (223; 226; 363). Dabei soll das LF-Band die Höhe des aufgewendeten „mental efforts“ 
widerspiegeln – je stärker die Unterdrückung der LF-Komponente ist, desto größer ist die 
investierte Anstrengung. Auch bei unseren Untersuchungen nahm die Leistung in beiden 
HRV-Frequenzbändern ab. Dabei zeigte sich, dass insbesondere der HF-Bereich geeignet ist, 
nicht nur zwischen Belastung und Ruhe, sondern auch zwischen den unterschiedlichen Belas-
tungskategorien zu unterscheiden. Bei unseren Untersuchungen war der LF-Bereich des Fre-
quenzspektrums hinsichtlich der Diskriminationsfähigkeit für die verschiedenen Testabschnit-
te schlechter geeignet als die Herzschlagfrequenz. Als Abbild rein entspannungsbezogener 
Wirkungen des autonomen Nervensystems kann das LF-Band aufgrund der dualen Modulati-
on durch Sympathikus und Parasympathikus nicht dienen, eine Interpretation des Verhaltens 
dieses Parameters ist somit schwieriger. Die anteilige Power (LF-Power n.u.) wird als Marker 
der sympathischen Aktivierung gesehen. Bei unseren Untersuchungen fanden sich für diesen 
Parameter Anstiege für den Corsi Block-Tapping Test, den Stroop-Test und die Erholungs-
phase (für alle p < 0,01 verglichen mit Ruhephase). Der Quotient LF/HF zeigt eine Zunahme 
bei sympathischer Aktivierung und parasympathischem Rückzug. Bei einem Orthostasema-
növer erfolgen beispielsweise stärkere Auslenkungen für diesen Quotienten als für die isolier-
ten Frequenzparameter. Das LF/HF-Verhältnis erwies sich in verschiedenen Studien als ge-
eignet, um psychomentale Belastungen abzubilden (373; 598). Auch in der eigenen Studie 
konnten hochsignifikante (p<0,001) Unterschiede zwischen Ruhephase und Belastungsphasen 
in der erwarteten Weise nachgewiesen werden.  
Betrachtet man die unterschiedlichen Cluster, unterschied sich das Verhalten des LF/HF-
Quotienten insbesondere in der Nachbelastungsphase. Trotz eines Anstiegs der vagal modu-
lierten HF-Power zeichnete sich der Cluster 2 durch einen Anstieg der LF/HF-Ratio aus, was 
als gleichzeitige sympathische Aktivierung gedeutet werden kann. Die Koaktivierung von 
Sympathikus und Parasympathikus wird als ein Modus der autonomen Kontrolle angesehen, 
der ein gesundheitliches Risiko darstellen kann (370; 629). Signifikante Differenzen hinsich-
tlich der Herzfrequenzreaktion bestehen für die unterschiedlichen Cluster nicht.  
Grundsätzlich zeigten beide Cluster eine unterschiedliche autonome Regulation als Antwort 
auf psychomentale Herausforderungen. Die Aktivierung der Cluster 1-Probanden erfolgte 
vorrangig über die Modulation der vagalen Achse, wohingegen bei den Cluster 2-Probanden 
sympathische Mechanismen überwiegen. Außerdem weisen die Probanden mit einer eher 
sympathischen autonomen Regulationslage in Ruhe (Cluster 2- Probanden) neben einer ver-
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minderten vagalen Kontrolle unter Belastung eine starke sympathische Aktivierung in der 
Nachbelastungsphase auf. Der von uns als gesundheitsbegünstigend eingestufte Cluster 1 
zeigt stärkere Auslenkungen der vagal modulierten HRV beim Übergang von Ruhe zu psy-
chomentaler Belastung. 
Beim Vergleich von Personen mit angeboren bzw. trainingsbedingt hoher Ruhe-HRV und 
einer normalen Kontrollgruppe demonstrierten Personen mit hoher Ruhe-HRV beim Stroop-
Test eine stärkere relative Absenkung der vagal modulierten Frequenzparameter. Allerdings 
konnte bezüglich der relativen HSF-Adaptation kein unterschiedliches Verhalten zwischen 
ausdauertrainierten und untrainierten Probanden festgestellt werden (193; 630). Ähnliches 
fanden Franks und Boutcher (631) beim Vergleich sportlich aktiver und inaktiver Jungen. 
Diese unterschieden sich neben der stärkeren Absenkung hochfrequenter HRV auch hinsich-
tlich einer stärkeren Reaktivität der Herzschlagfrequenz bei den sportlich Aktiven.  
Eine unterschiedliche Modulation der Herzaktivität kann mit verschiedenen gesundheitlich 
relevanten endokrinen und immunologischen Reaktionen einhergehen (632). Dabei löst die 
Aktivierung der sympathischen Stressachse immunsuppressive Effekte aus (633; 634). Dem-
gegenüber kann eine erhöhte vagale Kontrolle verschiedene protektive Mechanismen wie 
beispielsweise eine reduzierte Katecholaminausschüttung, eine ökonomischere Herzarbeit mit 
vermindertem Sauerstoffverbrauch oder eine abgemilderte inflammatorische Immunantwort 
bedingen (635).  
Psychische Stressoren werden seit langem als Mediatoren bei der Pathogenese des Bluthoch-
drucks angesehen (515; 636). Die Reaktivitätshypothese besagt, dass insbesondere Personen, 
die stark ausgeprägte kardiovaskuläre Reaktionen auf psychischen Stress zeigen, einer beson-
deren Gefährdung hinsichtlich Herzkreislauferkrankungen unterliegen, da eine chronisch er-
höhte Reaktivität zu pathologischen Gefäßveränderungen führen kann. So wurde beispiels-
weise eine erhöhte Reaktivität als Mittler zwischen Symptomen einer Depression und dem 
erhöhten Risiko für kardiovaskuläre Erkrankungen gesehen (637). In anderen Studien wurden 
jedoch inverse Assoziationen in der Weise nachgewiesen, dass Personen mit stärkeren Dep-
ressionssymptomen eine geringere Reaktion von Herzschlagfrequenz und systolischem Blut-
druck auf psychomentalen Laborbelastungen zeigten (641; 642). Verschiedene Autoren be-
richten von geschlechtsspezifischen kardiovaskuläre Reaktionen zur Bewältigung von menta-
len Laboraufgaben, wie z. B. Kopfrechnen, oder Stroop-Test (512; 513). Dabei zeigten Frauen 
vorwiegend kardiale Reaktionen („cardiac reactors“), Männer dagegen vorwiegend vaskulä-
re Antwortreaktionen („vascular reactors“). Analog weist der eher sympathisch modulieren-
de Cluster 2 eine signifikant größere Anzahl an Männern auf als der gesundheitsbegünstigen-
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de, parasympathisch modulierende Cluster 1 unserer Untersuchungspopulation. Nicht zuletzt 
unterstützt diese überproportionale Zugehörigkeit von weiblichen Probanden zum Cluster 1 
verschiedene Studien, die ebenfalls eine niedrige LF/HF-Ratio bei Frauen bzw. eine höhere 
respiratorische Sinusarrhythmie bei Frauen feststellten (163; 187; 453; 638-640), welches mit 
dem niedrigeren Risiko von Frauen für kardiovaskuläre Erkrankungen in Zusammenhang 
gebracht wird. 
Abschließend lässt sich feststellen, dass ein adäquates Monitoring der physiologischen Reak-
tivität auf psychischen Stress sympathisch und parasympathisch vermittelte Aktivitätsände-
rungen differenzierbar machen muss, denn nicht nur die Höhe, sondern insbesondere die Art 
der kardiovaskulären Reaktion spielt eine entscheidende Rolle. Eine sympathisch modulierte 
Antwort kann im Gegensatz zur vorwiegend parasympathischen Modulation eher gesund-
heitsschädliche Effekte entfalten, aber mit einem ähnlichen Anstieg der Herzschlagfrequenz 
verbunden sein. 
Vor dem Hintergrund des Zusammenhangs zwischen sympathovagaler Dysbalance und kar-
diovaskulärer Mortalität/ Morbidität (262; 265; 624; 625; 636) ist die einfache, nichtinvasive 
und differenzierte Erfassung autonomer Kontrollprozesse bedeutsam. Die HRV-Analyse kann 
diesen differenzierten Einblick in Beanspruchungsprozesse ermöglichen.  
In dem untersuchten Kollektiv wurde nachgewiesen, dass die Charakterisierung der autono-
men Balance in Ruhe Hinweise auf die kardiovaskuläre Stressantwortgeben kann. Ob die Zu-
gehörigkeit zu einem Cluster mit eingeschränkter vagaler Regulationsfähigkeit bei psycho-
mentalen Belastungen in dem untersuchten Probandenkollektiv prognostische Wertigkeit be-
sitzt, soll durch weitere Längsschnittuntersuchungen geklärt werden. 
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3  ZUSAMMENFASSUNG UND AUSBLICK 
Zusammenfassend ergeben die vorliegenden Untersuchungen folgendes Bild: 
1. Die Erfassung der Frequenzparameter der HRV ist mit Hilfe kostengünstiger 
Messgeräte einfach und nichtinvasiv möglich. 
2. Die HRV-Frequenzanalyse von Kurzzeitaufzeichnungen ist anfällig für Artefakte. 
Bei auftretenden Artefakten ist die Fehlerbereinigung der R-R-Folgen unerlässlich 
und die Berechnung der Frequenzparameter bis zu einer ursprünglichen Artefak-
thäufigkeit von etwa 5% vertretbar. 
3. Von der Verwendung von Messgeräten mit unterschiedlicher zeitlicher Genauig-
keit innerhalb einer Studie ist abzuraten. Die messtechnisch bedingten Einflüsse 
fallen insbesondere bei niedriger Gesamtvariabilität und bei der Betrachtung des 
HF-Bereiches ins Gewicht. 
4. Unterschiedliche Analysemethoden bewirken selbst für die anteilige Frequenz-
HRV z. T. größere Unterschiede. Die Anwendung der kontinuierlichen Wavelet-
Transformation kann bei fehlerbehafteten Aufzeichnungen und in physiologischen 
Extrembereichen gegenüber der häufig verwendeten Fast Fourier-Transformation 
von Vorteil sein. 
5. Unter Orthostasestress zeigt sich die verwendete kontinuierliche Wavelet-
Transformation gut geeignet, Änderungen der sympatho-vagalen Herzfrequenzre-
gulation abzubilden. 
6. Bei ansteigender physischer Belastung lässt sich mittels der verwendeten Trans-
formation ein typischer mehrphasiger Verlauf der Frequenz-HRV darstellen. Dies 
eröffnet die Möglichkeit einer online-Analyse mit der Perspektive einer individuel-
len HRV-basierten Steuerung der Belastungsintensität. 
7. Die mathematische Beschreibung des HRV-Verhaltens mit Hilfe eines „Variabili-
tätsabnahme-Faktors“ unter ansteigender körperlicher Belastung erlaubt die Cha-
rakterisierung der Leistungsfähigkeit auch kleinerer Untersuchungspopulationen.  
8. Bei der Untersuchung psychophysiologischer Fragestellungen ermöglicht die 
HRV-Frequenzanalyse in vielen Fällen eine Belastungsdifferenzierung und kom-
plettiert das Beanspruchungsbild, welches die Analyse der Herzschlagfrequenz lie-
fert. Allerdings finden sich unter den meisten Bedingungen nur mäßig starke bis 
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geringe Korrelationen zu psychischen Indikatoren, wie der subjektiven Beanspru-
chung. Die anteilige LF-Power zeigt sich in dieser Hinsicht noch am besten geeig-
net. Methoden der künstlichen Intelligenz können helfen, den Zusammenhang zwi-
schen psychischer Belastung/Beanspruchung und dem peripher-physiologischen 
Parameter HRV darzustellen. 
9. Für die Differenzierung von körperlicher und vorwiegend geistiger Tätigkeit ist der 
Parameter Herzschlagfrequenz besser geeignet. Jedoch ermöglicht die HRV-
Analyse eine differenziertere Sichtweise auf die Beanspruchungsreaktionen; auch 
aus statistischer Sicht ergibt sich ein Mehrwert. Die Interpretation und der Ver-
gleich der HRV-Frequenzparameter bei ganz unterschiedlichen Formen der Belas-
tung in Hinblick auf die autonome Regulation sind schwierig und bedürfen der Be-
rücksichtigung von Störvariablen wie der Atmung oder muskulärer und orthostati-
scher Einflüsse.  
10. Die Erfassung der Frequenzparameter bei Kurzzeitaufzeichnungen in Ruhe kann 
Aufschluss über die Art und das Ausmaß der kardiovaskulären Reaktion unter psy-
chomentaler Belastung liefern. 
11. Ein Zusammenhang zwischen Komponenten der kognitiven Leistungsfähigkeit 
und der unter Ruhebedingungen ermittelten Herzratenvariabilität ist für eine große 
Untersuchungsgruppe mittleren Alters nicht festzustellen. 
Das potentielle Einsatzgebiet der HRV-Analyse erstreckt sich weit über Fragestellungen au-
tonomer Dysfunktionen hinaus.  
Die Frequenzparameter der HRV gehören zu den wenigen peripher-physiologischen Indikato-
ren, die einfach und kostengünstig, mobil, relativ robust und nichtinvasiv, sowie rückwir-
kungsarm über längere Zeiträume zu erfassen sind. Neben ihrer Aussagekraft für physische 
Belastungen werden sie auch seit längerem für psycho-physiologische Fragestellungen einge-
setzt. Gleichzeitig ermöglichen neuere Verfahren und Geräte eine online-Analyse.  
Allerdings ist unbedingt das Wirken von Confoundern wie muskulärer Aktivität und orthosta-
tischer Einflüsse zu beachten, welche die Deutung von Belastungsreaktionen erschweren.  
Werden diese kontrolliert und berücksichtigt, können der LF- und HF-Bereich bei leichter bis 
mittlerer körperlicher Belastung einen Einblick in die autonome Regulation liefern. Grund-
sätzlich darf bei der Interpretation zyklischer Herzfrequenzänderungen nicht außer acht gelas-
sen werden, dass mit dem funktionellen Parameter HRV (nur) das Ergebnis des Wechselspiels 
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autonomer Efferenzen des Zielorgans „Herz“ erfasst werden. Das bedeutet, dass nicht zwang-
släufig auf einen sogenannten globalen „autonomen Tonus“ geschlossen werden kann.  
Der Parameter zeichnet sich zudem durch eine hohe interindividuelle und intraindividuelle 
Variation aus.  
Bei der Rohdatenbehandlung (Filtern, Bereinigen), der Datenanalyse und der Auswertung 
kann solchen Unsicherheiten mit Hilfe innovativer Methoden (z. B. Fuzzy-Logiken) begegnet 
werden.  
Zukünftig sollen die auf Grundlage standardisierter, realitätsnaher Laboruntersuchungen ent-
wickelten Methoden und Modelle für die Feldforschung und praktische Anwendung einge-
setzt werden. Perspektivisch ist eine nichtinvasive Beanspruchungserfassung und -steuerung 
am Arbeitsplatz oder bei der Gestaltung von Freizeitaktivitäten denkbar, mit der Möglichkeit 
Optimierung des Belastungs-Erholungs-Verhältnisses mit Hilfe der HRV-Analyse (644).  
Der Parameter Herzratenvariabilität kann bei Einsatz geeigneter Methoden dafür genutzt wer-
den, die individuellen Belastungs-Beanspruchungsreaktionen zu erfassen, Beanspruchungs-
folgen zu ermitteln und entsprechende Präventionsmaßnahmen zu evaluieren oder zu steuern. 
Damit kann die Methode einen wesentlichen Beitrag in der medizinischen Prävention leisten.  
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5 ANHANG 
5.1 Multitask©-Experiment 
Multitask© simuliert eine dynamische Kontrollaufgabe analog einer low fidelity Flugsiche-
rungsaufgabe (air traffic control – ATC). Multitask© beinhaltet typische Möglichkeiten einer 
dynamischen Kontrollaufgabe, wie z. B. verschiedene miteinander konkurrierende Ziele, 
Aufgaben mit unterschiedlicher Relevanz für die Aufmerksamkeit des Operators oder hohe 
Anforderungen unter begrenzten zeitlichen Ressourcen. Über das Multitask©-Interface wer-
den dem Probanden verschieden Ziele simultan auf einem Radarbildschirm präsentiert (Ab-
bildung 5.1-1). Die Ziele (graphisch durch weiße Dreiecke dargestellt, Abbildung 5.1-2) prä-
sentieren drei verschiedene Typen von Flugzeugen (militärische, kommerzielle und private), 
die mit unterschiedlichen Geschwindigkeiten in Richtung des Zentrums des Radarschirms 
fliegen.  
 
Abbildung 5.1-1: Multitask©-Bildschirm im Automatik-Modus 
 
 
Abbildung 5.1-2: Flugzeugdarstellung bei Multitask© 
 
Die Geschwindigkeit des jeweiligen Flugzeugs hängt von seinem Typ ab. Die Militärflugzeu-
ge fliegen am schnellsten, gefolgt von den kommerziellen Linienfliegern und den privaten 
Flugzeugen. Innerhalb der verschiedenen Flugzeugklassen gibt es gewisse Variationen der 
Geschwindigkeit. Um die Flugzeuge zusätzlich differenzieren zu können, besitzen sie einen 
Datenanhang, der eine eindeutige Identifikation und Klassifizierung des Zieles ermöglicht. 
Militärflugzeuge sind gekennzeichnet durch den Buchstaben „M“ und eine Nummer, Privat-
flugzeuge sind gekennzeichnet durch die Buchstaben „GA“ („general aircraft“) und einer 
Nummer (aufeinanderfolgend, je nach Reihenfolge des Erscheinens auf dem Diyplay). Kom-
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merzielle Flugzeuge besitzen eine Bezeichnung bestehend aus einer zweistelligen Buchsta-
ben- und einer vierstelligen Zahlenkombination. Nach dem Erscheinen auf dem Bildschirm 
benötigen die Ziele zwischen 60 und 120 Sekunden bis zum Erreichen des Radarzentrums, 
ausgenommen, der „Fluglotse“ schickt die Flugzeuge in ein Warteschleife („holding positi-
on“).Die Aufgabe des Operators besteht darin, alle Ziele zu kontaktieren und sicher zur Lan-
dung auf einem von zwei möglichen Flughäfen zu führen. Falls nötig, ist eine Änderung der 
Fluganweisung vorzunehmen, um mögliche Konflikte (z. B. Kollisionen durch doppelt beleg-
te Landebahn etc.) mit anderen Flugzeugen zu vermeiden. Dieses so genannte „clearing“ 
eines Flugzeuges erfolgt in 3 Schritten. Zunächst muss der Operator eine Anfrage an das 
Flugzeug senden („communication link“). Dazu wird der Mauszeiger auf das Ziel gerichtet 
und mit einem Doppelklick der linken Maustaste aktiviert (das weiße Dreieck ist nun blau 
unterlegt) und über die aktive Schaltfläche „Query“ ein „communication link“ zum aktivier-
ten Flugzeug aufgebaut. Danach dauert es bis zu 10 Sekunden, bevor die Fluginformationen 
mit Bezeichnung, Geschwindigkeit und Destination des Flugzeuges im Datenfeld über den 
Schaltflächen erscheinen. Um das eigentliche „clearing“ – also die Änderung der Fluganwei-
sung –vornehmen zu können, muss bereits ein „communication link“ aufgebaut und das ent-
sprechende Flugzeug aktiviert worden sein. Anschließend erfolgt die Auswahl der Änderung 
über die Schaltflächen in der Steuerbox (z. B. „reduce speed“ oder „change airport“.) und 
als letzter Schritt das Übermitteln der Information an das Flugzeug („submit“). Bis zur Bestä-
tigung bzw. Weigerung durch das Ziel vergehen wiederum bis zu fünf Sekunden. Die Reakti-
on des Flugzeugs ist der „history box“ unter den Schaltflächen zu entnehmen. Akustische 
Signale ertönen: 
a) nach dem sicheren Landen eines Flugzeuges, zu dem im Verlauf der Simulation ein „com-
munication link“ aufgebaut wurde (Landegeräusch),  
b) nach dem Landen eines nicht kontaktierten Flugzeugs (verbale Mitteilung),  
c) nach erfolgter Kollision (Crash-Geräusch und Verschwinden der Ziele vom Display) und  
d) nach potentiellen (drei kurze Pieptöne) Kollisionen zweier Flugzeuge 
Die bei unseren Untersuchungen genutzte Version von Multitask© ermöglicht fünf verschie-
dene Modi („manual“, „information acquisition“, „information analysis“, „decision ma-
king“ und „action implementation“). Nachfolgend sollen nur die für das Experiment relevan-
ten Modi beschrieben werden: 
1. manueller Modus („manual mode“): Der manuelle Modus bietet dem Probanden keinerlei 
automatische Unterstützung, d.h. alle Aktionen wie z. B. Abfragen der Fluginformationen 
(„communication link“) müssen durch den Operator durchgeführt werden 
2. Informationsbeschaffungsmodus („information acquisition mode“): In diesem Modus 
werden dem Operator die Fluginformationen aller auf dem Bildschirm vorhandenen Ziele 
zusätzlich angezeigt. Dabei rotiert ein Abtastbalken permanent im Uhrzeigersinn über den 
Radarschirm. Wenn er dabei über ein Flugzeugsymbol zieht, erscheint die so genannte 
TPA („trajectory projection aid“ = Flugrichtungslinie). Diese entspricht der Flugroute, 
also der Verbindung zwischen Flugzeug und Zielflughafen bzw. Warteschleife, und ist in 
Form einer gestrichelten  Linie visualisiert. Die Fluginformationen Geschwindigkeit, Ziel-
flughafen und Landebahn werden in der Mitte der TPA angezeigt. Diese Daten sind zwei 
Sekunden sichtbar. Nach Erscheinen der Informationen, kann der Operator  durch Ziehen 
des Mauszeigers auf das Ziel und einen Klick mit der rechten Maustaste ihre Repräsentati-
on auf acht Sekunden verlängern. Dieser Modus vereinfacht das Memorieren von Flugin-
formationen bzw. reduziert die manuellen Anfragen an das System und sollte somit zu-
sätzliche zeitliche Ressourcen schaffen. Andererseits steigt die Komplexität der dargebo-
tenen Informationen und das Filtern relevanter Daten gewinnt an Bedeutung. Für das 
„clearing“ eines Flugzeuges ist die einmalige Errichtung eines „communication link“ und 
das aktuelle Aktivieren des Ziels durch Doppel-Mausklick jedoch obligat. 
3. Adaptiver Modus der Informationsbeschaffung: Bei dieser Variante des Modus „informa-
tion acquisition“ erfolgt eine automatische Unterstützung dann, wenn die Leistung des 
Operators in der Sekundäraufgabe („gauge-monitoring“) sinkt. In diesem Falle erscheinen 
sowohl der Hinweis „Autmation is ON“ unter der Steuerbox als auch der der rotierende 
Abtastbalken auf dem Radarschirm. 
Die Primärleistung in der Simulation ist die Differenz aus der Anzahl sicher zur Landung ge-
führter Flugzeuge und der Zahl der tatsächlicher und potentieller Kollisionen in Relation zur 
Anzahl der vorgenommenen Änderungen der Fluganweisungen. Die Gesamtleistung („overall 
performance“) bildet die Summe der Leistungen bei der Haupt- und Nebenaufgabe. Es wird 
also zusätzlich die „hit-to-signal-ratio“ der Sekundäraufgabe hinzuaddiert.  
 
 
A 
L – C – 0,5PC P = + G
 
 
Formel für die Berechnung der Gesamtleistung (“overall performance“) in der ATC-Simulation (P = Gesamt-
leistung, L = Zahl sicher zur Landung geführter Flugzeuge, C = Zahl der Kollsionen, PC = Zahl potentieller 
Kollisionen, A = Anzahl vorgenommener Änderungen der Fluganweisung, G = Leistung („hit to signal“-Ratio) 
in der Nebenaufgabe. 
 
Laborgeräte und -umgebung 
Die Untersuchungen wurden an einem Computerarbeitsplatz ausgeführt, der mit einem 2,8 
GHz Prozessor und 512 MB RAM ausgestattet war. Die Multitask©- und Gauge-Monitoring 
Oberflächen wurden auf zwei nebeneinander angeordneten, 17“ TFT Flachbildschirmen (Fa. 
Yakumo, Braunschweig) mit einer Bildschirmaktualisierungsrate von 60 Hz angezeigt. Au-
ßerdem wurden eine Standard- PC-Maus und Tastatur (beide Fa. Logitech) verwendet (). Die 
Versuche fanden in einem abgetrennten Labor statt, in dem die Lichter während der eigentli-
chen Versuchsdurchgänge abgeschaltet waren und Tageslicht wurde durch eine transluzieren-
de Jalousie gefiltert. Dadurch sollte größtmögliche Fokussierung des Probanden auf die Auf-
gabe gesichert werden. Der Untersucher saß während der gesamten Durchführung außerhalb 
des Sichtfeldes des Probanden und achtete sorgfältig darauf, den Probanden während der 
Trainings- und Untersuchungsphase nicht abzulenken, sondern dessen Aufmerksamkeit wäh-
rend der Experimente sicherzustellen. 
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Abbildung 5.1-3: Versuchsaufbau ATC-Experiment 
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Multitask© Performance and Gauge Monitoring 
Contest Rules and Score Sheet 
 
Dieses Formablatt beinhaltete die Teilnahme- und Wettbewerbsbedingungen für das Multi-
task©-Experiment sowie die Einwilligung zur Teilnahme. 
 
Preis: Die zwei Teilnehmer mit der höchsten durchschnittl Gesamtpunktzahl erhalten einen Preis im Wert von 
€50.00.  
Berechnung: Die Gesamtpunktzahl errechnet sich nach der folgenden Formel: 
 
  Total score = [(x - 0,5*y - z)/a] + g 
 
    (x) = Gelandete Flugzeuge  
    (y) = Potentielle Kollisionen  
    (z) = Tatsächliche Kollisionen  
    (a) = Summe der Änderungen der Fluganweisungen 
    (g) = Höhenmesser-Fehler (mean hit to signal ratio)  
 
Dies Formel wird auf alle Experiment-Durchgänge angewendet. Der Mittelwert aus allen 4 Versuchen ist ihr 
Gesamtwert und entscheidend für die Bewertung. 
 
 
 
 
Bei Fragen bitte wenden an:___________________________________________ 
 
[ ] I habe die Teilnahmeregeln gelesen und verstanden, ich möchte teilnehmen  
[ ] Ich möchte nicht teilnehmen. 
 
 
____________________________________ ______________________________ 
Unterschrift Teilnehmer  Datum  Untersucher 
 
 
 
 
 
Subject Number 
 
 
Score 
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5.2 NASA-Task Load Index 
 
NASA-TLX subjektiver Vergleich von Beanspruchungsfaktoren 
 
 
Bitte kreisen sie den Beanspruchungsfaktor ein, der ihrer Meinung nach größere Bedeutung 
bei der Bewältigung der Aufgabe hat. 
 
 
 
Geistige Anforderungen vs. Körperliche Anforderungen 
 
Geistige Anforderungen vs. Zeitliche Anforderungen 
 
Geistige Anforderungen vs. Leistung 
 
Geistige Anforderung vs. Frustration 
 
Geistige Anforderung vs. Anstrengung 
 
Körperliche Anforderung vs. Zeitliche Anforderung 
 
Körperliche Anforderung vs. Leistung 
 
Körperliche Anforderung vs. Frustration 
 
Körperliche Anforderung vs. Anstrengung 
 
Zeitliche Anforderung vs. Leistung 
 
Zeitliche Anforderung vs. Frustration 
 
Zeitliche Anforderung vs. Anstrengung 
 
Leistung vs. Frustration 
 
Leistung vs. Anstrengung 
 
Frustration vs. Anstrengung 
 
 
 
 
             
Proband:  Versuchsnummer:     Mode: MAN IACQ ADAPT 
 
 
 
NASA TLX (Task Load Index) 
Sie finden 6 Skalen, die verschiedene Beanspruchungsaspekte erfassen, die zur Gesamtbeanspruchung am Simu-
lator beitragen. 
Bitte schätzen sie Ihre durchschnittliche Beanspruchung während des zurückliegenden Versuchsdurch-
gangs retrospektiv ein. 
 
 Geistige Anforderungen
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(bitte beachten, gute Leistung befindet sich auf der linken Seite, schlechte Leistung auf der rechten Seite der Skala!) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
             
 
Proband:  Versuchsnummer:     Mode: MAN IACQ ADAPT 
Sehr niedrig Sehr hoch
Körperliche Anforderungen
Sehr niedrig Sehr hoch
Sehr niedrig Sehr hoch
Zeitliche Anforderungen
Leistung
Perfekter Erfolg Misserfolg
Anstrengung
Sehr niedrig Sehr hoch
Frustration
Sehr niedrig Sehr hoch
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5.3 Wiener Testsystem 
Wiener Testsystem 
Das Wiener Testsystem (WTS) der Fa. Schuhfried bietet eine computergestützte Diagnostik 
psychischer und psychomotorischer Leistung unter naturalistischen, standardisierten Bedin-
gungen. Dabei können vielfältige Intelligenz-, Leistungs- und Persönlichkeitsstrukturtests 
genutzt werden. Die bei unserer Untersuchung verwendeten Testverfahren erfüllen sämtliche 
Gütekriterien wie Validität, Objektivität und Reliabilität. Zudem sind die verwendeten Tests 
sprachungebunden und, abgesehen vom Simultankapazitätstest (Simkap), intelligenzunabhän-
gig. Die ermittelten Testergebnisse können sowohl absolut ausgewertet, als auch mit einer 
Normstichprobe verglichen werden. Sie dienen ebenfalls einer individuellen Verlaufsdiagnos-
tik und als Basisuntersuchung für weiterführende Labor- oder Felduntersuchungen. Als 
Normskalen stehen Prozentränge und T-Wert-Skalen zur Verfügung. Eine Übersicht der Bild-
schirmdarstellung der verwendeten Testverfahren bieten die Abbildungen 5-4 bis 5-9. 
Determinationstest (DT): 
Beim Determinationstest (Version 31.00 des WTS) handelt es sich um ein Verfahren zur Mes-
sung sensorisch-motorischer Funktionen bei Wahlreaktionsaufgaben. Es eignet sich zur Erfas-
sung reaktiver Belastbarkeit und geteilter Aufmerksamkeit. Bei der Rostocker Form 
erfolgt die Darbietung optischer und akustischer Reize in freier Bearbeitungszeit (Modus „Ak-
tion“) und bei der Hannoverschen Form unter fester Darbietungsdauer (Modus „Reaktion“). 
Die dargebotenen Reize müssen durch das Betätigen von festgelegten Tasten auf einem vor 
der Untersuchungsperson liegenden Panel bzw. durch das Betätigen von Fußpedalen beant-
wortet werden. Im Modus Reaktion erfolgt die Bearbeitung unter Zeitdruck. Der Proband wird 
dabei bis an seine Leistungsgrenze gebracht. Ermittelt wird die Art der Reaktion (falsch, rich-
tig, ausgelassen, verspätet) sowie die mittlere Reaktionszeit und deren Streuung für jedes 
Intervall und jeden Subtest. Die Durchführungsdauer beträgt etwa 10 Minuten. Für den De-
terminationstest „Hannover“ wurde anschließend der NASA-TLX erhoben.  
Stroop-Test 
Der Stroop-Test auch Stroop-Color-Word-Conflict-Test, ist ein Farb-Wort-Interferenztest. Die 
dem Probanden auf dem Bildschirm dargebotenen Informationen bestehen aus verschiedenfar-
big dargestellten Farbwörtern. Dabei stimmen Bedeutung und Farbe des Wortes mitunter nicht 
überein: das Wort wird in einer anderen Farbe dargestellt ist, als vom Farbwort bezeichnet. In 
diesem Falle dauert das Bennennen der Farbe (bzw. Drücken der Farbtaste auf dem WTS-
Paneel) länger, da der automatisierte Prozess des Lesens schwer zu unterdrücken ist. Umge-
kehrt kann beim Stroop-Test auch die Farbe des geschriebenen Wortes benannt bzw. gedrückt 
werden und auch hier kann wieder eine Diskrepanz zwischen Bedeutung des Wortes und der 
gedruckten Farbe vorliegen. Die Interferenzneigungen für das Benennen und Lesen der Far-
be/desWortes werden über die Reaktionszeiten erfasst. Mit der angewendete Testform S7 des 
Wienert Testsystems erfolgt zunächst eine Baseline-Erhebung, bevor die eigentlichen Interfe-
renzbedingungen dargeboten werden. Die Gesamtdauer des Tests beträgt etwa 10 Minuten. 
Corsi-Block-Tapping-Test 
Dieser Test dient zur Erfassung der Kapazität des visuell-räumlichen Kurzzeitgedächtnisses 
und des implizit-räumlichen Lernpotentials. „Auf dem Monitor werden 9 unregelmäßig ver-
teilte Würfel dargeboten. Ein Zeiger „tippt" nacheinander auf eine bestimmte Zahl von Wür-
feln. Der Proband soll die Würfel in der vorgegebenen Reihenfolge nachtippen. Nach jeweils 3 
beantworteten Items nimmt die Anzahl der Würfel um einen zu. Der Test bricht ab, wenn der 
Proband drei aufeinander folgende Items fehlerhaft beantwortet. Zur Erfassung des impliziten 
visuell-räumlichen Lernens (Supra-Blockspanne) wird zunächst die unmittelbare Blockspanne 
des Probanden erfasst. Danach werden Items vorgegeben, die die Anzahl der Würfel der un-
mittelbaren Blockspanne +1 enthalten. Der Test enthält 24 Items. Innerhalb dieser wird eine 
Sequenz achtmal wiederholt (Targetsequenz). Der Test bricht ab, wenn die Targetsequenz 
richtig nachgetippt wird.“ (Schellig 2008, Internetquelle: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-
leistungstests/corsi-corsi-block-tapping-test.html)“ Dauer: ca. 10 Minuten. 
 
Abbildung 5.3-1: Bildschirmdarstellung beim Determinationstest (Bildnachweis: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/dt-
determinationstest.html). 
 
Abbildung 5.3-2: Bildschirmdarstellung beim Vigilanztest (Bildnachweis: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/vigil-
vigilanz.html). 
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Abbildung 5.3-3: Bildschirmdarstellung beim Linienverfolgungstest (Bildnachweis: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/lvt-
linienverfolgungstest.html). 
 
Abbildung 5.3-4: Bildschirmdarstellung beim Simultankapazitätstest (Bildnachweis: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/simkap-
simultankapazitaetmulti-tasking.html). 
.  
Abbildung 5.3-5: Bildschirmdarstellung beim Stroop-Test (Bildnachweis: 
http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/stroop-
interferenztest-nach-stroop.html).  
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 Abbildung 5.3-6: Bildschirmdarstellung beim Corsi-Block-Tapping-Test (Bildnach-
weis:http://www.schuhfried.at/de/produkte/wiener-testsystem-wts/testverfahren/spezielle-leistungstests/corsi-
corsi-block-tapping-test.html)
xxxviii 
 
a 
 
 
