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Software development is a complex process involving stakeholders with divergent 
perspectives, skills, and responsibilities who must work together to create a software 
product of high quality. Problems such as miscommunications and misunderstandings 
among project stakeholders, especially between the IS and business functions, exist in 
software development. To help address these issues, innovative methods are being 
increasingly adopted such as the Agile software development methodology and software 
simulation. These two methods share the same goal of bringing stakeholders together to 
establish a common understanding so that the system can be built quicker and better than 
with traditional approaches. This dissertation, which consists of two essays, focuses on 
these two innovative methods of software development – Agile methodology and 
software simulation – and examines how they can be best applied and under what 
conditions they lead to positive outcomes.  
The first essay studies the introduction of the Agile methodology in a company 
steeped in the traditional Waterfall software development method. The essay reports on 
how the Agile methodology was integrated with the traditional software development 
process including an in-depth analysis of the organizational and project controller-
controlee relationships before and after the Agile methodology implementation. We find 
that outcome control, which was the predominant control mechanism, used in the 
company’s Waterfall development process, gave way to a hybrid control mechanism that 
possesses attributes of emergent control while maintaining vestiges of some Waterfall-
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like outcome control mechanisms. In addition, we find that the IS function must 
relinquish some influence over software development resources with the introduction of 
the Agile method.  Lessons learned from this case study point to the complexity of 
designing organizational and project control mechanisms during the transition from the 
Waterfall to an Agile approach. 
As much as innovations in software development methods improve the software 
creation process, the risk of failing to create a quality software product are heightened 
when requirements are misinterpreted. Recent innovations in requirements simulations 
provide stakeholders with an opportunity to see realistic simulations of the system before 
it is built to quickly reach a common understanding of the requirements. Hence, the 
second essay empirically examines how the use of software simulations with various 
degrees of realism can help mitigate project requirements risk including project novelty, 
data interdependence, system interdependence, requirements instability, and requirements 
diversity, leading to higher software product quality. Results suggest that simulation 
realism partially mediates the relationship between project requirement risk and software 
product quality indicating the importance of investing in highly realistic simulations in 
software project requirement risk mitigation. 
Overall, this dissertation sheds light on how software development managers can 
employ innovative methods such as an Agile method and software simulation to bring 
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Many problems such as miscommunications and diverse expectations among 
project stakeholders, especially between the Information Systems Function (ISF) and the 
Business Function (BF), exist in software development, leading to unsatisfactory 
software quality. To help address these issues, various innovative methods are being 
increasingly applied such as agile methodology and simulation. One common theme of 
these two methods is to bring stakeholders together to establish a common understanding 
so that the system can be built quicker and better than using traditional approaches. 
In recent years, traditional development methodology commonly referred to as 
waterfall methodology has been ceding ground to innovative methods such as agile 
methodology and its variants. Agile methods bring forth a flexible approach to software 
development where client requirements take shape as the project progresses, and 
development adapts to meet these new, evolving requirements. While many large 
companies desire to move to the agile method they must do so in transition from their 
traditional waterfall systems development approach. This creates the need to devise a 
path where the organization must in tandem support a new innovative way of building 
systems while maintaining the traditional approach during the transition.  This can result 
in changes to power relationships between departments as well as how projects are 
managed and controlled 
Previous research in control relationships has shown that outcome control (based 
on pre-planned set of requirements) is a dominant control mechanism during waterfall 
software development. The BF does not get an opportunity to evaluate the software 
product until late in the software development process. Comparatively, research suggests 
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that control relationships during agile development rely on emergent control, which refers 
to continuous evaluation during the software development life cycle resulting in changing 
requirements. However, when agile is introduced into a traditional waterfall environment, 
hybrid forms of control may emerge that have attributes of both outcome control and 
emergent control. 
Thus, our first study “Running on Hybrid: Control Changes When Introducing 
Agile Methodology in a Traditional Waterfall Systems Development Environment ” 
examines the introduction of the agile methodology in a software development project in 
a large company steeped in traditional waterfall method and the resultant impact on the 
control mechanisms used by the Information System Function (ISF) and the Business 
Function (BF) stakeholders. Our study examines the research question: How does the 
introduction of agile method in a traditional waterfall oriented software development 
environment change the controller-controlee relationship within projects and across 
functional boundaries? 
As much as innovations in the SDLC help promote stakeholder collaboration and 
improve the software creation process, the risk of getting software requirements wrong 
remains high. Surprisingly, this persistent problem has been identified in the literature but 
under-investigated. At genesis of this problem is the fact that stakeholders with different 
backgrounds and responsibilities in the software development process have different 
expectations of what the requirements are and how they should to be implemented. They 
often find it difficult to represent and communicate their views about the requirement, 
leading to a lack of shared understanding and ultimately poor software product quality. 
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Recent innovations in requirements simulations provide project members with an 
opportunity to represent and communicate realistic simulations of the system to quickly 
reach a common understanding of the requirements. Simulations can differ by the degree 
of visual, functional, and data realism. Greater realism brings simulations closer to the 
actual system to be built and have a greater potential to mitigate project requirement risk. 
Increased simulation realism also makes it possible for stakeholders to test out alternative 
solutions to the functionality, and ensure quick resolution to late breaking requirements 
and the dependencies surrounding them. Thus, with the reduction of project requirement 
risk, it is possible that product quality characteristics such as functionality, usability and 
reliability are met, resulting in a higher quality software product. Thus, our second study 
“Software Requirement Simulation – Mitigating the Impact of Project Requirement Risk 
on Software Product Quality” investigates how simulation realism impacts the 
relationship between project requirement risk and software product quality. 
The next section presents the research details of the first essay that uses 
qualitative methods to research the phenomenon along with the results and implications 
from the introduction of agile in a waterfall development environment. This is followed 
by the second essay that empirically investigates the influence of simulation realism on 
the relationship between project requirement risk and software product quality. We 
conclude by providing closing thoughts on the impact of agile and simulation innovations 






Running on Hybrid: Control Changes When Introducing Agile Methodology in a 
Traditional ‘Waterfall’ System Development Environment 
ABSTRACT  
 
Prior to implementing ‘agile’ software development methods, organizations 
rooted in traditional ‘waterfall’ software development employed heavy upfront project 
design and limited changes and feedback during and between project stages. Waterfall 
methods make heavy use of outcome controls primarily monitored by the Information 
Systems Function (ISF). This article explores the control mechanisms used by the ISF 
and Business Functions during and after the introduction of a major agile project at a 
large US company steeped in the traditional ‘waterfall’ approach. Outcome control, the 
predominant control mechanism used in the case company, gave way to a ‘hybrid’-like 
control that possesses mechanisms of emergent control while maintaining vestiges of 
some waterfall-like outcome control. We observe that prior to the introduction of agile, 
the software development process was firmly in the hands of the ISF. The introduction of 
agile shifted some of the controller authority over the development process from the ISF 
to the Business Functions. Lessons learned from the case study point to the complexity of 





Keywords: agile; software development process; hybrid control; waterfall; SDLC; 
business function; information systems function; clan control; self-control; outcome 
control; behavioral control; emergent control. 
INTRODUCTION 
 
The traditional ‘waterfall’ approach of software development is a downward 
flowing stage model for developing software requiring heavy upfront design. Feedback is 
limited between stages of the system development lifecycle (SDLC) including 
specifications, development, testing, and implementation (Boehm, 1988). The waterfall 
approach came to prominence in the 1970s in the highly structured aerospace and 
manufacturing industries. In these industries, after-the-fact changes are prohibitively 
expensive. The waterfall approach grew to be a dominant software development 
methodology in many large companies. Proponents of agile software development 
method argue the waterfall method is flawed as it is almost impossible for any non-trivial 
project to finish a phase of a SDLC completely as pre-specified. Agile proponents claim 
that changes and learning must take place throughout a project. As agile has grown in 
favor, large companies are rapidly transitioning from waterfall to agile methods. 
Transition is not easy. The agile approach is very different from the waterfall 
approach in a number of ways. In waterfall, responsibility is housed in the ISF. In agile, 
joint project responsibility is assigned to the Information Systems Function (ISF) and 
Business Function (BF) areas. During the project, representatives from both functions are 
co-located. Agile team members jointly provide status reports on a daily basis. Iteration 
cycles are only a few weeks long and involve customer and management feedback at the 
end of each session. Requirements are constantly evaluated and feature priorities are 
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either upgraded or downgraded depending on customer intervention. Joint responsibility, 
daily joint reporting, multiple quick iterations, and dynamism of requirements changes 
make agile a significant organizational transition. 
Control relationships play an important role in helping organizations achieve their 
objectives. Switching to a new agile software development methodology can change the 
control relationships between departments. Switching can also disrupt the coordination 
activities between the controller (manager) and controlee (contributor). Research showed 
that controllers in the ISF and the BF use formal controls to complete objectives, while 
controlees tend to use more informal controls to achieve their objectives.
1
 Compared to 
the waterfall approach, agile is more group intensive. It involves almost daily interaction 
between the members of the ISF and the BF contributors. The agile process suggests a 
disposition for less structured and unspecified outcomes. Project control dynamics in 
agile development method place a much greater role for clan and self-control (McHugh et 
al., 2011) than is common with the waterfall method. Thus, for an organization 
introducing agile methods, a change in development approach that relies more on 
individuals or teams to exercise control presents important resource allocation and 
control consequences.  
 
                                                          
1 In the SDLC if a project manager is more knowledgeable of the software development 
process, behavioral controls which track each step are more likely to be employed, whereas a lack 
of detailed knowledge of the process suggests the use of outcome controls. In this case the 
finished product is the object of scrutiny. See Kirsch, L. J. (1996) "The management of complex 
tasks in organizations: Controlling the systems development process," Organization Science pp. 
1-21; Ouchi, W. G. (1979) "A conceptual framework for the design of organizational control 
mechanisms," Management Science pp. 833-848. 
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While previous research in agile development looked at control relationships, 
most studies limited the focus of investigation within the boundaries of the ISF (Harris et 
al., 2009). Also, previous research did not explicitly recognize changes to control 
mechanisms when agile was introduced in an organization deeply rooted in the waterfall 
process. In order to advise companies as they transition to agile, better understanding of 
the dynamics of control is necessary. Without such understanding, organizations may not 
appreciate what they are getting into in adopting agile, limiting potential benefits and 
possibly bias cost benefit assessments. 
The present research is mindful of the coordination challenges involved in 
integrating agile practices with existing waterfall standards and business processes. It 
follows the introduction of agile in an organization well entrenched in waterfall methods. 
We conducted a detailed case analysis of the interaction between inter-functional 
contributors using control theory (Barlow et al., 2011). Our study asked the research 
question: How does the introduction of agile method in a traditional waterfall oriented 
software development environment change the controller-controlee relationship within 
projects and across functional boundaries? 
Based on a success story conveyed by a dynamic, coordinated presentation of two 
Senior Vice Presidents (one from ISF and the other from BF) of a Fortune 100 company, 
the case site was selected. Both vice presidents jointly touted the benefits of agile and its 
effective implementation. The company was experienced in the waterfall way of software 
development methodologies and piloted agile methodologies. Senior managers suggested 




IS Research on Agile Development 
 
A growing body of academic literature regarding agile methodologies and 
practices contributes to our understanding of how and when agile methodologies can be 
applied (Dyba and Dingsoyr, 2008). Though there is still debate on what agility means, 
researchers have investigated how to tailor agile techniques in specific environments 
(Fitzgerald et al., 2006). The similarities and differences between agile techniques and 
waterfall development methods (McAvoy and Butler, 2007; Nerur et al. 2005) have been 
researched. Environments and contexts for which agile techniques are best suited (Boehm 
and Turner, 2003; Cockburn and Highsmith, 2003) have been reviewed, and challenges 
associated with implementing agile software development (Nerur et al., 2005) 
investigated.  
Agile development is suitable when there is a high degree of uncertainty and risk 
in the project, arising from frequently changing requirements and/or the novelty of 
technology used (Boehm and Turner, 2003, Cockburn and Highsmith, 2003). Researchers 
conceptualized how agile and waterfall development techniques might co-exist within the 
same firm (Vinekar et al., 2006). They looked at combining specific agile methods with 
conventional project management techniques to improve software quality, 
communication, and product functionality (Karlstrom and Runeson, 2005). Agile 
adoption usually takes place from the bottom up within small development teams 
championed by a small number of highly effective people. Despite initial success at the 
team level, some companies find it difficult to implement agile beyond specific projects 
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(Abrahamsson et al., 2009) and to integrate agile into waterfall oriented top-down 
systems development organizations (Boehm and Turner, 2005). 
Control in Software Development 
 
Controls are mechanisms that allow the organization to move towards its 
objectives. Controls are focused on those that exhibit control (i.e., the controller) and 
those that are influenced or controlled (i.e., controlee) (Ouchi, 1979). Formal and 
informal controls are two broad categories of control discussed in the literature (Jaworski, 
1988; Ouchi, 1979). Two types of formal controls are behavior-based controls and 
outcome-based controls. Examples of informal controls include clan control and self-
control. Behavior control is appropriate when there is near perfect knowledge of the 
transformation process of the input to output. Controllers define appropriate steps and 
procedures for task performance and evaluate controlee’s performance based to their 
prescribed procedures (Kirsch et al., 2002). Outcome control is exercised when there is 
imperfect knowledge or no knowledge of the transformation process and only the 
process’s output can be measured. The controller evaluates the controlee on whether the 
outcomes were met and not on the process used to achieve the targets (Kirsch, 1996). 
Clan control is appropriate where neither the behaviors nor outputs can be measured 
properly. Members of a clan belong to a common organization and share values, beliefs 
and attitudes. The clan ensures that members are behaving appropriately (Kirsch, 1997; 
Kohli and Kettinger, 2004). Self-control is exercised when an individual monitors their 
own behavior and rewards or sanctions herself or himself (Henderson and Lee, 1992; 
Kirsch, 1996). The assumption is made that the individual makes choices relative to the 
values or the objectives of the organization rather than personal values or objectives. 
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Research into the use of control structures in ISD is limited to projects that use a 
plan-driven approach like the waterfall method (McHugh et al., 2008). The waterfall 
method of development involves creation of a-priori specifications of the requirements, 
quality metrics, budgets, and schedules early in the development process. After 
development completes, the delivered output is checked for compliance with the a-priori 
specification. With the agile development process, there is more stress on individual 
interactions over process and tools, involving more customer interaction throughout the 
development process, and on requirements that can be changed.   
Agile provides feedback mechanisms through daily team review meetings, co-
location of team members and customer representatives, pair programming, and very 
short release cycles to gain broad exposure. Harris et al. (2009) noted that outcome 
control used in the waterfall context is not suited for the agile development process since 
the outcomes emerge from a less structured iterative development process. Control using 
waterfall requires concrete plans and processes. In agile, the outcome is only known 
when the process is complete (Harris et al., 2009). The lack of pre-set specifications at 
the outset of the development process and the evolving nature of the requirements 
provide a case for the use of emergent control mechanisms. While outcome control 
evaluates the final output, and emergent control steers the evolution of the output (Harris 
et al., 2009). The ability to continuously demonstrate the software as it emerges from 
development allows the teams to more rapidly adjust the software direction. In the 
terminology of control theory, the agile process delivers emergent software through 




Table 1: Outcome Control vs. Emergent Control 























In practice, the difference may not be as stark as the differences presented in 
Table 1. Many large organizations find it necessary to run multiple software 
developmental regimes, whereby waterfall projects can run hand-in-hand with agile 
projects. While it is recognized that agile encourages emergent controls, it is also 
recognized that agile projects in companies that operate with multiple software 
developmental regimes may take on more hybrid control approaches. In a hybrid 
approach the specific agile approach used possesses some attributes of the waterfall 
method (Barlow et al., 2011) and some of emergent control. For example, in a hybrid 
context it has been observed that more detailed documentation maybe necessary (Bose, 
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2008; Cao et al., 2009) than is typical in a purely agile approach. In hybrid control, 
documentation establishes measurable expectation levels at the beginning of a sprint 
cycle. The expectation levels are evaluated at the sprint’s end. Hybrid control is the 
middle ground between structured a priori control mechanisms used in the waterfall 
method and less structured, more fluid emergent control mechanisms primarily used in 
pure agile development scenarios. In addition to emergent control, hybrid control (i.e., 
blended aspects of emergent and outcome control) may be employed during an agile 
development project. Our case further explores the described phenomenon.  
CASE STUDY 
 
We collected data from an organization based in the mid-south region of the US. 
The organization was comprised of more than 280,000 employees worldwide, with more 
than 10,000 employees in the IT division. The company exceeded 50 development 
divisions and used the waterfall approach for software development. The results address 
controller-controlee relationships in different organizational units during the introduction 
of agile.   
The organization’s e-commerce area supports customer applications for various 
requirements over the internet such as order tracking, address verification and rate 
information using both online and offline modes. Over the years, studies by the firm’s 
marketing division showed that the service offerings did not present an integrated picture 
of the firm to the customer. Various flavors of the same service existed to target varying 
customer types and business segments with unique requirements. A new initiative was 
launched that focused on delivering a single integrated customer experience across all the 
firm’s applications. The goal was to retain and broaden its base of customers by offering 
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the best breed of automated solutions across business segments and customer types. The 
end state offered customers a unified, seamless, digital access experience that made their 
reporting, tracking, managing, administering and printing simple and easy whether online 
or offline. The agile team was tasked with streamlining the “becoming a customer” 
process by simplifying user registration, account setup and logged-in state.  
Previously the online account and discount registration application was separate 
from the login application. The customer had to provide the information twice to the firm. 
The target segment included all new customers who wanted a login on the firm’s internet 
web site. The regions targeted were the US and Canada, with only two business segments 
identified for the initial rollout. The agile team needed to deliver 1) visibility to 
registration fields, 2) simplified billing processes using the already received registrant 
information, 3) prompts to change billing information when changing contact 
information, 4) evidence of validation of registration information, and 5) provision of 
email of successful registration.  
Business function representatives approached the governance body of the 
corporate software development process to request the use of agile methods. The BF team 
was motivated by experiences of other companies reported in the popular press and their 
discussions with agile methodology practitioners. The BF was inspired by the ability of 
agile techniques to reduce defects and to improve the quality of the final product. As the 
ISF and BF were transitioning from the waterfall approach to using the agile 
methodology, we observed that the team implemented a home grown agile hybrid 
solution that followed the principles laid out by agile’s Scrum methodology but also 
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allowed for outcome reporting used the company’s traditional waterfall method. In 
essence, a hybrid approach was followed. 
Team Setup 
 
The agile team was split into two groups, the core team, and the Scrum team, as 
shown in Figure 1. The Scrum team consisted of a Scrum master, two product owners 
(representing the two applications), and four developers (two associated with each of the 
applications). The product owners, representing the two software applications that were 
being enhanced, were responsible for understanding, documenting, and approving the 
changes that would impact their respective product lines. A test lead was also a member 
of the team. The core team consisted of core team lead, marketing/sales, finance and IT 
leads along with testing and customer support leads. The same testing lead was a member 
of the core team and the Scrum team. There were five managers impacted by the creation 
of the core team. Across the business, there were resource limitations of the agile team. 
Seven IS managers needed to partially relinquish their personnel resources in 
implementing an agile methodology.  
The core team interacted with the firm’s governance body and reported progress 
about the Scrum team. They also shielded the Scrum team from process and governance 
issues and solved organizational and managerial issues that came up. The Scrum team 
developed the software based on iterations and the methods prescribed by Scrum. The 
agile team picked the Scrum process as their preferred method of developing software 
based on discussions with consultants and references in practitioner journals.  
The Scrum team was responsible for the planning, development, and testing of the 
software product. The team constantly assessed the quality and progress of the software 
15 
 
following each of the requested features through the full software stack. Any 








The introduction of an agile software development methodology requiring 
coordination and collaboration of individuals across all levels of a large organization 
presents an interesting yet complex and fertile environment to study the control 
relationships between the functions of the organization. Figure 2 shows a subset of the 
organizational hierarchy as it relates to the agile team. Three Executive Vice President’s 
(EVP) were involved in the strategic direction of the agile development project. The ISF 
reported to three Senior Vice Presidents (SVP) while the BF reported through two SVP’s 
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to their respective EVP. In the ISF, it can be noticed that two teams, a development team 
and a requirements analysis team, reported to one Vice President (VP). All other teams, 
including testing, customer information services, marketing and finance reported to 
distinct VPs, as did a second development team. The agile team was comprised of team 




Figure 2: Organizational Hierarchy 
 
Methods of Data Collection and Analysis 
 
The current study used qualitative case study research methodology to describe 
and analyze the introduction of agile in the studied organization. Case study research is a 
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well-known methodology (Eisenhardt, 1985; Yin, 2009). The current case provides an 
opportunity to observe and analyze an understudied phenomenon that is generally 
inaccessible to scientific investigation (Yin, 2009). The inter-functional impacts of agile 
development when introduced in an organization that is transitioning from embedded use 
of the traditional waterfall method has been understudied thus far and is therefore a good 
application of the case study methodology.  
Methods of data collection in the study included interviews, document reviews, 
focus groups, and follow up emails. The interviews were one on one with the participant 
and based on five or six open ended questions derived from the main research question. 
Transcriptions of interviews and focus group audio were analyzed and a systematic 
approach was utilized to extract topics related to the original research question. Archival 
materials, including presentations that the group had presented, along with examples of 
burn down charts and project timeline estimates, were used to understand the introduction 
of the agile process.  
Participants interviewed during the study included two members of the 
development teams who were also active members of the Scrum team (as shown in 
Figure 2). The Scrum master was interviewed as well as one information system function 
manager, one tester who was member of the Scrum and the core team, one BF contributor 
who was a member of the core team, and one BF manager who was responsible for the 
agile team. The researchers selected the participants based on the recommendation 





The Scrum Process 
 
Although underlying scrum principles were employed, the team focused on 
principles that allowed them to complete their work quickly while maintaining a standard 
of high quality software production. The agile hybrid solution was homegrown and not 
purely adopted from agile implementations by other mature organizations in the industry. 
The Scrum team members were accountable to each other. In the daily standup meeting, 
each team member responsible for a piece of work was asked to report the status in order 
to ensure accountability. In addition to the Scrum team, there were two specific roles that 
were used to guide the development process: the product owner and the Scrum master. 
The product owner represented the business/customer interests of the product being 
developed.  The product owner for the application under development was the marketing 
manager (Manager 6). The Scrum master was charged with the objective of helping the 
agile team perform to its highest ability using the Scrum methodology. The Scrum master 
was akin to an orchestra conductor, bringing together a group of talented people and 
directing them in a way that produces wonderful music. 
Rapid delivery of high quality software was the primary goal for the initiative. 
Fewer defects meant high quality, rapidly produced software. Defects detected earlier in 
the development lifecycle are much less expensive than those detected later in the process 
lifecycle. The Scrum process was viewed as repeatable. The Scrum process was mapped 
to the waterfall software development process used in the firm.  
Terms that were accepted in the industry were replaced with new terms when 
introduced into transitional project agile techniques utilized by the firms. Sprint backlog 
and sprint planning were replaced with terms like product backlog and release planning. 
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The sprint backlog, or stories worked in a particular iteration, were included as part of 
iteration planning. The thought was that the firm’s governance body could easily 
understand the functions of product backlog and release planning if the description 
avoided the use of the term “sprint”. The agile project promoters were keen to avoid 
confusion and renamed the activities to terms similar to terms used during the waterfall 
development process.  
Figure 3 captures the main phases of the waterfall processes used at the case site. 
The figure also shows the relation of phases to major activities in the Scrum process. 
 
Figure 3: Scrum Activities/Concepts Mapped to Waterfall Software Development 
Methodology 
 
The concept and definition phases, called the punch list, consisted of the product 
backlog. The term backlog had a negative connotation and was replaced. The product 
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backlog consisted of high-level requirements of user stories that could be customer-
oriented or technical in nature. If a developer wanted to include a coding framework, it 
would be considered as a technical story. All stories were listed in the product backlog. 
User stories could come from customers, developers, management, technical support, 
marketing, and customer service. Additionally, defects or changes to functionality 
introduced in previous iterations could be introduced as user stories. Stories were 
assigned a business value and categorized as 1) ‘should have – critical’; 2) ‘Must have – 
it is a good thing to have’; or 3) ‘Delight – The wow factor’. Product backlog was viewed 
as a living document that included project plans but lacked specific dates. Requirement 
changes were added to the product backlog. The product backlog was prioritized by the 
product owner so that the team was focused on the most valuable features.  
Release or sprint planning, a forward thinking activity, captured what needed to 
occur in the next iterations. Specific stories were assigned from the product backlog to 
the sprint backlog. Infrastructure tasks needed for future development were allocated to 
the sprint backlog. User stories were evaluated to identify any coding or other 
dependencies that may exist. 
As part of sprint planning, developers were solicited for their input on the number 
of points each story should be assigned. Initially a baseline estimate was used for a given 
story. Stories got additional points relative to the baseline story. In the early stage, only 
points were discussed. The estimate of the number of hours required to complete a story 
were not allocated. Spreadsheets were used to create the release plans.  Use cases were 




Table 2: Participants for each Activity in the Scrum Process 
























































































Activity Description ISF Participants BF Participants 
PRODUCT 
BACKLOG 
Prioritize a collection of user 
stories. X    X X   X 
Assign IT estimation points. 
X X X  X     
RELEASE 
PLANNING  
Estimate the number of 
iterations that can be performed 
before the release date. 
X    X X    
ITERATION 
PLANNING  
Provide more details on the 
story and estimate the hours to 
complete the associated tasks. 
X X X  X  X   
DAILY 
STANDUPS  
Daily standup meeting reviews 
the status of the iteration on a 
daily basis. X X X O X X X O X 
DAILY SCRUM  The set of activities that are 
done on a daily basis. X X X  X  X   
ITERATION 
DEMO  
Agile team presents a demo of 
accomplishments during each 
iteration. X X X X X X X X X 
ITERATION 
RETROSPECT  
Team reviews iteration and 
generates lessons learned to be 
applied to future iterations 
X X X X X X X X X 
 
Key – X indicates required attendance; O indicates optional 
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During the iteration, called a sprint, many different development and testing 
activities occurred. Business process flows were documented, testing scripts developed, 
software artifacts were developed, and other types of documentation created. Activities 
often occurred simultaneously since the agile team members were co-located. At the end 
of the iteration, there was a demo, called a sprint review, where the team demonstrated 
the accomplishments. The demo might show developed code or demo interactive sections 
of web pages. The demo was and excellent way to elicit feedback from the stakeholders. 
Changes suggested at the meeting were added to the product backlog. Additionally, 
iteration retrospectives were conducted to gather lessons learned from the previous sprint; 
the lessons were applied in future iterations.  An agile mentor visited the team every 
month to encourage them and to provide solutions to challenges and roadblocks. The 
entire team went through training together and learned concepts and skills. They became 
familiar with Scrum methodology and activities. 
The agile team mapped agile processes to the waterfall processes that the firm 
customarily followed. The definition phase was used in the release planning activity as 
shown in Figure 3. The planning, development and testing phases of the waterfall process 
were used to perform the 10 iterations to complete the list of items in the product 
backlog. The final deliverables for the project required integration with services that were 
developed by other teams using the waterfall approach. Deliverables from the agile team 
were integrated and tested holistically at the system level.  
The team conducted Iteration planning on the first day of each three-week 
iteration. Initially iteration planning typically took six hours to complete since the 
expectations of the participants varied greatly. However, by the fifth or sixth iteration the 
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iteration planning activity was completed in less than three hours due to shared 
understanding and expectations.  Through practice and discipline from the stakeholders 
and understanding of the requirements evolved. Table 2 shows the Scrum process and 
lists participants for each activity. 
Daily standup meetings were an integral part of daily work during each sprint. 
The facilitator asked three questions at the daily standup meeting: What did each team 
member accomplish the prior day, what would be done the current day, and what 
roadblocks, if any, need to be addressed before proceeding?  
The meeting served as an opportunity for those with expertise to help solve 
problems presented. If there was not a resolution within the team, the Scrum master 
would take it external beyond the team (e.g., problems with the server environment or its 
configuration). Initially the daily Scrum took forty minutes to an hour, but as the team 
gained experience the length of the daily meeting was reduced to ten minutes. 
CONTROL IN SOFTWARE DEVELOPMENT 
Control in Waterfall Method 
 
Previous literature on control mechanisms in software development primarily 
focused on sequential software development methodologies (Kirsch et al., 2002). 
Although a few studies investigated specific control mechanisms for different software 
development activities (Kirsch, 1997), control mechanisms were not mapped to specific 
SDLC phases. The constellation of control mechanisms employed by the various 
contributors to the development process was not reviewed. Based on the data collected 
from the site, we developed a framework that shows how the BF and ISF applied control 
mechanisms during the waterfall software development process (see Figure 4). In Figure 
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4 outcome controls (red circles with O) play an important end of stage control and self-
control within stage. The end of stage control occurs approximately every six weeks.  
During waterfall, management typically applies outcome control at the end of 
each phase to understand the progress made within the project. Marketing leads, which 
are responsible for eliciting business requirements from the customer, rely on self-
control. Self-control ensures satisfactory completion of their responsibilities towards the 
project. Marketing managers apply outcome control at the end of the concept and 
definition phase, ensuring that business requirements are finalized and delivered to the 
ISF. Thereafter the BF is only minimally involved until testing is complete.  At this point, 
the BF becomes involved in “Go/No-Go” meetings that determine whether the project 
should be deployed to the customer. Lack of direct involvement in the requirements, 
development, and testing phases gives the BF little understanding of why the final 




















Figure 4: Control in Waterfall Software Development Process 
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Based on our interviews, the BF (including marketing) did recognize that they 
lacked control during a substantial portion of the software development process. This 
lack of control resulted in miscommunications and misunderstandings between the ISF 
and BF. 
“We wanted to have more say so and input to what was being defined versus what 
was delivered” (Marketing Manager 1). 
“(With waterfall software development), you get lot of finger pointing. (After 
development) the business sees what is going on (and) would say that’s wrong, that’s not 
what we want. And (then) IT would say…it’s working as designed” (Marketing Analyst 
1). 
In the waterfall methodology, the ISF is principally responsible for activities 
during requirements, development, and testing phases. Individual contributors, such as IT 
business leads, developers, and testers, receive what tasks they should perform; they are 
given time to complete those tasks. Self-control is the primary control mechanism that is 
used by the individual contributors. IT managers principally use outcome control 
mechanisms with their contributors during requirements, development and testing. 
“(Managers) don’t know about the status (of development). The requirements are 
done and we get the requirement and we have 6 or 7 weeks’ worth of 
development time and during those 7 weeks we don’t give any (status reports), 
they don’t ask (for) any.” (Developer 1) 
After the completion of the testing phase, IT managers also participate in “Go/No-
Go” meetings. During deployment, the IT manager consistently monitors the progress of 
the configuration engineer in deploying the software to a production environment. 
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Figure 5 summarizes the modes of control used in the waterfall software 
development methodology. We observed that both IS and BF managers control the 
waterfall process by controlling those who actually perform the task in their respective 
functions using outcome controls. However, individual ISF contributors applied self-
control in contrast to outcome control applied by individual contributors on the BF side. 
The lack of involvement of the BF during the core periods of the process and reliance on 
outcome control mechanisms leads us to the conclusion that the ISF largely controls the 
waterfall software development process. 
 
 
Figure 5: Inter-functional Control in Waterfall Software Development 
 
Control in Agile Development 
 
To better understand and characterize control mechanisms used in agile software 
development, especially by different controller and controlee roles involved, we analyzed 
our case data to derive a description of control in the agile context. Table 3 summarizes 
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28 
 
our analysis. We found that agile activities and relationships are woven together in a 
tapestry of controls where activities, relationships, and control modes are interlaced and 
overlapped with each other. 
Product Backlog – Prioritization 
 
Two primary activities in Scrum are related to the product backlog: prioritizing a 
collection of user stories, and assigning an estimate of effort to those particular stories. 
Contrasted with the waterfall method of software development, the product backlog 
allows the marketing lead to dynamically specify the list of stories that should be worked 
on for any given iteration. While much of the task can be done alone, the marketing lead 
is dependent on the Scrum master to provide additional insights into stories that may be 
coupled for efficiency reasons. The stories may also suggest technological feasibility 
(i.e., infrastructure readiness, dependencies on other systems) of specific stories. The 
Scrum master at the case site characterized interaction between himself and the marketing 
lead as follows: 
“Marketing (was) responsible for the prioritization, but what the team works on 
was a decision that the team made as a whole. This is because there could be 
certain stories that share a common theme and/or a code base and so it becomes 
more logical to bunch them together possibly in the same iteration.” (Scrum 
master) 
During the prioritization of user stories when additional information is needed 
from the Scrum team, the marketing lead exhibits outcome control as emphasis is placed 
only on the outputs of the activity rather than being involved throughout the activity. 
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Product Backlog – Estimation 
 
Estimation, the second task involving the product backlog, involves interaction 
between the Scrum master, software developers, and testers. The Scrum master seeks 
clarification and fine-tunes the time estimates provided by the developers and testers. 
Essentially, the Scrum master, who controls the process, is engaged with estimation. He 
or she provides his or her input and assists the team as necessary. The Scrum master 
described the interaction: 
“The key concept is that the whole team is present when the effort is estimated. 
But there could be instances where an assumption on a part of work is causing 
overestimation or underestimation. It is the responsibility of the Scrum master to 
ensure the estimates are correct by having the marketing leads or members 
provide clarity around story definition. The Scrum master is responsible to collect 
all these details and store them in the Product backlog.” (Scrum master) 
 












Scrum master /  
Development Team 
Outcome 
Marketing lead dependent on Scrum master and team to 
provide information related to stories and relies on that 
information without understanding or being involved in 
monitoring that process 
PRODUCT BACKLOG 
– Estimation 
Scrum master Developers Behavior 
Scrum master understands developers’ concerns and needs 
with regards to estimation 
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RELEASE PLANNING  Marketing 
Lead 
Scrum master Outcome 
Marketing lead is dependent on Scrum master for details 
related to how many iterations are required for completion 
of the project 
ITERATION 
PLANNING  
Scrum master Developers Behavior & 
Hybrid 
Scrum master maintains knowledge of the planning process, 
is involved with it, and understands what must be done to 
further refine the user stories; Scrum master understands 
developer concerns and provides solutions that can be 
effectively used by the developer 
DAILY STANDUPS  Agile Team Agile Team Clan 
Team members hold each other accountable for the progress 
of development activities; shared values and communication 
standards /vernacular emerge over time; acceptable 
behaviors are reinforced; team members understand each 
other’s personalities, mannerisms, and behavior (including 
nonverbal behavior) 
DAILY SCRUM  Agile Team Agile Team Clan & Self 
Team members perform development tasks individually or 
in conjunction with others; many adopt clan values into 
personal work habits; most individuals are motivated based 
on daily reporting to self-monitor in anticipation of future, 
frequent reporting 
ITERATION DEMO  ISF and BF 
managers 
Agile Team Hybrid  
ISF and BF managers view the software produced during an 
iteration to see what stories were completed and the progress 
through a demonstration  
ITERATION 
RETROSPECT 
ISF and BF 
managers 
Agile Team Hybrid  
Entire group generates lessons learned to be applied to 
future iterations; managers are primarily concerned that the 
team generates lessons learned and make plans for 
improvement but generally are allowed minimal input on 
specific changes that should be made 
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The Scrum master does not simply accept the estimates provided. Rather, the 
master uses their experience of the process to advise and assist the team (Henderson and 
Lee, 1992). Engagement with the developers and testers provides the Scrum master the 
ability to monitor and evaluate the behaviors of individuals on the team. The active and 
knowledgeable participation of the Scrum master leads to the conclusion that the Scrum 
master applies behavioral control during the estimation process. 
Release Planning 
 
During release planning activity, the number of iterations required to complete the 
stories in the backlog is decided. The marketing lead consults with the Scrum master and 
justifies the estimates provided by the team as well as the stories that may require 
additional time to complete. 
The Scrum master’s responsibilities in justifying the stories for a particular 
release are as follows: 
“It is up to Release Planning in conjunction with the Scrum Lead to ensure that 
teams are at least addressing the stories on the release plan and justifying stories 
that cannot be completed or need further granularity of work.” (Scrum master) 
The marketing lead is dependent on the Scrum master to raise issues about the 
ability to complete stories in a given release even though a deep understanding of the 
complexities or how the team arrived at that conclusion may not exist:  
“After all story and task decisions are made and if a story is deemed impossible to 




The marketing lead is dependent on the Scrum master to provide the estimate of 
stories and justification for those stories. For the marketing lead, the emphasis is on the 
outputs produced by the team (Maruping et al., 2009) without an explicit understanding 
and monitoring of the team’s behavior. Thus, outcome control is the dominant control 
mechanism in the release planning activity.  The dependency of the marketing lead on the 
Scrum master and team and their interactions are described thusly: 
“The greater amount of control over the team’s work plan is held by the release 
planning team with teams only having the ability to influence the plan through 
advanced planning. Teams give high level estimates on or assign points to the 
stories during their regularly scheduled planning activities.  Release planners take 
those estimates, coordinate stories included in a release, and publish release plans.  
Teams work to the published release plan (with some modifications based on 
complexity discovered during iteration planning) and communicate with the 
release planners through burn down charts and demos on their progress.” (Scrum 
master) 
Iteration Planning 
The iteration planning activity requires close coordination between the Scrum 
master and the developers to negotiate the number of hours required to complete a 
particular story. The Scrum master provides an overview of the iteration planning activity 
and the coordination that exists between the Scrum master and developers: 
“Teams plan the next iteration at the beginning of the current or current -1 
iteration.  Planning activities are held at regular intervals to ensure that work is 
being adjusted based on need and scheduled consistently.  The goal is that work is 
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flexible until the beginning of the iteration; after that, it is theoretically fixed.  
Teams decide or evaluate the number of points they can perform in a sprint of a 
fixed time length.   This number is adjusted based on a team’s performance over 
time.  Teams take the release plan that is based on their team’s assignment of 
points to a story in the previous planning sessions and take a deeper look at the 
stories with business owner input. From this work, they determine what tasks 
must fall out of the iteration and should be pushed to the next or if the task is 
worked.” (Scrum master) 
The prioritized list provides a list of stories that are to be completed during the 
iteration. Once the list of stories is solidified and broken into tasks, the agile team cannot 
change the direction of the work for that iteration:  
“Before an iteration begins the team as a whole decides what stories to work (on) 
and breaks them into tasks. Once this decision is done, then this is locked and 
loaded – No change in direction until the end of the iteration.” (Scrum master)   
The Scrum master is actively involved in the iteration planning process and 
interjects at appropriate times to solicit additional details or to ensure that stories are 
appropriately sized. The stories are assigned to an iteration and the work is completed. A 
developer explained the involvement and monitoring of the iteration planning:  
“The Scrum master was involved, but the developer did most of the estimation. 
The Scrum master did pitch in when he felt that the story was too big and needed 
to be broken down into smaller stories.” (Developer 2) 
The Scrum master explained how the process is monitored and when the Scrum 
master may need to intervene during iteration planning: 
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“Primarily the person that takes on the particular task is the one that is estimating 
and if there are stories that are broken into way too many tasks that is causing 
overflow of resource in a iteration, the Scrum master ensures that the story 
causing this overflow gets simplified or moved to an another dedicated iteration. 
Ultimately all the data – stories targeted for an iteration, tasks that make each 
stories, resource assignments, time estimates and other details get recorded in to 
the Sprint backlog to create the burn down chart.” (Scrum master) 
The Scrum master, as a controller, is cognizant of the developers’ behavior and 
performance; the master monitors and evaluates their behavior in order to assist them. 
The Scrum master exhibits behavioral control in relation to the developers during the 
iteration planning activity.  
We also observed that ISF and BF managers saw a need for locking down 
concrete requirements for each iteration. They identified the need for a priori, 
documented, and well-defined requirements that could not be changed during the course 
of a particular iteration. The current request appears to be a fallback from the purely fluid 
change of requirements within iterations typically cited as present in agile projects under 
emergent control. Thus we see the presence of a more planned and rigid approach to 
dealing with requirements. Iteration planning is the first observed indication that agile, as 
implemented in an organization transitioning from waterfall, uses a form of hybrid 
control.  
Daily Standups 
Daily stand-ups require bonhomie amongst the participants of the agile team. The 
meetings generally result in team participants answering questions related to what they 
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accomplished the previous day, what was planned to be accomplished the current day, 
and what roadblocks might exist. Initially the idea of being accountable to peers was met 
with trepidation. However, within a short time team members started acknowledging the 
benefits of holding each other accountable and having shared awareness of the team’s 
activities.  
“Stand ups are a blessing and a curse to an agile team. They provide daily input 
into the teamwork and bring up roadblocks or issues in a timely manner, but it is 
also seen by some as micromanagement, which creates conflict in some groups. 
Over time, teams get into a cadence of these meetings and they become either 
more productive and collaboration increases or fall apart. This is usually based on 
the commitment of management to ensure team participation.” (Scrum master) 
“Initial inhibitions were removed as the team matured and worked with the other 
team members. Team members after the first 2 iterations were offering help, 
suggestions and helping out in removing any complexities. Agile training for the 
whole team as a whole worked really well, in that it brought along a common 
sense of understanding and the use of common terminology. This paradigm shift 
(…) helped a lot.” (Scrum master) 
Shared awareness extended beyond just the development team.  Marketing was 
also involved in the daily standups and, compared to previous projects, understood to a 
greater degree the current progress on the project and the challenges that the team 
encountered. 
“Marketing always knew what we were working, since they were collocated, and 
moreover the daily standup / Scrum detailed (…) progress made.” (Scrum master) 
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Daily standups provided team members an opportunity to hold each other 
accountable for the work that was to be completed and also provided a regular interaction 
where shared vocabulary, expectations, and clan culture emerged. 
“Team members are more apt to offer help to other members in a standup than if 
left to their own.    Standups facilitate communication in a team and by getting to 
know other team members with the daily contact, communicate styles are 
recognized and adapted to. Peer pressure seems to the mechanism of 
accountability for a group.  No one seems to want to voice failure to other 
members of the group.” (Scrum master) 
The culture that emerged from the daily standups was relaxed and team members 
felt comfortable sharing progress and receiving feedback.  However, team members still 
held each other accountable for assigned tasks.  Over time, there was a decrease in 
illegitimate excuses offered when work was not completed.  
 “Standup meetings are informal and all the team feels comfortable in attending 
and sharing things.” (Developer 1) 
“Team members were very comfortable asking questions about and providing 
constructive criticism of the work completed.” (Developer 2) 
“(There were) a few instances where during the daily standup, someone would 
use excuses as to why some work was not completed, (but) over the course of a 
few cycles, the excuses were no longer made, and work was completed as 




As a shared culture emerged, team members established a team identify. Team 
members began focusing on helping the team achieve its goals. At the same time, 
members remained responsible for their own goals as well. 
“The entire team was pretty dedicated. In case there was any issue with task 
completion, other team members would pitch in to clear the obstacles/provide 
help as needed.” (Developer 2) 
The daily standup created an environment where participants are monitored by 
their peers and helped to reinforce behaviors consistent with that vision (Kohli and 
Kettinger, 2004; Ouchi, 1979). The members of the agile team encouraged each other by 
offering suggestions on how to fix issues. They also acknowledged each other’s 
contribution to the project. The team members used acronyms and vernacular that gained 
acceptance with the team over time. Thus, clan control is the dominant control 
mechanism exhibited during daily activity. 
Daily Scrum 
The clan culture pervaded the team’s daily work. Since the agile team was co-
located, issues and concerns that arose during the daily Scrum were discussed in an 
informal manner. Peers were able to help each other out without the specification of any 
formal control mechanism. The group took care of each other and was concerned with 
accomplishing their work, and with ensuring that others in the group completed their 
work.  
“I saw more open dialogue between team members that was more focused on 
getting the work done that they were responsible for on a daily basis rather than 
on making sure they ‘covered themselves’ in case work didn’t get done. An 
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analogy that I like to use to represent this attitude within our agile team is that of a 
sports team, that once ahead, continues to play the offensive game that put them 
ahead instead of becoming defensive-minded hoping to ‘hold on to a win’ and 
ultimately loses the game.” (Core Team Lead) 
Co-location decreased the cost of communication among team members and 
enabled access to information more rapidly than under the waterfall method. In the case 
of information exchange involving the marketing function, engagement of the marketing 
lead was stronger. There was a greater influence on the process, than under the previous 
SDLC development approach. 
“Co-location translates to the marketing lead engaged from day 1 of the project so 
purely by nature they are engaged on a day to day basis. Because of this any 
changes to the targeted stories were evident with necessary correction applied as 
and when needed.” (Scrum master) 
Clan control is the predominant control mechanism used by the agile team in their 
daily Scrum.  The ensuing culture, marked transparency, and visibility fostered more peer 
interaction and extended beyond holding each other accountable. It held the team to 
higher expectations that required team members to work together.  
“Agile teamwork seemed to foster more peer programming activities along with 
constant conversation and feedback.  Team members seemed more likely to talk 
with others on issues and solicit help than in a non-agile group.  The transparency 
and visibility creates an atmosphere of community which helps to make asking for 




The iteration demo provided a venue for IS and business managers to review the 
work done by their contributors. The agreed upon stories developed and tested by the 
agile team resulted in a prototype scrutinized by management. Managers take this 
opportunity to evaluate contributions of the agile team members:   
“The iteration demo is restricted to purely look at what the team has accomplished 
and to take away the progress from a management perspective. Feedback was 
welcome. If there were additional stories, those went to the product backlog to get 
prioritized appropriately. Team members were autonomous and were shielded 
from being pulled in different directions. The Scrum master combined with the 
business partners were responsible to ensure that the team was progressing in the 
intended direction. Showcasing is a venue to show off work and not a forum to 
question priority. Managers would have needed to contact the Scrum master to 
know what was (being worked on).”  (Scrum master) 
In some activities, managers simply viewed the outcome of the iteration and were 
not involved in the daily activities of the team. 
“Management had little involvement with the day-to-day activities.  They were 
mostly interested in the broader picture of the entire iteration and the demo at the 
completion of the sprint.  Discussions were held with management on the 
workload.” (Scrum master) 
During the iteration demo, managers did not question the stories that were 
completed or how long it took to complete a specific piece of functionality. Rather, they 
focused on what was accomplished during the iteration.   
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“Managers never questioned the story prioritizations. In every retrospective, we 
would announce what we were going to work on next, so they know what we 
were going to work next. There was not a whole lot of involvement from the 
management in the day-to-day activities during the iteration.  I did discuss my 
current work load (not an agile related responsibility) with the management, but 
not a lot about the agile project.” (Developer 2) 
“In my experience, no manager has questioned the priority of a story or the 
number of hours to complete the story in the retrospective/demo. (…) The 
questions that were asked in the demos usually related to the accomplished work 
and how it could be improved.” (Scrum master) 
Management was also interested in comparing the experiences and results of 
using the agile methodology with the waterfall approach on their first approach. 
“As expected, (managers) asked questions about the functionality that was being 
built, and sometimes wanted to see things implemented differently in some cases, 
which we did. But, a large number of the questions revolved around the 
efficiency, progress and effectiveness of the agile environment – since using agile 
on this project was a pilot test of the development methodology at our company. 
Management was continually interested in knowing how the progress of the agile 
team stacked up to the progress of other waterfall projects that the company had 
undertaken in the past.”  (Core Team Lead) 
The iteration demo exposes another facet of hybrid control, i.e.; the presence of 
feedback at regular intervals. During waterfall development the outcome control exists 
and evaluation of the software is often done only once and against a priori documented 
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requirements. When agile is introduced in an organization wedded in a waterfall tradition, 
managers provide feedback at regular iteration intervals. In a purely emergent control 
approach, team members and managers take corrective action to the software on a 
continuous basis (refer to Table 1). In hybrid control, however, only managers provide 
feedback at iteration demo. The feedback is documented and incorporated in a later 
action during the next iteration planning activity. 
Iteration Retrospect 
The lessons learned during the iteration are discussed at the iteration retrospect 
attended by the agile team and management:   
“During the iteration retrospectives, management asked both general and detailed 
questions of the team. They were active participants in that they constructively 
questioned the work of past iterations, and freely offered their recommendations 
on what to change and what new functionality they would like to see in the next 
iteration(s). Management was agreeable to listening to the recommendations put 
forth by the agile team for the next iteration, but almost without fail, they 
requested reprioritization of stories, changes to functionality, or new features that 
we’d not planned on implementing.” (Core Team Lead) 
During iteration retrospect, the discussion centered on the lessons learnt about 
preset requirements. Management was minimally involved in the Scrum process and 
engaged the agile team around iteration outcome. Management also established lessons 
and planned future improvements. Hybrid control formed the predominant control 
mechanism since activity was motivated around outcome-oriented discussion.   
42 
 
In summary, the agile team used all activities prescribed for the agile software 
development method. However, unlike a purely emergent control context we also observe 
the need for a priori documented requirements during the iteration-planning phase. 
During the iteration, the agile team could not make any changes to the requirements and 
was required to follow the prescription in the documentation. BF and ISF managers 
provided feedback only during the iteration demo and iteration retrospect, as opposed to 
emergent control’s continuous feedback during and after each iteration. Differences are 
reflective of hybrid control. The differences represent a confluence of the properties of 
outcome control used in waterfall software development and emergent control, which 
might explain pure agile software development outside of a waterfall transitional 
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Changes in Interfunctional Control Responsibilities and Influence 
From an inter-functional control perspective, we observed that developers, testers, 
and business analysts from ISF and BF were closely involved throughout the iteration 
process. They participated in daily standups, iteration planning meetings, and meetings at 
the end of the iteration. In the agile paradigm, marketing analysts are members of the 
agile team and thus interact with the developers and testers as active participants in the 
entire Scrum process. The agile team members developed a bond that helped to foster a 
spirit of teamwork inspiring them to work closely towards the success of the project. 
“Marketing involvement is high. They were involved in our daily meetings. 
Marketing was not like, ‘here are the requirements, take this and go.’  They were 
involved in our daily (activities). They gave us continuous feedback on (those 
activities).” (Developer 1) 
“Agile is so fast, so productive and so accountable and it is fun too. You don’t get 
to meet with marketing folks all the time. You also get rewarded pretty well 
because if you do good things for them (then) they will say you did a good job. 
But those things don’t happen in the (waterfall) process”. (Developer 1) 
In the early stages, daily stand-ups took 45 minutes to an hour to complete. As 
iterations progressed, they only took 10-15 minutes. By then, there was complete 
understanding among team members of what was expected of them and they were able to 
express their progress in a way that was well understood by the members of the agile 
team. The team members felt the need to perform at top capacity. Team members also 
supported each other in their work:  
“In the waterfall process for some days if you don’t want to work, if you don’t 
feel like working, you can take off and do some other things.  But (with agile), the 
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next morning you have to report what you did the previous day. So you have to 
work”. (Developer 1) 
A clan mentality soon developed where each member understood their functions 
as well as the functions of other team members. The marketing leads in the agile team 
experienced a better understanding of the situations that the developers went through to 
get the software built. They gained a first-hand understanding of the need for proper 
environment setup, test cases, and issues related to coding, versioning, and scoping:  
“In the daily status meetings, we discussed the problems we are facing. They 
never heard of those problems during the (waterfall) process. Because once they 
give their requirements, they don’t come in contact with development at all. (With 
agile), they know what kind of problems (exist) and if we put more time on a 
particular story, they understand why it is taking more time.  Before they (would) 
say, to do this task, why do you need so much time?  But now they are aware of 
what is involved in the development process.” (Developer 1) 
Such close involvement allowed for better scoping in terms of what stories could 
be added per iteration:  
“So (Marketing) knows that problems that development raises are changing these. 
Some things cannot be changed so drastically.  So they will make changes to the 
requirements. So they will think about how development will react and are more 
sensitive.” (Developer 1) 
Developers envisioned the end product characteristics desired by marketing. The 
iterations helped them dynamically pace their work to attain the goal:  
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“In the (waterfall process) when requirements are finalized, there will be a freeze 
date after (which) no more requirement changes (are allowed). But (with agile), it 
is not like that. It is continuous and requirements can be changed. So, Marketing 
can change their requirements anytime. So, they can fine-tune the requirements. 
Once we build this, ‘oh this is not what I thought’, so let’s change it.  In the 
(waterfall) process, once the freeze is in, (Marketing) is out of (the process).  
They had to wait for the final product (to) come in.” (Developer 1)  
The ability to exercise hybrid control through feedback at regular intervals and 
documented requirements helped BF better understand the software development process. 
Further, the lock-down of the iteration provided ample time for the BF to gain a good 
understanding into the issues faced by ISF. The ability to tweak the stories from one 
iteration to the other, with close interaction and cooperation of the developers and testers, 
helped the team to deliver a quality product that closely matched the customers’ 
expectations.  
“...(agile) reduced the defects that actually showed up in production. (It also 
allowed us) to have more say so and input to what was being defined versus what 
was delivered.” (Marketing Analyst 1) 
Individual marketing analysts relied on clan and self-control to ensure satisfactory 
completion of their responsibilities towards the project. The agile process provided the 
BF the ability to leverage their requirements and the ability to control the software 
development process to achieve a product that was closer to customer expectations than 
ever before.  
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“The more you go into the process of agile, the more you get into it: 
communication, frequent inspections, adaptations, excellent team work, self-
organization, accountability. You get high quality software.” (IS Manager 1) 
Figure 7 summarizes the numerous modes of control used in context of an agile 
software development methodology.
2
  An IS Manager still retains control of the 
allocation of their resources (e.g., deciding which resource would work on a given team) 
to specific development projects; however, they may lose control (or may need to loosen 
control) over some of the daily activities of the software development team. For example, 
marketing can shift the daily activities of an IS Manager’s resources by assigning them to 
user stories without any intervention by the IS Manager. It is noted that the overall 
control responsibilities are now viewed as more balanced between ISF and BF with the 
software development process moving closer to the BF.   
 
 
Figure 7: Inter-Functional Control in Agile Software Development 
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 It is important to recognize that control can be conceptualized both as mechanisms 
exhibited between actors who perform different functions, and also as control that any single 
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As was discussed earlier, and depicted in Figure 8, the introduction of agile 
methodology facilitates the breakdown of the requirements as stories, which are then 
prioritized and assigned for completion to one of the iteration cycles. In hybrid control 
context, like the one studied here, the requirements are locked and loaded for each 
iteration. The evaluation of the iteration at regular intervals provides an opportunity for 
the stakeholders to understand the requirements and for supervisors to provide feedback 
as shown in Figure 8. The feedback received from the supervisors is documented as 




Figure 8: Scrum Activities/Concepts as Recognized by Hybrid Control 
 
 
A different control context is established by the presence of pre-set and locked 
specifications for each iteration and feedback only at iteration intervals rather than 
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continuously. The control context is different when compared to outcome control during 
the waterfall process, and emergent control as described in a purely agile scenario. Table 
4 extends the comparison of the control mechanisms presented by Harris et al. (2009) to 
include hybrid control.  
 
Table 4: Comparison of Outcome, Emergent and Hybrid Control 




































In organizations with deep-seated ‘traditional’ waterfall software development 
routines, the introduction of agile results in a higher use of the hybrid control mechanism. 
The waterfall method of software development typically offers limited opportunities for 
interaction between the BF and ISF project contributors. The first significant opportunity 
for BF to exercise control occurs at the end of the concept phase when BF contributors 
interact with ISF contributors to transfer business requirements into technical 
requirements. The lack of IT knowledge often prevents BF project contributors from 
exercising any control mechanism other than outcome control. Controller-controlee 
relationship usually ends at the concept phase. As a result, the BF ‘hopes’ the ISF will 
deliver a product that matches the requirements. During the testing phase of the waterfall 
method the BF has another opportunity to interact with ISF. The outcome controls used 
will not benefit the BF since software development is almost complete at this stage. 
Except for minor changes, the BF is stuck with the software that is given until the next 
cycle of software development.  
The use of clan and hybrid control by the BF team members through close 
collaboration with ISF members throughout the agile process is very different from the 
waterfall method:  
“Marketing has (more control of the software development process) because they 
are involved in everything. Marketing has persuaded IT to embrace agile 
development methodology as a possible option. And that’s the important thing.” 
(IS Manager 1) 
As was seen in this case, the agile development environment allows the BF to more 
closely align itself with the ISF. When the BF and IS align, both functions learn firsthand 
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about each other’s issues and priorities, with individual ISF and BF contributors engaging 
in self and clan control. Manager’s employment of hybrid control interaction was 
heightened: 
“We are all responsible for getting this done, all are accountable and we wanted to 
test that theory. That really, really works in this environment.” (Marketing analyst 
1) 
We observed that the introduction of agile provided the BF greater visibility into 
the software production process. The ability for the BF to closely engage with the ISF 
helped shape an environment where changes to the requirements could be quickly 
incorporated on an iteration-by-iteration basis. Agile activities such as daily standups and 
the iteration demo put contributors in a situation where they are under pressure to 
perform and not let their colleagues down. Given that the BF and ISF contributors are co-
located and interact with each other on a daily basis, contexts and terminologies are well 
understood. As a result, less background must be given in meetings in order to have 
meaningful discussions. The constant interaction provides less need for outcome control 
since the issues are well understood by both functions. The presence of hybrid control, 
with its need for documentation, requirement lock down during iteration, and feedback at 
regular intervals, provides a mechanism for the BF to understand the requirements. 
Hence, there is better control of the software development process.  
DISCUSSION AND IMPLICATIONS 
 
Some organizations may be reluctant to adopt agile in a situation where multiple software 
development methodologies (including the waterfall) must co-exist. We have observed 
that the use of control theory as a lens to study agile phenomena lay the foundation for 
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better understanding of how agile introduction within an organization steeped in the 
waterfall development life cycle. Our case data supports the idea of two distinct types of 
control mechanisms.  
Control Mechanisms Exerted by the Controller Manager and Controllee 
Developer/Analyst 
Moving beyond the previous research’s recognition that BF exert outcome and 
ISF exert self-control in the waterfall software development, we observe that with the 
introduction of agile, both ISF and BF contributors use clan, self and hybrid control to 
complete their tasks. The recognition that hybrid control represents an amended agile 
process that includes core concepts of the waterfall method such as the need for concrete 
a priori requirements and requirement documentation is a significant contribution of the 
study. Hybrid control was seen to help controllers and controlees make better sense of 
their relationships when agile is introduced in an organization deeply situated in waterfall 
software development methods.  
Control Mechanisms Exerted by the ISF and the BF on Sofware Development 
Process 
Agile contains control mechanisms that let the BF be a more dominant partner in 
the software development process and allows software to be created that meets business 
needs in a timely fashion. Through daily standups and co-location with ISF, the BF 
understood and contributed to the team. For example, daily standups and iteration demos 
required better self-control on the part of the participants to ensure smooth progress of the 
project since the team members were dependent on each other to complete their task. 
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Moving to a flatter, and more peer-based project structure, allowed clan, self, and hybrid 
control mechanisms to permeate the software development process.  
Timing and Control 
The time required to complete planning, development and testing in the waterfall 
software development life cycle was substituted with the sprint iterations. The sprint 
cycles help the BF to periodically evaluate the product backlog and dynamically specify 
the list of stories that should be worked on for any given iteration. This resulted in a more 
hybrid method of control. Such an arrangement helped keep important aspects of the 
waterfall development life cycle intact. Existing standards and business processes were 
largely followed thus making the effort understandable to the process controllers in the 
organization. 
From a control perspective, the case study’s dives into the activities involved in 
the Scrum process showed controller-controlee relationships that had not been explained 
in other literature. The feedback provided by managers at the end of iteration demo or 
iteration planning indicated the presence of emergent control. However, the fact that the 
feedback was documented and made part of another sprint cycle, coupled with the 
inability of contributors to change the requirements within a sprint cycle, showed the 
presence of outcome control as existing during the waterfall process. The proposed 
hybrid control mechanism explains the anomaly by bridging the feedback aspect along 






LIMITATIONS AND FUTURE RESEARCH 
 
The case study was done at a large organization with multiple IT divisions and 
multiple business divisions. The research addressed control relationships between 
individuals reporting to different divisions in the IS and BFs in their efforts to control the 
waterfall and agile software development process. The study addressed a single-site case 
study and although revelatory in nature, some of the observations may be ascribed to the 
idiosyncrasies of a single site. Future research could investigate the impact of ISF and BF 
on the software development process in organizations of varying sizes and complexities. 
We suspect that the influence of BF on the software development process would be lower 
in smaller organizations, in order to confirm this theory, additional research is needed.  
Furthermore, the experiences captured were in context of Scrum. Scrum is one of 
many different agile methodologies, but one that is arguably one of the most widespread. 
Other agile methodologies such as Extreme Programming (XP) and Agile Unified 
Process (AUP) employ different activities and though we assert similarities in the overall 
findings of the article based on informal discussion with practitioners and analysis of our 
previous experience, rigorous evaluation of cited contexts is needed.  
Another limitation of the study was that the analysis only considered the initial 
implementation of the agile project and the associated use of hybrid control. Temporal 
aspects and the evolution of control across multiple projects were not fully captured by 
this study. Future research could undertake snapshots of control at different stages of 
familiarity with the agile process individually and organizationally over multiple projects. 
Further research should also focus on the inter-functional impact of agile methodology on 
the software development evaluation metrics such as time to market, software quality, 
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development efficiency and project performance based on which function (ISF or BF) 
controls the software development process.  
Finally, the idea of hybrid control requires validation across many agile projects 
in an organization. In addition, the impact of the activities initiated by other agile 
methods on outcome hybrid control needs to be systematically evaluated. It was possible 
to investigate only a few areas. Understanding control mechanisms will ultimately allow 
organizations to better achieve their objectives and in some cases allow organizations that 
were once hesitant to convert operations to yield the numerous benefits presented by 
agile methodologies.  
CONCLUSION 
 
Many challenges exist when integrating agile in an environment that has highly 
structured development processes. From this revelatory case study, we observe how the 
implementation of a hybrid agile methodology might benefit large organizations seeking 
to embrace agile software development. We draw attention to the shift in control of the 
software development process from the ISF towards BF, as the agile process provides the 
BF greater visibility into the innards of ISF's work. This helps BF to better recognize the 
challenge of the ISF and dynamically adjust requirements to remain congruent with 
project goals and capabilities. In doing so, the expectation gaps are better harmonized. 
Consequently, with the introduction of agile, the BF has more control over the software 
development process when compared to the earlier waterfall process. 
In terms of introducing agile, we describe a process by which organizations 
embedded in the waterfall methodology can move to agile development. Sprint iterations 
replaced the time allocated for planning, development and testing in the waterfall 
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software development process. This change kept iterations understandable to the process 
controllers in the organization. Our research also identified touch points for managers to 
exert control over their contributors. The iteration demo activity provided an excellent 
opportunity for managers to monitor their team members relative to other contributors in 
the agile team. 
Our research highlights the presence of a hybrid control mechanism. The hybrid 
mechanism is unlike traditional outcome control in the waterfall method, where feedback 
is provided once based on a-priori, documented requirements. It is also unlike emergent 
control, where feedback is continuously provided by the stakeholders and documentation 
is not needed. In hybrid control, managers use the iteration demo and iteration retrospect 
activities of the agile process to provide feedback. Feedback is documented and 
incorporated in future iterations. 
Finally, although ISF management may have less control over requirement 
prioritization and the ability to determine which requirements are completed, the iteration 
demo activity provides ISF management capabilities to better monitor and reward their 
contributors relative to other members of the Scrum team. From an inter-functional 
perspective, agile introduces new dynamics to the BF and ISF relationship. If harnessed 
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Appendix A: Stakeholders in Waterfall Software Development Activities 
 
Activity Description Stakeholders 
CONCEPT Assess customer demand for the 
proposed concept and how it fits 
with the firm’s strategy, technical 
feasibility and profitability. 
Strategic Marketing, Product 
Marketing 
DEFINITION Guide cross-functional Core Team 
tasks and activities during the 
Definition phase. The step results 
in a comprehensive Business 
Justification document (BJD), an 
“investor-quality” description of 
the proposed product/service and a 
plan to deliver. 
Strategic Marketing, Product 
Marketing, Financial Analyst, 
Legal, Audit, Business 
Analyst 
PLANNING Provide more details on the story 
and estimate the hours to complete 
the associated tasks. 
Product Marketing, Business 
Analysts, Requirements 
Writer, Product – SME, 
Developer, Tester, Marketing 
(whole team). 
DEVELOPMENT Meetings review the status of the 
iteration on a daily basis. 
IT lead, Tech Lead, 
Developer, Business Analyst, 
Tester, Marketing, Managers, 
users (whole team).  
LAUNCH The set of activities that are done 
on a daily basis. 






Appendix B: Stakeholders in Scrum Activities 
 
Activity Description Stakeholders 
PRODUCT 
BACKLOG 
Prioritize a collection of user 
stories. 
Customer, Scrum master, 
Business Analyst, Marketing 
lead.  
Assign IT estimation points. Developers, Scrum master, 




Estimate the number of iterations 
that can be performed before the 
release date. 
Scrum master, Business 
Analyst, Marketing lead  
ITERATION 
PLANNING  
Provide more details on the story 
and estimate the hours to complete 
the associated tasks. 
Scrum master, Developer, 
Business Analyst, Tester, 
Marketing (whole team). 
DAILY 
STANDUPS  
Meeting reviews the status of the 
iteration on a daily basis. 
Scrum master, Developer, 
Business Analyst, Tester, 
Marketing, Managers, users 
(whole team).  
DAILY SCRUM  The set of activities that are done 
on a daily basis. 




Review the units with 
stakeholders for their feedback. 
Stakeholder, Customer 
Support, Technical Support, 
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Developer, Tester, Marketing 
– Whole team.  
 Management wanting Status, 
User or user Rep 
RELEASE User Acceptance Test, software 
bundle, documents, etc. Whole 
team is intact for the and during 
the release (release is a 
combination of n iterations) 
Customer Service, Server 
Support, Scrum master, 
Developer, Business Analyst, 
Tester, Marketing, Managers, 








Appendix C: Definitions of Control 
 
Control Mode Description 
Behavioral Behaviors that transform inputs to outputs are known (Kirsch, 
1996); Rules and procedures articulated (Kirsch, 1997) 
Controller monitors and evaluates controllee’s behavior (Kirsch, 
1996) 
Explicit link exists between extrinsic rewards and following 
behaviors (Kirsch, 1996); Rewards based on following rules and 
procedures (Kirsch, 1997) 
The extent to which the manager monitors and evaluates team 
members’ behavior in order to assist them (Henderson and Lee, 
1992);  
Specifying behaviors for individuals to follow and then applying 
sanctions or regards based on their compliance with those behaviors 
(Haney, 2009); 
Evaluation when a task is taking place (Jaworski, 1988) 
Outcome Desired task outcomes are known and measurable (Kirsch, 1996); 
outcomes and goals articulated (Kirsch, 1997) 
Controller evaluates whether outcomes were met (Kirsch, 1996) 
Explicit link exists between extrinsic rewards and producing 
outcomes (Kirsch, 1996); Rewards based on producing outcomes 
and goals (Kirsch, 1997) 
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Managerial outcome - The degree to which the manager monitors 
and evaluates only the outcome produced by the team members 
(Henderson and Lee ,1992) 
Team-member outcome – an attempt to influence the performance 
of the team by providing feedback on performance and goal-related 
outcomes (Henderson and Lee, 1992); e.g., structured walk-
throughs; focuses only on the resulting design (artifact) not on the 
process by which the design is created; 
Specifying desired outcomes and rewarding or sanctioning 
individuals based on whether or not they attain the desired 
outcomes; 
Evaluation after a task (Jaworski, 1988) 
Outlining a set of project goals to be achieved; and rewards are 
made contingent on the accomplishment of goals (Maruping et al., 
2009) 
Emphasis is on software development team outputs (Henderson and 
Lee 1992, as cited in Maruping et al., 2009) 
Clan Task-related behaviors and outcomes are not pre-specified (Kirsch, 
1996) 
Goals are determined by clan and evolve during the task period 
(Kirsch, 1996); Specific task goals evolve over the life of the task 
(Kirsch, 1997); 
Clan identifies and reinforces acceptable behaviors (Kirsch, 1996); 
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Identification and reinforcement of acceptable behaviors (Kirsch, 
1997); 
Rewards are based on acting in accordance within clan’s values and 
attitudes (Kirsch, 1996) 
Shared experiences, values, and beliefs among the clan members 
(Kirsch, 1996); Common values, beliefs, & problem-solving 
philosophy (Kirsch, 1997); norms and values established in various 
social units (Jaworski, 1988);  
Shared values center around what constitutes proper behavior 
(Haney, 2009);  
Can be implemented through rituals and ceremonies that reward 
those who share the attitudes and values of the clan (and that the 
clan believes will lead to success) (Haney, 2009) 
Norms and values internalized through a socialization process, 
eliminating the need for formal controls (Orlikowski, 1991); 
Members exhibit strong commitment to the clan (Kirsch, 1996) 
Socializing team members into a specific set of norms and values 
that are valued by the organization (Maruping et al., 2009);  
Management may espouse the values, but the clan rewards or 
sanctions those behaviors (Ouchi, 1979) 
Self Controllee sets own task goals and procedures (Kirsch, 1996); 
individual defines task goals or procedures (Kirsch, 1997); 
Controllee is intrinsically motivated (Kirsch, 1996) 
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Controllee engages in self-monitoring and self-evaluation (Kirsch, 
1996); Individual monitors, rewards, and sanctions self (Kirsch, 
1997) 
Reward are based partly on controlee’s ability to self-manage 
(Kirsch, 1996); rewards based, in part, on individual’s self-control 
skills (Kirsch, 1997); 
Team member self-control is the extent to which an individual 
exercises freedom or autonomy to determine both what actions are 
required and how to execute activities (as cited in Henderson and 
Lee, 1992); 
May be implemented when organizations cannot adequately 
measure behavioral performance or standardize transformation 
procedures 
Individuals determine what actions are required and how to execute 









Appendix D:  Sample set of guiding interview questions 
 
 
We understand that you have recently used agile methods for a project within your 
organization. Tell us about the waterfall software development methods that you 
currently use elsewhere in your organization. What are the drawbacks of the waterfall 
method? 
 
Why was agile implemented? What benefits have you seen from implementing agile? 
What can agile do and what can’t it do? 
 
How was the team composed for this project? 
 
Tell us about your experience with agile. What worked well? What didn’t work so well? 
 
Who holds the agile team accountable? Where there people who put in more effort and 
did a better job because of visibility? 
 
As part of managing your resources (if a manager), what do you give up or what do you 
gain by using an agile approach?  
 




Agile groups presumably hold themselves accountable rather than a manager holding 
them accountable.... would you agree? Why or why not? 
 
So what type of control do IT managers have in the agile world? Does your current 
management know what you were doing during the iteration? 
 
Did management understand the process for agile? Was your manager aware of the steps 
of agile? 
 
Can you drive a project better using an agile perspective? What is your perception? 
 












Software Requirements Simulation – Mitigating the Impact of Project Requirement 
Risk on Software Product Quality 
ABSTRACT 
Recent innovations in requirements simulations provide stakeholders with an 
opportunity to develop realistic simulations of a system before it is built to quickly reach 
a common understanding of the requirements. We empirically examine how the use of 
simulations with various degrees of realism can help mitigate project requirement risk 
including project novelty, data complexity, system interdependence, requirements 
instability, and requirements diversity, leading to higher-quality software product. Results 
suggest that simulation realism partially mediates the relationship between project 
requirement risk and software product quality indicating the importance of investing in 
highly realistic simulations in software project requirement risk mitigation. 
INTRODUCTION 
 
Software product quality is an important concern for organizations. Stakeholders 
rely on high-quality software to ensure high product quality, lower production cost, 
efficient operational integration of acquisitions, and the monitoring of employees and 
contracts (Jung et al. 2004, Krishnan et al. 2000). However, producing a high quality 
software product is fraught with many challenges, some of which are associated with 
software requirements (Liu et al. 2008, Han and Huang 2007, Zwickael and Tilchin 
2007). Software requirements are the agreed upon specifications of the software to be 
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created or changed. Software project teams must come to consensus on the required 
software to ensure it meets the agreed upon goals. Software project teams typically 
consists of such stakeholders  as requirement analysts, developers, testers and customers, 
all of whom have various backgrounds and responsibilities across the various phases of 
the project (Islam et al. 2013, Mohtashami 2006, Herbsleb and Mockus 2003, Charette 
2005). These stakeholders often find it difficult to achieve mutual understanding since a 
variety of project requirement risk factors inhibit their ability to properly represent and 
communicate the requirements (Han and Huang 2007, Wallace et al. 2004), all too often 
results in poor software quality.  
Prototyping has been widely adopted to help improve communications and 
increase user involvement in the software development process (Browne 2006, 
Hardgrave et al. 1999). Tools used for prototyping vary from individual tools to 
sophisticated integrated CASE tools. Types of tools may include screen generators, 
design tools, object-oriented application frameworks, and simulation software. 
Simulation has become an integral part of the development process in many organizations 
(Rudd et al. 1996, Windsor and Storrs 1992). Newer-generation simulation prototyping 
tools such as Axure and iRise have been increasingly adopted in organizations to allow 
non-technical users to build or use simulations in multiple phases of the software 
development life cycle such as design, development, and testing. Although earlier 
research on prototyping and simulations has examined when organizations should adopt 
prototyping strategies given such factors as project size (e.g., Baskerville and Stage 
1996), or project duration (e.g., Hardgrave et al. 1999), an important yet under-
investigated topic relates understanding the level of realism in simulations in software 
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development. Despite the anecdotal evidence among the practitioner community 
suggesting that simulations with a high level of realism improve project performance, 
little or no scholarly research has examined how simulations help mitigate risks 
associated with software requirements. This is an important issue as investing in more 
realistic simulation incurs cost and can be viewed as a substantial commitment of 
organizational resources. Hence, our focus in this study is simulation realism – the degree 
to which the simulation accurately represents the final system (Rudd et al. 1996).  
In particular, building upon the existing research that has confirmed the role of 
simulations in improving requirements determination (e.g., Gordon and Bieman 1995, 
Alavi 1984), our study examines the role of simulation realism, which is an important 
choice to be made when building simulations, in mitigating software project requirement 
risk. This research empirically investigates the relationship among software requirement 
risk, simulation realism, and software product quality. 
The remainder of the paper is arranged as follows. We first synthesize a diverse 
body of literature to understand software product quality and the risk elements that 
impact project requirements along with aspects of simulation realism. Next, we develop 
our research hypotheses, followed by details on the methodology. After discussing our 
results and their broader implications for IS research and practice, we conclude by 







Software Product Quality 
 
According to ISO 8402, product quality has been defined as the totality of 
characteristics of an entity that bear on its ability to satisfy stated and implied needs 
(Bevan 1999, Jorgenson 1999). ISO/IEC 9126 takes that further by defining a quality 
model that comprises of six characteristics namely functionality, usability, reliability, 
portability, maintainability and efficiency (Cleland-Huang 2013, Jung et al. 2004, 
Kitchenham and Pfleeger 1996). Each characteristic has its own set of sub-characteristics 












Figure 9: Software Product Quality Characteristics 
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It is important for a software product to provide the functionality to accomplish a 
task or set of tasks in a manner that is usable by the consumer (Goodwin 1987). Software 
design teams are primarily concerned with capturing all the functionality required by the 
customer. Furthermore, design teams explore how these functionalities can be brought 
together in a way that is easy for the customer to use in the software product. The testing 
team performs system tests to examine the functioning of the product as a whole to 
determine if the discrete modules function together as planned and whether discrepancies 
exist between the way the product actually works and the way it is designed. Acceptance 
tests are conducted by the customers of the product to ensure that it meets their 
specifications (Harter et al. 2000, Davis and Vishwanath 2004). Apart from examining 
the functionality and usability aspects of the software, testing teams are concerned with 
ensuring the efficiency, maintainability and reliability of the software (Bevan 1999, 
Dromey 1995). From a portability perspective, software installers are interested to ensure 
that the software is easily installable and adaptable to different technological 
environments while training and operations personnel are concerned about ensuring 
congruence between their manuals and software capability (Drappa and Ludewig 2000). 
Software Prototyping and Simulations 
 
To ensure high quality software product, effective communication among project 
stakeholders is critical. Prototyping is one of the widely used techniques that helps 
improve such communication in the software development process (Browne 2006, 
Hardgrave et al. 1999). Prototyping refers to the process of creating prototypes of 
information systems (Hardgrave et al. 1999). An information systems prototype is “an 
early version of a system that exhibits the essential features of the later operational 
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system” (Alavi 1984, p. 556), which typically simulates only a few aspects of the final 
product. After some initial investigation, the developer or the analyst constructs a 
simulation of the final product and demonstrates it to the user who provides feedback and 
suggests amendments. The cycle of demonstration, discussion, and amendment usually 
repeats a number of times before a common understanding of the requirements is reached 
(Beynon-Davies et al. 1999, Naumann and Jenkins 1982). Expendable prototypes are 
built with the intention that they will be thrown away after they are no longer needed 
whereas evolutionary prototypes can become part of the final operational system. 
Prototypes provide a common tangible basis for communications among project 
stakeholders and help users better understand and articulate their needs and requirements, 
leading to improvements in communications and requirements (Alavi 1984). Users tend 
to be more motivated and involved in the development process (Gordon and Bieman 
1995), making it easier to identify potential problems early on and reducing 
misunderstandings and miscommunications. As a result, users have more positive attitude 
toward the final system and have greater satisfaction with it (Boehm et al. 1984). 
However, prototyping is not without drawbacks. Prototypes can sometimes be 
oversold and cause users to have unrealistic expectations (Beynon-Davies et al. 1994). 
Careful planning and management is required when prototyping large systems (Alavi 
1984). Developing complex prototypes can take excessive time and slow down the 
project, resulting in lower productivity. In many cases, time and other resources constrain 
the boundaries and scope of the prototyping effort (Beynon-Davies et al. 1994). 
In the past few years, there has been a rise in the adoption of newer generation 
prototyping tools such as iRise studio and Axure, which allow non-technical project 
76 
 
members to more easily assemble highly realistic functional simulations of systems that 
mimic the look, feel, and behavior of the proposed systems to various extents (Cerejo 
2010, McCurdy et al. 2006). We define simulation realism as the degree to which the 
simulation accurately represents the final system (Rudd et al. 1996). Simulation realism 
consists of visual, functional and data realism.  
Visual realism refers to the degree to which visual features in the simulated 
system conform to visual features in the real system to be developed (Mania et al. 2006). 
It represents the look and feel dimension of a simulation. Elements such as style, color, 
branding and graphics in a simulation provide for an accurate visual representation of the 
final product (Mania et al. 2006). Functional realism refers to the level of interactivity in 
the simulation of the system to be developed (Maran and Glavin 2003) or the degree to 
which the simulation acts like the operational system in reacting to the tasks executed by 
the user (Alexander et al. 2005). Rather than being static, the simulation responds to user 
action and function in a realistic manner according to business rules and process flows. 
Data realism represents the degree to which actual content is displayed in the simulation. 
It reflects how much the underlying math or logical model replicates that in the real 
world (O’Neil et al. 2000). Simulations that can dynamically incorporate new data, 
archival or from on-line measurements of the actual systems, offer the promise of more 
accurate analysis, more accurate predictions, more precise controls, and more reliable 
outcomes (Darema 2004).  
Earlier research on prototyping and simulations has investigated extensively 
under what conditions organizations should use prototyping. The contingency factors 
identified in this stream of research include clarity of requirements (e.g., Hardgrave 
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1995), project duration (e.g., Hardgrave et al. 1999), project size (e.g., Baskerville and 
Stage 1996), number of users (Burns and Dennis 1985), etc. However, in recent years, 
given that many organizations have already adopted prototyping strategies, they are no 
longer as interested in whether or not to use prototypes as two or three decades ago. Due 
to the fact that the newer simulation tools allow creation of simulations with varying level 
of realism (Cerejo 2010, McCurdy et al. 2006), an important choice to be made when 
building simulations is to what extent simulated systems should realistically represent the 
final systems (Rudd et al. 1996). In essence, this is a resource allocation decision 
concerning how much time and effort should be invested in making a simulation real! 
Simulations with low level of realism have advantages such as quick and 
inexpensive design, multiple design concepts, their usefulness for communicating screen 
layout issues (Memmel et al. 2007, Sefelin et al. 2003, Rudd et al. 1996). However, they 
lack sufficient navigation capability, interactivity, detailed design and specification, and 
have limited value for conducting usability tests. High-realism simulations feature 
interactivity, sophisticated functionality, realistic look and feel of final product, mock 
presentation of actual data, and often have a clear definition of the navigational scheme. 
But compared with simulations with low level of realism, high-realism simulations are 
more time-consuming and costly to build. And, if not implemented very carefully, they 
may distract users from essential features of the system or blind users to major flaws 
(Memmel et al. 2007, Rudd et al., 1996). Hence, organizations are looking for guidelines 
as to how much of the proposed systems to simulate or the extent of simulation realism 
that allows them to extract greater value from their investments in the tools. 
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Another key difference between the traditional and the modern prototyping tools 
lies in the extent of use of simulated prototypes. Today’s tools often allow non-
programmers to create and modify simulations of the proposed system using a graphical 
drag-and-drop paradigm. Simulations can include pages, widgets, data elements, business 
logic, and behavior. The relative ease of use for non-technical project members and the 
drag-and-drop paradigm enable project stakeholders especially users to become more 
involved throughout the software development life cycle, increasing the potential impact 
of simulated systems. The enhanced simulation capabilities have expanded the use of 
simulations to multiple stages of the software development life cycle by both technical 
and non-technical project stakeholders. 
Therefore, we focus on simulation realism and its role in software development 
projects in this study. In particular, building upon the existing research that has confirmed 
the role of simulations and prototyping in improving requirements determination (e.g., 
Gordon and Bieman 1995, Alavi 1984), our study examines the role of simulation realism 
in mitigating software project requirement risk, which will be discussed next. 
Software Project Requirement Risk 
 
A software project risk factor refers to a condition that presents a threat to 
achieving the expected outcome of a project (Bannerman 2008, Wallace et al. 2004).  
While there are numerous risks identified in the literature, a persistent but under-
researched problem identified in the literature is associated with software requirements 
(Han and Huang 2007, Liu et al. 2008, Zwickael and Tilchin 2007). 
Project Requirement Risk is the uncertainty in the ability to represent, 
communicate and establish mutual understanding of software products requirements 
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(Kumar 2002, Nidumolu 1995, Tesch et al. 2007,).   Stakeholders face the risk of being 
unable to represent the requirements adequately, resulting in poor communication of their 
ideas to other team members.  Therefore, the risk of failing to establish mutual 
understanding is high since the representation and communication do not elicit adequate 
recognition and cognitive processing (Nurse et al. 2011).  A requirement inherently runs 
the risk of being unstable and implemented in diverse ways (Nidumolu 1995, Wallace et 
al. 2004). Contextual risk factors such as newness of the project, data complexity and 
system interdependence (Tatikonda and Rosenthal 2000, Tidd and Bodley 2002, Wang 
and Strong 1996) impact project requirement. Our research combines inherent and 
contextual risk factors to create a consolidated formative measurement approach 
consisting of five risk dimensions forming a Project Requirement Risk (PRR) construct.  
Project Novelty - Project novelty is defined as the newness, to the development 
organization, of the technologies employed in the product development effort (Tatikonda 
and Rosenthal 2000). Organizations often initiate projects to provide new services or 
products for their customers. In such cases, the business knowledge is new to the 
organization and the details about these services or products are not completely 
understood by the implementing team. Furthermore, team members may have little or no 
experience on how to implement the software requirements since they are unsure of the 
design elements or the exact technologies necessary to implement the design (Tidd and 
Bodley 2002). Hence, compared to modifying existing services or products, project team 
members often find it difficult to arrive at mutual understanding due to the complexity 
surrounding business requirements, technology selection, and implementation details. 
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Therefore, novel projects increase the uncertainty of fully understanding the requirements 
resulting in increased PRR. 
System Interdependence – System interdependence is the degree to which design changes 
in one aspect of the product result in significant impact to other products in the 
organization (Tatikonda and Rosenthal 2000). Software requirements often have 
dependencies that span many systems. Design changes to one system can impact other 
applications and systems. Such impacts need to be identified to ensure proper functioning 
of the focal system without detrimental effects on the other interconnected systems (Xia 
and Lee 2003). Stakeholders may be uncertain of these systems or have disagreements on 
the appropriate path to enable the requirement due to their lack of knowledge about the 
other systems. A lack of understanding of the interaction effects between the systems 
could result in late changes to the software design. Project requirements risks are 
increased due to the inability faced by stakeholders to identify the systems that will be 
impacted by the system to be implemented and communicate such impacts (Geisser and 
Hildenbrand, 2006). 
Requirement Diversity – Requirement diversity is the extent to which users differed 
amongst themselves in their requirements (Nidumolu 1995). The software project team 
consists of stakeholders from a variety of backgrounds and playing roles such as 
developers, testers, customers and business analysts. Since the software design team’s 
internal variety should match the variety and complexity of the environment and that the 
diversity of skills amplifies the internal variety that enables the team to respond to the 
changing environment (Nerur and Balijepally 2007), software quality is impacted if the 
users are unable to effectively contribute or cannot agree on how to implement the 
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requirement. Efficient team responses are expected to result in high quality software 
functionality that effectively satisfies user requirements (Lee and Xia, 2010). The lack of 
clear representation due to requirements diversity results in increased risk of incorrect 
implementation of the requirement. 
Requirement Instability – Requirement instability is defined as the extent of changes in 
the user requirements over the course of the project (Nidumolu 1995). Although ideally 
software requirements specifications should be captured and documented correctly in the 
early stage of the SDLC, requirements inevitably change throughout software 
development and maintenance process (Nurmuliani et al. 2004). In the absence of a clear 
understanding of the requirement, stakeholders frequently try various designs on how to 
implement the requirement. Often the original designs are rejected in the testing phase 
and other design options are tried out. In other cases, requirements are injected late in the 
design phase causing changes to other requirements (Rajlich 2006), thus making the 
stakeholders go back to the drawing board to find a solution. Stakeholders find it difficult 
to represent and communicate their ideas about how the requirements should be 
implemented. As such, there is a lot of uncertainty in getting the stakeholders to agree on 
a design plan. Increased requirement instability places a great deal of risk in getting 
mutual understanding on the software requirements.  
Data Complexity – Data complexity refers to the extent to which the project requires real, 
dynamic, accurate, and believable data (Wang and Strong 1996). Due to incidences of 
cyber threats and industry regulations, it is often required that complexity related to real 
time data processing be captured and documented in the software requirements 
specification (Xia and Lee 2003). The greater complexity of the data to be processed by 
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the proposed system, the more likely that project stakeholders find it challenging to 
communicate their ideas about the data requirements and processing handled by the 
system, leading to greater uncertainty in terms of the software requirements. 
In summary, taking these five factors into consideration, there is a high level of 
uncertainty in identifying the requirements because project stakeholders find it difficult to 
represent and communicate their ideas, leading to a high level of project requirement risk.  
Newer Generation of Simulation Tools: iRise Simulations 
 
We investigate the role of simulation realism in mitigating software project 
requirement risk in the context of a representative new generation simulation tool: iRise 
Enterprise Visualization Platform (http://www.irise.com) usage
3
. 
iRise provides a graphical non-technical interface that stakeholders such as 
business analysts, product managers and customers can use to create and review a range 
of low to high simulation realism in a collaborative environment without having to write 
software code to create and edit the simulations. Stakeholders can collaborate in real time 
using iRise definition center or use interactive documents (iDocs) that can be exported 
from iRise studio and emailed to reviewers. Stakeholders can interact with the simulation 
and post their feedback about the features. iRise can be used to simulate real world 
scenarios such as validating a login, process an order and calculating totals. Changes 
made to one place of the simulation can be propagated through the entire simulation, thus 
improving uniformity and reusability. 
                                                          
3
 iRise customer base includes more than 500 of the Fortune 1000 companies including 




At first, the application flow is mapped out as shown in Figure 10. Appropriate 
elements are dragged into the scenario whiteboard and linked together to show 




Figure 10: Studio Workspace 
 
 
This is followed by dragging text boxes, images and other widgets onto a page from a 
palette of pre-defined objects provided with iRise as shown in Figure 11. Highly realistic 
simulations can be implemented to include roll-over effects, drag and drop capabilities 




Figure 11: Workspace view of simulated web page 
 
Requirements can be documented along with the screens as shown in Figure 12, 
helping stakeholders better understand the simulated system.  
 
Figure 12: Document view 
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Data interactions can be simulated by including datasheets that behave like 
spreadsheets as shown in Figure 13. Actual spreadsheet files can be imported to show 




Figure 13: Work space view of simulated data 
 
RESEARCH HYPOTHESES 
Information systems research and software engineering research have found that 
sources of requirements related uncertainty increase the risk of the project and lower the 
project performance (Nidumolu 1996). 
When projects are novel, organizations have little experience with a software 
product to be developed. Stakeholders may be unsure of the design elements or the exact 
technologies necessary to implement the design (Tidd and Bodley 2002). It is not until 
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the software product is implemented that issues regarding the reliability and efficiency 
are easily identified. Adding to risk is the fact that new interdependencies are created 
with the introduction of novel requirements. If the dependent systems are not clearly 
identified early in the development process, the testing team could face difficulties in 
completing their analysis since they may not be aware of the systems components that 
need to be included in the test case. Thus functionality is impacted. Efficiency of the 
software product is impacted when the dependent systems do not have the capacity to 
handle the extra volume of transactions due to the new requirement (Woodside et al. 
2007). 
Project risk is also heightened because project stakeholders often have diverse 
opinions and cannot easily come to an agreement about how features should be 
implemented. When requirements diversity is high, a large amount of information needs 
to be conveyed and agreed upon by project stakeholders. Consequently, it is likely that 
requirements are incomplete, ambiguous, or inconsistent, increasing the difficulty in 
managing the project and estimating the project outcome (Nidumolu 1996). Due to a lack 
of common understanding, developers may implement the requirement in a different 
manner and testers may miss testing vital conditions of the requirement. Thus, the 
software product may suffer in functionality and usability. 
In terms of requirements instability, although the intention is for software 
requirements specifications to be captured and maintained throughout the software 
development process, requirements often change in development and testing phases 
(Nurmuliani et al. 2004). With lack of understanding on how the requirements should be 
implemented, unclear or unresolved requirements specifications perpetuating risk beyond 
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requirements elicitation and affecting coding of the numerous features and in testing, the 
team may have a tough time writing use cases for all the features.  Ultimately, software 
users may be confused with poorly represented ‘bells and whistles’, thus affecting the 
usability and functionality aspect of the software product. In certain cases, requirements 
that were a part of an initial discussion may not to be adequately tested and dropped. 
Others requirements may be added later (Rajlich 2006), resulting in less time to 
understand the features. So testers may not understand the functionality and write faulty 
test cases. Requirements arriving in later project phases seem more difficult to implement 
than requirements added in earlier stages of the process (Kulk and Verhoef, 2008). This 
can result in incomplete implementation of functionality, decreasing usability and 
functionality of the software product.  
Certain projects require that the data aspect of the functionality is thoroughly 
examined by the stakeholders using adequately defined characteristics important to data 
product quality such as acceptance and rejection criteria (Wang et al. 1995). Testing 
using dummy data may not always help in cases where requirements have mathematical 
formulations.  It is important to understand the data sources for the new requirement 
being implemented to mitigate any issues with the functionality of the software.  
Improper representation of the data elements can result in errors that could impact the 
critical functionality of the requirement resulting in loss of usability and functionality of 
the final software product.  
In sum, these various project requirement risk factors across the SDLC increase 
the chance of having a software product with lower quality. Thus we propose: 
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H1 – Higher levels of project requirement risk are associated with lower software 
product quality. 
Visual representation involves the selection, transformation, and presentation of 
data (including spatial, abstract, physical, or textual) in a visual form that facilitates 
exploration and understanding (Lurie and Mason, 2007).  From a risk mitigation 
perspective, visual representations are characterized by the use of symbols whose spatial 
relationships amongst themselves are interpreted to mean something about the referent. A 
visual representation of a model might be particularly efficient for mental modeling, 
since the content is conveyed through spatial and other visible relations (Betrancourt 
2005, Perini 2005). For instance, on a simulated web page, the spatial relationship 
between a text box and the submit button refers to the spatial relationship between the 
same symbols on the actual login page to be developed. Unlike the sequential nature of 
verbal communication, the meaning of the visuals can be grasped all at once. Visuals 
attract and hold people’s attention, assist in visualizing and portraying part-to-whole 
relationships, and are able to capture and summarize large amounts of data (Nurse et al. 
2011). In addition, providing a visualization of what happens in a dynamic system 
facilitates the individual’s comprehension of how the focal system will function 
(Betrancourt 2005). This helps stakeholders take in more information and develop a 
better understanding of the requirement quicker (Kosslyn 1994). 
Furthermore, an important aspect of simulation is interactivity (Burke 1996, 
Burke et al. 1992), which refers to the user’s ability to change perspective, for instance, 
being able to move images or simulate interaction.  According to multimedia learning 
theory (Betrancourt 2005, Mayer and Moreno 2003), when the learner is engaged in a 
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task with a high degree of interactivity, he is able to generate hypotheses and test them by 
observing how the system reacts to his input. As a result, the learner is able to make 
predictions about the behavior of the system, leading to a deeper understanding of the 
system. Similarly, interactivity helps stakeholders explore the multiple components that 
make up the system to be developed and obtain an in-depth understanding of the behavior 
of the system. Simulations also enable visual representation of a process flow as well as 
alternative process flows. For instance while evaluating the login functionality, the 
stakeholder can check subsequent processes when the user 1) logs in successfully 2) 
types the wrong password or 3) presses the enter key without entering the username and 
password.  Moreover, when stakeholders can interact with the simulated system at their 
own pace, they are able to process and integrate new information conveyed in the 
simulation progressively in their mental model, reducing perceptual and conceptual 
overload (Mayer and Chandler 2001). As a result of stakeholders’ deep understanding of 
the behavior of the system, they are better able to communicate their views and opinions 
about the requirements to reach an agreement. 
When faced with a high level of project requirement risk, project managers need 
to identify, assess, and prioritize risk factors (Boehm 1991). One of the main strategies 
used to manage risk factors is risk mitigation, which involves reinforcing actions that 
reduce the likelihood and/or potential impact before the threat is realized (Wallace et al. 
2004, Keil et al. 1998). We argue that one of the risk mitigation strategies project 
managers can use is deciding the right level of simulation fidelity for the prototype used 
by the project. 
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Simulation realism indicates the amount of visual, functional, and content 
information conveyed in the simulated system. Simulations with lower degree of realism 
offer limited visual details and interactivity.  The lack of colors and shapes reduce the 
vividness of the visual representation (Sherwin et al. 2006). Spatial representation is 
impacted in the absence of all graphical elements required to represent the requirement. 
In such circumstances, stakeholders are unable to visualize and evaluate diverse views or 
last minute changes to the requirements. This impacts the usability and functionality of 
the software product.  In the case with novel projects and requirements that need support 
of new or existing systems, stakeholders are unable to comprehend the optimum path of 
implementation due to the lack of interaction and unclear spatial interaction. The inability 
to represent and communicate the requirements prevents a complete understanding of 
requirement. The quality of the software product suffers due to the lack of reliability and 
potential impact to availability of the system, thereby perpetuating risk. 
In the case of simulations with higher degree of realism, stakeholders are able to 
visualize and communicate their views since the simulations has all the vividness needed 
of the actual system along with correct spatial representation of the elements needed for 
the requirement (Scott 1994). Moreover, interactivity improves the usability of the 
system since stakeholders can experience ‘what if’ scenarios, ideal in the case of 
requirement diversity (Domagk et al. 2010). In the case of late requirements, stakeholders 
are able to achieve common understanding since they are able to visualize and 
communicate the needs of the requirement; thereby ensuring functionality is implemented 
suitably. When new projects are commissioned, simulations with higher degree of 
realism can illustrate the optimum path and the interdependence aspects associated with 
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data and system needs. The stakeholders are able to analyze system and data effects and 
ensure application performance is not impacted. Product availability is not disrupted 
since operators have product manuals through the documentation provided by the 
simulation and can take quick action to restore services. Simulations with higher realism 
provide stakeholders an instantiation of the software product consequently reducing PRR 
and improving software product quality. However, since project risk is not just limited to 
requirements as it can be caused by issues related to customer mandate, environment and 
execution (Wallace et al. 2004), we propose that 
H2 - Simulation realism partially mediates the relationship between project 
requirement risk and software product quality. 
METHODOLOGY 
 
An online survey was administered to collect data from organizations that used 
iRise for software development. The questions in the survey were designed and reviewed 
by a panel of academic scholars and practitioners. Data was collected in three rounds. In 
the first round, a total of 238 emails were sent to respondents identified as iRise users. 64 
responses were received yielding an effective response rate of 27%. The respondents 
were encouraged to share our survey invitation email with their colleagues who have 
experience with iRise. In the second round, we sent the survey link to over 200 iRise user 
conference attendees to take the survey. 71 responses were received and the response rate 
was approximately 35%.  In the third round, we posted the survey link to the online 
discussion board of iRise user community and received 80 responses. A total of 215 
responses were received from the three rounds, with 189 usable for subsequent analysis.  
Geographically, the respondents worked for organizations in the United States and 
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Canada. On average the respondents had four years of experience with iRise. 53% of the 
respondents worked for companies with more than a $1 billion in annual gross sales; 20% 
of the respondents worked for companies with annual gross sales in the range of $1 
million to $99 million. 
Measures 
 
A seven-point Likert scale was used to measure the items in the survey, where 1 
indicates “strongly disagree and 7 indicate “strongly agree”.  Table 5 presents the key 
constructs and their measurement details. The correlation matrix and summary statistics 
are presented in Table 2.  
         The Software Product Quality (SPQ) measure captured the extent to which product 
quality characteristics such as functionality, usability and reliability were met by the 
software product. This was measured by a 7-item scale adapted from Rai and Al-Hindi 
(2000) and Nidumolu (1996). The measures used for Requirement Diversity (RD) 
captured the extent to which the stakeholders differed amongst each other about the 
requirements. RD was measured with a 3-item scale adapted from Nidumolu (1995). All 
items loaded well on the factor with a value of 0.8 or more.  A 4-item scale adapted from 
Tatikonda and Rosenthal (2000) was used to capture Project Novelty (PN) representing 
the extent to which project knowledge and technology was new to the organization. One 
item had a loading of 0.225, and was deleted since it was reverse coded.  The 
Requirement Instability (RI) measure captured the extent to which requirements changed 
from one phase of the software development to another. RI was measured by a 3-item 
scale adapted from Nidumolu (1995). A 3-item scale to measure System Interdependence 
(SI) was adapted from Tatikonda and Rosenthal (2000).  System Interdependence (SI) is 
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the extent to which design changes in one aspect of the product result in significant 
impact to other products in the organization.  All items loaded with a value of 0.8 or more 
on the factor. Data Complexity (DC) is the extent to which the project requires real, 
dynamic, accurate, and believable data. DC was measured using a 5-item scale derived 
from Wang and Strong (1995). However, one factor was dropped since the loading was 
below 0.7. Visual Realism (VR), Functional Realism (FR) and Data Realism (DR) were 
measured by asking the respondents to rate their degree of use of each of the realism type 
in the requirement, design, development, testing and training phase of the project adding 
up to a total of 15 items. 
 
Table 5: Constructs and Measures 
Construct Items Literature 
Product Quality The system successfully met the user’s 
expectations with respect to 1. Functional 
requirements 2. Response time 3. Flexibility 4. 
Ease of use 5. System reliability 6. Amount of 
rework 7. Overall quality 




Project Novelty Please indicate the extent to which you agree 
with the following statements.  At the start of 
the project 1. The business knowledge was 
new to the company.  2. The focuses of the 





or products. 3. There were little existing 
reference points to rely on. 4. The project was 
an existing project that required rework. 
Construct Items Literature 
Data Complexity Please indicate the extent to which you agree 
with the following statements. 1. Using real 
data instead of mock up data was critical in 
this project. 2. The data in this project was 
dynamic requiring meticulous consideration. 
3. In this project, ensuring that the data 
comply with regulatory requirements was very 
important. 4. The data in this project affected 
other organizational systems and processes, 
requiring great care to maintain data integrity. 
5. The data in this project had to be exact in all 
use cases. 




Please indicate the extent to which you agree 
with the following statements. 1. Design 
changes in one aspect of the project resulted in 
significant impact to other applications in the 
organization. 2. Design changes in the project 





organization. 3. Design changes in the project 
greatly impacted other processes in the 
organization. 
Construct Items Literature 
Requirement Diversity Please indicate the extent to which you agree 
with the following statements. 1. Project 
stakeholders differed a great deal among 
themselves in their expectations for the 
requirements. 2. A lot of effort had to be spent 
in reconciling the requirements of various 
stakeholders. 3. It was difficult to customize 
requirements to some stakeholders without 




Please indicate the extent to which you agree 
with the following statements. 1. 
Requirements fluctuated quite a bit in the 
earlier project phases. 2. Requirements 
fluctuated quite a bit in the later project 
phases. 3. Requirements identified at the 
beginning of the project were quite different 







The extent of use of the simulations was operationalized as the number of times 
the stakeholders came together to communicate and collaborate about the requirements. 
Also, the gross earnings of the company were used to indicate the size of the firm.  
DATA ANALYSIS AND RESULTS 
 
The data for this study was analyzed using partial least squares (PLS). Our choice 
of the analysis technique was based on the following considerations. First, PLS provides 
the ability to assess measurement and structural model of latent variables with small to 
medium size samples (Barclay et al. 1995, Chin 1998). Second, multivariate normality 
assumptions are not required for PLS (Chin et al. 2003, Hulland 1999). In this study, 
SmartPLS (Hansmann and Ringle 2004) was used to estimate the significance of the 
paths using the bootstrap procedure. Initially, the reliability and validity of the 
measurement model was evaluated followed by an analysis of the structural model 
(Gefen and Straub 2005, Hulland 1999). The test of mediation (Sobel test) is benefited by 
the use of bootstrapping because it relaxes the restriction of normal distribution for the 
coefficient of the interaction terms (Bollen and Stine 1990). 
Measurement Model 
 
The measurement model was evaluated by examining the convergent validity and 
discriminant validity of the research instrument.   Convergent validity was established by 
verifying the following three criterion 1) The average variance of the constructs (AVE) 2) 
the composite reliability of the constructs (Fornell and Larcker 1981) and 3) each item 
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loaded significantly on their respective constructs, and none of the items loaded below 
the cutoff value of 0.5 on their construct (Bhattacharya and Premkumar 2004; Gefen and 
Straub 2005; Hulland 1999).  AVE reflects the variance captured by the indicators. An 
AVE score of 0.5 or above is recommended, meaning that the variance captured by the 
indicators is greater than the measurement errors.  Composite reliability of constructs 
uses item loadings estimated in the measurement model to compute the measure of 
internal consistency (Wets et al. 1974). The composite reliability measure is acceptable 
with a score of 0.70 or above (Nunally 1978). Table 6 Shows the AVE for all the 
constructs were above 0.5 and composite reliabilities for all constructs were over 0.70.  
Table 7 shows that each item loaded significantly on their respective constructs and none 
of the items loaded with a value of less than 0.5 on their construct (Gefen and Straub 
2005; Hulland 1999). Thus all three conditions required to establish convergent validity 
were met.  
Based on the procedure suggested by Gefen and Straub (2005), discriminant 
validity is ensured when each item’s correlation with its own construct is greater than its 
cross correlation with other constructs, and the value of the square root of the AVE of 
each construct is larger than the correlation of this construct to all other constructs.  
Discriminant validity was established by examining the value of the construct’s square 
root of the AVE as shown on Table 6 is greater than the factor’s correlation with other 
constructs. Also, Table 6 shows each item’s correlation with its own construct (factor 
loading) and its correlation with other constructs (cross-loadings), suggesting that the 




Table 6: Construct Correlations and Composite Reliability 
 
 Factors AVE CR DC PN PQ RD RI SI 
DC 0.69 0.90 0.83 
     
PN 0.69 0.87 0.20 0.83 
    
PQ 0.65 0.88 -0.08 -0.10 0.81 
   
RD 0.78 0.92 0.29 0.17 -0.06 0.88 
  
RI 0.60 0.82 0.12 0.34 -0.28 0.37 0.86 
 
SI 0.78 0.91 0.42 0.26 -0.12 0.40 0.23 0.88 
Notes: DC: Data Complexity; PN: Project Novelty; PQ: Product Quality; RD: Requirement Diversity; 































Construct DC PN PQ RD RI SI VR FR DF 
DC1 0.814237 0.135877 -0.079756 0.14518 0.108603 0.250142 -0.057539 0.114883 0.323601 
DC2 0.836775 0.133657 -0.004293 0.327223 0.119353 0.302231 0.130509 0.164159 0.351695 
DC3 0.834163 0.171164 -0.074422 0.265014 0.155588 0.472015 0.042322 0.149149 0.290488 
DC4 0.832488 0.228713 0.010653 0.199019 0.073138 0.342702 0.061758 0.167848 0.336456 
PN1 0.193326 0.887789 -0.179184 0.16729 0.332339 0.251214 -0.044282 -0.036183 0.006644 
PN2 0.091069 0.7235 0.016717 0.063961 0.198902 0.147546 -0.006688 -0.007208 -0.157533 
PN3 0.198686 0.875413 -0.010129 0.167022 0.273948 0.233904 0.023717 0.030813 -0.012336 
PQ1 -0.120219 -0.043245 0.708839 -0.003876 -0.162286 -0.079417 0.178932 0.124383 0.018224 
PQ2 0.101562 0.097313 0.571316 -0.055895 -0.087018 0.004279 0.205868 0.232369 0.108637 
PQ3 -0.062719 -0.072622 0.807888 -0.094865 -0.203551 -0.125828 0.241785 0.244712 0.155796 
PQ4 -0.039167 -0.086301 0.801093 -0.060996 -0.155982 -0.117948 0.203226 0.291016 0.108523 
PQ6 0.075004 -0.029214 0.659674 0.016989 -0.135391 0.043261 0.165433 0.305224 0.150822 
PQ7 -0.047592 -0.132575 0.859945 -0.029467 -0.201716 -0.060648 0.287773 0.268321 0.11315 
RD1 0.241706 0.184998 -0.054007 0.888547 0.404324 0.377111 0.193249 0.221255 0.2646 
RD2 0.219627 0.114223 -0.051648 0.894149 0.396754 0.287422 0.159928 0.11665 0.194094 
RD3 0.296056 0.145916 -0.037024 0.870245 0.352975 0.387629 0.180381 0.181744 0.252321 
RI1 0.109004 0.16364 -0.019847 0.367562 0.708824 0.114255 0.056458 0.098784 0.022348 
RI2 0.050253 0.263045 -0.273513 0.247496 0.740377 0.179784 -0.042494 -0.12744 -0.079817 
RI3 0.149224 0.322971 -0.211292 0.381958 0.859835 0.207673 -0.057688 -0.036306 0.02237 
SI1 0.365684 0.187988 -0.076312 0.344789 0.185302 0.896935 0.050328 0.11443 0.269806 
SI2 0.425134 0.271994 -0.106802 0.346206 0.185925 0.901816 0.102003 0.138711 0.272714 
SI3 0.312282 0.227179 -0.057806 0.367041 0.212117 0.84796 0.045455 0.055839 0.250973 
Notes: DC: Data Complexity; PN: Project Novelty; PQ: Product Quality; RD: Requirement Diversity; RI: Requirement Diversity; SI: System 


























       Construct DC PN PQ RD RI SI VR FR DR 
DSVR1 -0.03866 0.005959 0.242341 0.145638 -0.03237 0.040966 0.69709 0.30041 0.164644 
DeSVR2 0.006483 -0.00569 0.277328 0.121344 -0.029 0.031864 0.84321 0.466565 0.279031 
TSVR3 0.073911 0.008737 0.20343 0.141512 -0.03796 0.050325 0.87789 0.474175 0.350895 
TrSVR4 0.10234 -0.07735 0.290678 0.237492 -0.01223 0.086334 0.8478 0.531023 0.403933 
DSFR1 0.077253 -0.00051 0.317328 0.160373 -0.03979 0.057079 0.369414 0.77165 0.369227 
DeSFR2 0.113893 0.039644 0.27199 0.1237 0.003961 0.063308 0.388948 0.84836 0.405057 
TSFR3 0.151069 -0.06446 0.25951 0.159519 -0.07543 0.088609 0.539337 0.88722 0.503345 
TrSFR4 0.17369 -0.10011 0.311025 0.197481 -0.02403 0.138069 0.540995 0.83034 0.437192 
DSDR1 0.323193 -0.02626 0.093263 0.160363 -0.04545 0.255383 0.20746 0.330812 0.82312 
DeSDR2 0.338649 0.011107 0.103414 0.275304 -0.0142 0.254046 0.320064 0.470496 0.88008 
TSDR3 0.375664 -0.06812 0.155909 0.250217 -0.03092 0.270075 0.440681 0.562092 0.91383 
TrSDR4 0.279695 -0.13697 0.240692 0.227696 0.015565 0.234953 0.416149 0.516692 0.83924 
Notes: DC: Data Complexity; PN: Project Novelty; PQ: Product Quality; RD: Requirement Diversity; RI: 
Requirement Diversity; SI: System Interdependence; VR: Visual Realism; DR: Data Realism; FR: Functional 
Realism; DS: Design Stage; DeS: Development Stage, TS: Testing Stage; TrS: Training Stage; Boldface values 
show the loadings of indicators on their corresponding factors. 
          
          
                    





Common Method Bias 
 
We tested the data for common method bias (Podsakoff et al. 2003). Harman’s 
single factor test was employed to examine whether a significant amount of common 
variance exists in the data. A principal component factor analysis of all the construct 
items was conducted resulting in 7 factors with eigenvalues greater than 1.0, accounting 
for 68.52 percent of the total variance. The first factor only captured 21.44 percent of the 
variance in the data. This result indicates the lack of substantial amount of common 
method variance in the data. 
Formative Constructs 
 
Project requirement risk (PRR) was created as a second order formative construct 
consisting of first order factors system interdependence (SI), data complexity (DC), 
requirement instability (RI), project novelty (PN) and requirement diversity (RD). We 
followed Petter et al. (2007) to ensure the robustness of the formative model. A principal 
component analysis revealed that the constructs were correctly extracted from the 
measurements. We found that the weights of the first order factors on the second order 
factor PRR were all significant. Multicollinearity assessment was completed to see if the 
formative indicators were highly correlated with each other. High multicolliearity is 
desirable for reflective constructs, but not for formative constructs (Dimantopoulous and 
Siguaw 2006). As shown in Table 8, all the second order factors have a variance inflation 
factor (VIF) less than 3.3 (Dimantopoulous and Siguaw 2006, Petter 2007), indicating the 
absence of multicollinearity among the second order factors. 
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Table 8: Collinearity Statistics 
 
Construct Tolerance VIF 
  
RD 0.699 1.43 
SI 0.718 1.392 
RI 0.743 1.346 
DC 0.799 1.252 
PN 0.844 1.185 
Notes: DC: Data Complexity; PN: Project Novelty; PQ: Product 
Quality; SI: System Interdependence; RD: Requirement Diversity; 




The structural model was evaluated using a partial least squares latent variable 
modeling approach proposed by Chin et al. 2003. The latent variable created from the 
measurement model analysis was further used to evaluate the hypothesis (Marcoulides et 
al. 2009; Lowry and Gaskin 2014).  H1 hypothesized that project requirement risk has a 
significant negative effect on software product quality. As shown in Figure 14, the effect 
of Project Requirement Risk on Software Product Quality is significant (β = -0.167 p < 
.05) supporting H1. Also, control factors firm size (β = -0.294 p < .001) and extent of 





Figure 14: Structural Model Results 
 
H2 hypothesized that the effect of project requirement risk on software product quality 
is partially mediated by simulation realism. To test the mediation effect we followed the 
procedure suggested by Baron and Kinney (1986). Mediation is present if three 
conditions are fulfilled. First, the independent variable must significantly affect the 
proposed mediator. Second, the independent variable must significantly affect the 
dependent variable. Third, the relationship between the independent variable and the 
dependent variable should be insignificant or weaker when the proposed mediator is 
included compared to when the proposed mediator is not included.  
As shown in Figure 15, the PLS results demonstrates that Project Requirement Risk 
was significantly related to Simulation Realism (β = 0.286 p < .001) and Simulation 
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p < 0.05 
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p < 0.01 
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However, Project Requirement Risk was significantly related to SPQ (β = -0.157 p < .05) 
when Simulation Realism was included in the model as a mediator. Also, the results 
indicate that the strength of the effect was reduced (from β = -0.167 p < .05 to β = -0.157 
p < .05) when Simulation Realism was included as a mediator, thus supporting H2.  Also, 
control factors firm size (β = 0.250 P < .01) and extent of simulation use (β = 0.191 P < 





Figure 15: Hypotheses Testing Result 
 
DISCUSSION 
This study seeks to investigate the impact of simulation realism on the 
relationship between project requirement risk and software product quality in the 
presence of simulation. We developed a formative second-order measure of project 
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requirement risk that consists of critical dimensions including project novelty, system 
interdependence, requirement instability, requirement diversity, and data complexity. 
This empirical study contributes to the understanding that each requirement risk factor is 
important and collectively these factors have a significantly negative impact on software 
product quality. Our findings show that the inherent risks such as requirement instability 
and requirement diversity combine well with contextual risk factors such as system 
interdependence, data complexity and project novelty to represent a significant amount of 
project requirement risk. 
More importantly, we extend the research on simulation prototyping by focusing 
on how simulation realism, which represents visual, functional, and data realism, plays a 
role in mitigating project requirement risk. Our study is one of the few studies that 
empirically show that increased simulation realism improves stakeholder capability to 
represent and communicate the requirements, facilitating the development of mutual 
understanding among stakeholders. As project requirement risk increases, increasing the 
degree of realism of the simulation helps mitigate the negative impact of such risk on 
software product quality. 
Our results also have importance to practice. While the use of simulation in 
software prototyping has been recognized for many years, simulation use was often 
discounted as being difficult and costly given poor experiences in delivering highly 
realistic facsimiles of desired software. Recent enhancements in software simulation tools 
improving the possibility of user generated simulations, greater interactivity and 
smoother integration across the SDLC has resulted in many companies giving increased 
use of simulation a second look. Our study clearly demonstrates that investment in more 
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realistic simulations has direct payoffs in improving software quality. Specifically, 
simulations with higher content of data, visual and functional realism make 
communication and collaboration more meaningful. Stakeholders visualize and have a 
sense of how the requirements will actually work in the real world, thereby assuaging 
their fears that they will not get what they want. Managers may do well to place emphasis 
on the realism of the simulation to reduce the frustration between stakeholders, possibly 
reduce the number of required meeting, and smooth the finalization of the functionality 
and usability aspects of software products.  
Our research is not without limitations. We acknowledge that risk is a complex 
construct. Our study focuses on requirement risk; hence we are not capturing all major 
aspects of software project risk as they are outside the scope of our study.  However, 
future research can expand into other types of project risks and compare and contrast the 
role of simulations in helping project teams manage these risks. Furthermore, we did not 
lay emphasis on the type of SDLC and believe that future research could do well to see 
how the predictors of software project risk holds for different methods of SDLC be it 
agile or waterfall. Another limitation is our study is cross-sectional and only collected 
data on respondents’ most recent experience with the simulation tool.  
While our study demonstrates that more realistic simulations migrate risk in 
software project it still is the job of managers to determine whether the risk/reward ratio 
warrants significant investment in human capital in realism for less critical projects. 
While not in the scope of this project, future research might address this issue. Future 
research may also undertake analysis at different phases of the SDLC thus providing 
insight into how the impact of simulation realism changes from one phase to another. 
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Also, such a study could help tease out the risk factors that have the most impacts during 
the different phases of the project. Further research can also focus on other project 
performance metrics such as development efficiency, project performance and time to 
market. Finally, our research studied the research question in the context of a particular 
(iRise) new generation simulation tool. Future research should conduct studies using 
different software simulation packages to further validate the relationship among 
simulation realism, project risk factors, and project performance. 
CONCLUSION 
 
Organizations face a multitude of challenges in their quest to create quality 
software product. This empirical study sheds light on how simulation realism influences 
the relationship between project requirement risk and software product quality. Our paper 
is the first to empirically examine how the degree of realism in a simulation influences 
the relationship between project requirement risk and software product quality. Our 
findings show that increased project risks can be mitigated by appropriately amplifying 
the realism of the simulation. Though project requirement risks still have a negative 
effect on software product quality, simulations with higher overall simulation realism 
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Appendix E: Survey Questionnaire 
Think of a project that you have recently completed and where iRise simulation has been 
used and answer the following questions.   
Realism - Realism is the degree to which a simulation resembles the final product.        
Visual realism - extent to which the simulation looks visually similar to the final product 
(e.g. styles, colors, layout, etc.)         
Functional realism - extent to which the simulation acts like the final product in reacting 
to the tasks executed by the user. Typically functional realism reflects the depth of 
business rules and how those business rules are implemented (e.g. a calculation is 100% 
scripted, come from a lookup table, or be a fully dynamic calculation)         
Data realism - extent to which data content of the simulation represents actual data 
available in the final product. Data realism typically reflects the level of dynamic data 
incorporated (e.g. mock up data for all scenarios, fully dynamic data).   On a 1-7 scale 
with 1 being very low realism and 7 being very high realism, for each type of realism, 
please indicate the level of realism represented in the simulations for each stage of the 
project listed below. 
119 
 






































                                          
Design 




                                          
Testing 
Stage                                           
Training 
Stage                                           
 
For this project that you have recently completed and where iRise simulation has been 
used, please answer the following questions.     
Number of Simulation Iterations. How many iterations of the simulation were done over 
the project (please give an approximation if you do not remember exactly)? 
Construct Items 
Product Quality The system successfully met the user’s expectations with respect to 
1. functional requirements 
2. response time 
3. flexibility 
4. ease of use 
5. system reliability 
6. amount of rework 
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7. overall quality 
Project Novelty Please indicate the extent to which you agree with the following 
statements.  At the start of the project 
1. the business knowledge was new to the company 
2. the focuses of the project were new business services, 
channels or products 
3. there were little existing reference points to rely on 
4. the project was an existing project that required rework 
Data Complexity Please indicate the extent to which you agree with the following 
statements. 
1. Using real data instead of mock up data was critical in this 
project. 
2. The data in this project was dynamic requiring meticulous 
consideration. 
3. In this project, ensuring that the data comply with regulatory 
requirements was very important. 
4. The data in this project affected other organizational 
systems and processes, requiring great care to maintain data 
integrity. 
5. The data in this project had to be exact in all use cases. 
System 
Interdependence 
Please indicate the extent to which you agree with the following 
statements. 
1. Design changes in one aspect of the project resulted in 
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significant impact to other applications in the organization. 
2. Design changes in the project significantly impacted other 
products of the organization. 
3. Design changes in the project greatly impacted other 
processes in the organization. 
Requirement 
Diversity 
Please indicate the extent to which you agree with the following 
statements. 
1. Project stakeholders differed a great deal among themselves 
in their expectations for the requirements. 
2. A lot of effort had to be spent in reconciling the 
requirements of various stakeholders. 
3. It was difficult to customize requirements to some 
stakeholders without reducing support to other stakeholders. 
Requirement 
Instability 
Please indicate the extent to which you agree with the following 
statements. 
1. Requirements fluctuated quite a bit in the earlier project 
phases. 
2. Requirements fluctuated quite a bit in the later project 
phases. 
3. Requirements identified at the beginning of the project were 







Organizations are on the lookout for innovations that can help them alleviate 
problems faced during the process of developing software products. We explored two 
such innovations; agile software development and software simulation. In both studies, 
we identify factors that help improve software development leading to higher quality 
software products. 
In the first essay, our results provide guidance to organizations contemplating the 
introduction of agile methodology and show that an organization can accommodate an 
agile approach while transitioning from a traditional waterfall software development 
method. Agile activities such as sprint planning sprint iteration, iteration demo and 
iteration retrospect can be mapped to the waterfall phases of concept, planning, 
development and testing. By doing so, individuals in organizations steeped in the 
waterfall methodology may not feel as threatened by the agile development methodology 
and can incrementally adjust to the new innovation. Our results also reveal that the 
control of the software development process will partially shifts to the business function 
with the introduction of agile. This is in part due to the fact the BF and the ISF are 
collocated and their participation in the daily standups gives the BF an in-depth 
understanding of the ISF’s processes. Thus, the BF is better able to arrange its priorities 
and continually maneuver to achieve better results. With the introduction of agile comes a 
new control regime, a hybrid control mechanism that possesses attributes of emergent 
control while maintaining vestiges of some traditional control mechanisms. Under hybrid 
control, we find that the requirements planned for a sprint cannot be changed during the 
course of the Scrum iteration. Requirement or other changes have to wait for feedback at 
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the Iteration Demo whence it is documented and added to the Product Backlog.  The 
fluidity that agile methods are recognized for takes somewhat of a back seat in this 
situation where waterfall methodology’s outcome control holds a dominant position. Our 
research shows that managers can use agile’s iteration demo and iteration retrospect 
activities to evaluate their contributors vis-à-vis other agile team members.  
The second study advises project managers about the importance of developing 
simulations with a high level of realism to mitigate requirement risk in software projects. 
Too often, software projects face requirement risk factors such as requirement instability 
and requirement diversity. Also, environmental and technology risk factors such as data 
complexity, system interdependence and project novelty can prevent project stakeholders 
from coming to agreement of the software requirements. Such requirement risk factors 
have a negative impact on software product quality. Software simulation provides 
stakeholders the ability to better represent and communicate the requirements to achieve 
mutual understanding thereby mitigating project requirement risk. Our research 
highlights the fact that simulations not only provide the spatial, visual representation of 
the elements needed for the requirement but also provide interactivity to help 
stakeholders understand “what-if” scenarios for the various conditions of the 
requirements.  Such a visual and interactive representation helps stakeholders understand 
the requirements better and faster than sequential and textual communications.  We find 
that the consequence of higher simulation realism infused into projects is improved 
software product quality. This is exciting news and should spur managers to invest more 
into making realistic software simulations when they are concerns about high software 
requirements risk. 
