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Diamagnetism and suppression of screening as hallmarks of electron-hole pairing in a
double layer graphene system
K.V.Germash, D. V. Fil
Institute for Single Crystals, National Academy of Sciences of Ukraine, Lenin Ave. 60, Kharkov 61001, Ukraine
We study how the electron-hole pairing reveals itself in the response of a double layer graphene
system to the vector and scalar potentials. Electron-hole pairing results in a rigid (London) relation
between the current and the difference of vector potentials in two adjacent layers. The diamagnetic
effect can be observed in multiple connected systems in the magnetic field parallel to the graphene
layers. Such an effect would be considered as a hallmark of the electron-hole pairing, but the value
of the effect is extremely small. Electron-hole pairing significantly changes the response to the scalar
potential, as well. It results in a complete (at zero temperature) or partial (at finite temperature)
suppression of screening of the electric field of a test charge situated at some distance to the double
layer system. A strong increase of the electric field induced by the test charge under decrease in
temperature can be considered as a spectacular hallmark of the electron-hole pairing.
PACS numbers: 71.35.Lk; 73.22.Pr; 74.20.-z
I. INTRODUCTION
The idea to realize the electron-hole pairing and the counterflow superconductivity in adjacent electron-doped and
hole-doped conducting layers was put forward in Refs. 1,2. Electron-hole pairs with spatially separated components
may provide a flow of equal in modulus and oppositely directed electrical currents in the double layer system. The
transition of the gas of such pairs into the superfluid state can be considered as a kind of the superconductive transition.
The electron-hole pairing was also predicted for the quantum Hall bilayers3–5 with the total filling factor of Landau
levels ν1+ν2 = 1 (νi is the filling factor of the ith layer). In the latter systems empty states in the zeroth Landau level
play the role of holes. The electron-hole pairing in quantum Hall bilayers was observed experimentally. The pairing
results in the exponential increase of the counterflow conductivity6–8, and the negative perfect interlayer drag9 at low
(T < 0.1 K) temperature.
The idea to realize electron-hole pairing in a double layer graphene system was put forward in Refs. 10–12. In
graphene the electron and hole Fermi circles are nested at equal densities of carriers, which is the favorable condition
for the electron-hole pairing. In addition, the type of carriers (electrons or holes) and their densities can be easily
controlled by external gates. The estimate for the critical temperature given in Ref. 11 is very optimistic (Tc ≈ 300
K).
It was shown13 that screening may significantly (in six orders) reduce the critical temperature. The pessimistic
conclusion13 was put in question in Refs. 14,15. The electron-hole pairing suppresses screening and the problem
should be treated self-consistently. If the bare coupling constant is quite large, the influence of screening on the
critical temperature is not so crucial. Using a self-consistent treatment of dynamic screening, the authors of Ref. 14
have shown that at sufficiently small interlayer distance the excitonic gap (the order parameter for the electron-hole
pairing) can reach values of the order of the Fermi energy. In that case the critical temperature can be rather large
(up to 100 K).
It was predicted16 that the counterflow superconductivity at high temperature can also be observed in a pair of
adjacent bilayer graphene sheets. The advantage of the latter system is that the coupling parameter depends on the
density of carriers and this parameter can be controlled by external gates. Using few-layer ABC stacked sheets of
graphene instead of monolayer or bilayer graphene sheets one may further increase the critical temperature17. The
increasing is caused by the enhancing of the density of states in the few-layer graphene.
Drag experiments support the idea of the electron-hole pairing in electron-hole double layer systems in zero magnetic
field. An anomalous increase in the drag resistance at low temperature was observed in GaAs-AlGaAs double quantum
well heterostructures at small (< 20 nm) interlayer distances18,19. The effect is larger in samples with lower density of
the carrier. The anomalous drag was registered in a hybrid double layer system comprising a single-layer (or bilayer)
graphene in close proximity to a quantum well created in GaAs20. In the latter system the value of the anomalous drag
is larger than in the GaAs double layer structures18,19 and the effect is registered at higher temperature. At the same
time, the double layer graphene system21 does not show any low temperature increase in the drag resistance down
to the temperature about 1 K. The anomalous drag can be explained by the electron-hole pairing. The experimental
situation correlates to the understanding14–16 that the critical temperature is very sensitive to the parameters of the
double layer system (the electron spectrum, the interlayer distance, the density of the carriers, etc.).
Generally, the transition into the superconductive state is registered not only in transport measurements, but in
2magnetic measurements, as well. The Meissner effect is a known indicator of the superconductive transition. This
indicator is especially important in a situation where only a partial lowering of the resistance is observed (when
only part of the sample is superconductive). The Meissner effect can be derived from the London equation. In the
case of the counterflow superconductivity the London equation (its analog) determines the rigid relation between
the counterflow current and the difference of the vector potentials in graphene sheets. The system demonstrates the
diamagnetic response to the magnetic field directed parallel to the layers. The effect can be observed in a multiple-
connected geometry. The density of the induced current can be rather large, but the diamagnetic effect is extremely
small.
For the electron-hole pairing the counterpart of the Meissner effect is the suppression of screening. The response to
the difference of the vector potentials in the layers is similar to the response to the sum of the scalar potentials. The
suppression of screening is specific for the counterflow superconductivity. Screening is connected with the appearance
of the induced charges in the conducting layers. In the case of the electron-hole pairing the positive and negative
induced charges are correlated, which reduces screening. We propose to observe the suppression of screening by
the measurement of the electrostatic field of a test charge located near the graphene sheets. We show that at zero
temperature screening should be completely suppressed at large distance to the test charge. At finite temperatures
much lower than the critical temperature the suppression is strong but partial. This behavior can be considered as a
spectacular hallmark of the electron-hole pairing.
II. DENSITY AND CURRENT OPERATORS FOR THE MONOLAYER AND BILAYER GRAPHENE
For computing the density-density and the current-current response functions we need the explicit expressions for
the density operator and the current operator. For graphene these operators differ from those for a free electron gas
with the quadratic spectrum. In this section we derive the expressions for the Fourier component of the density and
the current operator for the monolayer and the bilayer graphene.
The Hamiltonian that describes low-energy electrons in the monolayer and bilayer graphene has the form22
Hm = h¯vF


0 kˆx − ikˆy 0 0
kˆx + ikˆy 0 0 0
0 0 0 kˆx + ikˆy
0 0 kˆx − ikˆy 0

⊗ 1σ,
Hb = − h¯
2
2m


0 (kˆx − ikˆy)2 0 0
(kˆx + ikˆy)
2 0 0 0
0 0 0 (kˆx + ikˆy)
2
0 0 (kˆx − ikˆy)2 0

⊗ 1σ, (1)
where kˆ = −i∇ is the wave number operator, 1σ is unit matrix that acts in the spin space, vF is the Fermi velocity
for the monolayer graphene and m is the effective mass for the bilayer graphene. The two latter quantities are the
material parameters: vF ≈ 108 cm/s, and m ≈ 0.03me, where me is the free electron mass. Here and below the index
m(b) corresponds to the monolayer (bilayer) graphene.
The Hamiltonian (1) acts in the space of the eight-component vectors
Φ =


ΨK↑
ΨK′↑
ΨK↓
ΨK′↓

 , (2)
where
ΨKσ =
(
ΨA
ΨB
)
(3)
is the pseudospinor whose components correspond to different graphene sublattices (labeled as A and B), K(K ′) is
the valley index, and σ is the spin index.
Since the Hamiltonian (1) is diagonal in the valley and spin indexes, the pure spin-valley states described by the
spinor (3) are the eigenvectors of (1). For the pure state the vector (2) contains only one nonzero component ΨKσ.
The eigenvalues and the eigenfunctions for the pure states are
εmλ,k = λh¯vFk, Ψ
(m)
α,σ,λ,k(r) =
eikr√
2S
(
e−iα
θk
2
λeiα
θk
2
)
, (4)
3εbλ,k = λ
h¯2k2
2mb
, Ψ
(b)
α,σ,λ,k(r) =
eikr√
2S
(
e−iαθk
−λeiαθk
)
, (5)
where α = ±1 corresponds to the K(K ′) valley, and λ = ±1 corresponds to the conductive (valence) subband. In (4)
and (5) θk is the angle between the vector k and the x axis, and S is the area of the system. We note that due to the
spin-valley degeneracy the superposition of four pure states with the same k and λ is also the eigenvector of (1).
The operator of the creation (annihilation) of an electron at the coordinate r can be expressed through the operators
of the creation (annihilation) of an electron in the eigenstate with given λ and k:
Ψ+(r) =
∑
α,σ,λ,k
Φ+α,σ,λ,k(r)c
+
α,σ,λ,k, Ψ(r) =
∑
α,σ,λ,k
Φα,σ,λ,k(r)cα,σ,λ,k. (6)
In the second quantization representation the Hamiltonian (1) is diagonal in cα,σ,λ,k operators:
H =
∑
σ,α,λ,k
ελ,kc
+
σ,α,λ,kcσ,α,λ,k. (7)
From (6) we obtain the Fourier component of the density operator for the monolayer (bilayer) graphene:
ρm(b)(q) =
∑
α,σ,λ,k,α′,σ′,λ′,k′
∫
dreiqrΦ+α′,σ′,λ′,k′(r)Φα,σ,λ,k(r)c
+
α′,σ′,λ′,k′cα,σ,λ,k
=
∑
α,σ,λ,λ′,k
f
m(b)
α,λ,λ′,k,qc
+
α,σ,λ′,k+qcα,σ,λ,k, (8)
where
fmα,λ,λ′,k,q =
eiα
θk+q−θk
2 + λλ′e−iα
θk+q−θk
2
2
(9)
and
f bα,λ,λ′,k,q =
eiα(θk+q−θk) + λλ′e−iα(θk+q−θk)
2
. (10)
Note that the density operator (8) contains the diagonal as well as off-diagonal in λ terms. In other words, the density
operator cannot be presented as a sum of the valence band and the conductive band density operators.
To obtain the operator of the current we replace the wave number operator kˆ in the Hamiltonian (1) with the
gauge invariant operator kˆ− (e/h¯c)A (c is the light velocity) and consider a variation of the Hamiltonian under the
variation in the vector potential A. The current operator is given by the equation
jˆ(r) = −cΨ+(r)δH
δA
Ψ(r). (11)
For the monolayer graphene the Fourier component of the operator (11) is presented in the form
jˆm(q) = evF
∑
α,σ,λ,λ′,k
gmα,λ,λ′,k,qc
+
α,σ,λ′,k+qcα,σ,λ,k, (12)
where gm = gmx ix + g
m
y iy, ix and iy are the unit vectors along the x and y axes, and
gmx =
λeiα
θk+q+θk
2 + λ′e−iα
θk+q+θk
2
2
,
gmy = −iα
λeiα
θk+q+θk
2 − λ′e−iα
θk+q+θk
2
2
. (13)
We note that the current operator (12) does not contain the diamagnetic term (the term proportional to A), different
from the current operator for a free electron gas.
Repeating the same procedure for the bilayer graphene we obtain
jˆbx(q) =
eh¯
m
∑
α,σ,λ,λ′,k
[(
kx +
qx
2
− e
h¯c
Ax
)
gbx +
(
ky +
qy
2
− e
h¯c
Ay
)
gby
]
c+α,σ,λ′,k+qcα,σ,λ,k, (14)
4jˆby(q) =
eh¯
m
∑
α,σ,λ,λ′,k
[(
kx +
qx
2
− e
h¯c
Ax
)
gby −
(
ky +
qy
2
− e
h¯c
Ay
)
gbx
]
c+α,σ,λ′,k+qcα,σ,λ,k, (15)
where
gbx =
λeiα(θk+q+θk) + λ′e−iα(θk+q+θk)
2
,
gby = −iα
λeiα(θk+q+θk) − λ′e−iα(θk+q+θk)
2
. (16)
Formally, the operator jˆb contains the diamagnetic term, but in fact, due to the factors gbx and g
b
y this term does not
contribute to the current after the averaging over the angle.
III. DOUBLE LAYER GRAPHENE SYSTEM IN THE NAMBU REPRESENTATION
Let us now consider the double layer system made of two graphene sheets. The graphene sheet 1 is assumed to be
the electron doped and the graphene sheet 2, the hole doped. The density of electrons is equal to the density of holes.
The Hamiltonian of the system has the form
H =
∑
i=1,2
∑
σ,α
∑
λ,k
(ελ,k − ǫF,i) c+i,σ,α,λ,kci,σ,α,λ,k +Hint, (17)
where i is the layer index, and ǫF,1 = +ǫF , ǫF,2 = −ǫF are the Fermi energies. The Hamiltonian Hint includes the
intralayer and interlayer Coulomb interaction
Hint =
1
2S
∑
i,j=1,2
∑
q
Vij(q) : ρˆi(q)ρˆj(−q) :, (18)
where Vij(q) are the Fourier components of the interaction potential, and the notation : ρˆρˆ : means the normal
ordering.
In the system with the electron-hole pairing the average 〈c+1,λ,kh+2,−λ,−k〉 (where h+ is the hole creation operator in
layer 2) is nonzero. Taking into account that h+2,λ,−k = c2,λ,k the pairing can be equivalently described in terms of
〈c+1,λ,kc2,−λ,k〉 averages.
The mean-field Hamiltonian can be presented in the matrix form that is the analog of the Nambu representation
HMF =
∑
σ,α
∑
k,λ
Cˆ+λ,kǫˆλ,kCˆλ,k, (19)
where
Cˆλ,k =
(
c1,σ,α,λ,k
c2,σ,α,−λ,k
)
, Cˆ+λ,k =
(
c+1,σ,α,λ,k c
+
2,σ,α,−λ,k
)
(20)
and
ǫˆλ,k = ξλ,kτˆ3 −∆λ,kτˆ1 (21)
with ξλ,k = ε
m(b)
λ,k − ǫF . Here τˆi are the Pauli matrices. Since Eqs. (19) and (21) are the same as in the original
Nambu approach23 one can use the standard diagram technique for obtaining the response functions.
The interaction part of the Hamiltonian H ′int = H−HMF determines the self-energy contribution to the spectrum.
The condition for this contribution not to renormalize ∆λ,k yields the self-consistence equation
∆λ,k =
∑
λ′,q
V scr12 (q)F
m(b)
λ,λ′,k,q
∆λ′,k+q
2Eλ′,k+q
tanh
Eλ′,k+q
2T
, (22)
where Eλ,k =
√
ξ2λ,k +∆
2
λ,k is the energy spectrum,
Fmλ,λ′,k,q =
1 + λλ′ cos(θk+q − θk)
2
, F bλ,λ′,k,q =
1 + λλ′ cos[2(θk+q − θk)]
2
, (23)
5and V scr12 (q) is the potential of screened interlayer Coulomb interaction. For obtaining this potential one can use
the random phase approximation. In the general case this approximation yields the frequency dependent potential
V scr12 (q, ω). In (22) V
scr
12 (q) = V
scr
12 (q, 0) (the static screening approximation). This approximation overestimates the
influence of screening on the electron-hole pairing14. Using the dynamical screening approximation for the system
of two suspended monolayer graphene sheets the authors of Ref. 14 have shown that the self-consistence equation
has the solution ∆λ,k ∼ ǫF if the interlayer distance is small enough. Applying the dynamical screening approach to
the system of two suspended bilayer graphene sheets we arrive at the same conclusion. We will not present here the
details. Our starting point is that under the appropriate conditions the electron-hole pairing takes place in a system
of two monolayer or two bilayer graphene sheets at rather high temperatures and in this case the order parameter of
the electron-hole pairing ∆λ,k is comparable in value with the Fermi energy.
In the Nambu representation the density operators can be presented in the following compact form:
ρˆ+(q) = ρˆ1(q) + ρˆ2(q) =
∑
α,σ,λ,λ′,k
f
m(b)
α,λ,λ′,k,qCˆ
+
λ′,k+qτ0Cˆλ,k, (24)
ρˆ−(q) = ρˆ1(q) − ρˆ2(q) =
∑
α,σ,λ,λ′,k
f
m(b)
α,λ,λ′,k,qCˆ
+
λ′,k+qτ3Cˆλ′,k, (25)
where τ0 is the identity matrix.
The current operators for the system of two monolayer graphenes can be written as
jˆ+(q) = jˆ1(q) + jˆ2(q) = evF
∑
α,σ,λ,λ′,k
gmα,λ,λ′,k,qCˆ
+
λ′,k+qτ3Cˆλ,k, (26)
j−(q) = jˆ1(q) − jˆ2(q) = evF
∑
α,σ,λ,λ′,k
gmα,λ,λ′,k,qCˆ
+
λ′,k+qτ0Cˆλ,k. (27)
The important feature of (26),(27) and (24),(25) is that the operator ρˆ+ contains the same matrix (τ0) as the
operator jˆ−. It reflects the connection between the Meissner effect and the suppression of screening. The Meissner
effect is determined by the behavior of the j− response function. In its turn, the screening at large distances is
determined by the behavior of the ρ+ response function.
Here we do not present the expression for jˆ± for the system of two bilayer graphenes. These expressions are just
the straightforward generalization of (14),(15) and (26),(27).
IV. LONDON EQUATION FOR THE COUNTERFLOW SUPERCONDUCTOR
Phenomenologically, the electron-hole pair can be described as a polar particle with the mass equal to the sum of
the effective electron and hole masses M = m∗e +m
∗
h. Such a description works well for the double layer system with
the quadratic spectrum of carriers24. The superfluid velocity vs for the Bose-Einstein condensate (quasicondensate)
of such pairs is proportional to the gradient of the phase of the condensate wave function: vs = (h¯/M)∇ϕ. The
electric currents connected with the flow of electron-hole pairs are
j1 = −j2 = ensvs = eh¯ns
M
∇ϕ, (28)
where ns is the superfluid density. At T = 0 the superfluid density is equal to the electron (hole) density.
In the magnetic field the polar particles feel the effective vector potential proportional to the vector product
of the magnetic field and the dipole moment of the particle p: Aeff = B × p/e25,26. For the planar system
Aeff = A1,pl −A2,pl, where Ai,pl is the planar component of the vector potential in the ith plane. In this case the
electric current is given by the equation
j1 = −j2 = eh¯ns
M
[
∇ϕ− e
h¯c
(A1,pl −A2,pl)
]
. (29)
Superfluid density is connected with another important quantity - the superfluid stiffness ρs. This quantity deter-
mines the temperature of the superfluid transition Tc in a two-dimensional nonideal Bose gas. The temperature Tc
satisfies the equation27
Tc =
π
2
ρs(Tc) (30)
6(ρs depends on the temperature). Superfluid stiffness is defined as the coefficient of expansion of the free energy in
the phase gradient
F = F0 +
1
2
∫
d2rρs(∇ϕ)2. (31)
In the presence of the vector potential the phase gradient should be replaced with the gauge-invariant quantity
∇ϕ− eh¯cAeff . The variation of the free energy with respect to the vector potential yields
δF = −
∫
d2r
e
h¯c
ρs
[
∇ϕ− e
h¯c
(A1,pl −A2,pl)
]
(δA1,pl − δA2,pl). (32)
On the other hand
δF = −1
c
∫
d2r (j1δA1,pl + j2δA2,pl) . (33)
As follows from Eqs. (32) and (33), the superfluid stiffness is the coefficient of proportionality between the electric
current and the gauge-invariant quantity (e/h¯)[∇ϕ − (e/h¯c)Aeff ]. In particular, at ∇ϕ = 0 we obtain
j− = j1 − j2 = −2e
2ρs
h¯2c
(A1,pl −A2,pl) . (34)
Equation (34) can be considered as an analog of the London equation for the counterflow superconductor.
The phenomenological approach24 yields the following expression for the superfluid stiffness:
ρs =
h¯2ns
M
. (35)
The same expression appears in the microscopic theory of the electron-hole pairing1.
Since the mass of the carrier in the monolayer graphene is equal to zero, Eq. (35) cannot be applied to the system
of two monolayer graphenes. To overcome this difficulty we take into account that the current can be found as a
linear response to the vector potential. The superfluid stiffness can be obtained as the corresponding limit of the
current-current response function.
The linear response theory yields the following equation for the electric current induced by the vector potential:
j±,µ(q) = −Π±,µν(q)A±,ν(q), (36)
where A±,ν(q) = A1,ν(q) ±A2,ν(q), and
Π±,µν(q) = − 1
2cS
∫ β
0
dτ〈Tτ jˆ±,µ(q, τ)jˆ±,ν(−q, 0)〉 (37)
is the current-current response function. In (37) β = 1/T , Tτ is the imaginary time ordering operator, and
jˆ±,µ(q, τ) = e
HMF τ jˆ±,µ(q)e
−HMF τ .
As was already mentioned in Sec. III the current operator does not contain the diamagnetic term, different from the
case considered in Ref. 1. We emphasize that it does not mean the absence of the diamagnetic effect. The diamagnetic
response is included into the current-current response function.
The response functions (37) are similar to those that appear in the Bardeen-Cooper-Schrieffer (BCS) theory of
superconductivity28. For the system of two monolayer graphenes it is equal to
Π±,µν(q) = −e
2v2F
c
δµν
S
∑
σ,α,λ,λ′,k
Fν,λ,λ′,k,q
[
P±λ,λ′,k,q
1− fF (Eλ′,k+q)− fF (Eλ,k)
Eλ′,k+q + Eλ,k
+ L±λ,λ′,k,q
fF (Eλ′,k+q)− fF (Eλ,k)
Eλ,k − Eλ′,k+q
]
,
(38)
where
Fx,λ,λ′,k,q =
1 + λλ′ cos(θk+q + θk)
2
, Fy,λ,λ′,k,q =
1− λλ′ cos(θk+q + θk)
2
(39)
7is the factor caused by the chirality of the graphene wave function,
P±λ,λ′,k,q =
1
2
(
1− ξλ′,k+qξλ,k ∓∆λ′,k+q∆λ,k
Eλ′,k+qEλ,k
)
, (40)
L±λ,λ′,k,q =
1
2
(
1 +
ξλ′,k+qξλ,k ∓∆λ′,k+q∆λ,k
Eλ′,k+qEλ,k
)
(41)
are familiar in the BCS theory28 coherence factors, and
fF (E) =
1
exp(E/T ) + 1
(42)
is the Fermi distribution function.
We will analyze the expression (38) in the constant gap approximation (∆λ,k = ∆ = const) at T = 0. To obtain
the London equation from (36) and (38) we consider the q → 0 limit. Then the integral in (38) can be computed
analytically:
lim
q→0
Π+,xx(q) = − e
2
2πh¯2c
ǫm
[
ǫ˜m + 1√
(ǫ˜m + 1)2 + ∆˜2
+
ǫ˜m − 1√
(ǫ˜m − 1)2 + ∆˜2
]
, (43)
lim
q→0
Π−,xx(q) = − e
2
2πh¯2c
ǫF
[√
(ǫ˜m + 1)2 + ∆˜2 +
√
(ǫ˜m − 1)2 + ∆˜2
+∆˜2 ln


√
(ǫ˜m + 1)2 + ∆˜2 + ǫ˜m + 1√
(ǫ˜m − 1)2 + ∆˜2 + ǫ˜m − 1

− 2√1 + ∆˜2 − ∆˜2 ln
(√
1 + ∆˜2 + 1√
1 + ∆˜2 − 1
)]
. (44)
Here ǫm = h¯vF km, where km is the ultraviolet wave vector cutoff, ǫ˜m = ǫm/ǫF , and ∆˜ = ∆/ǫF . The quantities
(43),(44) depend on the cut-off value km. That is the known shortage
29 of the linear approximation for the spectrum.
This approximation is not valid in the whole Brillouin zone, while the correct answer can be obtained by the integration
over the whole Brillouin zone.
The regularization of the answer (43),(44) is based on the requirement of the absence of the Meissner effect in the
normal state. Due to noncommutativity of the limits T → 0 and ∆→ 0 we should return to Eq. (38). At ∆ = 0 Eq.
(38) is reduced to
Π0+,µν(q) = Π
0
−,µν(q) = −
e2v2F
c
δµν
S
∑
σ,α,λ,λ′,k
Fν,λ,λ′,k,q
fF (ξλ′,k+q)− fF (ξλ,k)
ξλ,k − ξλ′,k+q . (45)
From (45) we obtain
lim
q→0
Π0+,xx(q) = lim
q→0
Π0−,xx(q) = −
e2
πh¯2c
ǫm. (46)
The contribution of the rest of the Brillouin zone should compensate the quantity (46). The regularized response
function is obtained by extracting from (43),(44) the quantity (46) and taking the limit ǫ˜m →∞. The result is
lim
q→0
Πr+,xx(q) = 0, lim
q→0
Πr−,xx(q) =
e2
πh¯2c
ǫF
[√
1 + ∆˜2 +
∆˜2
2
ln
(√
1 + ∆˜2 + 1√
1 + ∆˜2 − 1
)]
. (47)
Substituting Eq. (47) into Eq. (36) and doing the reverse Fourier transformation we obtain the rigid relation
between the supercurrent j− and the difference of the vector potentials A− in the form (34). As was expected, there
is no rigid relation between j+ and A+. The current j+ is not connected with the motion of electron-hole pairs and
it is not excited by the constant magnetic field. From (47) we see that the London rigidity depends on ∆, different
from the case of bulk superconductors, where the London rigidity at T = 0 is determined by the electron density and
independent of the BCS order parameter.
8To obtain the superfluid stiffness we should take into account that the response function contains the contribution
of four spin-valley components. The superfluid stiffness per the component is
ρms =
1
4
h¯2c
2e2
lim
q→0
Πr−,xx(q) =
ǫF
8π
[√
1 + ∆˜2 +
∆˜2
2
ln
(√
1 + ∆˜2 + 1√
1 + ∆˜2 − 1
)]
. (48)
For ∆≪ ǫF the superfluid stiffness ρs = ǫF/8π, which coincides with the result of Ref. 30.
For the system of two bilayer graphenes the response functions Π±,xx are given by the equation
Π±,xx(q) = −e
2h¯2
m2c
1
S
∑
σ,α,λ,λ′,k
Gxxλ,λ′,k,q
[
P±λ,λ′,k,q
1− fF (Eλ′,k+q)− fF (Eλ,k)
Eλ′,k+q + Eλ,k
+ L±λ,λ′,k,q
fF (Eλ′,k+q)− fF (Eλ,k)
Eλ,k − Eλ′,k+q
]
,
(49)
where
Gxxλ,λ′,k,q =
(
kx +
qx
2
)2 1 + λλ′ cos[2(θk+q + θk)]
2
+
(
ky +
qy
2
)2 1− λλ′ cos[2(θk+q + θk)]
2
+λλ′
(
kx +
qx
2
)(
ky +
qy
2
)
sin[2(θk+q + θk)]. (50)
The calculation yields the answer that also depends on the ultraviolet cutoff. To regularize the answer we should
extract the quantity limq→0Π
0
±,xx(q), where
Π0±,xx(q) = −
e2h¯2
m2c
1
S
∑
σ,α,λ,λ′,k
Gxxλ,λ′,k,q
fF (ξλ′,k+q)− fF (ξλ,k)
ξλ,k − ξλ′,k+q (51)
is the response function in the normal state. It yields the response function Π−,xx that in the limit q→ 0 differs from
the function (47) by the factor of 2. The superfluid stiffness per the spin-valley component is
ρbs =
ǫF
4π
[√
1 + ∆˜2 +
∆˜2
2
ln
(√
1 + ∆˜2 + 1√
1 + ∆˜2 − 1
)]
. (52)
For ∆≪ ǫF the superfluid stiffness ρs = ǫF /4π, which coincides with the phenomenological expression (35) in which
n is the electron (hole) density per the component and M = 2m.
Equations (44) and (52) are the main result of this section. We find that the zero-temperature superfluid stiffness
increases under increase in ∆. In the small gap limit this quantity is determined entirely by the density of carriers in
the conduction band.
Let us now evaluate the value of the diamagnetic effect. The diamagnetic susceptibility is determined by the ratio of
the magnetization, induced by the current j−, to the external magnetic field. For B directed parallel to the graphene
layers A1,x −A2,x = Byd, and
χ =
1
4π
2πj−,x
cBy
= − d
2c
lim
q→0
Πr−,xx(q). (53)
It yields
χm ≈ − 1
2π
(
e2
h¯c
)2
1
αeff
kFd (54)
for the system of two monolayer graphenes, and
χb ≈ − 1
2π
(
e2
h¯c
)2
k2F da
eff
B (55)
for the system of two bilayer graphenes. Here αeff = e
2/h¯vF ≈ 2.2 is the effective fine-structure constant for the
monolayer graphene, aeffB = h¯
2/me2 ≈ 1.5 nm is the effective Bohr radius for the bilayer graphene, and kF is the
Fermi wave vector. In these estimates we neglect the dependence of the London rigidity on ∆/ǫF .
The diamagnetic effect can be observed in a multiple-connected system (a double layer Corbino disk, a double layer
hollow cylinder). The effect is maximal at zero temperature and it vanishes in the normal state. The current induced
by the external magnetic field can be rather large. Taking, for instance, B = 0.1 T, ǫF = 0.1 eV, and d = 5 nm, we
obtain the density of the current j− ∼ 1 A/m. At the same time the diamagnetic susceptibility, which is proportional
to the square of the fine-structure constant, is small (4πχ ∼ 10−6 − 10−5). Moreover, the magnetic field, induced by
the current j−, emerges only in a narrow dielectric layer that separates two graphene sheets. Therefore, it is a hard
task to register this diamagnetic effect in the magnetic measurements.
9V. SUPPRESSION OF SCREENING CAUSED BY THE ELECTRON-HOLE PAIRING
Taking into account the smallness of the diamagnetic effect it is desirable to find another effect that can be used
as an indicator of the superconductive transition. In this section we consider screening of the electric field of a test
charge. We imply that the system (Fig. 1) consists of two monolayer or two bilayer graphene sheets, separated by a
dielectric layer. The system is suspended in dielectric medium with the dielectric constant close to unity.
The electrostatic potential applied to the bilayer system results in the appearance of the induced charges in graphene
sheets eρind± = e(ρ
ind
1 ± ρind2 ). They can be expressed through the single particle density-density response functions:
eρind± (q) = e
2Π±(q)ϕ±(q), (56)
where
Π±(q) = − 1
2S
∫ β
0
dτ〈Tτ ρˆ±(q, τ)ρˆ±(−q, 0)〉, (57)
ϕ±(q) = ϕ1(q)±ϕ2(q), and ϕi(q) is the two-dimensional Fourier component of the scalar potential ϕ(r) in the layer
i. The potential ϕ(r) should be found self-consistently. It is the sum of the bare potential created by the test charge,
and the potential caused by the induced charges. The potential ϕ(r) satisfies the equation
∇ [ε(z)∇ϕ(r)] = −4π [Qδ(r− rQ) + eρind1 (r⊥)δ(z − z1) + eρind2 (r⊥)δ(z − z2)] . (58)
In (58) we consider the test charge Q = Ze located at the point rQ = (rQ⊥ , zQ): the axis z is directed perpendicular
to the graphene layers, z1 and z2 are the coordinates of the graphene layers, and r⊥ is the two-dimensional radius
vector. We put zQ > z1 > z2 and
ε(z) =
{
ε, z2 < z < z1
1, otherwise.
The solution of Eq. (58) yields
eϕi(q) = ZViQ(q) +
∑
j
Vij(q)ρ
ind
j (q), (59)
where
V11(q) = V22(q) =
4πe2
q
(ε+ 1) + (ε− 1)e−2qd
(ε+ 1)2 − e−2qd(ε− 1)2 , V12(q) = V21(q) =
8πe2
q
εe−qd
(ε+ 1)2 − e−2qd(ε− 1)2 (60)
are the potentials of interaction of elementary charges located in the graphene layers, d = |z1 − z2| is the distance
between the graphene layers, ViQ(q) = e
−qaVi1(q) is the potential of interaction between the elementary test charge
and the induced charge in the ith layer, and a = |zQ− z1| is the distance from the test charge to the nearest graphene
layer. Substituting (59) into (56) we obtain the induced charges
ρind± (q) = Ze
−qa V±(q)Π±(q)
1− V±(q)Π±(q) , (61)
where
V±(q) = V11(q)± V12(q) = 4πe
2
q
1± e−qd
(ε+ 1)∓ (ε− 1)e−qd . (62)
Substituting the induced charges (61) into Eq. (58) and solving it we obtain the expression for the screened potential
ϕ(r) as the linear function of the test charge Q.
We consider the cases (see Fig. 1) where the electric field sensor is located at the side of the test charge [point P
with the coordinate rP = (rQ⊥ + r⊥, zQ)] or at the opposite side [point P
′ with the coordinate rP ′ = (rQ⊥ , zQ − z),
where z > a+ d].
At the point P the potential is given by the equation
ϕP (r) =
Q
r
−Q
∫ ∞
0
dqJ0(qr)e
−2qa
[
(ε2 − 1)(1− e−2qd)
(ε+ 1)2 − e−2qd(ε− 1)2 −
q
4πe2
(
V 2+(q)Π+(q)
1− V+(q)Π+(q) −
V 2−(q)Π−(q)
1− V−(q)Π−(q)
)]
, (63)
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FIG. 1: Schematic view of the system under consideration.
where J0(x) is the Bessel function. The potential at the point P
′ is equal to
ϕP ′ (z) = Q
∫ ∞
0
dqe−qz
[
4ε
(ε+ 1)2 − e−2qd(ε− 1)2 +
qeqd
4πe2
(
V 2+(q)Π+(q)
1− V+(q)Π+(q) −
V 2−(q)Π−(q)
1− V−(q)Π−(q)
)]
. (64)
In (63) and (64) we take into account that Π±(q) is the function of the modulus of the wave vector.
The density-density response function is computed analogously to the current-current response function. The
answer is
Π±(q) = − 1
S
∑
σ,α,λ,λ′,k
F
m(b)
λ,λ′,k,q
[
P∓λ,λ′,k,q
1− fF (Eλ′,k+q)− fF (Eλ,k)
Eλ′,k+q + Eλ,k
+ L∓λ,λ′,k,q
fF (Eλ′,k+q)− fF (Eλ,k)
Eλ,k − Eλ′,k+q
]
, (65)
where the chirality factors F
m(b)
λ,λ′,k,q are given by Eq. (23), and the coherence factors P
± and L±, by Eq. (40) and
(41). The response functions (65) do not depend on the ultraviolet cutoff and do not require regularization.
We note that Eqs. (63)-(65) correspond to the random phase approximation (RPA) and do not account the vertex
corrections. It is known that in the BCS theory the vertex corrections are important for obtaining the gauge-invariant
result28. The same is true for the electron-hole pairing. Fortunately, the problem with the gauge invariance does
not emerge under computation of the density response function in the static limit. Nevertheless, one can ask about
the value of the vertex corrections. This problem was addressed in Ref. 31 where the electron-hole pairing in bilayer
systems with the quadratic spectrum of carriers (double quantum wells is GaAs heterostructures) was studied. The
good agreement between the RPA31 and the diffusion quantum Monte Carlo32,33 computations for the condensate
fraction allows the authors of Ref. 31 to conclude that the vertex corrections are negligible. The vertex corrections
for the graphene systems with electron-hole pairing were evaluated in Ref. 15. It was shown15 that the second-order
vertex corrections amount only to about 5% of the first-order coupling constants and thus can be neglected. The
general argument for neglecting the vertex corrections in the graphene system is that they are small by the factor
1/N , where N is number of electron flavors (N = 4 corresponds to four spin-valley components).
Let us return to Eqs. (63)-(65) and consider first the T = 0 case. The dependencies Π±(q) at T = 0 and ∆ = const
are shown in Figs. 2 and 3 for the system of two monolayer and two bilayer graphenes, correspondingly. In the
normal state (∆ = 0) the response functions Π+ and Π− are equal to each other and coincide with the response
function for the monolayer34,35 (bilayer36) graphene. In the limit qkF ≪ 1 they approach Π+(0) = Π−(0) = Nm(b)F ,
the density of states of the monolayer (bilayer) graphene at the Fermi level (NmF = 2kF /πh¯vF and N
b
F = 2m/πh¯
2).
In the superconductive state (∆ 6= 0) the response function Π+ approaches zero at q → 0. It principally changes the
character of screening.
In the normal state the scalar potential ϕP (r) at d <∼ k−1F ≪ a≪ r has the universal asymptote
ϕP (r) ≈ 2Qa
2
r3
. (66)
Actually, it is the potential of a dipole consisting of the test charge and its image. In the superconductive state the
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FIG. 2: The density response functions Π+ (dash-dotted line), Π− (dashed line) in the superconductive state (for ∆ = 0.5ǫF ),
and Π = Π± (solid line) in the normal state for the system of two monolayer graphenes.
b
FIG. 3: The same as in Fig. 2 for the system of two bilayer graphenes.
second term in (63) yields only 1/r3 correction and the scalar potential remains unscreened at large r :
ϕP (r) ≈ Q
r
.
Similar features demonstrates the potential ϕP ′(z). In the normal state its asymptote is
ϕP ′(z) =
Q
kF z2
1
8αeff
(
1 +
4αeffdkF
ε
) (67)
(for the system of two monolayer graphenes) and
ϕP ′ (z) =
QaeffB
z2
1
8
(
1 + 4d
εaeff
B
) (68)
(for the system of two bilayer graphenes). In the superconductive state the potential remains unscreened at large z
[ϕP ′(z) = Q/z].
For T 6= 0, T ≪ ∆ the function Π+(q) at q → 0 approaches a small (∝ e−∆/T ) but finite value. It changes
the character of screening at very large distances. The asymptotes are ϕP (r) = C/r
3, and ϕP ′(z) = C
′/z2, but the
coefficients of proportionality C and C′ contain the large factor e∆/T . At T ≫ ∆ the screening in the superconductive
state is almost the same as in the normal state. The screened potential at intermediate distance to the test charge is
shown in Fig. 4 [screening along the structure, the potential ϕP (r)] and Fig. 5 [screening across the structure, the
potential ϕP ′(z)]. The parameters ∆ = 0.5ǫF , dkF = 0.2, a
eff
B kF = 0.25, and akF = 4 are used for the computation.
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(a)
(b)
FIG. 4: Screening along the structure of two monolayer (a) and two bilayer (b) graphenes in the normal state (solid line), and
in the superconductive state at T = 0 (dash-dotted line) and T = 0.1∆ (dashed line). The potential is normalized to the bare
potential ϕ0 = Q/r.
One can see that the electron-hole pairing essentially changes the spatial dependence of the screened potential both
at zero and at finite temperatures.
Thus we conclude that the electron-hole pairing reveals itself in spectacular changes of the electric field of the test
charge located near the double layer system. The effect can be used as an indicator of the electron-hole pairing.
The most effective method of measuring the local electrostatic potential uses the single-electron transistor (SET)
technique. Operating at low temperature the SET scanning electrometer is capable of measuring the potential with
millivolt37 to microvolt38 sensitivity a high spatial resolution close to the SET size (about 100 nm). A quantum-
metrology technique for precision three-dimensional electric-field measurement using a single nitrogen-vacancy defect
center spin in diamond was also developed39. While it is less sensitive than SET, it allows measuring the field created
by an elementary charge located at a distance less or about 150 nm from the sensor. The latter technique does not
require low temperature. Thus the electrostatic method of registration of the electron-hole pairing is doable with the
current technologies.
VI. CONCLUSION
In conclusion we have shown that in the double layer graphene system the electron-hole pairing results in the
Meissner effect and in the strong suppression of screening of the test charge. The effects demonstrate the same
temperature behavior. They are maximal at zero temperature, decrease under increase in the temperature, and
disappear in the normal state. It is connected with the similarity of the current-current and density-density response
functions. Such a similarity is specific for the electron-hole pairing. It does not occur in superconductors with the
electron-electron pairing. The Meissner effect in the system under study is extremely small and most probably it
cannot be used as an indicator of the electron-hole pairing. On the other hand, the suppression of screening is strong
and the observation of this effect can be used as a hallmark of the transition into the superconductive state.
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(b)
(a)
FIG. 5: The same as in Fig. 4 for the screening across the structure. The potential is normalized to ϕ0 = Q/z.
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