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Cold Dark Matter is believed to constitute almost a quarter of the Universe, most 
likely in the form of Weakly Interacting Massive Particles (WIMPs), predicted 
by supersymmetry. This thesis describes the simulation methods, analysis tech-
niques, and results for the calibration of the DRIFT-IA directional dark matter 
detector. This is the first module in an array of gas time projection chambers 
capable of searching for WIMPs with directional sensitivity, located in the Boulby 
mine. 
Analysis of calibration data taken over a period of five months is compared 
to detailed Monte Carlo simulations using CEANT4, and a number of efficiencies 
calculated. After simulation and analysis of data taken during neutron source 
exposures, in a variety of configurations and separated over a number of months, 
the DRIFT-11A detector is found to have an efficiency of 94+2(stat)±5(sys)% 
for the detection of neutron-induced nuclear recoils. This efficiency is reduced 
to 44+1(stat)+5(sys)% when measures are taken to remove background events 
from all data, and a remaining population of events from radon progeny recoils 
is discussed. 
The gamma ray rejection factor is determined to be better than 10 -5 fol-
lowing similar analysis of data taken during gamma ray source exposures. The 
neutron and gamma ray flux from rock surrounding the detector is calculated 
and respective interaction rates as a result of this radioactivity in an un-shielded 
DRIFT-IA found to be 1.3 nuclear recoils per day and under 2.1 electron recoils 
per day, above detector threshold. The nuclear recoil rate drops to under 1 event 
per year for a shielded detector. 
Future operation, development and expansion of the DRIFT-TI array will lead 
to increased potential for directional dark matter detection. 
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Chapter 1 
Introduction to Dark Matter 
For over seventy years, there has been increasing evidence that the Universe is 
made up of more than the luminous matter that is seen. The first evidence for 
this was the discrepancy found by Fritz Zwicky when studying the galaxies of 
the Coma cluster in 1933 [1]. He deduced that the mass of galaxies, as estimated 
from dynamical results, was far in excess of the mass as determined from the 
amount of luminous material. Since then, evidence has poured in from a variety 
of complementary techniques indicating that most of the mass in the Universe is 
'dark', i.e., although it is un-observable, its gravitational effects are still manifest. 
This 'missing-mass problem' is thought to have its solution in the existence of 
a halo of dark matter that extends out further than the visible galaxy and is 
comprised of exotic, non-baryonic 'Cold Dark Matter'. This chapter describes the 
theoretical and observational motivation for such a hypothesis and a discussion of 
the most likely candidates for Cold Dark Matter - focussing on the most promising 
candidate of Weakly Interacting Massive Particles. 
1.1 Modern Cosmology & The Big Bang 
The most successful theory of the Universe and the basis of modern cosmology is 
the hot Big Bang model (see [2, 3, 4] for review) which takes fof granted that all 
matter arose from a singularity. The model further assumes that the Cosmological 
Principle, which states that the Universe is homogeneous and isotropic on large 
scales, is fundamental. The first observational support for what would become the 
1 
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Big Bang model arrived from Edwin Hubble in the 1920s [5] when he showed that 
distant galaxies are moving away from us with a velocity, il, that is proportional 
to their distance, f: 
(1.1) 
where the constant of proportionality, 110 , is known as Hubble's parameter at the 
present time. H0 is usually defined in terms of a reduced Hubble parameter, ho, 
a dimensionless parameter defined observationally that absorbs the uncertainty 
in H0 , where 
H0 = 100h0 km s MpC1 = 0.102h0 Cyr', with h0 = 0.73 + 0.03 [6]. (1.2) 
Hubble's Law means that distant galaxies are moving away from each other in an 
expanding Universe and, by implication, that at previous times were much closer 
- supporting the hypothesis of an initially hot and dense singularity. 
Further evidence comes from the observation that the average number of 
galaxies per unit volume in the Universe at the present epoch is almost constant 
across the sky. Hence, it appears fair to say that the Universe is homogeneous 
and isotropic - at least at present and when viewed from Earth, and as illustrated 
by the discovery of the Cosmic Microwave Background (CMB) Radiation (see 
Section 1.3.2) in 1965 by A. A. Penzias and R. W. Wilson (7]. They found the 
CMB radiation to be isotropic to within 10% and subsequent measurements from 
the Cosmic Background Explorer satellite (COBE) and the Wilkinson Microwave 
Anisotropy Probe (WMAP), which have mapped small scale temperature fluctu-
ations in the CMB radiation, have found no anisotropies to the iO and 10 
level, respectively [6, 8]. The current value of h0 can be deduced from fits to the 
observations of the CMB anisotropies and further derived quantities assume the 
value to be typical of the Universe and not a localised region of space. 
For such an isotropic and homogeneous Universe, expansion is uniform and 
the real distance between two points, f, is related to a system of co-moving co-
ordinates carried along with the expansion via 
1= a(t)1 	 (1.3) 
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where f is the co-moving distance and a(t) is known as the cosmological expansion 
scale factor. This quantity measures the change in distance between co-moving 
points due to expansion. 
Differentiating Equation 1.3 with respect to time leads to a relationship be-
tween the scale factor and the Hubble parameter to give the expansion rate of 
the Universe: 
H(t)=I. 	(1.4) 
Since the cosmic time, t, is not directly observable, the relative expansion rate, 
ii, can be defined. This is simply the Hubble parameter normalised to its present 
value as a function of observed redshift, z, the relative shift in wavelength of light 







z=--i. 	 (1.6) 
a(t) 
Assuming the cosmological principle is valid, the geometrical properties of space-
time compatible with it can be described by the Friedman-Robertson-Walker 
(FRW) line element (for a review, see [9]) - a metric tensor that can describe all 
homogeneous and isotropic space-time: 
[ 
d82 = c2dt2 - a2(t) 	
dr2 
 + r2  (d92 + sim2ed 2 )] 	(1.7) Li - kr2 
where s is proper distance between space-time points and r, 9, and 0 are co-
moving spherical polar co-ordinates. The time co-ordinate, t, is the cosmological 
proper time. The parameter k, the spatial curvature constant, is scaled to have 
values +1, or 0 and represents the curvature of space-time. k = 0 represents flat 
Euclidean space and +1 or -I respectively represent positive or negative curvature 
of space-time. This equation essentially relates distances (as integrals over dr, 
dO, dçl.) and times (as integrals over dt) in a Universe whose geometry fluctuates 
in a manner driven by its content (matter & energy) and described by a(t). 
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The dynamics of a Universe, described by the FRW tensor, are determined by 
the Einstein gravitational field equations which lie at the core of general relativity 
(see [10] for a review): 
8irC 
Rgv - Rg — Ag Lv = 	 ( 1.8) 
The left hand side of these equations describes the geometrical structure of space- 
time and the right describes the matter and energy content of the Universe. The 
metric tensor, g,, relates distance and time via ds2 = — 9 V dx'2dx", where 
= (ct, r, 0, ) in spherical polar co-ordinates. Rn, is the Ricci tensor and R the 
curvature scalar; both are functions of gp, and its derivatives. T,, is the energy-
momentum tensor of matter and A, the cosmological constant, incorporates any 
vacuum energy content of the Universe. C is the gravitational constant and c 
the speed of light. 
The relative expansion rate, ft(z), can be found by solving the Einstein field 
equations (Equation 1.8), provided matter and energy content of the Universe 
are known. If again the assumptions of isotropy and homogeneity in the Universe 
are made then the energy and matter content can be described by an energy-
momentum tensor of a perfect fluid (reviewed in [11]) in the form 
= (p+ E )U4U UU +P9 i, 	 (1.9) 
where p is the pressure of the fluid and p the density. These two quantities are 
related by the equation of state 
P = ('y - 1)pc2 . 	 ( 1.10) 
For this equation of state, three constant values of 'y could describe the past, 
present, and future conditions of the Universe. The first is radiation dominated 
with 'y, =and gives p = Pr = PrC2 , where Pr  is the radiation density, and 
is a good approximation for the hot, dense, early Universe in which matter and 
radiation were in near thermodynamic equilibrium. The second (dust-like matter 
dominated), with 'y = 1, gives p = = 0 and is a good approximation to 
the present Universe where the dust-like, pressure-free matter dominates over 
the energy density of the electromagnetic radiation present in the Universe. The 
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third (vacuum energy dominated) has tmtv = 0 giving an equation of state p = 
PV = PvC, where Pv  is the vacuum energy density, and describes the likely 
future Universe in which the energy density from vacuum energy determines the 
dynamics of the Universe. It is a similar vacuum dominated equation of state 
that is thought to describe the conditions of the inflationary period of the very 
early Universe whilst still in the radiation era, discussed in Section 1.2.2. 
It is now possible to solve the Einstein field equations (Equation 1.8) by 
describing the geometry of the Universe with the FRW metric (Equation 1.7), 
and the matter energy content with the energy-momentum tensor of a perfect 
fluid (Equation 1.9). The solutions are two differential equations for the scale 
factor, a(t), and its time derivatives [10]: 
.2 
	
/ a\ 	kc2 A 8rG 
(-1+ \aJ - = 
—1—p 	 (1.11) 
fa\ 	"" 2 kc2 	87rG 
2(-)+( 
a  
-)+---A=---p. 	 (1.12) 
\a/ aj 	a2 C2  
Equation 1.11 is the equation for the expansion rate, H, in terms of a, and is 
known as the Friedmann Equation. 
By stating that the density of the fluid is comprised of radiation (Pr)  and 
matter components (Pm)  such that p = Pr + Pm, two new quantities can be 
defined. The first is the vacuum energy density associated with the cosmological 
constant A: 
2 	Ac  
PAC = constant. 	 (1.13) rG  
The corresponding pressure is then PA = —PAC 2. 
The second quantity is the density at which the Universe has zero curvature, 
i.e. k = 0. For A = 0 it is known as the critical density: 
MO 
- 3H2  (t)  
(1.14) 
- 8irG 
The present value of the critical density is pc(0) - 1.88 x 10 -29hg g CM-3 which 
equates to approximately 9 protons m 3 given current values of h0 [11]. 
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Figure 1.1: The expansion of the Universe is described by a(t). If k=1 the Uni-
verse is closed with positive curvature and will eventually collapse in on itself 
under the gravitational attraction of the matter within it. If k=-1 the Universe is 
open with hyperbolic surfaces and will continue to expand. If k=O the Universe is 
fiat and the critical density equals the density from all matter-energy components 
of the Universe. 
Evaluating the Friedmann Equation (Equation 1.11) for the present time gives: 
=H 2pr(0)+pm(0)+pApc(0) (1.15) 
a0 	0 	Pc(0) 
Hence, it is clear that pc(0),  the present critical density, determines the spatial 
curvature of the Universe. If the critical density is equal to the sum of the 
densities from radiation, matter, and any vacuum energy component, then k = 
o and the Universe is Euclidean (fiat) and infinite. If total density exceeds the 
critical density, then k > 0 (or k = +1 by normalising to 00) and the Universe 
is closed: finite and positively curved with spherical surfaces. If, however, the 
densities combine to be less than pc(0),  then k < 0 (or k = —1 by normalising 
to ao) and the Universe is open and infinite with hyperbolic surfaces. The three 
possibilities can be graphically represented in a plot of a(t) as a function of t, 
such as in Figure 1.1 [12]. 
a(t) 
It is useful to define dimensionless density parameters which are ratios of the 
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mass-energy density of the Universe to the critical density at present, pc (0): 
	
Or = f4( 0) 	- Pm(0) 	 PA (0) = 	 (1.16) = 
PA) Pc(0) Pc(0) 31 
where r, m or A subscripts denote radiation, matter and vacuum energy densities, 
respectively. Thus, the total density of the Universe, Q t,t , is 
0tot = Or + R + QA 	 (1.17) 
and the curvature constant, k, may be defined as 
k = 	(Q0 - 1). 	 (1.18) 
C 
The Qt,t parameter is clearly extremely significant in determining the evolution 
of the Universe through its gravitational potential, as illustrated by re-defining 
the possible outcomes for the size of the Universe in terms of Qtoj.  For the case 
where Qt,t = 1, the solution to Equation 1. 11, the Friedmann Equation, is a(t) cc 
t* after matter comes to dominate the Universe over radiation. Here the Universe 
will expand infinitely but at an ever decreasing rate. If Rot  .c 1 the solution is 
a(t) cc t and the Universe will increase forever. For Q t,t > 1, a(t) -* 0 as the 
term in Equation 1.11 cancels the density term p which causes the Universe to 
stop expanding and collapse in on itself in a 'Big Crunch'. 
More detail on the evolution of the Universe and the form of the dominant 
components can be seen by substituting Equation 1.18 into the Equation 1.11 and 
using the definition of z from Equation 1.6. The expansion rate of the Universe 
is then given by 
R(z) = [O,(1 + z)4 + Q(1 + z) 3  + QA - (RG - 1)(1 + Z)' ] I - 	 ( 1.19) 
This is known as the Friedmann-Lemaitre Equation (see [10], [11] for a review). 
The first term, Qr(l + z) 4 , reveals that radiation acts to increase the expansion 
rate of the Universe, k(z), as z increases which means it reduces the expansion 
rate with time - a consequence of radiation pressure acting as a source of gravita-
tion along with density in general relativity. Despite the present radiation density 
being only a fraction of the non-relativistic matter (Sections 1.3.1 & 1.3.6), mov-
ing backwards in time, electromagnetic radiation and relativistic particles become 
dominant over pressure-less matter. - 
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The second term, Q. (I+ z) 3 , is similar to the first except for it being matter 
acting to reduce the expansion rate of the Universe with time and with a smaller 
dependence on redshift. 
The third term, SA, is not a function of redshift and as such would remain con-
stant with time. This means that if A > 0 vacuum energy would eventually come 
to dominate the Universe as the matter and radiation components diminished. 





where H. is the value of H(t) at t = cc. Combining Equation 1.20 above with 
the definition of QA  in Equation 1.16 gives 
Ac  = 3H. 	 (1.21) 
This equation means that if A> 0 then necessarily QA 1 at late times. 
Finally, the last term of Equation 1.19, (Q0 - 1)(1 + z) 2 , signifies that if 
Qt0t is greater than 1, such that space-time is positively curved, then Q0(0) will 
counteract the first three terms. However, if Q0(0)  is less than 1 it will add a 
contribution to the first three terms. Hence, a Universe with negatively curved 
space-time will have a higher expansion rate than a positively curved space-time 
Universe. However, due to the (1 + z) 2 dependence this term is over-shadowed at 
early epochs when matter and radiation dominate, and also at late times when 
vacuum energy takes over. 
1.2 Motivation for 11tot = 1 
Having determined that the parameter Qt,t is crucial in determining the evolution 
of the Universe, it is possible to address some of the theoretical preferences for a 
fiat Universe in which k = 0 and hence Q = 1. 
1.2.1 Problems with the Big Bang 
The Cosmological Flatness Problem: From the Friedmann Equation (Equa- 
tion 1.11) and in particular Equation 1.18, it can be seen that if a Universe begins 
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with Qt,t = 1 (or at least is 1 at t = ti,, where t, is the Planck time, since this is 
a classical model), then the value will remain at unity forever. However, if Q0 
is not exactly 1, then Qt,t rapidly increases or decrease with time. For Qt,t to be 
anywhere close to 1 at the present time, even to within a few orders of magnitude, 
requires it to have been extremely close to unity at very early epochs [13]. Fits 
to measurements of CMB anisotropies from various experiments indicates that 
Rot is very close to, or exactly equal to 1 (see Section 1.3.2). To achieve a value 
of 0tot = 1 today requires O 0 (t) = 1 + 10_60.  Hence, assuming an initial and 
constant value of Qtt = 1 is a natural remedy to the problem of why the cur-
rent value is known to be close to 1 given the infinite set of values that it could be. 
The Horizon Problem: The extreme degree of isotropy in the Universe is illus-
trated by the 0MB and its homogeneity to the level of 10-6.  The CMB has near 
identical properties on opposite sides of the sky (once corrected for the motion 
of the Earth). However, the two regions in which the radiation originated when 
matter and radiation decoupled were never in causal contact and, thus, no signal 
from one region can have reached the other. Each 1 1 patch of the current sky was 
causally disconnected at the time of recombination and outside the horizon of the 
light-cones of one another. The time required for light to travel between them 
is greater than the age of the Universe, assuming steady expansion, and conse-
quently the isotropy of the 0MB cannot be attributed to the causal smoothing 
effect of interaction [14]. An early epoch of extremely rapid expansion of the 
Universe can solve this problem by blowing up previously causally connected re-  - 
gions. Such a theory, called 'Inflation', is discussed in Section 1.2.2. The Horizon 
Problem gives support for an inflationary period which in turn drives Qt, t to 1. 
The Monopole Problem: In the 1970s Sasha Polyakov proved massive par-
ticles, called 'magnetic monopoles', must be created whenever any unified force 
breaks down into separate, disparate forces. If Grand Unification Theories (GUTs) 
are correct and all the forces of nature were in fact one in the early, more ener-
getic Universe, then magnetic monopoles should exist in abundance [15] having 
been created when the symmetry of the GUTs force evaporated along with cosmic 
strings, domain walls and baryons as topological defects were frozen out. The 
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defect, or magnetic monopole density today should be ' iO cm -'. Such a den-
sity, coupled with the predicted monopole mass of -'-' 10 16  GeV, would have led 
to a closed Universe with a lifetime of less than a few decades. Furthermore, the 
number of magnetic monopoles present today has an upper limit of the Parker 
bound of ' 10_26  cm-' (assuming amonopole velocity of 10 3c), derived from 
the strength of the galactic magnetic field [16]. Any primordial monopoles would 
accelerate along galactic magnetic field lines and reduce the strength of the field 
itself. Hence, an upper limit on current defect density can be set. Experimen-
tal data from the MACRO collaboration confirms the low upper limit, giving 
2.3 x 10_15  m 3 for a velocity of 10 -4c, or - 1.3 x 10-19  m 3 for a velocity of 
c. The absence of the predicted monopoles and the current age of the Universe 
together constitute another major cosmologic problem, the Magnetic Monopole 
Problem, and again the solution is provided by an inflationary period in the early 
Universe supporting Q t, t = 1. 
1.2.2 Inflation 
Inflationary theory, originally developed by Guth [17] and Linde [181, provides an 
elegant solution to the problems outlined above by introducing a large transitory 
inflation scalar field, represented by A in Equations 1.11 and 1.12, to drive a 
rapid expansion of the Universe at faster than the speed of light. The cause of 
the inflation era was the symmetry breaking at the GUT unification point when 
spacetime and matter separated and energy was released. This energy caused an 
overpressure that was applied not to the particles of matter, but to spacetime itself 
- allowing the space between particles to expand at an exponential rate whilst 
the particles themselves essentially remained stationary. Within this model, with 
the matter in the early Universe in tension for a short period of time such that 
the effective pressure was negative, we can write the equation of state as 
3p+ p <0. 	 (1.22) 
This type of matter would allow the expansion factor to grow faster than a simple 
proportionality with t. When p + p = 0 (such as for a scalar field with negligible 
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a(t) = exPV_ 
' 
a_Pt. 	 (1.24) 
Consequently, a(t) grows exponentially for a time At near the GUT phase tran-
sitiontime of rs 10 	s rJ  lost  [13]. 
After the period of inflation, the curvature term 	in Equations 1.11 & 1.12 
drops by a factor of 10 and the inflation field, A, decays to near zero rapidly such 
that the upper limit on its present value is 4 x 10_52  m 2 [19]. The consequence of 
this is that the mean density must be approximately equal to the critical density 
at the time of the phase transition, i.e., 12 = 1 ± 10-58 , and thereby 12 = 1 ± 10 -6  
at present. The Cosmological Flatness Problem is solved since inflation predicts 
Rot = 1 for the Universe, regardless of future evolution, in agreement with the 
current CMB data. 
The Horizon Problem is similarly swept away within the formalism of inflation, 
since the size of the horizon at 1084,  of  10-25  cm would grow to ".' 10 4z cm in 
the inflationary time, whilst the observable Universe would still only be rs 10-22 
cm. Hence, the entire current Universe would be contained within one light-cone 
at the time of the GUT symmetry breaking and all regions of the Universe in 
causal contact. As such, there is no discrepancy in there being such isotropy 
today. 
The Monopole Problem, the original motivation for the concept of an inflation-
ary Universe, is solved for the same reason. Since the current Universe was once 
contained entirely within a single light-cone, the number of predicted monopoles 
drops to one per causally connected region. Although there may be more if the 
correlation length of the Higgs field was smaller than the horizon distance at the 
time of inflation, the predicted density is still far below the Parker Bound. 
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1.3 12m , R, 11A & Dark Matter 
Given a flat Universe with Qtt = 1, it becomes possible to determine the frac-
tions of matter, radiation and scalar fields that make up the total content of the 
Universe. There are a number of complementary experimental and theoretical 
techniques used to accurately determine these figures, including measurements of 
the CMB radiation, redshifts of distant supernovae, galaxy clusters, gravitational 
lensing, luminous baryonic matter observations and Big Bang nucleosynthesis 
constraints. The following sections examine some of these in more detail and 
conclude that there is a discrepancy between observed matter and inferred lev-
els of matter throughout the Universe and that the majority of matter is both 
non-luminous and non-baryonic. 
1.3.1 Radiation Density 
The Radiation Density parameter 12,-, encompassing the CMB photons, is calcu-





= 2.48 x 10 5 h 2 . 	 ( 1.25) 
Taking h0 = 0.73, S-i,- = 4.65 x 10 
The observationally measured value from WMAPext+2dF, which are combined 
results from the WMAP CMB experiment (Section 1.3.2) and the 2 degree Field 
Galaxy Redshift Survey (2dFGRS) (Section 1.3.5.1) is 12,- = 4.64 x iO [6, 111. 
Although the Universe was dominated by radiation at early times, the total con-
tribution of the radiation density to 12jot  at present is almost five orders of mag-
nitude less than the combined density from vacuum energy and matter in the 
Universe. 
1.3.2 CMB Anisotropy 
For bur early Universe, originating in a Big Bang, the photons and baryons would 
have formed a plasma through the constant Thomson scattering of the photons 
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Figure 1.2: The CMB shows a near uniform Universe as illustrated by the WMAP 
all sky map of the temperature anisotro pies. The temperature difference between 
blue and red in the figure is a few thousandths of a Kelvin and correspond to 
matter density fluctuations in the distribution. These differences are density per-
turbations caused by quantum fluctuations in the very early Universe which were 
amplified by inflation and become gravitational potentials for large scale structures 
to form [21]. 
off the ions and electrons. However, 300,000 years later, as the Universe cooled 
through expansion, at a red shift, z, of '1000 and a temperature of 3000 K, the 
photon energy dropped below the binding energy for Hydrogen. Electrons and 
nuclei were able to form neutral atoms allowing the radiation to decouple from 
matter and freely stream away in a transparent Universe. This radiation is still 
present today but has become redshifted to the microwave range of the electro-
magnetic spectrum through the expansion of the Universe and is observed to have 
an approximately black body spectrum with a characteristic temperature of 2.725 
K today - consistent with the Big Bang theory. Anisotropy at the 106  level over 
angular scales of 7° has been discovered by radiation mapping experiments [20] 
independent of the expected dipole anisotropy caused by the motion of the solar 
system. The most recent and most accurate results come from WMAP [6, 21], 
and an all sky map of the temperature anisotropies measured by the satellite is 
shown in Figure 1.2. 
Such anisotropy, predicted as the Sachs-Wolfe effect [10], is produced by the 
gravitational action of primordial galaxies on the microwave radiation. These fluc-
tuations in the gravitational potential at recombination are independent of any 
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Figure 1.3: The power spectra of the CMB temperature fluctuations measured 
by WMAP and various balloon and ground based experiments, as a function of 
multipole number, lj  (botttom) and angular scale (top). The red ACDM model 
(vacuum energy + cold dark matter content) predicted curve matches the data 
well [22]. 
ionisation history because at these angular scales they are causally disconnected. 
Hence, the anisotropies map the primordial density fluctuation and they manifest 
as peaks in the current angular power spectrum of temperature anisotropies in 
the CMB - shown in Figure 1.3. 
Fluctuations can cause an over-density in the early Universe which will not 
collapse under the effect of self-gravity until it enters its own particle horizon 
and every point within it is in causal contact with every other point. After that 
point the perturbation continues to collapse until it reaches the Jean's length, at 
which time radiation pressure will begin to counteract gravity and set up acoustic 
oscillations. Over-densities of the same size will pass the horizon size at the same 
time and will oscillate in phase. These acoustic oscillations will occur in the 
matter field and the photon field and, thus, will induce Doppler peaks in the 
spectrum whose levels depend on the number of acoustic oscillations that have 
taken place since entering the horizon. For dense regions that have undergone 
half an oscillation, there will be a large Doppler peak. Other peaks occur at 
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harmonics of this. 
Since the amplitude and position of the primary and secondary peaks are 
determined by the number of electron scatterers and by the geometry of the 
Universe, they can be used to test the density parameter of baryons and any 
dark matter, as well as other cosmological constants. The first peak in their power 
spectrum picks out the angular size of the largest fluctuations in the plasma at the 
time of recombination when the Universe became transparent to electromagnetic 
radiation. Since it is seen through the 'lens' of a curved Universe, the location of 
this peak is sensitive to the total matter-energy density of the Universe and this 
peak can be analysed to give a value for Qtt [11). 
The second and higher order peaks of the spectrum can provide information 
about weakly interacting matter present. Odd numbered peaks in the spectrum 
(such as the 1st, 3rd, etc) are produced by regions of the plasma which have been 
maximally compressed by in falling material. Even numbered peaks (such as the 
2nd, 4th, etc) correspond to maximally rarified regions which have rebounded 
due to photon pressure. For a high baryon-to-photon ratio, the compression is 
enhanced whereas the rarefactions are retarded and the second peak would be 
reduced in size relative to the first. The strength of this effect is dependent on the 
baryon fraction relative to the more weakly bound neutrinos and possible dark 
matter particles within the over-dense regions. 
Doppler peaks at very small angular scales vanish due to diffusion of matter. 
Prior to the last scattering surface, where matter and photons interact on smaller 
scales than the horizon size, photons travel from higher to lower density regions 
and take electrons with them through Coulomb interactions. This dampens the 
fluctuations and is more pronounced as the size of the fluctuation decreases. 
Hence, the peaks at small angular scales are washed out. 
The angular power spectrum shown in Figure 1.3 depicts the behaviours as 
described above and can be used to fit various models [23], and currently the best 
fit is from 'ACDM': containing both a A vacuum energy contribution of QA r..i0.72 
and a large amount of non-baryonic Cold Dark Matter (CDM) which accounts 
for —90% of Q., with h0 r'.s  0.73 throughout the Universe. The combined CMB 
experiments (BOOMERANG, MAXIMA, DASI, COBE, WMAP) produce the 
following values for the matter and total density parameters [24, 6]: 
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lint = 0.26 ± 0.03 
Rot = 1.02 + 0.02. 
Using the three year WMAP data alone, and assuming primordial fluctuations 
are adiabatic with a power-law spectrum, the best fit values are for a ACDM Uni-
verse with Qmh2 = 0.127t0000,Qbh2 = 0.0223 007  and h0 = 0.73±0.03. Hence, 
since Q. = 0.23 and Ob = 0.041, there must be a dark matter content making 
up approximately 20% of the Universe. Furthermore, the matter content of the 
Universe (coupled with any very small contribution from radiation) is insufficient 
to account for 11tot  and there exists a non-zero QA  component [6]. 
It should be noted, however, that ACDM is not the only model capable of 
fitting the angular power spectrum of the CMB photons provided by WMAP 
and other CMB mapping experiments. If the assumption that the primordial 
fluctuation spectrum be fit with a single power law is relaxed, an Einstein-de 
Sitter model of the Universe with zero A component can fit the data as well as 
ACDM [25]. Such a model predicts a universe with no integrated Sachs-Wolfe 
effect and is actually in better agreement with the low quadrupole observed by 
WMAP than ACDM models. Hence, since Einstein-de Sitter models cannot be 
ruled out through CMB data alone (nor by large scale structure constraints) it 
can be argued that the Universe does not require a A component. It is only data 
from Type la supernovae surveys (see Section 1.3.3.2) that indicate directly the 
requirement for a non-zero cosmological constant when combined with values of 
the Hubble constant. A potential pit-fall for the Einstein-de Sitter model is that 
it requires a low Hubble constant value of H0 r..i46 kmr 1 Mpc'. This problem 
can be removed if we assume Hubble's constant to be variable throughout the 
Universe such that the measured value does not represent the Universe as a whole. 
Nonetheless, the ACDM model remains the fore-runner for the model best 
describing the Universe when taken in light with CMB data, large scale structure 
constraints and Type Ta supernovae surveys (see Figure 1.9). This framework 
presents a new Standard Model for Cosmology known as the Concordance Model 
(section 1.3.8). 
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1.3.3 Dark Energy 
1.3.3.1 The Cosmological Constant Problem 
Famously, the A term contribution to the content of the Universe was origi-
nally introduced to Einstein's equations of General Relativity as a cosmological 
constant intended to ensure a static Universe. Despite the discovery that the 
Universe is in fact expanding (see Section 1.1), there are still reasons to include 
it in Einstein's field equations. The first being mathematical motivation, since A 
acts as an additive constant in an indefinite integral. Secondly, it defines the ra-
dius of curvature for closed Universe models when the matter density parameter, 
Rn, passes maximum and, thus, sets a fundamental cosmological length scale. 
Thirdly, and most relevant to the topic of dark matter in the Universe, is that 
A is related to the energy density of the vacuum of the Universe as described in 
Equation 1.16. 
Nonetheless, despite such motivation to include it, cosmologists have histor-
ically tended to set A = 0. This is because of huge discrepancies in expected 
values of A based on quantum field theories of vacuum energy such as quantum 
chromodynamics (QCD), electroweak (EW) and GUTs, with current experimen-
tal limits. The theories predict values that would set 0A  to 10, 10 and 10 122 
for QCD, EW and GUTs models, respectively; all of which are greater than unity 
and, thus, impossibly high given the existence of the Universe today with Qt,t = 
1. A non-zero A (as determined by experiments described in the previous and 
following sub-sections) requires that for the quantum field theories to be correct, 
as they have been in the microscopic Universe, there must exist within their solu-
tion a cancellation mechanism that is fine tuned to the order of 10", iO 55 or 10122 
depending on the model. This is known as the Cosmological Constant Problem 
[14]. 
The component of the energy-density of the Universe attributed to the A term 
has been termed 'dark energy'. Theories as to the origin and properties of this 
energy must account for a non-zero energy density as well as another coincidence 
problem relating to why the values of Q. and 11A  should be so similar in the 
present epoch. The A term must have been sufficiently sub-dominant in the early 
Universe so as not to overcome the gravitational attraction of matter that led 
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to large scale structures seen today. Why it should begin to dominate in the 
present epoch such that Q. and 12A  are presently so similar must be accounted 
for. The most popular theories still involve either a cosmological constant with an 
energy density filling space homogeneously; or a 'Quintessence' theory which has 
a dynamic scalar field with an equation of state that can vary in space and time 
defined by p = wp, where w is < -1 3 1111 . Cosmological constant solutions require 
static energy density and have to = —1. WMAP data indicates w = _0.97gg for 
a ACDM model [6]. Vacuum energy is transferred to the kinetic energy of the 
Quintessence scalar field as it rolls towards the minimum of its potential down a 
gradient. Models of Quintessence can have tracking ability that allows the energy 
density to track the radiation density (dominant in the early Universe) until 
the increasing matter density approaches equality with the lessening radiation 
density. At this point the Quintessence field is able to increase and will eventually 
dominate over matter and radiation, causing an increase in the expansion rate 
of the Universe. Yet another solution is 'k-essence' which is a form of kinetic 
Quintessence in which to < —1 and has a non-standard form of kinetic energy. 
Despite numerous such elegant solutions, there is no agreed upon theory as 
to the nature or characteristics of this component of the Universe. Experiments 
do however indicate that it does exist and, thus, the Universe is expanding at 
an accelerating rate. One of the most conclusive pieces of evidence for this are 
results from surveys of Type In Supernovae when combined with a value of h0 = 
0.73. 
1.3.3.2 Type la Supernovae 
To measure the distance to objects further than the local group or super-group, 
traditional methods such as trigonometric parallax or observations of Cepheid 
variable stars become unreliable. For the former the parallax shift becomes too 
small and with the latter it becomes impossible to separate individual stars within 
galaxies. Instead of using these methods, it is possible to observe well known 
phenomena with known absolute magnitude at large distances and determine 
their distance from the change in intensity in accordance with the inverse square 
law. This technique is adopted in Type la Supernovae surveys. These supernovae, 
originating in binary systems with a white dwarf and companion red giant or 
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main sequence star, are known to have high and consistent luminosities with the 
peak light output equivalent to an absolute blue sensitive magnitude of —19.6. 
Their brightness and consistency comes from the fact that a companion star 
is accreting onto a white dwarf at a different rate to conventional nova. The 
accretion rate is high enough to prevent an unstable degenerate layer forming. 
Thus, mass continues to grow until the entire star, as opposed to only a thin 
surface layer, undergoes a thermonuclear explosion when the white dwarf reaches 
the Chandrasekhar limit of 1.4 solar masses [26]. Since Type Ia supernovae 
always explode at this limit, they all have the same characteristic intensity and 
can be used as a measure of distance and expansion rate of the Universe over 
cosmological distances by surveying Type la Supernovae out to high redshift 
[27]. Any deviations from the Bubble Law, which gives a linear expansion of the 
Universe, will be dependent on a deceleration parameter q0, which is measured 
in the surveys, and is related to Q.. and QA  through [131 
a(to )d(to ) 	m 
qo = - 	= - lA(tO). 	 (1.26) à2 (t o ) 2 
The High-z Supernova Search Team (HZT) [28] and Supernova Cosmology 
Project (SCP) [29] survey Type la supernovae between redshift 0.01 and 1.7. 
The result is that the peak apparent magnitudes of the supernovae are slightly 
larger than for linear expansion in accordance with Bubble's Law and a Friedmann 
cosmology as described in Section 1.1, provided there are no systematic effects 
in the data such as dust obscuring the supernovae or a change in intensity with 
redshift [30]. The results, shown in Figure 1.4, when combined with values of h0 
derived from CMB data, imply that the expansion of the Universe is increasing 
with time due to a non-zero A or energy contribution in the Universe so that the 
supernovae are further away than expected [31. 32]. 
The HZT find that QA - 1.4Qm = 0.35 ± 0.14 and, for Q t,t = 1 (and assuming 
negligible contribution from Qr)  HZT quote 
0.29 + 0.05 
QA = 0.71 + 0.05. 
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Figure 1.4: The SCP results of measurements of the effective luminosity of the 
Type Ia Supernovae and its dependence on redshift z. The results show that distant 
supernovae are observed as being dimmer than expected for a decelerating Universe 
and indicate the presence of a cosmological constant or dark energy causing the 
Universe to accelerate its expansion. The best fit to the data supports a A CDM 
Universe [29] 
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From SCP, again for a flat Universe: 
= 0.28 ± 0.05 
QA = 0.75 ± 0.07. 
Combining the WMAP results with Hubble Space Telescope (HST) key projects 
gives an overall estimate for the dark energy content of the Universe of 
QA = 0.72 ± 0.04. 
1.3.4 Gravitational Lensing 
According to Einstein's theory of General Relativity, matter curves space-time 
such that the path of a light ray passing through that space-time will be deflected 
as a result. This phenomena is known as gravitational lensing, depicted in Figure 
1.5, and can be divided into three categories: strong, weak and micro-lensing. 
Strong lensing occurs when the lens is very massive and the light source is 
close to this lens. The light is able to take multiple paths to the observer and 
multiple images of the source are seen. In rare cases, the source, lens and observer 
may align so as to produce an 'Einstein Ring' but more typically images of the 
source are seen as stretched, curved arcs. The properties of the arc such as cur-
vature, geometry, number of arcs and size are used to study the massive lensing 
objects and their mass distribution. The number of lensed events can constrain 
cosmological parameters such as the cosmological constant by determining the 
volume of space between observer and source. A result of 
QA ' 0.73 
for surveys of radio lenses in a flat model is very consistent with CMB data. 
If the source varies with time, the multiple images observed will also vary with 
time. However, the light does not travel the same distance to each image as a 
result of the curvature of space-time local to the lensing mass. Hence, there are 
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Figure 1.5: Gravitational lensing can be used to determine distributions of dark 
matter through the effect of mass on curvature of space-time. Light leaves a 
luminous body and encounters a massive potential in the line of sight between 
the source and observer. Here, light paths not originally pointing towards the 
observer may be bent due to the curvature of space time caused by the gravitational 
potential. The observer may see a temporary increase in intensity, or multiple or 
distorted images. Such effects can be analysed statistically for dark matter [36]. 
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time delays for the changes in the images. These time delays can be used to cal-
culate the Hubble constant, h0 , and again results are consistent with independent 
measures [33]. The Cosmic Lens All-Sky Survey (CLASS) finds results consistent 
with a flat Universe and a cosmological constant with [34] 
Qm - 0.3 1+0-27 
Microlensing occurs when a single image becomes more intense as additional 
light is bent towards the observer when the lens cuts across the observer-source 
path [35]. This process allows objects that are otherwise too dim to be observed to 
be identified. Their original dimness may be due to low actual surface brightness 
or distance, such as is the case for Massive Compact Halo Objects (MACHOs), 
including brown dwarfs or Jupiter-like bodies. The Microlensing technique, there-
fore, provides a good probe for small, distant or dim bodies through large volumes 
of space that can be searched for the presence of baryonic matter not being ac-
counted for in Q,. Results from microlensing surveys on the Large and Small 
Magellanic Clouds performed by the MACHO and EROS collaborations indicate 
that MACHOs do not make up a significant fraction of the matter of the Uni-
verse. Furthermore, results coupled with CMB mappings by WMAP and Big 
Bang Nucleosynthesis simulations indicate that the majority of baryonic matter 
is in itself also 'dark' (see Section 1.3.6 & 1.4.1.1). 
In Weak Lensing, the lens is too weak for multiple images or arcs to be pro-
duced and instead the source image is stretched, sheared and magnified due to 
convergent light paths [38]. By making statistical assumptions about the prop-
erties of the source, information on the lens can be obtained. For example, if 
a distant galaxy acts as a source and its light is lensed by a foreground galaxy 
cluster, the cluster's mass can be calculated. Furthermore, the distribution of 
large scale structure in the Universe can be probed with weak lensing since the 
matter produces shear and convergence in distant sources, including galaxies and 
the CMB, as they cross our line of sight. Since this lensing measures the gravita-
tional mass of the lens that is causing the spacetime to curve, it is a probe capable 
of mapping any non-baryonic, non-luminous dark matter regardless of how light 
is emitted by the gas and galaxies. Results of surveys using this technique show 
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Figure 1.6: This Hubble Deep Field image shows galaxies in the Abell 2218 cluster. 
The gravitational effects of such a large compact mass bends and focuses the light 
from galaxies that lie behind it and multiple images of these background galaxies 
are seen distorted into long faint arcs [37]. 
an excess of non-luminous matter within galaxy clusters. The Abell 2218 cluster, 
using images such as Figure 1.6 from the HST, has been measured to have a 
mass-to-light ratio (ratio of the total mass of a luminous aggregate of matter in 
solar masses, to its total luminosity in solar luminosities) of (440 ± 80)h0 in solar 
units, indicating the existence of dark matter in a model independent analysis 
[39]. 
1.3.5 Galaxy Cluster Measurements 
1.3.5.1 Large Scale Structure Formation 
Quantum fluctuations in the early inflation field are believed to have been am-
plified into larger density perturbations which were able to grow through their 
gravitational attraction into larger structures, eventually becoming galaxies and 
galaxy clusters [40]. Their growth rate and structure will appear as features in 
their clustering power spectrum which will have been directly determined by the 
matter density at present [41]. The 2dFGRS collaboration [42] has analysed the 
power spectra of over 220,000 galaxies and fits were made to models of a Uni-
verse where Q, is dominated by CDM [43]. The analysis found evidence for 
baryonic acoustic oscillations with the ratio of baryonic matter to total matter 
of 0.185 ± 0.046. The shape of the power spectrum gave Q,ho = 0.168 ± 0.016 
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which when combined with WMAP measures of the Hubble parameter leads to [6] 
= 0.231 ± 0.021. 
Analysis of the Sloan Digital Sky Survey (SDSS) [44] power spectrum from lumi-
nous galaxies also reported a baryon acoustic peak, and the authors were able to 
release a value for the matter density parameter for a flat Universe CDM model, in 
combination with data from WMAP, with vacuum energy component (ACDM) of 
= 0.273 + 0.025. 
1.3.5.2 X-Ray Measurements of Clusters 
Gas between and surrounding galaxy clusters becomes extremely hot (iO - io 
K) with a temperature corresponding to it being in hydrostatic equilibrium in the 
gravitational potential of the clusters. By measuring the x-ray emission in the 
form of Bremsstrahlung and atomic line emission from the hot gas, and assuming 
isotropy in the velocity distribution of the gas particles, the gas temperature and 
density distribution can be deduced and used to determine the distribution of the 
gravitational mass within the clusters [45]. Since the total x-ray luminosity itself 
acts as a direct measure of the mass of luminous, baryonic mass it is possible to 
arrive at values for the ratio of total baryonic mass of a cluster to its total gravi-
tational mass. These values can be assumed to represent the Universe as a whole 
since they are derived for the largest bound structures known and will account 
for a large fraction of the matter content of the Universe. Surveys by BeppoSAX 
[46] and Chandra [47] have determined the ratio of baryonic to total mass to be 
0.134 + 0.003 and 0.113 ± 0.006, respectively. This indicates the presence of a 
large amount of gravitating, non-luminous mass. Combining this measurement 
with known values of Q B gives for the two x-ray surveys, BeppoSAX and Chan-
dra, respectively: 
Rn = 0.33 + 0.06, and 
= 0.30 ± 0.04. 
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1.3.6 Big Bang Nucleosynthesis Constraints 
It is clear from the study of galaxy clusters that of the total amount of matter 
in the Universe, Q., only a small fraction is luminous. Big Bang nucleosynthesis 
constraints on primordial abundances can be used to determine the proportion of 
Q. that is baryonic and establish whether the non-luminous material is simply 
hidden in the form of bodies such as MACHOs. 
It is possible to estimate the abundance of certain elements in the Universe 
today by calculations of nucleosynthesis in the early Universe [48]. Since results 
vary strongly with baryon density, and, thus, with 11B,  as can be seen in Figure 
1.7, this parameter can be constrained by comparing the model predicted abun-
dances at present with experimentally measured values. Deuterium is an ideal 
candidate because it has the advantage of not being easily produced in stars due 
to a low binding energy, yet its abundance still maintains a strong dependence on 
Qn [49]. Studies of deuterium absorption lines in quasar spectra from Hydrogen 
clouds between the Earth and the quasar give a result of [50] 
QB = 0.038 ± 0.002. 
The primordial abundances of 4  H and 7Li relative to H imply a baryon den-
sity of [51] 
1211 = 0.023 ± 0.007 
again highlighting the need for non-baryonic matter to make up the majority 
of the mass density parameter [2,,,. In addition, amplitudes of the peaks in the 
WMAP CMB power spectrum are sensitive to QB and lead to an independent 
figure [6], of 
QB = 0.043 ± 0.001. 
Hence, it is clear, as also determined by gravitational micro-lensing survey re- 
sults, that not only is there a lack of baryonic matter needed to account for the 













Figure 1.7: BBN Constraints on QB.  The curves show calculated abundances 
as a function of baryon density whilst the horizontal stripes of the colour show 
experimentally measured abundances. The grey vertical lines fits to the points at 
which the predicted and observed abundances meet and thereby gives a current 
value for the baryon content of the Universe of approximately 41% [53]. 
total mass content of the Universe, but there is not enough luminous baryonic 
material (easily observed and calculated by its very nature of being luminous, 
as i'um = 0.0036 ± 0.0020) [11], to account for the total baryonic matter of the 
Universe [52]. The former of these problems represents a missing -'97% of the 
total matter of the Universe (and -'..'20-30% of the total content of the Universe) 
and demands that this matter not be baryonic; thus, requiring the introduction 
of a new exotic form of matter - CDM. The total mass density parameter Q m can 
be more properly defined as = Q + QCDM, where  QCDM  is the contribution 
from the non-baryonic CDM. 
1.3.7 Rotation Curves and Galactic Halos 
Although the evidence for dark matter in galaxies represents a smaller scale and, 
thus, its results are less easily extended to the Universe as a whole, the argument is 
extremely compelling. Indeed, it was with a similar technique that Fritz Zwicky 
first observed the dark matter problem when looking at galaxies in the Coma 
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Figure 1.8: The galactic rotation curve of the Milky Way illustrates the need for 
dark matter by remaining flat out to large distances instead of falling in a Keple-
nan manner. The gravitational potential provided by the luminous matter of the 
galaxy is inadequate to explain the rotational velocity of the Sun and other bodies 
at larger radial distances from the galactic centre. The difference in observed and 
expected curves can be reconciled by the presence of non-luminous dark matter 
halo. Adapted from [56]. 
cluster [1]. 
If the alignment is correct it is possible to measure the orbital velocity, v, of 
a star or hydrogen gas cloud towards the edge of a spiral galaxy at a distance, r, 





to calculate the gravitational mass, M(r), of the galaxy contained within r. Using 
the 21 cm emission line from clouds of neutral Hydrogen (which can extend out 
4 times further than the outer-most visible stars) one can deduce the total 
mass of the galaxy out to the same radius. If most of the matter were visible 
the rotational velocity, v(r),would be expected to be proportional to r- , as for 
a Keplerian system [54, 55]. However, when plotting galaxy rotation curves of 
rotational velocity against radial distance from the galactic centre, velocities rise 
to 150-300 kms' and remain almost constant out to the maximum radius that 
can be measured using stars or gas clouds, as illustrated in Fig 1.8, showing the 
1.4 Dark Matter Candidates 	 29 
rotation curve of our own galaxy, the Milky Way. With the exception of theories 
that modify our current understanding of gravity (see Section 1.4.1.3), this result 
is possible only if there is a large gravitational mass throughout and extending 
beyond the luminous matter in the form of an extended halo (as opposed to a disk 
which would not maintain gravitational stability). Measurements of over 1100 
spiral galaxies consistently indicate the presence of dark matter halos accounting 
for over '-90% of the total mass of the galaxy [57]. This result, coupled with the 
measured abundances of baryonic matter and total matter, further indicate the 
need for non-baryonic matter in the Universe. 
1.3.8 The Concordance Model 
In summary of this section, given the vast amount of observational data, it is 
almost globally accepted that the Universe is very close to (or exactly) flat with 
cold dark matter and dark energy components making up a ACDM cosmology. 
Primarily, it is data from Type la Supernovae observations, galaxy surveys and 
the WMAP CMB mission collectively, as depicted in Figure 1.9, which comple-
ment the framework and present a new Standard Model for Cosmology known as 
the 'Concordance Model'. Key parameters of h0 R7DM '-i0.26 
A -.0.70 can be derived and conclude the existence of CDM [6]. 
1.4 Dark Matter Candidates 
1.4.1 Alternatives to WIMPs 
There are a vast number of candidate particles and theories that attempt to ex-
plain the discrepancy between Q, and QB,  including modifications to Newtonian 
gravity, massive neutrinos, axions, MACHOs and brane-world effects. However, 
the most promising is the Weakly Interacting Massive Particle (WIMP) predicted 
through supersymmetric models of particle physics. Before describing WIMPs in 
detail it is illustrative to briefly examine some of the most popular alternative 
theories. 
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Figure 1.9: This plot demonstrates the current observational constraints on the 
cosmic density of 1m  and QA  set by supernovae surveys (green), CMB measure-
ments (blue) and galaxy cluster surveys (red). The lighter (darker) shades repre-
sent 26, (la) statistical deviation for all except the galaxy surveys where the dark 
region represents 2o. The lines converge at 1 rO.3 and QA  -'O. 7 giving results 
consistent with simulations of Universal evolution and illustrate the need for non-
baryonic CDM when taken in light of Big Bang nucleosynthesis constraints and 
gravitational lensing results. This model is termed the Concordance Model [58]. 
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1.4.1.1 MACHOs 
There are a number of candidates in the MACHO sector that would be difficult 
to observe and thereby remain 'hidden' as dark matter throughout the Universe, 
whilst still contributing to the mass density parameter. Examples are Brown, M, 
White or Red Dwarfs, Neutron Stars, and Stellar Black Holes. The possibility 
that the dark matter problem might be solved through such baryonic channels 
including MACHOs or such bodies as gas clouds or Super Massive Black Holes, 
is ruled out on a number of fronts with the most conclusive arguments firstly 
from primordial elemental abundance constraints and, secondly, those imposed 
by gravitational lensing experiments. Big Bang nucleosynthesis constraints on 
the abundance of baryonic material in the Universe indicate that there simply is 
not enough in the Universe at present to account for Q. (as discussed in Section 
1.3.6) [55]. Gravitational lensing experiments (Section 1.3.4) have concluded that 
the abundance of such MACHOsis too sparse for there to be enough distributed 
throughout the Universe to have a significant combined impact [59]. 
1.4.1.2 Neutrinos 
Free quarks rapidly became bound into hadronic states in the early Universe as 
the temperature fell below the threshold for quark confinement. Hence, if dark 
matter particles could interact via the strong or electromagnetic interactions they 
would have become bound to neutrons and protons and would be observed today 
as heavy isotopes of the elements. Since such anomalous heavy isotopes have not 
been detected [60] dark matter particles are expected to be electrically neutral 
and of colourless charge. The only interaction available to dark matter, other 
than gravitation, is the weak interaction. Within the confines of the standard 
model, the neutrino is the sole suitable dark matter candidate. 
Neutrinos were thought to add a contribution to h r where the photon density 
from the CMB was 1.4 times the neutrino density under the assumptions of 
conservation of entropy and that there are three massless, relativistic, neutrino 
species that obey Fermi-Dirac statistics. However, recent results from solar and 
atmospheric neutrino oscillation experiments have shown a positive mass-squared 
difference between the three neutrino flavours [61]. This means that Q. should 
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contain a neutrino density parameter, ft,, as well as any other matter. For 
neutrinos in the mass range 5 x 10 eV to 1 MeV the neutrino density parameter 





Neutrino oscillation experiments cannot in themselves determine absolute neu-
trino masses for each species. In contrast, neutrinoless double beta decay exper-
iments, combined with WMAP, HST and 2dFGRS limits, can set constraints of 
Em,, c 0.68 eV (95% CL). Using Equation 1.28 leads to ft. c 0.013 assuming 
mass hierarchy in the neutrino sector with z.',- > v m > v [62]. Hence, although 
massive and weakly interacting, with a relic number density of '-'300 cm -3 at 
present [13], neutrinos are not thought to be the solution to the dark matter 
problem [63]. 
Furthermore, total neutrino mass as low as 0.1 eV would have significant and 
observable effects on large scale structure formation in the Universe. Simula-
tion developed at Institute for Computational Cosmology (ICC), Durham, and 
at Caltech, California, show that free streaming neutrinos, being relativistic at 
the time of decoupling ('hot'), would damp the growth of density perturbations 
in the early Universe acting to wash out the early seeds of dense regions of space. 
They conclude that a chief requirement of any dark matter candidate be that it is 
produced non-thermally and is non-relativistic at the time of decoupling ('cold') 
[11]. Present cosmological observations from 2dFGRS of the abundance and dis-
tribution of large scale structure throughout the Universe place stringent limits 
on possible neutrino effects on a cosmological scale and show negligible contribu-
tion at present to the total mass-energy density of the Universe, aiding simulation 
input parameter definition. Such simulations can arrive at outputs that closely 
match the observable Universe by using a ACDM model of the Universe contain-
ing a significant non-relativistic dark matter fraction of approximately 27% with 
the majority of the remainder being vacuum energy [64]. 
1.4.1.3 MOND 
Mordehai Milgrom in 1983 proposed a theory known as Modified Newtonian 
Dynamics (MOND) [65] which applied a modification of Newton's second law of 
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motion to solve the problem of galaxy rotation curves staying fiat out to large 
distances instead of falling off in a Keplerian manner (see Section 1.3.7). Newton's 
second law states that a mass, m, that is subject to a force, F, must undergo an 
acceleration, a, such that 
F = ma. 	 (1.29) 
Although the law has been verified for large accelerations, it has not been 
confirmed for extremely small accelerations such as those felt by stars and galaxies 
due to gravity where the distances are so large that the gravitational force is 
extremely weak and, hence, accelerations very small. MOND modifies Equation 
1.29 to 
F==mp(--' i 	 ( 1.30) 
\ aol 
where a0 is a new constant of acceleration which has a value of aç j = 1.2 x 10_ 1  
ms-2 and p is a function of x such that [4(x) = 1 if x>> 1 and p(x) = x if x << 
1. For large accelerations a is much larger than a0 so that H) = 1 and what is 
left is Newton's second law, F = ma. 
The force, F, that a star of mass, m, feels at a radial distance, r, from the 
galactic centre of a galaxy of mass, M, is approximated by 
GMm 
F 	r2 (1.31) 
In MOND theory, equating the last two Equations 1.30 & 1.31 and re-arranging 
for a leads to 
a= 	. 	 ( 1.32) 
7. 
For a circular orbit 
2 
a = -. 	 ( 1.33) 
7. 
Combining Equations 1.32 & 1.33 for a and re-arranging for velocity, v, 
V = </CMa0. 	 (1.34) 
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Hence, the velocity of the star is a constant and does not depend on its dis-
tance from the galactic centre r. This then explains why galaxy rotation curves 
remain flat out to large distances without requiring there be more mass than 
inferred from the luminosity of the galaxy. 
One major criticism is the effective, as opposed to physical, nature of the theory. 
It was designed to explain a specific set of observations without any explanation 
for the physical mechanism that would force a change in our understanding of 
Newtonian dynamics. Furthermore, experiments such as WMAP, when combined 
with results from galaxy or supernovae surveys, indicate the necessity of dark 
matter with odd-numbered peak amplitudes seen to be boosted by the presence 
of non-baryonic matter content. Additionally, a model independent argument 
against MOND comes from gravitational lensing experiments. As discussed in 
Section 1.3.4, weak lensing can be used to reconstruct the distribution of dark 
matter in galaxy clusters, using the phenomena of light bending towards a large 
gravitational potential as a probe. It is difficult to explain the effects seen in 
such experiments with the original MOND formalism without the addition of a 
massive (dark matter dominated) lensing body. However, some recent alterations 
of the MOND theory by Sanders and McGaugh [66, 67, 68] can go some way to 
explaining weak gravitational lensing. Nonetheless, there still exist at present ob-
served phenomena that MOND cannot fully account for. In particular, the mass 
reconstruction of the interacting cluster 1E0657-558 directly demonstrates the 
presence of at least some component of non-baryonic non-neutrino dark matter, 
even if MOND is an accurate description of gravity [69, 70]. 1E0657-558 consists 
of a main cluster and sub-cluster which has recently begun interacting and falling 
into the main cluster. Significantly, the clusters have previously been observed 
in optical and x-ray wavelengths. Ram-pressure stripping of the hot x-ray emit-
ting gas has caused clear separation from the bodies of galaxies to form an x-ray 
halo. However, the detected mass peak from lensing is consistent with being at 
the centre of the galaxy cluster and not the dominant visible component of the 
x-ray gas, known to have over 10 times the baryonic content of the galaxies. This 
implies the presence of dark matter in the galaxy clusters, yet possibly the more 
significant result is that even under the assumption of MOND there must still 
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be adark matter component present equivalent to at least the baryon mass of 
the clusters. The result that CDM is required in this system negates the primary 
motivation for MOND, which was to avoid having to include CDM components 
in the Universe. 
1.4.1.4. Axions 
The Strong CP Problem relates to the question of why quantum chromodynamics 
(QCD) does not appear to break charge-parity (OP) symmetry. In QCD, the 
gauge boson gluons couple to vector currents whereas in electro-weak theory, 
where CP violation occurs, gauge fields couple to chiral currents constructed from 
the fermionic fields. If CP violation occurs in QCD as it does in the electro-weak 
sector, the neutron would gain an electric dipole moment d; but experimental 
upper bounds give a value 1012  lower than the expected 4 [71, 72]. The QOD 
Lagrangian contains terms that naturally lead to CP violation for a non-zero 
angle and chiral quark mass phase 0' 
£ 
1. 




— 	P 	327r2 
trFF'1" + iJ'(iy'D - me °'). 	(1.35) 
If we assume the chiral quark mass phase is absorbed into the total effective 0, 
along with the QCD vacuum contribution, we are still left with the question as 
to why - if values are to be reconciled with experimental limits - this angle is so 
small (c iO as opposed to - 1). The fine-tuning required to make U so close 
to zero is known as the Strong CP Problem. 
To solve it, Peccei & Quinn [73] proposed a global Upcj(1) symmetry which is 
broken spontaneously at an energy scale, fpq , resulting in the creation of pseudo-
Goldstone bosons called 'axions' [74, 75]. The correction to the QCD Lagrangian 
introduced by the new symmetry is effectively to change C to ( - such 
that non-perturbative effects (that are dependent on J) would induce a potential 
for the axion field whose minimum would be at a(x) = fpQ O . Hence, the axion 
would cancel C and remove this CP violating term, thereby solving the Strong 
CP Problem. 
Experimental and theoretical constraints on fpq  lead to values between io 
GeV and 1012  GeV and the axion mass, m, is limited to 10-6  eV - iO eV 176] 
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Although having low mass, axions satisfy two major conditions for dark mat-
ter: they are non-baryonic and they are produced non-thermally at the time of 
UPQ(1) symmetry breaking in the early Universe [77]. A particular family of 
axions, known as Kaluza-Klein (KK) axions, can acquire masses up to 12 keV, 
however, through the addition of extra dimensions and such masses could be real-
istically detected [78]. Having been produced abundantly in the Big Bang, axions 
are promising candidates for providing at least a contribution to the total dark 
matter content of the Universe [79]. It is believed that when in a static magnetic 
field, there is a small probability for axions to decay into microwave photons via 
the Primakoff effect. Experiments such as those carried out by the Lawrence 
Livermore National Laboratory employ this technique by using a high-Q tunable 
microwave cavity inside a large superconducting magnet to search for axion decay 
signals [80]. As yet no positive axion detection has been reported. 
1.4.2 WIMPs 
The most promising and widely accepted candidate for dark matter is believed 
to be of the class of Weakly Interacting Massive Particles, or 'WIMPs', and in 
particular the lightest stable WIMP known as the neutralino. These particles 
arise in extensions to the standard model of electroweak interactions known as 
Supersymmetry (SUSY). SUSY is motivated independently of the dark matter 
problem in the context of GUTs which attempt to unify the fundamental forces of 
nature and also for solving the Gauge Hierarchy Problem of the standard model. 
1.4.2.1 The Standard Model & SUSY 
The Standard Model of particle physics (SM) is a quantum field theoretical frame-
work consistent with both quantum mechanics and special relativity, describ-
ing the strong, weak, and electromagnetic forces and the fundamental particles 
through group theory descriptions of general symmetries (see [15, 81, 82] for a 
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review). The SM has proved remarkably successful in its explanations and pre-
dictions of particle physics experiments down to the scale of 10_19  m. The SM 
predicted the existence of W and Z bosons, the gluon, and the top and charm 
quarks before they were experimentally observed. An example of the precision 
of its theoretical predictions is provided by the Z boson mass measurement of 
91.1876 ± 0.0420 GeVC 2 made at the Large Electron-Positron collider at CERN, 
compared to the predicted value of 91.1874 + 0.0021 GeVC 2 made by the SM. 
However,, the SM is not a complete theory since it excludes the gravitational 
force and fails to provide any explanation for particle quantum numbers. Further-
more, the theory requires 19 free parameters (the W, the Higgs, 3 charged leptons 
& 6 quark masses; 3 gauge couplings; 4 CKM mixing parameters; the strong CP 0 
angle) in it's Lagrangian density equation, which describes the symmetry groups 
and matter fields of the SM, to be added arbitrarily [61, 83]: Additional parame-
ters must be included to explain neutrino mass since the current SM assumes all 
3 neutrino species to be massless. Lastly there is the 'Gauge Hierarchy Problem' 
[81]. In the SM it is the scalar Higgs field with non-zero vacuum expectation 
value that has associated with it the Higgs boson that couples to the gauge 
bosons to give their effective masses, Mb.  However, by introducing quantum cor-
rections from all possible virtual processes or particle loops at a momentum scale 
L, which is beyond SM physics, the quantum corrections to fermion masses, mf, 
would depend on that cut-off energy scale, L, only logarithmically such that 
2 
lflf In L — 	 ( 1.37) 
whereas the Higgs particle mass, mjq, is corrected according to 
8t4 ' S-' L 2 . 	 (1.38) 
Hence, the Higgs particle mass is extremely sensitive to the scale at which new 
physics emerges and high order effects involving scalar fields with divergent masses 
would re-normalise the coupling constants and drive the masses of the gauge 
bosons, coupled to the Higgs boson, to the Planck energy scale [84]. The lack 
of explanation for why the electroweak interaction energy scale of r100 GeV is 
so much smaller than the Planck energy scale of _.4019  GeV characterises the 
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Gauge Hierarchy Problem. A resolution within the confines of the SM requires a 
fine-tuning of the fermion and boson couplings to 1 part in 1014.  A more elegant 
solution is proposed by an extension to the SM known as Supersymmety (SUSY). 
In scalar mass divergences from virtual particle loops as described above, virtual 
fermions and virtual bosons contribute with opposite signs and would cancel 
one another if there existed a bosonic partner for every fermion and a fermionic 
partner for every boson. Such a Fermi-Bose symmetry would relate the fermion 
and boson spin states via [85] 
QlFermion> = Boson> and QlBoson> = IFermion> 	(1.39) 
where the Q operator is known as the 'supercharge' and corresponds to four 
Majorana spin - Hermitian generators. Q must satisfy the anti-commutation 
relation 
{Q,Q} = -2(- 1 )P. 	 (1.40) 
where y are the Dirac matrices and P,, the momentum operator of the Poincaré 
group. Q satisfies commutation relations with bosons fields and anti-commutation 
relations with fermion fields 
[Q, &] = 'P and fQ, V} = O~b 	 (1.41) 
which leads to the relation 
= 2iyA8 	 (1.42) 




which states that the result of the SUSY transformation is independent of the 
space-time point where it occurred, forms the crux of the SUSY theory. The 
P generator of the Minkowski space-time translation is on the right hand side 
of Equation 1.42 which illustrates the connection between SUSY and space-time 
transformations. Hence a path for a quantum gravitational theory (such as super-
gravity ('SUGRA') models being developed) is opened up through such a relation 
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between superymmetric and space-time transforms [61]. 
More relevant to this thesis, however, is that at the electroweak scale the 
theory predicts twice as many fundamental particles than the SM. Every fermion 
now has a Majorana scalar boson supersymmetric partner with the same quantum 
numbers other than the half difference in spin. The bosonic partners typically 
carry the same name as the fermion prefixed with an 's', such as 'squarks' (the 
SUSY partner to quarks) and 'sleptons' (the SUSY partners of leptons). The 
equivalent is true of bosonic SM particles having supersymmetric fermionic part-
ners carrying the same name as the bosons but with 'mo' appended so that the 
Higgs boson has a fermion partner called a 'higgsino' and the W boson a 'wino'. 
Equation 1.38 is now corrected to include the SUSY particles which contribute 
as the SM particles do except with opposite signs for the loops and becomes [86] 
(r4 - rn4. 	 (1.44) 
The Gauge Hierarchy Problem is, thus, resolved by removing the sensitivity of 
the Higgs boson mass to the energy scales at which new physics is set by ensuring 
contributions from SUSY loops that cancel SM loop terms in Equation 1.44. 
Another major benefit of SUSY models is the correction they provide to cal-
culated SM gauge couplings to GUTs, as shown in Figure 1.10. In GUT models 
we expect to observe a convergence of the gauge couplings a, &2, &3 of the U(1)Y, 
SU(2)L and SU(3)C gauge groups at high energies as a result of their different 
energy dependences. However, running the SM calculated couplings up to higher 
energies shows only near convergence towards r.s 10 14  GeV. By including SUSY 
particles the energy dependence is altered and the couplings intersect at 10 16 
GeV [84]. This shifting of the GUT energy scale reconciles theory with experi-
mental limits set on proton decay. Many GUTs predict the existence of flavour 
and colour changing bosons whose exchange would cause proton decay at a rate 
related to the GUT scale. However, experimental rates on the decay lifetime of 
the proton set lower limits inconsistent with such theories. The addition of SUSY, 
however, changes the GUT scale, as described above, to r.' 1016  GeV which then 
predicts a longer proton lifetime consistent with experimental limits [15]. 
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Figure 1.10: A plot showing the running of gauge couplings of the U(1) Y (blue line 
marked 'Electromagnetic Force'), SU(2)L (green line marked 'Weak Force') and 
SU(3)C (red line marked 'Strong Force') gauge groups as a function of energy. 
The left plot is running of SM couplings and show non-convergence. The right 
plot show the re-normalised gauge couplings converging at higher energies (marked 
'Unification) with the addition of SUSY. Adapted from [87]. 
Despite such theoretical motivation for SUSY, the theory is not without prob-
lems of its own. SUSY predicts that supersymmetric partners should have identi-
cal masses to their SM partners - however, no SUSY particles have been observed 
in the given mass ranges. This means that it must be a broken symmetry yet a 
natural theory that predicts spontaneous SUSY breaking, whilst maintaining the 
properties of SUSY that solve SM problems, is not obvious without the addition 
of many new parameters (as in MSSM detailed in Section 1.4.2.2). This difficulty 
is primarily due to the properties of Q since any SUSY vacuum state turns out 
to be necessarily stable. 
Nonetheless, if SUSY is correct and is indeed a broken symmetry such that SM 
and SUSY particles have different mass, then to solve the Gauge Hierarchy Prob-
lem requires the boson and fermion mass-squared difference to be —'electroweak 
scale with an upper limit of 1 TeV 2 . Hence, SUSY particles should have masses 
of the order '--'TeV and mH < 130 GeV [83, 881. 
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1.4.2.2 MSSM 
The Minimal Supersymmetric Standard Model (MSSM) is the supersymmetric 
extension of the Standard Model with the minimal particle content as shown in 
Tables 1.1 & 1.2 containing the chiral and the gauge supermultiplets, respectively 
[89]. Since SUSY cannot be an exact symmetry of nature and must be broken in 
a way that does not remove the cancellation of the quadratic divergences of the 
Higgs mass in Equation 1.44, soft symmetry breaking is introduced with MSSM 
with over 120 free parameters introduced [84, 85]. Some of the free jarame-
ters are the masses of the U(1)Y, SU(2)L and SU(3)C gauginos (M1 , M2 , M3 ), 
the sfermion masses and the bi-linear and tn-linear coupling parameters, which 
respectively control the mixing between the two Higgs doublets and introduce 
mixing between superpartners of the left and right handed chiral states of the 
fermions. 
For the theory to be of any use with some predictive power such a large 
- number of free parameters is unacceptable and three assumptions are made to 
reduce them. The first is that that the three gaugino masses are equal at the 
GUT energy scale, while the second is that the same is true of the sfermion 
masses. Lastly, it is assumed that there is a common tn-linear coupling. These 
assumptions are quite natural when considering models where SUSY is promoted 
from global to a local symmetry incorporating a symmetry breaking mechanism 
and also gravity. In such models (e.g. mSUGRA) 23 free parameters remain 
but the SUSY breaking parameters are universal and the free MSSM parameters 
reduce to only five [84, 90]. These are the universal scalar mass at the GUT scale 
th0, the gaugino mass at the GUT scale m, the universal tn-linear coupling A 0 , 
the ratio of the vacuum expectation values of the two neutral Higgs fields tan3, 
and lastly the sign of the higgsino mass parameter sgn(p) [85]. 
In MSSM models, the higgsino and gauginos are weak eigenstátes, and as 
such they can mix to form mass eigenstates resulting in linear combinations of 
partners of Higgs bosons with the gauge bosons. Mass eigenstates that are com-
binations of gauge bosons with charged Higgs bosons are known as 'charginos'. 
The combinations of neutral Higgs and gauge bosons form four 'neutralinos'. The 
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Names spin 0 spin 112 SU(3)c, SU(2)L, U(1) 
squarks, quarks Q (üd) (UL A) (3 , 2 ,h) 
(x3 families) 4 
4 (3 , 1 ') 
sleptons, leptons L (V ëL) (v eL) (1,2, -) 
(x3 families) e 4 4 
Higgs, higgsinos H (H, Hg) (lt - Hg) (1, 2, ±) 
I'd (Hg H;) (Hg H;) (1, 2, -) 
Table 1.1: The chiral content of the MSSM containing the leptons, quarks and 
Higgs particles with their respective super-partners. Adapted from [92]. 
Names spin 112 spin 1 SU(3) c , SU(2)L, U(i) 
gluino, gluon 9 g (8, 1,0) 
winos, W bosons Wth W 0  W 1 W° (1,3,0) 
bino, B boson B° B° (1,1,0) 
Table 1.2: The gauge content of the MSSM containing the gluons, W, B bosons 
and their respective super-partners. Adapted from [92]. 
neutralinos, colourless and electrically neutral, can be expressed as 
= f 1 W3 + f 2 B ° + fH + fH° 	 ( 1.45) 
where i = 1 — 4, and f encompasses the parameters m, the higgsino mass 
parameter p, and tan/3 [91]. 
1.4.2.3 It-Parity & The LSP 
Experimental evidence gathered in proton decay experiments show that baryon 
number is a well conserved quantity. Also lepton number is believed to be a good 
symmetry. For theses reasons it is a problem that the SUSY Lagrangian contains 
terms that violate baryon and lepton number [83]: 
tbl = A jikLILjEk + AjikLiQiDk + A j,UDDk 	 (1.46) 
where L are the lepton superfields and Q the quark superfields, bj and Dk 
are the down-like and up-like superfields respectively, E is the lepton singlet 
superfield, A, A', A" are the Yukawa coupling, and i,j,k represent the generation 
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[61]. By defining a new symmetry that separates SM particles from their SUSY 
counterparts, it is possible to set the Yukawa couplings in the above Equation 
1.46 to zero and force lepton and baryon number conservation in SUSY. The new 
symmetry is termed R - Parity and can be expressed as [61] 
R = (_ 1)3b-4-1+25 	 (1.47) 
where S is the spin, b the baryon number, and I the lepton number. Hence 
all SM particles have an R = 1 whereas SUSY particles carry value 1? = —1. 
Conservation of R-Parity means that there must always be two SUSY particles 
in the vertices that contain them and annihilation or creation can occur only 
within pairs. As a consequence SUSY particles must decay to lighter SUSY 
particles until they are locked in as a Lightest Supersymmetric Particle (LSP) 
which cannot decay further into other heavier SUSY particles (due to energy 
conservation) and for whom no vertex exists between itself and SM particles (due 
to R-Parity conservation). The LSP is, thus, stable and also being colourless and 
of neutral charge makes it an ideal dark matter candidate. 
1.4.2.4 Neutralinos 
Various SUSY dark matter LSP candidates such as gravitinos [93] and sneutrinos 
[79] exist but for the majority of MSSM parameter space it is the lightest Neu-
tralino, , that occupies the seat as the LSP. Accelerator searches place a lower 
limit of 37 GeVC 2 on the i? mass [94] whereas an upper limit of 500 GeVC 2 
[95] has been set by WMAP measurements of Q, with theoretical calculations 
favouring low values of iTt0 and m. 
Having been created in the Big Bang with other SUSY particles, they are 
believed to exist with enough abundance at present to account for the missing 
matter content of the Universe without over-closing the Universe (as calculations 
and cosmological parameter constraints suggest sneutrinos would). In the early 
Universe, where the temperature exceeds the neutralino mass m,  these particles 
would exist in thermal equilibrium and in abundance, with the equilibrium be-
ing maintained by annihilation into lighter particles, I, through (x -* Ii) and 
creation via (Ii --* x) In many cases the WIMP is a Majorana particle and 
so X = . When the Universe had cooled to less than the mass of the particles, 
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the equilibrium abundance would drop exponentially until the annihilation rate 
dropped below the expansion rate, H, of the Universe and 'a relic cosmological 
abundance froze in. The simplest description of the time evolution of the number 
density m(t)  of WIMPs can be given using the Boltzmann equation [61] 
3Hn =- (eq)2] 	 (1.48) "T 	 X 
where (CAV) is the thermally averaged total cross section for annihilation of x 
into lighter particles, v is the relative velocity, is the number density of x 
particles in thermal equilibrium, and H is defined by Equation 1.4. The second 
term in the left hand side of the above equation takes account of the expansion 
of the Universe and would set n cc a 3 in the absence of WIMP creation Or 
annihilation. The first term on the right accounts for the decrease of WIMPs 
through annihilation and the'second term accounts for the addition through the 
inverse reaction producing WIMPs. At early epochs of high temperature the right 
hand side of the equation is dominant in the equation and the expansion of the 
Universe is negligible. At later times the reverse is true, with the expansion term 
coming to dominate and the co-moving abundance of the neutralinos becoming 
approximately constant. The temperature at which these neutralinos freeze out, 
Tf, using typical weak-scale figures, is - 	. Using a current entropy density 20 
value of 5o  -.4000 cm-3 and critical density Pa  r-.'10 5 h2 GeVcm 3 , the present 
mass density parameter for neutralino WIMPs can be expressed as 
mX nX= 	3 x 10-27cm3r' 	 (1.49) 
Pa (cAy) 
where QX  is the ratio of the neutralino density to the critical density of the 
Universe [61]. For a neutralino with weak-scale interactions the annihilation 
cross section may be estimated as being (CAy) r- 10-25  cm3 s 1 leading to values of 
Qh2 = 0.03 or 0.18 depending on whether we include or exclude co-annihilations, 
respectively. Hence, in this simple model, we arrive at a value of 12 between 0.06 
and 0.35. Such values are incredibly close to the values required to account for the 
missing mass of the Universe, QCDM - 0.26. It is this independent motivation 
from particle physics for the existence of such a particle with predicted relic 
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density so close to the value required for it to be dark matter, coupled with 
its properties (cold, weakly interacting, massive) that make it such a promising 
candidate for CDM. 
1.5 Summary 
Complementary experiments probing the cosmos indicate we occupy a flat Uni-
verse dominated by dark energy and dark matter components with normal lumi-
nous matter playing only a very small role. The dark matter is believed to be non-
baryonic and cold as suggested by the experimental evidence and simulations of 
the evolution of the Universe. Particle physics considerations of developing GUTs 
that include the gravitational force, and also of extending the standard model to 
account for obvious limitations or contradictions with experimental constraints, 
have led to supersymmetric theories. From such SUSY models arise a new group 
of particles called WIMPs and mechanisms to account for their stability and cos-
mological abundance at present, in the form of the LSP. The LSPs, believed to 
be the neutralinos, have all of the characteristics required for them to make up 
the dark matter of the Universe without being excluded by observational limits 
or theoretical constraints. The arrival of such a particle from a theory developed 
independently of, and with no consideration for, dark matter heralds an almost 
universal acceptance that CDM consists largely of neutralino WIMPs. It has 
become one of the major goals of physics to confirm this theory with experimen-
tal detection of WIMPs and determination of their properties, abundance and 
distributions under the heading of astroparticle physics. 
Chapter 2 
WIMP Dark Matter Detection 
2.1 Introduction 
Chapter 1 introduced WIMPs, and in particular supersymmetric neutralinos, as 
the most promising candidate for the unidentified non-luminous matter compo-
nent of the Universe. If WIMPs are to exist at present with enough cosmological 
abundance to account for the dark matter they must have some small but finite 
coupling to ordinary matter; otherwise they would not have annihilated in the 
early Universe and would be over-abundant today. Taking advantage of such 
coupling, identification of these particles can be attempted either directly or in-
directly. Indirect searches rely on observation of the WIMP annihilation products 
(sudh as charged leptons, high energy neutrinos, or gamma ray radiation) from 
sources such as the Sun, the Earth, galactic halos or galactic centres, where there 
is likely to be a high density of WIMPs due to gravitational capture (see [96] 
for a review of indirect searches). Another avenue of indirect searches would 
be through detecting WIMP signature in the form of missing-mass at a particle 
accelerator. The Large Hadron Collider (LHC) for example may be able to cre-
ate WIMP pairs which would then escape and leave an energy deficit in particle 
reconstruction [97]. This chapter, however, will focus on the direct detection of 
WIMPs through their interactions with the target atomic nuclei of terrestrial de-
tectors. Particular emphasis is placed on the mathematics and numerical factors 
of dark matter experiments including a short review of current direct detectors 
and limits. Finally, an examination of direct directional detection is presented. 
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2.2 WIMP-Nucleus Scattering Rates & Energy 
Spectra 
Current direct dark matter experiments attempt to detect, or set limits on, 
WIMP-induced nuclear elastic recoils using ionisation, scintillation or low tem-
perature phonon detection techniques, or some combination thereof. An under-
standing of the expected energy and angular spectra of WIMPs observed by a 
detector on Earth moving through the galactic halo of dark matter, as described 
in Chapter 1, is imperative for efficient design and operation of any dark matter 
detector. The differential energy spectrum, dR/dER, of these nuclear recoils is 
expected to be featureless and smoothly decreasing with energy, generally of the 
form [98]: 
dR & ER/EOr. 	 (2.1) 
where ER is the recoil energy, E0 is the mean incident kinetic energy of a WIMP 
of mass m,  given by E0 =1MXU2 2 	0, R is the event rate per unit mass of target, 
R0 is the total event rate, and 2" is a kinematic factor given by 
4mm 
(m + mt) 2 
for a target nucleus of mass nit. For a WIMP mass of 10-1000 GeVC 2 and 
Galactic velocity of r-t10 3c, the expected recoil energy would be in the range of 
1-100 keV (see Section 2.2.4). 
Whilst experimentalists attempt to manipulate the left hand side of Equation 
2.1 by reducing or rejecting background so as to observe any WIMP induced 
nuclear recoils, in practice the right hand side of the equation must be corrected 
for the following: 
I - Equation 2.1 assumes the detector is stationary within the Galaxy. As such, 
the motion of the Earth relative to the galactic rest frame must be taken 
into account. (See Section 2.2.4) 
II - If detection efficiency for nuclear recoils is different from that of electron 
recoils then the actual recoil energy may differ from the observed recoil 
energy by a relative efficiency factor. (See Section 2.2.3.1) 
(2.2) 
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III - Separate calculations would be required for each species if the target were 
composed of more than one element. (See Section 2.2.3.3) 
IV - Instrumentational and resolution effects may prevent the detector from be-
ing ideal. (See Section 2.2.3.2) 
V - Differences in spin-dependent and spin-independent interactions must be 
taken into account. (See Sections 2.2.1.1 and 2.2.1.2) 
VI - Form factor corrections due to the finite size of the target nucleus, depen-
dent on nuclear radius and recoil energy, must be made. (See Section 2.2.2) 
Equation 2.1 can, thus, be re-written as 
dR 
Iobscrved = R08(E)F2 (E)I 	 (2.3) 
where S is the modified spectral function that takes into account the factors 
described in I-IV above, F2 is the squared form factor correction described in 
VI above, and I is an interaction function for V above involving spin-dependent 
and/or spin-independent factors. In the following sections these points are elab-
orated upon for the more realistic case of a non-perfect dark matter detector on 
Earth. 
2.2.1 WIMP-Nucleus cross-sections 
The rate of WIMPs elastically scattering off target nuclei depends, fundamen-
tally, on the WIMP-nucleus elastic scattering cross-section, A,  which can be cal-
culated from appropriate Feynmann diagrams at tree and higher loop levels using 
the MSSM framework described in the previous chapter. The first stage in calcu-
lating WIMP-nuclei interactions is to determine the interactions of WIMPs with 
quarks and gluons, through diagrammatic calculations, to yield the coefficients in 
an effective Lagrangian. The couplings of neutralinos with all six quarks, as well 
as gluons, are requisite since internal quark loops may be present in the Feynmann 
diagrams. It should be noted, however, that parameter values such as couplings, 
masses of exchanged particles, etc, are model dependent and consequently the 
fundamental elastic scattering cross-section cannot be uniquely determined. The 
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next stage is to translate the microscopic interactions into interactions with nu-
cleons using the matrix elements of the quark and gluon operators in a nucleon 
state. Finally, the spin and scalar components of the nucleons must be added 
coherently to give the matrix elements for the WIMP-nucleus cross-section as a 
function of momentum transfer [61]. Although it is the WIMP-quark interaction 
strength and the magnitude of the momentum transferred to the nucleus, q, in a 
WIMP-nucleus elastic scatter that generally determine the cross-section CA, the 
differential cross-section can be expressed as [78]: 
da 	2CA  A = C --F2(q) 
= 4m' .2 (q) 
	 (2.4) 
where u is the WIMP speed relative to the target, F(q) is the form factor con-
taining a q dependence, normalised such that F(0) = 1, and /1A = 
MtMX 
contains the physics of the interaction and is defined as the total cross-section at 
q= 0 by 
4jj22 
dd( - 0) 
CA = L 	dq2 = 4CpC,t. 	 (2.5) 
CA is a dimensionless enhancement factor carrying the particle physics model in-
formation for the target nucleus, such as the distribution of quarks in the nucleon 
and nucleons in the nucleus, as well as the form of the interaction. There are 
many different types of interaction that contribute to the cross-section, such as 
'vector, axial-vector, scalar, pseudo-scalar, and tensor, which add very differently 
inside the nucleon. However, calculations of the elastic scattering cross-sections 
can be greatly simplified because the WIMP-nucleus elastic scatter takes place 
in the extreme non-relativistic limit. The axial-vector current becomes an inter-
action between the quark spin and the WIMP spin, and the vector and tensor 
currents end up with the same form as the scalar interaction. In addition, since 
neutralinos are Majorana fermions, they do not have vector interactions. The 
result of this is that, when determining WIMP-nucleus cross-sections, the dom-
inant contributions come from either, or a mixture of, two categories: scalar, 
spin-independent interactions where the WIMP couples to the mass of the nu-
cleus, and axial-vector, spin-dependent interactions where the WIMP couples to 
the spin of the target nucleus. The complete elastic scattering cross-section is 
then the sum of these two contributions [99]. 
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Figure 2.1: Feynmann diagrams for spin-dependent neutralino- quark interactions 
2.2.1.1 Spin-Dependent Interactions 
Figure 2.1 shows the Feynmänn diagrams that give rise to the WIMP-nucleus 
axial-vector interaction with contributions from Z° exchange and squark exchange 
for neutralino-quark scattering. After determining matrix elements, MSD, us-
ing the method described above, the resultant neutralino-nucleon cross-section is 
given by [100]: 
(p(n)IMSDJp(n)) = 4SwSq E Aq q' 	 (2.6) 
q€p(n) 
where SW and 5q  are the neutralino and nucleon spin operators, iq is the fraction 
of the nucleon spin carried by quark q, A. encompasses all SUSY dependent 
terms, and the summation is over all quarks in the nucleon. The resultant matrix 
element is squared, summed over initial spin states and averaged over final spin 
states to yield the spin-dependent cross-section, CSD [61]: 
CSD = 4G./1CSD 	 (2.7) 
where 
CSD = A2J(J + 1) 	 (2.8) 
and 
A= 	 (2.9) 
The quantity J is the total angular momentum of the nucleus, a and a are the 
WIMP couplings to protons and neutrons respectively, (8w ) = (NI8IN) is the - 
r~l f" Si 
N * 
- 
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Figure 2.2: Feynrnann diagrams for spin-independent nentralino-quark interac-
tions 
expectation value of the spin content of the proton group in the nucleus, and 
similarly for (8Th) and the neutron group. 
Calculations of 0SD  produce predictions of the spin-dependent WIMP-proton 
cross-sections, asD(xp —p Lv), yielding values of 10 - iO pb over a broad 
range of WIMP mass although the lower limit is r.s  10- pb for generally accepted 
parameters of WIMP relic density of 0.1 c c 0.3 and for tan3 = 3 [101]. 
Cross-sections for a nucleus N scattering with a neutralino can be calculated by 
using spin parameters derived from a suitable nuclear model and the relation: 
4 C, CTSD(XN —. LN) = --
7ip
—c7sD(xp —* Lv). 	 (2.10) 
12p L  
2.2.1.2 Spin-Independent Interactions 
As can be seen in Figure 2.2, the scalar neutralino-nucleon interaction has con-
tributions from squark exchange and Higgs exchange, giving rise to couplings to 
quark currents, and also one-loop amplitudes for interactions of neutralinos with 
gluons. In calculating the matrix elements for scalar neutralino-quark scattering, 
much the same procedure as described for spin-dependent interactions is followed 
except that the averaging of the matrix element over the quark content of the 
nucleon traces its mass content. Furthermore, the averaging over the nuclear 
state sums over the nucleons that make up the nucleus. The spin-independent 
cross-section, ag1, can be written 
as1 = 4GpCgj 	 (2.11) 
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with 
Cs! =+ (A - Z)f) 2 	 (2.12) 
where f2 and  f,, are the effective WIMP-proton and WIMP-neutron couplings, 
respectively, Z is the number of protons, and (A - Z) is the number of neutrons. 
In most instances, 4 and J', are approximately equal and thus Csj cx A 2 cx m. 
Using SUSY models, predictions for WIMP-protons cross-sections in the spin-
independent case, csi(p —* p), yield typical ranges of 10-12 pb - 10- 6  pb. As in 
the case for SD,  Equation 2.10 can relate WIMP-proton cross-sections to WIMP-
nucleus cross-sections and the result is that, due to the larger enhancement factor, 
°si, in surveys of SUSY parameter space, asj dominates the total WIMP-nucleus 
cross-section for nuclei with A > 29 [100]. 
It is useful to derive a total event rate, R0, for the dominant spin-independent 
interactions. The average momentum transfer is 
q = -../2rrLtER = Iwo 	 (2.13) 
and it corresponds to a characteristic interaction length, A, where 
A = h/q 
	 (2.14) 
giving A r.s  io- ' - io- ' in for m.t and m x in the range 10 - 1000 GeV. This is 
larger than the scale-size of a typical nucleus and thus the interaction is with the 
nucleus as a whole. The scattering rate is given by [102] 
Ro '-' 1.2rkg'd'. 	 (2.15) 
Normalisation of rates for different targets is simply performed by dividing by N 
and the rate can be compared with a reference nucleus, such as Ge, by multiplying 
by A 2 . 
2.2.2 Nuclear Form Factor Corrections 
The effective cross-section begins to fall with increasing momentum transfer, q, 
when the neutralino wavelength, A, as defined in Equation 2.14, is no longer large 
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compared to the nuclear radius. This is true even for spin-dependent scattering 
which essentially involves only a single nucleon. This momentum dependence of 
the cross-section, as seen in Equation 2.4, is represented by the 'form factor', F, 
which is a function of the dimensionless quantity qr/h. The cross-sections then 
behave as [98]: 
cr(qrn) = aoF2(qr) 	 (2.16) 
where qo would be the cross-section at zero momentum transfer. 
In the first Born (plane wave) approximation, the form factor is the Fourier 
transform of p(r), the density distribution of the scattering centres such that 
F(q) = jr sin qr p(r)dr. (2.17) 
The effect of the form of p(r) on the form factor of Equation 2.17 can be empha-
sised by considering the two cases of a thin shell that approximates a single outer 
shell nucleon as in spin-dependent interactions, and a solid sphere that approxi-
mates the whole nucleus for a spin-independent interaction. For a thin shell the 
resultant form factor obtained by Fourier transform is 
sin(qrn ) 
F(qr) = 	 ( 2.18) 
qr 
and for the solid sphere 
F(qr) = 	
3
)3 [szn(qrfl ) - qrcos(qr)]. 	 (2.19) 
The above Equations 2.18 and 2.19 can be approximated by: 
F2(qr) = 	 (2.20) 
where a = 1/3, giving the form factor for a Gaussian scatter of Vrms = r,. This 
is an adequate approximation to Equation 2.18, the spin-dependent case, where 
qr, is small. For the spin-independent case of the form of Equation 2.19, a = 1/5 
is a good approximation for qr, < 3 - 4. 
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F . 
Figure 2.3: Form factor as a function of qrn  in the solid sphere approximation, 
shown as a solid line fit to Equation 2.19. The dotted line is an approximate fit 
to Equation 2.20, with a = 1/5. Taken from [98]. 
Detailed calculations for the spin-dependent case indicate that the zeroes of 
the Bessel function (Equation 2.18) are at least partially filled when coupling to 
all odd-group nucleons is taken into account [103]. For 0 < qr, < 6, which is the 
experimentally useful range, and r iDA113  fm, a suitable approximation for 
the form factor is Equation 2.18, except with F replaced across the first dip by 
its value at the second maximum [98]: 
-  F(q) 	




.047 	2.55 < qr,, <4.5. 
These form factors are depicted as a function of qr,-, for the solid sphere case (spin- 
independent) in Figure 2.3 and the thin shell case (spin-dependent) in Figure 2.4. 
More precise calculations for the spin-dependent case have been performed 
that include contributions from all the nucleons. The form factor has three parts 
representing the proton, neutron, and interference terms or the isoscalar (p+n), 
isovector (p-n), and interference terms. Here, the form factor is represented by 
11 








Figure 2.4: Form factor as a function of qrn in the thin shell approximation, 
shown as a solid line. The dotted line is an approximate fit to Equation 2.20, 
with a = 1/3. The dashed line fits Equation 2.18 and the circles and stars are 
single particle model fits for 131 Xe and Nb, respectively. Taken from [98]. 
[103] 
F2 (qr) = 8(q)/S(0) 	 (2.22) 
where 
8(q) = ag800(q) +aSu(q) +aoaiSoi(q). 	 (2.23) 
The Sij are calculated from the shell model of the particular nucleus and the 
isosca1r (ao) and isovector (ai ) parameters are related to the WIMP-nucleon 
spin factors described earlier. As a result of this dependence, F2 (q) is dependent 
on the WIMP model used to obtain cross-sections. 
In the spin-independent interactions, the distribution of WIMP scatters should 
be equal to the charge distribution for electron and muon scattering. The major 
difference from the uniform distribution assumed to derive Equation 2.19 is the 
addition of a soft edge where the charge density falls to zero over a finite skin 
thickness which results in a damping of the form factor. The Bessel function 
10• 
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zeroes are partially filled again for the case of electron and muon scattering, but 
this is due to multiple photon exchange in the nucleus: this is not expected for 
neutralinos [98]. 
2.2.3 Detector Response Corrections 
The previous corrections to the WIMP-induced nuclear recoil spectra apply to 
idealised detectors that have a single element target and perfect efficiency. Addi-
tional corrections must be made that account for realistic detection efficiencies, 
energy resolution, detector thresholds, and compound targets. 
2.2.3.1 Energy Detection Efficiency and Threshold 
For most scintillation and ionisation detectors, the apparent observed energy 
following a recoil, E, is some fraction of the true recoil energy deposited in 
the target volume, ER. Furthermore, this fraction may be different depending on 
whether the scatter was an electron recoil or a nuclear recoil. Electron recoils will 
tend to produce more ionisation than recoiling nuclei but the charge is deposited 
over a greater track length resulting in low mean charge density. Nuclear recoils 
will tend to leave less ionisation, due to shorter re-combination times, with tracks 
that are much shorter and with a higher mean charge density. Consequently, both 
recoils should be considered when calibrating a detector sensitive to electron and 
nuclear recoils. For a given ER, the ratio of observed ionisation, E, of the electron 
recoil to that of the nuclear recoil is known as the 'quenching factor', f,, and is 
dependent on the target properties. The visible, detectable energy can, thus, be 
defined as 
= hER 	 (2.24) 
and allowing for possible variation of f, with Eft [98], 
dR. 	/ ERdf dR (2.25) 
dER f. 	
\  
Measurements indicate no significant energy dependence for scintillation detectors 
over substantial energy ranges, however, for ionisation detectors, f, is represented 
WP 
	





where s = 11.5Eft(keV)Z 7/3 , k = 0.133Z 213 A 1/2 , and g(s) is well fitted by 
g(E) = 350.15 + 0.7e06  + F. 
When the true nuclear recoil energy falls below the necessary excitation en-
ergy, i.e., the ionisation potential, E9 , required to produce ionisation, there, is a 
rapid drop in ionisation and/or scintillation efficiency. For nuclear recoils this 
threshold region is expected at an energy of order E, where 
E = !±fE9 	 (2.27) 
and m is the electron mass and tnt the target mass. For electron recoils, 
E 	
tnt 
] = [(E, + E9)'12 - E/22 	 (2.28) 
4m 
where E is the characteristic kinetic energy of electrons in the atoms or molecules 
in the target and is typically ". 10 eV. The threshold region can be parameterised 
by multiplying the relative efficiency by [1 - exp(-ER/Et)] to give f,, where PJ 
E, is a constant for the target. 
For CS 2 gas, E = 10.08 eV and, thus, the detection efficiency may be calcu-
lated as a function of ER [104]. The ionisation produced can be expressed as a 
number of electron-ion pairs (NIPs), 
NIPs = f,jER)ER/W 	 (2.29) 
where W is the 'W factor' for gas targets, the energy required to create a single 
electron-ion pair, and is approximately 19 eV for CS2. 
2.2.3.2 Energy Resolution 
The energy resolution of a detector determines how the observed spectrum de- 
viates from a delta function energy spectrum that would be produced from N 
recoils at a single energy E' for a detector of infinite resolution. Finite resolution 
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leads to an energy spectrum distribution that can be approximated by a Gaussian 
of the form 
dN(E) - 	N 	_(E_E')2/2AE2 	 (2.30) 
dE - 
where AE is the FWHM. For the observed recoil spectrum, the transformation 
is: 
dR 	1 	,t 1 dR(Ev_E)2/2AE2dEt 	 (2.31) 
=(21r)1/2 I 
The energy resolution is expressed as the ratio of peak full width at half 
maximum (FWHM) to mean energy, 
AEFWHM - (81n2)1/2tsE 2.355. 	 (2.32) 
- 
If the detector signal consists of a discrete number of counts, ii = E'/e, then at 
low energies the number may be sufficiently small that a Gaussian fit would lead 
to loss of counts to unphysical negative energy. Hence, the statistical component 
of the resolution is represented more accurately by a Poisson of the form 1981: 
dR - 1 	
dR (ejE. 	
(133) 
2.2.3.3 Target Mass Fractions 
For a compound target, separate limits on RO for each element are calculated. 
Equation 2.3 can be expressed, for the element A that contributes a fraction IA 
to the target mass, as 
dR 
Iobserved(A) = IAROSAFAIA. 	 (2.34) 




where NA is Avogadro's number, mx is in units GeVC2 , pa  is the local mean 
WIMP density of r-0.3 GeVcm 3 , and v0, the velocity of the Earth relative to 
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the WIMP wind, is —'220 kmr'. It is now possible to convert from the recoil 
rates to scattering cross-sections for each element, CA, and produce a combined 
total cross-section, ototaj: 
(2.36) 
Ctotal 	A CA 
2.2.4 Corrections due to Motion of Earth 
The WIMP velocity, - , VX in the galactic rest frame is related to the velocity in the 
detector via: 
= ix - V0 
	 (2.37) 
where 'ü' = ux is the WIMP speed relative to the target, and % is the velocity 
of the Earth through the galaxy. The WIMP velocity distribution in the Earth's 
rest frame, f® (u), ignoring Earth's rotation about it's own axis, is related to the 
WIMP velocity distribution in the galactic rest frame, fo(il),  through 
= fo(it,: - iT® ). 	 (2.38) 
Since the solar system orbits the centre of the galaxy at -.220 kmr 1 and the 
Earth orbits the Sun at --'30 kmr' in a plane inclined at —'60 ° to the solar 
system's galactic velocity vector, 
244 + 15sim(27rt)kmr' 	 (2.39) 
where t is in years from March 2nd. 
The kinetic energy, ER, and momentum, q, of a nuclear recoil scattered by a 
	
WIMP of mass i-n and kinetic energy Ex = 	are given by 
ER = 	
= ILIU( _
cosO*) 	 (2.40) 
2mA MA 
where 9*  is the scattering angle in the centre of mass frame. Using Equation 2.4 
for du/dq2 , Equation 2.40 above, and integrating over velocity, the differential 
recoils spectrum can be derived and expressed as [78]: 
[Umax dR - PoCA 
F2(ER)J 	fo(iTx+ie)daiT 	 (2.41) 
dER - 2mp 	fu mu  tL2< 
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where Po = noTn X  is the local WIMP density with no the local WIMP number 
density, u V/ '(-ERmA)/2A 2A is the minimum speed that can generate a recoil 
of energy E, and Umax can realistically only go up to the galactic escape velocity, 
Vesc [105]. 
By assuming the simplest model of the galactic dark matter halo, the local 
velocity distribution is found to follow a Maxwell-Boltzmann of the form 
	
f) = k exp 	2) 	 (2.42) 
Vo 
where k is a constant normalising the integral of f() to unity and v0 = 
/7ao , with cr0 the WIMP velocity dispersion. Applying this distribution to 
the differential recoil spectrum, as defined in Equation 2.41, leads to 











and a total rate, R, of 
R = 4.9 
POaA
g(vo, ye, ve8c )kg 1d' 	 (2.44) 
m X mA 
where Po  is measured in GeVc 2 cm 3 , crA in pb, m  and  MA  in GeVc 2 , and the 




o g(vo, v(D, Vec ) = 	2 	v0 	2 	




The form of Equation 2.43 is such that the recoil energy spectrum is maxi-
mal at low energies (below 100 keV) for most target nuclei employed in current 
detectors. The overall rates can be found by integrating the recoil spectra over 
ER from zero to infinity and the results are less than 1 kg'd', even for heavy 
nuclei such as Xe and a WIMP-proton spin-independent cross section of 106  ph 
[78, 104]. However, such rates assume a constant ye.  111 fact, as seen in Equation 
2.39, v®  modulates sinusoidally over a period of a year as the Earth revolves 
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Cy 
Figure 2.5: As the Earth follows its orbit around the Sun, a component of it's 
orbital velocity is added to, and subtracted from, the velocity of the solar system 
through the galaxy. The direction of the solar system on the night sky is such 
that it can be said to be moving roughly in the direction of Cygnus. Hence, a 
WIMP 'wind' is blowing at Earth from the direction of Cygnus. Consequently, 
WIMP flux on an Earth-bound detector modulates sinusoidally over a period of a 
year. Detection of a nuclear recoil excess with annual modulation would provide 
a powerful signature for WIMP detection. 
around the Sun and its orbital velocity adds to, or subtracts from, the velocity 
of the solar system moving through the galaxy and the non-rotating dark matter 
therein. This is depicted in Figure 2.5. From April to September the Earth's ve-
locity vector around the Sun has a component that is effectively into the 'WIMP 
wind' causing higher energy recoils at a higher rate in a target. From October 
to March the opposite is true. The effect of this is to cause an annual modu-
lation in the expected WIMP-induced nuclear recoil rate with an amplitude of 
(2v/v) 2 , which is approximately 2% of the mean rate for a detector with an 
energy threshold, Eth, of 0 keV or rising to —5% for Eth = [106]. amu 
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2.3 Direct Dark Matter Experiments 
2.3.1 Design Issues and Limit Setting 
There are a number of considerations that must be taken into account when de-
signing and implementing a dark matter detector. Firstly, as discussed in the 
previous section, the nuclear recoil energy spectrum is maximal at low energies 
and, thus, a low energy threshold is essential. Furthermore, heavy nuclei are pre-
ferred as target materials in order to maximise the kinematic factors by matching 
the expected WIMP mass. Heavy nuclei also maximise the spin-independent 
cross-section since this quantity scales with A 2 of the target material (see Section 
2.2.1.2). Including target nuclei with net spin increases spin-dependent cross-
sections. Low expected recoil rates (< 1 kg'd') dictates that target mass and 
exposure time be maximised whilst background events are kept to an absolute 
minimum, if not at zero. 
Neutrons represent a problematic background in dark matter experiments 
since they can produce nuclear recoils leaving a signal that can be difficult to 
distinguish from an expected WIMP recoil. Hence, detectors must be removed 
from neutron sources as much as possible. Cosmic rays colliding with atoms in 
Earth's atmosphere produce muons that in turn can collide with nuclei, eventually 
becoming captured, potentially leading to the emission of neutrons. Although the 
muons themselves are easily identified in most detectors and, thus, rejected, the 
neutrons may cause a background in the expected WIMP window. A popular • 
method for reducing the muon flux is to site the detectors deep underground in 
a mine or in a tunnel below a mountain. WIMPs, with such low cross-sections 
for interactions with nuclei, would be able to penetrate the shielding provided by 
descending to great depths virtually uninterrupted. The principle is identical to 
that employed by neutrino oscillation experiments. 
Another major background comes from the decay chains of naturally occurring 
radioisotopes such as uranium and thorium that may be present in the walls of 
the cavern used to house the detector. The decays lead to gamma rays that may 
cause electron recoils in the detector via Compton scattering and the photoelectric 
effect. To minimise the flux of gamma rays on the detector, passhke shielding 
of lead or copper may be used. Further low A shielding such as CH 2 may be 
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used to reduce neutron flux from (a, n) reactions, where the alpha particles 
predominantly arise from the decay of uranium and thorium in the rock, and 
neutrons from the small muon flux that persists even at great depths. Such 
shielding will of course reduce the flux of particles entering the detector externally, 
however, the detector components themselves may contains levels of contaminants 
that would give rise to a neutron or gamma ray flux with a recoil rate that is 
dominant over, or comparable to, an expected WIMP rate. For this reason, 
detector components must be made from radiologically pure materials. 
Nonetheless, despite the detector having considerable external shielding, such 
as lead and/or copper, an active Compton veto, and being constructed of ma-
terials with low concentrations of radioisotopes, the detector may still record 
background or spurious events. Therefore, it is important to be able to distin-
guish WIMP-induced nuclear recoils from signals due to any other sources. As 
discussed earlier, electron recoils have a longer range but lower mean charge den-
sity along the ionisation than nuclear recoils. This difference in dE/dx, where 
detected, can be exploited in a variety of methods depending on the detection 
technique to effectively discriminate between nuclear and electron recoils. The 
discrimination may be statistical where the two populations of events overlap, or 
on a single event basis where the populations are separated sufficiently. Once the 
electron recoils have been separated from the nuclear recoils, £hey can be rejected 
to leave a pure energy spectrum of nuclear recoils. This spectrum can be anal-
ysed for an excess that might constitute WIMP-induced nuclear recoils. If the 
observed nuclear recoil rate is consistent with the expected rate then an upper 
limit can be placed on the WIMP-nucleus elastic scattering cross-section, CA, at 
various theoretical WIMP masses. This limit on A  sets a threshold above which 
no WIMP interactions are expected and removes some of the SUSY parameter 
space that predicts a finite probability of the existence of WIMPs in that region. 
The goal of dark matter experiments, therefore, is to progressively lower the limit 
until the expected WIMP signal is observed. 
It should be noted, however, that even if an excess of nuclear recoils is ob-
served, it may be difficult to have confidence that it is not due to an unaccounted 
neutron background. An efficient method for removing this argument is to search 
for characteristic features of the WIMP signal such as the annual modulation 
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in rate of WIMPs (as described in Section 2.2.4). However, a more powerful 
technique is to determine the direction from which the WIMPs are entering the 
detector and, thus, to show that that background can only be galactic in ori-
gin (see Section 2.4). Of all the current dark matter detectors, only the DRIFT 
programme employs this technique for a directional dark matter detector (see 
Chapter 3). 
2.3.2 Current Experimental Techniques 
The three most popular phenomena utilised in dark matter experiments to observe 
recoils are scintillation, ionisation, and lattice vibrations. Many current detectors 
exploit more than one of these concurrently so as to achieve improved background 
rejection over using one technique alone. Below is presented a summary of some 
of the dark matter experiments operated throughout the world, categorised by the 
various sites, such as mines or roads under mountains, in which they are housed. 
Limits on spin-dependent and spin-independent WIMP-nucleon cross-sections set 
by a number of these experiments are shown in Figures 2.8 & 2.9, respectively. 
Each experimental site was chosen due to low muon flux as a result of shielding 
from the rock above. Figure 2.6, a plot of muon flux against depth (in units of 
metres of water equivalent (m.w.e)), depicts the benefit of working at such great 
depths with some of the dark matter experimental sites shown on the plot. Each 
of the main underground laboratories will now be described. 
2.3.2.1 Boulby, UK 
The Boulby laboratory is located at Boulby Mine, near Whitby, in the north-east 
of England. Boulby is a working potash and rock-salt mine operated by Cleve-
land Potash Ltd. With excavations at between 850 m and 1300 m deep, it is the 
deepest mine in Great Britain and houses the UK Dark Matter Collaboration 
(UKDMC) experiments such as ZEPLIN-II (described below) and, DRIFT-11 (de-
ferred to Chapter 3). It is also one of the 5 deep underground science facilities 
linked by ILIAS - the European initiative designed to promote and develop Large 
scale infrastructures supporting astroparticle physics across Europe. 
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Figure 2.6: The muon flux as function of depth in m. w. e. indicating the benefit of 
dropping to as deep a depth as possible in order to reduced muon-induced neutron 
flux. The plot indicates the position of some of the sites housing dark matter 
experiments and neutrino experiments. Taken from [107]. 
NaIAD 
The NaIAD (Nal Advanced Detector) experimental programme of the UKDMC 
ran from 2000 until 2003 and consisted of 6 high light yield Sodium Iodide (NaT) 
crystals totaling a target mass of 46 kg. The NaIAD crystals were held in polyte-
traflouroethylene (PTFE) sheets with photomultiplier tubes (PMT5) at the ends 
of the crystal to detect scintillation light [108]. In such a target, nuclear recoils 
are detected by the emission of scintillation photons from de-excitation and re-
combination of electron-hole pairs after a scattered nucleus has traversed some 
distance. Having a high light yield of up to 40 photons per key and containing 
both light and heavy nuclei, as well as having sensitivity to spin-dependent in-
teractions due. to the presence of "Na and 127J,  Nal is a good target for a dark 
matter experiment. NaIAD was able to set both the world's best spin-dependent 
and an excellent spin-independent limits on the WIMP-nucleon cross-section (see 
Figures 2.8 2.9). Discrimination between electron recoils and nuclear recoils is 
not possible on an event by event basis since the decay constants of the scintilla- 
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tion light for both types of recoil are broad and not well separated. Nonetheless, 
statistical discrimination can be performed. 
ZEPLIN 
The ZEPLIN (ZonEd Proportional scintillation in LIquid Noble gases) pro- 
gramme uses cryogenic liquid xenon as a target in either single (ZEPLIN-I) or 
dual phase mode (ZEPLIN-11 & ZEPLIN-III). Xenon, with a high mass of A 
131, along with sensitivity to spin-dependent interactions through 129Xe and 
can be easily purified to make an excellent scintillator with large separa-
tion between decay constants of electron and nuclear recoils. Such pulse shape 
discrimination was used by the ZEPLIN-I detector, which ran from 2001 until 
2004 with a target of over 3 kg held in a copper vessel and 3 PMTs mounted on 
top of the vessel [109]. The detector was enclosed by an active liquid scintillator 
veto against gamma ray and muon particle events and then further shielded by 
25 cm of lead. 
ZEPLIN-11 is currently operational at Boulby mine and is a 30 kg target dual 
phase detector with both liquid and gaseous Xenon [110]. Since recoils in liquid 
xenon produce scintillation as well as ionisation, greater discrimination can be 
achieved if both of these components are observed by the detector. Ionisation 
electrons are drifted in an applied electric field and extracted out of the liquid 
into the gaseous xenon where secondary scintillation, or electroluminescence, pro- 
 
- 
portional to the amount of charge extracted, occurs and is recorded. The relative 
area of the primary scintillation signal to the secondary ionisation signal pro- 
 
- 
vides powerful discrimination between nuclear and electron recoils. ZEPLIN-III 
utilises the same technique but will operate at higher electric field and different 
configuration of PMTs when deployed in the near future [111]. 
2.3.2.2 Gran Sasso, Italy 
The Laboratori Nazionáli del Gran Sasso (LNGS), situated near the east coast 
of Italy, is at a depth of 3500 m.w.e. and houses many experiments including 
BPRS, DAMA, LIBRA, CRESST II, CUORICINO, GENIUS-TF, GERDA, and 
CUORE, in a road tunnel under the Italian Alps (for a review of technologies 
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employed, see [112]). A number of these are explored in more detail below. 
DAMA, LIBRA, XeDAMA 
DAMA (particle DArk MAtter searches with highly radio-pure scintillators at 
Gran Sasso) is, like NaIAD, a NaT detector with nine 9.7 kg crystals encapsu-
lated in copper and each viewed by two PMTs at the crystal ends. However, 
unlike NaIAD, scintillation pulses were not used for discrimination other than 
to reject PMT noise. Instead, DAMA analysis focused on measuring event rates 
in energy windows, such as 2-6 keV, to search for an annual modulation signal 
[113, 114, 115]. Aftef acquiring an exposure of 107731 kg.days over seven non-
continuous run periods, the collaboration reported a residual count rate showing 
a modulation consistent with a WIMP signal at the 6.3c level. The count rate 
is shown in Figure 2.7. Using the data to fit the amplitude of the modulation, 
DAMA are able to determine allowed regions for WIMP mass and cross-sections 
with the spin-independent region at - 10 -6  ph unless a spin-dependent region is 
included. By increasing the spin-dependent cross-section, the spin-independent 
region drops to very low cross-sections at low WIMP masses. Although a mod-
ulated count rate is detected by DAMA, its interpretation as a WIMP signal is 
not by any means unanimous. In the absence of pulse shape discrimination it 
cannot be unequivocally shown that the signal is due to nuclear recoils. What 
is more, there remains some argument as to the validity of the control of the 
systematics of the experiment with discrepancies in factors, such as light yield, 
with the similar NaIAD experiment. Assuming a light yield of the DAMA crys-
tals of -.s  6 photo-electrons keV' 11161, the limit on the resolution at 3 keV is 
set by 1/(v') 0.24, which is higher than the value of 0.15 reported by 
DAMA [117]. Lastly, none of the experiments that have matched or surpassed the 
limit on WIMP-nucleon cross-section set by DAMA (such as CDMS II, EDEL-
WEISS and ZEPLIN-I) have positively identified a WIMP signal and, therefore, 
the DAMA result has not been verified by any other group or experiment. The 
next generation detector for the DAMA group is LIBRA (Large sodium Iodide 
Bulk for RAre processes. With a target mass of 250 kg it has been operational 
since March 2003 [115]. XeDAMA is the liquid xenon programme of the DAMA 
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group with the second phase detector holding a 6.5 kg target viewed by three 
PMTs [118]. The third phase is currently operational. 
CRESST 
The CRESST (Cryogenic Rare Event Search using Superconducting Thermometers) 
experiment is a hybrid dual-phase detector that records both light and phonons 
from recoils in the target medium. CRESST I, the first generation detector set-
ting a spin-independent WIMP-nucleon cross-section of 10 pb, was a single 
phase phonon detector with four sapphire crystals each of 262 g mass, housed 
in a copper cold box which cooled the crystals to 15 mK [119]. This structure 
was then surrounded by another 14 cm of copper and 20 cm of lead. A particle 
interaction in the crystal would create a temperature rise in an attached tungsten 
film thermometer, proportional to the energy deposited. A resolution of 133 eV 
(FWHM) at 1.5 keV was successfully demonstrated by the collaboration using 
this technique, as well as an energy threshold as low as 350 eV. 
CRESST II is a modular dual-phase detector with each cylindrical 300 g 
CaW04 scintillating target emitting light and phonons following a recoil. A 
tungsten superconducting phase transition thermometer (W-SPT) and super-
conducting quantum interference device (SQUID) read out the absorber, with 
scintillation light escaping from the absorber and being detected by a second 
calorimeter. For this target, a nuclear recoil produces approximately 8 times less 
scintillation light than an electron recoil and, hence, a comparison of heat and 
scintillation signal can be used to discriminate between the two. Pioneered by 
the CRESST collaboration, this technique leads to highly efficient suppression 
of non-nuclear recoil backgrounds on an event by event basis and data from two 
prototype modules yielded the first significant limits from this technique with an 
exposure of 20.5 kg.days [120]. Thus far, CRESST has no neutron shield and 
hence is limited by the neutron flux at Gran Sasso. Nonetheless, the technology 
has proven robust and capable of extremely efficient discrimination with very low 
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Figure 2.7: Residual count rates in the DAMA experiment over 2-4 keV, 2-5 keV, 
and 2-6 keV energy bins. The curves show expected annual modulation periodicity 
with amplitudes set by fitting the data. Taken from [114]. 
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HDMC and GENIUS 
The HDMS (Heidelberg Dark Matter Search) experiment, of the Heidelberg-
Moscow group, operates two high purity germanium detectors, one of which is 
a small 202 g p-type enriched 73 Ge crystal and the other a 2.111 kg Ge crystal 
that surrounds the first, with a 1mm thickness insulator separating them. They 
are both mounted onto a cryostat system for cooling and an immediate benefit 
of the design is the shielding of the inner crystal by the outer as well as the 
ability to record coincidence events from multiply scattered particles. The en-
ergy spectrum from detected events in the inner: detector is then analysed for an 
excess after coincidence events and those events found not to arise from nuclear 
recoils have been removed [121]. In the framework of spin-dependent interactions, 
HDMS provides a limit on the WIMP-neutron spin-dependent cross section for 
low WIMP masses and it is believed that with improved background rejection 
the limit can improve significantly further [122]. The GENIUS (GErmanium 
NItrogen Underground Setup) detector is a proposal by the Heidelberg-Moscow 
collaboration for a 100 kg naked 76Ge detector. The Ge would be isolated from 
other materials as much as possible and suspended in a cylindrical container, of 
diameter and height 12 m, containing liquid nitrogen to both cool the germanium 
and also to act as a shield against external radioactivity. A test facility (TF) for 
GENIUS, GENIUS-TF, was installed in 2003 and consists of 40 kg Ge in 0.064 
R13  of liquid nitrogen [123]. 
2.3.2.3 Soudan, USA 
The Soudan underground laboratory is located in the Tower-Soudan Iron Mine at 
a depth of 2090 m.w.e. beneath Soudan, Minnesota, and houses experiments pri-
marily focused on nucleon decay, cosmic ray studies, neutrinos and dark matter 
searches. The current world's best spin-independent WIMP-nucleon cross-section 
limit is provided by the CDMS collaboration, operating their detectors at Soudan. 
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CDMS 
Like IIDMS, the CDMS (Cryogenic Dark Matter Search) experiment also uses 
germanium as its target medium. Its high mass and natural purity make it a 
good choice for WIMP searches, especially since at mK temperatures the heat 
capacity of Ge is so low that the few keV energy deposition of nuclear recoils 
produce measurable temperature rises of the order of a few K. However, in addi-
tion to the detection of phonons in this way, the ionisation along a recoil track 
can be recorded by applying an electric field across the crystal and drifting the 
charge to a readout electrode. Comparison of phonons to extracted charge for 
electron and nuclear recoils gives excellent discrimination since electrons deposit 
a greater fraction of their energy as ionisation compared to nuclear recoils. After 
successfully operating germanium and silicon detectors in hybrid mode, measur-
ing simultaneously the ionisation and thermal energy deposition at a shallow site 
of 16 m.w.e, the CDMS collaboration moved to the Soudan underground labora-
tory to begin the CDMS II phase of the programme. The detectors themselves 
are known as 'ZIPs' (Z-dependent Ionisation and Phonon) and are sets of 250 
g Ge and 100 g Si cylindrical detectors cooled to less than 50 mK, with charge 
collection electrodes mounted on two faces and temperature measurements from 
Ge thermistors. In 2004, CDMS reported a limit from four Ge and two Si ZIP 
detectors operated for 19.4 kg.days (Ge weighted), for recoil energies between 
10-100 keV and a WIMP mass of 60 GeV, of 4x10 7 pb for spin-independent in-
teractions [124].  This limit was recently improved upon after running two towers, 
each consisting of six detectors, for 34 kg.days (Ge weighted), giving an upper 
limit on the spin-independent WIMP-nucleon cross section of 1.6x10 7 pb [125]. 
Presently this is the world's best limit. 
2.3.2.4 Modane, France 
The Laboratoire Souterrain de Modane (LSM) is placed in the middle of the 
tunnel of Frejus which links Modane to Bardonecchia through the French-Italian 
border. It is at a depth of 4500 m.w.e. and houses the EDELWEISS experiment. 




EDELWEISS uses the same principles as CDMS in discrimination of nuclear 
recoils from electron recoils in Ge targets kept at a, temperature of 17 mK. EDEL-
WEISS consists of 320 g cylindrical Ge crystals with Al electrodes on the top and 
bottom faces to record ionisation drifted in the electric field across the crystals, 
and Ge thermistors attached to a gold pad on the bottom electrode. From an 
exposure of 62 kg.days with a 13 keV threshold an upper limit on the WIMP-
nucleon spin-independent cross section that is 3-4 times higher than CDMS was 
obtained. The difference in results was chiefly due to surface events that CDMS 
were able to. reject with phonon timing cuts [126]. The next generation detector 
for the collaboration, EDELWEISS II, will consist of 21 germanium detectors 
similar to those used already, along with seven additional 400 g Ge crystals. Bet-
ter sensitivity will be achieved by the introduction and passive polyethylene and 
lead shielding. 
2.3.2.5 Other sites and Experiments 
The summary of experiments given here is by no means exhaustive and merely 
attempts to illustrate some of the technologies being employed to place limits on 
WIMP-nucleon couplings, and detect dark matter. Another major European site 
is Canfranc in Spain that houses the IGEX-DM experiment [127] using a 2 kg 
Ge target, ANAIS [128] using 100 kg of NaT crystals in attempt to confirm or 
refute conclusively the DAMA result, and also ROSEBUD [129] which is a set 
of bolometric detectors of A1 203 , Ge and CaW0 4 targets. SNOLAB in Canada 
boasts the highest rock overburden of 6010 m.w.e and houses PICASSO [130, 
employing superheated droplet techniques to search for WIMPs. Kamioka in 
Japan houses XMASS [131], a 1000 kg liquid xenon detector; ELEGANT [132] 
- a 662 kg array of NaT detectors; LiF [133], using lithium fluoride targets as 
bolometers; and will house NEWAGE [134], a gaseous TPC being developed 
using CF4 gas and micro-pixel readout. 
In addition to those listed, many more dark matter experiments exist or are 
currently being developed in the hope of positively identifying a WIMP signal by 
observing an excess of nuclear recoils with an annual modulation (see [112] for a 
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Figure 2.8: Spin-dependent limits on WIMP-nucleon cross sections as a function 
of WIMP mass as determined by various experiments. Produced on [135]. 












102 	 10  
WIMP N-tass IGcVI 
I) A 	\ IitI Isv' I 	ttiiii 	ii IIIVI 
- 	N \1 \11 	I owi iv, tih 
)\I '. _tiiii I 	4 k.J;i 	N.iI \iui \IJ 	 I)i1\ 	Iliflhl 
I•'.s I 	01.4 Ilt _k ,_,-d;i ( ;tWi )4 
I '.Lt cis, I 1111al 111111f. 4 - Lu- d.i 	i 2J(hU 	11 i - : oW 111111t 
/IPI I\ I Iii-,i I miii ,OIi'i 
I )i' 	'.LkIJhi I ..i.I 	:1 iS  i ._ 	kV iIiiIitIJi 
Figure 2.9: Spin-independent limits on WIMP-nucleon cross sections as a func-
tion of WIMP mass as determined by various experiments. Produced on [135]. 
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more complete list). A novel approach to dark matter detection that would pro-
vide a much more powerful signal, however, is to develop and operate a directional 
detector. 
2.4 Directional Signals 
As already discussed, the excess of nuclear recoil events detected in a target may 
be construed as being from WIMP scatters if one is to believe all other sources 
that might produce such a signal have been rejected. However, a significant num-
ber of events would likely be necessary to unambiguously distinguish the signal 
from potential radioactive background signals. What is more, since the recoil 
spectrum is independent of the galactic halo distribution, such an excess nuclear 
recoil rate would provide little information on the dark matter distribution in 
the galaxy. An annual modulation in signal rate would add evidence for WIMP 
detection but in itself would not be conclusive. Firstly, the seasonal modulation 
would only be a maximum of approximately 5%. Secondly, however, and more 
significant in the light of recent results by the DAMA collaboration (elaborated 
upon in the previous section), the backgrounds are likely to have seasonal mod-
ulation via modulation in, for example, cosmogenic production of radon [136]. 
A much more powerful discrimination of WIMP signal from background comes 
from the forward-backward asymmetry in the event rate as a result of the rota-
tion of the Earth, which would he super-imposed on the annual modulation. If a 
detector were able to observe the direction of nuclear recoils, the benefits would 
include unambiguous confirmation of a galactic source, identification of WIMPs 
with far fewer statistics, and the ability to characterise the dark matter halo by 
distinguishing between different halo models. 
Orbiting the centre of the galaxy at a speed of 220 kms 1 and radius of 
kpc, the solar system, on the sky, is moving towards R.A.21h7,12.0,  8 + 48.190 , 
which is nearly towards the constellation Cygnus. Hence it can colloquially be 
said that that there is a WIMP 'wind' blowing at the Earth from the direction 
of Cygnus. Within the solar system, the Earth's spin axis is inclined at 23.5° to 
the normal to it's orbital plane, which is itself, as shown in Figure 2.5, inclined 
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at 60° to the galactic plane. The flux of WIMPs, dq, arriving from a direction 
il, within a solid angle dQ around t1, is 
d4) = ±9 ux fe (—u x ii)t4dux dQ. 	 (2.46) 
MX 
Again assuming the simplest model of the galactic dark matter halo such that the, 
local velocity distribution follows a Maxwell-Boltzmann of the form of Equation 
2.42, for fe(—uxil),  the differential flux is [78]: 
Vmax 	 ( 	lye  )2 _=-tJ uexp - ( —n t+ 	 ) iux . 	(2.47) 
duI 
Therefore, for typical values of ye '-.' 244 kmc' and v0 "220 kmr', the WIMP 
flux is strongly anisotropic and peaked in the motion of the Earth. Hence, the dis-
tribution of WIMP arrival directions for a detector on Earth, and consequently 
the distribution of recoil directions is also strongly anisotropic, despite elastic 
scattering reducing the anisotropy somewhat in the distribution of recoil direc-
tions. The differential directional energy spectrum for the Maxwell-Boltzmann 
halo model as described earlier is [106]: 
dR 	- poaA(m x +mA) 2 	{(vwcorr_vmin) 





where 'y is the angle between the recoil direction and ile. 
As depicted in Figure 2.10, a detector on Earth capable of doing so, will ob-
serve the mean WIMP recoil direction rotating from downwards to southwards 
and back to downwards again over one sidereal day as the Earth rotates. This 
provides sidereal anisotropy which can approach unity if the start of the track, the 
'head', can be distinguished from the end of the track, it's 'tail'. However, even 
without such head-tail discrimination, the asymmetry is -7% for Eth 0 rising 
to —17% for Eth = JA for a WIMP mass of 100 GeV [137]. Furthermore, the 
primary anisotropy in the recoil direction distribution can be observed by trans-
forming the recoil directions measured in the lab frame to galactic coordinates so 
as to remove the effect of the Earth's rotation. For both of these directional sig -
natures, it is virtually impossible for any background source to mimic the recoil 
direction distribution. Provided the background sources do not change position 






Figure 2.10: As the Earth rotates about it's axis the WIMP wind will cause the 
distribution of recoil directions in a fixed detector, depicted here as at the latitude 
of Boulby mine, UK, to change from downwards to southwards and back to down-
wards over the period of a day. Such an anisotropy in recoil flux would be strong 
evidence for a galactic source causing the recoils. 
relative to the detector over time, the sidereal anisotropy can be observed. How-
ever, even if there were an anisotropic background, in de-convolving the primary 
anisotropy, it would become anisotropic as a result of conversion from lab to 
galactic coordinates. 
The number of events required for positive identification of a WIMP signal 
is a further benefit for directional detectors. For a non-directional detector to 
observe the annual modulation of -5% in a Maxwell-Boltzmann halo model, 
approximately 200 events per month of exposure are required to ensure the un-
certainty on the number of events is below the expected modulation amplitude. 
This is in contrast to a fine angular resolution, low threshold directional detector 
that would require only ten's of events to distinguish a signal from an isotropic 
background [78, 136]. For example, the DAMA collaboration reported an annual 
modulation at 90% confidence level of 0.037 + 0.008 counts day'kg'keV' in 
the energy range of 2-12 keV [113]. This would imply that 85,000 WIMP 
events present in the data set. A directional CS2 gas filled time projection cham-
ber capable of measuring two components of the WIMP-induced nuclear recoil, 
without head-tail discrimination, would observe a 17% asymmetry instead of 2% 
and could reach the same result with approximately 70 WIMP events [137]. A di-
rectional detector would, therefore, require much less exposure and consequently 
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there are less stringent demands on stability for the experiment; a major factor 
when considering the conditions in which detectors must be operated over many 
months or years. 
The ability to positively identify a WIMP signal above background with con-
siderably fewer events than no  detectors, coupled with the capability 
of recoil track direction determination, also give directional detectors the added 
benefit of being able to distinguish dark matter halo models from one another. 
The angular distribution of WIMP-induced nuclear recoil directions is dependent 
on the local velocity distribution of WIMPs in the dark matter halo as well as the 
motion of the Earth through the galaxy. Deviations of the dark matter velocity 
distribution in the galactic halo from Maxwell-Boltzmann will mean alterations 
to distribution of nuclear recoils in a directional detector. Consequently, any such 
detector would be able to discriminate between theoretical models and provide 
valuable information on the characteristics of the dark matter halo. 
2.5 Summary 
It is possible to search for galactic dark matter in the form of WIMPs by observ-
ing WIMP-induced nuclear recoils in a target material where all other forms of 
interactions can be rejected. There exist presently a great number of novel and 
exciting techniques deployed across the world in state of the art detectors that 
hope to exploit the theoretical WIMP-nucleon coupling and observe dark matter. 
Most of these detectors rely on the observation of an excess of nuclear recoils 
in their detector and an annual modulation of that signal that would indicate a 
galactic source. However, as with DAMA, such a signal, if it is observed, must 
be verified by other collaborations since it may be due to an unknown or un-
accounted for terrestrial source of background events. The motion of the Earth 
around the Sun provides a powerful tool for dark matter searches in the form of 
a directional WIMP signal. If a detector can be developed that can reconstruct 
WIMP-induced nuclear recoil direction, or in some other way be able to yield 
information on the recoil and, consequently, WIMP direction, then that detector 
would not only observe an annual modulation, but a sidereal daily modulation. 
A number of techniques exist that have been developed, or are being developed, 
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that might be implemented in dark matter detectors for directional signals. Such 
techniques include using thin Si film bolometers [138], ancient mica [139], su-
perfluid 'He [140], and organic crystal scintillators [141]. Also, various readout 
technologies being researched for use in time projection chambers [134]. However, 
there is at present only one detector in the world that is directional and opera-
tional in WIMP searching mode. That detector is DRIFT-11, running in Boulby 




The DRIFT (Directional Recoils Identification From Tracks) programme is a 
direct directional dark matter experiment at Boulby Mine, run by the UKDMC 
and collaborators based in the USA. DRIFT combines the novel process of nega-
tive ion drift with conventional time projection chamber (TPC) technology [142], 
in CS2 gas filled vessels equipped with multi-dimensional multi-wire proportional 
counter (MWPC) readout planes, the use of which allows for excellent discrim-
ination between nuclear and electron recoils. Applying an electric field across 
the target gas drifts ionisation from a recoil event to the readout planes, allowing 
reconstruction of the track properties in 3 dimensions and consequently full direc-
tional information. A single TPC is depicted in Figure 3.1. Typically, each phase 
of the programme consists of separate modules of 1 m 3 gaseous target, that can 
have subtly different properties, such as target medium, pressure, or orientation, 
to exploit differing WIMP-nucleon interaction rates. 
The first generation, DRIFT-I, was designed, built and successfully installed 
in the Boulby underground laboratory during 2000-2001 and served as a proof 
of concept for a large scale directional negative ion TPC (NITPC) dark matter 
detector by demonstrating stability, directionality and a phenomenal gamma ray 
rejection capability. It was successfully completed and the experiment provided 
major input for improvements and modifications for the second phase of the 
programme, DRIFT-Il. This chapter will focus on the first module of the DRIFT- 
al 
3. DRIFT-Il 




/ . j Electhn • 
Drift direction 
Cathode Readout Electric Field 	Plane 
Figure 3.1: A WIMP enters the detector volume and interacts with a target nuclei 
which recoils leaving behind an ionisation track. The electrons attach to the CS 2 
target molecules and the subsequently negatively charged CS 'anions' are drifted 
towards an MWPC readout plane. Here the electrons are stripped from the anions 
in a high field and avalanche occurs. 
II array, installed underground in early 2005, although a second module has 
also recently begun taking data. The following sections describe the detector 
components, calibration techniques, gas flow system, diffusion reduction, data 
acquisition, and a brief look at a few example events. Finally, a description of 
modifications and improvements to the recently installed second module of the 
array is presented. 
3.2 The DRIFT-Il Detector 
The DRIFT-TI detector, whose first module, DRIFT-IA, is shown with the vessel 
door open and detector pulled out in Figure 3.2, is located approximately in the 
centre of the JIF lab at Boulby. There exist facilities and physical space for 
up to 20 modules at present. DRIFT-IA began underground fully automated 
operation on June 10th 2005, and the neutron calibration and non-calibration 
Background WIMP runs performed up until November 2005 are the primary focus 
of this thesis. In these four months of continuous operation a total exposure of 12 
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Figure 3.2: The first module of the DRIFT-II array installed at Boulby mine 
shown with vessel door open and detector pulled out onto a trolley. Arrows indi-
cate the co-ordinate system used by the DRIFT Collaboration and in this thesis. 
kg.days of shielded data was collected with 85% operational live-time, in addition 
to a further 6 kg.days of unshielded, calibration, and test data. 
Each DRIFT-TI detector module comprises of 1 m 3 volume of CS2 gas with an 
electric field applied to drift the ionisation along the track of a nucleus, recoiling 
after an elastic scatter, to MWPCS at the ends of the volume. A central cathode 
at the centre of the gas effectively splits the fiducial volume into two equal halves 
such that charge on either side of the cathode is drifted away from it, with the 
help of field shaping rings, towards the MWPC where avalanche occurs and the 
charge is converted into a signal for electronic recording by the data acquisition 
system (DAQ). The entire setup is held at low pressure within a vacuum vessel 
with an active gas flow system. In the following sections the detector components 
for the first module are described. For a detailed description the reader is directed 
to the DRIFT-TI technical paper [143]. 
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3.2.1 Vessel and Gas System 
Low background 304-grade stainless steel is used to manufacture DRIFT-II ves-
sels with the inside surfaces polished to minimise gas absorption. The internal 
dimensions are 1.5 m 3 with 7 mm thick walls and a 12.5 mm thick hinged door. 
On the outside of the vessel are strengthening ribs that provide rigidity and limit 
distortion under vacuum. The vessel stands on three adjustable length legs, ap-
proximately 25 cm in length at present, keeping the inner detector flat even if the 
laboratory floor distorts, a common occurrence in a salt mine such as at Boulby. 
Two feed-through flanges on the roof of the vessel allow electrical connections 
into the vessel, primarily using BNC and SHV connectors, and there are separate 
inlets for the high voltage supply to the central cathode, gas flow, and vacuum 
pump hoses. 
So as to reduce levels of contamination due to any leaks, outgassing, or chem-
ical degradation, the DRIFT-TI vessels have CS 2 gas continuously being flowed 
through them, at a rate of approximately 7.3 ghr', controlled by the gas system, 
to keep the CS 2 pressure at 40 Torr. This pressure was chosen for the DRIFT pro-
gramme to keep charge diffusion minimal whilst maintaining a sufficiently high 
gas pressure and target mass for dark matter searches (see Section 3.2.3). The gas 
system allows input and output for all DRIFT-TI vessels, feeding in CS2 vapour 
evaporated from liquid CS 2 held in a stainless steel cylinder suspended from a 
load cell within a master gas control system. The control panel for this system 
also has a mass flow controller (MFC), isolation valves for gas flow, and digital 
displays of pressure, pressure set-point, flow-rate, and CS 2 weight. Gas is pulled 
out of the vessel through needle valves using a dry rotary pump into a canister 
where most of the gas condenses. Residual vapour is removed by two activated 
charcoal filters. A separate, high capacity, rotary pump is used to evacuate the 
vessel, used in conjunction with a liquid N 2 trap to collect the CS 2 . 
For shielded running, a structure surrounding the vessel has been erected that 
completely covers the vessel with at least 67 cm depth of polypropylene pellets, 
corresponding to at least 40 gcrn 2 solid Hydrocarbon passive shielding. This in-
cludes under-floor shielding and shielding built in behind the vessel outside of the 
laboratory, both actions necessary as a result of safety considerations within the 
3.2 The DRIFT-II Detector 	 85 
underground JIF area. The amount of shielding used was calculated to be neces-
sary to reduce the neutron background from uranium and thorium in surrounding 
rock down to acceptable rates of under 1 event yr' [144]. 
3.2.2 Inner Detector 
Inside the vessel are two 1 m 2 MWPC readout planes positioned 1 in apart with a 
shared central cathode positioned in the middle of them. This gives a maximum 
0.5 in drift distance in a 1 m 3 sensitive fiducial volume. Between each MWPC and 
the central cathode is a field cage consisting of 31 copper field shaping rings. Four 
tension bolts made from Kevlar reinforced Nylon rod pass through the corners 
of the central cathode and MWPCs to hold the entire structure intact. This 
structure rests on a Perspex base so as to insulate the detector from the earthed 
vessel, and then is placed on a 15 mm thickness stainless steel 'skate-plate' which 
has rollers on its underside to allow easy extraction of the detector from the vessel 
onto a trolley. Figure 3.3 shows some of these components whilst the detector 
was being commissioned at Occidental College, Los Angeles. 
3.2.2.1 High Voltage Components 
In DRIFT-IT, two high-voltage systems are used. Firstly, one provides the field 
within the MWPC that leads to avalanche of ionisation, while the second one is 
used to define the drift field between the central cathode and the MWPCs. The 
former is called the HV (high-voltage) system, and the latter, which generates 
potentials an order of magnitude larger, the HHV (high-high-voltage) system. 
The central cathode itself is an open Plexiglas frame design, much as was used 
in DRIFT-I [145], consisting of a 'connector' frame and a 'cap' frame, each 25 mm 
thick with outer and inner dimensions of 1210 mm and 1030 mm respectively. The 
connector frame holds a wire plane of 512 20 pm diameter stainless steel wires 
at a 2 mm pitch. This plane is in electrical contact with a 6 mm diameter tube 
that runs around the frame and contacts with the HHV supply from outside of 
the vessel via a connector recessed in the middle of the top edge, and also with 




Figure 3.3: The DRIFT-11 detector within the commissioning vessel at Occidental 
College, LA, showing many of the major components including a custom built 
trolley for detector extraction in the foreground. 
Strips of copper tape around the frame of the central cathode define the cathode 
potential out to a boundary corresponding with the field-cages. 
The two field-cages each consist of 31 6 mm diameter hollow copper tubular 
rings at a pitch of 15 mm within a Plexiglas support of four corner posts, with 
side panels between the posts. Figure 3.4 shows two complete field cages during 
commissioning. The 6 mm thickness was chosen to minimise the field between 
stages and reduce the probability of corona discharge or electrical breakdown. 
One of the posts in each field-cage holds a resistor ladder that successively raises 
the voltage between field rings so as to provide a homogenous drift field between 
the central cathode at approximately -34 kV and the first wire plane of the MWPC 
at approximately -2.98 W. Since track diffusion varies as the inverse square-root 
of the drift field, the field cages are designed to safely operate at the high mean 
drift field of 624 ± 4 V cm to reduce diffusion. The drift velocity for CS 
negative ions, or 'anions', is 4600 cm s 1 [143]. Figure 3.5 shows the drift field 
and drift lines in a section of the detector volume, produced by a simulation using 






Figure 3.4: The complete field-cage setup for both halves of the detector volume, 
sitting on the base section of the HHV shield. 
COSMOS-EMS, which was also used to confirm a fiducial volume of (0.97 ± 0.04) 
M3, or 167 g mass of CS 2 . 
To provide electrical insulation between the vessel and HHV components, 
four 6 mm thick overlapping Plexiglas HHV shielding sheets cover all sides of the 
field-cages except the ends where the MWPCS themselves provide shielding. This 
HHV shield also acts as a low background shield against alpha and beta decay 
radiation from the inside surfaces of the vessel. 
3.2.2.2 MWPCs 
The DRIFT-IT MWPCs consist of a 1 m 2 active area central anode plane of 512 
20 pm diameter stainless steel wires with two perpendicular grid planes of 512 
100 jim wires 1 cm above and below the anode plane. The potential between 
grid and anode planes is 2.98 kV and this provides a high field region around 
the anode wires allowing avalanche of charge entering the MWPC and a gas gain 
of '1000. Each of these three wire planes has a wire separation pitch of 2 mm 
± 20 pm and is tensioned between support bars mounted on a 1.21 m x 1.21 
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Figure 3.5: Electrostatic simulation of (left) fields, increasing in strength from 
blue to red, and (right) drift lines near the edge of the drift volume, with the 
MWPC towards the top of the images and central cathode towards the bottom. 
The three green drift lines shown in the right pane highlight the efficiency with 
which charge from outside of the fiducial volume is swept away from the MWPC 
active area or onto the veto regions. 
correct for any periodic shape distortions. The outermost 20 wires on either side 
of the 'inner' grid plane, closest to the central cathode, are connected together 
to provide a veto region for events entering the fiducial volume in a plane with a 
component perpendicular to the grid wire planes. The outermost 11 wires on the 
anode plane are used as 'guard wires' with voltage increasing from the outermost 
of these 11 wires, at a value identical to the grid planes, progressively up to the 
anode plane voltage. These act to smoothly step up the voltage to ground, where 
the remaining anode wires lie. The next 9 wires are connected together to act as 
an anode veto in a similar manner to the grid veto by recording events that enter 
the fiducial volume with a directional component perpendicular to the anode 
wire plane. Thus, events entering the fiducial volume from all sides except the 
MWPC ends are easily identified by the vetoes. A signal in the fiducial volume 
with an accompanying veto signal can be rejected as a partially contained event, 
especially important for identifying alpha particles from detector components. 
The anode wires are used to measure the length of a recoil in the direction 
parallel to the anode plane and perpendicular to the anode wires themselves (Ax). 
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Figure 3.6: Schematic of the DRIFT-II 55 Fe calibration system. 
Signals from each of the wires are digitised over 5 ms allowing the measurement of 
the length of the track perpendicular to the MWPC (Az). Finally, the ability to 
read out induced pulses produced by avalanche of the event on the inner grid plane 
allows for measurement of the third component of the range (ay). Although the 
spatial resolution of measurements in Ax is limited to the anode wire separation 
of 2 mm, a pitch that cannot be easily reduced due to electrostatic forces on the 
wire, the resolution of Ay is better than 0.1 mm since the position of the centre 
of the track can be weighted against size of the induced pulse on the grid wires 
[146]. 
Each MWPC strong-back has a 30 cm diameter hole in it so as to allow 
regular "Fe calibration; vital for checking detector health and performance, and 
in analysis of data when converting observed ionisation to NIPs or energy. The 
100 pCi sources are held within stainless steel calibration units mounted on the 
back of the strong-backs with an electronic shutter system that periodically opens 
every 6 hours for 1 minute per MWPC to expose the MWPC to 5.9 keV X-
rays. The units are powered by individual mains transformers which receive 
signals from the detector slow control system (described in Section 3.2.4) to open 
and close the shutters using a rotary solenoid. This is depicted in Figure 3.6. 
Also mounted directly onto the strong-backs are front-end electronics that group 
signals from the 512 wires in a given plane, attached directly to PCBs fixed to 
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the strong-back, down to 8 output signals that are fed into the DAQ, described 
in Section 3.3. 
32.3 Negative Ion Drift and Signal Generation 
To reconstruct track dimensions and achieve directionality, diffusion of the charge 
along a recoil track as it is drifted to the readout plane must be minimised. The 
traditional method would be to apply a strong magnetic field parallel to the 
drift direction. This results in particles with small mass-to-charge ratios, such 
as electrons, curling up into helical paths about the magnetic field lines. Aside 
from increased costs involved with the large hollow-bore magnets that would be 
required, this method would destroy any useful timing information. Furthermore, 
accurate measurement of range or direction would become very complicated. An 
alternative, known as Negative Ion Drift (NID), using CS 21  was developed by the 
DRIFT collaboration and involves the drifting in an electric field of negative ions 
instead of electrons [147]. Ions have a diffusion that is related to their average 
energy and this remains close to thermal energies even for high values of reduced 
field. A cloud of electrons, however, is subject to a much greater spatial spread 
under similar drift fields and drift distances due to their ability to gain much 
more energy from the field between collisions as a result of the Ramsauer Effect. 
By adding a mildly electronegative gas mixture, such as CS2, electrons liberated 
in ionising collisions are readily attached to the electronegative component of the 
gas. The resulting CS 2  negative ions are then drifted instead of free electrons to 
the high field region in the MWPC between the inner grid plane and anode plane 
where they are field-ionised and electrons undergo normal amplification. The 
charge is collected on the anode wires and induced signals can be detected on the 
perpendicular grid planes. The benefit of using a mildy electronegative gas is that 
there is minimal loss of free charge with which to produce a signal by ensuring 
that, during the avalanche in the MWPC, the rate of re-ionisation of the negative 
ions is greater than the rate of electron capture. By using a high enough electric 
field, it has been shown that CS2 at 40 Torr is an ideal gas target for diffusion 
suppression in TPCs using MWPCs. For a review on use of electronegative gases 
and the NID concept, see [104, 146, 147]. 
3.3 The DRIFT-II DAQ 
	
91 
3.2.4 The Slow Control 
An Agilent 34970A data acquisition/switch unit is used to report to a 'slow-
control computer'. Every 5 s, readings from detector monitoring devices such as 
the vessel pressure, voltages and currents from the central cathode and MWPCs, 
temperature, gas flow rate, and remaining CS 2 are received and recorded. The 
slow-control computer is able to power down the voltages to the detector if a pre-
defined trigger is tripped, such as pressure falling too low, or the gas flow becoming 
impeded. In such a scenario, the reduced pressure in the vessel would result in 
diminished dielectric strength of the gas leading to discharges from high-voltage 
components and spark damage [143]. If the computer does decide that there 
is a problem with DRIFT-IT, it alerts a collaboration member by automatically 
telephoning a pre-set number whilst shutting off the power supplies to the HV and 
HHV. However, if the computer does not respond to pre-set fail-safe conditions, 
then the detector can be shut down manually, either directly or remotely, by 
accessing the slow-control computer. Lastly, if the computer cannot be accessed 
for remote control then the detector may be switched off via a direct telephone 
line. A regular inspection of slow control parameters, as well as trigger rates and 
viewing of signal events via the slow-control computer, is made over the course 
of 24 hours as part of a rota, named 'Drift-Watch', involving the UK and USA 
collaborators in an effort to maintain steady operation of the detector. 
3.3 The DRIFT-IT DAQ 
The DRIFT-Il data acquisition is split into two parts, the Grid DAQ which 
records events from the inner grid plane of the MWPC giving information on 
and the Anode DAQ, which records events from the anode planes and, therefore, 
provides information on Ax. It should be noted that each of the two MWPCs 
within a vessel are treated as separate detectors and, consequently, each vessel 
has two sets of grid signals and two sets of anode signals. In the following sections 
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Figure 3.7: The Grid DAQ showing electronics within and outside of the vessel. 
For simplicity only one MWPC setup is shown except where items are shared. 
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3.3.1 The Grid DAQ 
The layout of the Grid DAQ is depicted in Figure 3.7. The ends on one side of 
the 512 grid wires on each MWPC are electrically contacted onto PCB grouping 
boards. These boards are themselves fixed onto the strong-back, where the wires 
are grouped down to 32 channels and AC coupled through 0.5 nF HV capacitors. 
These signals enter shielded boxes fixed to the back of the strong-back and connect 
to 32 Amptek A250 preamplifiers with charge sensitivity of 1 V pC1. Every 
eighth output from the A250's is summed together and shaped using two modified 
Amptek A275 shaping amplifiers, with a shaping time of 4 As and a gain of 
40, to give a total of eight output channels, corresponding to batches of eight 
adjacent wires covering a distance of 16 mm on the MWPC grid wire plane. A 
40 keV sulphur recoil has a range of <3 mm in 40 Torr CS 2 (see Figure 5.2), and, 
therefore, the 16 mm is sufficient for WIMP searches. All four veto signals from 
an MWPC, two from the grid plane and two from the anode plane, are passed 
through A250 pre-amplifiers also and grouped so to form a single grid veto signal 
and single anode veto signal. These are shaped with A275 shaping amplifiers 
and join the other eight output signals from the A275's out of the vessel through 
BNC connectors. The eight main signals are split into two batches of eight at 
this point with one batch entering Adlink PCI-9812 digitiser modules in a Grid 
DAQ computer and the other batch summed using a modified Ortec 533 inverting 
summer. This summed signal is passed to a discriminator that produces a NIM-
level logic pulse when a software threshold, set on the slow-control computer, is 
exceeded. The logic pulse from either of the two MWPCs triggers a LeCroy 222 
gate/delay generator and provides TTL trigger pulses which pass to a trigger 
inhibit circuit stopping any further triggers from being accepted until the current 
trigger has completed. The trigger signal passes to the digitisers, including those 
for the anode and the vetoes (which were not split into two and thus, were 
connected to the digitisers only). The digitisers run at 2 MHz, allowing spatial 
resolution of Az of .'25 Am, and are modified for a 3.3 V PCI bus. Upon receiving 
a trigger, the 'Grid DAQ computer' digitisers record the signals, including both 
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Figure 3.8: The Anode DAQ electronics within and outside of the vessel. For 
clarity, only signals from one MWPC are shown. 
eight grid signals and both veto signals from each of the MWPCs, totalling 20 
channels. 
3.3.2 The Anode DAQ 
Figure 3.8 shows the layout of the Anode DAQ front-end electronics. The Anode 
DAQ system groups together blocks of 32 adjacent anode wires, from the total of 
512, with the use of a ribbon cable attached to grouping boards onto which one 
end of each anode wire is fixed. The outputs from this are then, in turn, grouped 
down further to eight channels which are fed into eight Cremat preamplifier-
shaping boards, namely CR-110 preamplifiers on CR-150 boards, followed by 
CR-2004-4its on CR-160 boards. The preamplifiers have a shaping time of 4 jis 
V 
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and a charge sensitivity of 1.4 V pC 1 , and the shapers have a total gain of 6. 
The 16 signal outputs from both MWPCs are fed out of the vessel and into PCI-
9812 digitisers, sampled at 1 MHz, in an 'Anode DAQ computer' via vacuum 
feed-through BNC connectors and cabling. Taking the Grid DAQ trigger also, 
the digitisers of the Anode DAQ record signals from the anode plane to disk in 
much the same way as the Grid DAQ, 
3.3.3 Events 
From both the Grid DAQ and Anode DAQ, data from a total of 36 signals (16 
grid, 4 veto, 16 anode) is recorded to disk from both MWPCs in a detector when 
the Grid DAQ triggers having received a signal that exceeds the pre-set threshold 
on the inner grid wire plane of either MWPC. All channels are digitized from -1000 
ts to 4000 jis relative to the trigger with the 12 bit (4096 analog to digital (ADC) 
counts, equivalent to a voltage of 2 V) digitizers described above. Triggering of 
the DAQ occurs off of the sum of the grid lines at a level of -200 ADC counts, 
equivalent to -100 mV, during normal operation. 
Figure 3.9 shows a typical alpha particle event. The left pane shows sig-
nals from the left detector volume and corresponds to the signal received on the 
MWPC to the left of the central cathode in the first module of the DRIFT-IT 
detector. The right pane is from the right volume and MWPC to the right of the 
central cathode. A constant offset has been added to successive traces so as to 
be able to show them on the same plot, lonisation falling on the anode wires is 
shown with a negative polarity and the gain of the amplifiers on the anode was 
lower by a factor of t2.5 than the gain of the amplifiers for the grid. The first 
eight traces from the top are the eight grid signals and the ninth is a summed 
trace from the above eight grid channels. Summed traces are extremely useful 
when attempting to identify small events that leave only a small amount of ion-
isation, such as a 5.9 keV X-ray from a 55 Fe decay. The next two are the grid 
veto and anode veto traces and below these is a trace for the grid veto minus the 
anode veto. The purpose of the grid veto minus the anode veto being calculated 
is to cancel the effect of induced pulses as a result of pulses on nearby wires. 
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Figure 3.9: Alpha particle track in right MWPC of DRIFT-IA, shown on the 
online analysis program on the slow-control computer. The length of the track 
causes wrapping around of pulses as a result of cyclical grouping of wires. 
the veto signals at any given time, the difference between the two signals would 
be large for real events and not for induced signals. The following eight traces 
down are the anode signals and the last is the summed anode trace. Again, the 
summed signal is extremely useful for calibration with small events from the 55  Fe 
sources. In Figure 3.9, the length and ionisation suggest an alpha particle event. 
Due to its range, a several MeV alpha particle track is extremely long and can 
travel over many anode and grid wires. The cyclical grouping of the wires causes 
events such as this to wrap around' if the length exceeds eight wires, producing 
multiple hits on each channel. 
Figure 3.10 shows three events from a calibration run on the left detector 
where ionisation can be seen on the grid sum (ninth, black trace) from the "Fe 
source. During the calibration runs, the trigger thresholds are turned down low 
enough to be able to identify such gamma ray events with low dE/dx and low 
total deposited energy. The ability of DRIFT-IT to identify such events allows 
the detector to search for Kaluza-Klein axions through observation of their decay 
to two gamma rays [78], as well as WIMPs. This is discussed in more detail 
in subsequent chapters in relation to gamma ray background. During normal 
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Figure 3.10: Three 55 Fe X-ray events in the left MWPC during a calibration run. 
Due to low ionisation, pulses are not seen on individual channels but can be seen 
clearly on the 9th trace from the top, the grid sum channel. 
(dark matter) operation, the MWPCs are effectively insensitive to gamma rays 
and associated electron recoils. Figures 3.11 and 3.12 illustrate the effect of 
increasing the wire thresholds of the MWPCs. The plots show, for a number 
of events, track length in two dimensions, R2, which is defined as \/A.z 2 + Lx2 , 
against NIPs, which, as previously defined, is proportional to energy deposition. 
As the individual wire threshold is increased from 25 NIPs in Figure 3.11, to 150 
NIPs in Figure 3.12, a population of events with low dE/dx is no longer detected. 
This is interpreted as the removal of gamma ray events due to insufficient charge 
deposition on individual anode wires to trigger the system following an electron 
recoil. 
Figure 3.13 shows the results of several 55  Fe calibration runs as histograms 
with the horizontal axis showing observed recoil energy which is proportional to 
NIPs. A 5.9 keV 55 Fe interaction produces 300 * 40 NIPs in 40 Torr CS 2 [148] 
and fitting to these events calibrates the detector to NIPs. Both anode and grid 
planes for each MWPC are calibrated separately so as to ensure any operational 
differences between them, for example, in gain, or field strength, are accounted 
for appropriately. Using such calibration, observed recoil energy from a neutron 
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Figure 3.11: Plot of R? (proportional to ionisation track length in two dimensions, 
x and z,) against NIPs (proportional to energy deposition) for a 25 NIP trigger 
threshold. Two populations of events are easily identified with the vertical band 









0 2000 400 6000 8000 10000 
NIPs 
Figure 3.12: Plot of R2 against NIPs for a 150 NIP trigger threshold. Only one 
population of events is clearly identified with a high dE/dx, interpreted as being 
nuclear elastic scatter events. The majority of gamma ray events have clearly 
been removed [148]. 
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induced nuclear recoil, as for the event shown in Figure 3.14, can be converted to 
NIPs or energy. 
3.4 252 C1 & 60Co Calibration 
In addition to regular exposure to "Fe sources during normal operation which is 
critical for energy calibration, the first DRIFT-IT detector module was exposed 
to 61CO  sources so as to investigate response to electron recoils and determine 
gamma ray rejection efficiencies, and also to a 252 Cf neutron source. All exposures 
using these sources were performed with the sources outside of the vessel, unlike 
the "Fe sources which are stored permanently within the vessel in the calibration 
units. The neutron source exposures were performed in a variety of configurations 
over an extended period of time to test the stability of the detector and response 
to nuclear recoils over time as well as neutron efficiency and WIMP induced 
nuclear recoil detection efficiency. These calibration runs, crucial in determining 
the response of the detector to WIMPs, are the topic of Chapter 4. 
3.5 DRIFT-Il B 
Thus far all details relating to the DRIFT-11 array have been specific to the 
first module, namely DRIFT-IIA. As already mentioned, the second module, 
DRIFT-IIB, shown in Figure 3.15, has recently been installed and has been taking 
data since June 2006. This second module has a number of modifications that 
improve upon the first module, primarily in terms of stability and cost. DRIFT-
JIB has a new grid amplification setup using Cremats similar to the DRIFT-JIA 
Anode DAQ. These are approximately an order of magnitude cheaper than the 
Ampteks used in DRIFT-IA with no signal-to-noise compromise. In addition, all 
shaping amplifiers are located on the outside of the vessel for better maintenance, 
adjusting, and heat dissipation. More effectcve filters on the HV inputs remove 
noise that is present in DRIFT-IIA and removed in analysis. DB50 internal 
cabling reduces feed-through flanges, and an improved DAQ removes NIM units 
and provides better remote control. Lastly, extended veto regions on the wire 
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Figure 3.13: Histograms of integrated pulse heights for "Fe 5.9 keV gamma ray 
calibration runs. Captions above plots show the event number, file type and num-
ber of events in the plot, the ADC count average, and the subsequent nips conver-
sion factor. Top row: grid signals, bottom row: anode signals, left column: left 
MWPC, right column: right MWPC. The average value of the ADC counts here 
for each is known to be equivalent to 300 NIPs, and the nip conversion factor 
may be determined using this. 
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Figure 3.14: Neutron-induced recoil in the left detector during 252 Cf calibration 
run. Neutron recoils appear on one or two adjacent anode wires due to short track 
length, have a flattened, down going peak, and do not trigger the veto lines. 




Figure 3.15: The DRIFT-JIB vessel underground in the JIF lab at Boulby mine. 
DRIFT-IA is behind the shielding infrastructure in the background. 
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are other differences with the first module, such as the use of stainless steel for 
the field rings instead of copper, but the major modifications are as summarised 
above. Future modules will inherit such changes and there are presently plans to 
retro-fit DRIFT-11A with a number of these adjustments, such as extended veto 
regions, to improve upon the already exceptional performance of the detector. 
3.6 Summary 
The DRIFT-TI detector, installed and operated underground successfully over an 
extended period, has shown remarkable stability, validating the novel approach to 
directional dark matter detection using a negative ion gas in a TPC with MWPC 
readout. Figure 3.16 shows the projected zero background sensitivity of a three 
module DRIFT-IT array, each of 1 m 3 CS2 at 40 Torr, run for 3.4 years with 
a threshold of 20 keV sulphur recoil energy [149]. Competitive WIMP-nucleon 
cross-section parameter space can be explored with such technology, even with-
out considering the benefits of directional capability. Furthermore, the scalability 
of the detector to increasing target mass makes the DRIFT-IT concept a com-
paratively cheap method for dark matter detection. The detector components, 
mostly designed, manufactured, commissioned, installed and maintained by the 
collaboration, have proved reliable despite obvious technical and environmental 
difficulties of operating in an underground laboratory, with the collaboration now 
amassing over ten years experience with such technology. The slow-control and 
safety systems in place have ensured efficient running and the DAQ has, con-
sequently, been able to record high quality data. These include non-calibration 
Background WIMP runs, both shielded and unshielded, and calibration runs 
including regular 55  Fe exposure for energy calibration, "Co exposures used to 
examine electron recoil response and gamma ray rejection efficiencies, and 252 Cf 
neutron exposures to examine nuclear recoil detection efficiency. The neutron 
exposures, performed under various running conditions separated in time and in 
geometry, are critical in establishing the response of DRIFT-TI to WIMPs. The 
calibration of the detector to neutrons, and consequently WIMPs, is the topic of 
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Figure 3.16: The projected sensitivity, in pb, of a three module DRIFT-Il array, 
each of 1 m 3 CS2 at 40 Torr, run for 3.4 years with a threshold of 20 keV sulphur 
recoil energy. For comparison a number of other experimental limits are shown, 
with the DAMA signal region outlined in green. 
Chapter 4 
DRIFT-IA Neutron Calibration 
4.1 Introduction 
Neutrons can produce nuclear recoil signatures in a target medium similar to those 
expected from WIMPs and are, therefore, a background for any dark matter 
experiment that must be understood comprehensively and removed. However, 
although the neutron flux on a detector must be minimised during normal running 
so as to allow identification of WIMP-induced recoils, the similarity of neutron-
induced and WIMP-induced recoil signatures may be exploited to calibrate the 
detector and establish its efficiency of detection of nuclear recoils. By conducting 
controlled runs where the DRIFT-11 detector is exposed to a neutron source of 
known strength, and for a finite period of time, the data accumulated can be 
analysed and compared to a Monte Carlo simulation that predicts nuclear recoil 
rates for an ideal DRIFT-11 detector. Ensuring all variables and conditions in the 
simulation are as close as possible to those of the actual detector, the fraction of 
observed neutron-induced nuclear recoils to the theoretical number of recoils for a 
given energy range yields the nuclear recoil detection efficiency of the detector for 
that energy bin. In addition to this, if a direct measure of the detector threshold 
can be made then one can establish the absolute sensitivity of the detector to 
nuclear recoils. This chapter describes the analysis techniques for the DRIFT-IIA 
detector, followed by a presentation of the neutron calibration runs and analysis 
of the data from them. The results are compared to those from a fully described 
detailed Monte Carlo simulation and neutron efficiencies calculated. 
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4.2 Data Analysis 
Data taken by the DRIFT-IA detector is analysed by at least three member 
institutes using their own data analysis code and packages developed in-house. 
This serves for independent and unbiased cross-checking of analysis results and 
conclusions drawn from the data. Although all groups are involved in analysis of 
all the data to some degree, some specialise in particular aspects of the analysis, 
such as that of "Fe data by collaborators at the University of New Mexico, or on 
non-calibration Background data runs and alpha particle events by collaborators 
at the University of Sheffield. The package used for the analysis of data as 
described in this thesis was developed by the DRIFT collaboration members at 
Occidental College, LA. The techniques and methods of analysis employed by the 
author are similar to those as described for previous DRIFT-I data analysis [148]. 
In the following sub-sections a description of the analysis procedure and output 
statistics used in determining nuclear recoil rates from neutron calibration runs 
from the DRIFT-hA detector is presented [150]. 
As described in the previous chapter, the DAQ computers, using a custom-
built program called 'Nasdaq', record the raw waveforms from individual channels 
of the grid, anode, and vetoes from both left and right MWPCs when the grid 
sum channel is triggered, recording 1000 ps of pre-trigger and 4000 ps of post-
trigger information. This information from an 'event' causing a trigger is written 
to a DRIFT-11 data-file, typically holding 1000 events, and allocated a name 
dependent on the date of the file creation (when the first event is written to 
it) and type of run involved. For example, a data-file named 'drift2a-20050820-
05-003-wimpndd' means a DRIFT-IIA Background WIMP datafile created on 
August 20th, 2005, and is the third cycle from run number five. Had the detector 
been in calibration mode, the 'wimp' would have been replaced with 'lcal' or 
, real' representing an "Fe exposure with the calibration units exposing either the 
left or right MWPCs, respectively, to the source. Furthermore, the threshold for 
triggering the DAQ would have been lowered by a factor of rs3.  In much the same 
manner, DRIFT-IIA data-files were created as 'co6O', representing "Co gamma 
ray exposures, and 'neut', representing 252 Cf neutron source exposures. 
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4.2.1 Fast Fourier Transform 
The first stage of the analysis procedure is to remove sinusoidal pickup noise that 
exists on the raw waveforms recorded on all grid, anode, and veto channel lines, 
at a frequency of r.-55  MHz. This noise appears to be correlated to the HHV 
power supply but persists even when the supply is powered down, and, as such, is 
difficult to remove in hardware. Consequently, to avoid adverse effects from this 
noise on events, particularly small events, this noise is removed in analysis. Each 
waveform is Fourier analysed and then re-constructed after notching out these 
and harmonic frequencies. Although these frequencies differed between anode, 
grid, and veto channels, they were constant from one data-file to the next. 
4.2.2 Thresholds 
Following the Fast Fourier Transform (FFT), each channel line is analysed inde-
pendently and statistics are generated for each. The first to be calculated are 
the line voltage values for each of the channels when an event is recorded and a 
determination of how many of these lines exceed software trigger values. The grid 
sum channel has a software threshold of -200 ADC counts, which is only slightly 
lower than the hardware threshold described in Chapter 3. The threshold for 
individual channel lines of the grid is -50 ADC counts. Individual anode lines, 
with a factor r.3  less noise than the grid, have a software threshold of -45 ADC 
counts, whilst the sum line has -40 ADC counts, a lower value than the individual 
lines so as to avoid triggering the analysis for lines with induced pulses on them. 
4.2.3 Offsets and Regions of Interest 
Each line must be individually corrected for any baseline drifting that may be 
present as a result of frequency noise or other electronic effects. This is achieved 
by, firstly, calculating the average value of all points on the entire 5 ms of data 
record for that line by dividing the sum of voltage value along the time record 
by the total number of values used. Next, the average is again calculated for 
all points that do not cross the software threshold of that line, having had the 
average value from the first iteration subtracted. This removes outliers from this 
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second, corrected average, which is termed the 'offset'. In generating statistics 
from the data in subsequent analysis, the offset is first subtracted from the data. 
Having already determined the threshold and offset values of each line, a 
specific time period surrounding the event is selected as a 'Region Of Interest' 
(ROl), which extends from -200 ps to +500 ps relative to the time of the trigger 
on the grid sum line. Since nuclear recoil events from neutrons or WIMPs are 
expected to last no more than a few hundred ps, the ROT is ample to contain the 
entire event. Most statistics generated focus on parameters within the FFT and 
baseline corrected ROT. 
4.2.4 Statistics 
For each line a number of statistics are calculated that are used in analysis of the 
data. A brief description of the major parameters is listed below, with a number 
of these shown on an example neutron event from an analysed 252 Cf neutron 
calibration run, whose statistics have been calculated, in Figure 4.1. Figure 4.2 
is the third from bottom line of the left pane of Figure 4.1, blown up so that 
individual parameters can be defined. 
• 'Vmin ' & 'V a.' are the minimum and maximum voltages, respectively, on 
a line within the ROT. 
• 'tvmin ' & 'tvmax' are the times that Vmjn & Vmax occurred. 
• 'tmim' & 'tmax ' are the times that the voltages reach zero before crossing 
the software threshold for the first time, and after crossing the software 
threshold for the last time, respectively. 
• 'E' is the integral voltage, with respect to time between tmjfl and tmax , 
multiplied by -1. For any line where the signal does not cross the software 
threshold this value is set to zero. This parameter is directly proportional 
to the charge collected in the MWPC and, therefore, the energy deposition 
in the fiducial volume from a recoiling particle. 
• 'E,,. ' for each line is the same as E, except that the tmjfl and tmax is from the 
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Figure 4.1: A candidate neutron event from a 252 Cf exposure. The ionisation is 
clearly visible on the red and brown anode lines, 3rd and 4th from bottom, on the 
left detector. The remaining anode lines show induced signals and, consequently, 
opposite polarity. The grid lines at the top of the plane also show induced signals 
on all lines since grid wires are perpendicular to the anode wires and only 1 cm 
apart. Due to the configuration of the electronics, induced grid pulses are negative 
going. Statistics such as NIPs, risetime and NFFWJTIM are shown on each line. 
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Figure 4.2: This is the 3rd from bottom (brown) anode line from the left pane 
of Figure 4.1, shown in the ROl window, indicating some of the parameters cal-
culated from the data. Seen in most pulses, the overshoot of the negative going 
signal, with its peak at Vmax , is a result of electronic pickup and shaping circuitry. 
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This quantity is calculated so that ionisation present on channels where 
the software trigger is not exceeded is still taken into account. This is a 
very useful parameter in calculating total charge deposited pn all channels, 
regardless of whether there is enough on each to trigger the DAQ. 
• 'NFFWHM' is the Negative First Full Width at Half Minimum. Beginning 
at V in  and moving forwards in time, this is the value for the first full width 
at half minimum. This parameter is of great benefit since it can identify 
very fast pulses, such as sparks, which are common in a gaseous TPC. 
It can also be effective at identifying events that occur within the MWPC 
itself. Although an electron recoil in the fiducial volume is unable to deposit 
enough charge on individual lines to trigger the DAQ, a similar event within 
the high field region of the MWPC will be subject to much less diffusion, 
and avalanche can lead to significant charge on the anode wires. These 
events, though large enough to trigger the DAQ, are nonetheless easily 
distinguished from nuclear recoils due to their being fast pulses with almost 
all the ionisation deposited on a single wire. 
• 'Crossings' is the number of times that the voltage crosses the software 
threshold value. This parameter can be used to identify long ionisation 
tracks, such as those from alpha particles, that deposit charge on more 
than eight adjacent wires and lead to signals that wrap around channels. 
• 'SmoOthedDerivativeCrossings' is a parameter similar to 'Crossings' listed 
above. However, here the signal is first smoothed and then a derivative is 
taken so as to identify events that may be oscillating or cyclical as far as the 
channels are concerned, but where each oscillation does not necessarily cross 
the threshold. This is a powerful parameter for removing a class of events 
termed 'ringers' [148], which have characteristics that clearly distinguish 
them from nuclear recoil events, yet whose origin is still undetermined. 
• 'Risetirrte' is the time interval between the times at which the pulse reaches 
25% and 75% of its first amplitude where the software threshold is exceeded. 
This parameter is again useful for identifying sparks and other fast pulses. 
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• 'Prel' is the amount of charge present on a line outside of the ROT. Al-
though the 'pre-ionisation' pulse, outside of the ROT, did not trigger the 
DAQ, there may be enough of a signal present to determine that the main 
event pulse is unreliable even if it appears to satisfy criteria for a nuclear 
recoil. A single WIMP is highly unlikely to interact in a detector twice and 
the probability of two WIMPs interacting in the detector so closely in time 
is negligible. 
• 'Az' is presently determined from the anode channels by subtracting the 
smallest tmjfl from all of the anode lines from the largest tmQx from all of 
the anode lines, and multiplying by the drift velocity. 
• 'Ax' is calculated by multiplying 2 mm (the anode wire pitch) by one less 
than the number of contiguous channels that went below threshold. 
• 'R2' is the two dimensional projection of the track length and is calculated 
as being equal to VAx 2 + Az 2 
• 'NIPs' is the number of electron-ion pairs from an event, as described 
in Chapter 2. From the grid, this value is the E from the summed line, 
multiplied by the NIPs conversion factor. On the anode, NIPs is calculated 
by adding the E for all the wires that went below threshold, and then 
adding the Esum from adjacent wires. This is then multiplied by the NIPs 
conversion factor. The NIPs conversion factor is determined by analysis of 
the 55 Fe calibration data, which is the subject of the following section. 
4.2.5 "Fe calibration and NIPs conversion 
In order to convert observed integrated voltages into energy, or NIPs, the detector 
is periodically exposed to 5.9 key X-rays from the "Fe calibration units, as 
already discussed in the previous chapter. These exposures, with the hardware 
threshold lowered to only slightly abcive the background noise on the amplifiers 
of the channels, is made regularly so as to ensure the calibration has not drifted, 
and to take into account the change if it has. During these runs, the DAQ 
will trigger when the "Fe events are large enough to exceed the grid sum line 
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threshold. However, smaller events that may not produce sufficient ionisation to 
be recorded as a primary event by the DAQ are visible in the data records of such 
calibration runs. To avoid bias of only recording and analysing large 55Fe events, 
the events that actually trigger the DAQ are ignored. Since the frequency of 
events is high and the events are short (typically 2 mm), a number of "Fe events 
can be seen within the data record of the single event that initially triggered the 
DAQ. This is shown in Figure 3.10 where there are two further events identified 
after the event at 0 ms. Furthermore, simulations, as described in Chapter 6, 
show that approximately 7% of the number of events detected in one half of the 
detector are also detected in the other side due to the attenuation length of the 
gamma rays from the source of '—'20 cm in the target medium. These 'off-axis' 
events are identified in analysis and an energy spectrum produced, similar to 
those of Figure 3.13. The means of these peaks then provide the number of ADC 
counts, or voltage, that corresponds to 300 + 40 NIPs, as determined in [148], 
and described in the previous chapter. All events can, thus, be calibrated from 
voltages to NIPs using the NIPs conversion factors provided by the "Fe analysis. 
The NIPs values are indicated on Figure 4.1 for that particular event. 
4,3 22Cf Neutron Calibration Runs 
A total of five neutron calibration runs were performed with a 252 Cf source, a 
neutron and gamma ray emitter, on the DRIFT-IIA detector between June and 
November of 2005. Since DRIFT-IA is a directional detector, source exposures 
in varied configurations will lead to markedly different reconstructed recoil tracks. 
Consequently, the exposures were performed with varied geometries to assess the 
performance of the detector with regards to source position, over an extended 
period of time. The details of the runs were as follows: 
• X-Axis Neutrons - 53 DRIFT-IIA data files from 20th June 2905,  to-
talling 46620 s calculated live-time, with the 252  C neutron source held in 
a lead canister 1.44 m away from the centre of the door of the unshielded 
vessel, i.e., central in the Y and Z dimensions, but shifted 1.44 m in the -x 
dimension. 
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• Y-Axis Neutrons - 58 DRIFT-IA data files from 16th June 2005, corre-
sponding to a calculated live-time of 43204 s. The 252  C neutron source was 
held in a lead canister 1.44 m above the centre of the roof of the unshielded' 
vessel, i.e., central in the X and Z axes, but shifted +1.44 m in the Y di-
mension. In addition to the aforementioned X-Axis and Y-Axis runs, an 
equivalent Z-Axis run was also performed. However, analysis of this data 
was not performed by the author. 
• Tackle Box Neutrons - 89 DRIFT-IJA data files from the 12th of July 
2005, corresponding to a calculated live-time of 53101 s. The 252 Cf neutron 
source was held in a lead canister and placed in an open wax tackle-box, 
described shortly, and placed beneath the centre of the unshielded vessel. 
• Pre-Shield Neutrons - 8 DRIFT-TA data files from 10th August 2005, 
corresponding to calculated 3507 s live-time. The 252Cf neutron source was 
held in a lead canister 20 cm from the centre of the vessel door, central 
in Y and Z dimensions. The entire vessel was shielded with 67 cm of CH2 
pellets, as described in Chapter 3, except for the front of the vessel, and a 
30 cm front section of the roof. 
• Shielded Neutrons - 217 DRIFT-IA data files from 3rd November 2005, 
corresponding to a calculated live-time of 34356 s. The 212 C neutron source 
was held in a lead canister and lowered onto the roof of the fully shielded 
vessel via an open pipe. The source was positioned on the centre of the 
roof in the X dimension, but to the left of centre in the Z dimension by 
approximately 2.5 inches. 
4.3.1 Proportional Counter Analysis 
As discussed in Section 4.1, the data taken during these runs can be analysed to 
yield nuclear recoil rates. These can, in turn, be compared to theoretical rates 
determined by calculation or simulation, to yield nuclear recoil detection efficiency 
for each configuration listed above. In order to ascertain total observed nuclear 
recoil rates, however, the data were analysed in a 'Proportional Counter Mode' 
with 'background subtraction', rather than using 'zero-background' rates. This 
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means that total rates were measured for the neutron runs, in small energy bins, 
and from these total rates were subtracted rates from non-calibration Background 
data runs, where no source was present, taken either immediately before or after 
the neutron exposure runs. This leaves the total rate of events in the DRIFT-IA 
detector as a result of the presence, of the neutron source, and is shown in Figure 
4.3. This method is in contrast to determining usual dark matter mode running, 
where cuts are applied to the Background data such that no events are seen above 
expected background, and the same cuts are applied to the neutron data to give 
a number of remaining events used to calculate interaction rates and efficiency. 
The purpose of using the Proportional Counter method was to allow all de-
tected recoils to be included in the analysis, without having any removed through 
achieving zero-background. Rates of interactions measured in such a way can pro-
vide a fair comparison to a Monte Carlo simulation designed to determine total 
theoretical nuclear recoil rates for an ideal detector. Thus, this Proportional 
Counter analysis is the technique employed to establish what is termed the abso-
lute DRIFT-IA neutron efficiency, defined as the ratio of the number of detected 
nuclear recoil events identified in the data to the total theoretical number of 
nuclear recoil events in the detector. 
4.3.2 Proportional Counter Cuts 
Figure 4.3 shows the trigger rate of the DRIFT-11A detector during the X-Axis 
source exposure, with the source 1.44 m from the vessel face. The rate 
decrease seen at 171.3 days is due to the source being removed, and the rate 
dropping to the 'background level'. The difference in the two rates on the plot, 
before and after 171.3 days, is due to the presence of the source. Since electron 
recoils in the fiducial volume do not trigger the detector, as discussed in Chapter 
3 (and illustrated in Chapter 6), the increase in rate seen in the neutron runs 
can be attributed to neutron induced recoils in the fiducial volume as well as a 
small number of Compton scatters that may occur in the MWPC regions. Non- 
nuclear recoil background events, discussed in Chapter 5, would be present in 
the Background data (after 171.3 days on the plot) and the neutron data (before 
171.3 days on the plot) equally, and are, thus, accounted for by background 
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Figure 4.3: The raw trigger rate towards the end of the X-Axis neutron run. 
Before 171:3 days the 252 Cf source is 1.44 m from  the detector door. After 171.3 
days the source is removed and the rate drops to a background level. The difference 
between these rates, before and after 171.3 days, can be directly attributed to the 
presence of the source. By removing non nuclear recoil events from this rate 
difference by applying cuts, a comparison with theoretical rates can determine 
nuclear recoil detection efficiency. 
subtraction. Simply subtracting the rates would only yield a total Proportional 
Counter rate, however, with little information on efficiency as a function of energy, 
or detector threshold level. As such, so as to attain Proportional Counter rates for 
discrete energy bins, NIPs values must be calculated for the events in both neutron 
data files and Background data files to be subtracted. To this end, a number 
of simple cuts must be applied to both data-sets. These cuts, therefore, when 
applied to both Background and neutron data, allow background subtraction 
from the neutron data rates as a function of energy, and yield rates from events 
attributed solely to neutron induced nuclear recoils in the fiducial volume, and 
Compton events in the MWPC. The specific cuts that are made are termed the 
'Proportional Counter Cuts', and are as follows: 
• 'LineCuts' - This cut applies to individual lines; rather than the entire 
event. The objective is to reject induced signals that cross threshold. As 
can be seen in Figure 4.1, some of the anode lines have induced signals 
(5th (orange) - 9th (purple) from bottom, in the left detector). Here the 
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pulse first goes positive and then negative with an overshoot which is a 
result of electronic pickup and shaping circuitry. This negative going part 
of the pulse may cross the threshold for the line and falsely indicate real 
ionisation in analysis. In order to reject apparent ionisation from such lines, 
two conditions are set, whereby if both were met the apparent ionisation 
from that line is rejected and NIPs set to zero. The first is that Vmax 
must not be more than twice the value of Vm jn , removing events with large 
overshoots. The second condition is that the negative going part of the pulse 
must appear before the positive going part of the pulse. Specifically, this 
latter condition rejects apparent ionisation from lines where the software 
threshold has been crossed, and where tv,, is less than tvmjfl. 
• 'ZeroNipCut' - If a line has been deemed as not passing cuts, such as the 
LineCuts described above, then that line would be attributed a value of 
zero NIPs. This can also occur if there genuinely is no ionisation or, if due 
to some other condition, neither the grid nor anode was analysed. Events 
where the anode and grid for both left and right detectors show zero NIPs 
are cut from the analysis. 
• 'SumCut' - This cut is, in fact, a number of very basic cuts applied to 
the data which removes events that are either too large (with excessive E), 
or too long (extending further than the ROT), for the DAQ to sufficiently 
record the entire event. If any line of an event registered a minimum voltage, 
Vm in , equivalent to 0 ADC counts, or a maximum voltage, V,,, equivalent 
to 4096 ADC counts, at any point along the trace, then the E value for 
that line could not be accurately measured. For this reason, the event is 
cut (although another reason might be that a nuclear recoil would not be 
expected to produce so large an event). Similarly, any event that registers 
ionisation outside of the ROT is cut since, once again, E cannot be accurately 
determined (and a nuclear recoil event is expected to be much shorter). 
These cuts are especially efficient at removing alpha particle events that 
typically are long and have a large amount of ionisation. 
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• 'VetoCut' - This cut removes any event from the analysis where the veto has 
been triggered, indicating a non-fully contained event. Most often these are 
alpha particles entering the fiducial volume from the detector components 
surrounding said volume. The cut itself is placed on the 'veto sum' line 
which is the anode veto line minus the grid veto, both lines having identical 
electronic setup and gain structure. The cut was enforced where the sum 
signal fell below -45 ADC counts on either detector, left or right. After the 
FFT, the typical rms of the signal was '—'10 ADC counts, hence, as opposed 
to the individual veto lines, the veto sum is insensitive to any apparent 
'events' caused by fluctuations in the ground level. Due to the success of 
this cut in dropping the background event rate by half to '-'1 Hz, it was 
implemented online in July 2005 such that only events that passed this cut 
were written to disk. 
Having analysed the neutron and relevant Background data files, and having 
applied the above cuts to these analysed files, the Proportional Counter rates 
as a function of energy can be established and compared to theoretical rates. 
The following section describes the Monte Carlo simulations, developed for the 
DRIFT-IA detector by the author, and the procedure for calculating theoretical 
Proportional Counter rates - i.e., the nuclear elastic recoil rates in the fiducial 
volume, coupled with any small contribution from Compton scattering events 
occurring in the MWPC itself. 
4.4 DRIFT-IA Simulations 
The simulations for the DRIFT-11A detector were performed primarily using the 
GEANT4 package [1511, as well as custom built libraries and the ROOT analysis 
framework [152]. GEANT4 is an abject-oriented toolkit, written in the C++ 
programming language, and is used for the simulation of the passage of particles 
through matter. Thus, it provides an ideal environment for establishing theo-
retical rates of particle interaction in the DRIFT-HA detector, with end-to-end 
simulation. The structure of the simulations can broadly be broken into several 
sections that deal with aspects of physics processes included in the simulation, 
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geometry of the matter present, the step-by-step running of the simulation, and 
the output of statistics & results generated in running the simulation. Although 
there is significant overlap between each of these areas, they are, for purposes of 
clarity, described individually in the following sub-sections. 
4.4.1 Physics Models 
The object-oriented nature of the GEANT4 toolkit allows for the simple addi-
tion of specific models in the simulation in adherence to the requirements of the 
user. The foremost model registered for the DRIFT-IA simulation is that which 
allows particle transport through material. Following this, the simulation reg-
isters a number of models for accurate simulation of electromagnetic processes 
by including certain GEANT4 libraries and classes. Low energy models added 
for gamma rays include Rayleigh and Compton scattering, the photo-electric ef-
fect, and gamma ray conversion. Tonisation and Bremmsstrahlung physics were 
included for electrons, positrons, and muons, with additional models of annihila-
tion processes for the electrons and positrons, and pair production and capture for 
the muons. Ionisation models for hadrons and multiple scattering models for all 
charged particles were also included. For completeness, scintillation, electrolumi-
nescence and radioactive decay models were also registered in the simulation, but 
the most relevant models, and the principle reasons for using GEANT4, involved 
the neutron physics. 
The simulation package used for the DRIFT-hA simulations was required to 
have the ability to handle very low energy nuclear recoils, on the scale of a few tens 
of key, as well as the simultaneous presence of neutrons with energies up to r.i10 
MeV. Furthermore, accurate simulation of recoil events in the detector requires 
each neutron to be handled on an individual basis, with interactions recorded 
event by event. At the time of development of the DRIFT-IA simulation, other 
potential packages, such as MCNP [153], or FLUKA [154] had difficulty achiev-
ing such detail. For example, although FLUKA may be regarded as an extremely 
comprehensive program for electromagnetic and hadronic interactions, it does not 
treat nuclear recoils individually and, in particular, interactions of neutrons with 
energies below 20 MeV, of paramount significance in the DRIFT-hA simulations, 
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are averaged and treated statistically. GEANT4, however, has the capability to 
treat neutrons from thermal energies up to at least 20 MeV individually, with 
interactions dealt with by four separate low energy, high precision models used 
in the DRIFT-IA simulations, as described below. 
Elastic Scattering - The elastic scattering process, (n,n), where a neutron scat-
ters off of a nucleus without exciting that nucleus since the target atom has no 
excited states with energies < ECM, is the interaction most significant in dark 
matter detectors since this is the process by which WIMPs are expected to cause 
nuclear recoils. GEANT4 samples the differential neutron cross-section of the 
nuclei to give the final state through the use of two supported representations. In 
the first, a tabulation of the differential cross-section as a function of scattering 
angle as well as the value of the kinetic energy of the neutron is used. In the 
second, where data is unavailable, the normalised cross-sections are represented 
as a series of Legendre polynomials using the Legendre coefficients tabulated as 
a function of the incoming energy of the neutron in the GEANT4 data libraries. 
Radiative Capture - This process, (n, x-y), involving the capture of a slow 
neutron by the target nucleus, with the daughter nucleus de-exciting via pho-
ton emission, is relatively insignificant for the DRIFT-IA dark matter detector 
simulations given the target materials involved. In GEANT4, the final state is de-  - 
scribed by either photon multiplicities, or photon production cross-sections, and 
the discrete and continuous contributions to the photon energy spectra, along 
with the angular distributions of the emitted photons. The description of the 
photon multiplicity is made either by the full transition probability array if it 
is known, or as a function of the kinetic energy of the neutron for each discrete 
photon, along with the eventual continuum contributions. 
Fission - The fission process, like radiative capture, is unimportant for the 
DRIFT-IrA detector, but the models were included in the simulations, nonethe-
less. In fission, the neutron is captured by a nucleus and the daughter nucleus 
decays by splitting into at least two fragments. For neutron induced fission in 
GEANT4, the first four most common fission channels are included in the model. 
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Neutron yields are held in data tables as a function of both the incoming and 
outgoing neutron energy. The neutron angular distributions are either similarly 
tabulated, or represented in terms of an expansion in Legendre polynomials, sim-
ilar to the angular distributions for neutron elastic scattering. Where there are 
no data on the angular distribution, an isotropic emission in the centre of mass 
system of the collision is assumed. 
Inelastic Scattering - For inelastic scattering processes, (n,n"y), the neutron 
scatters off of a nucleus and leaves it in an excited state. The final state is given 
by the neutron, recoiling nucleus, and daughter products from decay of the ex-
cited nucleus, such as a gamma ray, neutron, or alpha particle, and the GEANT4 
model includes a number of such final states. The energy and angular distribu-
tions are determined as described for radiative capture in the case of photons and 
for final state particles, as described in fission. 
These models are chosen and registered in a user defined 'Physics List' along 
with specific particles to he included, and any minimum energy cuts to be placed 
on particles - below which that particle is not permitted to generate secondary 
particles through it's own continued interactions. The ability to make such cuts 
ensures models are used within specified parameters, and can also aid in reduc-
ing computational time by ignoring interactions that can have no bearing on the 
aspect of the simulation that is needing testing. The object-oriented nature of 
the Physics List means it can be easily transferred to other simulations using 
GEANT4, and, as such, all GEANT4 simulations described in the remainder of 
this thesis did incorporate the list as described. 
4.4.2 Geometry 
The physical geometry of the simulation was input to a 'Detector Construction' 
class, which deals with all aspects of the experimental setup, including, for exam-
ple, definition of elements and compounds, detector properties and dimensions, 
and specification of electric fields or fluid pressures. The DRIFT-11A simula-
tion detector construction is highly detailed, incorporating almost all detector 
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Figure 4.4: A screen-shot showing the simulated JIF laboratory, with the DRIFT-
IA vacuum vessel visible as a red outline near the centre of the main corridor. 
The vessel stands above the solid white block of the under-floor CH2 shielding. 
components within the vacuum vessel and accurate depiction of the surrounding 
environment. 
Laboratory 
The principle volume first defined in the simulation represents the entire JIF 
laboratory of the Boulby mine. Within this simulation, this consists of a void of 
the correct geometry, surrounded on all sides by at least 10 m of rock salt, sim-
ulated as pure NaCl of density 2.17 kgm 3 . In addition to the main corridor of 
the laboratory, of dimensions 6.5 m x 4.5 m x 80 m, and in which the DRIFT-IA 
detector resides approximately at the centre, there are five 'stubs', of dimensions 
25 m x 4.5 m x 8 m, that lead off at right angles from the main corridor. The 
laboratory is then filled with Air at a pressure of 1.2 atmospheres. The simu-
lated laboratory can be seen in outline in Figure 4.4, with the DRIFT-IA vessel 
depicted in red. 
Under-floor CH 2 shielding, of dimensions 3.3 m x 0.45 m x 10 m, is embedded 
into the floor of the laboratory, approximately 3 m to the left of the centre of the 
laboratory. To take into account the 60% packing fraction of the CH 2 pellets, 
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of actual density 1000 kgm 3 , the dimensions of all CH 2 shielding components 
are simulated accurately, but the density is reduced to 600 kgm 3 . For shielded 
exposures, there is a 67 cm thickness of this reduced density pellet shielding on 
all sides of the vessel, including a 32 cm x 2.45 m x 2.84 m section embedded in 
the rock behind the vessel. 
For neutron calibration simulations, the 252 Cf source is represented as a point 
source within a hollow lead canister 11 cm in length with a 5 cm diameter, and 
a thickness of 1.3 cm. The wax tackle-box is closed when used in the 'Shielded 
Neutron' calibration run and is a parallelepiped of dimensions 22 cm x 25 cm x 35 
cm. When open, as is the case for the 'Tackle Box' calibration neutron run, the 
upper 13 cm of the box was moved sideways completely exposing the top region 
of the lead canister. 
Vessel and Inner Detector 
The stainless steel vacuum vessel is simulated with dimensions identical to the 
DRIFT-11A vessel, as detailed in Chapter 3. The geometry includes details such 
as vessel door thickness, the three vessel legs with feet, and 1 cm steel plates 
under each foot. The inner vessel is filled with CS2 gas at a pressure of 40 Torr, 
into which all other components are placed. These include a 16 mm thick skate-
plate, the MWPC strong-backs, the central cathode support frame, corner posts, 
copper field rings and field ring combs. The Perspex base and other components 
of the HHV shielding, such as side panels and roof shielding, are also included in 
the configurations and with dimensions as described in the previous chapter. On 
each MWPC strong-back are two planes of 512 100 /.Lm diameter wires that make 
up the grid planes and define the MWPC regions. The central cathode plane 
and anode planes, all 20 jim diameter wires, were not included in the simulation 
due to each plane being a factor of 25 less massive than a grid plane. The 1 
m3 volume of CS 2 between the inner grid planes of the MWPC is defined as the 
fiducial volume of the detector. Many of these detector components can be seen 
in Figure 4.5, a screen-shot of the DRIFT-11A detector from the simulation. 
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Figure 4.5: A screen-shot of the simulated DRIFT-IA detector shown without the 
vacuum vessel, and with HHV shielding structures shown in outline (red and blue) 
for transparency. Major components include the MWPC strong-backs, shown in 
green, brown electric field shaping rings, white Perspex frames, and grey stainless 
steel components such as the base-plate and skate-plate. 
Sensitive Detectors 
The GEANT4 toolkit allows for the allocation of multiple 'sensitive' detector 
volumes. Any geometric component may be designated as a sensitive volume and 
details from that volume, such as the passage of a particle through it or an inter-
action within it, may be recorded. In the DRIFT-IA simulation, so as to record 
detailed information from all aspects of the Monte Carlo, a number of volumes, 
in addition to the 1 m3 fiducial volume, are permanently set as being sensitive. 
These include the vacuum vessel, the rock-laboratory interface, the non-fiducial 
CS2 gas in the detector, the MWPC wire planes, the strong-backs, and lastly, the 
vessel shielding. Analysis of interactions in these additional volumes yields valu-
able information relevant to dark matter searches with the DRIFT-IA detector, 
such as the effect of material within the detector on gamma ray interaction rates 
and gamma ray rejection factors (see Chapter 6), or the flux of neutrons on the 
vessel or out of the JIF laboratory walls (see Chapter 7). 












Figure 4.6: The emitted neutron energy spectrum from a 50 iCi 252 Cf source, 
produced using SOUR CES-C, and used as input for the DRIFT-11A simulation, 
where neutrons are fired isotropically with energy and frequency sampled from this 
spectrum. 
4.4.3 Event Statistics 
The DRIFT-IA simulation of neutron calibration runs begins with the input of 
the 252 Cf source energy spectrum for emitted neutrons and photons. The neutron 
spectrum, produced using SOURCES-4C [155] for maximum resolution, is shown 
in Figure 4.6, where the dominant contribution to the activity of the source is 
from spontaneous fission of 252 Cf. The gamma ray spectrum was taken from data 
recorded in [156]. Since the source activity must be known to high accuracy for 
reliable calculation of simulated live-time, the source strength was established in-
dependently of the manufacturer's quoted values and is discussed in the following 
Section 4.5. The simulation samples the neutron and gamma ray energy spectra 
to choose initial energies of isotropically fired particles. The particles are trans-
ported through the geometric components of the simulation and information on 
particle passage or interaction recorded where they occur in sensitive volumes. 
The simulation records such data on a step-by-step basis, where an event is bro-
ken up into a user-defined number of steps depending on required resolution, as 
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well as event-by-event. This allows for easy verification of physical processes in-
volved in an event, where required, as well as greater detail on information such as 
the direction of a recoil track, or ionisation density distribution along that track. 
The information recorded by the simulation, and in particular, data collected by 
the sensitive volumes, is retrieved by the 'Event Action' classes, which, for the 
DRIFT-IA simulation, were modified with the addition of custom-built libraries 
and interfacing with the ROOT analysis framework. This allowed for a number 
of check-points to be installed in the simulation to ensure correct running, as well 
as a number of analysis tasks to be performed during the runs. Examples of this 
are the calculation of R2, or the conversion of recorded energy deposition in the 
fiducial volume to NIPs, as described shortly, or the dimensional ionisation track 
properties to be output in a number of co-ordinate systems, specified by the user. 
Output data, where possible, were automatically fed into ROOT ntuples through 
the interfacing of GEANT4 Event Action classes and ROOT, and histogram's or 
other plots generated. 
For each sensitive volume, the following is a list of statistics generated and data 
recorded in the simulation, and subsequently output to ROOT ntuples as well as 
ASCII format tables: 
- Volume name of particle origin and processes leading to its creation; 
- Energy, momentum, mass, velocity and direction of particle at each step; 
- Start and end times of an interaction in the volume; 
- Start and end positions of an interaction in the volume; 
- Co-ordinates of where particle entered and left a volume; 
- Name and identification of particle entering or interacting in the volume; 
- Interactions particle is involved in, and all daughter products; 
- Energy deposition in the volume, given in ke V and NIPs; 
- Track length of ionisation in the volume; 
- R2 and R3 (the 2D & 3D vectors of track length, respectively). 
Since GEANT4 does not contain information on the W number for rare gases, 
(defined in Chapter 2, the energy required to create a single electron-ion pair), 
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Figure 4.7: Observed NIPs against recoil energy for carbon (blue) and sulphur 
(red) recoils in a TPC filled with 4  O Torr CS2 with MWPC readout. 
the equations for conversion of energy deposition to NIPs was input manually in 
accordance to figures established in [148],  with the simulation sampling the non-
linear relations of Figure 4.7 for carbon and sulphur recoils. A value of W = 19 
eV was used for conversion of energy to NIPs for the electron recoils recorded in 
the simulation that occur in the MWPCs as a result of gamma rays fired from the 
252 
C  source. These events account for of the total theoretical Proportional 
Counter rates predicted by the Monte Carlo simulation. 
4•5 252 f Activity & Simulation Live-Times 
It is imperative to know accurately the actual 252 Cf source strength so that expo-
sure live-times can be simulated properly. To this end, an independent analysis 
of the 252 Cf source activity was performed [157] as a check of the manufacturer's 
stated value at time of production, in September 1994. The source was immersed 
in a cylinder of polyethylene pellets, 22 cm in diameter and 41.5 cm tall. A signif-
icant fraction of neutrons emitted from the source were multiply scattered with 
cumulative energy losses thermalising the neutrons. Neutron capture onto hydro- 
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gen nuclei lead to subsequent decay of the product nucleus with the emission of a 
2.225 MeV gamma ray, detected with a well calibrated, hyper-pure Germanium 
(HP-Ge) detector, approximately 3 m away. Comparison of the HP-Ge spectrum 
with the 252 Cf source present to that of a Background data run clearly shows the 
presence of a photopeak at 2.225 MeV, as seen in Figure 4.8. A detailed sim-
ulation of the experimental setup, again using GEANT4, was used to compare 
the number of detected gamma rays with those predicted by the simulation, and 
the actual source activity calculated. Although the geometry was significantly 
different, the physics processes and general structure of the simulation was as 
described for the DRIFT-IA simulations. The results of this experiment con-
firmed the manufactured stated value for activity of the source to within 5%. 
Consequently, this known activity can be used to determine the live-time of a 
simulation in which a fixed number of neutrons or gamma rays are fired from a 
source, and accurate comparison with experimental live-times made, albeit with 
a systematic uncertainty of 5%. 
According to the manufacturer, in September 1994 the Californium source 
used in the neutron calibration runs had a 252 Cf activity of 1.8x10 6 Bq, with a 
half-life of 2.645 years, but also contained a 3% impurity of 250 Cf, with a 13.1 
year half-life, of activity 5.6x10 4 Bq. The spontaneous fission branching ratios of 
252  C and 250  C are 3.09% and 0.08%, and the neutron multiplicities per fission 
are 3.75 and 3.70 for the two isotopes, respectively. For a DRIFT-11A neutron 
calibration run made in early August 2005, such as the'Pre-Shield Neutrons', for 
example, the source would emit a total of 12,265 neutrons of which only 93 
are from the 250Cf. For this reason, it is unnecessary to sample energies from a 
separate energy spectrum for the 250Cf component in the DRIFT-11A simulation. 
The rate of photons emitted by the source can similarly be calculated, and for 
the same date of early August 2005, a value of 70601 gamma rays s is used 
in the simulation of 'Pre-Shield Neutrons'. Separate calculations were made for 
each calibration run simulation performed, so as to correct for the decay of the 
source between exposures that spanned approximately 4 months. 
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Figure 4.8: The gamma ray spectrum obtained with a HPGe detector, from the 
252 Cf source placed within the volume of CH 2 . Inset: Red - Background Spec-
trum; Green - Spectrum from 252 Cf source; Black - The background subtracted 
252 Cf rum, highlighting the absence of the 2.225 MeV peak in the background spec-
trum. The experimental gamma ray rate coupled with simulation results indicate 
a source activity consistent with the manufactured stated source strength to within 
5% [157]. 
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4.6 Proportional Counter Results 
The Proportional Counter analysis was focused on events between 1000-6000 
NIPs so that the comparison between experimental and simulated rates could be 
made properly. Beyond 6000 NIPs, equivalent to 160 keV carbon, or -.210 keV 
sulphur recoil energy, the number of detected events becomes low and efficient 
statistical analysis becomes difficult. Furthermore, WIMP recoils would not be 
expected at such high energies. Below 1000 NIPs the issue of the detector thresh-
old must be considered. The simulation is performed with an ideal detector with 
100% detection efficiency down to thermal energies. The DRIFT-IA detector, 
however, has a hardware threshold set on the grid sum line which excludes low en-
ergy events below some NIPs value. This threshold was determined to be '-4000 
by plotting Vm in from the summed grid line, i.e., the magnitude of peak voltage 
of a triggering event, against the value of NIPs for that event as determined from 
the anode, as shown in Figure 4.9 [150]. The red line indicates the trigger level 
for this particular run, and the black line is a fit to the data points. The green 
line shows the intersection point between the red and black lines, and falls a little 
above 1000 NIPs. This value can be interpreted as an estimate of the threshold 
of the detector for this particular run. Figure 4.10 is a plot of threshold values 
calculated in this manner for various runs over the period of a month, and indi-
cate the stability of the threshold levels at 1000 NIPs throughout, with the left 
detector mean threshold at 1044, and the right at 937, indicated as horizontal 
lines on the plot [150]. For these reasons, although analysis was performed, with 
results presented below, for all events ranging from 0-10000 NIPs, the compari-
son of Proportional Counter rates with simulated rates, when determining nuclear 
recoil detection efficiency, was focused on the 1000-6000 NIPs energy band. 
4.6.1 X-Axis Neutron Efficiency 
Figure 4.11 depicts the simulated geometry of the X-Axis Neutron calibration 
run, with the vessel un-shielded except for the under-floor structure, and the lead 
canister holding the 252Cf source 1.44 m from the centre of the face of the vessel. 
The neutron run had a live-time of 46620 s and an average trigger rate of 0.473 
Hz. For background subtraction, 50 Background data files, with a live-time of 
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Figure 4.9: This figure shows a linear relationship between -V j, on the summed 
grid line, used to trigger the DAQ, and NIPs, for the left side of the DRIFT-IA 
detector during a neutron calibration ran. The red line is the trigger level for 
the detector during this run and the black line is a fit to the data. The green 
line shows the intersection point between the black line the red trigger line. The 
inferred NIPs value implied by the green line is the threshold of the detector in 
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Figure 4.10: This figure shows NIPs thresholds for the left (green) and right (blue) 
detectors of DRIFT-IA for a period of approximately 1 month. The data points 
include a number of neutron calibration runs and non-calibration Background 
runs. The horizontal lines are the mean of the thresholds over this period, with 
values for the left and the right detectors of 1044and  937 NIPs, respectively. 
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Figure 4.11: The simulated geometry for the X-Axis neutron calibration run. The 
red lead canister holding the 252 Cf source can be seen in the foreground, 1.44  m 
in front of the centre of the vessel door, with three neutrons having been fired 
for illustrative purposes, and their pat/is shown by the green lines. The vacuum 
vessel, laboratory walls, and rock have been made transparent for clarity. For this 
run, the only neutron shielding present was the under-floor structure, shown in 
white in this figure. 
53013 s and average trigger rate of 0.354 Hz, taken immediately after the neutron 
run, were analysed. The rates for both neutron and Background data files were 
analysed in 500 NIP bins, separately for the left and right detectors of DRIFT-
IA, and also as a total for complete efficiency determination. Table 4.1 gives the 
results of the total (left±right) DRIFT-IA detector Proportional Counter analy-
sis, along with simulated rates and efficiencies. The first column gives the energy 
bin in NIPs, the second and third columns are event rates from the neutron data 
files and Background data files, respectively. The fourth column is the difference 
of the previous two, giving a background subtracted Proportional Counter rate, 
with the event rate, as a function of energy, from nuclear recoils in the fiducial 
volume and Compton scatters in the MWPC regions of the DRIFT-TA detector, 
during this run. The fifth column is the simulated, theoretical event rate equiv-
alent to the experimental rates listed in the previous column. The values of the 
fourth and fifth columns, the experimental Proportional Counter rates and the 
equivalent simulated rates, respectively, are plotted in Figure 4.12, and show close 
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agreement from approximately 1000 NIPS onwards. Consequently, this plot, as 
well as similar plots from the other calibration runs, indicates a detector threshold 
very close to 1000 NIPS, confirming the derived value as discussed in the previous 
paragraph. Trend lines have been added to such rate and efficiency plots so as 
to guide the eye and highlight the behaviour of the data. The last two columns 
of Table 4.1 give the efficiencies for detection, defined as the experimental Pro-
portional Counter rate (fourth column) divided by the theoretical Proportional 
Counter rate (fifth column), as a percentage, along with associated statistical 
errors. For ease of viewing, individual event rate errors have been omitted from 
the table, as have the separate breakdowns for the left and right detectors. The 
last row of the table gives the efficiency for the energy range of 1000-6000 NIPS, 
derived by appropriately combining the relevant entries. 
The neutron detection efficiency for the X-Axis calibration run is calculated to 
be (89±5(stat)±5(sys))%. The statistical error is as given in the table, whereas 
the systematic error predominantly derives from uncertainty in the 252 Cf source 
strength. The left detector efficiency was found to be (80±6(stat)±5(sys))%, and 
the right (96+6(stat)+5(sys%, indicating a greater detection efficiency of the 
right MWPC, a contributing factor to this being the lower energy threshold of 
the right side of DRIFT-IIA, as described earlier. This disparity in detection effi-
ciency is highlighted in Figure 4.13, showing plots of the efficiencies as a function 
of NIPS for the total (left + right) detector, as well as the left and the right sep-
arately, with the red (right) line remaining at a higher efficiency than the green 
(left) line at low energies. The peak at approximately 9000 NIPS is statistically 
insignificant and is an artifact of an extremely low number of events at such high 
energies. Error bars are marked only for the total efficiency data points to avoid 
overlap and congestion on the plot. 
4.6.2 Y-Axis Neutron Efficiency 
Figure 4.14 shows the geometry of the Y-Axis neutron calibration run, with the 
source 1.44 in above the centre of the roof of the vessel. 52 Background data files 
from the 14th of June, with a total live-time of 24217 s and average rate of 0.35 
Hz, were used for the background subtraction from the 58 Y-Axis neutron files 




















0-500 7.6E-03 7.8E-03 -1.9E-04 5.3E-01 0.0 -0.1 
500-1000 5.6E-02 4.7E-02 9.OE-03 7.OE-02 12.8 2.2 
1000-1500 8.0E-02 6.1E-02 1.9E-02 3.4E-02 55.1 6.4 
1500-2000 7.0E-02 5.3E-02 1.8E-02 1.5E-02 116.9 17.7 
2000-2500 6.2E-02 4.6E-02 1.6E-02 1.8E-02 88.1 12.9 
2500-3000 4.3E-02 3.3E-02 1.OE-02 1.0E-02 100.3 19.3 
3000-3500 3.1E-02 2.3E-02 8.7E-03 1.0E-02 85.2 16.4 
3500-4000 2.4E-02 1.6E-02 7.8E-03 6.3E-03 124.1 28.5 
4000-4500 1.7E-02 1.2E-02 5.4E-03 3.8E-03 142.9 42.2 
4500-5000 1.2E-02 5.9E-03 6.2E-03 4.5E-03 136.4 34.9 
5000-5500 7.3E-03 3.9E-03 3.4E-03 3.8E-03 89.6 26.4 
5500-6000 6.2E-03 3.1E-03 3.1E-03 3.3E-03 95.2 29.6 
6000-6500 5.3E-03 2.5E-03 2.8E-03 3.5E-03 79.3 24.1 
6500-7000 4.2E-03 2.6E-03 1.6E-03 4.OE-03 39.8 13.6 
7000-7500 3.9E-03 2.3E-03 1.6E-03 2.5E-03 64.1 24.8 
7500-8000 3.4E-03 2.4E-03 9.6E-04 1.5E-03 63.6 34.6 
8000-8500 2.9E-03 2.0E-03 89E-04 1.5E-03 59.4 32.0 
8500-9000 2.8E-03 2.1E-03 6.7E-04 2.3E-03 29.8 17.1 
9000-9500 2.6E-03 1.7E-03 8.8E-04 5.OE-04 175.9 137.8 
9500-10000 2.2E-03 1.6E-03 5.5E-04 1.3E-03 43.6 29.6 
1000-6000 3.5E-01 2.6E-01 9.7E-02 1.1E-01 88.8 5.1 
Table 4.1: Table of the efficiencies for the X-Axis neutron calibration ran, in 
Proportional Counter mode. The columns are, from left to right, energy bin in 
NIPs, neutron data event rates, Background data event rates, the Proportional 
Counter rate (background subtracted neutron data rate), theoretical Proportional 
Counter rate, the experimental rate divided by the simulated rate to give efficiency, 
and, lastly, the error on this efficiency. Individual event rate errors have been 
omitted and the last row gives statistics from the 1000-6000 NIP energy bin. 











Figure 4.12: The X-Axis experimental (blue) and theoretical (red) Proportional 
Counter rates, as shown in columns 4 and 5 of Table 4.1, respectively, plotted 
as a function of NIPs. The graph shows very close agreement after 1000 NIPs, 










Figure 4.13: Plots of the X-Axis efficiencies as a function of NIPs for the total 
(black), left (green), and right (red) detector, showing the greater efficiency of the 
right detector over the left at lower energies, and efficiency close to 1001% for a 
wide energy range. Error bars are marked only for the total efficiency data points 
to avoid overlap and congestion. 
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Figure 4.14: The simulated geometry for the Y-Axis neutron calibration run. The 
red lead canister holding the 252 Cf source can be seen above the centre of the roof 
of the vessel, 1.44 m from it. The shielding was as for the X-Axis run. 
of 0.48 Hz average trigger rate. The calculated efficiencies are shown in Table 
4.2, with the total efficiency of (93±6(stat)±5(sys))% between 1000-6000 NIPs. 
The Y-Axis experimental and theoretical Proportional Counter rates, as shown 
in columns 4 and 5 of Table 4.2, respectively, are plotted as a function of NIPs 
in Figure 4,15, with the rates again closely matched after an apparent threshold 
close to 1000 NIPs. Figure 4.16 shows plots of the Y-Axis efficiencies as a function 
of NIPs for the total (left+right), left, and right detector. As with the X-Axis 
runs, the right detector can be observed to be running at a higher efficiency than 
the left. For 1000-6000 NIPs, the left detector efficiency for this calibration run is 
(89±6(stat )±5 (sys) )%, and the right detector efficiency is (97±7(stat) ±5(sys) ) %. 
As with the X-Axis calibration runs, the agreement between experimental and 
theoretical rates, established by detailed Monte Carlo simulation using GEANT4, 
is extremely good and indicates the DRIFT-11A detector is able to record to disc 
a very high fraction of nuclear recoils occurring within the fiducial volume. The 
following runs, beginning with the Tackle Box run, were performed with markedly 
different geometries to the X and Y-Axis runs, yet similar results are obtained. 






















0-500 8.4E-03 8.0E-03 3.9E-04 5.9E-01 0.1 0.1 
500-1000 6.OE-02 4.8E-02 1.2E-02 6.7E-02 18.0 2.9 
1000-1500 8.3E-02 5.7E-02 2.6E-02 2.7E-02 98.4 12.0 
1500-2000 7.3E-02 6.1E-02 1.2E-02 2.1E-02 58.8 11.5 
2000-2500 6.7E-02 5.1E-02 1.6E-02 1.6E-02 102.7 17.4 
2500-3000 4.4E-02 3.OE-02 1.3E-02 1.6E-02 81.7 13.4 
3000-3500 3.OE-02 1.7E-02 1.3E-02 1.OE-02 128.9 23.1 
3500-4000 2.1E-02 1.2E-02 9.4E-03 9.5E-03 99.0 18.8 
4000-4500 1.9E-02 1.OE-02 8.5E-03 6.OE-03 141.1 32.3 
4500-5000 1.1E-02 5.8E-03 5.7E-03 4.5E-03 125.3 33.5 
5000-5500 7.6E-03 3.6E-03 4.OE-03 3.8E-03 106.4 31.4 
5500-6000 5.8E-03 3.8E-03 1.9E-03 5.OE-03 38.8 13.8 
6000-6500 5.1E-03 3.4E-03 1.7E-03 3.5E-03 49.3 19.6 
6500-7000 4.1E-03 2.1E-03 2.OE-03 3.5E-03 56.1 19.3 
7000-7500 3.2E-03 2.OE-03 1.2E-03 2.5E-03 47.4 21.7 
7500-8000 3.5E-03 2.7E-03 7.9E-04 2.OE-03 39.3 25.9 
8000-8500 2.7E-03 2.OE-03 6.4E-04 3.OE-03 21,2 14.1 
8500-9000 2.9E-03 1.8E-03 1.1E-03 1.8E-03 65.0 32.6 
9000-9500 2.4E-03 1.5E-03 8.8E-04 2.5E-04 350.9 376.8 
9500-10000 2.3E-03 1.9E-03 4.OE-04 1 	7.5E-04 52.8 57.5 
1000-6000 3.6E-01 2.5E-01 1.1E-01 I 1.2E-01 93.3 5.5 
Table 4.2: Table of the efficiencies for the Y-Axis neutron calibration run, in 
Proportional Counter mode, with column descriptions as for Table 4.1. Here also 
the last row gives statistics from the 1000-6000 NIP energy bin. 














Figure 4.15: The Y-Axis experimental (blue) and theoretical (red) Proportional 
Counter rates, as shown in columns 4 and 5 of Table 4.2, respectively, plotted as 














Figure 4.16: Plots of the Y-Axis efficiencies as a function of NIPs for the total 
(black), left (green), and right (red) detector, showing the greater efficiency of 
the right detector over the left at lower energies, and close to 10076 efficiency for 
much of the energy range of interest. Error bars are marked only for the total 
efficiency line. As with the X-Axis, the peak at high energies is an artifact of low 
statistics and is insignificant. 
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Figure 4.17: The geometry of the Tackle Box neutron calibration run. The open 
wax tackle box is on the laboratory floor beneath the vessel, with the top of the 
lead canister exposed to the vessel base. The vessel is unshielded, save the CH2 
pellet under-floor shielding. 
4.6.3 Tackle Box Neutron Efficiency 
Figure 4.17 is a screen-shot from the DRIFTII-A simulation of the Tackle Box 
calibration run, which collected 89 data files with a total of 53101 s live-time, 
and an average trigger rate of 0.81 Hz. Twenty-two Background data files from 
the 13th of July (the day after this neutron run), were used for the background 
subtraction to yield Proportional Counter rates. The Background files had a 
live-time of 17959 s and average trigger rate of 0.39 Hz. Table 4.3 shows the 
results from the analysis of the neutron and Background files, as well as the sim-
ulated rates and calculated efficiencies. The efficiency between 1000-6000 NIPs is 
(96±3 (stat) ±5(sys) ) %, indicating extremely close agreement between theoretical 
and experimental rates, which are plotted in Figure 4.18. The plot validates the 
deduction of a 1000 NIPs threshold, and the lines are consistently close out to 
the maximum recorded energies. The efficiencies for the left and right detectors 
are plotted in Figure 4.19, as is the total efficiency, across all energy bins. For 
1000-6000 NIPs, the left efficiency is (87+3(stat)±5(sys))%, and the right effi-
ciency is a higher value of (105±3(stat)±5(sys))%, with the greater efficiency of 
the right detector at lower energies clear in the plot. 




















0-500 8.9E-03 6.8E-03 2.1E-03 2.3E+00 0.1 0.0 
500-1000 6.7E-02 4.3E-02 2.5E-02 1.9E-01 13.3 1.1 
1000-1500 1,4E-01 6.9E-02 7.6E-02 9.1E-02 83.2 5.2 
1500-2000 1.2E-01 4.8E-02 6.9E-02 7.4E-02 93.0 6.2 
2000-2500 8.OE-02 3.1E-02 4.9&02 4.6E-02 106.6 8.8 
2500-3000 6.3E-02 2.4E-02 3.9E-02 3.2E-02 121.6 11.9 
3000-3500 5.8E-02 2.5E-02 3.3E-02 3.3E-02 101.9 10.2 
3500-4000 4.8E-02 2.5E-02 2.3E-02 2.3E-02 98.3 12.2 
4000-4500 4.1E-02 2.OE-02 2.1E-02 2.3E-02 91.6 11.4 
4500-5000 3.1E-02 1.4E-02 1.7E-02 1.8E-02 95.7 13.3 
5000-5500 2.3E-02 1.1E-02 1.2E-02 1.2E-02 100.6 17.4 
5500-6000 1.7E-02 6.2E-03 1.1E-02 1.2E-02 93.1 15.2 
6000-6500 1.3E-02 6.1E-03 7.4E-03 1.3E-02 56.0 9.8 
6500-7000 1.1E-02 4.2E-03 6.7E-03 1.2E-02 56.4 10.0 
7000-7500 8.4E-03 4.OE-03 4.5E-03 TOE-03 64.1 15.2 
7500-8000 7.6E-03 4.2E-03 3.5E-03 8.3E-03 42.0 10.5 
8000-8500 6.6E-03 4.OE-03 2.6E-03 1.2E-02 22.6 6.1 
8500-9000 6.OE-03 2.7E-03 3.3E-03 6.7E-03 49.4 12.3 
9000-9500 4.9E-03 3.2E-03 1.8E-03 5.4E-03 32.5 11.9 
9500-10000 4.1E-03 2.8E-03 1.4E-03 4.1E-03 32.9 14.3 
1000-6000 6.2E-01 2.7E-01 3.5E-01 3.7E-01 96.3 2.9 
Table 4.3: Table of the efficiencies for the Tackle Box neutron calibration run, 
in Proportional Counter mode, with column descriptions as for Tables 4.1 E1 4.2. 
The last row gives statistics from the 1000-6000 NIP energy bin. 












Figure 4.18: The Tackle Box experimental (blue) and theoretical (red) Propor-
tional Counter rates, as shown in columns 4  and 5 of Table 4.3,  respectively, 
plotted as a function of NIPs. The simulations and experimental data are seen to 
come into agreement above the detector threshold of 1000 NIPs. 
4.6.4 Pre-Shield Neutron Efficiency 
Figure 4.20 shows the geometry for the Pre-Shield calibration run, where the 
source was held 20 cm from the centre of the vessel door. CH 2 shielding that 
was present on all sides of the vacuum vessel, except the door, and the front 30 
cm of the roof. Eight neutron files, of live-time 3507 s and average trigger rate 
of 2.08 Hz, were collected and analysed, with analysis of 71 Background data 
files taken immediately before this neutron run used to determine Proportional 
Counter rates. The live-time of these Background files totaled 55473 s, with an 
average rate of 1.23 Hz. Table 4.4 shows the details of the interaction rates de-
tected in the runs, as a function of NIPs, as well as efficiency. The total efficiency 
of the DRIFT-11A detector for this run is (97±5(stat)+5(sys))%, and the exper-
imental and theoretical Proportional Counter rates, as listed in columns 4 & 5 of 
Table 4.4, respectively, are shown in Figure 4.21. The separate left and right de- 
 
- 
tector efficiencies, shown in Figure 4.22, are, respectively, (83+5(stat)±5(sys))% 
and (110E7(stat)+5(sys))%, for 1000-6000 NIPs. These plots clearly are not as 
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Figure 4.19: Plots of the Tackle Box efficiencies as a function of NIPs for the 
total (black), left (green), and right (red) detector, showing the greater efficiency 
of the right detector over the left at lower energies. As with the X-Axis and Y-
Axis runs, the efficiency is close to 10076 for most data points between 1000-6000 
NIPs, despite markedly different geometries. Error bars are marked only for the 
total efficiency line. 
Figure 4.20: The Pre-Shield calibration run geometry involves the source being 
20 cm from the centre of the vacuum vessel door, with the vessel shielded with 
at least 67 cm of CH 2 pellets on all sides except the door and the front 30 cm of 
the roof. The under-floor shielding complemented the 25 cm thickness of pellets 
immediately below the vessel to give the required minimum of 67 cm. 













Figure 4.21: The Pre-Shield experimental (blue) and theoretical (red) Proportional 
Counter rates, as shown in columns 4 and 5 of Table 4.4, respectively, plotted as 
a function of NIPs. 
1000-6000 NIPs are still very near to 100%. The fluctuations seen in Figure 
4.22 are representative of the low statistics from this run due to the short live-
time compared to previously described neutron calibration runs. However, the 
possibility exists that they may also represent the failure of the simulation or 
GEANT4 to accurately handle the interactions in this complex geometry on an 
event-by-event basis, where neutrons fired towards the detector may cross, and 
interact in, the fiducial volume several times as a result of the shielding around 
the vessel not allowing them to immediately escape. However, for the purposes of 
establishing the neutron detection efficiency of the DRIFT-IA detector for this 
run, the averaged results are perfectly sufficient. 
4.6.5 Shielded Neutron Efficency 
Figure 4.23 shows the geometry of the simulated Shielded calibration run, with 
the vessel fully shielded on all sides. The source was lowered to the roof of the 
vessel via an empty PVC pipe, and the closed tackle box placed on top of the 
pipe. The pipe was lowered approximately 5 cm to the left of centre (5 cm in 
-z direction), such that the source was directly over the left half of the detector, 




















0-500 2.6E-03 1.5E-03 1.1E-03 9.5E-01 0.1 0.1 
500-1000 7.1E-03 4.3E-03 2.8E-03 7.7E-02 3.7 1.9 
1000-1500 2.8E-02 8.7E-03 1.9E-02 5.8E-02 32.7 5.4 
1500-2000 4.3E-02 1.2E-02 3.1E-02 5.3E-02 59.5 8.1 
2000-2500 4.9E-02 6.6E-03 4.3E-02 3.9E-02 108.6 13.3 
2500-3000 3.8E-02 3.4E-03 3.4E-02 2.7E-02 126.1 17.4 
3000-3500 3.5E-02 4.9E-03 3.0E-02 2.5E-02 122.9 18.3 
3500-4000 3.1E-02 8.7E-03 2.2E-02 1.9E-02 113.6 20.4 
4000-4500 3.6E-02 1.1E-02 2.5E-02 1.2E-02 205.4 39.2 
4500-5000 3.OE-02 1.2E-02 1.8E-02 1.1E-02 159.4 35.2 
5000-5500 2.8E-02 1.1E-02 1.7E-02 7.8E-03 210.8 52.0 
5500-6000 2.6E-02 1.3E-02 1.4E-02 8.8E-03 154.5 40.6 
6000-6500 2.OE-02 1.3E-02 6.7E-03 7.8E-03 85.7 34.3 
6500-7000 3.2E-02 1.3&02 1.9E-02 6.1E-03 308.1 79.4 
7000-7500 2.3E-02 1.2E-02 1.1E-02 4.7E-03 227.1 76.2 
7500-8000 2.3E-02 1,2E-02 1.OE-02 6.1E-03 168.8 53.9 
8000-8500 1.8E-02 1.2E-02 6.2E-03 4.4E-03 140.5 62.3 
8500-9000 1.8E-02 1.2E-02 5.5E-03 4.2E-03 132.4 64.1 
9000-9500 1.8E-02 1.OE-02 8.2E-03 3,2E-03 257.9 102.0 
9500-10000 2.3E-02 9.5E-03 1.3E-02 3.4E-03 379.2 125.9 
1000-6000 3.4E-01 9.1E-02 2.5E-01 2.6E-01 96.7 5.0 
Table 4.4: Table of the efficiencies for the Pre-Shield neutron calibration ran, in 
Proportional Counter mode, with column descriptions as for Tables 4.1, 4. 4 
4.3. The last row gives statistics from the 1000-6000 NIP energy bin. 











Figure 4.22: Plots of the Pre-Shield efficiencies as a function of NIPS for the 
total (total), left (green), and right (red) detector, showing the greater efficiency 
of the right detector over the left at lower energies. Error bars are marked only 
for the total efficiency line, and are large due to low statistics as a result of a 
short live-time. Nonetheless, the averaged efficiency in the 1000-6000 NIP range 
is 97%±576(stat)±5%(sys). 
Figure 4.23: Geometry of the simulated Shielded calibration run, where the vessel 
was fully shielded on all sides. The source was lowered to the roof of the vessel 
via an empty PVC pipe, and the closed tackle box placed on top of that pipe. 
According to the detector run log-book, the pipe was lowered approximately 5 cm 
to the left of centre (5 cm in -z direction), such that the source was directly over 
the left half of the detector, rather than the centre of the two volumes. 
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rather than the centre of the two volumes. The 217 Shielded neutron data files 
totaled 34356 s live-time with an average rate of 1.65 Hz. The Background data 
files, of which 110 were used from immediately before the neutron run, gave a 
total live-time of 160037 s and average trigger rate of 0.17 Hz. 
Table 4.5 shows the calculated efficiencies for the Shielded Proportional Counter 
analysis. The table highlights significant differences in the theoretical predicted 
rates and the experimental rates observed, especially at lower energies, as seen in 
Figure 4.24. There were other anomalies with regards to the left-right detector 
event rate dichotomy. Figure 4.25 shows the efficiencies of the left and right de- - 
tectors as a function of NIPs, and both lines are significantly higher than 100% 
in the low energy region, including below the level of the detector threshold. Fur-
thermore, the simulation indicated a 56%-44% left-right event rate split as a result 
of the source being closer to the left half of the detector. The experimental rates, 
however, did not concur, showing a 37%-63% split in event rate for the left-right 
detectors. This clearly implies that the simulated geometry is inaccurate, with, 
more likely, the source actually being further over to the right of the detector, 
and most likely by a distance larger than 5 cm. For 1000-6000 NIPs, the to-
tal calculated efficiency is (160+4(stat)±5 (sys) ) %, with (157±4(stat) ±5 (sys) ) % 
for the left detector and (161±4(stat)±5(sys))% for the right. The disparity in 
the event rate split across the two halves of the fiducial volume, between the 
theoretical and simulated rates, gives very clear evidence that the results of the 
Shielded Proportional Counter analysis are un-trustworthy. Even if the results 
were to indicate abnormal behaviour in terms of efficiencies or thresholds, the 
number of events occurring in each volume would be dependent merely on geo-
metric distance between target and source, given that all other factors are equal. 
Furthermore, the clearly spurious results of greater than 100% efficiency in the 
energy region below detector threshold lend credence to the hypothesis that this 
analysis is flawed due to inaccurate knowledge of the true experimental geometry 
for this run. 





















0-500 2.4E-01 1.4E-02 2.2E-01 2.6E+00 8.5 0.1 
500-1000 5.1&01 3,8E-03 5.OE-01 1.9E-01 260.5 9.1 
1000-1500 2.1E-01 7.9E-03 2.OE-01 1.OE-01 191.8 9.3 
1500-2000 1.OE-01 9.7E-03 9.1E-02 6.7E-02 135.1 8.2 
2000-2500 6.OE-02 5.8E-03 5.4E-02 5.1E-02 106.1 7.6 
2500-3000 4.3E-02 2.5E-03 4.OE-02 3.2E-02 127.4 11.3 
3000-3500 3.7E-02 1.9E-03 3.5E-02 3.3E-02 107.4 9.4 
3500-4000 3.6E-02 1.8E-03 3.4E-02 1.9E-02 177.5 20.0 
4000-4500 3.5E-02 1.8E-03 3.4E-02 1.7E-02 193.1 22.8 
4500-5000 3.6E-02 1.8E-03 3.4E-02 1.2E-02 288.3 40.9 
5000-5500 3-OE-02 2.1E-03 2.8E-02 1.2E-02 224.7 31.2 
5500-6000 2.9E-02 2.3E-03 2.7E-02 1.4E-02 195.0 25.7 
6000-6500 2.5E-02 2.6E-03 2.3E-02 9.OE-03 252.2 41.0 
6500-7000 2.1E-02 3.OE-03 1.8E-02 7.6E-03 228.9 40.6 
7000-7500 1.7E-02 2.9E-03 1.4E-02 6.7E-03 204.5 38.8 
7500-8000 1.6E-02 3-OE-03 1.3E-02 TOE-03 185.5 34.8 
8000-8500 1.3E-02 3.OE-03 1.OE-02 6.1E-03 167.7 33.9 
8500-9000 1.3E-02 2.9E-03 1.1E-02 TOE-03 151.0 28.6 
9000-9500 1.1E-02 3.3E-03 8.OE-03 4.OE-03 197.3 48.7 
9500-10000 1.1E-02 3.1E-03 7.9E-03 2,9E-03 268.6 77.1 
1000-6000 6.1E-01 3.8E-02 5.8E-01 3.6E-01 159.5 4.2 
Table 4,5: Table of the efficiencies for the Shielded neutron calibration run, in 
Proportional Counter mode, with column descriptions as for Tables 4.1, 4.2. 4.3 
4 4.4. The last row gives statistics from the 1000-6000 NIP energy bin. 

















Figure 4.24: The Shielded experimental (blue) and theoretical (red) Proportional 
Counter rates, as shown in columns 4 and 5 of Table 4.5, respectively, plotted as 
a function of NIPs, showing abnormal behaviour of the experimental rate at low 
energies. This is believed to be due to incorrect simulation of the true geometry 






Figure 4.25: Shielded neutron efficiencies against NIPs for the total (black), left 
(green), and right (red) detector. In contrast to previous equivalent plots, there 
is high efficiency in the low energy region established as below detector threshold. 
Also, since there are far more events in the right detector than the simulation 
suggest, there is a very high right efficiency. 
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4.6.6 Average Neutron Efficiency Results 
In order to present a complete picture of the Proportional Counter analysis for 
all neutron calibration runs it is useful to calculate average efficiencies from the 
separate data. Table 4.6 shows the experimental rates, theoretical rates, and 
calculated efficiencies from the five runs described above in the energy range of 
1000-6000 NIPs. The last two rows give the average efficiency across either all 
runs (penultimate row), or all runs except the Shielded run (last row). The er-
rors for these averages were calculated using weighting from the live-times of the 
relevant runs, and the individual weightings are shown in the last column of the 
table. The resultant average efficiency of the DRIFT-IA detector for recording 
nuclear recoils in the fiducial volume is (92+2(stat)±5(sys))%. The individual 
left and right average efficiencies are, respectively, (85±2(stat)±5(sys))% and 
(103±3(stat)±5(sys))%. However, if the Shielded run is included in calculations 
for the average, the efficiency is (114±2(stat)+5(sys))%, with (110±2(stat)±5(sys))% 
for the left and (122±2(stat)+5(sys))% for the right detector alone. Hence, the 
DRIFT-IA detector as a whole is calibrated to nuclear recoils in the 1000-6000 
NIP region to 100% efficiency at one sigma, even with the inclusion of the Shielded 
run results. Excluding the Shielded run, the average efficiency, as a function of 
energy across all recorded bins, for the total of left and right detectors, is shown 
in Figure 4.26. The efficiency rises to 100% after approximately 1000 NIPs, 
which was the detector threshold for the runs, and remains relatively constant 
out to high energies, within the resolution of the available data points. 
4.7 Summary and Conclusions 
The Proportional Counter analysis of all the neutron calibration runs show re-
markable consistency, both in terms of average efficiency between 1000-6000 NIPs, 
and as a function of energy across a wider range. They independently verify the 
detector threshold, and show a stable response of the detector to neutrons for a 
variety of configurations, over an extended time period of several months. The 
success of the simulations is such that obvious discrepancies in simulated and ex-
perimental geometries, as is the case for the Shielded run, are clearly highlighted. 




















X Axis 9.7E-02 1.1E-01 88.8 5.1 5 17.3 
Y Axis 1.1E-01 1.2E-01 93.3 5.5 5 16.9 
Pre-Shield 2.5E-01 2.6E-01 96.7 5.0 5 19.5 
Tackle Box 3.5E-01 3.7E-01 96.3 2.9 5 32.9 
Shielded 5.8E-01 3.6E-01 159.5 4.2 5 38.3 
Average 114.3 2.0 5 
Average (Excluding Shielded Run) 94.3 2.2 5 
Table 4.6: Table of the efficiencies for all calibration runs in 1000-6000 NIP en-
ergy bin. Shown are the experimental (end column) and theoretical (3rd column) 
Proportional Counter rates, and the efficiencies with statistical errors (4th 4 5th 
columns, respectively), for each run. The 5% systematic error is also shown (6th 
column), as well as the statistical error weighting (7th column) for each run, as-
sociated with the ran live-times. The last two rows indicate the average efficiency 
for all runs either including, or excluding, the Shielded run. The average effi-
ciency statistical errors are calculated using the weighting statistical errors which 










Figure 4.26: A plot of the average efficiencies for all runs excluding the Shielded 
run, as a function of NIPs. The plot rises up to 100116 after the detector thresh-
old of 1000 NIPs and remains relatively constant out to higher energies, and at 
least out to the specific energy range of interest in WIMP dark matter searches. 
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In addition to this, although primarily highlighting that the detector is recording 
to disk every nuclear recoil event in the 1000-6000 NIPs range (rejecting electron 
recoils without the need for any hardware modifications or analysis considera-
tions), the overall nuclear recoil detection efficiency of (92±2(stat)±5(sys))% for 
the DRIFT-IA detector in this energy band also leads to other important con-
clusions, provided there are no cancelling errors. Firstly, the 252Cf source itself 
was well calibrated, and the overall detection efficiency of DRIFT-IA run in this 
proportional counter mode suggests this analysis may be the most accurate way 
to measure the strength of the source. Secondly, the DRIFT-IA detector was 
well calibrated by the regular 55Fe exposures, since the calculated values of NIPs 
for each event was a necessity in the analysis. Furthermore, the theory for the 
response of the detector was well tested, at least for its ability to predict NIPs. 
This includes the GEANT4 simulation as well as the conversion of carbon and 
sulphur recoil energies to NIPs used in the simulation. Third, the simulation 
assumed an active fiducial volume of 1 m 3 . The close agreement between theoret-
ical and experimental rates would suggest this volume was accurately simulated 
and, thus, provides an independent verification that the active volume of the 
DRIFT-Ilk detector is indeed 1 m 3 . Finally, the live-time, calculations made by 
the DAQ must be accurate for equivalent simulated live-times to produce such 
closely matching event rates. 
The method of background subtraction used for the Proportional Counter 
analysis, although ideal for the purposes of estimating detector efficiency and 
calibration for nuclear recoils in the fiducial volume, cannot be used reliably for 
the purposes of dark matter searches, where such low event rates as 1 kg'day' 
for WIMP recoils are expected. This is highlighted by the analysis of the Tackle 
Box run, re-done using Background files from before the run, as opposed to 
afterwards as described earlier. For all runs, the Background files that most 
closely matched the neutron runs in time were used for subtraction. However, 
as a test of variability in results the same was repeated for the Tackle Box using 
50 files from two days prior to the neutron run. The result of this was a total 
efficiency of (106+3(stat)+5(sys))%, as .opposed to the (96+3(stat)±5(sys))% 
as reported in Section 4.6.3. Although both these results are consistent with 
one another within errors, such differences could only be resolved in the case of a 
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WIMP signal with extremely long exposures. Having established that the neutron 
detection efficiency of the DRIFT-hA detector, i.e., the fraction of nuclear recoil 
events occurring in the fiducial volume that are recorded to disk, is close to 
100%, to establish a WIMP detection efficiency a zero-background analysis must 
be performed. - 
Thus far, it has been established that the ratio of the number of signals 
recorded in data to the number of neutrons interacting in the fiducial volume 
is approximately unity, and consequently the neutron efficiency is approximately 
100%. Yet, to identify the recorded signals as neutron induced recoils, as opposed 
to non-nuclear recoils, further analysis and cuts must be placed on both Back-
ground and neutron data which will very probably reduce the number of accepted 
signals. The ratio of the number of events identified as neutron-induced nuclear 
recoils to the number of neutron-induced nuclear recoils that occur in the fiducial 
volume, is the WIMP detection efficiency. Determining such WIMP efficiencies 
is the subject of Chapter 5. 
Chapter 5 
DRIFT-IA WIMP Efficiency 
5.1 Introduction 
The Proportional Counter results of the previous chapter argue that DRIFT-IA 
is able to record to disc essentially all nuclear recoil events in the fiducial volume 
that produce between 1000 and 6000 NIPs. However, in order to determine 
absolute nuclear recoil events above any expected rate, and identify a possible 
WIMP signal, cuts must be developed to remove all non-nuclear recoil events 
present. Background data collected during normal running of the detector, with 
no calibration sources present, is effectively devoid of any nuclear recoils and the 
number of events is reduced to near zero when cuts are applied to remove all 
non-nuclear recoil background events. A small event rate would, however, be 
expected in the un-shielded non-calibration Background data from, for example, 
neutron flux out of the laboratory walls (see Chapter 7). 
Such cuts that remove all non-nuclear recoil background events, termed zero-
background cuts, developed and applied to the non-calibration Background data, 
are subsequently applied to the neutron calibration data to similarly remove any 
non-nuclear recoil events. However, this inevitably leads to a number of true nu-
clear recoil events being mis-identified and rejected. The remaining nuclear recoil 
event rate from the neutron data may, nonetheless, be compared to theoretical 
rates from an ideal detector using Monte Carlo simulations to determine a 'WIMP 
efficiency'. This zero-background nuclear recoil detection efficiency is so named 
since it is with this efficiency, as opposed to the neutron efficiency of the previous 
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chapter, with which the detector would be able to identify a WIMP signal. In 
the following sections, the zero-background cuts that remove non-nuclear recoil 
background events from all data, and the simulation techniques for calculating 
theoretical nuclear recoil rates, are described. This is followed by a presentation 
of the calculated WIMP efficiencies for the various neutron calibration runs. Fi-
nally, an unexpected event rate due to radon present in the detector is discussed. 
5.2 Zero-Background Cuts 
As described in previous chapters, the majority of DRIFT-IIA non-nuclear recoil 
background events comprise of alpha particle events, sparks, ringers, and pulses 
from electronics caused by amplifier feedback (recently removed completely in 
hardware adjustments). For the unshielded Background data, they total an ap-
proximate raw trigger rate of 2 Hz. In order to reduce this rate down to '-'1 event 
day' in the unshielded Background data (where this remaining rate is dominated 
by interactions with neutrons from the cavern rock, see Chapter 7), a number of 
cuts were developed and applied to the data. The first four of these cuts are 
the Line Cuts, ZeroNipCut, SumCut, and Veto Cut, described in Section 4.3.2, and 
collectively reduce the rate down to —'0.25 Hz. The remainder of the cuts are 
implemented to optimise nuclear recoil acceptance efficiency by having minimal 
impact on the neutron data files, whilst rejecting events in the non-calibration 
Background files. These cuts are described below and are as detailed in [150]. 
• RingerCuts - This is a combination of three cuts designed specifically to 
target ringer events, an example of which is shown in Figure 5.1. The 
origins of such events are unclear, however, they do exhibit characteris-
tic behaviour enabling efficient rejection. The most obvious feature is the 
oscillatory behaviour of the event, seen in the figure on the black anode 
(penultimate) line of the right detector. This feature is exploited using the 
SmoothedDerivative Crossings statistic, described in the previous chapter. 
Ringers Cut removes events where SinoothedDerivative Crossings is greater 
than 2. This cut has the added benefit of removing alpha particle events as 
well. 
5.2 Zero-Background Cuts 
	 155 
Despite this condition on the data, however, not all ringers are removed 
successfully. The number of oscillations varies such that there is a finite 
probability of observing ringers with only a single oscillation. These events 
may appear to be similar to nuclear recoils, but another defining character-
istic of the ringer is that all lines of the anode other than the one triggered 
have negative NIPs values, i.e., they have positive polarity yet significant 
sum values. This is in stark contrast to nuclear recoil events, and, conse-
quently, any event with less than -50 NIPs on any channel is cut. 
The final cut that removes persistent ringers takes into account conservation 
of charge by ensuring the ratio of NIPs recorded on the anode to the NIPs 
on the grid is '-1. This is not the case for ringers yet is true for neutrons, as 
can be determined by the analysis of events in the neutron runs, where the 
nuclear recoil rate is -20 times higher than the background event rate after 
all cuts are applied. The remaining events in the neutron files, statistically 
very probable neutron-induced recoils, all show the ratio of NIPs on anode 
to grid to be approximately 1. By setting the condition that the ratio he 
greater than 0.768 and less than 1.176, the remaining ringers are removed. 
After all other cuts have been made, these cut values enable the retention 
of all events within 3 standard deviations of the mean of the ratio values of 
anode NIPs to grid NIPs for each event. All such cut values, selected to keep 
99.7% of the events in a neutron run after all other cuts had been applied, 
were developed by collaborators at Occidental College to specifically retain 
as many events as possible whilst removing outliers from the data set. 
• SparkNMWPCGut - This cut removes events such as sparks and recoils that 
occur, or deposit charge, in the high field region between grid wire planes 
of the MWPC. It, therefore, provides a veto of events on the remaining two 
of the six faces around the fiducial volume of the detector. The NFFWHM 
of a pulser signal passed through the anode electronics, to measure shaping 
time of the amplifiers, was 9.57±0.03 Ms. The predicted maximum value for 
ionisation in the MWPC is '-..30 xis. Since there was no peak observed at the 
shaping time of the electronics in a distribution of NFF WHM, and based on 
typical values of neutron recoil NFF WHM, a value of 28 its was selected as a 
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Figure 5.1: A typical Ringer event, characterised by oscillatory features, signifi-
cant >3um of positive polarity on all anode lines except the triggered line, and a 
large difference in total NIPs between the grid and anode. 
threshold below which any event with a shorter NFFWHM is cut. Narrow, 
fast pulses from sparks as well as MWPC events are, consequently, removed 
from analysis using this SparkNMWCCut. 
• EightLine Cut - Figure 5.2 shows a plot of range against energy for recoils in 
CS 2 at a pressure of 40 Torr [148]. WIMPs are expected to produce nuclear 
recoils of tens of keV in energy, and the figure shows that such recoils would 
have a range of only a few mm, Consequently, events can be discriminated 
against based on their range and those that go below threshold on all eight 
grid or anode lines are removed using this cut. Such an event must be 
at least 12 mm in length, since wire pitch is 2 mm, and 12 mm range 
corresponds to a 660 keV sulphur, or 120 keV carbon recoil. Since such 
events are not expected, this cut removes alpha particle events which can 
easily deposit ionisation that fall on eight consecutive wires. 
• AdjacentCut - A nuclear recoil that causes ionisation on more than a single 
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Figure 5.2: Plot of range of carbon (blue) and sulphur (red) recoils in 40 Torr 
CS 2 gas against recoil energy. 
wire would deposit charge on wires adjacent to the first. Events seen with 
enough ionisation on non-adjacent or non-consecutive wires to trigger those 
lines are rejected using this cut. 
• MissingNip Cut - This cut ensures that the NIPs value calculated from the 
anode summed line is approximately equal to the total of the NIPs calcu-
lated from the individual eight anode lines. Events where the ratio of these 
two values is less than 0.879, or greater than 1.181, are cut. Thus, events 
where significant NIPs appear on lines that do trigger the DAQ are removed 
from analysis. 
• OtherSide Cut - As Figure 5.2 illustrates, nuclear recoil events targeted by 
the DRIFT-hA detector, with recoil energies of only tens of keV, would 
have very small range. As a result, a single nuclear recoil would not be 
expected to produce ionisation in both halves of the detector, having man-
aged to cross from one side to another. Similarly, a neutron or WIMP is 
unlikely to interact twice in the detector given the low cross sections for 
interaction. Consequently, any events that do exhibit significant ionisation 
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in both halves of the detector, such that at least one line exceeds threshold 
on either side, as depicted by the event in Figure 5.3, are removed from 
further analysis. 
For ionisation that is present in the other half of the detector, but is in-
sufficient to trigger the line thresholds, a second order fit is made to the 
summed anode channel from that side. This fit is then subtracted from the 
original waveform and voltage values within the ROT summed to yield the 
integrated charge and a value of NIPs for the 'other side'. A condition of 
this value being less than 200 NIPs is required for the entire event to pass 
this cut. 
• PrelonisationCut - Nuclear recoils create continuous, small, ionisation tracks 
that are expected to be very short in length and easily contained within the 
time record of the ROT. However, events are seen in the DRIFT-11A data 
record which clearly show the presence of small amounts of ionisation out-
side of the ROT, prior to the pulse that triggered the DAQ. Figure 5.4 is an 
example of such an event, and these are cut in the following manner. To 
determine the presence of small amounts of ionisation prior to the arrival 
of the triggering ionisation pulse, and outside of the ROl, a second order 
fit to the summed anode line is performed for the waveform excluding the 
ROT. This fit is subsequently subtracted from the original waveform, and 
the cumulative sum of the voltages from the subtracted line calculated from 
the start of the event record up until the start of the RU!. The voltage is 
converted to NIPs and a value of more than 70 NIPs triggers this Prelon-
isation Cut to remove the entire event from further analysis. The possible 
origin of the events rejected by this cut, as well as the OtherSide Cut, is 
discussed in Section 5.5. 
5.3 Effects of the Cuts 
Table 5.1 presents the effect of each of the cuts described above, in addition to 
the Proportional Counter cuts in Chapter 4, and as listed in [150]. The first 
column lists the cuts, with the second and third columns listing the number of 
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Figure 5.3: An event showing ionisation on both sides of the detector. Such 
an event is not typical for a nuclear recoil and is cut from analysis using the 
'OtherSide Cut', described in the text. 
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Figure 5.4: An event showing 'pre-ionisation', i.e., a significant amount of charge 
deposition prior to the bulk of the ionisation arriving and triggering the DAQ. 
Such an event is rejected via the 'Prelonisation Cut'. 
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Single 0713 Background Single Tackle Box neutron 
data file (1000 events) data file (1000 events) 
# Events left after cut # Events left after cut 
(# Events cut in isolation) (# Events cut in isolation) 
ZeroNipCut 601 (399) 718 (282) 
SurnCnts 345 (483) 528 (370) 
VetoCut 290 (357) 447 (342) 
RingerCuts 73 (923) 227 (758) 
SparkNMWPCCut 9 (431) 130 (445) 
EightLineCut 9 (35) 130 (38) 
AdjacentCut 9 (102) 130 (96) 
MissingNipsCuts 8 (332) 125 (262) 
OtherSideCuts 5 (441) 117 (388) 
PrelonisationCut 5 (256) 115 (188) 
Table 5.1: The effect of the cuts on un-shielded Background (second column) and 
neutron (third column) data files. The first number listed in the 2nd and 3rd 
columns is the number of events remaining from the original 1000 after each cut 
is applied to the events remaining from the preceding cut. in parenthesis is shown 
the number of events removed from the 1000 in isolation of any other cuts. 
events affected by the cuts for a single non-calibration Background data file, and 
a single neutron data file, respectively, where each of the files originally held 1000 
events. The first number in each of the last two columns is the number of events 
remaining from the original 1000 from that data file, after the cut listed in the 
first column has been applied. This number continues from the row above it such 
that the effect of each cut is cumulative, i.e., the following cut is applied to the 
number of events remaining after the previous cut. The number in parenthesis is 
the number of events cut from the original 1000 by the cut in the first column if 
applied alone and in isolation of any others. 
The table highlights the overlap of these cuts, and, therefore, overlap of prop-
erties of the events in the data-sets. Each cut does not remove a discrete pop-
ulation of events in isolation of the other cuts, with the numbers in parenthesis 
clearly totalling greater than 1000. Nonetheless, despite this difficulty, when all 
of the cuts have been made on the data, the background events are successfully 
reduced from 1000 to only 5, all within 1000-2500 NIPs. Although this particular 
5.4 WIMP Efficiency Results 	 161 
un-shielded Background file has not been reduced to zero events, the remaining 
events are believed to be true nuclear recoils consisting of events from neutrons 
emitted in cavern rock and a background population that is described in Section 
5.5. The neutron data file in Table 5.1, on the other hand, retains 22 times as 
many events, with 115 after all the same cuts are applied. It is clear, however, 
that many events that are most likely neutron recoils are cut as a result of this 
analysis, leading to a drop in efficiency from the 100% established via the Pro-
portional Counter analysis. The following section describes the results of the cuts 
on all of the neutron calibration run data to ascertain the nuclear recoil detection 
efficiency after the full set of cuts - an efficiency already introduced as the WIMP 
efficiency. 
5.4 WIMP Efficiency Results 
Each of the data-sets from the five neutron runs were re-analysed with the full 
suite of cuts discussed above applied to them. These cuts reduce the Background 
data event number to approximately 0.5% of the number of events originally in 
the data-set prior to analysis, leaving a population of nuclear recoils discussed 
in Section 5.5. However, the neutron data files represent exposures with greater 
trigger rates, with events accrued in shorter timescales, and dominated by nuclear 
recoil events as a result of the presence of the 252Cf neutron source, as demon-
strated in Chapter 4. The ability of the zero-background cuts to retain as high 
a fraction of these events as possible is a prime consideration in the development 
of the cuts and setting of cut thresholds. Nonetheless, almost inevitably there is 
some loss of nuclear recoil events and a drop in overall nuclear recoil detection 
rates that pass the cuts. This is the cost of ensuring that the remaining events are 
free from all events except nuclear recoils. The following sub-sections describe 
the results of the neutron data analysis and calculation of final nuclear recoil 
event rates. These experimental rates can then be compared to theoretical rates• 
developed using the DRIFT-IIA simulation package. The simulations are identi-
cal to as already discussed in the preVious chapter, with the exception that the 
Compton scattering rates in the MWPC, or any ionisation falling in the MWPC, 
are ignored, since these events are cleanly cut in analysis. The theoretical rates 
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used in establishing the WIMP efficiencies below are from the simulation of nu-
clear recoils in the fiducial volume of the DRIFT-IA detector only, as a result 
of the exposure to a 252  C neutron source, within their own respective geomet-
ric configurations. As with the Proportional Counter analysis, and for the same 
reasons, i.e., for fair simulation comparison and suitable handling of the detector 
• 	threshold, the analysis is again focused on the 1000-6000 NIPs region. 
5.4.1 X-Axis WIMP Efficiency 
Table 5.2 lists the results of the zero-background cut analysis on the X-Axis neu-
tron calibration run data-set, which was reduced to 1819 events in the 46620 
s live-time for an average, rate of 0.039 Hz, including theoretical rates and effi-
ciency per 500 NIP bin. The first column gives the NIPs energy bin, the second 
the experimental rate after applying cuts, the third column is the theoretical 
rate determined by Monte Carlo simulation, and the fourth and fifth show the 
efficiency with associated statistical error, although individual experimental and 
theoretical rate errors are not shown. All efficiencies are also subject to a 5% 
systematic error as a result of the uncertainty in the 252Cf source strength. 
The last row of Table 5.2 shows the results for the 1000-6000 NIP energy bin, 
with a total WIMP detection efficiency in this range of (48±3(stat)+5(sys))%, in-
dicating almost half of the nuclear recoils in the data-set have been cut. The indi-
vidual left and right efficiencies are (47+3(stat)+5(sys))% and (48±3(stat)±5(sys))%, 
respectively. Although the right detector is still slightly more efficient, the close-
ness of the efficiencies of the two halves of the detector volume is due to fewer 
low energy events such that the lower threshold of the right has minimal im-
pact on this analysis after cuts. For example, a cut such as SparkNMWPCCut 
removes low energy Compton events in the MWPC, where previously the right 
detector would be more efficient due to a lower threshold. Since such events are 
cut, and these WIMP efficiencies are approximately half the neutron efficiencies, 
the left and right detector difference is greatly reduced. Due to this, individual 
left and right efficiencies are not plotted since they very closely match the total 
efficiency, which, along with statistical errors, as listed in columns 4 & 5, are 
plotted as a function of NIPs in Figure 5.5. This WIMP efficiency curve falls 













0-500 0.OE+00 4.7E-01 0.0 0.0 
500-1000 3.6E-04 4.1E-02 0.9 0.2 
1000-1500 9.2E-03 1.8E-02 51.2 6.5 
1500-2000 9.3E-03 1.1E-02 82.2 12.9 
2000-2500 5.7E-03 1.3E-02 43.9 6.7 
2500-3000 4.2E-03 7.8E-03 53.8 10.4 
3000-3500 3.5E-03 8.5E-03 41.5 7.8 
3500-4000 2.3E-03 6.OE-03 37.8 8.5 
4000-4500 1.7E-03 3.8E-03 45.6 12.8 
4500-5000 1.6E-03 4.5E-03 34.7 9.1 
5000-5500 6.6E-04 3.8E-03 17.7 5.6 
5500-6000 2.6E-04 3.3E-03 7.9 3.2 
6000-6500 1.5E-04 3.5E-03 4.3 2.0 
6500-7000 4.3E-05 4.OE-03 1.1 0.8 
7000-7500 2.1E-05 2.5E-03 0.9 0.9 
7500-8000 0.OE+00 1.5E-03 0.0 0.0 
8000-8500 0.OE+00 1.5E-03 0.0 0.0 
8500-9000 0.OE+00 2.3E-03 0.0 0.0 
9000-9500 0.OE+00 5.OE-04 0.0 0.0 
9500-10000 0.OE+00 1.3E-03 0.0 0.0 
1000-6000 3.8E-02 8.OE-02 48.1 2.9 
Table 5.2: Table of the WIMP efficiencies for the X-Axis neutron calibration run. 
The first column is the NIP energy bin, the second and third the experimental and 
theoretical rates, respectively, with the last two columns the WIMP efficiency and 
error. The last row gives statistics from the 1000-6000 NIP energy bin. 
faster at higher energies than the equivalent X-Axis Proportional Counter neu-
tron efficiency curves, shown in Figure 4.13, as a result of the analysis cutting on 
carbon recoils. Figure 5.2 depicts the rapidly increasing range of a carbon recoil 
at high energies. In the DRIFT-IA data, such a recoil would appear very similar 
to an alpha particle and would most likely be rejected by the Eight Wire Cut. 
This rapid tailing off of the efficiency to near zero at '-.6500 NIPs is again ob-
vious in Figure 5.6, which plots the experimental and theoretical rates from Table 
5.2. The plot also clearly shows a consistent difference in rates, and consequent 
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Figure 5.5: Plot of the X-Axis WIMP efficiency as a function of NIPS for the 
total (left +right) detector. Statistical errors are marked on the plot. As seen in 
Table 5.2, the efficiency drops rapidly to zero at high energies as a result of large 












Figure 5.6: The X-Axis experimental (blue) and theoretical (red) WIMP efficiency 
rates, as shown in columns 2 and 3 of Table 5.2, respectively, plotted as a function 
of NIPs. The experimental rate is consistently lower than the theoretical rate, with 
the experimental rate dropping to zero at -..6500 NIPs due to high energy events 
being cut. 
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5.4.2 Y-Axis WIMP Efficiency 
The Y-Axis neutron data-set is reduced to 1565 events in the 43204 s run live-
time, for an average rate of events of 0.036 Hz. Table 5.3 shows the experi-
mental rate following the cuts per 500 NIP bin, and the equivalent theoretical 
rates from the DRIFT-IIA simulation of the Y-Axis neutron exposure. The ta-
ble shares many features with the X-Axis results, shown in Table 5.2, with the 
efficiency dropping to zero close to the 6500 NIP mark. The WIMP efficiency for 
1000-6000 NIPs is shown in the last row as (35+2(stat)±5(sys))%, and the indi-
vidual left and right detector WIMP efficiencies are (34+2(stat)±5(sys))% and 
(37±2(stat)+5(sys))%, respectively, with the right detector maintaining a higher 
efficiency, albeit by a relatively smaller amount in comparison to the Proportional 
Counter efficiencies, due to the reasons outlined in the previous sub-section. 
Figure 5.7 plots the efficiency, with statistical error bars, as a function of NIPs. 
The plot, like the equivalent X-Axis plot, rapidly falls to zero at higher energies as 
the analysis becomes increasingly inefficient at distinguishing high energy nuclear 
recoils, and in particular, carbon recoils, from alpha particle tracks. Figure 5.8, a 
graph of the experimental and theoretical rates from Table 5.3, indicates the same 
whilst also highlighting the matching of the shapes of the curves as well as the 
near constant offset between the two out to high energies where the experimental 
rate drops to zero. 
5.4.3 Tackle Box WIMP Efficiency 
Table 5.4 lists the results of the analysis of the Tackle Box neutron calibration 
run, after analysis with the zero-background cuts, as well as theoretical rates for 
this configuration, and efficiencies per energy bin. The number of events that 
pass the cuts in the 53101 s live-time for the run is 8579, giving an average rate 
of events of 0.16 Hz. The efficiency with these cuts drops to zero close to -6500 
NIPs, as seen in the previous cases, and the average WIMP efficiency for the entire 
detector in the 1000-6000 NIPs range is (51±2(stat)+5(sys))%. The left detector 
efficiency in the same range is (49±2(stat)+5(sys))%, whereas for the right, it is 
the higher value of (54+2(stat)+5(sys%. As with the X & Y-Axis results above, 
these rates are consistent with one another within error, although the absolute 
166 
	











0-500 0.OE+00 5.4E-01 0.0 0.0 
500-1000 6.OE-04 4.5E-02 1.3 0.3 
1000-1500 9.4E-03 2.2E-02 43.7 5.2 
1500-2000 9.OE-03 1.5E-02 60.0 8.3 
2000-2500 5.OE-03 1.3E-02 40.3 6.3 
2500-3000 3.7E-03 1.4E-02 26.4 4.1 
3000-3500 2.8E-03 9.3E-03 30.7 5.8 
3500-4000 2.2E-03 8.8E-03 25.1 5.0 
4000-4500 1.4E-03 5.8E-03 24.9 6.1 
4500-5000 1.OE-03 4.5E-03 22.1 6.2 
5000-5500 5.6E-04 3.8E-03 14.8 4.9 
5500-6000 3.OE-04 5.OE-03 6.0 2.1 
6000-6500 6.9E-05 3.5E-03 2.0 1.3 
6500-7000 0.OE+00 3.5E-03 0.0 0.0 
7000-7500 2.3E-05 2.5E-03 0.9 1.0 
7500-8000 0.OE+00 2.OE-03 0.0 0.0 
8000-8500 0.OE+00 3.OE-03 0.0 0.0 
8500-9000 0.OE+00 1.8E-03 0.0 0.0 
9000-9500 0.OE+00 2.5E-04 0.0 0.0 
9500-10000 0.OE+00 7.5E-04 0.0 0.0 
1000-6000 3.6E-02 1.OE-01 35.4 2.0 
Table 5.3: Table of the WIMP efficiencies for the Y-Axis neutron calibration run, 
with column definitions as for Table 5.2, and efficiency dropping to zero at r.6500 
NIPs here, also. The last row gives statistics from the 1000-6000 NIP energy bin. 













Figure 5,7: Plot of the Y-Axis WIMP efficiency as a function of NIP'S for the total 
(left +right) detector. Statistical errors are marked on the plot. With a similar 









Figure 5.8: The Y-Axis experimental (blue) and theoretical (red) WIMP efficiency 
rates, as shown in columns 2 and 3 of Table 5.3, respectively, plotted as a function 
of NIPs, and with characteristics similar to the equivalent X-Axis plot. 
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0-500 0.OE+00 2.2E+00 0.0 0.0 
500-1000 1.4E-03 1.4E-01 0.9 0.1 
1000-1500 3.2E-02 6.9E-02 46.8 3.1 
1500-2000 3.7E-02 5.6E-02 65.3 4.7 
2000-2500 2.5E-02 4.4E-02 57.4 4.7 
2500-3000 2.OE-02 3-OE-02 65.1 6.3 
3000-3500 1.7E-02 2.9E-02 58.4 5.8 
3500-4000 1.2E-02 2.1E-02 55.0 6.4 
4000-4500 9.OE-03 2.1E-02 42.4 5.1 
4500-5000 4.8E-03 1.8E-02 26.8 3.6 
5000-5500 2.5E-03 1.2E-02 21.9 3.8 
5500-6000 8.5E-04 1.2E-02 7.0 1.5 
6000-6500 1.7E-04 1.3E-02 1.3 0.5 
6500-7000 1.1&04 1.2E-02 1.0 0.4 
7000-7500 0.OE+00 7.OE-03 0.0 0.0 
7500-8000 0.OE+00 8.3E-03 0.0 0.0 
8000-8500 0.OE+00 1.2E-02 0.0 0.0 
8500-9000 0.OE+00 6.7E-03 0.0 0.0 
9000-9500 0.OE+00 5.4E-03 0.0 0.0 
9500-10000 0.OE+00 4.1E-03 0.0 0.0 
1000-6000 1.6E-01 3.1E-01 51.1 1.6 
Table 5.4: Table of the WIMP efficiencies for the Tackle Box neutron calibration 
run, with column definitions as for Table 5.2 & 5.3. The last row gives statistics 
from the 1000-6000 NIP energy bin. 
difference in efficiency is considerably smaller than with the Proportional Counter 
results. 
The WIMP efficiency curve for the Tackle Box is plotted as function of NIPs 
in Figure 5.9, with the sharp efficiency drop towards higher energies seen here and 
also in Figure 5.10, which plots the experimental and theoretical rates together. 
The features of these plots are consistent with those outlined for the previous 
equivalent X & Y-Axis plots. 














Figure 5.9: Plot of the Tackle Box WIMP efficiency as a function of NIPs for the 













Figure 5.10: The Tackle Box experimental (blue) and theoretical (red) WIMP 
efficiency rates, as shown in columns 2 and 3 of Table 5., respectively, plotted 
as a function of NIPs. 
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5.4.4 Pre-Shield WIMP Efficiency 
After all zero-background cuts have been applied to the Pre-Shield neutron cal-
ibration data, taken with a live-time of 3507 s, 252 events remain to give an 
average rate of 0.07 Hz. The results of the analysis, along with theoretical rates 
and calculated efficiencies are shown in Table 5.5. The average WIMP efficiency 
in the range of 1000-6000 NIPs for both sides of the detector is shown in the last 
row of the table as (32+2(stat)±5(sys))%. This efficiency is plotted against NIPs 
for the energy range of the entire data record in Figure 5.11. Due to this run be-
ing comparatively short, only 252 events pass the cuts to make up the data points 
for this plot. Consequently, statistical errors are larger than seen in equivalent 
plots for the X-Axis or Y-Axis, or Tackle Box runs, especially at high energies 
where there are few event statistics. The values of these errors are indicated in 
the last column of Table 5.5, highlighting the significance of the actual efficiency 
values. The left detector efficiency for 1000-6000 NIPs is (31*3(stat)*5(sys))%, 
with the right (32+3(stat)±5(sys))%. 
The experimental and theoretical rates themselves, as listed in columns 2 & 3 
of Table 5.5, are plotted in Figure 5.12. As with all other runs thus far, this plot 
indicates a near constant offset between the two rates indicating the reduction of 
efficiency across all bins from the 100% of the Proportional Counter analysis. 
5.4.5 Shielded WIMP Efficiency 
Although it has been established in the previous chapter that the Shielded neutron 
exposures have been inaccurately simulated due to apparent difference in recorded 
and actual geometry, the results of the analysis with zero-background cuts applied 
have been included here for completeness. The average rate of events in the 
detector after cuts is 0.11 Hz, and the results in 500 NIP bins are shown in Table 
5.6, along with theoretical rates and efficiency. The efficiencies do not drop to 
zero at 6500-7000 NIPs, as with the other calibration runs, and instead maintain 
significant values out to the highest recorded bin. Plotting the efficiency as a 
function of NIPs in Figure 5.13 highlights the differences between the Shielded 
run results and the other runs, with the curve remaining level instead of dropping. 
Figure 5.14 plots the theoretical and experimental rates, with the latter non-zero 












0-500 0.OE+00 9.0E-01 0.0 0.0 
500-1000 0.OE+00 3.3E-02 0.0 0.0 
1000-1500 2.OE-03 3.9E-02 5.1 2.0 
1500-2000 4.6E-03 3.5E-02 13.0 3.4 
2000-2500 1.1E-02 3.OE-02 36.2 6.7 
2500-3000 1.3E-02 2.3E-02 57.5 10.4 
3000-3500 8.8E-03 2.OE-02 44.5 9.4 
3500-4000 7.7E-03 1.6E-02 48.3 11.1 
4000-4500 6.6E-03 1.2E-02 53.5 13.5 
4500-5000 4.3E-03 1.1E-02 37.9 11.3 
5000-5500 2.9E-03 7.8E-03 36.3 13.2 
5500-6000 4.OE-03 8.8E-03 45.2 14.2 
6000-6500 1.7E-03 7.8E-03 21.8 9.7 
6500-7000 2.6E-03 6.1E-03 41.8 16.3 
7000-7500 8.6E-04 4.7E-03 18.4 11.4 
7500-8000 1.1E-03 6.1E-03 18.6 10.0 
8000-8500 0.OE+00 4.4E-03 0.0 0.0 
8500-9000 0.OE+00 4.2E-03 0.0 0.0 
9000-9500 5.7E-04 3.2E-03 17.9 13.6 
9500-10000 0.OE+00 3.4E-03 0.0 0.0 
1000-6000 6.5E-02 2.OE-01 31.9 [_2.4 
Table 5.5: Table of the WIMP efficiencies for the Pre-Shield neutron calibration 
run, with column definitions as for Table 5.2, 5.3 & 5.4. The last row gives 
statistics from the 1000-6000 NIP energy bin. 
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Figure 5.11: Plot of the Pre-Shield WIMP efficiency as a function of NIPs for 
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Figure 5.12: The Pre-Shield experimental (blue) and theoretical (red) WIMP ef-
ficiency rates, as shown in columns 2 and 3 of Table 5.5, respectively, plotted as 
a function of NIPs. 






Figure 5.13: Plot of the Shielded WIMP efficiency as a function of NIPs for the 
total (left+right) detector, with statistical errors bars. The curve remains flat 
out to the highest recorded energies, displaying markedly different behaviour to 
previous calibration run results. 
consistently after 1000 NIPs. This behaviour is not at all in keeping with the any 
of the previous calibration runs, showing neither the rapid efficiency drop after 
-'6500 NIPs, nor zero efficiency at high energies where nuclear recoils are most 
likely being mis-identified as alpha particle tracks as a result of excessive energy 
deposition or range. 
The average WIMP efficiency of the Shielded run, from 1000-6000 NIPs is 
(32±1(stat)±5(sys))%. However, there is a marked difference in the left and 
right efficiencies for this range, which are, respectively, (42±2(stat)±5(sys))% and 
(22+1(stat)±5(sys%. Such variance is clearly not present in the remaining four 
neutron calibration run WIMP efficiencies for the left and right detectors, where 
efficiencies are extremely close, and consequently these results are interpreted as 
highly irregular. As argued in the previous chapter, it is believed these anomalous 
results are not in keeping with the rest of the analysis due to the geometric 
configuration of the run being simulated incorrectly. 
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0-500 0.OE+00 2.5E+00 0.0. 0.0 
500-1000 0.OE+00 1.2E-01 0.0 0.0 
1000-1500 3.OE-03 6.OE-02 5.1 0.7 
1500-2000 9.9E-03 4.8E-02 20.7 2.0 
2000-2500 1.4E-02 3.8E-02 37.1 3.5 
2500-3000 1.4E-02 3.OE-02 46.3 4.8 
3000-3500 1.1E-02 2.8E-02 39.4 4.3 
3500-4000 9.7E-03 1.8E-02 55.4 7.3 
4000-4500 8.8E-03 1.6E-02 55.7 7.7 
4500-5000 7.5E-03 1.2E-02 64.5 10.2 
5000-5500 5.4E-03 1.2E-02 43.8 7.1 
5500-6000 4.2E-03 1.4E-02 29.9 4.9 
6000-6500 3.4E-03 9.OE-03 37.6 7.3 
6500-7000 2.3E-03 7.6E-03 30.1 6.6 
7000-7500 2.6E-03 6.7E-03 37.9 8.5 
7500-8000 2.6E-03 7.OE-03 38.0 8.4 
8000-8500 1.9E-03 6.1E-03 31.4 7.7 
8500-9000 1.6E-03 TOE-03 23.6 5.7 
9000-9500 1.5E-03 4.0E-03 37.5 10.9 
9500-10000 9.1E-04 2.9E-03 31.2 11.0 
1000-6000 8.7E-02 2.8E-01 31.8 1.2 
Table 5.6: Table of the WIMP efficiencies for the Shielded neutron calibration 
ran. Unlike equivalent tables from other runs, the efficiency does not drop to 
zero. 












Figure 5.14: The Shielded experimental (blue) and theoretical (red) WIMP effi-
ciency rates plotted as a function of NIPs. This plot again the experimental rate 
maintaining a non-zero value after 1000 NIPs and out to high energies, leading 
to positive efficiency at the highest NIPs bins. 
5.4.6 Average WIMP Efficiency Results 
Table 5.7 presents a summary of the results of the WIMP efficiencies obtained 
from full analysis and cuts on the neutron calibration data, and comparison with 
theoretical rates determined by Monte Carlo simulation, in the energy range 
of 1000-6000 NIPs. For this NIP range, the average WIMP efficiencies across 
all runs excluding the Shielded run, for the separate left and right detectors, are 
(43±1(stat)±5(sys))% and the slightly higher value of (46+1(stat)±5(sys))%, re- 
spectively. The average WIMP efficiency for the entire volume is (44±1(stat)±5(sys))%. 
Thus, this result coupled with that from the previous chapter for average Propor-
tional Counter neutron efficiency, indicates that approximately half of the nuclear 
recoils that occur in the fiducial volume of the DRIFT-IIA detector pass the full 
suite of cuts described earlier, and are identified as nuclear recoils in the energy 
band of 1000-6000 NIPs. 
A major loss mechanism in efficiency appears to be high energy, long range 
carbon recoils being mis-identified as alpha particles. As seen in Figure 5.15, 
a plot of the average efficiency across all neutron calibration runs (excluding 




















X Axis 3.8E-02 8.OE-02 48.1 2.9 5 16.5 
Y Axis 3.6E-02 1.OE-01 35.4 2.0 5 17.8 
Pre-Shield 6.5B-02 2.OE-01 31.9 2,4 5 13.3 
Tackle Box 1.6E-01 3.1E-01 51.1 1.6 5 32.6 
Shielded 8.7E-02 2.8E-01 31.8 1.2 5 27.6 
Average 40.7 0.8 5 
Average (Excluding Shielded Run) 43.8 1.1 5 
Table 5.7: Table of the WIMP efficiencies for all neutron calibration runs in the 
1000-6000 NIPs window. The columns are as defined in Table 4.6, except that 
WIMP efficiencies instead of neutron efficiencies are shown. The average WIMP 
efficiency for the DRIFT-11A detector is 44%±1%(stat)±5%(sys). 
the Shielded run) as a function of NIPs for the entire recorded energy range, 
the efficiency falls rapidly towards higher energies, eventually reaching zero at 
approximately 6500 NIPs. At such energies, as described in Section 5.4.1, the 
range of a carbon recoil is such that it would cross several MWPC wires and 
appear to be very similar to an alpha particle track. Cuts developed to remove 
alpha particles that have entered the fiducial volume from detector components 
may well inadvertently be removing true high energy nuclear recoils also. 
If the Shielded run is included, the average efficiency between 1000-6000 NIPs 
drops by approximately 3% to (41±1(stat)±5(sys))%, with the left unchanged at 
(43±1(stat)±5(sys))%, and right (40±1 (stat)±5(sys))%. 
5.5 Background Data & Radon 
The WIMP efficiency of DRIFT-IIA has been defined as the nuclear recoil detec-
tion efficiency, post-analysis and cuts, where the same cuts are applied to Back-
ground data and remove all non-nuclear recoils, resulting in a zero-background 
rate. The above analysis and determination of the WIMP efficiency proceeded 
with cuts that did indeed remove all non-nuclear recoil events from Background 
and neutron data, leaving a population of carbon and sulphur recoils in the neu- 








Figure 5.15: Plot of the average WIMP efficiencies across all neutron calibration 
runs, excluding the Shielded run, as a function of NIPs. Characteristic features 
described in the text include the rapid fall-off at high energies, and zero efficiency 
after 6500 NIPs. 
tron data, and, therefore, the values of WIMP efficiencies stated can be deter-
mined with confidence. However, presently zero-background may only be achieved 
after analysis and cuts on the Background data for the energy window at least 
above 3000 NIPs. Below this, as shown in Table 5. 1, there remain a small number 
of events in the Background data that exhibit all of the characteristics of true 
nuclear recoils, and are thought to arise as a result of the presence of radon gas 
within the detector causing nuclear radon progeny recoils produced by alpha par-
ticle emission. In the case of the un-shielded data, there would be an expected 
small neutron-induced nuclear recoil rate from neutrons that are emitted from 
the decay of Uranium and Thorium within the rock surrounding the JIF labo-
ratory (see Chapter 7). However, this rate should fall to approximately zero for 
the shielded data, where external neutrons would be unable to penetrate the CH 2 
shielding around the vacuum vessel and reach the fiducial volume. The events 
seen, however, persist in both shielded and un-shielded data with approximately 
equal rates, indicating the source of these recoils is indeed within the detector 
itself. Figure 5.16 is the distribution of NIPs from 16.8 days of the un-shielded 
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data after the cuts have been applied to remove non-nuclear recoil events, clearly 
indicating the presence of a population with apparent peak at '-.4500 NIPs. The 
vertical lines indicate the thresholds for the left (green) and right (blue) detectors, 
illustrating that the left hand edge of the peak in the distribution is most likely 
invisible due to the detector threshold position. Figure 5.17, a plot of R2 against 
NIPs for this population alongside the same for a neutron data-set, both having 
been analysed and fully cut on, gives strong additional evidence that these events 
are indeed nuclear recoils. 
Although this population clearly consists of nuclear recoils it does not sig-
nificantly impact on or change the WIMP efficiencies calculated (which are ef-
ficiencies for detection of such recoils), since the rate of events is extremely low 
(averaging 0.0059 Hz over 16.8 days un-shielded data) compared to the neutron 
source exposure rates. Table 5.1 indicates 22 times more nuclear recoils from the 
252 Cf source than from this radon progeny population in neutron data-sets. In 
the case of Background data files, however, with no neutron source present and 
where all other events have been rejected in analysis, such a population of events 
is all that remains and, therefore, has a significant impact on the sensitivity of 
the detector to true WIMPs. Since this population causes a background of events 
very similar to those expected from WIMPs, the identification of a WIMP-nucleon 
interaction in the energy range of this background population becomes extremely 
problematic. Consequently, the understanding of the origin of the background 
population and its subsequent removal is of great importance if large energy bins 
are not to be excluded when searching for WIMPs with the DRIFT-IA dark 
matter detector. The following section introduces the concept of radon being re-
sponsible for this background, although for a more thorough treatment the reader 
is directed to [150]. 
5.5.1 Radon Progeny Recoils 
The population of events in Figure 5.16, with an event rate of 500 day', is 
believed to be a direct result of radon within the detector. A possible candidate 
for the material that is emitting the radon is the '-64 m of RC-59 cabling within 
DRIFT-IA. The collaboration has recently discovered that RG-59 cables have 
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Figure 5.16: The distribution of NIPs from 8526 remaining events in 16.8 days 
live-time un-shielded Background data after all cuts have been applied. This pop-
ulation is believed to be from nuclear recoils as a result of radon gas within the 
detector. The vertical lines are the thresholds of the left (green) and right (blue) 
detectors. 
been measured to have a 222Rn emanation rate of 60±30 m'hr 1 [158], which 
equates to approximately 1±0.5 Hz for DRIFT-IA. A fraction of the radon atoms 
drift into the fiducial volume and decay, with the positively charged radioactive 
progeny 21 8P attracted to the central cathode [159]. In the vicinity of the 20 
Mm stainless steel central cathode wires, the progeny are then able to decay via 
alpha particle emission, and there is a probability that the alpha particle will 
itself become buried in the wire whilst the recoil from the alpha particle decay, 
such as 214 Pb, enters the fiducial volume. This nuclear recoil produces ionisation 
in the usual manner which is detected and generates the distribution observed in 
Figure 5.16, apparently peaked between 1000 and 2000 NIPs. 
Events consistent with such a hypothesis of nuclear recoils from radon decay 
have been observed in the DRIFT-IA data analysis, and an example is presented 
in Figure 5.18. Such events have been labelled as 'gold plated' radon decays, since 
they exhibit characteristics that provide extremely compelling evidence for the 
radon hypothesis. The event is an alpha particle track that crossed the central 
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Figure 5.17: This figure shows a comparison of the NIPs versus R2 plots taken 
from a 0.62 day live-time neutron run, producing 8263 nuclear recoil events, (left), 
and taken from a 16.8 day live-time unshielded Background run (right), with 8526 
events. That there is a nearly complete overlap, and the ability of the events 
to pass non-nuclear recoil cuts in analysis, suggests that the events seen in the 
Background data run are true nuclear recoil events. Furthermore, the high density 
of the events between 1000 and 2000 NIPs in the Background data suggests these 
recoils are close to mono-energetic, as would be expected if they are due to radon 
progeny recoils. 
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cathode and did not trigger the vetoes. This indicates the ionisation track began 
on one side of the detector, the left, and ended on the other, the right, and is fully 
contained within the fiducial volume from start to end. For such an event, the 
change in height of the pulse is very informative. Since the mean pulse width for 
a typical alpha particle track is approximately constant, the mean pulse height 
is indicative of the ionisation deposited on each wire. As the wires are all evenly 
separated with a pitch of 2 mm, the pulse height is a measure of the dE/dx of the 
particle in the gas, and for this event the Bragg peak is clearly visible at -.300 
ps on the right detector. Using this information along with measurements of the 
track dimensions (Ax, Ay, Az), and the drift speed, the event was determined as 
having a total range of 357+5 mm. The calculated range for a 5.486 MeV alpha 
particle emitted in the decay of 222 Rn, in 40 Torr CS2, is 360±20 mm; a value 
remarkably consistent with the measured range of the event [150]. 
Analysis was performed within the collaboration to determine the rates of 
such gold plated radon events within the DRIFT-IA data files, as a function of 
time. This was then compared to the rate of nuclear recoils remaining in the 
Background data after full cuts are made, as a function of time. Plots of these 
rates, with the gold plated events on the left and the nuclear recoils on the right, 
are shown in Figure 5.19, and the two show a high degree of correlation. The red 
line on each plot indicates the time at which the vessel was no longer evacuated 
and was filled with CS 2 . This would also be the time at which any radon in 
the vessel would begin emanating into the fiducial volume, explaining the rising 
of the rates. The data on each plot are fitted to an identical functional form 
that assumes a constant supply of 222 Rn, uniform mixing, radioactive decay and 
gas flow are the only things which affect the radon decay rate. That these two 
types of events are so highly correlated indicates that the radon hypothesis is 
correct and that both event populations, gold plated alpha particle tracks and 
nuclear recoils present in Figure 5.16, are dependent on the same factor, namely 
the amount of radon in the vessel. 
Further evidence for radon progeny recoils being the source of the background 
events in Figure 5.16 comes from a Monte Carlo simulation of radon decays inside 
the fiducial volume of DRIFT-IA, by collaborators at the University of Sheffield, 
with the same event selection criteria as used to select gold plated radon events. 
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Figure 5.18: A 'gold plated' alpha particle track that began in the left volume 
and crossed to the right, originating and ending within the fiducial volume, as 
indicated by the lack of any veto signal. The range of this event was measured to 
be 357+5 mm, consistent with the calculated range of a 5
. 486 MeV alpha particle 
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Figure 5.19: The left plot shows the rate of 'gold plated' radon decays as a function 
of time for 2 weeks of un-shielded data. The right shows the rate of nuclear recoils 
remaining after cuts from the same Background data as a function of time. The 
red line indicates the time at which the vessel was sealed and filled with CS 2 , and 
the time at which any radon would begin to emanate into the detector. The fit 
to the data is related to radon decay rates and is the same in both plots, clearly 
indicating a correlation. 
The ratio of gold plated radon decays to decays within the fiducial volume to 
decays within the entire vacuum vessel is calculated as 1:22.3:75.3. The actual 
gold plated radon decay rate can, thus, be used to determine the supply rate of 
222  R within the entire vacuum vessel, and yields a figure of 1.0±0.1 Hz, consistent 
with the predicted rate of 1±0.5 Hz from the amount of RG-59 cabling within 
DRIFT-IA. 
As a final piece of evidence, as already mentioned, radon progeny are known 
to remain positively charged after the decay and are, thus, attracted to negatively 
charged objects, such as the central cathode. Simulation of the alpha particles 
from radon progeny decays result in the alpha particles, with a range of approxi-
mately 14 pm in stainless steel, burying themselves in the 20 Ilm central cathode 
wires with a probability of 0.37. If the first alpha particle from the decay of 222  R 
progeny, 218 Po, is indeed buried in the wire, then a 114 keV 211 P nucleus would 
recoil into the fiducial volume. With a W factor of 86.5 eV for 211 P in CS2 [1501, 
this converts to 1320 NIPs, which is very close to the observed peak in Figure 
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5.16, especially since the left edge of the peak is most likely cut as an artifact of 
the detector threshold. 
The presence of radon in the detector may also serve to identify the origin of 
events cut in the analysis by the OtherSide Cuts and PrelonisationCut, described 
earlier. Following decay of radon progeny near the central cathode, an alpha 
particle may be fired into a wire where it loses some energy but, nonetheless, 
emerges into one side of the fiducial volume. The recoiling particle from the decay 
may enter the other side of the detector, causing ionisation in both volumes. Such 
previously anomalous events would be removed by the OtherSide Cuts. Another 
possibility that arises is the emission of electromagnetic radiation as a result of the 
radon progeny nuclei or '-.'5 MeV alpha particles following alpha particle decay. As 
the alpha particle loses energy in the gas, X-rays may be generated that interact 
close to the MWPC. lonisation from this secondary interaction would arrive at the 
charge collecting MWPC before the ionisation from the nuclear recoil, appearing 
as pre-ionisation. This process would account for events removed in the analysis 
via the Prelonisation Cut. 
5.5.2 Dealing with radon 
The presence of radon in the DRIFT-IA detector, or any other gaseous detector 
searching for low energy recoils, is an obvious cause of problematic background 
events that must be removed either in hardware or analysis, or a combination 
of the two. To this end the DRIFT collaboration has identified, and is in the 
process of implementing, a number of methods to deal with the issue of radon. 
The most obvious technique in the first instance would be to remove known 
sources of radon, such as RG-59 cabling, or others known to have high concen-
trations in published results of tests, such as [158]. The collaboration will also 
perform its own material tests in a low background laboratory within JIF using 
a HP-Ge detector. This can be supplemented, in the case of DRIFT-IA where 
there is a continuous flow of CS 2 in and out of the vessel, by ensuring the entire 
vessel is flushed in a shorter time than the half-life of 222 R (5.52 days), so as to 
reduce radon progeny contamination at any given time. 
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In DRIFT-IA, where the evaporation of CS2 is used to push gas into the de-
tector, there is expected to be no contamination from the input material. And in 
addition, the inner sections of the detector, immediately surrounding the fiducial 
volume, are constructed from highly radiologicallly pure materials. The likely 
sources of the radon are outside of these structures, and, thus, sealing them from 
the fiducial volume would prevent radon drift into the sensitive gas. This in-
volves closing holes such as those in the MWPC strong-backs, and feeding the 
CS2 directly in and out of the fiducial volume. 
Once the radon levels have been reduced to the point where only a few nuclear 
recoils are detected per day, analysis methods can be implemented to identify and 
remove this remainder. For example, cutting coincidence events within the time 
frame of the decay from 222pj  to 210Pb, approximately 1 hour, could reduce the 
event rate with little impact on the detector live-time. However, perhaps the 
most potent identification method comes from the fact that all decays occur at 
the central cathode, and ionisation is drifted along the length of one half of the 
detector to the MWPC readout planes. The ability to fiducialise the events by 
measuring the z dimension co-ordinate for the track would allow for accurate cuts 
to be placed on these events, based on their locality or diffusion, for example. 
The ability to fiducialise the event would also have many other benefits in a 
dark matter detector, in relation to background event rejection and WIMP signal 
identification. 
Many of these techniques and methods to reduce radon contamination levels 
and reject any events that do make it into the data record as a result of radon 
decay, are currently being implemented in the DRIFT-hA detector, and have al-
ready been actioned in the DRIFT-TIB detector. Reduction of the gate of nuclear 
recoils in the fiducial volume as a result of radon progeny down to a few events per 
day is a very realistic and attainable target in the DRIFT-IIA detector. Following 
this, cuts on pulse width can already remove the majority of radon progeny re- - 
coils, however, this reduces the WIMP efficiency by lowering the neutron-induced 
nuclear recoil rates that pass all cuts. Nonetheless, in the near future it is believed 
this issue shall have been resolved to yield true zero-background from shielded 
data. 
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5.6 Summary and Conclusions 
The DRIFT-IA dark matter detector data analysis of neutron calibration runs, 
taken with an exposure of the detector to a 252 Cf source, results in a 'WIMP 
efficiency' of (44±1(stat)+5(sys))% for the energy range of 1000-6000 NIPs. This 
is the efficiency for positively identifying nuclear recoils occurring in the fiducial 
volume, of which it has been established all are written to disk, after full analysis 
and cuts have been placed on the data. The cuts are designed specifically to 
remove all non-nuclear recoil events, whilst maintaining as high a fraction of the 
nuclear recoil events in the data as possible, and reduce the accepted events in 
Background data by a factor of --'250. The loss in efficiency to approximately 
half of 100% is likely due, for the most part, to high energy sulphur and carbon 
recoils being mis-identified as alpha particle tracks. This is borne out by the 
obvious drop in efficiency towards high energies. Cuts are being improved so as 
to retain this fraction of lost events, possibly with the use of measured dE/dx, 
which will be different for carbon recoils, sulphur recoils, and alpha particles, as 
a discrimination between these populations. 
Zero-background below 3000 NIPs is not achievable at present due to a popu-
lation of true nuclear recoils, with a rate and energy spectrum inconsistent with 
expected background events from the cavern walls, as shown in Chapter 7. Al-
though these events have little bearing on calculated WIMP efficiency, they do 
represent a problematic background in un-shielded and shielded Background data, 
where all other events are successfully cut. These events are believed to be due to 
radon, with a plethora of evidence to support this hypothesis. Consequently, the 
collaboration is working towards the removal of radon from the DRIFT-II array, 
and analysis techniques to discriminate events from residual radon decay so that 
they may be cut from data-sets. 
The analysis of the DRIFT-IIA neutron data has enabled the collaboration 
to determine neutron recoil acceptance efficiencies both before and after zero-
background cuts are made, and the results have indicated that the detector is 
running extremely well and to design specifications. More advanced analysis 
techniques currently being developed and hardware modifications indicate con-
siderable room for improvement with regards to neutron recoil efficiency over the 
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hitherto successful achievements. For any dark matter detector, however, the 
response to gamma ray events is also of extreme significance, and this has been 
described in previous chapters for the case of DRIFT-IA. Nonetheless, calibra-
tion runs to determine precisely the efficiency with which the DRIFT-IA detector 
is able to reject electron recoils were performed and discussion of the exposures 
and results is the subject of the following chapter. 
Chapter 6 
Gamma Ray Calibrations 
6.1 Introduction 
Electrons liberated in a target medium through electromagnetic interactions with 
gamma rays, or through radioactive decay, can become a major source of back-
ground events in a dark matter detector searching for low energy recoils. Thus, 
the ability of the DRIFT-IA detector to reject electron recoils in hardware, as 
described in previous chapters, is a major benefit of the MWPC technology em-
ployed in the detector. Discriminating such events from nuclear recoils is impera-
tive if a WIMP-induced nuclear recoil signature is to be identified, and many dark 
matter detectors rely on separating this population of events in offline analysis. 
The DRIFT detectors, however, are normally operated such that electron recoils 
cannot trigger the DAQ system, and are, therefore, not recorded in the data 
record. The long range of the electron in 40 Torr CS2 gas relates to a low ionisa-
tion density and, consequently, low charge deposition on each wire of the MWPC. 
Setting the threshold of the detector high enough leads to the complete loss of 
all electron recoil events occurring in the fiducial volume. Any events occurring 
in the MWPC region itself which may trigger the DAQ are easily identified, as 
discussed in the previous chapter. 
In order to determine exactly how well the DRIFT-IIA detector is able to dis-
regard electron recoils when recording events, 60Co gamma ray source exposures 
were performed. Data from these runs is analysed to determine an experimen-
tal rate due to the presence of the source, and compared to theoretical rates for 
190 	 6. GAMMA RAY CALIBRATIONS 
an ideal detector able to record 100% of events down to thermal energies. In 
the following sections the exposures and simulations are described and results 
presented, with the ratio of experimental to theoretical rates subsequently used 
to determine DRIFT-IA gamma ray rejection factors. Finally, an overview of 
results from simulations of an "Fe gamma ray calibration run is presented, with 
particular emphasis on relevance for axion searches. 
6.2 60Co Source Exposures 
The 'Co gamma ray exposures were performed on the 6th of July 2005, with 
5 0.52 pCi sources placed directly onto the roof of the un-shielded DRIFT-IA 
vacuum vessel. Three of the sources were situated in the centre of the roof, with 
the fourth and fifth sources placed on either side, 25 cm away in the Z direction, 
such that each was directly over the centre of the left or right half of the fiducial 
volume. Each 60 Co source decays with the emission of two gamma rays, with 
energies of 1.33 and 1.17 MeV, of which some fraction will enter the DRIFT-
IA fiducial volume and interact there, or in material surrounding the volume, 
liberating fast electrons that deposit energy in the sensitive gas. A total of 121 
data files from this exposure were collected and analysed, with a total live-time 
of 49723 s, or 0.575 days. 
6.2.1 60Co Simulations 
The DRIFT-IA simulation package written, for the most part, in GEANT4, and 
as described in the previous two chapters, was used to accurately represent the 
running conditions and geometry of the 60Co exposure. As for the neutron ex-
posures, information recorded from the simulation included rates of interaction, 
energy deposition for each electron recoil, directional information, and timing of 
the events. In addition, particular emphasis was placed on start and end posi-
tions of the electron recoil to ascertain whether the event was wholly contained 
within the fiducial volume, entered the fiducial volume after the scatter occurred 
outside, or scattered within the fiducial volume but the electron recoil exited be-
fore depositing all of its energy. The purpose of this was to identify the effect of 
the material around the fiducial volume on the rates of electron recoils depositing 
6.2 60Co Source Exposures 	 191 
energy within the fiducial volume. Any event that deposited energy within the 
fiducial volume, regardless of past or future history, was recorded as an interac-
tion and NIP value for that event calculated, along with a volume name tag to 
identify where the primary gamma ray interaction occurred. 
The effect of the surrounding material on rates of events in the fiducial volume 
was tested using the simulation by placing a single 'Co source at various positions 
within the simulated DRIFT-IIA geometry. This included outside of the vessel, 
between the inside of the vessel and an MWPC strong-back, between the inside 
of the vessel and the ITHV shielding, and, finally, within the fiducial volume 
itself. These simulations concluded that the number of events depositing energy 
within the fiducial volume can vary by an order of magnitude depending on the 
source position. With the source placed within the fiducial volume, gamma rays 
may Compton scatter within the gas, leading to electrons that deposit energy as 
they pass through the fiducial volume. With the source placed behind a strong-
back, however, the gamma rays have a higher cross-section for interaction in the 
denser Perspex than the low pressure target gas. Consequently, there is a larger 
number of liberated electrons within the strong-back, of which some may leave 
the material and enter the gas, than in the gas itself. The rate of events in the 
fiducial volume, with the source behind a strong-back, shows an increase by a 
factor of 11.6 over the rate with the source in the fiducial volume. The source 
placed outside of the vessel leads to 9.8 times increase over the rate with the 
source within the fiducial volume. Thus, it is extremely important to accurately 
model the entire geometry of the detector, including material within the vessel 
and surrounding the fiducial volume, when calculating theoretical rates of electron 
recoils within the target gas. 
The 'Co exposure on the DRIFT-IIA detector performed on 6th July 2005, 
with 5 sources placed on the roof, was simulated with a 260 s equivalent live-
time. The resultant electron recoil rates in the fiducial volume are presented in 
500 NIPs bins in Table 6.1, and plotted as a function of NIPs in Figure 6.1. Of 
the total number of events in the fiducial volume above 0 NIPs, occurring at a 
rate of 279.9 Hz±1.0 Hz, only 14% are found to be from Compton scatters oc-
curring within the fiducial volume itself, again highlighting the need for accurate 
simulation of all geometric components in the vicinity of the sensitive gas when 
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NIPs Range Rate (Hz) Error (Hz) 
0-500 83.00 0.57 
500-1000 67.81 0.51 
1000-1500 50.73 0.44 
1500-2600 26.23 0.32 
2000-2500 14.99 0.24 
2500-3000 9.76 0.19 
3000-3500 6.61 0.16 
3500-4000 4.98 0.14 
4000-4500 5.02 0.14 
4500-5000 4.75 0.11 
5000-5500 3.12 0.11 
5500-6000 1.85 0.08 
6000-6500 1.43 0.07 
6500-7000 0.84 0.06 
7000-7500 0.63 0.05 
7500-8000 0.22 0.03 
8000-8500 0.20 0.03 
8500-9000 0.16 0.02 
9000-9500 0.25 0.03 
9500-10000 0.06 0.01 
Table 6.1: Table of the theoretical rates of electron recoils for the 60  Co run that 
deposit energy in the fiducial volume of DRIFT-11A detector, in energy bins of 
500 NIPs. The total rate above 0 NIPs is approximately 280 Hz, over 17 times 
the expected electron recoil rate from background due to rock contamination (see 
Chapter 7). Consequently, the "Co DRIFT-IA exposure was equivalent to 10 
days exposure to background gamma rays from the rock. 
determining electron recoil rates due to gamma ray interactions. The total en-
ergy deposition in the fiducial volume, as well as ionisation track lengths from 
these events, are shown in Figures 6.2 & 6.3, respectively. The mean track length 
of 68 cm highlights the long range of electrons in 40 Torr CS2, and the peak at 
approximately 100 cm is an artifact of electrons passing through the entire length 
of the 1 m3 fiducial volume. As discussed, such large ranges correspond to low 
ionisation density along the track and a low charge deposition on each anode wire 
of the MWPC. 
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Figure 6.1: The theoretical rate of events that deposit energy in the fiducial volume 
of an ideal DRIFT-IA detector, as a function of NIPs, during a 60 Co gamma 
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Figure 6.2: Histogram of the theoretical energy deposition in the fiducial volume 
from a 60  Co exposure as performed on the DRIFT-IA detector on 6th July, 2005. 
The mean energy of events is 25.1 keV. 
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6.2.2 60 Co Data Analysis 
The data collected during the 61  Co run was analysed with all zero-background 
cuts, as detailed in Chapter 5, applied, except for the Prelonisation Cuts & 0th-
erSide Cuts. Although electron recoils do not trigger the DAQ themselves, they 
may be visible within the data record of a separate background event that does 
trigger the DAQ. As seen with 5.9 keV "Fe X-rays events in Figure 3.10, low 
energy electron recoils generating approximately 300 NIPs can be seen above the 
noise of the amplifiers, showing real ionisation on the summed channels. Elec-
tron recoils as a result of the presence of the "Co source generating at least a 
similar number of NIPs are also likely to appear as pulses on channels if they 
occur within the 5 ms time record around a background event. Table 6.1 shows 
a total simulated event rate of almost 280 Hz above 0 keV in the detector fidu-
cial volume, and 197 Hz above 500 NIPs for the set up of the 60 Co run. This 
implies at least a single electron recoil event within the fiducial volume, of 500 
NIPs or more, will occur within any given 5 ms. It is reasonable, therefore, that 
electron recoil events would be detected within the data record of a background 
event that triggered the DAQ, and the entire event would be rejected by either 
the Prelonisation Cuts or the OtherSide Cuts. This hypothesis is borne out by the 
fact that, with these two cuts in place, the °°Co data event rate was seen to be 
consistently below the rate from Background data taken immediately before and 
after the run. 
Due to the presence of radon progeny recoils in the 60 Co data-set, absolute 
event rates as a function of energy were obtained through background subtraction 
analysis. Background data runs from immediately before the 60 Co exposure, 
totalling 1.42 days of live-time, as well as immediately after the exposure, totalling 
1.68 days of live-time, were analysed in the same way as the "Co data described 
above. The difference in rates between the 61  Co data set and the Background 
data after analysis and cuts, in 500 NIPs bins, yielded event rates solely due to 
the presence of the 60 Co sources on the roof of the vessel. By comparing these 
experimental rates of events with the theoretical rates described in Section 6.2.1, 
gamma ray rejection factors can be established. 







Track Length (cm) 
Figure 6.3: Simulated ionisation track length of e- recoils in DRIFT-IA, with 
a mean value of 69.2 cm, highlighting the long range of e- 's in 40 Torr CS2. 
Electrons traversing the length of the gas lead to a peak at re100 cm, with a tail 
of events from the addition of secondary e- tracks to the primary Compton e-
ionisation. 
6.2.3 Gamma Ray Rejection Factors 
The gamma ray rejection factor is defined as the ratio of the number of gamma ray 
induced events in a given volume and energy range, detected and recognised as 
nuclear recoils, to the number of gamma ray induced energy depositions (through 
electrons) in the same volume and energy range. The factors are calculated 
and presented for a number of energy ranges, and for the entire fiducial volume 
of the DRIFT-11A detector, in. Table 6.2, which is as appears in [150]. The 
table shows the background subtracted rates for the "Co data for five energy 
ranges in NIPs, along with the theoretical rates from the DRIFT-IA simulation, 
and, in the final column, the rejection factors at 90% confidence level. All of 
the background subtracted rates are consistent with zero, validating the claim 
that DRIFT-hA is insensitive to gamma ray interactions. The rejection factors 
themselves are calculated using the errors from the background subtracted rates, 
and consequently are upper limits. These errors are multiplied by 1.28, since 
1.28c includes 80% of the error integral, and then divided by the theoretical 
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NIPs Background Error Theoretical Error Rejection Factor 
Range Subtracted (Hz) Rate (Hz) Limit 
"Co Rate (Hz)  (Hz)  (90% CL.) 
1000-2000 -2E-04 5E-04 77.0 0.8 c 8.3E-06 
2000-3000 -1E-04 1E-04 24.8 0.5 < 5.2E-06 
3000-10000 2E-05 6E-05 27.2 0.3 < 2.8E-06 
1000-10000 1E-04 3E-04 125.2 0.7 < 3.1E-06 
1000-6000 1E-04 3E-04 128.9 1 	0.7 c 3.OE-06 
Table 6.2: Table showing the background subtracted rates per energy range shown 
in column. 1, from the 60 Co data, along with statistical errors, in columns 2 & 
3, respectively; the theoretical rates determined through Monte Carlo simulation 
for the "Co exposures, with statistical errors, in columns 4 & 5, -respectively; 
and the calculated rejection factors in column 6. The largest error on background 
subtracted experimental rate is for the first energy bin where the majority of the 
radon progeny recoils exist, and, consequently, the rejection factor, calculated as 
an upper limit from the background subtracted rate error, is the worst (largest) 
here. The least radon events exist in the 3000-10000 NIPs bin, and, consequently, 
rejection factor is best (lowest) in this range. 
rates. . By reducing the errors on the background subtracted rates, which are 
large due to the presence of radon progeny recoils in the data, the rejection 
factors can be improved by an order of magnitude for a similar length 60Co 
exposure. Nonetheless, these results already present an extremely efficient gamma 
ray induced event rejection capability of DRIFT-IA. 
6.3 55  Fe Calibration Simulations 
The DRIFT-IA detector is regularly exposed to 5.9 keV X-rays from "Fe sources 
permanently held in the calibration units behind the MWPC strong-backs. As 
described in Chapter 3, the calibration units are held across the 30 cm diameter 
holes in the strong-backs, such that when the calibration unit shutter opens, the 
source is exposed to the MWPC. The efficient operation of the units, with only 
one open at any given time, is imperative to calibrating the detector to NIPS, 
through detection of the 5.9 keV events in the fiducial volume. 
Simulations were performed to examine a number of issues pertaining to the 
15Fe calibration runs. Firstly, the verification that no gamma rays, on acceptable 
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time-scales, are able to penetrate the stainless steel shutter of the calibration 
unit when closed was sought. This criteria ensures the MWPC is not being in-
advertently exposed to a radioactive source during normal running. Secondly, 
the efficient exposure of the source to a large section of the fiducial volume was 
checked. This was to ensure the 55  Fe sources, and calibration units in which they 
are housed, are sufficiently well placed so as to be able to emit electromagnetic 
radiation directly into most of the fiducial volume, with little dead region. Al-
though for such calibration runs the exact fraction of the volume receiving events 
during the run is insignificant, a large volume indicates the detector may still be 
successfully calibrated even if there existed dead regions or wires on the MW-
PCs. Lastly, the fraction of events occurring in the opposite half of the volume 
to that side with the exposed source was calculated. As outlined in Chapter 3, 
during, for example, an "Fe calibration run on the right half of the detector, 
the left source shutter is closed. However, some fraction of gamma rays would 
be expected to cross over from the right volume and into the left where they 
interact, leading to a signal in the left MWPC. Since the DAQ records data from 
both sides of the detector when it is triggered by any one side, it is possible for 
two gamma ray events from a single "Fe source to appear on either side of the 
detector, within a single event data record. The ability to detect such low energy 
gamma ray events in both halves of the detector is of relevance to potential KK 
axion searches with the DRIFT-IA detector. The decay of an axion into two 
photons within the fiducial volume of the detector would lead to coincidence sig-
nals similar to "Fe events occurring, and being detected, in both halves of the 
volume. A determination of the fraction of events that may be seen in both sides 
of the detector during an "Fe calibration run would aid the development of cuts 
enabling efficient detection of coincident gamma ray events. 
To these ends, the DRIFT-IA simulation package was used to fire 5.9 keY X-
rays from the right calibration unit in the simulated geometry, under two separate 
conditions. In the first, the shutter was closed, and no events were detected in 
the fiducial volume following the isotropic firing of 5.9 keV gamma rays from 
behind the shutter. Thus, the shutters efficiently block the fiducial volume from 
events due to the 55  Fe source when there is no calibration run being performed. 
In the second configuration, the shutter was opened and gamma rays fired were 
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allowed to enter the fiducial volume. Figures 6.4 shows both a two-dimensional 
and three-dimensional scatter plot of events within the right detector. The plots 
clearly show that dead regions in the volume are minimal and a significant fraction 
of the right half of the fiducial volume is irradiated. Consequently, small inactive 
areas of the MWPC are unlikely to impact 55Fe calibration runs. 
Finally, Table 6.3 indicates the fraction of events that occur in various geo-
metric components of the simulation, including both the left and right volumes of 
the detector, during a calibration run for the right MWPC. As is clear from the 
table, r.s7.3%  of the number of events that are detected in the total volume during 
a right MWPC calibration run should occur in the left MWPC. Since the simula-
tion is symmetric, the equivalent is true for a left MWPC calibration run. In the 
regular detailed analysis of 55Fe calibration data, performed by collaborators at 
the University of New Mexico, 6.73E0.07% of the number of events detected in 
the volume during a right MWPC 55Fe calibration run are detected in the left vol-
ume [160]. The theoretical and experimental values are already in agreement to 
within 10%, without having fine-tuned cuts to search for such coincident events, 
and, as such, this close agreement is indicative of the promising capability of the 
detector to search for KK axions. Cuts to isolate such low energy gamma ray 
induced coincidence events with greater efficiency are currently being developed 
by this group to exploit the potential for such searches with DRIFT-IA. The aim 
is to run one or several of the DRIFT-TI modules at a low threshold, as is done 
for the 55Fe calibration runs, for a prolonged period of time in order to search 
directly for the signature of KK axions above any gamma ray induced background 
events that may be present as a result of radioactivity in the surrounding rock. 
Discussion of event rates in DRIFT-IA due to gamma rays or neutrons emitted 
from the cavern walls of the JIF laboratory surrounding the DRIFT-IA detector 
is deferred to the following chapter. 
6.4 Summary 
The use of MWPCs, in a low pressure negative ion TPC, as the readout tech- 
nology in the DRIFT detectors allows for the complete rejection of gamma ray 










Figure 6.4: Scatter plots of event positions in the fiducial volume of the simulated 
DRIFT-IA detector during a right side "Fe calibration run. The left pane shows 
a 2D image with the Z dimension along the horizontal axis and Y vertical. The 
MWPCs would be placed to the left and right of the volume shown in the left 
pane, at approximately 54 cm and -54 cm on the horizontal scale. On this plot 
the top and bottom of the fiducial volume are at -30 cm and -130 cm, respectively, 
in the Y dimension. The right pane shows the same plot but in 3 dimensions, 
highlighting the presence of events across almost the entire volume during a right 
calibration run. 
Volume Name 55 Fe Events (%) Error (%) 
Non Fiducial Gas 46.5 0.05 
Vessel 20.0 0.03 
Right Fiducial Volume 11.5 0.02 
Strong-Bath 9.9 0.02 
Shielding Structures 9.4 0.02 
MWPC Wires 2.0 0.01 
Left Fiducial Volume 0.9 0.01 
Table 6.3: This table indicates the percentage of events in vat-lows detector volumes 
during a right MWPC 55Fe calibration run. The left volume is predicted to detect 
rs7.3% of the number of events in the entire volume. In the analysis of data, 
—6. 7% is detected on opposite sides to the source exposure, without having refined 
cuts to search specifically for such events, indicating the ability of DRIFT-IA to 
efficiently detect coincident low energy gamma ray events, as would be expected 
in KK axion decays. 
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source exposures on the DRIFT-IA detector, equivalent to 10 days exposure to 
background gamma rays (see Chapter 7), show no significant signals after analysis 
in the fiducial volume from the emitted gamma rays, a result which, coupled with 
theoretical interaction, leads to an upper limit on the gamma rejection factor at 
the 10-6  level. Removal of rdon progeny events from the data would result in an 
order of magnitude improvement on the already extremely good gamma rejection 
factor. 
The ability to alter the threshold levels of DRIFT-IA, such that low energy 
gamma ray,  interactions can be detected in data, is regularly exploited in the 
normal running of the DRIFT-IA detector. Calibration of the detector to NIPs 
through exposures to "Fe sources, with a lowered trigger threshold, is performed 
every 6 hours. Simulations of these exposures conclude the source calibration 
units are efficiently blocking radiation when off, and irradiating a large volume 
of the sensitive gas when open. Furthermore, simulations and analysis are in 
close agreement as to the fraction of events detected on both sides of the detector 
during an "Fe calibration run on any one side. Thus, DRIFT-IA is able to detect 
coincident low energy gamma ray interactions where events occur in each of the 
two halves of the fiducial volume. The ability to detect multiple events within 
the data record occurring in the same half of the volume was demonstrated in 
Chapter 3. As such, DRIFT-IA is a viable detector for KK axion dark matter 
searches, in addition to WIMPS. 
Both WIMP and KK axion events would produce signatures similar to those 
expected from the interactions in the detector as a result of neutron and gamma 
rays emitted from the cavern rock of the JIF laboratory. It is important to un-
derstand these background levels, i.e., their energy spectra and interactions rates 
in the detector, to successfully identify events above that background. Further-
more, such neutron or gamma ray background levels will eventually limit the 
sensitivity to WIMPs or axions of any dark matter detector. The following chap-
ter describes the determination of neutron and gamma ray induced event rates in 
the DRIFT-IIA detector as a result of radioactivity in the rock around the JIF 
laboratory. 
Chapter 7 
Background From Cavern Rock 
7.1 Introduction 
Most direct dark matter searches attempt to observe the signature of dark matter 
particle interactions in the detector above any expected background event rate. 
As such, understanding the nature and rate of such background is imperative 
if it is to be accurately taken into account. in analysis of dark matter data, or 
removed in hardware, such as through the erection of shielding. For DRIFT-IA, 
once events arising from within the detector have been removed through analysis 
cuts as described in Chapters 4 & 5, the dominant source of background events 
is from the decay of radioactive isotopes within the rock surrounding the JIF 
laboratory. A flux of neutrons and gamma rays emitted from the rock leads 
to nuclear and electron recoils within the fiducial volume of DRIFT-IA, and 
determination of these event rates is the topic of this chapter. 
Discussed in the following sections are the methods and results of accurately 
simulating the neutron and gamma ray emission from the cavern walls into JIF 
and DRIFT-IA. These include calculating the neutron and gamma ray produc-
tion spectra and rates, establishing the depth from which they emanate, the over-
all flux and spectrum from the rock face as well as onto the DRIFT-11A vessel, 
and also the effect of the CH 2 passive shielding, required to reduce the neutron 
flux entering the vessel to acceptable levels. Finally, the rock neutron and gamma 
ray interaction rates within the detector are presented, and the implications of 
these rates on non-calibration Background data analysis explored. 
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7.2 Neutrons From The Rock 
Determination of the nuclear recoil rates in the DRIFT-IA detector as a result of 
neutrons emitted from the cavern walls was made in a number of stages. Firstly, 
the energy spectrum and production rate of neutrons generated in the rock was 
calculated. This was subsequently used as input for the DRIFT-IA simulation 
package for sampling the energy and frequency of neutrons fired isotropically 
from within the rock around JIF. Next, the optimum active volume of rock to 
be included in the simulation was established. This was achieved by calculating 
the depth into the rock from which neutrons are unable to escape and enter the 
cavern. Rock volume beyond this level was disregarded as a source of neutrons to 
significantly reduce CPU time, and subsequently neutron production rates were 
coupled with the chosen active rock volume to establish simulated live-times. 
The following stage involved calculating the effect of the CH2 shielding around 
the vessel on the neutron induced nuclear recoil rate in the detector from the 
presence of a 252 Cf point source. This was again so as to radically reduce CPU 
time and improve statistics when calculating rock neutron rates in a shielded 
detector. The factor by which the rates due to the source drop when going from 
an un-shielded to a shielded vessel may be applied to recoil rates from neutrons 
emanating from the rock. Finally, a simulation was performed to calculate nuclear 
recoil rates in the DRIFT-IA detector as a result of elastic scatters with neutrons 
from the rock. Each of these sections is' described below. 
7.2.1 Production Rate & Spectrum 
Most of the neutrons in the JIF laboratory come from the radioactivity of the rock 
due to spontaneous fission of uranium and (&,n) reactions. A modified version of 
the SOURCES code was used to calculate the production rate and spectrum of 
neutrons entering the laboratory due to the decay of radioactive isotopes in the 
decay chains of U & Th present in the rock [155]. To generate production rate and 
spectra, this code handles the spontaneous fission, primarily of 238 U, using the 
Watt spectrum [161], and the (a,n) reactions by taking into account the lifetime 
of the isotopes, energy spectra of alpha particles, cross-sections of reactions as 
a function of alpha particle energy, branching ratios for transitions to excited 
7.2 Neutrons From The Rock 	 203 
states, stopping power of alpha particles in given material, and the assumption 
of isotropic emission of neutrons in the centre of mass frame. The modification 
of the code was to allow treatment of alpha particles with higher energies, an 
extension of the cross-sections to 10 MeV from the previous 6.5 MeV [162]. The 
spectra and production rates were calculated for pure NaCl of 2.2 gcm 3 density 
with U and Th contamination of 60 ppb and 130 ppb, respectively. These values 
were determined by open Ge detector measurements of gamma ray background 
in the Boulby mine [163]. 
The total ambient neutron production rate from 238 U (59.568 ppb), 235 U (0.432 
ppb) and 234 Th (130 ppb) was calculated to be 6.3x10 8 neutrons s' cm3 , with 
a mean energy of 1.74 MeV. Of this total, 3.0x10 8 neutrons s_i cm 3 are due 
to the 60 ppb of uranium, and have a mean energy of 1.57 MeV. The remaining 
3.2x10 8 neutrons s' cm3 are due to the 130 ppb of thorium, and have a mean 
energy 1.92 MeV. The simulated neutron production energy spectra are shown 
in Figure 7.1. The very close values of the production rates and mean energies 
of the uranium and thorium components, with 60 ppb & 130 ppb, respectively, 
result in approximately equal contributions to the recoil rates in the DRIFT-IA 
detector, as described in Section 7.2.4. Consequently, these results may be scaled 
accordingly for differing concentrations of uranium or thorium contaminants in 
2.2 gem-' density NaCl rock. 
7.2.2 Production Volume & Neutron Flux 
Since it is unreasonable to attempt to simulate the entire underground rock vol-
ume around the JIF laboratory, the maximum depth of rock from which neutrons 
are emitted into the laboratory was investigated and the neutron producing ac-
tive volume limited accordingly. A point source firing neutrons directly towards 
the laboratory, of energy and frequency sampled from the black U+Th curve of 
Figure 7.1, was simulated at depths in the rock in increasing increments of 25 cm. 
As the source is placed at greater distances from the laboratory-rock boundary, 
deeper into the cavern wall, more neutrons are scattered to thermal energies and 
eventually 'captured. Figure 7.2 shows the number of neutrons emitted from the 
rock face as a function of depth for a constant live-time and number of initial 
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Figure 7.1: Energy spectrum of neutrons produced in the rock surrounding the 
JIF laboratory, as calculated using SOURCES, and due to U & Th contamination 
levels of 60 ppb and 130 ppb, respectively. Shown are the spectra from each of the 
two contaminants, U (red) and Tb (blue), as well as their combined contribution, 
U+Th (black). 
neutrons. More than 99.9% of the neutrons fired were unable to penetrate the 
laboratory from beyond a laboratory-source distance of 3 m. Consequently, the 
active volume of rock from which neutrons are isotropically fired so as to deter-
mine neutron-induced nuclear recoils in DRIFT-IA, consists of rock surrounding 
the detector out to a distance of 3 m into the walls, and 80 m along the cavern 
length. This corresponds to a total active volume of rock of 7863 m 3 and a surface 
area of 4085 m2 . The neutron production rate for the entire active geometry is 
calculated to be 493 s', and so the number of neutrons fired in the simulation 
can subsequently be converted to a live-time. 
Figure 7.3 shows the simulated energy spectrum of neutrons emitted from the 
rock face into the JIF laboratory, with initial spectra and rates as described in 
the previous section. The flux of neutrons out of the rock face in simulation is 
shown for various energy thresholds in Table 7.1, and is 4.53x10 6 neutrons cm -1 
S-1 above 0 keV. A recent measurement of the neutron flux from the Boulby 
rock in a nearby underground laboratory, made using a Gd loaded scintillator 
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Figure 7.2: Plot showing number of neutrons emitted from Boulby rock in a sim-
ulation as a function of depth. The neutrons had energy and frequency sampled 
from Figure 7.1. Over 99.9% of neutrons that penetrate the rock-laboratory face 
originate within the first 3 m depth of rock. 
target, recorded a flux of 6.6 ± 2.3x10 7 neutrons CM-2  s' above 1 MeV [164], a 
preliminary value that is very close to the theoretical flux for the JIF laboratory 
above the same energy threshold. Figure 7.4 shows the equivalent simulated en-
ergy spectrum for neutrons falling on the outer surfaces of the DRIFT-IA vessel, 
with a flux of 7.19x10 6 neutrons cm —' s' above 0 keV, and fluxes for other 
energy thresholds also listed in Table 7.1. The increase in neutron flux falling 
on the vessel over that emitted from the rock face is due to multiple scattering, 
resulting in the neutrons undergoing multiple traversals of the laboratory. 
7.2.3 CH2 Shielding 
A simulation of a 252 Cf source exposure on the DRIFT-IA detector was run with 
the source position a few centimetres outside of the CH 2 shielding structure, in line 
with the centre of the vessel door, and firing neutrons directly into the shielding. 
The shielding was simulated with accurate dimensions of 67 cm thickness on all 
sides of the vessel, including the under-floor shielding and the section built into 
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Figure 7.3: Simulated energy spectrum histogram of neutrons emitted into JIF 
laboratory from the surrounding salt rock, with a total flux of 4 . 53x 10-6  neutrons 
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Figure 7.4: Simulated energy spectrum histogram of neutrons, emitted from the 
rock walls, falling on the DRIFT-IA vessel within the JIF laboratory, with a total 
flux of 7.19x 10-6 neutrons cm 2 s 1 . 
7.2 Neutrons From The Rock 	 207 
Energy Threshold Rock Face Flux Vessel Flux 
(keV) neutrons cm 2s 1 neutrons cm 2 s 1 
0 4.5E-06 7.2E-06 
10 2.9E-06 4.1E-06 
100 1.7E-06 2.4E-06 
1000 3.2E-07 4.8E-07 
Table 7.1: Table of the theoretical neutron flux emitted from the cavern rock (2nd 
column), and falling on the DRIFT-IA vessel (3rd column), for energy thresholds 
of 0 keV, 10 keV, 100 keV, and 1 MeV. 
kgm 3 to 600 kgm 3 to take into account the minimum 60% packing fraction of 
the pellets. The simulation was run repeatedly, each time increasing the C11 2 
density by 5%, from 0% with no shielding, to 100% at 600 kgm 3 density, and 
number of nuclear recoils within the DRIFT-IA fiducial volume recorded. To 
improve statistics and reduce CPU time, the CS2 gas density was increased by a 
factor of 25 from 40 Torr to 1000 Torr, taking advantage of the linear relationship 
between pressure or volume and recoil rate. No correction is required for the 
increase since the probability of multiple scattering in the gas is negligible below 
pressures approaching 4000 Torr [144, 165]. 
The results of this set of simulations are shown in Figure 7.5, a plot of the 
number of recoils against the percentage of shielding density present, and indicate 
the reduction of the number of recoils occurring in the detector by a factor of 312 
with the introduction of full shielding over none. The decrease in rate from the 
source is, therefore, considerable and can be equated to a minimum equivalent 
reduction in rate of rock neutron-induced recoils, due to the similarity in both 
energy spectra and mean energy for neutrons emitted from the rock (Figure 7.1) 
and from the 252Cf source (Figure 4.6). However, this reduction factor must be 
considered a very conservative lower limit given the 67 cm thickness shielding 
and the 60% packing fraction adopted in the simulation being absolute minimum 
values for the DRIFT-IA detector. Furthermore, the proximity of the source to 
the detector allows faster neutrons to enter the shielding, as opposed to being 
attenuated within the rock if they had originated there, as seen in Figures 7.3 
& 7.4 when compared to Figure 7.1. Additionally, the firing of neutrons directly 
into the shielding, as opposed to the incoming neutrons having some angular dis- 
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Figure 7.5: Plot of numbers of carbon (blue) and sulphur (red) recoils, due to pres-
ence of 252 Cf source, against CH2 shielding percentage. Dimensions of shielding 
were kept constant at a thickness of 67 cm surrounding DRIFT-IA vessel, and 
CH2 density include.*507o packing fraction. Similar simulations of the effect of 
shielding on rock gamma ray interactions in DRIFT-IA are presented in [166]. 
tribution as they would if emitted from the rock, necessarily means they enter 
the shielding following the shortest direct path through to the detector. For a 
more thorough treatment of the reduction of the rock neutron rate after shield-
ing, through full end-to-end simulation of rock neutrons penetrating the CH 2 and 
interacting in the fiducial volume, the reader is directed to [144], where shielded 
rates are quoted as falling by over 10 times more than the lower limit determined 
above. Nonetheless, as presented in the following sub-section, adopting the min-
imum reduction of rates as determined above lowers the interaction rates in the 
DRIFT-IA detector from neutrons emitted by the rock to the level of '-1 yr'. 
7.2.4 Results 
Table 7.2 presents the results of the simulation to determine the nuclear recoil 
rates in DRIFT-IA as a result of neutrons emitted from the rock walls around the 
JIF laboratory. The simulation again ran with 25 times the operational density 
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isotropically from within a 3 m depth of rock around the laboratory, with energy 
and frequency determined by the spectrum of Figure 7.1. The first column of 
the table is the NIP threshold, and the second and third columns the number of 
carbon and sulphur rock neutron-induced recoils, respectively, that occur above 
the corresponding NIPs threshold in the un-shielded detector. The fourth column 
shows the total recoil rate above a given threshold by combining the carbon 
and sulphur rates, and the fifth column is the statistical error associated with 
the total rate. The final two columns are the total recoil rates above threshold 
when the shielding is present, determined by dividing the un-shielded rate by 
312, and the statistical error on this rate, respectively. As calculated from the 
figures in the table, the theoretical rate of rock neutron-induced nuclear recoils 
occurring in DRIFT-IA detector in the 1000-6000 NIPs range is 1.2+0.2 day -1 . 
Furthermore, the number of events expected per year in the shielded detector as 
a result of neutrons emitted from the rock, for the same NIP range, is 1.4+0.2 
yr'. However, as discussed, previous work indicates the rock neutron induced 
nuclear recoil rate is well below 1 event yr' for a shielded detector, and the rate 
quoted above is an inferred and extreme upper limit, serving to highlight the 
efficient reduction of the ambient neutron background to acceptable levels under 
the intense running conditions of highly energetic neutrons fired directly into the 
shielding from a point source in close proximity. 
7.3 Gamma Rays From The Rock 
The calculation of theoretical rates of gamma ray interaction in the DRIFT-IIA 
detector followed much the same path as for the neutrons described previously. 
The dominant contributors to gamma ray background in the JIF laboratory are 
the long lived isotopes of uranium, thorium, and potassium. Measurements of 
the gamma ray background with HP-Ge detectors, as described in Chapter 4, 
indicate a concentration of 1130 ppm of 40K, in addition to the lower 60 ppb of 
235U and 130 ppb of 234Th [157, 1631. The gamma ray spectrum due to the decay 
of these contaminants within pure NaCl was generated, again using SOURCES, 
and the spectrum sampled by the DRIFT-IIA simulation for initial gamma ray 















0 1.5E+01 9.6E+00 2.4E+01' 6.OE-01 7.9E-02 1.9E-03 
20 3.7E+00 4.6E+00 8.4E+00 3.5E-01 2.7E-02 1.1E-03 
100 2.8E+00 3.4E+00 6.2E+00 3.OE-01 2.0E-02 9.6E-04 
500 1.5E+00 9.OE-01 2.4E+00 1.9E-01 7.6E-03 5.9E-04 
1000 8.2E-01 5.8E-01 1.4E+00 1.4E-01 4.5E-03 4.6E-04 
1500 6.7E-01 4.5E-01 1.1E+00 1.3E-01 3.6E-03 4.1E-04 
2000 5.6E-01 3.2E-01 8.8E-01 1.1E-01 2.8E-03 3.6E-04 
2500 4.5E-01 2.OE-01 6.5E-01 9.7E-02 2.1E-03 3.1E-04 
3000 3.5E-01 1.9E-01 5.4E-01 8.8E-02 1.7E-03 2.8E-04 
3500 3.5E-01 1.6E-01 5.1E-01 8.6E-02 1.6E-03 2.7E-04 
4000 2.7E-01 7.2E-02 3.5E-01 7.1E-02 1.1E-03 2.3E-04 
4500 2.6E-01 7.2E-02 3.3E-01 6.9E-02 1.1E-03 2.2E-04 
5000 2.5E-01 7.2E-02 3.2E-01 6.8E-02 1.OE-03 2.2E-04 
5500 2.OE-01 7.2E-02 2.7E-01 6.3E-02 8.8E-04 2.OE-04 
6000 1.4E-01 4.3E-02 1.9E-01 5.2E-02 6.OE-04 1.7E-04 
6500 1.2E-01 0.OE+00 1.2E-01 4.1E-02 3.7E-04 1.3E-.04 
7000 1.2E-01 0.OE+00 1.2E-01 4.1E-02 3.7E-04 1.3E-04 
7500 7.2E-02 0.OE+00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
8000 7.2E-02 0.OE+00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
8500 7.2E-02 0.OE±00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
9000 7.2E-02 0.OE+00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
9500 7.2E-02 0.OE+00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
10000 7.2E-02 0.OE-{-00 7.2E-02 3.2E-02 2.3E-04 1.OE-04 
Table 7.2: Table of the simulated nuclear recoil rates from rock neutron elas-
tic scatters in the DRIFT-11A detector. The rates are shown above the NIPs 
thresholds of the first column. The next four columns show the rates per day for 
individual carbon and sulphur recoils, the total rate from both, and statistical er-
rors on the total rate. The sixth column is an upper limit on the rate of recoils 
in the shielded detector, determined by dividing the total rate by the reduction 
factor established in Section 7.2.3. The final column shows statistical errors for 
the shielded rate. 
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Figure 7.6: Plot of gamma ray flux entering the JIF laboratory as a function of 
active rock depth within which gamma rays are generated. Approximately 94% 
of gamma rays contributing to the total flux originate in the first 25 cm of rock 
around the laboratory [167]. 
energy and frequency. The production rate from the concentrations in the salt 
rock was calculated as 5.94x10 5 gamma rays kg' day 1 . 
7.3.1 Production Volume and Gamma Ray Flux 
Simulations were performed to determine the depth of rock from which the ma-
jority of gamma rays contributing to the flux out of the rock walls were generated. 
Gamma rays of appropriate energy were isotropically fired from increasing vol-
umes of rock around the laboratory, and flux entering the cavern recorded. Figure 
7.6 shows the results of these simulations, and it was determined that over 93% 
of the total flux of gamma rays originate within the first 25 cm of rock [167]. 
This DRIFT-11A simulation ran with a depth of 25 cm for the active rock 
around the laboratory from which gamma rays were fired leading to a rock active 
volume mass of 9.4x10 5 kg, and an equivalent gamma ray production rate of 
6.46x106 s 1 . The number of fired gamma rays in the simulation is divided by 
this rate to give the simulated live-time. The resultant simulated energy spectrum 
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Figure 7.7: The simulated energy spectrum for gamma rays emitted from the rock 
surrounding the JIF laboratory, from 238 U, 234 Th, and 40 K decay, and with a total 
flux of 835.3 gamma rays m -2 S- 1 . This spectrum, generated with GEANT4 and 
the DRIFT-IA simulation package, is equivalent to the measured spectrum of 
Figure 4.8, with very similar shape and relative heights of dominant lines. 
for gamma rays entering the JIF laboratory is shown in Figure 7.7, and depicts 
many of the features observed in the measured equivalent spectrum of Figure 4.8, 
including the shape of the spectrum, the dominant lines from the decay of U, Th 
& K, and also relative heights between these lines. The gamma ray flux entering 
the cavern is calculated here as 0.084 ± 0.003 cm 2s 1 , in close agreement to the 
previously measured flux of '--0.09 cm 2s [168]. 
7.3.2 Results 
The results of the electron recoil rates in the un-shielded DRIFT-IA detector 
following interactions with gamma rays emitted from the rock are shown in Table 
7.3. The total rate above 0 keV is 16 Hz, and the rate between 1000-6000 NIPs 
is approximately half of the total. Acknowledging a detector threshold of 1000 
NIPs, the maximum event rate from the background is in the range 1000-10000 
NIPs, since there are no events predicted above 10000 NIPs. In this window, 
Table 7.3 indicates a theoretical interaction rate of 6.9x10 5 recoils day'. Table 
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6.2 gives an upper limit for the gamma ray rejection factor in the same NIP 
range of 3x10 6 (90% CL.) after analysis of "Co data. This implies a maximum 
detected rate of background gamma ray interactions in the DRIFT-IIA dark 
matter detector of c 2.07 events day' at 90% C.L., which, as described, may be 
reduced considerably by removing the radon progeny population from the data 
and repeating the 60Co calibration run. 
7.4 Summary and Conclusions 
Simulations of the neutron and gamma ray flux crossing the rock-cavern interface 
into the JIF laboratory show good agreement with measurements, both in terms 
of spectra and rates, and, thus, confirm the known values of concentrations of 
uranium, thorium and potassium present in the salt rock, the accurate represen-
tation of geometry within the Monte Carlo, and also the calculations of simulated 
live-times for the runs. These in turn lend confidence to the resultant theoretical 
rates of nuclear and electron recoils within the DRIFT-IIA detector, predicted 
by the simulations. Determination of these rates is imperative for dark matter 
experiments where a signal is searched for above such background. 
The expected rock neutron background rate in the un-shielded DRIFT-IA 
detector for the 1000-10000 NIP window is -s1.3 events day - ', for a 100% detec-
tion efficiency, and approximately zero per day for the shielded detector, even for 
an extreme exposure as presented in Section 7.2.3. Due to the high gamma ray 
rejection capability of DRIFT-IA, the expected event rate is less than -'2 day' 
for gamma rays from the rock, in the same NIP range. Consequently, the events 
believed to be due to radon progeny, discussed in Chapter 5 and present in both 
shielded and un-shielded data, cannot be attributed to background events, since 
the event rate for these events in 16.8 days of un-shielded data is -'500 day -1 . 
Previous work within the collaboration has shown radioactivity from detector 
components within the vacuum vessel is negligible, contributing up to 0.06 nu-
clear recoil events yr' in the 10-50 keV energy range [144]. The muon flux within 
the mine is measured to be (4.08+0.08(stat)+0.13(sys))x10 8 cm 2r' [168], and 
for the same 10-50 keV energy bin, muon-induced neutrons add no more than 
0.12 events yr' in a shielded vessel [144]. Thus, it is clear that the background 







0 1.6E+01 3.2E-01 
20 1.6E+01 3.2E-01 
100 1.5E+01 3.1E-01 
500 1.2E+01 2.7E-01 
1000 8.OE+00 2.3E-01 
1500 5.3E+00 1.8E-01 
2000 3.6E+00 1.5E-01 
2500 2.7E+00 1.3E-01 
3000 2.OE+00 1.1E-01 
3500 1.5E+00 9.9E-02 
4000 1.2E+00 8.8E-02 
4500 9.2E-01 7.7E-02 
5000 6.8E-01 6.6E-02 
5500 5.OE-01 5.7E-02 
6000 3.7E-01 4.9E-02 
6500 2.6E-01 4.1E-02 
7000 1.7E-01 3.3E-02 
7500 1.OE-01 2.6E-02 
8000 7.8E-02 2.2E-02 
8500 3.2E-02 1.4E-02 
9000 1.9E-02 1.1E-02 
9500 1.3E-02 9.1E-03 
10000 0.OE+00 0.OE+00 
Table 7.3: Table of the simulated electron recoil rates in the un-shielded DRIFT-
IA from gamma rays emitted from the rock. The rates in the second column 
are shown above the NIPs thresholds of the first column. The final column shows 
statistical errors on the recoil rates. 
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event rate presented in Chapter 5 is indeed originating within the DRIFT-IA 
vessel, providing further evidence that they are very probably due to radon. 
The theoretical background event rates established in this chapter highlight 
the suitability of the Boulby mine for dark matter searches, with low levels of 
uranium and thorium present in the rock. Low neutron interaction rates in the 
DRIFT-IA detector as a result of this, coupled with the insensitivity of the 
detector to gamma rays, leads to the prospect of efficient detection of recoil 
events above the background levels described here after the successful removal of 
radon progeny recoils from future data. 
Chapter 8 
Conclusions 
The most promising candidate for the dark matter in the Universe is the WIMP, 
and many groups throughout the world hope to directly detect the signature 
of these particles by operating very sensitive equipment capable of observing 
WIMP-nucleon scatters. However, an unambiguous identification can be made 
if the detectors are sensitive to the direction of the WIMPs, which would vary 
considerably over the course of a day. Since such a signal could not be mimicked 
by local radioactive sources, directionality provides compelling evidence for a 
galactic source. 
The only currently operational directional dark matter detector is DRIFT-TI, 
a negative ion time projection chamber designed to be capable of determining the 
3 dimensional track dimensions of a recoiling nucleus following a WIMP scatter. 
This thesis has described the work performed within the DRIFT collaboration to 
calibrate the detector, determine efficiencies for the detection of nuclear recoils 
through neutron source exposures, establish the gamma ray rejection capabilities 
of the detector, and estimate event rates due to the ambient background. 
Data taken during a number of neutron source exposures, over a period of 
months, has been analysed and compared to detailed Monte Carlo simulation, 
written to accurately model the detector and the underground JIF laboratory. 
Comparison of the experimental data to Monte Carlo simulation indicate the 
DRIFT-IIA detector is able to detect, and record to disk, around 94% of all 
nuclear recoils occurring within its 1 m 3 fiducial volume in the energy range 
relevant to dark matter searches. This result indicates a number of successful 
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achievements for the detector and the collaboration, including detector stability 
over time and over different exposure geometries, as well as efficient "Fe calibra-
tion. In addition, theory of the response of the detector has been well tested, 
including energy to NIPs conversion, and verification made of the size of the ac-
tive fiducial volume. The ability of the DAQ to accurately calculate live-times, 
and of thb simulation to reciprocate, is another major requirement for such cal-
culated neutron efficiency. Finally, the simulations relied on accurate knowledge 
of the activity of the neutron source, which was independently measured and had 
its strength confirmed. 
Analysis of neutron calibration data with the goal to suppress background 
to acceptable levels leads to an efficiency for the detection of nuclear recoils in 
DRIFT-IA of -.44%. However, Background data cannot be reduced to zero 
events for all energy bins due to the presence of an unexpected population of 
events, inconsistent with expected background rates, with strong evidence indi-
cating their origin as due to the presence of radon in the detector. The decay of 
radon progeny near the central cathode of the detector leads to a peak of nuclear 
recoils in the Background data energy spectrum. The presence of this peak in 
the energy range of interest for WIMP searches represents a major hurdle in set-
ting competitive WIMP-nucleon cross section limits, and, therefore, much effort 
is being directed towards the removal of these events. Further modules of the 
DRIFT-Il array shall incorporate measures to reduce radon levels considerably, 
and analysis methods for total removal of the remaining events are in develop-
ment. Similarly, the DRIFT-IIA detector will subsequently be implemented with 
these modifications. 
Simulation and data analysis of "Co source exposures has been used to cal-
culate the remarkable gamma ray rejection factors of the DRIFT-TI detectors, 
measured to a level better than 1x10 5 across all energy bins. The use of MWPC 
readout in the TPC modules allows for complete insensitivity to electron recoils 
during normal operation without the need for passive shielding or active Compton 
vetoes, as are required by many other dark matter searches. Yet, the technology 
allows for the detection of low energy electron recoils through trivial adjustment 
of hardware trigger threshold levels, leading to calibration via 55  Fe source expo-
sures, and the possibility of KK axion searches. 
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Finally, the expected recoil rates in the DRIFT-IA detector as a result of 
neutrons and gamma rays emitted from the surrounding rock were determined. 
Approximately 1 nuclear recoil event day' and no more than approximately 2 
electron recoils day' may be present in the un-shielded DRIFT-IA detector 
across all recorded energy ranges. The electron recoil rate represents an upper 
limit with at least an order of magnitude fewer events predicted after analysis is 
performed post radon' removal. Simulations also confirm that the rock neutron-
induced nuclear recoil event rate is reduced to no more than 1 event yr1 in 
shielded Background data. Such low background rates coupled with the high 
nuclear recoil detection efficiency of DRIFT-IA highlight the capability of the 
•detector to achieve good sensitivity levels, even without directional analysis. 
The second module of the DRIFT-TI array is already operational underground 
in the Boulby mine. Future work includes removal of radon progeny recoils from 
the data sets of both modules of the array, as well as development of direc-
tional data analysis and full track reconstruction. Having shown stability and 
met design specifications already, operation with lower thresholds for increased 
WIMP-nucleon sensitivity will also be implemented. The DRIFT-1113 detector 
already shows considerable improvement in this area. Furthermore, a number of 
member institutes of the DRIFT collaboration are involved in research and de-
velopment of alternative readout techniques for directional dark matter detectors 
(see Appendix), to improve resolution of the 3 dimensional recoil track properties 
and assess the potential for discriminating the start of the track from the end. 
In addition, the ability to fiducialise the event, i.e., determine in 3 dimensions 
where the event occurred in the detector volume, through analysis of diffusion, 
for example, is possible and would serve as an important tool for background 
event removal. Many of these areas are of considerable benefit to gaseous time 
projection chambers in general, and not, by any means, limited to the DRIFT 
detectors. 
The DRIFT-IT detector is already performing exceptionally, and further op-
eration, in conjunction with innovative hardware and software development, is 
continually leading to significant advances in the prospect of dark matter identi-
fication with directional signature. 
Appendix A 
Alternative Readout Techniques 
The spatial resolution in Ax of the DRIFT-IA detector is ultimately limited by 
the 2 mm spacing of the anode wires of the MWPC, a pitch defined by mechanical 
considerations due to electrostatic forces. To achieve higher spatial resolution of 
reconstructed recoil tracks, and allow TPC operation at higher pressures (increas-
ing target mass), tracks must be sampled at a finer pitch than is possible with 
MWPCs (>1 mm) [146]. For resolution as low as a few hundred microns, alterna-
tive readout techniques employing different forms of amplification are currently 
being developed by some of the member institutions of the DRIFT collaboration. 
In particular, recent research has focused on Gas Electron Multipliers (GEMs), 
and Micromesh Gaseous Structures (MICROMEGAS). 
In these systems ionisation along a recoil track in a typical TPC is drifted 
in a low field region towards either the GEM or MICROMEGAS amplification 
and readout region. GEMs consist of two thin layers of Cu, typically '-..5 Pm 
thick, coated on either side of an insulating Kapton film, of thickness 50 pm 
[169]. Using established photo-resist techniques, holes, approximately 80 jim in 
diameter, are etched through the sheet at a typical pitch of --140 gm. Applying 
a high voltage of 500 V across the Cu layers produces a region of strong electric 
field in the holes, in which avalanche multiplication with gains on the order of 
iO are possible. However, GEMs may be stacked one on top of the other for 
higher gains, without significant loss of resolution since the avalanche is confined 
to the small holes in each. The GEMs are typically held above a charge collection 
device with two dimensional microstrip [170] or micropixel [171] readout, with 
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Figure Al: Schematic of a stacked GEM amplification system with microstrip 
readout (left), and the electric field lines and equipotentials through a cross section 
of a GEM (right). 
strip or pixel pitch as low as e200 pm, allowing full three dimensional resolution 
of only a few hundred microns. However, integrated charge signals may be also 
be read directly from the bottom of a GEM. A typical configuration is depicted 
in Figure A. 1, showing two stacked GEMs above a Inicrostrip readout on the left, 
and the amplification region in a cross section of a GEM on the right. 
Whereas in GEMS the avalanche occurs in the holes etched into a Kapton 
sheet, in the MICROMEGAS configuration avalanche occurs in the region be-
tween a micromesh and a readout plane, with the two acting as a parallel-plate 
avalanche chamber [172]. The mesh consists of a 50-100 pm thick Kapton film 
coated with '-.'5 /Lm of Cu or Ni layer on one side. 30-40 pm holes at a pitch 
of -50 pm are etched into the mesh, and it is held 50-100 jim above an anode 
readout plane with Kapton spacers. This readout plane, as with GEMs, may be 
microstrip or pixelated. A high voltage to the mesh creates a large electric field in 
the mesh-anode gap and avalanche occurs with gains up to iO possible. Figure 
A.2 shows a typical MICROMEGAS configuration with microstrip readout (left), 
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Figure A.2: Schematic of a typical MICROMEGAS amplification system with 
microstrip readout (left), and the electric field configuration between mesh and 
readout plane (right). 
and electric field configuration highlighting amplification between the anode and 
mesh (right). 
In addition to high gain and spatial resolution, MICROMEGAS components 
may be constructed from low background materials (Kapton, Cu, Ni), using less 
material in general than GEMs, and, hence, are less likely to generate radiolog-
ical background. In addition, they are robust, cheap, and simple to make, as 
well as resistant to spark damage (unlike GEMS). Furthermore, they can be tiled 
together for large active areas. 
The author is involved in the design, manufacture and testing of 25 cm  active 
area charge readout boards, with one shown in Figure A.3, for use specifically 
in MICROMEGAS, although they may be transferred for use in GEMs as well. 
These charge readout devices are 25 pm thick two dimensional microstrip Kapton 
printed circuit boards (PCBs), with 820 100 pm Cu strips at 200 pm separation 
on one side, and a perpendicular plane of 820 150 pm Cu strips at 150 pm 
separation on the other. The difference in widths and separation of the strips 
for each plane of the board is so as to maintain equal exposed areas resulting 
in well-correlated charge sharing which is important for an efficient detection on 
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Mr 
Figure A.3: 25 cm  active area cross-strip MICROMEGAS charge readout board. 
The strip pitch is 300 ,um, and the board implements an in-built grouping scheme 
for accurate track reconstruction from all strip outputs. The outer most 10 strips 
on all 4 sides of the board are veto strips that are not included in the grouping. 
Electronics are connected via the tongues seen in the top right corner of the board. 
both coordinates. As with the DRIFT-TI MWPCs, the two perpendicular planes 
of the readout device yield information on two of the dimensions of a recoil track 
(parallel to the board), with the plane on the side of the mesh acting as an 
anode and collecting ionisation after avalanche, and the strips on the opposite 
side having signals induced on them. The third dimension of the recoil track 
(perpendicular to the board) is determined by the arrival times of the signals 
on the board. To fully take advantage of the high resolution capabilities of such 
a board, however, it is necessary to be able to detect signals produced on each 
of the strips. So as to reduce the need for individual pre-amplifiers, amplifiers, 
digitisers, etc, for each strip, the output channels are coded and grouped in a 
unique way enabling the signals from every strip to be recorded with a minimal 
amount of expensive electronics. 
For each plane of the board, the outer-most 10 strips are veto strips and are 
not included in the grouping. The remaining 800 are coded and grouped to be 
read out with 46 output channels. 32 of these are base channels', where each 
is physically connected to every 32nd strip using 'micro-vias'. The strips are 
designed to extend past their 25 cm length in one direction and output channel 
strips are laid on top of these, running perpendicular to them. Micro-vias are 
holes punched through the output channel strip, connecting it to whichever of 
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Figure A.4: Left: Image of the corner of the charge readout board, with output 
channels fed into 4  'tongues' for connection to a rigid interface board and pre-
amplifiers. Right: the same section during computer aided design, detailing the 
fine structure of the section of board. 
the 800 charge readout strips is necessary. Thus, the output channels all run 
across one end of a plane, in an 'extended region', and are fed into four 'tongues' 
(seen in the top right of the board in Figure A.3), specifically designed to connect 
to custom built interface boards for signal pre-amplification. The role of the 32 
base channels is to record the signals from any strips within a consecutive batch 
of 32, representing an '-1 cm length, which is ample for containing the entire 
length of a nuclear recoil track. The remaining 14 output channels are used 
to identify which batch of 32 on the board has been triggered, thereby pinning 
down the exact position of the signals in the two-dimensions of the board. These 
14 outputs are similarly connected to charge collecting strips using micro-vias 
on perpendicular output strips. The 14 are, in fact, divided themselves into two 
groups of 8 (comprising outputs A-H) and 6 (with outputs I-N), such that the 800 
wires are effectively divided into a group of 512, and another of 288. If the signal 
lands within the first 512 strips, then outputs of A-H will trigger, and the base 
32 channels record signals from individual strips within the batch. If the signal 
triggers any of the 513rd-800th strips, output channels I-N identify the location 
of the batch of triggered strips, and, again, the base channel record signals from 
the individual strips. Seven of the 14 output channels (A-N) are further divided 
by two, so that they share the load of via connections. This increases the total 
output channel number to 53. 
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The division of output channels into multiple groups as described above in-
creases the minimum number of output channels required. However, it was 
deemed necessary so as to be able to directly examine the effect on signals of 
micro-via coupling and the size of groupings. For example, 13 of the 53 out-
put channels connect to 96 strips each, 8 connect to 128 strips each, and the 
32 base output channels connect to 25 wires each. Using these boards it will 
be possible to establish optimum grouping schemes, and the ultimate number of 
output channels for future tiled boards reduced considerably. The signal on any 
one output channel is prevented from propagating to of other connected channels 
due to the presence of op-amps on all outputs which are arranged as inverting 
amplifiers. In such a configuration, the inverting input will behave as a virtual 
ground, and, hence, the summing junction must remain at the same potential as 
the non-inverting input. Consequently, a signal from an individual strip or output 
cannot change the potential at the summing junction and no voltage difference 
can appear across the resistors or decoupling capacitors of the other outputs. 
Including individual outputs for the 20 veto strips, there are a total of 73 output 
channels per plane. These are split into groups of 36 and 37 and both adjusted 
(widened and spaced) accordingly in the tongue section so as to fit into a gold 
plated flexible printed Circuit connector (JST 51FXW-RSM1-G-TB). Figure A.4 
shows a close-up image of the tongues section of the board, as well as a computer 
image of the same section, used in the design of the boards. The JST connector 
is mounted onto a rigid interface PCB and signals from it fed to a Type-D sub-
miniature connector (ITT Canon DDMC50SJA197) also present on the board. 
This latter mounting allows for standard ribbon cable assembly to feed the signals 
to pre-amplifier units either within or external to the vacuum vessel. 
Including the extended regions, the entire board is 32.5 cm 2 , and the design is 
such that the extended regions may be folded back behind a frame, exposing only 
the active area of the board to a micromesh above it. Holes have been made in 
the boards to coincide with pre-fabricated micromeshes produced, like the boards 
themselves, at CERN. Testing of the boards has begun at the Universities of 
Edinburgh and New Mexico, with work on GEMs also progressing successfully at 
the latter institute. Work with these boards will begin by examining the ability 
to observe and reconstruct track shape and dimensions, how well signal from 
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individual outputs is prevented from spreading to other outputs, the reduction 
of output channels, and the efficiency of homemade woven wire micromeshes, 
with less action at points than the manufactured mesh due to rounded edges. 
Future testing will also focus efforts on establishing the effect of changing the 
lateral diffusion of the charge cloud, by altering the drift field or drift distance, on 
reconstruction efficiency and spatial resolution, as well as comparing target gases, 
such as CS 2 with an Argon-Isobutane mixture that has no diffusion suppression. 
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