New analytical and simulation results describing the performance of an adaptive detection processor for narrowband signals are given. The simulation results compare the detection performance of the adaptive processor with an incoherently-averaged, magnitude-squared FFT processor for a class of non-stationary input noise. An analytical derivation of the noise-only probability density function of the adaptive processor's output prior to post-detection integration is presented.
INTRODUCTION
The ambient noise environment encountered in passive detection scenarios often exhibits nonstationary statistical behavior. Since the basic structure of conventional detection systems is founded on the assumption of stationary noise, the performance of these systems in a non-stationary environment can degrade significantly. This has motivated the investigation of numerous adaptive detection processor designs, e.g., mean 
A new value of m is selected for each integration interval. Over the infinite time interval, the process described by Eq. 1 is actually a stationary, non-Gaussian process. The false-alarm thresholds for both the conventional and adaptive systems must he determined over the large time period of the simulation, which approximates this latter process. However The preceding section demonstrated the performance improvement of the ALE-based adaptive processor over the conventional processor in non-stationary noise. In order to evaluate ALE-based processors of the type shown in Figure 1 with a stationary white noise input, it is of some interest to obtain the probability density function p(e) of the magnitude-squared Fourier coefficients in the adaptive processor. We shall now provide the highlights of this derivation.
For the typically long adaptive time constants used in practice, the time variations of the ALE weights are extremely slow. Thus the ALE output y(k) may be expressed as y(k) w x(k-I) (2) where the weights w1 are assumed to be lID, zeromean, Gaussian random variables (2) , and x(k) is a zero-mean white Gaussian sequence with variance CT . From (0<<j<c-1),
is a circular Gaussian random variable, conditioned on w, and its magnitude-squared eilw)
variable (7) with conditional probability density where p (u) is the probability density of P
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With considerable manipulation, it may be shown 2.
. that v is a quadratic form in the Gaussian vec- 
Because of the structure of Q, the quadratic form density is well approximated by a gamma density:
p2(u) 
