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We study the features of a radial Stokes flow due to a submerged jet directed toward a liquid-air
interface. The presence of surface-active impurities confers to the interface an in-plane elasticity that
resists the incident flow. Both analytical and numerical calculations show that a minute amount of
surfactants is enough to profoundly alter the morphology of the flow. The hydrodynamic response
of the interface is affected as well, shifting from slip to no-slip boundary condition as the surface
compressibility decreases. We argue that the competition between the divergent outward flow and
the elastic response of the interface may actually be used as a practical way to detect and quantify
a small amount of impurities.
I. INTRODUCTION
Contamination of the water-air interface is a long-
standing issue of interfacial science [1–3]. Because of
its high surface tension, an aqueous interface is suscepti-
ble to adsorption of surface-active impurities that are in-
evitably present in the environment. While traces of sur-
factants are generally difficult to detect by conventional
methods, interfacial stresses due to a minute amount of
surfactants have the capacity to strongly affect the hy-
drodynamic response of a liquid. It was for instance rec-
ognized that the retarded motion of a bubble rising in a
liquid is due to the presence of impurities [4, 5]. Like-
wise, it has long been known that a small amount of
surfactants has a stabilizing effect on convective insta-
bilities [6]. Surface contamination is also suspected to
affect the morphology of “coffee ring” patterns observed
in droplet evaporation experiments [7–9].
As the size of the system decreases, interfacial contri-
butions become increasingly relevant. Microfluidic ex-
periments revealed for instance that traces of surfactants
can severely limit the drag reduction of superhydropho-
bic surfaces [10]. Impurities at the water-air interface
have also been shown to affect its viscoelastic response
in AFM experiments [11, 12]. Other experiments suggest
that surface-active contaminants can promote the rup-
ture of µm-thick free-standing films [13]. At even smaller
scales, the stability of surface nanobubbles is attributed
to the presence of impurities [14, 15], whereas nanomo-
lar concentrations of charged contaminants are invoked
in order to explain anomalous surface tension variations
(Jones-Ray effect) in electrolyte solutions [16].
These selected examples illustrate the ubiquity of con-
taminants and the need to take them into consideration
when dealing with free surface flows. As a matter of fact,
the chemical nature of impurities and their concentra-
tions are likely to vary from experiment to experiment.
Indeed, water can be polluted during the preparation or
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during the experiment itself, and, given the various clean-
ing procedures, the nature of the contaminants is largely
unknown. Still, the water-air interface remains a pop-
ular experimental model system. There is therefore a
need to quantify the presence of surface-active agents at
extremely low concentration.
In the present work, we report on the features of the
flow due to a submerged jet directed toward the inter-
face of a viscous liquid. If the system is perfectly clean,
the interface is stress-free and the hydrodynamic bound-
ary condition corresponds to perfect slip. The situation
gets more involved when a dilute monolayer of surface-
active species is irreversibly adsorbed at the interface.
Indeed, the convective sweeping of the surfactants by the
radial flow forces them to accumulate at the boundaries
of the experimental cell. The ensuing tension gradient
then gives rise to restoring Marangoni forces which op-
pose the centrifugal flow. This mechanism thus provides
an elastic feature to the interface. Eventually, the sur-
face becomes so rigid that the inward and outward flows
cancel exactly, resulting in an effective no-slip boundary
condition at the interface.
From a mathematical viewpoint, the hydrodynamic
response of the interface can be expressed as a mixed
boundary value problem, which is known as the stagnant
cap model in the context of translating bubbles [4, 17].
This formulation eventually reduces the transport equa-
tions to a set of dual integral equations. The latter, which
are discussed in several textbooks [18, 19], are also com-
monly found in the fluid mechanics literature. Recent
applications include for instance the motion of a disk
through a rotating fluid [20], the Marangoni propulsion
of a thin disk at a liquid interface [21], or the self-phoretic
actuation of Janus particles [22]. Here, we construct an
exact solution by first using Hankel transforms in order
to eliminate radial derivatives. Provided that surface dif-
fusion can be neglected, the mixed boundary value prob-
lem then leads to a set of integral equations with Bessel
function kernels.
The remaining of the paper is organized as follows.
We first describe in Sec. II the theoretical model, which,
given some legitimate approximations, is analytically
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FIG. 1. Schematic representation of the system. A sub-
merged jet is directed toward an interface covered with in-
soluble surface-active impurities (represented as surfactants).
Impurities are then swept away toward the cell boundaries,
which induces a Marangoni counterflow. The system is in-
variant by rotation around the z-axis.
solved in Sec. III. Details regarding the calculations,
in particular concerning dual integral equations, are dis-
cussed in Appendix A. We then compare the analytical
predictions with the results of numerical simulations in
Sec. IV. The outcomes of this work are finally summa-
rized and discussed in Sec. V.
II. GENERAL CONSIDERATIONS
The situation under investigation is schematically
drawn in Fig. 1. A newtonian, incompressible liquid of
viscosity η and mass density ρ is enclosed in a cylindri-
cal cell of radius R. A submerged jet of the same liquid
is injected through a narrow tube of opening radius a,
whose extremity lies at distance H below the interface.
The axis of the tube is vertical and coincides with the
axis of the cylinder. The free interface is horizontal and
located at z = 0, the liquid phase extending in the region
z < 0. The system is rotationally invariant so that we
set r = (r, z), with r =
√
x2 + y2.
For the sake of simplicity, we neglect fluid inertia and
focus on the Stokes regime of the flow. The velocity
and pressure fields are then solution of the incompressible
Stokes equations
η∇2v =∇p , and ∇ · v = 0 . (1)
The discussion is also restricted to the regime of asymp-
totically small capillary number Ca = ηV0/γ  1, with
γ the surface tension and V0 a characteristic speed to be
specified below. This condition, which is readily satisfied
for velocities pertaining to the viscous regime, implies
that the free interface is not deformed by the jet. The
normal component of the velocity then vanishes at the
interface
vz
∣∣
z=0
= 0 . (2)
Our main goal is to elucidate the features of the flow
when surface-active molecules are irreversibly adsorbed
at the free interface. In response to liquid injection, the
molecules are swept toward the periphery of the cell,
where they accumulate and lower the surface tension.
The surface concentration Γ(r, t) of insoluble surfactants
then obeys the advection-diffusion equation
∂Γ
∂t
+
1
r
∂
∂r
(
rvr(r, 0)Γ
)
=
D
r
∂
∂r
(
r
∂Γ
∂r
)
, (3)
with D the diffusion coefficient along the interface. The
equilibrium concentration (i.e., in the absence of flow) is
denoted Γ0. In this equation, the relative contribution of
diffusion and advection is quantified by the Pe´clet num-
ber Pe = HV0/D. The diffusion coefficient ranges from
D ∼ 10−9 m2·s−1 for smaller surfactant molecules, up to
D ∼ 10−12 m2·s−1 for larger contaminants. The Pe´clet
number is thus expected to remain very high for length
or velocity scales up to the millimeter range, for which
Pe > 103. As a consequence, the transport of surfactant
molecules is primarily controlled by advection.
In general, the surface tension γ is a decreasing func-
tion of the local surfactant concentration. The interfa-
cial velocity and concentration fields are then coupled
through the Marangoni boundary condition
η
∂vr
∂z
∣∣∣∣
z=0
=
∂γ
∂r
. (4)
This relation states that an inhomogeneity of surface ten-
sion induces a shear stress at the interface, therefore lead-
ing to a flow in the aqueous phase [23]. To discuss inter-
facial stresses, it is convenient to introduce the surface
pressure Π(Γ) = γ0 − γ(Γ), with γ0 = γ(Γ = 0) the sur-
face tension of the clean interface. A key ingredient of
the analysis is then provided by the equation of state that
relates Π and Γ, or, equivalently, by the Gibbs elasticity
coefficient defined as E = Γ (∂Π/∂Γ) [24]. Here we adopt
the Langmuir adsorption model [25]
E =
ΓkBT
1− Γ/Γ∞ , (5)
with kB the Boltzmann constant, T the absolute tem-
perature, and Γ∞ the concentration at saturation. The
latter accounts for the finite area occupied by individ-
ual surfactant molecules. Typical values for the maxi-
mum packing concentration are of the order of Γ∞ ∼
106 molecules·µm−2 [25]. In the dilute limit Γ  Γ∞,
the Gibbs elasticity grows linearly with the concentra-
tion, E = ΓkBT . Nonlinear contributions then become
increasingly relevant, and the Gibbs elasticity eventually
diverges in the incompressible limit Γ→ Γ∞.
Accumulation of surfactants at the periphery of the do-
main results in the stiffening of the interface. The issue
3is then to quantify the competition between the applied
shear stress and the resisting surface elasticity. Since
emphasis is put on the dilute regime, the reference Gibbs
elasticity is set by the equilibrium value E0 = Γ0kBT .
Following [26], we define the dimensionless surface com-
pressibility as the ratio of viscous over surface tension
gradient forces
β =
ηV0
E0
. (6)
At low injection speeds, the surfactant layer is hardly
perturbed by the flow and the interface behaves as a
solid wall (β → 0). Conversely, the elastic contribu-
tion of surfactants is irrelevant at high speeds. The fully
compressible limit (β →∞) therefore coincides with the
no-stress boundary condition for a perfectly clean in-
terface. Note that the crossover value βc ∼ O(1) that
separates the two regimes can actually be reached for a
very low surface density. Indeed, for water at room tem-
perature and with V0 = 10
−3 m·s−1, the value βc = 1
therefore corresponds to a surface concentration as low
as Γ0 ≈ 250 molecules·µm−2. Interestingly, this esti-
mate is very similar to that (≈ 300 molecules·µm−2) in-
voked by Hu and Larson to account for the suppression
of Marangoni flows in evaporating droplets [27]. This
shows that a minute amount of surfactants is sufficient
to strongly affect the overall structure of the flow.
III. ANALYTICAL DESCRIPTION OF A
CONFINED LANDAU-SQUIRE JET
The general problem defined by Eqs. (1)–(5) is non-
linear and far too complex to be tractable analytically.
Some simplifications are then needed in order to be pre-
dictive. First, we focus the discussion on the station-
ary regime. Although time-dependent behaviors might
be relevant in pressure-relaxation experiments for in-
stance [10], they are not considered here. Second, we
make the hypothesis that the surface concentration is suf-
ficiently small so that the nonlinear contributions to the
Gibbs elasticity are irrelevant. The Marangoni boundary
condition (4) is then expressed as
∂zvr
∣∣
z=0
= − E0
ηΓ0
∂Γ
∂r
. (7)
Third, we concentrate on length scales that are much
larger than the injection radius a, but at the same time
much smaller than the cell size R. In the discussion
that follows, we therefore consider that the system is un-
bounded in the horizontal directions. The velocity and
concentration fields are then expected to relax to their
unperturbed values
lim
|r|→∞
v(r) = 0 , and lim
r→∞Γ(r) = Γ0 . (8)
It is also assumed that the depth of the container is in-
finitely large, so that H is the only relevant length scale
in the vertical direction.
A. Landau-Squire jet near a clean interface
We consider the flow emerging from a narrow tube in
a quiescent liquid. The tube is vertical and oriented up-
ward, with its extremity that lies at r0 = (0, 0,−H) (see
Fig. 1). Our analysis is based on an original solution pro-
posed by Landau [28] and Squire [29], which has proven
adequate to describe small-scale fluidic jets [30–32]. Let
us denote Vinj the average velocity across the section of
the jet. The mass and momentum fluxes are respectively
given by Q = ρpia2Vinj and P = ρpia
2V 2inj. If we now take
the limit a → 0 but keeping the momentum flux P to a
fixed value, the flow can then be regarded as originating
from a point source located at r0. Momentum transfer
at the opening of the narrow tube might therefore be ap-
proximated by a stokeslet of strength P (which has the
dimension of a force). The latter is a fundamental solu-
tion of the Stokes equations in a viscous fluid under the
action of the force density f(r) = Pδ(r − r0)ez. This
singularity produces the flow field v(r) = G(r−r0) ·Pez,
where the tensor G =
(
Ir2 − rr) /(8piηr3) is the free space
Green’s function (I being the identity tensor). A pecu-
liar feature of the Landau-Squire flow is that the mass
flux Q = (ρpia2P )1/2 → 0 actually vanishes in the limit
a → 0 at fixed P [30]. The flow is thus entirely deter-
mined by the transfer of momentum from the jet to the
surrounding liquid [28].
In the vicinity of the interface, however, the Landau-
Squire solution has to be modified in order to enforce the
boundary condition (2). Using the method of images, the
solution v(0) of the Stokes equations for a clean interface
(i.e., in the absence of surfactants) is readily obtained
as [33]
v(0)(r) = [G(r− r0)− G(r+ r0)] · Pez . (9)
The fictitious singularity located at r′0 = −r0 is the im-
age of the point force that ensures the boundary condi-
tion (2). The components of the velocity field are then
expressed in cylindrical coordinates as
v(0)r (r, z) =
V0
4
rH
[
(z +H)
r3+
− (z −H)
r3−
]
, (10a)
v(0)z (r, z) =
V0
4
H
[
1
r+
− 1
r−
+
(z +H)2
r3+
− (z −H)
2
r3−
]
,
(10b)
with r± =
√
r2 + (z ±H)2, and where we set V0 =
P/(2piηH).
The streamlines corresponding to the flow Eqs. (10)
are plotted in Fig. 2. The morphology of the flow is
that of an open torus. Indeed, since the liquid domain
is unbounded, the streamlines are expected to close at
infinity. The velocity scale V0 defined above is related
to the maximum velocity of the flow along the interface:
vr,max(r, 0) ∝ V0. At this point, it is important to note
that V0 actually differs from the injection velocity Vinj.
As a matter of fact, the limit of low Reynolds number im-
plies a proportionality relation between V0 and Vinj. This
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FIG. 2. Streamlines of the Landau-Squire jet perpendicular
to a clean interface [see Eq. (10)]. The point source is marked
by a purple dot.
issue will be discussed in connection with the simulations
in Sec. IV.
B. Surfactant-laden interface
We now consider an interface covered with insoluble,
surface-active molecules. Starting from an initial homo-
geneous distribution, surfactant molecules are first ad-
vected by the flow. The resulting concentration gradient
then exerts a shear stress on the fluid, which in turn mod-
ifies the hydrodynamics. We discuss here the stationary
limit of this process, in the regime Pe 1. The diffusion
term is therefore disregarded in the transport Eq. (3),
which can then be integrated once to give
vr(r, 0)Γ(r) = 0 . (11)
This condition is reminiscent of the stagnant cap condi-
tion first proposed by Levich in the context of the buoy-
ant motion of a bubble rising in a liquid [4, 17].
The mathematical model defined by Eqs. (1) and (11),
together with the boundary conditions (2), (7) and (8),
describes the rearrangement of surfactants in response
to the incident jet flow v(0). To solve the hydrodynamic
problem, we decompose the total velocity field as v(r) =
v(0)(r)+v(1)(r), where v(1) is sought as a regular solution
of the Stokes equations. This is conveniently achieved in
2D Fourier representation. The problem being radially
symmetric, we introduce the Hankel transforms of order
ν [34]
f˜(q, z) = Hν
[
f(r, z)
]
=
∫ ∞
0
rJν(qr)f(r, z)dr , (12a)
f(r, z) = H−1ν
[
f˜(q, z)
]
=
∫ ∞
0
qJν(qr)f˜(q, z)dq . (12b)
Define v˜
(1)
z (q, z) = H0
[
v
(1)
z
]
and v˜
(1)
r (q, z) = H1
[
v
(1)
r
]
, it
can be shown that the flow equations (1) in the liquid
phase (z < 0) assume the following form [20, 35]
∂4v˜
(1)
z
∂z4
− 2q2 ∂
2v˜
(1)
z
∂z2
+ q4v˜(1)z = 0 , (13a)
qv˜(1)r +
∂v˜
(1)
z
∂z
= 0 . (13b)
The solution that satisfies both the boundary condition
v˜
(1)
z (q, 0) = 0 while vanishing far away from the interface,
limz→−∞ v˜
(1)
z (q, z) = 0, then reads
v˜(1)z (q, z) = A(q)ze
qz , (14a)
v˜(1)r (q, z) = −q−1A(q)(1 + qz)eqz , (14b)
where the integration constant A(q) remains yet to be
determined.
Eq. (14) is the general solution of the Stokes problem.
To specify the Marangoni counterflow, we now express
the excess density δΓ
.
= Γ−Γ0 thanks to the stress conti-
nuity condition. Taking the Hankel transform of Eq. (4)
together with the definition δΓ˜(q) = H0 [δΓ], one finally
arrives at
δΓ˜(q) = −2ηΓ0
E0
q−1A(q) . (15)
With this relation, we have established the general so-
lution of the coupled transport problem. However, we
still need to account for the closure relation Eq. (11) in
order to determine A(q). We shall see in the following
sections that this nonlinear problem admits two analyt-
ical solutions, depending on the surface compressibility
regime.
1. Low-compressibility regime
Eq. (11) states that the product vr(r, 0)Γ(r) vanishes
all along the interface. Let us first assume that the sur-
face compressibility β is sufficiently small so that the con-
centration remains finite everywhere. Doing so, Eq. (11)
finally comes down to
vr(r, 0) = 0 . (16)
At low β, the interface appears so rigid that it remains
perfectly still, even though the liquid is not quiescent in
the bulk. This absence of motion results from the ex-
act cancellation of the base flow v(0) and the Marangoni
counterflow v(1) at z = 0. But since v(0) is given by
Eq. (10), it is therefore straightforward to get
A(q) =
V0H
2
2
qe−qH . (17)
Taking the inverse Hankel transform then leads to the
velocity components of the counterflow
v(1)r (r, z) = −
V0
2
H2
[
r2 + (H + 2z)(H − z)] r
r5−
, (18a)
v(1)z (r, z) =
V0
2
H2
[
2(H − z)2 − r2] z
r5−
. (18b)
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FIG. 3. Streamlines of the total velocity field v = v(0)+v(1) in
the low-compressibility regime 0 < β < 1. The point source is
marked by a purple dot. The orange dots indicate the position
of the centerline of the vortex ring.
The streamlines corresponding to the total velocity field
v = v(0) + v(1) are plotted in Fig. 3. The morphology of
the flow is again toroidal, but the striking feature when
comparing to Fig. 2 is that the streamlines now close at
some finite distance from the injection point. The pres-
ence of insoluble surfactants thus strongly modifies the
3D structure of the flow. The position (Rtorus, Ztorus) of
the centerline of the vortex is determined numerically:
we find Rtorus ≈ 1.056H and Ztorus ≈ 1.248H. Interest-
ingly, it can be noticed that the morphology of the flow
does not depend on the velocity scale V0.
The concentration field is then deduced from Eq. (15).
After inversion of the Hankel transform, we obtain the
expression
Γ(r) = Γ0
[
1− β H
3
(r2 +H2)3/2
]
. (19)
This distribution is plotted in Fig. 4 for different values of
the compressibility. As β increases, the concentration at
the origin decreases as Γ(0) = Γ0(1 − β). But obviously
this solution ceases to be valid when β = 1. The low-
compressibility regime is therefore restricted to the range
0 < β < 1.
2. High-compressibility regime
The situation gets more involved when β > 1. Coming
back to Eq. (11), we now state that either the velocity
or the concentration vanishes at some place or another
along the interface. From the physics viewpoint, we are
led to assume the existence of a critical radius rc that
separates two regions such that
Γ(r) = 0 , 0 ≤ r < rc , (20a)
vr(r, 0) = 0 , r > rc . (20b)
The first relation expresses that surfactant molecules are
entirely depleted from the inner region r < rc. In the
outer region r > rc, the counterflow exactly cancels the
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FIG. 4. Evolution of the surfactant concentration Γ(r) with
the compressibility β = ηV0/E0. The curves correspond
to Eq. (19) for 0 ≤ β ≤ 1; for β > 1, the concentration
is obtained by numerical inversion of its Hankel transform
[Eqs. (15) and (22)]. Note the cross-over between the low-
and high-compressibility regimes that occurs when β = 1.
base flow so that the total velocity vanishes at the inter-
face, as discussed in the previous section.
The mixed boundary value problem defined by
Eqs. (20a) and (20b) can be then recast in terms of
integral equations. Indeed, taking the inverse Hankel
transform of Eqs. (14b) and (15) and using the identity
∂r [rJ1(qr)] = qrJ0(qr), one arrives at the equivalent set
of dual integral equations∫ ∞
0
A(q)J0(qr)dq =
E0
2η
, 0 ≤ r < rc , (21a)∫ ∞
0
qA(q)J0(qr)dq =
1
r
[rf(r)]
′
, r > rc , (21b)
with f(r) = V0H
2r/[2(r2 +H2)3/2]. The general idea to
solve dual integral equations is to build up a solution in
such a way that part of the problem is automatically sat-
isfied [18, 19]. The ensuing derivation being quite tech-
nical but not essential for the argumentation, we refer
the interested reader to Appendix A for a detailed ac-
count of the calculations. We then find after some alge-
bra that A(q) is given by
A(q) =
V0H
2
2
qe−qH − 2V0
piq
∫ rc/H
0
xF (x, qH)
(1 + x2)2
dx , (22)
with F (x, y) = sin(xy) − xy cos(xy). The first term on
the right-hand-side has already been derived in the low-
compressibility regime, see Eq. (17). The second contri-
bution exists only for rc > 0. In the limit rc → ∞, the
integral can be calculated and is found to cancel exactly
the first term: when the size of the depletion zone is in-
finitely large, the concentration is zero everywhere and
one recovers the clean interface limit.
At this point, we still have to figure out the (yet un-
known) radius of the depletion zone. Since the surfac-
tants are insoluble, conservation of the total number of
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FIG. 5. Interfacial velocity field vr(r, 0) in the high-
compressibility regime β > 1. The limit β → ∞ corresponds
to the clean interface limit.
molecules leads to the relation∫ R
0
2pirΓ(r)dr = piR2Γ0 , (23)
with R the size of the system [36]. In the limit rc, H 
R, the integrals can be evaluated exactly and we finally
arrive at
rc = H
√
β − 1 . (24)
This relation shows that the sweeping mechanism of sur-
factants does not involve any new length scale. No-
tice also that this solution exists only in the high-
compressibility regime β > 1, as expected from the pre-
vious discussion.
Having established the expressions of A(q) and rc,
we can now compute the velocity and the concentration
fields by inverting numerically the Hankel transforms in
Eqs. (14) and (15), respectively. Still, it can be shown an-
alytically that Γ(r) ∼ √r − rc when r → r+c : the asymp-
totic behavior of Γ(r) is thus singular in the vicinity of rc.
The distribution of surfactants is represented in Fig. 4;
we also plot the interfacial velocity in Fig. 5.
IV. NUMERICAL SIMULATIONS
A. Simulation method
In the previous section, we have managed to establish
analytically the hydrodynamic response of a surfactant-
laden interface to a stokeslet. Still, the finite sizes of both
the container and the injection tube have been neglected
so far. Diffusion was not considered either, even though
it may become relevant at the border of the depleted re-
gion, where the concentration varies rapidly. These effect
are now accounted for through numerical simulations us-
ing a commercial finite element computational software
(COMSOL Multiphysicsr [37]). In the simulations, the
liquid is injected into a cylindrical cell through a cylindri-
cal pipette. The inlet flow field is normal to the pipette
cross-section and has a uniform velocity Vinj. An out-
flow (purge) pressure condition is set up at the peripheral
bottom ridge of the container. All solid walls, including
that of the pipette, feature a no-slip boundary condition.
Technical details regarding the simulations are given in
Appendix B.
The governing equations are first made dimension-
less by choosing the pipette radius a and the injection
speed Vinj as the length and velocity scales, respectively.
Two different container sizes are considered: a “small”
cell of radius R = 72a and a “large” one with R = 144a.
We keep the same height L = 120a. In accordance
with the theoretical Sec. II, the simulations probe the
regime of high Pe´clet number Penum = aVinj/D. Here-
after, the value of the Pe´clet number is arbitrarily set to
Penum = 3.57× 103.
In the simulations, the concentration of insoluble
surface-active molecules dispersed on the water-air in-
terface is controlled by the fraction x = Γ0/Γ∞ of
area covered with surfactants. This parameter is var-
ied from x ∼ 10−4, which is extremely dilute (about 230
molecules·µm−2), up to x ∼ 10−1, which corresponds to
a moderate coverage. Higher surface coverages are not
considered here since we focus on the regimes where only
traces of surfactants are present. The dimensionless com-
pressibility is then defined as βnum = ηVinj/(Γ0kBT ). We
also introduce the quantity β∞num = ηVinj/(Γ∞kBT ), so
that we have the relation x = β∞num/βnum. In this work,
the value of β∞num is arbitrarily set to β
∞
num = 1.06×10−3.
Note however that the Gibbs elasticity coefficient is not
constant in the simulations, but is given by the full non-
linear expression (5).
B. Surfactant-free situation
We first carry out the simulations in the idealized case
of a pure interface devoid of any kind of surface-active
species. Fig. 6(a) shows the flow streamlines in the small
cell for a gap H = 8a. The structure of the flow is
toroidal, as expected. But unlike the results obtained
in Sec. III A, the streamlines are now closed due to the
finite size of the system. The evolution of the radial po-
sition of the centerline, Rtorus, as a function of the gap H
is shown in Fig. 6(b) for the two different cell sizes. For
0 < H . 12a, Rtorus first increases linearly withH, which
is actually the relevant length scale at intermediate gap
a  H  R. As the gap increases further, the posi-
tion of the centerline tends to saturate to a value that is
controlled by the size of the system.
The surfactant-free situation may also serve as a refer-
ence state in order to relate the parameters of the simu-
lations — namely, the size a of the injection nozzle and
the injection velocity Vinj — to those of the analytical
theory. As a matter of fact, only V0 matters in the latter
case. At low Reynolds number, both velocity scales V0
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and Vinj must be proportional to each other. We thus de-
fine the proportionality factor h = V0/(2Vinj), which is a
function of the gap H/a. As explained in App. C, we can
extract h(H/a) from the slope of the interfacial velocity
field vr(r, 0) in the vicinity of the origin. Our numerical
results are consistent with a power-law behavior
h (x) = Kx−α , (25)
with K and α two fitting parameters whose numerical
values are: α ≈ 1.38 and K ≈ 1.60. We find in particular
that V0 → 0 as H →∞ at fixed Vinj, as expected.
C. Surfactant-laden interface
In the presence of surfactants, the global structure of
the flow may at first sight seem similar to the surfactant-
free situation. This is illustrated by the streamlines plot-
ted on Fig. 7(a) for x = 0.152 and H = 8a. Still, it can
be noticed that the radial extension of the torus is defi-
nitely smaller when surfactants are present. In addition,
a secondary centripetal roll appears below the free sur-
face at the periphery of the cell. This feature is also a
signature of the presence of surfactants.
The simulations actually confirm that the toroidal
structure is very sensitive to the presence of a minute
amount of surfactants. For instance, for H = 8a, the ra-
dius of the torus exhibits a dramatic drop by almost 60%
between the clean interface situation (Rtorus ≈ 9.84a for
x = 0) and the smallest coverage value investigated in
this work (Rtorus ≈ 6.04a for x = 8.95 × 10−5). This
trend is confirmed in Fig. 7(b), which shows that the ra-
dial extension and the vertical position of the centerline
decrease very rapidly in the high-compressibility regime
(x < x∗) of the surfactant monolayer. But as soon as
the low-compressibility regime is reached (x > x∗), both
Rtorus and Ztorus remain constant over almost 3 decades
in surface concentration. We can assess from the simu-
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lations that x∗ ≈ 3.10−4, which corresponds to an initial
surface concentration Γ∗0 ≈ 700 molecules·µm−2.
Fig. 8 then shows that the surfactant molecules, ini-
tially uniformly distributed, are swept away by the ra-
dial flow and forced to accumulate at some distance from
the fluid injection area. The simulations reproduce very
well the theoretical trends — compare with Fig. 4. De-
creasing the surface coverage x amplifies the sweeping
mechanism, and below a threshold value x∗ ≈ 3.10−4, a
depleted surfactant zone eventually occurs in the concen-
tration profile. It is interesting to note that the cross-over
value x∗, as determined from the properties of the bulk
flow (Fig. 7(b)), perfectly correlates with that obtained
from the features of the surface concentration (Fig. 8(a)).
The corresponding interfacial velocities are graphed
in Fig. 9. In the high-compressibility regime x < x∗
[Fig. 9(a)], one recovers the typical interfacial velocity
profiles that vanish in the outer region, as predicted by
the theory. But as soon as the low-compressibility regime
is entered [Fig. 9(b)], the amplitude of vr(r, 0) drops dra-
matically, even if the surfactant concentration is still very
dilute. For instance, just above x∗ (for x = 3.58× 10−4),
9the maximum velocity is already 2 orders of magnitude
lower than that obtained with a clean interface. Further
increasing the surface density makes the drop even more
pronounced. The surfactant monolayer behaves essen-
tially as a solid surface at the higher surface coverage
probed in the simulations x = 0.152 .
V. CONCLUSION
To summarize, we have characterized the Stokesian hy-
drodynamic response of an interface to a radial flow in
the presence of surface-active material. Emphasis was
put on the dilute regime of surfactants. This study is
thus complementary to the wealth of experimental and
theoretical works that have been performed recently at
high concentration in a similar geometry [38–41]. Here,
we have shown that the presence of a minute amount of
insoluble surfactants possesses a clear hydrodynamic sig-
nature. If the applied shear stress is lower than a critical
value, the interface is motionless and behaves like a solid
wall. Above the critical shear stress, the interface be-
comes partly mobile and the distribution of surfactants
is singular at the border of the stagnant region.
These predictions are confirmed by numerical simu-
lations. In particular, the transition between a low-
compressibility and a high-compressibility regime clearly
appears in Fig. 7(b). The cross-over occurs for the spe-
cific value βc = 1 of the dimensionless compressibility.
A quantitative comparison between theory and simula-
tions can then be completed thanks to the proportion-
ality relation between V0 and Vinj. Given the scaling
form assumed by the proportionality factor Eq. (25), it
is straightforward to get an estimate for the surface cov-
erage x∗ ≈ 2.10−4. This value is in very good agreement
with the simulation value x∗ ≈ 3.10−4, all the more as
there is an O (10−4) uncertainty in the determination of
x∗ (see Fig. 7(b)).
Still, a puzzling issue lies in the difference between
the predicted position of the vortex centerline and the
simulation results in the low-compressibility regime. Al-
though we find that both ratios are indeed independent of
the surface coverage, the actual values differ between the
theory (Rtorus ≈ 1.056H and Ztorus ≈ 1.248H) and the
simulations (Rtorus ≈ 0.692H and Ztorus ≈ 0.905H) —
see Fig. 7(b). This discrepancy is not related to the finite
size of the container since we obtain the same limiting
values for the small and the large cell. It might actually
arise from the fact that the liquid is injected through a
“real” tube in the simulations, whereas it is induced by a
stokestlet in the theory. Clearly, both situations are not
completely equivalent from a mathematical viewpoint,
which could explain the discrepancy. Still, we emphasize
that the invariant toroidal structure of the flow, which
develops in the low-compressibility regime with its cen-
terline at a prescribed position, is a signature of the rigid
boundary condition vr(r, 0) = 0.
From an experimental viewpoint, the quantification of
a small amount of surfactant dispersed at the water-air
interface is an open issue [3]. This requires to refine the
theoretical models in order to provide reliable predictions
regarding observable quantities. The results presented in
this work is one attempt in this direction: we argue that
the competition between the divergent outward flow and
the solutal inward response may actually be used as a
practical way to evidence the presence of impurities. In
particular, the morphological features of the flow (i.e.,
the size and position of the torus) seem to be suitable
candidates for a quantitative characterization of interfa-
cial contamination.
Finally, let us mention that, although the presence of
surfactants generally has a stabilizing effect [6], the sit-
uation is not always so clear. It was indeed suggested in
a similar context that surface-active contaminants may
actually induce the destabilization of the radial flow and
lead to multipolar patterns [42]. The stability of the flow
with respect to azimuthal perturbations would therefore
deserve further investigation. Despite its apparent sim-
plicity, the system under investigation might still reveal
a variety of unexpected features.
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Appendix A: Solution of the mixed boundary value
problem
In this appendix, we detail the general method leading
to the solution of Eqs. (21a) and (21b). Let us consider
the mixed boundary value problem defined by∫ ∞
0
A(q)J0(qr)dq = f1(r) , 0 ≤ r < rc , (A1a)∫ ∞
0
qA(q)J0(qr)dq = f2(r) , r > rc . (A1b)
with {f1(r), f2(r)} a set of arbitrary functions. Given the
linearity of the equations, we can assume the following
decomposition
A(q) = A1(q) +A2(q) (A2)
where A1(q) and A2(q) satisfy Eq. (A1) for the sets
{f1(r), 0} and {0, f2(r)}, respectively. To proceed, we
follow the general ideas that consists in building up a
solution in such a way that part of the problem is sat-
isfied by construction — see for instance [18, 19]. The
derivation involves the following integrals∫ ∞
0
J0(qr) cos(qt)dq =
{
0 for 0 ≤ r < t ,
(r2 − t2)−1/2 for r > t ,
(A3)
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as well as∫ ∞
0
J0(qr) sin(qt)dq =
{
(t2 − r2)−1/2 for 0 ≤ r < t ,
0 for r > t .
(A4)
1. Solution for the set {f1(r), 0}
Let us first define an auxiliary function Φ1(t) such that
A1(q)
.
=
∫ rc
0
Φ1(t) cos(qt)dt , (A5)
together with the condition Φ1(0) = 0. Integrating by
parts gives
A1(q) = q
−1
(
Φ1(rc) sin(qrc)−
∫ rc
0
Φ′1(t) sin(qt)dt
)
,
so that, thanks to (A4), the condition (A1b) is automat-
ically satisfied. To determine Φ1(t), the definition (A5)
is then inserted in Eq. (A1a). We thus get for 0 ≤ r < rc
f1(r) =
∫ rc
0
dtΦ1(t)
∫ ∞
0
J0(qr) cos(qt)dq
=
∫ r
0
Φ1(t)√
r2 − t2 dt .
The resulting Abel-type equation is readily inverted and
one obtains for 0 ≤ t < rc
Φ1(t) =
2
pi
d
dt
∫ t
0
rf1(r)√
t2 − r2 dr . (A6)
2. Solution for the set {0, f2(r)}
We follow the same scheme for A2(q). Setting
A2(q)
.
=
∫ ∞
rc
Φ2(t) cos(qt)dt , (A7)
with limt→∞ Φ2(t) = 0, then condition (A1a) is directly
satisfied. Inserting (A7) in Eq. (A1b) and integrating by
part, we get for r > rc
f2(r) = −Φ2(rc)
∫ ∞
0
dq J0(qr) sin(qrc)
−
∫ ∞
rc
dtΦ′2(t)
∫ ∞
0
dq J0(qr) sin(qt) .
Then using (A4), we obtain the integral equation
f2(r) = −
∫ ∞
r
Φ′2(t)√
t2 − r2 dt ,
so that we finally get for all t ≥ rc
Φ2(t) =
2
pi
∫ ∞
t
rf2(r)√
r2 − t2 dr . (A8)
3. General solution
The conclusion is now straightforward: once the func-
tions f1 and f2 are specified, both auxiliary functions Φ1
and Φ2 can be evaluated according to (A6) and (A8).
Finally, the total amplitude A(q) = A1(q) +A2(q) is ob-
tained by integrating (A5) and (A7).
Appendix B: Numerical simulations
The simulations are performed in two-dimensional ax-
isymmetrical geometry. We first write the transport
equations in non-dimensional form. Define a, Vinj,
ηVinj/a, and Γ0 respectively as length, velocity, pressure,
and concentration scales, one arrives at
∇2v =∇p , ∇ · v = 0 , (B1)
Penum∇ · (vΓ) = ∇2Γ , (B2)
where the Pe´clet number is defined as Penum = aVinj/D.
The velocity and concentration fields are coupled through
the Marangoni boundary condition. In dimensionless
form, the latter becomes
β∞num∂zvr
∣∣
z=0
= − x
1− xΓ∂rΓ , (B3)
with x = Γ0/Γ∞, and β∞num = ηVinj/(Γ∞kBT ). In this
work, we arbitrarily set Penum = 3.57× 103 and β∞num =
1.06× 10−3.
The total typical number of elements for the small
(resp. large) cell was around 25000 (resp. 45000). We
check that increasing the number of elements had in-
significant quantitative consequences for the computed
quantities of interest. We use the Laminar Flow mod-
ule combined with the Coefficient Form Boundary PDE
module of COMSOL to solve for the fluid flow transport
equations in the bulk [Eq. (B1)] and the transport of in-
soluble surfactants at the free surface [Eq. (B2)] together
with the associated boundary conditions [in particular
Eq. (B3)]. Since the geometry is 2D axisymmetric, care
is taken to compensate for the missing terms between the
covariant differentiation of the divergence and laplacian
operators in Eq. (B2) and the regular partial differentia-
tion that the COMSOL PDE module considers by default
(see e.g. https://www.comsol.com/blogs/guidelines-for-
equation-based-modeling-in-axisymmetric-components/).
We discretize the fluid flow with quadratic elements
for the velocity field and linear elements for the pres-
sure field; quadratic elements are employed to discretize
the interfacial concentration field. We use either the
MUMPS or PARDISO solver to obtain the steady-state
of the system, which is typically reached after ∼ 10 mn
(physical time).
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Appendix C: Relation between V0 and Vinj
When comparing the numerical data with the analyt-
ical predictions, we are facing the difficulty that the ve-
locity scales are not defined in the same manner. The
flow is due to a point source of momentum in the theory,
whereas the jet velocity is prescribed in the simulations.
It is therefore legitimate to wonder what is the relation
between the quantity V0 introduced in Eq. (10) and the
injection speed Vinj. To answer this question, we con-
sider the interfacial flow in the case of a pure interface
(Γ0 = 0). Since this study is restricted to the Stokes
regime (Re = 0), one expects a universal relation of the
form
vr(r, 0) = Vinj × f (r/H, a/H) , (C1)
with a the radius of the injection nozzle. One the other
hand, the theory Eq. (10) predicts
vr(r, 0) =
V0
2
r/H[
(r/H)
2
+ 1
]3/2 . (C2)
One thus expects f to scale as f (r/H, a/H) ∼ r/H
when r → 0 (remember that a = 0 in the analytical
description). We then define a new function g such that
f(x, y) = xg(x, y). Comparing Eqs. (C1) and (C2), one
gets
V0
2Vinj
= g(0, a/H)
.
= h(H/a) . (C3)
The issue is then to characterize the universal function h
from the numerical data. To this aim, we investigate two
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cell sizes (R = 72a and R = 144a) and three values for
the gap (H = 4a, 8a and 16a). The behavior of h(H/a)
is figured out by extracting the limit of Hvr(r, 0)/(rVinj)
when r → 0 (i.e., we evaluate the slope of the velocity
profile at the origin). It can be checked that this limit is
independent of the cell size (see Fig 10), and we obtain:
h(4) ≈ 0.237, h(8) ≈ 0.091, and h(16) ≈ 0.035. Interest-
ingly, the ratio of consecutive values is (almost) constant:
h(4)/h(8) ≈ h(8)/h(16) ≈ 2.60. This leads us to suggest
the following power law
h(x) = Kx−α , (C4)
with K and α two fitting parameters whose numerical
values are: α ≈ 1.38 and K ≈ 1.60.
This discussion advocates that, even though V0 and
Vinj must be proportional to each other (as it should be at
low Reynolds number), their ratio actually depends non-
trivially on the gap H. As shown in Fig. 10, the fitting
procedure described above works extremely well in the
vicinity of the origin. At larger distances, however, the
agreement with the expression (C2) is not as accurate,
presumably due to finite-size effects (either because the
cell size is not infinite, or because Eq. (C2) refers to the
limit a→ 0 in the function f(r/H, a/H)).
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