Abstract. We provide a direct proof of Cramér's theorem for geodesic random walks in a complete Riemannian manifold (M, g). We show how to exploit the vector space structure of the tangent spaces to study large deviation properties of geodesic random walks in M . Furthermore, we reveal the geometric obstructions one runs into and show that on exponential scale the error terms induced by curvature are negligible. As part of the proof, we also obtain concentration inequalities for geodesic random walks. Finally, we show that the empirical mean of the increments in the tangent space at the initial point is exponentially equivalent to the random walk pulled back via the Riemannian exponential map.
When rescaled by a factor 1 n , one can study large deviations for the so obtained sequence { 1 n S n } n≥1 . When the increments are independent and identically distributed, Cramér's theorem ( [3, 4] ) states that the sequence { 1 n S n } n≥1 satisfies the large deviations principle. Intuitively, this means that there is some rate function I such that
More specifically, the rate function is given as the Legendre transform of the log moment generating function of the increments, i.e.,
where Λ(λ) = log E(e λ,X1 ). One may weaken the independence assumption to obtain for example the Gärtner-Ellis theorem. Also, Cramér's theorem can be generalized to the setting of topological vector spaces or Banach spaces. Furthermore, Cramér's theorem provides a basis for path space large deviations, such as Mogulskii's theorem (random walks) and Schilder's theorem (Brownian motion), see e.g. [3, 14, 5] Recently, it was shown in [10] that the analogue of Cramér's theorem (as well as Mogulskii's theorem and Schilder's theorem) also holds in the Riemannian setting.
In [10] , Cramér's theorem for geodesic random walks is obtained by first proving the Riemannian analogue of Moguslkii's theorem, the path space analogue of Cramér's theorem. As evaluation in the end point of trajectories is continuous, Cramér's theorem then follows by an application of the contraction principle. To obtain Mogulskii's theorem, the Feng-Kurtz formalism ( [6] ) is utilized. This is however the reverse order in which the theorems are obtained naturally in the Euclidean case, where one can use Cramér's theorem to prove Mogulskii's theorem by first looking at finite dimensional distributions on the path space. Furthermore, the Feng-Kurtz approach is only suitable for Markov processes and hence does not extend to the case where the increments are allowed to be dependent. This causes an obstruction in finding a Riemannian analogue of the Gärtner-Ellis theorem for example. These observations raise the question whether it is possible to avoid the use of the Feng-Kurtz formalism and path space large deviations to obtain Cramér's theorem for geodesic random walks. It turns out that it is possible to only study the underlying geometry in order to prove Cramér's theorem. This gives us new insight in what geometrical aspects allow us to still obtain the large deviation principle for rescaled geodesic random walks, even though the geodesic random walk is in general no longer a simple function of the increments. Furthermore, this approach does not rely on the fact that the random walk is a Markov process, and thus seems suitable to be extended to random walks with dependent increments for example. This will be further investigated in future work.
The main difficulty in the Riemannian setting, is that we lack a vector space structure to define a random walk as sum of increments. The appropriate analogue is a geodesic random walk as introduced by Jørgensen in [8] . To define a geodesic random walk, we need to find a replacement for the additive structure, as well as a generalization of the increments. It turns out that as increments one uses tangent vectors, while the additive structure is replaced by an application of the Riemannian exponential map.
To be more precise, we introduce a family of probability measures {µ x } x∈M such that for each x ∈ M , µ x is a measure on T x M . These measures {µ x } x∈M provide the space-dependent distribution of the increments. Now we start a random walk at some initial point Z 0 = x 0 ∈ M . Then recursively, we define k = 0, . . . , n − 1 the random variable
where X k+1 is distributed according to µ Z k . Hence, the random variable Z n takes values in M and is the natural analogue of the empirical mean of the increments X 1 , . . . , X n . In Euclidean space, this definition reduces to the usual one, as the Riemannian exponential map is simply vector addition, i.e.,
To obtain an analogue of Cramér's theorem, we also need to generalize the notion of a random walk with identically distributed increments, as the increments are no longer in the same space. To compare two distributions µ x and µ y we need to identify the tangent spaces T x M and T y M . We do this by taking a curve γ connecting x and y and using parallel transport along γ. As different curves lead to different identifications, we say that the distributions µ x and µ y are identical if for all curves γ from x to y we have
where τ denotes parallel transport. Equivalently, one can characterize this property by assuming that the log moment generating functions are invariant under parallel transport, i.e., Λ x (λ) = Λ y (τ xy;γ ),
where Λ x (λ) = log TxM e λ,v µ x (dv).
In Euclidean space, the end point of the random walk is a simple function of the increments. In the Riemannian setting, curvature ensures that this is in general no longer the case. For example, the endpoint in general depends on the order of the increments. Nonetheless, it is possible to utilize the vector space structure of the tangent spaces. By controlling the error induced by the curvature, the large deviations for the geodesic random walk Z n can be obtained from the large deviations for 1 n n i=1X i , the empirical mean of the appropriately pulled back increments in T x0 M . To support this claim, we can also define an alternative random walk in M . For this, we take a sequence of independent random variables Y 1 , Y 2 , . . . in T x0 M distributed according to µ x0 and consider the process
In general,Z n is different from Z n , even in distribution. However, it can be shown that the error induced by curvature is invisible on an exponential scale, which results in the fact that both processes satisfy the same large deviation principle, at least when the processes stay within the injectivity radius of x 0 . The proof of this exponential equivalence uses the same estimates of the influence of the curvature as in the proof of the large deviations for Z n .
The paper is organised as follows. In Section 2 we introduce the main notions we use from large deviation theory to obtain our results, as well as some notation from differential geometry. Section 3 introduces the geodesic random walks. In Section 4 we give the precise statement of Cramér's theorem for geodesic random walks. Additionally, we provide an overview of the various steps that are needed for the proof. In Section 5 we obtain Taylor expansions of the Riemannian exponential map and its differential, with error bounds and in Section 6 we investigate Gaussian concentration inequalities for these random walks. These geometric and probabilistic results are key ingredients in the proof of Cramér's theorem, which is given in Section 7.
Notation and important notions
In this section we collect some important notions and fix the notation we will be using. Firstly, we introduce large deviation principles, along with some general useful results from the theory. Following up we introduce the necessary tools from differential geometry and fix the notation for the various objects.
2.1. Large deviation principle. Large deviation principles are concerned with the asymptotic behaviour on an exponential scale of a sequence of probability measures {ν n } n≥1 . This behaviour is governed by a rate function. We make this precise in the following definition. 
When a sequence of probability measures is exponentially tight, it is sufficient to know the upper bound of the large deviation principle only for compact sets. 
One can show that if {ν n } n≥1 is a sequence of probability measures exponentially equivalent to {µ n } n≥1 and if {µ n } n≥1 satisfies the large deviations principle with rate function I, then so does {ν n } n≥1 .
2.2. Riemannian geometry. In this section we introduce the necessary notions from differential geometry, see for example [13] for a general introduction. We will mainly focus on Riemannian geometry, for which we refer to [12] among others.
Let (M, g) be a Riemannian manifold of dimension k. As usual, we denote by T M the tangent bundle of M . For a point x ∈ M we write T x M for the tangent space at x. Tangent vectors are usually denoted by v. A smooth assignment of tangent vectors to all points at M is called a vector field, and the set of vector fields is denoted by Γ(T M ).
For x ∈ M and v, w ∈ T x M we write the inner product as v, w g(x) , where the subscript is omitted when the tangent space is understood. Given the inner product, we define the length of v ∈ T x M by its usual formula
.
Using this length function, we define the Riemannian distance d on M as 
This allows us to define a linear map
We omit the reference to the curve γ when it is understood. As ∇ is compatible with the Riemannian metric, this is in fact an isometry. Conversely, we can use parallel transport to compute covariant derivatives. To this end, let v, w be vector fields and x ∈ M . Let γ be curve with γ(0) = x andγ(0) = v. Then 
Given a set A ⊂ M , the injectivity radius of A is defined by
It can be shown (see e.g. [9] ) that the map x → ι(x) is continuous on M . Consequently, for a compact set K we have ι(K) > 0.
Denoting by s the first variable, the variational vector field V of Γ is defined as
Intuitively, V measures the speed at which the curve γ deforms. We denote by D t the covariant derivative along the curve t → Γ(s, t), and similarly for D s . Because the Levi-Civita connection is symmetric, we obtain the following symmetry lemma, see e.g. [12, Lemma 6.3] . 
of γ such that for any s ∈ (−ε, ε), the curve t → Γ(s, t) is a geodesic. We call Γ a variation of geodesics, and the corresponding variational vector field is called a Jacobi field along γ.
It is possible to derive a second order differential equation satisfied by Jacobi fields. For this, we need to introduce the the Riemann curvature endomorphism. The Riemann curvature endomorphism measures the commutativity of second order covariant derivatives of a vector field. More precisely, it is a map R : If J(0) = 0 andJ(0) is given, a Jacobi field along γ satisfying these conditions is
This can be seen by considering the variation Γ(t, s) = Exp γ(0) (t(γ(0) + sJ(0))). The condition that J(0) = 0 indicates that all geodesics in the variation start in the same point. In Euclidean space, this Jacobie field reduces to J(t) = tJ(0), which is indeed the variation field of the variation Γ(t, s)
We conclude this section by collecting some properties of Jacobi fields that we need later on. We include the arguments for the reader's convenience.
Proof. Define f (t) = J(t),γ(t) . Then
as γ is a geodesic. We are done once we show that f ′′ (t) = 0. For this, notice that 
Proof. Define f (t) = |J(t)|. The claim follows from Taylor's theorem once we compute f ′ (t). We have
as desired.
Geodesic random walks
In order to generalize Cramér's theorem to the setting of Riemannian manifolds, we first need to introduce the appropriate analogue of the sequence { 1 n n i=1 X i } n≥0 for a sequence of increments {X n } n≥1 . In order to do this, we introduce geodesic random walks, following the construction in [8] . Finally, we generalize the notion of identically distributed increments to geodesic random walks and characterize it using log moment generating functions.
3.1. Definition of geodesic random walks. We start by defining a geodesic random walk {S n } n≥0 on M with increments {X n } n≥1 . For this we need to generalize how to add increments together. This is achieved by using the Riemannian exponential map. Because the space variable determines in which tangent space the increment should be, we have to define the random walk recursively, which is the main difficulty in the definition below.
is called a geodesic random walk with increments {X n } n≥1 and started at x 0 if the following hold:
In what follows, the sequence {X n } n≥1 of increments will usually be omitted and we simply write that {S n } n≥0 is a geodesic random walk with increments {X n } n≥1 .
Note that in the above definition, we fix nothing about the distribution of the increments {X n } n≥1 . The distribution is allowed to depend both on the space variable, as well as on time.
For M = R k , the exponential map can be identified with addition, i.e., Exp x (v) = x + v. Hence, a geodesic random walk in R k reduces to the usual random walk, i.e.
Next, we introduce the concept of time-homogeneous increments for geodesic random walks. For this, we need to fix the distribution of the increments independent of the time variable. Because the increments can take values in different tangent spaces, we need a collection of measures {µ x } x∈M such that µ x is a probability measure on T x M for every x ∈ M . We have the following definition. Definition 3.2. Let {S n } n≥0 be a geodesic random walk with increments {X n } n≥1 and started at x 0 . Let {µ x } x∈M be a collection of measures such that µ x ∈ P(T x M ) for every x ∈ M . We say the random walk
Essentially, the collection of measures provides the distributions for the increments of the geodesic random walk. Because the collection of measures is independent of n, the increments are time-homogeneous.
Next, we want to define what it means for the increments of a geodesic random walk to be independent. Because the distribution of increment X n+1 depends on S n , we have that X n+1 is in general not independent of A n = σ({X 1 , . . . , X n }) in the usual sense. However, this dependence is purely geometric, as S n simply determines in which tangent space we have to choose X n+1 . If this is the only dependence of X n+1 on A n , we say the increments of {S n } n≥0 are independently distributed. We make the following definition.
Definition 3.3.
Let {µ x } x∈M be a collection of measures such that µ x ∈ P(T x M ) for every x ∈ M . Let {S n } n≥0 be a geodesic random walk with increments {X n } n≥1 , compatible with {µ x } x∈M . For every n ≥ 1, define the σ-algebra F n by
We say the increments of {S n } n≥0 are independent, if for every n ≥ 1 and all bounded, continuous functions f : M n → R we have
Remark 3.4. Because S n = Exp Sn−1 X n , we have that S n is F n -measurable. Consequently, we have σ({S 0 , . . . , S n }) ⊂ F n . However, equality need not hold. Indeed, if the Riemannian exponential map Exp x is not injective, one cannot retrieve the increments X 1 , . . . , X n from S 0 , . . . , S n .
Remark 3.5. Let {µ x } x∈M be a collection of measures such that µ x ∈ P(T x M ) for all x ∈ M . Let {S n } n≥0 be a geodesic random walk with increments {X n } n≥1 compatible with {µ x } x∈M . Suppose furthermore that the increments are independent. Then {S n } n≥0 is a Markov process with transition operator
This is the point of view taken in [10] .
3.1.1. Rescaled geodesic random walks. In Euclidean space, one commonly encounters rescaled versions of a random walk, for example for laws of large numbers and central limit theorems. On a general manifold, this rescaling cannot be achieved by multiplication. Before we define the appropriate analogue of
we first need to define how to rescale a geodesic random walk by a factor α > 0 independent of n. Note that in Euclidean space we can write α
. This shows that we should rescale the increments of the random walk, which is possible in a manifold, because the increments are tangent vectors.
is called an α-rescaled geodesic random walk with increments {X n } n≥1 and started at x 0 if the following hold:
As with geodesic random walks, we will often omit the sequence of increments and simply write that {(α * S) n } n≥0 is a geodesic random walk with increments {X n } n≥1 .
Note that an α-rescaled geodesic random walk can itself be considered as a geodesic random walk. Indeed, if (α * S) n is an α-rescaled geodesic random walk with increments {X n } n≥1 , then it is a geodesic random walk with increments {αX n } n≥1 .
As for geodesic random walks, we say that an α-rescaled geodesic random walk {(α * S) n } n≥0 with increments {X n } n≥1 is compatible with a collection of probability measures {µ x } x∈M if X n+1 ∼ µ (α * S)n for every n ≥ 0. It follows that as geodesic random walk, {(α * S n )} n≥0 is compatible with the collection of measures {µ
3.1.2. Empirical average process. We conclude this section by introducing the analogue of the sequence of empirical averages { 1 n n i=1 X i } n≥0 for a sequence {X n } n≥1 of random variables. Fix x 0 ∈ M and let {µ x } x∈M be a collection of measures such that µ x ∈ P(T x M ) for all x ∈ M . For every n ≥ 1, let {( 1 n * S) j } j≥0 be a 1 n -rescaled geodesic random walk started at x 0 with increments {X n j } j≥1 , compatible with the measures {µ x } x∈M . By considering the diagonal elements of {( 1 n * S) j } n≥1,j≥0 , we obtain for every n ≥ 1 a random variable ( 1 n * S) n in M . If we now set the initial value of the sequence {( 1 n * S) n } n≥0 to be x 0 , we obtain the Riemannian analogue of the sequence
We refer to this process as the empirical average process started at x 0 compatible with the collection of measures {µ x } x∈M .
3.2. Identically distributed increments. For our purposes, we also need a notion of identically distributed increments. In general, the increments of a geodesic random walk do not live in the same tangent space. In order to overcome this problem, we use parallel transport to identify tangent spaces. Because the identification via parallel transport depends on the curve along which the vectors are transported, we need to make the following definition. 
By the transitivity property of parallel transport, one can equivalently define the consistency property to hold for all piecewise smooth curves. Note that in Euclidean space, our definition of independent increments implies that the measures are independent of the space variable, because parallel transport is the identity map. Hence, our definition reduces to the usual one, as we obtain that every increment has some fixed distribution µ. Because parallel transport is an isometry, we can use distributions with spherical symmetry to construct a family of measures {µ x } x∈M satisfying Definition 3.7. We refer to [10] for the details and more specific examples.
The consistency property in Definition 3.7 may also be characterised by a consistency assumption for the corresponding log-moment generating functions Λ x :
This is recorded in the following proposition, which can be found in [10] . 
Finally, we note that if the collection of log-moment generating functions {Λ x } x∈M satisfies the consistency property in (b), then so does the collection of {Λ * x } x∈M of their Legendre transforms.
Sketch of the proof of Cramér's theorem for Riemannian manifolds
In this section we provide a sketch of the proof of Cramér's theorem for geodesic random walks and stress what observations and properties are important to make the proof work. Before we get to this, let us first state the exact theorem we wish to prove.
Statement of Cramér's theorem.
Cramér's theorem is concerned with the large deviations for the empirical average process {( 1 n * S) n } n≥1 with independent, identically distributed increments. Along with the large deviation principle, we need to indentify the rate function. In Euclidean space, the rate function is given by
the Legendre transform of the log moment generating function of an increment. Note here that one can consider the vector x as the tangent vector of the straight line from the origin to the point x. Using this viewpoint, the analogue of the rate function in the Riemannian setting should be
Here, we have to take the infimum, because the Riemannian exponential map is not necessarily injective. We will show that this is indeed the correct rate function, as collected in the following theorem. 
Due to geometrical influences which become apparent when sketching the proof, we prove Cramér's theorem only in the case when the increments are bounded. This allows for a less technical proof of the theorem, but nevertheless introduces all geometrical obstructions that have to be dealt with. The details of the proof can be found in Section 7. For the case of unbounded increments, one has to take a better look at the proof of Cramér's theorem in Euclidean space and fine-tune some of the estimates. This will be the topic of future work.
Sketch of the proof.
In Euclidean space, to prove Cramér's theorem for a random walk
In the Riemannian case, ( 1 n * S) n is M -valued, and hence its moment generating function is not defined.
4.2.1.
Step 1: Restricting to the injectivity radius. To overcome the problem of not having a moment generating function of ( 1 n * S) n , we want to identify points in M with tangent vectors in T x0 M . For this we use the Riemannian exponential map. However, this map is not necessarily injective. Hence, we first assume that for each n ≥ 1, the 1 n -rescaled geodesic random walk stays within the injectivity radius of its initial point x 0 up to time n. (Actually, for technical reasons we have to assume that the random walk stays within a closed set within the injectivity radius.) In that case we can restrict the Riemannian exponential map Exp x0 to the ball B(0, ι(x 0 )) ⊂ T x0 M , so that it becomes injective. In that case, given (
and Exp x0 is continuous, by the contraction principle, it now suffices to show that the sequence (v n n ) n≥1 satisfies the large deviation principle in T x0 M with good rate function I(x) = Λ * x0 (x). To do this, we use the Gärtner-Ellis theorem ( [3, 4] ). Because Λ x0 is a log moment generating function which is everywhere defined, it is everywhere differentiable. Hence, it remains to show (4.1) lim
for all λ ∈ T x0 M . To achieve this, we find an upper and lower bound for the moment generating function E(e n λ,v n n ).
Step 2: Upper bound for the moment generating function of
This makes use of the fact that we can write v 
2). This results in
Here one needs to be careful that the constant in the error term may depend on curvature properties of the manifold around ( 1 n * S) n−1 . Because we assume the increments are bounded, there exists a compact set K ⊂ M such that for all n ≥ 1 and all 0 ≤ j ≤ n we have ( 1 n * S) j ∈ K. This allows us to control the constant error term. Consequently, by conditioning on v n n−1 we find
4.2.4.
Step 2b: Approximating the differential of the exponential map by parallel transport. We would like to have
where the latter holds by the consistency property of the increments. Consequently, we need to argue that d(Exp x0 )
can be approximated well enough by parallel transport. It turns out there is some constant C > 0 such that
see Section 5.2 for details, in particular Corollary 5.6. Again, this constant depends on curvature aspects of the manifold around ( 1 n * S) n−1 . This means that also here we have to use the fact that the increments are bounded so that the random walk remains in some compact set as discussed in Step 2a.
All in all, we obtain
To iterate this procedure, we need to separate the two factors within the expectation. This is achieved by an application of Hölder's inequality with appropriately chosen p n and q n , which have to depend on n in order to show the convergence of the upper bound as in Step 4.
4.2.5.
Step
For this we need to show that both the lower and upper bound converge to Λ x0 (λ).
To do this, it remains to estimate the iterative effect of the error E e
To prove that this does not contribute anything in the limit on exponential scale, we make use of concentration inequalities obtained in Section 6. These inequalities rely on the fact that the increments of the random walk are bounded. Furthermore, we need that the increments have expectation 0, because then |v
Remark 4.2. At this point we have found that {v n n } n≥1 satisfies the large deviation principle in T x0 M with good rate function given by I(x) = Λ * x0 (x). Now consider a sequence {Y n } n≥1 of independent, identically distributed random variables in
Then by Cramér's theorem for vector spaces, it follows that {Σ n } n≥1 satisfies the large deviation principle in T x0 M with good rate function given by I(x) = Λ * x0 (x). We see that {v n n } n≥1 and {Σ n } n≥1 satisfy the same large deviation principle. In Section 7.3 we show that this is no coincidence by proving that the two processes are actually exponentially equivalent. To prove this, we require the same estimates as for proving the convergence of the scaled log moment generating function as in equation (4.1).
4.2.7.
Step 5: Large deviations for {( 1 n * S) n } n≥0 . Given the large deviations for v n n , we map this to the process {( 1 n * S) n } n≥0 using the restriction of the Riemannian exponential map as discussed in Step 1. As this is a continuous map, by the contraction principle we obtain the large deviations for {( 1 n * S) n } n≥0 . In this case, the rate function is given by
Step 6: Removing the restriction to the injectivity radius. The final step is to remove the restriction to the injectivity radius as introduced in step 1. We do this by observing that for a compact set K, the injectivity radius ι(K) > 0, see Section 2.2. As the increments are bounded, there exists a constant k such that
where r is the bound of the increments. Consequently, we can divide the random walk into finitely many pieces, independent of n, such that each piece remains within the injectivity radius of its initial point. We can now inductively find that the entire random walk satisfies the large deviation principle:
(1) For the endpoint ( (1) and (2), we obtain the large deviations for ( 
Taylor expansion of the inverse exponential map. The Riemannian exponential map Exp x : T x M → M is a local diffeomorphism around 0. More precisely, it is a diffeomorphism between B(0, ι(x)) ⊂ T x M and Exp x (B(0, ι(x)). Now suppose γ(t) is a curve in Exp x (B(0, ι(x)). There exists a unique curve w(t) in T x M such that Exp x w(t) = γ(t). Our aim is to find a Taylor expansion for w(t)
around t = 0. Although this seems to be folklore, we also find precise estimates of the residual terms of finite Taylor approximations.
Before we can do this, we first need the a lemma that will help us control the error term in first order Taylor polynomial for the inverse of the Riemannian exponential map. 
Because φ(0) = Exp x0 v we find by definition of the differential of a function between manifolds that
Consequently,
Hence, we need to find the optimal constant such that We are now in a position to find a first order Taylor expansion of the inverse Riemannian exponential map and control the error term appropriately. 
t) = Exp x (tv), where T is such that the image of γ v is contained iñ K. Restrict Exp x0 to K and set w(t) = Exp
Here, the constant C only depends on the compact setK.
Proof. First observe that w(t) is well-defined, because K ⊂ B(0, ι(x 0 )) so that the restriction of Exp x0 to K is injective. Moreover, it is actually a diffeomorphism ontoK, and thus d(Exp x0 ) w is also injective. By the inverse function theorem Exp x0 has a differentiable inverse, whose derivative at w is given by
Consequently, by Taylor's theorem we find for any t ∈ [0, T ] that
for some ξ t ∈ (0, t).
To control the error term, we estimate |w ′′ (t)|. We have
We now estimate the numerator to find a desired bound on w ′′ (t). Set
As γ v is a geodesic, we haveγ v (t + h) = τ γv (t)γv(t+h)γv (t). Consequently, we obtain
Define the curves ψ 1 , ψ 2 in T x0 M by
and the corresponding curves φ 1 , φ 2 in M by
The aim is to control |u −ũ| g(x0) . For this, take normal coordinates around x 0 (which can be taken to cover all ofK, becauseK ⊂ Exp x0 [B(0, ι(x 0 ))]). In these coordinates, let us write
and
Consequently,φ
By equation (5.3) we haveφ 2 (0) = τ γv (t)γv(t+h)φ1 (0). But then we find that the coefficients ofφ 2 (0) satisfy the equationṡ
. Consequently, using a Taylor expansion, we finḋ φ
Using thatφ
Because we are using normal coordinates around x 0 , we have
If we plug in the expression (5.4), we get
As the Christoffel symbols are continuous, they are bounded on our compact set K by some constant C 1 . Furthermore, the coefficients g ij of the metric are also continuous, and in particular, by the positive definiteness of the metric, there exists a uniform constant δ > 0 such that g ii (x) ≥ δ for all x ∈K and all i = 1, . . . , d. In particular, this implies
, where we used Lemma 5.1 to find the constant C 2 , which again only depends on the compact setK. Collecting everything, we find
Recalling the definition of u andũ in (5.1) and (5.2) respectively, we find after taking the limit h → 0 that
which provides the desired constant, because C 1 , C 2 only depend onK. 
Proof. Consider the map f (t) = τ
Because f is smooth, by Taylor's theorem, given n ∈ N and t > 0, there exists ξ t ∈ (0, t) such that
Let us compute the derivatives of f . Note that
(t).
Using induction, one can show that
Applying τ γ(0)γ(t) to both sides and observing that t > ξ t gives the desired result.
We are now able to compare the differential of the exponential map and parallel transport. The Taylor series of the differential of the exponential map may be found in e.g [15, Appendix A]. The error term for finite Taylor polynomials seems to belong to folklore, but we insert a proof here for the reader's convenience. 
Proof. Consider the vector field J(t) = d(Exp x0 ) tw (tu) along γ w (t). As argued in Section 2.2.3, J(t) is a Jacobi field along γ(t) with J(0) = 0 andJ(0) = u. By the Jacobi equation (2.2), the second derivative is given bÿ
Consequently, by Taylor's theorem (Proposition 5.3) we find there exists some ξ t ∈ (0, t) such that
which after dividing by t results in
This proposition allows us to obtain the following estimate.
There exists a constant C > 0 only depending on some compact set containing γ w such that
for all u ∈ T x0 M .
Proof. By Proposition 5.4 there exists ξ ∈ (0, 1) such that
Now taking norms on both sides, we observe that the norm of the Riemann curvature endomorphism is bounded on compact sets, because it is continuous (in coordinates the norm can be expressed as a continuous functions of the coefficients). For the differential of the exponential map, note that for any u, the map w → |d(Exp x0 ) w u| is continuous, because Exp x0 : T x0 M → M is smooth. Hence sup w∈K |d(Exp x0 ) w u| < ∞ for all compact sets K ⊂ T x0 M . By the uniform boundedness principle, we then find that |d(Exp x0 ) w | is bounded on compact sets. We thus obtain constants C 1 , C 2 > 0, only depending on some compact set containing the curve γ w such that
. Here, in the last line we used that ξ < 1 and the fact that γ w is a geodesic.
The result in the latter corollary can also be used to compare the inverse of the differential of the exponential map to the inverse of parallel transport, which itself is parallel transport, but in the opposite direction. 
w u ∈ T x0 M . By Corollary 5.5, there exists a constant C > 0 only depending on a compact set containing γ w such that
Because parallel transport is an isometry, the left hand side is equal to (1)) . For the right hand side, we observe that by Lemma 5.1 there exists a constant C > 0, only depending on some compact set containing γ w such that g(γw(1)) . Putting everything together, we find
Concentration inequalities
Concentration inequalities are concerned with the problem of where most of the mass of a given probability measure is concentrated, see e.g. [11] . In this section we derive Gaussian concentration inequalities for geodesic random walks of which the increments are bounded and have expectation 0. These are necessary to carry out Step 5 in Section 4.2. These estimates allow us to control the error due to curvature in the moment generating function of the pulled back random walk. The proof makes use of the Azuma-Hoeffding inequality applied to a suitable supermartingale.
Before we can write down this supermartingale, we first need a geometrical lemma. The lemma provides a bound on how the distance with respect to some reference point changes when following a geodesic. In Euclidean space, given a geodesic γ(t) = γ(0) + tγ(0) and point x 0 , we compute
In the Riemannian case, the first two terms are analogous to the Euclidean case. The curvature appears when estimating the second order term. 
is a Jacobi field along φ t . Consequently, by Proposition 2.4 we find
where the last equality holds, because J t (0) = 0 andφ t (1) = −Exp −1 γ(t) x 0 , because φ t is a geodesic. Now, for the second derivative, we find
Here, in the last step the first term vanishes, because γ is a geodesic. For the second term we applied the symmetry lemma, Lemma 2.3. We finish by finding an appropriate bound for f ′′ . As γ is a geodesic, we have |γ(t)| = |γ(0)|. For the other factor, note that by Proposition 2.5 we have
But then we can estimate
for any t ∈ [0, 1]. Finally, observing that |φ t (1)| = d(γ(t), x 0 ) gives the desired upper bound. Now we are able to find an appropriate supermartingale. 
is a super-martingale up to time n.
Proof. Because the increments are bounded and are identically distributed, they are uniformly bounded. Writing r > 0 for this bound, we have
for any 0 ≤ k ≤ n. From this it follows that up to time n, the rescaled geodesic random walk is almost surely contained in the compact set K = B(x 0 , r), which does not depend on n. Consequently, Lemma 6.1 provides us with a constant C > 0 only depending on the bound of the increments and the curvature of the compact set K, such that (6.1)
Now define the process
Using the estimate (6.1), we find
Here, the last term is 0 because of the independence of the increments and the fact that E(X k+1 ) = 0. Indeed, recalling the definition of F k in Definition 3.3, the independence of the increments implies
Here, the latter follows from the fact that E(X k+1 ) = 0. We conclude that M k is a super-martingale, as desired.
Remark 6.3. In the case of Euclidean space, one can actually obtain a martingale by taking C = E(|X 1 | 2 ).
We are now able to derive Gaussian concentration inequalities for ( 
The constant L can be chosen to only depend on the bound of the increments.
Proof. By Proposition 6.2, there exists a constant C > 0 only depending on the bound of the increments, such that for every n
Note that M n 0 = 0. Furthermore, writing r for the bound of the increments,
for some constant L > 0. By the Azuma-Hoefdding inequality (see e.g. [1] ) we obtain for any 1 But then we find for n ≥ N that
which is the desired estimate. Because L depends only on the constants r and C, it may be chosen as claimed.
Remark 6.5. Because we assume the increments of the random walk are bounded, the above proposition is only interesting for small ε. In Euclidean space we can actually improve the concentration inequality by having ε 2 in the exponential rather than ε 4 . To obtain this, one utilizes the additive structure of Euclidean space, which lacks in the Riemannian setting.
Proof of Cramér's theorem for geodesic random walks
In this section we provide a proof of Cramér's theorem for geodesic random walks of which the increments are bounded and have expectation 0. The proof relies on an analysis of the geometric properties of a geodesic random walk. To prove the theorem, we follow the steps as discussed in Section 4. We provide the details and show how we use the geometric results from Section 5 and the concentration inequalities from Section 6. Let us recall the statement of the theorem for completeness. 
x0 x} In Section 7.1 we carry out Steps 1 through 5 as discussed in Section 4.2, where we additionally assume that for every n ≥ 1, the 1 n -rescaled geodesic random walk remains within the injectivity radius of the initial point x 0 up to time n. In Section 7.2 we show how to remove this assumption by following the approach in Step 6 of Section 4.2. Finally, in Section 7.3 we show that the sequence {( 1 n * S) n } n≥0 is exponentially equivalent with the sequence {Exp x0
. . are independent with law µ x0 , at least under the injectivity radius assumption.
7.1. Restriction to the injectivity radius. In this section we prove Theorem 7.1 under the additional assumption that for every n ≥ 1, the 1 n -rescaled geodesic random walk remains within a closed subset of B(x 0 , ι(x 0 )) ⊂ M up to time n. We obtain the following theorem. Recall that for all n and all 1 ≤ k ≤ n we can uniquely define
. As explained in Section 4, our aim is to show that lim
for all λ ∈ T x0 M .
Bound for the moment generating function E(e n λ,v
n n ). In order to find this limit, we start by estimating E(e n λ,v n n ). We first obtain an upper bound. 
In what follows, we unify all constants in one constant C. Because the increments of the geodesic random walk are bounded, say by some constant r, we have for any n ≥ 1 and any 1 ≤ k ≤ n that
Consequently, for every n ≥ 1 and 1 ≤ k ≤ n we have (
, which is compact. Hence, for every n ≥ 1, the and X k such that (7.2) |v
As the norm of v n k , v n k+1 and X k can be bounded independent of k, we conclude that we can take C k = C independent of k.
Turning to the proof of the statement, let us proceed by induction on k. Note that for k = 0 the statement is trivial. Now suppose that the statement is true for some k. We derive the estimate for k + 1. First observe that we may write
Using estimate (7.2) we may bound the latter term by
Turning to the moment generating function, recalling the definition of F k given in Definition 3.3, by conditioning we obtain
To estimate the remaining conditional expectation, first observe that by Corollary 5.6 there exists a constant C > 0 only depending on the compact set K and the bound of the increments, such that
Consequently, the independence of the increments (see Definition 3.3) implies
Here we used in the last line that the measures satisfy the consistency property, so that we may apply Proposition 3.8. Collecting all estimates, we obtain
where in the last line we applied Hölder's inequality. Plugging in this estimate in the one given for k gives the desired result for k + 1.
Making use of the reverse Hölder inequality and the lower bound for inner products in Cauchy's inequality, we obtain in a similar way the following lower bound. 
for all p n ∈ (0, 1) and q n < 0 such that Before we can do this, we need a computational lemma. We include the proof for the reader's convenience. for every λ ∈ T x0 M .
Proof. We first prove that lim sup n→∞ 1 n log E(e n λ,v n n ) ≤ Λ x0 (λ).
We apply Proposition 7.3 with p n = 1 + n −1/2 , in which case q n = n 1/2 + 1. Taking k = n, we have 
