Abstract. In this paper, a coarse-to-fine classification scheme is used to recognize facial expressions (angry, disgust, fear, happiness, neutral, sadness and surprise) of novel expressers from static images. In the coarse stage, the sevenclass problem is reduced to a two-class one as follows: First, seven model vectors are produced, corresponding to the seven basic facial expressions. Then, distances from each model vector to the feature vector of a testing sample are calculated. Finally, two of the seven basic expression classes are selected as the testing sample's expression candidates (candidate pair). In the fine classification stage, a K-nearest neighbor classifier fulfils final classification. Experimental results on the JAFFE database demonstrate an average recognition rate of 77% for novel expressers, which outperforms the reported results on the same database.
Introduction
Numerous algorithms for facial expression analysis from static images have been proposed [1, 2, 3] and the Japanese Female Facial Expression (JAFFE) Database is one of the common databases for testing these methods [4] [5] [6] [7] [8] [9] [10] .
Lyons et al. provided a template-based method for expression recognition [4] . Input images were convolved with the Gabor filters of five spatial frequencies. Then the amplitude of the complex-valued filter responses were sampled on 34 manually selected fiducial points and combined into a single vector, containing 1020 elements. The principal components analysis (PCA) was used to reduce the dimensional of data and finally a simple LDA-based classification scheme was used. Zhang et al. [5, 6] used a similar representation for face while they applied wavelet of 3 scales and 6 orientations. They also considered geometric position of the 34 fiducial points as features and used a multi-layer perceptron for recognition. Guo and Dyer [7] also adopted a similar face representation and they used linear programming technique to carry out simultaneous feature selection and classifier training. Buciu et al. [8] adopted ICA and Gabor representation for facial expression recognition. Neural Networks have been considered in [9, 10] .
Recognizing the expressions of novel individual is still a challenging task and only few works have addressed this issue [1, 4, 10] .
In this paper, a modified template-based classification method is proposed for novel expressers expression recognition. The template-based techniques are simple face representation and classification methods. They have only limited recognition capabilities, which may be caused by smoothing of some important individual facial details, by small misalignment of the faces, and also by large inter-personal expression differences, but they can discriminate typical and common features. In our work, a coarse-to-fine classification method is adopted, aiming to make use of the advantages of template-based methods and at the same time to weaken their shortcomings mentioned above. In the coarse classification stage, seven model vectors (templates) are formed for the seven basic facial expressions. Then distances between each template and a testing sample are calculated with the Chi square statistic. The two nearest expression classes (candidate pair) are selected as candidate expressions. As a result, seven-class classification is reduced to a two-class classification. Since the traditional template-based methods have the ability to discriminate main facial expression features, the real expression class of the testing sample has a high probability of belonging to one of the two candidate expressions. To minimize the disadvantage of traditional template-based methods, seven templates are substituted for multi-template pairs, and weighted Chi square statistic replaces former Chi square statistic as dissimilarity measure in the fine classification stage. A simple K-nearest neighbor classifier follows to finally classify the testing sample.
The rest of the paper is organized as follows: face representation is introduced in section 2. In section 3, the coarse-to-fine expression classification method is presented. Experimental results are described in section 4. Finally, we conclude the paper. Fig. 1 illustrates the basic LBP operator [11] . The 3 × 3 neighborhood is threshold by the value of the center pixel, and a binary pattern code is produced. The LBP code of the center pixel is obtained by converting the binary code into a decimal one. Based on this operator, each pixel of an image is labeled with an LBP code. The 256-bin histogram of the labels contains the density of each label over a local region, and can be used as a texture descriptor of the region. Recently, an LBP based facial representation has shown an outstanding result in face recognition [12] . In our work, we use a similar facial representation as that proposed in [12] :
Face Representation
Divide the face image into small regions. The size of each pre-processed image is 150 × 128. After experimenting with different block sizes, we choose to divide the image into 80 (10 × 8) non-overlapping blocks of 15 × 16 pixels (see Fig. 2 ).
Calculate the LBP histogram from each region. The LBP histogram of each region is obtained by scanning it with the LBP operator.
Concatenate the LBP feature histograms into a single feature vector. LBP histogram of each region is combined together to form a single feature vector representing the whole image.
The idea behind using our approach for feature extraction is motivated by the fact that emotion is more often communicated by facial movement, which will change visible appearance. Our feature extraction method is capable of presenting facial appearances and so it can be used for representing facial expressions.
Coarse-to-Fine Classification
Though traditional template-based approaches have only limited recognition capabilities, they are quite simple and can reflect main and common features. Experiments have shown that they are effective in recognizing intense and typical expressions. Based on that, they are used in our coarse classification procedure to reduce a sevenclass to a two-class classification problem. To overcome their shortcomings, multitemplate pairs and a K nearest neighbor classifier are used in the fine classification. The weighted chi square ( 2 χ ) statistic [12] is defined as follows and will be used in our fine classification later. 
Fine Classification
To overcome the shortcomings of traditional template-based techniques, multitemplate pairs are used in the fine classification stage, replacing simple seven templates. A simple K-nearest neighbor classifier is also used in this stage.
Our experimental results favor our fine classification ideas. When we analyzed the results of the coarse classification, we noticed that more than 50% of testing samples that were wrongly recognized have the second nearest expression class as their real expression class. This shows that the template-based method has the ability to discriminate expressions in a coarse level and we need some other methods to discriminate expressions in a fine level.
The following steps are used in fine classification. First, multi-template pairs are formed for each pair of candidate expressions. Each template pair corresponds to one expresser in training set.
The multi-template pairs are formed as follows:
In the case of one expression candidate is neutral: Suppose the other expression is c . For each expresser in the training set, distances between each feature vector in expression c and that in neutral are calculated by formula (3) . A template pair with the nearest distances is selected as one template pair for the neutral-c classification.
The above procedure is repeated for all expressers in the training set. Regions containing more useful information for expression classification are given a relatively high weight value. The aim for forming template pairs in the above way is to minimize the distance between each pair to ensure that expressions with weak intensity are classified correctly. repeated for all expressers in the training set and so the number of template pair is that of expressers in the training set. Once multi-template pairs are formed for one candidate pair, the weighted chi square ( 2 χ ) statistic is used as dissimilarity measure.
Since more than one template pairs are employed for one candidate pair, we use a simple K-nearest neighbor classifier for the two-class classification in this stage.
Our method is tested on the Japanese Female Facial Expression (JAFFE) Database [13] . The database contains 213 images of ten expressers posed 3 or 4 examples of each of the seven basic expressions (happiness, sadness, surprise, anger, disgust, fear, neutral). Sample images from the database are shown in Fig. 3 .
There are mainly two ways to divide the JAFFE database. The first way is to divide the database randomly into 10 roughly equal-sized segments, of which nine segments are used for training and the last one for testing. The second way is to divide the database into several segments, but each segment corresponds to one expresser.
In our experiments, image pre-processing is conducted by the pre-processing subsystem of the CSU Face Identification Evaluation System [14] . As a result, the size of each pre-processed image is 150 × 128 (see Fig. 4 ).
To compare our results to those of other methods, a set of 193 expression images posed by nine expressers is used. These images are partitioned into nine segments, each corresponding to one expresser. Eight of the nine segments are used for training and the ninth for testing. The above process is repeated so that each of the nine partitions is used once as the test set. The average of recognizing the expression of novel expressers is 77% (Recognition results of each trail are in Table 1 ). Table 1 . Recognition accuracy of each trail in our method Now we compare the recognition performance to other published methods using the same database. In [4] , a result of 75% using Linear Discriminant Analysis (LDA) was reported with 193 images. In [10] , an average recognition result of 30% was reported with 213 images.
Other reports [5] [6] [7] [8] [9] on the same database did not give the recognition rate for novel expressers expression.
It should be pointed out that in [4] , 34 fiducial points have to be selected manually. In our method, we need only the position of two pupils for face normalization and other procedures are completely automatic.
It should also be noted that in the JAFFE database, some expressions had been labeled incorrectly or expressed inaccurately. Whether these expressional images are used for training or testing, the recognition result is influenced. Fig. 5 shows a few examples with the labeled expression and our recognition results.
Conclusion
How to recognize facial expressions of a novel expresser from static images is one of the challenging tasks in facial expression recognition. The template-based techniques can reflect main and typical features but they will smooth some important individual features. A coarse-to-fine classification scheme is used so that the classification can utilize the advantages of the template-based techniques and minimize their disadvantages. The combination of multi-template pairs, the weighted Chi-square and Knearest neighbor classifier provides a good solution. Experimental results demonstrated that our method performs better than other methods on the JAFFE database. 
