ABSTRACT A Þxed precision sampling plan was developed for off-host populations of adult Rocky Mountain wood tick, Dermacentor andersoni (Stiles) based on data collected by dragging at 13 locations in Alberta, Canada; Washington; and Oregon. In total, 222 site-date combinations were sampled. Each site-date combination was considered a sample, and each sample ranged in size from 86 to 250 10 m 2 quadrats. Analysis of simulated quadrats ranging in size from 10 to 50 m 2 indicated that the most precise sample unit was the 10 m 2 quadrat. Samples taken when abundance Ͻ0.04 ticks per 10 m 2 were more likely to not depart signiÞcantly from statistical randomness than samples taken when abundance was greater. Data were grouped into ten abundance classes and assessed for Þt to the Poisson and negative binomial distributions. The Poisson distribution Þt only data in abundance classes Ͻ0.02 ticks per 10 m 2 , while the negative binomial distribution Þt data from all abundance classes. A negative binomial distribution with common k ϭ 0.3742 Þt data in eight of the 10 abundance classes. Both the Taylor and Iwao mean-variance relationships were Þt and used to predict sample sizes for a Þxed level of precision. Sample sizes predicted using the Taylor model tended to underestimate actual sample sizes, while sample sizes estimated using the Iwao model tended to overestimate actual sample sizes. Using a negative binomial with common k provided estimates of required sample sizes closest to empirically calculated sample sizes.
The Rocky Mountain wood tick, Dermacentor andersoni (Stiles) occurs in rangeland sites throughout much of western North America. Adults are active and quest for hosts in the early spring and summer, depending on location (James et al. 2006) . The adults are important vectors of bovine anaplasmosis, a listed disease that continues to be a trade barrier between the United States and Canada. Although bovine anaplasmosis is largely absent from Canada, it has been detected on at least seven occasions since 1968 (Howden et al. 2010) , and concern remains about its establishment and spread within the country. The Restricted Feeder Program allows importation of beef cattle to feedlots in Canada where ticks are largely absent, but this program does not include breeding animals in cow-calf operations where the vector is more likely present. Because populations of D. andersoni from Alberta and British Columbia, Canada, are competent vectors (Scoles et al. 2006) it is likely that anaplasmosis could be transmitted if persistently infected carrier cattle are imported into tick inhabited regions. Assessment of the potential for spread of anaplasmosis should therefore focus in pasture and rangeland systems and requires knowledge of tick presence and abundance.
The development of knowledge on geographic variation in tick abundance in Canada was identiÞed as a key knowledge gap (Aubry and Geale 2011) and is fundamental to making sound regulatory decisions, predicting potential distribution of the disease and implementing vector control measures. Currently, ßagging and dragging are the most practical methods for assessing abundance of D. andersoni adults in rangeland (Wilkinson 1979) as these methods can be easily implemented in remote areas. Flagging is conducted by investigators sweeping a ßag (a cloth attached to a pole) in an arc in front of themselves as they walk through the habitat while dragging is conducted by pulling a piece of cloth behind the investigator (Lysyk and Moon 1994) . Drags are more quantitative than ßagging because the area covered is easily calculated as the width of the drag multiplied by the distance dragged. With ßagging, the area covered can be affected by arc length that varies among observers (Milne 1943) . Various quadrat lengths have been used for drag sampling ticks. These have ranged from 2 to 4 m (Li and Dunley 1998, Tsunoda et al. 2004) , 10 m (Kramer and Beesley 1993 , Vassalo et al. 2000 , Eisen 2007 ), to 20 m or more Fish 1992, Daniels et al. 2000) . The choice of quadrat length often seems arbitrary as few studies have provided rationale for a given length other than in terms of the potential for ticks to be lost during the drag (Milne 1943, Li and Dunney 1998) . However, changing quadrat length can affect the precision of the estimate of abundance. Precision of an estimate is inversely related to its coefÞcient of variability calculated as the ratio of the standard error to the mean. The standard error is calculated as SE ϭ ͌(V/n) where V ϭ sample variance and n ϭ number of quadrats. Longer quadrats have the potential to reduce variation among quadrats by covering a greater area; however, this occurs at the expense of the number of quadrats (Wilkinson 1979) . Obtaining as precise estimates as possible will allow investigators to more reliably compare tick numbers among different areas.
Knowledge of the dispersion of tick populations is important for developing sampling programs for offhost populations, particularly for modeling variances that are necessary for calculating the size of the area that needs to be sampled to achieve a desired level of precision. Dispersion can be assessed using a variety of methods that include comparing indices for departure from randomness, Þtting probability distributions such as the Poisson and negative binomial to count data (Elliott 1977) , or by examining relationships between sample means and variances (Taylor 1961 , Iwao 1968 . Two models are used for modeling the relationship between sample mean ͑x ͒ and variance (V). The Taylor (1961) model is V ϭ ax b where a and b are determined by nonlinear regression. Parameter a is a location parameter while b is considered an index of dispersion where b Ͼ 1 indicates an aggregated pattern. IwaoÕs (1968) model, as modiÞed by Iwao and Kuno (1968) , is V ϭ ͑␣ ϩ 1͒x ϩ ͑␤ Ϫ 1)x 2 with parameters ␣ and ␤ estimated using regression. The parameter ␣ is a measure of colony size (␣ ϭ 1 if the colony is a single individual) while ␤ reßects the dispersion of colonies in the habitat. Both methods can be used to model variances for calculating sample size (Binns et al. 2000) , however, few studies have examined how well sample sizes estimated using these models compare with empirical estimates of sample size based on the data used to derive the models.
The purpose of this study was to develop recommendations for sampling off-host populations of questing adult D. andersoni under rangeland conditions. These recommendations were based on samples taken at a number of Þeld locations in western Canada and the United States. We include an examination of the precision of abundance estimates made using quadrats of various simulated sizes, and describe dispersion of tick populations in terms of Þt to the Poisson and negative binomial distributions, including a negative binomial with a common k. Both the Taylor and Iwao meanvariance models were Þt to the data, and used to calculate predicted sample sizes for a given mean level of abundance. These, as well as sample sizes predicted from the negative binomial with a common k, were compared with sample sizes calculated directly from the data, and the least biased model chosen. Tick abundance was assessed at each site using tick drags (Barnard 1981 ) because these allow the most objective measure of area covered. Sampling was conducted using 1 ϫ 1 m cloths fastened to 1 cm diameter wooden rods that were pulled behind the observer using a rope. Drags were checked for ticks every 10 m, and the number of ticks recorded and removed to prevent recapture of each tick. Each 10 m length was considered a 10 m 2 quadrat because the tick drag was 1 m wide, and each site-date combination was considered a sample. For each sample, the number of 10 m 2 quadrats (n), sample mean ͑x ϭ mean number of ticks per 10 m 2 ), sample variance (V), standard error (SE ϭ͌(V/n)) and coefÞcient of variability ͑CV ϭ SE/x ͒ were calculated. The reciprocal of the CV was considered a measure of precision for each sample.
Materials and Methods

Study
Quadrat Length. The effect of changing quadrat length on estimates of x , V, and precision (ϭ1/CV) were evaluated using 20, 30, 40, and 50 m 2 quadrats generated for each sample from the original dataset containing the 10 m 2 quadrats. This was done by pooling the number of ticks captured in successive contiguous quadrats, so that a 20 m 2 quadrat consisted of the number of ticks captured in two adjacent 10 m 2 quadrats, and 30, 40, and 50 m 2 quadrats consisted of the numbers of ticks captured in adjacent three, four, and Þve 10 m 2 quadrats. Calculations were made beginning with the Þrst quadrat in a transect to simplify calculations and simulate most closely what would have been done in the Þeld if the observer had chosen to use the different length quadrats. As a result, not all of the original 10 m 2 quadrats could be used for calculating quadrats of increasing length when the orig-inal sampling was conducted using 100 m long transects. For example, if the transect length was 100 m, Þve 20 m 2 quadrats and two 50 m 2 quadrats could be generated but only three 30 m 2 quadrats and two 40 m 2 quadrats could be generated. For each sample, the x , V, and precision (ϭ1/CV) were calculated for each quadrat length q, and matched with the estimates calculated for the 10 m 2 quadrats. Linear regression was used to determine the slopes of the relationships x q ϭ px 10 , V q ϭ pV 10 , and 1/CV q ϭ p(1/CV 10 ) where the subscript q denotes estimates made for a particular quadrat size (20, 30, 40, or 50 m 2 ) and the subscript 10 denotes estimates made for the corresponding 10 m 2 quadrat. The slopes of the relationships, p, indicate the average degree of bias or departure of an estimate from the corresponding estimates made for the 10 m 2 quadrat. Values of p close to one indicate little bias, while values of p Ͼ 1 or Ͻ1 indicate the parameter was greater than or less than estimates made using the 10 m 2 quadrat. The agreement of the simulated quadrat size with the expected 10 m 2 quadrat was tested using the novel test developed by Kleijnen et al. (1998) .
Dispersion. Several methods were used to examine dispersion. The variance-mean ratio ͑V/x ) was calculated for each sample, and departure from randomness tested using the index of dispersion test (Elliott 1977) . Logistic regression was used to determine if a relationship existed between mean abundance and whether or not the sample departed from randomness. Samples were pooled into ten classes based on mean abundance (upper limits of each class ϭ 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, 0.3, 0.45, and Ͼ0.5 ticks/10 m 2 ) and the frequency distributions of tick counts, mean, and variance determined for each abundance class. Agreement with the Poisson distribution was tested using 2 goodness-of-Þt test. The parameter k of the negative binomial distribution was determined for each abundance class using maximum likelihood estimation, and goodness-of-Þt tested for each class using 2 . A common k was estimated using data from all samples and the regression method outlined by Bliss and Owen (1958) . Fit of each abundance class to the negative binomial with a common k was also evaluated using 2 goodness-of-Þt test. The relationships between the variance and mean of each sample was determined using both the Taylor ͑V ϭ ax
) mean-variance models. Parameters were estimated using nonlinear regression (SYSTAT Inc. 2009 ).
Required Sample Sizes For Fixed Precision. Empirical estimates of required sample size were calculated for each sample from the original data using the general formula n g ϭ V/(x 2 CV 2 ) (Karandinos 1976) and coefÞcient of variation set to values of 0.1, 0.15, 0.2, and 0.25. For presentation, these were averaged among abundance classes. Estimates of sample size were then calculated for each sample using variances calculated for a given mean with either the Taylor or Iwao mean-variance model. This was n t ϭ ax b / ͑x 2 CV 2 ͒ for the Taylor model and
2 )/͑x 2 CV 2 ͒ for the Iwao model. Finally, estimates of sample size were calculated assuming a negative binomial distribution with common k using the equation n k ϭ ͑1/x ϩ 1/k)/CV 2 (Karandinos 1976 ) and the value of common k estimated in the previous section. Estimates were made for coefÞcient of variation ϭ 0.25. Estimates of n t , n i , and n k were compared with the empirical estimates of n g using regression of the form n t ϭ p n g , n i ϭ p n g , and n k ϭ p n g . As before, the slopes of the relationships, p, indicate the average degree of bias or departure of the modeled sample size from the corresponding empirical sample size. Values of p close to one indicate little bias, while values of p Ͼ 1 or Ͻ1 indicate that the method for calculating sample size produced overestimates or underestimates of sample size. The agreement of the modeled sample size with the empirical sample size was tested using the novel test developed by Kleijnen et al. (1998) .
Results
The number of 10 m 2 quadrats per sample ranged from 86 to 250 over the entire dataset (Table 1) . Ticks ). Sites AB1ÐAB4 were located in prairie habitats, AB5ÐAB-7 in montane habitats, and WA1ÐWA2 and OR1ÐOR4 were located in sage-brush steppe habitat.
were collected in 222 samples. Approximately 16.7% of the positive samples contained a single tick, 37.4% contained from 2 to 5 ticks, 34.3% contained from 6 to 20 ticks, and 11.7% contained from 21 to 79 ticks. Mean tick abundance ranged from Ͻ0.01Ð 0.29 ticks per 10 m 2 in the 130 positive samples from the AB prairie sites, from 0.01 to 0.62 ticks per 10 m 2 in the 49 positive samples from the AB montane sites, and from Ͻ0.01Ð 0.29 ticks per 10 m 2 in the 43 positive samples for the WA and OR sagebrush steppe sites (Table 1) . Mean tick abundance was typically low, with 63% of the means Ͻ0.04 ticks/10 m 2 . The coefÞcient of variability (CV) of the samples ranged from 0.17 to 1.00, and averaged 0.54.
Quadrat Length. The number of simulated quadrats ranged from 42Ð120, 26 Ð76, 18 Ð56, and 12Ð 48 per sample respectively for the 20, 30, 40, and 50 m 2 quadrats. The estimates of mean abundance calculated from 20, 30, 40, and 50 m quadrats were generally similar to the estimates made using the 10 m 2 quadrat (Fig. 1AÐD) . Means calculated using the 20, 30, and 50 m long quadrats did not vary signiÞcantly from those made using the 10 m ( Table 2) . Estimates of p were close to 1.0, and the tests of departure from expected were nonsigniÞcant. Means estimated using the 40 m quadrat length departed signiÞcantly those made using the 10 m quadrat (Table 2 ) and tended to be slightly greater because p was signiÞcantly Ͼ1.0 (Table 2) . Variances were increasingly reduced as quadrat length increased (Fig. 1EÐH) as indicated by the decreasing values of p in Table 2 . Despite the reduced variances obtained using quadrats of increasing length, precision of the estimates were slightly reduced relative to the 10 m quadrats (Fig. 1IÐL ). This reduction of precision (increase in coefÞcient of variation) increased as quadrat length increased (Table 2) as indicated by the decreasing values of p.
Dispersion. The index of dispersion test indicated that 158/222 (65%) of samples did not signiÞcantly depart from randomness, ͑V/x Ϸ 1.0) but the remainder (64/222) tended toward an aggregated dispersion pattern ͑V/x Ͼ 1.0). None of the samples tended toward regular dispersion ͑V/x Ͻ 1.0). The proportion of samples that had V/x signiÞcantly Ͼ1.0 increased with mean abundance (Table 3) as indicated by logistic regression ( 2 ϭ 84.5; df ϭ 1; P Ͻ 0.0001). Dispersion was equally likely to be random or aggregated when abundance was between 0.04 and 0.06 ticks per 10 m 2 . Frequency distributions for only the two lowest abundance classes did not depart signiÞcantly from the Poisson distribution (Table 3 ). These two classes represented 38% of the samples and had relatively few samples with signiÞcant index of dispersion tests. The remaining classes (abundance Ͼ0.02 ticks/10 m 2 ) showed signiÞcant departure from the Poisson (Table  3) and each had from 27 to 100% of samples with signiÞcant index of dispersion tests. The Poisson distribution tended to underestimate the proportion of empty quadrats, and overestimate the proportion of quadrats containing a single tick (Fig. 2) , and this effect became greater as tick abundance increased. The negative binomial distribution Þt the frequency counts for all abundance classes (Table 3 ; Fig. 2 ). The dispersion parameter k was greatest at the two lowest abundance classes, and ranged from 0.22 to 0.52 for the remaining classes (Table 3 ). The reciprocal of common k was estimated by regression as 2.6852 Ϯ 0.0689 (F ϭ 1,500.3; df ϭ 1, 220; P Ͻ 0.0001; r 2 ϭ 0.87) (Bliss and Owen 1958) , and common k was calculated as 0.3724 (95% conÞdence limits [CL] ϭ 0.3541, 0.3927).
Using this value for k in each abundance class resulted in no signiÞcant departure from a negative binomial for eight of 10 of the abundance classes (Table 3) , and signiÞcant departure only for classes four and 7.
Both the Taylor and Iwao models of the meanvariance relationship Þt the data well (r 2 ϭ 0.95 each) across the entire range of means (Fig. 3) . The parameter estimates for the Taylor model were a ϭ 2.87 Ϯ 0.07 and b ϭ 1.33 Ϯ 0.02. Parameter b varied signiÞ-cantly from one (t ϭ 58.6; df ϭ 1, 220; P Ͻ 0.0001). Closer examination of the relationship at low abundance does indicate that although Þt of the Taylor model was excellent, it tended to underestimate variances at low abundance (Fig. 3, inset) . Parameter estimates for the Iwao model were ␣ ϭ 0.17 Ϯ 0.05 and ␤ ϭ 3.21 Ϯ 0.13. The parameters differed from 0 (t ϭ 3.3; df ϭ 1, 220; P Ͻ 0.0001) and one (t ϭ 17.4; df ϭ 1, 220; P Ͻ 0.0001), respectively. In contrast to the Taylor model, the Iwao model tended to slightly overestimate variances at low abundance (Fig. 3, inset) .
Required Sample Sizes For Fixed Precision. The required sample size to obtain estimates with a Þxed level of precision was Þrst calculated for each sample using the general formula, and these were considered N, total no. samples; p, slope of the relationship X q ϭ pX 10 where X 10 ϭ the sample measurement made using a 10 m 2 quadrat and X q is the corresponding sample measurement made using quadrats of length q. The F-test used to determine if the slope ϭ 1 was calculated using the method of Kleijenin et al. (1995) . empirical estimates of sample size. The mean sample sizes are presented by abundance class in Table 4 and shown for coefÞcient of variation ϭ 0.25 in Fig. 4 . As is typical, the required sample sizes decline as both the level of precision decreases (CV increases) and as mean abundance increases.
Estimates of required sample size for coefÞcient of variation ϭ 0.25 made using variances estimated with the Taylor model tended to underestimate the empirically determined number of samples, especially when large numbers of quadrats were required (Fig. 5A ) at low abundance (Table 4) . The relationship between the empirical and modeled number of quadrats was n t ϭ 0.573*n g (SE ϭ 0.008; r 2 ϭ 0.96). The modeled values deviated signiÞcantly from the empirical (F ϭ 2709.3; df ϭ 2, 220; P Ͻ 0.0001). Only 37/222 (16.7%) of the modeled sample sizes were within Ϯ 10% of the empirical, 31/222 (14.0%) were Ͼ110% of the empirical, and 154/222 (71.1%) were Ͻ90% of the empirical.
Estimates of required sample sizes made using the Iwao model tended to overestimate the empirical number of samples. Only 26/222 (11.7%) of the modeled sample size estimates were Ͻ90% of the empirical, 35/222 (15.8%) were within Ϯ 10% of the empirical, and 161/222 (72.5%) were Ͼ110% of the empirical. The tendency to overestimate was relatively consistent across the range of empirical sample sizes ( Fig. 5B ; Table 4 ). The relationship between the empirical and modeled required number of samples was n i ϭ 1.176*n g (SE ϭ 0.006; r 2 ϭ 0.99). The model sample sizes also tended to deviate from the empirical estimates (F ϭ 604.6; df ϭ 2, 220; P Ͻ 0.0001), but to a lesser extent than for the Taylor model.
The estimates of required sample size made using the negative binomial formula with a common k tended overall to be closest to the empirical estimates (Table 4 ; Fig. 5C ). Only 43/222 (19.3%) and 47/222 (21.2%) were Ͻ90% or Ͼ110% of the empirical sample sizes, and 132/222 (59.5%) were within Ϯ10% of the empirical. Bias showed no signiÞcant trend with empirical sample sizes (Fig. 5C) . The relationship between the empirical and calculated values was n k ϭ 1.010*n g (SE ϭ 0.005; r 2 ϭ 0.99), and variation of the predicted values from the empirical was least of the three models (F ϭ 5.2; df ϭ 2, 220; P Ͻ 0.006).
Discussion
The estimates of abundance for questing D. andersoni tended to be low, but were comparable with those measured in other studies. Abundance at foci in British Columbia, Canada, ranged from 0.04 to 1.80 ticks per 10 m 2 in Þxed quadrats and from 0.01 to 0.18 in random quadrats. Estimates from random quadrats were considered more realistic as they included larger areas (Wilkinson and Gregson 1985) and were not restricted to areas of range that were preferred tick habitat. Maximum abundance at foci in Colorado ranged from 0.03 to 0.49 ticks per 10 m 2 (Eisen 2007 ). Low abundance of ticks in our study reßects several factors. Ticks were removed during sampling to avoid recapturing the same individuals while in other studies, ticks were returned to the habitat after capture (Talleklint- Eisen and Lane 2000, Eisen 2007 ). Because ticks were removed, they did not have the opportunity to accumulate in the environment. Transects were established in the areas sampled to cover a range of habitats to avoid biasing abundance upward by concentrating on areas with the highest expected tick abundance. Finally, the ticks sampled on a given date may have only represented a portion of the total potential questing population of ticks in an area because of variation in the initiation of spring activity (Talleklint-Eisen and Lane 2000) . Despite the observed low abundance of ticks per unit area, cattle are capable of walking from 3 to 6 km per day depending on range conditions (Hart et al. 1993) , and this could result in potentially contacting a much larger number of ticks. Assuming that cattle can attract ticks from a 1 m wide area, cattle could potentially be exposed to the ticks in 3,000 Ð 6,000 m 2 , or the equivalent of 300 Ð 600 quadrats. With abundance ranging from 0.004 to 0.617 ticks per 10 m 2 , cattle could be exposed to anywhere from as few as 1.2Ð2.4 ticks per day to 185Ð370 ticks per day. Fig. 3 . Relationships between the sample means and variances determined using the Taylor (solid line) and Iwao (dashed line) models. Inset shows the lack of Þt of each at very low abundance. The upper end of this range is quite high, and would likely be distributed over numerous animals because cattle typically graze in groups. Data from Wilkinson and Gregson (1985) suggests that peak numbers of D. andersoni on cattle ranged from 3 to 24 females per head and were 14-to 34-fold greater than the numbers questing per 10 m 2 habitat (recalculated from Wilkinson and Gregson 1985). More work is needed to be able to relate the numbers of questing ticks in an area to numbers present on cattle (Barnard 1981) . The probability of tick-host contact based on cattle and tick habitat preferences as well as the temporal distribution of tick activity need to be evaluated.
Changing quadrat length had little effect on the estimates of mean abundance except when 40 m 2 quadrats were used. Estimates made using the 40 m 2 quadrat tended to be slightly greater than estimates made using the 10 m 2 quadrats, but this is largely a statistical result as the calculation method used tended to eliminate quadrats collected at the end of each transect. For a 100 m transect, only eight of every ten 10 m 2 quadrats were used to calculate mean abundance for the 40 m 2 quadrats, and this usually resulted in eliminating the last two quadrats of a 100 m. transect from the calculations. Because there were a low pro- portion of positive quadrats in most samples, this usually eliminated some zero counts from the estimate of mean abundance, thus overestimating mean abundance compared with the 10 m 2 quadrats. Increasing quadrat length resulted in reduced variances by pooling tick counts among adjacent quadrats. Approximately 4.0% of the 10 m 2 quadrats were positive for ticks, and this increased to 7.3, 10.4, 13.6, and 15.0% for the 20, 30, 40, and 50 m 2 quadrats. This tended to even out the counts and reduce variance about the mean. However, the gains made by reducing variances occurred at the expense of the number of quadrats examined, and the reduction in variance of the estimates that resulted from increasing quadrat length was insufÞcient to offset the reduction in sample size (number of quadrats) that also occurred as predicted by Wilkinson (1979) . The 10 m 2 quadrats should therefore be the preferred size, and have been used in studies with other tick species (Kramer and Beesley 1993 , Vassalo et al. 2000 , Eisen et al. 2007 ). Additionally, while not examined in the current studies, using shorter quadrat lengths can reduce tick drop-off from the drags when sampling in rough terrain or in dense vegetation (Li and Dunley 1998) .
The various methods used to examine dispersion produced similar results and conclusions. The index of dispersion test indicated that samples with means Ͻ0.04 had a greater tendency to come from a random distribution while samples with means Ն0.04 were more likely to come from an aggregated distribution. Shifts from random to aggregated distributions are commonly seen with increasing abundance (Ré gniè re and Sanders 1983). Ixodes ricinius (L.) nymphs exhibit both random and aggregated patterns (Vassollo et al. 2000) . The Poisson distribution Þt data in the two lowest abundance classes, while the negative binomial Þt data in all classes. Although the negative binomial distribution is generally considered an aggregated distribution, it is ßexible enough to Þt randomly distributed data (Kuno 1991) . Further, use of a common k ϭ 0.3724 also allowed the negative binomial to Þt data in 8 of the 10 abundance classes. The two cases with lack of Þt had the lowest estimated values for k. Both the Taylor and Iwao regressions provided adequate descriptions of the mean-variance data, however, TaylorÕs model tended to underestimate variances at low abundance while IwaoÕs model tended to overestimate variances at low abundance. Both models indicated that samples came from aggregated distributions; however, the Iwao model provided more information on the nature of the aggregation pattern. The low value of ␣ indicated that adults typically exist as single individuals or small colonies within a 10 m 2 quadrat, and because ␤ Ͼ 0, the adults were nonrandomly distributed within the habitat. This is similar to conclusions drawn about dispersion of Ixodes pacificus Cooley & Kohls and Dermacentor occidentalis Marx (Li and Dunney 1998) and Haemaphysalis longicornis Neumann (Tsunoda et al. 2004 ). Iwao (1968) suggested that situations in which ␣ ϭ 0 and ␤ Ͼ 1 may arise when populations have a common k from the negative binomial, which is supported by the agreement of most abundance classes to a negative binomial with common k. The dispersion pattern of D. andersoni may arise from detachment of nymphs from the small mammal hosts. At low abundance, engorged nymphs may be dispersed at random throughout the habitat independent from each other. As abundance increases, the chance of nymphs dropping into the same quadrat would be increased. Alternatively, the random dispersion patterns seen at low densities may simply be a sampling effect.
The effect of dispersion patterns on sample size was to dramatically increase the number of samples required to estimate abundance with a Þxed level of precision at low abundance regardless of the formula used to calculate sample size. The number of quadrats that can be reasonably taken in an area will depend on the available amount of tick habitat, terrain, the number of available personnel, and a variety of other factors. Using the general formula and direct estimates of mean and variance, obtaining estimates with a coefÞcient of variation ϭ 0.1 would require unrealistic sampling effort for abundance Ͻ0. . This level of precision is sufÞcient to detect a doubling or halving of a population (Southwood 1978) . The sample sizes listed in Table 4 are means for each abundance class, and as such, are subject to variation. The standard deviations of the calculated sample sizes in Table 4 tended to be greatest in the low abundance classes and least in the high abundance classes. The standard deviations reßect two components of variation within each abundance class. The Þrst component is variation because of change in abundance within a class, and was the major source of variation at low abundance (Fig. 4) . For example, the minimum and maximum for class 1 were 0.004 and 0.009 ticks per 10 m 2 , and the required number of quadrats for coefÞcient of variation ϭ 0.25 were 4,000 and 1,624, respectively. This source of variation tended to decrease as abundance increased. The second source of variation is because of the variability in the calculated variances for any given class, and this is represented by random scatter about the smoothed line in Fig. 4 . As a result, the means in Table 4 should be taken as guidelines.
Modeling variance offers a number of advantages for planning and conducting sampling (Binns et al. 2000) , including predicting required sample sizes. The two most commonly used models for modeling variance had limitations for calculating sample size. TaylorÕs model underestimated variance at low abundance, and this resulted in grossly overestimating required sample sizes. The Iwao model tended to overestimate the required number of samples because it overestimated variances at low abundance. Use of the negative binomial with a common k provided estimates of required sample size that were most consistent with the empirically calculated sample sizes, and use of this formula is recommended for D. andersoni.
