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Introduction
Multisymplectic geometry is increasingly recognized as providing the appropriate mathe-
matical framework for classical field theory from the hamiltonian point of view – just as
symplectic geometry does for classical mechanics. Unfortunately, the development of this
new area of differential geometry has for a long time been hampered by the lack of a
fully satisfactory definition of the concept of a multisymplectic structure, which should
be mathematically simple as well as in harmony with the needs of applications to physics;
the same goes for the closely related notion of a polysymplectic structure.
The main goal of this paper is to provide such a definition and establish a general
relation between the two types of structure.
To set the stage, let us consider a simple analogy. The symplectic forms encountered
in classical mechanics can locally all be written in the form
ω = dqi ∧ dpi , (1)
where q1, . . . , qN , p1, . . . , pN are a particular kind of local coordinates on phase space
known as canonical coordinates or Darboux coordinates. Introducing time t and energy E
as additional variables (which is essential, e.g., for incorporating non-autonomous systems
into the symplectic framework of hamiltonian mechanics), this equation is replaced by
ω = dqi ∧ dpi + dE ∧ dt , (2)
where t, q1, . . . , qN , p1, . . . , pN , E can be viewed as canonical coordinates on an extended
phase space. Similarly, the multisymplectic forms encountered in classical field theory
over an n-dimensional space-time manifold M can locally all be written in the form
ω = dqi ∧ dpµi ∧ d
nxµ − dp ∧ d
nx , (3)
where xµ, qi, pµi , p (1 6 µ 6 n, 1 6 i 6 N) can again be viewed as canonical coordinates
on some extended multiphase space. Here, the xµ are (local) coordinates forM , while p is
still a single energy variable (except for a sign), dnx is the (local) volume form induced by
the xµ and dnxµ is the (local) (n−1)-form obtained by contracting d
nx with ∂µ ≡ ∂/∂x
µ:
dnxµ = i∂µd
nx .
The idea of introducing “multimomentum variables” labelled by an additional space-
time index µ (n multimomentum variables pµi for each position variable q
i) goes back
to the work of de Donder [1] and Weyl [2] in the 1930’s (and perhaps even further)
and has been recognized ever since as being an essential and unavoidable ingredient in
any approach to a generally covariant hamiltonian formulation of classical field theory.
Understanding the proper geometric setting for this kind of structure, however, has baffled
both mathematicians and physicists for decades, as witnessed by the large number of
different proposals for an appropriate global framework that can be found in the literature.
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The by now standard example of a globally defined multisymplectic structure starts
out from an arbitrary fiber bundle E over M called the configuration bundle (since its
sections are the basic fields of the field theory under consideration) and whose typical fiber
is an N -dimensional manifold Q representing the configuration space, as in mechanics.
Following Refs [3,4], for example, consider the vector bundle
∧n
1 T
∗E of n-forms over E
that are (n−1)-horizontal (i.e., that vanish whenever contracted with more than 1 vertical
vector field), with projection onto E denoted by πn1 : its total space carries a naturally
defined n-form θ which we shall refer to as the multicanonical form, given by
θα(v1, . . . , vn) = α(Tαπ
n
1 · v1, . . . , Tαπ
n
1 · vn) (4)
for α ∈
∧n
1 T
∗E and v1, . . . , vn ∈Tα(
∧n
1 T
∗E), and which gives rise to a closed (n + 1)-
form ω = −dθ : this is the multisymplectic form for the hamiltonian formalism of classical
field theory. The construction can be easily extended to the more general situation of the
vector bundle
∧ k
r−1 T
∗E of k-forms over E that are (k+1−r)-horizontal (i.e., that vanish
whenever contracted with more than r− 1 vertical vector fields), with projection onto E
denoted by π kr−1, where 1 6 r 6 k and k + 1− r 6 n : its total space carries a naturally
defined k-form θ which we shall again refer to as the multicanonical form, given by
θα(v1, . . . , vk) = α(Tαπ
k
r−1 · v1, . . . , Tαπ
k
r−1 · vk) (5)
for α ∈
∧ k
r−1 T
∗E and v1, . . . , vk ∈Tα(
∧ k
r−1 T
∗E), and which gives rise to a closed (k+1)-
form ω = −dθ : we propose to call it a multilagrangian form. This term is motivated by
the observation that the vertical bundle for the projection π kr−1 onto E is a distinguished
lagrangian (maximal isotropic) subbundle of the tangent bundle of
∧ k
r−1 T
∗E, and the
existence of such a “multilagrangian subbundle” will turn out to play a central role in our
general definition of multisymplectic and multilagrangian structures.
The standard local coordinate expressions can be obtained by starting out from local
coordinates (xµ, qi) for E composed of local coordinates xµ for M and local coordinates
qi for Q together with a local trivialization of E over M : these give rise to canonical local
coordinates (xµ, qi, pµi , p) for
∧n
1 T
∗E in which
θ = pµi dq
i
∧ dnxµ + p d
nx , (6)
so
ω = dqi ∧ dpµi ∧ d
nxµ − dp ∧ d
nx , (7)
and more generally, to canonical local coordinates (xµ, qi, pi1... is;µ1... µk−s) (0 6 s 6 r − 1)
for
∧ k
r−1 T
∗E in which
θ =
r−1∑
s=0
1
s!
1
(k−s)!
pi1... is;µ1... µk−s dq
i1 ∧ . . . ∧ dqis ∧ dxµ1 ∧ . . . ∧ dxµk−s , (8)
so
ω = −
r−1∑
s=0
1
s!
1
(k−s)!
dpi1... is;µ1... µk−s ∧ dq
i1 ∧ . . . ∧ dqis ∧ dxµ1 ∧ . . . ∧ dxµk−s , (9)
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In a more general context, when
∧ k
r−1 T
∗E is replaced by a manifold P which is only
supposed to be the total space of a fiber bundle over a base manifold M , Darboux’s
theorem guarantees the existence of canonical local coordinates in which ω is given by
the expression in equation (9), under appropriate conditions on the form ω. The central
question is to figure out what precisely are these conditions.
A naive first guess would be to simply require the form ω to be closed and non-
degenerate. However, unlike in the symplectic case, these conditions alone are far too
weak to guarantee the validity of a Darboux theorem, even at the purely algebraic level.
For certain purposes, they may be sufficient to derive results that are of interest (for an
example, see Refs [5–7]), but this version of the definition of a multisymplectic structure –
even though often adopted in the literature, mostly for lack of a better one – is clearly
inadequate. What is needed is an additional algebraic condition.
An indication of what should be this additional algebraic condition can be found
in Ref. [8], but the Darboux theorem proved there covers a special situation which is
disjoint from the case of interest for the applications to physics because the structure
of the underlying manifold as the total space of a fiber bundle over space-time and the
corresponding horizontality conditions are completely ignored. More specifically, Ref. [8]
deals with what we call a multilagrangian form ω on a manifold, viewed as the total space
of a fiber bundle whose base manifold M is reduced to a point, so that the pertinent
horizontality condition becomes empty and the corresponding expression for ω in canonical
local coordinates takes the following form, analogous to equation (9):
ω = − 1
k!
dpi1... ik ∧ dq
i1 ∧ . . . ∧ dqik . (10)
It is true that this generalizes the concept of a symplectic form to forms of higher de-
gree, but in a direction that is far away from the concept of a multisymplectic form as
encountered in classical field theory, and this discrepancy, which was clearly stated only
much later [9] (see also Ref. [10], for example), has created a great deal of confusion in
the literature. Taking into account that the term “multisymplectic” is already occupied
at least since the mid 1970’s [11–13], we believe its use in a quite different context such
as that of Refs [8,9] to be inappropriate and propose to correct this historical misnomer,
replacing the term “multisymplectic” in that context by the term “multilagrangian”.
In this paper, we shall follow a different approach, based on a new and more profound
understanding of the link between multisymplectic and polysymplectic structures.
Polysymplectic structures in the hamiltonian approach to classical field theory seem
to have been introduced in Ref. [14] and have been further investigated in Ref. [15] (where
they were called “k-symplectic structures” – a terminology that we shall not follow in order
not to increase the already existing confusion). Roughly speaking, polysymplectic forms
are vector-valued analogues of symplectic forms. Similarly, the polylagrangian forms to
be introduced in this paper are vector-valued analogues of the forms studied in Ref. [8].
The standard example of a globally defined polysymplectic structure is the one on the
bundle T ∗E⊗ Tˆ of Tˆ -valued 1-forms over a manifold E, with projection onto E denoted
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by π1, where Tˆ is a fixed finite-dimensional auxiliary vector space: its total space carries
a naturally defined Tˆ -valued 1-form θ which we shall refer to as the polycanonical form,
given by
θα(v) = α(Tαπ
1 · v) (11)
for α ∈T ∗E ⊗ Tˆ and v ∈Tα(T
∗E ⊗ Tˆ ), and which gives rise to a closed Tˆ -valued 2-form
ω = −dθ : this is the type of form called polysymplectic, for instance, in Ref. [14]. Again,
the construction can be easily extended to the more general situation of the vector bundle∧k
T ∗E ⊗ Tˆ of Tˆ -valued k-forms over E, with projection onto E denoted by πk: its total
space carries a naturally defined Tˆ -valued k-form θ which we shall again refer to as the
polycanonical form, given by
θα(v1, . . . , vk) = α(Tαπ
k · v1, . . . , Tαπ
k · vk) (12)
for α ∈
∧k
T ∗E ⊗ Tˆ and v1, . . . , vk ∈Tα(
∧k
T ∗E ⊗ Tˆ ), and which gives rise to a closed
Tˆ -valued (k + 1)-form ω = −dθ : we propose to call it a polylagrangian form. This term
is motivated by the observation that the vertical bundle for the projection πk onto E
is a distinguished lagrangian (maximal isotropic) subbundle of the tangent bundle of∧k
T ∗E⊗ Tˆ , and the existence of such a “polylagrangian subbundle” will turn out to play
a central role in our general definition of polysymplectic and polylagrangian structures.
In terms of standard local coordinates (qi, p i) for T
∗E and a basis {eˆa | 1 6 a 6 nˆ}
of Tˆ , we have
θˆ = pai dq
i
⊗ eˆa , (13)
so
ωˆ = dqi ∧ dpai ⊗ eˆa , (14)
in the polysymplectic case and
θˆ = 1
k!
pai1... ik dq
i1 ∧ . . . ∧ dqik ⊗ eˆa , (15)
so
ωˆ = − 1
k!
dpai1... ik ∧ dq
i1 ∧ . . . ∧ dqik ⊗ eˆa , (16)
in the polylagrangian case. In a more general context, when
∧k
T ∗E⊗ Tˆ is replaced by a
manifold P , Darboux’s theorem guarantees the existence of canonical local coordinates in
which ωˆ is given by the expression in equation (16), under appropriate conditions on the
form ωˆ. Again, the central question is to figure out what precisely are these conditions.
It should be pointed out that for the polysymplectic case, this problem has been solved
in Ref. [15], but the fundamental role of what we call the polylagrangian subbundle is not
fully appreciated there. As it turns out, this object and its basic properties are the key to
the entire subject, allowing to generalize the proof of Darboux’s theorem not only from the
polysymplectic to the polylagrangian case but also from polysymplectic/polylagrangian
structures on manifolds to polysymplectic/polylagrangian structures on the total spaces
of fiber bundles – a concept that conveys a precise mathematical meaning to the idea of
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a “smooth family of polysymplectic/polylagrangian structures” (each fiber is a polysym-
plectic/polylagrangian manifold in such a way that the entire structure depends smoothly
on the points of the base manifold). This extension is particularly useful in that it finally
allows to formulate in precise mathematical terms what is the relation between multisym-
plectic and polysymplectic structures and, more generally, between multilagrangian and
polylagrangian structures: the latter appear as the “leading order term” of the former,
through a simple formal construction that we introduce below and propose to call the
“symbol” because it strongly resembles the construction of the symbol of a differential
operator.
1 Polylagrangian forms on vector spaces
We begin by briefly recalling a few basic notions involving vector-valued alternating multi-
linear forms. Given finite-dimensional real vector spaces1 V and Tˆ , we consider Tˆ -valued
(k + 1)-forms ωˆ on V ,
ωˆ ∈
∧k+1
V ∗ ⊗ Tˆ . (17)
The contraction of such a form ωˆ is the linear map ωˆ♭ : V →
∧k
V ∗ ⊗ Tˆ given by
ωˆ♭(v) = ivωˆ , (18)
and the kernel of ωˆ is defined to be the kernel of ωˆ♭: ker ωˆ = ker ωˆ♭. If ker ωˆ = {0} we
say that ωˆ is non-degenerate. Given a linear form tˆ∗ ∈ Tˆ ∗ on Tˆ , the projection of ωˆ
along tˆ∗ is the ordinary (k + 1)-form on V given by2
ωtˆ∗ = 〈tˆ
∗, ωˆ〉 . (19)
Note that ω
tˆ∗
depends linearly on tˆ∗, so if we choose a basis {eˆ1, . . . , eˆnˆ} of Tˆ , with dual
basis {eˆ1, . . . , eˆnˆ} of Tˆ ∗, we have
ωˆ = ωa ⊗ eˆa with ω
a = ωeˆa (1 6 a 6 nˆ) . (20)
Then it is clear that
ker ωˆ =
⋂
tˆ∗∈ Tˆ ∗
ker ωtˆ∗ =
nˆ⋂
a=1
ker ωa . (21)
Next, suppose that L is a subspace of V and ℓ is an integer satisfying 1 6 ℓ 6 k ; then
extending the definition given in Ref. [9] from ordinary to vector-valued forms, we define
1In order to simplify the presentation, we assume all vector spaces involved to be real and finite-
dimensional: the extension to vector spaces over an arbitrary field of characteristic 0 is straightforward,
and generalization to the infinite-dimensional setting, which requires imposing appropriate continuity
conditions from functional analysis, will be left to a possible future investigation.
2Throughout this paper the symbol 〈. , .〉 will stand for the natural bilinear pairing between a vector
space and its dual.
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the ℓ-orthogonal complement of L (with respect to ωˆ) to be the subspace Lωˆ,ℓ of V
given by3
Lωˆ,ℓ = { v ∈V | iviv1 . . . ivℓωˆ = 0 for all v1, . . . , vℓ ∈L } . (22)
Note that these orthogonal complements form an increasing sequence under inclusion:
Lωˆ,1 ⊂ . . . ⊂ Lωˆ,k . (23)
We say that L is ℓ-isotropic (with respect to ωˆ) if L ⊂ Lωˆ,ℓ and ismaximal ℓ-isotropic
or, more briefly, ℓ-lagrangian (with respect to ωˆ) if it is maximal in the partially ordered
set formed by the ℓ-isotropic subspaces of V ; it is a simple exercise to check that, as usual,
this is the case if and only if L = Lωˆ,ℓ. If ℓ=1 we omit the prefix 1 and may conclude
that a subspace L of V will be isotropic if and only if 4
ωˆ♭
(
L
)
⊂ ωˆ♭
(
V
)
∩
(∧k
L⊥
)
⊗ Tˆ (24)
and will be maximal isotropic if and only if ker ωˆ ⊂ L and
ωˆ♭
(
L
)
= ωˆ♭
(
V
)
∩
(∧k
L⊥
)
⊗ Tˆ . (25)
(For explicit proofs of these elementary statements, the reader may consult Ref. [16].)
At first sight, the intersection with the subspace ωˆ♭
(
V
)
on the rhs of these relations
may seem strange, in particular since in the inclusion stated in equation (24) it is really
superfluous, but that is by no means the case for the equality stated in equation (25).
Rather, omitting this intersection leads to a strengthened form of equation (25) which
turns out to provide the key to the theory of polysymplectic and, more generally, of
polylagrangian forms:
Definition 1 Let V and Tˆ be finite-dimensional vector spaces, with nˆ ≡ dim Tˆ , and let
ωˆ be a non-vanishing Tˆ -valued (k + 1)-form on V . We say that ωˆ is a polylagrangian
form of rank N if V admits a subspace L of codimension N which is polylagrangian,
i.e., such that
ωˆ♭
(
L
)
=
(∧k
L⊥
)
⊗ Tˆ . (26)
When k = 1 and ωˆ is non-degenerate, we call ωˆ a polysymplectic form. If the condition
of non-degeneracy is dropped, we speak of a polypresymplectic form.
As a first property of polylagrangian forms, we note that a polylagrangian subspace, when
it exists, contains the kernel of ωˆ and hence really is a special type of maximal isotropic
subspace. But more than that is true.
3We discard the trivial case ℓ = 0 since extrapolating the definition to this case would lead to the
conclusion that Lωˆ,0 is simply the kernel of ωˆ, independently of the subspace L of V .
4Throughout this paper the symbol .⊥ will denote the annihilator of a subspace, i.e., given a subspace
L of a vector space V , L⊥ is the subspace of its dual space V ∗ consisting of the linear forms on V that
vanish on L.
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Proposition 1 Let V and Tˆ be finite-dimensional vector spaces, with nˆ ≡ dim Tˆ , and
let ωˆ be a Tˆ -valued polylagrangian (k + 1)-form on V of rank N , with polylagrangian
subspace L. Then N > k, and L contains the kernel of ωˆ as well as the kernel of each of
the projected forms ω
tˆ∗
(tˆ∗∈ Tˆ ∗ \ {0}):
ker ωˆ ⊂ L , ker ωtˆ∗ ⊂ L for all tˆ
∗∈ Tˆ ∗ \ {0} . (27)
Proof: First we observe that if N < k, we have
∧k
L⊥ = {0}, so both sides of the
equation (26) vanish, i.e., L is contained in ker ωˆ and hence ker ωˆ has codimension < k
in V , implying ωˆ ≡ 0 , since the (k + 1)-form on the quotient space V/ ker ωˆ induced
by ωˆ vanishes identically. (More generally, this argument shows that a nonvanishing
vector-valued (k + 1)-form does not permit isotropic subspaces of codimension < k.)
Thus supposing that dimL⊥ = N > k, we can for any vector v ∈ V \ L find a linearly
independent set of 1-forms v∗1, . . . , v
∗
k ∈L
⊥ such that 〈v∗1, v〉 = 1 and 〈v
∗
i , v〉 = 0 for i > 1.
Given tˆ∗∈ Tˆ ∗, take tˆ ∈ Tˆ such that 〈 tˆ∗, tˆ 〉 = 1. According to the definition of a poly-
lagrangian subspace, there is a vector u ∈L such that
iuωˆ = v
∗
1 ∧ . . . ∧ v
∗
k ⊗ tˆ ⇒ iviuωtˆ∗ = v
∗
2 ∧ . . . ∧ v
∗
k 6= 0
and so v /∈ ker ω
tˆ∗
. Hence it follows that ker ωˆ ⊂ ker ω
tˆ∗
⊂L. ✷
On the other hand, considering the case of main interest, which is that of 2-forms, it must
be emphasized that, as shown by the counterexamples presented in Appendix A, by far
not every vector-valued 2-form is poly(pre)symplectic, which means that in contrast to
lagrangian subspaces, a polylagrangian subspace need not exist, and even if it does exist,
not every lagrangian subspace is polylagrangian. However, there is a simple dimension
criterion that allows to decide whether a given isotropic subspace is polylagrangian:
Proposition 2 Let V and Tˆ be finite-dimensional vector spaces, with nˆ ≡ dim Tˆ , and
let ωˆ be a non-vanishing Tˆ -valued (k + 1)-form on V . Given any subspace L of V , with
N = dim(V/L), such that N > k, the following statements are equivalent:
• L is a polylagrangian subspace and ωˆ is a polylagrangian form of rank N .
• L contains ker ωˆ, is isotropic and has dimension
dim L = dim ker ωˆ + nˆ
(
N
k
)
. (28)
Proof: Taking into account that, for any isotropic subspace L of V containing the
kernel of ωˆ, the contraction map ωˆ♭ induces an injective linear map of L/ ker ωˆ into(∧k
L⊥
)
⊗ Tˆ , the result follows from an elementary dimension count. ✷
The case of non-degenerate ordinary or scalar polylagrangian forms (dim Tˆ = 1) has been
studied in the literature [8–10] under the label “multisymplectic forms” (a terminology
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that we propose to abandon since we use this term in a different sense; see Definition 3
below), but the concept of polylagrangian subspace appears only implicitly, namely
through the dimension criterion formulated in Proposition 2 above, which is employed as
a definition, so that it remains unclear how to extend this purely numerical recipe to other
situations, in particular when ωˆ is taken to be a truly vector-valued form (dim Tˆ > 1).
The main statement here is
Proposition 3 Let V be a finite-dimensional vector space and let ωˆ be a scalar poly-
lagrangian (k + 1)-form on V of rank N , with polylagrangian subspace L. Then any
isotropic subspace L˜ containing the kernel of ωˆ and such that
dim L˜ > dim ker ωˆ +
(
N − 1
k
)
+ 1 (29)
is contained in L. In particular, if N > k > 1, L is unique.
Remark 1 Note that the uniqueness statement for L is of course false for symplectic
forms (k = 1) and also for volume forms (N = k): in both cases, isotropic subspaces L˜
satisfying the dimension condition (29) do not exist, and there is no restriction whatsoever
on the relative position of lagrangian subspaces (which for a symplectic form on a (2N)-
dimensional space are N -dimensional and for a volume form are one-dimensional).
Proof: Obviously, passing from V to the quotient space V/ ker ωˆ if necessary, and
taking into account the previous remark, we may assume without loss of generality that
ωˆ is non-degenerate and also that N > k > 1. Following Refs [8,10], we begin by showing
that any isotropic subspace of V of dimension greater than 1 must intersect L non-trivially.
Indeed, if v1 and v2 are linearly independent vectors in V such that the two-dimensional
subspace span(v1, v2) generated by v1 and v2 satisfies span(v1, v2) ∩ L = {0}, we can
find a basis {e1, . . . , eN} of a subspace of V complementary to L such that e1 = v1
and e2 = v2 ; then denoting the corresponding dual basis of L
⊥ by {e1, . . . , eN}, we
use the fact that L is polylagrangian to conclude that there exists a vector u in L such
that iuωˆ = e
1
∧ . . . ∧ek, so ωˆ(u, e1, . . . , ek) = 1 and hence iv1 iv2ωˆ cannot vanish, i.e.,
span(v1, v2) cannot be isotropic. Using this result, we conclude that if L˜ is any isotropic
subspace of V , then the codimension of L˜ ∩ L in L˜ is at most 1, so
dim
(
L˜+ L
)
− dimL = dim L˜ − dim
(
L˜ ∩ L
)
6 1 .
Suppose now that L˜ is an isotropic subspace of V such that
dim
(
L˜+ L
)
− dimL = dim L˜ − dim
(
L˜ ∩ L
)
= 1 .
Then L˜+ L has codimension N − 1 in V and hence
dim
∧k(
L˜+ L
)⊥
=
(
N − 1
k
)
,
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whereas, by hypothesis,
dim
(
L˜ ∩ L
)
>
(
N − 1
k
)
,
which contradicts the fact that the restriction of the linear isomorphism ωˆ♭|L : L→
∧k
L⊥
maps the subspace L˜ ∩ L of L injectively into the subspace
∧k(
L˜+ L
)⊥
of
∧k
L⊥. ✷
What is remarkable is that the above uniqueness statement remains valid for vector-valued
polylagrangian forms (dim Tˆ > 1) and that in this case it becomes true even when k = 1
or N = k : this is a consequence of the following explicit construction of L.
Theorem 1 Let V and Tˆ be finite-dimensional vector spaces, with nˆ ≡ dim Tˆ > 2,
and let ωˆ be a Tˆ -valued polylagrangian (k+1)-form of rank N on V , with polylagrangian
subspace L. Then L is given by
L =
∑
t∗∈ Tˆ ∗\{0}
ker ωtˆ∗ (30)
and, in particular, is unique. In terms of a basis {eˆ1, . . . , eˆnˆ} of Tˆ with dual basis
{eˆ1, . . . , eˆnˆ} of Tˆ ∗,
L = ker ωˆ ⊕K1 ⊕ . . .⊕Knˆ , (31)
and for 1 6 a 6 nˆ,
L = ker ωa ⊕Ka , (32)
where for 1 6 a 6 nˆ, Ka is a subspace of V chosen so that
nˆ⋂
b=1
b6=a
ker ωb = ker ωˆ ⊕Ka . (33)
The dimensions of these various subspaces are given by
dim ker ωa = dim ker ωˆ + (nˆ− 1)
(
N
k
)
, dimKa =
(
N
k
)
. (34)
Proof: Fix a basis {eˆ1, . . . , eˆnˆ} of Tˆ with dual basis {eˆ
1, . . . , eˆnˆ} of Tˆ ∗ and choose
subspaces Ka of V (a = 1, . . . , nˆ) as indicated above. Then the subspaces ker ωˆ and
K1, . . . , Knˆ of V have trivial intersection, so their sum is direct and defines a subspace
of V which we shall, for the moment, denote by L′. According to the previous proposition,
L′ ⊂ L. To show that L′ = L, it is therefore sufficient to prove that ωˆ♭
(
L
)
⊂ ωˆ♭
(
L′
)
,
since both L and L′ contain ker ωˆ. Using the definition of a polylagrangian subspace, we
conclude that we must establish the inclusion(∧k
L⊥
)
⊗ Tˆ ⊂ ωˆ♭
(
L′
)
.
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But the equality (26) guarantees that for any α ∈
∧k
L⊥ and for 1 6 a 6 nˆ, there is a
vector va ∈L such that
iva ωˆ = α⊗ eˆa .
Then
iva ωˆ
b = α 〈eˆb, eˆa〉 = δ
b
a α ,
so we see that
va ∈
nˆ⋂
b=1
b6=a
ker ωˆb .
Decomposing va according to equation (33), we find a vector ua ∈Ka such that
iuaωˆ = α⊗ eˆa ,
so α ⊗ eˆa ∈ ωˆ
♭(Ka) ⊂ ωˆ
♭(L′). Conversely, if ua ∈Ka ⊂L, then iuaωˆ
b = 0 for b 6= a and
hence iuaωˆ is of the form α ⊗ eˆa for some α ∈
∧k
L⊥. Thus we conclude that ωˆ♭ maps
Ka isomorphically onto
(∧k
L⊥
)
⊗ span(eˆa), where span(eˆa) denotes the one-dimensional
subspace of Tˆ generated by eˆa, which proves the second formula in equation (34). Finally,
we observe that combining equations (21) and (33) gives
ker ωa ∩Ka = {0} ,
so that equation (32) follows from equation (31), whereas the first formula in equation (34)
is now a direct consequence of equations (28) and (32). ✷
Another fundamental property of polylagrangian forms is that the polylagrangian sub-
space has a particular type of direct complement.
Theorem 2 Let V and Tˆ be finite-dimensional vector spaces and let ωˆ be a Tˆ -valued
polylagrangian (k + 1)-form of rank N on V , with polylagrangian subspace L. Then there
exists a k-isotropic subspace E of V complementary to L, i.e., such that
V = E ⊕ L . (35)
Proof: Let E0 be a k-isotropic subspace of V of dimension N
′ such that E0∩L = {0}.
(For instance, as long as N ′ 6 k, E0 can be any subspace of V such that E0 ∩ L = {0}.)
If N ′ = N , we are done. Otherwise, choose a basis {e1, . . . , eN} of a subspace of V
complementary to L such that the first N ′ vectors constitute a basis of E0, and denote the
corresponding dual basis of L⊥ by {e1, . . . , eN}. We shall prove that there exists a vector
u ∈V \ (E0 ⊕ L) such that the subspace E1 of V spanned by u and E0 is k-isotropic and
satisfies E1 ∩L = {0}; then since dimE1 = N
′ +1, the statement of the theorem follows
by induction. To this end, consider an arbitrary basis {eˆa | 1 6 a 6 nˆ} of Tˆ with dual
basis {eˆa | 1 6 a 6 nˆ} of Tˆ ∗ and, choosing any subspace L′ of L complementary to
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ker ωˆ, use the fact that L is polylagrangian to conclude that there exists a unique basis
{ ei1... ika | 1 6 a 6 nˆ , 1 6 i1 < . . . < ik 6 N } of L
′ such that
ωˆ♭(ei1... ika ) = e
i1 ∧ . . . ∧ eik ⊗ eˆa .
Thus, for 1 6 i1 < . . . < ik 6 N and 1 6 j1 < . . . < jk 6 N , we have
ωb(ei1... ika , ej1, . . . , ejk) = δ
b
a δ
i1
j1
. . . δikjk .
Therefore, the vector
u = eN ′+1 −
1
k!
ωa(eN ′+1, ei1 , . . . , eik) e
i1... ik
a
does not belong to the subspace E0 ⊕ L and, for 1 6 j1 < . . . < jk 6 N , satisfies
ωb(u, ej1, . . . , ejk)
= ωb(eN ′+1, ej1, . . . , ejk) −
1
k!
ωa(eN ′+1, ei1 , . . . , eik) ω
b(ei1... ika , ej1, . . . , ejk)
= 0 ,
which implies that since the subspace E0 spanned by e1, . . . , eN ′ is k-isotropic, the subspace
E1 spanned by e1, . . . , eN ′ and u is so as well. ✷
Example 1 (The canonical form) Let E and Tˆ be vector spaces of dimension N
and nˆ, respectively. Set
V0 = E ⊕
((∧k
E∗
)
⊗ Tˆ
)
. (36)
The canonical polylagrangian form of rank N is the non-degenerate Tˆ -valued (k+1)-
form ωˆ0 on V0 defined by
ωˆ0
(
(u0, α0 ⊗ tˆ0), . . . , (uk, αk ⊗ tˆk)
)
=
k∑
i=0
(−1)i αi(u0, . . . , ûi, . . . , uk) tˆi . (37)
If k = 1 we shall call ωˆ0 the canonical polysymplectic form.
For scalar forms (Tˆ = R) this construction can be found, e.g., in Refs [8–10].
To justify this terminology, note that it is a straightforward exercise to show that ωˆ0 is
non-degenerate and that, considering E and
L =
(∧k
E∗
)
⊗ Tˆ (38)
as subspaces of V0, we have the direct decomposition V0 = E ⊕ L where
L is polylagrangian and E is k-isotropic . (39)
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In terms of bases, let { eˆa | 1 6 a 6 nˆ } be any basis of Tˆ with dual basis { eˆ
a | 1 6 a 6 nˆ }
of Tˆ ∗ and let { ei | 1 6 i 6 N } be any basis of E with dual basis { e
i | 1 6 i 6 N } of E∗.
For 1 6 a 6 nˆ and 1 6 i1 < . . . < ik 6 N , define
ei1... ika = e
i1∧ . . . ∧ eik ⊗ eˆa , e
a
i1... ik
= ei1∧ . . . ∧ eik ⊗ eˆ
a .
This provides a basis { ei, e
i1... ik
a | 1 6 a 6 nˆ , 1 6 i 6 N , 1 6 i1 < . . . < ik 6 N } of V0
with dual basis { ei, eai1... ik | 1 6 a 6 nˆ , 1 6 i 6 N , 1 6 i1 < . . . < ik 6 N } of V
∗
0 , both
of which we shall refer to as a canonical basis or Darboux basis, such that
ωˆ0 =
1
k!
(
eai1... ik ∧ e
i1 ∧ . . . ∧ eik
)
⊗ eˆa . (40)
Now it is easy to derive the algebraic Darboux theorem for general polylagrangian
forms: let { eˆa | 1 6 a 6 nˆ } be an arbitrary basis of Tˆ , with dual basis { eˆ
a | 1 6 a 6 nˆ }
of Tˆ ∗, and let { ei | 1 6 i 6 N } be an arbitrary basis of a k-isotropic subspace E
complementary to L in V , with dual basis { ei | 1 6 i 6 N } of L⊥ ∼= E∗. Choosing
an arbitrary subspace L′ of L complementary to ker ωˆ and taking into account the
identity (26), we define a basis { ei1... ika | 1 6 a 6 nˆ , 1 6 i1 < . . . < ik 6 N } of L
′ by
ωˆ♭(ei1... ika ) = e
i1 ∧ . . . ∧ eik ⊗ eˆa .
It is easy to see that the union of this basis with that of E gives a canonical basis of V
(or more precisely, of E ⊕ L′, which is a subspace of V complementary to ker ωˆ). Thus
we have proved5
Theorem 3 (Darboux theorem for polylagrangian vector spaces)
Every polylagrangian vector space admits a canonical basis.
2 Multilagrangian forms on vector spaces
In this section we deal with ordinary alternating multilinear forms which are partially
horizontal with respect to a given vertical subspace. To explain what this means, assume
that we are given a finite-dimensional real vector spaceW together with a fixed subspace V
and a projection π from W to another finite-dimensional real vector space T which has
V as its kernel, so that T ∼= W/V , i.e., we have a short exact sequence of vector spaces 1
0 −→ V −→ W
π
−→ T −→ 0 . (41)
Motivated by standard jargon of fiber bundle theory, we shall refer to W as the total
space, V as the vertical space and T as the base space. Then an r-form α ∈
∧r
W ∗
5Clearly, the inductive construction of a k-isotropic subspace E complementary to the polylagrangian
subspace L, as presented in the proof of Theorem 2, provides an explicit iteration procedure for building
polylagrangian bases in a way similar to the well known Gram-Schmidt orthogonalization process.
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on W is said to be (r − s)-horizontal (with respect to π), where 0 6 s 6 r , if its
contraction with more than s vertical vectors vanishes, i.e., if
iv1 . . . ivs+1 α = 0 for v1, . . . , vs+1 ∈V . (42)
The vector space of (r−s)-horizontal r-forms onW will be denoted by
∧ r
sW
∗. Note that
as s is varied (with r fixed), these spaces form an increasing sequence under inclusion: 6∧r
T ∗ ∼=
∧ r
0W
∗ ⊂ . . . ⊂
∧ r
sW
∗ ⊂ . . . ⊂
∧ r
rW
∗ =
∧r
W ∗ . (43)
At the two extremes, we have
∧ r
rW
∗ =
∧r
W ∗ since the condition of 0-horizontality is
void, whereas the space
∧ r
0W
∗ of fully horizontal r-forms on W , which are precisely the
horizontal r-forms as defined in [17, Vol. 2] and [18, Vol. 1], is canonically isomorphic to
the space
∧r
T ∗ of all r-forms on T :
∧ r
0W
∗ ∼=
∧r
T ∗. This canonical isomorphism is
simply given by pull-back with the projection π, i.e., αW = π
∗αT or
αW (w1, . . . , wr) = αT (π(w1), . . . , π(wr)) for w1, . . . , wr ∈W . (44)
Its inverse is given by αT = s
∗αW or
αT (t1, . . . , tr) = αW (s(t1), . . . , s(tr)) for t1, . . . , tr ∈T , (45)
where s is any splitting of the exact sequence (41), i.e., any linear mapping from T to W
such that π ◦s = idT .
7 Extending this construction to partially horizontal forms leads us
naturally to the concept of symbol, which will provide the link between polysymplectic/
polylagrangian and multisymplectic/multilagrangian structures.
Definition 2 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41). The symbol of an (r − s)-horizontal r-form α on W , α ∈
∧ r
sW
∗,
is the
∧r−s
T ∗-valued s-form αˆ on V , αˆ ∈
∧s
V ∗ ⊗
∧r−s
T ∗, given by
αˆ(v1, . . . , vs) = iv1 . . . ivsα for v1, . . . , vs ∈V . (46)
Explicitly, we may use equation (45) to arrive at the following formula for αˆ in terms of α:
αˆ(v1, . . . , vs)
(
t1, . . . , tr−s
)
= α(v1, . . . , vs, s(t1), . . . , s(tr−s))
for v1, . . . , vs ∈V , t1, . . . , tr−s ∈T ,
(47)
where, once again, s is any splitting of the exact sequence (41). 7 It follows that passage
to the symbol can be regarded as a projection, from the space
∧ r
sW
∗ of (r−s)-horizontal
r-forms on W to the space
∧s
V ∗ ⊗
∧r−s
T ∗ of s-forms on V with values in the space
6The first few terms of this sequence may be trivial, since
∧ r
sW
∗ = {0} if s < r − dim T .
7It is a straightfoward exercise to verify that the expressions on the rhs of equation (45) and on the
rhs of equation (47) do not depend on the choice of the splitting s when αW is horizontal and α is
(r − s)-horizontal.
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∧r−s
T ∗ of (r−s)-forms on T , whose kernel is the subspace
∧ r
s−1W
∗ of (r−s+1)-horizontal
r-forms on W .
If we introduce a basis {eV1 , . . . , e
V
m, e
T
1 , . . . , e
T
n} of W such that the first m vectors
span V while the last n vectors span a subspace complementary to V and hence isomorphic
to T , then in terms of the dual basis {e1V , . . . , e
m
V , e
1
T , . . . , e
n
T} of W
∗, an arbitrary form
α ∈
∧ r
sW
∗ is represented as 8
α =
s∑
t=0
1
t!
1
(r−t)!
ωi1... it;µ1... µr−t e
i1
V ∧ . . . ∧ e
it
V ∧ e
µ1
T ∧ . . . ∧ e
µr−t
T , (48)
while its symbol αˆ ∈
∧s
V ∗ ⊗
∧r−s
T ∗ is represented as
αˆ = 1
s!
1
(r−s)!
αi1... is;µ1... µr−s e
i1
V ∧ . . . ∧ e
is
V ⊗ e
µ1
T ∧ . . . ∧ e
µr−s
T , (49)
which also shows that
dim
∧ r
sW
∗ =
s∑
t=0
(
dimV
t
)(
dimT
r − t
)
, (50)
where it is to be understood that
(
k
l
)
= 0 if l > k .
As in the polysymplectic and, more generally, the polylagrangian case, our definition
of a multisymplectic and, more generally, of a multilagrangian form will be based on the
existence of a special type of maximal isotropic subspace, the only restriction being that
we consider only isotropic subspaces of the vertical space V ; correspondingly, the concept
of maximality should in this context be understood to mean maximality in the partially
ordered set formed by the isotropic subspaces of V (not W ). More precisely, suppose we
are given a fixed (k + 1− r)-horizontal (k + 1)-form ω on W ,
ω ∈
∧k+1
r W
∗ , (51)
where 1 6 r 6 k+ 1, 9 and denote by ω♭ the contraction of ω, as defined in the previous
section, which is a linear map ω♭ : W →
∧k
W ∗, as well as its restriction to the vertical
subspace V , which is a linear map ω♭ : V →
∧ k
r−1W
∗. Then defining, for any subspace
L of V , ∧ k
r−1 L
⊥ =
∧k
L⊥ ∩
∧ k
r−1W
∗ , (52)
8The expansion in equation (48) explains why forms in
∧ r
s W
∗ are called (r − s)-horizontal: they are
represented as linear combinations of exterior products of 1-forms such that, in each term of the sum, at
least r − s of them are horizontal.
9The extreme case of fully horizontal forms (r = 0) will be excluded right from the start since it can
be reduced to the other extreme case where the horizontality condition is void (r = k + 1), substituting
the total space W by the quotient space T . Additional restrictions that serve to exclude other trivial or
uninteresting cases will be imposed as we go along.
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we conclude as in the previous section that a subspace L of V will be isotropic (with
respect to ω) if and only if
ω♭
(
L
)
⊂ ω♭
(
V
)
∩
∧ k
r−1 L
⊥ , (53)
and will be maximal isotropic (with respect to ω) if and only if V ∩ ker ω ⊂ L and
ω♭
(
L
)
= ω♭
(
V
)
∩
∧ k
r−1 L
⊥ . (54)
As in the previous section, the intersection with the subspace ω♭
(
V
)
on the rhs of these
relations is superfluous in equation (53) but not in equation (54), and omitting it here
leads to a strengthened form of equation (54) which turns out to provide the key to the
theory of multisymplectic and, more generally, of multilagrangian forms:
Definition 3 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41), with n = dimT , and let ω be a non-vanishing (k+1− r)-horizontal
(k+1)-form on W , where 1 6 r 6 k+1. We say that ω is a multilagrangian form of
rank N and horizontality degree k+1−r if V admits a subspace L of codimension N
which is multilagrangian, i.e., such that
ω♭
(
L
)
=
∧ k
r−1 L
⊥ . (55)
When k = n, r = 2 and ω is non-degenerate, we call ω a multisymplectic form. If the
condition of non-degeneracy is dropped, we speak of a multipresymplectic form.
The first two propositions on multilagrangian forms are entirely analogous to the corre-
sponding ones for polylagrangian forms. To begin with, we note that a multilagrangian
subspace, when it exists, contains the kernel of ω (implying, in particular, that ker ω ⊂ V )
and hence really is a special type of maximal isotropic subspace.
Proposition 4 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41), with n = dimT , and let ω be a multilagrangian (k+1)-form on W of
rank N and horizontality degree k+1− r, where 1 6 r 6 k+1, and with multilagrangian
subspace L. Then N + n > k and k + 1− r 6 n, and L contains the kernel of ω:
ker ω ⊂ L . (56)
Proof: First we observe that if N+n < k, we have
∧k
L⊥ = {0} while if k+1−r > n,
we have
∧ k
r−1W
∗ = {0}, so in either case, both sides of the equation (55) vanish, i.e.,
L is contained in ker ω and hence ker ω has codimension < k in W , implying ω ≡ 0 ,
since the (k+ 1)-form on the quotient space W/ ker ω induced by ω vanishes identically.
Thus supposing that dimL⊥ = N + n > k and using that dimV ⊥ = n and V ⊥ ⊂L⊥,
we conclude that we can, for any vector w ∈ W \ L, find a linearly independent set of 1-
forms w∗1, . . . , w
∗
k ∈L
⊥ such that w∗r , . . . , w
∗
k ∈V
⊥, 〈w∗1, w〉 = 1 and 〈w
∗
i , w〉 = 0 for i > 1.
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According to the definition of a multilagrangian subspace, there is a vector u ∈L such
that
iuω = w
∗
1 ∧ . . . ∧ w
∗
k ⇒ iwiuω = w
∗
2 ∧ . . . ∧ w
∗
k 6= 0
and so w /∈ ker ω. Hence it follows that ker ω ⊂L. ✷
The second gives a simple dimension criterion that allows to decide whether a given
isotropic subspace of V is multilagrangian:
Proposition 5 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41), with n = dimT , and let ω be a non-vanishing (k+1− r)-horizontal
(k+1)-form on W , where 1 6 r 6 k+1 and k+1− r 6 n. Given any subspace L of V ,
with N = dim(V/L), such that N + n > k, the following statements are equivalent:
• L is a multilagrangian subspace and ω is a multilagrangian form of rank N .
• L contains ker ω, is isotropic and has dimension
dim L = dim ker ω +
r−1∑
s=0
(
N
s
)(
n
k − s
)
, (57)
where it is to be understood that
(
N
s
)
= 0 if s > N .
Proof: Taking into account that, for any isotropic subspace L of V containing the
kernel of ω, the contraction map ω♭ induces an injective linear map of L/ ker ω into∧ k
r−1 L
⊥, we obtain
dimL − dim ker ω = dim ω♭
(
L
)
= dim
∧ k
r−1 L
⊥ .
To calculate this dimension, we introduce a basis {eL1 , . . . , e
L
l , e
L′
1 , . . . , e
L′
N , e
T
1 , . . . , e
T
n}
of W such that the first l vectors form a basis of L, the following N vectors form
a basis of a subspace L′ complementary to L in V and the last n vectors form
a basis of a subspace H complementary to V in W , which is isomorphic to T .
Then in terms of the dual basis {e1L, . . . , e
l
L, e
1
L′, . . . , e
N
L′, e
1
T , . . . , e
n
T} of W
∗, we con-
clude that { ei1L′ ∧ . . . ∧ e
is
L′ ∧ e
µ1
T ∧ . . . ∧ e
µk−s
T | 0 6 s 6 r − 1 , 1 6 i1 < . . . < is 6 N ,
1 6 µ1 < . . . < µk−s 6 n } is a basis of
∧ k
r−1L
⊥. ✷
The relation between multilagrangian and polylagrangian forms is established through
the symbol:
Theorem 4 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41), with n = dimT , let ω be a non-vanishing (k + 1 − r)-horizontal
(k + 1)-form on W , where 1 6 r 6 k + 1 and k + 1 − r 6 n, and let ωˆ be its symbol,
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which is a
∧k+1−r
T ∗-valued r-form on V . Suppose that ω is multilagrangian, with multi-
lagrangian subspace L. Then ωˆ is polylagrangian, with polylagrangian subspace L, and
ker ω ⊂ ker ωˆ . (58)
If ω is multipresymplectic, then ωˆ is polypresymplectic, with
dimker ωˆ − dimker ω 6 1 . (59)
Proof: Fixing an arbitrary horizontal subspace H of W and using the direct decom-
positions W = V ⊕ H and W ∗ = H⊥ ⊕ V ⊥, with H⊥ ∼= V ∗ and V ⊥ ∼= H∗, we note
that in order to show that L is polylagrangian with respect to ωˆ, we must establish the
equality
ωˆ♭
(
L
)
∼=
∧r−1
(L⊥ ∩H⊥) ⊗
∧k+1−r
T ∗ .
To do so, we use the canonical isomorphism
∧k+1−r
T ∗ ∼=
∧k+1−r
0 W
∗ =
∧k+1−r
V ⊥ and
the inclusion V ⊥ ⊂L⊥, together with the fact that the space
∧r−1
(L⊥∩H⊥)⊗
∧k+1−r
V ⊥
is generated by elements which can be written in the form
αˆ =
(
w∗1 ∧ . . . ∧ w
∗
r−1
)
⊗
(
w∗r ∧ . . . ∧ w
∗
k
)
where α = w∗1 ∧ . . . ∧ w
∗
k
with w∗1, . . . , w
∗
r−1 ∈ L
⊥∩H⊥ and w∗r , . . . , w
∗
k ∈ V
⊥ ⊂L⊥. Since L is multilagrangian with
respect to ω, there is a vector u ∈L such that α = iuω and so αˆ = iuωˆ, showing that L
is polylagrangian with respect to ωˆ. The inclusion (58) is obvious from the definition (46)
or (47), and the estimate (59) follows by observing that the linear map ω♭ : V →
∧ k
r−1W
∗
induces an injective linear map from V/ ker ω to
∧ k
r−1W
∗ that takes ker ωˆ/ ker ω into∧ k
r−2W
∗, and this space is one-dimensional when ω is multipresymplectic. ✷
In particular, we note that when ω is multisymplectic, there are two possibilities: either
ωˆ is already non-degenerate or else ωˆ has a one-dimensional kernel. Both cases do arise in
practice, so all that can be said in general about the relation between multisymplectic and
polysymplectic forms (in addition to the last statement of Theorem 4) is that the symbol
ωˆ of a multisymplectic form ω on W induces a polysymplectic form on the quotient space
Wˆ = W/ ker ωˆ, which by abuse of notation will again be denoted by ωˆ.
Before going on to explore general consequences of the relation between multi-
lagrangian and polylagrangian forms that we have just established, let us pause for a
moment to comment on the situations encountered when the parameter r is assumed to
take on one of its extreme values. On the one hand, when r = k + 1, the horizontality
condition becomes void, the choice of V and T becomes irrelevant, the space
∧k+1−r
T ∗
is one-dimensional and the form ω coincides with its symbol ωˆ. This is, once again, the
particular case that has been studied before in the literature [8–10] under the label “multi-
symplectic forms” (a terminology that we propose to abandon since we use this term in a
different sense; see Definition 3 above). Thus it becomes clear that these “multisymplectic
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forms” appear as the intersection between polylagrangian and multilagrangian forms: they
are polylagrangian without being vector-valued as well as multilagrangian without being
horizontal. On the other hand, note that we have already excluded the case r=0, where
the (k + 1)-form ω is fully horizontal (i.e., (k + 1)-horizontal), since this situation can
be reduced to the previous one if we substitute W by T , but even the next case r = 1,
where the (k + 1)-form ω is k-horizontal, is essentially trivial, since every k-horizontal
multilagrangian (k + 1)-form has rank 0 and multilagrangian subspace V . (In fact, the
condition that ω should be k-horizontal is equivalent to the condition that V should be
isotropic, and in this case, V does satisfy the remaining criteria of Proposition 5.)
Another fundamental property of multilagrangian forms that can be derived from the
corresponding property for polylagrangian forms is that the multilagrangian subspace has
a particular type of direct complement.
Theorem 5 Let W , V and T be finite-dimensional vector spaces related by the short
exact sequence (41), with n = dimT , and let ω be a multilagrangian (k + 1)-form on W
of rank N and horizontality degree k + 1 − r, where 1 6 r 6 k + 1 and k + 1 − r 6 n,
and with multilagrangian subspace L. Then there exists a k-isotropic subspace F of W
such that the intersection E = V ∩F is an (r − 1)-isotropic subspace of V and
W = F ⊕ L , V = E ⊕ L . (60)
Proof: First we construct an (r− 1)-isotropic subspace E of V of dimension N which
is complementary to L in V . If r = 1 there is nothing to prove since in this case the
vertical subspace V is isotropic and so we have L = V , E = {0} and N = 0 . If r > 1
we apply Theorem 2 to the symbol ωˆ of ω to conclude that there is a subspace E of V of
dimension N which is complementary to L in V and is (r−1)-isotropic with respect to ωˆ.
Now taking into account that the whole vertical subspace V is r-isotropic with respect
to ω, it follows that E is (r − 1)-isotropic with respect to ω as well. – Now let F0 be a
subspace of W of dimension N + n′ which is k-isotropic with respect to ω and such that
F0 ∩ V = E. (For instance, if n
′ = 0, F0 = E). If n
′ = n, we are done. Otherwise,
choose a basis {eE1 , . . . , e
E
N , e1, . . . , en} of a subspace of W complementary to L such that
the first N vectors constitute a basis of E and the first N + n′ vectors constitute a basis
of F0, and denote the corresponding dual basis of L
⊥ by {e1E, . . . , e
N
E , e
1, . . . , en}. We shall
prove that there exists a vector u ∈W \ (F0 ⊕ L) such that the subspace F1 spanned by
u and F0 is k-isotropic and satisfies F1 ∩ V = E; then since dimF1 = N + n
′ + 1, the
statement of the theorem follows by induction. To this end, choose any subspace L′ of L
complementary to ker ω and use the fact that L is multilagrangian to conclude that there
exists a unique basis
{ ei1... is;µ1... µk−s | 0 6 s 6 r − 1 ,
1 6 i1 < . . . < is 6 N
1 6 µ1 < . . . < µk−s 6 n
}
of L′ such that
ω♭V (e
i1... is;µ1... µk−s) = ei1E ∧ . . . ∧ e
is
E ∧ e
µ1 ∧ . . . ∧ eµk+1−s .
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Thus, for 0 6 s, t 6 r − 1, 1 6 i1 < . . . < is 6 N , 1 6 j1 < . . . < jt 6 N ,
1 6 µ1 < . . . < µk−s 6 n, 1 6 ν1 < . . . < νk−t 6 n, we have
ω(ei1... is;µ1... µk−s , eEj1, . . . , e
E
jt, eν1 , . . . , eνk−t) =
{
0 if s 6= t
δi1j1 . . . δ
is
js δ
µ1
ν
1
. . . δ
µk−s
νk−s if s = t
}
.
Therefore, the vector
u = en′+1 −
r−1∑
s=0
1
s!
1
(k−s)!
ω(en′+1, e
E
i1 , . . . , e
E
is , eµ1 , . . . , eµk−s) e
i1... is;µ1... µk−s
does not belong to the subspace F0 ⊕ L and, for 0 6 t 6 r − 1, 1 6 j1 < . . . < jt 6 N
and 1 6 ν1 < . . . < νk−t 6 n, satisfies
ω(u, eEj1, . . . , e
E
jt, eν1 , . . . , eνk−t)
= ω(en′+1, e
E
j1
, . . . , eEjt, eν1, . . . , eνk−t)
−
r−1∑
s=0
1
s!
1
(k−s)!
ω(en′+1, e
E
i1
, . . . , eEis, eµ1 , . . . , eµk−s)
× ω(ei1... is;µ1... µk−s, eEj1 , . . . , e
E
jt , eν1, . . . , eνk−t)
= 0 .
which implies that since the subspace F0 spanned by e
E
1 , . . . , e
E
N , e1, . . . , en′ is k-isotropic,
the subspace F1 spanned by e
E
1 , . . . , e
E
N , e1, . . . , en′ and u is so as well. ✷
Example 2 (The canonical form) Let F be a vector space of dimension N + n and
E be a fixed N -dimensional subspace of F . Denoting the n-dimensional quotient space
F/E by T and the canonical projection of F onto T by ρ, we obtain the following exact
sequence of vector spaces:
0 −→ E −→ F
ρ
−→ T −→ 0 . (61)
Set
W0 = F ⊕
∧ k
r−1F
∗ , V0 = E ⊕
∧ k
r−1F
∗ , π0 = ρ ◦pr1 , (62)
where pr1 : W0 → F is the canonical projection, which leads us to the following exact
sequence of vector spaces:
0 −→ V0 −→ W0
π
0−→ T −→ 0 . (63)
The canonical multilagrangian form of rank N and horizontality degree k + 1 − r is
the (k + 1− r)-horizontal (k + 1)-form ω0 on W0 defined by
ω0
(
(u0, ω0), . . . , (uk, ωk)
)
=
k∑
i=0
(−1)i ωi(u0, . . . , ûi, . . . , uk) . (64)
If k = n and r = 2 we shall call ω0 the canonical multisymplectic form.
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It is a straightforward exercise to show that ω0 is (k+1− r)-horizontal and is degenerate
when r = 1, with
ker ω0 = E if r = 1 , (65)
but is non-degenerate when r > 1. In what follows, we shall assume that N > 0, since
when E = {0}, we are back to the polylagrangian case on T ⊕
∧k
T ∗, with Tˆ = R, which
has already been studied in Refs [8–10]. For the same reason, we shall also assume that
r > 1, since for r = 1 we have
∧ k
0F
∗ ∼=
∧k
T ∗, so that after passing to the quotient by
the kernel of ω0, we are once again back to the polylagrangian case on T ⊕
∧k
T ∗, with
Tˆ = R. Then considering F and
L =
∧ k
r−1F
∗ (66)
as subspaces of W0, we have the direct decompositions W0 = F ⊕ L and V0 = E ⊕ L
where
L is multilagrangian , F is k-isotropic , E is (r − 1)-isotropic . (67)
In terms of bases, let { ei, eµ | 1 6 i 6 N , 1 6 µ 6 n } be a basis of F with dual basis
{ ei, eµ | 1 6 i 6 N , 1 6 µ 6 n } of F ∗ such that { ei | 1 6 i 6 N } is a basis of E and
{ eµ | 1 6 µ 6 n } is a basis of a subspace H of F complementary to E, isomorphic to T .
For 0 6 s 6 r, 1 6 i1 < . . . < is 6 N and 1 6 µ1 < . . . < µk−s 6 N , define
ei1... is;µ1... µk−s = ei1 ∧ . . . ∧ eis ∧ eµ1 ∧ . . . ∧ eµk−s
ei1... is;µ1... µk−s = ei1 ∧ . . . ∧ eis ∧ eµ1 ∧ . . . ∧ eµk−s
.
This provides a basis
{ ei, eµ, e
i1... is;µ1... µk−s | 0 6 s 6 r − 1 ,
1 6 i 6 N , 1 6 i1 < . . . < is 6 N
1 6 µ 6 n , 1 6 µ1 < . . . < µk−s 6 n
}
of W0 with dual basis
{ ei, eµ, ei1... is;µ1... µk−s | 0 6 s 6 r − 1 ,
1 6 i 6 N , 1 6 i1 < . . . < is 6 N
1 6 µ 6 n , 1 6 µ1 < . . . < µk−s 6 n
}
of W ∗0 , both of which we shall refer to as a canonical basis or Darboux basis, such
that
ω0 =
r−1∑
s=0
1
s!
1
(k−s)!
ei1... is;µ1... µk−s ∧ e
i1 ∧ . . . ∧ eis ∧ eµ1 ∧ . . . ∧ eµk−s . (68)
and for the symbol
ωˆ0 =
1
(r−1)!
1
(k+1−r)!
(
ei1... ir−1;µ1... µk+1−r ∧ e
i1 ∧ . . . ∧ eir−1
)
⊗
(
eµ1 ∧ . . . ∧ eµk+1−r
)
. (69)
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Now it is easy to derive the algebraic Darboux theorem for general multilagrangian
forms: let { ei, eµ | 1 6 i 6 N , 1 6 µ 6 n } be a basis of a k-isotropic subspace F
complementary to L in W , with dual basis { ei, eµ | 1 6 i 6 N , 1 6 µ 6 n } of L⊥ ∼= F ∗,
such that { ei | 1 6 i 6 N } is a basis of the (r− 1)-isotropic subspace E = V ∩F which
is complementary to L in V . Choosing any subspace L′ of L complementary to ker ω and
taking into account the identity (55), we define a basis
{ ei1... is;µ1... µk−s | 0 6 s 6 r − 1 ,
1 6 i1 < . . . < is 6 N
1 6 µ1 < . . . < µk−s 6 n
}
of L′ by
ω♭V (e
i1... is;µ1... µk−s) = ei1 ∧ . . . ∧ eis ∧ eµ1 ∧ . . . ∧ eµk+1−s .
It is easy to see that the union of this basis with that of F gives a canonical basis of W
(or more precisely, of F ⊕ L′, which is a subspace of W complementary to ker ω). Thus
we have proved10
Theorem 6 (Darboux theorem for multilagrangian vector spaces)
Every multilagrangian vector space admits a canonical basis.
3 Cartan calculus and the symbol
In order to extend the structures studied in the previous two sections and, in particular,
the concept of symbol that interrelates them, from a purely algebraic setting to the realm
of differential geometry, we shall need a variant of Cartan’s calculus, which in its standard
formulation deals with differential forms on manifolds, to handle vertical differential forms
on total spaces of fiber bundles.
Let P be a fiber bundle over a base manifold M , with projection π : P → M . Then
the vector bundle
∧r
s T
∗P over P whose fiber at any point p in P is the space
∧r
s T
∗
pP
of (r − s)-horizontal r-forms on the tangent space TpP to P at p is called the bundle
of (r − s)-horizontal r-forms on P , and its sections are called (r − s)-horizontal
differential r-forms or simply (r − s)-horizontal r-forms on P ; the space of such
forms will be denoted by Ω rs(P ). Similarly, assuming in addition that Tˆ is a vector
bundle over the same base manifold M , with projection τˆ : Tˆ → M , and denoting the
pull-back of Tˆ to P by π∗Tˆ and the vertical bundle of P by V P (both are vector bundles
over P ), the vector bundle
∧r
V ∗P ⊗ π∗Tˆ over P is called the bundle of vertical r-
forms on P , and its sections are called vertical differential r-forms or simply vertical
r-forms on P , with values or coefficients in π∗Tˆ or, by abuse of language, in Tˆ : the
space of such forms will be denoted by Ω rV (P ; π
∗Tˆ ). Finally, the sections of the vertical
10Once again, the inductive construction of a k-isotropic subspace F complementary to the multi-
lagrangian subspace L, as presented in the proof of Theorem 5, provides an explicit iteration procedure
for building multilagrangian bases in a way similar to the well known Gram-Schmidt orthogonalization
process.
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bundle V P itself are called vertical vector fields or simply vertical fields on P : the
space of such fields will be denoted by XV (P ). Obviously, Ω
r
s(P ), Ω
r
V (P ; π
∗Tˆ ) and XV (P )
are (locally finite) modules over the algebra F(P ) of functions on P .
It should be noted that speaking of vertical forms constitutes another abuse of lan-
guage because these “forms” are really equivalence classes of differential r-forms on P :
Ω rV (P ; π
∗Tˆ ) is not a subspace of the space Ωr(P ; π∗Tˆ ) of all differential r-forms on P but
rather its quotient space
Ω rV (P ; π
∗Tˆ ) = Ωr(P ; π∗Tˆ )/Ω rr−1(P ; π
∗Tˆ )
by the subspace Ω rr−1(P ; π
∗Tˆ ) of all 1-horizontal differential r-forms on P .
An interesting aspect of this construction is that it is possible to develop a variant of
the usual Cartan calculus for differential forms on the manifold P in which vector fields
on P are replaced by vertical fields X on P and differential forms on P (taking values in
some fixed vector space) are replaced by vertical differential forms α on P (taking values
in some fixed vector bundle over the base manifold), in such a way that all operations
of this calculus such as exterior multiplication, contraction, Lie derivative and exterior
derivative continue to be well defined and to satisfy the standard rules. (See [17, Vol. 1,
Problem 8, p. 313] for the special case where the vector bundle of coefficients is the trivial
line bundle M × R.) Here, we shall only need the vertical exterior derivative
dV : Ω
r
V (P ; π
∗Tˆ ) −→ Ω r+1V (P ; π
∗Tˆ )
α 7−→ dV α
, (70)
which is defined by exactly the same formula as in the standard case, namely
dV α (X0, . . . , Xr) =
r∑
i=0
(−1)i Xi ·
(
α(X0, . . . , Xˆi, . . . , Xr)
)
+
∑
06i<j6r
(−1)i+j α([Xi, Xj], X0, . . . , Xˆi, . . . , Xˆj, . . . , Xr)
, (71)
where X0, X1, . . . , Xr ∈ XV (P ) : this makes sense since VP is an involutive distribution
on P , provided we correctly define the vertical directional derivative
XV (P )× Γ(π
∗Tˆ ) −→ Γ(π∗Tˆ )
(X,ϕ) 7−→ X · ϕ
. (72)
as an R-bilinear operator which is F(P )-linear in the first entry and satisfies a Leibniz
rule in the second entry,
X · (fϕ) = (X · f)ϕ+ f(X · ϕ) . (73)
Explicitly, for X ∈ XV (P ) and ϕ ∈ Γ(π
∗Tˆ ), X · ϕ ∈ Γ(π∗Tˆ ) is defined as the stan-
dard directional derivative of vector valued functions along the fibers, that is, for
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any point m in M , (X · ϕ)
∣∣
Pm
∈ C∞(Pm, Tˆm) is given in terms of X
∣∣
Pm
∈ X(Pm) and
ϕ
∣∣
Pm
∈ C∞(Pm, Tˆm) by
(X · ϕ)
∣∣
Pm
= X
∣∣
Pm
· ϕ
∣∣
Pm
. (74)
Since the Lie bracket is natural under restriction to submanifolds, we have
X ·
(
Y · ϕ
)
− Y ·
(
X · ϕ
)
= [X, Y ]· ϕ for X, Y ∈ XV (P ), ϕ ∈ Γ(π
∗Tˆ ) ,
which implies that d2V = 0. On the other hand, sections ϕ of π
∗Tˆ obtained from sections tˆ
of Tˆ by composing with π are constant along the fibers and hence their vertical directional
derivative vanishes:
X · (tˆ ◦π) = 0 for X ∈ XV (P ), tˆ ∈ Γ(Tˆ ) . (75)
In the same way, substituting Tˆ by Tˆ ∗, we get
X · (tˆ∗ ◦π) = 0 for X ∈ XV (P ), tˆ
∗ ∈ Γ(Tˆ ∗) , (76)
which means that
X · 〈tˆ∗ ◦π , ϕ〉 = 〈tˆ∗ ◦π , (X · ϕ)〉 for X ∈ XV (P ), ϕ ∈ Γ(π
∗Tˆ ) . (77)
More generally, given a π∗Tˆ -valued vertical r-form αˆ on P and a section tˆ∗ of the dual
vector bundle Tˆ ∗ of Tˆ , we define the projection of αˆ along tˆ∗ to be the ordinary vertical
r-form αˆ
tˆ∗
on P given by 11
αˆ
tˆ∗
(p) = 〈tˆ∗(π(p)), αˆ(p)〉 for p ∈P , (78)
and obtain
dV αˆtˆ∗ =
(
dV αˆ
)
tˆ∗
. (79)
Hence, if αˆ is closed, αˆ
tˆ∗
will be closed as well, and a standard argument shows that, in
this case, the kernel of αˆ and of αˆ
tˆ∗
, given by
kerp αˆ = ker αˆp = { up ∈VpP | iupαˆp = 0 } for p ∈P , (80)
and
kerp αˆtˆ∗ = ker (αˆtˆ∗)p = { up ∈VpP | iup(αˆtˆ∗)p = 0 } for p ∈P , (81)
respectively, define involutive distributions on P , provided they have constant dimension.
With these tools at our disposal, we can now formulate the construction of the symbol
in the differential geometric setting. To deal directly with the case of interest, suppose
that ω is a (k+1−r)-horizontal (k+1)-form on P , where 1 6 r 6 k+1 and k+1−r 6 n,
that is,
ω ∈ Ω k+1r
(
P
)
= Γ
(∧k+1
r T
∗P
)
. (82)
11Here, it is important that tˆ∗ be a section of Tˆ ∗ and not of π∗Tˆ ∗.
23
Explicitly, the horizontality condition means that contraction of ω with more than r
vertical fields on P gives zero. Then the symbol ωˆ of ω, whose value at every point p
of P is defined to be the symbol ωˆp of ωp, is a vertical r-form on P taking values in the
vector bundle π∗
(∧k+1−r
T ∗M
)
, that is,
ωˆ ∈ Ω rV
(
P, π∗
(∧k+1−r
T ∗M
))
= Γ
(∧r
V ∗P ⊗ π∗
(∧k+1−r
T ∗M
))
. (83)
Using the canonical isomorphism π∗
(∧k+1−r
T ∗M
)
∼=
∧k+1−r
0 T
∗P of vector bundles
over P as an identification, we have
ωˆ(X1, . . . , Xr) = iX1 . . . iXrω for X1, . . . , Xr ∈ XV (P ) . (84)
More explicitly, using the horizontal lift
X(M) −→ X(P )
ξ 7−→ ξH
of vector fields induced by some fixed connection on P , we have
ωˆ(X1, . . . , Xr) ·
(
ξ1 ◦π, . . . , ξk+1−r ◦π
)
= ω(X1, . . . , Xr, ξ
H
1 , . . . , ξ
H
k+1−r)
for X1, . . . , Xr ∈ XV (P ), ξ1, . . . , ξk+1−r ∈ X(M) ,
(85)
where it should be noted that although composition of vector fields onM with the projec-
tion π provides only a subspace of the vector space of all sections of the pull-back π∗TM
of TM by π, this formula is sufficient to fix the value of ωˆ at each point p of P .
Theorem 7 With the same notations as above, suppose that the form ω satisfies
dω ∈ Ω k+2r
(
P
)
= Γ
(∧k+2
r T
∗P
)
,
i.e., dω is (k + 2− r)-horizontal. Then the form ωˆ is vertically closed:
dV ωˆ = 0 .
In particular, for ωˆ to be vertically closed, it is sufficient (but not necessary) that ω be
closed.
Proof: Let X0, . . . , Xr be vertical fields on P and ξ1, . . . , ξk+1−r be vector fields
on M , and denote the horizontal lifts of the latter with respect to some fixed connection
on P by ξH1 , . . . , ξ
H
k+1−r, respectively. Then we have the relation
dω
(
X0, . . . , Xr, ξ
H
1 , . . . , ξ
H
k+1−r
)
=
(
dV ωˆ
(
X0, . . . , Xr
))(
ξ1 ◦π, . . . , ξk+1−r ◦π
)
,
which can be derived from Cartan’s formula for dω and its analogue for dV ωˆ, equation (71),
using that ω is a (k+1−r)-horizontal (k+1)-form and the Lie brackets [Xi, ξ
H
j ] are vertical
fields, by applying equation (77) to expressions of the form ϕ = ωˆ(X0, . . . , Xˆi, . . . , Xr)
and tˆ∗ = ξ1 ∧ . . . ∧ ξk+1−r. ✷
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4 Polylagrangian and multilagrangian fiber bundles
Now we are ready to transfer the poly- and multilagrangian structures introduced in
the first two sections from the algebraic to the differential geometric context. All we
need to do is add the appropriate integrability condition, which is the expected one: the
differential forms in question should be closed. For the sake of brevity, we begin directly
with the notion of a polylagrangian fiber bundle, which formalizes the idea of a “family
of polylagrangian manifolds smoothly parametrized by the points of a base manifold M”
and includes that of a polylagrangian manifold as a special case.
Definition 4 A polylagrangian fiber bundle is a fiber bundle P over an n-
dimensional manifold M equipped with a vertical (k + 1)-form ωˆ of constant rank on
the total space P taking values in a fixed nˆ-dimensional vector bundle Tˆ over the same
manifold M , called the polylagrangian form along the fibers of P , or simply the
polylagrangian form, and said to be of rank N , such that ωˆ is vertically closed,
dV ωˆ = 0 , (86)
and such that at every point p of P , ωˆp is a polylagrangian form of rank N on the vertical
space VpP . If the polylagrangian subspaces at the different points of P fit together into a
distribution L on P (which is contained in the vertical bundle V P of P ), we call it the
polylagrangian distribution of ωˆ.
When k = 1 and ωˆ is non-degenerate, we say that P is a polysymplectic fiber bundle
and ωˆ is a polysymplectic form along the fibers of P , or simply a polysymplectic
form. If the condition of non-degeneracy is dropped, we call P a polypresymplectic
fiber bundle and ωˆ a polypresymplectic form along the fibers of P , or simply a
polypresymplectic form.
If M reduces to a point, we speak of a polylagrangian manifold or poly(pre)-
symplectic manifold, respectively.
The notion of a multilagrangian fiber bundle is defined similarly.
Definition 5 A multilagrangian fiber bundle is a fiber bundle P over an n-
dimensional manifold M equipped with a (k+1−r)-horizontal (k+1)-form ω of constant
rank on the total space P , where 1 6 r 6 k + 1 and k + 1 − r 6 n, called the multi-
lagrangian form and said to be of rank N and horizontality degree k+ 1− r, such
that ω is closed,
dω = 0 , (87)
and such that at every point p of P , ωp is a multilagrangian form of rank N on the tangent
space TpP . If the multilagrangian subspaces at the different points of P fit together into
a distribution L on P (which is contained in the vertical bundle V P of P ), we call it the
multilagrangian distribution of ω.
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When k = n, r = 2 and ω is non-degenerate, we say that P is a multisymplectic
fiber bundle and ω is a multisymplectic form. If the condition of non-degeneracy is
dropped, we call P a multipresymplectic fiber bundle and ω a multipresymplectic
form.
If M reduces to a point, we speak of a multilagrangian manifold.
Note that within the logic underlying this terminology, the concept of a multisymplectic
manifold by itself is meaningless, since multisymplectic structures “live” on total spaces
of fiber bundles over some non-trivial base space (representing space-time). The “multi-
symplectic manifolds” of Refs [8–10] correspond to what we call multilagrangian mani-
folds.
Combining Theorem 4 and Theorem 7, we obtain
Theorem 8 Let P be a fiber bundle over an n-dimensional manifold M , with projection
π : P → M , let ω be a (k + 1− r)-horizontal (k + 1)-form of constant rank on P , where
1 6 r 6 k + 1 and k + 1 − r 6 n, and let ωˆ be its symbol, which is a vertical r-
form on P taking values in the bundle of (k + 1 − r)-forms on M . Suppose that ω
is multilagrangian, with multilagrangian distribution L. Then ωˆ is polylagrangian, with
polylagrangian distribution L, and
ker ω ⊂ ker ωˆ . (88)
If ω is multipresymplectic, then ωˆ is polypresymplectic, with
dimker ωˆ − dimker ω 6 1 . (89)
In particular, we note again that when ω is multisymplectic, there are two possibilities:
either ωˆ is already non-degenerate or else ωˆ has a one-dimensional kernel. Both cases
do arise in practice, so all that can be said in general about the relation between multi-
symplectic and polysymplectic structures on fiber bundles (in addition to the last state-
ment of Theorem 8) is that the symbol ωˆ of a multisymplectic form ω on P induces a
polysymplectic form on the quotient bundle Pˆ = P/ ker ωˆ (provided that this quotient
is really a fiber bundle over M), which by abuse of notation will again be denoted by ωˆ.
Remark 2 Note that when nˆ > 2, in the case of polylagrangian structures, or
when 1 6 r 6 k, in the case of multilagrangian structures, the explicit construction
of L in terms of the kernels of the projections of ωˆ (see Theorem 1) implies that the
polylagrangian or multilagrangian subspaces at the different points of P do fit together to
form a uniquely determined, smooth distribution L on P . (The proof uses the fact that
sums and intersections of smooth vector subbundles of a vector bundle are again smooth
vector subbundles if they have constant rank and, more generally, that kernels and images
of smooth vector bundle homomorphisms of constant rank are smooth vector subbundles;
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see, e.g., [19, Exercise 1.6F(c), p. 51].) But in the case of scalar polylagrangian structures
(nˆ = 1) and of multilagrangian structures for which the horizontality condition is void
(r = k + 1), such a distribution may fail to exist, even if we assume the base manifold to
be trivial (i.e., M reduces to a point, n = 0) and the form ωˆ or ω to be non-degenerate.
Indeed, for symplectic forms (k = 1) or volume forms (N = k), it is easy to find examples
of manifolds whose tangent bundle does not admit any (smooth) lagrangian subbundle:
the simplest of them all is just the 2-sphere S2, according to the “no hair theorem”.
And even in the remaining cases (N > k > 1), where according to Proposition 3, the
polylagrangian or multilagrangian subspaces at the different points of P are unique, an
explicit construction for them does not seem to be available, so we do not know whether
it is true that smoothness of ωˆ or ω by itself implies smoothness of L. Thus when we
simply refer to “the polylagrangian distribution L” or “the multilagrangian distribution L”
without further specification, as will often be done in what follows, existence and smooth-
ness of L is in these cases tacitly assumed.
5 Integrability
A further remarkable property of polylagrangian/multilagrangian structures is that,
generically, the polylagrangian/multilagrangian distribution is automatically integrable
and thus gives rise to a polylagrangian/multilagrangian foliation.
Theorem 9 (Integrability Theorem) Let P be a polylagrangian fiber bundle over an
n-dimensional manifold M with polylagrangian (k + 1)-form ωˆ of rank N taking values
in a fixed nˆ-dimensional vector bundle Tˆ over the same manifold M . Then if
nˆ > 3 , (90)
the polylagrangian distribution L is integrable. Similarly, let P be a multilagrangian fiber
bundle over an n-dimensional manifold M with multilagrangian (k+1)-form ω of rank N
and horizontality degree k + 1− r, where 1 6 r 6 k + 1 and k + 1− r 6 n. Then if(
n
k + 1− r
)
> 3 , (91)
the multilagrangian distribution L is integrable.
Proof: Using Theorem 8, the second statement is easily reduced to the first. To prove
this, suppose that X and Y are vector fields on P which are sections of L ⊂ V P . Using
the decomposition
L = K0 ⊕K1 ⊕ . . .⊕Knˆ ,
with K0 = ker ωˆ, as in equation (31), we can decompose X and Y according to
X =
nˆ∑
a=0
Xa , Y =
nˆ∑
b=0
Yb ,
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where Xa and Yb are sections of Ka and Kb, respectively. Using that nˆ > 3, we can for
each value of a and b find a value c 6= 0 such that c 6= a and c 6= b ; then Ka ⊂ ker ω
c
and Kb ⊂ ker ω
c. Since ωc is vertically closed and has constant rank, ker ωc ⊂ V P is
involutive. Therefore the vector field [Xa, Yb] is a section of ker ω
c ⊂ L. ✷
It must be emphasized that when the above inequalities are not satisfied, the statement
of Theorem 9 is false, i.e., L may fail to be involutive. For the multilagrangian case, it is
instructive to spell out explicitly under what circumstances this may happen:
1. r = k + 1, n = 0, 1, 2, 3, . . . arbitrary: this is the extreme case discussed before in
which the horizontality condition is void.
2. r = k + 1 − n, n = 1, 2, 3, . . . arbitrary: this includes the symplectic case, obtained
by choosing k = n + 1 and r = 2 (i.e., ω ∈ Ωn+22
(
P
)
) and supposing in addi-
tion that ker ωˆ = {0} and that M is orientable, so that ωˆ ∈ Ω 2V
(
P, π∗
(∧n
T ∗M
))
represents a “family of symplectic forms smoothly parametrized by the points of a
base manifold M of dimension n”. Here, it is not difficult to construct examples of
lagrangian distributions which are not involutive.
3. r = k, n = 2 (the only possibility to have
(
n
k+1−r
)
6 2 with 1 6 r 6 k and
k + 1− r < n): this includes the multisymplectic case over a two-dimensional base
manifold M , obtained by choosing r = k = n = 2. An explicit example of this
situation is given in Example 5 below.
A simple example of a polysymplectic manifold with a two-dimensional non-involutive
polylagrangian distribution of rank 1 is the following.
Example 3 Let P be SU(2) and let α ∈Ω1(P, su(2)) be the left invariant Maurer-
Cartan form on P , where su(2) is the Lie algebra of SU(2). Consider the left invariant
su(2)∗-valued 2-form β on P obtained by taking the exterior product of component forms
whose values are multiplied using the commutator in su(2) and finally passing to the dual
using the invariant scalar product (. , .) on su(2), i.e.,
〈β ,X〉 = 1
2
([α ∧, α ] , X) for X ∈ su(2) .
Using the isomorphism su(2) ∼= R3 induced by employing the standard orthonormal basis
{ σa/2i | a ∈ {1, 2, 3}} of su(2),
12 and working in components, we see that α is represented
12Note that under the isomorphism su(2) ∼= R3 given by mapping the basis { σa/2i | a ∈ {1, 2, 3}}
of su(2) to the standard basis of R3, where
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
are the usual Pauli matrices, the commutator in su(2) corresponds to the vector product in R3 whereas
the invariant scalar product in su(2) given by (X,Y ) = −2 tr(XY ) corresponds to the standard scalar
product in R3. With respect to this orthonormal basis, the (totally covariant) structure constants for su(2)
are given by the components of the ǫ-tensor, which are those of the standard volume form on R3.
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by a triplet of left invariant 1-forms α1, α2, α3 and β by a triplet of left invariant 2-forms
β1, β2, β3 on P such that
βa =
1
2
ǫabc α
b
∧ αc .
Moreover, taking Tˆ = (R2)∗, let e be a given 2-frame in R3, i.e., a given injective linear
map e from R2 to R3. Its transpose will be a surjective linear map (projection) pr
from (R3)∗ to (R2)∗,13 and we define
ωˆ = pr ◦ β . (92)
In components, e is represented by a triplet of vectors e1, e2, e3 in (R2)∗ (not a basis, of
course), and we have
ωˆ = 1
2
ǫabc α
a
∧ αb ⊗ ec . (93)
It follows immediately from the Maurer-Cartan structure equations that each of the 2-
forms β1, β2, β3 is closed, and hence so is ωˆ. Moreover, it is easily verified that the
image of R2 under e, regarded as a subspace of su(2) ∼= R3, generates a two-dimensional
left invariant distribution L on P which is isotropic under ωˆ (since the expression
ǫabc e
a(u) eb(v) ec(w) vanishes identically, for any three vectors u, v, w in R2), so ωˆ is
polysymplectic and L is the corresponding polylagrangian distribution. Of course, L is
not involutive.
Similar but somewhat more complicated constructions lead to examples of polysymplectic
and multisymplectic fiber bundles over an arbitrary two-dimensional base manifold M
whose polylagrangian or multilagrangian distribution, again of rank 1, is not involutive.
All of them are principal bundles over M , with structure group SU(2) in the poly-
symplectic case and U(2) in the multisymplectic case, carrying an invariant polysymplectic
or multisymplectic form built from data that can be interpreted in terms of concepts from
Yang-Mills-Higgs field theory, namely an SU(2)-connection form A and a Higgs field φ
in the adjoint representation of SU(2) in the polysymplectic case and a U(1)-connection
form A and a Higgs field φ in the truncated adjoint representation of U(2) in the multi-
symplectic case.14 The details follow.
Example 4 Let P be the total space of a principal bundle over a two-dimensional
manifold M with structure group SU(2) and bundle projection π : P → M and let
A ∈Ω1(P, su(2)) be a given connection form on P , where su(2) is the Lie algebra of SU(2).
Consider the equivariant su(2)∗-valued 2-form B on P obtained by taking the exterior
13It may seem overly pedantic not to identify the spaces R2 and R3 with their respective duals (R2)∗
and (R3)∗, but we have refrained from doing so right from the start since this turns out to facilitate the
understanding of the generalizations to be discussed in the next two examples. Moreover, maintaining
this distinction is not completely irrelevant since e is not assumed to be isometric: the space R2 is not
even supposed to carry a scalar product.
14By the truncated adjoint representation of a Lie group G, we mean the restriction of the adjoint
representation of G on its Lie algebra g to its derived algebra [g, g], which is an Ad(G)-invariant subspace
(in particular, an ideal) of g. Note that the derived algebra of u(n) is su(n).
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product of component forms whose values are multiplied using the commutator in su(2)
and finally passing to the dual using the invariant scalar product (. , .) on su(2), i.e.,
〈B ,X〉 = 1
2
([A ∧, A ] , X) for X ∈ su(2) .
Using the isomorphism su(2) ∼= R3 as before,12 and working in components, we see that
A is represented by a triplet of 1-forms A1, A2, A3 and B by a triplet of 2-forms B1, B2, B3
on P such that
Ba =
1
2
ǫabcA
b
∧ Ac .
Moreover, taking Tˆ = T ∗M , let e be a given 1-form on M taking values in the adjoint
bundle P ×SU(2) R
3 which is an “immersion” in the sense that, when interpreted as a
vector bundle homomorphism from TM to P ×SU(2) R
3, it is fiberwise injective. When
pulled back to P , e corresponds to an equivariant horizontal R3-valued 1-form π∗e on P
which, once again, is an “immersion” in the sense that, when interpreted as an equivariant
vector bundle homomorphism from π∗(TM) to P ×R3, it is fiberwise injective. Its trans-
pose will be a fiberwise surjective equivariant vector bundle homomorphism (equivariant
projection) pr from P × (R3)∗ to π∗(T ∗M), and we define
ωˆ = pr ◦ B
∣∣
VP
, (94)
where .
∣∣
VP
denotes restriction to the vertical bundle VP of P . In components, π∗e
is represented by a triplet of sections π∗e1, π∗e2, π∗e3 of π∗(T ∗M), and we have
ωˆ = 1
2
ǫabc A
a
∣∣
VP
∧ Ab
∣∣
VP
⊗ π∗ec . (95)
It follows immediately from the structure equation
dVA
a
∣∣
VP
= (dAa)
∣∣
VP
= − 1
2
ǫ abc A
b
∣∣
VP
∧ Ac
∣∣
VP
,
together with the formula ǫabc ǫ
a
de = δbd δce − δbe δcd , that ωˆ is vertically closed:
dV ωˆ =
1
2
ǫabc dVA
a
∣∣
VP
∧ Ab
∣∣
VP
⊗ π∗ec − 1
2
ǫabc A
a
∣∣
VP
∧ dVA
b
∣∣
VP
⊗ π∗ec
= − 1
2
ǫabc ǫ
a
de A
d
∣∣
VP
∧ Ae
∣∣
VP
∧ Ab
∣∣
VP
⊗ π∗ec
+ 1
2
ǫabc ǫ
b
de A
a
∣∣
VP
∧ Ad
∣∣
VP
∧ Ae
∣∣
VP
⊗ π∗ec
= 0 .
Moreover, it is easily verified that the image of π∗(TM) under π∗e, when transferred from
P ×R3 to VP by means of the canonical isomorphism that exists between the two since P
is a principal bundle, constitutes a two-dimensional invariant distribution L on P which
is isotropic under ωˆ, so ωˆ is polysymplectic and L is the corresponding polylagrangian
distribution. Of course, L is not involutive.
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Example 5 Let P be the total space of a principal bundle over a two-dimensional
manifold M with structure group U(2) and bundle projection π : P → M and let
A ∈Ω1(P, u(2)) be a given connection form on P , where u(2) is the Lie algebra of U(2).
Consider the equivariant su(2)∗-valued 2-form B on P obtained by taking the exterior
product of component forms whose values are multiplied using the commutator in u(2)
(which maps into the derived algebra su(2)) and finally passing to the dual using the
invariant scalar product (. , .) on su(2), i.e.,
〈B ,X〉 = 1
2
([A ∧, A ] , X) for X ∈ su(2) .
Using the isomorphism u(2) ∼= R4 induced by employing the standard orthonormal basis
{ σa/2i | a ∈ {0, 1, 2, 3}} of u(2),
15 and working in components, we see that A is represented
by a quartet of 1-forms A0, A1, A2, A3 and B by a triplet of 2-forms B1, B2, B3 on P
such that
Ba =
1
2
ǫabcA
b
∧ Ac .
Moreover, let φ be a given section of the truncated adjoint bundle P ×U(2) R
3 which is
an “immersion” in the sense that its covariant derivative DAφ with respect to the given
connection, which is a 1-form on M taking values in P ×U(2) R
3, when interpreted as
a vector bundle homomorphism from TM to P ×U(2) R
3, is fiberwise injective. When
pulled back to P , φ corresponds to an equivariant R3-valued function π∗φ on P and DAφ
corresponds to an equivariant horizontal R3-valued 1-form π∗DAφ = DA π
∗φ on P which,
once again, is an “immersion” in the sense that, when interpreted as an equivariant vector
bundle homomorphism from π∗(TM) to P ×R3, it is fiberwise injective. In components,
π∗φ is represented by a triplet of functions π∗φ1, π∗φ 2, π∗φ 3 and DA π
∗φ by a triplet of
horizontal 1-forms DA π
∗φ1, DA π
∗φ 2, DA π
∗φ 3 on P , where
DA π
∗φ a = d π∗φ a + ǫ abcA
b π∗φ c .
By standard results [17, 18], the covariant exterior derivative of DA π
∗φ , given by
dADA π
∗φ a = dDA π
∗φ a + ǫ abc A
b
∧ DA π
∗φ c ,
can also be written in the form
dADA π
∗φ a = ǫ abc F
b π∗φ c ,
where the F a are the components of the su(2)-part of the curvature form of the connection
form A, defined by
F 0 = dA0 , F a = dAa + 1
2
ǫ abc A
b
∧ Ac ,
15Note that under the isomorphism u(2) ∼= R4 given by mapping the basis { σa/2i | a ∈ {0, 1, 2, 3}}
of u(2) to the standard basis of R4, where σ
0
is the unit matrix and σ
1
, σ
2
, σ
3
are the Pauli matrices
as before, the commutator in u(2) corresponds to that induced by the (associative) quaternion product
in R4 whereas the invariant scalar product in u(2) given by (X,Y ) = −2 tr(XY ) corresponds to the
standard scalar product in R4. With respect to this orthonormal basis, the (totally covariant) structure
constants for u(2) are again given by the components of the ǫ-tensor, which are those of the standard
volume form on R3: all structure constants for which one of the indices takes the value 0 vanish.
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and there is a product rule relating the ordinary exterior derivative to the covariant
exterior derivative which in the case of importance here reads
d
(
ǫabc π
∗φ a DA π
∗φ b ∧ DA π
∗φ c
)
= ǫabc DA π
∗φ a ∧ DA π
∗φ b ∧ DA π
∗φ c
+ ǫabc π
∗φ a dADA π
∗φ b ∧ DA π
∗φ c
− ǫabc π
∗φ a DA π
∗φ b ∧ dADA π
∗φ c .
In fact, this expression vanishes identically since it represents an invariant horizontal 3-
form on P which corresponds to a 3-form on M , but there exists no non-zero 3-form on
a two-dimensional manifold. Now define
ω = 1
2
ǫabc A
a
∧ Ab ∧ DA π
∗φ c − 1
2
ǫabc π
∗φ aA0 ∧ DA π
∗φ b ∧ DA π
∗φ c . (96)
Then using the above relations, together with the formula ǫabc ǫ
a
de = δbd δce − δbe δcd , we
can calculate the exterior derivative of ω:
dω = 1
2
ǫabc dA
a
∧ Ab ∧ DA π
∗φ c − 1
2
ǫabc A
a
∧ dAb ∧ DA π
∗φ c
+ 1
2
ǫabc A
a
∧ Ab ∧ dADA π
∗φ c − 1
2
ǫabc ǫ
c
de A
a
∧ Ab ∧ Ad ∧ DA π
∗φ e
− 1
2
ǫabc π
∗φ a dA0 ∧ DA π
∗φ b ∧ DA π
∗φ c
+ 1
2
A0 ∧ d
(
ǫabc π
∗φ a DA π
∗φ b ∧ DA π
∗φ c
)
= 1
2
ǫabc F
a
∧ Ab ∧ DA π
∗φ c − 1
2
ǫabc A
a
∧ F b ∧ DA π
∗φ c
− 1
4
ǫabc ǫ
a
de A
d
∧ Ae ∧ Ab ∧ DA π
∗φ c + 1
4
ǫabc ǫ
b
de A
a
∧ Ad ∧ Ae ∧ DA π
∗φ c
+ 1
2
ǫabc ǫ
c
de π
∗φ eAa ∧ Ab ∧ F d
− 1
2
ǫabc ǫ
c
de A
a
∧ Ab ∧ Ad ∧ DA π
∗φ e
− 1
2
ǫabc π
∗φ a F 0 ∧ DA π
∗φ b ∧ DA π
∗φ c .
The terms in the first and fifth line of the second equation vanish by the same argument of
horizontality as before, while the terms in the second and fourth line vanish by symmetry.
However, the term in the third line survives, i.e., we have
dω = δac δbd π
∗φ a Ab ∧ Ac ∧ F d .
This means that ω is closed if (and also only if) the su(2)-part of the curvature form F
vanishes, whereas there is no restriction on its u(1)-part. Moreover, it is easily verified
that the image of π∗(TM) under DA π
∗φ together with the (one-dimensional) orthogonal
complement of P × R3 in P × R4, when transferred from P × R4 to VP by means of
the canonical isomorphism that exists between the two since P is a principal bundle,
constitutes a three-dimensional invariant distribution L on P which is isotropic under ω,
so provided ω is closed, ω is multisymplectic and L is the corresponding multilagrangian
distribution. Of course, L is not involutive.
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Remark 3 We emphasize again that the input data for the construction of the poly-
symplectic and multisymplectic forms in the last two examples allow for a natural inter-
pretation in terms of Yang-Mills-Higgs field theory. Indeed, in the polysymplectic case,
A is an arbitrary SU(2)-connection and so we only have to make one assumption that
is more restrictive than stated in Example 4: namely that the 1-form e is (covariantly)
holonomous, that is, of the form e = DAφ where the Higgs field φ is a section of the
adjoint bundle P ×SU(2) R
3. Moreover, since only the vertical part of A appears in equa-
tion (95), it is clear that ωˆ is in fact completely independent of the choice of connection!
In the multisymplectic case, we can argue that the relevant input data are (a) a principal
U(1)-bundle P0 over M (or equivalently, a complex line bundle L0 over M with fixed her-
mitean fiber metric) and a given U(1)-connection form A0 on P0 (or equivalently, a given
linear connection in L0 preserving this fiber metric) and (b) a given embedding φ of M
into R3. Indeed, the principal U(2)-bundle P over M (corresponding to a rank 2 complex
vector bundle E0 overM with fixed hermitean fiber metric) and the U(2)-connection form
A on P (corresponding to a linear connection in E0 preserving this fiber metric) that ap-
pear in Example 5 are then obtained by the process of extension of structure group, using
the embedding homomorphism of U(1) into U(2) that takes a phase to that phase times
the unit (2× 2)-matrix; moreover, this construction guarantees that the su(2)-part of the
curvature form F will vanish. Conversely, if this condition is satisfied, then according
to the Ambrose-Singer theorem, P can be reduced to the holonomy bundle of A, whose
structure group is the holonomy group of A which has connected one-component U(1):
this means that except for a possible discrete part, we are back to the previous situation.
It should also be emphasized that from a purely topological point of view, reduction from
U(2) to U(1) is always possible, e.g., over compact Riemann surfaces [20, Theorem 10 &
Corollary, p. 63], so the restriction made here really only concerns the connection form A,
not the bundle P . Moreover, in this situation, the truncated adjoint bundle P ×U(2) R
3
will be trivial and so the Higgs field φ with its injective (covariant = ordinary) derivative
will provide an immersion ofM into R3: it is only slightly more restrictive to assume that
this immersion is in fact an embedding. Finally, an important observation that applies
to both settings is that, as already mentioned, the polysymplectic form ωˆ of Example 4
and the multisymplectic form ω of Example 5 are both invariant under the action of the
respective structure groups SU(2) and U(2) on the total space P : expressed in physical
language, this means that they are gauge invariant.
We expect it to be possible to apply similar procedures, with SU(2) replaced by
some compact three-dimensional Lie group which is solvable and U(2) replaced by a
compact four-dimensional Lie group which is a suitable one-dimensional extension thereof,
to construct polysymplectic and multisymplectic fiber bundles P where P is still a compact
manifold but L is now involutive. However, in our view the real challenge is to come up
with examples of polysymplectic and multisymplectic fiber bundles that appear naturally
as multiphase spaces of physically realistic covariant hamiltonian field theories but, just
as in the above cases, cannot be obtained by taking the affine dual of the first order jet
bundle of some configuration bundle. This question is presently under investigation.
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6 The Darboux Theorem
Now we are able to prove the Darboux theorem for poly- and multilagrangian forms.
Here, the specific algebraic structure of poly- and multilagrangian subspaces identified in
the first two sections turns out to be crucial, in the sense that this central theorem can, in
all cases, be proved by appropriately adapting the procedure used to prove the classical
Darboux theorem for symplectic forms. (See, for instance, Ref. [19]).
Theorem 10 (Polylagrangian Darboux theorem) Let P be a polylagrangian
fiber bundle over an n-dimensional manifold M with polylagrangian (k + 1)-form ωˆ of
rank N taking values in a fixed nˆ-dimensional vector bundle Tˆ over the same manifold M
and with polylagrangian distribution L, which is assumed to be involutive (recall this is
automatic if nˆ > 3), and let { eˆa | 1 6 a 6 nˆ } be a basis of local sections of Tˆ . Then
around any point of P (within the domain of the given basis of local sections), there exists
a system of local coordinates (xµ, qi, p ai1... ik , r
κ) (1 6 µ 6 n, 1 6 a 6 nˆ, 1 6 i 6 N ,
1 6 i1 < . . . < ik 6 N , 1 6 κ 6 dim ker ωˆ), called Darboux coordinates or canonical
coordinates, such that
ωˆ = 1
k!
dpai1... ik ∧ dq
i1 ∧ . . . ∧ dqik ⊗ eˆa , (97)
and such that (locally) L is spanned by the vector fields ∂/∂p ai1... ik and ∂/∂r
κ while
ker ωˆ is spanned by the vector fields ∂/∂rκ. In the polysymplectic case this expansion
takes the form
ωˆ =
(
dqi ∧ dpai
)
⊗ eˆa . (98)
Similarly we have
Theorem 11 (Multilagrangian Darboux theorem) Let P be a multilagrangian
fiber bundle over an n-dimensional manifold M with multilagrangian (k + 1)-form ω of
rank N and horizontality degree k+1− r, where 1 6 r 6 k and k+1− r 6 n, and with
multilagrangian distribution L, which is assumed to be involutive (recall this is automatic
if
(
n
k+1−r
)
> 3). Then around any point of P , there exists a system of local coordinates
(xµ, qi, pi1... is;µ1... µk−s , r
κ) (0 6 s 6 r − 1, 1 6 µ 6 n, 1 6 i 6 N , 1 6 i1 < . . . < is 6 N ,
1 6 µ1 < . . . < µk−s 6 N , 1 6 κ 6 dim ker ω), called Darboux coordinates or
canonical coordinates, such that
ω =
r−1∑
s=0
1
s!
1
(k−s)!
dpi1... is;µ1... µk−s ∧ dq
i1 ∧ . . . ∧ dqis ∧ dxµ1 ∧ . . . ∧ dxµk−s , (99)
and such that (locally) L is spanned by the vector fields ∂/∂p i1... is;µ1... µk−s and ∂/∂r
κ
while ker ω is spanned by the vector fields ∂/∂rκ. In these coordinates, its symbol is
given by
ωˆ = 1
(r−1)!
1
(k+1−r)!
(
dpi1... ir−1;µ1... µk+1−r ∧ dq
i1 ∧ . . . ∧ dqir−1
)
⊗
(
dxµ1 ∧ . . . ∧ dxµk+1−r
)
.(100)
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In the multisymplectic case these expansions take the form
ω = dqi ∧ dpµi ∧ d
nxµ − dp ∧ d
nx , (101)
and
ωˆ =
(
dqi ∧ dpµi
)
⊗ dnxµ , (102)
where
dnxµ = i∂µ d
nx =
1
(n− 1)!
ǫµµ1... µn−1 dx
µ1 ∧ . . . ∧ dxµn−1 . (103)
Proof: For the sake of simplicity, we concentrate on the multilagrangian case: the
proof for the other case is entirely analogous, requiring only small and rather obvious
modifications.
Due to the local character of this theorem and since the kernel of ω, the multilagrangian
subbundle L and the vertical bundle VP are all involutive, with kerω ⊂L ⊂ VP , we can
without loss of generality work in a local chart of the manifold P around the chosen
reference point in which the corresponding foliations are “straightened out”, so we may
assume that P ∼= Rn ⊕ RN ⊕ L0 ⊕ K0 with VP
∼= RN ⊕ L0 ⊕ K0, L
∼= L0 ⊕ K0 and
kerω ∼= K0 with fixed subspaces L0 and K0 and such that the aforementioned reference
point corresponds to the origin. We also take ω0 to be the constant multilagrangian
form, with multilagrangian distribution L, obtained by spreading ω(0), the value of the
multilagrangian form ω at the origin, all over the space P ; then the existence of canonical
coordinates for ω0, in the form given by equation (99), is already guaranteed by the
algebraic Darboux theorem of the previous chapter (Theorem 6).
Now consider the family of (k + 1)-forms given by ωt = ω0 + t(ω − ω0), for every t ∈R.
Obviously, ωt(0) = ω0 for every t ∈R, which is non-degenerate on K
′
0 = R
n ⊕ RN ⊕ L0
(a complement of K0 in P ). Since non-degeneracy is an open condition, and using a
compactness argument with respect to the parameter t, we conclude that there is an
open neighborhood of 0 such that, for all t satisfying 0 6 t 6 1 and all points p in
this neighborhood, ωt(p) is non-degenerate on K
′
0 = R
n ⊕ RN ⊕ L0 , that is, its kernel
equals K0. Moreover, for all t satisfying 0 6 t 6 1 and all points p in this neighborhood,
the subspace L0, being isotropic for ω0 as well as for ω(p), is also isotropic for ωt(p) and,
since it contains the kernel of ωt(p) and has the right dimension as given by equation (57),
is even multilagrangian for ωt(p), according to Proposition 5. On the other hand, we have
dω0 = 0 (trivially) and dω = 0 (by hypothesis), so we can apply an appropriate version of
the Poincare´ lemma (see Appendix B) to prove, in some open neighborhood of the point 0
in P (contained in the previous one), existence of a k-form α satisfying dα = ω0−ω and
α♭(L) = 0. Now take Xt to be the unique time dependent vector field on P taking values
in L0
16 defined by
iXtωt = α .
16It is at this point that we make essential use of the hypothesis that L
0
is multilagrangian and not
just isotropic or even maximal isotropic (with respect to ωt(p), in this case).
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Let Ft ≡ F(0,t) be its flux beginning at 0, once again defined, for 0 6 t 6 1, in some open
neighborhood of the point 0 in P (contained in the previous one). Then it follows that
d
ds
∣∣∣∣
s=t
F ∗s ωs = F
∗
t
(
d
ds
∣∣∣∣
s=t
ωs
)
+
d
ds
∣∣∣∣
s=t
F ∗s ωt
= F ∗t
(
ω − ω0 + LXtωt
)
= F ∗t
(
ω − ω0 + d(iXtωt)
)
= F ∗t
(
ω − ω0 + dα
)
= 0
Therefore, F1 is the desired coordinate transformation, since F
∗
1ω = F
∗
1ω1 = F
∗
0ω0 = ω0.
✷
7 Conclusions and Outlook
In this paper we have presented a concise definition of a new class of geometric structures
which we propose to call polylagrangian or multilagrangian structures and which include
as a special case the familiar polysymplectic or multisymplectic structures encountered
in the hamiltonian formulation of classical field theory. All of them are defined in terms
of differential forms satisfying an algebraic condition that amounts to postulating the
existence of an isotropic subbundle which is “sufficiently large” – a condition which, when
combined with the standard integrability conditions that the pertinent differential form
should be closed and the aforementioned “sufficiently large” isotropic subbundle should
be involutive (only in two space-time dimensions is this not automatic), allows to derive
a Darboux theorem assuring the existence of “canonical” local coordinates around each
point. Another characteristic feature of all these structures is that they are naturally
defined on the total spaces of fiber bundles whose base space is interpreted as the space-
time manifold of field theory. Moreover, there is a standard class of examples defined by
bundles of partially horizontal forms over the total space of another fiber bundle (the so-
called configuration bundle), which includes the multiphase spaces of interest in physics
and is the analogue of cotangent bundles of manifolds as a standard class of examples of
symplectic manifolds. To our knowledge, this is the first example of a natural geometric
structure with important physical applications that is defined by a differential form (or
even a tensor field) of degree strictly larger than 2 and strictly smaller than the dimension
of the underlying manifold.
Starting from this basis, there is a number of rather obvious questions that arise, most
of which are closely interrelated. One of them concerns the structure of the underlying
Lie group: interpreting these structures as G-structures, what is the nature of G? Other
questions refer to the definition of Poisson brackets (see the discussion in Refs [5–7, 21]),
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the definition of actions of Lie groups and, more generally, of Lie groupoids on poly-
symplectic/polylagrangian or multisymplectic/multilagrangian fiber bundles, the con-
struction of a corresponding momentum map (which would provide a general framework
for the construction of Noether currents and the energy-momentum tensor within a direct
and manifestly covariant hamiltonian approach), the formulation of a Marsden-Weinstein
reduction procedure and, last but by no means least, the explicit construction of other
classes of examples, in particular, analogues of the coadjoint orbit construction of sym-
plectic geometry. All these problems are completely open and certainly will be the subject
of much research in the future.
A Some Counterexamples
In this appendix, we wish to provide additional evidence for the conceptual simplicity and
usefulness of our definition of polylagrangian and multilagrangian structures by investi-
gating, in a purely algebraic setting and for the simplest case of vector-valued 2-forms,
various structural properties of polysymplectic forms that can be introduced directly for
general vector-valued 2-forms. By constructing explicit counterexamples, we will show,
however, that none of them is sufficiently strong to replace the requirement of existence
of a polylagrangian subspace: this condition must therefore be imposed separately and
is then sufficient to imply all the others, so that – in contrast to what is done, e.g., in
Ref. [22] – we have refrained from including any of them into our definition of a poly-
symplectic structure.
Suppose, as in Section 1, that V and Tˆ are finite-dimensional real vector spaces, with
nˆ ≡ dim Tˆ , and assume that ωˆ ∈
∧2
V ∗⊗ Tˆ is an arbitrary Tˆ -valued 2-form on V . Given
any linear form tˆ∗ ∈ Tˆ ∗ on Tˆ , we consider the projection ω
tˆ∗
= 〈tˆ∗, ωˆ〉 of ωˆ along tˆ∗ which
is an ordinary 2-form on V , and we define its rank to be equal to half the dimension of
its support, which in turn can be defined as the annihilator of its kernel [23]: 17
rk
(
ωtˆ∗
)
= 1
2
dim supp ωtˆ∗ =
1
2
(
dimV − dim ker ωtˆ∗
)
. (104)
Now note that the linear mapping
Tˆ ∗ −→
∧2
V ∗
tˆ∗ 7−→ ωtˆ∗
(105)
induces, for every integer k > 1, a canonically defined linear mapping∨ k
Tˆ ∗ −→
∧2k
V ∗
P 7−→ P (ωˆ)
(106)
where we have identified the space
∨ k
Tˆ ∗ of covariant symmetric tensors of degree k
over Tˆ with the space of homogeneous polynomials P of degree k on Tˆ . Explicitly, in
17Thus our definition of rank differs from that Ref. [23] by a factor of 2.
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terms of a basis { eˆa | 1 6 a 6 nˆ } of Tˆ , with dual basis { eˆ
a | 1 6 a 6 nˆ } of Tˆ ∗, we write
ωa = ωeˆa = 〈eˆ
a, ωˆ〉 (1 6 a 6 nˆ) and obtain
P = Pa1... ak eˆ
a1 ∨ . . . ∨ eˆak =⇒ P (ωˆ) = Pa1... ak ω
a1 ∧ . . . ∧ ωak . (107)
This allows us to introduce the following terminology:
Definition 6 Let V and Tˆ be finite-dimensional vector spaces and let ωˆ be a Tˆ -valued
2-form on V . We say that ωˆ has constant rank N if rk(ωtˆ∗) = N for every tˆ
∗ ∈ Tˆ ∗\{0}
and that ωˆ has uniform rank N if the linear mapping (106) is injective for k = N and
identically zero for k = N + 1.
Using multi-indices α = (α1, . . . , αnˆ) ∈ N
nˆ, we set
eˆα = (eˆ1)α1 ∨ . . . ∨ (eˆnˆ)αnˆ where (eˆa)αa = eˆa ∨ . . . ∨ eˆa (αa times)
and
ωα = (ω1)α1 ∧ . . . ∧ (ωnˆ)αnˆ where (ωa)αa = ωa ∧ . . . ∧ ωa (αa times)
to rewrite equation (107) in the form
P =
∑
|α|=k
Pα eˆ
α =⇒ P (ωˆ) =
∑
|α|=k
Pα ω
α . (108)
Since {eˆα | |α| = k} is a basis of
∨ k
Tˆ ∗, requiring ωˆ to have uniform rank N amounts to
imposing the following conditions:
{ωα | |α| = N} is linearly independent
ωα = 0 for |α| = N + 1
. (109)
It is in this form that the requirement of uniform rank appears in the definition of a
polysymplectic form adopted in Ref. [22].
To gain a better understanding for the conditions of constant rank and of uniform
rank introduced above, we note first of all that they both generalize the standard notion
of rank for ordinary forms. Indeed, when nˆ = 1, that is, given an ordinary 2-form ω
of rank N on V , we can choose a canonical basis {e1, . . . , eN , f
1, . . . , fN} of a subspace
of V complementary to the kernel of ω, with dual basis {e1, . . . , eN , f1, . . . , fN} of the
subspace supp ω of V ∗, to conclude that ω = ei ∧fi and therefore
ωN = ± e1∧ . . . ∧ eN∧f1 ∧ . . . ∧fN 6= 0 , ω
N+1 = 0 .
In other words, the rank of ω can be characterized as that positive integer N for which
ωN 6= 0 but ωN+1 = 0. From this observation, it follows that, in the general case
considered before, the requirement of uniform rank implies that of constant rank because
it guarantees that for every tˆ∗ ∈ Tˆ ∗ \ {0}, we have ωN
tˆ∗
6= 0 and ωN+1
tˆ∗
= 0 , that is,
rk(ωtˆ∗) = N . However, the converse does not hold, as shown by the following
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Example 6 ( nˆ = 2 , N = 2 , dimV = 4 , ker ωˆ = {0} ) :
Let V = R4 , Tˆ = R2 and consider the R2-valued 2-form ωˆ built from the following two
ordinary 2-forms:
ω1 = dx ∧ dy + du ∧ dv , ω2 = dx ∧ du − dy ∧ dv .
Then for tˆ∗ = tˆ∗a eˆ
a ∈ (R2)∗, we have
ωtˆ∗ = tˆ
∗
a ω
a = dx ∧
(
tˆ∗1 dy + tˆ
∗
2 du
)
+ dv ∧
(
tˆ∗2 dy − tˆ
∗
1 du
)
.
Thus we obtain, for every tˆ∗ 6= 0,
(ωtˆ∗)
2 ≡ ωtˆ∗ ∧ ωtˆ∗ =
(
(tˆ∗1)
2 + (tˆ∗2)
2
)
dx ∧ dy ∧ du ∧ dv 6= 0 ,
whereas, due to the fact that we are in a four-dimensional space,
(ωtˆ∗)
3 ≡ ωtˆ∗ ∧ ωtˆ∗ ∧ ωtˆ∗ = 0 ,
which guarantees that ωˆ has constant rank 2. However, ωˆ does not have uniform rank 2,
since
ω1∧ ω2 = 0 .
On the other hand, polysymplectic forms do have uniform rank:
Proposition 6 Let V and Tˆ be finite-dimensional vector spaces and let ωˆ be a Tˆ -valued
polysymplectic form of rank N on V . Then ωˆ has uniform rank N .
Proof: Introducing a (polysymplectic) canonical basis in which
ωˆ =
(
eai ∧ e
i
)
⊗ eˆa ,
or equivalently
ωa = eai ∧ e
i (1 6 a 6 nˆ) ,
suppose that α = (α1, . . . , αnˆ) ∈ N
nˆ is a multi-index of degree k (i.e., such that |α| =
α1 + . . .+ αnˆ = k) and consider the form
ωα = ±
(
(ei
1
1 ∧ . . . ∧ ei
1
α1 ) ∧ . . . ∧ (ei
nˆ
1 ∧ . . . ∧ ei
nˆ
αnˆ )
)
∧
(
e1
i1
1
∧ . . . ∧ e1i1α1
)
∧ . . . ∧
(
enˆ
inˆ
1
∧ . . . ∧ enˆ
inˆαnˆ
)
.
Obviously any such form vanishes when k = N + 1 since it then contains an exterior
product of (N+1) 1-forms ei belonging to an N -dimensional subspace. On the other hand,
all these forms are linearly independent when k = N since ωα then contains the exterior
product e1 ∧ . . . ∧ eN multiplied by the exterior product of α1 1-forms of type e
1
i with . . .
with αnˆ 1-forms of type e
nˆ
i ; thus ω
α and ωβ belong to different subspaces of
∧2N
V ∗
whenever α 6= β. ✷
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The converse statement, as we shall see shortly, is remote from being true. In fact, if it
were true, then if nˆ > 2, it should be possible to construct the polylagrangian subspace
as the sum of the kernels of the projected forms, as required by Theorem 1. Therefore,
it should be possible to show that the subspace defined as the sum of these kernels is
isotropic. And indeed, as a partial result in this direction, we have the following
Proposition 7 Let V and Tˆ be finite-dimensional vector spaces and let ωˆ be a Tˆ -
valued 2-form of uniform rank N on V . Then for any tˆ∗1, tˆ
∗
2 ∈ Tˆ
∗ \ {0} , the kernel of ωtˆ∗
1
is isotropic with respect to ωtˆ∗
2
.
Proof: Given u, v ∈ ker ωtˆ∗
1
, we have
iuω
N
tˆ∗
1
= N iuωtˆ∗
1
∧ ωN−1
tˆ∗
1
= 0 , ivω
N
tˆ∗
1
= N ivωtˆ∗
1
∧ ωN−1
tˆ∗
1
= 0 ,
and therefore
ωtˆ∗
2
(u, v)ωNtˆ∗
1
= iuiv
(
ωtˆ∗
2
∧ ωNtˆ∗
1
)
= 0 .
Using that ωN
tˆ∗
1
6= 0, it follows that ω
tˆ∗
2
(u, v) = 0. ✷
However, isotropy of the subspace defined as the sum of the kernels of all the projected
forms, which is equivalent to the (stronger) condition that for any tˆ∗1, tˆ
∗
2, tˆ
∗
3 ∈ Tˆ
∗ \ {0} ,
ker ωtˆ∗
1
and ker ωtˆ∗
2
are orthogonal under ωtˆ∗
3
, i.e., that
ωtˆ∗
3
(u1, u2) = 0 for u1 ∈ ker ωtˆ∗
1
and u2 ∈ ker ωtˆ∗
2
,
cannot be derived from the condition of uniform rank. A nice counterexample is obtained
by choosing V and Tˆ to be the same space, supposing it to be a Lie algebra g and defining ωˆ
to be the commutator in g. Then for tˆ∗ ∈ g∗, the kernel kerωtˆ∗ and the support supp ωtˆ∗
of the projected form ωtˆ∗ are the isotropy algebra of tˆ
∗ and the tangent space to the
coadjoint orbit passing through tˆ∗, respectively. There is one and only one semisimple Lie
algebra for which ωˆ has constant rank, since this condition states that all coadjoint orbits
except the trivial one, {0}, should have the same dimension: this is the algebra of type
A1, that is, R
3 equipped with the vector product ×.
Example 7 ( nˆ = 3 , N = 1 , dimV = 3 , ker ωˆ = {0} ) :
Let V = Tˆ = R3 and consider the R3-valued 2-form ωˆ built from the following three
ordinary 2-forms:
ω1 = dy ∧ dz , ω2 = dz ∧ dx , ω3 = dx ∧ dy .
Then for tˆ∗ = tˆ∗a eˆ
a ∈ (R3)∗, we have
ωtˆ∗ = tˆ
∗
a ω
a = tˆ∗1 dy ∧ dz + tˆ
∗
2 dz ∧ dx + tˆ
∗
3 dx ∧ dy .
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Obviously, ω1, ω2 and ω3 are linearly independent and hence ωˆ has uniform rank 1, since
there exists no non-zero 4-form on a three-dimensional space. On the other hand, we have
ker ω
tˆ∗
= 〈 tˆ∗1
∂
∂x
+ tˆ∗2
∂
∂y
+ tˆ∗3
∂
∂z
〉 ,
Therefore, the intersection of the three kernels ker ω1, ker ω2 and ker ω3 is {0} (i.e., ωˆ is
non-degenerate). However, ker ω1 and ker ω2 are orthogonal under ω1 and under ω2 but
not under ω3. Now if there existed a polylagrangian subspace it would have to coincide
with the sum of the kernels of all the projected forms, but that is the whole space R3,
which is not isotropic. Thus ωˆ does not admit a polylagrangian subspace.
Finally, we observe that even if the sum of the kernels of all the projected forms is an
isotropic subspace with respect to ωˆ, it may still fail to be a polylagrangian subspace, as
shown by the following
Example 8 ( nˆ = 2 , N = 2 , dimV = 5 , ker ωˆ = {0} ) :
Let V = R5, Tˆ = R2 and consider the R2-valued 2-form ωˆ built from the following two
ordinary 2-forms:
ω1 = dx1 ∧ dx4 + dx2 ∧ dx3 , ω2 = dx1 ∧ dx3 − dx2 ∧ dx5 .
Then for tˆ∗ = tˆ∗a eˆ
a ∈ (R2)∗, we have
ωtˆ∗ = tˆ
∗
a ω
a = dx1 ∧
(
tˆ∗1 dx
4 + tˆ∗2 dx
3
)
+ dx2 ∧
(
tˆ∗1 dx
3 − tˆ∗2 dx
5
)
.
Obviously, ω1, ω2 and the forms
(ω1)2 ≡ ω1 ∧ ω1 = 2 dx1 ∧ dx2 ∧ dx3 ∧ dx4 ,
ω1 ∧ ω2 = dx1 ∧ dx2 ∧ dx4 ∧ dx5 ,
(ω2)2 ≡ ω2 ∧ ω2 = 2 dx1 ∧ dx2 ∧ dx3 ∧ dx5 ,
are linearly independent and hence ωˆ has uniform rank 2, since there exists no non-zero
6-form on a five-dimensional space. On the other hand, we have
ker ωtˆ∗ = 〈 tˆ
∗
1tˆ
∗
2
∂
∂x3
− (tˆ∗2)
2 ∂
∂x4
+ (tˆ∗1)
2 ∂
∂x5
〉 .
The intersection of the two kernels ker ω1 and ker ω2 is {0} (i.e., ωˆ is non-degenerate).
Note that their (direct) sum is the two-dimensional subspace of V , say L′, spanned by
∂/∂x4 and ∂/∂x5, whereas the subspace spanned by all the kernels ker ωtˆ∗ (tˆ
∗ ∈ Tˆ ∗ \ {0})
is the three-dimensional subspace of V , say L′′, spanned by ∂/∂xi with i = 3, 4, 5, and
this is isotropic with respect to all the forms ωtˆ∗ (tˆ
∗ ∈ Tˆ ∗ \ {0}). More than that: since its
codimension is 2, it is maximal isotropic with respect to all the forms ωtˆ∗ (tˆ
∗ ∈ Tˆ ∗ \ {0}).
Now if there existed a polylagrangian subspace it would have to coincide with L′ and
also with L′′, but these two are not equal and do not have the right dimension, which
according to equation (28) would have to be 4: both of them are too small. Thus ωˆ does
not admit a polylagrangian subspace.
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To summarize, the examples given above show that the hypothesis of existence of a poly-
lagrangian subspace is highly non-trivial and very restrictive: as it seems, it cannot be
replaced by any other hypothesis that is not obviously equivalent. The examples also
show the great variety of possibilities for the “relative positions” of the kernels of the
various projected forms that prevails when such a subspace does not exist. In this sense,
the definition adopted in Ref. [22] is quite inconvenient, since it makes no reference to
this subspace, thus hiding the central aspect of the theory.
To conclude, we want to add some remarks about the relation between the poly-
lagrangian subspace, when it exists, and the more general class of maximal isotropic
subspaces. First, we emphasize that in contrast with a polylagrangian subspace, maximal
isotropic subspaces always exist. To prove this, it suffices to start out from an arbitrary
one-dimensional subspace L1, which is automatically isotropic, and construct a chain
L1 ⊂L2 ⊂ . . . of subspaces where Lp+1 is defined as the direct sum of Lp and the one-
dimensional subspace spanned by some non-zero vector in its 1-orthogonal complement
Lωˆ,1p . For dimensional reasons, this process must stop at some point, which means that
at this point we have succeeded in constructing a maximal isotropic subspace. However,
nothing guarantees that maximal isotropic subspaces resulting from different chains must
have the same dimension, nor that there must exist some chain leading to a maximal
isotropic subspace of sufficiently high dimension to be polylagrangian: this happens only
in the special case of ordinary forms (nˆ = 1), where all maximal isotropic subspaces
have the same dimension and where the notions of a polylagrangian subspace (or simply
lagrangian subspace, in this case) and of a maximal isotropic subspace coincide.
Another important point concerns the relation between the notions of isotropic sub-
space and maximal isotropic subspace with respect to the form ωˆ and with respect to its
projections. First, it is obvious that a subspace of V is isotropic with respect to ωˆ if and
only if it is isotropic with respect to each of the projected forms ω
tˆ∗
(tˆ∗ ∈ T ∗ \ {0}) or ωa
(1 6 a 6 nˆ). However, this no longer holds when we substitute the term “isotropic” by
the term “maximal isotropic”: a subspace of V that is maximal isotropic with respect to
each of the projections of ωˆ is also maximal isotropic with respect to ωˆ, but conversely,
it can very well be maximal isotropic with respect to ωˆ (and hence isotropic with respect
to each of the projections of ωˆ) but fail to be maximal isotropic with respect to some of
them. And finally, a polylagrangian subspace of V is maximal isotropic with respect to
each of the projections of ωˆ (this follows from Theorem 1), but as we have seen in the last
example above, the converse is false: a subspace can be maximal isotropic with respect to
each of the projections of ωˆ without being polylagrangian. All these statements illustrate
the special nature of the polylagrangian subspace, already in the case of vector-valued
2-forms.
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B Poincare´ Lemma
In this appendix we want to state the Poincare´ lemma in the form in which it is used in
the proof of the Darboux theorem in Section 6.
Theorem 12 Let ω ∈Ωk(P, Tˆ ) be a closed form on a manifold P taking values in a fixed
vector space Tˆ and let L be an involutive distribution on P . Suppose that ω is (k − r)-
horizontal (with respect to L), i.e., such that for any p ∈P and all v1, . . . , vr+1 ∈Lp, we
have
iv1 . . . ivr+1ωp = 0 .
Then for any point of P there exist an open neighborhood U of that point and a (k − 1)-
form θ ∈Ωk−1(U, Tˆ ) on U which is also (k − r)-horizontal (with respect to L), i.e., such
that for any p ∈U and all v1, . . . , vr ∈Lp, we have
iv1 . . . ivrθp = 0 ,
and such that ω = dθ on U .
Proof: Due to the local character of this theorem and since the subbundle L of TP
is involutive, we can without loss of generality work in a local chart of the manifold P
around the chosen reference point in which the foliation defined by L is “straightened
out”, so we may assume that P ∼= K0 ⊕ L0 with L
∼= L0 with fixed subspaces K0 and
L0 and such that the aforementioned reference point corresponds to the origin. (In what
follows, we shall omit the index 0.) We also suppose that Tˆ = R, since we may prove the
theorem separately for each component of ω and θ, with respect to some fixed basis of Tˆ .
For t ∈R, define the “K-contraction” FKt : P → P and the “L-contraction” F
L
t : P → P
by FKt (x, y) = (tx, y) and F
L
t (x, y) = (x, ty) ; obviously, F
K
t and F
L
t are diffeomorphisms
if t 6= 0 and are projections if t = 0. Associated with each of these families of mappings
there is a time dependent vector field which generates it in the sense that, for t 6= 0,
XKt
(
FKt (x, y)
)
=
d
ds
FKs (x, y)
∣∣∣∣
s=t
and XLt
(
FLt (x, y)
)
=
d
ds
FLs (x, y)
∣∣∣∣
s=t
.
Explicitly, for t 6= 0,
XKt (x, y) = t
−1(x, 0) and XLt (x, y) = t
−1(0, y) .
Define ω0 = (F
L
0 )
∗ω and, for ǫ > 0,
θǫ =
∫ 1
ǫ
dt
(
(FLt )
∗(iXLt
ω) + (FKt )
∗(iXKt
ω0)
)
,
as well as
θ = lim
ǫ→0
θǫ =
∫ 1
0
dt
(
(FLt )
∗(iXLt
ω) + (FKt )
∗(iXKt
ω0)
)
.
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To see that the (k−1)-forms θ and θǫ are well defined, consider k−1 vectors (ui, vi) ∈K⊕L
(1 6 i 6 k − 1) and observe that, for t 6= 0,
(FLt )
∗(iXLt
ω)(x,y)
(
(u1, v1), . . . , (uk−1, vk−1)
)
= ω(x,ty)
(
(0, y), (u1, tv1), . . . , (uk−1, tvk−1)
)
,
and
(FKt )
∗(iXKt
ω0)(x,y)
(
(u1, v1), . . . , (uk−1, vk−1)
)
= tk−1 ω(tx,0)
(
(x, 0), (u1, 0), . . . , (uk−1, 0)
)
.
Here we see easily that both expressions are differentiable in t and provide (k − 1)-forms
which are (k− r)-horizontal and (k− 1)-horizontal with respect to L, respectively. Thus,
θǫ and θ are (k−1)-forms which are (k− r)-horizontal with respect to L. Moreover, since
dω = 0 and dω0 = 0,
dθǫ =
∫ 1
ǫ
dt
(
(FLt )
∗(iXLt
ω) + (FKt )
∗(iXKt
ω0)
)
=
∫ 1
ǫ
dt
(
(FLt )
∗(LXLt
ω) + (FKt )
∗(LXKt
ω0)
)
=
∫ 1
ǫ
dt
( d
dt
(
(FLt )
∗ω
)
+
d
dt
(
(FKt )
∗ω0
))
= ω − (FLǫ )
∗ω + ω0 − (F
K
ǫ )
∗ω0 .
Taking the limit ǫ→ 0, we get (FLǫ )
∗ω → ω0 and (F
K
ǫ )
∗ω0 → 0 and hence dθ = ω. ✷
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