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Abstract
Gaussian process-based latent variable models are flexible and theoretically grounded
tools for nonlinear dimension reduction, but generalizing to non-Gaussian data likelihoods
within this nonlinear framework is statistically challenging. Here, we use random features
to develop a family of nonlinear dimension reduction models that are easily extensible
to non-Gaussian data likelihoods; we call these random feature latent variable models
(RFLVMs). By approximating a nonlinear relationship between the latent space and the
observations with a function that is linear with respect to random features, we induce
closed-form gradients of the posterior distribution with respect to the latent variable.
This allows the RFLVM framework to support computationally tractable nonlinear
latent variable models for a variety of data likelihoods in the exponential family without
specialized derivations. Our generalized RFLVMs produce results comparable with other
state-of-the-art dimension reduction methods on diverse types of data, including neural
spike train recordings, images, and text data.
1 Introduction
Many dimension reduction techniques, such as principal component analysis (Pearson, 1901;
Tipping and Bishop, 1999) and factor analysis (Lawley and Maxwell, 1962), make two
modeling assumptions: (1) the observations are Gaussian distributed, and (2) the latent
structure is a linear function of the observations. However, for many applications, proper
analysis requires us to break both of these assumptions. For example, in computational
neuroscience, scientists collect firing rates for thousands of neurons simultaneously. These
data are observed as counts, and neuroscientists believe that the biologically relevant latent
structure is nonlinear with respect to the observations (Saxena and Cunningham, 2019).
To capture nonlinear relationships in latent variable models, one approach is to assume
that the mapping between the latent manifold and observations is Gaussian process (GP)-
distributed. A GP is a prior distribution over the space of real-valued functions, which makes
posterior inference in GP-based models tractable when the GP prior is conjugate to the data
likelihood. This leads to the Gaussian process latent variable model (GPLVM, Lawrence,
2004).
The basic GPLVM model with a radial basis function (RBF) kernel has nice statistical
properties that allow for exact, computationally tractable inference methods to be used
when the number of observations is a reasonable size. Deviating from this basic model,
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however, leads to challenges with inference. For Poisson GPLVMs, we cannot integrate out
the GP-distributed functional map, and we no longer have closed form expressions for the
gradient of the posterior with respect to the latent space. This renders maximum a posteriori
(MAP) estimation difficult, leading to solutions at poor local optima (see Wu et al., 2017).
Random Fourier features (RFFs, Rahimi and Recht, 2008) were developed to avoid
working with N ×N dimensional matrices when fitting kernel machines. RFFs accelerate
kernel machines by using a low-dimensional, randomized approximation of the inner product
associated with a given shift-invariant kernel. For this approximation, RFFs induce a
nonlinear map using a linear function of random features.
We propose to use RFFs to approximate the kernel function in a GPLVM to create a
flexible, tractable, and modular framework for fitting GP-based latent variable models. In
the context of GPLVMs, RFF approximations allow for closed-form gradients of the objective
function with respect to the latent variable. In addition, we can tractably explore the space
of stationary covariance functions by using a Dirichlet process mixture prior for the spectral
distribution of frequencies (BaNK, Oliva et al., 2016), leading to a flexible latent variable
model.
This paper makes the following contributions to the space of nonlinear latent variable
models: (1) we represent the nonlinear mapping in GPLVMs using a linear function of random
Fourier features; (2) we leverage this representation to generalize GPLVMs to non-Gaussian
likelihoods; (3) we place a prior on the random features to allow data-driven exploration over
the space of shift-invariant kernels, to avoid putting restrictions on the kernel’s functional
form. We validate our approach on diverse simulated data sets, and we show how results from
RFLVMs compare with state-of-the-art methods on a variety of image, text, and scientific
data sets. We release a Python library1 with modular and extensible code for reproducing
and building on our work.
2 Random Feature Latent Variable Models
2.1 Random features for kernel machines
Here we briefly review random Fourier features (Rahimi and Recht, 2008) to motivate a
randomized approximation of the GP-distributed maps in GPLVMs. Bochner’s theorem
(Bochner, 1959) states that any continuous shift-invariant kernel k(x,x′) = k(x− x′) on RD
is positive definite if and only if k(x− x′) is the Fourier transform of a non-negative measure
p(w). If the kernel is properly scaled, the kernel’s Fourier transform p(w) is guaranteed to
be a density. Let h(x) , exp(iw>x), and let h(x)∗ denote its complex conjugate. Observe
that
k(x− x′) =
∫
RD
p(w) exp(iw>(x− x′))dw = Ep(w)[h(x)h(x)∗]. (1)
So h(x)h(x)∗ is an unbiased estimate of k(x − x′). If we drop the imaginary part for
real-valued kernels, we can re-define h(x) , cos(w>x) by Euler’s formula. Then we can use
Monte Carlo integration to approximate Eq. 1 as k(x,x′) ≈ ϕ(x)>ϕ(x), where
ϕ(x) ,
√
2
M
[
sin(w>1 x) cos(w>1 x) . . . sin(w>M/2x) cos(w
>
M/2x)
]>
. (2)
1https://github.com/gwgundersen/rflvm
2
We draw M/2 samples from p(w), and the definition in Eq. 2 doubles the number of RFFs
to M . A representer theorem (Kimeldorf and Wahba, 1971; Schölkopf et al., 2001) says that
the optimal solution to the objective function of a kernel method, f∗(x), is linear in pairwise
evaluations of the kernel. Using this random projection, we can represent f∗(x) as
f∗(x) =
N∑
n=1
αnk(xn,x) =
N∑
n=1
αn〈φ(xn), φ(x)〉H ≈
N∑
n=1
αnϕ(xn)
>ϕ(x) = β>ϕ(x). (3)
In the second equality, the kernel trick implicitly lifts the data into a reproducing kernel
Hilbert space H in which the optimal solution is linear with respect to the features. The
randomized approximation of this inner product allows us to replace expensive calculations
involving the kernel with an M -dimensional inner product.
For example, the predictive mean in GP regression implicitly uses the representer theorem
and kernel trick (Williams and Rasmussen, 2006). RFFs have been used to reduce the
computational costs of fitting GP regression models from O(N3) to O(NM2) (Lázaro-
Gredilla et al., 2010; Hensman et al., 2017). However, RFFs have not yet been used to make
GPLVMs more computationally tractable.
2.2 Gaussian process latent variable models
Now we introduce the basic GPLVM framework (Lawrence, 2004). Let Y be an N ×J matrix
of N observations and J features, and let X be an N ×D matrix of latent variables where
D  J . If we take the mean function to be zero, and the observations Y to be Gaussian
distributed, the GPLVM is:
yj ∼ NN (fj(X), σ2j I), fj ∼ GP(0,KX), xn ∼ ND(0, I), (4)
where KX is an N × N covariance matrix defined by a positive definite kernel function
k(x,x′) and fj(X) = [fj(x1) . . . fj(xN )]>. Due to conjugacy between the GP prior on fj and
Gaussian likelihood on yj , we can integrate out fj in closed form. The resulting marginal
likelihood for yj is NN (0,KX + σ2j I). We cannot find the optimal X analytically, but various
approximations have been proposed. We can obtain a MAP estimate by integrating out
the GP-distributed maps and then optimizing X with respect to the posterior using scaled
conjugate gradients (Lawrence, 2004, 2005), where computation scales as O(N3). To scale
up GPLVM inference, we may use sparse inducing point methods where the computational
complexity is O(NC2), for C  N inducing points (Lawrence, 2007).
Alternatively, we can introduce a variational Bayes approximation of the posterior
and minimize the Kullback–Leibler divergence between the posterior and the variational
approximation with the latent variables X marginalized out. However, integrating out X in
the approximate marginal likelihood is only tractable when we assume that we have Gaussian
observations and when we use an RBF kernel with automatic relevance determination, which
limits its flexibility. This variational approach may be scaled using sparse inducing point
methods. This approach is referred to as a Bayesian GPLVM (Titsias and Lawrence, 2010;
Damianou et al., 2016).
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2.3 Generative model for RFLVMs
The generative model of an RFLVM takes the form:
yj ∼ L
(
g
(
ϕ(X)βj
)
,θ
)
wm ∼ ND(µzm ,Σzm)
θ ∼ p(θ) (µk,Σk) ∼ NIW(µ0, ν0, λ0,Ψ0)
βj ∼ NM (β0,B0) zm ∼ CRP(α),
xn ∼ ND(0, I) α ∼ Ga(aα, bα).
(5)
Following exponential family notation, L(·) is a likelihood function, g(·) is an invertible
link function that maps the real numbers onto the likelihood’s support, and θ are other
likelihood-specific parameters. Following Wilson and Adams (2013) and Oliva et al. (2016),
we assume p(w) is a Dirichlet process mixture of Gaussians (DP-GMM, Ferguson, 1973;
Antoniak, 1974). By sampling from the posterior of w, we can explore the space of stationary
kernels and estimate the kernel hyperparameters in a Bayesian way. We assign each wm
in W = [w1 . . .wM/2]> to a mixture component with the variable zm, which is distributed
according to a Chinese restaurant process (CRP, Aldous, 1985) with concentration parameter
α. This prior introduces additional random variables: the mixture means {µk}Kk=1, and the
mixture covariance matrices {Σk}Kk=1 where K is the number of clusters in the current Gibbs
sampling iteration.
The randomized map in Eq. 2 allows us to approximate the original GPLVM in Eq. 4 as
yj ∼ NN (ϕ(X)βj , σ2j I), βj ∼ NM (b0,B0), xn ∼ ND(0, I). (6)
We approximate fj(X) in Eq. 4 as ϕ(X)βj , where ϕ(X) = [ϕ(x1) . . . ϕ(xN )]>. This is a
Gaussian RFLVM when L(·) is a Gaussian distribution and g(·) is the identity function.
Because the prior distribution on the mapping weights βj is Gaussian, the model is analogous
to Bayesian linear regression given ϕ(X); if we integrate out βj , we recover a marginal
likelihood that approximates the GPLVM’s marginal likelihood.
We use this representation to generalize the RFLVM to other observation types in the
exponential family. For example, a Poisson RFLVM takes the following form:
yj ∼ Poisson(exp(ϕ(X)βj)), βj ∼ NM (b0,B0), xn ∼ ND(0, I). (7)
For distributions including the Bernoulli, binomial, and negative binomial, the functional
form of the data likelihood is
L(ϕ(X),βj , a(yj), b(yj), c(yj)) =
N∏
n=1
c(ynj)
(exp(ϕ(xn)βj))
a(ynj)
(1 + exp(ϕ(xn)βj))
b(ynj)
, (8)
for some functions of the data a(·), b(·), and c(·). The general form of this logistic RFLVM
is then:
yj ∼ L(ϕ(X),βj , a(yj), b(yj), c(yj)), βj ∼ NM (b0,B0), xn ∼ ND(0, I). (9)
For example, by setting a(ynj) = ynj , b(ynj) = ynj + rj , and c(ynj) =
(
ynj+rj−1
ynj
)
, we get the
negative binomial RFLVM with feature-specific dispersion parameter rj .
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2.4 Inference for RFLVMs
We now present a general Gibbs sampling framework for all RFLVMs. First, we write the
Gibbs sampling steps to estimate the posterior of the covariance kernel. Next, we describe
estimating the latent variable X by taking the MAP estimate. Then, we sample the data
likelihood-specific parameters θ and linear coefficients βj . Variables subscripted with zero,
e.g., θ0, denote hyperparameters. While the number of mixture components may change
across sampling iterations, let K denote the number of components in the current Gibbs
sampling step. We initialize all the parameters in our model by drawing from the prior,
except for X, which we initialize with PCA.
First, we sample zm following Algorithm 8 from Neal (2000). Let nk =
∑
` δ(z` = k), and
let n−mk denote the same sum with zm excluded. Then we sample the posterior of zm from
the following discrete distribution for k = 1, 2, . . . ,K:
p(zm = k | µ,Σ,W, α) =
{
n−mk
M−1+αN (wm | µk,Σk) n−mk > 0
α
M−1+α
∫ N (wm | µ,Σ)NIW(µ,Σ)dµdΣ n−mk = 0. (10)
Given assignments z = [z1 . . . zM/2]> and RFFs W, the posterior of Σk is inverse-Wishart
distributed. Given Σk, the posterior of µk is normally distributed (Gelman et al., 2013):
Σk ∼ W−1(Ψk, νk), µk ∼ N (mk,
1
λk
Σk).
Ψk = Ψ0 +
M/2∑
m:zm=k
(wm − w¯(k))(wm − w¯(k))> + λ0nk
λ0 + nk
(wm − µ0)(wm − µ0)>
w¯(k) =
1
nk
M∑
m:zm=k
wm, νk = ν0 + nk, mk =
λ0µ0 + nkw¯
k
λ0 + nk
, λk = λ0 + nk.
(11)
We cannot sample from the full conditional distribution of W, but prior work suggested
a Metropolis–Hastings (MH) sampler using proposal distribution q(W) set to the prior
p(W | z,µ,Σ) = ND(µzm ,Σzm) (Eq. 5) and acceptance ratio ρMH (Oliva et al., 2016):
w?m ∼ q(W) , p(W | z,µ,Σ), ρMH = min
{
1,
p(Y | X,w?m,θ)
p(Y | X,wm,θ)
}
. (12)
Finally, we sample the DP-GMM concentration parameter α (Escobar and West, 1995). We
augment the model with variable η to make sampling α conditionally conjugate:
η ∼ Beta(α+ 1,M), piη
1− piη =
aα +K − 1
M(bα − log(η)) , K = |{k : nk > 0}| ,
α ∼ piηGa(aα +K, bα − log(h)) + (1− piη)Ga(aα +K − 1, bα − log(η)).
(13)
For the Gaussian RFLVM (Eq. 6), let B0 = σ−2S0. We integrate out βj and σ−2 in closed
form to obtain a marginal likelihood,
p(yj | X,W) = 1
(2pi)N/2
·
√
|S0|
|SN | ·
ba00
baNN
· Γ(aN )
Γ(a0)
, (14)
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where SN = ϕ(X)>ϕ(X) + S0, βN = S
−1
N (β
>
0 S0 + ϕ(X)
>yj), aN = a0 + N/2, and bN =
b0+(1/2)(y
>
j yj+β
>
0 S0β0−β>NSNβN ). See Appendix B or Minka (2000) for details. However,
inference can be slow because marginalizing out βj introduces dependencies between the
latent variables, and the complexity becomes O(NM2). Alternatively, we can Gibbs sample
βj and take the MAP estimate of X using the original log likelihood where the computational
complexity is O(NM).
In the Poisson RFLVM (Eq. 7), we no longer have the option of marginalizing out βj .
Instead, we take iterative MAP estimates of βj and X. Given ϕ(X), inference for βj is
analogous to Bayesian inference for a Poisson generalized linear model (GLM). In Secs. 3.1
and 3.2, we show that, by inducing closed-form gradients with respect to X through RFFs,
this iterative MAP procedure produces results that are competitive with specialized GP-based
latent variable models on count data.
For logistic RFLVMs (Eq. 9), we use Pólya-gamma augmentation (Polson et al., 2013) to
make inference tractable. A random variable ω is Pólya-gamma distributed with parameters
b > 0 and c ∈ R, denoted ω ∼ PG(b, c), if
ω
d
=
1
2pi2
∞∑
k=1
gk
(k − 1/2)2 + c2/(4pi2) , (15)
where d= denotes equality in distribution and gk ∼ Ga(b, 1) are independent gamma random
variables. The identity critical for Pólya-gamma augmentation is
(eψnj )anj
(1 + eψnj )bnj
= 2−bnjeκnjψnj
∫ ∞
0
e−ωψ
2
nj/2p(ω)dω, (16)
where κnj = anj − bnj/2 and p(ω) = PG(ω | bnj , 0). If we define ψnj = ϕ(xn)>βj , then
Eq. 16 allows us to rewrite the likelihood in Eq. 8 as proportional to a Gaussian. Furthermore,
we can sample ω conditioned on ψnj as p(ω | ψnj) ∼ PG(bnj , ψnj). This enables convenient,
closed-form Gibbs sampling steps of βj , conditioned on Pólya-gamma augmentation variables
ωnj :
ωnj | βj ∼ PG(bnj , ϕ(xn)>βj), Vωj = (ϕ(X)>Ωjϕ(X) + B−10 )−1,
βj | Ωj ∼ N (mωj ,Vωj ), mωj = Vωj (ϕ(X)>κj + B−10 β0),
(17)
where Ωj = diag([ω1j . . . ωNj ]) and κj = [κ1j . . . κNj ]>. This technique has been used
to derive Gibbs samplers for binomial regression (Polson et al., 2013), negative binomial
regression (Zhou et al., 2012), and correlated topic models (Chen et al., 2013; Linderman
et al., 2015). Here, we use it to derive a sampling approach for logistic RFLVMs.
RFLVMs are identifiable up to the rotation and scale of the latent variable X. As a result,
MAP estimates of X between iterations are unaligned as they can be arbitrarily rescaled
and rotated through inference. Thus, a point estimate of X that is a function of the Monte
Carlo samples of X, e.g. the expectation of X across the samples, will not be meaningful.
To this end, we arbitrarily fix the rotation of X by taking the singular value decomposition
(SVD) of the MAP estimate, Xˆ = USVT , and setting X to be the left singular vectors
corresponding to the D largest singular values, X , [u1, . . . ,uD] where diag(S) = [s1 . . . sD]
and s1 ≥ s2 ≥ . . . ≥ sD. Then we rescale X so that the covariance of the latent space
is the identity matrix. This has the effect of enforcing orthogonality, and does not allow
heteroskedasticity in the latent dimensions.
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Figure 1: Simulated data with Gaussian emissions. (Left) Inferred latent variables for
both a GPLVM and Gaussian RFLVM. (Upper middle) Comparison of estimated fj(X) for
a single feature as estimated by GPLVM and RFLVM. (Lower middle) Comparison of MSE
reconstruction error on held out Y∗ for increasing M , where M is the number of inducing
points for GPLVM and random Fourier features for RFLVM. (Right) Ground truth covariance
matrix KX compared with RFLVM estimation for an increasing number of random Fourier
features M .
3 Experiments
In our results, we refer to the Gaussian-distributed GPLVM using inducing point methods
for inference as GPLVM (Titsias and Lawrence, 2010). We fit all GPLVM experiments
using the GPy package (GPy, 2012). We refer to the Poisson-distributed GPLVM using a
double Laplace approximation as DLA-GPLVM (Wu et al., 2017). DLA-GPLVM is designed
to model multi-neuron spike train data, and the code2 initializes the latent space using
the output of a Poisson linear dynamical system (Macke et al., 2011), and places a GP
prior on X. To make the experiments comparable for all GPLVM experiments, we initialize
DLA-GPLVM with PCA and assume xn ∼ ND(0, I). We refer to our GPLVM with random
Fourier features as RFLVM and explicitly state the assumed distribution. In Sec. 3.1, we use
a Gaussian RFLVM with the linear coefficients {βj}Jj=1 marginalized out (Eq. 14) for a fairer
comparison with the GPLVM. In Sec. 3.3, we use a Gaussian RFLVM without marginalizing
out the linear coefficients because inference was faster on the larger datasets.
Since hyperparameter tuning our model on each dataset would be both time-consuming
and unfair without also tuning the baselines, we fixed the hyperparameters across experiments.
We used 2000 Gibbs sampling iterations with 1000 burn-in steps, M = 100, and D = 2. We
initialized K = 20 and α = 1. In Sec. 3.2, we used D = 3 and visualized Xˆ after the best
affine transformation onto the 2-D rat positions following Wu et al. (2017). For computational
reasons, MNIST and CIFAR-10 were subsampled (see Appendix A for details).
2https://github.com/waq1129/LMT
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Figure 2: Simulated data with Poisson emissions. (Left four plots) The true latent
variable X compared with Xˆ estimated using a MAP-GPLVM, a DLA-GPLVM, and a Poisson
RFLVM. (Middle) Comparison of fj(X) for a single feature as estimated by DLA-GPLVM
and RFLVMs. (Right) MSE and R2 between the true F and Fˆ, and the true X and Xˆ,
respectively.
3.1 Simulated data
We first evaluate RFLVM on simulated data. We set X to be a two-dimensional S-shaped
manifold, sampled functions F = {fj(X)}Jj=1 from a Gaussian process with an RBF kernel,
and then generated observations for Gaussian emissions (Eq. 4) and Poisson emissions (Eq.
7). For all simulations, we used N = 500, J = 100, and D = 2.
For these experiments, we computed the mean-squared error (MSE) between test set
observations, Y∗, and predicted observations Yˆ∗, where we held out 20% of the observations
for the test set. To evaluate our latent space results, we projected the estimated latent space,
Xˆ, onto the hyperplane that minimized the squared error with the ground truth, ‖X− XˆA‖22,
and calculated the R2 value between the true X and the projected latent space XˆA. We
evaluated our model’s ability to estimate the GP outputs fj(X) ≈ ϕ(X)βj by comparing
the MSE between the estimated ϕ(Xˆ)βj and the true generating fj(X). We computed the
mean and standard error of the MSE and R2 results by running each experiment five times.
We compared the performance of a Gaussian RFLVM to the GPLVM. We ran these
experiments across multiple values ofM , whereM denotes the number of random features for
the RFLVM and the number of inducing points for the GPLVM. Both models recovered the
true latent variable X accurately and estimated the nonlinear maps, F, well (Fig. 1, upper
middle). Empirically, a GPLVM shows better performance for estimating Y∗ than the RFLVM
(Fig. 1, lower middle). We hypothesize that this is because Nyström’s method has better
generalization error bounds than RFFs when there is a large gap in the eigenspectrum (Yang
et al., 2012), which is the case for KX . However, we see that the RFLVM approximates the
true KX given enough random features (Fig. 1, right), though perhaps less accurately than
the GPLVM (Fig. 1, lower middle).
To demonstrate the utility of our model beyond Gaussian distributed data, we compared
results for count data from a Poisson RFLVM and a DLA-GPLVM. Additionally, we compared
results to our own naive implementation of the Poisson GPLVM that performs coordinate
ascent on X and F by iteratively taking MAP estimates without using RFFs. We refer to this
method as MAP-GPLVM. The MAP-GPLVM appears to get stuck in poor local modes (Wu
et al., 2017) because we do not have gradients of the posterior in closed form (Fig. 2, left).
Both DLA-GPLVM and RFLVM, however, do have closed-form gradients and approximate
the true manifold with similar R2 and MSE values for Xˆ and fˆj(X).
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Figure 3: Hippocampal place cells. (Left three plots) Inferred latent space for the DLA-
GPLVM and the Poisson RFLVM. The points are colored by three major regions of the
true rat position in a W-shaped maze. (Right two plots) KNN accuracy using 5-fold cross
validation and R2 performance of the best affine transformation from Xˆ onto the rat positions
X. Error bars computed using five trials.
Figure 4: MNIST digits. Digits visualized in 2-D latent space inferred from DLA-GPLVM
(left) and Poisson RFLVM (right). Following Lawrence (2004), we plotted images in a random
order while not plotting any images that result in an overlap. The RFLVM’s latent space is
visualized as a histogram of 1000 draws after burn-in. The plotted points are the sample
posterior mean.
3.2 Hippocampal place cell data
Next, we checked whether a non-Gaussian RFLVM recovers an interpretable latent space
when applied to a scientific problem. In particular, we use an RFLVM to model hippocampal
place cell data (Wu et al., 2017). Place cells, a type of neuron, are activated when an animal
enters a particular place in its environment. Here, Y is an N × J matrix of count-valued
spikes where n indexes time and j indexes neurons. These data were jointly recorded while
measuring the position of a rat in a W-shaped maze. We are interested in reconstructing the
latent positions of the rat with X.
We quantified goodness-of-fit of the latent space by assessing how well the RFLVM
captures known structure, in the form of held-out sample labels, in the low-dimensional
space. After estimating Xˆ, we performed K-nearest neighbors (KNN) classification on Xˆ
9
with K = 1. We ran this classification five times using 5-fold cross validation. We report the
mean and standard deviation of KNN accuracy across five of these experiments.
The Poisson RFLVM and DLA-GPLVM have similar performance in terms of how well
they cluster samples in the latent space as measured by KNN accuracy using regions of
the maze as labels. Furthermore, the models have similar performance in recovering the
true rat positions X, measured by R2 performance (Fig. 3). These results suggest that our
generalized RFLVM framework finds structure even in empirical, complex, non-Gaussian
data and is competitive with models built for this specific task.
3.3 Text and image data
Finally, we examine whether an RFLVM captures the latent space of text, image, and
empirical data sets. We hold out the labels and use them to evaluate the estimated latent
space using the same KNN evaluation from Sec. 3.2. Across all eight data sets, the Poisson
and negative binomial RFLVMs infer a low-dimensional latent variable Xˆ that generally
captures the latent structure as well as or better than linear methods like PCA and NMF (Lee
and Seung, 1999). Moreover, adding nonlinearity but retaining a Gaussian data likelihood—as
with real-valued models like Isomap (Tenenbaum et al., 2000), a variational autoencoder
(VAE, Kingma and Welling, 2013), and the Gaussian RFLVM, or even using the Poisson-
likelihood DLA-GPLVM—perform worse than the Poisson and negative binomial RFLVMs
(Tab. 1, Fig. 4). We posit that this improved performance is because the generating process
from the latent space to the observations for these data sets is (in part) nonlinear, non-RBF,
and integer-valued.
Table 1: Classification accuracy evaluated by fitting a KNN classifier (K = 1) with five-
fold cross validation. Mean accuracy and standard error were computed by running each
experiment five times.
PCA NMF Isomap VAE
Bridges 0.8469± 0.0067 0.8664± 0.0164 0.8375± 0.0240 0.8141± 0.0301
CIFAR-10 0.2651± 0.0019 0.2450± 0.0028 0.2716± 0.0056 0.2711± 0.0083
Congress 0.5558± 0.0098 0.5263± 0.0108 0.5239± 0.0178 0.6563± 0.0314
MNIST 0.3794± 0.0146 0.2764± 0.0197 0.4408± 0.0192 0.6512± 0.0228
Montreal 0.6802± 0.0099 0.6878± 0.0207 0.7049± 0.0098 0.6702± 0.0325
Newsgroups 0.3896± 0.0043 0.3892± 0.0042 0.4021± 0.0098 0.3926± 0.0113
Spam 0.8454± 0.0037 0.8237± 0.0040 0.8272± 0.0047 0.9028± 0.0128
Yale 0.5442± 0.0129 0.4739± 0.0135 0.5891± 0.0155 0.6327± 0.0209
DLA-GPLVM Gaussian RFLVM Poisson RFLVM Neg. binom. RFLVM
Bridges 0.8578± 0.0101 0.8512± 0.0134 0.8440± 0.0165 0.8664± 0.0191
CIFAR-10 0.2641± 0.0063 0.2755± 0.0132 0.2789± 0.0080 0.2656± 0.0048
Congress 0.7815± 0.0185 0.5693± 0.0107 0.7673± 0.0109 0.8093± 0.0154
MNIST 0.3820± 0.0121 0.5569± 0.0503 0.6494± 0.0210 0.4463± 0.0313
Montreal 0.2885± 0.0001 0.7533± 0.0165 0.8158± 0.0210 0.7530± 0.0478
Newsgroups 0.3687± 0.0077 0.4006± 0.0083 0.4144± 0.0029 0.4045± 0.0044
Spam 0.9521± 0.0069 0.8616± 0.0051 0.9515± 0.0023 0.9443± 0.0035
Yale 0.4788± 0.0991 0.6179± 0.0092 0.6894± 0.0295 0.5394± 0.0117
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4 Conclusion
We presented a framework that uses random Fourier features to induce computational
tractability between the latent variables and GP-distributed maps in Gaussian process latent
variable models. Our approach allows the Gaussian model to be extended to arbitrary
distributions, and we derived an RFLVM for Gaussian, Poisson and logistic distributions.
We described distribution-specific inference techniques for each posterior sampling step. Our
empirical results showed that each was competitive in downstream analyses with existing
distribution-specific approaches on diverse data sets including synthetic, image, text, and
multi-neuron spike train data. We are particularly interested in exploring extensions of our
generalized RFLVM framework to more sophisticated models such as extending GP dynamic
state-space models (Ko and Fox, 2011) to count data and neuroscience applications, which
assume temporal structure in X.
RFLVMs have a number of limitations that motivate future work. First, the latent
variables are unidentifiable up to scale and rotation. Our rescaling procedure (Sec. 2.4) does
not allow heteroscedastic dimensions and enforces orthogonality between the Gaussian latent
variables. This prevents the use of more structured priors, such as a GP prior on X, since any
inferred structure is eliminated between iterations. We are interested in adopting constraints
from factor analysis literature to address the identifiability issues without a restrictive
rescaling procedure (Erosheva and Curtis, 2011; Millsap, 2001; Ghosh and Dunson, 2009).
Second, label switching in mixture models is a well-studied challenge that is present in our
model. Enforcing identifiability may improve inference and model interpretability (Stephens,
2000). Finally, our model has a number of hyperparameters such as the latent dimension,
the number of random Fourier features, and the number of Gibbs sampling iterations. Both
simplifying the model and estimating these hyperparameters from data are two important
directions to improve the usability of RFLVMs.
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A Experiments
A.1 Additional results
Figure 5: Latent space and generated faces for the Yale dataset using a Poisson RFLVM.
Figure 6: Latent space for CIFAR-10 and generated digits for MNIST using a Poisson
RFLVM.
A.2 Data descriptions and preprocessing
• Bridges: We used the number of bicycle crossing per day over four East River bridges
in New York City3. Since these data are unlabeled, we used weekday vs. weekend as
binary labels since such information is correlated with bicycle counts (Fig. 7, left).
3https://data.cityofnewyork.us/Transportation/Bicycle-Counts-for-East-River-Bridges/
gua4-p9wg
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• CIFAR-10: We limited the classes to [1− 5] and subampled 400 images for each class
for a final dataset of size 2000. We converted the images to grayscale and resized them
from 32× 32 down to 20× 20 pixels.
• Congress: The word frequency counts from individual members of the 109th Congress (Gentzkow
and Shapiro, 2010). Labels are political party: Democrat, Independent, Republican.
• MNIST: We limited the dataset size by randomly subsampling 1000 images.
• Montreal: We use the number of cyclists per day on eight bicycle lanes in Montreal.4.
Since these data are unlabeled, we used the four seasons as labels, since seasonality is
correlated with bicycle counts (Fig. 7, right).
• Newsgroups: The 20 Newsgroups Dataset5. We limited the classes to comp.sys.mac.hardware,
sci.med, and alt.atheism, and limited the vocabulary to words with document frequencies
in the range 10− 90%.
• Spam: The SMS Spam dataset from the UCI Machine Learning Repository6. Emails
are labeled spam or ham (not spam).
• Yale: The Yale Faces Dataset7. We used subject IDs as labels.
Figure 7: (Left) The number of bicycle crossings over the Queensboro Bridge from April
through November 2017. (Right) The number of cyclists on Berri St. in Montreal throughout
2015.
A.3 Experiment details
GPLVM baselines: We used GPy’s implementation BayesianGPLVMMiniBatch, which
supports inducing points and prediction on held out data.
4http://donnees.ville.montreal.qc.ca/dataset/f170fecc-18db-44bc-b4fe-5b0b6d2c7297/
resource/64c26fd3-0bdf-45f8-92c6-715a9c852a7b
5http://qwone.com/~jason/20Newsgroups/
6https://archive.ics.uci.edu/ml/datasets/SMS+Spam+Collection
7http://vision.ucsd.edu/content/yale-face-database
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B Marginal likelihood in Bayesian linear regression
For ease of notation, we drop the j subscript, and therefore Y → y = [y1 . . . yN ]> and
βj → β. Consider the linear regression model
y = ϕ(X)β> + ε, ε ∼ NN (0, σ2I), (18)
where ϕ(X) = [ϕ(x1) . . . ϕ(xN )]>, an N ×M matrix. A common conjugate prior on β is a
normal–inverse–gamma distribution,
β | σ2 ∼ NM (β0, σ2S−10 )
σ2 ∼ InvGamma(a0, b0),
(19)
We can write the functional form of the posterior and prior terms in (19) as
p(y | ϕ(X),β, σ2) = (2piσ2)−N/2 exp
(
− 1
2σ2
(y − ϕ(X)β)>(y − ϕ(X)β)
)
p(β | σ2) = (2piσ2)−M/2∣∣S0∣∣1/2 exp(− 1
2σ2
(β − β0)>S0(β − β0)
)
p(σ2β) =
ba00
Γ(a0)
(σ2β)
−(a0+1) exp
(−b0
σ2
)
.
(20)
We can combine the likelihood’s Gaussian kernel with the prior’s kernel in the following way:
(y − ϕ(X)β)>(y − ϕ(X)β) + (β − β0)>S0(β − β0)
= y>y + β>0 S0β0 − β>NSNβN + (β − βN )>SN (β − βN ).
(21)
where βN and SN are defined as
SN = ϕ(X)
>ϕ(X) + S0
βN = S
−1
N (β
>
0 S0 + ϕ(X)
>y).
(22)
Now our posterior can be written as
p(y | ϕ(X),β, σ2) ∝ (2pi)−M/2∣∣S0∣∣1/2 exp(− 1
2σ2
[
(β − βN )>SN (β − βN )
])
(2piσ2)−N/2 exp
(
− 1
2σ2
[
y>y + β>0 S0β0 − β>NSNβN
])
ba00
Γ(a0)
(σ2)−(a0+1) exp
(−b0
σ2
)
.
(23)
We can see that we have an M -variate normal distribution on the first line. If we ignore
(2pi)−N/2 and inverse–gamma prior normalizer, we can combine the bottom two lines to be
proportional to an inverse–gamma distribution,
(σ2)−(a0+N/2+1) exp
(
− 1
σ2
[
b0 +
1
2
{
y>y + β>0 S0β0 − β>NSNβN
}])
. (24)
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Now define aN and bN as
aN = a0 +
N
2
bN = b0 +
1
2
(y>y + β>0 S0β0 − β>NSNβN ).
(25)
Thus, we can write our posterior as
p(β, σ2 | ϕ(X),y) ∝ p(β | ϕ(X),yj , σ2)p(σ2 | ϕ(X),y)
where
β | ϕ(X),y, σ2 ∼ NM (βN ,SN )
σ2 | y, ϕ(X) ∼ InvGamma(aN , bN ).
(26)
Now to compute the log marginal likelihood, we want
p(y | ϕ(X), a0, b0) =
∫∫
p(y | X,β, σ2)p(β), σ2 | a0, b0) dMβ dσ2. (27)
Using the definitions in (22) and (25), we can write the joint as
p(y,β, σ2) = (2piσ2)−P/2
∣∣S0∣∣1/2 exp(− 1
2σ2
[
(β − βN )>SN (β − βN )
])
(σ2)−(aN+1) exp
(
− bN
σ2
)
(2pi)−N/2
ba00
Γ(a0)
.
(28)
The integral over β is only over the Gaussian kernel, which allows us to compute it immedi-
ately:
(2piσ2)M/2
∣∣SN ∣∣−1/2 = ∫ exp(− 1
2
(β − βN )>
[ 1
σ2
SN
]
(β − βN )
)
dMβ. (29)
The terms (2piσ2)M/2 in (28) cancel, and the first line of (28) reduces to√
|S0|
|SN | . (30)
We can compute the second integral in (27) because we know the normalizing constant of
the gamma kernel,
Γ(aN )
baNN
=
∫
(σ2)−(aN+1) exp
(
− bN
σ2
)
dσ2. (31)
Putting everything together, we see that the marginal likelihood is
p(y | ϕ(X), a0, b0) = 1
(2pi)N/2
·
√
|S0|
|SN | ·
ba00
baNN
· Γ(aN )
Γ(a0)
. (32)
18
C Negative binomial Gibbs sampler updates
C.1 Sampling βj
Let ω be a Pólya-Gamma distributed random variable with parameters b > 0 and c ∈ R,
denoted ω ∼ PG(b, c). Polson et al. (2013) proved two useful properties of Pólya-Gamma
variables. First,
(eψ)a
(1 + eψ)b
= 2−beκψ
∫ ∞
0
e−ωψ
2/2p(ω)dω, (33)
where κ = a− b/2 and p(ω) = PG(ω | b, 0). And second,
p(ω | ψ) ∼ PG(b, ψ). (34)
Now consider an NB likelihood on Y,
p(Y |—) =
N∏
n=1
J∏
j=1
(exp
{
β>j ϕ(xn)
}
)ynj
(1 + exp
{
β>j ϕ(xn)
}
)ynj+rj
. (35)
Using (33), we can express the nj-th term in the negative binomial likelihood using the
following variable substitutions,
ψ = β>j ϕ(xn), a = ynj , b = ynj + rj , κ =
ynj − rj
2
. (36)
This gives us
(exp
{
β>j ϕ(xn)
}
)ynj
(1 + exp
{
β>j ϕ(xn)
}
)ynj+rj
∝ exp
{ynj − rj
2
β>j ϕ(xn)
}∫ ∞
0
exp
{
− ωnj
(β>j ϕ(xn))2
2
}
p(ωnj)dωnj
= exp
{
− ωnj
2
(
β>j ϕ(xn)− znj
)2}
(37)
where
znj =
ynj − rj
2ωnj
. (38)
Finally, note that
ω | Ψ ∼ PG(b,Ψ) =⇒ ωnj | βj ∼ PG
(
ynj + rj ,β
>
j ϕ(xn)
)
. (39)
If we vectorize across N , we can sample each βj following Polson et al. (2013)’s proposed
Gibbs sampler:
βj | ωj ∼ N (mωj ,Vωj )
ωj | βj ∼ PG(yj + rj , ϕ(X)βj)
(40)
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where
Ωj = diag([ω1j , . . . ,ωNj ])
Vωj = (ϕ(X)
>Ωjϕ(X) + B−10 )
−1,
mωj = Vωj (ϕ(X)
>κj + B−10 β0),
κj = (yj − rj)/2
(41)
C.2 Sampling rj
Consider the hierarchical model
ynj ∼ NB(rj , pnj)
rj ∼ Ga(a0, 1/h)
h ∼ Ga(b0, 1/g0).
(42)
Zhou and Carin (2012) showed we can sample r as follows:
rj ∼ Ga
(
Lj ,
1
−∑Nn=1 log(max(1− pnj ,−∞))
)
. (43)
where
Lj =
N∑
n=1
`j∑
t=1
un`, un` ∼ log(pnj), `j ∼ Poisson(−rj ln(1− pnj)). (44)
Zhou has released code8.
D Multinomial Gibbs sampler updates
Linderman et al. (2015) showed that after representing the multinomial distribution as a
factorization J − 1 binomial distributions, we can introduce Pólya-gamma random variables
to show that the joint distribution of the data yn and augmenting variables Ωn is
p(yn,Ωn) = N
(
ψ | Ω−1n κ(yn),Ω−1n
)
(45)
where
Ωn = diag([ωn1, . . . ,ωn(J−1)]), κ(yn) = yn − C(yn)/2
C(yn) = [Cn1, . . . Cn(J−1)]>, Cn =
∑
j
ynj , Cnj = Cn −
∑
i<j
yni.
(46)
If we set
ψ = [x>nβ1, . . . ,x
>
nβJ−1]
>, (47)
then the marginal for a single βj is
N
(
x>nβj |
κnj
ωnj
,
1
ωnj
)
(48)
8https://mingyuanzhou.github.io/Softwares/LGNB_Regression_v0.zip
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where κnj = ynj − Cnj2 . So this gives us a posterior w.r.t. βj as
p(βj | yj ,X) ∝ p(βj)
N∏
n=1
1√
2piωnj
exp
{
− ωnj
2
(
x>nβj −
κnj
ωnj
)2}
(49)
We can vectorize this across N as
p(βj)
N∏
n=1
1√
2piωnj
exp
{
− ωnj
2
(
x>nβj −
κnj
ωnj
)2}
= p(βj)
1√
2pi
[ N∏
n=1
1
ωnj
]
exp
{ N∑
n1
[
− ωnj
2
(
x>nβj −
κnj
ωnj
)2]}
∝ p(βj) exp
{
− 1
2
(zj −Xβj)>Ωj(zj −Xβj)
}
(50)
where
Ωj ≡ diag([ω1j , . . . , ωNj ])
zj ≡
[
κ1j
ω1j
. . .
κNj
ωNj
]>
.
(51)
This is the same formulation as in Section 3.1 of Polson et al. (2013), and we can apply his
main result:
βj | yj ,Ωj ∼ N (mωj ,Vωj ) (52)
where
Vωj = (B
−1
0 + X
>ΩjX)−1
mωj = B
−1
0 βj + X
>κj .
(53)
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