Standard numerical differentiation rules that might be established by the method of undetermined coefficients are revisited. Best truncation error bounds are established by a direct method and by the method of integration by parts "backwards". A new method to increase the order of the truncation error using a primitive is presented. This approach leads to corrected numerical differentiation rules. Differentiation formulae and numerical tests are presented.
Introduction
Many textbooks of numerical analysis present the method of undetermined coefficients to find and approximation of the integral or the derivative of a given function, for example [1, 2, 3, 4] and many others. The method of undetermined coefficients used to estimate the k-th derivative f (k) (0) of a given function f (x) consists in finding a (n + 1)-dimensional weight vector a = (a 0 , . . . , a n ) associated to a given (n + 1)-dimensional vector of distinct coordinates (or nodes) x = (x 0 , . . . , x n ) with n ≥ k and |x i | ≤ 1 for all i, such that the quantity D (k) ( f ; h) given by the formula
The method of undetermined coefficients is based on the requirement that the truncation error
be such that
where r(n) ≥ n depends on the regularity of f (x).
It is possible to increase the order of the truncation error term. Indeed, if a primitive F(x) is available, that is to say F (x) = f (x), we can add an expression to the preceding approximation as follows
where (n + 1)-dimensional weight vector b = (b 0 , . . . , b n ), the two (m + 1)-dimensional vectors of weight β = (β 0 , . . . , β m ) and distinct coordinates (or nodes) ξ = (ξ 0 , . . . , ξ m ), and c are chosen in such a way that the truncation error given by
is such that R c D (k) ( f ; h) = o(h r c (n) ), with r c (n) > r(n).
The plan of the paper is the following. In the next section, we present preliminaries about polynomials, Vandermonde matrix, and Taylor's expansions. Section 3 presents the standard approach for obtaining differentiation rules using the method of undetermined coefficients. We establish optimal truncation error bounds by a direct approach and by the method of integration by parts "backward". Total error bound composed of the truncation term and of the roundoff error term is given. In Section 4, we present a method to improve the error by adding information coming from a primitive. Examples of formula are given in Section 5 and numerical tests are included in Section 6.
We will use f (l) (x) for the l-th derivative of f (x) for l = 0, 1, 2, . . ., and f (0) (x) = f (x). Let 1 ≤ p ≤ ∞, if f (x) is defined on a set E, f p,E will be its p-norm on E, and if v is a vector in R n , its p-norm will be v p .
Preliminaries

Small o and big O notations
Let f (x) be a function such that lim x→α f (x) = 0. We say that g(x) is a small o of f (x) around α, and write g(x) = o( f (x)), if for any ε > 0 there exists a δ ε > 0 such that
holds for 0 < |x − α| < δ ε . We say that g(x) is a big O of f (x) around α, and write g(x) = O( f (x)), if there exist a constant C and a δ > 0 such that
Lemma 2.1. Let us assume that the real number r > 0 and n = r ≥ 0. Let π m (x) be a polynomial of degree m such that
Then,
where π m−n (x) is a polynomial of degree m − n.
Vandermonde matrix and Lagrange interpolation polynomials
Let x = (x 0 , . . . , x n ) bet a n + 1-vector of distincts real (or complex) numbers and its associated Vandermonde matrix V ( x),
Let e l be the (n + 1)-column vector, the transpose of (δ l,0 , · · · , δ l, j · · · , δ l,n ), where
for 0 ≤ l, j ≤ n.
for l = 0, . . . , n, where w n, j (x) n j=0 is the Lagrange's basis of the space of polynomial of degree at most n. 
Taylor's expansion
where K T,l (x, y; h) is the kernel
for any x, y in I h [6, 7] . This kernel is a piecewise polynomial function of degree l. In this expression, if E is a set, then
Also for any l ≥ 0, (η) l + is defined
If we set x = hξ , and y = hη, then the kernel becomes K T,l (x, y; h) = K T,l (hξ , hη; h) = h l K T,l (ξ , η; 1), for any ξ , η in I.
Standard numerical differentiation rules
Existence: method of undetermined coefficients
Let us observe that R D (k) ( f ; h) is linear expression with respect to f (x) and also if f (x) is a polynomial of degree ≤ m with respect to x, then R D (k) ( f ; h) is a polynomial of degree ≤ m with respect to h. The condition (1.2), combined to Lemma 2.1, implies that R D (k) ( f ; h) = 0 for any polynomial f (x) of degree ≤ n. So using the standard basis x l n l=0 , we have to solve the linear system n ∑ i=0 a i x l i = D (k) (x l ; h) h l = k!δ k,l for l = 0, . . . , n,
for which the solution is
We obtain the method
It might happen that R D (k) ( f ; h) = 0 for some polynomials of degree k > n. Let us define the degree of accuracy (or precision) k a of the approximation process (1.1) to be the largest integer k a ≥ n such that R D (k) ( f ; h) = 0 holds for any polynomial f (x) of degree l ≤ k a .
Truncation error
Two different approaches can be used to establish the best bounds for the truncation error in terms of the regularity of f (x). The first approach will be called the standard direct approach, while the second way is the integration by parts "backwards". This second approach presented in [8, 9, 10] , usually presented for numerical integration [11] , can be used in general when we consider the method of undetermined coefficients [12] . Let us note some bounds were already presented for specific formulae elsewhere, for example in [13] .
Direct approach
For any integer l such that k ≤ l ≤ k a , let f (x) ∈ AC l+1,p (I h ). Since the process is exact for polynomials of degree ≤ l, using a Taylor's expansion of order l + 1, the truncation error is
where K D (k) ,l (y; h) is the Peano kernel associated to the process given by
It follows that
where C k;l,p = K D (k) ,l (·; 1) 
we have
Since an o h l+1− 1 p and an O h l+1 are o h l , it means that R D (k) ( f ; h) = o h l . In summary we have proved the following theorem which presents necessary and sufficient conditions to obtain the desired error order.
Theorem 3.1. For any l such that n ≤ l ≤ k a , a necessary and sufficient condition to have R D (k) 
Remark 3.3. The bounds given by (3.2) and (3.3) are the best one as it has been shown in the general case of the method of undetermined coefficient [12] .
Remark 3.4. Let us specify the kernels K D (k) ,l (y; h) and K D (k) ,l (η; 1).
Integration by parts "backwards"
The method of integration by parts "backwards" is based on the Taylor's expansion of
We suppose that f ∈ AC l+1,p (I h ) for k ≤ l ≤ k a , and we proceed as follows. We have
where for two non negative integers k and j
and using Taylor's expansions of order 2 for
Now, considering (3.1) to simplify, we obtain
Let us remark that K W,l (y; h) = hK W,l (η; 1) for y = hη. So the Taylor's expansion of order l for W n ( f ; h) leads to
As indicated in Remark 3.3, we can obtain the best bound from this expression. So we get the following result.
Theorem 3.5. Let h > 0, the kernels K D (k) ,l (y; h) and K D (k) ,l (y; h) are such that
As a consequence both methods lead to the same best error bounds.
Remark 3.6. The kernel is
or, after the substitution y = hη and simplification,
Total error
In effective numerical computation, the quantity f (k) (0) is approximated by
is decomposed in two types of error: the truncation error R D (k) ( f ; h) and the roundoff error S( f ; h). Hence
For the truncation error
and for the roundoff error we have
So
where a q is independant of h. Consequently we have
for l = k, . . . , k a . This expression shows that the derivation process (k > 0) is numerically unstable. See also [14] for more precision on stability of such processes.
Corrected numerical differentiation rules 4.1 The idea
In this section we suggest a way to improve the order of the truncation error term when we have a primitive F(
so the degree of accuracy of the process is k a , and the truncation error is
Suppose now that using the same (n + 1)-dimensional vector of distinct coordinates (or nodes) x = (x 0 , . . . , x n ) we can find a (n + 1)-dimensional weight vector b = (b 0 , . . . , b n ) such that we can determine an expression of the form
for two (m + 1)-dimensional vectors β = (β 0 , . . . , β m ) and ξ = (ξ 0 , . . . , ξ m ). Its truncation error is
and
We can combine the two truncation error terms as follows
3), and this expression is at least of degree of accuracy k a . Since the error terms are both o(h k a ), this expression is also exact for polynomials of degree ≤ k a . We can select the parameter c such that R c D (k) ( f ; h) will be also exact for polynomials of degree k a + 1. Indeed, if
then R c D (k) ( f ; h) will be also exact for polynomials of degree k a + 1, so its degree of accuracy will be at least k a + 1. We will have
which will be exact for polynomials of degree up to k a + 1, and we have increased the order of the error term.
Existence
The vectors b, β , and ξ of
can be determined using the method of undetermined coefficients. It is required that
for l = 0, . . . , n. We also need that
for l = n + 1, . . . , k a . We will not present a complete analysis of this problem here. Examples of solutions of these equations are given in the last section of this paper.
Total error
In effective numerical computation, with these corrected rules the quantity f (k) (0) is approximated by
For the truncation error, if we proceed as we did in the preceding section, we could establish the bound
For the roundoff error we have
Consequently we have
not only for l = k, . . . , k a but also for l = k a + 1. Obviously, this process is intereating for regular functions f (x) ∈ AC k a +2,p (I h ) for which we know a primitive.
Examples of formula
Example 5.1. First derivative: the 2-points symmetric formula is
which is exact for polynomials of degree up to 2. The truncation error we consider is
For f (x) = x l , R D (1) (x l ; h) = 0 for l = 0, 1, 2, and for l ≥ 3 we have
for even l, −h l for odd l.
(5.1)
The corresponding expression involving the primitive F(x) is
with its truncation error
For f (x) = x l , R P (x l ; h) = 0 for l = 0, 1, 2, and for l ≥ 3 we have
for odd l.
(5.2)
Then we choose
The resulting formula will be exact not only for polynomials of degree 3 but also for polynomial of degree 4, since (5.1) and (5.2) hold. We obtain h f (1) 
Example 5.2. First derivative: the one-sided formula is
Its corresponding truncation error is
For f (x) = x l , R D (1) (x l ; h) = 0 for l = 0, 1, and for l ≥ 2 we have
We consider
For f (x) = x l , R P (x l ; h) = 0 for l = 0, 1, and for l ≥ 2 we have
The resulting formula will be exact for polynomial of degree 2, and we obtain h f (1) 
Example 5.3. Second derivative: the 3-points symmetric formula is
and its truncation error
For f (x) = x l , R D (2) (x l ; h) = 0 for l = 0, 1, 2, 3, and for l ≥ 4 we have
for odd l, −2h l for even l.
(5.3)
For f (x) = x l , R P (x l ; h) = 0 for l = 0, 1, 2, 3, and for l ≥ 4 we have
for even l.
(5.4)
The resulting formula is not only exact for polynomials of degree 4 but also for polynomials of degree 5, since (5.3) and (5.4) hold. We obtain
For f (x) = x l , R P (x l ; h) = 0 for l = 0, 1, 2, 3, 4, and for l ≥ 5 we have
(5.8)
The resulting formula will also be exact for polynomials of degree 4 since (5.7) and (5.8) hold, and we obtain
Example 5.6. Fourth derivative: the 5-points symmetric formula is
Its truncation error is
For f (x) = x l , R D (4) (x l ; h) = 0 for l = 0, 1, 2, 3, 4, 5, and for l ≥ 6 we have
(5.9)
For f (x) = x l , R P (x l ; h) = 0 for l = 0, 1, 2, 3, 4, 5, and for l ≥ 6 we have The resulting formula will also be exact not only for polynomials of degree 6 but also for polynomials of degree 7 since (5.9) and (5.10) hold. We obtain
or f (4) 
Numerical examples
To illustrate the results, we will apply the formulae to the functions given in Table 1 . To get the exponent L of expression of the form o(h L ), we compute the absolute error which is of the form O(h L+1 ) for a regular enough function, which is the case for the chosen functions in Table 1 . In the formula, we will replace o(h L ) by O(h L+1 ). So the order L + 1 is estimated by the expression log 2 absolute error for h absolute error for h/2
The approximations of L + 1 are given in the last column of the tables below. Obviously, the derivative can be estimated at any value a not only at 0 as expressed in the formula. We reconsider the 6 examples of the preceding section, and we numerically observe the predicted order L
The numerical results are given in Table 7 , which indicates the order of the method.
Conclusion
In this paper, we have presented a complete analysis of the standard numerical differentiation formulae for which we have established, using two different methods, the best error bounds depending on the regularity of absolutely continuous functions. Moreover we have presented a way to improve the order of those formulae by adding information coming from a primitive of the function. Obviously, this process is possible if we can get values of the primitive, directly of by an indirect method.
Test functions Table 7 . Estimation of f (4) (x) using a 5-points symmetric rule.
