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Abstract — The huge amount of data on the Internet and 
the diverse list of strategies used to try to link this information 
with relevant searches through Linked Data have generated a 
revolution in data treatment and its representation. Nevertheless, 
the conventional search engines like Google are kept as strategies 
with good reception to do search processes. The following article 
presents a study of the development and evolution of search engines, 
more specifically, to analyze the relevance of findings based on the 
number of results displayed in paging systems with Google as a 
case study. Finally, it is intended to contribute to indexing criteria 
in search results, based on an approach to Semantic Web as a stage 
in the evolution of the Web.
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I. IntroductIon
the constant growing of web-related services and the amount of data Internet handles, bring a new challenge for all information 
users associated to its veracity and quality. However, it is not an easy 
task, considering that the contents on Internet increase each second 
regardless their use or efficacy [1], which requires a deep and clear 
analysis about the quality of the search results.
Internet, and its fast evolution during years, has become a 
transforming factor for social, political, cultural, and especially 
scientific structures [1]. Also, this evolution has transformed the way 
in which the information has been stored and distributed by Internet, 
regarding internet significant size that hinders finding relevant results. 
It makes necessary structuring an architecture based in the Semantic 
Web that allows a more efficient search, analyzing it according to its 
results [2]. 
There are precursors in the field of quality assessment in search 
results on Internet, like [3, 4] and [5]; authors who have published 
results from their investigations about Web pages’ evaluation. Among 
the most representative instruments, they highlight the use of control 
lists and propose a list of useful indicators to evaluate the quality of 
the digital information. This proves that the necessity to evaluate 
the information is not a new subject but it is a prevalent topic in the 
implementation of the Semantic Web: a relevant aspect for the adoption 
of strategies that allow an increased use inside the field of agents and 
multi-agent systems about search processes [2]. 
The purpose of this study is to analyze the relevance of the results 
obtained in search engines on Internet regarding the real content of each 
indexed resource. For that, the search engine Google will be used as 
a case study. This study has identified the following considerations in 
order to obtain results according subjective impressions of searches by 
students based on the use of keywords. Therefore, the study has focused 
on the following conditions: 1) tests with undergraduate students located 
in Bogotá - Colombia, 2) participants aged 18 to 25 years and 3) the 
use of keywords according to the frequency of keywords identified by 
the Colombian region. Based on these considerations, the study aims to 
analyze the relevance of indexing results according to keywords most 
frequently in undergraduate students within the region of Bogota - 
Colombia. To carry out this study we develop an algorithm that allows 
scrolling through the results of searches obtained by Google to identify 
the way in which these results are indexed, and validation criteria of 
the obtained results. Finally, it is intended to analyze these results with 
the aim of proposing methods that will improve the indexing of search 
results based on strategies and initiatives defined by the Semantic Web, 
and from these approaches generate strategies of linking data through 
Linked Data [7] and intelligent agents. 
This document is structured as follows: In section 2, all the key 
aspects associated with resource search, search engines and valid 
methods of analysis for our study will be addressed. Section 3 shows 
the implementation of the algorithm necessary to scroll through the 
results detailing its use and showing a guide to apply it in other related 
researches. In section 4, preliminary results analysis that the algorithm 
implementation produces will be presented making punctual emphasis 
in the actual results vs. the shown results. Section 5, we present 
discussion of our study. As a final point, conclusions and the future 
applications of this research are presented.
II. Background
Visual Analytics is a field that arises from the visualization of 
information and its practice has as a target to support the analytic 
reasoning through interactive visual interfaces [8]. Therefore, Visual 
Analytics combines techniques of automated analysis with interactive 
visualizations for effective understanding, reasoning and decision-
making over data sets that are too big and complex [9]. Meanwhile 
[10] defines this analysis as the science of analytic reasoning facilitated 
by interactive visual interfaces. In summary, visual analytics is a tool 
preceding automated research; it is a tool that, with aid of interactive 
visual interfaces, allows us to have a deep analysis, providing 
information for reasoning and decision-making.
A. The relevance of visual analytics
Visual analytics includes in its work area several scientific branches 
such as scientific & information visualization, data mining, data 
management, human computer interaction, and perception cognition, 
that work inside its scope. For example, the integration of scientific 
visualization and information include works in the fields of space-
time data, data analysis and management, and human perception and 
cognition [9].
Web analytics arises as the analysis and presentation of data 
gathered from Internet with the purpose of helping the company in the 
management and optimization of its digital strategy [8]. It is necessary 
to mention that visual analytics would focus on Web analytics, which 
we can say it is centered in gathering info given by the users after 
visiting a website, and the further analysis of the obtained data [9].
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Meanwhile, it may be set that the Semantic Web has as main purpose 
to lay out the information in such a way that it can be accessible by any 
user regardless his level of experience [2], and therefore solve the usual 
problems of information search. Even now that the Semantic Web 
has not as a purpose to become a reality and a primordial approach 
anymore, and spite of all the several technological efforts, it can only 
be partially used, whence intellectual and technological resources have 
to be used in a way that may meet these needs and contributes to build 
the Web with meaning by automating tasks like information search.
B. Contents search
With the huge growth of the Web, the availability of electronic 
academic resources has also grown. Nowadays, the users face the need 
of finding more relevant academic resources for their necessities and 
their personal characteristics and cultural aspects based on suitable 
visual search interfaces [11-13]; nonetheless, locating resources in an 
infrastructure like Internet, that does not stop growing, is a complex 
activity. For this reason, there are strategies proposed to optimize 
location processes. One of the most common strategies is the use of 
a search engine to classify web files that contain interesting material. 
The most known and useful in terms of the precision in the last years is 
Google [14], the most popular search engine in the world, even though 
most of them work in the same way, and only differ in classification 
and relevance criteria [15]. Google was designed with the purpose of 
giving priority to the amount of visits a page has, and in this way it 
assigns priority to each page [16]. This model is known as PageRank 
[17, 18].
When a search through Google is made, the engine makes a 
classification and then shows a fragment of each page (or snippet), 
but since there is so much information, there are occasions when the 
desired info is not found (generally associated to a bad search). This is 
the reason for which Google offers several tools to make more effective 
searches. Among them Advanced Search, the use of symbols like quote 
marks or “site”, and the versions of Google allow classification in a 
zone manner or by specific territories [19].
C. Related work
The study of information metric sciences has been addressed 
by different authors, based on the study subject of the informative 
disciplines. There are different areas such as focused crawling [20], 
distributed crawling [21], extraction based on Domain Ontology [22], 
based on PageRank [18, 23], among other described in [24]; were we 
can extract information from Internet. Mathematics, applied in different 
ambits in social sciences, allows problem resolution and contributes to 
the development of mathematical models.
There are also the bibliometric and scientometric methods that are 
very similar, and sometimes called identical. These allow the study of 
growth, size and organization of the information, allowing planning in 
the organization of the scientific documentation, etc. They are based on 
the use of statistical models [25]. Once demonstrated the effort made 
to conduct a search in terms of quality and optimization of resources, 
it is established that the amount of irrelevant responses is proportional 
to the high amount of information circulating in the web of webs; also 
the use of additional indicators to improve the search or decreasing the 
irrelevant results is not enough. Authors like [26] propose a weighted 
architecture based on the number of clicks or [27] from combinational 
searches and listing the results in a metric manner, it is both a promising 
and applicable solution.
Another study, conducted by [28] proposes methods of dynamic 
data and also includes the sensible testing of changes in the website, 
and the dynamic recovery of the linked web pages. Also, authors 
like [20] implemented a tracking application based on Java, and its 
performance, in comparison to the conventional static approaches, 
was relatively good. Among the outstanding results of the experiment, 
it was shown a 59% improvement in the performance with the static 
tracking method.
In the study conducted by [29], it is addressed the question of how 
to build a practical system at great scale that can use the information 
in the hypertext. This gives an approximation of the importance and 
quality of a page certified by PageRank. Another study conducted by 
[30], proposes a series of heuristic criteria to identify trackers in the 
access registry of web servers. Later, the impact of the requests from 
robots in web caches was assessed and the behavior of the trackers was 
compared with the automatic buyers ‘one. In the context of their work, 
the authors studied the time distribution between arrivals of crawler 
petitions.
There is another crawler known as Nutch, which is applied as a 
tracking mechanism in charge of analyzing documents published in 
Intranet [16]. This web crawler is free and with an open code, where the 
description of its management and configuration is found, and which is 
made through the console mode of the Linux operative system.
Meanwhile, a combination between the information recovery 
agents with the visual analysis is the work made by [31] through the 
development of a tool called WebTheme. This theme helps the users 
to understand rapidly big amounts of information of the web and 
to deepen into the interesting section of such information. Several 
Crawlers have already been recognized, as is the case of UbiCrawler 
[32], a tool made in Java, under an independent architecture and lineal 
scalability through the use of functions based in hash operations to 
divide the tracking domain.
Based on these referents, the next section presents the proposed 
methodology of the study to present a systematic analysis of search 
results given by Google as a case study based on a visual analysis 
tool.
III. Work Methodology
With the objective of building the Crawler for the analysis, a series 
of stages is proposed where the structure and methodology of the work 
to be done are shown. In Fig. 1, a diagram with the methodology, 
stages, and activities to carry out is shown.
Fig. 1. Work methodology (own elaboration).
A. Stage 1: requirements
This type of tool is used with multiple purposes, one of them 
described by [30] where a growth of the number and variety of active 
robots operating in the web are presented, and the impacts on the 
traffic on Internet and the activity in the web servers are analyzed. 
This condition is necessary to establish the requirements and limits 
of the Crawler to develop. Next, the requirements for both types are 
described.
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1) Requirements for the analysis
Given that the proposed algorithm is a focused Crawler, it is 
necessary first to consider the page in which the analysis will be 
conducted, since it will do the search and show the results [30]. 
Since the objective of this study is to conduct an analysis of the 
results displayed in the Google search engine, the first thing to be 
analyzed is how Google conducts a search and how it changes the URL 
to move through the result pages. This activity is verified making a 
search in the page and observing the URL change.
As a result of this process, Google makes the search based on 
the URL https://www.google.com/search?q=”word_to_look_for” 
and advances through the pages adding &start=”number_multiple_
of_10_based_on_which_results_are_shown”, to include all the results, 
“&filter=0” is added. It is worth knowing that Google shows the results 
in groups of 10 and it does it with the header h3 with the attribute 
class=r.
In the same way, it is important to stand out the outputs of the 
algorithm to write for its development, whereby it is defined that the 
algorithm must show the number of results indicated by Google and 
the number of actual results displayed given that “Google is designed 
to escalate” [29], so it optimizes the results shown and it is intended 
to analyze this action. Additionally, it must show the pages, it went 
through to get coincidences among them. Therefore, the methodology 
to extract information is based on the work made by [32] in terms of 
data extraction and their type.
2) Selected tools
The algorithm was developed in Java programming language 
according to the recommendations made by [28]. For the open 
development environment, NetBeans was used, which allows the 
construction of the algorithm using the Jsoup library, a library that 
allows working with HTML documents to analyze them and extract 
information from them. Likewise, for the complete tool JFreeChart 
library will be implemented, a library in charge of graphic management.
B. Stage 2: development and elaboration of the algorithm
In this stage a Crawler will be constructed for data gathering and 
the complete tool for the analysis. For that, a diagram of operation and 
the necessary methods for the development are defined considering the 
architecture of a query on Internet proposed by [33].
1) Operation diagram 
The operation of the algorithm is shown in Fig. 2 where the tool 
connects to Internet, specifically to the Google search engine and then 
it shows a series of results for further analysis.
Fig. 2. Algorithm operation (own elaboration).
2) Development of the crawler
The Crawler is in charge of going through the generated results, 
creating a list of titles, a list of links, and a list of descriptions, all 
generated by the search engine. The implemented Crawler has two 
principal methods: 
The first and most important method in the Crawler is the search 
method. This method has the task of conducting a search in a HTML 
document, filtering the results and setting them apart from the total 
amount of links in each page. This will generate relevant data for the 
research. The code of this method is shown in Fig. 3.
Fig. 3. Method that searches the results of a page (own elaboration).
The search method performs a connection with an URL using the 
Jsoup library, and then stores all the HTML files in the document doc. 
To do this connection, it is necessary to identify itself as a browser, in 
this case Mozilla in order that the engine will allow the connection and 
the page scanning. After having the document stored, the extraction 
and filtering of relevant data for research continue. In this case the 
titles, the links, and the descriptions will be the relevant data. For 
this filters are made by class or identifiers. These filters can be made 
through methods included in the Jsoup library. Next, data is stored in 
text document for a later analysis.
The second most important method is in charge of going through the 
pages and sending to the first method each page so it can conduct the 
link search. This method is observed in Fig. 5, where, by means of a 
for cycle, the generated page is changing by displaying ten results each 
time. The method implementation is shown in Fig. 4.
Fig. 4. Method to browse the pages (own elaboration).
The results method conducts a search inside the document doc 
looking for the results displayed by Google. On the other hand, the 
follow method has the task of going through the result pages. It is 
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important to point out that the method advances from 10 to 10 since 
this is the number of results by page that Google shows. 
3) Final architecture of the crawler
The final architecture of the Crawler is shown in Fig. 5, where the 
Crawler class implemented by the library Jsoup is seen. This class 
executes a search in the Google search engine, goes through the 
generated pages, lists the number of results and generates a file with 
the paths for a later analysis. This type of architecture is proposed in 
studies made by [33,34], showing good results.
Fig. 5. Architecture of the Crawler (own elaboration).
4) Graphic tool
For the implementation and visualization of the results, in the same 
Crawler project a library called JFreeChart is implemented, which 
allows to visualize the results by means of graphics. In Fig. 6, there is 
a diagram showing its operation.
Fig. 6. Operation of the graphic tool (own elaboration).
Based on the Crawler, the results are generated in text documents that 
become graphics in the Chart class and are then visualized in the Frame 
class. This first part only includes the number of actual results vs. the 
number of results given by the search engine. Then, an analysis is made 
in its respective class where there are identified key axis, and a deep 
analysis of the results of the search, and an analysis of the related results.
IV. results
To show the behavior of the results of the searches, two phases of 
analysis were defined: 1) analysis of the effectiveness of the tool, for 
which related aspects with the number of obtained results are analyzed, 
as the number of unique results, and 2) objective analysis based on the 
obtained results with users through a definition of a study. Controlled 
experiments are carried out under controlled conditions, not necessarily 
in a real context, but in a “laboratory” or “experimental” setting. 
Participants were 50 undergraduate students between 18 to 25 years 
old and with a good level of English. Given the nature of the study, it 
was not necessary that users exhibit extremely specific knowledge of 
subject search, and neither strategy of advanced searches.
A. Analysis of the effectiveness of the tool
This study includes keywords of common usage defined through 
a previous study where, based on a list of candidate words chosen at 
random, words whose meaning can be given in a conceptual manner, 
that can show different types of results like images, videos or reviews 
were filtered. The last criterion to select the keywords is the number 
of results given by the search engine. With these criteria, it is desired 
that the amount of possible results will be variable; this with the goal of 
showing the results for different volumes of information.
For the analysis of results, there were proposed five queries 
associated to knowledge fields of general culture, through the use of 
different terms, which were: fossil, museum, stadiums, London, and 
Rome. Based on these terms, in first instance the number of actual 
displayed results vs. the number of results displayed by the search 
engine was analyzed and then the traveled web pages were listed 
to analyze them. To be able to do the necessary data collection, the 
developed Crawler is used from which two initial data were obtained. 
Table I show the results of two data types obtained. The first column 
corresponds to the number of related results displayed by the search 
engine. That is, the number of resources that the search engine has 
classified as related even when these cannot be verified in its totality. 
The second column corresponds to real number of results displayed 
by the search engine, that is, the real number of results related to the 
keywords of search.
taBle I.  
Words prelIMInary analysIs
Word Results given by the Google search engine







As it is presented in table I, the results displayed by the search 
engine surpass by great numbers the real results of available resources 
that actually have a relation with the search made. For example, for 
the case of the Fossil, from the 2,160,000 results given by the search 
engine, there are only 830 real resources. This same process was made 
with several iterations per word (20), and the results, in average, were 
associated with the ones indicated in Table I.  
B.  Case study
To complement these results, a case study was conducted with the 
purpose of: 1) analyzing the behavior of undergraduate students at the 
moment of conducting a search process and 2) collating the results 
from the algorithm made in the Crawler with results obtained by people 
with experience in processes of information search on Internet. In 
summary, there were 5 proposed scenarios with different searches, and 
each scenario was evaluated with ten (10) different participants, that 
add up a total of 50 participants for the whole test.
For the selection of participants, the recommendations of 
applications tests proposed by [35] were considered where the selection 
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of participants is made in a random manner and the results are evaluated 
in a general way given that the subjects have an habitual character and 
are non-specific to a field, that is, a group of users is defined in relation 
to a documental analysis of a topic as it is done in [36].
For the case study, the participants were asked for looking for 
information related to a knowledge field in several scenarios like: 
1. The first case consisted in a search where the user would simulate 
being a primary school teacher and his experience was required to 
teach a class about mammal animals. 
2. In the second case, the participant assumed the role of a student 
and he was asked to conduct a study about the first computer in 
the history. 
3. In the third case a user was defined as a young person with 
the desire of finding the most adequate definition of the word 
“computing”. 
4. A participant was defined with interest in knowing the benefits of 
a four-step engine for a motorbike. 
5. Finally, the last case is presented to the user as a participant of 
an informal discussion where it is debated the World Ranking of 
best National Football Teams, for which it is necessary to consult 
Internet and have the best available information. 
The data was gathered through an Internet survey performed to 
undergraduate students from different knowledge fields where the 
specific search case and a series of questions associated with daily 
situations were set where a necessity to make a low complexity search 
was presented. After conducting the search, they were asked to fill a 
form where the user provides information related to the obtainment 
of selected information. In this way, the participants show what their 
preferences are when they conduct a search and in which way the 
classification of relevance or veracity of the resources found is made.
The questionnaire starts by asking what was the search engine used 
for the research. In this way the relevance of this article was assessed 
when the Google search engine is used. The questionnaire continues 
with the query section, where it is established whether the user is 
using filters, the number of used keywords, and the time employed for 
the query. The last section of the questionnaire is related to the result 
assessment. 
This section allows gathering information about the number of 
resources, the examined pages, source verification, and responsibility 
delegation to the search engine. A resume of volume dispersion for the 
first case is present in Fig. 7.
Fig. 7. Results volume dispersion for the first case (own elaboration).
Fig. 7 presents the results obtained for the first case study. In this 
occasion, there are responses from ten participants where a variation 
of the number of used keywords and the volume of results displayed 
by the search engine is shown. It is important to point out that each 
participant conducts a search with the same number of words, but with 
semantic differences that are not accounted for the study. Given that 
fig. 7 shows an unstable behavior, it is proposed to make a correlation 
statistical analysis in order to establish whether or not there is a relation 
between the number of used keywords and the dimension of the results. 
In order to made the study a statistical hypothesis is proposed as 
follows.
H1 = There is a relation between the number of keywords used by a 
user and the number of results displayed by the search engine. 
 Nonfulfillment of the previous hypothesis is taken as a null 
hypothesis, having an allowed error of 5%. 
Based on this hypothesis, we perform a Pearson correlation analysis 
for the first case as presented in Table II.
taBle II.  























In the first proposed case study, there is a Pearson correlation index 
R of -0.399 with a significance value of 0.254, higher than the one 
set for 5% error. Having into account a negative value, the hypothesis 
which indicates that there is no relation between the number of 
keywords used by a user and the magnitude of results given by the 
search engine for the first case is rejected. From the results presented 
for case 2 (R = -0.01; SD= -0.997), case 3 (R = -0.212; SD= -0.613), 
case 4 (R = -0.465; SD= -0.176) and case 5 (R = -0.289; SD= -0.418), it 
can be concluded that the number of results given by the search engine 
is not associated to the number of keywords.
To go a little deeper into the user’s behavior regarding the number of 
used keywords, a Kolmogorov Normality Analysis may be established 
given that there is a number of data over 30. Table III presents these 
results.
taBle III.  
user’s BehaVIor regardIng the nuMBer of Words
Normality Analysis
Kolmogorov-Smirnov
nWords Statistical gl Sig.
nResults
1,0 0,354 7 0,008
2,0 0,399 10 0,000
3,0 0,459 17 0,000
4,0 0,169 9 0,200
5,0 0,368 4 0,000
As it is presented in table III, the data is not in a normal distribution 
given that their significance values are under 5%. Nevertheless, in this 
case study it is possible to establish the users’ preference regarding the 
use of keywords, as it is presented in Fig. 8.
Fig. 8 presents, in percentage, that in over 30% of the cases, the 
participants used three words for a search, and approximately 75% of 
the participants used from two to four words to conduct a search.
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Fig. 8. Use of keywords by users (own elaboration).
C. Analysis of the participants’ behavior 
The results of the case study give relevant information with respect 
to the number of visited pages, the number of consulted results and 
other user’s behaviors at the moment of conducting a search. These 
results are shown in Fig. 9a,9b and 10.
Fig. 9a. Analysis of results pages visited by participants (own elaboration).
Fig. 9b. Analysis of pages consulted by participants (own elaboration).
Fig. 9a and 9b, shows two initial graphics about the behavior of the 
participant regarding the number of average results that are evaluated 
to find the desired information. The first graphic shows the amount of 
pages that are visited in the information search. In it, it is noted that a 
little over half of the people (53.81%) navigate between 5 and 10 pages 
to complete the solicited information; while the other half is divided 
between the first and fourth consulted page. With these results it can be 
deduced (for the particular case study) that the ideal number of pages 
to find valid information is near to five.
The second graphic shows the information sources consulted and 
evaluated by the user, and it is noted that the number of consulted results 
is less than 10 sources (5.76%), while the ideal number of sources in 
average for the search process is (36.55%) for most participants. Fig. 
10 shows, in a classified manner, the behavior of the participants when 
doing the search process.
Fig. 10. Analysis of pages consulted by participants (own elaboration).
In the conducted study, it can be seen that only 2% of people 
use filter to conduct a search, which shows that the task of filtering 
the information is completely relied on the search engine. Another 
important conclusion is that 7 of each 10 participants (70%) found at 
least one source with an attractive title but with irrelevant content or 
not related to the research topic. Also, 55% of people consulted only 
well-known or previously consulted sources, so, their initial criteria 
was based on their own experience. These sources, like Wikipedia, 
YouTube, or WordReference are consulted by over half of the people 
without previously verifying their references or their pertinence to the 
query made. In the same proportion, 55% of people repeat the search 
specifying the query with greater detail, adding keywords, dates or 
type of resource.
D. Analysis of the results obtained by the tool 
Associated to the tool, from the obtained results by the Crawler 
different conclusions may be obtained.  First, there is a minimal existent 
relationship between the displayed data and the actual data displayed 
after a search process. Among actual displayed data it may be classified 
by the type of displayed source and their respective quantities. This 
data is shown in Fig. 11. From the actual displayed results, 55% of 
the titles are directly related with the search keyword, while 20% are 
linked to related searches or similar ones. With the same percentage, 
there are results shown from a same page (Wikipedia, in this case). 
Lastly, 5% of the results are not related since they are advertisement 
or others.
Fig. 11. Analysis of consulted sources (own elaboration).
Among the results displayed by the search engine and recovered 
by the Crawler, data can also be studied regarding the contents of 
the displayed sources. This data is shown in Fig. 12, where the first 
graphic shows that 60% of the displayed results are content generated 
after the year 2000 and half of the results are from 2015 (30%). This 
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could indicate that the Ranking in the search engine privileges the more 
recent and consulted results. In the next graphic in the same figure, it 
is shown the types of generated content: in 39% of the cases, there 
are shown pages from private companies (.com) followed by pages 
with domain of the country where the search is conducted. In this case: 
Colombia (.co) with a 50%.
Fig. 12. Analysis of the types of consulted resources (own elaboration).
V. dIscussIons
It is important to perform a previous evaluation of all the tools 
that will be used to provide the resources and their qualities in an 
appropriate manner. That being said, it is important to point out that the 
used search engine blocks periodically these tracking algorithms, and 
so the final tool needs waiting times to be employed in an experimental 
manner, but its results fulfill the objective of the research and provide 
enough bases for the next related studies.
Besides these aspects, it can also be said that the classification of 
resources the user does to prioritize a result, is based in his experience 
with the consulted page and he fully trusts on the ranking presented by 
the search engine, so much that the results supposed as trustable ones 
are not superior to five and the rigidness of the query is minimal, in 
barely the first five pages of displayed results.
In the results analysis a great volume of results may be identified in 
the displayed resources that is not relevant to the solicited information 
by participants in a search process. Therefore, the construction of tools 
that allow to catalog and explore information in the Web is essential 
and fundamental in the process of analysis of great volumes of data. 
For that reason, a good classification of the information is fundamental 
for the development based on Semantic Web for the linking of metadata 
[37, 38], that allows a classification of digital resources in a way that 
optimizes the search processes.
VI. conclusIons
The implementation of a Crawler type tool to systematically browse 
over the web allows a fast classification of the results in a way that can 
be contrasted with a desired number of results to make an evaluation 
of a search. In this way relevant results are obtained like the lack of 
organization and distribution of the information in the Web. 
The exhibited case study about the behavior of the users that conduct 
Internet searches was fundamental in the results of this study, since it 
permits the modeling of the behavior of the participants regarding their 
preferences or practical modes to conduct a search. According to these 
results, different aspects of behavior are evident like: i) the high grade 
of detachment when confirming the sources of the resources, ii) the 
minimum use of elements to intensify the searches like filters or related 
words, and iii) the unconditional acceptation of keywords suggested by 
the search engine. 
As future work, it is intended to propose strategies that integrate 
agent systems or adaptive multi-agents, equipped with an initial 
experience defined by keywords or characteristics categorization 
[39], and needed by conventional users typified. In this strategy it is 
necessary to carry out a characterization of the user types based on the 
search needs and supply an agent system with criteria obtained based 
on the quality and quantity of given keywords. In the same way, it is 
proposed as a guide the use of open educational resources to conduct 
linking processes through technologies like Linked Data [7]. This way, 
the inter-operability of digital resources through semantic models 
that classify them may be used based on related knowledge fields, 
using information visualization and classification methods like the 
ones defined by [12]. For this, the use and classification of educative 
repositories by related topics is proposed, so that a web of repositories 
with academic content and specialized according to the needs of users 
using tools previously mentioned like Linked Data [40], categorization 
or agent systems, will be available to implant new methods of search 
based on specialized search engines. 
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