Baranyai's theorem is well known in the theory of hypergraphs. A corollary of this theorem says that one can partition the family of all u-subsets of an n-element set into n−1 u−1 subfamilies such that each subfamily forms a partition of the n-element set, where n is divisible by u. In this paper, we present a coding-theoretic application of Baranyai's theorem. More precisely, we propose a combinatorial construction of locally decodable codes. Locally decodable codes are error-correcting codes that allow the recovery of any message symbol by looking at only a few symbols of the codeword. The number of looked codeword symbols is called query complexity. Such codes have attracted a lot of attention in recent years. The Walsh-Hadamard code is a well-known binary two-query locally decodable code of exponential length that can recover any message bit using 2 bits of the codeword. Our construction can give locally decodable codes over small finite fields for any constant query complexities. In particular, it gives a ternary two-query locally decodable code of length asymptotically shorter than the Walsh-Hadamard code.
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I. INTRODUCTION
A. Baranyai's Theorem L ET W = {w 1 , . . . , w n } be a finite set of cardinality n.
A hypergraph on W is a family H = {E 1 , . . . , E m } of nonempty subsets of W such that m j =1 E j = W . The n elements w 1 , . . . , w n are called vertices of H and the m subsets E 1 , . . . , E m are called edges of H . For every vertex w ∈ W , the star with center w is defined to be the set of all edges of H that contain w and denoted as H (w) = {E ∈ H : w ∈ E}. The degree of w is denoted by d H (w) and defined to be |H (w)|. The hypergraph H is said to be r -regular if d H (w) = r for every w ∈ W and u-uniform if |E| = u for every E ∈ H . As an alternative, the hypergraph H can also be defined by its incidence matrix A = (a i j ) n×m , where the rows of A are labeled by the n vertices w 1 , . . . , w n , the columns of A are labeled by the m edges E 1 , . . . , E m , and 
It is easy to see that the incidence matrixĀ of H is a submatrix of A whose rows are labeled by elements in W and columns are labeled by elements inH . Let u ∈ [n]. The hypergraph H is called a u-complete hypergraph of order n and denoted by K u n if it consists of all u-subsets of W . In particular, the complete hypergraph H = K u n has m = n u edges.
The study of complete hypergraphs has been a central topic in the theory of hypergraphs (see [2, Ch. 4, Sec. 5] ). In particular, Baranyai had an in-depth study of the edge colorings (see [2, p. 137] for the definition) of the complete hypergraphs and obtained the following theorem [2, p. 143, Th. 11]:
Theorem 1 (Baranyai 1975): Let n and u be integers such that n ≥ u ≥ 2. Let m 1 , . . . , m k be k positive integers such that m 1 + · · · + m k = n u . Then the complete hypergraph K u n can be divided into k partial hypergraphs H 1 , . . . , H k such that
and w ∈ W , where α and α denote the largest integer less than or equal to α and the smallest integer greater than or equal to α, respectively. In particular, when u|n, one can set k = n−1 u−1 and m 1 = · · · = m k = n/u and have the following corollary.
Corollary 1 (Baranyai 1975) : If u|n, then the complete hypergraph K u n can be divided into k = n−1 u−1 partial hypergraphs H 1 , . . . , H k such that • H i is a 1-regular hypergraph of order n that has n/u edges for every i ∈ [k]; and • |H i ∩ H j | = ∅ whenever i, j ∈ [k] and i = j . Corollary 1 says that the family of all u-subsets of an n-element set W can be partitioned into n−1 u−1 sub-families where each sub-family forms a partition of the set W .
Example 1: Let n = 6 and u = 2. The incidence matrix A of K u n can be depicted by Fig. 1 , where the rows and columns of A are labeled by elements of W = {1, 2, 3, 4, 5, 6} and all 2-subsets of W , respectively. We can divide K u n into 5 partial hypergraphs: H 1 = {12, 34, 56}, H 2 = {13, 25, 46}, H 3 = {14, 26, 35}, H 4 = {15, 24, 36} and H 5 = {16, 23, 45} such that both conditions in Corollary 1 are satisfied. We also highlight the incidence matrix of H 1 in Fig. 1 .
Baranyai's theorem has found many interesting applications (see [2, Ch. 4, Sec. 6] ). In this paper, we present a new 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. application of this theorem in the construction of locally decodable codes [11] .
B. Locally Decodable Codes
Let F be a finite field. A classical error-correcting code [7] C : F n → F N allows one to encode any message x = x 1 · · · x n as a codeword C(x) such that the message can be recovered even if C(x) gets corrupted in a number of coordinates. The disadvantage of such codes is that one has to consider all or most of the coordinates of the (corrupted) codeword to recover anything about x. Suppose that one is only interested in recovering one or a few symbols of x. In such case more efficient schemes are possible. Such schemes are known as locally decodable codes. In locally decodable codes, a probabilistic decoder D can recover any particular symbol x i of the message with very good probability by looking at o(n) coordinates of C(x) even if a constant fraction of C(x) has been corrupted. For any y, z ∈ F N , we denote by (y, z) = |{i ∈ [N] : y i = z i }| the Hamming distance between y and z, i.e., the number of coordinates where y and z differ.
Definition 1 (Locally Decodable Code): A code C : F n → F N is said to be (ρ, δ, )-locally decodable if there is a probabilistic decoder D (which uses random coins in decoding) such that 1) for every x ∈ F n , i ∈ [n] and y ∈ F N such that
where the probability is taken over the random coins of D and D y means that D only makes oracle access to the coordinates of y; 2) D makes at most ρ oracle accesses to the coordinates of y (i.e., looks at ≤ ρ coordinates of y). The quality of C is measured by its query complexity ρ and length N (both as functions of n). Ideally, one would like both ρ and N to be as small as possible.
Example 2 (Walsh-Hadamard Code, [1, p. 249 
Given a word y ∈ {0, 1} 2 n such that (C(x), y) ≤ δ · 2 n , a decoder D may recover a bit x i by looking at two random bits of y labeled by v, v + e i ∈ {0, 1} n and then outputs their sum, where e i = (0, . . . , 1, . . . , 0) ∈ {0, 1} n is the i-th unit vector (whose i -th bit is 1 and all other bits are 0).
Clearly, each of the two bits is corrupted with probability ≤ δ and thus the decoder can output the correct value of x i with probability ≥ 1 − 2δ. Hence, the Walsh-Hadamard code C is a (2, δ, 2δ)-locally decodable code that encodes n-bit messages as 2 n -bit codewords (i.e., N = 2 n ).
Katz and Trevisan [5] were the first to formally define locally decodable codes. In recent years, the construction of locally decodable codes have attracted a lot of attention [4] , [10] . The interested readers are referred to Yekhanin [11] for a good survey of locally decodable codes.
C. Our Results
In this paper we are interested in the connection between locally decodable codes and hypergraphs. We propose a combinatorial construction of locally decodable codes based on Baranyai's theorem. More precisely, we show the following theorem.
Main Theorem: Let ρ > 1 be any integer. Let q be any prime such that gcd(ρ, q) = 1. Let u be any positive integer, n = ρu +1 and N = n u . Then there is a linear (ρ, δ,
For any constant query complexity ρ ≥ 2, we can choose q ≥ 2 to be the smallest prime such that gcd(ρ, q) = 1. Thus, our construction can give a ρ-query locally decodable code over a small field F q . In particular, for ρ = 2, it gives a linear (2, δ, 4δ)-locally decodable code C : F n 3 → F N 3 of length N = n (n−1)/2 , which is asymptotically shorter than the Walsh-Hadamard code.
II. THE COMBINATORIAL CONSTRUCTION
In this section, we present our combinatorial construction of locally decodable codes and prove the main theorem. We firstly give a technical lemma and then present both the encoding and decoding algorithms of our locally decodable codes. Proof: We need to provide a probabilistic decoder D for the code C such that both requirements in Definition 1 are satisfied. Let x ∈ F n be any message and let C(x) be its codeword. As required, the decoder D is given access to the coordinates of a word y ∈ F N and must be able to recover any particular symbol of the message x, say
A. A Technical Lemma
Given the public knowledge of the subsets T 1 , . . . , T n and their partitions, our decoder D picks a random integer j ∈ [k] and looks at the coordinates of y labeled by the elements of T i j , i.e., {y : ∈ T i j }. Since the i th unit vector e i is a linear combination of {G : ∈ T i j }, there are |T i j | = λN/k field elements {c : ∈ T i j } such that e i = ∈T i j c G . Knowing the field elements {c : ∈ T i j }, our decoder simply outputs ∈T i j c y . Firstly, it is clear that our decoder looks at ρ = λN/k coordinates of y, i.e., its query complexity is ρ. Secondly, we shall compute Pr[D y (i ) = x i ]. If y = C(x), then we have
where · , · stands for the standard dot product. Clearly, the equation (2) says that D always succeeds in recovering x i when y = C(x), i.e., Pr[D C(x) (i ) = x i ] = 1. Now suppose that y ∈ F N is a word such that (C(x), y) ≤ δ N for a small constant 0 ≤ δ < 1. In this case, the decoder D may not output x i correctly since some of the coordinates {y : ∈ T i j } may have been corrupted and consequently the left hand side of (2) is not equal to x i . We say that j ∈ [k] is bad if there is at least one ∈ T i j such that y is not equal to the th coordinate of C(x) (i.e., y = C(x) ); otherwise, j is called good. Equation (2) shows that D can correctly output x i when the j is good. Therefore, Pr[D y (i ) = x i ] is at least the probability that the j chosen by D is good. However, since (C(x), y) ≤ δ N, at most δ N of the coordinates of y are not consistent with C(x) and thus at most δ N of the indices j ∈ [k] are bad. It follows that Pr[D y (i ) = x i ] ≥ Pr[ j is good] ≥ 1 − δ N/k = 1 − ρδ/λ, which in turn implies that C is a (ρ, δ, ρδ/λ)-locally decodable code that encodes messages of n symbols as codewords of N symbols.
B. The Construction
In this section, we present our combinatorial construction of locally decodable codes. Our construction uses the complete hypergraphs.
Let ρ, u > 1 be any positive integers and let n = ρu + 1. Let q > 1 be any prime such that gcd(q, ρ) = 1. Let ξ be the element of F q such that ρξ ≡ 1 mod q. Let η be the element of F q such that η+(ρ −1)ξ ≡ 0 mod q. The locally decodable codes we shall construct are linear codes over the field F q . Let K u n be the u-complete hypergraph over an n-element vertex set W = {w 1 , . . . , w n } and let A = (a i j ) n×N = [A 1 , . . . , A N ] be the incidence matrix of K u n , where N = n u is the number of u-subsets of W and A j is the j th column of A for every j ∈ [N]. We define G = (g i j ) n×N = [G 1 , . . . , G N ] be a matrix over the ring F q such that g i j = ξ, when a i, j = 0; and η, when a i, j = 1
for every i ∈ [n] and j ∈ [N], where G j denotes the j th column of G for every j ∈ [N]. Our code C : F n q → F N q takes G as generator matrix, i.e., any message x = (x 1 , . . . , x n ) ∈ F n q will be encoded as C(x) = x G. Fig. 2 . The incidence matrix A. Fig. 3 . The generator matrix G.
Example 3: Let ρ = 2, u = 2 and n = 5. Let q = 3 be the smallest prime such that gcd(ρ, q) = 1. Let ξ = 2 and η = 1 be such that ρξ = 4 ≡ 1 mod q and η + (ρ − 1)ξ = 3 ≡ 0 mod q. Let W = {1, 2, 3, 4, 5}. Fig. 2 and Fig. 3 show the incidence matrix A and the generator matrix G in our construction, where the rows and columns of both matrices are labeled by elements of W and all 2-subsets of W , respectively.
We have to show that the code C is locally decodable. In fact, this is a consequence of Corollary 1 and Lemma 1. . We shall identify [n] with W and identify [N] with the set of all u-subsets of W . Thus, we consider the rows and columns of G are labeled by the n elements of W and the N u-subsets of W , respectively. Due to the definition of G, it is then straightforward to see that T i corresponds to the set of all u-subsets of W \ {w i } for every i ∈ [n]. Clearly, we have that |T 1 | = · · · = |T n | = n−1 u = λN.
We consider the submatrix G (i) of G that consists of all columns of G labeled by T i (or equivalently, by all u-subsets of W \{w i }). Let J be the all-one matrix of size (n −1)× n−1 u and B be the incidence matrix of the u-complete hypergraph of order n − 1 (i.e., K u n−1 ) on W \ {w i }. Let 1 be the all-one row vector of dimension n−1 u . Let F 1 be the first i − 1 rows of ξ · J − (ξ − η) · B and let F 2 be the last n − i rows of ξ · J − (ξ − η) · B. The matrices J, B, F 1 , F 2 and the vector 1 are all over F q . It is not hard to see that
Since u|(n − 1), Corollary 1 implies that we can partition the set T i into k = n−2 u−1 subsets, say T i1 , . . . , T ik ⊆ T i , such that each T i j is a partition of W \ {w i } for every j ∈ [k]. It is clear that |T i j | = (n − 1)/u = ρ = λN/k for every j ∈ [k], which implies that the condition (i) in Lemma 1 holds. On the other hand, for every j ∈ [k], we consider the submatrix G (i, j ) of G (i) that consists of all the columns of G (i) labeled by elements in T i j . Clearly, there are ρ subsets S 1 , . . . , S ρ ⊆ W \ {w i } of cardinality u such that T i j = {S 1 , . . . , S ρ }. Furthermore, these subsets form a partition of W \ {w i }. We note that everyī ∈ [n] \ {i } appears in exactly one of the ρ sets and therefore theī th row of G (i, j ) contains exactly ρ − 1 ξ 's and one ξ − (ξ − η) = η. On the other hand, the i th row of G (i, j ) is the vector (ξ, . . . , ξ) of dimension ρ. It follows that the sum of the columns of
where J 1 is the all-one column vector of dimension i − 1 and J 2 is the all-one column vector of dimension n −i . Recall that ρξ ≡ 1 mod q and (ρ − 1)ξ + η ≡ 0 mod q. The vector in (4) is the i th unit vector of dimension n over F q . In other words, the condition (ii) in Lemma 1 holds. Due to Lemma 1, our code C is (ρ, δ, ρδ/λ)-locally decodable. In our construction, the query complexity ρ of the code C should be a constant. Our decoder D can correctly decode any particular symbol of the message except with probability = ρδ/λ. Note that λ = 1 −u/n = 1 −u/(ρu +1) > 1 −1/ρ. Thus, we have that < ρ 2 δ/(ρ − 1), where ρ 2 δ/(ρ − 1) is a constant as δ is a constant. Consequently, we have the main theorem.
Main Theorem: Let ρ > 1 be any integer. Let q be any prime such that gcd(ρ, q) = 1. Let u be any positive integer, n = ρu + 1 and N = n u . Then there is a linear (ρ, δ, ρ 2 δ/ (ρ − 1))-locally decodable code C : F n q → F N q , where F q is the finite field of q elements.
Below we give an example that demonstrates the local decoding algorithm of our locally decodable codes.
Example 4: Let ρ = 3, u = 2 and n = 7. Let q = 2 be the smallest prime such that gcd(ρ, q) = 1. Let ξ = 1 and η = 0 be such that ρξ = 3 ≡ 1 mod q and η + (ρ − 1)ξ = 2 ≡ 0 mod q. Let W = {1, 2, 3, 4, 5, 6, 7}. Fig. 4 shows the generator matrix G of our (3, δ, 4.5δ)-locally decodable code, where the rows and columns of G are labeled by elements of W and all 2-subsets of W , respectively. For explanation, we also highlight the set T 7 and the matrix G (7) in Fig. 4 . To recover the 7th message bit, our decoder D may look at 3 bits of the received word that are labeled by any one of the following sets: In fact, these sets correspond to the partition of K 2 6 in Example 1.
C. Related Work and Analysis
For a fixed query complexity ρ, the efficiency of a (ρ, δ, )-locally decodable code C : F n → F N is mainly measured by its length N (as a function of the message length n). Ideally, we would like N to be as small as possible. Katz and Trevisan [5] showed that the 1-query locally decodable codes do not exist except when n is bounded by some constant. Kerenidis and de Wolf [6] showed that the length of any 2-query locally decodable codes must be exponential in n, i.e., N = exp( (n)). The best known 2-query locally decodable code is the Walsh-Hadamard code (see Example 2) of length N = 2 n . When ρ ≥ 3, Woodruff [8] , [9] showed that the length of any ρ-query locally decodable codes must be superlinear in n, i.e., N = (n (ρ+1)/(ρ−1) / log n). In particular, this lower bound can be enhanced to (n 2 ) for 3-query linear locally decodable codes. Yekhanin [10] obtained the first 3-query locally decodable code of subexponential length N = exp exp(O(log n/ log log n)) under the assumption that there are infinitely many Mersenne primes. Efremenko [4] constructed a 3-query locally decodable code of length N = exp(exp(O( √ log n log log n))) with no assumption. This code is also known as the shortest 3-query locally decodable code. Let r > 2 be any even integer. For ρ = 3 r/2 > 3, Chee et al. [3] obtained a ρ-query locally decodable code of length N = exp(exp(O( r log n(log log n) r−1 ))) under the assumption that there are infinitely many Mersenne numbers of the form pq ( p and q are different primes). These codes are known as the shortest locally decodable codes of query complexity ρ > 3. Fig. 5 gives a summary of the existing bounds and constructions of constant query locally decodable codes, where q refers to the size of the field F.
The existing works [1] , [3] , [4] , [10] gave locally decodable code constructions for specific query complexities such as 2, 3, and 3 r/2 . Our main theorem gives a general construction of locally decodable codes for any query complexities ρ ≥ 2. Below we analyze the specific codes we can obtain.
Query Complexity: ρ = 2. The smallest prime q such that gcd(ρ, q) = 1 is 3. Our main theorem gives a (2, δ, 4δ)-locally decodable code C : F n 3 → F N 3 , where N = n (n − 1)/2 n→∞ ≈ 2 n √ πn/2 = o(2 n ).
Therefore, we can obtain a ternary 2-query linear locally decodable code of length asymptotically shorter than the Walsh-Hadamard code. Query Complexity: ρ = 3 r/2 . The smallest prime q such that gcd(ρ, q) = 1 is 2. Our main theorem gives a (3 0.5r , δ, 3 r δ 3 r/2 −1 )-locally decodable code C : F n 2 → F N 2 of length N = n (n − 1) · 3 −0.5r
where H(s) = −s log 2 s − (1 − s) log 2 (1 − s) is the binary entropy function. This length is asymptotically worse than the codes of [3] and [4] . However, we may still have certain advantages compared with [3] and [4] . For example, our code is over the smallest possible alphabet F 2 while [3] and [4] may require a huge alphabet.
III. CONCLUSIONS
In this paper, we present a coding-theoretic application of Baranyai's theorem. We proposed a generic combinatorial construction that can give locally decodable codes over small finite fields for any constant query complexities. In particular, our construction yields a ternary 2-query linear locally decodable code that is asymptotically shorter than the well-known Walsh-Hadamard code. Our construction shows an interesting connection between locally decodable codes and complete hypergraphs.
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