The linear complexity of sequences is one of the important security measures for stream cipher systems. Recently, in the study of vectorized stream cipher systems, the joint linear complexity of multisequences has been investigated. By using the generalized discrete Fourier transform for multisequences, Meidl and Niederreiter determined the expectation of the joint linear complexity of random N-periodic multisequences explicitly. In this paper, we study the expectation and variance of the joint linear complexity of random periodic multisequences. Several new lower bounds on the expectation of the joint linear complexity of random periodic multisequences are given. These new lower bounds improve on the previously known lower bounds on the expectation of the joint linear complexity of random periodic multisequences. By further developing the method of Meidl and Niederreiter, we derive a general formula and a general upper bound for the variance of the joint linear complexity of random N-periodic multisequences. These results generalize the formula and upper bound of Dai and Yang for the variance of the linear complexity of random periodic sequences. Moreover, we determine the variance of the joint linear complexity of random periodic multisequences with certain periods.
Introduction
Let F q be the finite field with q elements. Let S = (s 0 , s 1 , s 2 , . . .) be a sequence with terms in the finite field F q . The sequence S is called N-periodic if s i+N = s i for all i 0. The N-periodic sequence S can be described by the N-tuple S N = (s 0 , s 1 , . . . , s N−1 ). Define the polynomial corresponding to the N-periodic sequence S as Since the t-dimensional vector space F t q is isomorphic to the extension field F q t as a vector space over F q , the given multisequence can also be identified with a single sequence having its terms in the extension field F q t . Meidl and Niederreiter [14] observed that the joint linear complexity of t N-periodic sequences with terms in F q can also be interpreted as the F q -linear complexity of a corresponding N-periodic sequence with terms in F q t , which is the least order of a linear recurrence relation in F q that satisfies.
Blahut and Günther found an important relationship between the linear complexity of a periodic sequence and the Günther weight of the generalized discrete Fourier transform for the periodic sequence (see [9, 10] for elegant accounts and extensions of their work). Meidl and Niederreiter [14] extended this important relationship to the case of periodic multisequences. Using the generalized Fourier transform for sequences and multisequences, Meidl and Niederreiter (see [13, 14] ) determined the expectation of the linear complexity of random periodic sequences and the expectation of the joint linear complexity of random periodic multisequences. Dai and Yang [2] also determined the expectation and variance of the linear complexity of random periodic sequences by using a different approach. The expectation and variance of the linear complexity and k-error linear complexity of random sequences of finite length have been investigated in [3, 11, 12, [15] [16] [17] [18] [19] .
Note that the variance of the joint linear complexity of random N-periodic multisequences is an important characteristic for the stability of the joint linear complexity of N-periodic multisequences. In this paper, we study the expectation and variance of the joint linear complexity of random periodic multisequences. Several new lower bounds on the expectation of the joint linear complexity of random periodic multisequences are given. These new lower bounds improve on the previously known lower bounds on the expectation of the joint linear complexity of random periodic multisequences. By further using the argument of Meidl and Niederreiter [14] , we derive a general formula and a general upper bound for the variance of the joint linear complexity of random N-periodic multisequences. These results generalize the formula and upper bound of Dai and Yang [2] for the variance of the linear complexity of random periodic sequences. Moreover, we determine the variance of the joint linear complexity of random periodic multisequences with certain periods. This paper is organized as follows. In Section 2, we briefly review the generalized Fourier transform for multisequences and the important relationship between the joint linear complexity of a periodic multisequence and the Günther weight of the generalized discrete Fourier transform for the periodic multisequence. In Section 3, we derive several new lower bounds on the expectation of the joint linear complexity of random periodic multisequences. In Section 4, we derive a general formula and a general upper bound for the variance of the joint linear complexity of random Nperiodic multisequences. In Section 5, we determine the variance of the joint linear complexity of random periodic multisequences with certain periods. The asymptotic behavior of the variance is discussed.
Generalized discrete Fourier transform for multisequences
In this section, we briefly review the generalized discrete Fourier transform for multisequences and the important relationship between the joint linear complexity of a periodic multisequence and the Günther weight of the generalized discrete Fourier transform for the periodic multisequence. The following definitions are well known (see [10, 14] ).
Definition 1.
Let g(x) = i a i x i be a polynomial in the polynomial ring F[x] over the field F. For an integer u 0, the uth Hasse derivative of g(x) is defined to be the polynomial
Note that g (u) 
is the uth formal derivative of g(x).
Definition 2.
Let p = char F q , the characteristic of F q . The generalized discrete Fourier transform (GDFT) of the t N-tuples S N 1 , S N 2 , . . . , S N t with elements in the finite field F q , where N = p v n, gcd(n, p) = 1, is defined to be the p v × n matrix [1] (1) (S N ) [1] ( ) . . . (S N ) [1] ( n−1 ) . . . [u] ( j )) of Hasse derivatives, where is any primitive nth root of unity in some extension field of F q and S N i (x) is the polynomial corresponding to the sequence S i . Definition 3. The Günther weight of a matrix of t-tuples is the number of its t-tuples that are nonzero or that lie below a nonzero t-tuple.
The following lemma (see [14, Proposition 3] ) establishes the important relationship between the joint linear complexity of a periodic multisequence and the Günther weight of the GDFT for the periodic multisequence. Lemma 1. The joint linear complexity L(S 1 , S 2 , . . . , S t ) of the N-periodic sequences S 1 , S 2 , . . . , S t with terms in the finite field F q of characteristic p and with N = p v n, gcd(n, p) = 1, is equal to the Günther weight of the GDFT of the t N-tuples S N 1 , S N 2 , . . . , S N t corresponding to the sequences S 1 , S 2 , . . . , S t .
Definition 4.
Let n be a positive integer with gcd(n, p) = 1. For j ∈ Z n := {0, 1, . . . , n − 1}, the cyclotomic coset C j of j modulo n relative to powers of q is defined as
where l j is the least positive integer l satisfying j · q l ≡ j (mod n).
The following lemma (see [13, Lemma 1] ) shows an algebraic property of the entries of the GDFT of t N-tuples. Lemma 2. Assume gcd(n, p) = 1. For an integer 0 j n − 1, let the integer 0 k n − 1 be an element of the cyclotomic coset C j of j modulo n, i.e., k ≡ jq b (mod n) for some integer b 0.
Let N = p v n and gcd(n, p) = 1. Let C j 1 , C j 2 , . . . , C j h be the different cyclotomic cosets modulo n. Denote
Using Lemma 2, Meidl and Niederreiter (see [13, 14] ) showed that the GDFT of t N-tuples has the specific form called GDFT form: The GDFT of t N-tuples is uniquely determined by h columns, one column for each cyclotomic coset. The entries in the column of j are t-tuples in F t q l j . Furthermore, there is a bijective correspondence between the GDFT of t N-tuples and t N-periodic sequences with terms in F q . Using Lemmas 1 and 2, one can show as in Meidl and Niederreiter [13] that the joint linear complexity of t N-periodic sequences S 1 , S 2 , . . . , S t with terms in F q can be written in the form
New lower bounds on the expectation of the joint linear complexity of random periodic multisequences
In this section, we derive several new lower bounds on the expectation of the joint linear complexity of random N-periodic multisequences. In the rest of the paper, the underlying stochastic model is that of each t-tuple of N-periodic sequences with terms in F q having the same probability q −tN . This means that S 1 , S 2 , . . . , S t are independent random variables and S i is uniformly distributed over the set of all N-periodic sequences with terms in F q . Meidl and Niederreiter [14] determined the expectation of the joint linear complexity of random periodic multisequences by using the generalized discrete Fourier transform for multisequences. Their result is as follows. Theorem 1. Let N = p v n with v 0, p = char F q , and gcd(n, p) = 1. Let D 1 , . . . , D h be the different cyclotomic cosets modulo n and let m r = |D r |, 1 r h, be the sizes of these cyclotomic cosets, respectively. Then the expectation E (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
where a r = q −m r t .
Remark 1. Note that if gcd(n, p) = 1, there is a one-to-one correspondence between the set of cyclotomic cosets modulo n relative to powers of q and the set of monic irreducible polynomials over F q that are factors of the polynomial x n − 1 over F q . It is known from [8, pp. 64-65, 2] that the cyclotomic cosets modulo n relative to powers of q have the following structure. For a positive integer d with d|n, let f d be the order of q modulo d, i.e., the least positive integer l such that q l ≡ 1 (mod d). Let (d) be the Euler function, i.e., the number of the nonnegative integers that are less than d and coprime to d. The set of the cyclotomic cosets modulo n relative to powers of q is then given by
For fixed d|n, the cyclotomic cosets C d,j , 1 j (d)/f d , have the same size f d .
Remark 2.
It follows from Theorem 1 and Remark 1 that with notations as in Theorem 1 and Remark 1, the expectation E (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
.
Here we use the standard convention in number theory that d|n denotes a sum over all positive divisors d of n. For the case t = 1, this is the formula of Dai and Yang [2] for the expectation of the linear complexity of random N-periodic sequence. Hence, (2) generalizes the formula of Dai and Yang for random periodic sequences to the case of random periodic multisequences.
Below we derive several new lower bounds on the expectation of the joint linear complexity of random N-periodic multisequences by using (1) and (2). Theorem 2. Let N = p v n with v 0, p = char F q , and gcd(n, p) = 1. Let d(n) be the number of positive divisors of n, i.e., d(n) = d|n 1. Then the expectation E (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is lower bounded by
Proof. Since the size of any cyclotomic coset modulo n relative to powers of q is at most n, by Remark 1 we have f d n.
Hence,
It is easy to see that
By (5) and (6), we have
By (4) and (7), we obtain
Hence, (3) follows from (2) and (8) . This completes the proof.
From Theorem 2, we obtain the following result.
Corollary 1.
With notations as in Theorem 2, we have
When t = 1, Corollary 1 reduces to the result of Dai and Yang [2] : E (1) N > N − d(n). Hence, Corollary 1 generalizes the lower bound of Dai and Yang [2] to the case of random periodic multisequences. For t = 1, Theorem 2 improves on the lower bound of Dai and Yang [2] .
Meidl and Niederreiter [14] gave a lower bound on E (t) N as follows: with notations as in Theorem 2, we have
Firstly, we observe that the lower bound (10) can be improved as follows.
Corollary 2.
With notations as in Theorem 1, we have
Proof. Note that (1) can be rewritten as
Since 1 m r n, then
Hence, it follows from (12) that
Secondly, we can further improve on the lower bound (11) by using the following result.
Lemma 3.
There are altogether gcd(n, q − 1) cyclotomic cosets modulo n relative to powers of q with size 1.
Proof. From Definition 4, we know that for j ∈ Z n = {0, 1, . . . , n − 1},
, s = 0, 1, . . . , gcd(n, q − 1) − 1.
Hence, there are altogether gcd(n, q − 1) cyclotomic cosets with size 1.
Theorem 3. With notations as in Theorem 1, we have
Proof. It follows from (12) and Lemma 3 that
N is obtained as follows. From (2) we get
and so
For t = 2 this yields E (2) 
where (n) is the sum of all positive divisors of n. It is known from [6, Theorem 323] that (n) = O(n log log(n + 2)), and so E (2) N > N − O(log log(n + 2)) with an absolute implied constant. For t 3 we obtain E 
The variance of the joint linear complexity of random periodic multisequences
In this section, using the argument of Meidl and Niederreiter [14] , we derive a general formula and a general upper bound for the variance of the joint linear complexity of random N-periodic multisequences. These results generalize the formula and upper bound of Dai and Yang [2] for the variance of random periodic sequences to the case of random periodic multisequences. Theorem 4. Let N = p v n with v 0, p = char F q , and gcd(n, p) = 1. Let D 1 , . . . , D h be the different cyclotomic cosets modulo n and let m r = |D r |, 1 r h, be the sizes of these cyclotomic cosets, respectively. Then the variance V (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
Proof. Let L denote the joint linear complexity of t random N-periodic sequences S 1 , S 2 , . . . , S t . Then V Hence, the expectation of the square of the joint linear complexity of t random N-periodic sequences is given by
Next we calculate the term A 1 . B 1 , B 2 , B 3 . For the term B 1 , we have
Now we compute the three terms
For the term B 2 , we have
By using the identity
for any real number z = 1, we obtain
For the term B 3 , we have
for any real number z = 1, we obtain 
Since N = h r=1 m r p v , by Theorem 1 we have
By (15), (17) , (18) , and (19), we obtain
This completes the proof. N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
For the case t = 1, this is the formula of Dai and Yang [2] for the variance of the linear complexity of random N-periodic sequences. Hence, (20) generalizes the formula of Dai and Yang [2] to the case of random periodic multisequences.
Below we derive a general upper bound on the variance of the joint linear complexity of random N-periodic multisequences.
Theorem 5. With notations as in Theorem 4 and Remark 4, we have
where
Proof. It follows from (20) that
By the definition of f d we get q f d ≡ 1 (mod d) , hence d|(q f d − 1) and so q f d d + 1. Therefore
Furthermore, for fixed q and t the function
is decreasing on the interval [log q e, ∞) since it is easily shown that g (x) < 0 for x log q e.
Together with (24) this yields
Therefore, by (23) and (25),
This completes the proof.
For t = 1 we obtain by (26), S (1) n (log q (n + 1))
where d(n) is the number of positive divisors of n. Therefore by Theorem 5,
with an absolute implied constant. Since for any ε > 0 we have d(n) = O(n ε ) with an implied constant depending on ε (see [6, Theorem 315]), we get
with an implied constant depending only on ε. This is just the estimate of V (1) N in [2] . For t = 2 we obtain by (26), S (2) n (log q (n + 1)) with an absolute implied constant.
For t 3 we obtain by (26),
and so by Theorem 5,
with an absolute implied constant.
Some examples with certain periods
In this section, using Theorem 4, we determine the variance of the joint linear complexity of random periodic multisequences with certain periods. The asymptotic behavior of the variance is discussed. In this section, as in earlier sections, we write p = char F q for the characteristic of F q . Corollary 3. Let gcd(N, p) = 1, let D 1 , . . . , D h be the different cyclotomic cosets modulo N, and let m r = |D r |, 1 r h, be the sizes of these cyclotomic cosets, respectively. Then the variance V (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
Proof. For this special case we have v = 0 in (14), hence
Proof. It is shown in [13, 14] that there are N−1 d cyclotomic cosets modulo N with size d, and the cyclotomic coset {0} with size 1. Hence, (28) follows from Corollary 3. Furthermore, if q is a primitive root of the multiplicative group F * N , i.e., d = N − 1, then we have
If there are infinitely many primes N for which q is a primitive root modulo N, then V (t) N tends to q −t − q −2t as N runs through these primes.
N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
Proof. It is trivial that for this case there is only one cyclotomic coset modulo n, namely C 1 = {0}. Hence, a 1 = q −t . Therefore, (29) follows from Theorem 4.
Note that for the case N = p v , it follows from (29) that
For the special case q = 2, N = 2 v , we have
Corollary 6. Suppose N = n k , k 1, n an odd prime different from p. Let d be the multiplicative order of q in the prime field F n and q d = 1 + cn, gcd(c, n) = 1. Then the variance V (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
Proof. It is shown in [13] that there are n−1 d cyclotomic cosets modulo N with size dn k−i , 1 i k, and the cyclotomic coset {0} with size 1. Hence, (30) follows from Corollary 3.
Corollary 7.
Let N = p v n, n a prime different from p. Let d be the multiplicative order of q in the prime field F n . Then the variance V (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q is given by
Proof. It is shown in [13, 14] that there are n−1 d cyclotomic cosets modulo n with size d, and the cyclotomic coset {0} with size 1. Hence, (31) follows from Theorem 4.
Let v = 0 in Corollary 7, then we obtain Corollary 4. Hence, Corollary 7 is a generalization of Corollary 4. Corollary 8. Suppose N = q n − 1 and n is a prime. Then the expectation E (t) N and the variance V (t) N of the joint linear complexity of t random N-periodic sequences with terms in F q are given by
Proof. For any s ∈ Z N , the cyclotomic coset modulo N containing s is given by
where m s is the least positive integer m satisfying s · q m ≡ s (mod q n − 1),
that is, (q n − 1)|s · (q m − 1). If 1 m < n, then gcd(q n − 1, q m − 1) = q − 1 since n is a prime. Thus, (34) is equivalent to (q n − 1)|s · (q − 1). Hence, m s = 1 or n.
If m s = 1, then (q n − 1)|s · (q − 1), i.e., q n −1 q−1 |s. Hence, s = k q n − 1 q − 1 , k = 0, 1, . . . , q − 2.
Therefore, there are altogether q − 1 cyclotomic cosets modulo N with size 1. Since the other cyclotomic cosets modulo N have size n, there are altogether q n −q n cyclotomic cosets modulo N with size n. Hence, (32) and (33) follow from Theorem 1 and Corollary 3, respectively.
Note that for q = 2, the formula (32) was obtained by Meidl and Niederreiter [14] . It is easy to see from (33) that for the case N = q n − 1, n prime, and t 2, we have lim n→∞ n prime V (t) q n −1 = (q − 1)q −t (1 − q −t ).
