Abstract-This paper exhibits an algorithm based on Volterra-type processing in order to detect several independent sources on the same carrier frequency and to determine the number of them. The use of infinite impulse ratio (IIR) Volterra filtering to build a suitable discrimination test is dictated by the need of higher-order moments in this type of nonlinear problem, as well as the need of IIR for convergence.
I. INTRODUCTION
T HE NEED of higher-order moment computations in nonlinear estimation and detection problems has been recognized in earlier work on Volterra filters [1] - [3] . As far as the applications are concerned, however, only finite impulse response (FIR) Volterra filters have been proposed [4] - [10] . Here we use infinite impulse response (IIR) Volterra filtering such as developed in [11] , as it yields exact optimal filtering for the following:
• a given degree of nonlinearity;
• a given state-space dimension. This last property is particularly useful to optimize computational efforts in many on-board applications such as satellite observations. One must remember, as explained in [11] , that IIR optimal filtering with a constraint of Volterra degree only, is generally infinite-dimensional.
Our application concerns the case of phase or frequency modulation in noncooperative communications. If there is only one modulation in the observed signal, its module remains constant with respect to time and the fluctuations of the module of the observed signal is only due to additive white noise. If now one considers the sum of two modulations, whose phase increments are assumed to be independent, the module of the observed signal is fluctuating. As the full machinery of nonlinear filtering and prediction is unrealizable in such a case, a nonlinear algorithm is proposed, based on higher-order moments of finite degree for discrimination of the number of modulations. To be optimal for a given degree with a given state-space dimension, this procedure calls for IIR Volterra filtering. The estimations involved are then used to construct a sufficient statistics for the detection in the sense that its expectation maximizes some contrast cri-terium. We show how this technique may be used for more than two independent modulations of the same frequency carrier.
II. PROBLEM FORMULATION
The hypothesis to be tested is the number of sources in the observed complex signal obtained after two-channel demodulation. Its model may be written (1) where (2) is the sum of independent modulations and is a complex white noise where and are two independent Gaussian noises distributed as , where is a Gaussian distribution of mean and variance . In the following, we shall also denote a Poisson distribution with parameter and a uniform distribution on the set . The moments of the complex white noise are for for (3) with and where is the conjugate of (notation used throughout the paper).
The aim of the following is to present the different modelings considered for both phase and frequency modulation.
A. Phase Modulation
After demodulation, any phase modulated signal can be represented as a complex number (4) with (5) where is the amplitude of the signal, its initial phase, and the time-varying phase carrying the useful information. When sampled data are considered, transition of the signal between two samples is described by (6) 0090-6778/01$10.00 © 2001 IEEE where represents the phase increment. Let (7) then (6) can be written as a bilinear system (8) We consider here signals whose phase increments are assumed independent. At this point, two kinds of such modulations must be distinguished: continuous (Brownian process) and discontinuous (Poisson process) modulation.
• For continuous modulation, the phase is a discrete-time Brownian movement. This stochastic process is unstable and unbounded, but the process is mean-square stable and bounded. The sampled data stochastic model is simply (9) • For a discontinuous modulation, is a Poisson process with jumps of mean frequency . This mean frequency corresponds to the average number of bytes per second (and is supposed to be at least approximatively known). Note that this kind of modulation corresponds to random frequency spreading within the useful band, the worst case for detection purposes in noncooperative communications. The case of a fixed period for possible symbol jumps allows optimal synchronization such as solved by particle techniques in [12] . Two subcases must be considered for the amplitude of the phase increments.
-Quantified amplitudes: the amplitude of the phase is quantified between levels uniformly distributed on the unit circle. The stochastic model of independent phase increments modulation with quantified levels is then defined by (10) where is the probability density of and is the Dirac distribution centered on . Continuous amplitudes: the amplitude is considered as uniformly and continuously distributed on the unit circle. Its stochastic model is (11) where is a rectangular pulse defined by for elsewhere.
B. Frequency Modulation
Any frequency modulated signal can be represented, after sampling of the complex signal, as (13) where is the initial complex defined in (5), is the instantaneous frequency carrying the useful information, and is the sampling period. As in the phase modulation case, the continuous and discontinuous models must be distinguished at this point as two different cases.
• For continuous (analog) modulations, the frequency cannot be modeled as a Brownian motion (unstable process) as the instantaneous frequency must have a finite standard deviation . The model that yields can be chosen as a stable first-order stochastic system (14) where and . The parameters and are linked to the set by the following equality:
The stochastic model of continuous frequency modulation can then be written (16) One may notice that this model is not bilinear anymore contrarily the phase modulation model: it is a polynomial model.
• For discontinuous (digital) modulations, frequency jumps will also be modeled as a Poisson process of frequency . Two kinds of model are proposed for the distribution of the amplitude of the instantaneous frequency: -uniform distribution: ; -Gaussian distribution:
. Let be the angle rotation between two samples. The stochastic model of discontinuous modulation is then described by or (17)
When a frequency jump occurs , the instantaneous frequency changes and its value is distributed as a uniform or Gaussian random variable.
III. MULTISOURCE STATISTICS
The aim of the following paragraph is to study the statistics of multisource for both frequency and phase modulations and to find out which statistics (moments) depend directly of the number of sources. We will prove that the statistics of degree 4 are sufficient to discriminate the number of sources on the same carrier. First, the result is presented. Then, we prove it using the statistics of one modulation for both phase and frequency modulation.
All moments of degree 4 are asymptotically zero for both phase and frequency modulation except the following: Those statistics are sufficient to discriminate the number of sources on the same carrier as they depend on it. Let us compare these moments in the worst case, i.e., when the power is the same for each modulation. One has (20)
Let be the ratio between second-and fourth-order moments ( for a Gaussian distribution)
The fourth-order moment (19) is (22) This relation means that the number of signals is detectable, as the ratio between the fourth-order moment and the square of the second-order moment depends on it. This property will be exploited in the sequel to construct the detection test based on predictors of the signal square module. Fig. 1 represents the variation of the ratio between the fourth-and the second-order moments. One can notice that this variation gets lower with respect to the number of sources. Consequently, the detection gets harder as the number of sources increases, as expected.
To prove this proposition, one has to compute the evolution of the set of moments for both frequency and phase modulation, that is to say for the models (9)-(11), (16), and (17).
• For phase modulation, all models can be written in the form (23) Using (23), the evolution of moments is then described by (24) Consequently, it is necessary to compute the set of moments for the three kinds of modulations which have been described above.
-Continuous phase modulation (9): as is an independent increment, is also an independent sequence. The moments are easily computed as (11): a simple computation using the probability density of the phase increment yields the result. For the quantified amplitudes modulation, the moments of are described by (28) (29) where is the number of possible values, and for uniformly distributed jump amplitude
One can notice that (30) is obtained from (28) with the number of levels . Examining the evolution of moments (26), (28), and (30), one can see that for all models of phase modulation, the evolution of the moments is always ruled by the following law:
(32) where . As a consequence, all the moments of are asymptotically zero except the set which is constant.
• For frequency modulation, one can notice that the model corresponding either to continuous or discontinuous modulation can be described by (33) with (34) where denotes the instantaneous frequency carrying the useful message. The evolution of is respectively described by (35) in the case of continuous modulation, and by (36) in the case of discontinuous modulation. At this point, one can notice that the expression of the probability density of the instantaneous phase is needed to get the evolution of the set of moments as • -Discontinuous frequency modulation (17): one has to consider the two kinds of distribution of , that is to say Gaussian and uniform. If , then the probability of transition of is (41) Integrating (41), one obtains the probability density of 
One recognizes in (45) the convolution of two Gaussian densities, the result being Gaussian density of zero mean and whose variance is the sum of initial variances. Consequently In both cases (continuous and discontinuous modulation), according to (40), (47), and (50), the distribution of the phase is Gaussian with variance proportional to . As a consequence, moment of behave the same way as for phase modulation (32): they are asymptotically zero except the set which is constant.
Using the moments of one modulation for both phase and frequency, the initial assumptions (18) and (19) on the statistics of multisource obviously hold.
IV. IIR VOLTERRA FILTER
Let us apply a quadratic Volterra predictor as defined in [11] to our problem. Recall that a purely quadratic IIR one-step predictor has the following form:
where is the input of the predictor. This functional is not finitely recursive in the general case. Unless, if the kernel is separable, in which case the predictor may be realized by the following bilinear structure: 
which is equivalent to the linear system in (58), shown at the bottom of the page. The optimal parameters are recursively computable if all expectations in (58) are themselves recursively computable. At this point, we must distinguish between phase modulation, whose model is bilinear, and frequency modulation, whose model is polynomial. For phase modulation, the system that yields the observation is bilinear and expectations are recursively computable in finite dimension as shown in [11] . For frequency modulation, the model which yields the observation is polynomial, and all the expectations are not recursively computable in finite dimension. Therefore, those expectations will be computed using a Monte Carlo technique, based on independent random particle runs. Note that this has been extended to a non-Monte Carlo technique using parallel dependent particle runs to build general nonlinear filters [13] , [14] .
A. Moment Computation Using a Monte Carlo Technique
The state vectors are assumed to evolve according to the following system model: (59) where is the system transition function and is the dynamic noise. The probability density function of the initial state and of the dynamic noise are assumed to be known. At discrete times, measurements become available. These measurements are related to the state vector via the observation equation (60) where is the measurement function and is the measurement noise of known probability density function.
The aim is to compute a quadratic Volterra predictor (52) of a function of the state when the system describing the evolution of the state is nonlinear. This leads to the computation of the time-varying parameters by inversion of the linear system (58). All expectations appearing in this system are needed to compute its inversion, i.e.,
, and . The technique consists in computing these expectations by Monte Carlo runs. Let be a set composed by any sample of the process , its measurement , and the components of the state of the quadratic predictor of . Let be independent samples of , then (61) where denotes any function of . As long as the samples are independent, the law of large numbers makes sure that the convergence can be made as accurate as desired by increasing the sample size .
The initialization of the set uses the a priori knowledge on the state and the probability density functions of the dynamic and observation noises. First, the state and its associated observation are initialized as (62) The state at the following step is computed using the probability density function of the dynamic noise This initialization leads to the optimal parameters which are computed using the following algorithm.
1) Evolution of the systems (66) 2) Computation of optimal parameters • computation of the moments of system (58) using (61); • inversion of the system (58) to get the optimal parameters and . 3) Evolution of the predictors using the optimal parameters ( and ) and the associated observation (67) 4) Back to 1. One may notice that if the observation noise is additive, (3) allows to write the expectations of the system (58) as a function of the state and the variance of observation noise . Convergence of the algorithm is obtained for a number of systems significantly reduced.
This algorithm has a natural parallel structure. Consequently, the computation time can be short even for . Besides, these computations are off-line.
B. The Case of Complex Numbers
Let us generalize this estimator to the complex number case. Let to be estimated. It is easy to check that, according to (19), the only nonzero quadratic projection of is the projection over the term . As a consequence, the structure of the predictor must be as follows: (68) with . The term makes sure that the predictor is unbiased. Stochastic observability introduced in [11] is used here to determine the dimension of the predictor, that is the dimension of . In the general case, the variable is stochastically observable if the following mapping: It is clear that the relation is one to one. As a consequence, the dimension of must be at least two. Note that it is equivalent to consider or the more natural following set:
Note moreover that if , the two components of are identical and the dimension of the quadratic predictor is reduced to one.
V. DETECTION TEST
The detection test used here is an extension to higher-order statistics of the classical linear Gaussian test [15] . Recall that in that classical case, one constructs the optimal predictor of the signal under each hypothesis . Suppose that the observation under hypothesis is (76) where is a Gaussian noise of variance . The optimal Kalman predictor leads to the following innovation process:
which is known to be a Gaussian process
The likelihood of each hypothesis has the following expression:
where denotes the set of observations . The hypothesis which maximizes the likelihood is then chosen. Note that in the stationary case, the likelihood of the correct hypothesis grows linearly with (82) Under the constraint that only higher-order statistics of finite degree are used for filtering and predicting, several kinds of "innovations" may be defined. Our test is based on the innovation processes generated by the signal square module prediction. Let (respectively, ) be the one step predictor of under hypothesis modulations in the signal (respectively, modulations in the signal). In reference to the Gaussian case, the test variable is taken as the generic form (83) where and are parameters which normalize the contrast between the two hypothesis. A natural way to satisfied this condition is to impose As for the computation of the parameters of the predictor, it is a finite recursion for phase modulation (as the system is bilinear) or the Monte Carlo technique for frequency modulation.
Moreover, it is necessary to compute the variance of the test variable under each hypothesis, that is (90) The knowledge of the variance gives a confidence interval on the result of the test. The computation of this quantity uses , as well as defined by (91)
VI. SIMULATION RESULTS
In all the following simulations, the signal-to-noise ratio is 10 dB. Fig. 2 illustrates the complex variable random distribution up to four modulations (for 5000 samples). It appears clearly that, as expected, the distribution depends on the number of modulations. Recall that our test is based on the signal squared module (dash dotted line) prediction. Then, we examine the accuracy of the predictors working with one or two modulations. One shows in Figs. 3 and 4 the estimation of the signal squared module under each hypothesis when only one signal is present with power equal to one. It appears clearly that the estimator which deals with (solid line), the correct hypothesis, is much more accurate than the estimator which deals with (dashed line). The situation is inverted when two signals are present as it appears in Figs. 5 and 6. The test variable as defined by (83) is presented in Figs. 7 and 8 . The mean of the test variable (equal to sample size ) is represented as a dotted line. One may observe that detection is very fast as only 500 samples are sufficient to distinguish the two hypothesis.
The detection between two or three modulations is described on Figs. 9 and 10 . The distance between the two test variables and increases linearly. The number of samples necessary to distinguish between this two hypothesis is clearly increased, as about 5000 samples are needed for an acceptable decision.
A result of discrimination within three and four phase modulations (Fig. 11 ). It appears that the number of sample necessary to accomplish the detection test is considerably higher (over 50 000). The number of modulations that may be detected depends therefore on the size of the sample available. Note that the off-line computation of the Volterra predictor for four modulations leads to more than 200 moment variables.
Practical discrimination methodology for sources uses multiple tests, i.e., between one and two modulations, up to and . Fig. 12 represents test variable between one and two modulations when one, two, three, or four modulations are present. Obviously, if there is only one modulation, no further test is needed, otherwise detection between two and three modulations is used. This point is illustrated by Fig. 13 . Either the test variable detects two modulations, or the testing procedure goes on with the next variable (between three and four). We do not go beyond discrimination of four sources, as results obviously differ only by the longer processing time which is needed. 
VII. CONCLUSION
We have shown in this paper the performance of IIR Volterra filtering applied to the difficult problem of multisource discrimination on a single carrier. It is only through higher-order moments that multisource is detectable. The use of IIR filtering before detection is dictated by the need to obtain an exact optimal filter, as a function of accumulated data, with
• a given Volterra degree;
• a given state-space dimension. The latter property is crucial as
• FIR filtering does not optimize performance, for a given state-space (memory) dimension, as it does not allow state feedback; • IIR optimal filtering is infinite-dimensional here if no constraint is put on state-space dimension. It has been shown that the complete estimation-detection task can be achieved in a finitely recursive way, for the phase modulation case. As far as frequency modulation is concerned, part of the a priori higher-order moments involved have to be computed off-time by a suitable Monte Carlo technique using random particles.
