Shamir is a q-ary information storage medium. Each storage cell is expected to store one of q symbols, and the legal state transitions are described by an arbitrary directed acyclic graph. This memory model can be understood as a generalization of the binary write-once memory which was introduced by Rivest and Shamir. During the process of updating information, the contents of a cell can be changed from a 0-state to a 1-state but not vice versa. We study the problem of reusing a generalized write-once memory for T successive cycles (generations).
of linear coset codes for the WOM. Cohen and Zëmor [4] presented a construction method for the error-correcting WOM codes.
Fiat and Shamir [5] studied the generalized write-once memory, which is a q-ary information storage medium. Each storage cell is expected to store one of q symbols, and the legal state transitions are described by an arbitrary directed acyclic graph. They extended the results of Rivest and Shamir [1] for the binary WOM to the generalized WOM, in the case when the encoder and decoder use the same code for every cycle. Heegard [6] investigated the noisy WOM and presented an inner bound for the "-error capacity region. He showed that in some cases the inner bound is exactly the "-error capacity region. Kuznetsov and Vinck [7] studied the general defective channel with informed encoder as a generalization of a memory with defects. They presented lower and upper bounds for the maximum transmission rate. As a corollary, they derived the capacities of the binary WOM and other constrained memories.
In this correspondence, we study the problem of reusing a generalized WOM for T successive cycles. We determine the zero-error capacity region and the maximum total number of information bits stored in the memory for T successive cycles for the situation where the encoder knows and the decoder does not know the previous state of the memory, and different codes are allowed to be used in every cycle. These results extend the results of Wolf, Wyner, Ziv, and Körner for the binary WOM to the generalized WOM.
II. DEFINITIONS, NOTATIONS, AND MODEL
In this section, we first give the mathematical model of the generalized WOM with notations as in [5] . Then we give some examples of the generalized WOM and conclude with the definitions of WOM codes, the capacity region, and the maximum total number of information bits stored in the memory for T successive cycles. Below we first introduce some concepts and notations of a directed graph.
A directed graph is a pair (V; E), where V is the set of vertices and E V 2 V is the set of edges. A directed edge from s to The notation s =) s 0 is used to represent the fact that there exists a path from s to s 0 : A cycle is a nonempty path from a vertex to itself. A directed graph which does not contain cycles is a directed acyclic graph, abbreviated as DAG. A rooted DAG is a triple (V; E;r) such that (V; E) is a DAG, the root r 2 V, and for any s 2 V there is a path from r to s: In the sequel, we only consider rooted DAG's. We assume V = f0; 1;111;q 0 1g%; and 0 is the root.
A generalized WOM is a q-ary information storage medium. Each storage cell is expected to store one of q symbols, and the legal state transitions are described by a rooted directed acyclic graph Example 2: V = f0; 1; 2; 3g; E = f0 ! 1; 0 ! 2; 0 ! 3g; during the updating process, a storage cell in a "0" state may be left unchanged or updated to the "1" or "2" or "3" state. A storage cell in an "i" (i = 1; 2; 3) state is then forever stuck at the "i" state.
Example 3: V = f0;1; 2; 3g; E = f0 ! 1; 1 ! 2; 2 ! 3g;
during the updating process, a storage cell in a "0" state may be left unchanged or updated to the "1" or "2" or "3" state. A storage cell in a "1" state may be left unchanged, or updated to the "2" or "3" state. A storage cell in a "2" state may be left unchanged or updated to the "3" state. A storage cell in a "3" state is then forever stuck at the "3" state.
Assume that the (V; E)-WOM consists of n storage cells. The initial state of all the storage cells is "0" (root). We want to reuse the (V; E)-WOM for T successive cycles. We only consider the following case: The encoder knows and the decoder does not know the previous state of the memory. The encoder and decoder can use arbitrary codes for every cycle, and there are no decoding errors (zero-error case).
Notation: For the vectors
x n = (x1; x2; 1 11;xn) 2 V n y n = (y 1 ; y 2 ; 1 11; y n ) 2 V n we denote x n =) y n if and only if x i =) y i ; i = 1; 2; 111; n:
Definition 1: An (n; T; M1; 111 ; MT ) code for the (V; E)-WOM consists of T pairs of encoding and decoding functions f(f t ; g t )g T t=1 ,
where the message index sets I t = f1; 1 11;M t g, the encoding functions ft:It2V n 7 0!V n , and the decoding functions gt:V n 7 0!It: These encoding and decoding functions satisfy: For any m 1 2 I 1 , m2 2 I2; 1 11;mT 2 IT ; denote y n 0 = (0; 111; 0) = 0 2 V n and y n t = f t (m t ; y n t01 );t = 1; 111 ; T: Then, y n t01 =) y n t and g t (y n t ) = m t ; t = 1; 1 11;T:
Denote Rt = (1=n)log 2 Mt; t= 1; 1 11;T: 
III. MAIN RESULTS
We present an information-theoretic single-letter characterization for the capacity region A T (V; E); and a formula for the maximum total number of information bits CT (V; E) stored in one storage cell of the (V; E)-WOM during the T updating cycles.
Let H(1) represent the entropy of a random variable or a probability vector; H(1j1) represent the conditional entropy; <+ denote the set of nonnegative real numbers; and
For the two random variables X; Y which take values in V, we denote X =) Y if for any (x; y) 6 2V, Pr fX = x; Y = yg = 0: Let the random variables S 1 ; S 2 ; 111 ; S T form a Markov chain which takes values in V: We denote S 1 =) S 2 =) 111 =) S T ; if for every t = 2; 3; 1 11;T; St01 =) St: Assume B T (V; E) = f(R 1 ; R 2 ; 111 ; R T ) 2 < T + j there exist random variables S 1 ; S 2 ; 11 1;S T ; S 1 =) S 2 =) 111 =) S T ; such that R1 H(S1); R2 H(S2jS1); 111; RT H(ST jST01)g:
The set R T (V; E) is the closed set generated by B T (V; E):
The zero-error capacity region of the (V; E)-WOM is AT (V; E) = RT (V; E):
The proof of Theorem 3.1 will be given in Section IV.
Remark: Heegard [6] determined the "-error capacity region for the deterministic WOM, which has the same representation form as Theorem 3.1 (zero-error capacity region). In [6] , Heegard first derived an inner bound for the "-error capacity region of the noisy WOM. Then he showed that this inner bound is tight for the deterministic WOM. It should be pointed out that the proof of the converse part of [6, Theorem 3] is not complete.
For a given rooted DAG (V; E); we define its transition matrix as A A A = (a ij ) q2q , where a ij = 1 if there is a (zero or nonzero) path from vertex i to vertex j, and a ij = 0, otherwise. We denote 1 m m m as the all-one row vector of length m, and Im as the unit matrix of order m: If Q is a matrix, we use Q c to denote its transpose matrix.
Remark:
The transition matrix defined here is based on the path set (not based on the edge set E). The matrix A described here is actually the incidence matrix of the "transitive closure" of the original DAG plus the identity matrix.
Theorem 3.2:
The maximum total number of information bits stored in one storage cell of the (V; E)-WOM during the T updating cycles is
The proof of Theorem 3.2 will be given in Section V. Hence, the maximum total number of information bits stored in one bit position of the binary WOM during the T updating cycles is log 2 (T + 1) (see Wolf, Wyner, Ziv, and Körner, [2] ).
Remark: For a binary WOM, the transition matrix is
We consider the following two types of generalized WOM's.
1) V = f0; 1; 111 ; q 01g; E 1 = f0 ! 1; 0 ! 2; 11 1; 0 ! q 01g: 2) V = f0; 1; 111 ; q 0 1g; E2 = f0 ! 1; 1 ! 2; 111; q 0 2 ! q 0 1g:
1) The capacity region of the (V; E1)-WOM is A T (V; E 1 ) = f(R 1 ; R 2 ; 11 1;R T ) 2 < T + j there exist probability vectors p p p
q01 ); t = 1; 2; 11 1;T;
); t = 2; 3; 111; T g:
2) The maximum total number of information bits stored in one storage cell of the (V; E 1 )-WOM during the T updating cycles is C T (V; E 1 ) = log 2 [1 + (q 0 1)T]:
Proof:
1) Assume S1; S2; 111 ; ST are random variables which take values in V, and S 1 =) S 2 =) 111 =) S T : Let p (1) j =PrfS 1 
PrfS t02 = jgPrfS t01 = 0jS t02 = jg = PrfS t02 = 0g PrfS t01 = 0jS t02 = 0g = PrfSt02 = 0gp
The capacity region of the (V ; E 1 )-WOM is given by Theorem 3.1.
2) The transition matrix of the (V ; E1)-WOM is The result follows from Theorem 3.2.
Remark: If we take q = 2 in Corollary 3.1, then we get the results of [2] for binary WOM. We show that t;q = C C C t t t+0101 by induction on q: From Corollary 3.1 we know that t;2 = t + 1; t 1: This implies that the assertion is true for q = 2: Assume the assertion is true for q = k, then
This implies that the assertion is true for q = k + 1: Therefore, by induction, we know the assertion is true. Hence CT (V ; E2) = log 2 C C C T T T +0101 :
Remark: The capacity region AT (V ; E2) is given by Theorem 3.1.
Unlike Corollary 3.1, here the capacity region has no more explicit description.
IV. PROOF OF THEOREM 3.1
In this section, we generalize the methods of Wolf, Wyner, Ziv, and Körner [2] for proving the coding theorems of binary WOM to prove Theorem 3.1. The proof of Theorem 3.1 is divided into two parts: 1) proof of the direct part of Theorem 3.1, and 2) proof of the converse part of Theorem 3.1. In order to prove Theorem 3.1, we introduce some properties of typical sequences.
A. Properties of Typical Sequences
In this subsection, we only list those properties of typical sequences which we need for establishing our results. For details of typical sequences and the proofs of these properties, we refer to the book written by Csiszár and Körner [8] . If A is a finite set, jAj denotes the cardinality of A in this correspondence. Let X; Y be two finite sets, and let P(X) be the set of probability distributions on X: where 1) follows from the fact that
H(Y t;i jY t01;i ):
For every t = 1; 2; 1 11;T; Y t01;L =) Y t;L , but random variables Y1;L; Y2;L; 111 ; YT;L may not form a Markov chain. We take a new set of random variables S 1 ; S 2 ; 111 ; S T ; which take values in V, and the joint probability distribution is defined by Below we present a combinatorial proof for the converse part of Theorem 3.2. The main idea of this proof comes from Simonyi and Tardos [9] , who presented a combinatorial proof of the converse coding theorem for write-unidirectional memory. Remark: The proof above is only valid for zero-error codes. It is not difficult to see from the proofs of Theorems 3.1 and 3.2 in Section IV and V that Theorems 3.1 and 3.2 are still true for "-error codes.
VI. CONCLUSIONS
In this correspondence, we study the problem of how to reuse a generalized WOM for T successive cycles. When the encoder knows and the decoder does not know the previous state of the memory and different codes are allowed to be used in every cycle, we determine the zero-error capacity region and the maximum total number of information bits stored in the memory for T successive cycles. These results extend the results of Wolf, Wyner, Ziv, and Körner for the binary WOM to the generalized WOM. By considering the previous state of the memory as side-information available to the encoder and decoder, Wolf, Wyner, Ziv, and Körner [2] studied the binary WOM in the following cases:
(E+; D+) Both the encoder and decoder know the previous state of the memory. Using zero-error and "-error as performance criteria, they investigated the problem of determining the capacity region and the maximum total number of information bits stored in the memory for T successive cycles.
The generalized WOM can be studied in the same way as that considered by Wolf, Wyner, Ziv, and Körner [2] . Here we study the generalized WOM only in the case (E+; D0) with zero-error codes, because this case is the most interesting and natural one. It should be pointed out that some other results for the binary WOM in [2] can also be established for the generalized WOM. There are still some unsolved difficult problems for the generalized WOM, for example, in the cases (E 0 ; D 0 ) and (E 0 ; D + ) with "-error codes, the explicit formula for the maximum total number of information bits stored in the memory for T successive cycles is not known to us.
