One central problem in science and engineering is predicting unseen outcome via relevant knowledge gained from data, where accuracy of generalization is the key. In the context of classification, we argue that higher generalization accuracy is achievable via ψ-learning, when a certain class of non-convex rather than convex cost functions are employed. To deliver attainable higher generalization accuracy, we propose two computational strategies via a global optimization technique-difference convex programming, which relies on a decomposition of the cost function into a difference of two convex functions. The first strategy solves sequential quadratic programs. The second strategy, combining this with the method of Branch-and-Bound, is more computationally intensive but is capable of producing global optima. Numerical experiments suggest that the algorithms realize the desired generalization ability of ψ-learning.
Introduction
How does one accurately predict unseen outcome using relevant information? The simplest problem of this kind is classification. In statistical and computer sciences, classification has been particularly vital. Margin-based classification techniques are at the core of progress. Essentially all these techniques construct a classifier by minimizing a convex cost function. Examples include support vector machines (SVM, Boser, Guyon and Vapnik, 1992; Cortes and Vapnik, 1995) , import vector machines (Zhu and Hastie, 2004) , among others.
Key issues: Convex vs Non-convex. While the margin-based techniques have proven effective and have achieved state-of-the-art performance, the recent work of Shen, Tseng, Zhang, and Wong (2003) suggests that substantial higher generalization accuracy can be achieved if one steps out from the paradigm of convexity; see also Lin (2000 . Specifically, they constructed a certain class of ψ cost functions and showed that ψ-learning realizes sharp generalization error rates in some examples. The rationale behind their methodology is that classification is non-convex in nature and ultimately should be treated via non-convex cost functions. Indeed, any convex cost function is generally bound to suffer a loss in generalization accuracy as the price for easing computation (Fung and Mangasarian, 2000 ). An important practical issue then is how to meet the computational challenge of non-convex minimization.
Global optimization. On the basis of recent advances in global optimization, we develop computational tools for ψ-learning. This allows us to realize the generalization ability of ψ-learning in practice. The key ingredient of our proposed methods is difference convex (DC) programming, which uses a decomposition of the cost function into a difference of two convex functions. In our decomposition, the leading convex function is an equivalent SVM cost function, while the trailing one can be thought of as a correction to the SVM cost function so that the result is closer to the true generalization error. With this decomposition, a sequence of monotone approximations to the SVM cost function are constructed, and a sequence of quadratic programs are solved to yield an approximate solution. We develop an efficient algorithm and refer this as SQP. This algorithm can be further enhanced by combining with the branch-and-bound (BB) search to obtain a provable convergence to global optima, which we call SQP-BB.
Numerical experiments suggest SQP performs well for large problems, whose termination requires only a small number of iterations, for instance, 4-7 iterations would be common. We use SQP-BB to check globality of the solutions of SQP in some examples. The result indicates that SQP yields global optima with high likelihood of occurrence.
Six benchmark examples are examined using SQP-BB. Computational results demonstrate that the significant generalization advantage of ψ-learning is realized by the computational tools developed here. For every single example, ψ-learning yields higher generalization accuracy than SVM.
ψ-learning
From a statistical perspective, training data (x i , y i ) n i=1 are sampled from a true yet unknown probability distribution, with y i = ±1 in binary classification.
Linear classification uses hyperplanes f (x) = w,x as decision functions, withx = (x, 1) and w =(w * , w d+1 ) = (w 1 , . . . , w d , w d+1 ) ∈ R d+1 . Here ·, · represents the inner product in the corresponding Euclidean space. The basic form of linear SVM, originated from the optimal separating hyper-plane in the separable case, minimizes a convex cost function:
, where ψ svm (z) = (1 − z) + is the hinge loss, and z + represents the positive part of z. Instead of using ψ svm , linear ψ-learning seeks w to minimize
where C > 0 controls the balance between the margin and training, and 2 w * 2 is the geometric margin in the separable case. Here ψ is required to satisfy the property:
where 0 < τ ≤ 1 and U > 0 are some constants. In implementation, a specific choice of ψ should be chosen depending on one's optimization strategy. In what follows, we shall use a ψ function, defined as ψ(z) = 0 if z ≥ 1, ψ(z) = 2(1 − z) if 0 ≤ z ≤ 1, and 2 otherwise. This ψ function, as displayed in Figure 2 , has the desirable DC property in that it has a DC representation. This property is the key to develop efficient computational algorithms. Since no differentiability is used in our algorithms, there is no obvious advantage of applying a smooth version of ψ. See Shen et. al (2003) for some discussions with regard to the choice of ψ.
Nonlinear classification uses flexible representations, with
, and
The kernel is required to satisfy Mercer's condition, which assures that
1/2 is a proper norm. The theory of reproducing kernel Hilbert space (RKHS), c.f., Wahba (1990 Wahba ( , 1999 , is useful to construct such a kernel. Then the cost function of nonlinear ψ-learning becomes
In the sequel, we shall adopt a generic form f (x) = x, w and the norm w * = w * , w * to represent both the linear and nonlinear cases with w being respectively d+1 and n+1 dimensional. The estimated decision function of ψ-learning is thenf (x) = ŵ,x , whereŵ is the minimizer of (1) or (3).
Non-convex minimization
For high-dimensional non-convex minimization, there is generally no efficient method to compute global optima. Figure 1 illustrates the level of difficulty of optimization in (1) and (3) . Fortunately, by exploiting the DC property of the ψ-function, we are able to develop efficient algorithms. 
DC decompositions
There have been major advances in computation of global optima when an objective function has a DC representation (An and Tao, 1997) . Such a decomposition plays an extremely critical role in determining the speed of convergence, stability, robustness, and globality of sought solutions. For our problem, we utilize the problem structure and decompose our cost function s in (1) or (3) into:
where
, where ψ 1 (z) is 0 if z ≥ 1 and −2(z − 1) otherwise; ψ 2 (z) is 0 if z ≥ 0 and −2z otherwise. The plot of this decomposition is given in Figure  2 . Note that s 1 is equivalent to the SVM cost function induced by twice of the hinge loss. Further, since the true generalization error is defined by a bounded loss function 1 − Sign, the unbounded nature of the SVM cost function introduces obvious bias when it is used to estimate the generalization error. In light of this, we interpret s 2 in (4) as a bias correction to the SVM cost function.
Differenced Convex Algorithms
Differenced convex algorithm (DCA) is among the rare algorithms which allow to solve large-scale non-convex minimization problems. As shown in An and Tao (1997) , when a DC decomposition is available, DCA constructs non-increasing upper envelopes of s, which yield sequential convex subproblems. This permits developing efficient algorithms for ψ-learning, especially so for largescale problems. There are basically two versions of DCA, regular and simplified, and we apply the simplified DCA. When (4) is given, the simplified DCA solves a sequence of primal and dual subproblems. It proceeds with construction of two sequences (w
. Minimizing it with respect to w yields w (k+1) . Similarly, y
is the minimizer of the kth dual subproblem after obtaining w (k+1) , which amounts to selecting a suitable sub-gradient of s 2 at w (k) . By convexity, these subproblems provide a sequence of non-increasing upper approximations to the original problem, leading to convergence of w (k) .
In our case, we derive a subgradient of s 2 at w (k) without solving the dual problem. Specifically,
Our algorithm solves a sequence of subproblems. At iteration k, only the primal subproblem is required to solve, which is equivalent to
This problem can be solved via quadratic programming (QP). By Kuhn-Tucker (KKT) ′ s condition, it is equivalent to the dual QP in Theorems 1 and 2.
Theorem 1: (Linear) The kth dual subproblem of (5) with
is the solution of (6).
Theorem 2:
(Nonlinear) The dual subproblem of (5) is (6) with x i , x j being replaced by K(x i , x j ) and V
yields that of (5) w
n+1 satisfies KKT's condition:
Algorithm 1: (SQP, Linear and Nonlinear)
Step 1: (Initialization) Specify initial value w (0) and tolerance error ε > 0.
Step 2: (Iteration) At iteration k, compute w (k+1) by solving (6).
Step 3:
Then the final solution w s is w (k+1) , which yieldsf (x) = w s ,x for (1) or (3).
Our numerical experience suggests that a good initial value enhances the chance of DCA to locate global optima. For both Algorithms 1 and 2, we recommend to use a SVM solution or any point with a smaller cost function value.
Two important features are built into SQP to guard against potential numerical problems and enhance its stability. First, linear programming (LP) is employed for w d+1 or w n+1 when there are no instances 2C >α i > 0 such that they can be determined by KKT's condition. Specifically, minimize (5) with respect to w d+1 or w n+1 via LP after substituting the values of {α
in f (k+1) . Second, a regularization technique is applied to replace the leading matrix K in QP by K + ρI for small ρ > 0 when it becomes ill-posed, although K is supposed to be positive definite. This regularization technique is equivalent to a different DC decomposition:
, for some ρ > 0 for improving the strength of convexity of the decomposition.
As shown in Theorem 3, SQP converges superlinear in that the number of iterations required for it to achieve precision ε is o(log(1/ε)). Based on our numerical experience, it normally terminates in 4-10 steps. The computational complexity of o(log(1/ε)) multiplied by that of QP, which is usually O(n 3 ).
An improvement over SVM in generalization usually occurs even when global optima have not been reached by SQP; see Tables 1 and 2 . This is mainly because s 2 corrects the bias due to imposed convexity to s 1 in (4). This aspect has been confirmed by our numerical experi-ence.
DCA and Branch-and-Bound
The method of BB can be used to globally solve minimization in (1) and (3). When it is suitably combined with SQP, it leads to a promising global minimization routine, which can substantially improve efficiency of BB and enhance globality of DCA. In what follows, we shall derive such an algorithm.
BB is composed of two critical operations: bounding and subdivision. The bounding operation constructs both upper and lower bounds of s, while the subdivision operation divides regions. A combination of both exclude infeasible regions and determine optimality of a solution. Because SQP tends to yield a sharp upper bound when it does not give global optima, convergence of BB expedites.
For the bounding operation, we obtain a good upper bound via the solution w s of SQP in that s(w s ) ≥ min w s(w). To construct a good lower bound, we first construct a tight convex envelop of the concave function −s 2 in (4) over a simplex S using a result of Falk and Hooeman (1976) . Specifically in the linear case, let v j ∈ V (S); j = 1, · · · , d + 2, be a collection of vertices of S. The convex envelop l s (w) of −s 2 (w) is a, w +a d+2 , obtained by solving a linear system of (d+2) equations with respect to (a = (
yielding a lower bound L(S), which is equivalent to solving the following problem. Theorem 4: (Lower bound, Linear) The dual problem of (7) is
subject to 2C α i 0; i = 1, 2, . . . , n, β 0, θ 0, t 0, and 5 , andw d+1 is chosen so that y i w,x i = 1 for any i with 2C >α i > 0. Here (α 1 , . . . ,α n ,β,θ,t) is the solution of (8), and H, g, A i ; i = 1, . . . , 4, a i ; i = 1, . . . , 6, are defined in the Appendix.
For the subdivision operation, we use a simplicial subdivision, and combine bisection via the longest edge with the radial partition, c.f., Horst and Tuy (1989) 
Our subdivision rule first uses the radial partition, then switches to bisection via the longest edge once the lower bounds become sufficiently good. This allows us to combine the advantages of the both partitions to enhance computational efficiency. Note that the first yields good lower bounds due to division of smaller subsimplices but does not assure convergence, while the second one assures convergence but is inefficient with computation of lower bounds for a large simplex. As a result, computational efficiency is enhanced. In the partition process, switching takes place for S if one of three conditions is met: 1) Five consecutive partitions have been completed, 2) L(S) becomes positive, and 3) the shortest edge of S is less than 10. Here 3) is for numerical stability.
To define an initial simplex S 0 centered at w (0) = (w 
Step 4: (Division) For each S kj ; j = 1, · · · , j k , apply the subdivision rule to divide S k into subsimplices S kj and compute L(S kj ) via (8) with S = S kj .
Step 5: (Updating and elimination) Apply SQP to S kj using the lower bound solution as an initial value and compute U (S kj ); j = 1, · · · , j k . Update the current best feasible point w (k+1) and the best upper bound
Theorem 5: (Convergence) The sequence w (k) converges to the global minimizer, i.e., lim k→∞ s(w (k+1) ) = min w s(w). Moreover, SQP-BB terminates finitely with precision ε > 0 in that |s(w s ) − min w s(w)| ≤ ε. Theorem 5 says that w s is an ε-global minimizer. Our numerical experience suggests that SQP-BB usually converges reasonably fast but more slowly than SQP. Computational complexity of SQP-BB is roughly o(log(1/ε)N n 3 ), with an upper bound of N being of order of 1/ε. Note that SQP is a special case of SQP-BB when h = ∞ and N = 0.
As shown in Table 1 , even if N is set to be small, it usually yields better solution than SQP. The computational cost of SQP-BB for linear problems is acceptable, while SQP with a good initial value is recommended for large problems. Interestingly, SQP-BB is parallelizable, permitting fast computation.
Numerical Analysis
The following numerical example examines the effectiveness of SQP and SQP-BB in terms of speed of convergence and globality of sought solutions. Here the QP and LP involved in SQP and SQP-BB are implemented via the IMSL QP and LP routines.
Consider a two-dimensional linear example of Shen et al. (2003), in which f
is generated as follows. First, (X i1 , X i2 ) n i=1 are sampled from the uniform distribution over the unit disk {(x 1 , x 2 ) : and Y i is assigned to 1 if X i1 ≥ 0 and −1 otherwise. Then randomly selected labels
are flipped, which generates a random sample for non-separable cases.
Three levels of contamination are considered: 0-flip, 10%-flip and 20%-flip, each with two different values C = 1, 10
3 . In each case, the percents of time for SQP to yield global optima based on 100 simulation replications are reported in Table 1 . The globality of solutions of SQP is determined by its agreement with the solutions of SQP-BB(N=∞), ignoring numerical rounding error that is less than ε > 0 used by SQP-BB. In the simulations, ε is set to be 10 −3 C. Numerical analyses for this linear problem indicate that SQP yields global optima with high likelihood, and termination occurs in 2-3 steps on average. It appears that whether it does so is random. This conclusion seems concordant with that of An and Tao (1997) for different problems, where numerical experiments for up to 30-dimensional problems were conducted. Furthermore, BB with N=100 seems to suffice in the case.
Performance Comparison
In this section we investigate the effectiveness of ψ-learning via SQP and SQP-BB(N), and compare it to SVM, in both simulated and benchmark examples. A testing error T (·) is used for any given method, which is av-eraged over 100 independent testing samples.
For simulation comparisons, we define the amount of improvement of ψ-learning over SVM as the percent of improvement of in terms of corresponding Bayesian regrets, that is,
where T (SV M ), T (ψ), and T (Bayes) are the testing errors for SVM, ψ-learning, and the Bayes error, respectively, with T (SV M )−T (Bayes) and T (ψ)−T (Bayes) the corresponding Bayesian regrets. This measure seems to be more sensible because a comparison is performed against the baseline error-the Bayes error T (Bayes), which is the testing error over a testing sample of large size, say 10 5 . For benchmark comparisons, because T (Bayes) is unknown, we then define the amount of improvement as
which may underestimate the improvement from the baseline error.
Simulation
For ψ-learning, SQP is applied to Examples 1 and 2 with the corresponding SVM solution as an initial value. To eliminate dependence of the performances of SVM and ψ-learning on tuning parameters, we perform a grid search to maximize the performances with respect to the tuning parameters. Example 1 (Linear): A random training sample of size n = 150 is generated as follows. First, generate (t 1 , t 2 ) from the standard bivariate t-distribution with degree 1. Second, randomly assign ±1 to each (t 1 , t 2 ). Third, generate (x 1 , x 2 ) as: x j = t j + a j ; j = 1, 2, with (a 1 , a 2 ) = (( √ 3.5, 0.5), (− √ 3.5, −0.5)) for positive and negative classes, respectively. In this example, we maximize the performance with respect to C over an interval (0, 10 4 ], with 9, 9, 9, 9, 99, and 10 uniformly grid points over [10 −3 , 10 −2 ), [10 −2 , 10 −1 ), [10 −1 , 1), [1, 10) , [10, 10 3 ) and [10 3 , 10 4 ], for evaluation, that is, 10 −3 i; i = 1, · · · , 9, 10 −2 i; i = 1, · · · , 9, 10 −1 i; i = 1, · · · , 9, i; i = 1, · · · , 9,10i; i = 1, · · · , 99, 10 3 i; 
The smallest average testing errors as well as the average number of support vectors of SVM and ψ-learning are summarized in Table 2 . Example 1 shows that ψ-learning is more robust to outliers than SVM.
Example 2 (Nonlinear): A random sample of size n = 150, 300 is generated as follows. First, randomly sample positive and negative class labels. For the positive class, generate (x 1 , x 2 ) from the standard bivariate t-distribution with degree 1. For the negative class, randomly generate (x 1 , x 2 ) from the mixture of the standard bivariate t-distribution with degree 1 and the standard bi-
2 ) is applied to SVM and ψ-learning. Here the optimal C is chosen via grid search over interval (0, 10 4 ], to maximize the performance of each method, The grid points are chosen in the same manner as in Example 1. For σ, it is set to be the median distance between the positive and negative classes. This is because C and σ 2 play the similar role, and it is easier to optimize over C if σ 2 is estimated. The numerical results are summarized in Table 3 . As expected, ψ-learning outperforms SVM as in Example 1. The amount of improvement, however, depends on the sample size. In this nonlinear case, the choice of tuning parameters C and σ 2 appears to be more critical. In summary, ψ-learning outperforms SVM in both the linear and nonlinear cases with improvement ranging from 20.5% to 76.2%. In addition, the average number of support vectors of ψ-learning is smaller than that of SVM in all the cases. This suggests that ψ-learning yields more sparse solutions than SVM. Moreover, ψ-learning is insensitive to outliers while SVM seems quite sensitive.
Benchmark
We now examine ψ-learning using SQP-BB(N=100) and compare it to SVM on 6 different benchmark examples: Wisconsin Breast Cancer (WBC , Wolberg and Mangasarian, 1990), Liver-disorders and Page-Block (the UCI Machine Learning Repository, Murphy and Aha, 1992) , and Heart, Breast Cancer (Breast C) and Thyroid (Rätsch, Onoda and Müller, 2001) . The examples used here are those reasonable for linear or kernel-based learning. For WBC, Liver and Page-Block examples, we randomly divide each data set into two halves, for testing and training. In the Page-Block example, in particular, we choose the horizontal line and picture classes with 329 and 115 cases respectively to be the binary classes. In the case where the sample size is odd, the size of training is one larger than that of testing. For Heart, Breast C, and Thyroid examples, they are originally not binary classification, hence that a random partition into two classes is applied and are available on http://mlg.anu.edu.au/∼raetsch/data/, c.f., Rätsch et al. (2001) . For the same randomly selected training and testing sets, SVM and ψ-learning are compared, where SQP-BB(N=100) is used for ψ-learning, with N = 100 and h = 25 for linear training. Their performances averaged over these 100 randomly selected pairs are compared, which are minimized over C in interval (0, Table 4 for linear learning with SQP-BB(N=100), in Table 5 for polynomial kernels, and in Table 6 for Gaussian kernels with SQP. Here K(x, y) = x, y in the linear case, K(x, y) = (1 + x, y ) 2 in the polynomial kernel case, and K(x, y) exp(− 1 σ 2 x − y 2 ) in the Gaussian kernel case.
We make the following observations regarding SVM and ψ-learning based on Tables 4-6. (1) Testing correctness of ψ-learning is higher than SVM on all benchmark datasets, for both linear and nonlinear learning.
(2) On average, ψ-learning reduces the number of support vectors of SVM. The percent of reduction, however, varies.
(3) Computing times for ψ-learning were about 7 times higher than those of SVM on average. The additional times are used for iteration, correcting the bias introduced by imposed convexity for SVM, while storage space for ψ-learning is only slightly higher.
In Tables 5 and 6 , the percentage improvement is very modest. This is likely due to the fact that with kernel learning, the excess error rate (9) of the SVM over the Bayes error rate is probably of less than 10% already; so even if ψ-learning can reduce the excess error rate (9) by 50%, it will only show up as an improvement of just a few percent according the computable index (10) , which is only a lower bound of (9) .
The numerical results here are consistent with the theoretical findings in Shen et al. (2003) .
Appendix
Proof of Theorem 1: The kth subproblem (5) can be written as
, which, after introducing n slack variables ξ i ; i = 1, · · · , n, is equivalent to min w (
To solve this problem, we introduce Lagrangian multipliers to yield
where α i ≥ 0 and γ i ≥ 0; i = 1, · · · , n. After differentiating L with respect to (w, ξ, α, γ) and letting the derivatives be zero, we obtain that w
. This yields (6) after ignoring constant terms. To derive the corresponding constraints, we note that C − 
Proof of Theorem 2:
The proof is essentially the same as that in Theorem 1 with slight modifications, and thus is omitted. Proof of Theorem 3: We will only prove the linear case as the nonlinear case can be treated similarly. It follows from Theorem 6 of An and Tao (1997) that s(w (k) ) is non-increasing with respect to k and lim k→∞ w (k+1) − w (∞) = 0. ¿From (6), we know that w (k+1) = w (k) + F (w (k) ), where F is a continuous mapping from R d+1 to R d+1 . By the assumption, there does not exist x * such that w (∞) , x * = 0. By continuity, this property holds in a small w-neighborhood of w (∞) . Because ψ(z) is smooth when z stays away from the origin, the derivative F ′ exists and satisfies the Lipschitz condition F ′ (w) − F ′ (w (∞) ) ≤ c w − w (∞) for a constant c > 0 for any w in a small neighborhood of w (∞) . The convergence result then follows from Theorem 2. Since λ d+2 = 1− d+1 i=1 λ i , w can be written as Aλ+v d+2 with A = (v 1 − v d+2 , . . . , v d+1 − v d+2 ). This yields that λ = A −1 (w − v d+2 ), subject to λ ≥ 0 and 1 T λ ≤ 1. Write the convex envelop l s (w) as a 1 , w * + a 2 w d+1 + a d+2 , where a 1 and a 2 are (d + 1)-dimensional and one-dimensional, respectively. Then (7) 
+t(a 5 w * + a 6 w d+1 − a 7 ), where α 0, r 0, β 0, θ 0, and t 0. After differentiating L with respect to (w, ξ) and letting the derivatives be zero, we obtain that C =
