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Abstract
This paper deals with the reaction–diffusion system known as the Sel’kov model
with the homogeneous Neumann boundary condition. This model has been applied to
various problems in chemistry and biology. We ﬁrst give a priori estimates (positive
upper and lower bounds) of positive steady states, and then study the non-existence,
bifurcation and global existence of non-constant positive steady states as the parameters l and
y are varied.
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1. Introduction
In this paper we deal with the reaction–diffusion system known as the Sel’kov
model (see [34]). This system was ﬁrst proposed as a model for glycolysis and has
been used in various forms in the study of morphogenesis, population dynamics and
autocatalytic oxidation reactions (see [18,30,33], respectively). In its simpliﬁed and
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non-dimensionalized form, the system is
ut  yDu ¼ lð1 uvpÞ; xAO; t > 0;
vt  Dv ¼ lðuvp  vÞ; xAO; t > 0;
@u
@n ¼ @v@n ¼ 0; xA@O; t > 0;
uðx; 0Þ ¼ u0ðxÞX0; vðx; 0Þ ¼ v0ðxÞX0; xAO;
8>><
>>>:
ð1:1Þ
where O is a bounded domain in Rn with smooth boundary @O; n is the outward unit
normal vector on @O; and the parameters y; l and p are positive constants. The
variables u and v represent concentrations or densities and so are usually considered
to be non-negative.
The main aim of this paper is to study the non-constant positive steady states of
(1.1), i.e. the existence and non-existence of non-constant positive solutions of the
following elliptic system:
yDu ¼ lð1 uvpÞ; xAO;
Dv ¼ lðuvp  vÞ; xAO;
@u
@n ¼ @v@n ¼ 0; xA@O:
8><
>: ð1:2Þ
Previous numerical and analytical studies of the system (1.2) have focused on
changes to the local and global structure of the solution set as the parameter l is
varied (this parameter may be considered as a measure of the domain size), please see
[12,23] for one spatial dimension, [3,11] for two spatial dimensions and [7] for n
spatial dimensions ðn ¼ 1; 2; 3Þ: These results indicate that an intricate web of
interlinking solution branches exists in l ðu; vÞ space. The structure of this web is
dependent on the boundary conditions (Neumann or Dirichlet) and parameters.
In paper [7], Davidson and Rynne obtained a priori upper bounds of positive
classical solutions of (1.2) in the case where 0opoN if the dimension n ¼ 1; 2 and
0opo3 if n ¼ 3: Moreover, they studied the existence of non-constant positive
solutions of (1.2) for the suitable ranges of p; y and l (p and y were considered to be
ﬁxed, and l as a bifurcation parameter). Let
0 ¼ m0om1om2om3o? ð1:3Þ
be the eigenvalues of the operator D on O with homogeneous Neumann boundary
condition (here mi may be multiple), and let
n7i ¼ 12 mifðp  1Þy 17
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
½ðp  1Þy 12  4y
q
g; i ¼ 0; 1; 2;y : ð1:4Þ
The conditions of paper [7] on the existence of non-constant positive solutions imply
that mi are all simple, and
ðp  1Þy > 1; ðp  1Þy 1 > 2
ﬃﬃﬃ
y
p
; nþi an

j for all i; jX1:
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These conditions make more restrictions on the ranges of the parameters p; y and the
domains O:
In the present paper, we consider p and l (or p and y) to be ﬁxed, and y (or l) as a
bifurcation parameter, and give a different description from that of [7] for the
existence of non-constant positive solutions to (1.2) under ‘‘weak’’ conditions (mi
may be multiple and some positive elements of fn7i gNi¼1 may be equal). The
organization of this paper is as follows. In Section 2, we ﬁrst study the stability of a
constant solution ðu; vÞ ¼ ð1; 1Þ: In Section 3 we shall establish a priori upper and
lower bounds for the positive solutions of (1.2). In Section 4, we prove the non-
existence of non-constant positive solutions for the small l: In Section 5 we study the
bifurcation of non-constant positive solutions (consider y and l as the bifurcation
parameters respectively), while we discuss the global existence (in y and l;
respectively) of non-constant positive solutions in Section 6. Throughout the paper
we assume that n ¼ 1; 2 or 3 (this is the physically relevant case). We remark also
that for the model studied here, similar results to those described in this paper could
be obtained for n ¼ 4 or 5, but the range of p values allowed becomes very restricted.
Typically, there are two methods in establishing the existence of non-trivial
solutions for elliptic system. One is a bifurcation technique that we shall use in this
paper. In this direction, there are quite a number of works for population dynamics
and chemical reaction dynamics. For ecological competition models, see
[6,8,14,24,28], and references therein. For predator–prey models, see [1,4,13,29,35].
For the chemical reaction models, see [2,7,12,15,16] and references therein. A
variation of the bifurcation technique is through a powerful Leray–Schauder degree
theory (incorporated with difﬁcult a priori estimates); see [25–27] for competition
models, and [5,9,10,21,37] for predator–prey models. The other method is a singular
perturbation; see, for instance, [19,20] for predator–prey models.
2. Stability of the constant solution ðu; vÞ ¼ ð1; 1Þ
Set
X ¼ fðu; vÞA½C1ð %OÞ2 j @u=@n ¼ @v=@n ¼ 0 on @Og;
Bd ¼ fðu; vÞAX j jjðu; vÞjjXodg; d > 0;
EðmÞ ¼ ff j  Df ¼ mf in O; @f=@n ¼ 0 on @Og; mAR1;
ffijgdimfEðmiÞgj¼1 is an orthonormal basis of EðmiÞ; Xij ¼ fcfij j cAR2g;
where dimfEðmiÞg is the dimension of EðmiÞ: We decompose
X ¼"Ni¼1Xi; where Xi ¼ "
dimfEðmiÞg
j¼1
Xij ;
i.e. Xi is the eigenspace corresponding to mi:
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It is obvious that ðu; vÞ ¼ ð1; 1Þ is the unique positive constant solution of (1.2).
The linearization of (1.1) at ðu; vÞ ¼ ð1; 1Þ is
d
dt
u
v
 !
¼ yDu
Dv
 !
þ l lp
l lðp  1Þ
 !
u
v
 !
þ f1ðu  1; v  1Þ
f2ðu  1; v  1Þ
 !
;
where fiðz1; z2Þ ¼ Oðz21 þ z22Þ; i ¼ 1; 2:
Theorem 2.1. If po2 and lðp  1Þpm1: Then the positive constant solution ðu; vÞ ¼
ð1; 1Þ is uniformly asymptotically stable.
Proof. Denote
L ¼ yD l lp
l Dþ lðp  1Þ
 !
:
For each i; i ¼ 0; 1; 2;y;Xi is invariant under the operator L; and x is an
eigenvalue of L on Xi if and only if x is an eigenvalue of the matrix
Ai ¼
ymi  l lp
l mi þ lðp  1Þ
 !
:
Since
det Ai ¼ y½m2i  lðp  1Þmi þ lmi þ l2; Tr Ai ¼ ð1þ yÞmi þ ðp  2Þl;
where det Ai and Tr Ai are the determinant and trace of Ai; respectively, direct
computations show that det Ai > 0 and Tr Aio0 under our assumptions. Therefore,
two eigenvalues xþi and x

i of Ai have negative real parts. Since mi is increasing with i
and mi-N as i-N; it follows that Re x
7
0 ¼ lðp  2Þ=2o0; and for any iX1 the
following hold:
(i) If ðTr AiÞ2  4 det Aip0 then
Re x7i ¼ 12 Tr Ai ¼ 12ðð1þ yÞmi þ ðp  2ÞlÞ
p 1
2
ðð1þ yÞm1 þ ðp  2ÞlÞo0:
(ii) If ðTr AiÞ2  4 det Ai > 0 then (since det Ai > 0 and Tr Aio0)
Re xi ¼ 12ðTr Ai 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTr AiÞ2  4 det Ai
q
Þp1
2
Tr Ai
p 1
2
ðð1þ yÞm1 þ ðp  2ÞlÞo0;
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Re xþi ¼ 12ðTr Ai þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTr AiÞ2  4 det Ai
q
Þ ¼ 2 det Ai
Tr Ai 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðTr AiÞ2  4 detAi
q
p det Ai
Tr Ai
o d
for some d > 0 which does not depend on i: The above arguments show that there
exists a positive constant d; which does not depend on i; such that
Re x7i o d for all i:
And consequently, the spectrum ofL lies in fRe xo dg (since the spectrum ofL
consists of eigenvalues). By Theorem 5.1.1 of [17, p. 98] we know that our result
holds. The proof is completed. &
Remark 2.1. If pp1 then the positive constant solution ðu; vÞ ¼ ð1; 1Þ is uniformly
asymptotically stable. And hence, it is difﬁcult to expect the bifurcation of (1.2) near
ðu; vÞ ¼ ð1; 1Þ: For discussing the bifurcation of (1.2) near ðu; vÞ ¼ ð1; 1Þ; it is
reasonable to assume that p > 1:
Remark 2.2. Considering the spatially homogeneous counterpart of (1.1)
du
dt
¼ lð1 uvpÞ; t > 0;
dv
dt
¼ lðuvp  vÞ; t > 0:
8><
>: ð2:1Þ
From the proof of Theorem 2.1 we see that if po2; then, the equilibrium ðu; vÞ ¼
ð1; 1Þ of (2.1) is uniformly asymptotically stable. Theorem 2.1 shows that if po2 and
lðp  1Þpm1; then, no Turing instability occurs. Here, the Turing instability [36]
refers to the diffusion-induced instability, i.e., the stability of a constant equilibrium
changing from stable, for the ODE dynamics (2.1), to unstable, for the parabolic
PDE dynamics (1.1). Similar to the proof of Theorem 2.1 we have that if po2 and
lðp  1Þ > m1; then the operator L has at least one eigenvalue which has positive
real part provided that y is large, and hence system (1.1) experiences a Turing
instability.
3. A priori estimates
We ﬁrst state two propositions. The ﬁrst one is due to Lou and Ni [26], and the
second one to Lin et al. [22].
Proposition 3.1 (Lou and Wi [26]). Suppose that gACð %O R1Þ:
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(i) If wAC2ðOÞ-C1ð %OÞ satisfies
DwðxÞ þ gðx;wðxÞÞX0; xAO; @w
@Z
p0; xA@O
and wðx0Þ ¼ max %O w; then gðx0;wðx0ÞÞX0:
(ii) If wAC2ðOÞ-C1ð %OÞ satisfies
DwðxÞ þ gðx;wðxÞÞp0; xAO; @w
@Z
X0; xA@O
and wðx0Þ ¼ min %O w; then gðx0;wðx0ÞÞp0:
Proposition 3.2 (Harnack Inequality; [22]). Let wAC2ðOÞ-C1ð %OÞ be a positive
solution to DwðxÞ þ cðxÞwðxÞ ¼ 0 in O subject to homogeneous Neumann boundary
condition with cACð %OÞ: Then there exists a positive constant C
*
¼ C
*
ðn;O; jjcjjNÞ
such that
max
%O
wpC
*
min
%O
w:
Theorem 3.1. Let y0;P;L be positive numbers with, if n ¼ 3;Po5=2 ð¼ ðn þ 2Þ=
ð2ðn  2ÞÞÞ: Then there exist positive constants
%
C and %C; which depend only on
y0;P;L; n and O but not on y; such that if yXy0; 1pppP and 0olpL; then any
positive classical solution ðu; vÞ of (1.2) satisfies
%
Comin
%O
fuðxÞ; vðxÞgpmax
%O
fuðxÞ; vðxÞgo %C: ð3:1Þ
Proof. Step 1: The upper bounds of ðu; vÞ: In the following we denote by C the generic
positive constants which depends only on P;L; n and O; but not on y; and by %C the
generic positive constants which depends only on y0;P;L; n and O; but not on y: By
meticulous calculations, it follows from the proof of Theorem 2.1 of [7] thatZ
O
uvp dx ¼
Z
O
v dx ¼ jOj; %v ¼ 1;
jju  %ujj1;2pCy1=2 %u1=2; %upCð1þ y1 þ ybÞ for some b > 1;
where
%f ¼ 1jOj
Z
O
f ðxÞ dx for all fAL1ðOÞ:
Consequently,
jjujj1;2pjOj1=2ð1þ y1 þ ybÞ þ Cðy1 þ y2 þ yb1Þ1=2p %C: ð3:2Þ
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Multiplying the second equation of (1.2) by v  %v ¼ v  1 and integrating the
results over O we haveZ
O
jrðv  1Þj2 dx ¼ l
Z
O
ðuvp  vÞðv  1Þ dx ¼ l
Z
O
ðuvp þ 1 vÞðv  1Þ dx
¼  l
Z
O
ðv  1Þ2 þ l
Z
O
ðuvpþ1  uvpÞ dx
¼  l
Z
O
ðv  1Þ2 þ l
Z
O
uvpþ1 dx  ljOj
p l
Z
O
uvpþ1 dx: ð3:3Þ
We ﬁrst consider the case n ¼ 3: Choose
a ¼ 4 pðn  2Þ
n þ 2 pðn  2Þ ¼
4 p
5 p:
Then aAð0; 1Þ: Using the Ho¨lder inequality and the embedding relation
W 1;2ðOÞ+L6ðOÞ we haveZ
O
uvpþ1 dx ¼
Z
O
uavpau1av1þpð1aÞ dx
p
Z
O
uvp dx

 a Z
O
uvpþ1=ð1aÞ dx

 1a
¼ jOja
Z
O
uv5 dx

 1a
p jOja
Z
O
u6 dx

 ð1aÞ=6 Z
O
v6 dx

 5ð1aÞ=6
pCjOjajjujj1a1;2 jjvjj5ð1aÞ6 : ð3:4Þ
The condition ppPo5=2 implies 1o5ð1 aÞo2: Applying
jjvjj6 ¼ jjv  1þ 1jj6pjjv  1jj6 þ jOj1=6
and the Poincare´ inequality: jjv  %vjj1;2pCjjrðv  %vÞjj2; it follows from (3.4) thatZ
O
uvpþ1 dxpCjjujj1a1;2 1þ jjv  1jj5ð1aÞ6
 
pCjjujj1a1;2 1þ jjv  1jj5ð1aÞ1;2
 
pCjjujj1a1;2 1þ jjrðv  1Þjj5ð1aÞ2
 
: ð3:5Þ
Combining (3.3) with (3.5) we have
jjrðv  1Þjj22 ¼
Z
O
jrðv  1Þj2 dxpCjjujj1a1;2 1þ jjv  1jj5ð1aÞ1;2
 
:
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Using 5ð1 aÞo2; it follows that
jjv  %vjj1;2 ¼ jjv  1jj1;2p %C:
Therefore
jjvjj1;2p %C:
If n ¼ 1 or 2; the proof is similar (more simple).
Note that the ﬁrst equation of (1.2) can be written as
Du ¼ lð1 uvpÞ=y; xAO;
using the arguments in the proof of Theorem 3.1 of [7] we have that, for some
0oao1;
jjujjC1;að %OÞpCðly1 þ y1 %CÞp %C; jjvjjC1;að %OÞp %C: ð3:6Þ
Consequently,
jjujjNp %C; jjvjjNp %C: ð3:7Þ
Step 2: The lower bounds of ðu; vÞ: Let x0A %O be such that uðx0Þ ¼ min %O u:
Assertion (ii) of Proposition 3.1 implies
lð1 uvpÞjx¼x0p0:
Applying (3.7) we have
1puðx0Þvpðx0Þp %Cpuðx0Þ; i:e: min
%O
u ¼ uðx0ÞX %Cp: ð3:8Þ
Let cðxÞ ¼ lðuðxÞvp1ðxÞ  1Þ then v satisﬁes
Dv ¼ cðxÞv; vðxÞ > 0 in O; @v
@n
¼ 0 on @O:
Proposition 2 implies that
C
*
min
%O
vXmax
%O
v: ð3:9Þ
On the contrary we assume that the lower bound of v is not true, then there
exist sequences fyigNi¼1; fligNi¼1 and fpigNi¼1 with yiXy0; 1ppipP and 0olipL;
and the corresponding positive classical solutions ðui; viÞ of (1.2) such that
min %O vi-0 as i-N: From (3.9) we see that vi-0 uniformly on %O as i-N: Since
yiXy0; 1ppipP and 0olipL; for each i; the corresponding (3.7) and (3.8) hold.
The regularity results show that there exists a subsequence of fuig; we denote also by
fuig; and a function uACð %OÞ such that ui-u uniformly on %O as i-N: It follows
from (3.7) and (3.8) that u is positive on %O: For each i; from the differential equation
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of ui we have
0 ¼ li
Z
O
ð1 uivpi Þ dx; i:e:
Z
O
uiv
p
i dx ¼ jOj:
Since ðui; viÞ-ðu; 0Þ uniformly on %O as i-N; it is a contradiction. The proof is
completed. &
Theorem 3.2. Let
%
y; %y;P;L be positive numbers with, if n ¼ 3; Po3: Then there exist
positive constants
%
K and %K; which depend only on
%
y; %y;P;L; n and O; such that if
%
ypyp%y; 1pppP and 0olpL; then any positive classical solution ðu; vÞ of (1.2)
satisfies
%
Komin
%O
fuðxÞ; vðxÞgpmax
%O
fuðxÞ; vðxÞgo %K: ð3:10Þ
Proof. The right-hand side of (3.10) follows from Theorem 3.1 of [7]. Same as step 2
in the proof of Theorem 3.1 we have the left-hand side of (3.10). &
Similar to the proof of Theorem 3.1 of [7] we have the following two theorems.
Theorem 3.3. Suppose that the hypotheses of Theorem 3.1 hold. Then, for any positive
integer k; there exists a positive constant C; which depends only on k; y0;P;L; n and O;
but not on y; such that if y > y0; 1pppP and 0olpL; then every positive classical
solution ðu; vÞ of (1.2) lies in Ckð %OÞ  Ckð %OÞ and
jjujjCkð %OÞ þ jjvjjCkð %OÞpC: ð3:11Þ
Theorem 3.4. Suppose that the hypotheses of Theorem 3.2 hold. Then, for any positive
integer k; there exists a positive constant K; which depends only on k;
%
y; %y;P;L; n and
O; such that if
%
ypyp%y; 1pppP and 0olpL; then every positive classical solution
ðu; vÞ of (1.2) lies in Ckð %OÞ  Ckð %OÞ and
jjujjCkð %OÞ þ jjvjjCkð %OÞpK : ð3:12Þ
4. Non-existence of non-constant positive solutions
In this section we will prove that for any ﬁxed p : 1pppP (Po3 if n ¼ 3) and
y > 0; if l > 0 is small then (1.2) has no non-constant positive solution.
Theorem 4.1. Let
%
y; %y and P be positive numbers with, if n ¼ 3; Po3: Then there
exists ln > 0; which depends only on
%
y; %y; P; n and O; such that (1.2) has no non-
constant positive classical solution provided that
%
ypyp%y; 1pppP and 0olpln:
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Proof. Choose L ¼ 1; and let
%
K and %K be given by (3.10) (Theorem 3.2). Assume
that ðu; vÞ is a positive classical solution of (1.2) with 0olp1; 1pppP and
%
ypyp%y: Then
%
KouðxÞ; vðxÞo %K for all xA %O ð4:1Þ
by Theorem 3.2. Multiplying the ﬁrst equation of (1.2) by ðu  %uÞ; and integrating
the results over O we have that
y
Z
O
jrðu  %uÞj2 dx ¼ l
Z
O
ð1 uvpÞðu  %uÞ dx ¼ l
Z
O
ð %u%vp  uvpÞðu  %uÞ dx
¼  l
Z
O
fvpðu  %uÞ2 þ p %uxp1ðv  %vÞðu  %uÞg dx
p lp %Kp
Z
O
jv  %vj ju  %uj dx
p 1
2
lp %Kp
Z
O
jv  %vj2 dx þ
Z
O
ju  %uj2 dx

 
; ð4:2Þ
where xðxÞ lies between v and %v: Applying the Poincare´ inequality:
jjw  %wjj21;2pcjjrðw  %wÞjj2 for all wAH1ðOÞ;
where c is a positive constant which depends only on n and O; it follows from (4.2)
that
y
Z
O
jrðu  %uÞj2 dxplcˆ %Kp
Z
O
jrðv  %vÞj2 dx þ
Z
O
jrðu  %uÞj2 dx

 
; ð4:3Þ
where cˆ depends only on P; n and O:
Multiplying the second equation of (1.2) by ðv  %vÞ and integrating the results over
O; similar to the above arguments we have
Z
O
jrðv  %vÞj2 dxplcˆ %Kp
Z
O
jrðu  %uÞj2 dx þ
Z
O
jrðv  %vÞj2 dx

 
: ð4:4Þ
Adding (4.3) and (4.4) we obtain
Z
O
ðyjrðu  %uÞj2 þ jrðv  %vÞj2Þ dxplcˆ %Kp
Z
O
jrðu  %uÞj2 dx þ
Z
O
jrðv  %vÞj2 dx

 
:
This shows that if l is small enough then rðu  %uÞ ¼ rðv  %vÞ  0 and hence
u  %u; v  %v:
Consequently, u  1; v  1: The proof is completed. &
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By the same arguments as that of Theorem 4.1 we have
Theorem 4.2. Let y0 and P be positive numbers with, if n ¼ 3; Po5=2: Then there
exists ln > 0; which depends only on y0; P; n and O; such that (1.2) has no non-
constant positive classical solution provided that yXy0; 1pppP and 0olpln:
5. Bifurcation
To discuss the existence of non-constant positive classical solutions to (1.2), it is
reasonable to assume that p > 1 by Remark 2.1. We follow the notations of Section 2
in the following. Throughout this section we assume that 1pnp3; and po3 if n ¼ 3:
Denote u ¼ ðu; vÞ and un ¼ ð1; 1Þ:
5.1. Bifurcation on the parameter y
In this sub-section, let l > 0 be ﬁxed, and consider y > 0 as the bifurcation
parameter. We deﬁne
Sp ¼ fm1; m2; m3;yg;
MðyÞ ¼ m > 0 y1 ¼ m½lðp  1Þ  m
lðlþ mÞ

 
for y > 0:
ThenMðyÞ contains at most two elements for any y > 0: Especially, if ð1þ y1  pÞ2
> 4y1 then MðyÞ ¼ | or contains two elements.
We say that ð#y; unÞAð0;NÞ  X is a bifurcation point to (1.2) if for any d : 0odo#y;
there exists yA½#y d; #yþ d; such that (1.2) has non-constant positive classical
solution. Otherwise, we say that ð#y; unÞ is a regular point to (1.2).
Theorem 5.1 (Local bifurcation). Let #y > 0 be any number. Considering the
equilibrium ðy; uðÞÞ ¼ ð#y; unÞ of (1.2).
(i) If Sp-Mð#yÞ ¼ |; then ð#y; unÞ is a regular point to (1.2).
(ii) If #y satisfies ð1þ #y1  pÞ2 > 4#y1; Sp-Mð#yÞa| and the sumP
miAMð#yÞ dim EðmiÞ is odd, then ð#y; u
nÞ is a bifurcation point to (1.2).
Proof. Denote
FðuÞ ¼ ly
1ð1 uvpÞ
lðuvp  vÞ
 !
; A ¼ ly
1 lpy1
l lðp  1Þ
 !
;
then DuFðunÞ ¼ A; and (1.2) can be written as
Du ¼ FðuÞ; xAO;
@u
@n ¼ 0; xA@O:
(
ð5:1Þ
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Let FðxÞ ¼ u un; then (5.1) is equivalent to
DF ¼ Fðun þ FÞ; xAO;
@F
@n ¼ 0; xA@O:
(
ð5:2Þ
F solves (5.2) if and only if it satisﬁes
f ðy;FÞ :¼ F ðI DÞ1fFðun þ FÞ þ Fg ¼ 0 on X;
where ðI DÞ1 is the inverse of I D with the homogeneous Neumann boundary
condition. The direct computation gives
DFf ðy; 0Þ ¼ I ðI DÞ1ðA þ IÞ:
Similar to the proof of Theorem 2.1 we have that for each Xi; x is an eigenvalue of
DFf ðy; 0Þ on Xi if and only if xð1þ miÞ is an eigenvalue of the matrix
Bi ¼ miI A ¼
mi þ ly1 lpy1
l mi  lðp  1Þ
 !
:
It is straightforward to calculate
detBi ¼ y1lðmi þ lÞ  mi½lðp  1Þ  mi; Tr Bi ¼ 2mi þ lð1þ y1  pÞ:
(i) If Sp-Mð#yÞ ¼ | then det Bia0 for all i; i.e. 0 is not the eigenvalue of DFf ð#y; 0Þ:
This implies that DFf ð#y; 0Þ has a bounded inverse from X to itself, i.e. DFf ð#y; 0Þ is a
homeomorphism from X to itself. The implicit function theorem shows that for all y
close to #y; F ¼ 0 is the only solution to f ðy;FÞ ¼ 0 in the small neighborhood of the
origin, i.e. ð#y; unÞ is a regular point of (1.2).
(ii) We ﬁrst remark that under the assumptions of (ii), 0 is a simple eigenvalue of
the matrix Bi for any i satisfying miASp-Mð#yÞ: On the contrary we suppose that
the second assertion of the theorem is false. Then there exists a #y > 0 satisfying
ð1þ #y1  pÞ2 > 4#y1 such that the followings are true:
(a) Sp-Mð#yÞa|; and the sum
P
miAMð#yÞ dim EðmiÞ is odd,
(b) There exists d : 0odo#y such that for every yA½#y d; #yþ d; F ¼ 0 is the only
solution to f ðy;FÞ ¼ 0 in Bd:
Since f ðy; Þ is a compact perturbation of an identity function and F ¼ 0 is the
only solution to f ðy;FÞ ¼ 0 in Bd for all yA½#y d; #yþ d; the Leray–Schauder
degree degðf ðy; Þ;Bd; 0Þ is well-deﬁned and does not depend on yA½#y d; #yþ d:
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In addition, for those yA½#y d; #yþ d; where DFf ðy; 0Þ is invertible,
degðf ðy; Þ;Bd; 0Þ ¼ ð1ÞnðyÞ where nðyÞ is the total number of negative eigenvalues
(counting multiplicity) of DFf ðy; 0Þ:
Denote
Hðm; yÞ ¼ detðmI AÞ ¼ y1lðmþ lÞ  m½lðp  1Þ  m;
then Hyðm; yÞo0 for all y > 0 and m > 0: Since Sp does not have any accumulating
points, by taking smaller positive d; we may assume that if yA½#y d; #yÞ,ð#y; #yþ d
thenMðyÞ-Sp ¼ |: Therefore, DFf ðy; 0Þ is invertible for all yA½#y d; #yÞ,ð#y; #yþ d:
Note that X ¼"Ni¼0Xi; where Xi is the eigenspace corresponding to mi: Also, for
each i and yA½#y d; #yþ d; Xi is invariant for DFf ðy; 0Þ and the number of negative
eigenvalues of DFf ðy; 0Þ on Xi is the same as that of the matrix I ð1þ miÞ1ðA þ IÞ
or the matrix miI A: Hence, modulo 2, the number of negative eigenvalues of
DFf ðy; 0Þ on Xi is the same as
1
2
ð1 sgnfdetðmiI AÞgÞ ¼ 12ð1 sgnfHðmi; yÞgÞ
provided that Hðmi; yÞa0; where sgnfzg is the sign of z:
For every i; if mieMð#yÞ; then the number of negative eigenvalues of DFf ðy; 0Þ on
Xi is independent of yA½#y d; #yþ d: If miAMð#yÞ; then the difference between the
number of negative eigenvalues of DFf ðy; 0Þ on Xi for y ¼ #y d and y ¼ #yþ d is
one since Hðmi; #yþ dÞHðmi; #y dÞo0: Thus, modulo 2, nð#yþ dÞ  nð#y dÞ is equal
to the sum
P
miAMð#yÞ dim EðmiÞ; which is odd. Therefore, degðf ð#y d; Þ;Bd; 0Þa
degðf ð#yþ d; Þ;Bd; 0Þ; and we have a contradiction. This contradiction shows that
ð#y; unÞ is a bifurcation point to (1.2). &
Remark 5.1. If ð1þ #y1  pÞ2o4#y1; then Mð#yÞ ¼ |: If ð1þ #y1  pÞ2 ¼ 4#y1 and
Sp-Mð#yÞa|; then Mð#yÞ contains a unique element mi for a certain i : iX1; and
mi ¼ lðp  1 #y1Þ=2: Therefore, detBi ¼ 0 and TrBi ¼ 0; which implies that 0 is the
double eigenvalue of the matrix Bi: And consequently, 0 is the even-multiple
eigenvalue of the operator DFf ðy; 0Þ: In the case of ð1þ #y1  pÞ2 ¼ 4#y1 and
Sp-Mð#yÞa|; we should instead of
P
miAMð#yÞ dim EðmiÞ by 2
P
miAMð#yÞ dim EðmiÞ;
which is even. This shows that the assumption ð1þ #y1  pÞ2 > 4#y1 is reasonable in
order to prove that ð#y; unÞ is a bifurcation point. This remark is true for the following
Theorem 5.3.
Theorem 5.2 (Global bifurcation). Let #y > 0 be any number satisfying ð1þ #y1  pÞ2
> 4#y1: If Sp-Mð#yÞa| and the sum
P
miAMð#yÞ dim EðmiÞ is odd. Then, there exists an
interval ða; bÞCRþ such that for every yAða; bÞ; (1.2) admits a non-constant positive
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classical solution. In addition, one of the following holds:
(i) #y ¼ aoboN and Sp-MðbÞa|;
(ii) 0oaob ¼ #y and SP-MðaÞa|;
(iii) ða; bÞ ¼ ð#y;NÞ;
(iv) ða; bÞ ¼ ð0; #yÞ:
Proof. Let
G ¼ fy > 0 j Sp-MðyÞa|g;
S ¼ closurefðy; uÞARþ  X j u > 0; uaun; u solves ð1:2Þg:
In view of estimates (3.10), following the arguments of [32] or [35, pp. 181–183],
incorporated with the calculation of the degree degðf ðy; Þ;Bd; 0Þ that we
presented in the proof of Theorem 5.1, we can conclude that S contains a
component C (i.e., maximal connected subset) which meets ð#y; unÞ and
either
(1) C meets G fung at a point ðy; unÞ with ya#y; or
(2) C is non-compact in ð0;NÞ  X:
We recall that if u is a positive solution which is not equal to un; then u cannot be a
constant function.
If (1) happens, then either the assertion (i) or the assertion (ii) of the theorem
holds.
Suppose that (2) holds. Then applying the estimates (3.10) we see that either (iii) or
(iv) of the theorem holds. This completes the proof. &
5.2. Bifurcation on the parameter l
In this subsection, let y > 0 be ﬁxed and consider l > 0 as the bifurcation
parameter. Denote
NðlÞ ¼ fm > 0 j m2 þ mlð1þ y1  pÞ þ y1l2 ¼ 0g:
We say that ð#l; unÞAð0;NÞ  X is a bifurcation point to (1.2) if for any d : 0odo#l;
there exists lA½#l d; #lþ d; such that (1.2) has non-constant positive classical
solution. Otherwise, we say that ð#l; unÞ is a regular point to (1.2). By the same
arguments as that of Section 5.1 we have the following bifurcation results on the
parameter l:
Theorem 5.3 (Local bifurcation). Let #l > 0 be any number. Considering the
equilibrium ðl; uðÞÞ ¼ ð#l; unÞ to (1.2).
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(i) If Sp-Nð#lÞ ¼ |; then ð#l; unÞ is a regular point to (1.2).
(ii) Assume that y > 0 satisfies ð1þ y1  pÞ2 > 4y1: If Sp-Nð#lÞa| and the sumP
miANð#lÞ dim EðmiÞ is odd, then ð#l; u
nÞ is a bifurcation point of (1.2).
Theorem 5.4 (Global bifurcation). Assume that y > 0 satisfies ð1þ y1  pÞ2 >
4y1: Let #l > 0 be any number such that Sp-Nð#lÞa| and the sumP
miANð#lÞ dim EðmiÞ is odd. Then there exists an interval ða; bÞCR
þ such that for
every lAða; bÞ; (1.2) admits a non-constant positive classical solution. In addition, one
of the following holds:
(i) #l ¼ aoboN and Sp-NðbÞa|;
(ii) 0oaob ¼ #l and SP-NðaÞa|;
(iii) ða; bÞ ¼ ð#l;NÞ:
6. Global existence on the parameters
In this section we shall discuss the global existence, with respect to the
parameters y and l; of non-constant positive classical solutions to (1.2). Throughout
this section we assume that 1pnp3; p > 1; and po3 if n ¼ 3: Denote u ¼ ðu; vÞ and
un ¼ ð1; 1Þ:
6.1. Global existence on the parameter y
In this subsection we shall establish the global existence, with respect to the
parameter y; of non-constant positive classical solutions to (1.2). Deﬁne
Hðm; l; yÞ ¼ detðmI AÞ ¼ y1lðmþ lÞ þ m½m lðp  1Þ:
If p  1 y1 > 2y1=2 (when yb1; this is true), then for any l > 0; the equation
Hðm; l; yÞ ¼ 0 has two positive roots
m7ðl; yÞ ¼ l
2
ðp  1 y17
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðp  1 y1Þ2  4y1
q
Þ;
and
mþðl; yÞ-lðp  1Þ; mðl; yÞ-0 as y-N ð6:1Þ
locally uniform in l > 0:
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Theorem 6.1. Assume that lðp  1ÞAðmm; mmþ1Þ for some fixed l > 0 and mX1:
Let Lm ¼
Pm
i¼1 dim EðmiÞ: If Lm is odd, then there exists a positive constant Y
such that (1.2) has at least one non-constant positive classical solution provided
that yXY:
Proof. Step 1: In view of (6.1) and lðp  1ÞAðmm; mmþ1Þ we see that there exists a
positive constant Y such that
mþðl; yÞAðmm; mmþ1Þ; mðl; yÞom1 for all yXY: ð6:2Þ
We shall prove that for any yXY; (1.2) has at least one non-constant positive
classical solution. On the contrary we assume that this assertion is not true for some
y ¼ ynXY: By Theorem 4.1 we know that there exists ln > 0; which depends only on
Y; yn; p; n and O; such that (1.2) has no non-constant positive classical solution for
all 0olpln and Ypypyn: In the sequel we ﬁx y ¼ yn:
Step 2: For tA½0; 1; we deﬁne
Fðt; uÞ ¼ y
1ðtlþ ð1 tÞlnÞð1 uvpÞ
ðtlþ ð1 tÞlnÞðuvp  vÞ
 !
;
3
AðtÞ ¼ y
1ðtlþ ð1 tÞlnÞ py1ðtlþ ð1 tÞlnÞ
tlþ ð1 tÞln ðp  1Þðtlþ ð1 tÞlnÞ
 !
;
then DuFðt; unÞ ¼ AðtÞ: Considering the equation
Du ¼ Fðt; uÞ; xAO;
@u
@n ¼ 0; xA@O:
(
ð6:3Þ
Then u is a positive classical solution of (1.2) if and only if it is a solution of (6.3) for
t ¼ 1: It is obvious that un is the unique positive constant solution of (6.3). For any
0ptp1; u is a positive solution of (6.3) if and only if it solves
hðu; tÞ :¼ u ðI DÞ1fFðt; uÞ þ ug ¼ 0 on X; ð6:4Þ
where ðI DÞ1 is the inverse of I D subject to the homogeneous Neumann
boundary condition. Step 1 implies that (6.4) has no non-constant positive solution
for t ¼ 0; 1 (note that y ¼ yn here). The direct computation gives
Duhðun; tÞ ¼ I ðI DÞ1ðAðtÞ þ IÞ:
M. Wang / J. Differential Equations 190 (2003) 600–620 615
In particular,
Duhðun; 0Þ ¼ I ðI DÞ1ðAð0Þ þ IÞ
¼ I ðI DÞ1 Iþ l
ny1 plny1
ln lnðp  1Þ
 !( )
;
Duhðun; 1Þ ¼ I ðI DÞ1ðAð1Þ þ IÞ
¼ I ðI DÞ1 Iþ ly
1 ply1
l lðp  1Þ
 !( )
:
Let L be the number of negative eigenvalues (counting multiplicity) of Duhðun; 1Þ:
We ﬁrst calculate L: Similar to the arguments of Section 5, we decompose X ¼
"Ni¼0Xi where Xi is the eigenspace corresponding to mi: For each i; Xi is invariant
for Duhðun; 1Þ and the number of negative eigenvalues of Duhðun; 1Þ on Xi is
the same as that of the matrix I ð1þ miÞ1ðAð1Þ þ IÞ or the matrix miI Að1Þ:
Hence, modulo 2, the number of negative eigenvalues of Duhðun; 1Þ on Xi is the
same as
1
2
ð1 sgnfdet½miI Að1ÞgÞ ¼ 12ð1 sgnfHðmi; l; yÞgÞ
provided that det½miI Að1Þa0: By the expression of Hðm; l; yÞ and (6.2) we see that
Hðm0; l; yÞ ¼ Hð0; l; yÞ ¼ l2y1 > 0;Hðmi; l; yÞ > 0 for all iXm þ 1 (since miX
mmþ1 > mþðl; yÞ), while Hðmj; l; yÞo0 for all 1pjpm (since mðl; yÞo
m1pmjpmmomþðl; yÞ). This shows that L ¼ Lm; which is odd (in fact this is true
for all yXY).
Since
det½miI Að0Þ ¼ Hðmi; ln; yÞ ¼ y1lnðmi þ lnÞ þ mi½mi  lnðp  1Þ
and Hðm0; ln; yÞ ¼ Hð0; ln; yÞ ¼ y1ðlnÞ2 > 0; if we choose ln so small that lnðp  1Þ
om1; then Hðmi; ln; yÞ > 0 for all i ¼ 0; 1; 2;y : Similar to the above calculation,
dealing with Duhðun; 1Þ; we have that the number of negative eigenvalues (counting
multiplicity) of Duhðun; 0Þ is 0 (modulo 2).
Step 3: By Theorem 3.2, there exist positive constants
%
K and %K such that for all
0ptp1; the positive solutions of (6.4) satisfy
%
KouðxÞ; vðxÞo %K on %O: Set
S ¼ fuAX j
%
KouðxÞ; vðxÞo %K on %Og:
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Then hðu; tÞa0 for all uA@S and tA½0; 1: By the homotopy invariance of the Leray–
Schauder degree [31],
degðhð; 0Þ;S; 0Þ ¼ degðhð; 1Þ;S; 0Þ: ð6:5Þ
Since both equations hðu; 0Þ ¼ 0 and hðu; 1Þ ¼ 0 have the unique positive solution un
in S; we have that
degðhð; 0Þ;S; 0Þ ¼ indexðhð; 0Þ; unÞ ¼ ð1Þ0 ¼ 1;
degðhð; 1Þ;S; 0Þ ¼ indexðhð; 1Þ; unÞ ¼ ð1ÞLm ¼ 1:
This contradicts (6.5) and our proof is complete. &
6.2. Global existence on the parameter l
In this subsection we shall establish the global existence, on the
parameter l; of non-constant positive classical solutions to (1.2). For any
l > 0; deﬁne
AðlÞ ¼ fmi j miASp; lðlþ miÞy1omi½lðp  1Þ  mig;
BðlÞ ¼ fmi j miASp; lðlþ miÞy1 ¼ mi½lðp  1Þ  mig:
We should remark that AðlÞ or BðlÞ may be empty. If AðlÞa| and BðlÞ ¼ | for
some l > 0; then
Hðmi; l; yÞo0 for all miAAðlÞ; Hðmj; l; yÞ > 0 for all mjeAðlÞ:
Since Hðm0; l; yÞ ¼ Hð0; l; yÞ ¼ l2y1 > 0; similar to the proof of Theorem 6.1 we
have
Theorem 6.2. Let l > 0 be such that AðlÞa| and BðlÞ ¼ |: If L ¼P
miAAðlÞ dim EðmiÞ is odd, then (1.2) has at least one non-constant positive classical
solution.
Remark 6.1. Let fmigNi¼0 and fn7i gNi¼0 be given by (1.3) and (1.4), respectively. In
paper [7], the conditions on the existence of non-constant positive classical solutions
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[7, Theorem 4.1] can be stated as
(a) every mi is simple;
(b) ðp  1Þy > 1; ðp  1Þy 1 > 2 ﬃﬃﬃyp (which implies that nþi > ni > 0 for all iX1),
and nþi an

j for all 1pi; joN;
(c) lAðl2j1; l2jÞ; where the set fljgNj¼1 ¼ fn7i gNi¼1 and satisﬁes l1ol2ol3o?:
Under the above conditions (a)–(c), by the meticulous analysis we know that the
hypotheses of our Theorem 6.2 hold. In fact, since miAAðlÞ is equivalent to
ni olonþi ; using the fact that ni onþi onþiþ1 and ni oniþ1 for all iX1; we have the
following
(i) If lonþ1 ; then l1 ¼ n1 ; l2 ¼ n2 ;y; l2j1 ¼ n2j1; which implies lAðnl ; nþl Þ; l ¼
1; 2;y; 2j  1: Therefore, BðlÞ ¼ |; AðlÞ ¼ fm1; m2;y; m2j1g; and Lm ¼P
miAAðlÞ dim EðmiÞ ¼ 2j  1 which is odd.
(ii) If l > nþ1 ; then there exists mX1 such that n
þ
molonþmþ1: It follows that l >
nþi > n

i ; i ¼ 1; 2;y;m; and consequently
fl1; l2;y; l2j1g\fn1 ; nþ1 ;y; nm; nþmg ¼ fnmþ1; nmþ2;y; n2jm1g:
This assertion and the fact that l1ol2o?ol2j1 imply l2j1 ¼ n2jm1: These
arguments show that
ni olonþi for all m þ 1pip2j  m  1; and nþmolol2j ¼ minfn2jm; nþmþ1g:
Therefore, BðlÞ ¼ |; AðlÞ ¼ fmmþ1; mmþ2;y; m2jm1g; and Lm ¼
P
miAAðlÞ
dim EðmiÞ ¼ 2ðj  mÞ  1 which is odd.
This remark shows that our Theorem 6.2 is an extension of Theorem 4.1 of [7]
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