A new regression procedure is developed for identification of linear and quadratic models. The new procedure uses indicators based on the signal-to-noise ratio, as well as more traditional indicators, to validate the models. Various traditional stages in the modeling process, like stepwise regression, outlier detection and removal and variable transformations, are pursued, however the interdependence between these stages is accounted for to ensure detection of the best model (or subset of models).
Introduction
Identification of the most appropriate regression model to represent given data is often a complex task. In particular, difficulties are encountered when there is no prior information from theoretical considerations and/or empirical experience regarding which of the explanatory variables (regressors) to include in the regression model. The process may involve stepwise regression, using a bank of regressors, transformation of variables and outlier detection and removal. These stages are not necessarily independent. For example, an outlier associated with a particular explanatory variable may cause this variable to be excluded from the model by a stepwise regression procedure. However, its exclusion from the model may prevent the outlier detection. Similarly, variables selected to be included in the model may influence the required transformation of the dependent variable (such as the Box-Cox transformation). Yet setting the parameter of this transformation affects the variables that would be included in the model.
Because of the complexity of the task of selecting the most appropriate models, this task must be carried out in an orderly, procedural fashion, or else some solutions may be overlooked. Furthermore, the models must be arranged in increasing order of accuracy and complexity, so that the user can select a model that best fits his/her needs. In this paper, a new algorithm for identifying linear and quadratic regression models is introduced. Model identification starts with the simplest linear model and may progress towards the most complex quadratic model. The suggested algorithm includes the traditional stages of the modeling process, like stepwise regression, outlier detection, transformation of the dependent variable and standardization of the independent variables. However, the order in which the various stages are carried out aims to ensure that the final results are not affected by the interdependency between these stages.
Modeling a non-linear relationship via linear regression may often be problematic. Introducing into the model nonlinear terms (such as quadratic or higher-degree polynomial terms) may render traditional indicators for the validity and stability of the model (such as the t-test ratio and confidence intervals for estimates of the parameter values) inaccurate and unfounded. In some cases more variables may be included in the model than is justifiable on the basis of the apparent data accuracy and the sample size. Such 'over-fitting' implies that the noise in the data is also being modeled.
Lack of satisfactory criteria for adding or deleting variables from the model was pointed out, for example, by Miller [10] . Moreover, modern regression algorithms, such as the QR decomposition that uses various orthogonalization techniques [2] , can give significant results even in cases of evident over-fitting.
Based on collinearity diagnostics suggested by Stewart [16] , Shacham and Brauner [13] have introduced indicators based on the signal-to-noise ratio. These criteria serve as the basic platform for the new procedure suggested here. It will later be shown that if the noise level in the data is known or can be estimated, these indicators serve as efficient stopping criteria. Three numerical examples will demonstrate the effectiveness of the new approach.
A motivating example -Modeling of biological activity (Example 1)
Wold et al. [17] present a problem where biological activity (y) is being related to a set of 8 explanatory variables, x j . These variables describe morphological and physicochemical properties of various compounds, such as electric and steric properties of the substituent in a certain position and the lipophilic character and receptor-binding strength of the whole molecule. The data used by Wold et al. [17] is shown in Table 1 . The bottom row displays estimates of the experimental error for the various variables. We will refer to these values later on.
The objective of the analysis is to find a linear or quadratic regression model that represents the data best. Fitting the full linear model, which includes all eight independent variables, yields the results in Table 2 . These include estimates of the model's parameters, respective 95% confidence intervals, t-ratios for testing the significance of the estimates, the degrees of freedom (ν), the variance and the linear correlation coefficient. The confidence intervals and Table 1 Data for Example 1 [17] Point no. the t ratios indicate that none of the parameters is significantly different from zero (for ν = 6, the t ratio statistic must be larger than 2.447 to be significant). Models where one or more of the parameters are insignificant tend to be unstable, whereby adding or removing data points may radically change the parameter values (for example, from positive to negative). With inclusion of only four variables (x 1 , x 3 , x 4 and x 5 ) in the model, setting the intercept to zero, and removing an outlying observation (point no. 13), the results shown in Table 3 were obtained. In this model all the parameter estimates are significant and the variance is more than an order of magnitude smaller than that of the model in Table 2 . Residual and normal probability plots (shown in Fig. 1 ) also indicate satisfactory fit.
Is this the most appropriate model to represent the data? Table 4 shows the regression results obtained with the full data set (no outliers removed) using a quadratic model that includes 9 explanatory variables and a non-zero intercept. The variance of this model is more than two orders of magnitude smaller than that of the previous, linear model. The confidence interval and t ratio values indicate that all the parameters are significant. Residual and normal probability plots (shown in Fig. 2 ) also imply a good agreement with the data.
Should we accept the quadratic model as the best representation of the data? Note, first, that given the limited number of observations (15) , this model requires 11 parameter estimates, which introduces quite a high ratio between the number of estimates and the number of available observations (a small ratio is desirable). Secondly, there is the concern that some, or all, of the quadratic terms actually model noise (experimental error) contained in the data. Thirdly, how do we guarantee that all possible linear and quadratic models were considered, and that the most appropriate ones selected? These concerns and others will be addressed in the next two sections, where the general procedure will be expounded.
Basic concepts
Let us assume that the response, Y (the dependent variable) is potentially related to a set of m independent variables, x 1 , x 2 , . . . , x m , obtained by measurements/observations. Given a sample of N data points, {x 1i , x 2i , . . . , x mi , y i }, we wish to model this relationship by a linear regression model, with the general form:
The explanatory terms (regressors), g j (x 1i , x 2i , . . . , x mi ) are parameter-free functions of the independent variables, {β 0 , β 1 , . . . , β p } are the model parameters and ε i are independent normal errors with constant variance. We assume that the independent variables are subject to errors (imprecision, noise), originating in the limited precision of the measuring devices and computer round-off errors. Thus, for observation i:
wherex ji is the expected value of x ji and δx ji is an additive error term.
As alluded to earlier, we consider in this paper only model (1) where the g j terms are selected from a full quadratic model. This implies that the bank of regressors that may be included in the model comprises the independent variables, x 1i , x 2i , . . . , x mi , interaction terms of second degree only, {x j x k }, and quadratic terms {x 2 j }. This provides for the full quadratic model a total of 2m + m(m − 1)/2 terms that may be included in the model. Considerations of numerical stability often require standardization of the independent variables, z j = (x j −x j )/s j ( j = 1, 2, . . . , m), wherex j is the estimated mean of x j and s j is its estimated standard deviation.
With regard to the response, Y , we assume that it can be transformed via the Box-Cox [3] transformation to obtain concurrently constancy of the error variance and normality of the error distribution. The one-parameter version of the Box-Cox transformation is
We assume that Y is strictly positive, so that the Box-Cox transformation can be conveniently applied. If Y assumes non-positive values, then a location parameter can be added to Y which renders it strictly positive, and estimated via the Box-Cox procedure. However, in this paper we confine ourselves to responses that are strictly positive so that the one-parameter Box-Cox transformation (Eq. (3)) can be applied. Fitting a model requires integration of several techniques in one procedure, so that systematic evaluation of models with gradually increasing complexity and accuracy can be performed. In the next section the proposed procedure for fitting linear and quadratic regression models is expounded and its various components detailed.
A general procedure for regression model identification
A flow diagram of the proposed procedure is displayed in Fig. 3 . The data required to implement this procedure comprise the sample observations, {x 1i , x 2i , . . . , x mi , y i }, and error estimates {δx 1i , δx 2i , . . . , δx mi , ε i } for the different variables.
The procedure starts with the selection of the first-type model (model 1.1), according to the model-definitionhierarchy shown in Fig. 4 . The model definition hierarchy contains six types of models: linear model (of a non-zero or zero intercept) and a quadratic model (of a non-zero or zero intercept) with standardization or without. The options regarding the intercept were explicitly included, since stepwise regression programs often cannot determine whether a free parameter is needed. A standardization option is not included with a linear model, as it complicates the model and in practice makes no difference. The first model to be selected is a linear model with a free parameter (non-zero intercept). The initial value of the Box-Cox parameter is set to λ = 1.
Next, a stepwise regression procedure is implemented to identify the independent variables that will be included in the model. The SROV program of Shacham and Brauner [14] is used. The program is described in Section 4.1, where some of its advantages regarding the particular applications discussed in this paper are noted. Results were also verified using the JMP TM linear regression procedure. After identifying a possible subset of independent variables, an outlier detection procedure (described in some detail in Section 4.2) is carried out. If outliers are detected, they are removed, and the selection by stepwise regression of explanatory variables from the full set is reiterated. Once a model without outliers has been derived, it is checked for goodness-of-fit. Several criteria are used for this purpose (Section 4.3). If the model is unsatisfactory, a search is carried out to find a Box-Cox transformation for the response. Some aspects of this search procedure will be described in Section 4.4. If the resulting model (after transformation) is still unacceptable, the next model type is selected from the model-definition hierarchy, and the whole procedure is repeated. More detailed descriptions of some steps of the general procedure follow.
A brief overview of the SROV stepwise regression algorithm
The SROV algorithm is described in Shacham and Brauner [14] . The basic principles of the algorithm will be briefly reviewed here. This algorithm solves the system of linear equations: y = Xβ, where X is the matrix of the observations of the explanatory variables: X = [x 1 x 2 . . .]. Using QR decomposition the X matrix is decomposed into the product of a matrix Q (of orthogonal columns) and an upper triangular matrix R. The Q matrix is orthogonalized by the Gram-Schmidt method. The explanatory variables are added to the model in a stepwise fashion.
The variables that are included in the model are denoted 'basic' variables, while the remaining ones are the 'nonbasic' variables. At each step (k), a variable is selected to be included in the model on the basis of the strength of its partial correlation with the response (the dependent variable). The strength of this correlation is measured by the vector product Y X j = y T x j , where both y and x j are centered and normalized to a unit length. Therefore, the value of |Y X j | is in the range [0, 1]. For a perfect correlation between y and x j , we have: |Y X j | = 1, while if the two vectors are orthogonal: |Y X j | = 0. Next, an explanatory variable x p is added to the model which is selected according to the criterion: |Y X p | = Max |Y X j | . However, addition is conditioned on its signal-to-noise ratio (TNR p ) and the signal-to-noise ratio in |Y X p | being both greater than a threshold value (one).
The signal-to-noise ratio in the variable x j at step k is defined in terms of the corresponding Euclidean norm:
The signal-to-noise ratio in the correlation |Y X j | at step k, is defined by:
After the selection of x p at step k, x k p , the remaining non-basic variables are updated by subtracting the information that is collinear with x k p whereby:
A non-basic variable, for which the signal-to-noise ratio, TNR k j ≤ 1 is considered collinear with the basic variables and removed from further consideration.
The addition of new variables to the model continues while the signal-to-noise ratio in the correlation (CNR k j ) is greater than one for, at least, one of the remaining non-basic variables. In an additional phase of the algorithm, the variables selected for the model are rotated to ensure that independently of the order of variables selection a 'minimal variance' model has been identified. In the "rotation" phase, previously added variables may be dropped and replaced by other variables. This enables further reduction of the model variance. This algorithm was shown to identify the lowest variance and most stable model (refer for details to Shacham and Brauner [13, 14] ).
The main advantage of the SROV algorithm over other stepwise regression procedures in available statistical programs is the use of indicators based on the signal-to-noise ratio as a stopping criterion for adding new variables to the model, and for detection of colinearity between the explanatory variables. It is worth noting that the signal-tonoise based indicators do not assume linearity of the explanatory variables and diagonal normal matrix. Furthermore, the common assumption associated with the statistical indicators is that the "noise" in the dependent variable can be estimated from the residual variation. This assumption is valid only if the model used is the correct one. In such a case, there is no need to use stepwise regression. The benefits of the signal-to-noise indicators are well documented in the literature [4] [5] [6] [7] 12] and are not discussed in detail in this paper.
The SROV algorithm has proven to perform very efficiently in large-scale systems containing many nearly collinear variables, where eventually only few them are included in the model [15] . The MATLAB implementation of the SROV algorithm is available in the ftp site: ftp://ftp.bgu.ac.il/shacham/SROV/.
Detection of outliers
An outlier associated with an independent variable may prevent it from entering the model. Therefore, outlier detection must be carried out on all independent variables, and not be limited to a particular subset, selected by the stepwise regression procedure. In the proposed algorithm, outlier detection is carried out after an initial subset of variables has been selected by the stepwise regression algorithm. Alternative subsets of the same dimension are then considered, by interchanging one of the basic variables with one of the non-basic variables. Outlier detection is carried out on each of these alternative subsets.
The outlier detection algorithm uses studentized deleted residuals and hat matrix leverage values as described, for example, in Neter et al. [11, pp. 373-378 ].
Checking model adequacy
The use of signal-to-noise based indicators precludes harmful collinearity effects, thus resulting in a regression model which is stable provided that the error estimates are realistic. The SROV uses reported values of the experimental errors (whenever available) and of round-off errors for calculated data. For integer and Boolean data, the noise level used is the computer precision. If experimental errors are unavailable, round-off errors are used instead. However, in this case extra care must be taken to avoid "over-fitting", where the estimated error of the model (as measured by the error distribution, for example) is lower than that implied by the data.
The adequacy of the model is further tested in view of the residual and normal probability plots. Various optional models are compared relative to their variances, which are calculated from the untransformed response observations. The latter are required to bring the variable values to the same scale, irrespective of the Box-Cox transformation used. Additional conventional statistical indicators, which include the confidence intervals, F and t values and linear correlation coefficients, are calculated to enable comparison of the results obtained with other stepwise regression programs.
Box-Cox transformation for the response
The maximum likelihood estimate of the parameter λ can be obtained by minimizing the sum of squares of errors (SSE) using standardized values of the y λ i observations (e.g. Neter et al. [11] ). The standardized values are w = K 1 (y λ − 1) for λ = 0, and w = K 2 ln y for λ = 0, where
2 ) and K 2 = n y i . The search for the optimal Box-Cox transformation involves calculation of the SSE with λ-values inside a prespecified interval, and finding the minimal value by quadratic interpolation between the three points with the lowest SSE.
Applying the identification procedure to Example 1
The data for Example 1 is shown in Table 1 . As experimental errors were not reported, these are estimated based on round-off errors. Following the recommendation of Stewart [16] , the expression 0.3 · 10 −t is used for error level estimation, where t is the digit at which rounding occurs. The last row in Table 1 shows the nominal error level estimates used for this example. Note that for the Boolean variable, x 8 , the computer precision (∼0.3e −15 ) is used as an error estimate. To test the sensitivity to the error estimates of the models found, some of the runs were repeated using error levels which are one tenth and ten times the nominal values.
A summary of the results from applying the model identification procedure is shown in Table 5 . The solution obtained by SROV for model 1.1 (a linear model with intercept =0), using the full data set and a Box-Cox parameter x 4 ) , thereafter, the inclusion of more variables violates the signal to noise ratio indicators. This model is unsatisfactory since the residual plot indicates a clear trend and the normal probability plot demonstrates deviation from linearity, especially in the upper tail.
With only x 1 and x 4 in the model, no outliers are detected. However, when x 4 is replaced by x 3 , data point 13 is identified as an outlier. Including the rest of the variables in the model does not reveal any additional outliers. After removing the outlier, Model 2 (see Table 5 ) is identified by the SROV program. This model includes four variables x 1 , x 3 , x 4 and x 5 . The removal of the outlier results in reduction of the variance by more than an order of magnitude, which indicates a considerable improvement of the accuracy of the data representation. However, this model is still unsatisfactory as the free parameter, β 0 , is not significantly different from zero.
Following the model identification procedure (Figs. 3 and 4) yields eventually a satisfactory linear model that is shown in detail in Table 3 . As already established in Section 3, this model adequately represents the data.
It should be mentioned that if the experimental-error levels used are ten times the nominal values, the maximal number of variables that can be included in the model is reduced to four. To enable using models that include more variables, the error levels must be set at the nominal values.
Using the nominal error estimates, the SROV program could include in the model a maximum of ten explanatory variables before the signal-to-noise-ratio based indicators stopped adding new variables. As a result, satisfactory quadratic models, with increasing complexity and accuracy have been identified (models 4, 5, 6 and 7 in Table 5) . Detailed results for model 6 are shown in Table 4 . This model is of type 2.2.1, and it is based on the full data set (including data point 13, identified as an outlier in the linear model), with a Box-Cox parameter λ = 1. The model is of extremely high accuracy (variance = 6.7 × 10 −5 , R 2 = 0.99998) and stable (as indicated by the 95% confidence intervals and the t values). The residual and normal probability plots (Fig. 2 ) also indicate very good fit. Models of similar complexity and accuracy can also be obtained using the stepwise regression procedure in JMP TM .
Reducing the error levels to one-tenth of the nominal values enables obtaining a quadratic model with 13 parameters and only two remaining degrees of freedom. However, all the parameter values of this model are significant, the model variance is 1.34 × 10 −6 , R 2 = 1 and the residual and normal probability plots indicate adequate fit. But since the error levels were set to one-tenth the round-off errors, the adverse result is that most probably the experimental error is also being modeled.
The conclusion that can be reached from the above results is that if the experimental error is of the order of the round-off error, the quadratic models 6 and 7 are the most adequate. However, if the experimental error in the data is ten times the round-off error, the linear model (marked as No. 3) is the most adequate.
The reduction of the variance with increasing the model complexity is shown in Fig. 5 . The sharp decrease of the variance starting with model No. 6 may possibly signal the point where noise is also being modeled.
Example 2: The cloud seeding experiment
In a cloud-seeding experiment [1] , daily target rainfalls were measured (as the response). There are altogether five explanatory variables, and the complete data set is given in Table 6 . Part of the original data, (as shown in Table 6 ) were used by Miller [10] to compare performance of various stepwise regression algorithms regarding their ability to identify the lowest variance quadratic models. Since experimental error estimates are unavailable, round-off errors were assumed, as in Example 1. The nominal error levels used are shown at the bottom row of Table 6 . The full linear model containing all five independent variables is shown in Table 7 . As in Example 1, confidence intervals and the t ratios indicate that this model is highly unstable, with only one of the parameters being significantly different from zero at the 95% confidence level. The "best" quadratic model suggested by Miller [10] contains five explanatory variables (6 parameters). This model is shown in Table 8 , and its residual and normal probability plots in Fig. 6 . The model is unsatisfactory as the parameter β 0 is insignificant, and the residual plot shows that some of the relative errors are very high. The relative error reaches over 200% for data point no. 7 and over 300% for data points 1 and 5 (relative errors are not shown in the residual plot, they were calculated from the numerical results). Also, it seems that there is curved pattern in the residuals, which indicates non-randomness.
Applying the proposed algorithm to this example generates the sequence of regression models shown in Table 9 . The first linear model (type 1.1) includes two variables, x 1 and x 2 . Its variance is slightly lower than that of the full linear model (all independent variables included). It is unsatisfactory, as the parameter β 0 is insignificant and Fig. 7 . Residual plot and normal probability plot for Example 2 (model 2.2.1, full data set, λ = 0.85). the relative errors are still very high. With the nominal error estimates, the SROV enables the inclusion of up to eight variables in the model. Model 2 in Table 9 is Miller's "best" model that is shown for comparison purposes only. The third model is a quadratic model, which includes six regressors, with data point 4 removed as a highleverage observation. However, this model is still unsatisfactory, since one of the parameters is insignificant and the normal probability plot indicates some trend in the error distribution. The search for a satisfactory model continues by standardizing the independent variables, including more variables in the model and using different Box-Cox parameter values.
Detailed results for the sixth model are shown in Table 10 and Fig. 8 . This is a quadratic model, which includes eight variables (9 parameters). The variables are standardized and the value of the optimal Box-Cox parameter is λ = 0.85. All the parameters are significantly different from zero (except β 7 , which is marginal) and the maximal error is only 28%. The normal probability plot (Fig. 7) still indicates a certain level of deviation from linearity.
The variance decrease with increasing model complexity is shown in Fig. 8 . The shape of this plot is very similar to that of Example 1. It is most likely that the last model (no. 8) represents also the noise in the data (modeling of the error).
Reducing the error levels to one-tenth of the nominal values enables obtaining a quadratic model with 9 parameters and only four degrees of freedom for the error. All parameter values of this model are significant, the variance is reduced to 0.00122, R 2 = 0.99988, but the normal probability plot still indicates some non-normality in the upper and lower tails. Using error levels estimates that are ten times the nominal values, the maximal number of variables that can be included in the model is only three. None of the models with up to three variables were found satisfactory. 
Example 3: Operation of a petroleum refining unit
This example was first introduced by Gorman and Toman [9] , and has been extensively investigated in the statistical literature ever since. The complete data set of this example, as given in Daniel and Wood [8] , is shown in Table 11 . The data set contains 36 data points (representing 36 days of operation of a petroleum refining unit), with 10 independent variables. The nominal noise-level estimates are based on round-off errors and shown at the bottom row of Table 11 . Daniel and Wood [8] have carried out a stepwise regression analysis of the data using a linear model with an intercept and a log transformation of the response (λ = 0). This corresponds to Model No. 1 in Table 12 . The model identified by SROV includes six, out of the ten, independent variables. This model was considered unsatisfactory because of instability implied by the insignificance of parameter β 0 and a clear trend in the error distribution, as indicated by the residual plot.
Setting β 0 = 0 (model type 1.2 in Table 12 ) improves the results in several respects. The variance decreases, R 2 gets closer to one, the number of parameters is reduced to six and all are significantly different from zero. However the normal probability plot still indicates deviation from linearity.
Inclusion of quadratic terms increases the number of potential terms to be included in the model to 65. The model of type 2.1.1 (Table 12 , model 4) suggests considerable improvements, with 9 significant parameters and a variance about half the size obtained with the previous linear models. Details of a satisfactory quadratic model (type 2.2.1) are displayed in Table 13 . This model includes 12 regressors (13 parameters), where all the confidence intervals indicate parameter estimates significantly different from zero. The variance is the smallest of all the models tested and R 2 closest to one. The linearity of the normal probability plot for this case (Fig. 9) By increasing the error level to ten times the nominal values, SROV is forced to terminate the procedure after only three variables have been included in the model. The resulting model is clearly inadequate (related plots are not shown). Conversely, reducing the error levels to one-tenth of the nominal values enables the inclusion of one additional variable with a modest variance reduction (model 6, Table 12 ). The low sensitivity to the noise level specification (indicated by the moderate decrease of the variance with error level reduction below round-off error) and the high ratio between the sample size and model size imply that the above quadratic models do not represent over-fitting.
Conclusions
A new step-wise regression algorithm for model-identification is proposed, which incorporates indicators based on the signal-to-noise ratio as stopping criteria for the selection of explanatory variables. The performance of the new routine is demonstrated by three examples. Although the stepwise regression algorithm does not rely on traditional statistical indicators, the algorithm generates sequences of stable linear and quadratic models with steadily decreasing variances. In all the examples, one or more satisfactory models (in terms of confidence intervals, t tests, linear correlation coefficients and residual and normal probability plots) were identified. Furthermore, stable models with error variances lower than those reported in the literature were obtained.
In two of the examples, the traditional statistical indicators failed to diagnose cases of over-fitting, resulting in models that represent the noise in the data. By contrast, the signal-to-noise-ratio based indicators [14] , with realistic noise level estimates, have proven to be helpful in detecting over-fitting.
