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AFLW Annotated Facial Landmarks
in the Wild
oznacˇene obrazne znacˇilke v
nekontroliranem okolju
CACD Cross-Age Celebrity Dataset starost znanih skozi cˇas




DPM Deformable Parts Model sestavljeni modeli
NPD Normalized Pixel Difference normalizirana razlika slikov-
nih elementov
HOG Histogram of Gradients histogram gradientov




ILSVRC ImageNet Large Scale Visual
Recognition Challenge
izziv prepoznave objektov s
slik
JSON JavaScript Object Notation notacija objektov JavaScript
LAP Looking at People gledanje ljudi
LDA Linear Discriminant Analysis linearna diskriminantna analiza
PCA Principal Component Analysis analiza glavnih komponent
ReLU Rectified Linear Units usmerjene linearne enote
SVM Support Vector Machine metoda podpornih vektorjev




Naslov: Prepoznavanje starosti oseb s slik obrazov z uporabo konvolucijskih
nevronskih mrezˇ
Diplomsko delo pokazˇe celoten postopek razvoja resˇitve problema prepozna-
vanja starosti oseb s slik. Zacˇnemo s teoreticˇnimi osnovami o konvolucij-
skih nevronskih mrezˇah, s pomocˇjo katerih smo se tudi lotili problema. V
prakticˇnem delu sledi priprava podatkov in ucˇenje sestavljenega modela ne-
vronske mrezˇe, kjer smo izbrali znano VGG arhitekturo. Naucˇen model pre-
izkusimo sˇe na tekmovanju LAP, da dobimo rezultate, ki jih nato primerjamo
z resˇitvami ostalih ekip. Nasˇi rezultati so se kljub nekoliko preprostejˇsemu
pristopu izkazali za precej vzpodbudne, saj smo dosegli manjˇso napako kot
cˇlovek ter se uvrstili na 4. mesto med 11 ekipami.
Kljucˇne besede: racˇunalniˇski vid, strojno ucˇenje, nevronska mrezˇa, kon-
volucijska nevronska mrezˇa, klasifikacija, zaznavanje obrazov, starost, klasi-
fikacija starosti, dolocˇanje starosti.

Abstract
Title: Recognising people’s age from face images with convolutional neural
networks
The diploma thesis presents the entire process of developing a solution for
recognising person’s age in the image. We start with the theoretical basics of
convolutional neural networks that we used to address the problem. In the
practical part we start with the preparation of used datasets and continue
with learning of our neural network with the chosen widely known VGG
architecture. Learned model is tested on the LAP competition dataset in
order to obtain results, which are comparable with the solutions of other
teams. Despite somewhat simpler approach our results proved to be quite
encouraging. We surpassed human performance and ranked 4th among 11
teams.
Keywords: computer vision, machine learning, neural networks, convolu-





Racˇunalniˇski vid je sˇiroko podrocˇje, ki se ukvarja z razumevanjem informa-
cije, podane v obliki slikovnega gradiva. Zdruzˇuje vecˇ razlicˇnih podrocˇij,
predvsem matematiko, racˇunalniˇstvo, strojno ucˇenje in obdelavo signalov,
s ciljem gradnje boljˇsih modelov in algoritmov za prepoznavanje razlicˇnih
objektov na slikah, klasifikacijo, gradnjo opisnikov ter znacˇilk. Dandanes
se sˇiroko uporablja v najrazlicˇnejˇsih panogah, od potrosˇniˇskih naprav, kjer
se vsakdanje obicˇajno srecˇujemo z zaznavanjem obrazov pri fotoaparatih,
obdelave slik, vedno bolj popularne navidezne resnicˇnosti, biometrike pri za-
gotavljanju dostopa glede na prstni odtis ali sˇarenice posamezne osebe, do
industrijskih aplikacij in robotike, kot je avtonomna vozˇnja, nadzorovanje
proizvodnih procesov in zagotavljanje kvalitete.
Eden izmed odprtih problemov je dolocˇanje starosti osebe zgolj na pod-
lagi informacije, pridobljene s slike obraza. Tovrstna informacija je uporabna
v mnogo aplikacijah, kot so prilagoditev sistema glede na starostno skupino
uporabnika, pridobivanje podatkov o demografiji uporabnikov v trgovskih
centrih, omejevanje dostopa glede na starost uporabnika, verifikacija vnese-
nih podatkov osebe v raznih obrazcih in na socialnih omrezˇjih ali zgolj kot
znacˇilka v pomocˇ pri identifikaciji osebe. V namen resˇevanja tovrstnega pro-
blema vsako leto poteka tekmovanje LAP [1], kjer je cilj napovedati starost
osebe na sliki.
1
2 POGLAVJE 1. UVOD
Tako kot ljudje tudi uspesˇnejˇsi racˇunalniˇski sistemi pri dolocˇanju ocˇitne
starosti uposˇtevajo zunanje znacˇilnosti obraza, ki se pokazˇejo s staranjem.
Glavne lastnosti v zgodnejˇsih letih predstavljajo rast kosti in s tem obliko
obraza, kasneje pa pojavitev gub, najpogosteje okoli ocˇi, izgube mocˇi obra-
znih miˇsic, od koder sledi povesˇenost in sprememba teksture kozˇe [2]. Te
lastnosti se pri posamezniku pojavijo v razlicˇnih cˇasovnih obdobjih v razlicˇni
meri. Zato locˇimo ocˇitno starost, kako oseba izgleda navzven in starost in ko-
liko je posameznik dejansko star (cˇas od njegova rojstva). Dodatno dolocˇanje
starosti otezˇijo tudi druge lastnosti, kot so izraz na obrazu in spol, v domeni
racˇunalniˇskega vida pa, poleg nasˇtetega, sem sodijo sˇe obcˇutljivost na razlicˇno
osvetlitev slike oz. ucˇnih primerov, orientacija obraza in kvaliteta slike.
Na tem podrocˇju obstaja zˇe nekaj uspesˇnih resˇitev. Prve so zdruzˇevale
leta v kategorije, kot so mlad, srednjih let in star [3], kasnejˇse pa so leta
zdruzˇevala po deset skupaj v eno skupino [4]. Vse omenjene metode so se
problema lotile z uporabo metod strojnega ucˇenja, kjer prevladujejo algoritmi
PCA, LDA in SVM, nekatere novejˇse so uporabile tudi zˇe nevronske mrezˇe.
V diplomskem delu se bomo osredotocˇili na postopek resˇevanja omenje-
nega problema z globokimi konvolucijskimi nevronskimi mrezˇami s sodobno
VGG [5] arhitekturo. V poglavju 2 se bomo osredotocˇili na delovanje ne-
vronskih mrezˇ, njihovo zgradbo in proces ucˇenja. Za njihovo delovanje po-
trebujemo ogromne podatkovne mnozˇice, ki bodo opisane v poglavju 3. V
poglavju 4 sledi priprava podatkov za ucˇenje, opis in ucˇenje modela, kar
predstavlja glavni cilj naloge. V poglavju 5 sledijo rezultati in primerjava z
obstojecˇimi resˇitvami na znanih podatkovnih mnozˇicah, kot je LAP. V po-




Mozˇgani so se v biologiji izkazali za neverjetno prilagodljive in zmozˇne resˇiti
tudi probleme, ki jih ni mogocˇe formulirati kot algoritem. Delujejo na podlagi
iskanja vzorcev, ravno nasprotno od racˇunalnikov, ki so izvrstni v izvajanju
algoritmov. Dandanes je vedno vecˇja potreba ravno po avtomatizaciji pro-
blemov, kot sta prepoznava objektov s slike in govora.
Cˇe primerjamo zgolj lastnosti mozˇganov in racˇunalnikov (tabela 2.1),
slednji ne zaostajajo prav veliko. Po zgledovanju iz narave so se tako v
racˇunalniˇstvu razvile umetne nevronske mrezˇe, ki poskusˇajo na preprost
nacˇin predstaviti delovanje in ucˇenje v racˇunalnikih. S tovrstnimi algoritmi
so tako zˇe na nekaj podrocˇjih dosegli in presegli rezultate, ki jih dosegajo
ljudje [6].
Cˇlovesˇki mozˇgani Racˇunalnik
Sˇtevilo procesnih enot ≈ 1011 ≈ 109
Tip procesnih enot Nevroni Tranzistorji
Nacˇin izracˇunov Vzporedno Obicˇajno serijsko
Preklopni cˇas ≈ 10−3s 10−9s
Teoreticˇno mozˇnih preklopov ≈ 1013/s 1018/s
Preklopov v praksi 1012/s 1010/s
Tabela 2.1: Primerjava lastnosti cˇlovesˇkih mozˇganov in racˇunalnika [7].
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4 POGLAVJE 2. NEVRONSKE MREZˇE
2.1 Delovanje in zgradba
Podobno kot pri biolosˇkih mrezˇah so tudi umetne nevronske mrezˇe sestavljene
iz razlicˇnih zaporednih nivojev, kjer je posamezni nivo sestavljen iz nevronov.
Med nivoji so povezave, ki v biologiji predstavljajo aksone. Vsaka nevronska
mrezˇa mora imeti vsaj dva nivoja. Prvi nivo, ki ga ne sˇtejemo med sˇtevilo
nivojev nevronske mrezˇe, predstavlja vhodni nivo. Pri vhodnem nivoju mora
biti sˇtevilo vhodnih nevronov enako sˇtevilu atributov v podatkih ali slikovnih
elementov, cˇe obdelujemo slike. Zadnji nivo pa predstavlja izhodni nivo, kjer
je izhod v primeru regresije nevron oziroma, v primeru klasifikacije, vecˇje
sˇtevilo izhodnih nevronov, kar je enako sˇtevilu vseh razredov [8]. Vrednosti
si lahko predstavljamo kot verjetnosti, da primerek spada v dolocˇen razred.
V tem primeru za izbiro rezultata izberemo razred, cˇigar pripadajocˇ nevron
ima najvecˇjo vrednost.
Med vhodnim in izhodnim nivojem so lahko tudi skriti nivoji vecˇ vrst,
nekaj kljucˇnih je opisanih v poglavju 2.3. Preprost primer nevronske mrezˇe
z dvema skritima nivojema je podan na sliki 2.1.
vhod izhod
Slika 2.1: Primer nevronske mrezˇe s tremi nivoji, en vhodni (ki ga ne sˇtejemo
med nivoje nevronske mrezˇe), dva skrita in izhodni nivo.
Pri ucˇenju se na posameznem nivoju tako ustvarijo vzorci, ki so najlepsˇe
vidni v primeru obdelave slik. V zacˇetnih nivojih so ti vzorci preprosti,
recimo cˇrte pod razlicˇnimi koti in podobni preprosti vzorci. Na naslednjih
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nivojih se iz teh preprostih vzorcev tvorijo kompleksnejˇsi in tako naprej. Na
sliki 2.2 je prikaz vzorcev, ki se jih naucˇi konvolucijska nevronska mrezˇa med
ucˇenjem prepoznave obrazov [9].
Slika 2.2: Prikaz vzorcev prvega skritega nivoja v konvolucijski nevronski
mrezˇi, vmesnega in zadnjega konvolucijskega nivoja pri ucˇenju prepoznave
obrazov.
2.1.1 Nevroni
Nevroni predstavljajo najmanjˇso gradbeno enoto nevronske mrezˇe. Na zacˇetku
so to bili perceptroni [10], kjer je bil njihov izhod odvisen le od sesˇtevka vho-
dov. Cˇe je vhod vecˇji od nekega praga, vrne 1, sicer 0. V enacˇbi (2.1) je
poleg vhoda xj podan sˇe wj, ki predstavlja tezˇo povezave med nevronom
prejˇsnjega nivoja in trenutnega. Utezˇ pove pomembnost podatka, ki pride





j wjxj ≤ prag
1, cˇe je
∑
j wjxj > prag
(2.1)
Zaradi omejenosti izhoda perceptronov so se razvili logisticˇni nevroni,
katerih izhod lahko zavzame katerokoli vrednost na odprtem intervalu med
0 in 1. Najpogosteje uporabljen nevron tovrstne vrste je sigmoidov nevron
[11], ki deluje po sigmoidovi funkciji v enacˇbi (2.2); prikazani na sliki 2.3.
Pogosta alternativa je hiperbolicˇni tangens. Tovrstne funkcije so znane kot
aktivacijske funkcije. Tezˇa povezav se na taksˇnih funkcijah odrazˇa kot hitrost
narasˇcˇanja.










Slika 2.3: Vizualni prikaz sigmoidove funkcije.
2.1.2 Korekcijska vrednost
V mrezˇah so obicˇajno prisotne dodatne korekcijske vrednosti (angl. bias), ki
so se velikokrat izkazale kot kriticˇne pri ucˇenju. Korekcijsko vrednost si lahko
predstavljamo kot zamik vhodne funkcije levo ali desno. Sluzˇi tudi kot pomocˇ
v primeru, da so vsi vhodi enaki 0, saj vseeno vrne nek rezultat. Korekcijska
vrednost je obicˇajno ena za celoten nivo, redkeje pa ena na posamezni nevron.
Enacˇba (2.3) je le nadgradnja izhodne funkcije nevrona. Dodan ji je sˇe b, ki




wjxj + b) (2.3)
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2.2 Ucˇenje nevronskih mrezˇ
Nevronske mrezˇe se po kategorijah ucˇi na tri razlicˇne nacˇine. Ti so gra-
dientni spust z vzvratnim propagiranjem napake (angl. backpropagation)
[13], optimiziranje z delci roja (angl. particle swarm optimization) [14] in
genetski algoritmi [15]. Nacˇin z uporabo gradientnega spusta z vzvratnim
popravljanjem je najˇsirsˇe uporabljen, zato je opisan v nadaljevanju.
2.2.1 Gradientni spust (z momentom)
Najˇsirsˇe uporabljen pristop ucˇenja nevronskih mrezˇ je zaradi preprostosti,
hitrosti in zanesljivosti gradientni spust (angl. gradient descent).
Predstavlja optimizacijski algoritem, ki na izhodu minimizira napako in
s tem povecˇuje tocˇnost. V tocˇki, kjer se trenutno nahajamo, se izracˇuna
gradientni vektor, ki kazˇe v smeri najvecˇjega vzpona oz. spusta funkcije, cˇe
minimiziramo napako. Nato se premaknemo za majhen del tega vektorja v
novo tocˇko. Velikost dela vektorja nam pove hitrost ucˇenja. Ta postopek
ponavljamo, dokler ne dosezˇemo konvergence v nek lokalni optimum. Vektor
gradienta se izracˇuna iz parcialnih odvodov funkcije f po enacˇbi (2.4), za
vsak izhod posebej (xi).









Gradientni spust bi lahko primerjali z vzponom na hrib, kjer zˇelimo brez
poznavanja poti cˇim hitreje priti na vrh. V vsakem koraku pogledamo, kje se
najhitreje vzpenja in se pomaknemo korak tja. Postopek ponavljamo, dokler
ne pridemo na vrh.
Tezˇava nastane, cˇe obticˇimo na lokalnem vrhu. Kamorkoli se premaknemo
pridemo v slabsˇi polozˇaj, vendar nismo na najviˇsjem. To v mnogo primerih
predstavlja tezˇavo, zato se v praksi obicˇajno uporablja gradientni spust z
momentom. Ob vsaki posodobitvi vektorja smeri uposˇtevamo sˇe nek delezˇ
λ prejˇsnjih vektorjev smeri, kjer njihov vpliv pada eksponentno. Cˇe je λ
enaka 0, govorimo o navadnem gradientnem spustu. Tako se v primeru, ko
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se priblizˇamo nekemu lokalnemu optimumu, lahko premaknemo naprej le, cˇe
je moment dovolj velik.
2.2.2 Vzvratno racˇunanje pricˇakovane napake
Nevronske mrezˇe z enim nivojem so sposobne resˇiti le preproste probleme,
zato so obicˇajno sestavljene iz vecˇ nivojev. S tem se zmanjˇsa potreba po
sˇtevilu nevronov. Med ucˇenjem vemo le, katere podatke posˇljemo v vhodni
nivo, pravilne rezultate in predvidene izhode iz zadnjega nivoja. Vse vmesne
utezˇi moramo tako popravljati glede na vhod in izhod, kot tudi uposˇtevati
vpliv na ostale nevrone. Za to se uporablja algoritem za vzvratno racˇunanje
pricˇakovane napake. V nadaljevanju je razlozˇen postopek racˇunanja; oznake
so na sliki 2.4.
Legenda:
j – izhodni nevron
i – skriti nevron
yj – izhod nevrona j
yi – izhod nevrona i
zj – skupni vhod nevrona j







Slika 2.4: Primer grafa nevronske mrezˇe z oznakami.
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V prvem koraku z verizˇnim pravilom izracˇunamo, koliksˇno napako E









V naslednjem koraku izracˇunamo spremembo napake na izhodu, cˇe spre-
menimo izhod nevrona i (yi). Uposˇtevati moramo napako, ki jo povzrocˇimo
na vseh nevronih na naslednjem nivoju povezanim z nevronom i. Napaka











V zadnjem koraku le sˇe izracˇunamo vpliv spremembe posamezne utezˇi na







Za posodobitev utezˇi na skritem nivoju in v nevronih tako uporabimo
optimizacijsko metodo gradientnega spusta, glede na pricˇakovano napako.
Ta postopek lahko uporabimo za poljubno sˇtevilo nivojev, vendar bo
s povecˇevanjem sˇtevila nivojev prihajalo do vecˇjih napak. Zaradi teh bo
postopek postal neucˇinkovit.
2.2.3 Ucˇenje z ostanki
Pri navadnem ucˇenju si lahko vsak nivo predstavljamo kot racˇunanje funkcije
fi, prikazano v enacˇbi (2.8), kjer x predstavlja izhod in fn izhodni nivo. Za-
radi kopicˇenja napak pri vzvratnem racˇunanju skozi racˇunanje vseh funkcij,
postane gradientni spust neucˇinkovit.
y = f1(f2(. . . (fn(x)) (2.8)
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Da bi se temu izognili pri ucˇenju globokih mrezˇ, se uporablja metoda
ucˇenja z ostanki (angl. residual learning) [16], ki je le dodatek k vzvratnemu
racˇunanju pricˇakovane napake. Mrezˇo se razdeli v bloke. Primer bloka z
oznakami za izracˇun je na sliki 2.5. Nivoji znotraj bloka predstavljajo neko
funkcijo F (x). Predpostavimo1, da lahko vecˇ nivojev F (x) priblizˇno izracˇuna
katerokoli funkcijo H(x), ne glede na njeno zahtevnost. Tako, cˇe od H(x)
odsˇtejemo ostanek y (napaka funkcije F (x)), pridemo nazaj do napovedi
nivojev (F (x)); enacˇba (2.9).
F (x) = H(x)− y (2.9)
Cˇe predpostavko obrnemo, lahko s funkcijo F (x) priblizˇno izracˇunamo
tudi ostanek y, za vhod pa vzamemo le x. F (x) tako nadomesti y in postane
razlika med vhodom x in funkcijo H(x). Cˇe obrnemo, dobimo, da je sesˇtevek
ostanka in vhoda x enak zˇeljeni funkciji; prikazano v enacˇbi (2.10). V praksi
napaka sˇe vedno ostaja, vendar je veliko manjˇsa kot pri obicˇajnem ucˇenju.
x = H(x)− F (x)







F (x) + x
F (x)
Slika 2.5: Primer dvonivojskega bloka znotraj nevronske mrezˇe.
1Ta predpostavka ni dokazana in je sˇe neresˇen problem [17].
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S tem v mrezˇi za vsak blok popravimo podatke, ki jih uporabljamo pri
vzvratnem racˇunanju za gradientni spust, kar nam omogocˇa precej globje
nevronske mrezˇe. Avtorji so uspesˇno preizkusili mrezˇe, ki imajo tudi 1201
nivojev in dosegli izvrstne rezultate. Tovrstna arhitektura mrezˇ se imenuje
ResNet.
2.3 Vrste nivojev
Nevronske mrezˇe so, kot zˇe omenjeno, sestavljene iz vecˇ razlicˇnih nivojev.
Prvotne so imele le eno vrsto nivoja, ta je bil polno povezani. Kasneje so
se razvili sˇe dodatni nivoji, nekaj najbolj pogostih je opisanih v naslednjih
podpoglavjih.
2.3.1 Polno povezani nivo
Pri polno povezanem nivoju je vsak nevron povezan z vsemi nevroni iz
prejˇsnjega nivoja. Pri sestavljenih nevronskih mrezˇah se taksˇni nivoji obicˇajno
pojavljajo proti koncu. Predstavljajo povezave med vzorci iz prejˇsnjih nivo-
jev. Prehod skozi polno povezan nivo je enak operaciji matricˇnega mnozˇenja.
2.3.2 Konvolucijski nivo
Nad danimi vhodnimi podatki v nivo se izvede konvolucija [18]. V mate-
matiki je konvolucija operacija med dvema matrikama, kjer je rezultat prav
tako matrika. Prva matrika predstavlja podatke, medtem ko druga filter
(pravimo ji tudi jedro, angl. kernel), s katerim gremo skozi podatke. Prehod
si lahko predstavljamo kot drsecˇe okno, s katerim gremo skozi vse mozˇne
lokacije v podatkih. Te utezˇeno sesˇtejemo s filtrom, da dobimo vrednost in
se premaknemo na naslednjo lokacijo.
Konvolucija je v obdelavi signalov in slik izredno sˇiroko uporabljena.
Eden izmed nacˇinov vsakdanje rabe pri obdelavi slik je zameglitev slike.
Filter v enacˇbi (2.11) je uporabljen za zameglitev slike s povprecˇenjem sose-
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(a) Primer slike pred obdelavo s
konvolucijskim filtrom.
(b) Po obdelavi s konvolucijskim fil-
trom, kjer je slika zamegljena.
Slika 2.6: Primer obdelave slike pred in po konvoluciji.
Konvolucija je tako zaradi vseh mozˇnih postavitev okna racˇunsko iz-
redno zahtevna operacija, kjer se je potrebno v vsakem oknu sprehoditi
cˇez vse vrednosti. Da bi se v prihodnjih nivojih izognili nepotrebnemu
racˇunanju, se uporablja optimizacijski postopek zdruzˇevanje najvecˇjih (angl.
max pooling) [19]. Konvuliran rezultat se razdeli v mrezˇo, najpogosteje tako,
da so celice visoke in sˇiroke dva elementa in iz vsake celice se vzame ele-
ment z najvecˇjo vrednostjo, ostale pa se zavrzˇe. Vizualni prikaz postopka
zdruzˇevanja najvecˇjih je viden na sliki 2.7. Tovrstna optimizacija se zelo
pogosto uporablja, kjer imamo na voljo malo podatkov, da se izognemo pre-
komernemu prilagajanju ucˇnih primerov (angl. overfitting).
Rezultat konvolucijskega nivoja so tako vzorci; kot je vidno na sliki 2.2 v
uvodu poglavja. Omenjeni vzorci se iˇscˇejo na vhodnih podatkih in na izhodne
sporocˇajo verjetnosti, da se je vzorec pojavil. Pri ucˇenju se prav tako tvorijo
prostorske relacije med posameznimi vzorci.
2.3. VRSTE NIVOJEV 13
Slika 2.7: Levo matrika pred in desno po zdruzˇevanju najvecˇjih elementov.
2.3.3 Nivo usmerjenih linearnih enot
Usmerjene linearne enote (angl. rectified linear units, kratko ReLU) [20]
so sodobna alternativa sigmoidnim nivojem, ki so se pri globokih nevronskih
mrezˇah izkazale celo bolje. So mnogo hitrejˇse in preprostejˇse, njihova funkcija
pa je, da vse negativne vrednosti zamenja z 0, pozitivne pa obdrzˇi (enacˇba
2.12).
f(x) = max(0, x) (2.12)
2.3.4 Izgubni nivoji
Izgubni nivoji se pojavljajo kot zadnji nivo. Racˇunajo hitrost gradientnega
spusta glede na pravilno in napacˇno napovedano ucˇne primere. Pri klasifika-
ciji je najpogostejˇsi normalizacijski nivo (angl. softmax) [21], pri regresiji pa
evklidska razdalja do pravilnega rezultata. V primeru pravilno napovedanih
rezultatov bo korak pri ucˇenju z gradientnim spustom zelo majhen ali ga pa
ne bo, cˇe je pa napak zelo veliko, bodo sorazmerno veliki tudi popravki.
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Poglavje 3
Podatkovne zbirke
Naucˇeni modeli so obicˇajno tako dobri kot ucˇni podatki. Predvsem je po-
membna raznolikost podatkov in cˇim vecˇje sˇtevilo ucˇnih primerov, saj se mo-
del tako naucˇi variacij znotraj podatkov in postane na njih neobcˇutljiv. Pri-
meri variacij so pogled obraza (stranski ali frontalni), neporavnanost obraza
na sliki in izraz na obrazu. V tem poglavju bomo opisali dve uporabljeni po-
datkovni zbirki, ki ju bomo uporabili za ucˇenje. Prva je IMDB-WIKI [22] in
druga LAP 2015 [23], ki se pojavlja na tekmovanjih za primerjavo razlicˇnih
metod.
3.1 Podatkovna zbirka IMDB-WIKI
Zbirka IMDB-WIKI je trenutno ena izmed najvecˇjih zbirk na svetu, ki vkljucˇuje
fotografije oseb z oznacˇeno starostjo ter spolom. Podatki so bili zbrani s sple-
tne strani IMDB in Wikipedija. Prva je spletna stran o filmih in igralcih,
druga pa spletna enciklopedija, ki vsebuje tudi biografije znanih oseb. S
prvega vira so bili prebrani ime, priimek, spol in datum rojstva 100.000 naj-
bolj znanih oseb s slikami, ki vsebujejo datum posnetka. Podobno je bilo
storjeno na Wikipediji, od koder so bile vzete biografije oseb in pripadajocˇe
slike. Skupaj je bilo tako zbranih 523.051 slik, od tega 460.723 iz IMDB
in 62.328 z Wikipedije. Razporeditev podatkov po starosti je prikazana na
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sliki 3.1. Skupna velikost podatkovne zbirke znasˇa 282 GB. Na precejˇsnjem
sˇtevilu slik je vidnih vecˇ oseb, obraz ni glavni del slike, ali pa sploh ni viden.
Nekaj primerov je vidnih na sliki 3.2. Za uporabo zbirke torej potrebujemo
sˇe predhodno obdelavo podatkov.






















Slika 3.2: V prvi vrsti primeri treh fotografij z Wikipedije in spodaj pripa-
dajocˇe starosti, v drugi s spletne strani IMDB.
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3.2 Podatkovna zbirka LAP 2015
Podatkovna zbirka LAP je del izziva Napovedovanje starosti posameznikov
na slikah, ki je bil del ICCV delavnice [24]. Vkljucˇuje 5.000 fotografij posa-
meznikov z oznako starosti. Zbirka je zˇe s strani organizatorjev razdeljena
na tri dele: ucˇni, testni in ocenjevalni, s priblizˇno razporeditvijo 50 %, 25
% in 25 % vseh fotografij, vendar nam ocenjevalni del ni na voljo. Oznake
so bile zbrane s pomocˇjo dveh spletnih aplikacij. Vsako fotografijo je ocenilo
najmanj deset ljudi, povprecˇje ocen pa predstavlja oznako vsake fotografije.
Za vsako fotografijo je podan tudi standardni odklon ocen glasov, ki se ga
uporabi pri evaluaciji rezultatov. Ta je med 1 in 6,7 s povprecˇjem 4. Na
vsaki fotografiji je le en obraz, vendar je podobno kot pri zbirki IMDB-WIKI
tudi tu potrebna predhodna obdelava fotografij. Nekaj primerov fotogra-
fij je prikazanih na sliki 3.3. Razporeditev podatkov je zelo podobna kot z
Wikipedije na sliki 3.1.
µ = 11, 0 σ = 2, 60 µ = 39, 0 σ = 5, 30
µ = 20, 2 σ = 4, 0
µ = 60, 9 σ = 4, 9
Slika 3.3: Nekaj primerov fotografij iz zbirke LAP 2015 in pripadajocˇe pov-
precˇne starosti (µ) ter standardni odklon ocen (σ).




V podatkovni zbirki IMDB-WIKI so dane neobdelane slike, zbrane s sple-
tnimi pajki. Nekatere vsebujejo napacˇne cˇasovne zˇige (cˇas zajema slike).
Tako smo naleteli na skrajne primere, kjer je bila oznaka starosti osebe na
sliki negativna ali pa je bila oseba stara vecˇ tisocˇ let. Taksˇne primere smo
izlocˇili v prvem koraku, saj so seveda nepravilni.
Druga tezˇava slik v podatkovni zbirki je, da so poleg obraza vidni sˇe
ostali deli telesa in okolica, na kateri je lahko vecˇ oseb. V prvem koraku smo
zato zaznali obraze na slikah z metodo NPD [25]. Uporabili smo zˇe naucˇen
model za zaznavo obrazov, dan s strani avtorjev algoritma. Model je bil
naucˇen na zbirki AFLW [26], ki skupaj vsebuje nekoliko manj kot 26.000 slik
z oznacˇenimi lokacijami obrazov pod razlicˇnimi koti. Obdrzˇali smo vse slike,
kjer je bil zaznan le en obraz. Vse regije zaznanih obrazov smo povecˇali za
60 %, izrezali le ta del ter zmanjˇsali ali povecˇali sliko na velikost 256×256
slikovnih pik. Primeri izrezanih slik so na sliki 4.1. Skupno nam je tako
ostalo 175.457 slik za ucˇenje. Regijo obreza obrazov (povecˇavo za 60 %) smo
dolocˇili eksperimentalno, tako da so vse opazovane slike zajemale celoten
obraz.
Podobno smo naredili tudi na podatkovni zbirki LAP. Na sliki smo iz-
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rezali regijo, kjer je detektor vrnil najviˇsjo oceno za mozˇnost obraza, saj zˇe
organizatorji zagotovijo, da je na vsaki sliki le en. Vse ostale regije so bile
zavrnjene.
Slika 4.1: V prvi vrsti primeri slik iz podatkovne zbirke IMDB-WIKI pred
obdelavo in v drugi vrsti po njej.
4.2 Knjizˇnica Caffe za delo s konvolucijskimi
nevronskimi mrezˇami
Knjizˇnica Caffe [27] je ena izmed najbolj uporabljanih knjizˇnic (cˇe ne kar
najbolj) za delo s konvolucijskimi nevronskimi mrezˇami. Razvijajo jo na
univerzi Berkley. Glavni aduti knjizˇnice so preprostost, modularnost in hi-
trost zaradi uporabe graficˇnih kartic. Modularnost jo naredi privlacˇno za
mnogo raziskovalcev, saj se jo zelo hitro dograjuje z najnovejˇsimi dognanji
na podrocˇju nevronskih mrezˇ. Z uporabo graficˇnih kartic pa se razbremeni
nekaj procesorskih jeder (obicˇajno od 4 do 8) in tako se delo prenese na ne-
kaj tisocˇ graficˇnih jeder. S tem se cˇas ucˇenja zmanjˇsa iz nekaj mesecev na
nekaj dni. Caffe podpira Nvidiine graficˇne kartice s tehnologijo CUDA, za sˇe
hitrejˇse izvajanje pa uporablja knjizˇnico cuBLAS (angl. basic linear algebra
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subprograms), ki je optimizirana za matricˇne operacije.
Model nevronske mrezˇe se predstavi v tekstovnem formatu, ki zelo spo-
minja na priljubljen format JSON. V vsakem objektu layer opiˇsemo svoj
nivo. Vsebovati mora polje type, ki dolocˇa vrsto nivoja, bottom in top, ki
oznacˇujeta predhodni nivo in ime zbirke podatkov, kamor se shrani izhod
opisanega nivoja ter ime nivoja (polje name). Polje top se potem uporabi
kot vhod (polje bottom) v naslednji nivo. Vsi parametri so shranjeni v gnez-
denem objektu, ki se zacˇne z imenom nivoja in nadaljuje s param. Primer
objekta za parametre konvolucijskega nivoja se imenuje convolution param
in v polju num output vsebuje sˇtevilo izhodov ter v kernel size velikost je-
dra. Na taksˇen nacˇin se sestavi celotno mrezˇo. Primer prvega konvolucijskega
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4.3 Model konvolucijske nevronske mrezˇe
Za model nevronske mrezˇe smo izbrali znano sˇestnajst nivojsko VGG arhi-
tekturo [5]. Taksˇen model se je leta 2014 izvrstno izkazal na tekmovanju
ILSVRC [28], saj je bil racˇunsko med manj zahtevnimi in je bil uvrsˇcˇen
med najboljˇse tri v vecˇini kategorij, v nekaterih celo kot zmagovalna metoda.
Uporablja vecˇ nivojev, kot je bil obicˇaj pred izidom VGG, vendar uporablja
manjˇse velikosti konvolucijskih oken. Rezultat manjˇsih zaporednih konvo-
lucij pri ucˇenju nevronskih mrezˇ je enak eni vecˇji, le da potrebujemo manj
racˇunanja. Dodatno se zaradi vecˇ nivojev model lahko naucˇi kompleksnejˇse
vzorce z manj nevroni. Od takrat najprej je tovrsten model precej sˇiroko
uporabljen za vrsto razlicˇnih problemov.
Model je sestavljen iz sˇestnajstih nivojev. Vhodni nivo predstavljajo po-
datki, kjer je vhod RGB slika velikosti 224×224 slikovnih pik. Njim sledijo
konvolucijski nivoji z izmenjujocˇimi nivoji zdruzˇevanja najvecˇjih. Vsa okna
konvolucijskih nivojev so velika 3×3, velikost zdruzˇevanja najvecˇjih pa 2×2.
Tako obdrzˇimo le 25 % lokalno najboljˇsih rezultatov. Ta se ne sˇtejejo v sku-
pno sˇtevilo nivojev. Za vsakim konvolucijskim nivojem sledi sˇe nivo ReLU,
ki skrbi za sestavljanje vzorcev. Prvotni ReLU nivoji imajo 64 izhodov, torej
64 razlicˇnih vzorcev velikost 3×3. Naucˇeni vzorci so vidni na sliki 4.2.
Slika 4.2: Prvih 24 vzorcev naucˇenih na prvem konvolucijskem nivoju.
Vizualizacija kasnejˇsih nivojev je zaradi razbitja konvolucijskih oken pre-
cej podobna prvemu nivoju. Kasneje se sˇtevilo izhodnih vzorcev na kon-
volucijskih plasteh vecˇa s faktorjem dva. Povecˇa se tudi sˇtevilo zaporednih
nivojev locˇenih s plastjo zdruzˇevanja najvecˇjih, kar predstavlja vecˇja konvo-
lucijska okna. Na koncu sledijo trije polno povezani nivoji in izhodni nivo s
101 nevroni, ki predstavljajo leta od 0 do 100. Primer izhoda je na sliki 4.3.
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Arhitektura nevronske mrezˇe po nivojih:
Sˇt. nivoja Vrsta nivoja Sˇt. izhodov
- vhodni nivo 3×224×224
1 konvolucijski nivo 64
2 konvolucijski nivo 64
- zdruzˇevanje najvecˇjih
3 konvolucijski nivo 128
4 konvolucijski nivo 128
- zdruzˇevanje najvecˇjih
5 konvolucijski nivo 256
6 konvolucijski nivo 256
7 konvolucijski nivo 256
- zdruzˇevanje najvecˇjih
8 konvolucijski nivo 512
9 konvolucijski nivo 512
10 konvolucijski nivo 512
- zdruzˇevanje najvecˇjih
11 konvolucijski nivo 512
12 konvolucijski nivo 512
13 konvolucijski nivo 512
14 polno povezani nivo 4096
15 polno povezani nivo 4096
16 polno povezani nivo 101 (izhod)
- izgubni nivo (SoftmaxWithLoss) (za ucˇenje)
















Slika 4.3: Prikaz vhodne slike (levo) iz Wikipedije, ki ni del zbirke IMDB-
WIKI, in izhod nevronske mrezˇe (desno) za vsak nevron posebej. Pravilna
napoved 68, napovedana 66.
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4.4 Ucˇenje nevronske mrezˇe
Nevronsko mrezˇo smo ucˇili na graficˇni kartici Nvidia GeForce GTX 980 Ti.
Vsebuje 2816 CUDA jeder pri frekvenci 1.2 GHz in 6 GB graficˇnega pomnil-
nika. Racˇunalnik ima zmogljivejˇsi i7-6700K procesor s sˇtirimi fizicˇnimi jedri
in frekvenco do 4.2 GHz ter 32 GB delovnega pomnilnika. Za hitrejˇsi dostop
do podatkov je bilo vse shranjeno na SSD pogonu.
Za ucˇenje smo preizkusili nekaj razlicˇnih vrednosti hitrosti ucˇenja. Ta ima
obicˇajno najvecˇji vpliv na ucˇenje in nam pove, koliksˇen delezˇ vektorja vza-
memo pri gradientnem spustu, da ni prevelikih skokov ter s tem posledicˇno
nestabilnega ucˇenja. Za izbiro vrednosti smo izhajali iz opisanih v prvotnem
cˇlanku VGG [5] in te tako povecˇali ali zmanjˇsali. Hitrost ucˇenja smo poleg
referencˇne vrednosti 10−2 preizkusili sˇe na 10−1, 5× 10−2, 5× 10−3 in 10−3.
Pri prvi se je izkazalo, da je hitrost ucˇenja previsoka, zato le nakljucˇno skacˇe
po prostoru. Pri drugi se je mrezˇa zˇe pocˇasi ucˇila, vendar je bilo sˇe vedno
veliko skakanja. Pri tretji in cˇetrti vrednosti pa ravno obratno, ucˇenje je
bilo prepocˇasno. Referencˇna vrednost 10−2 je bila izmed preverjenih naju-
spesˇnejˇsa v kombinaciji z ostalimi parametri.
Za preverjanje smo odstranili 10.000 nakljucˇno izbranih slik iz zbirke
IMDB-WIKI (obe zdruzˇeni skupaj) za testno mnozˇico in na preostanku ucˇili
12 ur. Po pretecˇenem cˇasu smo uspesˇnost modela preverili na testni mnozˇici
z metriko najboljˇsih 5. Torej, cˇe je pravilen rezultat med najboljˇsimi petimi
napovedmi se sˇteje za pravilno, drugacˇe napacˇno.
Zmanjˇsali smo velikost mnozˇice za hkratno ucˇenje (angl. batch), taksˇno
smo tudi uporabili pri preizkusˇanju razlicˇnih vrednosti hitrosti ucˇenja, iz 256
na 32 zaradi manjˇsega sˇtevila razredov. Prvotna VGG mrezˇa je bila name-
njena napovedovanju 1.000 razlicˇnih razredov, kar predstavlja mnogo vecˇji
prostor za ucˇenje, kot ga imamo mi z le 101 izhodi. Velikost mnozˇice smo tako
lahko zmanjˇsali in vseeno obdrzˇali skoraj enako stabilno ucˇenje. Pomemben
razlog za zmanjˇsanje je bilo tudi pomankanje graficˇnega pomnilnika. V po-
mnilnik gre hkrati najvecˇ 10 slik skupaj z rezultati vmesnih nivojev. Slednji
zasedejo najvecˇ pomnilnika, pomembni pa so za ucˇenje. 10 slik se je zˇe
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vecˇkrat izkazalo za premalo sˇtevilo. Zato smo to mnozˇico nekoliko povecˇali
in razbili na 4×8 slik, kar omogocˇa knjizˇnica Caffe, funkcionalnost pa ostane
popolnoma enaka.
Osnovno vrednost ucˇenja pri gradientnem spustu smo nastavili na 10−2,
kot so nam pokazali preizkusi. Ta se vsakih 100.000 prehodov skozi mrezˇo
zmanjˇsa za faktor 10, kar pripomore k stabilnejˇsemu ucˇenju. Tako se hitreje
priblizˇa resˇitvi, v blizˇini pa hitrost zmanjˇsa, da je priblizˇevanje k resˇitvi na-
tancˇnejˇse. Moment pri gradientnem spustu smo nastavili na 0,9. Ta vrednost
se je zˇe mnogokrat izkazala za najboljˇso in se zato uveljavila kot standard.
Med ucˇenjem smo v ucˇne podatke dodali sˇe nekaj nakljucˇnosti. Iz vho-
dnih slik velikosti 256×256 slikovnih pik smo na nakljucˇni lokaciji izrezali
manjˇso sliko velikosti 224×224. To smo sˇe nakljucˇno zrcalili po navpicˇni osi
in zavrteli okoli centra med -20◦ in 20◦. S tem smo generirali nove ucˇne
primere, ki preprecˇujejo prekomerno prilagajanje ucˇnim podatkom. Ucˇenje
koncˇnega modela je za razliko od testnih, ki so bili namenjeni za izbiro pa-
rametrov namesto, 12 ur trajalo 3 dni, dokler ni doseglo konvergence.
V drugem koraku ucˇenja smo uporabili ucˇni del podatkovne zbirke LAP z
2.500 slikami. Z zbirko IMDB-WIKI smo model prilagodili za napovedovanje
dejanske starosti, namen zbirke LAP pa je ocˇitna starost. Naucˇen model smo
tako z dodatnim ucˇenjem priblizˇali napovedovanju ocˇitne starosti. Parametri
ucˇenja so enaki kot pri prvem koraku. Zmanjˇsali smo korak zmanjˇsevanja hi-
trosti ucˇenja iz 100.000 na 10.000 in ucˇili sˇest ur, saj je zbirka LAP manjˇsa.
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Poglavje 5
Rezultati
5.1 Rezultati za podatkovno zbirko LAP 2015
Podatkovna zbirka LAP ima funkcijo napake za vsak primer definirano po
enacˇbi (5.1), kjer je x napovedan rezultat nasˇega modela, µ dana povprecˇna
ocena in σ standardni odklon ocen uporabnikov. Povprecˇna napaka vseh
primerov je na koncu napaka modela. Vizualni prikaz enacˇbe je na sliki 5.1.
Manjˇsa kot je vrednost, uspesˇnejˇsi je model.
E = 1− e− (x−µ)
2
2σ2 (5.1)






















Slika 5.1: Vizualni prikaz enacˇbe napake (5.1).
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Test smo izvedli na testni mnozˇici zbirke LAP 2015 (za ocenjevalno ni
objavljenih oznak primerov). Nasˇ model je dosegel napako 0,325 ± 0,285.
Povprecˇna napaka je tako 3,7 leta s standardnim odklonom ± 3,2 let, v
povprecˇju je osebe ocenil z nizˇjo starostjo. Napaka je bila izracˇunana z
izrazˇenim x iz enacˇbe (5.1), da se lahko primerjamo z ostalimi ekipami. Za
µ in σ sta bili vzeti povprecˇni vrednosti iz testnega nabora. Najboljˇsa ekipa
ICT-VIPL je dosegla rezultat 0,292, kar nanese povprecˇno napako 3,4 leta.
Naredili smo sˇe nekaj preizkusov obcˇutljivosti modela glede na vhodne
podatke. Nobene izmed slik nismo uporabili za ucˇenje. Preizkusili smo
obcˇutljivost osnovnega naucˇenega modela glede na velikost obraza (slika 5.2)
in rotacijo (slika 5.3). Pri velikosti se je pri vseh testnih primerih izkazalo,
da je moral obraz na sliki predstavljati vsaj cˇetrtino slike, da je bila ocena
kolikor toliko smiselna. Primerjava je pomembna zaradi predhodnega koraka
iskanja obraza in izreza, kjer so se v skrajnih primerih pojavljali tudi najvecˇji
izrezi. Z vecˇjim poudarkom na obraz se je popravila tudi ocena. Pri rotaciji
se je model izkazal za precej neobcˇutljivega do kota 30◦. Pri vecˇji rotaciji so
bili rezultati podobno kot pri velikosti precej netocˇni.
Slika 5.2: Prikaz izrezov slike razlicˇnih velikosti uporabljene za preizkus mo-
dela. Ocenjena starost od najvecˇjega do najmanjˇsega izreza so 44, 33 in 31
let. Pravilna ocena je 33 let.
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Slika 5.3: Prikaz zavrtenih vhodnih slik. Od leve proti desni so ocene 29, 28,
52 let, zavrtene pa so za 0◦, 20◦ in 90◦. Pravilna ocena 30 let.
Cˇas klasifikacije posamezne slike je na graficˇni kartici 0,5 sekunde, med-
tem ko na centralni procesnih enoti z vsemi jedri priblizˇno 20,5 sekund. Po-
hitritev je tako 41-kratna.
5.2 Primerjava s sorodnimi resˇitvami
V sklopu tekmovanja LAP so bili objavljeni tudi rezultati drugih ekip [24],
vendar brez podatkov o standardnem odklonu. Rezultati nad testno mnozˇico
so prikazani v tabeli 5.1, kjer smo se preizkusili tudi mi. V tabeli 5.2 pa so na
voljo rezultati na ocenjevalni mnozˇici, za katero nismo imeli oznak primerov.
Nasˇa metoda je tako dosegla manjˇso napako kot cˇlovek in se na lestvici
uvrstila med boljˇso polovico.
Skoraj vse ekipe so se problema lotile z nevronskimi mrezˇami, le dve na
klasicˇni nacˇin z nekoliko slabsˇimi rezultati (Bogazici in Notts CVLab). Od
nevronskih mrezˇ sta predvsem prevladovala modela GoogleNet (mrezˇa ima 22
nivojev) [29] in VGG, ki smo jo uporabili tudi mi. Glavna razlika med vsemi
ekipami so bile predvsem podatkovne zbirke. Skoraj vse ekipe so poleg dane
podatkovne zbirke uporabile tudi dodatne, saj so za ucˇenje nevronskih mrezˇ
potrebne ogromne kolicˇine podatkov. Precej pogosti zbirki sta bili CACD
[30] in MORHP [31]. Vecˇji nabor razlicˇnih oseb kot je podatkovna zbirka
imela, viˇsje se je model uvrstil.
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Zmagovalna ekipa (na ocenjevalni zbirki tekmovanja, ki je mi nismo imeli)
je tako sestavila podatkovno zbirko IMDB-WIKI in jo uporabila za ucˇenje
dvajset modelov nevronskih mrezˇ. Za kontrast: mi imamo le eno. V drugem
koraku so podobno kot ostale ekipe, ki so delale z nevronskimi mrezˇami,
model sˇe dodatno prilagodile na ucˇni in testni mnozˇici LAP in tega uporabile
za evalvacijo. Za napoved je bila vzeta povprecˇna vrednost vseh dvajsetih
nevronskih mrezˇ. Obraze so iskali z metodo lovec na glave (angl. headhunter)
[32], ki temelji na algoritmu DPM [33].
Drugouvrsˇcˇena ekipa je imela le eno nevronsko mrezˇo GoogleNet. Ucˇenje
je potekalo na zunanjih podatkovnih zbirkah MORPH in sˇe nekaj manjˇsih,
v drugem koraku pa na podatkovni zbirki LAP. Obraze so iskali s pomocˇjo
spletne storitvije Face++ [34] in Microsoftovih kognitivnih storitev [35].
Tretja ekipa je naucˇila vecˇ nevronskih mrezˇ na zbirkah MORPH, CACD
in FGNet. Te so razvrstile primere v 10 razlicˇnih skupin, nato so z na-
kljucˇnimi gozdovi (angl. random forest) [36] in SVM [37] za regresijo dolocˇili
koncˇni izhod.
Mesto Ekipa Napaka Model Napovedovanje
1 ICT-VIPL 0,292297 GoogleNet (CNN) klasifikacija
2 CVL ETHZ 0,295116 VGG (CNN) klasifikacija
3 WVU CVL 0,316289 GoogleNet (CNN) regresija
- Nasˇa metoda 0,325119 VGG (CNN) klasifikacija
4 AgeSeer 0,327321 VGG (CNN) regresija
- Cˇlovek 0,34 - -
5 Enjuto 0,370656 CNN regresija
6 SEU-NJU 0,380615 VGG (CNN) ni podatka
7 Lab219A 0,477079 CNN ni podatka
8 Bogazici 0,483337 racˇunanje znacˇilk regresija
- UMD - CNN klasifikacija,
nato regresija
- Sungbin Choi - GoogleNet (CNN) klasifikacija
- Notts CVLab - racˇunanje znacˇilk regresija
Tabela 5.1: Prikaz rezultatov ekip na tekmovanju LAP na testni mnozˇici.
5.2. PRIMERJAVA S SORODNIMI RESˇITVAMI 31
Mesto Ekipa Napaka
1 CVL ETHZ 0,264975
2 ICT-VIPL 0,270685




7 Sungbin Choi 0,420554
8 Lab219A 0,499181
9 Bogazici 0,524055
10 Notts CVLab 0,594248
Tabela 5.2: Prikaz rezultatov ekip na tekmovanju LAP na ocenjevalni
mnozˇici.
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Poglavje 6
Zakljucˇek
Konvolucijske nevronske mrezˇe smo preizkusili na problemu napovedovanja
starosti osebe zgolj s fotografije obraza. V prvem delu diplomskega dela
smo predstavili osnovno teorijo nevronskih mrezˇ, kjer smo opisali osnovno
zgradbo, gradnike, nekaj najbolj pogosto uporabljenih nivojev in najˇsirsˇe
uporabljeno metodo ucˇenja z gradientnim spustom. V nadaljevanju smo opi-
sali obsezˇno podatkovno zbirko IMDB-WIKI, ki vsebuje ogromno fotografij
predvsem znanih oseb z oznacˇeno starostjo in precej manjˇso podatkovno
zbirko LAP, ki je dana v sklopu tekmovanja in na kateri smo tudi preiz-
kusili nasˇo metodo. Sledil je prakticˇni del diplomske naloge, ki je v prvem
koraku zajemal pripravo podatkov. V danih podatkovnih zbirkah smo nasˇli
vse obraze z novo metodo NPD in izvedli filtriranje vseh ucˇnih primerov.
Sˇestnajstnivojsko nevronsko mrezˇo smo naucˇili v sˇiroko uporabljeni knjizˇnici
Caffe za delo s konvolucijskimi nevronskimi mrezˇami, na koncu pa naredili
evalvacijo rezultatov. Dobljene rezultate smo primerjali na podatkovni zbirki
LAP.
Nasˇa metoda se je kljub nekoliko preprostejˇsemu modelu in pripravi po-
datkov izkazala za precej uspesˇno, saj smo imeli manjˇso napako kot cˇlovek
in se zelo priblizˇali najboljˇsim trem ekipam. Ugotovili smo, da je bolj kot
metoda pomemben nabor podatkov. Vecˇ razlicˇnih primerov kot imamo na
voljo, bolje se bo model odrezal.
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Prostora za nadgradnjo je sˇe kar nekaj. Ena izmed izboljˇsav, ki bi verje-
tno precej pripomogla k vecˇji uspesˇnosti, je vkljucˇitev dodatnih podatkovnih
zbirk. Druga, verjetno najbolj obetavna pa bi bila kompleksnejˇsi, petdeset
ali vecˇ nivojski model nevronske mrezˇe, naucˇen z metodo ucˇenja z ostanki.
To metodo smo omenili v prvem poglavju, vendar je nismo uporabili zaradi
izjemno dolgih cˇasov ucˇenja. Izkazala se je za izjemno uspesˇno. Predvide-
vamo, da bo v prihodnjih letih VGG zamenjal ResNet in novejˇse arhitekture
polno povezanih nevronskih mrezˇ [38].
Ravno cˇas ucˇenja in splosˇna racˇunska zahtevnost nam je predstavljala
najvecˇjo tezˇavo. Nevronske mrezˇe imajo veliko sˇtevilo parametrov za ucˇenje,
kjer lahko zˇe majhna sprememba vpliva na uspesˇnost modela. Vecˇje sˇtevilo
razlicˇnih parametrov pa ravno zaradi cˇasa ucˇenja tezˇko preizkusimo. Vi-
soka racˇunska zahtevnost nam ravno tako omeji aplikativno rabo, kot je npr.
dolocˇanje starosti z videa v realnem cˇasu ali pa uporaba algoritma v mobilni
aplikaciji.
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