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SOMMAIRE
Nous nous proposons dans ce mémoire une étude de la métrique sur le ﬁbré unitaire
tangent au plan hyperbolique.
Dans un premier temps, quelques déﬁnitions et théorèmes rencontrés dans la géométrie
riemannienne et dans la géométrie diﬀérentielle, dont certains sont démontrés, ont été
dégagés pour faciliter l'élaboration de ce mémoire dans un langage compréhensif.
Pour mieux aborder le sujet on a abordé dans ce travail, de façon détaillée, les notions
de la géométrie hyperbolique en utilisant le modèle du demi-plan de Poincaré.
Après avoir étudié l'action de groupe projectif spécial linéaire à entrées réelles,
PSL(2,R)=SL(2,R)/{−I, I} et celle du ﬂot géodésique sur le ﬁbré unitaire tangent, T 1H ;
nous avons aussi, en utilisant la décomposition de Iwasawa, mathématicien japonais (11
Septembre 1917 - 26 Octobre 1998), présenté en détail les relations qui permettent d'ex-
primer, de façon unique, les éléments du ﬁbré unitaire tangent au plan hyperbolique en
termes d'éléments de PSL(2,R).
Enﬁn, les symboles de Christoﬀel sont exprimés en fonctions des coeﬃcients de la
première forme fondamentale aﬁn de les utiliser pour étudier la métrique connue sous le
nom de métrique de Sasaki, mathématicien japonais (18 Novembre 1912 - 14 Aout 1987).
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INTRODUCTION
Le monde qui nous entoure est fait de beaucoup de formes variées dont certaines ne
peuvent pas être étudiées et comprises sur base de la géométrie usuelle construite sur
toute une liste de postulats présentés dans "Éléments d'Euclide, vol.13". Le postulat le
plus célèbre qui a bouleversé plusieurs mathématiciens est le cinquième : le postulat des
parallèles qui dit que
Étant donné une droite D et un point p /∈ D, il existe une unique droite D′ passant
par p et ne coupant jamais D.
Au XVII ème siècle, Girolamo Saccheri, mathématicien italien (1667-1733) a tenté
de démontrer ce postulat mais sans succès. Au XIX ème siècle, Nikolaï Ivanovitch Lo-
batchevski, mathématicien russe (1er décembre 1792 - 24 février 1856) a publié l'article
intitulé "Géométrie Imaginaire", initialement en russe 1829 puis en français en 1840 [15].
En fait, il a démontré qu'il était possible de construire une géométrie, malgré la négation
de ce postulat.
Ce travail de Lobatchevski va alors entrainer l'apparition de la nouvelle géométrie
dite "Géométrie non euclidienne". Diﬀérents modèles dont le modèle du demi-plan de
Poincaré, utilisé dans ce mémoire, sont utilisés pour étudier cette géométrie.
La généralisation de la géométrie usuelle s'accompagne de la généralisation de cer-
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taines formules. Par exemple, René Descartes, mathématicien, physicien et philosophe
français ( 31 Mars 1596 - 11 Février 1650) avait déﬁni la distance entre deux points
A(x1, y1) et B(x2, y2) par la formule d(A,B) =
√
(x2 − x1)2 + (y2 − y1)2). Georg Frie-
drich Bernhard Riemann, mathématicien allemand (17 Septembre 1826 - 20 Juillet 1866)
a généralisé cette notion de distance en s'appuyant sur les formes quadratiques. Il a pro-
posé la formule ds2 =
∑
ij gijdx
idxj, pour déterminer la distance où gij porte le nom
de tenseurs. On considère aussi que la notion variété diﬀérentiable [9] [11] [12] est due à
Riemann. Il a aussi proposé des méthodes, qui avaient été inventées pour les courbes et
surfaces, pour étudier des ensembles d'objets non-géométriques. Cette idée fut longtemps
développée par les géomètres du XIX ème siècle et du début du XX ème sciècle.
Dans ce mémoire on s'intéresse à la métrique déﬁnie sur le ﬁbré unitaire tangent
au plan hyperbolique. Dans le premier chapitre, on fait une présentation de quelques
concepts et résultats utiles pour étudier la géométrie du plan hyperbolique. Le deuxième
chapitre est consacré à l'étude des isométries du plan hyperbolique ainsi que qu'à la
détermination de la distance entre deux points quelconques de ce plan. Dans le troisième
et dernier chapitre le but est d'étudier l'action de PSL(2,R) sur le plan unitaire tangent,
T 1H, d'établir la relation entre PSL(2,R)et T 1H ainsi que la détermination de la métrique
de Sasaki.
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CHAPITRE 1
GÉNÉRALITÉS SUR LES VARIÉTÉS
DIFFÉRENTIABLES ET PLAN
HYPERBOLIQUE
Dans ce travail, nous nous proposons d'étudier la métrique sur le ﬁbré unitaire tangent
au plan hyperbolique. Pour atteindre cet objectif, beaucoup de concepts et exemples sont
indispensables mais d'autres déﬁnitions de base, comme l'espace topologique et les outils
utiles pour le déﬁnir vont être supposées connues et familières. Dans les premiers temps,
on va présenter les notions de variétés diﬀérentiables qui vont nous conduire à la déﬁni-
tion de la variété hyperbolique sans oublier bien sûr la présentation du plan hyperbolique.
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1.1 VARIÉTÉS DIFFÉRENTIABLES
Dans l'étude du calcul diﬀérentiel et de la physique classique, la structure de variété
topologique n'est pas suﬃsante du fait qu'il nous faudra pouvoir diﬀérencier les fonctions
un nombre de fois suﬃsant. Pour faire face à cette insuﬃsance, il nous faut une structure
adaptée c'est-à-dire qu'il nous faut supposer que les variétés considérées doivent être
lisses. De telles variétés sont dites diﬀérentiables [12].
Déﬁnition 1.1 Soit M un espace paracompact de Hausdorﬀ. On dit que M est une
variété topologique de dimension n si pour tout point p ∈ M il existe un ouvert U dans
M contenant p tel que U soit homéomorphe à un ouvert de Rn par un homéomorphisme
ϕ.
Déﬁnition 1.2 On appelle cartes de M , les couples (Ui, ϕi) formés par des ouverts Ui
de M et des homéomorphismes ϕi : Ui −→ Rn.
Sur l'intersection de deux cartes Ui ∩ Uj, on a deux façons de repérer les points. Cette
intersection produit deux ouverts Vi = ϕi(Ui ∩ Uj) ⊂ Rn et Vj = ϕj(Ui ∩ Uj) ⊂ Rn. On
note gji : ϕj(Ui ∩ Uj) → ϕi(Ui ∩ Uj) l'homéomorphisme de changement de cartes déﬁni
par gji = ϕj ◦ ϕ−1i . Il est facile de voir que son inverse est gij.
Déﬁnition 1.3 On appelle atlas deM , noté A(Ui, ϕi)i∈I , toute famille de cartes (Ui, ϕi)
qui recouvrent entièrement M .
Déﬁnition 1.4 Soit U un ouvert de Rm. On dit qu'une application f : U ⊂ Rm −→ Rm
est lisse ou diﬀérentiable si elle a des dérivées partielles de tous les ordres (f est C∞).
Déﬁnition 1.5 Une application f : X ⊂ Rm −→ Y ⊂ Rm est un diﬀéomorphisme si
elle est bijective et si f et f−1 sont lisses.
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Remarque 1 Une application diﬀérentiable est automatiquement continue et, par consé-
quent, un diﬀéomorphisme est automatiquement un homéomorphisme.
De plus, l'ensemble des diﬀéomorphismes d'une variété diﬀérentiable constitue un groupe
par la composition des applications.
Déﬁnition 1.6 Soit M une variété topologique de dimension n. Une structure diﬀéren-
tiable est déterminée par la donnée d'un atlas A(Ui, ϕi)i∈I de M ayant les propriétés
suivantes :
1) Si Ui ∩ Uj 6= ∅ la restriction de ϕj ◦ ϕ−1i est un diﬀéomorphisme de ϕi(Ui ∩ Uj) sur
ϕj(Ui ∩ Uj) ;
2) Si B ⊃ A est une autre atlas de M satisfaisant la condition précédente, alors B = A.
Déﬁnition 1.7 On appelle variété diﬀérentiable toute variété topologique munie d'une
structure diﬀérentiable.
Exemple 1 La sphère Sn = {x ∈ Rn+1|x.x = 1} est une variété diﬀérentiable de dimen-
sion n.
En eﬀet, Sn = {(x1, · · · , xn+1) ∈ Rn+1|(x1)2 + · · · + (xn+1)2 = 1}. Par la projection
stéréographique, on peut établir une correspondance bijective entre Sn \ {(0, · · · , 1)},
Sn \ {(0, · · · ,−1)} et Rn.
Tout point (x1, · · · , xn+1) 6= (0, · · · , 1) peut être relié à (0, · · · , 1) par une droite ren-
contrant l'hyperplan xn+1 = 0 en un point (y1, · · · , yn, 0). Vu que ces trois points sont
alignés, on a :
(y1, · · · , yn, 0)− (0, · · · , 1) = λ[(x1, · · · , xn+1)− (0, · · · , 1)] pour un certain λ ∈ R.
En résolvant cette équation, on a :
λ =
1
1− xn+1 .
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En substituant λ dans l'équation, on déduit une application
ϕ :Sn\{(0, · · · , 1)} −→ Rn
(x1, · · · , xn+1) 7→ 1
1− xn+1 (x
1, · · · , xn).
Le couple (U,ϕ), avec U = Sn\{(0, · · · , 1)} est une carte de coordonnées, de plus ϕ est
bijective et ϕ(U) = Rn.
De façon analogue, mais cette fois-ci en utilisant le point (0, · · · ,−1), on a une autre
application
ψ :Sn\{(0, · · · ,−1)} −→ Rn
(x1, · · · , xn+1) 7→ 1
1 + xn+1
(x1, · · · , xn).
Le couple (V, ψ), avec V = Sn\{(0, · · · ,−1)} est une autre carte de coordonnées.
Les applications ϕ et ψ sont inversibles d'inverses respectives
ϕ−1(y1, . . . yn) =
1
1 +
∑n
i=1(y
i)2
(
2y1, · · · , 2yn,−1 +
n∑
i=1
(yi)2
)
ψ−1(y1, . . . yn) =
1
1 +
∑n
i=1(y
i)2
(
2y1 · · · , 2yn, 1−
n∑
i=1
(yi)2
)
.
On a donc
(ψ ◦ ϕ−1)(y1, · · · , yn) = (ϕ ◦ ψ−1)(y1, · · · , yn) = (y
1, · · · , yn)∑n
i=1(y
i)2
.
Il est clair que
U ∩ V = Sn\{(0, · · · , 1), (0, · · · ,−1)}
ϕ(U ∩ V ) = ψ(U ∩ V )
= Rn\{(0, · · · , 0)},
de plus ϕ ◦ ψ−1 et ψ ◦ ϕ−1 sont lisses et Sn = U ∪ V .
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1.1.1 Fibré tangent
Soit M une variété diﬀérentiable et p un point de M . Considérons l'ensemble de
toutes les fonctions lisses à valeurs réelles déﬁnies sur certains voisinages de p, et notons
cet ensemble par F(p). Si f et g sont des éléments de F(p), alors f + g et f.g sont
déﬁnies sur l'intersection des voisinages sur lesquels f et g sont déﬁnies respectivement ;
λf, λ ∈ R, est déﬁnie sur un voisinage sur lequel f est déﬁnie[9].
Considérons une courbe diﬀérentiable γ : (−ε, ε)→ Rn telle que γ(0) = p et écrivons
γ(t) = (x1(t), · · · , xn(t))
où t ∈ (−ε, ε), et (x1, · · · , xn) ∈ Rn.
Alors,
γ˙(0) = (x˙1(0), · · · , x˙n(0))
= −→v ∈ Rn.
Considérons maintenant f ∈ F(p). On peut faire une restriction de f sur γ et exprimer
la dérivée directionnelle suivant la direction de −→v comme suit :
d(f ◦ γ)
dt
∣∣∣∣
t=0
=
n∑
i=1
∂f
∂xi
∣∣∣∣
t=0
dxi
dt
∣∣∣∣
t=0
=
(∑
i
x˙i(0)
∂
∂xi
)
f.
Déﬁnition 1.8 Soit M une variété diﬀérentiable. Une fonction γ : (−ε, ε) → M est
appelée courbe dans M .
Supposons que γ(0) = p ∈M et D l'ensemble de fonctions de M diﬀérentiables en p.
Le vecteur tangent à la courbe lisse γ en t = 0 est une fonction
γ˙(0) : D→ R
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telle que
γ˙(0)(f) =
d(f ◦ γ)
dt
∣∣∣∣
t=0
, f ∈ D.
Un vecteur tangent en p est le vecteur tangent à une courbe γ : (−ε, ε) → M en t = 0
telle que γ(0) = p.
Remarque 2 En déﬁnissant l'addition et la multiplication sur les vecteurs tangents à
M comme suit,
(u+ v)(f) = u(f) + v(f) ;
(λv)(f) = λ(v(f)) ;
pour tous u, v ∈ M, f ∈ D(p) et λ ∈ R ; il est clair que l'ensemble de tous les vecteurs
tangents à M en p muni de ces opérations forme un espace vectoriel sur R.
Déﬁnition 1.9 Soit M une variété et p un point de M . On appelle espace tangent à M
en p, et on note TpM , l'espace vectoriel construit sur l'ensemble de vecteurs tangents en
p. Par déﬁnition, TpM et TqM sont disjoints si p 6= q.
Déﬁnition 1.10 On déﬁnit le ﬁbré tangent à la variété diﬀérentiable M , et on le note
TM , la réunion disjointe de tous les espaces tangents en tous les points de M . On écrit
TM = unionsqp∈MTpM .
1.1.2 Variété riemannienne
Soit M ⊂ Rn une variété diﬀérentiable de dimension n muni du produit scalaire
euclidien. La restriction du produit scalaire euclidien sur chaque espace tangent TpM
nous donne la première forme fondamentale ou la métrique qui est lisse. La base de
l'espace[9]
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L2(TpM,R) = {α : TpM × TpM → R|α est linéaire}
est donnée par
{dxi|p ⊗ dxj|p avec i, j = 1 · · ·n}
où dxi forment la base duale dans l'espace (TpM)∗ = L(TpM,R) qui se déﬁnit comme
dxi|p( ∂
∂xj
|p) = δij =
{
1 si i = j
0 si i 6= j.
Les formes bilinéaires dxi|p ⊗ dxj|p sont telles que
(dxi|p ⊗ dxj|p)
(
∂
∂xk
|p, ∂
∂xl
|p
)
= δikδ
j
l =
{
1 si i = k et j = l
0 sinon.
En écrivant
α =
∑
i,j
αijdx
i ⊗ dxj,
on a :
α
(
∂
∂xi
,
∂
∂xj
)
=
∑
i,j
αijdx
i ⊗ dxj
(
∂
∂xi
,
∂
∂xj
)
;
et donc
αij = α
(
∂
∂xi
,
∂
∂xj
)
.
Déﬁnition 1.11 Soit M une variété diﬀérentiable et p un point de M . On appelle
métrique riemannienne ou structure riemannienne toute forme bilinéaire p 7→ gp ∈
L2(TpM,R) vériﬁant les conditions suivantes :
i) gp(X, Y ) = gp(Y,X) ∀X, Y ;
ii) gp(X,X) > 0 ∀X 6= 0 ;
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iii) Les coeﬃcients gij en n'importe quelle représentation locale (c'est-à-dire en n'importe
quelle carte)
gp =
∑
i,j
gij(p)dx
i|p ⊗ dxj|p
sont des fonctions diﬀérentiables.
Déﬁnition 1.12 On appelle variété riemannienne toute variété diﬀérentiable M munie
d'une structure riemannienne g. On la note (M, g).
Exemple 2 Le demi-plan supérieur de Poincaré H = {(x, y) ∈ R2 | y > 0} muni de la
métrique
ds2 =
∑
ij
gijdx
idxj
avec
(gij(x, y)) =
1
y2
[
1 0
0 1
]
est une variété riemannienne.
Déﬁnition 1.13 Si (M1, g1) et (M2, g2) sont des variétés riemanniennes, la variété pro-
duit M1 × M2 est munie de la métrique riemannienne g = g1 ⊕ g2, appelée métrique
produit,déﬁnie par [10]
g(X1 +X2, Y1 + Y2) = g1(X1, Y1) + g2(X2, Y2)
avec Xi, Yi ∈ Tpi et T(p1,p2)M1 ×M2 = Tp1M1 ⊕ Tp2M2.
Pour toutes coordonnées locales (x1, . . . , xn) de M1 et (xn+1, . . . , xn+m) de M2, M1×M2
a pour coordonnées locales (x1, . . . , xn, xn+1, . . . , xn+m).
En terme de ces coordonnées, l'expression locale de la métrique produit est donnée par
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gijdx
idxj, où gij est la matrice diagonale par blocs de (g1)ij (bloc supérieur à gauche)et
(g2)ij (bloc inférieur à droite). C'est-à-dire que
gij =
[
(g1)ij 0
0 (g2)ij
]
.
1.2 PLAN HYPERBOLIQUE
On va considérer une des représentations de la géométrie hyperbolique, c'est-à-dire
un modèle permettant de représenter graphiquement et de manière cohérente(mais dans
ce mémoire on ne va pas faire des représentations graphiques) la géométrie hyperbolique
et ses propriétés.
Il existe plusieurs représentations de la géométrie hyperbolique et pour le cas qui nous
intéresse on va adopter le modèle du demi-plan de Poincaré. Signalons qu'il existe des
isomorphismes permettant de passer d'un modèle à un autre. Dans l'espace à deux dimen-
sions, deux modèles (le demi-plan supérieur et le disque unité de Poincaré) sont souvent
utilisés pour étudier le plan hyperbolique.
Déﬁnition 1.14 On déﬁnit le demi-plan supérieur par
H = {z = x+ iy ∈ C : Im(z) > 0}
et sur lequel on déﬁnit une métrique
ds2 =
dzdz¯
(Im(z))2
=
dx2 + dy2
y2
.
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1.2.1 Distances hyperboliques
Comme en géométrie euclidienne, par deux points z1, z2 ∈ H distincts il passe une et
une seule géodésique, et une courbe γ est un arc de géodésique si et seulement si elle est
incluse dans une géodésique (notion étudiée dans le second chapitre).
Par contre, par un point donné du plan hyperbolique il passe une inﬁnité de droites
hyperboliques parallèles à la droite hyperbolique donnée.
Déﬁnition 1.15 Soit γ : [a, b] −→ H, telle que γ(t) = x(t) + iy(t), un arc de courbe
continue et C1 par morceaux. La longueur hyperbolique de la courbe γ est
LH(γ(t)) =
∫ b
a
1
Im(γ(t))
|γ′(t)|dt
=
∫ b
a
√
x˙(t)2 + y˙(t)2
y(t)
dt.
Dans le cas où l'arc reliant deux points se trouvant sur l'orthogonale à l'axe réel, la
longueur hyperbolique de l'arc contenu dans la droite hyperbolique qui les relient est
facile à calculer.
Par exemple, considérons 0 < a < b et γ(t) : [a, b] → H, l'arc de courbe continue et C1
par morceaux déﬁni par γ(t) = it. Il est clair que γ([a, b]) est un segment de droite reliant
ia à ib. De plus, Im(γ(t)) = t, et |γ˙(t)| = 1.
On a :
LH(γ) =
∫ b
a
1
Im(γ(t))
dt
=
∫ b
a
1
t
dt
= ln
(
b
a
)
.
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Remarque 3 Dans le demi-plan supérieur, pour un cercle euclidien C donné, le centre
et le rayon euclidiens sont diﬀérents du centre et du rayon hyperboliques.
Exemple 3 Soit C un cercle dans le demi-plan supérieur H. Supposons que le centre
euclidien de C est ce = a + bi et que son rayon euclidien est re. On a que son rayon
hyperbolique rh vériﬁe la relation re = b tanh(rh) et que son centre hyperbolique ch est
donné par ch = a+ i
√
b2 − r2e .
En eﬀet, considérons deux points p1 et p2 sur C symétriques par rapport au centre
a+ bi de même coordonnée réelle. On a p1 = a+ (b+ re)i et p2 = a+ (b− re)i.
Le rayon hyperbolique rh est donné par :
rh =
1
2
dH(a+ (b+ re)i, a+ (b− re)i)
=
1
2
ln
(
b+ re
b− re
)
.
En appliquant tanh membre à membre, on a :
tanh(rh) = tanh
(
1
2
ln
(
b+ re
b− re
))
=
e
1
2
ln
(
b+re
b−re
)
− e− 12 ln
(
b+re
b−re
)
e
1
2
ln
(
b+re
b−re
)
+ e−
1
2
ln
(
b+re
b−re
)
=
re
b
.
D'où re = b tanh(rh).
Soit a+ si ∈ H. Le point a+ si est le centre hyperbolique si :
dH(a+ si, a+ (b+ re)i) = dH(a+ si, a+ (b− re)i).
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Et donc,
ln
(
b+ re
s
)
= ln
(
s
b− re
)
⇒
(
b+ re
s
)
=
(
s
b− re
)
⇔s2 = b2 − r2e
⇒s =
√
b2 − r2e .
1.2.2 Transformations de Möbius
Déﬁnition 1.16 Soient a, b, c, d, z ∈ C tels que ad− bc 6= 0. On appelle transformation
de Möbius, la fonction complexe déﬁnie sur C ∪∞ par :
m(z) =
az + b
cz + d
.
Théorème 4 Toute transformation de Möbius peut-être décomposée en un produit de
transformations suivantes :
i)Les translations :
Tb(z) = z + b
ii)Les dilatations (multiplications) :
Ma(z) = az, a ∈ R
sinon on a une rotation pour a ∈ C.
iii)Les inversions :
Iz =
1
z
.
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Démonstration. Si c = 0, on a :
m(z) = Ta
c
(
Ma
d
(z)
)
=
az + b
d
.
Si c 6= 0, on a :
m(z) = Ta
c
(
Mb−ad
c
(I(Td(Mc(z))))
)
= Ta
c
(
Mb−ad
c
(I(Td(cz)))
)
= Ta
c
(
Mb−ad
c
(I(cz + d))
)
= Ta
c
(
Mb−ad
c
(
1
cz + d
)
)
= Ta
c
(
b− ad
c
cz + d
)
=
a
c
+
b− ad
c
cz + d
=
az + b
cz + d
.
Déﬁnition 1.17 Soit (G, ∗) un groupe dont l'élément neutre est eG et M un ensemble.
On dit que G agit sur M s'il existe une application
ϕ :G×M →M
(g, x) 7→ gx
qui vériﬁe ;
i) eGx = x
ii) g1(g2x) = (g1 ∗ g2)x.
Déﬁnition 1.18 Soit G un groupe agissant sur M et x un élément ﬁxé dans M . On
appelle orbite par action(ou orbite) de x tout sous-ensemble de M de la forme
Ox = {y ∈M |g ∈ G : y = gx}.
15
Déﬁnition 1.19 Une action d'un groupe G sur un ensemble M est donc transitive si
et seulement si M n'est pas vide et que deux éléments quelconques de M peuvent être
envoyés l'un sur l'autre par l'action d'un élément du groupe. En d'autres termes si pour
tout x1, x2 ∈M il existe g ∈ G tels que x2 = gx1
1.2.3 Action de SL(2,R) sur H
Déﬁnition 1.20 On déﬁnit le groupe special linéaire d'ordre deux à coeﬃcients dans R,
noté SL(2,R) par :
SL(2,R) =
{[
a b
c d
]
: ad− bc = 1
}
.
Les transformations de Möbius à coeﬃcients réels préservent la distance hyperbolique et
le plan hyperbolique et SL(2,R) agit de façon transitive sur H par :
ϕ :SL(2,R)×H→ H[
a b
c d
]
(z) 7→ az + b
cz + d
.
Le sous-groupe de SL(2,R) qui ﬁxe i ∈ H est le groupe de rotations du plan euclidien.
Il est donné par :
SO(2) =
{[
cos(ϕ) sin(ϕ)
− sin(ϕ) cos(ϕ)
]}
.
Ce sous-groupe agit sur le plan tangent TiH.
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CHAPITRE 2
GÉOMÉTRIE DU PLAN
HYPERBOLIQUE
Dans ce chapitre, nous nous concentrons sur l'un des modèles du plan hyperbolique :
le demi-plan supérieur H = {z ∈ C | Im(z) > 0}, muni d'une métrique dite métrique de
Poincaré telle que déﬁnie dans le premier chapitre.
La notion de géodésiques ainsi que celle d'isométries vont être abordées dans un premier
temps. Dans la suite nous nous intéressons à la distance hyperbolique séparant deux
points quelconques de H. Les études faites sur cette notion mettent en évidence diﬀé-
rentes formes de l'expression de la distance hyperbolique (conduisant, bien sûr, au même
résultat) mais dans ce chapitre nous n'allons évoquer que les deux de ces expressions [8].
2.1 GÉODÉSIQUES HYPERBOLIQUES
Considérons une courbe γ de classe C2 tracée sur une hypersurface S ⊂ R3. Son
vecteur tangent γ˙(t) est par déﬁnition tangent à la surface pour tout t. Son vecteur
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accélération n'étant pas tangent à la surface, on peut le décomposer en une composante
tangentielle et en une composante normale à la surface [18].
On a
γ¨(t) = γ¨n(t) + γ¨s(t),
où
γ¨n(t) = (γ¨(t).N)N
est la projection de γ¨(t) sur le vecteur normal à la surface et
γ¨s(t) = γ¨(t)− γ¨n(t)
= (N × γ¨(t))×N
est la composante tangentielle.
Déﬁnition 2.1 Soit γ, une courbe sur une surface S et σ(u(t), v(t)) = γ(t), une para-
métrisation dans un voisinage de p ∈ S. Alors γ est géodésique si et seulement si
d
dt
(Eu˙+ F v˙) =
1
2
(Euu˙
2 + 2Fuu˙v˙ +Guv˙
2);
d
dt
(Fu˙+Gv˙) =
1
2
(Evu˙
2 + 2Fvu˙v˙ +Gvv˙
2);
où Edu2 + 2Fdudv + Gdv2 est la première forme fondamentale telle que E = ∂σ
∂u
.∂σ
∂u
,
F = ∂σ
∂u
.∂σ
∂v
, G = ∂σ
∂v
.∂σ
∂v
, Eu = ∂E∂u , Ev =
∂E
∂v
, Fu = ∂F∂u , Fv =
∂F
∂v
, Gu = ∂G∂u et Gv =
∂G
∂v
.
La quantité ∂σ
∂xi
. ∂σ
∂xj
étant le produit scalaire entre ∂σ
∂xi
et ∂σ
∂xj
, avec xi, xj ∈ {u, v} pour
le cas présent.
Pour une courbe γ sur une surface S ⊂ R3 et deux points p et q de S par lesquels
passe γ, on montre que γ est la courbe ayant la plus petite longueur que toute autre
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courbe joignant p et q en considérant une famille γs, s ∈ (−δ, δ), de toutes les courbes
passant par p et q telle que :
1) il existe ε > 0 tel que γs(t) est déﬁnie pour tout t ∈ (−ε, ε) et s ∈ (−δ, δ),
2) l'application (s, t) 7→ γs(t) soit lisse,
3) γ0 = γ.
Théorème 5 Si une courbe unitaire γ, c'est-à-dire ‖γ˙(t)‖ = 1 pour tout t, tracée sur
une surface S est géodésique, alors
dLγs
ds
= 0
quand s = 0, pour toute famille de courbes γs telles que γ0 = γ [12].
Démonstration. Considérons une courbe γ0(t) (a ≤ t ≤ b) tracée sur une surface
S ⊂ R3 telle que ‖γ˙0(s)‖ = 1.
Dénotons par γs, une famille de chemins reliant a et b tracées sur S et dépendant du
paramètre s telles que γs(a) = γ0(a) et γs(b) = γ0(b) pour tout s. La longueur de
γs = σ(u(t), v(t)), dénotée par Lγs , est donnée par
Lγs =
∫ b
a
‖γ˙s(t)‖dt
=
∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)
1
2dt.
où le point au dessus de chaque lettre désigne d
dt
.
Or si f(s, t) est lisse, alors
d
ds
∫
f(s, t)dt =
∫
∂f(s, t)
∂s
dt.
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Donc
dLγs
ds
=
d
ds
∫ b
a
‖γ˙s‖dt
=
d
ds
∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)
1
2dt
=
∫ b
a
∂
∂s
(Eu˙2 + 2Fu˙v˙ +Gv˙2)
1
2dt
=
1
2
∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
∂
∂s
(Eu˙2 + 2Fu˙v˙ +Gv˙2)dt.
Or, en posant
f(s, t) = Eu˙2 + 2Fu˙v˙ +Gv˙2,
on a
∂f
∂s
=
∂E
∂s
u˙2 + 2Eu˙
∂u˙
∂s
+ 2
∂F
∂s
u˙v˙ + 2F
(
∂u˙
∂s
v˙ + u˙
∂v˙
∂s
)
+
∂G
∂s
v˙2 + 2Gv˙
∂v˙
∂s
=
(
Eu
∂u
∂s
+ Ev
∂v
∂s
)
u˙2 + 2Eu˙
∂2u
∂s∂t
+ 2
(
Fu
∂u
∂s
+ Fv
∂v
∂s
)
u˙v˙
+ 2F
(
∂2u
∂s∂t
v˙ + u˙
∂2v
∂s∂t
)
+
(
Gu
∂u
∂s
+Gv
∂v
∂s
)
v˙2 + 2Gv˙
∂2v
∂s∂t
= (Euu˙
2 + 2Fuu˙v˙ +Guv˙
2)
∂u
∂s
+ (Evu˙
2 + 2Fvu˙v˙ +Gvv˙
2)
∂v
∂s
+ 2(Eu˙+ F v˙)
∂2u
∂s∂t
+ 2(Fu˙+Gv˙)
∂2u
∂s∂t
.
La substitution de l'expression de ∂f
∂s
dans celle de dLγs
ds
donne
dLγs
ds
=
1
2
∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
(
(Euu˙
2 + 2Fuu˙v˙ +Guv˙
2)
∂u
∂s
+ (Evu˙
2 + 2Fvu˙v˙ +Gvv˙
2)
∂v
∂s
)
dt
+
∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
(
(Eu˙+ F v˙)
∂2u
∂s∂t
+ (Fu˙+Gv˙)
∂2u
∂s∂t
)
dt.
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En intégrant, par parties, on a∫ b
a
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
(
(Eu˙+ F v˙)
∂2u
∂s∂t
+ (Fu˙+Gv˙)
∂2u
∂s∂t
)
dt
= (Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
(
(Eu˙+ F v˙)
∂u
∂s
+ (Fu˙+Gv˙)
∂v
∂s
)∣∣∣∣t=b
t=a
−
∫ b
a
(
∂
∂t
(
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Eu˙+ F v˙)
)
∂u
∂s
dt
−
∫ b
a
(
∂
∂t
(
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Fu˙+Gv˙)
)
∂v
∂s
dt.
Comme γs(a) et γs(b) sont indépendantes de s, on a
∂γs
∂s
= 0,
quand t = a ou t = b.
En considérant la paramétrisation
γs(t) = σ(u(t), v(t)),
on a aussi que σ(u(t), v(t)) est indépendante de s quand t = a ou t = b et donc u et v
sont indépendants de s quand t = a ou t = b.
On en déduit donc que
∂u
∂s
=
∂v
∂s
= 0
quand t = a ou t = b.
Donc
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2
(
(Eu˙+ F v˙)
∂u
∂s
+ (Fu˙+Gv˙)
∂v
∂s
)∣∣∣∣t=b
t=a
= 0.
Finalement,
dLγs
ds
=
∫ b
a
(
A(s, t)
∂u
∂s
+B(s, t)
∂v
∂s
)
dt,
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où
A(s, t) =
1
2
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Euu˙
2 + Fuu˙v˙ +Guv˙
2)
− d
dt
(
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Eu˙+ F v˙)
)
,
B(s, t) =
1
2
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Evu˙
2 + Fvu˙v˙ +Gvv˙
2)
− d
dt
(
(Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 (Fu˙+Gv˙)
)
.
Par hypothèse, γ0 = γ et ‖γ˙‖ = (Eu˙2 + 2Fu˙v˙ +Gv˙2) 12 = 1.
Il en résulte que (Eu˙2 + 2Fu˙v˙ +Gv˙2)−
1
2 = 1.
Donc
A(s, t) =
1
2
(Euu˙
2 + Fuu˙v˙ +Guv˙
2)− d
dt
(
Eu˙+ F v˙
)
,
B(s, t) =
1
2
(Evu˙
2 + Fvu˙v˙ +Gvv˙
2)− d
dt
(
Fu˙+Gv˙
)
.
Si γ est géodésique, alors A(s, t) = B(s, t) = 0 quand s = 0 et donc
dLγs
ds
= 0
quand s = 0.
Remarque 6 Les équations des géodésiques sont des équations diﬀérentielles non-linéaires.
Donc, la résolution de ces équations s'avère diﬃcile voir même impossible [12].
Sachant que, dans H, les géodésiques sont des demi-droites parallèles à l'axe des imagi-
naires et les demi-cercles hyperboliques centrés sur l'axe des réels, intéressons nous à la
première équation géodésique, la plus facile à résoudre, pour déduire ces géodésiques.
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La première équation géodésique est donnée par :
d
dt
(Ex˙+ F y˙) =
1
2
(Exx˙
2 + 2Fxx˙y˙ +Gxy˙
2).
Pour la métrique surH, telle que déﬁnie, les coeﬃcients de la première forme fondamentale
sont E = G =
1
y2
et F = 0. Il en découle que Ex = Fx = Gx = 0.
En subsistant dans l'équation considérée, du fait qu'elle est facile à résoudre, on a
d
dt
( x˙
y2
)
= 0.
Ce qui implique que
x˙
y2
= c
où c est une constante.
La paramétrisation par longueur d'arc est donnée par
x˙2 + y˙2
y2
= 1. (2.1)
Cale implique que
y˙ = ±y
√
1− c2y2
Si c = 0, x est une constante et
y˙ = ±y
⇒ y = ±et.
Donc la géodésique est une verticale, parcourue de façon exponentielle. On s'approche
indéﬁniment de y = 0 ou on s'éloigne indéﬁniment quand t tend vers l'inﬁni.
Si c 6= 0, on a
x˙ = cy2
23
et de 2.1, on a
y˙2 = y2 − x˙2
= y2 − (cy2)2.
Or en écrivant
y˙ =
dy
dx
dx
dt
=
dy
dx
(y2c)
on trouve une équation diﬀérentielle à variables séparées
dy
dx
=
√
1− c2y2
c2y2
dont la séparation des variables conduit à l'équation, facile à résoudre,
cy√
1− c2y2dy = dx.
En appliquant l'intégrale membre à membre, on a :∫
cy√
1− c2y2dy =
∫
dx
⇔ −1
c
√
1− c2y2 + a = x
⇔ −1
c
√
1− c2y2 = x− a
⇔ (x− a)2 + y2 = 1
c2
qui est une équation du cercle de centre (a, 0) et de rayon
1
c
.
Donc, dans H, les géodésiques sont des demi-droites parallèles à l'axe des imaginaires et
les demi-cercles hyperboliques centrés sur l'axe des réels.
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2.2 METRIQUE HYPERBOLIQUE
Dans la suite nous donnons une brève description de la construction d'une métrique
hyperbolique. Pour ce faire, rappelons que la longueur hyperbolique d'une courbe continue
diﬀérentiable γ : [a, b]→ H, dénotée par ‖γ‖ = LH(γ(t)), est donnée par
LH(γ(t)) = ‖γ‖ =
∫ b
a
|γ˙(t)|
Im(γ(t))
dt.
Déﬁnissons pour (z1, z2 ∈ H) la fonction µ par µ(z1, z2) = inf‖γ‖ où l'inﬁmum est prise
sur toutes les γ reliant z1 à z2 dans H.
Déﬁnition 2.2 Soient z1 et z2 deux points de H. Considérons Γ[z1, z2], l'ensemble de
tous les arcs de courbes continues et C1 par morceau reliant z1 à z2. On déﬁnit la distance
hyperbolique entre z1 et z2, et on note dH(z1, z2) la quantité
dH(z1, z2) = inf{LH(γ(t))|γ ∈ Γ[z1, z2]}.
Remarque 7 γ ∈ Γ[z1, z2] est tel que : γ : [a, b]→ H avec γ(a) = z1 et γ(b) = z2.
Théorème 8 µ(z1, z2) = inf‖γ‖ est une métrique sur H.
Démonstration. 1) µ(z1, z2) > 0 car |γ˙(t)| > 0 et Im(γ(t)) > 0.
Toutes les valeurs de ‖γ‖ sont non négatives du fait que b > a.
Examinons le cas où µ(z1, z2) = 0.
Sans perte de généralité, considérons z1 = x+ iy, z2 = u+ iv tels que x 6= u. Pour toute
courbe γ reliant z1 à z2, la partie réelle de γ(t) n'est pas constante. Alors ‖γ‖ > 0.
Supposons z1 = z2, la courbe γ reliant z1 à z2 est constante et donc ‖γ‖ = 0 car |γ˙(t)| = 0
et Im(γ(t)) > 0.
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2) µ(z1, z2) = µ(z2, z1) car les courbes qui relient z1 à z2 sont les même que celles qui
relient z2 à z1.
3) Pour tous z1, z2, z3 ∈ H,
µ(z1, z3) 6 µ(z1, z2) + µ(z2, z3).
Montrons cela par contradiction.
µ(z1, z3) > µ(z1, z2)+µ(z2, z3) implique qu'il existe ε > 0 tel que µ(z1, z3) = ε+µ(z1, z2)+
µ(z2, z3).
Donc, il existe deux courbes γ1, γ2 reliant respectivement z1 à z2 et z2 à z3 telles que
‖γ1‖ 6 µ(z1, z2) + ε
2
et
‖γ2‖ 6 µ(z2, z3) + ε
2
.
En joignant l'extrémité de γ1 et l'origine de γ2, on construit une courbe γ3 reliant z1 à
z3 et on a :
‖γ3‖ = ‖γ1‖+ ‖γ2‖ < µ(z1, z2) + µ(z2, z3) + ε
< µ(z1, z3).
Contradiction car µ(z1, z3) = inf ‖γ‖ pour tous les γ reliant z1 à z3.
Donc
µ(z1, z3) 6 µ(z1, z2) + µ(z2, z3).
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Théorème 9 Soient z1, z2 ∈ H, la distance hyperbolique dH(z1, z2) = µ(z1, z2) est donnée
par :
(i) dH(z1, z2) = 2 tanh
−1
( |z2 − z1|
|z2 − z¯1|
)
(ii) dH(z1, z2) = cosh
−1
(
1 +
|z1 − z2|
2Im(z1)Im(z2)
)
.
Démonstration. Soient z1 et z2 ∈ H. Ils sont ou bien alignés sur une droite perpendi-
culaire à ∂H ou bien sur le demi-cercle de centre ∂H. Dans le cas où z1 et z2 sont sur une
droite perpendiculaire à ∂H, on a que
dH(z1, z2) = ln
(
Im(z2)
Im(z1)
)
, Im(z2) > Im(z1).
Or
tanh
dH(z1, z2)
2
=
edH(z1,z2) − 1
edH(z1,z2) + 1
=
Im(z2)
Im(z1)
− 1
Im(z2)
Im(z1)
+ 1
=
Im(z2)− Im(z1)
Im(z2)− Im(z1)
et
|z2 − z1| = |iIm(z2)− iIm(z1)|
= Im(z2)− Im(z1)
|z2 − z¯1| = |iIm(z2) + iIm(z1)|
= Im(z2) + Im(z1);
⇒ |z2 − z1||z2 − z¯1| =
Im(z2)− Im(z1)
Im(z2) + Im(z1)
.
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Donc
tanh
dH(z1, z2)
2
=
|z2 − z1|
|z2 − z¯1| .
D'où la relation
tanh
dH(z1, z2)
2
=
|z2 − z1|
|z2 − z¯1|
⇒ dH(z1, z2) = 2 tanh−1
( |z2 − z1|
|z2 − z¯1|
)
.
Dans le cas où z1 et z2 sont sur le demi-cercle de centre c, on peut paramétrer ce cercle
par
x = c+ r cos θ, y = r sin θ
et
dH(z1, z2) =
∫ β
α
(
(dx
dθ
)2 + (dy
dθ
)2
y2
) 1
2
dθ
=
∫ β
α
(
r2 sin2 θ + r2 cos2 θ
r2 sin2 θ
) 1
2
dθ
=
∫ β
α
dθ
sin θ
= ln
(
tan β
2
tan α
2
)
.
D'une part
tanh
dH(z1, z2)
2
=
edH(z1,z2) − 1
edH(z1,z2) + 1
=
tan β
2
− tan α
2
tan β
2
+ tan α
2
=
sin β−α
2
sin β+α
2
.
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D'autre part,
|z2 − z1|2 = r2
[
(cos β − cosα)2 + (sin β − sinα)2]
= 2r2[1− cos(β − α)]
= 4r2 sin2
β − α
2
.
|z2 − z¯1|2 = r2
[
(cos β − cosα)2 + (sin β + sinα)2]
= 2r2[1− cos(β + α)]
= 4r2 sin2
β + α
2
.
Donc,
|z2 − z1|2
|z2 − z¯1|2 =
sin2 β−α
2
sin2 β+α
2
⇒ |z2 − z1||z2 − z¯1| =
sin β−α
2
sin β+α
2
.
Finalement
tanh
dH(z1, z2)
2
=
|z2 − z1|
|z2 − z¯1|
⇒ dH(z1, z2) = 2 tanh−1
( |z2 − z1|
|z2 − z¯1|
)
.
Pour (ii) on se sert des identités
1
cosh θ
= 1− tanh2 θ
et
cosh
θ
2
=
1 + cosh θ
2
.
D'après (i), la métrique de Poincaré est de la forme
tanh
dH(z1, z2)
2
=
A
B
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et donc
cosh(dH(z1, z2)) =
B2 + A2
B2 − A2 .
En prenant
z1 = iv, z2 = iy, A = |z2 − z1|, B = |z2 − z¯1|,
on a :
cosh(dH(z1, z2)) =
B2 + A2
B2 − A2
=
y2 + v2
2yv
=
(
1 +
|z1 − z2|
2Im(z1)Im(z2)
)
.
Et si z1 = u+ iv, z2 = x+ iy, A = |z2 − z1|, B = |z2 − z¯1|, les calculs nous donnent
B2 + A2 = 4yv + 2|z2 − z1|
B2 − A2 = 4yv
⇒ B
2 + A2
B2 − A2 = 1 +
|z2 − z1|2
2yv
.
D'où la relation
dH(z1, z2) = cosh
−1
(
1 +
|z1 − z2|
2Im(z1)Im(z2)
)
.
Théorème 10 Soit γ ∈Möb(H) et z, z′ ∈ H. Alors dH(γ(z), γ(z′)) = dH(z, z′).
Démonstration. Si σ est un arc reliant z à z′ alors γ ◦ σ est un arc reliant γ(z) à γ(z′).
Il faut alors montrer que LH(γ ◦ σ) = LH(σ).
LH(γ ◦ σ) =
∫ |(γ ◦ σ)′(t)|
Im(γ ◦ σ)(t)dt
=
∫ |γ′(σ(t))||σ′(t)|
Im(γ ◦ σ)(t) dt.
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Or
d(σ(t))
dt
=
d
dt
(
aσ(t) + b
cσ(t) + d
)
=
(ad− bc)d(σ(t))
dt
|cσ(t) + d|2 .
De plus,
Im(γ(σ(t)) =
(ad− bc)Im(σ(t))
|cσ(t) + d|2
Donc
LH(γ ◦ σ) =
∫
(ad− bc)|σ′(t)|
|cσ(t) + d|2
|cσ(t) + d|2
(ad− bc)Im(σ(t))dt
=
∫ |σ′(t)|
Im(σ(t))
dt
=LH(σ).
La métrique riemannienne sur une surface étant donnée par
ds2 = g1dx
2 + g2dy
2
la courbure gaussienne K est donnée par
K =
−1√
g1g2
[
∂
∂x
(
1√
g1
∂
∂x
√
g2
)
+
∂
∂y
(
1√
g2
∂
∂y
√
g1
)]
Théorème 11 H muni de sa métrique riemannienne est de courbure gaussienne constante
négative -1.
Démonstration. Rappelons que la métrique riemannienne sur H est
ds2 =
dx2 + dy2
y2
.
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Il est clair donc que
g1 = g2 =
1
y2
.
Il en découle que
∂
∂x
(g1) = 0.
Ce qui implique que
∂
∂x
(
1√
g1
∂
∂x
√
g2
)
= 0,
−1√
g1g2
= −y2,
∂
∂y
(g2) =
−1
y2
.
De plus,
1√
g2
∂
∂y
√
g1 =
−1
y
,
ce qui implique que
∂
∂y
(
1√
g2
∂
∂y
√
g1
)
=
1
y2
.
Donc
K = −y2
(
1
y2
)
= −1.
D'où le résultat.
Cependant, H n'est pas la seule surface à courbure gaussienne -1. Un autre exemple
qu'on rencontre souvent est la pseudo-sphère ( de pseudo-rayon 1) qui est une surface
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de révolution engendrée par la rotation de la tractrice autour de son asymptote. Cette
surface est appelée ainsi car sa courbure gaussienne
K = − 1
r2
est constante comme pour la sphère, mais négative.
La pseudo-sphère est paramétrée par
σ(u, v) =
(
r
1
coshu
cos v, r
1
coshu
sin v, r(u− tanhu)
)
où u ∈ (−∞,+∞) et v ∈ (0, 2pi).
Les calculs montrent que la métrique est donnée par
ds2 = g1du
2 + g2dv
2
=
r2
cosh2 u
(dv2 + sinh2 udu2).
On déduit alors que
g1 =
r2 sinh2 u
cosh2 u
⇒ 1√
g1
=
coshu
r sinhu
;
g2 =
r2
cosh2 u
⇒ √g2 = r
coshu
;
1√
g1g2
=
cosh2 u
r2 sinhu
;
⇒ ∂
∂u
(
1√
g1
∂
∂u
√
g1
)
=
sinhu
cosh2 u
.
D'où
K = − 1
r2
.
On peut aussi établir une isométrie locale entre H et la pseudo-sphère PS.
En utilisant la paramétrisation suivante de PS,
σ(r, θ) = (r cos θ, r sin θ, g(r))
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où
g(r) = ln
(
1 +
√
1− r2
r
)
−
√
1− r2
avec 0 < r < 1, −pi < θ < pi,
la métrique se calcule comme suit :
σr = (cos θ, sin θ,
d(g(r))
dr
);
σθ = (−r sin θ, r cos θ, 0);
ds2|PS =
1
r2
dr2 + r2dθ2.
En eﬀectuant un changement de variable comme suit
z = x+ iy = θ + i
1
r
et en calculant la métrique sur H, on a :
ds2|H =
dx2 + dy2
y2
=
dθ2 +
(
1
r4
)
dr2(
1
r
)2
= r2dθ2 +
1
r2
dr2.
2.3 ISOMÉTRIES HYPERBOLIQUES
Les isométries de H, dont l'ensemble est noté Isom(H) sont toutes les transformations
de Möbius qui préservent H.
Il s'agit des applications C ∪∞ → C ∪∞ de l'une des formes suivantes [16]
z 7→ az + b
cz + d
,
[
a b
c d
]
∈ GL(2,R)
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telle que ad− bc > 0 ;
z 7→ az¯ + b
cz¯ + d
,
[
a b
c d
]
∈ GL(2,R)
telle que ad− bc < 0.
Remarque 12 L'application z 7→ z¯ inverse l'orientation. Il en découle que les isométries
de H de la première forme des précédentes formes préservent l'orientation tandis que
celles de la seconde forme inversent l'orientation. On a donc le théorème suivant dont la
démonstration est dans [8].
Théorème 13 Le groupe Isom(H) est généré par les transformations de Möbius
z 7→ az + b
cz + d
(où a, b, c, d ∈ R et ad− bc = 1) ainsi que les transformations z 7→ −z¯.
La classiﬁcation des isométries qui préservent l'orientation du plan hyperbolique est basée
sur la valeur absolue de la trace de la matrice associée à toute isométrie ou sur base de
l'emplacement et du nombre de points qu'elles ﬁxent [5] [13].
Soit A ∈SL(2,R) de trace tr(A). L'isométrie dont A représente est dite hyperbolique,
elliptique, parabolique, respectivement, si |tr(A)| > 2, |tr(A)| < 2, |tr(A)| = 2.
Cette classiﬁcation garde un sens même pour les éléments de PSL(2,R). Si on considère
la transformation
z 7→ az + b
cz + d
,
[
a b
c d
]
∈ PSL(2,R)
et qu'on pose
az + b
cz + d
= z,
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on a :
cz2 + (d− a)z − b = 0.
Le calcul des racines de cette équation donne
z1,2 =
(d− a)±√(a+ d)2 − 4
2c
.
Pour tout élément A de GL(n,C), on peut lui associer un élément g ∈Möb(H) comme
suit :
A =
[
a b
c d
]
on déﬁnit gA(z) par
gA(z) =
az + b
cz + d
.
Dénotons par Φ, l'application A 7→ gA.
A ∈ KerΦ si et seulement si
az + b
cz + d
= z,
pour tout z ∈ C ∪∞.
Si A ∈ KerΦ, avec z = 0, ∞ et 1, respectivement, on a que
A =
[
a 0
0 a
]
, a 6= 0.
Donc
KerΦ =
{[
a 0
0 a
]
: a 6= 0
}
.
En particulier, Möb(H) est isomorphe à GL(2,C)/KerΦ.
En eﬀet,
Φ
([
a b
c d
])
(z) =
az + b
cz + d
.
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On dit que
[
a b
c d
]
est la matrice associée à la transformation de Möbius Φ
([
a b
c d
])
.
Pour tout [
a b
c d
]
,
[
e f
g h
]
∈ GL(2,C);
on a :
d'une part
Φ
([
a b
c d
])(
Φ
([
e f
g h
])
(z)
)
= Φ
([
a b
c d
])(
ez + f
gz + h
)
=
a
(
ez+f
gz+h
)
+ b
c
(
ez+f
gz+h
)
+ d
=
(ae+ bg)z + (af + bh)
(ce+ dg)z + (cf + dh)
.
D'autre part
Φ
([
a b
c d
] [
e f
g h
])
(z) =
([
ae+ bg af + bh
ce+ gd cf + dh
])
(z)
=
(ae+ bg)z + (af + bh)
(ce+ dg)z + (cf + dh)
.
De plus, (
Φ
([
a b
c d
])
(z)
)−1
=
−dz + b
cz − a
= Φ
([
a b
c d
]−1)
(z).
Donc Φ est un homomorphisme.
De façon générale, on peut établir une restriction de Φ|SL(2,C) de Φ à SL(2,C) et dans ce
cas
KerΦ|SL(2,C) = KerΦ ∩ SL(2,C)
= {−I, I}.
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Remarque 14 Deux matrices
[
a b
c d
]
et
[−a −b
−c −d
]
de SL(2,R) sont associées à la même
transformation de Möbius.
Déﬁnition 2.3 Le groupe linéaire spécial projectif (en dimension 2), noté PSL(2,R),
est tel que
PSL(2,R) = {[A] : A ∈ SL(2,R)}
où [A] = {±A} est la classe d'équivalence de A ∈ SL(2,R), muni du produit [A].[B] =
[AB].
Par cette déﬁnition, il est clair que les éléments de PSL(2,R) = SL(2,R)/{−I, I} sont
de la forme
±
[
a b
c d
]
avec a, b, c, d ∈ R et ad− bc > 0.
PSL(2,R) contient toutes les matrices auxquelles on associe les transformations de Möbius
du type
z 7→ az + b
cz + d
, ad− bc > 0.
En divisant les numérateurs et les dénominateurs de ces transformations par
√
ad− bc
on a que les matrices associées sont de déterminant égal à 1 et en particulier PSL(2,R)
contient aussi les transformations du type
z 7→ az + b, (a ∈ R+, b ∈ R)
et
z 7→ −1
z
.
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Lemme 1 Soient z0 ∈ H et K un sous-ensemble compact de H. Alors
E = {T ∈ PSL(2,R)|T (z0)) ∈ K}
est compact.
Démonstration. Par déﬁnition de PSL(2,R), on suppose qu'on a une application conti-
nue ϕ : SL(2,R)→ PSL(2,R) telle que
ϕ
([
a b
c d
])
(z) = T (z) =
az + b
cz + d
.
soit alors
E1 =
{[
a b
c d
]
∈ SL(2,R)∣∣ az0 + b
cz0 + d
∈ K
}
.
On démontre que E1 est compact en identiﬁant[
a b
c d
]
à (a, b, c, d) ∈ R4.
En prenant l'application β : SL(2,R)→ H déﬁnie par β(A) = ϕ(A)(z0) et E1 = β−1(K),
alors E1 est fermé car K l'est.
En plus, K est borné.
Donc il existe M1 > 0 tel que ∣∣∣∣az0 + bcz0 + d
∣∣∣∣ < M1
pour tout [
a b
c d
]
∈ E1.
K étant compact dans R, il existe M2 > 0 tel que
Im
(
az0 + b
cz0 + d
)
>M2.
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Or, les calculs montrent que
Im
(
az0 + b
cz0 + d
)
=
Im(z0)
|cz0 + d|2 .
Donc, on a :
|cz0 + d| 6
√(
Im(z0)
M2
)
⇒ |az0 + b| 6M1
√(
Im(z0)
M2
)
et on en tire que a, b, c, d sont bornés.
Théorème 15 Le groupe PSL(2,R) agit sur H de façon homéomorphe.
Démonstration. Soit [A] ∈ PSL(2,R). Pour tout z ∈ H, on a :
[A](z) =
(az + c)(cz¯ + d)
(cz + d)(cz¯ + d)
=
aczz¯ + bd
|cz + d|2 +
adz + bcz¯
|cz + d|2 .
Le premier terme de cette somme étant réel, l'examen du second terme nous montre que
sa partie imaginaire est donnée par
Im
(
adz + bcz¯
|cz + d|2
)
=
(ad− bc)Im(z)
|cz + d|2
= Im([A](z)) > 0.
Donc [A] ∈ PSL(2,R) envoie H sur lui-même et de plus [A] et [A]−1 sont continues.
Théorème 16 Le groupe PSL(2,R) ⊂ Isom(H).
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Démonstration. Par le théorème précédent, PSL(2,R) envoie H sur lui-même.
Si γ : I → H est un arc de courbe diﬀérentiable par morceaux dans H, alors pour tout
[A] ∈ PSL(2,R), on a LH([A](γ)) = LH(γ).
Supposons γ et γ′ : I → H données par z(t) = x(t) + iy(t) et w(t) = [A](z(t)) =
u(t) + iv(t).
dw
dz
=
a(cz + d)− c(az + b)
(cz + d)2
=
1
(cz + d)2
.
Puisque
Im(w) =
Im(z)
|cz + d|2 ,
on a :
v =
y
|cz + d|2
⇒
∣∣∣∣dwdz
∣∣∣∣ = vy .
Donc
LH([A](γ)) =
∫ b
a
|dw
dt
|dt
v(t)
=
∫ b
a
|dw
dz
dz
dt
|dt
v(t)
=
∫ b
a
|dz
dt
|
y(t)
= LH(γ).
Théorème 17 Une isométrie ϕ de H qui préserve l'orientation est dite :
1) Elliptique, si elle ﬁxe un point dans H ;
2) Parabolique, si elle ne ﬁxe aucun point dans H mais ﬁxe exactement un seul point de
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∂H ;
3) Hyperbolique, si elle ne ﬁxe aucun point dans H mais ﬁxe exactement deux points de
∂H.
Ces trois types d'isométries du plan hyperbolique présentent des propriétés géométriques
diﬀérentes [3].
2.3.1 Type elliptique
Dans le cas où l'isométrie ϕ est elliptique, son action sur H est une rotation dont le
centre est le point ﬁxé par ϕ dans H.
Si ϕ ﬁxe le point z = i, elle ﬁxe aussi le point z = −i.
Donc ϕ est une transformation de type :
ρα : z 7→
cos α
2
z + sin α
2
− sin α
2
z + cos α
2
.
Dénotons par Aα la matrice associée à la transformation ρα.
Explicitement :
Aα =
[
cos α
2
sin α
2− sin α
2
cos α
2
]
.
Soit [A] ∈ SL(2,R) la matrice associée à la transformation de Möbius qui ﬁxe z = i.
Alors il existe α ∈ (−pi, pi) telle que A = ±Aα.
En eﬀet, pour
A =
[
a b
c d
]
,
on a [
a b
c d
]
(i) =
ai+ b
ci+ d
=
bd− ac+ i(ad− bd)
c2 + d2
.
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Si A ﬁxe i, on en déduit que

bd− ac = 0
ad− bc = 1
d2 + c2 = 1
Si d = cos α
2
et − sin α
2
pour un certain α ∈ (−pi, pi), alors b = sin α
2
et a = cos α
2
.
D'où le résultat.
Étant donné que Möb(H) agit sur H de façon transitive, toute isométrie elliptique est
conjuguée à toute transformation de Möbius de type ρα. En d'autres termes, si ϕ est une
isométrie elliptique ﬁxant le point z0 ∈ H, et si ψ ∈Möb(H) envoie z0 à i, alors ψ◦ϕ◦ψ−1
est elliptique et ﬁxe i.
Remarque 18 Les seules transformations elliptiques qui ﬁxent z = i sont nécessaire-
ment celles de la forme ρα.
Exemple 4 Considérons la transformation elliptique quelconque z 7→ φ(A)(z), avec A ∈
SL(2,R), ﬁxant z = r + is.
L'application µ(M)(z) ayant pour matrice associée :
M =
1√
s
[
1 −r
0 s
]
est une isométrie qui envoie z = r + is à i.
Il existe donc un α ∈ (−pi, pi) tel que µ ◦ φ ◦ µ−1 = ρα et donc φ = µ−1 ◦ ρα ◦ µ.
Cela implique que A = ±M−1AαM .
On dit que φ est une rotation de centre z = r + is et d'angle α.
Puisque tr(M−1AαM) = tr(Aα) ; nous déduisons que toute transformation elliptique
z 7→ φ(A)(z), A ∈ SL(2,R), est une rotation, et que son angle de rotation satisfait la
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relation
2cos
α
2
= |trA|.
2.3.2 Type hyperbolique
Soit A ∈ SL(2,R), la matrice associée à la transformation de Möbius ﬁxant 0 et ∞.
Alors il existe t ∈ R tel que
A = ±
[
e
t
2 0
0 e−
t
2
]
= Bt.
En eﬀet, soit
A =
[
a b
c d
]
.
La transformation de Möbius τ(A) associée à A est telle que
τ(A)(z) =
az + b
cz + d
.
Alors,
lim
z→0
az + b
cz + d
=
b
d
lim
z→∞
az + b
cz + d
=
a
c
.
Dire que τ(A)(z) ﬁxe z = 0 (respectivement z =∞) implique que b
d
= 0 (respectivement
a
c
=∞).
Donc, b = c = 0.
Or, ad− bc = 1⇒ ad = 1.
Il existe donc t ∈ R tel que
ad = cosh2
(
t
2
)
− sinh2
(
t
2
)
=
(
cosh
(
t
2
)
+ sinh
(
t
2
))(
cosh
(
t
2
)
− sinh
(
t
2
))
= e
t
2 e−
t
2 .
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D'où le résultat.
La matrice A est engendrée par le générateur υt : z 7→ etz.
Cela montre que les seules transformations hyperboliques qui ﬁxent 0 et ∞ sont de type
υt.
Pour tout point p = r + is ∈ H, on a :
cosh d(p, υt(p)) = 1 +
(et − 1)2|r + is|2
2ets2
≥ 1 + (e
t − 1)2
2et
= cosh(t).
L'égalité a eu lieu si r = 0.
Soit maintenant z 7→ Φ(A)(z), où A ∈ SL(2,R), la transformation hyperbolique ﬁxant
u, w ∈ ∂H. Son axe est donné par γA = C ∩H, où C est le cercle généralisé intersectant,
de façon orthogonale, ∂H au points u,w.
L'application z 7→ µ(M)(z) avec matrice associée[
w
w−u
−uw
w−u−1
w
1
]
,
envoie u à 0 et w à ∞.
Il en découle que l'application composée µ ◦ Φ ◦ µ−1 ﬁxe 0 et ∞.
Donc, il existe l'unique tA ∈ R tel que υtA = µ ◦ Φ ◦ µ−1 ; ce qui implique que Φ =
µ−1 ◦ υtA ◦ µ.
De façon similaire que précédemment,A = ±M−1BtM et |tr(A)| = |tr(BtA)| = 2 cosh
(
tA
2
)
.
On remarque que p ∈ H est sur γA si est seulement si µ(p) est sur l'axe de υtA ; et dans
ces conditions, on a :
d(p,Φ(p)) = d(µ(p), µ(Φ(p)))
= d(µ(p), µ ◦ Φ ◦ µ−1(µ(p)))
= d(µ(p), υtA(µ(p)))),
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ce qui nous conduit au résultat suivant :
Théorème 19 Soit z 7→ A(z), A ∈ R, une transformation hyperbolique et lA > 0 un
nombre tel que
2 cosh
(
lA
2
)
= |tr(A)|.
Alors, d(p,A(p)) > lA pour tout p ∈ H, avec l'égalité si et seulement si p est sur l'axe de
A.
2.3.3 Type parabolique
Si A ∈SL(2,R) représente une transformation de Möbius et ﬁxe ∞, alors A est de la
forme [
1 b
0 1
]
,
pour un certain a ∈ R.
Théorème 20 Sous l'action de SL(2,R) sur H, la métrique riemannienne ds2 est inva-
riante.
Démonstration. En eﬀet, considérons l'action
SL(2,R)×H→ H(
a b
c d
)
(z) 7→ az + b
cz + d
.
Posons
az + b
cz + d
= z′ = x′ + iy′
Im(z′) =
y
|cz + d|2
⇒ (Im(z′))2 = y
2
|cz + d|4 .
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Or
dz′ =
a(cz + d)− c(az + b)
(cz + d)2
dz
=
dz
(cz + d)2
⇒ dz′dz′ =
(
dz
(cz + d)2
)(
dz
(cz + d)2
)
=
dzdz
|(cz + d)2|2
=
dzdz
|cz + d|4 .
Donc
ds′ =
dzdz
|cz + d|4 ×
|cz + d|4
y2
=
dx2 + dy2
y2
.
Théorème 21 Deux éléments de SL(2,R) induisent la même isométrie si et seulement
si les matrices de cette isométrie sont soit égales soit opposées.
Démonstration. Considérons deux matrices M =
[
a b
c d
]
et N =
[
e f
g h
]
.
Si M=N , alors a = e, b = f, c = g et d = h. Pour tout z ∈ C, on a
az + b
cz + d
=
ez + f
gz + h
.
Si M=−N , alors a = −e, b = −f, c = −g et d = −h. Pour tout z ∈ C, on a
az + b
cz + d
=
−ez − f
−cg − h
=
−(ez + f)
−(gz + h)
=
ez + f
gz + h
.
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Supposons maintenant que les deux isométries sont les mêmes.
On a
az + b
cz + d
=
ez + f
gz + h
pour tout z ∈ C.
Cela implique que
agz2 + ahz + bgz + bh = cez2 + edz + cfz + fd
⇔ag = ce, ah+ bg = ed+ cf, bh = fd,
⇔a
e
=
c
g
= λ1;
⇔ b
f
=
d
h
= λ2.
Pour ah+ bg = ed+ cf , on peut l'écrit comme suit :
λ1eh+ λ2fg = λ2eh+ λ1fg
⇒λ1(eh− fg) = λ2(eh− fg)
⇒λ1 = λ2.
Il existe alors λ tel que
a
e
=
b
f
=
c
g
=
d
h
= λ.
Ce qu'on peut représenter sous forme matricielle par
[
a b
c d
]
= λ
[
e f
g h
]
Le calcul du déterminant pour les deux membres nous donne
λ2 = 1
⇒ λ = ±1.
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CHAPITRE 3
FIBRÉ UNITAIRE TANGENT ET SA
MÉTRIQUE : FLOT GÉODÉSIQUE
La variété hyperbolique H étant une variété riemannienne, on peut lui associer son
ﬁbré tangent, noté TH, ainsi que son ﬁbré unitaire tangent, dénoté par T 1H, et déﬁni
par :
T 1H = {(z,−→v )|z ∈ H,−→v ∈ TzH; ‖−→v ‖z = 1},
avec
‖−→v ‖z = ‖
−→v ‖
Im(z)
où ‖−→v ‖ est la norme euclidien.
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3.1 ACTION DE PSL(2,R) SUR T 1H
Soit z ∈ H et γ une courbe dans H.
Considérons la transformation
Φ
([
a b
c d
])
: H→ H
z 7→ az + b
cz + d
,
[
a b
c d
]
∈ PSL(2,R).
La courbe γ est telle que γ(t) = x(t) + iy(t) = z(t) et
Φ
([
a b
c d
])
(z(t)) =
az(t) + b
cz(t) + d
.
Donc l'application
dΦ
([
a b
c d
])
: TzH→ TzH
d(γ(t))
dt
7→
d
(
Φ
([
a b
c d
])
(γ(t))
)
dt
est bien déﬁnie.
Or,
d(γ(t))
dt
7→
d
(
Φ
([
a b
c d
])
(γ(t))
)
dt
=
(a(cz(t) + d)− c(az(t) + b))d(z(t))
dt
(cz(t) + d)2
=
d(z(t))
dt
(cz(t) + d)2
=
−→v
(cz(t) + d)2
.
On a donc une application telle que([
a b
c d
]
, (z,−→v )
)
7→
(
Φ
([
a b
c d
])
(z),
−→v
(cz(t) + d)2
)
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et ([
1 0
0 1
]
, (z,−→v )
)
7→ (z,−→v ).
Donc une action de PSL(2,R) sur TzH.
Remarque 22 La double action de PSL(2,R) sur TzH, dans l'ordre, correspond exac-
tement à l'action du produit matriciel de deux éléments de PSL(2,R) sur TzH, dans le
même ordre.
Théorème 23 PSL(2,R) agit, transitivement et librement, sur T 1H selon la formule[
a b
c d
]
(z,−→v ) =
(
az + b
cz + d
,
−→v
(cz + d)2
)
.
Démonstration. Pour tout (z,−→v ) ∈ T 1H, et
[A] =
[
a b
c d
]
∈ PSL(2,R),
on a [
a b
c d
]
(z,−→v ) =
(
az + b
cz + d
,
−→v
(cz + d)2
)
.
De plus, ∥∥∥∥ −→v(cz + d)2
∥∥∥∥
[A](z)
=
∥∥ −→v
(cz+d)2
∥∥
Im([A](z))
=
‖−→v ‖
Im(z)
= ‖−→v ‖z
= 1
car,
Im([A](z)) =
Im(z)
|cz + d|2
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et
|cz + d|2 = |(cz + d)2|.
Cette action envoie T 1H sur lui même. En particulier, elle est transitive [4] .
Pour vériﬁer que cette action est libre, on vériﬁe que l'unique élément de PSL(2,R) qui
laisse invariant tout élément (z,−→v ) ∈ T 1H est l'identité.
Soit alors (z,−→v ), un élément quelconque de T 1H et
[
a b
c d
]
∈ PSL(2,R).
[
a b
c d
]
(z,−→v ) =
(
az + b
cz + d
,
−→v
(cz + d)2
)
.
Dire que [
a b
c d
]
(z,−→v ) = (z,−→v )
signiﬁe que
az + b
cz + d
= z
et
1
(cz + d)2
= 1.
Donc cz + d = 1 et az + b = z.
Par ces relations, on en déduit que a = 1, b = 0, c = 0 et d = 1.
Le groupe SL(2,R) agit transitivement, à gauche, sur H.
Le sous-groupe de SL(2,R)
SO(2,R) =
{[
a b
−b a
]
: a2 + b2 = 1,
}
qui est le groupe de rotation du plan euclidien ﬁxe i ∈ H [7].
L'action de SO(2,R) sur le cercle unité du plan tangent à i est aussi transitive, donc
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SL(2,R) agit transitivement sur le ﬁbré unitaire tangent [19].
Le stabilisateur de (i, (0, 1)) est {−I, I}. Comme {−I, I} est un groupe distingué dans
SL(2,R), il stabilise tout élément (z, v) ∈ T 1H.
Le ﬁbré unitaire tangent s'identiﬁe à PSL(2,R)=SL(2,R)/{−I, I}.
Pour tout (z,−→v ) ∈ T 1H, il existe une unique géodésique passant par le point z et
tangent en z à −→v et pour toute géodésique passant par un point z ∈ H, il existe une
unique paire de vecteurs opposés −→v−,−→v+ ∈ T 1H qui engendre la géodésique.
La géodésique γ dans H est entièrement déterminée par son vecteur tangent −→v ∈ T 1H,
avec −→v = γ˙(0).
Si γ est géodésique et pour s réel, l'application
γs : R→ H
t 7→ γ(t+ s)
est aussi une géodésique.
Déﬁnition 3.1 Pour un réel t donné, on déﬁnit un diﬀéomorphisme du ﬁbré tangent
TM
φt : TM → TM
comme suit
φt(z,
−→v ) = (γ(z,−→v )(t), γ˙(z,−→v )(t))
où γ(z,−→v ) est la courbe de M passant par z et tangente à −→v telle que γ(z,−→v )(0) = z et
γ˙(z,−→v )(0) = −→v .
La famille de diﬀéomorphisme φ(t) est un ﬂot c'est-à-dire, elle vériﬁe
i) φ0 = I ∈M
ii) φt+s = φt ◦ φs, ∀ t, s ∈ R.
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Déﬁnition 3.2 Soit (z,−→v )∈ TH et γ : R → T 1H l'unique géodésique de H telle que
γ(0) = z ∈ H et γ˙(0) = −→v parcourue à vitesse constante égale 1, le ﬂot géodésique est
déﬁni par
φt(z,
−→v ) = (γ(t), γ˙(t)).
La courbe
t 7→ eti =
[
e
t
2 0
0 e−
t
2
]
(i)
est une géodésique γ dans H.
Pour g ∈PSL(2,R),
g
[
e
t
2 0
0 e−
t
2
]
(i)
est aussi une géodésique dans H.
L'action du ﬂot géodésique sur T 1H correspond à l'action à droite du sous-groupe à un
paramètre [2]
G =
{
gt =
[
e
t
2 0
0 e−
t
2
]
|t ∈ R
}
surPSL(2,R).
Pour montrer cela, considérons la géodésique γ(t) = eti ∈ H. Pour tout élément gt ∈ G,
il est clair que gt(z) = etz pour z ∈ H.
En prenant z = i, gt(i) = γ(t).
Soit alors φt, le ﬂot géodésique sur T 1H au temps t, et γ˙(0) = I ∈PSL(2,R) ;
φt(I) = gt = Igt.
Vue que les isométries préservent le ﬂot géodésique et que les éléments de PSL(2,R)
agissent multiplicativement à gauche par isométrie à PSL(2,R), il en résulte que, pour
tout élément [B] ∈ PSL(2,R), φt([B]) = [B]φt(I) = [B]gt.
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Le ﬁbré unitaire tangent peut être parametré par la coordonnée z = x+ iy et l'angle θ
qui décrit la direction lors du déplacement du point z par rapport à R sur une géodésique.
Si on considère
z 7→ az + b
cz + d
,
[
a b
c d
]
∈ SL(2,R),
une transformation de z, la transformation de θ est obtenue en considérant le déplacement
inﬁnitésimal z + dz et est donnée par θ 7→ θ − 2arg(cz + d).
Une transformation particulière nous permet d'établir une relation bijective entre les
éléments de PSL(2,R) et les points vecteurs de T 1H.
Pour ce faire considérons une matrice
[
a b
c d
]
∈SL(2,R).
La décomposition de IWASAWA [17] : pour tout élément de SL(2,R), il existe une unique
décomposition telle que[
a b
c d
]
=
[
1 x
0 1
] [
y
1
2 0
0 y−
1
2
] [
cos( θ
2
) sin( θ
2
)
− sin( θ
2
) cos( θ
2
)
]
: z = x+ iy ∈ H, θ ∈ [0, 2pi).
Exprimons x, y et θ en fonction de a, b, c, d.[
a b
c d
]
=
[
1 x
0 1
] [
y
1
2 0
0 y−
1
2
] [
cos( θ
2
) sin( θ
2
)
− sin( θ
2
) cos( θ
2
)
]
=
[
y
1
2 xy−
1
2
0 y−
1
2
] [
cos( θ
2
) sin( θ
2
)
− sin( θ
2
) cos( θ
2
)
]
=
[
y
1
2 cos( θ
2
)− xy− 12 sin( θ
2
) y
1
2 sin( θ
2
) + xy−
1
2 cos( θ
2
)
−y− 12 sin( θ
2
) y−
1
2 cos( θ
2
)
]
.
De cette égalité matricielle, on en tire que,
d'une part,
c = −y− 12 sin
(
θ
2
)
(3.1)
d = y−
1
2 cos
(
θ
2
)
(3.2)
⇒ c2 = y−1 sin2
(
θ
2
)
(3.3)
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d2 = y−1 cos2
(
θ
2
)
, (3.4)
de 3.3 et 3.4 on a que
y =
1
c2 + d2
;
d'autre part,
a = y
1
2 cos
(
θ
2
)
− xy− 12 sin
(
θ
2
)
b = y
1
2 sin
(
θ
2
)
+ xy−
1
2 cos
(
θ
2
)
Or,
y
1
2 cos
(
θ
2
)
= y
(
y−
1
2 cos
(
θ
2
))
= yd
=
d
c2 + d2
y
1
2 sin
(
θ
2
)
= −y
(
− y− 12 sin
(
θ
2
))
= −yc
=
−c
c2 + d2
.
Il en résulte que
x =
(a+ b)(c2 + d2)− (d− c)
(c2 + d2)(c+ d)
. (3.5)
Par hypothèse, ad− bc = 1 cela implique que
ad = bc+ 1 (3.6)
et
bc = ad− 1 (3.7)
La substitution de 3.6 et 3.7 dans le développement de 3.5 nous amène à
x =
ac+ bd
c2 + d2
. (3.8)
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Exprimons θ maintenant. En multipliant par i membre à membre la relation 3.1 et en
additionnant avec 3.2, on a
d+ ci = y−
1
2
(
cos
(
θ
2
)
− i sin
(
θ
2
))
= y−
1
2
(
e−i
θ
2
)
= |d+ ci|e−i θ2 .
Donc
−θ
2
= arg(d+ ci)
⇒ θ = −2arg(d+ ci).
Les relations ainsi trouvées montrent que chaque élément de PSL(2,R) peut être exprimé
comme élément de T 1H. Il est à noter que l'élément de PSL(2,R) correspondant à l'élé-
ment (z, θ) = (i, 0) de T 1H est la matrice identité.
En eﬀet, les relations ci-haut établies nous permettent d'écrire
z =
ac+ bd
c2 + d2
+
i
c2 + d2
,
θ = −2arg(d+ ci).
Dans ses conditions ; pour (z, θ) = (i, 0) ∈ T 1H , on a les relations suivantes :
ac+ bd
c2 + d2
= 0 (3.9)
et
1
c2 + d2
= 1
⇔ c2 + d2 = 1.
Or, θ = 0 implique que arg(d+ ci) = 0.
Puisque
d+ ci = |d+ ci|ei(arg(d+ci)),
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on a que
d+ ci = |d+ ci|
⇒ c = 0.
Et donc d = 1.
De plus a = 1 car ad− bc = 1. De 3.9 on a b = 0
D'où [
a b
c d
]
=
[
1 0
0 1
]
.
Représentons le demi-axe positive des imaginaire par iet, t ∈ R.
L'ensemble de points (iet, 0) ∈ T 1H est représenté par
[
e
t
2 0
0 e−
t
2
]
dans PSL(2,R).
En eﬀet, par raisonnement analogue que précédemment, on a c = b = 0, a = e
t
2 et
d = e−
t
2 .
L'élément (z, θ) ∈ T 1H, décrit de façon générale, correspond à l'isométrie qui envoie (i, 0)
à (z, θ).
Soit −→v ∈ T 1H, z ∈ H et γz l'unique géodésique passant par z telle que γz(0) = z et
γ˙z(0) =
−→v . Posons θ, l'angle que fait la géodésique unitaire verticale d'équation a+ ibet
avec γz.
Pour tout élément −→v , il existe l'unique paire (z, θ) ∈ H × S1 caractérisant −→v , et donc
T 1H est isomorphe à H× S1. Sur le cercle unité dans H centré en z, on peut déﬁnir une
métrique et cette métrique est transférable à T 1H.
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3.2 MÉTRIQUE SUR LE FIBRÉ UNITAIRE TAN-
GENT
La notion de métrique sur une variété riemannienne étant connue et bien déﬁnie,
on peut déﬁnir sur son ﬁbré tangent, en général, et sur son ﬁbré unitaire tangent, en
particulier, une métrique.
La donnée d'une courbe γ sur la variété M nous permet de comprendre comment se fait
le déplacement sur M le long de γ ; c'est-à-dire que sur la courbe γ : [0, 1]→M , on peut
analyser la façon dont l'espace tangent Tγ(t)M change avec le déplacement de γ(t).
De façon générale, le transport parallèle le long de la courbe γ par une connexion permet
de construire des isomorphismes locaux entre les espaces tangents aux diﬀérents points
de la courbe. En utilisant la connexion de Levi-Civita [11] , ces isométries préservent le
produit intérieur sur les espaces tangents.
3.2.1 Transport parallèle
Considérons une courbe γ sur une hypersurface S de Rn et deux points distincts p, q
sur γ correspondant à des valeurs de γ en t0, t1, respectivement. La dérivée covariante
[12] nous permet d'associer chaque vecteur du plan tangent à la surface S au point p,
TpS, à un autre vecteur du plan tangent à la même surface S au point q, TqS.
Soit alors v0 ∈ TpS et v(t) l'unique champ de vecteurs, c'est-à-dire l'unique application
qui, à tout point t de l'intervalle ouvert (α, β) ⊂ R3, associe −→v (t) ∈ Tγ(t)S, parallèles le
long de γ tel que v(t0) = v0 et v(t1) = v1.
L'application
Πpqγ :TpS → TqS
v0 7→ v1
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porte le nom de transport parallèle à partir du point p jusqu'au point q le long de γ.
Signalons que si on translate un vecteur le long de γ, l'angle entre ce vecteur et le vecteur
tangent à la courbe γ change si cette dernière n'est pas une droite.
Théorème 24 Le transport parallèle Πpqγ : TpS → TqS est une application linéaire et
une isométrie.
Démonstration. La preuve est fondée sur le fait qu'un champ de vecteurs v est parallèle
le long de la courbe γ de l'hypersurface S de Rn si et seulement si dv
dt
est perpendiculaire
au plan tangent en tout point de γ [12].
Soient, v0, w0 ∈ TpS, λ, µ ∈ R et v(t), w(t) deux champs de vecteurs parallèles le long de
γ tels que v(t0) = v0 et w(t0) = w0. Si V = λv + µw, alors V˙ = λv˙ + µw˙ est parallèle à
la normale unitaire N à S du fait que v˙ et w˙ sont parallèles à N ; et donc V est parallèle
le long de γ.
Il en découle que
Πpqγ (λv0 + µw0) = Π
pq
γ (V (t0)) = V (t1)
= λv1 + µw1
= λΠpqγ (v0) + µΠ
pq
γ (w0).
Pour montrer l'isométrie, notons que
d
dt
(v.w) = v˙.w + vw˙
= ((v˙.N)N).w + v.((w˙.N)N) = 0.
Comme v et w sont dans le plan tangent à la surface, on a que v.N = w.N = 0.
Donc v0.w0 = v1.w1.
Finalement, Πpqγ préserve le produit scalaire et donc les longueurs et les angles.
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3.2.2 Symboles de Christoﬀel et métrique riemannienne
Soit M , une variété riemannienne munie de sa métrique ds2 =
∑
ij gijdx
idxj.
Il existe une connexion unique sans torsion compatible avec la métrique ds2 ; la connexion
de Levi-Civita, ayant pour expression
Γikl =
1
2
∑
m
gim
(
∂gmk
∂xl
+
∂gml
∂xk
− ∂gkl
∂xm
)
avec gij, l'inverse de gij.
Les Γikl sont connus sous le nom de symboles de Christoﬀel et Γ
i
kl = Γ
i
lk.
En considérant
ds2 = Edu2 + 2Fdudv +Gdv2,
la métrique déﬁnie sur M ;
gij =
[
E F
F G
]
et donc
|gij| = EG− F 2.
L'inverse de gij, notée ici gij est :
gij =
[
G
EG−F 2
−F
EG−F 2−F
EG−F 2
E
EG−F 2
]
.
Pour calculer les symboles de Christoﬀel, il nous faut :
∂gij
∂u
,
et
∂gij
∂v
.
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Or,
∂g11
∂u
=
∂E
∂u
= Eu;
∂g12
∂u
=
∂g21
∂u
=
∂F
∂u
= Fu;
∂g22
∂u
=
∂G
∂u
= Gu
et
∂g11
∂v
=
∂E
∂v
= Ev;
∂g12
∂v
=
∂g21
∂v
=
∂F
∂v
= Fv;
∂g22
∂v
=
∂G
∂v
= Gv.
Donc
Γ111 =
1
2
∑
m
g1m
(
∂g1m
∂u
+
∂g1m
∂u
− ∂g11
∂xm
)
=
1
2
g11
(
∂g11
∂u
+
∂g11
∂u
− ∂g11
∂u
)
+
1
2
g12
(
∂g12
∂u
+
∂g12
∂u
− ∂g11
∂v
)
=
1
2
(
G
EG− F 2
)(
Eu
)
+
1
2
( −F
EG− F 2
)(
2Fu − Ev
)
=
GEu − 2FFu + FEv
2(EG− F 2) .
Γ112 = Γ
1
21 =
1
2
∑
m
gm1
(
∂gm2
∂v
+
∂g1m
∂u
− ∂g12
∂xm
)
=
1
2
g11
(
∂g11
∂v
+
∂g12
∂u
− ∂g12
∂u
)
+
1
2
g12
(
∂g21
∂v
+
∂g22
∂u
− ∂g12
∂v
)
=
1
2
(
G
EG− F 2
)(
Ev
)
+
1
2
( −F
EG− F 2
)(
Gu
)
=
GEv − FGu
2(EG− F 2) .
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Γ122 =
1
2
∑
m
g1m
(
∂gm2
∂v
+
∂gm2
∂v
− ∂g22
∂xm
)
=
1
2
g11
(
∂g12
∂v
+
∂g12
∂v
− ∂g22
∂u
)
+
1
2
g12
(
∂g22
∂v
+
∂g22
∂v
− ∂g22
∂v
)
=
1
2
(
G
EG− F 2
)(
2Fv −Gu
)
+
1
2
( −F
EG− F 2
)(
Gv
)
=
2GFv −GGu − FGv
2(EG− F 2) .
Γ211 =
1
2
∑
m
g2m
(
∂gm1
∂u
+
∂gm1
∂u
− ∂g11
∂xm
)
=
1
2
g21
(
∂g11
∂u
+
∂g11
∂u
− ∂g11
∂u
)
+
1
2
g22
(
∂g21
∂u
+
∂g21
∂u
− ∂g11
∂v
)
=
1
2
( −F
EG− F 2
)(
Eu
)
+
1
2
(
E
EG− F 2
)(
2Fu − Ev
)
=
−FEu + 2EFu − EEv
2(EG− F 2) .
Γ212 = Γ
2
21 =
1
2
∑
m
g2m
(
∂gm1
∂v
+
∂gm2
∂u
− ∂g12
∂xm
)
=
1
2
g21
(
∂g11
∂v
+
∂g12
∂u
− ∂g12
∂u
)
+
1
2
g22
(
∂g21
∂v
+
∂g22
∂u
− ∂g12
∂v
)
=
1
2
( −F
EG− F 2
)(
Ev
)
+
1
2
(
E
EG− F 2
)(
Gu
)
=
−FEv + EGu
2(EG− F 2) .
Γ222 =
1
2
∑
m
g2m
(
∂gm2
∂v
+
∂gm2
∂v
− ∂g22
∂xm
)
=
1
2
g21
(
∂g12
∂v
+
∂g12
∂v
− ∂g22
∂u
)
+
1
2
g22
(
∂g22
∂v
+
∂g22
∂v
− ∂g22
∂v
)
=
1
2
( −F
EG− F 2
)(
2Fv −Gu
)
+
1
2
(
E
EG− F 2
)(
Gv
)
=
−2FFv + FGu + EGv
2(EG− F 2) .
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Considérons le cas M = H, on a
ds2 =
du2 + dv2
v2
,
pour z = u+ iv ∈ H.
Il s'en suit que
E = G =
1
v2
, F = 0.
Ce qui implique que
Eu = Gu = Fu = 0
Ev = Gv = − 2
v3
.
Donc
Γ111 = Γ
1
22 = Γ
2
12 = Γ
2
21 = 0;
Γ112 = Γ
1
21 =
1
v2
(
−2
v3
)
2
(
1
v4
) = −1
v
;
Γ211 = −
1
v2
(
−2
v3
)
2
(
1
v4
) = 1
v
;
Γ222 =
1
v2
(
−2
v3
)
2
(
1
v4
) = −1
v
.
3.2.3 Métrique riemannienne sur le ﬁbré tangent au ﬁbré tan-
gent : TTM
Soit M , une variété riemannienne de dimension n muni de sa métrique et O la
connexion de Levi-Civita compatible avec la métrique riemannienne g de M . L'espace
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tangent de TM au point (x,−→v ) ∈ TM se décompose en somme directe de deux sous-
espaces : sous-espace horizontal et sous-espace vertical [6] comme suit :
T(x,−→v )TM = H(x,−→v )
⊕
V(x,−→v ).
Soit U ⊂ M un voisinage du point x ∈ M et pi : TM → M la projection naturelle sur
M , c'est-à-dire pour tout (x,−→v ) ∈ TM, pi(x,−→v ) = x.
Un système de coordonnées locales (U, xi, i = 1, · · · , n) dans M induit sur TM un nou-
veau système de coordonnées locales (pi−1(U), xi, vi, i = 1, · · · , n).
L'expression locale de tout champ de vecteurs X sur M dans U étant X =
∑n
i=1X
i ∂
∂xi
,
le transport horizontal et le transport vertical de X, notés, respectivement, Xh et Xv ;
sont donnés par
Xh =
n∑
i=1
X i
∂
∂xi
−
∑
i,j,k
Γijkv
jXk
∂
∂vi
;
Xv =
n∑
i=1
X i
∂
∂vi
.
Supposons que la métrique riemannienne de M est donnée, dans U , par
ds2 =
∑
i,j
gij(x)dx
idxj.
Alors, la métrique riemannienne de TM qu'on appelle métrique de SASAKI est donnée
, dans pi−1(U) par [14]
dσ2 =
∑
i,j
gij(x)dx
idxj +
∑
i,j
gij(x)Dv
iDvj
avec
Dvi = dvi +
∑
l,k
Γiklv
kdxl.
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3.3 Calcul de la métrique sur T 1H
Considérons [
a b
c d
]
∈ PSL(2,R)
et
(z,−→v ) ∈ T 1H.
tels que [
a b
c d
]
(z,−→v ) =
(
az + b
cz + d
,
−→v
(cz + d)2
)
.
Un chemin γ de T 1H s'écrit, dans ces conditions, comme suit
γ(t) =
(
a(t)z + b(t)
c(t)z + d(t)
,
−→v
(c(t)z + d(t))2
)
avec z ∈ H. D'une part,
z˜ =
a(t)z + b(t)
c(t)z + d(t)
=
(a(t)z + b(t))(c(t)z¯ + d(t))
(c(t)z + d(t))(c(t)z¯ + d(t))
=
(a(t)z + b(t))(c(t)z¯ + d(t))
|c(t)z + d(t)|2
=
a(t)c(t)zz¯ + a(t)d(t)z + b(t)c(t)z¯ + b(t)d(t)
|c(t)z + d(t)|2
=
a(t)c(t)zz¯ + b(t)d(t) + (a(t)d(t) + b(t)c(t))Re(z)
|c(t)z + d(t)|2 + i
(a(t)d(t)− b(t)c(t))Im(z)
|c(t)z + d(t)|2
=
a(t)c(t)zz¯ + b(t)d(t) + (a(t)d(t) + b(t)c(t))Re(z)
|c(t)z + d(t)|2 + i
Im(z)
|c(t)z + d(t)|2
Donc
z˜ = (x˜, y˜)
=
(
a(t)c(t)zz¯ + b(t)d(t) + (a(t)d(t) + b(t)c(t))Re(z)
|c(t)z + d(t)|2 ,
Im(z)
|c(t)z + d(t)|2
)
.
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D'autre part,
−→˜
v =
−→v
(c(t)z + d(t))2
=
−→v (c(t)z¯ + d(t))2
|(c(t)z + d(t))2|2
=
−→v (c2(t)(Re(z)− iIm(z))2 + 2c(t)d(t)(Re(z)− iIm(z)) + d2(t)
|(c(t)z + d(t))2|2
=
−→v [c2(t)((Re(z))2 − ((Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2
− 2i
−→v [c2(t)Re(z)Im(z) + c(t)d(t)Im(z)]
|(c(t)z + d(t))2|2 .
Puisque −→v = (v1 ∂
∂x
+ iv2 ∂
∂y
), on a :(
v1
∂
∂x
+ iv2
∂
∂y
)
c2(t)((Re(z))2 − (Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2
− 2i
(
v1
∂
∂x
+ iv2
∂
∂y
)(
c2(t)Re(z)Im(z) + c(t)d(t)Im(z)
|(c(t)z + d(t))2|2
)
.
=
c2(t)((Re(z))2 − (Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2 v
1 ∂
∂x
− 2ic
2(t)Re(z)Im(z) + c(t)d(t)Im(z)
|(c(t)z + d(t))2|2 v
1 ∂
∂x
+ i
c2(t)((Re(z))2 − (Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2 v
2 ∂
∂y
+ 2
c2(t)Re(z)Im(z) + c(t)d(t)Im(z)
|(c(t)z + d(t))2|2 v
2 ∂
∂y
.
Donc,
v˜1 =
c2(t)((Re(z))2 − (Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2 v
1
+ 2
c2(t)Re(z)Im(z) + c(t)d(t)Im(z)
|(c(t)z + d(t))2|2 v
2
et
v˜2 =
c2(t)((Re(z))2 − (Im(z))2) + 2c(t)d(t)Re(z) + d2(t)
|(c(t)z + d(t))2|2 v
2
− 2c
2(t)Re(z)Im(z) + c(t)d(t)Im(z)
|(c(t)z + d(t))2|2 v
1.
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Exemple 5 Considérons le cas où z = i ;−→v = (1, 0) et
[
a(t) b(t)
c(t) d(t)
]
=
[
cos(t) sin(t)
− sin(t) cos(t)
]
.
En considérant γ(t) = (γ1(t), γ2(t)) tel que
γ(t) =
[
cos(t) sin(t)
− sin(t) cos(t)
]
(i, (1, 0)) = (z˜,
−→˜
v ).
On a : x˜ = 0, y˜ = 1
v˜1 = cos2(t)− sin2(t),
et
v˜2 = 2 sin(t) cos(t).
Donc
γ(t) =
[
cos(t) sin(t)
− sin(t) cos(t)
]
(i, (1, 0)) = (i, (cos2(t)− sin2(t), 2 sin(t) cos(t)).
Il est à noter que
γ(t) =
(
i,
(1, 0)
(−i sin(t) + cos(t))2
)
=
(
i,
(1, 0)
e−2it
)
= (i, e2it).
Pour −→v = eia, a ∈ R, on a :
γ(t) =
[
cos(t) sin(t)
− sin(t) cos(t)
](
i,
eia
e−2it
)
= (i, e(a+2t)i).
La restriction de ds˜2 sur γ(t), ds˜2|γ(t) est nulle.
Or dx˜k = 0 pour tout k et
Dv˜1 = dv˜1 +
∑
l,k
Γ1lkv˜
ldx˜k.
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Ce qui implique que ∑
l,k
Γ1lkv˜
ldx˜k = 0.
Il en découle que
dv˜1 = d(cos2(t)− sin2(t))
= −4 sin(t) cos(t)dt
et
Dv˜1 = dv˜1
Dv˜2 = dv˜2.
Et donc,
dσ˜2 = g11Dv˜
1Dv˜1 + g22Dv˜
2Dv˜2
= g11(dv˜
1)2 + g22(dv˜
2)2.
Puis que
dv˜1 = d(cos2(t)− sin2(t))
= −4 sin(t) cos(t)dt
et
dv˜2 = d(2 sin(t) cos(t))
= 2(cos2(t)− sin2(t))dt.
dσ2 =
1
y˜2
(−4 sin(t) cos(t)dt)2 + 1
y˜2
(2(cos2(t)− sin2(t))dt)2
1
y˜2
(−2 sin(2t)dt)2 + (2 cos(2t)dt)2)
=
4
y˜2
dt2.
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Considérons le cas de M = H. Pour z = x+ iy ∈ H, on a :
gij =
[ 1
y2
0
0 1
y2
]
. (3.10)
Alors
g11 = g22 =
1
y2
g12 = g21 = 0
Cela implique que
dσ2 =
dx2 + dy2
y2
+
1
y2
(Dv1Dv1 +Dv2Dv2).
Comme
Γ111 = Γ
1
22 = Γ
2
12 = Γ
2
21 = 0
Γ211 =
1
y
Γ222 = Γ
1
12 = Γ
1
21 = −
1
y
,
on a :
Dv1 = dv1 − 1
y
(v1dy + v2dx),
Dv2 = dv2 +
1
y
(v1dx+ v2dy).
Soit γ une courbe de H. On peux écrire γ(t) = (x(t), y(t)).
Donc γ˙(t) = d(γ)
dt
est le vecteur −→v tangent au point γ(t).
On a :
γ˙(t) = (x˙, y˙) = (v1, v2).
Il en résulte que
Dv1 = dx˙− 1
y
(x˙dy + y˙dx),
Dv2 = dy˙ +
1
y
(x˙dx− y˙dy).
70
Cela implique que
Dv1Dv1 = (dx˙− 1
y
(x˙dy + y˙dx))2
= dx˙2 − 2
y
(x˙dy + y˙dx)dx˙+
1
y2
(x˙dy + y˙dx)2,
Dv2Dv2 = (dy˙ +
1
y
(x˙dx− y˙dy))2
= dy˙2 +
2
y
(x˙dx− y˙dy)dy˙ + 1
y2
(x˙dx− y˙dy)2.
Finalement,
dσ2 =
dx2 + dy2
y2
+
dx˙2 + dy˙2
y2
+
2
y3
((x˙dx− y˙dy)dy˙ − (x˙dy + y˙dx)dx˙)
+
1
y4
((x˙dy + y˙dx)2 + (x˙dx− y˙dy)2).
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CONCLUSION
Dans ce mémoire, comme point de départ, nous avons présenté des concepts condui-
sant à la déﬁnition de variété diﬀérentiable M dans le cas général et un exemple d'une
variété a été donné. Sur M on a discuté de la notion de vecteur tangent à une courbe
donnée de M et cette notion nous a permis de dégager la déﬁnition du ﬁbré tangent à la
variétéM . En introduisant la notion de métrique riemannienne, la métrique adoptée tout
le long de ce travail, la variété riemannienne a été déﬁnie. Le sujet de ce mémoire nous a
poussé à évoquer les concepts de la géométrie hyperbolique et un accent particulier a été
mis sur le calcul de la longueur hyperbolique de la courbe ainsi que la détermination de
la distance hyperbolique entre deux points donnés. Les transformations de Möbius, qui
nous sont utiles lors de la détermination des isométries hyperboliques n'ont pas manqué
bien que ces dernières n'ont pas été profondément discutées. Ceux qui voudront mieux
comprendre peuvent consulter [1].
Tous les outils étant mis en place, le deuxième chapitre axé sur le géométrie du
plan hyperbolique a été abordé et développé en utilisant le modèle de demi-plan de
Poincaré. Pour se rendre du point A au point B dans l'espace, il faut déterminer le
chemin à suivre, de préférence le chemin le plus court : géodésique. Dans ce mémoire, on
a utilisé les équations de géodésiques pour montrer que les géodésiques hyperboliques sont
des demi-droites orthogonales à R et les demi-cercles centrés sur R. Dans des ouvrages
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consultés on y a trouvé diverses expressions, bien évidemment équivalentes, de la distance
hyperbolique entre deux points donnés. Dans ce chapitre deux de ces expressions ont été
évoquées et démontrées. Dans ce même chapitre on a dégagé et discuté en long et en
large le groupe d'isométries de de H.
Dans le dernier chapitre de ce travail, nous avons étudié l'action libre et transitive de
PSL(2,H) sur T 1H et en se servant de la décomposition d'Iwasawa on a élaboré, de façon
détaillée, les formules permettant d'exprimer, de façon unique, tout élément de PSL(2,H)
en fonction d'éléments de T 1H. Nous avons établi les relations entre les symboles de
Christoﬀel et les coeﬃcients de la première forme fondamentale et ces derniers nous ont
permis d'étudier la métrique de Sasaki. Ce travail peut être poursuivi en étudiant d'autres
métriques que celle de Sasaki.
En terminant, nous espérons que ce mémoire pourra susciter, auprès du lecteur, l'in-
térêt d'approfondir cette notion ou d'aborder d'autres sujets de recherche liés à ce sujet.
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