This paper proposes a novel approach to create an unit set for CTC based speech recognition systems. By using Byte Pair Encoding we learn an unit set of an arbitrary size on a given training text. In contrast to using characters or words as units this allows us to find a good trade-off between the size of our unit set and the available training data. We evaluate both Crossword units, that may span multiple word, and Subword units. By combining this approach with decoding methods using a separate language model we are able to achieve state of the art results for grapheme based CTC systems.
INTRODUCTION
Traditional automatic speech recognition (ASR) systems consist of three components: a phoneme based Acoustic Model (AM), a word based Language Model (LM), and a pronunciation lexicon, which maps a sequence of phonemes to words [1] . This setup works well for systems based on hidden Markov models (HMMs) as well as for "end-to-end" systems [2, 3] , where the AM is trained towards a sequence loss, such as Connectionist Temporal Classification (CTC) [4] . An expert-created phone dictionary will contain accurate pronunciations, and often multiple variants for frequent words, which facilitates the AM's task.
A CTC model's "spike-train" pattern marginalizes over all possible alignments of the output symbols, and (bidirectional) long-short term memory (LSTM) networks [5] can learn temporal patterns well. CTC models thus perform surprisingly well, even when using (context independent) characters as the AM's units, and in languages with "irregular" pronunciations, such as English. Because of CTC's independence assumption, the model however cannot explicitly learn co-articulation patterns, which should help improve performance.
If characters are used as units of the AM, the LM can directly be implemented as a recurrent neural network (RNN) [6] . Together with a CTC AM, this allows the creation of "all-neural" systems, which are not restricted to decoding with a weighted Finite State Transducer (WFST) framework.
Recent work shows that CTC models can directly predict word units, albeit on an extremely large training corpus [7] . [8] circumvent this problem by pretraining the AM with phoneme sequences. Unfortunately, using words as output units re-introduces a fixed vocabulary and only frequent words will be trained robustly.
Character n-gram units provide a trade-off between character and word based unit sets. When using n-grams, the number of possible outputs is increasing exponentially with respect to the longest n-gram length. For this reason [9, 10] constrain the length of their n-gram units to a fixed length and only select subword n-grams. [11] learns context-dependent units from the acoustics, while CTC assumes independence of neighbouring labels.
Additionally, none of these approaches deals with crossword pronunciation phenomena like contractions and reductions. In conversational English, "kind of" and "going to" are often pronounced as "kinda" and "gonna". It may be useful to treat such phenomena as their own unit, since the AM could then learn these reduced pronunciations [12] .
In this work we propose a method to create an unit set for CTC AMs based on the Byte Pair Encoding (BPE) algorithm [13] . This tackles two shortcomings of n-gram units: We do not restrict our units to have a fixed length, and we only create units that frequently appear in a given training corpus. Due to the iterative construction of the unit set, it is easy to empirically determine the best trade-off between the size of our unit set and the number of training labels. Additionally, we will not restrict our units to be part of a word only. In this paper we investigate the use of Subword and Crossword BPE units for CTC speech recognition systems and compare them to character and word units. We will compare WFST and RNN decoding approaches.
Beyond improved accuracy, this approach may also allow to further reduce the frame rate of ASR systems, which would improve efficiency. Compared to other approaches to learning the units of an ASR system, the main advantage is that this method does not rely on phonetics at all, and can be trained on text only, which greatly speeds up system building efforts.
RELATED WORK
The problem of selecting an unit set is closely related to finding a decomposition of the target sequence into basic units. The straight forward variant is to rely on a fixed decomposition of the target sequence, hence a given target sequence will always be split into the same units.
Many approaches using fixed decomposition have been proposed to solve different problems. An approach used for language models is to keep frequent words as units and split the remaining units into syllables [14] . In machine translation systems the Byte Pair Encoding algorithm was used to split infrequent words into subword units [15] . This can improve the translation quality of compounds as well as cognates and loanwords. For speech recognition applications [12] deals with crossword pronunciation phenomena. By adding frequent multiwords like "sort of" and "kind of" and their corresponding pronunciation to the pronunciation lexicon they were able to improve the recognition performance.
Instead of using a fixed decomposition, it's also possible to learn a variable decomposition of the target sequence. The decomposition can for example depend on the speaking style for speech recognition tasks. This approach was successfully applied to neural speech recognition systems [9, 10] . [10] extends the CTC loss function to learn the alignment between the input and the target sequence as well as a suitable decomposition of the target sequence. The unit set consists of character n-grams up to a fixed length and infrequent n-grams are omitted in the unit set. Because of the additional task of learning a decomposition a large amount of training data has to be used.
UNIT SELECTION
For creating our units we use Byte Pair Encoding (BPE) [13] . BPE is a compression algorithm that iteratively replaces the most frequent pair of units (or bytes) with an unused unit. We use characters as our initial unit set. With each step the unit set grows by one and thus we can create an arbitrary number of units. For example, if the units 'AB' and 'CDE' are already in the unit set and 'AB' appears frequently before 'CDE', the new unit 'ABCDE' will be created and added to the unit set. We use the BPE algorithm to create subword units as well as crossword units.
Subword Units
To create subword units we use the method proposed for machine translation in [15] . The initial unit vocabulary consist of the character set. A special token (in our case "@") is used to denote if the unit appears within a word or completes a word. Crossword boundaries are not considered in this case; we only count the co-occurrences of units within a word. Since BPE creates a new unit at each iteration very frequent words are eventually merged into a single unit.
Crossword Units
To create crossword units we slightly change the algorithm used for the subword units. We do not use an end of word symbol anymore. Instead we mark the beginning of each word by a capital letter. This idea is inspired by the unit set used for the speech recognition system in [16] . For example, the utterance "i don't know" will be preprocessed to "IDon'tKnow". We now apply BPE and also merge word boundaries. We argue that this method is superior to directly applying BPE to utterances containing spaces. When doing this it is possible that the unit set includes "know", " know", "know " as well as " know " (for visibility spaces are replaced by ' ').
Comparison
We compare the decomposition of a given target sequence in Table 1 . We show an example of a small and a big unit set for each approach -the small set is created by applying 300 merge operations, while the big set is created by applying 10000 merge operations. For small subword units all words except very frequently appearing words are split into subword units. Big subword models almost resemble word units. However, very infrequent words or words that did not appear in the training corpus at all still get split into multiple subword units.
In contrast the crossword units also include units consisting of multiple words. Small subword units already contain multiwords for very frequent expressions. The units can get longer for the big model and also less frequent expression get merged into a single unit. Both the subword and the crossword sequences contain significantly less labels than the character sequence. Table 1 . An example utterance splitted into characters and processed with the subword and crossword BPE algorithm when creating 300 and 10000 additional units, respectively. In the subword model the character '@' denotes that the unit is not the end of the word.
Method
Since we always keep single characters in the unit set, we are able to model arbitrary words with both approaches. This allows us to design an open vocabulary speech recognition system.
ACOUSTIC MODEL
The AM of our system is composed by four bidirectional LSTM layers [17] with 320 units in each direction followed by a soft-max layer. The size of the soft-max layer depends on the unit set we use. We jointly train the whole model under the CTC loss function [4] .
To train the AM we use the 300h Switchboard data set (LDC97S62). We augment the training set as in [18] by reducing the frame rate and applying subsampling and an offset to each input sequence. The code open sourced in EESEN [19] (tf clean branch) was used to train our models. To improve the training stability we pretrained each model using only character labels until its convergence. Afterwards, we train them with one of the unit sets described in section 3. We optimize the parameters of the network by using stochastic gradient descent. We halve the learning rate after an epoch, whenever the validation accuracy does not improve.
DECODING STRATEGIES
In this section we briefly summarize the different approaches on how to generate a transcription given the static sequence of probabilities generated by the acoustic model. For a more detailed description we refer readers to [18] .
To get an estimate of the quality of the AM we perform a greedy search without adding any linguistic knowledge by selecting the most probable unit at each frame [4] .
Weighted Finite State Transducer
To improve over the simple greedy search, the Weighted Finite State Transducer (WFST) approach adds linguistic information at the word level [19] .
The search graph of the WFST is composed of a token WFST, that applies the CTC squash function, a lexicon WFST that maps a sequence of units in L to words and a grammar WFST that is modeled by a word based n-Gram language model.
The search graph is used to find the most probable word sequence. We use the probabilities of a trigram and 4-gram LM smoothed with Kneser Ney discounting. We train the LM with cleaned Switchboard and Fisher transcripts. We do not use WFST decoding for crossword units. However, this would be possible by introducing multiwords to the lexicon.
Beam Search with a RNN Language Model
In contrast to the WFST decoding we combine the information of the AM and the RNN LM directly at each frame. This is possible since we train the LM on the same unit set as the AM. We additionally add symbols denoting the start and the end of a sequence to the unit set of the LM. To find the most probable output sequence we apply a beam search similar to [20] , for a mathematical formulation of the search we refer [18] .
We use a two layer LSTM network with 1024 hidden units at each layer with a 256-dimensional embedding layer as our LM. As for the WFST LM we use cleaned Switchboard and Fisher transcripts as our training corpus. We apply ADAM to optimize the parameters of the network. We half the learning rate and restart ADAM whenever our validation cost does not decrease [21] .
RESULTS
The 2000 HUB5 "Eval2000" (LDC2002S09) set is used for evaluation. It consists of a "Switchboard" subset, that closely resembles the training data, and the "Callhome" subset. We evaluate the Crossword as well as the Subword models for the Beam Search with a RNN LM and the greedy decoding, which does not use any additional linguistic knowledge of a LM. WFST decoding is only applied to the subword models. For each approach we evaluate units sets with 300, 600, 1k, 3k, 6k and 10k additional units. Figure 1 summarizes the results. For the smallest unit set (300) the Crossword model outperforms the Subword model. While the word error rate (WER) of the Subword model constantly decreases, the WER of the Crossword model increases. One problem of the Crossword model is that the length of the unit constantly increases (e.g. "You'reNotGoingTo"), while for the subword model the units can not be longer than a single word. We argue that it's more difficult for the AM to recognize long expressions. The other drawback of a bigger unit set is that we have less training examples per unit. This holds for both approaches, however for the subword model frequently appearing words will still have a high number of training examples as words cannot be split anymore into longer units. As an example consider the word "kinds": in the Subword 10k model this unit has 539 training examples, while for the Crossword 10k model these are scattered to multiple units ("AllKindsOf" (203), "KindsOf" (158), "KindsOfThings" (75) etc.). Because of the limited examples we argue that the Crossword model is not able to learn robust representations for these units. This is also supported by the fact that big Crossword models do not predict a reasonable unit and settle to output blanks in many situations. The deletion rate constantly increases with the size of the unit set and reaches 14.3% for the Crossword 10k model. Adding linguistic knowledge during decoding always improves our results. For the big Crossword models the RNN LM is not able to fix the discussed drawbacks, even with a tuned insertion bonus the deletion rate remains high ( Table  2 ). We achieve the best results when using models with small unit sets. We argue that by using smaller units we can include the linguistic knowledge earlier in the search process. We do not have to wait until the AM recognized a word, but can already combine the information of the AM and the LM at the subword level in most of the cases. We also observe that the WFST decoding works slightly better than the RNN LM. However, notice that the RNN LM does not define a vocabulary and is thus able to recognize arbitrary words. Table 2 . Substitution (S), Insertion (I), Deletion (D) and Word Error Rates (WER) for different unit sets using a RNN LM during decoding on the Switchboard subset of Eval2000.
Evaluation of Subword and Crossword units

Comparison to previous work
We compare our results to previous work using the 300h Switchboard training set in Table 3 . For decoding strategies without using linguistic information we report gains compared to our previous character based system trained on the same architecture. We also improve over the word based CTC model of [8] . The main advantage of the Subword model is that it is still able to recognize arbitrary words. When including LM information during decoding, we still improve by more than 2% compared to a character unit set using the same system, while reporting slight improvements compared to the character based model of [16] .
Category
Unit Table 3 . Comparison of our results to related work on grapheme based CTC speech recognition systems using no LM at all ("No LM") and using a LM during decoding ("LM"). We report the WER on the Switchboard (SW) and Callhome (CH) subsets of Eval2000. [18] represents the character baseline for our BPE exeriments ([ours]).
A main advantage of BPE based approaches to create the units is that we can create an unit set of an arbitrary size. Thus we can adapt the size of our unit set to the size of the training data. Furthermore we can easily create a number of diverse models, that are encouraged by their distinctive unit set to learn different concepts. We combine the crossword and subword systems decoded with the RNN LM with ROVER [22] using majority voting without any confidence scores. The resulting WER of 11.2% on the Switchboard subset excels previously published results for all neural speech recognition systems on the 300h dataset by a large margin [16] .
CONCLUSIONS
In this paper we discussed two different methods to create an unit set for CTC based speech recognition systems. Our method creates unit sets of any desired size, thus providing a method to conveniently adjust the size of the unit set to the training set. By combining the CTC with a LM we are able to provide state of the art results for grapheme based CTC systems.
We believe that this work shows that there is still room for improvement when automatically selecting an unit set for a given dataset. We will continue to improve the automatic selection of units, especially to remedy the drawbacks of Crossword models. Using more knowledge about the input sequence to directly benefit from the pronunciation might be a good starting point. We argue that computational expensive methods like Gram-CTC and Latent Sequence Decomposition also work with our unit set, but also methods relying on less training data usage might be beneficial for systems focusing on a variety of low resource languages.
