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Introduction.
A number of digital processes, such as the identification of two-tone patterns, the computation of multivalued Boolean functions, the decoding of binary block codes, the addressing of "files" in the memory of a computer, etc., may be described as a many-to-one mapping from an n-dimensional space S" (over a binary field) onto itself. This mapping can be expressed by means of a polynomial whose coefficients, to a large extent, determine the "ease" with which any of the above processes can be carried out. In searching for the "easiest" such polynomial, a common task is that of computing sets of such coefficients for specified mappings, or of computing mappings to conform with specified sets of coefficients. The purpose of this note is to show how, by a suitable representation of <S" , the relationship between the mappings and the coefficients becomes especially simple, leading to considerable simplification in the computation procedures.
2. The mapping polynomial. Consider the Galois field
An element a of GF(2") can be represented by a polynomial in £ with coefficients from GF(2), of degree n -1 or less:
Field operations are performed modulo 2 and modulo any fixed irreducible polynomial in J with coefficients from GF(2), of degree n:
p(£) is called the modulus polynomial of GF(2").
The characteristic polynomial of a, is a polynomial in x with coefficients from GF(2"), of degree 2" -1 or less, defined by:
The following two theorems are taken from Dickson [1] : Theorem 1.
jo, v 9^ i.
I'rooj. From the theory of Galois fields it is known that II (x + ak) = + 1; 
which, by (7), implies (5a). 5(b) follows from the definition (4).
Consider the many-to-one mapping / from GF(2") into GF(2"), with a\ denoting the image of a, . Define:
Theorem 2.
Proof.
I(a,) = X /,(«/)«< = /,(a,K = a.
• (11) /(x) is called the mapping polynomial of the mapping /. Any many-to-one mapping / from S" into Sn may be regarded as mapping GF(2") into GF(2"), and hence expressed as a mapping polynomial f(x). Recognition of an element of Sn , therefore, can be performed by representing an n-tuple («" , a, , • • • , <*"_!) as a polynomial a = a0 + + • • • + and computing f(a) = a' as per rules of GF(2"); the coefficients of a' are then the elements of the n-tuple which labels the class to which (a" , ,
belongs. Clearly, any computing circuit or program devised for computing f(x) requires complete information on the coefficients <p,-of /(x). In general, this amounts to ''remembering" all 2" pairs (j, <pf)-a requirement as severe as that of remembering all pairs of n-tuples which define the original mapping. In particular cases, however, it may happen that the coefficients of f(x) exhibit some symmetry which obviate the requirement to remember all the (j, <p,) pairs (for example, if <p,-is periodic with j, with the period r, it is sufficient to remember the integer r and the first r pairs). These are the cases for which the mapping polynomial can be used to advantage in recognition processes where memory capacity is costlier than computation time. In searching for such cases, one has to pass repeatedly from sets of mappings to sets of polynomials, and conversely. The following section will show how this passage can be simplified.
3. Properties of coefficients of f(x). For reasons which will become apparent presently, we shall always choose a maximum-period polynomial as a modulus polynomial for GF(2") (at least one such polynomial exists for every n). With this choice, £ becomes a primitive element of GF(2"), and we can write a, =r' (i = 1,2, ••• ,2" -1).
In addition, the coefficients of the characteristic polynomials /, (x) assume a relatively simple structure: 
.0, j = 0,
(4) can be written as -frt- Prooj. Let 4»,I' = M, with the (i, ;) elements yu,, . Then, by (13a)-(14b) and (26a)-(27), we have:
Mo, = 1 + =0 0" * 0), 
