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Abstract: This paper reviews minimax best equivariant estimation in
these invariant estimation problems: a location parameter, a scale pa-
rameter and a (Wishart) covariance matrix. We briefly review develop-
ment of the best equivariant estimator as a generalized Bayes estimator
relative to right invariant Haar measure in each case. Then we prove
minimaxity of the best equivariant procedure by giving a least favorable
prior sequence based on non-truncated Gaussian distributions. The re-
sults in this paper are all known, but we bring a fresh and somewhat
unified approach by using, in contrast to most proofs in the literature, a
smooth sequence of non truncated priors. This approach leads to some
simplifications in the minimaxity proofs.
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1. Introduction
We review some results on minimaxity of best equivariant estimators from
what we hope is a fresh and somewhat unified perspective. Our basic ap-
proach is to start with a general equivariant estimator, and demonstrate
that the best equivariant estimator is a generalized Bayes estimator, δ0,
with respect to an invariant prior. We then choose an appropriate sequence
of Gaussian priors whose support is the entirety of the parameter space and
show that the Bayes risks converge to the constant risk of δ0. This implies
that δ0 is minimax. All results on best equivariance and minimaxity, which
we consider in this paper, are known in the literature. But, using a sequence
of Gaussian priors as a least favorable sequence, simplifies the proofs and
gives fresh and unified perspective.
In this paper, we consider the following three estimation problems.
∗This work was partially supported by KAKENHI #25330035, #16K00040.
†This work was partially supported by grant from the Simons Foundation (#418098 to
William Strawderman).
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Estimation of a location parameter: Let the density function of X be
given by
f(x− µ) = f(x1 − µ, . . . , xn − µ). (1.1)
Consider estimation of the location parameter µ under location invari-
ant loss
L(δ − µ). (1.2)
We study equivariant estimators under the location group, given by
δ(x− µ) = δ(x)− µ. (1.3)
Estimation of a scale parameter: Let the density function ofX be given
by
σ−nf(x/σ), (1.4)
with scale parameter σ, where x/σ = (x1/σ, . . . , xn/σ). Consider esti-
mation of the scale σ under scale invariant loss
L(δ/σ). (1.5)
We study equivariant estimators under scale group, given by
δ(x/σ) = δ(x)/σ. (1.6)
Estimation of covariance matrix: We study estimation of Σ based on
a p × p random matrix V having a Wishart distribution Wp(n,Σ),
where the density is given in (2.3) below. An estimator δ is evaluated
by the invariant loss
L(Σ−1δ). (1.7)
We consider equivariant estimators under the lower triangular group,
given by
δ(AV AT) = Aδ(V )AT, (1.8)
where T +, the set of p × p lower triangular matrices with positive
diagonal entries.
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For the first two cases with the squared error loss (δ − µ)2 and the entropy
loss δ/σ− log(δ/σ)− 1, respectively, the so called Pitman (1939) estimators
µˆ0(x) =
∫∞
−∞ µf(x− µ)dµ∫∞
−∞ f(x− µ)dµ
, (1.9)
σˆ0(x) =
∫∞
0 σ
−n−1f(x/σ)dσ∫∞
0 σ
−n−2f(x/σ)dσ
(1.10)
are well-known to be best equivariant and minimax. Clearly, they are gener-
alized Bayes with respect to pi(µ) = 1 and pi(σ) = 1/σ, respectively. Girshick
and Savage (1951) gave the original proof of minimaxity. Kubokawa (2004)
also gives a proof and further developments in the restricted parameter set-
ting. Both use a sequence of uniform distribution on expanding interval as
least favorable priors.
For the last case, James and Stein (1961) show that the best equivariant
estimator is given by
Σˆ0 = Tdiag(d1, . . . , dp)T
T (1.11)
where T ∈ T + is from the Cholesky decomposition of V = TT T and di =
1/(n+p−2i+1) for i = 1, . . . , p. Note that the group of p×p lower triangular
matrices with positive diagonal entries is solvable, and the result of Kiefer
(1957) implies the minimaxity of Σˆ0. Tsukuma and Kubokawa (2015) gives
as a sequence of least favorable priors, the invariant prior truncated on a
sequence of expanding sets.
In each case, the sequence of priors we employ is based on a Gaussian
sequence of possibly transformed parameters. This is in contrast to most
proofs in the literature which use truncated versions of the invariant prior.
As a consequence, the resulting proofs are less complicated.
Section 2 is devoted to developing the best equivariant estimator as a
generalized Bayes estimator with respect to a right invariant (Haar mea-
sure) prior in each case. The general approach is basically that of Hora and
Buehler (1966). Section 3 provides minimaxity proofs of the best equivari-
ant procedure by giving a least favorable prior sequence based on (possibly
transformed) Gaussian priors in each cases. We give some concluding re-
marks in Section 4.
2. Establishing best equivariant procedures
All results in this section are well-known. Our proof of best equivariance for
µˆ0, σˆ0 and Σˆ0 follow from Hora and Buehler (1966). The reader is referred to
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Hora and Buehler’s (1966) for further details on their general development
of a best equivariant estimator as the generalized Bayes estimator relative
to right invariant Haar measure.
2.1. Estimation of location parameter
Consider an equivariant estimator which satisfies δ(x−µ) = δ(x)−µ. Then
we have a following result.
Theorem 2.1. Let X have distribution (1.1) and let the loss be given by
(1.2). The generalized Bayes estimator with respect to the invariant prior
pi(µ) = 1, µˆ0(x), is best equivariant under the location group, that is,
µˆ0(x) = arg min
δ
∫ ∞
−∞
L(δ(x)− µ)f(x− µ)dµ.
Proof. The risk of the equivariant estimator (1.3) is written as
R(δ(x), µ)
=
∫
Rn
L(δ(x)− µ)f(x− µ)dx
=
∫
Rn
L(δ(x− µ))f(x− µ)dx
=
∫
Rn
L(δ(z))f(z)dz (2.1)
=
∫
Rn−1
∫ ∞
−∞
L(δ(zn−1, zn))f(zn−1, zn)dzndzn−1
=
∫
Rn−1
∫ ∞
−∞
L(δ(zn−1, un − θ))f(zn−1, un − θ)dθdzn−1
zn = un − θ (un is a constant and θ is variable)
=
∫
Rn−1
∫ ∞
−∞
L(δ(un−1 − θ, un − θ))f(un−1 − θ, un − θ)dθdun−1
=
∫
Rn−1
(∫ ∞
−∞
L(δ(u)− θ)f(u− θ)dθ
)
dun−1.
Then the best equivariant estimator is
µˆ0(x) = arg min
δ
∫ ∞
−∞
L(δ(x)− µ)f(x− µ)dµ.
Y. Maruyama and W. Strawderman/Minimaxity 5
2.2. Estimation of scale
Consider an equivariant estimator which satisfies δ(x/σ) = δ(x)/σ. Then
we have a following result.
Theorem 2.2. Let X have distribution (1.4) and let the loss be given by
(1.5). Then the generalized Bayes estimator, with respect to the prior pi(σ) =
1/σ, σˆ0(x), is best equivariant under the scale group, that is,
σˆ0(x) = arg min
δ
∫ ∞
0
L(δ/σ)
f(x/σ)
σn
dσ
σ
.
Proof. The risk of the equivariant estimator is written as
R(δ(x), σ)
=
∫
Rn
L(δ(x)/σ)σ−nf(x/σ)dx
=
∫
Rn
L(δ(x/σ))σ−nf(x/σ)dx
=
∫
Rn
L(δ(z))f(z)dz (2.2)
=
∫
Rn−1
(∫ 0
−∞
+
∫ ∞
0
)
L(δ(zn−1, zn))f(zn−1, zn)dzndzn−1
=
∫
Rn−1
∑
j={−1,1}
∫ ∞
0
L(δ(zn−1, jzn))f(zn−1, jzn)dzndzn−1
=
∫
Rn−1
∑
j={−1,1}
∫ ∞
0
L(δ(zn−1, jun/w))f(zn−1, jun/w)
un
w2
dwdzn−1
zn = un/w (where un is positive constant and w is variable)
=
∫
Rn−1
∑
j={−1,1}
∫ ∞
0
L(δ(un−1/w, jun/w))
1
wn−1
un
w2
f(un−1/w, jun/w)dun−1dw
zi = ui/w (i = 1, . . . , n− 1) (where ui is variable and w is constant)
=
∫
Rn−1
un
∑
j={−1,1}
{∫ ∞
0
L(δ(un−1, jun)/w)
f(un−1/w, jun/w)
wn+1
dw
}
dun−1.
Then the best equivariant estimator is
σˆ0(x) = arg min
δ
∫ ∞
0
L(δ/σ)σ−n−1f(x/σ)dσ.
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2.3. Estimation of covariance matrix
Let V have a Wishart distribution Wp(n,Σ). Let T + be the set of p × p
lower triangular matrices with positive diagonal entries. By the Cholesky
decomposition, Σ−1 and V can be written as
Σ−1 = ΘTΘ and V = TT T
for Θ = (θij) ∈ T + and T = (tij) ∈ T +. As in Theorem 7.2.1 of Anderson
(2003), the probability density function of T is
fW (T |Θ)γ(dT ) = 1
C(p, n)
|ΘT |n exp
[
−1
2
tr {(ΘT )(ΘT )T}
]
γ(dT ) (2.3)
where C(p, n) is a normalizing constant given by
C(p, n) = 2p(n−2)/2pip(p−1)/4
p∏
i=1
Γ({n+ 1− i}/2) (2.4)
and γ(dT ) is the left-invariant Haar measure on T + given by
γ(dT ) =
p∏
i=1
t−iii dT . (2.5)
An estimator δ is evaluated by the invariant loss function given by
L(ΘδΘT). (2.6)
Denote the risk function by
R(δ,Σ) =
∫
T +
L(ΘδΘT)fW (T |Θ)γ(dT ).
For all A ∈ T +, the group transformation with respect to T + on a random
matrix T and a parameter matrix Θ is defined by (T ,Θ) → (AT ,ΘA−1).
The group G¯ operating on Θ is transitive. Any equivariant estimator of
Σ = (ΘTΘ)−1 = Θ−1(Θ−1)T
under the lower triangular group is of form given by
δ(AT ) = Aδ(T )AT. (2.7)
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Theorem 2.3. Let V = TT T ∼ Wp(n,Σ) and let the loss be L(ΘδΘT) as
in (2.6). Then the generalized Bayes estimator with respect to the prior
pi(Θ) = γ(dΘ), (2.8)
δ0, is best equivariant under lower triangular group, that is,
δ0(T ) = arg min
δ
∫
T +
L(ΘδΘT)fW (T |Θ)γ(dΘ). (2.9)
Note that γ(dΘ) is the “left” invariant measure, which seems to contra-
dict the general theory by Hora and Buehler (1966). However this seeming
anomaly is due to our parameterization V = TT T, Σ−1 = ΘTΘ and
Σ = Θ−1(Θ−1)T. (2.10)
The general theory implies that
ν(dΘ−1) = γ(dΘ) (2.11)
where ν is right invariant Haar measure on T + given by
ν(dZ) =
p∏
i=1
z
−(p−i+1)
ii dZ. (2.12)
In the proof below, in addition to the left invariance of γ, and the right
invariance of ν, we use the fact that
fW (T |Θ) = fW (ΘT |I) = fW (I|ΘT ). (2.13)
Proof of Theorem 2.3. By (2.3) and (2.6), the risk of an equivariant estima-
tor can be expressed as
R(δ,Σ)
=
∫
T +
L(Θδ(T )ΘT)fW (T |Θ)γ(dT )
=
∫
T +
L(δ(ΘT ))fW (T |Θ)γ(dT )
=
∫
T +
L(δ(Z))fW (Z|I)γ(dZ) (Z = ΘT , and left invariance of γ)
=
∫
T +
L(δ(Z))fW (I|Z)
p∏
i=1
z−iii dZ (by the form of fW )
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=
∫
T +
L(δ(Z))fW (I|Z)
p∏
i=1
zp−2i+1ii ν(dZ)
=
∫
T +
L(δ(WS))fW (S|W )
p∏
i=1
(wiisii)
p−2i+1ν(dW )
(Z = WS, and right invariance of ν)
=
p∏
i=1
sp−2i+1ii
∫
T +
L(Wδ(S)W T)fW (S|W )γ(dW ), (by (2.7) and the form of γ(dw))
Then the best equivariant estimator with respect to the group T + can be
written by
δ0(T ) = arg min
δ
∫
T +
L(ΘδΘT)fW (T |Θ)γ(dΘ).
3. Minimaxity
In this section, we choose an appropriate sequence of priors whose support is
the entirety of the parameter space and show that the Bayes risks converge
to the constant risk of the best equivariant estimator δ0. By a well-known
standard result (see e.g. Lehmann and Casella (1998)), this implies minimax-
ity of δ0. In order to deal with explicit expressions for minimax estimators
as well as for somewhat technical reasons, in this section, we specify the loss
functions to be standard choices in the literature. For the location and scale
problem, the squared error loss and the entropy loss
L(δ − µ) = (δ − µ)2, L(δ/σ) = δ/σ − log(δ/σ)− 1
are used respectively. For estimation of covariance matrix, the so called
Stein’s (1956) loss function given by
L(ΘδΘT) = trΣ−1δ − log |Σ−1δ| − p
= tr(ΘδΘT)− log |ΘδΘT| − p (3.1)
is used.
3.1. Estimation of location
In this section, we show the minimaxity of µˆ0, the best location equivariant
estimator under squared error loss. A point of departure from most proofs
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in the literature is that a smooth sequence of Gaussian densities simplifies
the proof. It is also easily applied in the multivariate location family (See
Remark 3.1).
Recall that the Bayes estimator corresponding to a (generalized) prior
pi(µ), under squared error loss, is given by
δpi(x) = arg min
δ
∫ ∞
−∞
L(δ − µ)f(x− µ)pi(µ)dµ (3.2)
=
∫
µf(x− µ)pi(µ)dµ∫
f(x− µ)pi(µ)dµ under L(t) = t
2. (3.3)
Hence, by Theorem 2.1, the best equivariant estimator is given by
µˆ0(x) =
∫
µf(x− µ)dµ∫
f(x− µ)dµ . (3.4)
Theorem 3.1. Let X have distribution (1.1) and let the loss be given by
L(δ − µ) = (δ − µ)2. Then the best equivariant estimator, µˆ0(x), given by
(3.4), is minimax, and the minimax constant risk is given by
R0 =
∫
L(µˆ0(x))f(x)dx =
∫
{µˆ0(x)}2 f(x)dx.
Under the squared error loss, the Bayes estimator is explicitly written as
(3.3), However, in the following proof, the implicit expression (3.2) is mainly
used to indicate possible extension for more general loss functions. For the
same reason, L(δ(x)− µ) instead of (δ(x)− µ)2 is used.
Proof of Theorem 3.1. Let
φ(µ) =
1√
2pi
exp(−µ2/2) and φk(µ) = 1
k
φ(µ/k).
The Bayes risk of δ(x) under the prior φk(µ) is given by
rk(φk, δ(x)) =
∫∫
L(δ(x)− µ)f(x− µ)φk(µ)dµdx.
Also the corresponding Bayes estimator is given by
δφk (x) = arg min
δ
∫ ∞
−∞
L(δ − µ)f(x− µ)φk(µ)dµ.
Clearly
rk(φk, δ
φ
k ) ≤ rk(φk, µˆ0) = R0,
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and therefore, to show limk→∞ rk(φk, δ
φ
k ) = R0, it suffices to prove
lim inf
k→∞
rk(φk, δ
φ
k ) ≥ R0.
Making the transformation z = x− µ yields
rk(φk, δ
φ
k ) =
∫∫
L(δφk (z + µ)− µ)f(z)φk(µ)dµdz
where
δφk (z + µ) = arg min
δ
∫ ∞
−∞
L(δ − θ)f(z + µ− θ)φk(θ)dθ.
Now, make the transformation t = θ − µ. We then have
δφk (z + µ) = arg min
δ
∫ ∞
−∞
L(δ − µ− t)f(z − t)φk(t+ µ)dt
or equivalently
δ∗k(z, µ) := δ
φ
k (z + µ)− µ = arg min
δ
∫ ∞
−∞
L(δ − t)f(z − t)φk(µ+ t)dt.
Hence, by change of variables, we have
rk(φk, δ
φ
k ) =
∫∫
L(δ∗k(z, µ))f(z)φk(µ)dµdz
=
∫∫
L(δ∗k(z, kµ))f(z)φ(µ)dµdz.
Note also kφk(t+ kµ) = φ(t/k + µ) and
δ∗k(z, kµ) = arg min
δ
∫ ∞
−∞
L(δ − t)f(z − t)kφk(kµ+ t)dt
=
∫∞
−∞ tf(z − t)φk(t/k + µ)dt∫∞
−∞ f(z − t)φk(t/k + µ)dt
(for squared error loss L(t) = t2).
Since limk→∞ φ(t/k + µ) = φ(µ) for any µ, the dominated convergence
theorem implies
lim
k→∞
δ∗k(z, kµ) = µˆ0(z) (3.5)
and hence
lim
k→∞
L(δ∗k(z, kµ)) = lim
k→∞
{δ∗k(z, kµ)}2 = {µˆ0(z)}2 = L(µˆ0(z)). (3.6)
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Hence by Fatou’s lemma, we obtain that
lim inf
k→∞
rk(φk, δ
φ
k ) = lim infk→∞
∫∫
L(δ∗k(z, kµ))f(z)φ(µ)dµdz
≥
∫∫
lim inf
k→∞
L(δ∗k(z, kµ))f(z)φ(µ)dµdz
=
∫∫
L(µˆ0(z))f(z)φ(µ)dµdz
= R0.
(3.7)
Remark 3.1. In the multivariate case, suppose x1, . . . ,xp ∈ Rn and
{x1, . . . ,xp} ∼ f(x1 − µ1, . . . ,xp − µp).
Let µ = (µ1, . . . , µp)
T. Then the Pitman estimator of µ, the generalized
Bayes estimator with respect to pi(µ) = 1, is
µˆ(x1, . . . ,xp) =
∫
Rp µf(x1 − µ1, . . . ,xp − µp)dµ∫
Rp f(x1 − µ1, . . . ,xp − µp)dµ
. (3.8)
Using
pik(µ) =
p∏
i=1
φk(µi) =
1
(2pik2)p/2
exp
(
−‖µ‖
2
2k2
)
as the least favorable sequence of priors gives minimaxity under the quadratic
loss ‖δ − µ‖2 of (3.8).
3.2. Estimation of scale
In this section, we show the minimaxity of the scale Pitman estimator under
entropy loss given by
L(δ/σ) = δ/σ − log(δ/σ)− 1. (3.9)
Recall that the Bayes estimator corresponding to a (generalized) prior pi(σ),
under entropy loss (3.9), is given by
δpi(x) = arg min
δ
∫ ∞
−∞
L(δ/σ)σ−nf(x/σ)pi(σ)dσ (3.10)
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=
∫
σ−nf(x/σ)pi(σ)dσ∫
σ−n−1f(x/σ)pi(σ)dσ
. (3.11)
Hence the generalized Bayes estimator under pi(σ) = 1/σ, which is best
equivariant as shown in Theorem 2.2, is given by
σˆ0(x) =
∫
σ−n−1f(x/σ)dσ∫
σ−n−2f(x/σ)dσ
. (3.12)
We have a following minimaxity result.
Theorem 3.2. Let X have distribution (1.4) and let the loss be given by
L(δ/σ) = δ/σ − log(δ/σ) − 1. Then the best equivariant estimator, σˆ0(x),
given by (3.12), is minimax, and the minimax constant risk is given by
R0 =
∫
L(σˆ0(x))f(x)dx =
∫
{σˆ0(x)− log σˆ0(x)− 1} f(x)dx.
Proof. Assume log σ ∼ N(0, k2) or equivalently
pik(σ) =
1
k
φ(log σ/k)
1
σ
,
where φ(·) is the pdf of N(0, 1). Then the Bayes estimator satisfies
δpik = δ
pi
k (x) = arg min
δ
∫ ∞
0
L(δ/σ)σ−nf(x/σ)φk(σ)dσ
and the Bayes risk is given by
rk(pik, δ
pi
k ) =
∫∫
L(δ/σ)σ−nf(x/σ)pik(σ)dσdx.
Clearly
rk(pik, δ
pi
k ) ≤ rk(pik, σˆ0(x)) = R0,
and therefore, to show limk→∞ rk(φk, δ
φ
k ) = R0, it suffices to prove
lim inf
k→∞
rk(pik, δ
pi
k ) ≥ R0.
Making the transformation l = x/σ yields
rk(pik, δ
pi
k ) =
∫∫
L(δpik (σl)/σ)f(l)pik(σ)dσdl
Y. Maruyama and W. Strawderman/Minimaxity 13
where
δpik (σl) = arg min
δ
∫ ∞
0
L(δ/z)z−nf(σl/z)pik(z)dz.
Now, make the transformation y = z/σ. We then have
δpik (σl) = arg min
δ
∫ ∞
0
L(δ/(yσ))y−nf(l/y)pik(σy)dy
or equivalently
δ∗k(l, σ) :=
δpik (σl)
σ
= arg min
δ
∫ ∞
0
L(δ/y)y−nf(l/y)pik(σy)dy.
Hence
rk(pik, δ
pi
k ) =
∫∫
L(δ∗k(l, σ))f(l)pik(σ)dσdl
=
∫∫
L(δ∗k(l, η
k))f(l)pi1(η)dηdl
where σ = ηk and δ∗k(l, η
k) is explicitly given as (when the loss is (3.9))
δ∗k(l, η
k) =
∫
y−nf(l/y)pik(ηky)dy∫
y−n−1f(l/y)pik(ηky)dy
. (3.13)
Note
kpik(η
ky) =
1
ηky
1√
2pi
exp
(
−(log η
k + log y)2
2k2
)
.
Since
lim
k→∞
kηkpik(η
ky) =
1
y
φ(log η)
for any η, the dominated convergence theorem implies
lim
k→∞
δ∗k(l, η
k) = σˆ0(l). (3.14)
Also the continuity of L(·) implies
lim
k→∞
L(δ∗k(l, η
k)) = L(σˆ0(l)). (3.15)
Y. Maruyama and W. Strawderman/Minimaxity 14
Hence by Fatou’s lemma, we obtain that
lim inf
k→∞
rk(pik, δ
pi
k ) = lim inf
k→∞
∫∫
L(δ∗k(l, η
k))f(l)pi1(η)dηdl
≥
∫∫
lim inf
k→∞
L(δ∗k(l, η
k))f(l)pi1(η)dηdl
≥
∫∫
L(σˆ0(l))f(l)pi1(η)dηdl
= R0.
(3.16)
Remark 3.2. In the same way, we can consider the estimation of σc with
c ∈ R and propose the corresponding result,
σˆ0c(x) =
∫
σ−n−1+cf(x/σ)dσ∫
σ−n−2+cf(x/σ)dσ
is minimax and best equivariant for estimating σc under entropy loss
L(δ/σc) = δ/σc − log(δ/σc)− 1.
3.3. Estimation of covariance matrix
As we mentioned in the beginning of this section, we use the so called Stein’s
(1956) loss function given by
L(ΘδΘT) = trΣ−1δ − log |Σ−1δ| − p
= tr(ΘδΘT)− log |ΘδΘT| − p. (3.17)
James and Stein (1961), in their Section 5, show that the best equivariant
estimator is given by
Σˆ0 = Tdiag(d1, . . . , dp)T
T (3.18)
where T ∈ T + is from the Cholesky decomposition of V = TT T and di =
1/(n + p − 2i + 1) for i = 1, . . . , p. As demonstrated in the literature, by
e.g. Tsukuma and Kubokawa (2015), the best equivariant estimator under
the loss (3.17) may also be shown to be Σˆ0 by using the generalized Bayes
representation given in Theorem 2.3 since
arg min
δ
∫
T +
L(ΘδΘT)fW (T |Θ)γ(dΘ)
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arg min
δ
∫
T +
{tr (ΘTΘδ)− log |δ|} fW (T |Θ)γ(dΘ)
=
(∫
T +
ΘTΘfW (T |Θ)γ(dΘ)
)−1 ∫
T +
fW (T |Θ)γ(dΘ)
=
(∫
T +
ΘTΘfW (T |Θ)
∏
θp−2i+1ii ν(dΘ)
)−1
×
∫
T +
fW (T |Θ)
∏
θp−2i+1ii ν(dΘ)
=
(∫
T +
(ZT−1)TZT−1fW (Z|I)
∏
(t−1ii z
p−2i+1
ii )ν(dZ)
)−1
×
∫
T +
fW (Z|I)
∏
(t−1ii z
p−2i+1
ii )ν(dZ)
= T
(∫
T +
ZTZfW (Z|I)
∏
zp−2i+1ii ν(dZ)
)−1
T T
×
∫
T +
fW (Z|I)
∏
zp−2i+1ii ν(dZ)
= Σˆ0
where(∫
T +
ZTZfW (Z|I)
∏
zp−2i+1ii ν(dZ)
)−1 ∫
T +
fW (Z|I)
∏
zp−2i+1ii ν(dZ)
= diag(d1, . . . , dp) with di = 1/(n+ p− 2i+ 1).
Note that the group of p×p lower triangular matrices with positive diagonal
entries is solvable, and the result of Kiefer (1957) implies the minimaxity of
Σˆ0. Tsukuma and Kubokawa (2015) gives as a sequence of least favorable
priors, a sequence of invariant priors truncated on an expanding set.
In this section, we choose an appropriate sequence of Gaussian priors
whose support is the entirety of the parameter space and show that the
Bayes risks converge to the constant risk of Σˆ0. This implies that Σˆ0 is
minimax.
As a new parameterization on Θ, let
ξii = log θii for i = 1, . . . , p,
ξij =
θij
θii
, for 1 ≤ j < i ≤ p (3.19)
and let
ξ = (ξ11, ξ21, ξ22, . . . , ξp1, . . . , ξpp)
T ∈ Rp(p+1)/2. (3.20)
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The prior on ξij is
ξij ∼ N(0, k2ij) for 1 ≤ j ≤ i ≤ p,
and ξ11, ξ21, ξ22, . . . , ξp1, . . . , ξpp are assumed mutually independent. Equiv-
alently the density is
p¯ik(ξ)dξ =
∏
j≤i
k−1ij φ(ξij/kij)dξ (3.21)
where φ(t) = (2pi)−1/2 exp(−t2/2). Set
kii = k, kij = k
(i−j)k for i > j (3.22)
with k →∞, although, in the following, we keep the notation kii and kij .
By (3.19) and (3.21), we have
pik(Θ)dΘ =
p∏
i=1
{
1
kii
φ(log θii/kii)
1
θii
}∏
j<i
{
1
kijθii
φ(θij/{θiikij})
}
dΘ.
(3.23)
The prior distributions yield the Bayes estimators
δpik = δ
pi
k (T ) = arg min
δ
∫
Z∈T +
L(ZδZT)fW (T |Z)pik(Z)dZ
with Bayes risks
rk(pik, δ
pi
k ) =
∫∫
L(Θδpik (T )Θ
T)fW (T |Θ)γ(dT )pik(Θ)dΘ. (3.24)
Theorem 3.3. Let V = TT T have distribution Wp(n,Σ) and let the loss
be given by (3.17). Then the best equivariant estimator, Σˆ0(T ), given by
(3.18), is minimax, and the minimax constant risk is given by
R0 =
∫
L(Σˆ0(T ))fW (T |I)γ(dT ).
Proof. We show this theorem along the same lines as in Kubokawa (2004)
and Tsukuma and Kubokawa (2015) who modified the method of Girshick
and Savage (1951).
Clearly
rk(pik, δ
pi
k ) ≤ rk(pik, Σˆ0) = R0,
Y. Maruyama and W. Strawderman/Minimaxity 17
and therefore, to show limk→∞ rk(φk, δ
φ
k ) = R0, it suffices to prove
lim inf
k→∞
rk(pik, δ
pi
k ) ≥ R0.
In (3.24), making the transformation L = ΘT yields
rk(pik, δ
pi
k ) =
∫∫
L(Θδpik (Θ
−1L)ΘT)fW (L|Ip)γ(dL)pik(Θ)dΘ (3.25)
where
δpik (Θ
−1L) = arg min
δ
∫
Z∈T +
L(ZδZT)fW (L|ZΘ−1)pik(Z)dZ.
Now, make the transformation Y = ZΘ−1 with dZ = (
∏p
i=1 θ
p−i+1
ii )dY .
We then have
δpik (Θ
−1L) = arg min
δ
∫
Y ∈T +
L(YΘδΘTY T)fW (L|Y )pik(YΘ)dY
namely,
Θδpik (Θ
−1L)ΘT = δ∗k(L|Θ)
where
δ∗k(L|Θ) = arg min
δ
∫
Y ∈T +
L(Y δY T)fW (L|Y )pik(YΘ)dY .
Hence, the Bayes risk (3.25) can be rewritten as
rk(pik, δ
pi
k ) =
∫∫
L(δ∗k(L|Θ))fW (L|Ip)γ(dL)pik(Θ)dΘ
=
∫∫
L(δ∗k(L|Θ(ξ)))fW (L|Ip)γ(dL)p¯ik(ξ)dξ,
(3.26)
where Θ(ξ) is from ξii = log θii for i = 1, . . . , p and ξij = θij/θii for 1 ≤ j <
i ≤ p. Then we have
rk(pik, δ
pi
k ) =
∫∫
L(δ∗k(L|Θ(ξ)))fW (L|Ip)γ(dL)p¯ik(ξ)dξ
=
∫∫
L(δ∗k(L|Θ(k•ω)))fW (L|Ip)γ(dL)p¯i1(ω)dω,
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where, for notational convenience,
k•ω = (k11ω11, k21ω21, k22ω22, . . . , kppωpp)
Θ(k•ω)ii = exp(kiiωii) for i = 1, . . . , p,
Θ(k•ω)ij = kijωij exp(kiiωii), for 1 ≤ j < i ≤ p.
By Lemma 3.1 below, we have
lim
k→∞
δ∗k(L|Θ(k•ω)) = Σˆ0(L) (3.27)
and by the continuity of L(·),
lim
k→∞
L(δ∗k(L|Θ(k•ω))) = L(Σˆ0(L)). (3.28)
Also, by Fatou’s lemma, we have
lim inf
k→∞
rk(pik, δ
pi
k )
≥ lim inf
k→∞
∫ ∫
L∈T +
L(δ∗k(L|Θ(k•ω)))fW (L|Ip)γ(dL)p¯i1(ω)dω
≥
∫ ∫
L∈T +
lim inf
k→∞
L(δ∗k(L|Θ(k•ω)))fW (L|Ip)γ(dL)p¯i1(ω)dω
=
∫ ∫
L∈T +
L(Σˆ0(L))fW (L|Ip)γ(dL)p¯i1(ω)dω
=
∫
p¯i1(ω)dω
∫
L∈T +
L(Σˆ0(L))fW (L|Ip)γ(dL)
= R0.
Lemma 3.1.
lim
k→∞
δ∗k(L|Θ(k•ω)) = Σˆ0(L).
Proof. Recall
δ∗k(L|Θ) = arg min
δ
∫
Y ∈T +
L(Y δY T)fW (L|Y )pik(YΘ)dY
=
(∫
Y ∈T +
Y TY fW (L|Y )pik(YΘ)dY
)−1
×
∫
Y ∈T +
fW (L|Y )pik(YΘ)dY
(3.29)
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and where
pik(Θ) =
p∏
i=1
{
1
kii
φ(log θii/kii)
1
θii
}∏
j<i
{
1
kijθii
φ(θij/{θiikij})
}
.
Consider pik(YΘ(k•ω)) in the following. The (i, i) diagonal component of
YΘ(k•ω) with Y ∈ T + is
yii exp(kiiωii)
and the non-diagonal (i, j) component is
yij exp(kjjωjj) +
i−1∑
l=j+1
yil exp(kllωll)kljωlj + yiikijωij exp(kiiωii).
Then, for i > j,
1
kij
(YΘ(k•ω))ij
(YΘ(k•ω))ii =
yij
yii
exp(kjjωjj − kiiωii)
kij
+ ωij
+
i−1∑
l=j+1
wlj
yil
yii
klj
kij
exp(kllωll − kiiωii).
(3.30)
Recall we set
kii = k, kij = k
(i−j)k.
Then (3.30) is equal to
1
kij
(YΘ(k•ω))ij
(YΘ(k•ω))ii
=
yij
yii
(
exp(ωjj − ωii)
ki−j
)k
+ ωij +
i−1∑
l=j+1
wlj
yil
yii
(
exp(ωll − ωii)
ki−l
)k
and hence it follows that
lim
k→∞
1
kij
(YΘ(k•ω))ij
(YΘ(k•ω))ii = ωij .
Similarly we have
lim
k→∞
1
kii
log(YΘ(k•ω))ii = lim
k→∞
log yii + kiiωii
kii
= ωii.
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Therefore
lim
k→∞
∏
i≥j
kij
p∏
i=1
exp(ikiiωii)pik(YΘ(k•ω)) =
∏
j≥j φ(ωij)∏p
i=1 y
i
ii
, (3.31)
and, by the dominated convergence theorem,
δ∗k(L|Θ(k•ω)) = arg min
δ
∫
Y ∈T +
L(Y δY T)fW (L|Y )pik(YΘ(k•ω))dY
=
(∫
Y ∈T +
Y TY fW (L|Y )pik(YΘ(k•ω))dY
)−1
×
∫
Y ∈T +
fW (L|Y )pik(YΘ(k•ω))dY
→
(∫
Y ∈T +
Y TY fW (L|Y )γ(dY )
)−1
×
∫
Y ∈T +
fW (L|Y )γ(dY )dY
= Σˆ0(L).
4. Concluding remarks
We have reviewed some known results on establishing minimaxity of best
equivariant procedures. While none of the results established are new, the
proofs of minimaxity are somewhat divergent from the typical minimaxity
proofs in the literature in that the least favorable sequence is smooth and
strictly positive on the support of the approximated right invariant measure:
it is not a sequence of truncated versions of the invariant prior on expanding
sets. In this sense, our proofs are in the same spirit as the common text-
book proof of minimaxity of the mean of a normal distribution. In fact the
same sequence of priors that works in the normal case is shown to work in
the general location case. Hence the present method provides a degree of
unification and simultaneously simplifies the proofs.
We note that the Gaussian kernel is not necessary and could be replaced
by a bounded, continuous, positive density.
Our choices of particular loss featured in each of the problems also sim-
plified the analyses, in the sense that, in each case, the form of the Bayes
estimate could be explicitly given. This facilitated the use of Fatou’s Lemma
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in establishing the limiting Bayes risk as being equal to the constant risk of
the best equivariant estimator.
An approach for more general loss function could be constructed by re-
quiring that all Bayes estimators (for priors with full support) be unique,
and that the loss is sufficiently smooth that statements such as (3.5) hold
in each problem.
It is also worth noting that, as in Tsukuma and Kubokawa (2015), in the
problem of estimating a covariance matrix, a specific least favorable sequence
of priors is established.
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