The degree to which item and associative information can be distinguished at retrieval was assessed using a frequency-judgment task. Words were shown various numbers of times individually and as members of word pairs. At test, subjects judged the frequency of the word pairs and a word's frequency as an individual item, its frequency as a member of word pairs, or the combined frequency of the word. Subjects made all of these judgments with considerable accuracy. The frequency of presentations in the nontarget format had consistent, but small, effects on the judgments for the target frequencies. The results provide further support for the distinction between item and associative information and for the source-monitoring framework of Johnson, Hashtroudi, and Lindsay (1993) , and they have important implications for global matching models of memory.
Item information, the representation ofthe occurrence of a single event, and associative information, the representation ofrelationships between individual items, have been distinguished both empirically and theoretically. Empirically, recent evidence has shown that recognition memory for item and associative information have different time courses at retrieval (Dosher, 1988; Gronlund & Ratcliff, 1989) , have different rates offorgetting (Hockley 1991b (Hockley , 1992 Murdock & Hockley, 1989) , and are differentially affected by natural language word frequency (Clark, 1992; Clark & Burchett, 1994; Clark & Shiffrin, 1992; Hockley, 1994) . Recent neurophysiological evidence also supports this distinction and indicates that the hippocampal region plays a fundamental and specialized role in associative learning (Eichenbaum & Bunsey, 1995) .
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this class of models is that, at test, the output ofthe model is a familiarity value that represents the global match of the recognition probe (a single item or a pair of items) and the contents ofmemory. Three representatives ofthis family are MINERVA 2 (Hintzman, 1984 (Hintzman, , 1988 , the search of associative memory (SAM) model (Gillund & Shiffrin, 1984; Raaijmakers & Shiffrin, 1981) , and Murdock's (1982 Murdock's ( , 1993 theory of distributed associative memory (TODAM) model. In the SAM model, memory is represented as a matrix of strengths of connections between stored items, or images, and cues used to probe memory. The retrieval-cue set consists of the test item or items and context information. Associative information is represented by the strength of the connections between the memory items or images. Item recognition is based on a global familiarity value derived from the product of the strengths of connection of the retrieval-cue set to an image, summed over all images in memory. The global familiarity ofassociative information (i.e., recognition of a pair of items) is given by multiplying the strength ofconnection of each member of the pair to a given image and the strength ofconnection of the context cue to the same image, and summing these products over all the images in memory. Both item (self-strength) and associative information (interitem strength) contribute to the overall familiarity values calculated for item and associative recognition decisions.
In MINERVA 2 there is a separate trace for every encoded event. Each item is represented by a vector offeatures (each feature taking the value of -1, 0, or +1). The features ofthe item vectors represent both content and context elements. Associations between pairs of items are represented by concatenating the item vectors of the pairs.
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Both item and associative recognition decisions are based on a comparison of the vector representing the probe and all vectors stored in memory, which results in an echo intensity, or a global familiarity, value. Specifically, each feature of the probe vector is multiplied with the corresponding feature ofeach trace in memory, and these products are summed over all features. The sum is normalized by the number of features that are nonzero in both the probe and the memory trace, and then cubed (which increases the signal-to-noise ratio of the target trace relative to nontarget traces). This results in an activation value for each trace, and these values are summed over all traces in memory.
TODAM also uses vectors of random features to represent item and associative information. In contrast to both SAM and MINERVA 2, all information is stored in one composite memory vector. Item information is encoded by adding a vector representing the item to the common memory vector. To represent an association between a pair of items, the two item vectors are combined by convolution to produce a new vector, and this vector is also added to the memory vector. Each element of the composite memory vector is, therefore, the sum of the appropriate elements of the different input vectors.
Item recognition in TODAM is based on the dot product of the vector representing the test probe with the memory vector. The dot product represents the degree of match, or global familiarity, between the probe and one or more traces making up the memory vector. For associative recognition, the vectors representing the individual items of the test probe are convolved and the dot product of the convolved vector with the memory vector is computed.
In MINERVA 2, item and associative information are encoded and stored together as associative information is represented by the concatenation of the individual item vectors. In TODAM, item and associative information are stored together in a common memory vector, but these two types of information are separate in that the individual item vectors are independent and the convolved vector representing an association between two items is orthogonal to both of the individual item vectors. Moreover, the relative strength or amount of each type of information can vary. Thus, item and associative information are assumed to be separately encoded and can be separately retrieved. Finally, in the SAM model, item and associative information are assumed to be separately encoded and represented in memory, but both item and associative information are retrieved together as both types of information contribute to the global familiarity of item and associative recognition probes. (A more detailed comparison of these models and their application to item and associative recognition is provided by Shiffrin, 1992, and Humphreys, Pike, Bain, & Tehan, 1989.) Global matching models therefore make different assumptions concerning the nature and the degree of independence ofitem and associative information. Thus, determining the extent to which these two types of information ITEM AND ASSOCIATIVE RETRIEVAL 797 are separately encoded and retrieved would provide an important basis for comparing these models. Hockley and Cristi (1996) attempted to evaluate the degree to which item and associative information were separately encoded. In their procedure, subjects studied pairs of random words and were instructed to emphasize either item or associative information. Immediate recognition tests reinforced memory for the emphasized information. In an unexpected final recognition test, all subjects were tested on both types of information. Ifitem and associative information were encoded separately, then the time spent encoding one type of information should be at the expense of encoding the other type of information. That is, there should be a tradeoff at encoding between item and associative information.
Hockley and Cristi found that when subjects emphasized item information at encoding, their subsequent recognition memory for associations between items was quite poor. When associative information was emphasized, recognition memory for associations improved markedly but recognition memory for item information did not reliably differ from the item-recognition performance of those subjects who emphasized only item information. Emphasizing associative information, therefore, did not diminish or reduce the encoding of item information. Hockley and Cristi concluded that either item and associative information are encoded together (as is assumed in MINERVA 2) or, if they are encoded separately, both types of information are summed or combined at retrieval (as is assumed in the SAM model).
The present study was designed to determine the degree to which subjects can differentially retrieve item and associative information. A frequency-judgment task was used to assess how well subjects could distinguish between separate occurrences of single words (item information) and word pairs (associative information) when the single words also appeared as members of word pairs. This approach is similar to that used by Hock, Malcus, and Hasher (1986) , who showed that subjects could discriminate the frequencies ofletters independently ofthe frequencies of the four-letter strings in which the letters were presented. Hock et al. concluded that both global-level (letter strings) and element-level (letters) units were stored in memory. Expressed in different terms, their results provide evidence for the separate retrieval of item (letters) and associative (letter strings) information.
In the first four experiments of the present study, subjects studied both single words and pairs of words that occurred various numbers oftimes in the study list. Twoconditions were compared. In the joint condition, words shown singly (singletons) also appeared as members of word pairs. In the disjoint condition, singletons were not members of word pairs. At test, subjects separately estimated the study-list frequency of singletons and word pairs.
In the TODAM model, item and associative information are assumed to be separately encoded and retrieved. This assumption leads to the prediction that frequency judgments for word pairs should not differ in the joint and disjoint conditions, because item information should not influence the retrieval of associative information. It is, however, usually assumed in TODAM that both item and associative information are encoded when a pair of words are studied together, although the relative strength or amount of each type of information could vary. This assumption would predict that frequency judgments for singletons would be greater in the joint condition than in the disjoint condition, because item information encoded from pair presentations would contribute to the familiarity of the single words.
In MINERVA 2, a single-item probe would match the representations of that item in memory, and it would also partially match the representations of a pair of items that included that item as a member. In the SAM model, item and associative information are combined at retrieval in the assessment of the familiarity of both single-item and word-pair probes. Thus, MINERVA2 and SAM could both predict that subjects would give higher frequency estimates for singletons and word pairs in the joint condition relative to the disjoint condition, because frequency judgments in the joint condition would be based on, or influenced by, the total number of occurrences of the items in the study list.
It should be noted, though, that the above predictions do not take into account the role of contextual information that is a feature of both MINERVA 2 and SAM. A more complete discussion of these models is presented in the General Discussion when they are reconsidered in light of the results of the following experiments.
EXPERIMENT 1
In the study lists for the joint condition, singletons shown once were included as a member of a pair presented five times, singletons shown three times appeared as a member of a pair that occurred three times, and singletons shown five times were part ofa pair presented once. Thus, in the joint condition, the sum of the number ofoccurrences of words shown both singly and in a pair was always six. In the study lists for the disjoint condition, singletons and word pairs were also shown one, three, or five times but singletons were not members of word pairs. At test, subjects in both conditions separately estimated the frequency of singleton and word-pair presentations.
Method
Subjects. Twenty undergraduate students were randomly assigned to the joint condition and 20 were assigned to the disjoint condition. The students received course credit for participation.
Apparatus and Stimuli. In all experiments, list generation, presentation, and response recording were controlled by personal computers. The keyboards were fitted with opaque plastic covers that exposed only the labeled response keys.
The word pool used in all experiments consisted of 480 concrete nouns derived from Paivio, Yuille, and Madigan (1968) . All words had an imageability rating of 5.0 or above based on the Paivio et al. norms, where words were rated from I to 7.
Procedure. There were four study-test cycles in a session. In the disjoint condition, study lists consisted of four single words and four word pairs presented at each of the frequencies of one, three, and five. All of the occurrences oftwo of the singletons and two of the word pairs at each frequency were in the first half of the study list, and all ofthe occurrences ofthe other two words and word pairs were in the second halfofthe study list. The order of presentations in each half of the study lists was random. There were also one singleton and one word pair added to the beginning and end ofthe list to absorb primacy and recency effects. Thus, there was a total of76 presentations in the study lists.
The study lists in the joint condition were constructed in the same fashion except that singletons shown once also appeared as one member ofa word pair presented five times, singletons shown three times were included as one member of a pair presented three times, and singletons shown five times were part of a pair presented once. Only one member of each pair was a singleton. In each half of the study list, singletons occurred once as a left-hand member and once as a right-hand member of a study pair at each frequency.
In both the joint and disjoint conditions, word pairs were shown for 3 sec and singletons were shown for 1.5 sec in order to equate presentation time per item. There was a blank interval of I sec between presentations. An absolute frequency-judgment test, signaled by the cue "? FREQUENCY?" shown for 3 sec, followed each study list.
In both conditions, the test list consisted of the 12 singletons and the 12 word pairs from the study list presented in random order. For each single-word test probe, the subjects pressed one of six response keys to indicate the number of times that the word had occurred as a singleton in the study list. For word-pair tests, the subjects indicated the number oftimes that the pair had been shown in the study list. The R, T, Y, U, I, and 0 keys, labeled from I to 6, were used as the response keys. The test was subject paced, with a I-sec interval between a response and the subsequent test probe.
At the beginning of the session, all subjects were fully informed of the nature of the task, and those in the joint condition were told that singletons would also appear in word pairs. It was emphasized that they should try to remember the number of times singletons appeared by themselves and not to include in their frequency estimates the number oftimes that singletons also occurred as a member of a pair. The subjects were not informed of the actual presentation frequencies. All subjects were also encouraged to use interactive imagery or sentence-generation strategies for word pairs in order to form an association between the items of each pair.
Results and Discussion
Mean frequency estimates were calculated for every subject in each condition. The data were subjected to a 2 (joint vs. disjoint condition) X 2 (singletons vs. pairs) X 3 (frequency) mixed factorial analysis of variance (ANOVA). The .05 level of reliability was adopted for all statistical comparisons.
Mean frequency judgments for each condition as a function of presentation frequency are given in the left panel of Figure 1 for singletons and in the right panel for word pairs. The inset in Figure I shows the expected pattern of results for singletons in the joint and disjoint conditions iffrequency judgments were based on the combined number of occurrences ofthe word (i.e., the sum of both singleton and word-pair frequencies).
The main effects of frequency [F (2, 76 (2, 76) = 6.4, MS e = .11] were all significant. As can be seen in Figure 1 , mean estimates were more accurate in the disjoint condition than in the joint condition, and the difference between the conditions was greater for singletons than for word pairs.
The results of Experiment 1 show that presenting singletons in word pairs reduces the accuracy of frequency judgments more for singletons than for word pairs. Presenting singletons in word pairs, however, increased the frequency estimates of the singletons only at the lowest frequency. Moreover, in absolute terms, this effect was to increase mean frequency estimates by only one despite the fact that the singletons presented once were also members of pairs that were shown five times.
EXPERIMENT 2
Experiment 2 was designed to replicate Experiment 1 with a within-subject comparison of the joint and disjoint conditions.
Method
Subjects. Twenty-five undergraduate students participated for course credit or for payment.
Procedure. There were five study-test cycles in each session. In each half of the study lists, one word and one word pair were shown at each of the frequencies of one, three, and five. There was no overlap between the words in these disjoint presentations. The joint presentations were constructed in the same manner as in Experiment I. In each half of the study lists, one word appeared once alone and as a member of a pair that occurred five times, one word was shown three times alone and in a pair presented three times, and one word occurred five times alone and in a pair shown once. The order of presentations in each half of the study lists was random. An additional single word and word pair were added to the beginning and the end of the lists to serve as buffers. Thus, there were a total of76 presentations in every study list.
The test list consisted of 12 singletons and 12 word pairs. The order of presentation was random and the test was subject paced. Subjects responded in the same manner as in Experiment I. They were asked to try to remember the number of times words were shown alone and the number of times the word pairs occurred in the study list. They were told that some ofthe single words also appeared as members of word pairs, but that they should try to keep singleton and word-pair frequencies separate. In all other respects, the procedure was the same as in Experiment I.
Results and Discussion
Mean judgments as a function of frequency for each condition are shown in Figure 2 . An ANOVA based on subject mean estimates showed that the main effects of frequency [F (2, 48) The results ofExperiment 2 are very similar to the pattern of results obtained in Experiment 1. Both experiments showed that the accuracy of frequency judgments is greater in the disjoint than in the joint condition, and that the difference between these conditions is greater for judgments for singletons than for word pairs. The difference between the joint and disjoint conditions is, in absolute terms, very modest, and far less than what would be expected if frequency judgments for singletons and word pairs in the joint condition were based on the combined number of occurrences of the words.
EXPERIMENT 3
In Experiments 1 and 2, subjects used a response scale that varied from 1 to 6 to estimate frequency. Thus, they could not give a "0" (new) response to words or pairs that they did not recognize. It is possible that at least some of the differences between the mean frequency estimates in the joint and disjoint conditions could be due to the fact that subjects would be less likely to recognize all words in the disjoint condition, especially words that occurred only once. In Experiment 3, subjects responded on a scale that ranged from 0 to 5 and new items and new pairs were included in the test list. Also, in the joint condition, all possible frequency combinations of words appearing both as singletons and as members of word pairs were represented in the study lists.
Method
Subjects. Twenty-nine undergraduate students participated for course credit.
Procedure. There were five study-test cycles in a session. Study lists consisted of a total of 60 presentations (including two buffers added to the beginning and to the end ofeach list). The disjoint condition was represented by one singleton and one pair shown at each ofthe frequencies of one, two, and four. The joint condition was represented by three singletons and three word pairs shown at each of the possible frequencies. Of the three singletons shown once, one was as a member of a pair that occurred once, one was a member of a pair presented twice, and one was a member of a pair that appeared four times. The same was true for the singletons shown two and four times. The order of the presentations in the study lists was random.
The test list following each study list consisted of the 12 singletons, the 12 word pairs, 4 new words, and 4 new pairs, presented in random order. The new word pairs consisted of two words not previously shown. In all other respects, the procedure was the same as in Experiment 2.
Results and Discussion
Subjects accurately identified new single words (.91) and new pairs (.93). Mean frequency judgments for new words and new pairs were .14 and .13, respectively. Mean frequency estimates for old singletons and old word pairs were calculated, excluding "0" frequency responses. This was done in order to compare frequency judgments only for stimuli that subjects recognized as old. These mean estimates are shown as a function of actual frequency in Figure 3 . For the joint condition, the single words are distinguished by the frequency with which they also appeared as members ofpairs, and the word pairs are differentiated by the frequency with which the member of the pair appeared as a single word. The inset figure shows the predicted results ifthe frequency judgments had been based on the combined number of occurrences of the words.
The mean estimates were analyzed in a 3 (frequency: 1, 2, and 4) X 4 (condition or number of overlapping presentations: 0, 1, 2, and 4) X 2 (singletons vs. pairs) withinsubjects ANaYA. The main effects of actual frequency [F (2, 56) As in the previous experiments, there was a reliable, although numerically small, difference between frequency estimates in the disjoint andjoint conditions. This difference was greater at lower frequencies and greater for singletons than for word pairs. To assess the relative magnitude of the effects of actual frequency and overlap frequency on mean judgments, effect sizes were calculated.' For singletons, the effect sizes for actual frequency and overlap frequency were .772 and .215, respectively. For word pairs, the corresponding effect sizes were .861 and .177. In both cases, the effect ofactual frequency was much greater than the frequency of the overlapping presentations.
Another way to compare the relative magnitude of the effects of actual frequency and overlap frequency is to separately calculate the mean slopes of frequency estimates as a function of actual frequency and overlap frequency. For singletons, the mean slope of frequency estimates as a function of singleton frequency was .51, and the mean slope as a function of pair frequency was .12. For word pairs, the mean slope of the estimates as a function of pair frequency was. 75, and the mean slope as a function of singleton frequency was .10. The individual slopes for each frequency condition are given in Appendix A. For singletons, the overall ratio of the increase in mean estimates as function of singleton frequency compared with pair frequency was .51: .12, or 4.3 to I. The corresponding ratio for word pairs was. 75:.10, or 7.5 to 1.
To further compare the disjoint and joint conditions, the response distributions were calculated. The panels of Figure 4 show the proportion of each response separately for each of the singleton and word-pair frequencies. It can be readily seen in Figure 4 that the difference between the disjoint and joint distributions is greater for single words than for word pairs, and that the differences are greater at the lower frequencies. One aspect of these results should be emphasized-in both the disjoint and joint conditions, the response distributions peak at the correct frequency. Thus, while overlapping singletons in word pairs increased the variability of the frequency response distributions, it did not cause the modal responses to shift toward higher frequencies. In virtually all of the cases, the most frequent response was the correct response.
EXPERIMENT 4
In Experiments 1-3, the difference between frequency estimates in the joint and disjoint conditions was greater for singletons than for word pairs. In these experiments only one word of a pair was shown as a single item in the joint condition. Thus, subjects could have based their frequency judgments for pairs on the frequency of the member of the pair that was not presented as a single word. In Experiment 4, both words of a pair in the joint condition also appeared as single items.
In Experiment 3, the new, or distractor, pairs in the test list consisted oftwo new items. Thus, subjects could have based their "0" frequency (or recognition) decisions for word pairs on the familiarity of the individual members of the pairs. In Experiment 4, each distractor pair consisted of two words that were members ofdifferent study pairs. In Experiment 4, therefore, recognition of the word pairs had to be based on memory for the association between the two words formed at study and not on memory for the individual items.
Finally, in Experiments 1-3, the maximum frequency of singletons and word pairs was either four or five, which was close to the maximum frequency response of five or six. Subjects may not have given higher frequency estimates in the joint condition because they were reluctant to use the maximum response. In Experiment 4, actual frequency was varied from zero to three and subjects used the keys "r" through "p," which were labeled from 0 to 6, to respond. This allowed subjects to overestimate the higher frequencies without using the maximum-frequency response.
Method
Subjects. Forty undergraduate students participated for payment. Procedure. There were five study-test cycles in a session. Study lists consisted of a total of 78 presentations, including two buffers both at the beginning and at the end ofthe lists. To represent the disjoint condition, one word and one pair were shown at each of the frequencies of one, two, and three. For the joint condition, three pairs were shown at each of the three frequencies. Both words of each pair at each frequency also appeared as singletons once, twice, or three times. Thus, in the joint condition, all possible frequency combinations of pairs and singletons were equally represented. Finally, an additional eight study pairs were shown once in the study lists; these pairs were used to construct four rearranged (or new) pairs for the test list. The order of all presentations in the study lists was random.
The test lists consisted of 32 presentations: 3 single words and 3 word pairs from the disjoint-study condition, 9 single words and 9 pairs from the joint condition, 4 new single words, and 4 rearranged word pairs. Each rearranged pair consisted of the right and left members of two different study-list pairs that were shown only once. Note that, in the joint condition, only one of the two words (selected at random) from each word pair was tested as a single item. In all other respects, the procedure was the same as in Experiment 3.
Results and Discussion
The mean proportion of correct rejections (responses of "0") was .94 for new single words and.77 for rearranged pairs; the mean frequency estimates were .08 and .24, respectively. Mean frequency estimates for old singletons and word pairs were calculated in the same fashion as in Experiment 3. That is, responses of "0" were excluded to restrict the analysis to the stimuli that the subjects recognized as old. Mean frequency estimates as a function ofpresentation frequency are shown in Figure 5 .
Mean frequency estimates were analyzed in the same manner as described in Experiment 3. The main effects ofactual frequency [F(2,78) The mean slope of the estimates for single words as a function of singleton frequency was .47, and the mean slope as a function of pair frequency was .09. For word pairs, the mean slope of the estimates as a function of pair frequency was. 77 and as a function of singleton frequency was .13. The individual slopes for each frequency condition are given in Appendix A. The overall ratio of the increase in mean judgments as a function ofactual frequency compared with overlap frequency was .47:.09, or 5.2 to I, for single words and .77:.13, or 5.9 to 1, for word pairs.
The response distributions showed the same pattern of results as was seen in Experiment 3 (see Figure 4) . That is, the distributions peaked at the correct frequency and repeating singletons in word pairs did not cause the modal responses to shift toward higher frequencies.
Experiment 4 replicated the findings of Experiment 3 in all important respects. In addition, Experiment 4 showed that subjects do not overestimate frequency at the highest frequency in the joint condition as compared with the disjoint condition because they were reluctant to use the maximum responses.
EXPERIMENT 5
Experiments 1-4 demonstrate that subjects can, to a considerable degree, differentiate between the frequencies of words that occur individually and word pairs that include the singletons as members. It is not clear, however, to what extent this ability is dependent on encoding differences between singleton and word-pair presentations. Subjects were instructed to use different encoding strategies for singletons and word pairs which could serve to distinguish the same items in the single-word and wordpair study contexts. Experiment 5 was designed to determine whether repeating words in other pairs would have a greater effect on frequency estimates for word pairs. Therefore, in Experiment 5, all study presentations were word pairs. Pairs representing the disjoint condition occurred one, two, or three times in the study list. Pairs representing the joint condition were also shown one, two, or three times, and the two words ofthese pairs also occurred in two different pairs shown one to three times. The design of Experiment 5 also afforded a comparison of frequency judgments for word pairs in which both members were repeated in other word pairs (joint pairs) with frequency judgments for word pairs in which only one member was repeated in another word pair (semijoint pairs).
Method
Subjects. Thirty-two psychology students participated for course credit.
Procedure. There were four different study-test cycles in a session. The study lists consisted of a total of 72 presentations of word pairs. The first two and last two pairs were buffer pairs. Three pairs, one shown once, one twice, and one three times, represented the disjoint condition. Nine pairs (three that occurred at each of frequencies one, two, and three) represented the joint condition. For each joint pair at each frequency (A-B pairs), both members of the pair were shown with a new partner (A-C and D-B pairs). The A-C and O-B pairs can be considered as semijoint pairs. For the three A-B joint pairs shown once, there was an A-C and a O-B pair that occurred once, an A-C and D-B pair showntwice, and an A-C and D-B pair that occurred three times. The same was true for the three A-B joint pairs shown twice and the three A-B joint pairs that occurred three times. There were also eight different pairs shown once that were used to form four rearranged pairs in the test list. The order of the presentations in the study list was random. The study pairs were shown at a 3-sec rate with a I-sec interval between presentations.
The test lists consisted of the three disjoint pairs, the nine joint pairs (A-B), nine semijoint pairs (A-C and O-B), and four rearranged pairs. The order of the 25 tests was random and the test was subject paced. Subjects made their frequency judgments by using the keys "r" through "p," which were labeled from 0 to 6.
Results and Discussion
The mean proportion of correct "0" responses for rearranged pairs was .73, and the mean judgment of frequency for these pairs was .35. In Figure 6 , mean frequency estimates for the disjoint and joint pairs (excluding "0" responses) are shown in the left panel and mean frequency judgments for the semijoint pairs are shown in the right panel.
Inspection of Figure 6 indicates that repeating both members of a pair (joint pairs) has a greater effect on frequency judgments than does repeating only one member of a pair (semijoint pairs). This difference was confirmed in an analysis of the mean estimates. The main effects of frequency of the pair [F (2, 62) The mean slope of the estimates for joint pairs as a function of joint-pair frequency was .71, and the mean slope as a function of semijoint-pair frequency was .23. For semijoint pairs, the mean slope of the estimates as a function of semijoint-pair frequency was. 78 and as a function of joint-pair frequency was .07. (The separate slopes for each frequency condition are given in Appendix 8.) The overall ratio ofthe increase in mean judgments as a function of actual frequency compared with overlap frequency was 3.1 to 1 for joint pairs and 11 to 1 for semijoint pairs.
Repeating members of a pair in other pairs had a reliable effect on frequency estimates for the word pairs. Furthermore, this effect was greater when both members of the pair were repeated in other pairs than when only one member of the pair was repeated. The magnitude of these effects is similar to the size of the effects of single- ton frequency on judgments for pairs, as found in Experiments 1-4.
EXPERIMENT 6
Experiments 1-4 are uniformly consistent in that they show that subjects can, to a considerable extent, distinguish between the frequency of occurrence of singletons and word pairs when the singletons are also members of the word pairs. Can subjects also accurately estimate the total number of times that words appeared both as singletons and as members of word pairs? Hockley and Cristi (1996) showed that item information is encoded when associative information is emphasized, and that recognition memory for the items does not measurably differ from that obtained when only item information is emphasized. Thus, subjects should be able to accurately estimate the frequency ofoccurrence ofitem information both when the items are presented as singletons and when they are members of word pairs. Such a finding would also make subjects' ability to largely restrict their frequency judgments to singleton presentations all the more impressive.
Experiment 6 was identical to Experiment 4 except for the instructions concerning the frequency estimates for single-word tests. In Experiment 6, subjects were instructed to estimate the combined number of times a single-word test probe was presented in the study list, both as a single word and as a member of a word pair.
Method
Subjects. Twenty-six students participated for course credit. Procedure. The procedure was identical to that of Experiment 4 except that for single-word test probes the subjects were instructed to estimate the total number of times the word had appeared in the study list regardless of whether it had been shown singly or as a member of a word pair. For word-pair test probes, the subjects were given the same instructions as in the previous experiments-that is, to estimate the number of times that pairs of words had been presented together in the study list. The subjects used the keys "r" through "p," labeled 0 to 6. to make their frequency judgments.
Results and Discussion
The mean proportion of correct rejections (frequency judgments of "0") was .82 for new single words and .61 for rearranged pairs. The mean frequency judgments were .25 and .51, respectively. Mean frequency estimates (excluding "0" responses) for old words and word pairs as a function of actual frequency are shown in Figure 7 .
Mean judgments for words and pairs were analyzed separately. Frequency estimates for pairs showed the same pattern as in the previous experiments: Judgments increased with actual frequency [F (2, 50) The mean slope ofthe estimates for word pairs as a function of pair frequency was .65, and the mean slope as a function of singleton frequency was .21. (The separate slopes for each condition are given in Appendix A.) The overall ratio of the increase in mean judgments as a function ofpair frequency to singleton frequency was 3.1 to 1. These results are very similar to those observed for the joint pairs in Experiment 5.
For single-word tests, subjects had been instructed to estimate the combined number of occurrences of the words in the study list. As shown in the left panel of Fig increase in mean estimates as a function of singleton frequency to pair frequency was .47:.50, or .94 to I.
The response distributions for the frequency judgments for single-word tests are shown in Figure 8 . The modal responses shift toward higher frequency judgments, both as a function of the frequency of words as single items and also as a function of the number of times the words were presented as a member of a word pair.
Experiment 6 demonstrates that subjects can, with quite reasonable accuracy, estimate the total number of times that words occurred at study when the words were shown both as single items and as members of word pairs. This result indicates that similar item information is encoded from singleton and word-pair presentations that can provide the basis for estimates of combined word frequency.
EXPERIMENT 7
In all of the previous experiments, subjects had been fully informed ofthe nature ofthe frequency tests and the subjects had completed four or five different study-test cycles. Thus, subjects could have adopted, or developed with practice, special strategies to separately encode item and associative frequencies. For example, subjects may have tried to keep a running count of presentations of words and used this count for word frequencies but based their pair-frequency estimates on the familiarity ofthe associative information. In Experiment 7, subjects studied a single list composed of word pairs and were not informed about the nature ofthe frequency test until after the study phase. One group of subjects was then instructed to estilP 2P 3P eo mate the frequency of word pairs; a second group was asked to estimate the frequency of single words. Thus, in Experiment 7, subjects had no reason to try to separately encode frequency information for items and pairs.
Method
Subjects. Seventy-six undergraduate students participated for course creditor for payment.There were 38 studentsin each frequencytest condition.
Procedure. The program used to generate the study lists for Experiment 5 was used, but only one list was shown. Each subject in the pair-frequency test group saw a different study list, and the same set of lists was presentedto the subjects in the word-frequencytest group.
All subjects were instructed to study the pairs by associating the two words in each pair and using interactive imagery or sentencegeneration strategies. They were told that a memory test for the associations would follow, but they were not given specific details concerning the nature of the test. After presentation of the study list, half of the subjects were instructed to estimate the total frequency of single words and half of the subjects were instructed to estimate the frequency of word pairs. Note that the frequency of the pairs varied from zero to three, whereas the frequency of individual words varied from zero to six because, in the joint condition, words were presented injoint pairs that were presented one to three times and in semijoint pairs that were presented one to three times.
In each condition, there were 25 tests presented in random order. The test was subject paced. In the pair-frequency test, the test list was the same as the test lists used in Experiment 5. That is, there were three disjoint pairs, nine joint (A-B) pairs, nine semijoint (A-C and O-B) pairs, and four rearranged pairs. In the single-word condition, the tests consisted of one word chosen randomly from each of the three disjoint study pairs, nine words selected randomly from each of the joint pairs (A-B), nine words (the C and 0 members) from the semijoint pairs (A-C and O-B), and four new words. The subjects responded using the keys "r" through "p," labeled from 0 to 6.
At the end of the session, all subjects were asked if they had suspected that the test would involve memory for frequency. All of the subjects indicated that they had not considered such a possibility.
Results and Discussion
The mean proportion ofcorrect "0" responses was .82 for new single words and. 73 for rearranged (new) pairs. Mean frequency estimates for new single words and rearranged word pairs were .30 and .34, respectively. Mean frequency judgments for words, joint pairs, and semijoint pairs (excluding "0" responses) are shown in separate panels in Figure 9 . Mean frequency estimates for single words and word pairs were analyzed separately.
For single-word test probes, subjects were instructed to estimate the number of times the word had appeared as a member of a word pair together with the number of times the same word had appeared as a member of another word pair. The main effects of frequency of words in the joint pairs [F (2, 74) The mean slope ofthe estimates for joint pairs was 1.01 as a function ofjoint-pair frequency and .23 as a function of semijoint frequency. For semijoint pairs, the mean slope as a function of semijoint-pair frequency was 1.13 and the mean slope as a function ofjoint-pair frequency was -.03. (The individual slopes for each frequency condition are given in Appendix 8.) The ratio of the increase in mean judgments as a function ofjoint-pair frequency to semijoint-pair frequency was 1.0:.23, or 4.3 to I, for joint pairs. Joint-pair frequency had very little effect on frequency judgments for semijoint pairs.
Experiment 7 replicated two important results under conditions in which subjects could not employ different or specialized encoding strategies for the frequencies of words and word pairs. First, frequency judgments for the sum of word presentations were reasonably accurate and reflected the occurrences of words in both the joint pairs and the semijoint pairs. The pattern of frequency judgments for single words shown in the left panel of Figure 9 is very similar to the pattern of frequency judgments for single words shown in Figure 7 , where subjects estimated the combined frequency of words presented singly and as a member of a word pair. Thus, the results of both Experiments 5 and 7 demonstrate that subjects can judge the total frequency of words that occurred both alone and in pairs, or in different pairs.
Second, the results of Experiment 7 replicate the findings of Experiment 6, which showed that repeating members of a pair in another pair influences frequency judgments for the pair and that this effect is greater when both members, as opposed to only one member, of a pair are repeated. However, these effects are considerably smaller in magnitude when compared with the frequency estimates for the total number of word presentations.
GENERAL DISCUSSION
The degree to which item and associative information can be separately retrieved from memory was assessed by presenting words different numbers of times individually and as members of word pairs, and then asking subjects to separately estimate the frequency of occurrence of singletons and word pairs. Repeating members of word pairs as singletons or as members of other pairs had a consistent and reliable effect on frequency judgments for ITEM AND ASSOCIATIVE RETRIEVAL 807 the word pairs. This effect was greater when both members, as opposed to only one member, ofthe pair were repeated. The sizes ofthese effects, however, were relatively modest in absolute terms. When both words of the pair were presented as singletons, the ratio of the mean slope of the frequency estimates as a function ofpair frequency to the mean slope as a function of singleton frequency varied from 5.9 to I (Experiment 4) to 3.1 to 1 (Experiments 5 and 6). Averaged over Experiments 4-7, the mean ratio was 4 to 1. Thus, frequency judgments ofword pairs were, to a considerable degree, based on pair frequency. Repeating singletons as members of word pairs also had a systematic and reliable effect on frequency judgments for the singletons. The absolute size of the effect was also quite modest. As illustrated in Experiments 1 and 2, repeating a word shown once by itselfand then in a word pair presented five times caused the mean frequency judgment for the single word to increase by about 1. In Experiments 3 and 4, the ratios of the mean slope of the estimates as a function of singleton frequency to the mean slope as a function of pair frequency were 4.3 and 5.2 to 1, respectively. Thus, frequency estimates for singletons were largely based on singleton frequency.
In Experiments 6 and 7, subjects judged the combined frequency of words that had occurred either singly and as a member ofa word pair or presented in two different pairs, with varying frequencies. In both of these experiments, the ratios of the mean slopes of the frequency estimates as a function of singleton frequency to pair frequency or ofjoint-pair frequency to semijoint-pair frequency were approximately 1 to I. These results indicate that similar item information is encoded from both singleton and wordpair presentations that can support frequency judgments for the total number of occurrences of the items.
The fact that frequency judgments for words can include all occurrences of the words or be largely limited to singleton presentations is consistent with a variety offindings that demonstrate that the encoded representation of an item includes not only a description of the item itself but also information that defines the global and local context ofthe item. For example, studies have shown that subjects can remember in which list an item occurred (Anderson & Bower, 1974; Hintzman, Block, & Summers, 1973 ) and the temporal position of an item within a list (Hintzman & Block, 1971) . For items presented more than once, subjects can remember the positions at which an item occurred within a list (Hintzman & Block, 1971) , the temporal spacing between presentations in a list , and the frequencies of an item's presentations in each of two lists (Hintzman & Block, 1971) . As Anderson and Bower (1974) noted, "results have shown that subjects apparently store a relatively full 'description' ofthe input event, even under incidentallearning conditions" (p. 509).
Source Monitoring
The results of Experiments 1-4 are also consistent with and complement Johnson, Hashtroudi, and Lindsay's (1993) theory of source of monitoring. Source monitor-ing refers to the ability to discriminate between externally derived information and internally generated information (or reality monitoring; , to distinguish between different external sources of information, and to differentiate between internally generated sources of information. As described by Johnson et al. (1993) , source monitoring is based on an assessment of the characteristics of memories. In their view, memories include records of perceptual, contextual, semantic, and affective information, as well as the cognitive operations that were performed when the memories were established. Such characteristics are used to determine the source of the memory. For example, subjects can distinguish between memories for items that were read and items that were generated, because memories for externally presented items contain more sensory information, whereas memories for internally generated items contain more information about the cognitive operations that occurred when the memories were formed (e.g., Johnson, Raye, Foley, & Foley, 1981) .
The present finding that subjects can distinguish between the presentation frequencies of single words and word pairs can be interpreted as reflecting successful source monitoring. The encoding operations involved in representing the occurrence of a word would differ from the operations involved in generating an association or relationship between a random pair ofwords. Thus, memories ofthe occurrences of single words and ofword pairs would be expected to differ in terms of their contextual information and the cognitive operations that were performed at the time of encoding, and such differences could provide a basis for their discrimination. Johnson, Taylor, and Raye (1977; Raye, Johnson, & Taylor, 1980 ) used a frequency-judgment task to examine the ability to distinguish between seen and generated items. In their procedure, subjects both read cue-target word pairs (e.g., color-BLUE) that were shown two, five, or eight times and generated the same target items given the same cues two, five, or eight times. At test, subjects were asked to estimate the number of times they had read each target item or the number of times they had generated each target item. Generating items systematically increased the frequency estimates for the seen items, and item presentations systematically increased the estimates for the generated items. The former effect was greater than the latter. Indeed, when subjects were not given a limit for their frequency estimates, Raye et al. (1980) found that "the number oftimes subjects generated items had a large effect on their judgments of presentation frequency, actually contributing more than presentations" (p. 145).
Although one must be very cautious in contrasting the magnitude of effects between different experiments, a comparison ofRaye et al.'s results and the present findings suggests that subjects have greater difficulty in distinguishing between seen and generated items than between single-item and word-pair presentations. This difference is consistent with the assumption that item and associative information represent different types of memorial information.
The present finding that frequencyjudgments for words may not be limited only to single-item presentations but can also include occurrences of the item in word pairs (Experiment 6) and the finding that frequency judgments can include items that appeared as members of different word pairs (Experiment 7) indicate that contextual or source information does not overly constrain retrieval of item information. That is, the use of contextual information in item recognition appears to have an optional, rather than an obligatory, quality. This may, at least partially, explain why the effects of environmental context that are generally found in tests of recall have been so difficult to obtain with tests of recognition (e.g., Smith, 1988) . Context may be used if it is helpful or required by the task but may be ignored if it is not necessary.
The assumption that the use of contextual information is optional is consistent with the source-monitoring framework of Johnson et al. (1993) . In their view, "people do not typically directly retrieve an abstract tag or label that specifies a memory's source, rather, activated memory records are evaluated and attributed to particular sources through decision processes performed during remembering" (p. 3).
Global Matching Models
The present study was initially designed to provide a test ofthe retrieval assumptions ofglobal matching models of recognition memory, and the results have several implications for models ofthis class. First, the results are problematic for TODAM. In this model, it is assumed that item and associative information are separately encoded and retrieved. This leads to the prediction that frequency judgments for word pairs should not be influenced by the frequency of item information. The present results, however, show that there is a small, but systematic and reliable, effect of overlapping singleton and pair presentations on frequency judgments for pairs.
It is also generally assumed in TODAM that both item and associative information are encoded when an association between two words is formed, although the relative amounts of each type of information can vary. Thus, TODAM could account for the present finding that subjects can estimate the total frequency of item occurrences by assuming that sufficient item information is encoded when word pairs are presented. However, TODAM could then not account for the ability of subjects to limit their frequency judgments for words to singleton presentations. Neither the original formulation of TODAM (Murdock, 1982) nor a more general version of the model (TODAM2; Murdock, 1993) include context information, and thus these versions of the model have no mechanism to differentiate between item information encoded from singleton and word-pair presentations.
Murdock (in press) has recently developed a revised version of TODAM2. The modifications involve embedding item and associative information in context. For item information, context elements are added to the item vectors and autoassociation is used to bind the items to their context. For associative information, the item veetors are summed before context is added and autoassociation is again used to bind the association to its context. As item information is included in associative information, there are two bases for item recognition, and item information can be distinguished on the basis of contextual information. Thus, this version ofTODAM2 may be able to account for the ability of subjects to distinguish between items presented singly and items presented as members of different word pairs.
The present results are also problematic for the SAM model, if it is assumed that frequency judgments are based on strength or familiarity-In this model, item and associative information both contribute to the retrieved familiarity values calculated for item and associative test probes. Such an assumption leads to the prediction that presenting items both as singletons and as members of word pairs would increase the familiarity value of both the single words and the word pairs.
In the original version of SAM, associations are represented as links between separately stored items in the memory matrix. Clark (1995) refers to this formulation of SAM as the item-level association (ILA) model. In a second version of SAM, introduced by Shiffrin, Murnane, Gronlund, and Roth (1988) , associations are represented as higher order units that are separate from the items that make up the associations. Clark (1995) refers to this version as the higher order association (HOA) model. In an analysis of the generation effect, Clark (1995) showed that the HOA model provides a better and more parsimonious fit than the ILA model. The present finding that subjects can, to a considerable degree, distinguish the frequency of single words and word pairs provides further support for the HOA version of SAM. The HOA model as described by Clark cannot, however, explain the small, but reliable, effects of single-word presentations on estimates of word-pair frequency, because item and associative information are stored separately at different levels in memory.
In the HOA model, context information at the item level could provide the basis for distinguishing between words encoded as singletons and words studied as members of pairs. As Smith, Glenberg, and Bjork (1978) have noted, "context" is a rather vague concept that includes aspects of the physical environment and the subject's internal mental state. Thus, it is not clear how specific contextual information can be. But ifmemory could be cued both with and without "included-in-pair" context, then subjects could differentiate between words presented singly and as members of word pairs, and these two retrieval outcomes could be added to give a combined frequency estimate.
In MINERVA 2, each occurrence of an item is represented by a separate memory trace and each word pair is represented by the concatenation ofthe two item vectors. The memory traces contain both content and context features. Frequency estimates for word pairs would be largely based on the match between the test pair and the number of traces of that pair in memory. Members of the pair studied as single items would contribute to the famil-iarity value of the match because they would provide a partial match to the test probe. The contribution of these partial matches would, though, be much smaller in magnitude, because they would also differ in terms of their context features. In the same way, frequency judgments for single-word presentations would largely be based on the match between the single-word probe and the number oftraces of that single word in memory. Memory traces of word pairs that contain the single word as a member would contribute to the familiarity ofthe single word, but to a lesser extent because of the differences in context. Hintzman (1988) has also used an intertrace resonance process to magnify or heighten the role of contextual similarity. Using the "echo-probe conversion" algorithm (Hintzman, 1986) , the echo triggered by the initial probe is then used as a secondary memory probe. The secondary probe includes both content and contextual features. The intensity of the echo from the secondary probe is added to the intensity of the first echo to represent the combination of activation due to the probe and intertrace resonance. Hintzman (1988) showed that, by adding the intertrace resonance process, MINERVA 2 can predict greater frequency judgments for words repeated in the same context than for words repeated in different contexts. In the same manner, intertrace resonance would also serve to help MINERVA 2 restrict frequency judgments to singleitem or word-pair presentations.
MINERVA 2 would predict that when frequency judgments are based on the total number of occurrences of words irrespective ofcontext, the single-item presentations should contribute more to the familiarity of the singleitem test probe than would items that were studied as members of word pairs. This is because the memory traces of the single item would provide a better match to the singleitem probe than would the memory traces of concatenated pairs ofitems. The results of Experiment 5, however, showed that frequency estimates for the total number of item presentations were sensitive to occurrences of items both as singletons and as members of word pairs to a similar extent.
Summary
The present study provides further evidence for the distinction between item and associative information in memory. When words were presented singly and in pairs, subjects could distinguish between the frequencies of singleton and word-pair presentations. Although judgments were largely based on the appropriate frequencies, discrimination was not perfect. This pattern of results is inconsistent with models that do not distinguish between item and associative information at retrieval, such as the ILA version of SAM, and is problematic for models that impose too strict a dichotomy between item and associative information such as the versions ofTODAM and the HOA implementation of SAM.
Subjects could also accurately judge the combined frequency of words shown both singly and in word pairs, and subjects could accurately judge the total frequency of words presented as members of different word pairs.
These results, together with the results just described above, indicate that the encoding of associative information also entails the encoding of item information, and that while contextual information can be used to largely restrict frequency judgments for words to singleton presentations, contextual differences can also be ignored when necessary. These findings are consistent with the source-monitoring framework of Johnson et al. (1993) , in which it is assumed that source attributions are based on an assessment of the characteristics of the memories at retrieval.
The present findings thus provide further evidence for the distinction between item and associative information, and illustrate the optional use of contextual information at retrieval. More generally, the results demonstrate that a variety of information is encoded for a studied event and that there is a great degree of flexibility in how this information is retrieved.
cial or privileged status (e.g., Hasher & Zacks, 1984) , a more general consensus is that judgments of event frequency are based on the same information that supports recognition decisions (see, e.g., Begg, Maxwell, Mitterer, & Harris, 1986; Hintzman, 1988) . Moreover, Hintzman and his colleagues (Hintzman, Curran, & Cau1ton, 1995; Hintzman, Curran, & Oppy, 1992; Hintzman & Hartry, 1990 ) have provided direct evidence for the commensurability of recognition and frequency judgments. As Hintzman (1988) has used this assumption to model both recognition and frequency judgments in MINERVA 2, and Hockley (l991a) used a similar approach for TODAM, the same assumption is adopted here for SAM.
APPENDIX A
In the table below are the linear slope values of the mean frequency estimates as a function of the different frequency manipulations in the disjoint conditions of Experiments 3, 4, and 6. The slopes of the mean estimates for word tests are given as a function of singleton presentation frequency at each level of pair frequency and as a function of pair frequency at each level of singleton frequency. In the same fashion, the slopes of the mean estimates for word pairs are given as a function of singleton frequency at each level of pair frequency and as a function of pair frequency at each level of singleton frequency. 
