Abstract. In this paper, we study polynomial-like elements in vector spaces equipped with group actions. We first define these elements via iterated difference operators. In the case of a full rank lattice acting on an Euclidean space, these polynomial-like elements are exactly polynomials with periodic coefficients, which are closely related to solutions of periodic differential equations. Our main theorem confirms that if the space of polynomial-like elements of degree zero is of finite dimension then for any n ∈ Z + , the space consisting of all polynomial-like elements of degree at most n is also finite dimensional.
Introduction
In 1984, T. Lyons and D. Sullivan [13] used the connections between the theory of harmonic functions and the theory of stochastic processes to prove that on a nilpotent covering of a compact Riemannian manifold, there are no nonconstant positive (and a fortiori no nonconstant bounded) harmonic functions. In [10] , a new approach was proposed, applicable both to bounded holomorphic functions on nilpotent coverings of complex spaces and to bounded harmonic functions on such coverings of Riemannian manifolds.
In the case of a compact base with a fixed Riemannian metric, the question naturally arises of the structure of spaces of holomorphic or harmonic functions on coverings. In particular, it is natural to expect that on nilpotent coverings the spaces of the corresponding functions of bounded polynomial growth are finitedimensional. In complex-analytic case, some results for abelian coverings were obtained by A. Brudnyi [3] and then, in both complex-analytic and harmonic cases in the paper of P. Kuchment and Y. Pinchover [9] .
On the other hand, in the series of three papers [4] - [6] , T. Colding and W. Minicozzi studied harmonic functions of restricted growth on Riemannian manifolds. In particular, it follows from their results that the spaces of harmonic or holomorphic functions of restricted polynomial growths on nilpotent coverings of Kähler manifolds are of finite dimension.
Another part of our motivation in studying polynomial-like elements via difference operators approach comes from the related studies of periodic equations, e.g., Liouville type results for elliptic equations of second-order with periodic coefficients (in divergence form) on Euclidean spaces, which appeared in the work [2] of M. Avellaneda and F.-H. Lin. It is also worthwhile to note that analogous Liouville type results have been established in [14] . Such Liouville type results show that every solution with polynomial growth of the equation admits a representation: it is a linear combination of polynomials whose coefficients are periodic functions and moreover, each of these polynomials is also a solution. Hence, the spaces of such solutions (with a fixed polynomial growth) are finite dimensional. As a first attempt to generalize some of these results, our first step is to give a definition of polynomial-like elements in vector spaces equipped with group actions. Rather than using explicit formulas, we choose to define in a more invariant way by using difference operators approach.
Let us give a brief outline of the paper. Assume that G is a group that acts linearly on a vector space A. Section 1 is devoted to defining polynomial-like elements (or G-polynomials) in A through the iterated difference operators D n (n ∈ Z + ). In Subsection 1.1, these iterated difference operators, which can be considered as analogs of the usual derivatives or the difference operators for Gmoduli spaces, are introduced inductively via the action of G on A. In Subsection 1.2, G-polynomials of degree at most n in A are defined as elements in the kernel of the (n + 1) th -iterated difference operator D n+1 . Motivating from Liouville type results, we would like to understand the finite dimensionality of the spaces of polynomial-like elements under certain conditions. Our main aim is to prove the following theorem:
Main Theorem . Let F be a field of characteristic 0, G be a group, and A be a F -vector space endowed with a linear right G-action. Let A G be the space consisting of all G-invariant elements in A and P n (G, A) be the space consisting of all G-polynomials of degree at most n in A. If the group G = G/[G, G] is finitely generated and dim F A G < ∞ then dim F P n (G, A) < ∞ for every n ∈ Z + .
We will develop the necessary tools, and then use them to prove this theorem in the rest of Section 1, i.e., Subsections 1.3, 1.4, 1.5, and 1.6.
In Section 2, we examine more properties of the iterated difference operators if A has an additional ring structure that is compatible with the group action. In more details, we prove (a) a Leibniz formula for the operator D 1 , (b) the set of all polynomial-like elements in A is a subring, (c) D n is a linear operator over the ring A G . These results are needed for the next section. In Section 3, we apply the above Main Theorem to the case when G is a lattice acting naturally on A. We consider here an important example when A is a Ginvariant subspace of the algebra of continuous functions on the Euclidean space R r , where r is the rank of the lattice G. In this example, we characterize completely Gpolynomials (see Proposition 3.2): these are exactly polynomials with G-invariant coefficients 1 , which we introduce at the beginning of Subsection 3.1. Then in Subsection 3.2, we give a useful interpretation of the Main Theorem when A is the 1 These polynomials are called Floquet functions, which play an important role in studying the spectral theory of periodic differential operators (see e.g., [8] ). space of all classical global solutions of a G-periodic linear differential operator D. Finally, Subsection 3.3 provides some remarks related to periodic operators acting on co-compact regular Riemannian coverings whose deck transformation groups G are not necessarily abelian.
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1. Polynomial-like elements 1.1. Iterated difference operators in G-moduli. Let G be a group with the unity e and A be an additive abelian group. Definition 1.1. For n ∈ Z + , let us denote by C n (G, A) the additive group of all normalized n-cochains of G with the values in A; that is, C 0 (G, A) = A and for n ∈ N the group C n (G, A) consists of all functions
.., g n ) = 0 whenever at least one of the elements g 1 , ..., g n equals e.
Suppose that A is endowed with a right G-module structure
Such a structure induces the following right G-actions in cochain groups C n (G, A):
These actions give rise to group homomorphisms
defined as follows. First, we define homomorphisms
by the formulas
. . , g n ∈ G , n > 1) .
Using these homomorphisms, we define homomorphisms D n : A → C n (G, A) by the recursion relations
or, which is the same,
These homomorphisms D n are called the iterated difference operators.
(terms with hats in the right hand side must be omitted, and the empty product is defined to be e, the unity of G). Lemma 1.3. For any a ∈ A, n ∈ N, and g 1 , ..., g n ∈ G, we have
Proof. The proof is by induction in n.
where
Then formula (1.4) can be written in the form
for any g 1 , ..., g n ∈ G and any permutation (j 1 , ..., j n ) of the indices 1, ..., n. Therefore, the function
For any abelian G, the function (g 1 , ..., g n ) → a g1···gn is symmetric, and the above remark implies the symmetry of [D n a](g 1 , ..., g n ). For non-abelian G this may be wrong; however, the following property holds in general case.
Proof. The assumption D n+1 a = 0 implies that
is symmetric as well. For any k ≤ n + 1, we have
hence a g1···g k is symmetric in g 1 , . . . , g k and, by (
Proof. The proof is by induction in n. For n = 0, 1, formula (1.7) looks as follows:
Formula (1.8) is just the definition of D 1 . Furthermore, we have:
which coincides with (1.9) . This provides us with the base of induction.
Suppose now that for some m ≥ 2, the formula (1.7) is fulfilled for all n ≤ m − 1. Let us show that it holds true for n = m. According to (1.3),
which implies
By the induction hypothesis,
.., g m ) .
It follows from (1.10), (1.11), and (1.4) that
This completes the proof.
1.2. Polynomial-like elements. From now on, whenever A is a vector space we assume that the given right G-action in A is linear, i.e., all the mappings (1.1) are linear operators. Then the homomorphisms d m and D n defined in (1.2) and (1.3) respectively, are linear operators. Definition 1.7. Let us denote by P n = P n (G, A) the kernel of the homomorphism
Clearly, P n (G, A) is a subgroup of A (a vector subspace whenever A is a vector space with a linear G-action).
An element p ∈ P n is said to be a G-polynomial in A of order at most n, or a polynomial-like element (of order at most n) in A. It follows from (1.3) that (1.12)
Let A G denote the subgroup of A consisting of all G-invariant elements, i.e.,
If A is a vector space and the given G-action in A is linear then A G is a vector subspace of A. Example 1.8. Let G be an additive subgroup of R r acting by translations in the space C(R r ) of all (real or complex) continuous functions on R r :
For instance, the following natural cases seem interesting:
r is a lattice of rank r in R r and A = C(R r ); (c) G is as in (b) and A = H(R r ) is the space of all harmonic functions on
is a lattice of rank 2m in C m , and
is the space of all holomorphic functions on C m .
In case (a) the space A G of all G-invariant elements of A is just the field of constants (that is, either Example 1.10. It is interesting to take A = M * = M \ {0}, the multiplicative group of the field M, with a lattice G ⊂ C of rank 2 acting by translations.
Proof. Since P n (G, A) is the kernel of a homomorphism (respectively, linear operator), we only need to check that a g ∈ P n (G, A) whenever a ∈ P n (G, A) and g ∈ G. In view of Lemma 1.6 (with n + 2 instead of n), the assumption
which concludes the proof.
Our main aim in the remaining of this Section is to achieve the following theorem: Theorem 1.13. Let F be a field of characteristic 0, G be a group, and A be a F -vector space endowed with a linear right G-action. If G is finitely generated and
To prove this theorem, we show that the quotient spaces P n (G, A)/P n−1 (G, A) (n ∈ N) may be embedded into an appropriated vector space of A G -valued symmetric polylinear forms on the group G. Under certain conditions, the latter space is of finite dimension, which makes it possible to use the induction in n. To follow this idea, we need to define certain spaces of polylinear forms on G and establish some relations between the iterated difference operators D n and the coboundary operators δ related to the trivial left G action in A. We will do this in the next Subsections 1.3, 1.4, 1.5 and 1.6.
Group polymorphisms.
In this Subsection, we introduce the concept of polylinear forms on the group G and its related properties. Definition 1.14. Let G be a group and B be an abelian group. A B-valued polymorphism, or, more precisely, n-morphism of G is a function
The set L n (G, B) of all B-valued n-morphisms of G is an abelian group. If B is a vector space over a field F then L n (G, B) is a vector space over F as well; in this case polymorphisms L ∈ L n (G, B) are also said to be B-valued polylinear (or n-linear) forms on G.
It is convenient to set L 0 (G, B) = B.
We skip the proof of the following quite elementary lemma, leaving this as an exercise for the reader.
Lemma 1.15. (a) Let G be a free abelian group of rank r and
be a n-morphism of G to an abelian group B. Take any free basis h 1 , ..., h r of G and set
Then for any g 1 , ..., g n ∈ G we have
where g k,1 , ..., g k,r ∈ Z are the coordinates of the element g k ∈ G represented in the basis
, there exists a unique n-morphism (1.14) satisfying (1.15). (c) Let G ⊂ R r be a lattice of rank r, h 1 , ..., h r be a basis of G, and L be a nmorphism of G to a vector space B. Then there exists a unique B-valued n-linear form
where v k,1 , ..., v k,r ∈ R are the coordinates of the vector v k ∈ R r represented in the basis h 1 , ..., h r (k = 1, ..., n).
The next lemma collects some simple and useful properties of B-valued nmorphisms on a (possibly non-abelian) group G.
for every n ∈ N; in other words, every n-morphism L is also a n-cochain, that is, L(g 1 , ..., g n ) = 0 whenever one of the elements g 1 , ..., g n equals e.
.., g n ) = 0 whenever one of the elements g 1 , ..., g n belongs to the commutator subgroup
Then L is a well-defined B-valued n-morphism of the abelianization
Moreover, µ is an isomorphism of vector spaces whenever B is a vector space.
(d) Suppose that B is a vector space over a field F of characteristic 0, dim F B < ∞, and the abelianization G of G is finitely generated. Then
Proof. (a) It suffices to show that L(e, g 2 , ..., g n ) = 0. The latter relation follows from the following identities:
(b) Using (1.13) and the fact that B is abelian, we get that for any h 1 , h 2 , g 2 , . . . , g n ∈ G, the following identities hold:
This implies (b). (c) This is an immediate consequence of (b).
(d) Since G is a finitely generated abelian group, we have G ∼ = Z r ⊕K, where r ∈ Z + and K is a finite abelian group. For any L ∈ L n ( G, B) we have L( g 1 , ..., g n ) = 0 whenever at least one of the elements g 1 , ..., g n belongs to the subgroup K. Indeed, assuming, for instance, that g 1 is an element of finite order m ∈ N, we see that
.., g n ) = 0 (note that char F = 0). It follows from (c) and the above fact that
Therefore, it suffices to show that dim F L n (Z r , B) < ∞. Let I be the family of all finite ordered sets I = (i 1 , ..., i n ) consisting of n natural numbers i 1 , ..., i n such that 1 ≤ i 1 , ..., i n ≤ r (clearly, #I = r n ). For each I = (i 1 , ..., i n ) ∈ I and each i = 1, ..., s, we define the n-linear form ℓ i I ∈ L n (Z r , B) as follows:
It follows from (1.16) and (1.17) that
2 Although this fact is simple and well-known, we treat it here just for completeness of the proof of our main result. Notice that the assumption char F = 0 could be omitted. 3 Obviously, these forms ℓ i I are linearly independent.
This proves that
Embeddings
. By Definition 1.7, the iterated difference operator D n+1 annihilates the subgroup P n = P n (G, A) = ker D n+1 ⊆ A of all polynomial-like elements of order at most n. However, the preceding iterated difference operator D n may be non-zero on P n . In this section, we study certain properties of the restriction
According to our notation, C n (G, A G ) is the group of all n-cochains of G with values in the subgroup A G ⊆ A consisting of all G-invariant elements in A. Clearly,
is a vector subspace of the vector space C n (G, A)).
That is, D n Pn may be regarded as a group homomorphism (a linear operator in case of vector spaces)
acting from the group P n (G, A) to the group C n (G, A G ).
By ( 
and the embedding of the quotient group
Proof. Let n ∈ Z + . Take any a ∈ P n (G, A). By Definition 1.7, D n+1 a = 0. According to (1.3), we have
In other words, we get
The latter relation may be written as
.., g n ) for all g, g 1 , ..., g n ∈ G , which actually means that all the values [D n a](g 1 , ..., g n ) of the n-cochain D n a are G-invariant.
Hence, for every a ∈ P n we may regard the n-cochain D n Pn (a) = D n a (which is originally an A-valued one) as a n-cochain of G with values in
Pn may be regarded as a homomorphism (linear operator) acting from P n (G, A) to C n (G, A G ).
The rest statements of Lemma 1.17 follow immediately from what we have proved above.
1.5. Coboundary operators and iterated difference operators. In this subsection, we want to study more carefully the image
Pn . We will see that this image is contained in the group
To prove this, we will introduce the coboundary operators δ n :
by the standard formula
Notice that δ 0 = 0 since we use the trivial left G-action in A; indeed, C 0 (G, A) = A and for any a ∈ A and g ∈ G we have (δ 0 a)(g) = g a − a = a − a = 0.
Lemma 1.19. Any n-morphism is a n-cocycle.
Proof. According to Lemma 1.16(a), any n-morphism c is a n-cochain. A straightforward calculation shows that δ n c(g 1 , ..., g n+1 ) = 0 for all g 1 , ..., g n+1 .
In the following two lemmas, we establish some simple algebraic properties of the operators δ, d, and D. We omit a simple computation that proves the first lemma. Lemma 1.20. Let n ∈ N and c ∈ C n (G, A). For each h ∈ G, we define the (n − 1)-cochain c h by
Then for every h, g 1 , ..., g n ∈ G, we have
. . , g n ) .
Lemma 1.21. For any n ≥ 1 we have:
Proof. Let c ∈ C n−1 (G, A) and g 1 , ..., g n+1 ∈ G. Put c ′ := d n−1 c. Then we have:
Adding the zero sum (−1)
.., g n−1 ) to the right hand side of the above equality and rearranging the obtained expression to see that
which proves (1.20). Furthermore, by (1.3) and (1.20), we have
this proves (1.21). Finally, to prove (1.22), we use (1.21) and induction in n. Since δ 0 = 0, we have δ 0 D 0 = 0. Assume that for some m ∈ N, relation (1.22) is already proven for all n ≤ m − 1. If m is odd then m − 1 is even and
If m is even then m − 1 is odd and
This competes the proof of the lemma.
Corollary 1.22. Let n ∈ Z + and a ∈ P n (G, A). Then D n a is a n-cocycle of G with values in A G .
Proof. By Lemma 1.17, D n a ∈ C n (G, A G ). Thus, we only need to check that δ n D n a = 0. By (1.22),
this implies δ n D n a = 0 since D n+1 a = 0.
Iterated difference operators and polymorphisms.
Here we establish that polynomial-like elements are closely related to polymorphisms. This connection provides us with an appropriate tool for the proving that the spaces of polynomial-like elements are of finite dimension, i.e., the Main Theorem.
.., g n ) for any g 1 , ..., g n ∈ G and any permutation (j 1 , ..., j n ) of the indices 1, ..., n.
Suppose a ∈ P 0 (G, A), that is, a ∈ A and [D 1 a](g) = a g − a = 0 for all all g ∈ G. This shows that the element a is in A G and hence its image
Suppose now that a ∈ P 1 (G, A). Then, according to Corollary 1.22, D 1 a is a 1-cocycle of G with values in A G . Hence
which shows that the mapping D 1 a : G → A G is a group homomorphism whenever a ∈ P 1 (G, A). Combining this simple observation with Lemma 1.5, we come to the following property:
Proof. The symmetry of D n a and the inclusion [D n a](g 1 , ..., g n ) ∈ A G for any a ∈ P n (G, A) and all g 1 , ..., g n ∈ G have been established in Lemmas 1.5 and 1.17. Thus, we only need to prove that D n a is a polymorphism.
The proof is by induction in n. The cases n = 0, 1 have been already handled above. Suppose that m ≥ 2 and the statement is already proven for n = m − 1. To complete the proof, we need to show that g 2 , . .., g m ) and , g 2 , . .., g m ) .
We start with the following claim:
To justify this claim, we apply Lemma 1.6 to the (m + 1)-cochain D m+1 a. By taking into account that D m+1 a = 0, for any h 1 , ..., h m ∈ G, we obtain
The latter relation means that the element b h def = = a h −a is a polynomial-like element in A of order at most m − 1. Hence, by the induction hypothesis,
Using Lemma 1.6 again, we obtain that for any g 2 , ...,
Thereby
, which proves Claim 1. In view of Claim 1, the following statement is an immediate consequence of Lemma 1.19:
.., g m ) = 0 for every g 1 , ..., g m ∈ G.
Claim 3. For any g 2 , ..., g m ∈ G the mapping
To justify Claim 3, we apply Lemma 1.20 (with n = m + 1) to the m-cochain c = D m a and (m − 1)-cochain c h defined in (1.23). This gives the relation
Since D m a is a m-cocycle (Corollary 1.22) and c h is a (m − 1)-cocycle (Claim 2), relation (1.25) takes the form
which proves (1.24).
Combining Claim 1 with Claim 3, we complete the induction step, which proves Proposition 1.24.
Remark 1.25. In fact, the above proof of Proposition 1.24 can be simplified: whenever Claim 1 is proven, one may use the symmetry of D n a (Lemma 1.5) to conclude that for any n ≥ 2, the mapping D n a : A) ) of the subgroup P n (G, A) ⊆ A of all polynomial-like elements of order at most n under the homomorphism
(b) Exact sequence (1.18) and embedding (1.19) may be written in the form
(c) Suppose that F is a field of characteristic 0, G is a group, and A is a F -vector space endowed with a linear right G-action.
Proof. (a) is proven in Proposition 1.24. (b) follows from (a) and Lemma 1.17. To proof (c), we use induction in n, statement (b), and Lemma 1.16(d). Indeed, by assumption, the space P 0 (G, A) = A G is of finite dimension. Suppose that we already have that dim
Therefore, the induction hypothesis and the exact sequence (1.26) would imply that dim F P n (G, A) < ∞.
We immediately obtain the following estimate: Proposition 1.26. Under the same assumption of part (c) of Main Theorem, the following estimate holds:
where s = dim F A G and r is the rank of the abelian group G.
Proof. We prove it by induction in n. The estimate is obviously true for n = 0. So we assume that n ≥ 1 and the estimate holds for n − 1, i.e.,
According to the proof of Main Theorem, we have
Moreover, we recall from the proof of Lemma 1.16(d) that the polymorphisms {ℓ i I } 1≤i≤s,I∈I constitute a vector basis for L n (Z r , A G ), where I is the family of all finite ordered sets I consisting of n natural numbers in {1, . . . , r}. For any I = (i 1 , . . . , i n ) ∈ I, we define γ(I) := (γ 1 (I), . . . , γ r (I) ), where for each 1 ≤ k ≤ r, the notation γ k (I) is the number of indices j ∈ {1, . . . , n} such that i j = k. If I, J ∈ I and γ(I) = γ(J), we say that I and J belong to the same class. Consider any L ∈ L S n (Z r , A G ) and write it as follows
Due to the symmetry of L, whenever I, J are in the same class, we must have a i I = a i J for any i ∈ {1, . . . , s}. Thus, to determine L completely, one just needs to know the coefficients a i I for only one representative I in each class. By definition, the cardinality of these classes is equal to the number of the r-tuples consisting of r nonnegative intergers (γ 1 , . . . , γ r ) satisfying γ 1 + . . . γ r = n. Therefore, we have
for any n ∈ Z + . Using (1.27), (1.28), (1.29), we finish the proof.
Polynomial-like elements in a ring
Suppose that a group G acts from the right hand side in a ring A in such a way that for any g ∈ G the mapping A ∋ a → a g ∈ A is a ring automorphism. Under this assumption, we prove now some additional properties of the iterated difference operators and the set P(G, A) of all polynomial-like elements in A.
Proposition 2.1. (a) Leibniz-type formula: For any a, b ∈ A and g ∈ G,
Equivalently, ab ∈ P m+n−1 (G, A) whenever a ∈ P m (G, A) and b ∈ P n (G, A). In particular, the set P(G, A) of all polynomial-like elements in A is a subring of the ring A.
Proof. (a) (2.1) is straightforward:
2) is trivial whenever one of the numbers m, n is 0; hence (2.2) is true for N = 1 and, from now on, we may assume m, n ∈ N. Suppose that for some N ≥ 1, statement (2.2) is true for all m, n ∈ N with m+n = N . Take any m, n ∈ N with m+n = N +1 and assume
Hence, taking into account the assumption D n b = 0 and the induction hypothesis, we obtain
Similarly, the assumption
combining this with the assumption D m a = 0 and the induction hypothesis, we get
Summing up relations (2.4) and (2.6) we see that
Relation (2.3) certainly implies that D m (a g1 − a) = 0; in view of (2.5) and the induction hypothesis, this shows that
Summing up (2.7) and (2.8), we get
Finally, we apply Lemma 1.6 to the element D m+n−1 (ab) and take into account (2.9) to see that for every g 1 , g 2 , ..., g m+n−1 ∈ G, we have
.., g m+n−1 ) = 0 .
Therefore, D m+n−1 (ab) = 0, which completes the induction step and proves (b). (c) This follows immediately from Lemma 1.3 and the fact that for any g 1 , . . . , g n ∈ G and 1 ≤ i 1 < . . . < i s ≤ n, one has (ab) πi 1 ,...,is (g1,...,gn) = ab πi 1 ,...,is (g1,...,gn) .
Polynomial-like elements related to lattices
In this section, we now present an application of the Main Theorem to a concrete but important case: G is a lattice which acts naturally 4 on an Euclidean space whose dimension is the same as the rank of the abelian group G. In this case, A is a G-invariant subalgebra of the algebra of continuous functions defined on the Euclidean space (see Example 1.8). We will first prove that polynomial-like elements of order n are exactly polynomials of the same order with G-periodic coefficients. As a consequence, we obtain Corollary 3.3 which states roughly that given a periodic elliptic operator D, all of the dimensions of the spaces of polynomial-like solutions of D of order n (n ∈ Z + ) are finite provided that there are only finitely many linealy independent periodic solutions. Notice that the same results should hold for the case of periodic elliptic operators on co-compact abelian coverings; however, for simplicity, here we focus first on the Euclidean case and then consider briefly the covering case.
3.1. Polynomials with periodic coefficients. Let G ∼ = Z r be a lattice of rank r in R r . This lattice acts naturally in the space C(R r ) of all (real or complex) continuous functions on R r ; namely
Actually, all mappings (3.1) are automorphisms of the algebra C(R r ). Denote by C G the subalgebra of C(R r ) consisting of all G-invariant (or, which is the same, G-periodic) functions f ∈ C(R r ). For n ∈ Z + , set
here x 1 , ..., x r are the standard coordinates in R r . In other words, P G is the algebra (over C or R) of all polynomials in the coordinates x 1 , ..., x r with continuous Gperiodic coefficients; P G n is the vector subspace of P G n consisting of all polynomials in x 1 , ..., x r of degree at most n with continuous G-periodic coefficients. By misuse of language, we call elements in P G as G-periodic polynomials (or more specifically, G-periodic polynomials of degree at most n for elements in P G n ). A G-periodic polynomial of the form (1 ≤ i 1 , . .., i n ≤ r) with G-periodic coefficient f = 0 is said to be G-periodic monomial of degree n; such a monomial may also be written in the form
jr r , where j 1 , ..., j r ∈ Z + and j 1 + ... + j r = n. Any G-periodic polynomial of degree at most n is a sum of Gperiodic monomials of degree at most n; such a representation is unique (up to an order of summands). Clearly, all P G n are G-invariant subspaces of C(R r ), and P G itself is a G-invariant subalgebra of C(R r ).
The G-action in C(R r ) gives rise to iterated difference operators
(see (1.2) and (1.3)). As in Section 1, we define the subspaces P n (G, C(R r )) ⊆ C(R r ) of polynomial-like elements in C(R r ) of order at most n by
(see Definition 1.7). where 1 ≤ i 1 , . .., i n ≤ r, j 1 , ..., j r ∈ Z + , j 1 + ... + j r = n, and each coordinate x k (k = 1, ..., r) enters the product x i1 · · · x in precisely j k times. Let g 1 , ..., g n ∈ G and
where {e 1 , ..., e r } is the standard basis in R r . Then
here σ = (s 1 , ..., s n ) ∈ S(n) in the first sum runs over all the permutations of the indices 1, ..., n, whereas κ = (k 1 , ..., k n ) in the second sum runs over all finite sequences of length n containing each of the indices k ∈ {1, ..., r} precisely j k times.
Proof. (a) The proof is by induction in n. If f is a G-periodic function then
For each coordinate function φ i (x) = x i (1 ≤ i ≤ r) and any g = (g 1 , ..., g r ) ∈ G, we have
Since the right hand side g i of the latter relation does not depend on x, it is Ginvariant and, therefore,
which means that D 2 φ i = 0. Due to Proposition 2.1, this implies that
Relations (3.3), (3.4) provide us with a base of induction. Suppose that statement (a) is already proven for some n ≥ 1. Let
If m ≤ n then, by the induction hypothesis, D n+1 Q m = 0, which certainly implies D n+2 Q m = 0. On the other hand, if m = n + 1, we may represent the monomial Q n+1 = Q m as a product Q n+1 = Q n · x in+1 , where Q n is a G-periodic monomial of degree n. By the induction hypothesis and (3.4), we have
Using this and Proposition 2.1(b) (with the pair (n + 1, 2) instead of (m, n)), we obtain
which concludes the induction step and proves (a).
(b) The proof of the first equality in (3.2) is by induction on n (the coincidence of the two sums in (3.2) under the condition
r is an elementary combinatorial fact; we skip its proof).
First, if n = 1 we have Q 1 = x i for some i ∈ {1, ..., r}, and hence [
. On the other hand, it is easily seen that the first sum in (3.2) is equal to g 1,i whenever n = 1, j i = 1, and j k = 0 for k = i. This proves formula (3.2) for n = 1.
Suppose that for some n ≥ 2, the formula (3.2) is already proven for all m ≤ n − 1. Let us show that then (3.2) holds true for m = n. Take a monomial Q n = x i1 · · · x in (1 ≤ i 1 , . .., i n ≤ r) and write it in the form Q n = x i1 · Q n−1 , where
By the Leibniz-type formula (Proposition 2.1(a)),
which shows that
where P n−2 (x 1 , ..., x r ) is a polynomial in x 1 , ..., x r of degree at most n − 2 (with constant coefficiens depending on the element g 1 ∈ G). It follows from statement (a) that D n−1 P n−2 = 0; therefore, formulae (3.5) and (3.6) imply
.., g n ) .
By the induction hypothesis, g 1,is 1 g 2,is 2 · · · g n,is n , which concludes the induction step and proves Lemma.
Proposition 3.2. Let a lattice G ⊂ R r of rank r act naturally in C(R r ). A function p ∈ C(R r ) is a G-periodic polynomial of degree at most n if and only if D n+1 p = 0. In other words,
Proof. Since all the iterated difference operators are linear, the inclusion P G n ⊆ ker D n+1 follows immediately from Lemma 3.1(a).
The proof of the opposite inclusion ker D n+1 ⊆ P G n is by induction in n. Let p ∈ C(R r ) and D 1 p = 0; that is, p(x + g) = p(x) for all x ∈ R r and g ∈ G, which means that p is a G-periodic polynomial of degree 0. This gives us the base of induction. Suppose that the inclusion ker D n ⊆ P G n−1 is already proven for some n ≥ 1. Let p ∈ C(R r ) and D n+1 p = 0. By part (a) of Main Theorem, D n p is a symmetric npolymorphism on G with values in C G (R r ). Hence, D n p may be recovered from its values (D n p)(e i1 , ..., e in ), where e 1 , ..., e r is a free basis of G and (i 1 , ..., i n ) runs over {1, ..., r} n . For every ν = (ν 1 , ..., ν r ) ∈ Z r + with |ν| = ν 1 + ... + ν r = n, we denote by I ν the set of all i = (i 1 , ..., i n ) ∈ {1, ..., r} n such that the number of appearences of each j ∈ {1, ..., r} in the sequence i = (i 1 , ..., i n ) is precisely ν j . Since D n p is symmetric, the value (D n p)(e i1 , ..., e in ) depends only on ν = (ν 1 , ..., ν r ) ∈ Z r + and does not depend on a choice of a sequence i = (i 1 , ..., i n ) ∈ I ν . Thus, we may define
where (i 1 , ..., i n ) is an arbitrary element of I ν . Clearly a ν is a continuous G-invariant function on R r . Let Certainly D n+1 p ′ = 0. Moreover, (D n p ′ )(e i1 , ..., e in ) = 0 for all (i 1 , ..., i n ) ∈ {1, ..., r} n due to Lemma 3.1(b). By part (a) of Main Theorem, this implies that D n p ′ = 0. The induction hypothesis implies that p ′ is a G-periodic polynomial of degree at most n − 1. According to (3.9) , p is a G-periodic polynomial of degree at most n, which completes the proof. On the other hand, it is clear that (3.11)
A ∩ P n (G, C(R r )) = A ∩ ker {D n+1 : C(R r ) → C n+1 (G, C(R r ))} = ker { D : A → C n+1 (G, A)} = P n (G, A) .
Combining (3.10) and (3.11), we see that (3.12) P Proof. According to our above discussion, dim P G n (S D ) < ∞ for all n ∈ Z + if and only if dim P G 0 (S D ) < ∞. It is known (see [11, Theorem 6.9] ) that when D(1) = 0, the dimension of the space P 
