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Abstract
We introduce a new kind of graph transformations reducing the graph stability number by
one. The area of applicability for these transformations is characterized by two forbidden-induced
subgraphs. Based on the proposed transformations, we derive a new polynomially solvable case
for the maximum stable set problem in a particular subclass of chair-free graphs, where a chair is
the graph with vertices 1; 2; 3; 4; 5 and edges (1; 2); (1; 3); (1; 4); (4; 5). c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
A stable set in a graph is a subset of the vertices no two of which are adjacent.
The maximum cardinality of a stable set in a graph G is denoted (G) and is called
the stability number of G. The problem of nding a stable set of maximum cardinality
in a graph (stable set problem) is NP-hard. The graph transformation technique has
been repeatedly used both for reducing and for solving the stable set problem [1,2,4,5,
7{10,13{22]. In the present paper, we introduce one more kind of transformations
called the conic reduction.
In Section 2, we prove that conic reduction transforms a graph G into a graph G0
with (G0) = (G) − 1. Thus, by repeated applications of the reduction, when it is
possible, one gets a clique and the determination of the stability number follows by
counting the number of reductions which were needed. The development of polynomial
algorithms based on this iterative procedure deals with two basic questions: rst, we
need to determine the class of graphs to which conic reduction can be applied, and
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secondly, it is necessary to recognize in what cases the transformation can be realized
in polynomial time and does not increase the graph vertex number.
The former problem is considered in Section 3 where the area of applicability for
conic reduction is characterized by two forbidden-induced subgraphs. It is a represen-
tative class of graphs which includes particularly all the graphs containing no simple
path on ve vertices P5 or the chair (see Fig. 2) as an induced subgraph. The P5-free
graphs and chair-free graphs are at present the subject of intense investigations. Some
polynomially solvable cases for the stable set problem in particular subclasses of these
graphs can be found in [3,6,7,9,11,16,19,20,23]. In Section 4 of the present paper we
use conic reduction to derive a polynomial algorithm for the problem in one more
subclass of chair-free graphs.
Let us give several notations. The vertex set and the edge set of a graph G are
denoted as VG and EG, respectively. The neighbourhood of a vertex v2VG is denoted
N (v) = fu 2 VG: (v; u) 2 EGg. For a subset X VG, we denote NX (v) = N (v) \ X
that is the neighbourhood of vertex v2VG in X , and N (X ) =Sv2X NVG−X (v) is the
neighbourhood of X , and NY (X ) = N (X ) \ Y is the neighbourhood of X in a set
Y VG, and G(X ) is the subgraph induced by the set X , and I(X ) is the family of all
nontrivial (of cardinality at least two) stable sets in G(X ). As usual, ‘maximal’ means
with respect to set inclusion, and ‘maximum’ means with respect to size.
2. Conic reduction of graphs
Let a be a vertex of a graph G, and A= N (a), and R= VG − (A [ fag).
Let us dene a relation of similarity on the set I(A) as follows: two sets X; Y 2I(A)
are dened to be similar if and only if NR(X )=NR(Y ). Obviously, the similarity is an
equivalence relation. Let us choose in each similarity class a stable set of maximum
cardinality and denote the family of all chosen sets by F(A). Note that F(A) can be
constructed not uniquely.
Proposition 1. For any X; Y 2 F(A) such that X [ Y 2 I(A); if X * Y then
NR(X )*NR(Y ).
Proof. If NR(X )NR(Y ), then the set X [Y is similar to the set Y with jX [Y j> jY j.
This contradicts the construction of F(A).
Denition. A vertex a is said to be conic if under any construction of F(A) and for
any X; Y 2F(A) such that X [ Y 2I(A); X \ Y 6= ; implies either X Y or Y X .
Throughout the paper, a is a conic vertex.
For any set X 2 F(A), denote by S(X ) the family of all maximal sets in F(A)
properly included in X , and set r(X ) = jX j − 1 −PY2S(X )(jY j − 1). Particularly, if
S(X ) = ;, then r(X ) = jX j − 1. Note that r(X )> 0 for any X 2F(A).
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Let us dene conic reduction of a graph G centered at a conic vertex a as the three
following steps:
1. Remove the conic vertex together with its neighbourhood from the graph.
2. For every set X 2F(A), add to the remainder G(R) a set X T of r(X ) new vertices.
3. For every new vertex x2X T, link x to each vertex in NR(X ); link x to a new
vertex y2Y T if and only if there is no set Z2F(A) such that X; Y Z .
The graph produced by conic reduction of G will be denoted GT. We shall say that
the vertices of X T represent the set X 2F(A) in the graph GT. For any set BA, denote
by BN the set of new vertices representing those sets in F(A) which are included in
B. Particularly, AN is the set of all new vertices, i.e., AN =
S
X2F(A) X
T.
Lemma 1. jX Nj= jX j − 1 for any X 2F(A).
Proof. For any set X 2F(A), we can write that X N = (SY2S(X ) YN) [ X T. Moreover,
the denition of conic vertex allows us to conclude that
jX Nj=
X
Y2S(X )
jYNj+ jX Tj;
since Y \ Z = ; for any Y; Z 2 S(X ). If S(X ) = ;, then trivially jX Nj = jX j − 1. If
S(X ) 6= ;, then, by induction, we derive
jX Nj=
X
Y2S(X )
(jY j − 1) + jX j − 1−
X
Y2S(X )
(jY j − 1) = jX j − 1:
Lemma 1 is proved.
By denition of conic reduction, X T is a stable set in GT, and NR(X T)=NR(X ) for
any X 2F(A). Denote by T(X ) the cardinality of a maximum stable set Y AN such
that NR(Y ) = NR(X ).
Lemma 2. T(X ) = jX j − 1 for any X 2F(A).
Proof. It is not dicult to see that X N is a stable set, and NR(X N) = NR(X ). Hence,
by Lemma 1, T(X )>jX j − 1.
Conversely, let BAN be a stable set in GT such that NR(B) = NR(X ), and let
X1; : : : ; Xk be all the maximal sets in F(A) represented in B, i.e.,
B
k[
i=1
X Ni : (1)
Since B is a stable set, for any pair Xi; Xj there exists a set Z 2 F(A) such that
Xi; Xj Z (16i; j6k). It implies, at rst,
Xi \ Xj = ; (16i; j6k); (2)
202 V.V. Lozin /Discrete Mathematics 222 (2000) 199{211
and secondly, X1 [    [ Xk is a stable set in G such that NR(X1 [    [ Xk) = NR(X ).
Hence, by construction of F(A),
jX1 [    [ Xk j6jX j: (3)
Summarizing Lemma 1, (1){(3), we derive
jBj6

k[
i=1
X Ni
6
kX
i=1
jX Ni j=
kX
i=1
(jXij − 1)
6
kX
i=1
jXij − 1 = jX1 [    [ Xk j − 16jX j − 1:
Thus, T(X )6jX j − 1. Lemma 2 is proved.
Theorem 1. (GT) = (G)− 1.
Proof. At rst, let us show that to any maximum stable set X in the graph G corre-
sponds a stable set Y in the graph GT such that jY j= jX j−1. Denote XA=X \A. The
case jXAj61 is trivial. Let jXAj>2. Then without loss of generality we may assume
that XA2F(A) since X is a maximum stable set. The set X NA AN is a stable set of car-
dinality jX NA j=jXAj−1 with NR(X NA )=NR(XA). Consequently, the set Y=X NA [(X −XA)
is a stable set in GT of cardinality jY j= jX j − 1, i.e., (GT)>(G)− 1.
Conversely, let Y be a stable set in the graph GT; B = Y \ AN; jBj> 0, and let
X1; : : : ; Xk be all the maximal sets in F(A) represented in B, just as in Lemma 2, the
set X1 [    [ Xk is a stable set in G. Therefore, there exists a stable set X 2 F(A)
such that NR(X ) = NR(X1 [    [ Xk) = NR(B). From Lemma 2 we have jBj6jX j − 1.
Thus, the set X [ (Y − B) is a stable set in G of cardinality at least jY j + 1, i.e.
(GT) + 16(G). Theorem 1 is proved.
3. Conic graphs
Let us call a graph G conic if any vertex in any induced subgraph of G is conic.
By denition, the class of all conic graphs is hereditary. In this section we charac-
terize this class by two forbidden-induced subgraphs, E and Q (see Fig. 1).
Theorem 2. A graph G is conic if and only if G is (E;Q)-free.
Proof. Obviously, the vertex of degree three in graphs E and Q is not conic. Hence,
every conic graph is (E;Q)-free.
Conversely, let G be an (E;Q)-free graph. Assume, to the contrary, that a vertex a of
G is not conic, i.e., for some X; Y 2F(A) such that X [ Y 2I(A), we have X \ Y 6= ;;
X * Y; Y * X . Then, by Proposition 1, NR(X )* NR(Y ) and NR(Y )* NR(X ). Let
x 2 X − Y; y 2 Y − X; z 2 X \ Y; b 2 NR(X ) − NR(Y ); c 2 NR(Y ) − NR(X ), then the
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Fig. 1.
Fig. 2.
subgraph of G induced by the vertices a; b; c; x; y; z is isomorphic either to E (if b is
not adjacent to c) or to Q (if b is adjacent to c). This contradiction completes the
proof of Theorem 2.
Theorem 2 shows that the conic graphs form a fairly extensive class. It includes, in
particular, all P5-free graphs and all chair-free graphs (see Fig. 2) focusing the recent
investigations on the stable set problem. In addition, conic graphs have a number of
useful properties. Let us state one of them as follows.
Lemma 3. Let G be a conic graph; a2VG; A = N (a). For any stable set S 2 I(A);
there exist two vertices x; y2S such that NR(x; y) = NR(S).
Proof. Let us consider a pair x; y2S such that the neighbourhood NR(x; y) is maximal
over all pairs in S. Suppose, by contradiction, that NR(x; y) 6= NR(S), i.e., there exists
a vertex b2NR(S)−NR(x; y). Denote by z a vertex in S adjacent to b. If z is adjacent
to each vertex in NR(y) − NR(x), then NR(x; y) is a proper subset of NR(x; z) that
contradicts the choice of x; y. However, if a vertex c2NR(y) − NR(x) is not adjacent
to z, then the vertices a; b; c; x; y; z induce in G a graph isomorphic to E (if b is not
adjacent to c) or to Q (if b is adjacent to c), a contradicition. Lemma 3 is proved.
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4. Application to chair-free graphs
A chair is the graph with vertices 1; 2; 3; 4; 5 and edges (1; 2); (1; 3); (1; 4); (4; 5) (see
Fig. 2). As observed above, all chair-free graphs are conic. In this section, we are
restricted to chair-free graphs because of their remarkable properties with respect to
conic reduction. We rst state some of these properties, and then use them to derive a
polynomial algorithm based on conic reduction for the stable set problem in a subclass
of chair-free graphs. Along the section, we keep valid the notation of the previous
sections.
Claim 1. Let G be a chair-free graph; a 2 VG; A = N (a); then any X 2 F(A) is a
maximal stable set in G(A).
Proof. Assume, to the contrary, that X 2F(A) is a proper subset of a stable set Y A.
Then, according to construction of F(A); NR(Y )−NR(X ) 6= ;. Let z2NR(Y )−NR(X ),
and y be a vertex in Y adjacent to z, and x1; x22X . Then vertices a; x1; x2; y; z induce
a chair in G, a contradiction.
Claim 2. Let G be a chair-free graph; a 2 VG; A = N (a); X 2 F(A); then
NR(X ) = NR(x1; x2) for any two vertices x1; x22X .
Proof. Assume, to the contrary, that z2NR(X ) − NR(x1; x2), and let y be a vertex in
X adjacent to z, then vertices a; x1; x2; y; z induce a chair in G, a contradiction.
From claim 1 and the construction of GT, we derive that any two nonadjacent vertices
in AN represent the same set X 2 F(A). It immediately implies the two following
claims.
Claim 3. Let G be a chair-free graph; a2VG; A = N (a), then NR(x1) = NR(x2) for
any non adjacent vertices x1; x22AN.
Claim 4. Let G be a chair-free graph; a2VG; A = N (a). If a vertex x12AN is not
adjacent to vertices x2; x32AN; then x2 is not adjacent to x3.
In other words, claim 4 states that AN induces in GT a complete k-partite graph, or
more formally, GT is a K1;2-free graph, where K1;2 is a graph with three vertices and
a unique edge.
As another direct consequence of claim 1, we derive that if A induces an empty
graph in a chair-free graph G, then F(A) = fAg and jVGTj= jVGj − 2 (by Lemma 1).
With some care, this leads to a polynomial algorithm for the stable set problem in
chair-free and triangle-free graphs since the neighbourhood of any vertex in these
graphs induces an empty subgraph. It is not hard to extend this algorithm to the
subclass of chair-free graphs for which the neighbourhood of each vertex induces a
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complete k-partite graph, i.e. a graph with no induced K1;2. It is the class of chair-
and paw-free graphs (see Fig. 2 for a paw). These graphs have the property that any
two sets in F(A) are disjoint that permit one to apply conic reduction eciently. It
is natural to try to extend the algorithm to the class of all chair-free graphs having
this property. If we restrict ourselves to hereditary classes (i.e. classes closed under
deletion of vertices), then we get the following claim.
Claim 5. The maximal hereditary subclass of chair-free graphs with the property
that any two sets in F(A) are disjoint is the class of chair- and bull-free graphs.
Proof. For vertex a of the bull shown in Fig. 2, F(A) = ffb; cg; fb; dgg. Hence any
graph with the claimed property is bull-free.
Now let G be a chair- and bull-free graph, and a2 VG. Assume, to the contrary,
that b2X \ Y for some X; Y 2F(A). Since X and Y are maximal, there exist vertices
c2X − Y and d2 Y − X . Furthermore, since NR(X ) 6= NR(Y ), there exists a vertex
e2NR(Y )−NR(X ) (for deniteness). But then vertices a; b; c; d; e induce either a chair
(if c is not adjacent to d) or a bull (if c is adjacent to d), a contradiction.
Claim 5 permits one to extend the polynomial solvability of the stable set problem
from the class of chair- and paw-free graphs to the class of chair- and bull-free graphs.
A polynomial algorithm for the latter class based on a dierent graph reduction has been
proposed in [9]. So in this paper we consider another extension of chair- and paw-free
graphs, namely the chair-free graphs which are also buttery-free parachute-free and
kite-free (see Fig. 3). In general, these graphs admit nonempty intersections for the
sets in F(A). Fortunately, for chair-free graphs these intersections contain at most one
vertex.
Claim 6. Let G be a chair-free graph; a2VG; A = N (a); then jX \ Y j61 for any
X; Y 2F(A).
Proof. Suppose, to the contrary, that b; c2X \Y for some X; Y 2F(A). Since NR(X ) 6=
NR(Y ), we may assume, without loss of generality, that NR(X ) − NR(Y ) 6= ;. Let
d 2 NR(X ) − NR(Y ) and e be a vertex in X adjacent to d, then vertices a; b; c; d; e
induce a chair in G, a contradiction.
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For intersecting sets X; Y 2F(A) in a chair-free graph, another useful property holds.
Claim 7. Let G be a chair-free graph; a2VG; A= N (a); and X \ Y = fbg for some
X; Y 2F(A); then every vertex in X − Y is adjacent to every vertex in Y − X .
Proof. Assume, to the contrary, that a vertex c 2 X − Y is not adjacent to a vertex
d 2 Y − X . Since NR(X ) 6= NR(Y ), we have, by claim 2, NR(b; c) 6= NR(b; d). Let,
for deniteness, e2NR(b; d)− NR(b; c), then vertices a; b; c; d; e induce a chair in G, a
contradiction.
For buttery- and parachute-free graphs which are under consideration in this section,
claims 6 and 7 can be revised as follows.
Claim 8. Let G be a chair-free buttery-free and parachute-free graph; a 2 VG;
A= N (a); X 2F(A); X =SY2F(A); Y 6=X Y , then jX \ X j61.
Proof. Assume, to the contrary, that b; c2X \ X . Then, by claim 6, b and c belong
to distinct sets in X . Let b2X \ Y and c2X \ Z . Then, by claim 7, Y \ Z = ;. Since
jY j>2 and jZ j>2, there exists a pair of vertices d and e such that d2 Y − X and
e2 Z − X . By claim 7, d is adjacent to c, and e is adjacent to b. But then vertices
a; b; c; d; e induce in G either a buttery (if d is not adjacent to e) or a parachute (if
d is adjacent to e), a contradiction.
Claim 9. Let G be a chair-free buttery-free and parachute-free graph; a 2 VG;
A=N (a); X; Y 2F(A); then any vertex in X − Y is adjacent to any vertex in Y − X .
Proof. For the case when X \ Y 6= ;, the claim coincides with claim 7. Now let X
and Y be disjoint. Suppose, to the contrary, that a vertex b2X is not adjacent to a
vertex c2Y . Since Y is a maximal stable set in G(A) (claim 1), b has a neighbour in
Y , say d. Similarly, c has a neighbour in X , say e. But then vertices a; b; c; d; e induce
in G either a buttery (if d is not adjacent to e) or a parachute (if d is adjacent to
e), a contradiction.
Taking into acount another forbidden induced subgraph, we derive one more helpful
property of the considered graphs.
Claim 10. Let G be a chair-free and kite-free graph; a2VG; A = N (a); X 2F(A);
b2X; then jNR(X )− NR(b)j61.
Proof. Assume, to the contrary, that c; d2NR(X ) − NR(b). Let e be a neighbour of
c in X . If d is adjacent to e, then a; b; e; c; d induce in G either a chair (if c is not
adjacent to d) or a kite (if c is adjacent to d), a contradiction. If d is not adjacent
to e, and f is a neighbour of d in X , then a; b; e; f; d induce a chair in G, again a
contradicition.
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Now we can prove that conic reduction provides the polynomial solvability for the
stable set problem in the class of chair-free buttery-free parachute-free and kite-free
graphs. This is a consequence of the two following lemmas.
Lemma 4. Let G be a chair-free buttery-free and parachute-free graph; a 2 VG;
A= N (a); then jANj6jAj.
Proof. For every X 2F(A), denote X=SY2F(A); Y 6=X Y and X 0=X− X . Then X 0\Y 0=;
for any X; Y 2F(A), and therefore PX2F(A) jX 0j6jAj. By claim 8, jX 0j>jX j − 1, and,
by claim 1, X N = X T. Thus, using Lemma 1, we derive
jANj=
X
X2F(A)
jX Nj=
X
X2F(A)
(jX j − 1)6
X
X2F(A)
jX 0j6jAj:
Lemma 4 is proved.
Lemma 5. The class of chair-free buttery-free parachute-free and kite-free graphs
is closed under conic reduction.
Proof. Let G be a chair-free buttery-free parachute-free and kite-free graph, a2VG,
A= N (a). Conic reduction centred at vertex a transforms the graph G into graph GT
with the set of new vertices AN. For any vertex i 2 AN, we denote by Xi the set in
F(A) represented by i, and let xi; yi be a pair of vertices in Xi. Thus, by claim 2,
NR(i)=NR(Xi)=NR(xi; yi). Assume, if possible, that a vertex set U induces in GT one
of the graphs forbidden in G. Clearly U \ AN 6= ;. Denote W =U \ AN, and consider
all possible cases.
Case 1: The set U induces in GT the buttery shown in Fig. 3. First of all, let us
show that if vertex 2 belongs to W , then vertices 4 and 5 do not belong to W . Indeed,
suppose that 22W and 42W . In this case, if 5 62 W then 52NR(4) and 5 62 NR(2)
which contradicts claim 3, and if 52W then 2; 4; 5 induce a K1;2 in GT(AN) which
contradicts claim 4. Thus, taking into account the symmetry, we have to examine the
following cases.
Case 1.1: 22W and 12W . Assume rst that x1 is adjacent both to 4 and 5. Then
vertices a; x1; x2; 4; 5 induce in G either a kite (if x1 is not adjacent to x2) or a buttery
(if x1 is adjacent to x2), a contradiction.
Now let x1 be nonadjacent to 5, then, by claim 10, x1 is adjacent to 4. Since
4 62 NR(X2), we have x1 62 X2. Since 5 62 NR(x1; x2; y2), we conclude, by claim 2, that
x2; y2 62 X1. It implies, by claim 9, that x1 is adjacent both to x2 and y2. But then
vertices x1; x2; y2; 4; 5 induce in G a chair, a contradiction.
Case 1.2: 22W and 1 62 W . Let x2 be adjacent to 1 in G, then vertices a; x2; 1; 4; 5
induce a kite in G, a contradiction.
Case 1.3: W = f1g. If x1 is adjacent to all vertices in f2; 3; 4; 5g, then x1; 2; 3; 4; 5
induce in G a buttery, a contradiction. If x1 has a nonadjacent vertex in f2; 3; 4; 5g,
say 5, then, by claim 10, x1 is adjacent both to 3 and 4, and so vertices x1; a; 3; 4; 5
induce in G a chair, again a contradiction.
208 V.V. Lozin /Discrete Mathematics 222 (2000) 199{211
Case 2: The set U induces in GT the kite shown in Fig. 3. Just as in case 1, we
conclude, by claims 3 and 4, that if 22W then 4; 5 62 W , and if 42W then 2; 3 62 W ,
and if 52W then 1; 2; 3 62 W . Thus, taking into account the symmetry, we have to
examine the following cases.
Case 2.1: 12W and 4 62 W . Let x1 be adjacent to 4 in G. Assume rst that 22W .
Since 4 62 NR(X2), we have x1 62 X2. Then, by claims 8 and 9, x1 has a neighbour
in fx2; y2g, say x2. But then vertices x1; x2; a; 4; 5 induce in G a kite, a contradiction.
Similarly if 32W .
If f2; 3g \W = ;, then, by claim 10, x1 has a neighbour in f2; 3g, say 2. But then
x1; a; 2; 4; 5 induce in G a chair, a contradiction.
Case 2.2: 12W and 42W . Let x1 be adjacent to 2, and x4 be adjacent to 5 in G.
Then x1 62 X4 else 22NR(x1; x4) = NR(X4) = NR(4), and similarly x4 62 X1. Then, by
claim 9, x1 is adjacent to x4. But then vertices x1; a; x4; 2; 3 induce in G either a kite
(if x1 is not adjacent to 3) or a buttery (if x1 is adjacent to 3), a contradiction.
Case 2.3: 42W and 1 62 W . Let x4 be adjacent to 1 in G. Then vertices a; x4; 1; 2; 3
induce in G a kite, a contradiction.
Case 2.4: W = f5g. Let x5 be adjacent to 4 in G. Then vertices x5; 4; 1; 2; 3 induce
in G a kite, a contradiction.
Case 2.5: W = f2g. Let x2 be adjacent to 1 in G. Then vertices 1; x2; 3; 4; 5 induce
in G either a chair (if x2 is not adjacent to 3) or a kite (if x2 is adjacent to 3), a
contradiction.
Case 2.6: W = f2; 3g. Let 1 be adjacent to x2 and x3 in G. If x2 6= x3 then vertices
x2; x3; 1; 4; 5 induce in G either a chair (if x2 is not adjacent to x3) or a kite (if x2 is
adjacent to x3), a contradiction. Assume now that x2 = x3. Then, by claims 8 and 9,
y2 is adjacent to y3. If y2 is adjacent to 1, then vertices x2; y2; 1; 4; 5 induce in G a
chair, a contradictiion. Similarly if y3 is adjacent to 1. But if 1 is not adjacent both to
y2 and y3, then vertices 1; x2; y2; y3; a induce in G a kite, again a contradiction.
Case 3: The set U induces in GT the chair shown in Fig. 2. Since a chair diers
from a kite by a unique edge, most of the arguments for this case are similar to those
of case 2. Particularly, in this case we have the same restrictions as for case 2, i.e., if
22W then 4; 5 62 W , and if 42W then 2; 3 62 W , and if 52W then 1; 2; 3 62 W . By
the symmetry, we only have to examine the following cases.
Case 3.1: 12W and 4 62 W . Arguments coincide with case 2.1.
Case 3.2: 12W and 42W . Let x1 be adjacent to 2, and x4 be adjacent to 5 in G.
Then x1 62 X4 else 22NR(4) = NR(X4) = NR(x1; x4), and similarly x4 62 X1. Then, by
claim 9, x1 is adjacent to x4. Clearly x1 is not adjacent to 3 else vertices x1; 2; 3; x4; 5
induce in G a chair. But then y1 is adjacent to 3. By analogy with x1, we conclude that
y1 is adjacent to x4. But then vertices x4; 5; x1; y1; 3 induce in G a chair, a contradiction.
Case 3.3: 42W and 1 62 W . By analogy with case 2.3.
Case 3.4: W = f5g. By analogy with case 2.4.
Case 3.5: W = f2g. By analogy with case 2.5.
Case 3.6: W=f2; 3g. In this case X2=X3 with jX2j>3 (Lemma 1). Clearly, vertex 1
has a neighbour in X2, say x. If vertex 1 has one more neighbour in X2, say y, then
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vertices x; y; 1; 4; 5 induce in G a chair, a contradiction. If x is the unique neighbour
of 1 in X2, then for any y; z2X2, other than x, vertices a; x; y; z; 1 induce in G a chair,
again a contradiction.
Case 4: The set U induces in GT the parachute shown in Fig. 3. For this case, we
derive, by claims 3 and 4, the following restrictions: if 22W then 4; 5 62 W , and if
32W then 5 62 W . By the symmetry, we only have to examine the following cases.
Case 4.1: W = f1g. By claim 10, x1 has at least three neighbours in set f2; 3; 4; 5g.
If x1 is adjacent to all vertices in this set, then x1; 2; 3; 4; 5 induce in G a parachute, a
contradiction. If x1 is not adjacent to 4 or 5, then vertices a; x1; 2; 4; 5 induce in G a
chair, again a contradiction.
Case 4.2: 1; 22W . Clearly x1 62 X2, and so, by claims 8 and 9, x1 has a neighbour
in set fx2; y2g, say x2. By claim 10, x1 has a neighbour in set f4; 5g, say 4. Then
vertices x1; x2; a; 4; 5 induce in G either a kite (if x1 is not adjacent to 5) or a buttery
(if x1 is adjacent to 5), a contradiction.
Case 4.3: W = f1; 3g. Let x1 be adjacent to 5. Then x1 is adjacent to 4 else x1 is
adjacent to 2 (by claim 10) and consequently vertices a; x1; 2; 4; 5 induce in G a chair.
Let x3 be adjacent to 2, then x3 is not adjacent to 4 else vertices a; x3; 2; 4; 5 induce in
G a chair. But then vertices a; x1; x3; 4; 5 induce in G either a kite (if x1 is not adjacent
to x3) or a buttery (if x1 is adjacent to x3), a contradiction.
Case 4.4: 22W and 1 62 W . Let x2 be adjacent to 1 in G. Then vertices a; x2; 1; 4; 5
induce in G a kite, a contradiction.
Case 4.5: W = f3g. Let x3 be adjacent to 4 in G. Then x3 is adjacent to 1 else
vertices a; x3; 1; 4; 5 induce in G a kite. Consequently, x3 is adjacent to 2 else vertices
a; x3; 1; 2; 5 induce in G a chair. But then vertices 1; 2; x3; 4; 5 induce in G a parachute,
a contradiction.
Case 4.6: W = f3; 4g. Let x3 be adjacent to 1 in G. Then x3 is adjacent to 2 else
vertices a; x3; 1; 2; 5 induce in G a chair. By symmetry, x4 is adjacent to both 1 and 5.
But then vertices 1; 2; x3; x4; 5 induce in G either a buttery (if x3 is not adjacent to
x4) or a parachute (if x3 is adjacent to x4), a contradiction.
Case 4.7: W = f1; 3; 4g. Let x3 be adjacent to 2, and x4 be adjacent to 5 in G.
Assume rst that X3 \ X4 = ;. Then, by claim 9, x3 is adjacent both to x4 and y4.
Consequently, y4 is adjacent to 5 else vertices x3; x4; y4; 2; 5 induce in G a chair. By
claim 8, X1 intersects at most one of two sets X3 and X4. Suppose, for deniteness,
that X1 \ X3 = ;, then x3 is adjacent both to x1 and y1. Let x1 be adjacent to 2. Since
22NR(x1) and 2 62 NR(X4), we conclude that x1 62 X4. By claims 8 and 9, x1 has a
neighbour in set fx4; y4g, say x4. Then x1 is not adjacent to 5 else vertices x1; 2; x3; x4; 5
induce in G a parachute. It follows that y1 is adjacent to 5, and consequently y1 is
adjacent to 2 else vertices x1; 2; x3; y1; 5 induce in G a kite, and consequently y1 is not
adjacent to x4 else vertices y1; 2; x3; x4; 5 induce in G a parachute, and consequently y1
is adjacent to y4 else vertices y1; 2; x4; y4; 5 induce in G a chair. However, y1; 2; x3; y4; 5
induce in G a parachute, a contradiction.
Assume now that X3 \X4 6= ;. Clearly, x3; x4 62X3 \X4, and therefore, by claim 9, x3
is adjacent to x4. Let x1 be adjacent to 2, then x1 62X4, and hence, by claim 8, x1 62 X3.
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Thus, by claim 9, x1 is adjacent both to x3 and x4, and therefore x1 is not adjacent to
5 else vertices x1; 2; x3; x4; 5 induce in G a parachute. It implies that y1 is adjacent to
5. By analogy with x1, we conclude that y1 is adjacent to x3 and x4, and nonadjacent
to 2. But then x1; y1; x3; 2; 5 induce in G a kite, a contradiction.
Lemma 5 is proved.
Theorem 3. The stability number of a chair-free buttery-free parachute-free and
kite-free graph G with n vertices can be computed in O(n4) time.
Proof. Let a be a vertex of G, and A=N (a). Then obviously G(A) is a 2K2-free and
P4-free graph that is the complement of a trivially perfect graph. Hence, the number
of maximal stable sets of G(A) is equal to the maximum size of a clique in G(A)
[12]. So we can construct F(A) in O(n3) time by the algorithm proposed in [24]: this
algorithm permits one to nd all the maximal stable sets in a graph with m edges in
time complexity NO(m) where N is the number of all the maximal stable sets in the
graph. Given F(A), constructing GT can be carried out in O(n2) time. By Theorem 1,
(GT) = (G) − 1, and by Lemma 4, jVGTj< jVGj, and by Lemma 5, GT is again
chair-free buttery-free parachute-free and kite-free. Thus, by repeatedly applying conic
reduction it is possible to transform G into a complete graph in at most n reductions,
and therefore, the total time complexity for the transformation is O(n4). The stability
number of G easily follows by counting the number of reductions which were needed.
Theorem 3 is proved.
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