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Abstract. Many problems reduce to the fixed-point problem of solving x = T (x), where T is a
mapping from a Hilbert space to itself. To this problem, we apply the coordinate-update algorithms,
which update only one or a few components of x at each step. When each step is cheap, these
algorithms are faster than the full fixed-point iteration (which updates all the components).
In this paper, we focus on cyclic coordinate selection rules, where the ordering of coordinates in
each cycle is arbitrary. The corresponding algorithms are fast, but their convergence is unknown in
the fixed-point setting.
When T is a nonexpansive operator and has a fixed point, we show that the sequence of
coordinate-update iterates converges to a fixed point under proper step sizes. This result applies to
the primal-dual coordinate-update algorithms, which have wide applications to optimization prob-
lems with nonseparable nonsmooth objectives, as well as global linear constraints.
Numerically, we apply coordinate-update algorithms with cyclic, shuffled cyclic, and random
selection rules to `1 robust least squares, total variation minimization, as well as nonnegative matrix
factorization. They converge much faster than the standard fixed-point iteration. Among the three
rules, cyclic and shuffled cyclic rules are overall faster than the random rule.
Key words. coordinate update, cyclic, shuffled cyclic, fixed point, nonexpansive operator,
robust least squares, image reconstruction, nonnegative matrix factorization
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1. Introduction. We recently witnessed a strong demand for fast numerical
solutions for large-scale problems. Numerical methods of small memory footprints
become very popular. Among them coordinate update algorithms (e.g., [3, 4, 36, 48,
38, 44, 53, 9, 41, 40, 6]) are found to be very useful. They reformulate a problem as a
fixed-point problem and decompose it further into simple subproblems, each updating
one, or a small block of, variables while fixing others. They are popular numerical
choices for problems with the coordinate-friendly structure, namely, there are means to
update a component, or a small block of components, of its variable much cheaper than
updating all components of the variable. A variety of problems, including second order
cone programming, variational image processing, support vector machines, empirical
risk minimization, portfolio optimization, distributed computing, and nonnegative
matrix factorization, have this structure [40].
A class of coordinate update algorithms is the coordinate descent algorithms for
optimization, where the objective function, or a surrogate of the objective function,
is reduced at each iteration; e.g., see [2, 44]. In randomized coordinate descent algo-
rithms such as [38, 35, 45], it is the (conditional) expectation of the objective function
that descends iteratively. Coordinate descent algorithms are efficient at solving prob-
lems with Lipschitz differentiable objective functions, as well as those with separable
non-differentiable functions and constraints. See the recent survey papers [51, 46, 55].
On the other hand, there exist non-separable, non-differentiable examples [50] [46,
Section 2.2.1] which coordinate descent algorithms fail to solve because they get stuck
at a non-stationary point. Also, it is difficult for coordinate descent algorithms to
directly handle problems with global constraints. Such examples are found in problems
such as `1-robust least squares, total variation image processing, and the extended
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monotropic program. They can be solved by the recent primal-dual coordinate-update
algorithms [42, 9, 15] [40, Section 4]. Primal-dual coordinate-update algorithms do
not always reduce the objective values monotonically, so it is challenging to analyze
their convergence in the coordinate descent framework. However, because they are
fixed-point algorithms, they can be analyzed by the results of this paper. In fact,
applying cyclic coordinate updates to primal-dual algorithms is new to the best of
our knowledge.
In addition to optimization problems, fixed-point iterations arise in variational
inequalities [52], inverse problems [23], equilibrium analysis [26, 11] and control the-
ory [39], where the fixed-point operators are nonexpansive.
This paper focuses on the fixed-point problem with a nonexpansive operator. De-
spite the rich literature on the fixed-point problem, our understanding to its coordinate-
update algorithms is very limited. In the literature, there are two classes of con-
vergence analysis. They use different metrics to measure the distance between the
current iterate and the fixed point. The first class uses the (weighted) `∞ distance
[3, 4]. Their applications include both linear and nonlinear systems with dominant di-
agonals, as well as certain optimization problems with a smooth objective and simple
constraints. The second class uses the `2 distance and has more applications. How-
ever, convergence results are limited to the random selection of coordinates [9, 41][40,
Appendix D]. On the other hand, the cyclic selection typically shows better practical
performance, but its convergence has not been studied under the `2 distance yet.
Let us briefly compare the random and cyclic selection rules. The random se-
lection is easier to analyze since taking expectation reduces it to the analysis of the
standard (full update) fixed-point iteration. However, cyclic selection took fewer it-
erations to converge than random selection in all of our numerical tests (presented
in Section 4 below). The advantages of cyclic selection have also been observed with
coordinate descent algorithms [16, 17]. Cyclic selection is also more cache efficient,
because data of adjacent coordinates are typically stored at consecutive memory loca-
tions. Cyclic selection accesses these data sequentially, likely encountering cache hits.
Random selection, on the contrary, accesses data randomly, likely encountering cache
misses. Hence, random selection is less cache efficient. Moreover, random selection
also requires pseudo-random number generation, which can take more time than the
coordinate updates if the underlying problem is coordinate-friendly with very cheap
updates.
Our exposition in this paper was motivated by the observations that cyclic coor-
dinate update algorithms have excellent numerical performance for many fixed-point
problems yet their convergence has not been understood yet.
1.1. Problem formulation. Given an operator S : H → H, our problem is to
find x ∈ H such that
Sx = 0.(1.1)
(We often use Sx to abbreviate S(x).) This problem is equivalent to finding a fixed
point to the operator T = I − S, that is, the point satisfies x = Tx. (In the rest of
this paper we choose to use S instead of T because it is overall more convenient to
present our results in S.) Our assumption to this problem is that the operator I − S
has a fixed point (possibly not unique) and it is nonexpansive, that is,
‖(I − S)x− (I − S)y‖ ≤ ‖x− y‖, ∀x, y ∈ H.(1.2)
2
The condition (1.2) is equivalent to S being (1/2)-cocoercive, namely,
1
2
‖Sx− Sy‖2 ≤ 〈Sx− Sy, x− y〉, ∀x, y ∈ H.(1.3)
In the above and throughout the paper, ‖ · ‖ = √〈·, ·〉 is the norm induced by the
inner product of the Hilbert space H.
1.2. Contributions. This paper proposes the standard and shuffled cyclic co-
ordinate update algorithms to solve (1.1) in a Hilbert space H. The contributions of
this paper include:
1. Assume that the operator I − S is nonexpansive and has a fixed point. We
show that cyclic coordinate-update algorithms converge to a fixed point under
proper step sizes. This result holds for all orderings of the coordinates as long
as every coordinate is updated in each cycle. For example, one can shuffle the
coordinates or rank the coordinates based on their coordinate-wise Lipschitz
constants.
We show in Theorem 3.4 that a sequence of O( 1√
k
) step sizes ensures conver-
gence. If the operator S is further quasi-µ-strongly monotone (this property
is defined Assumption 2 below and is weaker than the µ-strongly monotone
property), then a fixed step size is sufficient for convergence (Theorem 3.6).
Although fixing the step size to 1 worked throughout our tested problems, the
theoretical step size is inversely proportional to the number of coordinates.
Our proofs are based on comparing the operator of cyclic coordinate update
to the standard full update operator and bounding their differences. This ap-
proach is significantly different from those for cyclic coordinate descent [2, 44]
(based on function value descent) and fixed-point random coordinate up-
date [9, 41] (taking expectations and using super-martingale convergence).
2. Based on the algorithms in part 1, we propose specific coordinate-update al-
gorithms for two problems: `1-robust least squares and total-variation based
computer tomograph (CT) reconstruction. We also test an existing algo-
rithm for nonnegative matrix factorization. We briefly explain how to apply
coordinate updates by exploiting their coordinate-friendly structures.
For all three problems, we find that cyclic coordinate updates, either de-
terministic or shuffled, take fewer epochs1 to reach the same accuracy than
randomized coordinate update, and every kind of coordinate update takes
fewer epochs than (full update) fixed-point iteration.
Our numerical results are obtained with the optimal fixed step size parameters
for all algorithms. We conjecture that fixed step sizes sufficiently ensure the
convergence of our algorithms when the fixed-point problem is derived from
an optimization problem using the primal-dual method.
1.3. Algorithm. In this paper our variable has m blocks, xi ∈ Hi, i = 1, . . . ,m,
where Hi is a Hilbert space. Their Cartesian product is H := H1 × · · · × Hm.
For each coordinate i = 1, . . . ,m, we define the ith coordinate operator Si : H →
H such that
Six =
(
0, . . . , (Sx)i, . . . , 0
)
, ∀x ∈ H.(1.4)
1An epoch consists of m coordinate updates, where m is the total number of coordinates.
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We establish the convergence of Algorithm 1 and numerically demonstrate its effi-
ciency.
Algorithm 1: Cyclic Coordinate Update
input: x0 ∈ H
1 for k = 1, 2, . . . , do
2 set (i1, i2, ..., im) as a permutation of (1, 2, ...,m);
3 (either no permutation, random shuffling, or greedy ordering);
4 choose a step size αk > 0;
5 initialize y0 ← xk−1;
6 for j = 1, ...,m do
7 set yj ← yj−1 − αkSij (yj−1);
8 set xk ← ym;
In Algorithm 1, each k specifies an outer loop, which is also called an epoch,
and each j is an inner loop. Line 5 sets an initial point for the inner loop, then
Line 6–7 update each of the m coordinates once, and finally Line 8 finishes the inner
loop by passing its result to xk. Note that each inner iteration only updates the ijth
coordinate:
(yj)i =
{
(yj−1)i − αk(S(yj−1))i, if i = ij
(yj−1)i, otherwise,
for i = 1, . . . ,m.
The order of the m coordinates is specified at the beginning of each epoch. Each
epoch selects the order independently. Typical choices include the natural ordering
(1, 2, ...,m), a random shuffling, and a greedy ordering (for example, place a coordinate
earlier if the Lipschitz constant of the coordinate is larger). We can also shuffle only
in the first epoch and then use the same ordering for all remaining epochs. All these
ordering rules are numerically efficient, and our analysis applies to all of them.
The non-shuffled cyclic ordering is the easiest to code and has the cheapest per-
iteration cost because shuffling requires pseudo-random number generation, which can
be time consuming, especially when each inner iteration is simple. Shuffling, however,
avoids the worst ordering and may accelerate the convergence.
1.4. Organization. The rest of this paper is organized as follows. Section 2
briefly reviews fixed-point iteration of nonexpansive operators and its applications.
Section 3 presents our theoretical analysis. Numerical results and further applications
are presented in Section 4. Finally, Section 5 concludes this paper.
2. Background. A traditional algorithm for Problem (1.1) is the Krasnosel’ski˘i-
Mann (KM) iteration [30, 37]:
xk+1 = xk − ηkSxk,(2.1)
where ηk is a step size parameter, and the operator S is applied to x
k.
KM iteration (2.1) has many special cases such as gradient descent, proximal-
point, prox-gradient, as well as many operator-splitting algorithms including forward-
backward splitting, Peaceman-Rachford splitting, Douglas-Rachford splitting [34], the
alternating direction of multipliers (ADMM) [20, 18], three-operator splitting [13],
4
primal-dual splitting [10, 49]. Many of their variations are special examples of KM
iteration, too. For each of these algorithms, one can recover an operator S such that
(I − S) is nonexpansive though this recovery is not always obvious.
2.1. Notation and preliminaries. The solution to our problem (1.1) is the
zero set of S:
zer(S) := {x ∈ H : 0 = Sx}.
The minimal assumption that we make to the problem is:
Assumption 1. zer(S) is nonempty. (I − S) is nonexpansive.
We frequently use the following conventions and properties on operators: for any
operators A,B,C : H → H and point x ∈ H, we have
ABCx = A(B(Cx)),
(A+B + C)x = Ax+Bx+ Cx,
(A+B)Cx = ACx+BCx.
However, unless A is a linear operator, we do not have A(B + C)x = ABx+ACx.
As already mentioned, (I − S) is nonexpansive (1.2) if and only if S is (1/2)-
cocoercive (1.3), which implies that S is 2-Lipschitz:
‖Sx− Sy‖ ≤ 2‖x− y‖, ∀x, y ∈ H.(2.2)
Since ‖Six − Siy‖ ≤ ‖Sx − Sy‖, each Si is 2-Lipschitz, too. However, the Lipschitz
constants for Si can be (much) smaller than 2, permitting theoretically larger step
sizes. Hence, we let Li be the Lipschitz constant of Si, i.e.,
‖Six− Siy‖ ≤ Li‖x− y‖, ∀x, y ∈ H,
and, for simplicity, let
L := max
i
Li ≤ 2.(2.3)
Properly replacing L by different Li in our analysis below will improve our results,
but we prefer simplicity over better bounds.
Next, we switch our focus to KM iteration and Algorithm 1. Without loss of
generality, we fix the coordinate updating order as 1 through m.
Definition 2.1 (the full and cyclic coordinate update operators).
For 0 < α < 1, we define the full update operator and cyclic coordinate update
operator, respectively, as
Tα := I − αS,(2.4)
Eα := (I − αSm)(I − αSm−1) · · · (I − αS1).(2.5)
When (I−S) is nonexpansive, the operator Tα has the following properties [1, Prop.
4.25]:
‖Tαx− Tαy‖2 ≤ ‖x− y‖2 − α(1− α)‖Sx− Sy‖2, ∀x, y ∈ H.(2.6)
Such an operator is called an averaged operator since we can write it as Tα = (1 −
α)I + α(I − S).
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For any x∗ ∈ zer(S), substituting y = x∗ in (2.6) and noticing Tαx∗ = x∗ −
αSx∗ = x∗ yield the quasi2-contractive property:
‖Tαx− x∗‖2 ≤ ‖x− x∗‖2 − α(1− α)‖Sx‖2, ∀x ∈ H,(2.7)
which is a key property for the convergence of the KM iteration xk+1 = Tαxk.
The operator Eα characterizes one epoch of Algorithm 1 under the cyclic ordering
1, 2, . . . ,m. Indeed, the iterates xk of Algorithm 1 satisfy
xk+1 = Eαk(xk).
The following proposition follows directly from (2.2) (2.3) and (2.5).
Proposition 2.2. The operator Eαk is (1 + αkL)
m-Lipschitz.
We will set αk so that an inequality similar to (2.7) holds for E
αk and that xk
(weakly) converges to a point in zer(S).
3. Convergence results. Our analysis is based on comparing the operator Eα
with the operator Tα. To simplify notation, let us define the operator
R :=
1
α
(Tα − Eα).(3.1)
By (1.4), we have the decomposition S = S1 +S2 + · · ·+Sm =
∑m
i=1 Si, which yields
R =
1
α
(Tα − Eα) = 1
α
(
(I − αS)− (I − αSm)(I − αSm−1) · · · (I − αS1)
)
=
1
α
(
(I − α
m∑
i=1
Si)−
(
(I − αSm−1) · · · (I − αS1)− αSm(I − αSm−1) · · · (I − αS1)
))
=
(
Sm(I − αSm−1) · · · (I − αS1)− Sm
)
+
1
α
(
(I − α
m−1∑
i=1
Si)− (I − αSm−1) · · · (I − αS1)
)
=
m∑
i=2
(
Si(I − αSi−1)(I − αSi−2) · · · (I − αS1)− Si
)
,
and thus
‖Rx‖2 =
m∑
i=2
∥∥Six− Si(I − αSi−1)(I − αSi−2) · · · (I − αS1)x∥∥2 .
In addition, we can obtain the following estimate for R.
Lemma 3.1. The operator R satisfies the estimate
(3.2) ‖Rx‖ ≤ αLm√
2
(1 + αL)m‖Sx‖.
2The modifier quasi is used if the property involves the solution x∗.
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Proof. Let us consider for each i,
∆i :=‖Six− Si(I − αSi−1)(I − αSi−2) · · · (I − αS1)x‖
≤L‖x− (I − αSi−1)(I − αSi−2) · · · (I − αS1)x‖.
The triangle inequality yields
∆i ≤L‖x− (I − αSi−1)x‖+ L‖(I − αSi−1)x− (I − αSi−1)(I − αSi−2)x‖+ · · ·
+ L‖(I − αSi−1) · · · (I − αS2)x− (I − αSi−1) · · · (I − αS1)x‖.
Applying Proposition 2.2, we obtain
∆i ≤L‖x− (I − αSi−1)x‖+ L(1 + αL)‖x− (I − αSi−2)x‖
+ L (1 + αL)
2 ‖x− (I − αSi−3)x‖+ · · ·+ L (1 + αL)i−2 ‖x− (I − αS1)x‖
≤αL‖Si−1x‖+ αL(1 + αL)‖Si−2x‖
+ αL (1 + αL)
2 ‖Si−3x‖+ · · ·+ αL (1 + αL)i−2 ‖S1x‖
≤αL(1 + αL)m
i−1∑
j=1
‖Sjx‖
By the Cauchy-Schwarz inequality,
∆i ≤αL(1 + αL)m
√
i− 1‖Sx‖.
Finally, combining the above inequalities yields
‖Rx‖2 =
m∑
i=2
∆2i ≤
m∑
i=2
(i− 1)α2L2(1 + αL)2m‖Sx‖2 ≤ α
2L2m2
2
(1 + αL)2m‖Sx‖2.
Pick an arbitrary x∗ ∈ zer(S). To use the property (2.7) of Tα, we expand
‖Eαx− x∗‖2 by Eα = Tα − αR as follows:
‖Eαx− x∗‖2 = ‖Tαx− αRx− x∗‖2
= ‖Tαx− x∗‖2 − 2α〈Tαx− x∗, Rx〉+ α2‖Rx‖2.(3.3)
By Young’s inequality, the cross term in (3.3) satisfies
−2α〈Tαx− x∗, Rx〉 ≤ αη‖Tαx− x∗‖2 + αη−1‖Rx‖2(3.4)
for any η > 0, which we will set later. Substituting (3.4) into (3.3) and then applying
Lemma 3.1 yield
‖Eαx− x∗‖2 ≤ (1 + αη)‖Tαx− x∗‖2 + α(η−1 + α)‖Rx‖2
≤ (1 + αη)
(
‖Tαx− x∗‖2 + η−1α3L2m22 (1 + αL)2m‖Sx‖2
)
.(3.5)
Substituting x = xk and α = αk and using (2.7) yield
‖Eαkxk − x∗‖2 ≤ (1 + αkη)
(
‖xk − x∗‖2 −
(
αk(1− αk)− α3kL2m
2(1+αkL)
2m
2η
)
‖Sxk‖2
)(3.6)
for all k.
The existence of the extra coefficient αkη in (3.6) invalidates the traditional anal-
ysis. To ensure convergence, we take two approaches: using slowly decreasing step
sizes in Subsection 3.1 and making stronger assumptions on S in Subsection 3.2.
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3.1. Slowly decreasing step sizes. Our convergence will reduce to the analysis
of some simple scalar sequences as follows.
Lemma 3.2. Consider the sequences
(ak)k≥0, (bk)k≥0, (ξk)k≥0 ⊂ {x ∈ R : x ≥ 0},
where
∑
k≥0 ξk <∞ and
ak+1 ≤ (1 + ξk)(ak − bk).(3.7)
Then, (i) (ak)k≥0 is bounded, (ii) there exists a∗ ∈ R+ such that limk ak = a∗ ∈ R+,
and (iii)
∑
k≥0 bk <∞.
In the simplified case ξk ≡ 0, the results hold trivially. Indeed, since ak ≥ 0 and
ak+1 ≤ ak by (3.7), there exists a∗ ∈ R+ such that ak → a∗, and the telescoping sum
of (3.7) yields
∑
k≥0 bk < ∞. Lemma 3.2 claims that these results still hold under
the multiplicative errors ξk that are summable.
Proof. Expanding (3.7) yields
ak+1 ≤ (1 + ξk)(1 + ξk−1)ak−1 −
(
(1 + ξk)bk + (1 + ξk)(1 + ξk−1)bk−1
)
≤ · · · ≤ (Πkj=0(1 + ξj))a0 − k∑
j=0
((
Πki=j(1 + ξi)
)
bj
)
.(3.8)
Let ξ := Πkj=0(1 + ξj). Noticing (1 + ξj) ≤ eξj for ξj ≥ 0 and using
∑
k≥0 ξk < ∞
gives us ξ <∞. Applying the inequality ∑kj=0 ((Πki=j(1 + ξi))bj) ≥∑kj=0 bj to (3.8),
we obtain
ak+1 ≤ ξa0 −
k∑
j=0
bj ,
which means that ak ∈ [0, ξa0] for all k ≥ 0 and
∑
j≥0 bj ≤ ξa0 <∞. We have proved
Parts (i) and (iii).
To prove Part (ii), let d0 := a0 and dk := ak − ak−1, k = 1, 2, · · · . Below we show
that
∑∞
k=0 |dk| <∞. To this end, let
d+k := max{dk, 0} and d−k := −min{dk, 0}, ∀k,
which yield d+k + d
−
k = |dk| and d+k − d−k = dk. By ak+1 ≤ (1 + ξk)(ak− bk), ak ≤ ξa0,
and bk ≥ 0, we have ak+1 − ak ≤ ξkξa0, which means d+k+1 = max{dk+1, 0} =
max{ak+1 − ak, 0} ≤ ξkξa0,∀k, and thus, by summing over k,
∞∑
k=0
d+k ≤ a0 + ξa0
∞∑
k=0
ξk <∞.
From 0 ≤ ak =
∑k
i=0 dk =
∑k
i=0(d
+
k − d−k ), ∀k, we obtain
∑k
i=0 d
−
k ≤
∑k
i=0 d
+
k and
thus
∑∞
i=0 d
−
k <∞. Finally,
∞∑
k=0
|dk| =
∞∑
k=0
d+k +
∞∑
k=0
d−k <∞.
Hence, {ak}k≥0 is a Cauchy sequence, and Part (ii) holds.
Lemma 3.3. Let (ak)k≥0 be a nonnegative sequence with the following properties:
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1.
∑∞
k=0
1√
k
ak < +∞, and
2. there exists some B > 0 such that for all k ≥ 1, |ak+1 − ak| ≤ Bk− 12 .
Then, we have limk→∞ ak = 0.
Proof. We apply proof by contradiction and assume a constant C > 0 such that
lim supk→∞ ak ≥ C. For each N > 0, there exists n ≥ N such that F := an ≥ C2 .
By Part 2, ak+1 − ak ≥ −Bk− 12 , so we have an+i ≥ F2 for all 0 ≤ i ≤ bn′c, where
n′ = F
√
n
2B . Then we obtain
n+bn′c∑
i=n
i−1/2ai ≥ F
2
n+bn′c∑
i=n
i−1/2 ≥ F
2
∫ n+n′
n
x−1/2dx
≥ F · (√n+ n′ −√n) = F 2
√
n
2B(
√
n+n′+
√
n)
.
For any sufficiently large n, we have n′ = F
√
n
2B ≤ 3n, so the last term above is at least
F 2
6B ≥ C
2
24B . Therefore, by Cauchy’s criterion, the sequence
1√
k
ak is not summable,
which contradicts Part 1. Hence, we must have lim supk→∞ ak = 0. Since all ak ≥ 0,
we have limk→∞ ak = 0.
Applying Lemma 3.2 and 3.3, we can establish the following convergence result.
Theorem 3.4. Let Algorithm 1 use the step size sequence
αk =
1
k1/2
.(3.9)
Under Assumption 1, xk (weakly) converges to x∗ for some x∗ ∈ zer(S).
Proof. We choose η = m2L2α2k(1 + αkL)
2m in (3.6) to get
‖xk+1 − x∗‖2 ≤ (1 +m2L2α3k(1 + αkL)2m)
(
‖xk − x∗‖2 − αk
(
1
2 − αk
) ‖Sxk‖2) .
With (3.9) and (1 + αkL)
2m ≤ (1 + L)2m, we have ∑km2L2α3k(1 + αkL)2m < ∞,
and αk(
1
2 − αk) ≥ 0 for k ≥ 4. Since Eαk is (1 + αkL)m-Lipschitz and αk ≤ 1,‖x4 − x∗‖ ≤ (1 + L)4‖x0 − x∗‖.
By Lemma 3.2 (applied to k ≥ 4), ‖xk+1−x∗‖ converges to some c ≥ 0, and thus
(xk)k≥0 is bounded and has a weak cluster point x¯, and∑
k≥4
αk
(
1
2
− αk
)
‖Sxk‖2 <∞.(3.10)
Since 1
4
√
k
≤ αk
(
1
2 − αk
) ≤ 1
2
√
k
for k ≥ 16, we obtain from (3.10):∑
k≥4
1√
k
‖Sxk‖2 <∞.
By Lemma 3.2, there exists some A ∈ R such that ‖xk − x∗‖ ≤ A. We have
‖xk+1 − xk‖ = ‖Eαkxk − xk‖ = ‖Tαkxk − αkRxk − xk‖ = ‖ − αkSxk − αkRxk‖.
By Sx∗ = 0, the triangle inequality, and (3.2),
‖xk+1 − xk‖ = ‖ − αkSxk + αkSx∗ − αkRxk‖
≤ αk‖Sxk − Sx∗‖+ αk‖Rxk‖
≤ (αk + α2kLm√2 (1 + αkL)m)‖Sxk − Sx∗‖.
9
Because S is 2-Lipschitz, αk ≤ 1, and ‖xk − x∗‖ ≤ A, the above inequality yields
‖xk+1 − xk‖ ≤ 2αk
(
1 + αkLm√
2
(1 + αkL)
m
)‖xk − x∗‖
≤ 2αk
(
1 + Lm√
2
(1 + L)m
)
A
≤ 2(1 + Lm√
2
(1 + L)m
)
A · k− 12 .
Then we have∣∣‖Sxk+1‖2 − ‖Sxk‖2∣∣ = ∣∣‖Sxk+1‖ − ‖Sxk‖∣∣ (‖Sxk+1‖+ ‖Sxk‖)
≤ ‖Sxk+1 − Sxk‖(‖Sxk+1 − Sx∗‖+ ‖Sxk − Sx∗‖)
≤ 2‖xk+1 − xk‖(2‖xk+1 − x∗‖+ 2‖xk − x∗‖)
≤ 2 · 2(1 + Lm√
2
(1 + L)m
)
A · 4A︸ ︷︷ ︸
=:B
·k− 12 = Bk− 12 .
Hence, (‖Sxk‖2)k≥0 satisfies the two conditions of Lemma 3.3, so limk→∞ ‖Sxk‖2 = 0.
Finally, we adapt the convergence proof of KM iteration [30] to our setting.
Recall the demicloseness principle (cf. textbook [1]): if T is nonexpansive, zj ⇀ z¯,
and lim ‖(I − T )zj‖ = 0, then z¯ = T (z¯). Applying this principle to T = I − S and
the subsequence of (xk)k≥0 that weakly converges to x¯, we obtain x¯ ∈ zer(S).
Next, we show that any weak cluster point y¯ of (xk)k≥0 must equal x¯. The
demicloseness principle again yields y¯ ∈ zer(S). Substituting x∗ = x¯ and then
x∗ = y¯ and following the argument above yield the limits limk ‖xk+1 − x¯‖ = cx
and limk ‖xk+1 − y¯‖ = cy. Algebraically,
2〈xk, x¯− y¯〉 = ‖xk − x¯‖2 − ‖xk − y¯‖2 + ‖x¯‖2 − ‖y¯‖2,(3.11)
whose right-hand side converges to the constant c′ := c2x−c2y+‖x¯‖2−‖y¯‖2 as k →∞.
Passing the limits of (3.11) over the two subsequences that weakly converge to x¯ and
to y¯, respectively, yields 2〈x¯, x¯ − y¯〉 = 2〈y¯, x¯ − y¯〉 = c′. Hence, ‖x¯ − y¯‖2 = 0 and
(xk)k≥0 weakly converges to x¯ ∈ zer(S).
It follows immediately from [14, Lemma 3] that minj≤k
{
1√
j
‖Sxj‖2} = o( 1k).
Therefore, we have the following Corollary.
Corollary 3.5. Under the setting of Theorem 3.4, the reduction rate of running-
minimal residual is
min
j≤k
{‖Sxj‖2} = o( 1√
k
)
.
Note that we do not write minj≤k{‖Sxj‖} = o(1/k1/4) since ‖Sxk‖2 naturally ap-
pears in our analysis.
In the current setting, we cannot expect to have a convergence rate for ‖xk−x∗‖.
3.2. Fixed step size. In Theorem 3.4, αk in (3.9) are decreasing. Next, we
study convergence under the fixed step size αk ≡ α < 1. We need an additional
assumption as follows:
Assumption 2 (quasi-µ-strong monotonicity). There exists some µ > 0 such
that the operator S satisfies
〈Sx, x− x∗〉 ≥ µ‖x− x∗‖2, ∀x∗ ∈ zer(S), x ∈ H.(3.12)
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This assumption is weaker than assuming S be strongly monotone. In addition, our
assumption ensures that x∗ is the sole element of zer(S). Indeed, any x¯ ∈ zer(S) must
obey 0 = 〈Sx¯, x¯− x∗〉 ≥ µ2‖x¯− x∗‖2.
By the Cauchy-Schwarz inequality, Assumption 2 also implies ‖Sx‖ ≥ µ‖x−x∗‖.
Note that ‖Sx‖ = ‖Sx− Sx∗‖ ≤ 2‖x− x∗‖, so we at least know µ ≤ 2.
Theorem 3.6. Under Assumptions 1 and 2, using the fixed step size
α = min
{
1
4mL
,
µ
4
√
2mL
,
2mL
17mL+ 2µ2
}
(3.13)
(where the constants naturally appear in the proof below), Algorithm 1 generates a
sequence xk that converges to x∗ ∈ zer(S). We further have
‖xk − x∗‖2 ≤ ρk‖x0 − x∗‖2
with ρ = 1− αµ22 < 1. When m and Lµ are large, we have α = O( µmL ).
Remark 1. It difficult to remove the 1m factor from the step size α in Theo-
rem 3.6. Although it is quite small, we are able to achieve the same [1 − O( 1m )]k
convergence rate as established for the block coordinate (proximal) gradient descent
method [25, 2], which solves a minimization problem and is a special case of our Al-
gorithm 1. In their case, an objective function can be used to analyze convergence,
but it still seems difficult to remove the 1m factor. Therefore, it will be more so in our
setting, which does not use any objective function and solely relies on iterate error.
Proof. Combining (2.7) and (3.5) with x = xk and using xk+1 = Eαxk , we obtain
‖xk+1 − x∗‖2 ≤ (1 + αη)
(
‖xk − x∗‖2 − (α(1− α)− η−1α3L2m2(1+αL)2m2 )‖Sxk‖2) .
We use (3.12) to get that
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 + αη
µ2
‖Sxk‖2
− (1 + αη)
(
α(1− α)− η−1α3L2m2(1+αL)2m2
)
‖Sxk‖2.
If we can ensure
1
2
+
η
µ2
− (1 + αη)
(
1− α− η−1α2L2m2(1+αL)2m2
)
≤ 0,(3.14)
we will have by Assumption 2:
‖xk+1 − x∗‖2 ≤ ‖xk − x∗‖2 − α
2
‖Sxk‖2 ≤
(
1− αµ22
)
‖xk − x∗‖2.
Introduce β to rewrite α = β2mL . Let η =
µ2
4 . By
(
1 + β2m
)2m
< eβ , we have (3.14)
provided that
3
4 −
(
1 + βµ
2
8mL
)(
1− β2mL − β
2eβ
2µ2
)
≤ 0 .(3.15)
By simplification, (3.15) is equivalent to
β3eβ
16mL + β
2
(
eβ
2µ2 +
µ2
8m2L2
)
+ β
(
1
2mL − µ
2
8mL
) ≤ 14 ,
11
When β ≤ 12 , we have eβ < 2 and eββ < 1. Hence, we only need to ensure
β
32mL +
(
β2
µ2 +
µ2β
16m2L2
)
+ β
(
1
2mL − µ
2
8mL
) ≤ 14 ,
which can be guaranteed by
β2
µ2 ≤ 18 and β
(
1
32mL +
1
2mL +
µ2
16m2L2
) ≤ 18 .
Therefore we need
β ≤ µ
2
√
2
and β ≤ 1
17
4mL+
µ2
2m2L2
.
Therefore, we arrive at (3.13).
3.3. Primal-dual coordinate update and its convergence metric. In this
section we briefly review primal-dual algorithms and adapt Algorithm 1 and its anal-
ysis in Subsections 3.1 and 3.2 to obtain faster coordinate-update algorithms.
Primal-dual algorithms [5, 10, 49] can solve the following problem:
minimize
x∈H
g(x) + h(x) + f(Ax),
where g is a differentiable convex function; f, h : H → R ∪ {∞} are extended-value
convex functions, which are not necessarily differentiable, and A : H → G is a linear
operator from H to another Hilbert space G. Through indicator functions, f, h can
model constraints like x ∈ C or Ax ∈ C, where C is some closed convex set. Primal-
dual algorithms involve a dual variable s ∈ G and iteratively update both x and s by
the iteration:
(3.16)
{
xk+1 = proxηh(x
k − η(∇g(xk) +A>sk)),
sk+1 = proxγf∗(s
k + γA(2xk+1 − xk)),
where f∗ is the Fenchel dual of f and proxηh is the proximal operator of the function
h defined as
proxηh(x) := arg min
y∈H
h(y) +
1
2η
‖y − x‖2.
Define z :=
(
x
s
)
and rewrite (3.16) as zk+1 = Tzk. It is shown [8] that (with proper
choice of step sizes) T is nonexpansive under the metric induced by the norm ‖z‖M =√〈z,Mz〉, where M is a certain positive definite linear operator.
To describe our coordinate-update algorithm, we assume that a product-form
Hilbert space G = G1 ×G2 × · · · × Gp and break the dual variable s ∈ G into p blocks:
s = (s1, s2, . . . , sp)
with si ∈ Gi, i = 1, 2, ..., p. Each step of Algorithm 1 picks a coordinate zi of z, which
can be a coordinate of either x or s. Then it follows (3.16) to updated zi only. We use
the techniques in [40, Section 4] to ensure such coordinate updates computationally
worthy. That is, updating one coordinate of x or s only takes O( 1m+p ) of the cost of
computing the full update (3.16).
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When g = 0 and h = 0 (which is the case of the test problems presented in
Section 4), proxηh is the identity operator and, thus, we can eliminate x
k+1 in the s
update of (3.16) and obtain the simpler iteration:
(3.17)
{
xk+1 = xk − ηA>sk,
sk+1 = proxγf∗(s
k + γAxk − 2γηAA>sk),
where sk+1 can be computed from xk and sk.
Computing coordinate updates requires the caching technique. In particular, for
the coordinate update based on (3.17), we cache the variable Axk when m  p. To
compute sk+1i , we directly use (Ax
k)i instead of multiplying Ai,: and x
k. When xki
is updated to xk+1i , we update Ax
k to Axk+1 by Axk+1 = Axk + A:,i · (xk+1i − xki ),
which takes only O(p) operations. This is cheaper than computing Ax directly, which
takes O(m) numbers of operations.
Our proofs in Sections 3.1 and 3.2 apply to primal-dual coordinate-update algo-
rithms after adjusting certain constants for ‖ · ‖M by the next lemma.
Lemma 3.7. Let λmax, λmin be the largest and smallest eigenvalues of M , respec-
tively, and κ := λmaxλmin be its condition number. We have for any z ∈ H,
1
κ2
‖z‖2M ≤
m∑
i=1
‖zi‖2M ≤ κ2‖z‖2M .
Proof.
m∑
i=1
‖zi‖2M ≤
m∑
i=1
λ2max‖zi‖2 = λ2max‖z‖2 ≤
λ2max
λ2min
‖z‖2M = κ2‖z‖2M .
The other half is similar.
In particular, when S is 1/2-cocoercive under the norm ‖ · ‖M , we have ‖Six −
Siy‖M ≤ 2κ‖x− y‖M for all i. Therefore, it is easy to extend Lemma 3.1 as follows:
Lemma 3.8. Let M be a symmetric positive definite matrix with condition number
κ, I−S be nonexpansive under the norm ‖ · ‖M , Tα, Eα and R be defined as in (2.4),
(2.5) and (3.1), respectively, and L be defined as (2.3). The operator R satisfies the
estimate
‖Rx‖ ≤ αLmκ
2
√
2
(1 + αL)m‖Sx‖.
Based on Lemma 3.8, the statement of Theorem 3.4 still holds, and the proof is
similar except that the choice of η is adjusted. Theorem 3.6 still holds, too, but with
the step size α = O( µκmL ) and some new constants in its proof.
4. Numerical experiments. In this section we illustrate the efficiency of Al-
gorithm 1 on three different applications: `1 based robust linear regression, computed
tomography and nonnegative matrix factorization. They are important problems in
statistics, medical imaging, and machine learning, respectively. The first two prob-
lems cannot be solved by the traditional coordinate descent algorithms, and the last
one is a nonconvex problem.
We use these results to illustrate the following two points:
13
• In spite of the small theoretical step sizes, practical problems in our prelimi-
nary experiments accept very large step sizes, which contribute to the great
performance of our Algorithm 1.
• Our Algorithm 1 is significantly faster than the standard fixed-point iteration,
which performs the full update in each iteration, and also faster than the
algorithm using randomized coordinate selection.
In all of our numerical experiments, convergence was observed with αk = 1 in Al-
gorithm 1. In addition, Algorithm 1 and its randomized variant both admit larger
intrinsic step sizes, which are η, γ in (3.17). This brings a significant speed advantage
to the coordinate update algorithms over the standard fixed-point iteration.
Our numerical experiments are coded in Matlab that is running on a laptop with
2.7 GHz Intel Core i5 and 8 Gigabytes of RAM.
4.1. `1 based robust linear regression. Consider the problem:
minimize
x∈Rm
f(Ax) := ‖Ax− b‖1,(4.1)
where A ∈ Rn×m and b ∈ Rn are given. We apply Algorithm 1 with diagonal scal-
ing [43] to solve (4.1). Specifically, the fixed-point iteration is:
xk+1 = xk −HA>sk,(4.2a)
sk+1 = proxΓf∗(s
k + ΓA(2xk+1 − xk)),(4.2b)
where f∗(y) = ι‖·‖∞≤1(y) + y
>b 3 and H,Γ are diagonally scaling matrices with
Hii =
1
‖A:,i‖1 ,Γii =
1
‖Ai,:‖1 . Furthermore, we have
proxΓf∗(y) := arg min
t
f∗(t) +
1
2
‖t− y‖2Γ−1 = Proj‖·‖∞≤1(y − Γb).(4.3)
Here, y = Proj‖·‖∞≤1(x) can be computed component-wise as yi = Proj[−1,1](xi) =
max{−1,min{1, xi}}, i = 1, . . . , n. Substituting the x update (4.2a) into the s up-
date (4.2b) and using (4.3), we can rewrite (4.2) as
xk+1 = xk −HA>sk,(4.4a)
sk+1 = Proj‖·‖∞≤1(s
k − Γb+ ΓA(xk − 2HA>sk)),(4.4b)
which is more suitable for coordinate update.
We define z :=
(
x
s
)
and write (4.4) as zk+1 := Tzk. To this operator T and
S = I − T do we apply Algorithm 1.
In our experiments, we let n = 500 and m = 100. The elements of A and b are
sampled from the standard normal distribution. The solution x∗ and the optimal
function value f∗ are obtained by solving Problem (4.1) using CVX. The starting
point z0 =
(
x0
s0
)
is set to be 0 . The block size is 1.
Since Problem (4.1) may have multiple solutions, we use f
k−f∗
f∗ to measure con-
vergence. To fully explore the power of each algorithm, we multiply both step size
matrices Γ and H in (4.4) by a scaling factor ν. We set ν = 6 for the full update
(a larger value leads to divergence) and ν = 12 for the coordinate updates. Figure 1
plots f
k−f∗
f∗ versus epoch. We can see that cyclic and shuffled cyclic algorithms per-
form better than the random algorithm, which is further faster than the full update
algorithm.
3ιC is the indicator function: ιC(x) = 0 if x ∈ C and = ∞ if x 6∈ C.
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Figure 1: `1 based robust least squares
4.2. Computed tomography (CT). Consider the image recovery problem:
(4.5) minimize
x∈Rm
λ‖∇x‖1 + 1
2
‖Ax− b‖2,
where x ∈ Rm is the unknown two-dimensional image (reformulated as a vector),
∇ ∈ Rn1×m is the finite difference operator, λ is a scaling factor, A ∈ Rn2×m is the
Radon transform matrix, and b ∈ Rn2 is the observed CT data, which is contaminated
by random noise. Let n := n1 + n2.
By defining
B :=
(∇
A
)
, f(p, q) := λ‖p‖1 + 1
2
‖q − b‖2, for p ∈ Rn1 , q ∈ Rn2 ,
we can rewrite (4.5) as
minimize
x∈Rm
f(Bx).
To solve this problem, we apply Algorithm 1 to the fixed-point iteration (see [40,
section 5.2.2] for its derivation):
xk+1 = xk − η(∇>sk +A>tk),
sk+1 = Proj‖·‖∞≤λ
(
sk + γ∇(xk − 2η(∇>sk +A>tk))) ,
tk+1 =
1
1 + γ
(
tk + γA(xk − 2η(∇>sk +A>tk))− γb) .
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We implement Algorithm 1 with αk = 1 and compare it to the full update and random
coordinate selection.
We generate a thorax phantom of size 284×284. The Radon matrix A is generated
by Siddon’s algorithm [47].
The image x is partitioned into 284 blocks, with each block corresponding to
a column of the image. The dual variables s, t are also partitioned into 284 blocks
accordingly. A block of x and the corresponding blocks of s and t are bundled together
as a single block. In each iteration, a bundled block of x, s, t is chosen and updated.
The step sizes η and γ are hand tuned for both the full and coordinate updates.
The different rules of coordinate selection use the same step size.
(a) Phantom true image (b) CT reconstruction of (a) by full update
(c) CT reconstruction of (a) by cyclic coordi-
nate update
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k
−
f
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random coordinate update
cyclic shuffle coordinate update
cyclic coordinate update
(d) Objective function value
Figure 2: CT image reconstruction.
Figure 2 depicts the results. After 200 epochs, the cyclic algorithm recovers the
original image (Figure 2a) much better than the full update algorithm. Compare
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Figures 2c and 2b. We use the TVAL3 package4 [32] to obtain a high-accuracy
objective value f∗ of (4.5) and plot f
k−f∗
f∗ versus epoch in Figure 2d. We can see that
the cyclic or cyclic shuffle versions of Algorithm 1 have similar performance, and they
are faster than random selection. All the three coordinate algorithms are faster than
the full update algorithm.
4.3. Nonnegative matrix factorization. In this subsection, we apply Algo-
rithm 1 to the nonnegative matrix factorization (NMF) problem. NMF has attracted
a great deal of attention in the last decade because it can be used to extract principal
components, features, structures, or similarities from a large set of data or image.
Many algorithms have been developed to solve NMF (cf. [19]), e.g. multiplicative
updates [7, 12, 22, 31], alternating least squares [27, 28, 29], alternating non-negative
least squares [21, 33, 56], and block coordinate descent methods [53, 54].
Now let us consider the following NMF problem:
minimize
X∈Rn×r+ ,Y ∈Rm×r+
1
2
‖XY > −M‖2F ,
where 0 < r  min(m,n) and M ∈ Rn×m+ are given. This problem is nonconvex.
Since the objective function is biconvex (convex in X while Y is fixed, and vice versa),
we can apply the alternating projected gradient iteration, which we treat as a fixed-
point iteration (Xk+1, Y k+1) = T (Xk, Y k):
(4.7)
{
Xk+1 = max(0, Xk − αk∇Xf(Xk, Y k)),
Y k+1 = max(0, Y k − βk∇Y f(Xk+1, Y k),
where αk, βk > 0 are step sizes and{
∇Xf(X,Y ) = (XY > −M)Y,
∇Y f(X,Y ) = (Y X> −M>)X.
We partition X,Y into columns X = [X1 · · · Xr] and Y = [Y1 · · · Yr] and
apply the following coordinate update to (4.7) (notation: X<i := [X1 · · · Xi−1]):
(4.8)
{
Xk+1i = arg minXi≥0
1
2‖Xi(Y ki )> +Xk+1<i (Y k+1<i )> +Xk>i(Y k>i)> −M‖2F ,
Y k+1i = arg minYi≥0
1
2‖Xk+1i Y >i +Xk+1<i (Y k+1<i )> +Xk>i(Y k>i)> −M‖2F ,
which appears in the recent work [24, 54].
Each problem in (4.8) has closed form solutions as follows:
Xk+1i = ProjRn+
[
Xki − 1LkXi∇Xif(X
k+1
<i , X
k
≥i, Y
k+1
<i , Y
k
≥i)
]
,
Y k+1i = ProjRm+
[
Y ki − 1LkYi∇Yif(X
k+1
≤i , X
k
>i, Y
k+1
<i , Y
k
≥i)
]
,
(4.9)
where ∇Xif(X,Y ) = (XY > − M)Yi,∇Yif(X,Y ) = (Y X> − M>)Xi, and LkXi =
‖Y ki ‖22, LkYi = ‖Xk+1i ‖22 are their corresponding Lipschitz constants.
An issue of (4.9) is that Xk+1i , Y
k+1
i can potentially equal zero. Hence, we make
two modifications. Firstly, we force each column of X to have unit length (notice
4Accessed from http://www.caam.rice.edu/~optimization/L1/TVAL3/ on Oct. 26, 2016.
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XY > = (XU)(Y U−1)> for any matrix U ∈ Rr×r+ ); secondly, we redefine LkXi as
LkXi = max(Lmin, ‖Y ki ‖22). Consequently (4.9) is modified to the following:X
k+1
i = ProjRn+∩Sn−1
[
Xki − 1min(Lmin,‖Y ki ‖22)∇Xif(X
k+1
<i , X
k
≥i, Y
k+1
<i , Y
k
≥i)
]
,
Y k+1i = ProjRm+
[
Y ki −∇Yif(Xk+1≤i , Xk>i, Y k+1<i , Y k≥i)
]
,
which can still be written in the closed form; see [54, Appendix B].
We implement the above coordinate update with the random, cyclic and cyclic
shuffle coordinate selection rules and compare their performance with (4.7).
In our experiments, we set n = 400,m = 400, q = 20 and generate M = LR+No,
where the elements of L and R are sampled from the standard normal distribution
then thresholded positively. The random noise No ∈ Rn×m is generated in the same
way and scaled such that ‖No‖F = 10−3‖LR‖F . The constant Lmin is set to 0.001.
The step sizes in (4.7) are set as αk =
1
‖(Y k)>Y k‖2 , βk =
1
‖(Xk+1)>Xk+1‖2 .
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Figure 3: Nonnegative matrix factorization
Figure 3a plots the relative residue ‖X
kY k−M‖F
‖M‖F versus epoch. To better compare
the algorithms, we record the smallest function value fbest achieved by running all
algorithms for 4000 epochs and plot fk − fbest versus epoch in Figure 3b. The
comparison results are similar, except that cyclic update becomes slightly slower than
the other two after reaching a medium accuracy.
5. Conclusion. We have proposed a unified cyclic coordinate-update algorithm
for the nonexpansive fixed-point problem, established its convergence with slowly
decreasing step sizes and, under a stronger condition, its convergence with a fixed
step size. Numerical results illustrate the higher efficiency of the proposed algorithms
over the traditional fixed-point iteration. Also, cyclic coordinate selection is overall
more efficient than random coordinate selection.
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