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Abstract
Strongly regular Cayley graphs with Paley parameters over abelian groups of rank 2 were studied
in [J.A. Davis, Partial difference sets in p-groups, Arch. Math. 63 (1994) 103–110; K.H. Leung, S.L.
Ma, Partial difference sets with Paley parameters, Bull. London Math. Soc. 27 (1995) 553–564]. It
was shown that such graphs exist iff the corresponding group is isomorphic to Zpn ⊕Zpn , where p is
an odd prime. In this paper we classify all strongly regular Cayley graphs over this group using Schur
ring method. As a consequence we obtain a complete classiﬁcation of strongly regular Cayley graphs
with Paley parameters over abelian groups of rank 2.
© 2005 Elsevier B.V. All rights reserved.
Keywords: Cayley graph; Schur ring; Strongly regular graph
1. Introduction
Deﬁnition 1.1 (Bose [1]). An undirected graph without loops and multiple edges
on  vertices is called (, k, , )-strongly regular whenever there exist integers k, , 
satisfying
1. each vertex is adjacent to k other vertices,
2. each adjacent pair of vertices has  vertices, which are adjacent to both of them,
3. each non-adjacent pair of vertices has  vertices, which are adjacent to both of them.
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Let R be a ring with unit 1. If K is a subset of a ﬁnite group G, then the group-ring element∑
g∈Kg ∈ R[G] is called a simple quantity and will be denoted by K . An R-module with
a basis {T1, . . . , Tk} where T1, . . . , Tk are mutually disjoint sets with union G is called an
S-module over G with a standard basis {T1, . . . , Tk}.
Deﬁnition 1.2 (Wielandt [16]). An S-module C over G is called an S-ring over G if the
following conditions are satisﬁed:
1. C is a subring of R[G],
2. 1 ∈ C,
3. if
∑
g∈Gcgg ∈ C, then
∑
g∈Gcgg−1 ∈ C.
G(S)will denote aCayley graph over a groupGwith S as a generating set. The following
theorem is well known.
Theorem 1.3 (Ma [13]). Let S be a symmetric subset of a group G (i.e. if s ∈ S then
s−1 ∈ S) with e /∈ S. G(S) is a strongly regular Cayley graph iff 〈1, S,G − S − 1〉 is an
S-ring over G.
Let G(S) be a strongly regular Cayley graph (SRCG). If either S ∪ {e} or G\S (the part
of G out of S) is a subgroup of G, then either G(S) or its complement is a disjoint union
of complete subgraphs of equal size. In this case we shall say that G(S) is trivial. 〈1,G〉
is called a trivial S-ring over G.
Deﬁnition 1.4. An S-ring C over G is called primitive if K = {e} and K = G are only
subgroups of G for which K ∈ C holds.
It follows that the existence of a non-trivial SRCG over a given group G implies the
existence of a primitive S-ring overG. BySchur theorem [16] there is no non-trivial primitive
S-ring over a cyclic group of composite order, by Kochendorfer’s theorem [11] there is no
non-trivial primitive S-ring over Zpa ⊕ Zpb with a >b as well. A more general result [12]
states that if a Sylow p-subgroup of the group is of type Zpa ⊕Zpb with a >b, then there is no
non-trivial primitive S-ring over this group. The structure of S-rings over Zp is well known
[7]. Each S-ring corresponds to a subgroup HAut(Zp): an S-ring has a standard basis of
orbits of this subgroup. In particular, the SRCG or the Cayley tournament corresponds to
the unique subgroup of Aut(Zp) of index 2 [2].
Therefore the “ﬁrst family” of groups which is suitable for the search of non-trivial
SRCGs is Zpn ⊕ Zpn with p prime. The SRCGs over Zpn ⊕ Zpn with Paley parameters,
namely (, (−1)/2, (−5)/4, (−1)/4), were considered by Davis [5] (n=2) and Leung
and Ma [12] in the general case. Some examples of SRCGs were constructed in these papers
but the enumeration problem was not considered. The goal of this paper is to describe all
SRCGs over Zpn ⊕ Zpn , where p is an odd prime.
In order to formulate the main result, we need to introduce additional notations. Let 
be the poset of all cyclic subgroups of Zpn ⊕ Zpn ordered by inclusion. The Hasse diagram
of this poset is a tree with the trivial subgroup as a root. The valency of a node H ∈  is
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1 if H is a leaf and p + 1 otherwise. It turns out (Proposition 2.5) that each SRCG over
Zpn ⊕ Zpn is generated by a set of generators of elements of a subset of . We shall say
that S ⊆  deﬁnes an SRCG if G
(⋃
H∈SOH
)
is an SRCG, where OH is the set of all
generators of H. We denote G
(⋃
H∈S OH
)
by G(S) and the simple quantity
∑
H∈S OH
by [S] for S ⊆ .
For a cyclic subgroup H of Zpn ⊕ Zpn we deﬁne Father(H) = pH = {ph | h ∈ H },
Sons(H) = {F ∈  | Father(F ) = H }. If |H | = pi , deﬁne the length of H by l(H) = i.
Any set of the form Sons(H), H ∈ , will be called a block of . Any union of blocks
will be called a block set. Two subsets A1, A2 ⊆  will be called block equivalent if their
symmetric difference A1 ÷ A2 is a block set.
Deﬁnition 1.5. Let (a1, . . . , an) be an integer vector, 0a1p + 1, 0amp − 1,
2mn. We say that S ⊆  is (a1, . . . , an)-homogeneous if {e} /∈ S and for each H ∈ 
such that 0 l(H)<n it holds that
|Sons(H) ∩ S| =
{
al(H)+1 + 1 if H ∈ S,
al(H)+1 if H /∈ S.
A complement of a graph which is deﬁned by an (a1, . . . , an)-homogeneous set is a graph
which is deﬁned by a (p + 1 − a1, p − 1 − a2, . . . , p − 1 − an)-homogeneous set. We call
two subsets S, T ⊆  complement iff S ∪ T = \{{e}} and S ∩ T = ∅.
Let 1 be the set which contains all cyclic subgroups of Zpn ⊕ Zpn of order p and the
trivial subgroup. Let S ⊆  deﬁne a non-trivial SRCG. There exists a unique homogeneous
set Sh ⊆  which is block equivalent to S and satisﬁes Sh ∩ 1 = S ∩ 1 (Corollary 5.9).
The group 〈(pn−1, 0), (0, pn−1)〉 is the group of all elements of order dividing p. The
main theorem of this paper is:
Theorem 1.6. Let p be aprimenumber. Every strongly regularCayley graphoverZpn⊕Zpn
is deﬁned by a subset of . Let p> 2 and let  : Zpn ⊕ Zpn → Zpn ⊕ Zpn/〈(pn−1, 0),
(0, pn−1)〉Zpn−1 ⊕ Zpn−1 be the canonical homomorphism, S ⊆  and S 
= ∅, S 
=
\{{e}}. S deﬁnes a non-trivial strongly regular Cayley graph over Zpn ⊕Zpn iff one of the
following conditions is true:
1. S is an (a1, a2, . . . , a2)-homogeneous set and S is not a (1, 0, . . . , 0) or a (p,
p − 1, . . . , p − 1)-homogeneous set;
2. if n> 3, then Sh is an (a1, 0, . . . , 0, an)-homogeneous set with an > 0, Sh ⊆ S and
Q = (S\Sh) deﬁnes a non-trivial strongly regular Cayley graph over (p(Zpn ⊕
Zpn))Zpn−2 ⊕ Zpn−2 for which Qh is a (0, 0, . . . , 0, an) or a (p, p − 1, . . . ,
p − 1, an − 1)-homogeneous set;
if n = 3, then Sh is an (a1, 0, a3)-homogeneous set with a3 > 0, Sh ⊆ S and Q =
(S\Sh) is an (a3)-homogeneous set which deﬁnes a strongly regular Cayley graph
over (p(Zp3 ⊕ Zp3))Zp ⊕ Zp;
3. S is a complement of the mentioned in the previous item.
All non-trivial SRCGs over Zpn ⊕ Zpn with p> 2 are of the Latin Square Type with
principal eigenvalue k and non-principal eigenvalues r, s such that r=s+pn, k=s−spn. In
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the ﬁrst case of the theorem s=−a1−a2(pn−p)/(p−1), where 0a1p+1, 0a2p−1
and s /∈ {0,−1,−pn,−pn − 1}. In two subcases of the second case s = −a1 − anpn−1,
where 0a1p + 1, 0<anp − 1. We do not consider the isomorphism problem of
graphs with the same parameters in this paper.
2. Strongly regular Cayley graphs and rational S-rings over ﬁnite abelian groups
Let G be a ﬁnite abelian group. Denote by Irr(G) the set of irreducible characters of G. In
what follows we extend an irreducible character of G to the complex group-algebra C[G].
But for simplicity of notations, if  ∈ Irr(G), then we write ker() instead of ker(|G),
where |G is a restriction of  on G. For S ⊆ G and t ∈ Z we deﬁne S(t) = {gt | g ∈ S}.
Theorem 2.1 (Leung andMa [12]). Let G be an abelian group of order  and S be a subset
of G with e /∈ S and S(−1) = S. Then G(S) is an (, k, , )-SRCG over G if and only if for
any irreducible character  of G
(S) =
{
k if  is principal on G,
(− ± √)/2 if  is non-principal on G,
where (S) =∑g∈S (g),  = ( − )2 + 4(k − ). These values are equal to the SRCG
eigenvalues k, r, s correspondingly.
Theorem 2.2 (Leung andMa [12]). Let G be an abelian group of order  and S be a subset
of G with e /∈ S and S(−1) = S. Suppose that there exists an (, k, , )-SRCG G(S) such
that = (−)2 +4(k−) is not a square. Then G(S) is an SRCG with Paley parameters
(, ( − 1)/2, ( − 5)/4, ( − 1)/4) and  = p2	+1 for some prime p ≡ 1mod 4 and
integer 	.
Let G be a ﬁnite abelian group of exponent m. Let P(G) be the group consisting of all
automorphisms of G of the form x → xt , where t ranges through all residues t which are
relatively prime to m. The orbits of this action are in a one-to-one correspondence with
cyclic subgroups of G. More precisely, if HG is a cyclic subgroup, then the set of its
generators OH is an orbit of P(G). Denote the S-module (with C as R) with standard basis
of simple quantities OH by W(G).
Theorem 2.3 (Bridges and Mena [3]). Let G be a ﬁnite abelian group. Then the S-module
W(G) is an S-ring over G. Moreover, W(G) is the unique maximal S-ring over G for
which the values of the irreducible characters of G on the elements of its standard basis are
rational.
Deﬁnition 2.4. Let G be a ﬁnite abelian group. Any S-ring over G contained in W(G) is
called a rational S-ring over G.
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Proposition 2.5. Let A be a ﬁnite abelian group of order which is not of the form p2	+1.
There exists a one-to-one correspondence between the following sets:
1. rank 3 rational S-rings over A,
2. pairs of complement SRCGs over A,
3. pairs of complement unions of standard basic subsets ofW(A), excepting {e}, for which
the set of all values of non-principal irreducible characters of A on each union contains
only two elements.
Deﬁnition 2.6 (Bridges and Mena [3]). Let  : G × G → C∗ satisfy
1. (g, h) = (h, g),
2. (g, h1h2) = (g, h1)(g, h2),
3. ∀g ∈ G (g, h) = 1 ⇒ h = e.
Then g → (g,−) is called a symmetric isomorphism of G with its character group.
Deﬁnition 2.7. Let G(S) be an SRCG and  be a symmetric isomorphism of G with its
character group. Deﬁne S+ such that e /∈ S+ and for each g ∈ G, g 
= e it holds that
g ∈ S+ iff ∑h∈S (g, h) = r , where r is the largest non-principal eigenvalue of G(S).
Then G(S+) is called the dual graph to G(S) with respect to .
Theorem 2.8 (Delsarte [6]). G(S+) is a non-trivial SRCG iff G(S) is a non-trivial
SRCG and in this case (r − s)(r+ − s+)=|G|, where r+, s+ are non-principal eigenvalues
of G(S+).
3. Complex characters of rational S-rings over ﬁnite abelian groups
Proposition 3.1 (Bridges and Mena [2]). The set of simple quantities which correspond
to cyclic subgroups of G forms a basis of W(G) called the subgroup basis.
Proof. Let Cm be a cyclic subgroup of G of order m, Cm =∑l∈Dm Ol , where Dm is the
set of all divisors of m, Ol is the orbit corresponding to the cyclic subgroup Cl of Cm. Then
Om =∑l∈Dm (m/l)Cl , where (x) is the Möbius function. 
Proposition 3.2. Let 
,  ∈ Irr(G). 
 and  are equal on W(G) iff ker(
) = ker().
Proof. Let H be an element of the subgroup basis of W(G).
(H) =
∑
h∈H
(h) =
{0 if H ker(),
|H | if H ⊆ ker().
Thus if ker()=ker(
), then 
 and  are equal on the subgroup basis of W(G). If ker() 
=
ker(
), then there exists h ∈ G for which h ∈ ker() and h /∈ ker(
) or h /∈ ker() and
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h ∈ ker(
).Assume thath ∈ ker() andh /∈ ker(
). ThenH=〈h〉 ⊆ ker() andH ker(
).
Then 
(H) 
= (H) as desired. 
Deﬁnition 3.3. A subgroup HG is called a cocyclic subgroup iff G/H is a cyclic group.
Proposition 3.4. There exists a one-to-one correspondence between the set of equivalence
classes of Irr(G),where two characters belong to the same class iff they are equal onW(G),
and the set of cocyclic subgroups of G.
Deﬁnition 3.5. The intersection of all maximal subgroups of a groupG is called the Frattini
subgroup of G and denoted by (G). If G has no maximal subgroups, (G) = G by
deﬁnition.
If G is a cyclic group of the order pa11 · · ·pass , then (G) has the index p1 · · ·ps .
Lemma 3.6. Let  ∈ Irr(G), h ∈ G, H = 〈h〉, F = H ∩ ker(). Denote by OH the set of
all generators of H. Then
(OH ) = |(H)|
( |H |
|F |
)

( |F |
|(H)|
)
.
Proof. Denote by o(h) the order of h. Since H = ⋃d|o(h) O〈hd 〉, we have (H) =∑
d|o(h) (O〈hd 〉). Using the Möbius inversion we obtain
(OH ) =
∑
d|o(h)
(o(h)/d)(Gd),
where Gd is the unique subgroup of H of order d. By Proposition 3.2 we obtain
(Gd) = 0 if Gd ker() and (Gd) = |Gd | if Gd ⊆ ker(). Thus
(OH ) =
∑
d
∣∣∣|F |
(o(h)/d)(Gd) =
∑
d
∣∣∣|F |
(o(h)/d)|Gd | =
∑
d
∣∣∣|F |
(o(h)/d)d.
Since o(h)/d=|H |/d= (|H |/|F |)(|F |/d) and (x)=0 whenever x is divisible by a square
of a prime integer, (OH )= 0 in the case of |H |/|F | being divisible by a square of a prime
integer.
If |H |/|F | is not divisible by a square, then F ⊇ (H) and
(OH ) = |(H)|
∑
|(H)|
∣∣∣ d∣∣∣ |F |

(
o(h)
d
)(
d
|(H)|
)
.
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We have o(h)/d = (o(h)/|F |)(|F |/d). Since o(h)/d is not divisible by a square, o(h)/|F |
and |F |/d are co-prime. Taking into account that  is multiplicative in this case we obtain
(OH ) = |(H)|
(
o(h)
|F |
) ∑
|(H)|
∣∣∣d∣∣∣ |F |

( |F |
d
)(
d
|(H)|
)
= |(H)|
( |H |
|F |
) ∑
d1
∣∣∣(|F |/|(H)|)

( |F |
|(H)|d1
)
d1
= |(H)|
( |H |
|F |
)

( |F |
|(H)|
)
. 
4. The characters of the S-ring W(Zpn ⊕ Zpn)
In the following sections G will stand for Zpn ⊕ Zpn .
Proposition 4.1. The subgroups
{H | H = 〈(pm, apm)〉, 0mn − 1, 0apn−m − 1}
∪ {H | H = 〈(bpm+1, pm)〉, 0mn − 1, 0bpn−m−1 − 1} ∪ {{(0, 0)}}
exhaust the set of cyclic subgroups of G. The set of cyclic subgroups is partially ordered by
inclusion. The Hasse diagram of this poset is a tree, where the trivial subgroup is the root.
Proof. The above subgroups are distinct and a total number of their generators is equal to
|G|. Therefore they exhaust the set of cyclic subgroups of G. The lattice of subgroups of a
cyclic p-group is a chain, therefore the Hasse diagram of the poset of cyclic subgroups of
a p-group is a tree. This tree is denoted by . 
Proposition 4.2. 1. The subgroups
{K | K = 〈(1, a), (0, pm)〉, 1mn, 0apm − 1}
∪ {K | K = 〈(bp, 1), (pm, 0)〉, 1mn, 0bpm−1 − 1} ∪ {G}
exhaust the set of cocyclic subgroups of G.
2. Let HZpn ⊕ Zpm be a cocyclic subgroup of G. Deﬁne H = {pmh | h ∈ H }. Then
H → H is a bijection between the set of cocyclic subgroups of G and the set of cyclic
subgroups of G. Moreover, H1 ⊆ H2 iff H1 ⊇ H2 .
3. The set of cocyclic subgroups is partially ordered by inclusion. The Hasse diagram of
this poset is a tree, where G is the root.
Proof. (1) If H is a cocyclic subgroup of G, then HZpn ⊕ Zpm with 0mn. Then the
conclusion follows from Proposition 4.1.
(2) 〈(1, a), (0, pn−m)〉 = 〈(pm, apm)〉 are distinct for 0apn−m − 1, 0mn.
〈(1, a1), (0, pm1)〉 ⊇ 〈(1, a2), (0, pm2)〉 ⇔ (a1 ≡ a2(modpm1) and m1m2) ⇔
〈(pn−m1 , a1pn−m1)〉 ⊆ 〈(pn−m2 , a2pn−m2)〉. 
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Denote the tree of cocyclic subgroups by ∇. Thus  maps the Hasse diagram of the poset
∇ onto the Hasse diagram of . We denote the inverse function of  by ∇ .
It is easy to see that |H | = pn iff H = H . This fact is generalized in the following
lemma.
Lemma 4.3. Let F ∈  and H ∈ ∇. Then F ⊆ H iff l(F ) − l(F ∩ H)n − l(H).
Proof. Let |H |=pn+m. Then |H|=pn−m, l(H)=n−m . So our claim is equivalent to
F ⊆ H iff l(F )− l(F ∩H)m. Assume F ⊆ H . Then H = pmH ⊇ pmF . Therefore
F ∩H ⊇ pmF . F is cyclic and [F : pmF ]pm hence [F : F ∩H][F : pmF ]pm.
But [F : F ∩ H] = |F |/|F ∩ H| = pl(F )−l(F∩H) implies l(F ) − l(F ∩ H)m, as
desired.
If l(F )<m, then F ⊆ H . Assume now that l(F )m and l(F ) − l(F ∩ H)m, i.e
[F : F ∩ H]pm = [F : pmF ]. Since F is cyclic, this inequality is equivalent to the
inclusion F ∩ H ⊇ pmF which is equivalent to H ⊇ pmF . We may assume that
H = 〈(1, 0), (0, pn−m)〉. Then H = 〈(pm, 0)〉. Let f = (f1, f2) be a generator of F.
Then pmF = 〈(pmf1, pmf2)〉. Now pmF ⊆ H implies f2 ≡ 0(modpn−m). Therefore
f = (f1, pn−mf ′2) ∈ 〈(1, 0), (0, pn−m)〉 = H . 
Now we extend some notations from the previous sections. Deﬁne i = {H ∈  |
l(H) i}. Deﬁne descendants of H ∈  inductively: Des1(H) = Sons(H), Desi+1(H) =
{F ∈  | Father(F ) ∈ Desi (H)}. Let ji = {Desj (H) | H ∈ i} for i + jn. We write
j instead of jn−j . 
j
i is a poset with order relation “⊆j ”: F1⊆jF2, F1 = Desj (H1),
F2 = Desj (H2) ∈ ji iff H1 ⊆ H2. The Hasse diagram of this poset is a tree. Similarly
to , we can deﬁne for ji blocks, the block equivalence and the functions l(F ), Sons(F ),
Desm(F ) for F ∈ ji . For T ⊆  we deﬁne T j = {F ∈ j | F ⊆ T }. For T ⊆ ji we
deﬁne Tm = T ∩ jm. Denote T ji = (T j )i .
Similarly to , for ∇ we can deﬁne ∇i , a block in ∇i and l(F ), Sons(F ), Desm(F ) for
F ∈ ∇i .
If S ⊆ ji , then [S] will mean the simple quantity
∑
F∈⋃H∈SHOF . In what follows the
notation H will mean an irreducible character with a kernel H and we shall write H [S]
instead of H ([S]).
Corollary 4.4. Let F ∈  and H ∈ ∇. Then
H [F ] = H (OF ) =
{ |F |(p − 1)/p if l(F ) − l(F ∩ H)n − l(H),
−|F |/p if l(F ) − l(F ∩ H) = n − l(H) + 1,
0 otherwise.
Proof. Apply Lemmas 4.3 and 3.6. 
Proposition 4.5. Let X, Y ⊆ ji such that (X ∪ Y ) ∩ j0 = ∅ and for each l, 1 l i,
either X ∩ (jl \jl−1) = ∅ or Y ∩ (jl \jl−1) = ∅. Then for each H1, H2 ∈ ∇n−j\∇n−1−j
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it holds that
|(H1 [X] − H1 [Y ]) − (H2 [X] − H2 [Y ])|(2pi − 1)p2j .
Proof. IfH ∈ ∇n−j\∇n−1−j , then −p2j+1H [X∩(j1\j0)](p−1)p2j and −(pm−
pm−1)p2j H [X ∩ (jm\jm−1)](pm − pm−1)p2j , 2m i. Summarizing these in-
equalities we have −pi+2j H [X] − H [Y ](pi − 1)p2j if Y ∩ (j1\j0) = ∅ and
−(pi − 1)p2j H [X] − H [Y ]pi+2j if X ∩ (j1\j0) = ∅. Writing these inequalities
for H1 and for H2 we have the claim. 
5. Homogeneous strongly regular Cayley graphs over Zpn ⊕ Zpn
Proposition 5.1 (Brouwer et al. [4]). Let  be a strongly regular graph. If one of its
eigenvalues is 0 or −1, then  is a trivial strongly regular graph.
Proposition 5.2. An SRCG over G deﬁned by a block subset S ⊆  is trivial.
Proof. Let H ∈ ∇\∇n−1. Corollary 4.4 and H = H imply that if B is a block 1\0,
then H [B] = −1 and if a block B ⊆ i\i−1, 2 in, then H [B] = 0. Therefore
H [S] ∈ {0,−1}, whence by Proposition 5.1 S deﬁnes a trivial SRCG. 
Proposition 5.3. If S ⊆  is not a block set, then there exist m, 1mn, and H1,
H2 ∈ ∇\∇n−1 such that H1 [S] − H2 [S] = pm.
Proof. Let m be a maximal number for which there exists a block B ⊆ m\m−1 such
that B ∩ S 
= ∅, B\S 
= ∅. Let F1 ∈ B ∩ S, F2 ∈ B\S. We set H1 and H2 such that
H1 ∈ Desn−m(F1) and H2 ∈ Desn−m(F2). 
Proposition 5.4. If G(S) is a non-trivial SRCG with non-principal eigenvalues r and s,
then r − s = pn. In particular, G(S) is of Latin or Negative Latin Square Type.
Proof. By Propositions 5.2 and 5.3 r−s=pm, 1mn. ByTheorem 2.8 an SRCGG(S)
is non-trivial iff a dual SRCGG(S+) is non-trivial. Therefore (r−s)(r+−s+)=|G|=p2n
implying r − s = pn.
Each (, k, , )-strongly regular graph satisﬁes the equality (− k− 1)= k(k− 1− )
[15]. Therefore by Theorem 2.1 (k − r)(k − s)/ =  and k + rs = , from which it
follows that k + rs = (k − r)(k − s)/. Moreover, every non-trivial SRCG over G satisﬁes
r−s=pn. Therefore either its valency is equal to k′ =s−spn or k′′ =s+spn+pn+p2n.A
(, k, , )-strongly regular graph is called a Latin Square Type strongly regular graph if its
parameters are of the form =m2, k=q(m−1), =m−2+ (q −1)(q −2), =q(q −1).
It is called a Negative Latin Square Type strongly regular graph if its parameters are of the
form = m2, k = q(m + 1), = −m − 2 + (q + 1)(q + 2), = q(q + 1). In the case of
Zpn ⊕ Zpn, k = k′ implies that the graph is of Latin Square Type and k = k′′ implies that
the graph is of Negative Latin Square Type. 
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Deﬁnition 5.5. Let (a1, . . . , ai)be an integer vector, 0a1p+1, 0amp−1, 2m i.
We say that S ⊆ ji is (a1, . . . , ai)-homogeneous if j0 S and for each H ∈ ji−1 it holds
that
|Sons(H) ∩ S| =
{
al(H)+1 + 1 if H ∈ S,
al(H)+1 if H /∈ S.
Let S ⊆ jk be an (a1, . . . , ak)-homogeneous set. Fix F ∈ jk , F /∈ S. If l(F ) = 0, then|Des1(F ) ∩ S| = a1 and
|Desm+1(F ) ∩ S| = (am+1 + 1)|Desm(F ) ∩ S|
+ am+1(pm + pm−1 − |Desm(F ) ∩ S|).
By induction |Desm(F ) ∩ S| = a1 + ∑mi=2 ai(pi−1 + pi−2). Analogously, if l(F ) 
= 0,
then |Desm−l(F )(F ) ∩ S| = ∑mi=l(F )+1 aipi−l(F )−1. Since these numbers depend only
on l(F ), we set Al(F),m = |Desm−l(F )(F ) ∩ S|. As it was shown before A0,m = a1 +∑m
i=2 ai(pi−1 + pi−2), Al,m =
∑m
i=l+1 aipi−l−1. Analogously, if F ∈ jk , F ∈ S, then|Desm−l(F )(F )∩ S| =Al(F),m + 1. Finally, |Desm−l(F )(F )∩ S| =Al(F),m + S(F ), where
S(F ) = 1 if F ∈ S and S(F ) = 0 if F /∈ S. In particular, Am,m+1 = am+1. Also we set
Am,m = 0.
Proposition 5.6. Let S ⊆  be an (a1, . . . , an)-homogeneous set. Then for all t, 1 tn,
1. |{H [S] | l(H) = t}|2;
2. H1 [S] ≡ H2 [S](modpn) for all H1, H2 ∈ ∇t\∇t−1;
3. if (a1, . . . , at ) 
= (0, . . . , 0) and (a1, . . . , at ) 
= (p + 1, p − 1, . . . , p − 1), then there
exist X, Y ∈ ∇t\∇t−1 such that X[S] − Y [S] = pn;
4. if (a1, . . . , at ) = (0, . . . , 0) or (a1, . . . , at ) = (p + 1, p − 1, . . . , p − 1), then for all
X, Y ∈ ∇t\∇t−1 it holds that X[S] = Y [S].
Proof. By Corollary 4.4 each character partitions  into three subsets. Let H ∈ ∇t\∇t−1
and S = S′H ∪ S′′H ∪ S′′′H be a partition deﬁned as follows:
S′H = {F ∈ S | H [F ] = |F |(p − 1)/p},
S′′H = {F ∈ S | H [F ] = −|F |/p},
S′′′H = {F ∈ S | H [F ] = 0}.
Then H [S] = H [S′H ] + H [S′′H ]. Deﬁne Ft =H, Fi−1 = Father(Fi), i = t, . . . , 2. Then
H [S′H ] =
n−t∑
i=1
A0,i (p
i − pi−1) +
t∑
i=1
(Ai,n−t+i + S(Fi))(pn−t+i − pn−t+i−1),
H [S′′H ] = −
t−1∑
i=0
(Ai,n−t+i+1 + S(Fi) − Ai+1,n−t+i+1 − S(Fi+1))pn−t+i .
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Adding these equalities we obtain
H [S] =
n−t∑
i=1
A0,i (p
i − pi−1) − A0,n−t+1pn−t
+
t−1∑
i=1
(Ai,n−t+i − Ai,n−t+i+1)pn−t+i + (At,n + S(H))pn. (1)
If (a1, . . . , at ) 
= (0, . . . , 0) and (a1, . . . , at ) 
= (p + 1, p − 1, . . . , p − 1), then there
exists a block B ⊆ ∇t\∇t−1 such that B ∩ S 
= ∅, B\S 
= ∅. We set X ∈ B ∩ S∇ ,
Y ∈ B\S∇ . 
Let S ⊆  or S ⊆ ji . Denote xm[S] = min{H [S] | H ∈ ∇m\∇m−1} (all considered
characters have rational values).
Proposition 5.7. Let S ⊆ ji , j0 ∩ S = ∅. If H [S] ≡ H ′ [S](modpi+2j ) for every
H,H ′ ∈ ∇n−j\∇n−j−1, then
1. |{H [S] | H ∈ ∇n−j\∇n−j−1}|2;
2. there exists a unique homogeneous set Sh ⊆ ji which is block equivalent to S and
satisﬁes xn−j [S] = xn−j [Sh]; it holds that H [S] = H [Sh] for all H ∈ ∇n−j\∇n−j−1;
3. xn−j [S] = −p2j∑il=1alpl−1 whenever S is an (a1, a2, . . . , ai)-homogeneous set and
(a1, a2, . . . , ai) 
= (p + 1, p − 1, . . . , p − 1).
Proof. (1) By Proposition 4.5 |H [S] − H ′ [S]|(2pi − 1)p2j whenever H,H ′ ∈
∇n−j\∇n−j−1.
(2) We shall prove the claim by induction on i with ﬁxed j.
In the case of i=1 we set Sh=S and this is the unique possibility to satisfy the condition
xn−j [Sh] = xn−j [S] since xn−j [j1\j0] /≡ 0(modp2j ).
Assume now that i > 1. Let H ∈ ∇n−j\∇n−j−1. Consider the set Si−1 = S ∩ ji−1.
By Corollary 4.4, H [F ] ≡ 0(modpi−1+2j ) whenever l(F ) = i, therefore H [Si−1] ≡
H [S](modpi−1+2j ). Then by induction hypothesis Si−1 is block equivalent to the unique
homogeneous set (Si−1)h which satisﬁes xn−j [Si−1]=xn−j [(Si−1)h]. Since H [B]=−p2j
for a block B = j1\j0 and H [B] = 0 for a block B ⊆ jk\jk−1, k > 1, it holds that
(Si−1)h ∩ j1 = Si−1 ∩ j1 and H [Si−1] = H [(Si−1)h].
Denote F = Desj (F ∗), where F ∗ is the unique forefather of H of length i. Set
F ′ = Father(F ), B = Sons(F ′) (i.e. B is the unique block that contains F). Then
H [S]=H [Si−1]+H [S\ji−1]=H [(Si−1)h]+(−|S ∩ B|pi−1+2j+pi+2jS(F ))
= xn−j [(Si−1)h] + (Si−1)h(F ′)pi−1+2j − |S ∩ B|pi−1+2j + pi+2jS(F ).
Since all H [S], H ∈ ∇n−j\∇n−j−1 have the same residue modulo pi+2j by assumption,
there exists ai ∈ [0, p − 1] such that |S ∩ B| − (Si−1)h(F ′) ≡ ai(modp). The left-
hand side belongs to [−1, p]. If 0<ai <p − 1, then ai = |S ∩ B| − (Si−1)h(F ′) and
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(S\ji−1) ∪ (Si−1)h is the homogeneous set we are looking for. If ai = 0, then there are
three possibilities: |S ∩ B| = 0 and (Si−1)h(F ′) = 0 or |S ∩ B| = p and (Si−1)h(F ′) = 0
or |S ∩ B| = 1 and (Si−1)h(F ′) = 1. Thus we can obtain Sh by removing all blocks with
|S ∩ B| = p, (Si−1)h(F ′) = 0. Analogously, if ai = p − 1, we can obtain Sh by adding all
blocks with |S ∩ B| = 0, (Si−1)h(F ′) = 1.
(Sh)i−1 is a homogeneous set and meets the assumption, therefore (Sh)i−1 = (Si−1)h.
ThenSh is the uniquehomogeneous set forwhichH [Sh]=H [S] for allH ∈ ∇n−j\∇n−j−1
by construction.
(3) The equation is a straightforward consequence of Corollary 4.4. 
Corollary 5.8. If S ⊆ ji , S ∩ j0 = ∅ and Sh is an (a1, . . . , ai)-homogeneous set, then
1. if 0<al <p − 1, then S ∩ (jl \jl−1) = Sh ∩ (jl \jl−1) for each l, 1 l i;
2. if Sh is neither (0, . . . , 0)-homogeneous nor (p + 1, p − 1, . . . , p − 1)-homogeneous,
then there exists a block B ⊆ ji \ji−1 such that B ∩ S 
= ∅ and B\S 
= ∅.
Corollary 5.9. If S ⊆  deﬁnes a non-trivial SRCG over G, then there exists a unique
(a1, . . . , an)-homogeneous set Sh ⊆  such that S and Sh are block equivalent and
s = xn[Sh].
Proposition 5.10. LetS ⊆  be an (a1, . . . , an)-homogeneous set. Then S deﬁnes an SRCG
iff a2 = · · · = an.
Proof.
G[Sm] =
m∑
i=1
A0,i (p
i − pi−1) = a1(pm − 1)
+
m∑
i=2
ai(p
i−1 + pi−2)(pm − pi−1).
If H ∈ ∇t\∇t−1, 1 t < n, then H [Sn−t ] = G[Sn−t ] and by (1)
H [S] = G[Sn−t ] − A0,n−t+1pn−t + At,npn
+
t−1∑
i=1
(Ai,n−t+i − Ai,n−t+i+1)pn−t+i + S(H)pn
= − a1 − an−t+1p2n−2t−1 +
n−t∑
i=2
aip
n−t+i−1 −
t∑
i=2
aip
n−t+i−1
−
n−t∑
i=2
aip
2i−2 −
n−t∑
i=2
aip
2i−3 + S(H)pn. (2)
If S is a (0, . . . , 0, an)-homogeneous set, then F [S] = 0 whenever l(F ) = n − 1 and
H [S] = −anpn−1 + pnS(H) whenever l(H) = n. Therefore an = 0. If S is a (p + 1,
p − 1, . . . , p − 1, an)-homogeneous set, then we turn to a complement.
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In other cases |{H [S] | l(H) = n − 1}| = 2 and |{H [S] | l(H) = n}| = 2. Therefore S
being an SRCG implies xn−1[S] = xn[S]. Since xn[S] =−∑ni=1 aipi−1, xn−1[S] =−a1 −
a2p −∑n−1i=2 aipi , we have
a2p +
n−1∑
i=2
aip
i =
n∑
i=2
aip
i−1
. (3)
In the last equality every degree of p from 1 to n−1 occurs in the left and in the right hands
exactly once with a coefﬁcient ai , 0aip − 1, and for all i > 2 there exists j < i such
that ai = aj . Consequently, a2 = · · · = an.
Conversely, if we assume that a2 =· · ·=an, then substituting into (2) we obtain H [S]=
−∑ni=1 aipi−1 + S(H)pn for H ∈ ∇t\∇t−1. We remark that in this case k = x0[S] =
s − spn. 
6. Non-homogeneous strongly regular Cayley graphs over Zpn ⊕ Zpn
If n = 1, then each subset of standard basis elements of W(G) corresponds to an SRCG
[8]. In what follows we assume that n2.
Let us give examples of SRCGs over G which are not deﬁned by a homogeneous set.
Take G = Z4 ⊕ Z4. The graph which is deﬁned by a union of (2, 0)-homogeneous set S
and the unique block B ⊆ (2\1)\S is an (16, 10, 6, 6)-SRCG and we denote the set
of such graphs by 2. We denote by c2 the set of their complements. A graph from c2
is the Clebsch graph, since the Clebsch graph is the unique (16, 5, 0, 2)-strongly regular
graph. Since parameters of a strongly regular graph determine parameters of its complement,
the complement of the Clebsch graph is the unique (16, 10, 6, 6)-strongly regular graph.
Similarly, takeG=Z8⊕Z8. The graphwhich is deﬁned by a union of (3, 0, 0)-homogeneous
set S and all blocks B ⊆ (3\2)\S is an (64, 45, 32, 30)-SRCG and we denote the set
of such graphs by 3. We denote by c3 the set of their complements. A graph from c3 is
a (64, 18, 2, 6)-SRCG. Strongly regular graphs with these parameters were enumerated in
[9]. Every edge of the unique (64, 18, 2, 6)-strongly regular graph which was generated by
a generalized quadrangle contains in a 4-clique [9]. Computer search shows that there is no
graph in c3 which contains a 4-clique.
A complement of a graph which is deﬁned by an (a1, . . . , an)-homogeneous set is a
(p + 1 − a1, p − 1 − a2, . . . , p − 1 − an)-homogeneous set. A homogeneous set which is
block equivalent to a complement of an (a1, . . . , an)-homogeneous set is a (p+1−a1, p−
1−a2, . . . , p−1−an)-homogeneous set or (0, . . . , 0, p−ai, p−1−ai+1, . . . , p−1−an)-
homogeneous set if a1 = · · · = ai−1 = 0 or (p + 1, p − 1, . . . , p − 1, p − 2 − ai, p − 1 −
ai+1, . . . , p − 1 − an)-homogeneous set if a1 = p + 1, a2 = · · · = ai−1 = p − 1.
Proposition 6.1. If S and Sh deﬁne non-trivial SRCGs, then S = Sh or G(S) ∈ 2 or c2
or 3 or c3.
Proof. By Proposition 5.10 and Corollary 5.8 if Sh is an (a1, . . . , an)-homogeneous set
which deﬁnes an SRCG and S 
= Sh, then either a2 =· · ·=an =0 or a2 =· · ·=an =p−1 .
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Suppose that a2=· · ·=an=0. Then G[S]> G[Sh] hence G[S]=k′′=s+spn+pn+p2n
and k′′ >k′. Let B =⋃{D is a block in  | D ∩ Sh = ∅}. Then
G[B] =
n∑
i=2
(pi + pi−1 − A0,i−1p)(pi − pi−1) = p2n − p2 + a1p2 − a1pn+1.
Therefore G[S] − G[Sh]p2n − p2 + a1p2 − a1pn+1, where G[sh] = s − spn and
s =−a1, which is equivalent to a1 − 1((p − 2)a1 + 1)pn−2. Hence n= 2, p = 2, a1 = 2
or n= 3, p = 2, a1 = 3. In the ﬁrst case Sh ∪ B deﬁnes a graph from 2 and in the second
case Sh ∪ B deﬁnes a graph from 3. 
Proposition 6.2. Let H ∈ ∇1\∇0. Denote H = (\n−1)\Desn−1(H). Then for each
subset S ⊆  it is fulﬁlled that G[S] − H [S] = pn|H ∩ S|.
Proof. The equation is a straightforward consequence of Corollary 4.4. 
Proposition 6.3. LetG(S) be a non-trivial (p2n, k, , )-SRCG over Gwith k=s+spn+
pn+p2n. Ifp> 2, then S is a ((p+1)/2, (p−1)/2, . . . , (p−1)/2)-homogeneous set which
deﬁnes an SRCGwith Paley parameters. Moreover, ((p+1)/2, (p−1)/2, . . . , (p−1)/2)-
homogeneous sets exhaust the set of SRCGswith Paley parameters over G. Ifp=2, then S or
its complement satisfy S\Sn−1=(Sh\Shn−1)∪
(⋃{D is a block in \n−1 | D ∩ Sh = ∅}).
Proof. Let H ∈ ∇1\∇0. Then by Proposition 6.2 G[S] − H [S] = pn|H ∩ S|. Since S
deﬁnes an SRCG, H [S] ∈ {s, s +pn}. By assumption k = s + spn +pn +p2n. Therefore
|H ∩ S| =
{
s + pn + 1 if H [S] = s,
s + pn if H [S] = s + pn.
In other words, |H ∩ S| = s + pn + 1 − {s+pn}(H [S]). Let Sh be an (a1, . . . , an)-
homogeneous set. Let S∗ =Sn−1 ∪ (Sh\Shn−1). Then H ∩S∗ =H ∩Sh and |H ∩S∗|=
A0,n − (A1,n + Sh(H)) = −s − Sh(H).
If 0<an <p − 1, then S∗ = S, Sh(H) = {s+pn}(H [S]) whence s + pn + 1 = −s.
Therefore p is an odd prime and
−s = (pn + 1)/2 ≡ (p + 1)/2(modp) /≡ 1(modp).
Thus the ﬁrst coordinate of Sh is (p + 1)/2 and s deﬁnes the homogeneous coordinates of
Sh which are equal to ((p + 1)/2, (p − 1)/2, . . . , (p − 1)/2). By Corollary 5.8 S = Sh
since (p−1)/2 
= 0 and (p−1)/2 
= p− 1. Thus S is homogeneous and deﬁnes an SRCG
with Paley parameters by Proposition 5.10.
Assume now that S ⊆  is a set which deﬁnes an SRCG with Paley parameters. Then
− = r + s = s +pn + s =−1. Using arguments from the previous paragraph we obtain
that SRCGs with Paley parameters over G are ((p + 1)/2, (p − 1)/2, . . . , (p − 1)/2)-
homogeneous sets.
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Consider the case of an = 0 and p> 2. Let B = ⋃{D is a block in  | D ⊆ H ,
D ∩ Sh = ∅} and H ∈ ∇1\∇0. Then |B| = pn − (A1,n−1p + a1 − Sh(H))p and
0 = |H ∩ S| − |H ∩ S∗| − |B ∩ S| |H ∩ S| − |H ∩ S∗| − |B|
= s + pn + 1 − {s+pn}(H [S]) + s + Sh(H)
− p(pn−1 − A1,n−1p) + a1p − Sh(H)p
=
n−1∑
i=1
ai(p
i − 2pi−1) + 1 − {s+pn}(H [S]) − (p − 1)Sh(H). (4)
If p> 2 and ai 
= 0 for some 2 i < n, then (4) is strongly positive. Therefore
a2 = · · · = an−1 = an = 0. Now by Proposition 6.1 S = Sh and k = s − spn. Together
with k = s + spn + pn + p2n this implies s = −(pn + 1)/2 and contradicts to an = 0.
Consider now the case of an =0 and p=2. Let H ∈ ∇1\∇0 and B =⋃{D is a block in
 | D ⊆ H ,D ∩ Sh = ∅}. Then
0 = |H ∩ S| − |H ∩ S∗| − |B ∩ S| |H ∩ S| − |H ∩ S∗| − |B|
= 1 − {s+pn}(H [S]) − Sh(H).
Since D ∩ Sh = ∅ for each block D ⊆ B, it holds that |B ∩ S| and |B| are divisible by p.
Therefore {s+pn}(H [S])+Sh(H)=1 and B ∩S =B. Since \n−1 =
⋃
H∈∇1\∇0 H ,
it holds that
⋃{D is a block in \n−1 | D ∩ Sh = ∅} ⊆ S. In particular, graphs from 2
and 3 satisfy this condition.
If G(S) is an SRCG with the valency k = s + spn + pn + p2n, then its complement
has the valency of the same type. Then the case of an =p − 1 is complement to the case of
an = 0. 
Proposition 6.4. Let S deﬁne a non-trivial SRCG over G. If k = s − spn, then S\Sn−1 =
Sh\Shn−1.
Proof. Let H ∈ ∇1\∇0. Let S∗ = Sn−1 ∪ (Sh\Shn−1). Then
G[S∗] = G[Sn−1] + A0,n(pn − pn−1),
H [S∗] = G[Sn−1] + (A1,n + H(Sh))pn − A0,npn−1.
Therefore by Proposition 6.2
|H ∩ S∗| = A0,n − A1,n − H(Sh) = −s − H(Sh).
Again by Proposition 6.2 and by k = s − spn we have |H ∩ S| = −s − {s+pn}(H [S]).
By construction of Sh either S∗ ⊆ S or S ⊆ S∗. Therefore either H ∩ S∗ ⊆ H ∩ S or
H ∩S ⊆ H ∩S∗. From which it follows that |(H ∩S)÷(H ∩S∗)|=||H ∩S|−|H ∩
S∗|| ∈ {0, 1}, where ÷ denotes the symmetric difference. Since H ∩ S and H ∩ S∗ are
block equivalent, the cardinality of their symmetric difference is divisible by p. Therefore
|H ∩ S| = |H ∩ S∗| and H ∩ S =H ∩ S∗. Since \n−1 =⋃H∈∇1\∇0H , we obtain
(\n−1) ∩ S = (\n−1) ∩ S∗ from which it follows that S\Sn−1 = Sh\Shn−1. 
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Proposition 6.5. Let S deﬁne a non-trivial SRCG over G, p> 2. Then either S is an
(a1, a2, . . . , a2)-homogeneous set or Sh is an (a1, . . . , an)-homogeneous set with an−1 = 0
or an−1 = p − 1.
Proof. Now we can assume that n3.According to Corollary 5.9 there exists a block set U
such that S=Sh ÷U . Denote R=Sh ∩U , T =U\Sh. Let F ∈ ∇n−1\∇n−2. Then F [S]=
F [Sh] + F [T ] − F [R]. We have by Proposition 5.6 |{residue of F [Sh] modulo pn |
l(F ) = n − 1}| = 1. Furthermore, |{residue of F [S] modulo pn | l(F ) = n − 1}| = 1.
Therefore |{residue of (F [T ] − F [R]) modulo pn | l(F ) = n − 1}| = 1. By Proposition
6.4 S\Sn−1=Sh\Shn−1. Then T 1 ⊆ 1n−2,R1 ⊆ 1n−2. Denote R¯=
⋃
{m|am=p−1,2mn−1}
(m\m−1)\R. Since F [m\m−1] = −p2{2}(m) for nm2, it follows that
F [R¯] = −p2{m|am=p−1}(2) − F [R]. Denote Q = T ∪ R¯ and 
 = {m|am=p−1}(2). By
Proposition 5.7 Q1 is block equivalent to the unique (b1, b2, . . . , bn−2)-homogeneous set
Q1h ⊆ 1n−2 with Q1h ∩ 11 = Q1 ∩ 11. Therefore
F [Q] = F [Q1h] = xn−1[Q] + Q1h(Sons(Father(F)))pn.
Thus if Q1h is not a (p + 1, p − 1, . . . , p − 1)-homogeneous set, then
F [S] = s + {s+pn}(F [S])pn
= F [Sh] + F [T ] − F [R] = F [Sh] + F [Q] + 
p2
= xn−1[Sh] + Sh(F)pn + xn−1[Q]
+ Q1h(Sons(Father(F)))pn + 
p2. (5)
IfQ1h is a (p+1, p−1, . . . , p−1)-homogeneous set, then F [S]=s+{s+pn}(F [S])pn=
xn−1[Sh] + Sh(F)pn − p2 + 
p2.
Consider the cases when Q1h is a (0,…,0)-homogeneous set and 
 = 0 or Q1h is a
(p + 1, p − 1, . . . , p − 1)-homogeneous set and 
= 1. If an−1 = 0 or an−1 = p − 1 then
there is nothing to prove. If an−1 
= 0 and an−1 
= p − 1 then Sh(F) has two values and
s=xn−1[Sh]. Now, Sh is an (a1, a2, . . . , a2)-homogeneous set by (3). Then by Proposition
6.1 S = Sh.
If Q1h is a (p + 1, p − 1, . . . , p − 1)-homogeneous set and 
 = 0, then a2 
= p − 1,
Q ∩ (2\1)= T ∩ (2\1) and by Corollary 5.8 a2 = 0, a1 = 0 and s = xn−1[Sh] − p2.
Thus
∑n−1
i=3 aipi−1 = (anpn−1 − p2)/(p − 1) and
n−1∑
i=3
aip
i−1 =
n−1∑
i=3
anp
i−1 + p2(an − 1)/(p − 1).
This implies that an=1 and∑n−1i=3 aipi−2 =∑n−1i=3 pi−2. Therefore Sh is a (0, 0, 1, . . . , 1)-
homogeneous set and S = Sh ∪ (2\1). The equality k = s − spn = G[Sh] + G[2\1]
implies n = 4. Thus Sh is a (0, 0, 1, 1)-homogeneous set. By direct calculations one can
check that s 
= x2[S].
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If Q1h is a (0, . . . , 0)-homogeneous set and 
 = 1, then a2 = p − 1, a1 = p + 1, and
s=xn−1[Sh]+p2.Analogously to the previous case, Sh is a (p+1, p−1, p−2, . . . , p−2)-
homogeneous set. Turning to a complement we obtain that there is no non-trivial SRCGover
G which is deﬁned by a set S such that Sh is (p+1, p−1, p−2, . . . , p−2)-homogeneous.
The fact that Q1 is block equivalent to a homogeneous set which is neither (0, . . . , 0)-
homogeneous nor (p + 1, p − 1, . . . , p − 1)-homogeneous implies by Corollary 5.8 that
an−1 = 0 or an−1 = p − 1. 
Lemma 6.6. Let S deﬁne a non-trivial SRCGoverG,p> 2.Then either S is an (a1, a2, . . . ,
a2)-homogeneous set or one of the sets Sh or (\0)\Sh is an (a1, 0, . . . , 0, an)-
homogeneous set.
Proof. We shall use the notations of the previous proposition.According to Proposition 6.5
we can assume that n4 and since the case of an−1 = p − 1 is complement to an−1 = 0,
we assume an−1 = 0. This assumption entails that if l(F ) = n − 1 and Sh(F) = 1,
then Q1h(Sons(Father(F))) = 0 because a block cannot be included in S partially and
completely at the same time. We shall use this consideration in the proof.
Assume the contrary. Then there exists j, 2jn − 2, such that aj 
= 0 and ai = 0 for
each i, j < in − 1. Then Sh(F) has two values on ∇n−1\∇n−2 and, consequently, (5)
implies s = xn−1[Sh] + xn−1[Q] + 
p2. We have s = −∑ni=1 aipi−1, xn−1[Sh] = −a1 −
a2p −∑n−1i=2 aipi by (2) which implies that
0 − xn−1[Q] =
n−2∑
i=1
bip
i+1 = anpn−1 − (p − 1)
n−1∑
i=3
aip
i−1 − a2p2 + 
p2. (6)
Then (6) implies an > 0 and
bn−2an − 1. (7)
It holds that
pn−1 + p2
n−3∑
i=1
bip
i+1 = (an − bn−2)pn−1 − (p − 1)
j∑
i=3
aip
i−1 − a2p2 + 
p2
(an − bn−2)pn−1 − pj+1 + pj + p2.
These inequalities and (7) imply
bn−2 = an − 1. (8)
Further, (1 − p)∑j+1i=3 aipi−1 ≡ a2p2 − 
p2 +∑j−1i=1 bipi+1(modpj+1).
If b1=b2=· · ·=bj−1=0 and 
=0 or b1=p+1, b2=· · ·=bj−1=p−1 and 
=1, then
(1−p)∑j+1i=3 aipi−1 ≡ a2p2(modpj+1),∑j+1i=3 aipi−1 ≡ a2p2 +· · ·+a2pj (modpj+1).
Therefore a2 = a3 = · · · = aj = aj+1 = 0 which contradicts to aj 
= 0.
If b1 =p+1, b2 =· · ·=bj−1 =p−1 and 
=0, then a2 =0 and (1−p)∑j+1i=3 aipi−1 ≡
p2(modpj+1), aj+1 = 1 which contradicts to aj+1 = 0.
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If b1 = b2 = · · · = bj−1 = 0 and 
 = 1, then a2 = p − 1 and (1 − p)∑j+1i=3 aipi−1 ≡
(p − 2)p2(modpj+1), aj+1 = p − 2 which contradicts to aj+1 = 0.
Therefore b1 = b2 = · · · = bj−1 = 0 contradict to the assumption and b1 = p + 1,
b2 = · · · = bj−1 = p − 1 contradict to the assumption. By Corollary 5.8
aj = p − 1. (9)
Thus
n−3∑
i=1
bip
i+1 = pn−1 − (p − 1)
j∑
i=3
aip
i−1 − a2p2 + 
p2
pn−1 − pj+1 + pj + p2. (10)
If j <n − 2, then the last inequality gives bj = p − 1; moreover, b1 = p + 1, b2 = · · · =
bj−1 = p − 1 contradict to the assumption. Thus bj = p − 1 and aj+1 = 0 imply that there
exists a block B ⊆ 1j\1j−1 such that p− 1 of its vertices are included in T 1. On the other
hand, (9) and aj+1 = 0 imply that each block in 1j\1j−1 includes at least p − 1 vertices
which have only one vertex from S. Since p> 2, we have a contradiction.
If j = n− 2, then b1 = b2 = · · · = bn−3 = 0 contradict to the assumption and b1 =p+ 1,
b2 = · · · = bn−3 = p − 1 contradict to the assumption. If, in addition, an > 1, then by (8)
bn−21 and there exists a block B ⊆ 1n−2\1n−3 such that 1< |B ∩ T 1|<p. Then we
have a contradiction analogously to the previous case.
Now consider the case of j = n − 2 and an = 1. Then an−2 = p − 1 by (9), an−1 = 0,
bn−2 =0. If an−2 =p−1 and |B∩Sh|=p−1 for a blockB ⊆ n−2\n−3, thenB1 ∈ Q1.
If bn−3 > 0, then B1 ∈ Q1h. If bn−3 = 0, then b1 = p + 1, b2 = · · · = bn−4 = p − 1 by
(10) and also B1 ∈ Q1h. Therefore |Sons(B1) ∩ Q1h| = bn−2 + 1 = 1. On the other hand,
if an−1 = 0 and |B ∩ Sh| = p − 1, then there exists a unique block C such that C1 ∈
Sons(B1) and C ∩ Sh = ∅. Then Sons(B1) ∩ Q1h = {C1 ∈ Sons(B1) | Father(C) /∈ Sh}.
If an−2 = p − 1 and |B ∩ Sh| = p for a block B ⊆ n−2\n−3, then B ⊆ Sh and since
an−1 = 0, there is no block C1 ∈ Sons(B1) such that C ∩ Sh =∅.Then Sons(B1)∩Q1 =∅
and Sons(B1) ∩ Q1h = {C1 ∈ Sons(B1) | Father(C) /∈ Sh} = ∅ since bn−2 = 0. Therefore
Q1h ∩ 1n−2\1n−3 = {C1 ∈ 1n−2\1n−3 | Father(C) /∈ Sh}. This implies that Q1h has
coordinates of a homogeneous set which is block equivalent to a complement of Shn−2.
Following the paragraph before Proposition 6.1 we set
t =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if Q1h is a (p + 1 − a1, p − 1 − a2, . . . , p − 1 − an−2)
-homogeneous set,
−1 if Q1h is a (0, . . . , 0, p − ai, p − 1 − ai+1, . . . , p − 1 − an−2)
-homogeneous set,
1 if Q1h is a (p + 1, p − 1, . . . , p − 1, p − 2 − ai, p − 1 − ai+1,
. . . , p − 1 − an−2)-homogeneous set.
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By deﬁnition t = −1 implies a1 = 0 and t = 1 implies a1 = p + 1. Since an−1 = 0 and
an = 1,
−xn−1[Q] = pn−1 − (p − 1)
n−2∑
i=3
aip
i−1 − a2p2 + 
p2
= (p + 1 − a1)p2 +
n−2∑
i=2
(p − 1 − ai)pi+1 + tp2. (11)
Then (p2 − p + 1)∑n−2i=3 aipi−1 = pn − pn−1 − a1p2 − a2p3 + a2p2 + p2 − 
p2 + tp2.
Since an−2 = p − 1, in the case of n5 we can rewrite the last equality as follows:
(p2 − p + 1)
n−3∑
i=3
aip
i−1
= pn−1 − 2pn−2 + pn−3 − a1p2 − a2p3 + a2p2 + p2 − 
p2 + tp2. (12)
If a1 = 0, then t 
= 1. If a1 = p + 1, then t 
= −1. This implies
(−p2 + p − 2)p2 − a1p2 − a2p3 + a2p2 + p2 − 
p2 + tp2p2.
Then
pn−3 − pn−4 − pn−5 − p2 + p
n−5 − p2
p2 − p + 1

n−3∑
i=3
aip
i−1pn−3 − pn−4 − p
n−3 − pn−4 − p2
p2 − p + 1 .
Therefore if n6, then an−3p− 2. If n7, then an−3 =p− 2. If n= 6, then (p2 −p+
1)(p−a3)=p2+a1+a2p−a2−1+
− t2p2−p+3 by (12) and an−3=p−2. Hence if
p> 2, then either b1=b2=· · ·=bn−4=0 or b1=p+1, b2=· · ·=bn−4=p−1 by Corollary
5.8. This implies that a1 = a2 = · · · = an−4 = 0 or a1 = p + 1, a2 = · · · = an−4 = p − 1.
Substituting these values into (12) we obtain a contradiction.
If n=5, then Sh is an (a1, a2, p−1, 0, 1)-homogeneous set and (12) implies a1+a2(p−
1) − 1 + 
− t = (p − 1)2. Therefore if p> 3, then p − 2a2p − 1.
Consider the case of n = 5, p = 3, a2 = 0. Then 
= 0, a1 = 5 + t which imply t = −1
and a1 = p + 1, but t = −1 implies a1 = 0, a contradiction.
Consider the case of n = 5, a2 = p − 2. Then a1 = p + t . Therefore t = 1, a1 = p + 1,
b1 = p + 1 or t = 0, a1 = p, b1 = 1 which contradict to a2 = p − 2 by Corollary 5.8.
Consider the case of n = 5, a2 = p − 1. In this case 
 = 1, 0a1 = t . If t = 1, then
a1 = p + 1, but a1 = t = 1 and we have a contradiction. If t = a1 = 0, then Sh is a
(0, p − 1, p − 1, 0, 1)-homogeneous set, Q1h is a (p + 1, 0, 0)-homogeneous set which is
complement to Shn−2.
Consider the case of n = 4. Then Sh is an (a1, p − 1, 0, 1)-homogeneous set and 
= 1.
By (11) we have a1 =p+ t − 1. If t =−1 or t = 1, we have a contradiction to the deﬁnition
of t. If t=0, then Sh is a (p−1, p−1, 0, 1)-homogeneous set,Q1h is a (2,0)-homogeneous
set.
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A construction of S in the last two cases leads to a single set in each case (up to automor-
phism of the tree ) and straightforward computation of the principal character leads to a
contradiction with k = s − spn. 
Proof of Theorem 1.6. If S is not an (a1, a2, . . . , a2)-homogeneous set, then by Lemma
6.6 Sh is an (a1, 0, . . . , 0, an)-homogeneous set with an > 0 or its complement. Let Sh be an
(a1, 0, . . . , 0, an)-homogeneous set. Then H [Sh]=−a1 + Sh(H)pn for H ∈ ∇n−1\∇1
by (2). If a block B ⊆ ∇n−1\∇1 satisﬁes |{H [Sh]|H ∈ B}| = 1, then H [Sh] = −a1 for
H ∈ B. S\Sh is a block set inn−1\1 by Proposition 6.4 since S has a principal eigenvalue
k = s − spn by Proposition 6.3. For all block B ⊆ ∇n−1\∇1 it holds that |{H [S\Sh]|H ∈
B}| = 1 since S\Sh is a block set. Therefore by Theorem 2.1 Q = (S\Sh) deﬁnes an
SRCG over (pG)with non-principal eigenvalues −anpn−3 or −anpn−3 +pn−2. If n> 3,
then 0 and −1 are not eigenvalues of Q. Hence Q is a non-trivial SRCG. Thus Qh is a
(0, . . . , 0, an)-homogeneous set or a (p, p − 1, . . . , p − 1, an − 1)-homogeneous set. If
n= 3 then Q is an (a3)-homogeneous set. If a3 > 1, then an (a3)-homogeneous set deﬁnes
a non-trivial SRCG over Zp ⊕ Zp.
According to Proposition 6.3 x0[Q] = −anpn−3(1 − pn−2). In addition, x1[S\Sh] =
x0[S\Sh]=x0[Q]p2 and x1[Sh]=−a1 −anp2n−3. Then x1[S]=x1[Sh]+x1[S\Sh] which
implies that the graphs mentioned in the theorem are strongly regular. 
7. Corollaries
Corollary 7.1. A non-trivial SRCG over Zp2 ⊕ Zp2 is either deﬁned by an (a1, a2)-
homogeneous set, where (a1, a2) /∈ {(1, 0), (p, p − 1), (0, 0), (p + 1, p − 1)}, or it is the
Clebsch graph from c2 or its complement from 2.
Consider the group Z4 ⊕Z4. A (0, 1)-homogeneous set deﬁnes the (42, 6, 2, 2)-strongly
regular Shrikhande graph with eigenvalues 6, 2,−2 and (2, 0)-homogeneous set deﬁnes the
(42, 6, 2, 2)-strongly regular square lattice graphL2(4)with the same eigenvalues. The ﬁrst
has generating set, for somebasis of the freeZ4-moduleZ4⊕Z4 {(1, 0), (3, 0), (0, 1), (0, 3),
(1, 1), (3, 3)} and the second one {(1, 0), (3, 0), (2, 0), (0, 1), (0, 3), (0, 2)}. In the same
vein, the Clebsch graph with parameters (42, 5, 0, 2) has a generating set {(1, 0), (3, 0),
(0, 1), (0, 3), (2, 2)}.
Theorem 7.2 (Leung and Ma [12]). Suppose that there exists an SRCG with Paley param-
eters over a ﬁnite abelian group A of rank 2. Then A is isomorphic to Zpn ⊕ Zpn , where p
is an odd prime and n is a positive integer.
Corollary 7.3. SRCGs with Paley parameters (, ( − 1)/2, ( − 5)/4, ( − 1)/4) over
a ﬁnite abelian group of rank 2 are deﬁned by ((p + 1)/2, (p − 1)/2, . . . , (p − 1)/2)-
homogeneous sets over Zpn ⊕ Zpn , where p is an odd prime.
Remark 7.4. Let {e} ∪ A1 ∪ · · · ∪ Ad be a partition of the group Zpn ⊕ Zpn such that
each Ai , 1 id , is a set of generators of elements of a homogeneous set which deﬁnes an
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SRCG. Then 〈1, A1, . . . , Ad〉 is an S-ring since a disjunctive union of homogeneous sets
which deﬁne SRCGs is a homogeneous set which deﬁnes an SRCG.
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