INTRODUCTION
The aim of this paper is provide an overview of what has been accomplished in the simulation of recrystallization and to hint at future directions. The application of computer simulation to recrystallization has yielded much new insight into some long-standing deficiencies in our understanding of the process. We note that there has been a significant amount of new work since Humphreys'(" review of recrystallization modeling. Much remains to be accomplished, however, in terms of developing fully validated, three-dimensional models for the prediction of microstructure and texture in materials for engineering applications. 79 
ISSUES IN RECRYSTALLIZATION
The simulation of recrystallization has advanced significantly in the last decade and this activity has prompted a resurgence of interest in the understanding of this phenomenon. Recrystallization is of fundamental importance at all levels of metallurgy, from grain size control in commercial metal alloys to understanding the kinetics of grain boundary motion, A key concept in the microstructural understanding of recrystallization is that nucleation of recrystallization is invariably a heterogeneous process and is therefore dependent on the deformed state of the precursor. For example, the long-lived and lively debate over Oriented Nucleation versus Oriented Growth as to the origin of the cube texture component during recrystallization in fee metals has been significantly affected by computer simulation of texture development during deformation. Also, the development of misorientation (other than prior grain boundaries) depends on the micromechanics of dislocation slip, the heterogeneities of which have been the subject of some elegant computer simulation. These simulations, however, lead up to recrystallization and there has been a significant effort to address the microstructural evolution that occurs during the process.
One issue, for example, has been that of grain size morphologies and distributions. Mahin et al. '2-3) and later Saetre et al." ' examined the effect on microstructure of different nucleation and growth kinetics. The kinetics of recrystallization have remained a challenge and Rollett et al.(') and later Marthinsen et al.@) have examined how heterogeneities in nucleation and growth can affect the apparent exponent [n in eq. (2) below] when the standard analysis is applied. The effect of variable grain boundary mobilities has been examined for grain growth by Novikov,") Frost and Thompson,@) Abbruzzese and Luckec9) and Rollett et al.,(") among others; many of the conclusions would appear to apply equally well to recrystallization. The initial growth of a recrystallization nucleus, for example, may well correspond to the abnormal grain growth of a subgrain.
We would be remiss in not discussing analytical approaches to recrystallization, many of which take advantage of computer implementation for convenience. Much of the recent work has been focused on capturing the evolution of texture during recrystallization. Bunge and Kiihler, for example, have used measured deformation textures in materials and applied rules derived from studies of growth rates as a function of misorientation to predict recrystallization textures."') Such an approach has had success despite the lack of microstructural information in the model; see also (I') in which texture evolution during dynamic recrystallization was simulated. This suggests that it is sufficient in some cases to model the growth of certain texture components based simply on the average misorientation between a particular component and all other components in the unrecrystallized material. For this review, however, we shall consider simulation methods that model recrystallization as a microstructural process.
The kinetics of recrystallization can be measured by the fraction of the structure that has been transformed. A more useful analysis for comparison with theory is given by converting the data to a Kolmogorov-Johnson-Mehl-Avrami (KJMA) plot. The standard analysis for the kinetics of phase transformations has been given in many other places and will not be derived here. The central concept for accounting for impingement between neighboring grains is that of extended volume for transforming grains to grow into; a differential relationship is then deduced between the increment of transformed volume that would have been obtained in the absence of impingement and the actual volume increment. For the simplest case of spatially random nucleation, the relationship is simply d I%,, = ( 1 -J'> d Vextended (1) where V is the volume fraction transformed or recrystallized. The extended volume increment is given an appropriate definition of the temporal and spatial dependence of the growth of new grains. A simple test of the relationship was performed in (5' by following the growth of a single recrystallized grain until impingement in order to estimate the extended volume fraction increment. For homogeneous stored energy and spatially random nucleation (site saturated), the relationship was found to be accurate. For non-homogeneous stored energies, however, large deviations from eq. (1) were observed.
Integration of eq. (1) leads to
where the constants B and n contain information about nucleation rate and growth. For the purposes of plotting kinetic data, it is convenient to use the logarithmic form of the equation:
Many authors plot their data in this form with the aim of extracting activation energies, where temperature was a variable, and microstructural information from the slope (the exponent n). For example, for site-saturated nucleation conditions and two-dimensional growth, n = 2; for continuous nucleation and three-dimensional growth, n = 4. As Vandermeer('-') has pointed out, however, nucleation conditions may affect both the form of d &ended and the differential relationship. This means that the value of the exponent is not a reliable guide to morphology of nucleation and growth, as has been discussed by many authors.
SIMULATION METHODS
The application of computer simulation to grain growth and recrystallization was strongly stimulated in the early 1980s by the realization that Monte Carlo models could be applied to problems of grain structure evolution. By extension of the Ising model for domain modeling of magnetic domains to the Potts model (with generalized spin numbers), it was then possible to represent discretely grains (domains) by regions of similarly oriented sets of material (lattice) points. In parallel with this fascinating development, there also occurred notable work on analytical models, especially by Abbruzzese and Liucke,") which has been particularly useful for understanding the variation of texture (crystallographic preferred orientation) during grain growth processes. Geometric models of recrystallization were first elaborated by Mahin and Hanson(*) and then developed further by Frost and Thompson."4) Furu et af. (15) and others have recently extended these model to address grain size prediction as a result of recrystallization. Also, mesh-based models have been developed to a high degree by Fradkovand co-workers('6. ") and others, and, more recently, by Humphreys (I*) to model not just grain growth but also the nucleation process in recrystallization. These models have the strength that they deal with the essential features of grains, i.e. the nodes, but have some limitations when second phases must be considered.
We review four methods of mesoscopic simulation for recrystallization. The first, geometrical, method addresses primarily the final microstructural state; it can be used to investigate microstructural evolution, provided that one is not concerned with the effect of grain growth occurring in parallel. The second method, based on network models, has not been developed extensively but shows promise as an efficient way to represent microstructural evolution in digital form. The third method, cellular automata, also discretizes the microstructure and has also been successfully applied to recrystallization. Physically based rules are used to determine the propagation of a transformation (e.g. recrystallization, solidification) from one cell to its neighbor. It has not, however, been used for as wide a range of metallurgical phenomena as has the Monte Carlo method. This latter approach relies on the Potts model to both discretize the structure and simulate boundary motion via an energy minimization procedure. Key results are described for each simulation method, except for the Monte Carlo method, for which the results are described in a separate section.
Geometrical
For investigations in which the details of how boundaries move and interact are unimportant, it is sufficient to construct geometrical models. Rules are chosen for the selection of nucleation sites (in a continuum space); this allows for the clustering of sites if so desired. Then a rule is chosen for the intersection of the grains (e.g. perpendicular bisectors between pairs of points), and the space is tessellated. The result, for the case where the growth rates of the grains are isotropic and constant, is the Voronoi polygon structure. The simplest nucleation conditions are those of site saturation. If the growth of each individual grain is tracked, however, considerable variations in microstructure can be obtained by varying the nucleation conditions.('4) Simple rules can be used to exclude previously recrystallized material from nucleation during continuous nucleation, thereby achieving the decrease in effective nucleation rate that is observed. The microstructures obtained from such purely geometrical models suffer from the disadvantage of not allowing for grain growth during the recrystallization process. Grain shapes are non-compact in many cases, in contrast to typical experimentally observed structures. Grain size distributions from the models exhibit long tails towards small grain sizes.
Novikov and Gavrikov(lg) simulated the effects of continuous nucleation in two dimensions on grain edges (of a microstructure generated prior to the recrystallization simulation). They successfully demonstrated that the morphology of nucleation has a strong effect on grain size distribution. Specifically, they showed that grain edge nucleation gives rise to a near log-normal distribution, in contrast to conventional microstructural simulation. Grain growth after recrystallization, however, can also alter the grain size distribution significantly, and they had eliminated that process from their simulations.
The Norwegian group based in Trondheim has made extensive use of the geometrical model, starting with Saetre et al. '") , and have named it the "Avrami engine". Furu et al.'*') simulated the multiple effects of particles on recrystallization such as particle-stimulated nucleation (PSN). The geometrical model showed that the effect of clustering on the kinetics (as observed in KJMA plots) was very strong, whereas there was little effect on the resultant grain size distributions. Furu et al.(") used the same type of model to examine the effect of repeated recrystallization events in which new grains nucleated only on boundaries in the prior structure. Both one-and two-dimensional structures were modeled and the results were evaluated in terms of KJMA kinetics and grain size distributions. The results show deviations from randomness that increase with successive waves of recrystallization. The suggestion is made that, since nucleation of recrystallization is often heterogeneous, it is increasingly unlikely that it occurs in a spatially random manner as a material undergoes successive deformation and annealing treatments. Figure 1 reproduces Marthinsen's results (*I) for successive waves of recrystallization in which nucleation was limited to the vertices of the old grains; note the broadening that each recrystallization causes.
The changes in texture that occur during recrystallization are important to be able to predict. Juul Jensen (**I showed that it is feasible to simulate the development of two different texture components during the recrystallization of commercial-purity aluminum. The nucleation and growth parameters for the cube-related and the randomly oriented components were determined experimentally and used as input to a geometrical model of the recrystallization process. The predicted grain size distributions showed good agreement with the experimental results.
In extending the geometrical approach, Vandermeer and Juul JensenCz3' have implemented a Microstructural Path Methodology (MPM) approach to the simulation of recrystallization. This is specifically designed to allow for the calculation of multiple texture components during the recrystallization process. This method is based on measuring the nucleation and growth characteristics of each component of interest and then making appropriate assumptions about impingement between grains of the various components for each set of conditions of interest. Total volume fractions recrystallized are calculated as summations over the components. Grain sizes and other microstructural measures can be extracted from the model. This has been applied recently to commercial-purity aluminum and also to iron@*'. 
Vertex Delimited Networks
Several workers have preferred to define microstructures in terms of the vertices that are present. Kawasaki and co-workers (24.25) have developed several different models for grain growth with a variety of assumptions about the behavior of the forces on each vertex. More recently, Humphreys"') has extended the vertex-motion concept to construct a model for recrystallization with a particular interest in the early stages, i.e. the generation of new grains. This model allows various boundary mobilities and energies to be considered. Results from the mode1 (26) have shown that the grain growth exponent is significantly less than 0.5 for networks of low-angle boundaries which was ascribed to the decrease in average misorientation that occurred during annealing. Also, the presence of an orientation gradient in the initial microstructure leads to the formation of grains that are large compared with the matrix, suggesting the early stages of nucleation, Fig. 2. 
Cellular Automata
The general modeling technique of cellular automata has been applied to recrystallization by Hesselbarth and Giibel,(*') among others. Automata exploit the quasi-deterministic characteristic of recrystallization in that the motion of a recrystallization front is irreversible. Therefore if one only seeks to describe the motion of the recrystallization fronts then the cellular automaton is very efficient. This method shares the characteristic with the Monte Carlo method, to be described below, that it discretizes the space by mapping microstructure onto a lattice of cells. Nucleation is modeled by forcing individual cells to the recrystallized state. As in most simulations of recrystallization, nucleation is applied in a spatially random manner. This approach has also proved to be useful in simulating solidification in which undercooling of a melt provides the driving pressure for transformation.
One drawback of the method is that the growth morphology of the new grains is prescribed by the choice of the neighborhood of each cell. Hesselbarth and GiibelQ') model heterogeneous recrystallization by introducing a long-range interaction between grains into the model. The result of this is grain shapes of (unimpeded) growing grains that are far from compact, and not physical in appearance.
The effect of heterogeneous stored energy has also been investigated with the cellular automaton approach.@) For this case, the propagation rates for the recrystallization fronts were variable from one location to another. As with earlier Monte Carlo simulations,"' the results indicated marked deviations from the kinetics of homogeneous transformations, as indicated by a linear Kolmogorov-Johnson-Mehl-Avrami plot (see Section 3.4.6 below). Other workers have started to investigate the detailed behavior of cellular automata in the context of recrystallization.(Z9'
Monte Carlo Method
The Monte Carlo also uses a discretized representation of microstructure; however, cell interactions are energetically controlled. A continuum microstructure is mapped onto a two-dimensional (2D) or three-dimensional lattice (3D) lattice. Each lattice site is assigned a number, S,, which corresponds to the orientation of the grain in which it is embedded. Lattice sites which are adjacent to sites having different grain orientations are regarded as being separated by a grain boundary, whilst a site surrounded by sites with the same orientation is in the grain interior. Each site contributes a bulk energy H(S,) to the system; in recrystallization modeling, H(S) is the energy stored during deformation in the form of dislocations at site i. In addition, each unlike pair of nearest neighbors contributes a unit of grain boundary free energy, J, to the system. Summing bulk and surface energy contributions, the total energy of the system is calculated via the Hamiltonian E=;+(S,)+~(l +s,)] (4) where the sum on i is over all N sites in the system, the sum on j is over the z nearest-neighbor sites of site i, and a,, is the Kronecker delta.
The evolution of the structure is modeled by picking a site and a new orientation at random from the set of allowable values. The change in total system energy, AE, for reorienting the site is computed, and the reorientation is implemented with transition probability, p, such that
where k is the Boltzman constant and T is the simulation temperature. It is important to note the difference between the meaning of temperature in the context of the Monte Carlo model and the physical parameter relevant to recrystallization. In the simulation, temperature governs the degree of disorder in the lattice, and above some critical temperature, dependent on the lattice type, the system disorders. Only second-order effects are observed for variations in simulation temperature"" on the kinetics of grain growth. Because of this lack of effect, all simulations of recrystallization known to the authors have been performed at zero temperature. The consequence of this is to simplify the transition probabilities as follows:
One Monte Carlo time step (1 MCS) is defined as N reorientation attempts, i.e. each site is given an opportunity to change orientation. The number of Monte Carlo Steps is proportional to time. Particles are introduced into the simulation as sites which have an orientation different from any of the grains and which cannot be reoriented during the course of the simulation. This assumption results in an equality of the particle-matrix interfacial energy and the grain boundary energy, which is reasonable for particles that are incoherent with respect to the matrix. Also, the particles cannot move through the lattice which means that grain boundary drag of particles is not permitted. (3') In static recrystallization simulations, the stored energy per site is assumed to be positive for initially unrecrystallized material and zero for recrystallized material. When dynamic recrystallization is simulated, however, the stored energy at each point is a function of both time and position.
Continuous time method or N-fold way
The Monte Carlo method would be very inefficient if it were applied in its basic form to large data sets because of the sparseness of the problem to be worked. Once much coarsening has occurred in grain growth, or recrystallization is nearly complete, most sites in the lattice are surrounded by sites of the same orientation, i.e. they are in the bulk of a grain. Therefore the probability of their changing orientation is nil and expending computational effort there is wasted. The crucial contribution of Bortz et a1. (32) was to propose a method (for the Ising model) for eliminating the need to compute unsuccessful changes in orientation.
The great advantage of the continuous time method is that it greatly speeds up the computation of microstructural evolution in sparse systems. For 2D grain growth, for example, Holm et al. found that the conventional Monte Carlo method was more efficient only when the mean grain radius was less than 3 and efficiency increased monotonically as the simulation progressed. (30) Even at high fractions of the critical temperature, the continuous time method was more efficient for long simulation times.
The fact that recrystallization introduces new grains means that is not practicable to work with a fixed list of orientation values as can be done in grain growth, wherein the maximum numbers of grains occur at time zero. Therefore it is convenient to introduce each new grain with a unique orientation value. Alternatively, the range of orientation values can be partitioned into recrystallized and non-recrystallized sets. Nucleation is accomplished by introducing new (recrystallized) grains into the simulation with orientation numbers chosen from the appropriate set. The computational efficiency of the continuous time method is unaffected by this characteristic of recrystallization simulations.
Lattices
Implicit so far in the discussion has been the connectivity of the points that represent the discretized microstructure. It turns out that the lattice can have a strong effect on the results of the simulation. A survey of lattice types for both two and three dimensions is available in the thesis by Holm . (33) The grain boundary energy per unit length is anisotropic with respect to the boundary orientation in the lattice. This anisotropy can be characterized The characteristic of many lattices that has been ignored by several authors is the tendency towards self-pinning (for grain growth) in simulations performed at zero temperature. The last column in each table shows which lattices can sustain grain growth without self-pinning and are therefore suitable for studies of microstructural evolution. For example, in three dimensions, both of the close-packed lattices, face-centered cubic and hexagonal, can not sustain coarsening to long times. The reason for this is a combination of high lattice anisotropy tending to favor grain facets that lie on high symmetry planes, and a tendency for kinks or steps in boundaries to anneal out with time. If the microstructural features that allow boundaries to move are lost, then it is not surprising that self-pinning occurs. Finite temperature can be used, however, to maintain a population of kinks and steps, thereby allowing grain growth to proceed.
If the grain boundary energy, J, is uniform for all boundary segments in a recrystallization simulation, the triangular lattice is suitable for the simulation of recrystallization in two dimensions'34' and the cubic( 1,2,3) lattice is suitable in three dimensions. (35) For other types of simulation, careful examination for lattice effects must be made even for these lattices. Figure 3 shows a 2D triangular lattice with boundaries drawn between regions of uniform orientation. Despite the availability of 3D simulation methods, no substantial results have been reported for 3D simulation of recrystallization.
Nucleation
Nucleation of recrystallized grains is modeled by adding small embryos to the material at random positions at the beginning of the simulation (i.e. site-saturated nucleation). The stored energy is set to zero at each site belonging to the embryo. Continuous nucleation is simulated by adding embryos at regular intervals during the simulation. In both cases the effective nucleation rate decreases with time because, at long times, most the available space has been recrystallized and has zero stored energy; embryos placed in recrystallized material will shrink and vanish. Dynamic recrystallization is modeled by adding stored energy to each lattice point continuously. This means that it is not possible to distinguish between recrystallized and unrecrystallized material after the first cycle of recrystallization is complete. The process of work hardening starts anew with each new grain, which means that the stored energy at any given point is related to the length of time that has elapsed since the nucleation event associated with that grain. Embryos have orientations that differ from those of all other grains and particles as discussed above. If the bulk stored energy, H, is too small, the embryos are sub-critical and shrink away. The value of H required for embryo growth depends on its surroundings. Above some critical H/J, an isolated embryo is super-critical and can grow as a new grain nucleus. Below that H/J, the embryo must be adjacent to an existing grain boundary in order to become a nucleus; its growth then occurs preferentially along the prior grain boundaries. In the 2D triangular lattice, homogeneous nucleation cannot occur for H/J c 2. Embryos of two lattice sites can grow when 2 I H/J < 4. Single-site embryos can grow when H/J 2 4.
Initialization of recrystallization simulations
The 2D Monte Carlo recrystallization simulations reviewed here were typically initialized with a microstructure obtained from grain growth simulations.(36*37) Grain growth for a period of lo3 MCS yields a microstructure with approximately 1000 grains and a mean grain area of approximately 40 sites. Whether new grains placed in the structure survive and grow will depend on their spatial location because prior boundaries act as heterogeneous nucleation sites. (38) If second-phase (inert) particles are required, single-site "particles" are randomly placed within the microstructure to obtain a certain area fraction. The typical method is to assign particle sites an orientation number that is not permitted to change during a simulation. The stored energy is initialized to the desired value for each site. It is also reasonable to start with no prior structure which is equivalent to having a single crystal. The survival and growth of new grains is then independent of spatial location in the lattice.
Relationship of physical grain size to simulation grain size
Most computer simulations require significant amounts of computer time so it common practice to minimize the size of the lattice that is used. Therefore it is useful to analyse the relationship between grain size in the Monte Carlo recrystallization model, and physical grain sizes.'39 ' We shall assume that the ratio of stored energy to grain boundary energy per unit volume can be equated in the model and in real, physical recrystallization process.
The physical process has two characteristic driving pressures for boundary migration, pStore and Pgrgr. The stored dislocation content typically yields a ptare of 10 MPa. For grain growth driven by grain boundary curvature, Pgrgr = y/(r). where y is the grain boundary energy per unit area and (r) is the mean grain radius.
In the 2D triangular lattice, the stored energy per unit area is given by P 'Iore = H/[3s2 sin(60")], where s is the unit boundary length on the lattice. The stored energy due to boundary curvature is 
Then, for a typical simulation with H/J = 2, we can estimate (r) = 0.25 urn, which is a small but not unphysical grain size. Clearly, however, it would be preferable to simulate recrystallization with lattices with linear dimensions an order of magnitude larger than is currently typical.
Kinetics in the Monte Carlo model
A characteristic of the Monte Carlo model of recrystallization is that a finite recrystallized volume is introduced at the beginning of simulations when site-saturated nucleation conditions apply. This becomes apparent in a KJMA plot as a curvature at early times. A simple correction may be made for the finite initial fraction transformed by adding a constant to the measure of time. The correction is, of course, heuristic because it depends on the results themselves.
A limitation of the Monte Carlo model is that the growth rate of recrystallized grains is not linearly related to the stored energy density. As with nucleation, each integer increment of H/J leads to a discrete change in the number of sites that can change orientation with a neutral or negative change in system energy.
RESULTS OF SIMULATION OF RECRYSTALLIZATION BY MONTE CARLO METHOD
This section provides a review of a number of areas in which useful results have been obtained from recrystallization simulation using the Monte Carlo method. Note that all the results discussed here are for two-dimensional simulations only.
Abnormal Grain Growth
The early stages of recrystallization are labeled as nucleation even though no new phase appears in the material. At the level of the dislocation structure, however, the existing heterogeneities of the deformed structure coarsen in the process known as polygonization. The heterogeneities exist at several length scales, from cells to shear bands to prior grain boundaries. Many observations have been made which suggest that individual subgrains acquire a growth rate advantage over their neighbors and become identifiable as new grains. This growth advantage can result from a difference in mobility between the boundary of the new grain and the boundaries in the surrounding material. This process of competitive growth has been observed in the Monte Carlo model in both 2D"" and 3Dca' simulations. By altering the rate at which sites are sampled for reorientation, the mobility of specific grain boundaries can be varied. Small ratios in mobility between one grain and another lead to marked abnormal grain growth behavior, which may correspond to the early growth of new grains in recrystallization.
Static Recrystallization
A key observation in grain growth is that an isolated grain will shrink and eventually vanish in response to the tendency to minimize grain boundary area. When an isolated grain can eliminate stored energy by growing, however, it does so, provided that the grain is not smaller than a critical size. In a polycrystalline structure with 0 < H/J < 1, any recrystallized grain will grow at the expense of its neighbors because of the bias imposed on the unit step of the grain growth process. That is to say, the motion of kinks along a boundary is reversible when the change in energy associated with a step is zero, as is often the case for the 2D triangular lattice; however, such energy neutral steps become irreversible when biased by the elimination of stored energy at each step. Clearly, the Monte Carlo simulation of the motion of recrystallization fronts is much closer to a deterministic model than for grain growth.
The kinetics of recrystallization have been found to reproduce those anticipated from theoretical analysis very closely. For example, in 2D simulations(34) site-saturated nucleation conditions with a high enough stored energy density (H/J > 2), a KJMA plot of the fraction recrystallized versus time shows a slope of 2 at long times; continuous nucleation gives a slope of 3, Fig. 4 . Both results are as predicted from classical KJMA analysis. For low stored energy densities (H/J < 2), nucleation is heterogeneous in the sense that embryos must be adjacent to existing boundaries in order to survive and grow, as shown in Fig. 5 . In this case the kinetics show significant deviations from the classical KJMA pattern. (38) The key observation here is that the growth of new grains at low stored energies is highly dependent on the prior structure. For H/J I 1, the recrystallization front grows out from a triple point and is concave with respect to the unrecrystallized side. The net effect is that growth is very slow in the early stages of recrystallization. Recent work by Martinc4') with the Monte Carlo method has examined the effect of spatially non-random distributions of nuclei under site-saturated conditions. This work used a variant of the continuous time method described above in which only flips to nearest-neighbor orientations were considered. Also, a stored energy (as a scalar contribution to the system energy associated with each unrecrystallized site) was not explicitly considered. Instead, once a recrystallized grain was inserted, flips are allowed from unrecrystallized to recrystallized, but not vice versa, thereby guaranteeing growth of the recrystallized regions. The main result was to demonstrate the importance of the distribution of nuclei. Nucleation on a square lattice gave narrow size distributions whereas (heterogeneous) nucleation on a coarse prior grain structure gavle wide distributions and non-compact grain shapes (Fig. 6) . Subsequent grain growth broadens the size distribution and, as expected, grain shapes become compact. Note that the most rapid growth direction is parallel to the prior boundary.c38) Fig. 6 . Grain structures obtained for a variety of nucleation conditions at about 90% recrystallized: (a) uniform square array, (b) randomly distributed, (c) randomly distributed on prior grain boundaries of a small grain size structure, and (d) randomly distributed on the grain boundaries of a coarse prior structure.C4'P the size distribution and, as expected, grain shapes become compact.
Recrystallization in the Presence of Particles
Recrystallization with inert particles present is easily modeled by assigning sites orientation values that cannot be changed, as described above. Although only the effect of single site particles have been studiedu9) in 2D simulations (whereas particle shape and size has been examined for grain growth(42'), the results appear to be general, at least for small particles. Large particles in physical systems have the effect of stimulating nucleation, an effect that has not been addressed by microstructural simulations. Another worthwhile extension of computer modeling of recrystallization would be three-dimensional simulations because the interaction of boundaries with particles is quite different than in two dimensions.
During recrystallization simulation with sufficient stored energy (H/J 2 3 in the triangular lattice) the recrystallization front can readily bypass particles regardless of particle size or area fraction. Under these circumstances the recrystallization growth kinetics are unaffected by particles. The overall kinetics are accelerated slightly, however, by heterogeneous nucleation on particles.
At intermediate stored energies (1 I H/J I 3) nearly all recrystallization boundaries can move past single-site particles. Boundaries with a very high particle density will stop moving. However, the irreversible propagation of grain boundary kinks allows most boundaries to achieve a configuration from which two kinks can join to move past single-site particles. The presence of prior grain boundaries further enhances recrystallized boundary motion. In these systems boundaries intersect particles at random, and recrystallization kinetics are substantially unaffected by particles, as shown in Fig. 7 , where a single recrystallized grain shows unrestricted growth for H/J = 1. Larger particles may inhibit recrystallization in this stored energy regime, however, since two boundary kinks cannot join directly. At low stored energies (H/J < 1) grain boundary energy governs boundary motion, and Fig. 8 . Plot of the fraction of particles on boundaries for H/J = 1 .Ol, with a particle area fraction of 5% and 1000 nuclei (site saturation conditions). The solid symbols represent results for recrystallization fronts, which intersect particles on a near-random basis. General boundaries have a higher-than-random density of particles. '39' the recrystallization front is strongly pinned by particles which leads to a much higher-than-random density of particles on the recrystallization front. In these circumstances recrystallization is strongly inhibited which usually results in incomplete recrystallization, as shown in Fig. 7 . When only small particle fractions are present, however, recrystallization may go to completion because pinning does not occur until after the transformation is complete.
In addition, prior grain boundaries may still enhance motion of recrystallized grain boundaries, so that the recrystallized grains can grow (at low particle fractions) much larger than the deformed matrix grains. This is sufficient to drive the recrystallizing grains past some particles, but only if the matrix grain size is much smaller than the interparticle spacing. In other words, recrystallization at low stored energy and at very low particle fractions is similar to abnormal grain growth.
Grain boundaries undergoing curvature-driven growth (both in the deformed state and after complete recrystallization) rapidly acquire a higher-than-random density of particles which then inhibits grain growth. If the recrystallized grain size is smaller than the normal grain growth particle pinned grain size, grain growth continues until pinning occurs and the microstructure is a normal grain growth microstructure.
However, when the recrystallized grain size is large compared with the normal grain growth particle pinned grain size, particle pinning occurs almost immediately following the completion of recrystallization, thus preserving the non-compact grain shapes and sharply peaked grain size distribution that are characteristic of randomly distributed nuclei. Analysis of recrystallization in particle-containing materials suggests that there are two limiting values of particle drag; a low (Zener) value with a random density of particles and a much higher value if particles have become highly correlated with the recrystallization front (as in grain growth). The simulation results show both these behaviors, depending on the H/J ratio. Figure 8 plots the density of particles on boundaries for two types of boundary: recrystallization fronts have a lower, near-random density of particles; general boundaries exhibit a higher-than-random density, suggesting that they are more strongly pinned. Experimental studies appear to show only the lower particle drag (Zener) as studied by Ashby et al. (43) A note of caution about the comparison is that boundary-particle interaction is more complex in three dimensions than in two.
Texture Simulation
Tavernier and Szpunar extended the 2D Monte Carlo model of Anderson'36) to account for the different boundary energies and mobilities expected for different texture components. They chose low carbon steel sheet as their model material and developed parameters to account for eight different texture components. They found that the (111) class of texture component tended to become dominant after a period of grain growth when the simulations were run with high boundary energies between the (111) component grains and other texture components. They also simulated the recrystallization process by making provision for the variation of stored energy and boundary mobility, depending on whether a given volume of material is recrystallized or not. Unfortunately, many details of the key parameters were omitted from their paper so that it is difficult to judge the success of their efforts. They also point out, reasonably enough, that there are very few experimental data available for the variation of grain boundary energy and mobility over the general range of misorientations.
In the companion paper, Tavernier and Szpunar develop a detailed model of nucleation of recrystallization applicable to steel. The key feature of their refined model is that the variation in stored energy associated with different texture components leads to different times for nucleation to commence. The typical observation is the following order of stored energies (Cr,):
Specifically, a new parameter, called "level of analysis" is introduced; this parameter is steadily decreased with time and each texture component is not permitted to supply nuclei until the "level of analysis" parameter has decreased to its stored energy level. In this manner the various texture components are constrained to nucleate in the desired time sequence. The effect of transition bands in the deformed microstructure is modeled by introducing sites with higher stored energies which therefore nucleated early in the recrystallization process. These transition band sites are modeled as giving rise to randomly oriented nuclei and so the final texture is more random overall.
Dynamic Recrystallization
As described in Section 3, dynamic recrystallization has been successfully modeled with the 2D Monte Carlo model.(M) In its simplest form, stored energy at each point of the lattice is increased at a fixed rate and embryonic new grains are continually added at a constant rate. The basic result is that temporal oscillations are observed both in the grain size and in the stored energy which is analogous to the flow stress, as shown in Fig. 9 . These oscillations are observed over almost the entire range of recrystallization parameters examined (energy storage rate, nucleation rate, initial grain size) and damp out over time periods that decrease with increasing storage rate and increasing nucleation rate. The oscillations in both grain size and stored energy have the same period but are out of phase by approximately one-quarter of a period. Examination of the simulated dynamic recrystallization microstructures which were formed under the same conditions but with different initial grain sizes shows that the evolution of the microstructure may be divided into three distinct stages: an initial microstructure-dependent transient stage, an initial microstructure-independent transient stage, and a steady-state stage. While necklacing was observed in these simulations under some circumstances, it is apparent that it is not a necessary condition for grain refinement in dynamic recrystallization. This phenomenon is associated with refinement of the relatively coarse initial microstructure and overdamped oscillations in the flow stress. Therefore, even when there are no obvious oscillations in 
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the flow curve and no necklacing is observed, dynamic recrystallization cannot be precluded.
It should be noted that the geological community had applied the Monte Carlo model to dynamic recrystallization but had only examined the microstructural aspects. Jessel(45' published a description of an adaptation of the Monte Carlo model for the simulation of deformation of quartzite. Although the model is similar to the combined grain growth and recrystallization model described above, the Jesse1 work used only differences in stored energy between sites to evaluate transition probabilities for orientation changes. Also, the only results given were for microstructural evolution, with no attempt to investigate stress-strain relationships. The simulations were used to investigate the development of texture Vubric in geological terms) based on the Taylor model (strain compatibility enforced on all grains) with some degree of success.
Peczak and co-workers have investigated several aspects of the correspondence between this type of simulation and have added several refinements to the model, see for example @@, in order to allow detailed comparisons with experimental data. They have modified the nucleation process such that the probability of an embryo appearing in a region of high stored energy is higher than for low stored energies. This has the consequence that the effective nucleation rate increases with time as stored energy is added to the system and is also position-dependent during the simulation. They have also modified the rate of stored energy addition from the original constant addition rate to correspond to a Vote-type equation (i.e. an exponential work hardening curve) with a saturation (asymptotic) flow stress given by a Zener-Holloman parameter. By making these modifications they have been able to reproduce many of the characteristics of the phenomenon of dynamic recrystallization. For example, the transition from multiple peaks to a single peak in the flow curve occurs when the ratio of the initial to the steady-state grain size drops below 2.3. The relationship between the steady-state grain size and flow stress in the model shows grain size decreasing with increasing stress as expected; the slope is N 1, Fig. 10 , which is close to the experimental value of 0.7. (47) 5. FUTURE DIRECTIONS New approaches to the simulation of microstructural evolution are available. We review some of them here to illustrate where the practice of recrystallization modeling may progress in the future.
Although three-dimensional simulations might reasonably be expected to confirm the classical kinetics, there is an evident need for extending the existing 2D work. This is because the kinetics of abnormal growth may well be different in three dimensions, which is important to the understanding of nucleation of new grains. Also, the interaction of grain boundaries with particles depends on dimensionality; in two dimensions, particles can remove curvature more efficiently than in three dimensions.
At the most fundamental level, the evolution of surfaces as driven by surface energy and other energies can be treated as a problem in geometry. Surface Evolver is available as a public domain program through The Geometry Center, which is sponsored by the (U.S.) National Science Foundation at the University of Minnesota. This program treats surfaces as tessellations of triangles and can either find minimum energy configurations or evolve sets of surfaces towards minimum energy states.
Chen has described a new method for simulating microstructural evolution that is based on the diffuse interface approach pioneered by Allen and Cahn. This method has been demonstrated to reproduce the essential features of normal grain growth for isotropic boundary properties, c4*) that is to say compact grain shapes, and square-root-of-time coarsening kinetics. This method shows some promise for modeling recrystallization in complex systems, especially those exhibiting ordering.
Lastly, there are several issues that should be addressed by three-dimensional simulations, including the effect of particles on recrystallization. In addition, it would be valuable to perform simulations in which the various simulation parameters such as initial microstructure, grain boundary energy and stored energy levels are scaled from experimental measurements.
SUMMARY
The principal methods for modeling the phenomenon of recrystallization have been reviewed. In addition to the geometrical and analytical models, several methods for modeling microstructural evolution during recrystallization are briefly described. Many of the latter examples illustrate to need to be able to model the local environment of grains. In view of the frequency with which the Monte Carlo model has been used in the literature, that method has been reviewed in more depth. The characteristics of the various lattice types, the Hamiltonians for the system energy, the transition probabilities, and the continuous time method were briefly treated. Key results from the simulation literature have been reviewed and summarized.
