Introduction:
In the past three decades numerous studies have examined the causal relationships between financial development and economic growth. The support of the existence of a growth-finance relationship is strong; however, empirical findings have been mixed or conflicting regarding the direction of causality.
Financial development may be caused by economic growth when real growth has been taken place so that the expansion of financial institutions is only a result of the need of the expansion of the real economic activities. Support of this view can be found, for example, in Demetriades and Hussein (1996) and Gupta (1984) . On the other hand, the expansion of financial institutions may help to foster and lead economic growth by increasing savings and improving borrowing options and the reallocation of capital. Evidence supporting this view can be found in Beck et al (2000) , Xu (2000) ; Levine et al. (2000) ; Neusser and Kugler (1998) ; Levine (1997) ; and King and Levine (1993) to point a few.
Moreover, the financial and the real sectors may expand simultaneously contributing to the developments of each other, which points to bidirectional causality between the two. Two-way relationship between financial development and economic growth has been shown by, for example, Luintel and Khan (1999) , Berthelemy and Varoudakis (1997) , and Greenwood and Bruce (1997) .
This paper aims at filling a gap of research devoted solely to investigating the relationship between financial development and economic growth in the Middle East. Moreover, it makes a use of newly developed methods of panel cointegration by Pedroni (1995 Pedroni ( , 1997 Pedroni ( , and 2001 and panel FMOLS estimator (Pedroni 2000) in addition to the popular time series methodologies such as Johansen's cointegration, Granger causality, and the variance decompositions.
Methodology:

Panel Cointegration
We use two tests of unit roots proposed by Im, Pesaran and Shin (1997) (IPS, hereafter) . Unlike other existing tests such as in Levin and Lin (1993) and Quah (1992 Quah ( , 1994 ), IPS's allow for heterogeneity across members and residual serial correlation. They consist of testing the null that λ i =1 (where i indicates the cross sectional member) against the alternative that λ i < 1 for some or all i in the following equation: Z , is based on pooling the residuals along the within dimension of the panel. The three statistics are respectively analogous to the "panel variance ratio", "panel rho", and "panel t" statistics in Phillips and Ouliaris (1990) . The second set of statistics is based on pooling the residuals along the between dimension of the panel. This allows for a heterogeneous autocorrelation parameters across members. The asymptotic distribution of each of those five statistics can be expressed in the following form:
where X N,T is the corresponding form of the test statistic, while µ and ν are the mean and variance of each test, respectively. Their values are given in Table 2 in Pedroni (1999) . Under the alternative hypothesis, Panel-ν statistic diverges to positive infinity. Therefore, it is a one sided test where large positive values reject the null of no cointegration. The remaining statistics diverge to negative infinity, which means that large negative values reject the null of no cointegration.
As is well known in the literature, in the presence of I (1) variables, the effect of superconsistency may not dominate the endogeneity effect of the regressors if OLS is used. This would result in a biased and a non normal distribution of the residuals. This distribution depends also on the nuisance parameters associated with the serial correlation of the data. As Pedroni (2000) showed, the problem is amplified in a panel setting by the potential dynamic heterogeneity over the cross sectional dimension. Specifically, as this dimension increases, second order biases could be expected to occur by the poor performance of the estimators designed for large samples as they are averaged over the panel's members. For this reason, he modified the FMOLS methodology to make inferences in cointegrated panels with heterogeneous dynamics as the cross sectional dimension becomes large even with relatively short time series .
Time series Cointegration:
For the time series setting we use the conventional Augmented Dickey-Fuller (ADF) Fuller (1979, 1981) methodology to test for unit roots. Then the multivariate cointegration tests are used to assess for long run linkages among the variables in the system. We use the Johansen (1988 Johansen ( , 1991 and Johansen and Juselius (1990) 
The null hypothesis for this test is that there are r cointegrating vectors in X t . For both tests, the alternative hypothesis is that there are g>r cointegration vectors in X t . Johansen and Juselius (1990) suggested that the trace test may lack power relative to the maximal eigenvalue test. However, the trace test is more robust to the non-normality of errors 1 .
Causality:
Causal relations among the variables for the panel and the time series data are investigated using the Granger causality tests (Granger, 1969 (Granger, , 1981 (Granger, , 1988 Granger & Weiss, 1983) . We examine causality from one variable to another using the following four-variable vector auto regression VAR(4) error correction model:
Where ∆ is the first difference operator, t Y is a vector of real GDP, the ratio of private sector credit to base money, government consumption, and M1, k is the number of lags in the VAR system, and (2000), Gregrio & Guidotti (1997) . Real M1 and real government spending are used in the analysis to capture macroeconomic policies that may be associated with economic growth. favor of the non-stationarity hypothesis of the variable and so does the LM-bar test but to a lesser extent. The only exception is the financial development variable, which rejects the null of non-stationarity when a common time dummy is included. The last two columns show that the first order differences of our variables easily reject the non-stationarity hypothesis concluding that all variables integrated of order one, I(1).
The next step is to test whether the variables are cointegrated using Pedroni's (1995 Pedroni's ( , 1997 Pedroni's ( , 2001 ) methodology as described previously. The results of the cointegration tests are presented in table (2). We test for cointegration including an intercept and a trend in the individual series. The null of no cointegration is rejected for all panel and group tests except for the group-ρ test which does not reject the null of no cointegration. However, as in Pedroni's tend to under reject it in case of small N and T which is our case. For instance, at the 95% significance level, the rate of rejection is 10% instead of 5% for the panel-t test and is between 1% and 3% for panel-ν and panel-ρ tests. This may explain the non-rejection of the null using the group-ρ test. Therefore, we may conclude that our variables are cointegrated with a trend.
On the other hand, the group-tests presented at the end of table (2) In table (4) the Granger causality tests for the panel data show that there is an evidence of one-way causality running from economic growth to financial development as the error correction term is significant at the 1% level although the F-statistics is not significant. There is no evidence that financial development has an effect on economic growth in the short run which gives support to the idea that financial development may be a result of economic growth or demand-following phenomenon. As suggested by Patrick (1966) , the financial development may take place following real economic growth.
Therefore, the results of the Granger causality tests along with the panel cointegration tests suggest that there is an evidence of long run linkages between financial development and economic growth in the Middle East both in the long run and the short run. However, it seems that the role of financial development may not be crucial for economic development in the region, but, instead, it reacts to economic development which may propose that its role can be considered as passive. On the other hand, an alternative review of financial development in the region may suggest that our results stress the fact that the financial sector is not developed enough in the region to support a sustained economic development.
We now turn into the time series result to investigate the linkages between financial development and real GDP for the individual countries.
Starting by looking at the time series properties of the variables, table (5) presents the results of the Augmented Dickey Fuller tests. The lag lengths are chosen using the Schwarz criterion. For all countries, the variables are integrated of order (1) except for real government spending for Algeria which is I(0) and for Tunisia and Turkey where it is I(2) in both cases. This variable is not used in the cointegration tests for these three countries. To discuss the strength of the evidence of causality that was established in table (7) we turn into the variance decompositions VDCs which are presented in tables (8) and (9). For Syria and Morocco, the two-way causality which is observed in table (7) seems to be very weak in tables (8) and (9). The financial development variable, in general, explains less than 1% of the forecast error variance of real GDP while GDP explains around 5% and 9% after 5 and 10 years of the forecast error variance of financial development for Syria and Morocco, respectively. For Algeria, Egypt, Saudi Arabia, and Tunisia, causality that runs from financial development to real GDP seems to be significant only in the case of Egypt where more than 37% of the forecast error variance of GDP is explained by financial development after 5 and 10 years. This percentage does not exceed 7% for Algeria, 4% for Saudi Arabia, and 3% for Tunisia, and it is not significant in all cases. On the other hand, real GDP explains between 11%
to 13% of the forecast error variance of financial development after 5 to 10 years in Egypt, and around 4% for Algeria, 6% for Saudi Arabia, and 2% for Tunisia.
In all cases including Egypt these numbers are not significant at the 5% level.
For the cases of Jordan and Turkey, Granger causality that was observed in the direction of real GDP to financial development seems to be significant in the case of Jordan where real GDP explains around 33% to 38% of the forecast error variance of financial development. For Turkey, real GDP explains around 20% of the forecast error variance of financial development but this percentage, although large, is not significant at the 5% level. Moreover, financial development explains more than 11% and up to 36% of the forecast error variance of real GDP for Jordan and Turkey, respectively. However, these numbers are not significant. For Iran and Kuwait, no evidence of causality was observed from table (7) and it is still the case from the evidence shown by tables (8) and (9). Finally, the results in table (8) show that the money stock variable fails to explain major portion of the forecast error variance of GDP except for the case of Iran where it explains more than 45% of this forecast error variance. This evidence signifies the importance of money in the Iranian economy; however, it gives a great support to the neutrality of money hypothesis in the Middle East region. On the other hand, government spending seems to be important in the determination of real GDP in the cases of Kuwait and Morocco where it explains around 25% of the forecast error variance of real GDP.
From tables (7), (8) and (9) we may conclude that causal relationships between financial development and economic growth that are observed are not very strong in most cases in the sample. Moreover, there is no overwhelming evidence that supports either direction of causality as in the case of the panel causality tests where it is shown that it is economic growth that causes financial development in the region and not vise versa.
Conclusion:
In this paper we investigate the relationship between financial development and economic growth for ten Middle Eastern countries as a group using panel cointegration and as individual countries using popular time series methodologies. The results indicate that, in the long run financial development and economic growth may be related to some level as suggested by the panel cointegration tests. Moreover, in the short run, the evidence of linkages between financial development and economic growth shows that the causality affects run from economic growth to financial development. Time series methodologies, on the other hand, support the finding of strong relationship between financial development and real economic growth in the region but they fail to, clearly, establish the direction of causation. The results in the paper may be explained by the high degree of financial repression and the weak financial sector in the region that is unable to support a sustainable economic development. Furthermore, the sluggish and unbalanced economic growth in the region may weaken any relationship between financial development and economic growth, especially in the short run as large fluctuations in real GDP growth are always observed in the region. Therefore, countries in the region should take more measures to reduce financial repression to help increase financial development which results in more 
