Wireless mesh networks are primarily used to provide Internet access by sharing the Internet connections of a limited number of gateways. If traffic is routed in the mesh without considering load distribution, unevenly network congestion may arise and some gateways may rapidly get overloaded, which causes a significant reduction of the network capacity. To address this issue, in this paper we firstly develop a queuing network model that accurately predicts the residual capacity of paths in heterogeneous mesh networks, and precisely identify network bottlenecks. By taking advantage of this model, we design a novel Load-Aware Route Selection algorithm, named LARS, which improves the network capacity. This objective is obtained by allowing each mesh node to distribute the traffic load among multiple gateways in order to ensure evenly utilization of Internet connections. Simulation results show that LARS significantly outperforms shortest path routing using contentionaware link costs, achieving throughput improvements of up to 210% in the considered network scenarios.
Introduction
802.11-based wireless mesh networks are emerging as a key technology to provide cost-effective ubiquitous access to the Internet [12] . Normally, in mesh networks only a subset of routers, referred to as gateways, has a high-speed Internet connection, while Internet access is shared among all the other mesh nodes by exploiting the ad hoc routing capabilities of the mesh routers [3] . However, this vision is rapidly changing. Real-world mesh networks have been recently deployed, which are used to share a potentially large number of low-speed Internet connections (i.e., DSL fixed lines) available at the customers' premises. Examples of such networks are Meraki-based deployments in urban areas [15] , or the Ozone's network in Paris, which is composed of 400 mesh routers, most of them using standard DSL links as Internet backhaul, while only ten gateways are provided with an ISP-owned fiber link [16] . In a broader sense, wireless mesh networks are evolving into a converged infrastructure used to share the Internet connectivity of sparsely deployed fixed lines with heterogeneous capacity, ranging from ISPowned broadband links to subscriber-owned low-speed connections [18] .
Being mesh networks primarily used for Internet access, both traffic routing and Internet gateway selection play a crucial role in determining the overall network performance, and in ensuring the optimal utilization of the mesh infrastructure [21] . For instance, if too many mesh nodes select the same gateway as egress point to the Internet, congestion may increase excessively on the wireless channel, or the Internet connection of the gateway can get overloaded. This is especially important for the heterogeneous mesh networks considered in this study, because low-speed Internet gateways may easily become a bottleneck, limiting the achievable capacity of the entire network. In addition a load-unaware gateway selection can lead to an unbalanced utilization of network resources.
Routing protocols in wireless mesh networks have been extensively studied in last years, but primarily focusing on the design of more efficient routing metrics. One of the first examples of such routing metrics is ETX [7] , which exploits per-link frame loss rates to find paths with high throughput. Starting from the ETX concept, many variants have been proposed to capture, for instance, the effect of diverse transmission rates [2, 8] , or intra-flow and interflow interference [10] . Although these metrics have been demonstrated to work very well in mesh networks, and to provide significantly higher throughput performance than simple hop count, they are completely unaware of the available resources at the gateways. On the contrary, significant performance improvements might be obtained by considering residual capacity of gateways' Internet connections, as well as load distributions, when routing traffic flows. Some schemes for load balancing in wireless mesh networks proposed to restrict load balancing decisions only at the gateway side [6, 17] . Other recent studies have explored the benefits of introducing load-dependent information in the design of routing heuristics. For instance, in [20] authors proposed the Interference-Aware Resource Usage (IRU) routing metric, which captures inter-flow interference (i.e., interference between neighboring nodes) to facilitate loadbalanced routing. In [14] load balancing is incorporated in the routing metric by taking into account the average queue length of mesh routers. An approach more similar to our work is adopted in [1] , which introduces a simple heuristic to determine the residual capacity of a node. However, there is a complex interdependence between the way traffic flows are routed in the network and the utilization of network resources, which makes very difficult to precisely estimate the remaining capacity of a path or a gateway.
To address the above problem, in this paper we make the following two main contributions. First of all, we develop a queuing-based model of a heterogeneous mesh network, which incorporates the interdependencies between random access MAC protocol, traffic routing and load distribution. This model is used to estimate the network capacity, and to identify network bottlenecks, due to either congestion on the wireless channels or overloading of fixed lines. Simulation results are shown to validate the accuracy of this model using shortest path routing algorithms. Then, we propose a novel Load-Aware Route Selection algorithm, named LARS, which integrates traffic routing with gateway selection. The goal of LARS is to improve the network capacity and to avoid underutilization of gateways' resources. The idea behind the LARS design is to allow each mesh node to distribute the traffic load among multiple gateways to ensure evenly utilization of Internet connections. To this end, mesh nodes select the routes towards the gateways taking into account the residual capacity of the paths, and the utilization of the gateways' fixed lines. We exploit the proposed queuing model to accurately predict the residual capacity of each path, and to discard paths or gateways that cannot accept additional demands. Simulations performed with various network configurations show that the proposed route selection algorithm significantly outperforms shortest path routing using contention-aware link costs [10] , providing up to 210% throughput improvement in some network scenarios.
The remaining of this paper is organized as follows. Section 2 introduces the system model and develops the capacity analysis. Section 3 describes the LARS algorithm. In Section 4 we validate the analysis and present a simulationbased comparison of LARS against shortest path routing algorithms. Finally, conclusions and future extensions are discussed in Section 5.
Network capacity analysis
In this section we describe a queuing model for a heterogeneous mesh network using a random access MAC protocol, which is used to estimate the network capacity.
The network model
As discussed in Section 1, we consider an heterogeneous mesh network consisting of three classes of nodes: mesh routers, provider gateways and residential gateways. Each class of nodes supports different communication services, and uses wireless and/or wired communications technologies. To model wireless communications we adopted the Protocol Model [11] . Thus, transmission range r tx of each station is fixed, and all stations transmit at the same power. Moreover, a wireless transmission between neighboring nodes i and j is successful only if d k,j > (1+∆) · r tx for any other node k that transmits simultaneously with node i. The constant ∆ > 0 is a parameter taking into account the interference level.
In this study we are concerned with uplink traffic, i.e., traffic generated by the mesh clients for hosts/servers in the Internet. Each mesh node receives packets from the mesh clients associated to it. In the considered scenario, packet generated by mesh clients can be forwarded to any of the available Internet gateways. We assume that the interarrival time of the external traffic arriving at mesh node i is exponentially distributed with parameter 1/λ e,i , which implies that the packet generation process is a Poisson process. However, as we will explain in Section 2.2, the analysis is applicable to any traffic model, whose inter-arrival distribution is a renewal process. Regarding the modeling of the forwarding strategy implemented by mesh nodes, we use a forwarding matrix P = {p i,j }, where p i,j is the probability that a packet received by mesh node i is forwarded to mesh node j. In this work we analyze routing strategies that lead to state-independent forwarding matrices (i.e., with constant forwarding probabilities).
To model the mesh network as a queuing network it is necessary to characterize each mesh node with a correspondent queuing system, which should capture the most important aspects of the queuing and forwarding processes. Since we consider mesh networks composed of three types of mesh nodes, we have introduced three different classes of stations in our equivalent queuing network, which are shown in Figure 1 . First of all, let us assume that in the mesh network there are n O mesh routers, n P provider gateways, and n R residential gateways, being n = n O +n P +n R the total number of nodes in the mesh network. Each mesh router will receive user-generated traffic with an average rate λ e,i , and packets from the other stations of the queuing network with an average rate λ f wd,i . Hence, the resulting effective arrival rate λ i at station i is equal to λ f wd,i +λ e,i . Since the mesh routers are not connected to the Internet, they behave as pure relay stations forwarding the packets they received to their neighbors according to the pre-computed forwarding probabilities. We assume that the transmission rate of each mesh router is equal to W O bps, and the packet size is constant and equal to L bits. However, the time needed by station i to serve the packet is generally greater that the packet transmission time (L/W O ), and depends of the number of its interfering neighbors. In Section 2.2.1 we present a stochastic model to determine the mean and second moment of the service times when the stations in the queuing network use a random access MAC protocol to coordinate their transmissions. The queuing representation of the
Packets generated provider gateway is shown in Figure 1 (b). The primary difference between mesh routers and provider gateways is that the latter are connected to the Internet with a fixed access line of bandwidth W P bps, with W P >> W O . Note that the Internet access line is a point-to-point connection. As a consequence, the time taken by the provider gateway to serve the packet is constant and equal to L/W P seconds. Moreover, being the final destination of the packet, the gateway absorbs the packet, which departs from the queuing network.
Similarly to provider gateways, residential gateways have the primary purpose of providing Internet access, but their queuing representation is different and more complicated. Specifically, let us denote with W R the bandwidth, in bits per second, of the fixed access between the residential gateway and the Internet. In this case, the Internet access line of the residential gateway may rapidly become a bottleneck as the traffic received on the wireless interface builds up, limiting the achievable capacity of the whole mesh network. To make this limitation less severe, the residential gateway may take advantage of the available wireless bandwidth to behave as a relay node, and further forwarding the traffic to one of its neighbors, which may be less congested, or closer to a provider gateway. As shown in Figure 1 (c), this can be modeled using two separate queues. Then, when a residential gateway i receives a packet, it decides to absorb the packet with probability γ i , or to forward the packet to one of its neighbors with probability 1−γ i . The design of the γ i function is influenced by the routing and resource allocation strategies implemented in the mesh network.
In summary, our model of a mesh network of n nodes consists of an equivalent G/G/1 queuing network of n stations with n+n R queues, in total. The connections between these queues is determined by the forwarding matrix. Finally, we assume that each queue in the network has infinite size, and the packets are served according to a FCFS discipline.
Diffusion approximation for an open queuing network
It is intuitive to note that, even assuming a Poisson model for the external packet generation process at each station of the equivalent queuing system, both service times and overall packet inter-arrival times are generally not exponentially distributed. Unfortunately, the problem of deriving closed-form expressions for the state probabilities of a G/G/1 queuing network is generally mathematically intractable. Nevertheless, using the diffusion approximation as proposed in [13] , we can obtain an approximate solution for the joint distribution of the queue lengths. For the sake of clarity, in the following we review the main results of this method. The underlying assumptions of the diffusion approximation method are the following. First of all, the external arrival process is a renewal process with mean inter-arrival time 1/λ e and coefficient of variation c E . Secondly, the service times at queue i have an arbitrary distribution with known mean 1/µ i and coefficient of variation c Bi . Finally, all queues in the network are single server with FCFS service strategy. By applying classical reasoning on the statistical equilibrium between the rate of departures from a queue and the rate of arrivals, the effective arrival rate of packets at queue i can be computed as
where p e,i is the probability that an external packet first enters the network at queue i (i.e., λ e,i = p e,i ·λ e ), and m the number of queues in the network. By definition, the relative arrival rate at queue i, hereafter denoted with visit ratio e i , is equal to λ i /λ e , and it represents the average number of times a packet is forwarded by the station i. Finally, the utilization factor ρ i for queue i is simply λ i /µ i . According to [13] the approximated joint distribution of queue lengths have a product-form solution with marginal probabilitieŝ
whereρ i is a correction factor for the queue utilization computed as followρ
In Equation (3), the parameter c Ai denotes the coefficient of variation of the inter-arrival times at node i. This term depends on the complex interplay between the service processes of other stations in the queuing network. In [13] the square c Ai value is approximated using the following expression
where we set c
Analysis of service times
In this section we derive analytical expressions for µ i and c Bi values, which are necessary to compute the queue utilization factor and queue length distributions, respectively. For the sake of notation brevity, we introduce three sets of integers as follows:
Then, in the following development we assume that the station i in the queuing network has the structure shown in Figure 1 (a) for i ∈ I O , the structure shown in Figure 1 (b) for i ∈ I P , and the structure shown in Figure 1 (c) for i ∈ I R . This permits to easily associate the µ i parameter to the service time of a corresponding node in the mesh network. As discussed in Section 2.1, the queues modeling Internet access lines are characterized by a constant service time, which depends only on the packet size and the fixed channel bandwidth. Consequently, it is easy to derive that Figure 1(c) ), and the corresponding coefficients of variation are equal to zero. On the contrary, the derivation of the service time distributions for the wireless buffers is more involved because it is necessary to take into account the collision avoidance mechanisms of the random access MAC protocol used to coordinate the packet transmissions. In our analysis we assume that the propagation delay is null, so that each station can have an instantaneous knowledge of the wireless channel status.
Based on the interference model introduced in Section 2.1, when a station has a packet to transmit on the wireless channel it is allowed to transmit only if none of the interfering neighbors of the stations are transmitting simultaneously (i.e., the channel is sensed idle), and its transmission will not interfere with nearby receivers. It is important to note that the number of active interfering stations is not constant, but it depends on the queues' utilization. To simplify the analysis, we assume that a station does not back off before transmitting, but it transmits as soon as there are not interfering or hidden stations, and the MAC protocol grants it with the permission to transmit. Note that the focus of our analysis is to model the effect of exposed and hidden station problems, which prevent station from sending packets to other nodes due to neighboring transmitters and receivers, rather than exactly modeling all the features of the IEEE 802.11 MAC protocol. Indeed, in multi-hop environments the location-dependent contention issues due to differences in the number of interfering neighbors can be the predominant source of the channel access inefficiency. To derive the service time distribution we consider a tagged wireless queue i (with i ∈ I O ∪ I R ), and analyze the events occurring during the time X i needed to serve a packet (i.e., the time needed to successfully transmit the packet at the head of the transmission buffer), as shown in Figure 2 . Due to the contention process, station i may wait for Z i transmissions from other interfering stations before being able to transmit its packet. Hence, the X i period can be expressed as
To compute the X i distribution we assume that, at the end of each transmission of any interfering node, station i transmits with a fixed and constant probability q i , which takes into account that the MAC protocol randomly assigns a permission to transmit to one of the contending stations. With this assumption we have that
i . Owing to the geometric assumption for the distribution of the Z i process, it holds that
To ease the derivation of the q i expression we introduce the q i,j parameter, defined as the probability that, at the end of a transmission of an interfering neighbor, station i transmits a packet, given that this packet is for its neighbor j. Using the forwarding matrix, and applying the law of total probability, we can write
where N i is the set of neighboring wireless queues for station i. Formally,
The following lemma provides an explicit expression for the q i,j probability.
Lemma 1 In the considered queuing network system, under the assumption that reception and transmission events are mutually independent, it holds that
where
• φ h is the long-term fraction of time spent by station h receiving packets from its neighbors;
• ψ k is the long-term fraction of time spent by station k forwarding packets to its neighbors;
• η h,j is the fraction of wireless queues that are neighbors of station h, but they are not interferers for station j;
• E j is the set of interfering nodes for station j (formally,
Proof: Reported in [4] due to space limitations. It is worth pointing out that the utilization factor is a very important property of a queue, because it can be used to determine the set of traffic loads that are sustainable by a given routing policy. More precisely, our primary goal is to ensure that the network is stable. We provide the following formal definition of network stability.
Definition 1 A queue is strongly stable if it has a bounded time-average number of packets in the system. Definition 2 A network is strongly stable for a specific arrival process if all individual queues are strongly stable.
In conclusion, to determine the network capacity under a specific routing policy, we will search for the minimum arrival rate λ e that makes the network unstable, and the network bottleneck is the first queue to become unstable.
Route selection for improving network capacity
In this section we describe a Load-Aware Route Selection algorithm, named LARS, which aim at improving network capacity by avoiding underutilization of gateways' resources. The idea behind the design of the LARS algorithm is to allow each mesh node to distribute the traffic load among multiple gateways to ensure evenly utilization of Internet connections. Traditional shortest path routing algorithms enhanced with contention-aware link costs [1, 10] are not easily applicable to this problem because the link costs depend on the routing configuration itself. On the contrary, the key feature of our algorithm is to take advantage of the queuing model developed in Section 2 to predict if the assignment of additional traffic to a path will generate a bottleneck in the mesh network. If the network becomes unstable an alternate path to the same gateway, or to a different gateway, can be tried to satisfy the flow demands. Note that estimating the residual capacity of all the possible paths towards all the available gateways has a complexity that increases exponentially with the number of mesh nodes. To reduce the algorithm complexity, LARS algorithm explores a path subset consisting of the least-cost paths between mesh nodes and available gateways. Thus, we assume that in parallel to our proposed route selection algorithm, a proactive link-state routing is running to build the set of available paths. Starting from this set, LARS decides to which available path to assign the new traffic flow so as to avoid the creation of network bottlenecks.
In general, the definition of the resource allocation problem may also change depending on the users' fairness models we want to enforce. In [9] various fairness models and sharing objective functions have been proposed for multihop wireless backhaul networks. In this work we are concerned with eliminating spatial bias [9] so as to ensure that nodes one hop away from a wired egress point do not receive a greater share of resources than the nodes multiple hops away. Furthermore, to maximize network capacity we consider a finite set of flows and we try to maximize the cumulated data rate by progressively increasing each flow until all gateways get congested. Let A be the set of mesh nodes in the network, and M the mesh network topology. Let us assume that each mesh node i (i.e., both routers and gateways) is the source of an upstream Internet flow. Then, we denote with G i the set of gateways that node i can use to access the Internet. In a classical single-path routing a mesh node ca use one Internet gateway, but splitting policies may be applied to allow a mesh node to use all, or a subset, of the available Internet gateways. For instance, residential gateways can become congested when the user traffic increases around them, and they may prefer to relay their traffic to other less congested gateways.
As explained above, the LARS algorithm tries to maximize the network capacity by progressively increasing each flow bandwidth by a constant factor ∆λ, visiting the nodes in a round robin fashion so as to guarantee the same share of network capacity to each node s in the network. To some extent, this is equivalent to add a new micro-flow of bandwidth ∆λ to each node. Specifically, let s be the mesh node trying to activate a new micro-flow. First of all, we add the ∆λ demand to the arrival rate of the external traffic at node s (line 5) and we update accordingly the overall network load (line 6). Then, these values are used to update the probabilities p e,i that a packet entering the network from outside first enters the i th node (line 7).
The second stage of LARS operations is the selection of the best gateway for s in the set Q of potential Internet gateways. Initially, Q = G s (line 9). More precisely, LARS searches for the gateway g that has the least distance from the node s (line 13), and then removes that gateway from the set Q. Note that any isotonic routing metric [19] can be used to measure the path length, and for simplicity here we adopt the hop count. Then, the function ShortestP ath(s, g, M ′ ) gives the set, denoted with path s,g , of mesh nodes on the shortest path between source s and gateway g in the tested topology M ′ . Note that M ′ is the original network topology M pruned of bottlenecked links, as better explained in the following. For each mesh node k in path s,g we update the arrival rate (from lines 16 to 19), and we recompute the forwarding probabilities to each of its neighbors (line 20). Finally, the algorithm checks if the tentative forwarding matrix P ′ obtained after adding this new flow from s to g generates a new bottleneck in the mesh network. If the stability test is positive, the algorithm confirms the flow allocation (line 24), and moves on considering the next mesh node in the set A (line 25). On the other hand, if gateway g is a bottleneck it can not be used as an egress point to the Internet for this new flow, and the link connecting g to the Internet is removed from the tested network topology M ′ (line 28). If there are still available gateways in the set Q, LARS will repeat the steps from line 13 to line 30, testing a new gateway g. If Q = ∅ then all the paths towards the gateways in G s are bottlenecked. This implies that no new flow can be admitted in s, and the flow allocation procedure terminates. The last forwarding matrix that ensures a stable mesh net- work is the final outcome of the route selection algorithm (line 26). Note that the computed forwarding probabilities provide the fraction of uplink traffic that each node should transmit to each of its neighbors.
Concerning the implementation requirements of the LARS scheme, it is worth pointing out that it should run on a centralized entity. For instance, we can envision that one of the provider gateways collects the flow demands, computes the forwarding probabilities, and distributes them to the mesh routers through special routing messages (e.g., using HNA messages provided by OLSR to distribute gateway-related information [5] ).
Performance Evaluation
In this section we use computer-based simulations to validate our analysis and evaluate the performance gains of LARS over a shortest-path routing algorithm. To this end we have developed a discrete-event simulator of an heterogenous mesh network.
In our tests we deploy the mesh nodes over a square area of side equal to 1Km. In the center of this area we place one provider gateway (i.e., n P = 1) with a high-speed Internet connection (W P = 1 Gbps). We have chosen a n-point grid layout for the mesh topology, where the grid points are separated by 100m. Then, we randomly pick up n O grid points where we place mesh routers, and in the remaining n R grid points we place residential gateways (n = n O +n R = 100). Therefore, diverse levels of network heterogeneity can be simulated by varying the percentage of residential gateways over mesh routers. For each setting of the n R /n ratio, we consider twenty random instances of network topologies. For the sake of clarity, two illustrative network topologies are plotted in Figure 3 . The transmission rate W O of the wireless medium is set to 50 Mbps, while the bandwidth W R of the low-speed Internet connections available at the residential gateways is assumed equal to 5 Mbps, which is consistent with typical uplink DSL lines.
In the simulator we implemented a simplified physical layer model based on the Protocol Model [11] , where the transmission ranges and interference ranges of each station are fixed and equal to 100m and 200m, respectively. Regarding the MAC protocol, our simulator implements a collision-free version of a classical CSMA access scheme without backoff. More precisely, the nodes have complete information on other nods' state and coordinate their channel transmissions so as to avoid collisions. This model is suitable to represent the location-dependent contention issues due to differences in the number of contending neighbors. A more realistic physical model including collision effects will be considered in future work.
The following graphs show the average results obtained by replication of simulation runs, and the 95% confidence intervals of collected statistics, which are very tight.
Validation of model accuracy
To validate our analysis we consider a shortest-path routing algorithm using a contention-aware routing metric derived form the IRU heuristic proposed in [20] . More precisely, in the route computation, the link cost of a gateway Internet connection line is equal to the inverse of fixed line bandwidth, while the cost of a wireless link l is n l /W O , where n l is the number of other wireless links whose transmission can interfere with the transmissions of link l. Regarding the traffic model we assume that each mesh node produces UDP packets of size L = 1000 bytes with an exponentially distributed packet-interarrival time equal to λ. In other words, all mesh nodes generate the same amount of uplink traffic to the Internet. Figure 4 shows a series of scatter plots comparing the network capacity predicted by our model and the one measured with the simulator, under different percentages of residential gateways in the mesh network. Twenty topologies are investigated per each network scenario. The network capacity is estimated according to the formal definition provided in Section 2.2.1, i.e., the maximum load that can be injected in the network without making the network unstable. The shown results indicate that our queuing model is very accurate in predicting the network capacity, and a small error is introduced only in a network scenario without residential gateways. This also implies that our model can be used to precisely identify which gateway or mesh router in the network becomes the bottleneck for the overall network performance. Similar results have been obtained using a minimum hop-count routing algorithm and are not reported here for space limitations. Furthermore, we can observe that adding additional gateways in the network not necessarily improves the network capacity. On the contrary, when the percentage of residential gateways in the network is 5% the network capacity can be significantly lower than the one obtained in a mesh without residential gateways. This is due to the load-unaware behavior of the shortest path rout- ing algorithm that may easily lead to overuse gateways with congested or low-speed Internet connections. Only when the percentage of residential gateways over mesh routers is sufficiently high (in our scenarios 20%) there is an appreciable benefit from sharing the low-speed Internet connections. These results motivate the need for load-aware route selection algorithms in order to improve system performance.
Performance of proposed route selection algorithm
In this section we compare the performance of the LARS algorithm and a shortest path routing protocol using the contention-aware routing metric defined above. Specifically, for each of the network topologies considered in Figure 4 , we employ our model to estimate the network capacity achievable using either the LARS algorithm or the shortest path routing. Then, in Figure 5 we show the capacity improvement provided by LARS against the shortest path routing, measured both analytically and through simulations. For the sake of clarity, in the graphs we sorted the topologies in decreasing order of network capacity for shortest path routing algorithm. In the considered scenarios, LARS significantly outperforms shortest path routing ensuring throughput improvements that ranges from 35% up to 210%. It is important to note that the performance gain is higher for the most disadvantaged topologies, i.e., for the topologies where the shortest path routing obtained the lowest performance. Furthermore, the shown results confirm that our model accurately predict the network capacity also for the LARS scheme.
The remarkable throughput improvements provided by LARS can be explained by considering the ability of this algorithm to evenly distribute the network load among all the available gateways. To confirm this feature, in Figure 6 we compare the utilization of the residential gateways' Internet connections obtained, by simulation, using LARS and the shortest path routing, under saturated conditions. The graph refers to an illustrative topology with n R /n = 20%. As shown in the figure, the LARS algorithm ensures to fully utilize the available bandwidth of the gateways' fixed lines, while the shortest path routing underutilizes many gateways. This leads to the inefficient usage of the network resources, and, consequently, lower network performance. On the contrary, LARS is able to optimally utilize the net- work resources, maximizing the network capacity.
Conclusions
Focusing on heterogeneous mesh networks where gateways with low-speed Internet connections may exist, in this paper we have developed a queuing network model that accurately predicts the path residual capacity, and precisely identify network bottlenecks. By exploiting this predictive tool, we have designed LARS, a Load-Aware Route Selection algorithm that improves the network capacity by evenly distributing the network load among available gateways. Simulation results show that LARS significantly outperforms shortest path routing using contention-aware link costs, providing up to 210% throughput improvement in the considered network scenarios. The presented results have been obtained assuming an idealized MAC protocol that tries to capture primarily location-dependent contention issues. However, the extension of our analysis to a real 802.11 MAC protocol is an ongoing activity. Furthermore, LARS design does not consider end-to-end delays in the selection of feasible network paths. Thus, integrating end-to-end delay constraints in the routing scheme is an interesting and open research area.
