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１　はじめに
社会科学データの多くは、何らかの階層構造あるいはクラスター構造を持つ
ことが多い。たとえば、同じ親をもつ子ども同士は、大きな母集団から無作為
に選ばれた他人同士よりも、身体的･精神的に似通っている可能性が高いとい
う意味で、また生活環境を共有しているという意味で1つのクラスターを構成
している。また、学校に所属する生徒は、生徒が所属するクラスから影響を受
け、さらにそのクラスは学校からも影響を受ける。加えて、生徒や学校は、そ
の居住地や所在地など地域の影響も受ける。つまり、生徒＜クラス＜学校＜地
域という階層構造（入れ子構造）がある。一般に、個人は集団や社会的ネット
ワークの入れ子構造のなかに存在し、さまざまな社会的文脈と相互作用してい
る。したがって、人を最小の分析単位とする社会科学データは、複雑に入り組
んだ社会的文脈のなかに存在しているのである。
たとえば、市田ら（2005）が述べているように、地域の特性と地域住民の健
康状態との関連を考えるとき、「地域住民の健康指数の平均値」と「失業率」
等の地域レベルの変数間の関連を調べる分析では、地域による健康への影響を
正しく分析することは出来ない。地域の失業率の高さが治安の悪化等を通して
住民の健康に与える影響（地域レベルの要因）と、個人が失業して低所得であ
るということの影響（個人レベルの要因）の両者が混じってしまうからである。
地域レベルの要因を特定するためには、個人要因と地域要因を分離し、地域要
因のみを評価する必要がある。
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もう一つ別の例を考えてみよう。京都市内の中学に在学する生徒に対して、
数学の成績と宿題の量の関係を調べたいとする。京都市内のいくつかの中学を
まず無作為に抽出し、さらにそれらの中学校の生徒から調査対象者を無作為に
抽出する。一般的な分析手法として、従属(目的）変数yを生徒の数学の成績、
独立(説明)変数xを宿題の量とする回帰モデルを考える。
, , , ,y x e i n1 2i i i0 1 g= + + =b b （1）
( , )e N 0i
2
+ v （2）
ここで、添え字 iはそれぞれの生徒を表し、nはサンプルの総数、 0b , 1b はデ
ータから推定される定数、残差e iは平均0、分散
2v をもつ正規分布からの独立
なサンプルであると仮定している。
このモデルでは、宿題の量が数学の成績に与える影響に関する回帰係数 0b お
よび 1b を、n個のデータすべてを用いて推定する。推定された 0b 、 1b はすべ
ての中学に共通の値である。
一方、e iは宿題の量で説明しきれない残差すべてであり、IQや生活態度など
個人要因によるばらつきと、教育方法など学校要因によるばらつきをすべて含
んでいる。
また、同じ学校に所属する生徒は相互にある程度相関しているはずであるか
ら、このモデルにおける仮定「n個のサンプル（データ）はすべて互いに独立
である」は厳密には成り立たない。このような級内相関が存在すると、有意性
検定が甘くなり、第一種の過誤が生じる確率が増加することが知られている。
一方、各学校の効果を調べるために、それぞれの学校毎に回帰直線、つまり、
切片 0b jと傾き 1b jを推定する方法も考えられる（ , ,j m1 g= はそれぞれの学
校を表す）。しかし、そのような分析から得られる結果は各学校に対する推定
結果であり、本来の目的であった京都市内の中学に在学する生徒に対する推測
に用いることは出来ない。また、各学校ごとのサンプル数が小さい場合には推
定誤差が非常に大きくなってしまう。
通常の分散分析や回帰分析では個人が無作為抽出されると仮定するのに対し
て、本稿で紹介する線形混合モデルは、データがもつ階層構造あるいはグルー
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プ構造を直接モデル化する。そのため、階層線形モデルあるいはマルチレベル
モデルと呼ばれることもある。個人差によるばらつきと、個人が所属する上位
レベルのグループの違いによるデータのばらつき（たとえば、学校の違いに起
因する個人の成績のばらつき）を同時に、区別して評価することができる。同
一グループ内のデータ同士は他のグループのデータとよりも類似性している可
能性があることを認めた上で、個人要因（IQや親の経済力など）と個人が所属
するグループの要因(学校の種類や教育方針など）が個人の結果に与える影響
の大きさを評価することができるのである。
線形混合モデルは、医学統計分野および教育分野で先行している分析方法で
あるが、その他の社会科学分野にも広く適用可能であり、かつ、学問上のニー
ズは高いと思われる。実際、国内での応用事例は少ないものの、すでに海外で
はさまざまな研究分野で利用され、階層構造あるいはグループ構造を持つデー
タを解析する一般的なツールとして浸透してきている。Kreft and de
Leeuw(2006)は、すでに応用が始まっているか、今後の応用が特に期待される
分野として、学校の影響力に関する研究、企業における労働者の収入、薬物防
止に関する研究、心理療法、成長曲線分析(反復測定データの分析）、地理的情
報システム、メタ分析、双子と家族に関する研究を挙げている。
国内での研究例としては、小宮山（2000）、市田ら(2005）、河本（2006）、久
保川(2006）などがある。また、科学研究費補助金採択課題・成果概要データ
ベース（KAKEN）で「マルチレベル分析」をキーワードに検索すると、ソー
シャル･キャピタルや公衆衛生に関する研究など7件の研究課題が該当する
（2007年9月21日現在）。
以下、本稿では、線形混合モデルにおける基礎概念と基本モデルを概説し、
教育分野でのいくつかの分析事例を紹介する。2章では最も基礎的な線形混合
モデルであるランダム切片モデルを、3章ではランダム係数モデルを紹介する。
4章では、反復測定データ（同一の被験者を長期間にわたり追跡する縦断的研
究など）への応用について述べ、これが線形混合モデルの有望な適用分野の1
つであることを示す。さらに5章では混合モデルに必要なデータ数の目安につ
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いて、6章では混合モデルを扱うためのソフトウェアや情報源を紹介する。
２　ランダム切片モデル
まず、最も単純な混合モデルとして、切片だけにランダム効果を導入するラ
ンダム切片モデルを考えよう。
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x ijは説明変数、y ijは目的変数で、添え字iは個人を、添え字 jは個人が属する
グループ(集団）を表している。一見すると通常の回帰式に見えるが、このモ
デルではu 0jがあらたに確率変数として加わり、切片 u0 0+b jはグループ毎に異
なる値をとる。回帰直線の傾き 1b は従来どおりグループ間で共通の定数であ
る。
全データに共通の定数である 0b と 1b をモデルの固定効果、個人やグループ
間で変動するe ijとu 0jをランダム効果(変量効果)と呼ぶ。グループレベルのラ
ンダム効果u 0jは、データ全体から計算される切片の値 0b からのグループ jの
切片の値の偏差を表し、個人レベルのランダム効果e ijはそれぞれのグループレ
ベルにおける平均的な効果 x ui0 1 0+ +b b j jから個人の観測値y ijへの偏差を表
している。u 0jとe ijは互いに独立である。
固定効果とランダム効果が混合しているモデルなので混合モデルと呼ばれ
る。分析対象となっているグループは、グループ母集団からのランダムサンプ
ルとしてたまたま選択されたものだと仮定することによって、グループ要因に
よるy ijのばらつきの大きさの指標 0v uを推定する。
このランダム切片モデルは、説明変数で説明しきれない誤差項を、グループ
レベルのランダム効果u 0jと個人レベルのランダム効果e ijという異なるレベル
（階層）の分散成分に分けてモデル化しているため、分散成分分析とも呼ばれ
る。
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2.1 級内相関
グループレベルの分散 0
2v uおよび個人レベルの分散 e
2v と、通常の回帰モデル
におけるランダム誤差の分散 2v との間には、次のような関係がある。
e
2
0
2 2
= +v v vu
ランダム切片モデルの場合、同じグループ内のデータ同士の相関係数（級内相
関）は次のような式で表される。
e0
2 2
0
2
+v v
v
u
u
これは、誤差変動全体のなかでグループの違いが原因として生じる誤差変動の
割合（VPC、variance partition coefficient）であるから、グループの重要性
あるいは効果の程度を表していると解釈することもできる（H. Goldstein et
al., 2002)。
級内相関が存在する場合、第一種の過誤の確率が増加し、伝統的な線形モデ
ルの有意性検定が甘くなることは既に述べた。Kreft and de Leeuw(2006)では、
大きなグループn 100j = においては、0.01という小さな級内相関であっても、
仮定された有意水準は .0 05=a から0.17に第一種の過誤率が増大し、小さな
グループ（n 10j = ）においても、級内相関が大きい（0.2）場合には有意水準
.0 05=a は0.28という観測a水準になるという実験結果が紹介されている。
図１は、ロンドンの学校での入学前読解テストと卒業時試験スコアとの関係
を、65の学校に所属する4059人の生徒についてプロットしたものである。デー
タはすべて正規化されている。このデータは、
http://www.cmm.bristol.ac.uk/learning-training/multilevel-m-software/data-
rev.shtml
からダウンロードできる（以下では、ロンドンデータと呼ぶことにする。この
データについての詳細は、Goldstein et al.（1993）を参照のこと）。入学前の
読解テストと卒業時試験スコアには正の相関関係がみとめられるが、その一方
で、かなりのばらつきが存在する様子がみてとれる。なお、図中の直線は、通
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常の線形回帰モデルに基づいて、学校毎に推定された回帰直線である。
図２に各学校の回帰直線の切片 0b j（intercept)と傾き 1b j（standlrt)の95％
信頼区間を示す。切片、傾きともに学校間でのばらつきが大きく、かつ、各学
校のサンプルサイズによって、信頼区間の幅が大きく変わることがわかる。ま
た、全く他校と異なる傾向を示す学校が１校あり（図中の48番）、不適切なデ
ータが混在しているらしいことがわかる。
このデータに対してランダム切片モデルを当てはめた結果が表１である。学
校レベルのランダム効果の標準偏差は .0 3060 =v ut 、個人レベルのランダム効果、
つまり残差の標準偏差は .0 752e =vt となり、学校レベルのばらつきもかなりあ
るという推定結果となった。級内相関を計算すると0.144となり、このデータ
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図１　ロンドンの65校における入学前読解テストと卒業時試験スコア
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表１　ロンドンデータに対するランダム切片モデルの推定結果
固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
0b
t 0.002 [-0.077,0.081] u0vt 0.306 [0.251,0.374]
1b
t 0.563 [0.539,0.588] evt 0.752 [0.736,0.769]
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図２　65の学校毎に推定された回帰直線の切片（intercept）と傾き（standlrt）の95%
信頼区間。１番から32番までの図と、33番以降の図では、スケールが異なること
に注意。
に対して通常の回帰分析を行うと有意性検定が甘くなることが予想される。
2.2 固定効果とランダム効果
グループの効果を評価する別の方法として、共分散分析（ANCOVA)がある。
回帰モデルにダミー変数を導入し、各グループの効果を固定効果として比較す
るものである。しかし、m個のグループを分析対象とする場合、ANCOVAモ
デルでは( )m 1- 個のパラメータを新たに導入する必要がある(ランダム切片モ
デルの場合は、グループ数に限らずu 0jのみ）。したがって、通常は実験計画の
枠組みで、いくつかのグループ間の比較をするのに用いられる(グループの数
は多くない）。また、得られた推定結果は分析したグループに対する結果であ
り、グループが属する母集団に対する推測は行えない。
それに対して、ランダム効果を考える場合には、興味の対象はグループが属
する母集団であり、グループ母集団からのランダムサンプルとして各グループ
のデータを利用するのである。
2.3 ランダム効果の予測
ランダム効果のない通常の線形モデルでは、すべての効果はモデルパラメー
タとしてモデル式に組み込まれている。たとえば、各グループ毎に線形回帰モ
デルを考える場合、次のようになる。
, , , ,y x e j m1 2i i i0 1 g= + + =b bj j j j j
観測データが与えられれば、パラメータ 0b j、 1b jの値を推定することができる。
以下では、この方法でグループ毎に固定効果として計算された推定値のことを
OLS（Ordinary Least Square）解と呼ぶことにする。
一方、ランダム効果を含む混合モデル（3）では、切片のランダム効果u 0jは
パラメータではなく、平均が0、分散が 0
2v uの正規分布に従う確率変数である。
その期待値は [ ]E u 00 =j であり、この値に興味があるわけではない。 [ ]E u 00 =j
というのは、各グループ独自の効果（確率変数u 0jの実現値）を学校間で平均
すると 0になるというモデルの仮定そのものである。関心があるのは、グルー
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プ毎に割り当てられる確率変数u 0jの実現値の予測（推定）である。混合モデ
ルでは、経験ベイズ最尤法を用い、事前分布 ( , )u N 00 0
2
+ v uj に対して各グルー
プの観測データが与えられた場合のu 0jの事後平均を計算し、それをu 0jの実現
値に対する予測値(推定値）としている。ランダム切片モデル（3）の場合には、
その値は次のような式で表される（久保川 2006）。
( ( ))u
n
n
y x
1 j
j
j j0 0 1=
+
- +
t
t
b bjt
ただし、x j、y jは、グループ j内でのx ij、y ijの標本平均、 / e0
2 2
=t v vut t である。
グループ内のデータ数n jが多いほど、u 0jt のグループ毎の回帰モデルによる
OLS解に近づく。また、データ数n jが少ない場合は、u 0jt の値は小さくなり、
全体平均に近づいた推定となる。つまり、平均にかなりの程度「縮約(shrink-
age)」された推定値となる。データ数が少ない場合、外れ値の影響を受けやす
く推定値が歪みやすいという問題があるが、混合モデルの場合は、そのような
外れ値の影響を減じることができる。また、級内相関が小さいほど、tの値は
小さくなるから、やはりランダム効果u 0jは小さく評価される。
このように、混合モデルにおける各グループに対するランダム効果の予測値
は、それぞれのグループに対するOLS解をグループ内のデータ数に応じて全体
解に縮約したものである。したがって、将来予測や推論に適した信頼性の高い
予測値が得られる反面、データ数が少ないグループに対する推定値はかなりの
程度縮約されるため、現状の記述という観点からは現実的ではない（Kreft
and de Leeuw, 2006）。
マイノリティに関する研究や家族や双子に関する研究など、グループ毎に十
分なサンプル数を確保することが難しいデータを扱う場合、各グループの推定
値はかなりの程度縮約される。しかし、多くのグループからのデータをプール
し、他のグループのデータから｢説得力の借用（borrowing of strength)」をす
ることによって、伝統的な統計手法では行えなかった統計的推測が行えるので
ある。
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３　ランダム係数モデル
次に、回帰係数 1b にもランダム効果を導入したランダム係数モデルを考えよ
う。
, ,y x e u ui i i0 1 0 0 0 1 1 1= + + = + = +b b b b b bj j j j j j j jj （4a）
( , ), ( , ), ( , )covu N u N u u0 0 u0 0
2
1 1
2
0 1 01+ + =v v vu uj j j j （4b）
( , )e N 0i e
2
+ vj （4c）
このモデルでは、係数u 0j、u1jがグループレベルのランダム変数である。切片
に加えて回帰直線の傾きもグループ毎に異なる値をとる。また、2つのランダ
ム効果u 0jとu1jの共分散を u01v とする。つまり、混合モデルではランダム効果
に関する相関構造を指定できる。このモデルの場合は、共分散 u01v が正の場合、
切片が小さければ係数も小さく、切片が大きければ係数も大きくなる傾向があ
り、 u01v が負の場合は、切片が小さければ係数が大きく、切片が大きければ係
数は小さくなる傾向があることになる。
このモデルにおけるグループ間の分散、つまりグループの違いによる目的変
数yijのばらつきの大きさは、
[ ]Var u u x x x2i u i u i0 1 0
2
01 1
2 2
+ = + +v v vuj j j j j （5）
となり、説明変数x ijの2次関数になる。さらに、2.1節で紹介したVPCは次の
ような式で与えられる。
x x
x x
2
2
u i u i e
u i u i
0
2
01 1
2 2 2
0
2
01 1
2 2
+ + +
+ +
v v v v
v v v
u
u
j j
j j
また、同じグループ内のデータx i j1 とx i j2 の級内相関は次のように表される。
( )
x x x x
x x x x
2 2u i j u i j u i j u i j
u u i j i j u i j i j
0
2
01 1
2 2
0
2
01 1
2 2
0
2
01 1
2
1 1 2 2
1 2 1 2
+ + + +
+ + +
v v v v v v
v v v
u u
表２にロンドンデータにランダム係数モデルを当てはめた結果を示す。傾き
の固定効果 0b の推定値が0.557であるのに対して、学校の違いによる傾きのラン
ダム効果u1jの標準偏差は0.122である。切片についての固定効果とランダム効
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果の推定値は、ランダム切片モデルの推定値とほぼ同じである。また、学校レ
ベルの２つのランダム効果（切片と傾き）の相関係数が0.494であるから、ラ
ンダム切片が大きい学校ほど、ランダム傾きも大きくなる傾向があることがわ
かる。図３に、ランダム係数モデルによって推定された各学校の回帰直線を示
す。図１のOLS解と比べると、サンプル数の少ない学校に対しても「説得力の
借用」をすることによって、安定した推定結果が得られることがわかる。また、
読解力の優れた生徒ほど卒業時のスコアに対する学校の影響が大きいことがわ
かる。
図４はロンドンデータの入学前読解テストの得点の関数としてVPCをプロッ
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図３　ランダム係数モデルによって推定された65校の回帰直線
表２　ロンドンデータに対するランダム係数モデルの推定結果
固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
0b
t -0.012 [-0.090, 0.067] 0v ut 0.303 [0.249, 0.371]
1b
t 0.557 [0.517, 0.596] 1v ut 0.122 [0.090, 0.166]
evt 0.744 [0.728, 0.761]
uv 01t 0.494 [0.149, 0.731]
トしたものである。この図からも、卒業時の成績に対する学校の効果は入学時
の読解力の程度によって大きく異なり、とくに読解力が平均以上の生徒に対し
ては、読解力の優れた生徒であるほど入学する学校の影響が大きいことがわか
る（H. Goldstein et al, 2002）。また同時に、読解が苦手な生徒にとっても学校
の効果は無視できないものであり、読解力の優れた生徒に有効な学校が必ずし
も読解の苦手な学生に対しても有効であるとは限らない（図４参照）。
3.1 モデルの比較
では、同じデータセットに対して複数のモデルを当てはめた場合、モデルの
当てはまりの比較はどのように行うのであろうか。混合モデルの場合には赤池
情報基準（AIC)、ベイズ情報基準（BIC)、対数尤度（log Likelihood）、逸脱
度（deviance）などの統計量を用い、これらの統計量の値が小さいほどモデル
がより適合していると判断する。Kreft and de Leeuw (2006) は、モデルパラ
メータ数と適合度の関係について、「大ざっぱなルールとして、あるモデルが
他のモデルよりも有意に改善されたと結論するには、２つのモデル間の逸脱度
の差が最低、推定パラメータ数の差（自由度の減少分）の２倍は大きいべきで
ある。」と述べている。
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図４　入学前読解テストの得点と卒業時試験スコアのVPC
表３は、ランダム切片モデルとランダム係数モデルのロンドンデータに対す
る適合度を尤度比検定により比較した結果である。ランダム係数モデルにする
ことによってパラメータは2つ増えるが、AICが37程度下がるなどすべての指
標で大幅に下がっている。したがって、このデータに対してはランダム係数モ
デルが統計的により適合しているといえる。
3.2 傾きを結果変数とするアプローチ
ところで、通常の回帰モデルにおいてグループ間の違いを分析する場合、グ
ループ毎に回帰直線のOLS解を求め、それらの推定値をさらにグループレベル
の変数を説明変数として回帰分析にかけるという方法が用いられることがある
（「２ステップ分析」あるいは「傾きを結果変数とする」アプローチと呼ばれる）。
しかし、この方法では、分析の最小単位は個人ではなくグループとなる。グル
ープで集計された回帰係数の値は、サンプル数が異なればその有効性（標準誤
差の違いなど）も異なるが、それらは無視され同等に扱われてしまう。また、
グループでの集計値を用いて得られた結果から個人の傾向について言及するこ
とはできない。このような誤用は生態学的誤謬（ecological fallacy)として知ら
れている。
しかし、その一方で、このアプローチは非常に魅力的である。ランダム係数
モデルでは、分析を2ステップに分けることなく、単一のモデルで「傾きを結
果変数とする」アプローチを行うことができる。つまり、グループの特性や何
らかの社会的文脈を用いて、グループ間の切片や傾きのばらつきを「説明する」
ことができるかどうかを評価することができる。
各グループの特性を表すグループレベルの変数z jを考えよう。これは、たと
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表３　２つのモデルの適合度の比較
モデル df AIC BIC logLikihood test L.Ratio p値
ランダム切片（1） 4 9376.77 9402.00 -4684.383
ランダム係数（2） 6 9339.60 9377.45 -4663.80 1 vs 2 41.16 <.0001
えば、学校に対しては公立かどうか、男女の構成比、入学試験での平均得点
(学校のランク）などであり、地域に対しては平均所得や人種構成などである。
ランダム係数モデル（4）において、回帰係数 0b jおよび 1b jがグループレベ
ルの変数z jを用いて、次のような式で部分的に説明できるとする。
,z u z uj j0 00 01 0 1 10 11 1= + + = + +b c c b c cj j j jl l
これらを（4）に代入して整理すると次の式が得られる。
( )y z x z x u u x ei j i j i i i00 01 10 11 0 1= + + + + + +c c c cj j j j j j jl l
固定効果（ z x z xj i j i00 01 10 11+ + +c c c cj j）には、交互作用項 z xj i11c jが新た
に加わっているが、ランダム効果は同じ形のままである(もちろん、それらが
意味するものは（4）とは異なる）。
では、実際の分析例として、家族の社会経済的地位が数学の成績にどのよう
に影響を及ぼすかを手短に示そう（Fox, 2002）。この分析で用いられたデータ
(以下、MathAchと呼ぶ）は、統計解析ソフトRのnlmeパッケージに同梱され
ているため追試することができる。
生徒の家族の社会経済的地位(cses)をx ij、生徒の数学の成績をy ijとするラ
ンダム係数モデル（4）において、ランダム効果（ 0b j, 1b j）を各学校の生徒の
家族の社会経済的地位の平均z1jを用いて説明するモデル（モデル１）：
,z u z u0 00 01 1 0 1 10 11 1 1= + + = + +b c c b c cj j j j j jl l （8）
と、さらに各学校のタイプ（公立か私立か）z 2jもランダム効果の説明変数と
するモデル（モデル２）：
,z z u z z u0 00 01 1 02 2 0 1 10 11 1 12 2 1= + + + = + + +b c c c b c c cj j j j j j j jl l （9）
を考える。ただし、公立学校に対してz 02 =j 、私立学校に対してz 12 =j とする。
この２つのモデルのデータMathAchへの当てはまりを比較した結果が表４で
ある。明らかにモデル２の方がよい。
次に、モデル２におけるモデルパラメータの推定結果を示す（表５）。まず、
家族の社会経済的地位だけを説明変数とするランダム係数モデル（モデル０）
と比べてみよう。モデル０では、 .2 950 =v ut 、 .0 8331 =v ut 、 .6 06e =vt という結
果になる。モデル２では .1 540 =v ut 、 .0 321 =v ut 、 .6 06e =vt であり、切片や傾
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きの学校間のばらつきのかなりの部分を学校レベルの変数で説明できることが
わかる。
さて、モデル２のみで説明変数として採用した学校のタイプを表す変数 z j2の
効果はどのようなものかを見てみよう。 .12 1300=ct は公立学校における数学の
テストの平均値に相当し、私立学校における平均値はさらに .1 2302=ct を加え
たものになる。また、公立学校における家族の社会経済的地位の係数
は .2 9510=ct であるが、私立学校においては、その係数は .1 3110 12+ =c ct t となる。
したがって、私立学校のほうが公立学校と比べて、数学の平均点が高く、かつ、
生徒の家庭の社会経済的地位が数学の成績に与える影響が小さいことがわか
る。公立と比べると、私立の方が平等主義的な教育を実践していると解釈でき
るかもしれない。
４　経時データの解析
ある個体について、時間を追って複数回データを測定することを反復測定と
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表４　データMathAchに対するモデル１とモデル２の適合度の比較
モデル df AIC BIC logLikihood test L.Ratio p値
モデル１ 8 46573.30 46628.34 -23278.65
モデル２ 10 46523.66 46592.45 -23251.83 1 vs 2 53.64 <.0001
表５　MathAchに対するモデル２の推定結果
固定効果 （95％信頼区間） ランダム効果 （95％信頼区間）
00ct 12.13 [11.74, 12.52] 0v ut 1.54 [1.32, 1.80]
01ct 5.33 [4.60, 6.06] 1v ut 0.32 [0.06, 1.59]
10ct 2.95 [2.64, 3.25] evt 6.06 [5.96, 6.16]
02ct 1.23 [0.62, 1.83] uv 01t 0.39 [-0.51, 0.88]
11ct 1.04 [0.45, 1.63]
12ct -1.64 [-2.11, -1.17]
いう。ランダム係数モデルは、このような反復測定データ(経時データ、縦断
データと呼ぶこともある）の分析に応用できる。最も典型的な反復測定データ
の例として、個人に対して繰り返し測定を行う場合を考える。この場合、各個
人のデータ集合が1つのグループを構成し、添え字 jが個人を表す。説明変
数x ijは各個人のi番目の測定時間に対応する変数となる。実験研究の場合には、
実験開始からの経過時間であるだろうし、発達に関する研究の場合には、測定
時の被験者の年齢と考えてもよい。
（4）で定義したランダム係数モデルにおいて、時間経過を表す変数tを説明
変数x ijとする場合を考える。すると、（5）よりt時間経過後の被験者間の分散
は次のようになる。
t t2 u u e0
2
1
2 2 2
+ + +v v v vu 01 j
したがって、被験者間の変動の大きさは時間tの関数になり、時間と共に増大
する（共分散 01v が負の場合は一定時間経過後に増大する）。
一方、同一被験者内の異なる２時点t1、t 2での測定データはお互いに相関し
ていると考えられる。特に、非常に近い時間間隔で測定されたデータは似たも
のになりがちであろう。したがって、反復測定データを分析する場合、個人レ
ベルのランダム誤差e ijを独立同一な分布からのランダムサンプルだとする仮定
は必ずしも適切ではない。混合モデルでは、被験者内ランダム誤差e ijに対して
自己相関構造を指定するなど、さまざまな共分散構造を指定することができ
る。
伝統的な反復測定ANOVAやSEMの１つとしての潜在曲線モデルと違い、個
人毎のデータ数や観測のタイミングが同じでなくてもよい。つまり、アンバラ
ンスデータに対応できるという非常に大きなメリットがある。つまり、反復測
定データに対して、ランダム係数モデルは非常に自然で便利なモデルを提供す
る。また、目的変数は必ずしも時間（年齢）tについて線形にする必要はなく、
たとえば、 tと t 2を説明変数とすることもできる（Steele and Goldstein,
2007）。
反復測定データへの混合モデルの適用や既存の分析法との比較については、
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数多くの文献が存在している。詳しくは、例えば、千野（2003）、Van der
Leeden(1998)およびそれらの引用文献を参照のこと。
５　有効な推定に必要なデータ数の目安
混合モデルで有効な推定結果を得るためには、全体としてのサンプル数だけ
でなく、グループ数と各グループ内のサンプル数の両方が一定数以上必要であ
る。特に、グループ数が少ない場合にはランダム効果が過小評価されたり、大
きな標準誤差を持ったりする。また、3.2節で紹介したようなクロス水準の交
互作用を加えると多重共線性が生じやすく、モデルが不安定化しやすい。
実際、ロンドンデータに対するランダム係数モデルの推定において、 u1vt の
95％信頼区間は[0.090,0.166]であるのに対して、MathAchデータにおける u1vt
の95％信頼区間は[0.064,1.59]であり、MathAchデータでは標準誤差がかなり大
きくなる。
クロス水準の交互作用を組み込んだ混合モデルの場合、最低20以上のグルー
プが必要であるといわれているが、シミュレーション研究からは、次のような
目安が提示されている（Kreft and de Leeuw, 2006）。
・グループ数150の場合、グループ当たりのデータ数は5
・グループ数60の場合、グループ当たりのデータ数は25
・グループ数30の場合、グループ当たりのデータ数は30
なお、十分なデータ数が確保できる場合には、通常の回帰モデルと混合モデ
ルは固定効果に対してはほぼ同じ推定値を出力する。
６　ソフトウェアおよび情報源
混合モデルでは、最尤推定法を用いて固定効果やランダム効果の共分散構造
などすべての推定パラメータを同時に推定する。かなり条件の悪い非線形最適
化の計算が必要であるが、コンピュータアルゴリズムや専用ソフトウェアが開
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発され、一般の統計ユーザーにとってもすでに実用的なものとなっている。専
用パッケージにはMLwiN、HLM、SuperMix、aMLなどがある（SuperMixは
2007年9月にリリース予定）。aMLは無料、HLMとSuperMixはstudent edition
が無料、MLwiNはtraining versionが無料であり、下記のWebサイトでそれぞ
れ詳しいマニュアル、オンラインテキスト、適用事例、サンプルデータ、関連
文献など豊富な情報が提供されている。
・MLWin Centre for Multilevel Modelling(CMM)
http://www.cmm.bristol.ac.uk/
Teaching Resources And Materials for Social Scientists(TRAMSS)
http://tramss.data-archive.ac.uk 
・HLM Scientific Software International, Inc (SSI) 
http://www.ssicentral.com/hlm/index.html
・SuperMix Scientific Software International, Inc (SSI) 
http://www.ssicentral.com/supermix/index.html
・aML aML Multiprocess Multilevel Modeling 
http://www.applied-ml.com/
さらに、フリーの統計解析ソフトRには混合モデルを扱うためのパッケージ
としてnlmeやlme4が公開されており、Rユーザーなら簡単に混合モデルを利用
できる環境が用意されている。また、具体的な分析手法についての解説もある
(Fox, 2002; 林, 2004; Faraway, 2006)。本研究ではRを用いている。
SPSSのAdvanced Modelオプションにも線形混合モデルが含まれている。他
のパッケージが一般化線形混合モデル（GLMM）も分析できるなど、さまざ
まなオプションが用意されているのに対して、SPSSでは正規性を仮定するモ
デルのみが対象であること、誤差構造の指定が限定されること、出力される統
計量に制限があることなど、いくつかの欠点が指摘されている(A. H. Leyland
2004)。しかし、SPSSは日本語環境で利用可能であり、SPSSに慣れたユーザ
ーは手軽に利用できる。
MLwiN、HLM、R、SPSSについては、日本語での簡単な解説および操作説
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明が『基礎から学べるマルチレベルモデル』（小野寺編訳,  2006）に掲載され、
国内ユーザーにとっても身近なものになりつつある。また、上で紹介した
Centre for Multilevel ModellingのWebサイトに、混合モデル(マルチレベルモ
デル）を扱うさまざまなソフトウェアの詳細なレビューと推定結果や計算時間
の比較結果が公開されており、混合モデルで分析を試みる場合に大変参考にな
る。
最後に紹介するwinBugsは、応用統計学者向けに開発された、マルコフ連鎖
モンテカルロ法（MCMC)を用いてベイズ推定を行うフリーの専用プログラム
である。他のパッケージと異なり、パラメータ推定法が最尤法ではなく確率的
なMCMCである。確率的なシミュレーションを行うため、計算時間を要する
という欠点はあるが、より正確な推定値を得ることができる。また、解析やモ
デル構築をWindowsインターフェースやグラフィカルインタフェースを介して
行うことができ、柔軟なモデル構築に対応できるというメリットもある。さら
に、winBugsは単一のプログラムであるため、他のソフトウェアから呼び出し
て使うことができる。winBugsのWebサイトには、R、STAT、SAS、Matlab、
Excelなどから呼び出すためのツールが公開されている。
・winBugs The BUGS project – WinBUGS
http://www.mrc-bsu.cam.ac.uk/bugs/welcome.shtml
おわりに
無作為抽出ではない集団化されたデータやスパースなデータを扱う場合、あ
るいは、経時データを扱う場合、混合モデルは大きな可能性を秘めた重要な分
析手法の一つである。実際、混合モデルの方法論的な文献および応用に関する
文献は急速に増えてきている。
本稿では、ランダム効果を組み込むモデルとして最も基本的な線形混合モデ
ルを紹介したが、この他にも、ロジスティック回帰やポアソン回帰などの一般
化線形モデルにランダム効果を取り入れた一般化線形混合モデル（GLMM）、
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因子分析や共分散構造分析にランダム効果を仮定する混合モデルなど、さまざ
まなタイプの混合モデルが提案され、すでに多くの解析パッケージに組み込ま
れている。
混合モデルはグループ(集団）や社会的文脈が個人に与える影響の大きさを
分散で表すモデルであり、個々の集団やグループの特徴を詳細に記述するもの
ではない。したがって、学校のような現実のグループに関する意思決定（たと
えば学校の順位付け）に利用するのはあまり適当でないが、集団や社会的文脈
などさまざまな分野における理論を実証するための強力なツールとなりうる。
今後、多くの研究分野でこの手法が活用されることを期待したい。
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