The accuracy of the Arthurs-Kelly model of a simultaneous measurement of position and momentum is analysed using concepts developed by Braginsky and Khalili in the context of measurements of a single quantum observable. A distinction is made between the errors of retrodiction and prediction. It is shown that the distribution of measured values coincides with the initial state Husimi function when the retrodictive accuracy is maximised, and that it is related to the final state anti-Husimi function (the P representation of quantum optics) when the predictive accuracy is maximised. The disturbance of the system by the measurement is also discussed. A class of minimally disturbing measurements is characterised. It is shown that the distribution of measured values then coincides with one of the smoothed Wigner functions described by Cartwright.
Introduction
It has been known since the publication of Heisenberg's original paper [1] that quantum mechanics does not allow both the position and the momentum of a system to be measured with arbitrary accuracy. However, it does not follow from this that one cannot measure both quantities with a less than perfect degree of accuracy. Indeed, it would seem that it is essential that quantum mechanics does permit such measurements, if it is to be possible to derive classical mechanics from quantum mechanics as an approximate theory, valid in some appropriate limit. For this and other reasons simultaneous measurements have been the subject of much theoretical interest over the years.
In recent years interest in them has been greatly increased, due to technical advances in the field of quantum optics. As a result of these advances simultaneous, imperfect measurements of the position and momentum of a quantum mechanical system are no longer confined to the idealised world of gedanken experiments. They can actually be realised in the laboratory [2, 3, 4, 5, 6, 7, 8] . For a recent review of these methods, and of the closely related subject of the tomographic reconstruction of the quantum state, the reader may consult Leonhardt and Paul [9] , or Leonhardt [10] .
In the following we shall be concerned with the problem of describing the accuracy of such measurements, and the disturbance they produce in the system whose position and momentum are being measured.
One approach to this problem is that based on the concept of a positive operator valued measure (or POVM), and a "fuzzy" or "unsharp" observable [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . For a recent review, and additional references, the reader may consult Busch et al [8] . Uffink [24] has identified a number of problems with this approach. His conclusion is:
. . . the formalism of quantum theory, as it is presented by von Neumann, simply has no room for a description of a joint measurement of position and momentum at all. [p.200] (not even a less than perfectly accurate joint measurement). Uffink further asserts that the claim that within this formalism [i.e. the formalism based on POVM's and unsharp observables] a joint unsharp measurement of position and momentum or a pair of spin components is possible is false.
Our own attitude to these criticisms is, that whilst we acknowledge the force of Uffink's arguments, we find ourselves unwilling to embrace his conclusion. On a purely intuitive level, it seems evident to us the processes discussed in refs. [2, 3, 4, 5, 6, 7, 8, 9 , 10] must be describable as joint measurements in some sense of the word. In other words, we feel that Uffink's criticisms cannot really be fatal: they only point to the need for some further elucidation.
In a previous paper [25] we took one step in the direction of providing such an elucidation. It occurred to us that simultaneous measurement processes can be analysed in terms of concepts developed by Braginsky and Khalili [26] in the context of single measurements of position only. The advantage of this way of proceeding is that it provides one with a way of defining the accuracy of, and disturbance produced by a simultaneous measurement without making any use of concepts specific to the approach criticised by Uffink. This being so, Uffink's criticisms do not apply to our arguments. In particular, they do not apply to the argument we gave to show that quantum mechanics does contain a valid concept of experimental accuracy. Since it is hardly possible to have a concept of accuracy without a corresponding concept of measurement, it appears to us that this establishes the point of principle, as to whether quantum mechanics permits the existence of an imperfectly accurate joint measurement of position and momentum.
It turns out, however, that the approach adopted in ref. [25] (based on the approach of Braginsky and Khalili [26] ) is interesting in other ways, quite apart from its use in resolving the above question of principle. Our way of defining the concept of experimental accuracy is significantly different from that employed in the approach due to Davies, Prugovečki, Holevo, Busch, Lahti, Martens and others (based on POVM's and unsharp observables) [8, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] . In particular, we introduce two different kinds of error: retrodictive (or determinative) errors and predictive (or preparative) errors. We accordingly have two different kinds of optimal measurement: a retrodictively optimal measurement, which minimises the errors of retrodiction, and a predictively optimal measurement, which minimises the errors of prediction. In the approach based on POVM's, by contrast, there is only the one kind of error, corresponding to our error of retrodiction (see, however, Busch and Lahti [20] ). A further difference between our approach and the one based on POVM's is that we give a different, and as it seems to us more convenient numerical characterisation of the extent to which the system being observed is disturbed by the measurement process.
Our purpose in the following is to illustrate these points by applying the concepts and results established in ref. [25] to the Arthurs-Kelly measurement process [2] . This process has also been discussed by Braunstein et al [3] , Stenholm [4] , Power et al [7] and Leonhardt [10] . It has been analysed from the point of view of the approach based on POVM's and unsharp observables by Busch [19] and Busch et al [8] .
After briefly summarising, in section 2, the relevant results from ref. [25] we begin, in section 3, by showing how the initial apparatus state may conveniently be expanded in terms of eigenstates of the retrodictive and predictive error operators. We then use this fact to show how the distribution of measured values depends on the distribution of retrodictive errors; and how the final state of the system depends on the distribution of predictive errors. In particular, by appropriately choosing the distribution of retrodictive errors, it is possible to ensure that the distribution of measured values is given by any of Wódkiewicz's operational phase space distributions [27, 28] . With the appropriate choice for the distribution of predictive errors it is possible to prepare the system in any desired pure state.
In section 4 we turn to a consideration of retrodictively optimal processes: i.e. processes which minimise the product of retrodictive errors. We show that in every such case the distribution of results is given by the initial system state Husimi function [29, 30] (or Q representation).
In section 5 we consider predictively optimal processes, which minimise the product of predictive errors. We show that the distribution of measured values is then related to the final system state anti-Husimi function [30, 31] (or P representation).
The distributions of retrodictive and predictive errors are independent of one another: it is possible for a measurement to be optimal retrodictively, whilst being very poor predictively, or vice versa. In section 6 we consider completely optimal processes: i.e. processes which are both retrodictively and predictively optimal, and which also minimise the degree of disturbance.
Finally, in section 7, we consider the disturbance of the system by the measurement. It is possible to reduce the level of disturbance below that produced by an optimal measurement, provided one is willing to accept a reduced degree of accuracy. In section 7 we consider measurements which give the maximum degree of accuracy consistent with a given level of disturbance.
Definition of the Errors and Disturbances
In the process described by Arthurs and Kelly [2] a system, with positionx and momentump, interacts with an apparatus characterised by two pointer observableŝ µ X (measuring the value ofx) andμ P (measuring the value ofp). Letπ X andπ P be the momenta conjugate toμ X andμ P respectively. Then
all other commutators between the operatorsx,p,μ X ,π P ,μ P ,π P being zero.
The measurement interaction is described by the unitary evolution operator
We assume that system+apparatus are initially in the product state |ψ ⊗ φ ap , |ψ being the initial state of the system, and |φ ap the initial state of the apparatus. In order to define the errors and disturbances we switch to the Heisenberg picture. LetÔ be any of the Schrödinger picture operatorsx,p,μ X ,π P ,μ P ,π P . LetÔ i =Ô be the value of the corresponding Heisenberg picture operator immediately before the interaction. LetÔ f =Û †ÔÛ be its value immediately afterwards. Then
Following Braginsky and Khalili [26] we then define the rms errors of retrodiction
and the rms disturbances
∆ ei x, ∆ ei p correspond to the quantities ∆x measure , ∆p measure defined by Braginsky and Khalili in the context of single measurements ofx orp only. They provide a numerical indication of the accuracy with which the result of the measurement reflects the initial state of the system. ∆ d x, ∆ d p correspond to Braginsky and Khalili's ∆x perturb , ∆p perturb . They provide a numerical indication of the degree to which the measurement perturbs the state of the system. We also define the rms errors of prediction
These quantities provide a numerical indication of the accuracy with which the result of the measurement reflects the final state of the system. Braginsky and Khalili do not consider this second kind of error. The distinction between the two different aspects of a quantum mechanical measurement process-the retrodictive or determinative aspect versus the predictive or preparative one-has been discussed by numerous authors, as has the unavoidable perturbation of the system by the measurement [8, 11, 19, 20, 22, 32, 33] . The usefulness of the quantities just defined consists in the fact that they provide us with a convenient numerical characterisation of these features.
We have given a detailed discussion of the interpretation of the quantities ∆ ei x, [25] .
In view of Eqs. (2) and (3) we havê
all other commutators between the operatorsǫ Xi ,ǫ Pi ,ǫ Xf ,ǫ Pf ,δ X ,δ P being zero. We deduce the retrodictive and predictive error relationships
and the four error-disturbance relationships
Eqs. (5) and (6) jointly comprise a precise, quantitative statement of the well-known principle, that the product of the errors in a simultaneous measurement of position and momentum must be greater than a number ∼ . This principle is logically distinct from the uncertainty principle usually so-called [33, 34] . In ref. [25] we have shown that Eqs. (5-7) hold for many other simultaneous measurement processes, apart from the Arthurs-Kelly process.
The Distribution of Measured Values
We see from Eq. (4) that the error and disturbance operators only depend on the apparatus observablesμ X ,π X ,μ P ,π P . It follows that the rms errors and disturbances are independent of the initial system state |ψ . We also see that the operatorsǫ Xi ,ǫ Xf constitute a complete commuting set for the apparatus state space, with conjugate momenta −ǫ Pi ,ǫ Pf . It will be convenient to work in terms of simultaneous eigenkets ofǫ Xi andǫ Xf , which we denote |ǫ Xi , ǫ Xf ǫXi,ǫ Xf . They are related to the simultaneous eigenkets ofμ X andπ P , denoted |µ X , π P μX,πP , by
We now use this equation, Eq. (1) and the Baker-Campbell-Hausdorff identity to deducê
Taking Fourier transforms we get
x,μX,μP
We can now calculate ρ (µ X , µ P ), the probability density function describing the result of the measurement:
whereρ ǫi is the reduced initial apparatus state density matrix corresponding to the pairǫ Xi , −ǫ Pi :
Let W sy,i be the Wigner function describing the initial state of the system, and let W ǫi be the Wigner function corresponding toρ ǫi :
Then the distribution of measured values can be written
With a suitable choice for the distribution of retrodictive errors, it is possible to obtain any of Wódkiewicz's operational phase space distributions [27, 28] . The fact, that the Arthurs-Kelly process can be used to obtain any of Wódkiewicz's operational distributions, is shown in Leonhardt [10] . However, the fact that the probability distribution depends solely on the distribution of retrodictive errors (and not at all on the distribution of predictive errors) is, to the best of our knowledge, new.
In certain cases the convolution in Eq. (10) can be inverted [20, 28, 35] . This means, that the original state can be reconstructed from the measured probability distribution provided that the latter is known with perfect accuracy-a fact which is sometimes expressed by saying that the measurement is informationally complete [8, 20] . However, it should be observed that the fact is of less practical usefulness than may initially appear due to the amplification of statistical errors which occurs when one tries actually to carry out the inversion using real experimental data [36] .
The right hand side of Eq. (10) only depends on the distribution of retrodictive errors. If, on the other hand, one wants to relate ρ (µ X , µ P ) to the final state of the system, then one needs to consider the distribution of predictive errors. We confine ourselves to the case when the initial apparatus state factorises:
Suppose that the pointer positions µ X , µ P are recorded to be in a region R. Let ρ sy,f be the reduced density matrix representing the state of the system immediately after the measurement. Then
where p R is the probability of finding µ X and µ P in the region R:
Using Eqs. (8), (9) and (11) we obtain
Let W sy,f be the Wigner function describing the final state of the system, and let W ǫ f be the Wigner function corresponding to the state |φ ǫ f :
Then Eq. (12) becomes
Eq. (10) shows how the distribution of retrodictive errors can be used to express ρ in terms of W sy,i . Eq. (13) shows how the distribution of predictive errors can be used to express W sy,f in terms of ρ. If R is a sufficiently small region surrounding the point (µ X , µ P )
We see, that with a suitable choice for the distribution of predictive errors, the Arthurs-Kelly process can be used to prepare the system in any desired pure state.
Retrodictively Optimal Measurements
Suppose that the measurement maximises the degree of retrodictive accuracy:
Define the quantity λ i by
We will refer to λ i as the retrodictive spatial resolution.
The necessary and sufficient condition for Eq. (14) to be true is that the initial apparatus wave function be of the form
where φ f (ǫ Xf ) is an arbitrary normalised function. φ f determines the errors of prediction. The fact that it is arbitrary means, that requiring the measurement to be retrodictively optimal places no constraint on the predictive accuracy. The two kinds of error are completely independent.
In theπ X ,μ P -representation Eq. (15) takes the form
where φ f is the Fourier transform of φ f :
We recognise the wave function considered by Stenholm [4] . Using Eq. (10) we find, for the probability distribution of measured values,
where Q i,λi is the initial system state Husimi function [29, 30] :
In the context of the approach based on POVM's and unsharp observables, the fact that the Husimi function gives the distribution of measured values for the case of maximal accuracy was first shown by Ali and Prugovečki [14] (also see Busch [19] and Busch et al [8] ). Finally, let us calculate the disturbances in this case. We have
Using the predictive error relationship, Eq. (6), we deduce
Predictively Optimal Measurements
We next consider measurements which maximise the predictive accuracy:
Define the quantity λ f by
We will refer to λ f as the predictive spatial resolution. The necessary and sufficient condition for Eq. (17) to be true is that ǫ Xi , ǫ Xf | φ ap be of the form
Suppose that the final pointer positions are recorded to be in the region R. In view of Eq. (12) the final system state reduced density matrix is given bŷ
where (µ X , µ P ) λ f is the coherent state with wave function
Let P f,λ f be the anti-Husimi function describing the final state of the system (the P -representation of Glauber and Sudarshan). We have [30, 31] 
Comparing Eqs. (19) and (20) we deduce
If R is a sufficiently small region surrounding the point (µ X , µ P ), then the system is approximately in the state (µ X , µ P ) λ f after the measurement:
The reader may easily verify that
as in the case of a retrodictively optimal process.
Completely Optimal Measurements
Suppose that the measurement is both retrodictively optimal at spatial resolution λ i , and predictively optimal at spatial resolution λ f . In view of Eqs. (15) and (18) the initial apparatus wave function must be
We have from Eq. (16)
≥
The necessary and sufficient condition for this expression to achieve its lower bound is that the retrodiction and prediction both be at the same spatial resolution: λ i = λ f = λ, say. We then have, in theμ X ,μ P representation
which is the wave function considered by Arthurs and Kelly [2] . With this choice of |φ ap the process produces the least amount of disturbance consistent with maximal accuracy. It might therefore be described as a completely optimal process. It is interesting to note, however, that λ i and λ f are completely independent. One could, for instance, have λ i → 0 and λ f → ∞-so that the measurement gives an almost perfectly accurate retrodiction of position, whilst at the same time preparing the system in an approximate eigenstate of momentum. Of course, the disturbances would then be very large.
Minimally Disturbing Measurements
It is possible to make ∆ d x∆ d p smaller than , provided that one is willing to accept some loss of accuracy. In this section we address the question: what is the greatest accuracy which can be achieved for a given level of disturbance? We confine ourselves to the case when the retrodictive and predictive errors are equal:
We assume that the product of disturbances is given by
for some η ≥ 0. We then ask: what is the least value of the product ∆ ei x ∆ ei p = ∆ ef x ∆ ef p subject to this constraint? And: what is the probability distribution of measured values when the lower bound is achieved? It is convenient to definê
We also haveδ
Consequently ǫ X ,δ P = δ X ,ǫ P = −i all other commutators betweenǫ X ,δ X ,ǫ P ,δ P being zero. We see thatǫ X ,δ X constitute a complete commuting set of apparatus observables, with conjugate momenta −δ P , −ǫ P . In particular
It follows from Eqs. (23) and (24) (
In view of Eq. (22) we can choose λ such that
In view of Eq. (25) we must then have
Inserting these results in Eqs. (26) and (27) gives
which is the desired inequality. The product of errors achieves its lower bound if and only if the lower bounds set by Eq. (28) are achieved, so that |φ ap is a minimum uncertainty state with respect to the pairsǫ X , −δ P andδ X , −ǫ P . In theǫ X ,δ X -representation Using Eq. (10) we obtain the probability distribution of measured values
This is a smeared Wigner function, of the kind proposed by Cartwright [28, 37] . For η = 0 it reduces to the Husimi function. As η increases W sy,i is smoothed over increasingly large regions of phase space-in agreement with the fact, that the larger η, the less accurate the measurement.
Conclusion
In this paper we have only considered the Arthurs-Kelly process. It would be interesting to know whether the results obtained generalise to some of the other measurement processes which have been discussed in the literature [5, 6, 9, 10] . We hope to return to this question in a future publication.
In this paper we have made no use of the theory of POVM's and unsharp observables. However, it would obviously be desirable to clarify the precise nature of the relationship between the approach in this paper and the one based on POVM's and unsharp observables. This, too, is a question which we hope to address in the future.
Finally, we should remark that the commonest method of describing the spread of a statistical distribution, in terms of the variance-the method employed in this paper, in other words-is subject to certain limitations. In recent years there has been some interest in devising alternative approaches. One approach is that involving parameter-based uncertainty relations, as discussed by (for example) Hilgevoord and Uffink [33] and Braunstein et al [38] . Another approach is that involving entropic uncertainty relations, as discussed by Bužek et al [39] and (in the context of the theory based on POVM's and unsharp observables) Busch and Lahti [20] and Martens and de Muynck [21, 22] . It would be interesting to see if either of these approaches has an application to the formalism of this paper.
