Abstract-Optimal finite impulse response (FIR) transmit and receive filterbanks are derived for block-based data transmissions over frequency-selective additive Gaussian noise (AGN) channels by maximizing mutual information subject to a fixed transmitpower constraint. Both FIR and pole-zero channels are considered. The inherent flexibility of the proposed transceivers is exploited to derive, as special cases, zero-forcing (ZF) and minimum mean-square error receive filterbanks. The transmit filterbank converts transmission over a frequency-selective fading channel, affected by additive colored noise, into a set of independent flat fading subchannels with uncorrelated noise samples. Two loading algorithms are also developed to distribute transmit power and number of bits across the usable subchannels, while adhering to an upper bound on the bit error rate (BER). Reduction of the signal-to-noise ratio (SNR) margin required to satisfy the prescribed BER is achieved by coding each subchannel's bit stream. The potential of the proposed transceivers is illustrated and compared to discrete multitone (DMT) with simulated examples.
I. INTRODUCTION

B
LOCK transmission is commonly used for communicating over dispersive channels affected by intersymbol interference (ISI). The transmitted data stream is parsed into consecutive equal-size blocks and redundancy is added to each block in order to remove interblock interference and devise simple and effective schemes for canceling the ISI. Examples of block transmissions include orthogonal frequency division multiplexing (OFDM) or coded-OFDM (COFDM) systems [25] , which have been selected as the standard modulation schemes for audio and video digital terrestrial broadcasting in Europe, and discrete multitone (DMT) transceivers [4] , which have been adopted for high bit rate digital subscriber loop (HDSL) and asymmetric digital subscriber loop (ADSL) applications. In particular, when the channel is known at the transmitter, via feedback channels as in HDSL/ADSL applications, the input data stream can be precoded in order to maximize the information rate. An excellent review of precoding for equalization is given in [7] . Multirate precoding for ISI cancellation using filterbanks can also be found in [22] . Indeed, precoding is an old idea dating back to the early works of Harashima [11] and Tomlinson [21] , where a "modulo channel inverse" was used as a preequalizer at the transmitter.
However, the main objective in high bit rate transmissions is maximization of the mutual information between transmitter and receiver given performance specifications and limited resources-tasks entailing more than simple mitigation of ISI. Optimality in the sense of maximizing mutual information was proved theoretically for ideal decision feedback equalizers (DFE) in [16] , assuming PAM signaling, errorfree decisions, and infinite-length feedforward equalizers. An alternative approach is the so-called vector coding (VC) , that utilizes a bank of filters whose impulse responses are the eigenvectors of an appropriately defined channel matrix [13] . The VC approach converts sizeblock transmission over a frequency-selective channel into transmission overparallel independent flat fading channels. DMT and OFDM systems constitute particularly effective implementations of VC, where the transmit/receive filterbanks are substituted by IFFT/FFT blocks, thanks to the introduction of the cyclic prefix which makes the channel eigenvectors equal to the complex exponential filters composing the FFT [4] . Optimality can be reached with these systems asymptotically, as block sizes tend to infinity, by proper allocation of power and number of bits along the subchannels [12] .
In spite of the indisputable interest of asymptotic results, it is clearly important from the application point of view to derive systems leading to the maximum mutual information for finitesize block transmissions. Relatively small-size blocks are in fact highly desirable because they avoid excessive decoding delays, storage requirements, and computational load. The optimal scheme for finite block lengths may significantly differ from the asymptotic solution, especially for small-size blocks. Indeed, it was proved in [1] that maximum mutual information with finite-size blocks can be achieved by shaping appropriately the correlation matrix of the transmitted block. However, such an optimum correlation matrix turns out to be non-Toeplitz, and thus spectral pulse shaping based on a linear time-invariant (LTI) filter proposed in [1] can only be approximate, as recognized in [1] .
In this work, we prove that the optimal correlation matrix can be induced exactly, irrespective of the non-Toeplitz structure of the optimal spectral shaping matrix, using a finite impulse response (FIR) multirate filterbank that introduces minimal redundancy on the input bit stream. We adopt the precoding/decoding structure based on multirate filterbanks proposed in [19] and [20] and derive the optimal transmitreceive filterbank pair which maximizes mutual information between transmitter and receiver, subject to a limited transmitpower, for any finite blocklength. The scheme proposed in [20] is particularly appealing in the application at hand because it guarantees existence of blind deterministic methods for channel identification and direct equalization (see also [9] ). The optimization herein is performed not only for FIR channels, commonly used in radio communications [17] , but also for pole-zero (ARMA) channels which are adopted for parsimonious modeling of copper twisted pair channels encountered in ADSL/HDSL applications [4] .
The proposed transceivers convert the frequency-selective channel into -independent parallel flat fading subchannels-a decomposition reached also by [13] and [14] in the context of line and vector coding. However, our solution stems from maximizing a mutual information criterion and possesses inherent flexibility that yields as special cases zero-forcing (ZF) and minimum mean-square error (MMSE) receivers, within the class of filterbanks maximizing the information rate. We also develop power and bit loading strategies aimed at maximizing the information rate, subject to constraints on fixed transmitted power and maximum tolerable bit error rate (BER). To compare with related approaches [13] , [18] , [24] , we also remark on how channel encoding can reduce the signal-tonoise ratio (SNR) margin required to meet a prescribed BER.
The paper is organized as follows. In Section II, we introduce the multirate filterbank transceivers and provide a model for both FIR and ARMA channels, suited for finite block data transmission. The ZF and MMSE filterbank structures maximizing the information rate are derived in Section III. Two power allocation algorithms are developed in Section IV for continuous-amplitude transmissions (infinite granularity of the symbol constellation). Optimal bit allocation, for the more practical case of finite-alphabet constellations, is studied in Section V, where we also compare our method with DMT. Fig. 1 1 At the receiver, the rate is reduced by the same amount such that the overall rate remains unchanged. Indicating by the impulse responses of filters at each branch of the transmit filterbank, our precoder's output is (1) From an input-output (I/O) point of view, our transmitfilterbank precoder takes sizeblocks of , vector filters them, and maps them to size-blocks of . With denoting the pulse shaper, we transmit , where is our transmission rate. After passing through the linear time-invariant (LTI) channel , filtering at the receiver with , and sampling at a rate , the received samples in additive Gaussian noise (AGN) are
II. FILTERBANK TRANSCEIVER MODEL
where denotes convolution and . Similar to channel encoding, but over the complex (as opposed to Galois) field, our redundant precoders expand bandwidth. Specifically, if is the symbol rate in , the rate of the transmitted data is , which implies an excess bandwidth . However, we do not oversample at the 1 OFDM and DMT being special cases of filterbank transceivers (e.g., [19] ), also introduce redundancy; specifically, P 0 M corresponds to the length of the so-called cyclic prefix.
receiver, and, hence, contrary to fractionally spaced receivers, there is no need for the pulse shaper to introduce extra excess bandwidth (see also [19] and [20] ); i.e., as with OFDM/DMT schemes, is allowed to have minimum Nyquist bandwidth . A mapping mirror to (1) takes place at the receiver where size-blocks of are mapped to size-blocks of after being filtered through the receive filterbank (3) Substituting (2) (1) and (3) can be cast into the two following equivalent block relationships:
where and matrices and are defined in (6) and (7), given at the bottom of this page. Note that the columns of the th ( th) matrix ( ) contain the th ( th) segment of length ( ) of the filters' impulse responses . An FIR filterbank has filters that are FIR, which renders the infinite sums in (1) and (3) finite. In order to generalize our matrix formulation to the LTI-channel I/O relationship, let the vector denote the noise-free block of the channel output and the corresponding AGN vector with zero-mean and covariance matrix , assumed to be full rank. The received data block is then given by (8) where the matrices are defined as . . .
Based on (4)- (9), we can write (10) The matrix formulation presented so far shows the capability of transmit and receive filterbanks to deal with sequences of vectors as LTI filters do over sequences of samples. It turns out that the transmission scheme in Fig. 1 offers degrees of freedom that can be used effectively to improve system performance. In particular, it is shown in [19] that an FIR filterbank at the receiver can equalize exactly an FIR channel (irrespective of its zero locations) provided that . In the following two sections, we will detail the assumptions on the channel model and filterbank structures adopted in the optimization of our transmission system and point out their consequences on the I/O block relationship (10). We will assume two channel models, which encompass most cases of practical interest in wireless or wired applications: 1) channel with FIR impulse response [17] , where the channel transfer function is a polynomial of order and 2) channel with IIR impulse response, modeled as a polezero transfer function [4] , where is a rational function and and are polynomials of orders and , respectively. The all-zero FIR model is generally adopted in radio communication channels induced by multipath propagation [17] , whereas the pole-zero (ARMA) model offers a parsimonious representation of very long impulse responses in wired transmissions over copper twisted pairs such as those appearing in HDSL/ADSL systems [4] .
A. FIR Channel
We adopt the following assumptions. , and .
. . . . . . . . .
(a2. (11) where consistent to definitions (6), (7) , and (9), matrix is , is , and are square matrices. For perfect, or ZF, reconstruction of from , two options can be pursued [19] .
i) Force the last samples of the transmit filters to be zero, so that with an matrix and an block of zeros, and let , where is a matrix (we term this option the trailing transmitter zeros approach, or, TZ for short). ii) Force the first filters of the receive filterbank to be zero, so that , where now is an matrix, whereas and has now dimensionality (correspondingly, we call this option the leading receiver zeros approach, or, LZ for short). From an implementation point of view, ii) may be preferred over i) because transmission need not be paused after each block. Although the dimensionalities of and will vary for options i) and ii), for brevity we will maintain similar notation for both cases, because if is defined appropriately, one can adopt a common form for (11) (12) Specifically, for case i) of trailing transmitter zeros, matrix will be defined as [19] , ZF equalizing filterbanks are developed even when (and ), but finite memory is then required in (10) which increases complexity at the receiver. Interestingly, ZF is established in [19] with no statistical assumptions on and . In this paper, however, we will assume the following.
(a3) Input and AGN are generally complex, mutually uncorrelated, stationary with full rank covariance matrices and , respectively, ( and when white). Allowing colored inputs accounts for coded transmissions (see, e.g., [14] ), while color at the receiver noise incorporates cross-talk, interchannel interference, and residual echo.
B. ARMA Channel
An ARMA channel is characterized by the rational transfer function (15) which leads to a scalar I/O relationship . In our familiar vector-matrix notation, the block version of the latter becomes (16) where matrices and are defined exactly as in (9), after replacing by and , respectively. The summation limits , are functions of and . The matrix recursion (16) can be cast in an equivalent vector -domain form where block convolutions turn into matrix multiplications, as follows: (17) with and . Because convolution is commutative, the structure of matrices and is such that the matrix product in (17) commutes as well, hence (18) Our assumptions adopted for ARMA channels are as follows.
(a0. (17) as (19) where in establishing the last equality we used the expansion which converges because was assumed stable in (a0.2). Considering that and inverse -transforming (19) implies (20) or, equivalently, using (18) (21) Recalling that , it will turn out that there are two options to eliminate the infinite memory of the channel due to the AR part in (21) .
• Impose on the transmit filterbank the structure with an matrix and an block of zeros, and let where is an matrix (TZ approach for ARMA channel).
• Impose on the receive filterbank the structure , where now is an matrix whereas and has now dimensionality (LZ approach for ARMA channel). In the TZ case, we first note that according to (a1.2) we have , which implies that and , defined as in (9) where is given by (13), replacing by . Note that the second equality is simply a definition introduced to establish the parallelism between (22) and (12) .
In the LZ case, we invoke again (a1.2) to infer that and arrive at (23) where is given now by (14), replacing by . Once again, note the similarity between (23) and (12) that will later on facilitate a unifying treatment of FIR and ARMA channels. The dimensionality of the AGN vector will be in both cases.
III. FILTERBANKS MAXIMIZING INFORMATION RATE
In this section, we derive the filterbank pairs maximizing the information rates for transmission over FIR and ARMA channels, separately.
A. Optimal Transceivers for the FIR Channel
Starting with (12), we seek the filterbank pair that for given , , and maximizes the possible information rate, subject to a limited average transmitted power. Vector is our channel's block input, and denotes the received block. The starting point in maximizing the information rate is to express the mutual information between channel input and receive-filterbank output as a function of matrices and . We will borrow a result derived in [1, Thm. 1], and state it without proof in a slightly more general form that allows for colored input and noise vectors.
Lemma 1: Consider the finite-dimensional vector model
, where and are zero-mean independent vectors with covariance matrices and and is (generally complex and circularly) Gaussian. The normalized (per input symbol) mutual information, , between any block of channel input symbols and the corresponding block of receiver output symbols is maximized when is Gaussian, and is given by 2 (24) 2 We adopt hereafter the following notation: jA A Aj denotes the determinant of A A A, the superscript H denotes transposition and conjugation, and y denotes pseudoinverse.
The matrix may be rank deficient and, in such a case, as in the evaluation of the entropy of Gaussian random vectors having a singular covariance matrix, the determinant has to be substituted by the product of the nonzero singular values of [1, Appendix II].
As expected intuitively, spectral shaping of the transmitted blocks [described by in (24) ] affects mutual information and thus capacity and information rate of our block transmission through the channel. Without specifying the receiver structure and assuming AWGN, the mutual information was maximized in [1] with respect to . The optimum was found to be non-Toeplitz, which corresponds to a nonstationary and indicates that the desired spectral shaper must be time-varying since is stationary. LTI lattice structures were proposed in [1] to approximate the desired time-varying transmitter.
The spectral shaper in our setup is the transmit filterbank which induces the linear periodically varying I/O relationship (1) . Surprisingly, will turn out to offer the exact spectral shaper leading to the optimum sought by [1] . Along with the optimum , the optimum will be derived in closed form as a result of maximizing (24) and will thus achieve the maximum information rate for block transmissions.
Our optimization result is summarized in the following (see Appendix for the proof).
Theorem 1: Suppose (a0.1)-(a2.1) and (a3) hold true, and let the transmit power , channel matrix in (13) or (14) , the input symbol covariance matrix and the noise covariance matrix , be given. Denoting by the unitary matrices, and by the diagonal matrices resulting from the eigen decompositions (25) the optimum ( ) filterbank pair maximizing (24) is given by 3 (26) where denotes an arbitrary invertible matrix and is a diagonal matrix with entries (27) and ( ) is the th diagonal entry of ( ).
First, let us interpret Theorem 1 with special cases. If is white with unit variance, then and . In such a case, the impulse response of the th transmit filter is , where is the th column of , and thus represents the power assigned to the th filter (recall that matrix is diagonal). If is white, and in (25) and the matrix minimizing (32) can be found by equating to zero the gradient of (32) with respect to (33)
The corresponding receive filterbank matrix is given by (30).
Without optimizing information rate, jointly optimal MMSE transceivers of multiinput-multioutput systems under fixed transmit power have been derived also in [23] . The IIR frequency-domain designs of [23] are optimized via iterative minimization of Lagrange multipliers. In contrast, our MMSE designs of Corollary 2 lead to closed-form FIR filterbanks within the class of transceivers maximizing information rate.
Further insight is gained on our optimal transceivers from Fig. 3 , where cascaded matrices implement the and filterbanks of (26). If denotes the block output, it follows easily from (25) With the decomposition , we identify that the first part of our transmit filterbank , performs prewhitening, while the second part, namely, , tunes the transmit filters according to the eigenstructure of the propagation channel which depends on the ISI matrix and the AGN covariance [cf. (25)]. When the AGN is white, in (25) is formed by the left singular vectors of the channel matrix (or the eigenvectors of ) and the corresponding part of the precoder filterbank, is composed of nothing, but transmit filters each with impulse response (the th column of ) and gain as suggested by (27). Consider now the multichannel equivalent of the cascaded matrix systems inside the box of Fig. 3 . Using (25), we find that its vector transfer function is (34) which implies that if we select a diagonal , the matrix (or block) channel between the outer blocks and is described by the diagonal matrix . Hence, the subchannels are decoupled and Fig. 3 becomes equivalent to Fig. 4 which depicts also the flat fading on each of the parallel subchannels as the multiplicative factors corresponding to the diagonal elements of . To establish statistical (in addition to deterministic) channel decoupling, we consider the transformed noise at the output of the block in Fig. 3 . Using again (25) , the covariance matrix of is (35) justifying the decorrelation and thus independence [since is AGN] among the subchannels. We have thus established that.
Corollary 3:
With diagonal, the mutual information maximizing filterbank transceivers of Theorem 1 render the block transmission ISI channel model equivalent to -independent parallel ISI-free subchannels each with flat fading gains and uncorrelated AGN samples with variance ; i.e.,
Because has variance , the SNR at the output of the th subchannel is SNR (37)
The independence of the parallel subchannels asserted in Corollary 3 implies a corresponding decomposition of the maximum mutual information in (24) as [see also (59) in the Appendix]
SNR
(38) with given by (27). Interestingly, the SNR and do not depend on the matrix , which can thus be selected according to Corollaries 1 or 2, without affecting the maximum information rate.
As the block length , the energy per subchannel suggested by (27) corresponds to the well-known "waterpouring" (or "water-filling") principle (see, e.g., [8, ch. 8]), which under ideal DFE conditions (correct decisions entering the feedback loop) was reached also by [14] in the context of finite length block codes. Note though that in contrast to our FIR filterbank transceivers, the ideal ZF-DFE entails IIR feedforward filtering. Trailing transmitter zeros and transmit filters corresponding to eigenvectors of the channel matrix were also derived in [13] relying on a ZF/constrained power criterion for white input and noise processes. In this work, in addition to treating more general TZ/LZ cases, for both FIR and ARMA channels, we derived the optimal filterbanks by directly maximizing the information rate and obtained the ZF and MMSE receivers, within the class of filterbanks maximizing the information rate.
Example 1: An example of application is reported in Fig. 5 , dealing with block ( ) transmission over a frequencyselective channel characterized by an FIR filter with zeros at , in the presence of additive white Gaussian noise at SNR dB, plus stationary Gaussian narrowband interference , generated to be independent of . With , we applied Theorem 1 to obtain our transmit filters from the columns of in (26). Fig. 5 shows the normalized channel transfer function (dotted line), the interference spectral density (solid line), and the average of the optimal filter magnitudes (dashed line). As expected, the optimal filters do not allocate any power at the frequency bin containing the interference and allocate most of the power in the frequencies where the channel gain (SNR) is higher, as predicted by the water-filling principle [8] .
B. Optimal Transceivers for the ARMA Channel
Instead of (12), our starting equations for pole-zero channels are (22) and (23) for the TZ and LZ cases, respectively. Proceeding similar to the FIR-channel case, we have the equivalent channel model of Fig. 2(b) by setting in the TZ case and in the LZ case. As a consequence, Lemma 1, whose derivation relied on (12) for FIR channels, applies also to ARMA channels provided that and are defined according to the modifications pointed out in Section II-B concerning the TZ and LZ cases. However, the TZ structure does not lead to an optimal transmit filterbank because the argument of the determinant in (24) cannot be diagonalized as with FIR channels (see also Appendix). On the contrary, as we will see next, the optimal transceivers can be reached using the LZ scheme, by extending the formulation derived for the FIR channel to the ARMA case. The parallelism between (12) and (23) allows us to establish directly the counterpart of Theorem 1 for pole-zero channels. All remarks made in Section III-A apply also to the ARMA case. In particular, applying Corollaries 1 and 2, matrix can be chosen to yield the ZF or MMSE equalizing filterbanks for pole-zero channels. It is interesting to observe that the factor in means that the receiver equalizes the AR part first and thus converts the IIR channel into an FIR channel and then proceeds as if the channel is FIR (see also [4] for related remarks).
IV. OPTIMAL POWER ALLOCATION
The multichannel setup summarized in Corollary 3 and Fig. 4 shows that the optimal filterbank pair in Theorem 1 offers the finite blocklength counterpart of the familiar result of optimal power allocation on a set of independent Gaussian channels (see [6, pp. 250-252] ). As with infinite subchannels, some of the low-SNR subchannels have to be excluded from our finite blocklength transmission as well. Indeed, when some of the in (27) are zero, the corresponding th subchannel will not be used. Excluding some subchannels implies a different power distribution (loading) across the usable subchannels (see, e.g., [5] and references therein). The goal of loading algorithms is to allocate power and bits across the subchannels in order to maximize the information rate, under the constraints of fixed average transmit power and an upper bounded bit error rate. The final information rate will thus be affected not only by pulse shaping, but also through the power and bit allocation schemes.
In this section, we concentrate on optimal power allocation, assuming the optimal filterbank of Theorem 1 and ignoring discretization effects due to constellations belonging to a finite alphabet. So, we initially assume the ideal condition of infinite granularity [continuous-amplitude ], and postpone the bit allocation issue for the ensuing section. Two power loading algorithms are described next.
A. Power Loading Algorithm
Let denote the number of nonzero 's in (27). Using and from (25) and (26) To obviate low-SNR ("weaker") subchannels, this section's loading strategy is to discard, if necessary, transmit-filterbank branches and redistribute power to "stronger" subchannels while adhering to the fixed power . An alternative strategy that does not discard, but rather "rescales" filterbank branches is described in the next section.
B. Power Loading Algorithm
Let us introduce a real positive parameter to alter our loadings to (45) By summing (45) over , it is straightforward to verify that the power constraint (41) is automatically satisfied, for any . We wish to select an which guarantees that , . From (27), we deduce that if (46) then , in which case we simply take and allocate power optimally according to (27). However, if (46) is not satisfied, we set (47) and "rescale" the 's using (45). The loading algorithm follows these steps.
1) Compute 's and 's from (25) and sort 's in ascending order. 2) Set Fig. 6 . Channel capacity (solid line) and information rates, in bits per sample, achieved with optimal filterbank, loading algorithm #1 (dashed-dotted line) and #2 (dashed line), and with DMT (dotted line), using two different block lengths M.
3) Allocate power according to
The number of subchannels effectively used here is found with the first loading algorithm and the power distribution is consequently different.
Let us now compare the information rates achievable with the two loading algorithms and with DMT when both and are white with and . We compute the information rate pertaining to DMT using (24), with , , , and using a precoding matrix , whose columns are complex exponentials, , , with cyclic prefix [4] . Also in this case, as with (24), the determinant is computed as the product of the nonzero singular values of the matrix . If some singular values are less than one, thus implying a negative contribution to the information rate, the most severely faded subchannel is discarded and the power is equally redistributed on the remaining channels; the procedure is iterated until all the singular values are greater than one [4] .
Example 2: The comparison reported in Fig. 6 , is based on an FIR channel of order , with zeros at , using two block sizes and . The figure shows the channel capacity (solid line) computed as in [8, p. 388] , and the information rates (in bits per sample) achievable with DMT (dotted line) and with the loading algorithms #1 (dashed-dotted line) and #2 (dashed line). From Fig. 6 , we observe that the information rates achievable with DMT and with the optimal filters tend to coincide and approach closely the channel capacity as the block size increases, but the optimal filterbank outperforms DMT. The asymptotic (as ) convergence of the two is justified because the complex exponentials used for DMT filters coincide with the channel eigenvectors, arising from the filterbank optimization of Theorem 1. For relatively large blocks, the suboptimality of DMT is compensated by the computational advantage it has over the optimal filterbank because the former is FFT based while the latter requires eigen decompositions of large matrices. Conversely, when small-size blocks are used, the added flexibility gained with the optimal filters relative to complex exponentials is helpful to approach the theoretical information rate more closely.
The relative improvement achieved with the optimal filters over the DMT increases also as the channel's frequency selectivity increases. As an example, Fig. 7 shows the information rates obtained with the optimal filterbank and with DMT, using blocks of size , for transmissions over two kinds of channels: one with zeros at and the other with zeros at . From  Fig. 7 , we observe that the advantage of using the optimal filterbank is more pronounced as the number of zeros on the unit circle increases. In fact, when channel zeros are uniformly spaced on the unit circle, DMT avoids transmission over the corresponding subchannels and distributes the available power on the remaining channels. In contrast, depending on the channel's eigen characteristics, the optimal approach reshapes all the transmit filters and this extra flexibility offers the aforementioned improvement over the DMT.
In a nutshell, we deduce that: 1) both optimal and DMT schemes allow reliable transmission at information rates approaching channel capacity, as the block size increases; 2) the optimal filterbank offers advantages with respect to DMT, which are more evident for small block sizes and highly selective channels; and 3) loading algorithm #2 outperforms loading algorithm #1.
V. OPTIMAL BIT ALLOCATION SUBJECT
TO SYMBOL ERROR RATE BOUND In communications practice, one of the main parameters characterizing quality of service is the maximum tolerable BER. In this section, we show how to allocate power and bits across the subchannels in order to guarantee a prescribed upper bound on the BER, under the constraint of fixed average transmit power. In the previous section, we computed the optimal power distribution across the subchannels, without accounting for the fact that comes from a finite alphabet (infinite granularity). Here, we consider the practical case where information bits are mapped onto constellations of finite size. With reference to Fig. 4 , the number of bits on the th subchannel characterized by SNR could be, in principle, set equal to its capacity limit SNR . However, this choice may not necessarily guarantee the desired bound on the BER. Similar to the loading algorithm proposed in [5] adheres to the BER requirement. In the next section, we will show how to reduce this margin by channel encoding our information sequence. We describe next how to allocate the bits over the subchannels in order to have on each subchannel an error probability less than or equal to a given maximum value . Toward this goal, we have to specify a constellation for each subchannel , and we choose to focus on QAM, with corresponding order . As per Corollary 3, the output of the th subchannel will be ISI free, and the error probability can be upper bounded using known results for -QAM transmissions over AGN channels (see, e.g., [3, p. 225] ) (49) where is the symbol energy, is the one-sided noise power spectral density, and for the equalities we used (37) and (27), respectively. The bound in (49) implies a corresponding bound on and thus in the number of bits . Upon inverting the erfc function in (49), the latter can be found as Since the number of bits cannot be smaller than one, we obtain from (50) the equivalent inequality Equations (50) and (54) are important in practice because they provide guidelines for optimal bit allocation per subchannel and the number of usable subchannels so that the upper bound on the symbol error rate is not exceeded. Note that we have relied on the bound rather than the equality sign in (49) because the latter leads to a smaller (and thus more conservative choice for the) constellation size. Although the aggregate probability of error is the target, similar to existing loading algorithms (see, e.g., [4] ), using the per-subchannel bound in (49) guarantees error probabilities less than or equal to the prescribed BER.
We have compared this section's bit allocation scheme using the optimal filterbank in (26) versus the DMT that employs the FFT based filterbank. The DMT was implemented with cyclic prefix and with a number of bits on the th subchannel chosen as in (48) with SNR , where denotes the channel transfer function and is the transmitted power, which is equally distributed across the effectively used subchannels. Example 3: Figs. 8 and 9 show theoretical curves pertaining to transmission with block length over two channels having different frequency selectivity: channel 1 has zeros at and channel 2 has zeros at . The desired bound on the error rate is . Each figure shows: 1) the information rate achieved with our method (dashed line) and DMT (dotted line), together with the channel capacity (solid line); 2) the ratio between the information rates achieved using our method and DMT; and 3) the symbol error rate achieved with the two methods. The variability of the curves in 3) is due to the finitealphabet of the transmitted symbols which makes it impossible to achieve the requirement on the prescribed BER exactly.
From Figs. 8 and 9, we infer that the gain of the optimal approach with respect to DMT can be as high as 15%, and is more evident when the channel selectivity increases.
Remark: Because coding allows to be rational, SNR margin in (51) can be reduced by channel encoding each subchannel separately (cf. [13] , [18] , and [24] where coding is applied across subchannels). Using Reed-Solomon (RS) for the th subchannel, we can express BER before ( ) and after ] decoding as , where is the number of (un)coded bits over blocks, denotes the number of correctable bits, and the approximation holds for ; see also [17, p. 430] . With Gray encoding, information rate SNR , bit rate , and imposing the quality of service (QoS) BER bound on , we can determine the pair that satisfies (with minimum to reduce decoding delays) and compare it with in (51) in order to quantify the gain in SNR margin using the ratio . With , , and QoS BER , the uncoded transmission requires . For , Fig. 10 shows that, e.g., by RS coding over 20 blocks, one can accommodate a dynamic range of two-eight bits, with an SNR margin instead of .
VI. CONCLUSIONS AND DISCUSSION
In this paper, we proposed multirate filterbank transceivers guaranteeing block data transmission at the maximum information rate, subject to a fixed average transmit power, for both FIR and IIR (pole-zero) channels. Within the class of filters maximizing the information rate, the inherent flexibility of the proposed structure was exploited to derive ZF and minimum mean-square error receive filterbanks. The proposed transceivers outperform DMT for small-size blocks transmitted through highly frequency-selective channels, at the expense of added complexity required to perform (non-FFT-based) eigen decomposition.
Transmission at the maximum information rate in general does not meet the constraint on the bit error rate, which has to be lower than a prescribed upper bound dictated by the required quality of service, unless ideal infinite memory coding is applied. Using a finite-size code memory, it is necessary to introduce an SNR margin in the computation of the bit distribution along the subchannels. In this paper, we proposed two power and bit loading algorithms satisfying the bit error rate requirement and showed how the SNR margin can be reduced by resorting to coding. Works are in progress to develop decision-feedback filterbank transceivers and extend the proposed approach to time-varying transmission channels. In fact, the multirate filterbank approach may be particularly useful for imposing transmit-correlation matrices with nonToeplitz structures.
Similar to existing precoding schemes, in deriving our optimal filterbank transceivers we assumed that the transmission channel is known. In applications such as ADSL/HDSL and cable television, feedback loops provide channel information from the receiver to the transmitter. However, information may be imperfect due to channel estimation errors and presence of time-varying interference such as near-end cross talk (NEXT) or far-end cross talk (FEXT). Therefore, it is important to analyze how sensitive the performance of proposed transceivers is to imperfect channel knowledge. Recalling that our transceivers are obtained from the eigenvectors of the channel matrix, we expect sensitivity to depend upon the channel's frequencyselectivity. From the perturbation theory of matrix eigen decompositions [10, Sec. 7.2], we also expect that the sensitivity increases when the channel matrix tends to have multiple eigenvalues. In such cases, large errors may result when computing channel matrix eigenvectors corresponding to (even approximately) equal eigenvalues. In practice, this situation arises when dealing with mildly frequency-selective channels whose smallest eigenvalues tend to become nearly equal to zero. On the other hand, the loading strategy prevents transmission on those "weak" (high-attenuation) subchannels. Summarizing, although one expects "sensitive estimates" of transmit filters corresponding to small eigenvalues, using the bit allocation strategy described herein, only minimal (or even zero) information is going to be transmitted on those "sensitive" subchannels. Intuitively speaking, the overall strategy based on maximizing the information rate seems to be robust with respect to small perturbations of the channel response. Thorough analysis of the sensitivity problem in the context of block transmission schemes goes beyond the scope of this paper and deserves deeper investigation. Notice that (59) does not depend on , so that the only assumption about , used to simplify (58), is that it has to be invertible. We seek the matrix which maximizes , under the constraint of finite transmit power (60) According to Hadamard's inequality, matrix must be diagonal, and since is diagonal we infer that has to be diagonal. We will argue the following.
Lemma: Without loss of generality (w.l.o.g.)
can be considered as diagonal matrix.
Because is diagonal, the product which has to be diagonal, must have diagonal entries given by Comparing (61) with (62), proves that assuming diagonal imposes no restrictions on the optimization.
According to the Lemma, taking to be diagonal simplifies (59) and (60) The matrix in the argument of the determinant is singular and this poses a problem in evaluating . However, this problem is in principle the same as the one showing up in the entropy derivation of a Gaussian random vector having a singular covariance matrix, and the solution was given in [1, Appendix II]. In particular, applying the result proved in [1] to our case, we infer that the determinant must be replaced by the product of the nonzero eigenvalues. Thus, assuming to be diagonal and applying the same arguments as in the TZ case, (75) becomes (76) It is important to remark that the final expression (75) coincides with (59), so that the optimization of is carried out exactly as in the TZ case.
