Abstract. Block matrices with a special structure arise from mixed finite element discretizations of incompressible flow problems. This paper is concerned with an analysis of the eigenvalue problem for such matrices and the derivation of two shifted eigenvalue problems that are more suited to numerical solution by iterative algorithms like simultaneous iteration and Arnoldi's method. The application of the shifted eigenvalue problems to the determination of the eigenvalue of smallest real part is discussed and a numerical example arising from a stability analysis of double-diffusivej convection is described.
where N n +m, n > m, K is n n, C is n m of rank m, and M is n n symmetric positive definite. The paper is concerned with the theory of the generalised eigenvalue problem ( and EVP4 is that they should be amenable to iterative techniques commonly used to find selected eigenvalues of large sparse matrices ( [2, I-5] ). In the applications we have in mind K, C, and M arise from mixed finite element discretizations of the "velocity-pressure" formulation of the Navier-Stokes equations for incompressible flow problems [3] , [9] , and the eigenvalue problem (1.2) arises in the determination of the stability of steady flows [5] . The problem is to find the eigenvalues of (1.2) with smallest real part.
As is standard, the finite values # E C such that det(A-#B) 0 are known as finite eigenvalues, though we usually drop the term "finite." Since B is singular there are also infinite eigenvalues, which are defined to be zero eigenvalues of Aw Bw, with corresponding eigenvectors that are null vectors of B. The theory for (1.2) is more complicated than for the standard eigenvalue problem Aw #w [21] . However, the assumptions made in this paper on C and M allow very precise statements to be made about the number of eigenvalues of (1.2) and make possible the introduction of related eigenvalue problems that are better suited to solution by iterative algorithms.
Eigenvalue problems of the form (1.2) with block structure (1.1) arise in applications involving constraints. For example, Malkus [14] "Shift-invert" [16] or Cayley transform [7] , [12] [11] ). 5 . Applications. The eigenvalue problem arises in the determination of the stability of steady solutions to the Navier-Stokes and related equations, and linearised stability theory [8] , [19] shows that stability is determined by the eigenvalues with smallest real part of a linearised problem. The eigenvMue problem EVP1 arises if a mixed finite element method is used to discretize the linearised problem [5] , [9] , [15] .
Of special interest is the case when the eigenvalues of smallest real part are complex, since algorithms for the detection of Hopf bifurcations in parameter dependent systems can be developed from knowledge of these eigenvalues. The matrices K, C, and M are sparse and very large. In [12] , a problem with over 2 105 degrees of freedom is studied.
Since EVP1 involves large sparse nonsymmetric matrices one must fall back on iterative methods like Arnoldi's method or simultaneous iteration [2] These techniques were applied successfully to EVP3 to find eigenvalues of smallest real part of two problems from fluid dynamics and the results were reported in [5] and [7] . Transformation EVP4 was used to provide the numerical results in the following example. [4] . The matrix was set up using ENTWIFE [24] with a 4 4 grid that leads to a matrix with the block structure of (1.1) with n 324, rn 48, and hence N(= n + m) 372.
The three leftmost eigenvalues of the matrix problem to seven significant figures are Arnoldi (20, 50) failed to find any of the three leftmost eigenvalues, perhaps because of severe clustering of the eigenvalues [18] . The hybrid algorithm of Shad [18] (see above) utilizing the Chebyshev transformation to find the two leftmost eigenvalues (so that the ellipse passes through #3) is however successful. A two-step procedure was used:
(i) Arnoldi (20, 1) with a random starting vector was applied to P5 (A2) to obtain a "purified" starting vector.
(ii) Arnoldi (20, 1) was applied to p42(A2). This computed #1,#2 with residuals less than 5j. 10 -12 (see (4.3)). Numerical experiments using EVP3 with 7 chosen in (a) above produce similar results. This is not surprising since the distribution of the extremal eigenvalues of EVP3 and EVP4 is the same.
