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Abstract
The current generation of experiments aiming to detect the neutral hydrogen signal from the Epoch
of Reionisation (EoR) is likely to be limited by systematic effects associated with removing foreground
sources from target fields. In this paper we develop a model for the compact foreground sources in one of
the target fields of the MWA’s EoR key science experiment: the ‘EoR1’ field. The model is based on both
the MWA’s GLEAM survey and GMRT 150 MHz data from the TGSS survey, the latter providing higher
angular resolution and better astrometric accuracy for compact sources than is available from the MWA
alone. The model contains 5049 sources, some of which have complicated morphology in MWA data, Fornax
A being the most complex. The higher resolution data show that 13% of sources that appear point-like to
the MWA have complicated morphology such as double and quad structure, with a typical separation of
33 arcsec. We derive an analytic expression for the error introduced into the EoR two-dimensional power
spectrum due to peeling close double sources as single point sources and show that for the measured source
properties, the error in the power spectrum is confined to high k⊥ modes that do not affect the overall
result for the large-scale cosmological signal of interest. The brightest ten mis-modelled sources in the field
contribute 90% of the power bias in the data, suggesting that it is most critical to improve the models of
the brightest sources. With this hybrid model we reprocess data from the EoR1 field and show a maximum
of 8% improved calibration accuracy and a factor of two reduction in residual power in k-space from peeling
these sources. Implications for future EoR experiments including the SKA are discussed in relation to the
improvements obtained.
Keywords: Reionization – techniques: interferometric – radio continuum: galaxies – large-scale structure
of Universe
1 INTRODUCTION
A key science goal for current and next-generation low-
frequency radio telescopes is to make a measurement of
the power spectrum of the faint radio signals from neu-
tral hydrogen in the early universe (Parsons et al. 2010;
Bowman et al. 2013; van Haarlem et al. 2013; Koopmans
et al. 2015; DeBoer et al. 2016). These experiments
are very challenging in several ways. In addition to ba-
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sic signal-to-noise requirements demanding thousands
of hours of observing time, the experiments must deal
with the so-called “foregrounds” (which are essentially
all other sources of radio emission) that can potentially
eliminate a power spectrum detection or bias a measure-
ment. Strategies to understand and correct for the ef-
fects of foregrounds, including how foregrounds interact
with the instrument response, are the subject of many
investigations (Morales et al. 2006; Jelic´ et al. 2008,
2010; Bernardi et al. 2009; Chapman et al. 2012; Trott
et al. 2012; Morales et al. 2012; Vedantham et al. 2012;
Thyagarajan et al. 2015; Ewall-Wice et al. 2016; Barry
et al. 2016; Trott & Wayth 2016; Patil et al. 2016). Nev-
ertheless, the bright foreground sources (such as diffuse
Galactic radio emission and extragalactic radio galax-
ies and quasars) are spectrally smooth (Di Matteo et al.
2002; Dillon et al. 2014; Parsons et al. 2014; Zaldarriaga
et al. 2004; Offringa et al. 2016) which, in principle, con-
fines the signal from these sources to the lowest-order
(slowest varying) terms in the 1/frequency dimension of
a power spectrum.
The Murchison Widefield Array (MWA, Tingay et al.
2013) was designed with an EoR power spectrum de-
tection as one of the key science goals (Bowman et al.
2013). The MWA’s EoR science team is taking a multi-
pronged approach to the experiment, pursuing the de-
tection of the cosmological signal through the develop-
ment of multiple independent pipelines, characterised
by different approaches and techniques (Jacobs et al.
2016). A detailed overview of the of one of these ap-
proaches can be found in Beardsley et al. (2016), which
also contains results obtained on a complementary
MWA EoR field.
One of the ideas explored in Jacobs et al. (2016) ex-
ploits detailed knowledge of foregrounds, constituting
the driving idea behind the work carried out in this pa-
per. In particular, we want to evaluate if the inclusion of
extra, higher-resolution data helps in better modelling
and subtracting the foregrounds and explore the bene-
fits for the pipeline considered in terms of output data
quality.
Among the compact foreground sources included in
the sky model created in this work, approximately 13%
are partially resolved at MWA resolution and/or consist
of multiple unresolved components at higher angular
resolution. This fraction includes the brightest sources
of the catalogue, which affect the calibration process
more heavily. Using a single component model for these
sources leaves residuals after subtraction, which trans-
lates to residual structures in image and Fourier space,
contaminating the underlying EoR signal.
The Real Time System (RTS, Mitchell et al. 2008)
and the Cosmological H I Power Spectrum Estimator
(CHIPS, Trott et al. 2016) constitute one of the two
pipelines used in the MWA EoR power spectrum ex-
periment. Calibration and source subtraction are per-
Table 1: Details of the MWA data used. Only the central
frequency of the observing band is here reported.
Night Frequency GPS time range
2 Oct 2013 181 MHz 1064771280 -
1064779824
8 Oct 2013 181 MHz 1065289488 -
1065297656
23 Oct 2013 181 MHz 1066580664 -
1066592984
formed by the RTS while the power spectrum (PS) esti-
mation is carried out by CHIPS. Aiming to improve the
first half of the pipeline, the RTS was implemented to
properly ingest and handle models with multiple source
components for a more accurate representation of the
sky model. The input catalogue can be composed of a
mixture of different entries, such as multi-component
models (point source or Gaussian) or shapelet models.
This RTS feature is of key importance in our analysis,
allowing for a straightforward inclusion of the higher
resolution data.
In this paper we present a high-resolution foreground
model for the MWA EoR1 field (centred at RA=4h,
Dec=−30d) and discuss the results obtained with it and
the implications for the EoR PS experiment. In Sec 2
we present the data used and show some details of the
processing. In Sec 3 a prediction on how source mis-
subtraction affects the PS analysis is performed and the
results compared with real data. The effects of the im-
proved model on calibration and source subtraction are
discussed in Sec. 4, along with more details from the
PS analysis. Finally, in Sec 5 and 6 we summarise the
results obtained and discuss their implications for other
experiments devoted to EoR signal detection.
2 A combined high-resolution foreground
model
2.1 MWA data
We used data from the 2013 October observing cam-
paign of the ‘EoR1’ field. This field was observed in
two frequency bands: the low and the high band, rang-
ing from 138.9 to 169.6 MHz and from 167.0 to 197.7
MHz respectively. Only high band data were used in
this paper (see Table 1 for further details). The selected
band guarantees the best available angular resolution
for MWA EoR observation, 2′. We avoided nights with
higher than usual ionospheric activity. In total, 191 ob-
servations of length 112 s were included in the subset,
totalling ∼ 6 h of data.
These observations constitute the dataset which the
different iterations of the sky model are tested on.
PASA (2018)
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2.2 TGSS data
The TIFR GMRT Sky Survey1 (TGSS) Alternative
Data Release 1 (ADR1, Intema et al. 2017) represents
an independent re-processing of the 150 MHz contin-
uum survey from the Giant Metrewave Radio Telescope
(‘GMRT’, Swarup 1991) that was carried out between
2010 and early 2012. Although the mosaic used for this
work was composed before the official TGSS release, the
crucial steps of the data processing pipeline are those
described in Intema et al. (2017). Here we limit our-
selves to giving a brief summary of the process.
The core of the pipeline is represented by the Source
Peeling and Atmospheric Modeling (SPAM) package
(Intema et al. 2009), which makes use of direction-
dependent calibration, modelling and imaging, primar-
ily to correct for the dispersive delay introduced by iono-
spheric activity.
During the pre-processing phase, excessive radio fre-
quency interference (RFI) is flagged, followed by estima-
tion of gain and bandpass calibration parameters. This
process is repeated several times with increasingly tight
RFI flagging thresholds to improve the initial calibra-
tion solution. In the main pipeline further steps of cali-
bration, flagging, and wide-field imaging are performed
to produce the final images. The direction-independent
gain calibration (phase only) is carried out on a 16 s
timescale, tracking in this way the time-varying effects
of the ionospheric phase delay. Wide-field imaging for
self-calibration purposes (including further RFI flag-
ging) is then performed, using Briggs weighting with
the robust parameter set to −1. It should be noted that
short baselines were also flagged, hence emission will
not extend beyond 10′ − 20′ in the final images. Finally,
direction-dependent gain phases are obtained, charac-
terising multiple single sources against the ionospheric
phase delay. During this phase, an ionosphere model is
fitted to the data per time interval. This is used to gen-
erate gain tables for each of the small facets covering
the primary beam, which are then used to perform the
ionospheric corrections per antenna per time stamp.
The final images of each pointing are combined into
5◦ × 5◦ mosaics for further processing. Maintaining high
spatial resolution and well-behaved global properties of
the restoring beam are of crucial importance. Due to
the changing shape of the restoring beam associated
with the pointing DEC, two different mosaic beams
were adopted; a circular beam for the sky north of the
GMRT latitude and a N-S elongated beam for pointings
south of the GMRT latitude. For each mosaic, its beam
is fully defined by the mosaic centre DEC. Overlapping
images are convolved and renormalised to match the
resolution and orientation of the mosaic beam.
1http://tgss.ncra.tifr.res.in
The final mosaic is 11612× 11612 pixels with pixel
scale 6.2′′, corresponding roughly to a 20◦ × 20◦ region
centred on the EoR1 field.
2.3 Source extraction and cross-matching
We used source positions from the extragalactic com-
pact source catalogue (Hurley-Walker et al. 2017)
from the GaLactic and Extragalactic All-Sky MWA
(GLEAM) survey (Wayth et al. 2015) as the base for
building our sky model. The GLEAM survey frequency
coverage spans from 72 to 231 MHz, hence it overlaps
the TGSS data used for this work. We initially treat the
sky model as if it is composed by point sources only,
with the exception of Fornax A, which is an extremely
bright (> 100 Jy at relevant frequencies) source with a
complex morphology. As a point source model is in-
sufficient for calibration/subtraction, a shapelet model
for Fornax A was employed from the beginning and re-
mains unchanged for every catalogue iteration and ver-
sion discussed in this paper. More details on the model
are given in Sec. 2.7.
We aim to improve the models of the extended and
partially resolved sources located in the MWA EoR1
field by using the higher resolution TGSS data. As a
starting point, a blind source extraction was performed
on the TGSS mosaic using PyBDSM2 to create a list
of sources to be cross-matched with the base catalogue.
Investigating the outcomes of this cross-match enabled
us to identify any potentially extended or partially re-
solved sources that appear as a single component in the
base GLEAM catalogue, due to the lower resolution of
the MWA. During this source extraction, we left the
PyBDSM parameters in their default value, with the
only exception of using an adaptive RMS box due to
slightly changing background features in the TGSS mo-
saic.
To build a sky model with reliable spectral infor-
mation, along with the TGSS catalogue generated in
this work, the GLEAM catalogue was cross-matched to
the following catalogues: the 74 MHz Very Large Ar-
ray Low Frequency Sky Survey redux (VLSSr, Lane
et al. 2012); the 408 MHz Molonglo Reference Cata-
logue (MRC, Large et al. 1981); the 843 MHz Sydney
University Molonglo Sky Survey (SUMSS, Mauch et al.
2003); and the 1.4 GHz NRAO VLA Sky Survey (NVSS,
Condon et al. 1998).
The cross-matching was performed using the Posi-
tional Update and Matching Algorithm (PUMA, Line
et al. 2017). PUMA is specifically designed to cross-
match low radio-frequency (≤∼ 1 GHz) catalogues by
using both positional and spectral data. As it is also
designed to cross-match catalogues generated with sur-
veying instruments with different resolutions, it is well-
2http://www.astron.nl/citt/pybdsm/
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placed to identify partially and fully-resolved sources
in MWA data, by correctly cross-matching multiple
sources from higher resolution catalogues.
To identify possible cross-matches between the cat-
alogues, GLEAM was initially cross-matched to all
other catalogues using an angular cut-off of 2.5 arcmin
(approximately the FWHM of the MWA synthesized
beam). PUMA then assesses the positional probability
of a match, as well as investigating the resultant spectral
energy distribution, and assigns the following matching
classifications to each GLEAM source (see Line et al.
2017, for details):
isolated - the source is unresolved in all catalogues,
or has no nearby confusing sources; a straight
forward cross-match.
dominant - there are multiple possible cross-match
candidates from one or more of the cross-
matched catalogues; this is a confused cross-
match. Based on fitting to a power-law model,
there is one particular cross-match (involving
one catalogued entry from each catalogue) that
well describes the source.
multiple - if there is no dominant cross-match, the
GLEAM catalogue is likely blending multiple
sources that are resolved in the other cata-
logues. To test if all cross-matches are from
the same astrophysical source (for example a
double-lobed radio galaxy), the flux densities
of all matched sources from the same matched
catalogue are summed. If this combined spec-
tral information fits a power-law well, accept
this combined cross-match.
eyeball - if all matching criteria fail, the source likely
has a complex or extended morphology, and the
match is flagged for visual inspection.
2.4 Cross-match results
7598 GLEAM sources were matched within the TGSS
field, of which: 81% were isolated; 2% were dominant;
16% were multiple; 1% were eyeball. To check that
the automatically matched PUMA outcomes were con-
sistent and sensible, a power-law was fitted to every
spectrum3 and the spectral index (SI) distribution of
each matching type was investigated as shown in Fig-
ure 1. The kernel density estimates (KDEs) were gener-
ated using a univariate estimator with a Gaussian kernel
with a bandwidth calculated from the data using Scott’s
rule of thumb (Scott 1992). We find a consistent median
and similar distributions for each matching type.
3We assume that the underlying astrophysical processes are sim-
ilar in nature for the considered source.
Figure 1.: A KDE for each PUMA matching classifi-
cation. The KDE technique uses a smoothing kernel
to non-parametrically estimate the probability density
function of a random variable. As the width of the
smoothing function is estimated from the data (see text
in Sec 2.4), statistically significant trends in the data
should be highlighted. These can be surpressed in a his-
togram due to the discontinous nature of the binning
involved. The legend includes the median and median
absolute deviation for each distribution.
2.5 Properties of GLEAM compact sources
with matches to TGSS sources
As the TGSS frequency lies within the GLEAM band,
the two catalogues lend themselves to a direct morpho-
logical comparison. A total of 5049 of the 7598 GLEAM
sources were matched to sources found by PyBDSM in
the TGSS mosaic; Table 2 shows the number of TGSS
sources matched to each single GLEAM source. Figure 2
shows the angular separation of TGSS sources matched
to a single GLEAM source, showing a strong peak sep-
aration distance of ∼ 30′′ regardless of the number of
matched TGSS sources. This value is consistent with
the nominal 25” angular resolution of TGSS, and we
would not expect sources to be identified as doubles be-
low this resolution. Physically, the distribution of dou-
bles would extend to zero separation.
Table 2 shows that the majority of GLEAM sources
are point-like at the resolution of TGSS (∼ 87%), how-
ever the majority of the sources that have multiple
TGSS components are doubles (∼ 11%). Motivated by
this, as well as investigating the effects of adding in
extended models, we also investigate the effects of in-
troducing models for close double sources. In §3, we
analytically make a prediction of this effect with which
to compare our results.
PASA (2018)
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Figure 2.: KDEs of the separation of multiple TGSS
sources matched to a single GLEAM source, grouped
as detailed in Table 2. The legend includes the median
and median absolute deviation for each distribution. As
each plotted distribution is a non-parametric estimate
made from the data, the combination of the Gaussian
kernel and bandwidth allows the derived distribution to
extended to negative separations. These are, of course,
non-physical but allow the density estimate to fall to
zero without using prior constraints on the fit.
Table 2: The number of TGSS sources matched to a
single GLEAM source.
Number of
TGSS sources
Number of
instances
1 4368
2 545
3 91
4 26
>4 19
2.6 Assembling extended source models
Using the results of the cross-matches found in §2.4,
we created an extended source model for any source
classified as eyeball by PUMA. To create these mod-
els, a further processing of the TGSS mosaic though
PyBDSM was required. Due to the different morpholo-
gies of the sources considered, more human interaction
was required through this processing phase. Using the
source coordinates we first trimmed a box of a few arc-
minutes (actual value depending of the angular size of
the source) around each target. Then we make use of
some PyBDSM parameters for a fitting process more in-
clined to extended sources. In particular, we activate the
Figure 3.: The source PMN J0351-2744 as it appears
in the TGSS ADR1 data, with a contour plot of MWA
EoR1 data overlaid.
wavelet decomposition on multiple scales of the Gaus-
sian residuals, we increase the area value a Gaussian
needs to have to be flagged, and we set the output for-
mat to Gaussian, so each component of each outputted
source is characterised by its own major/minor axis and
PA. Regardless of their angular size, all of the sources
modelled through PyBDSM were treated as Gaussians
or clusters of Gaussians. Figure 3 shows the dramatic
difference in resolution between the two datasets used
in this work.
Three separate sky models were produced to test the
effects of introducing extended high resolution models
as well as attempting to verify the analytic results de-
rived in §3. In detail, these were:
Point source model - a single point source model
was included for every GLEAM source, includ-
ing the complex sources classified as eyeball
by PUMA. For these 114 sources, a point source
model was created by hand using catalogued in-
formation. The spectrum of each source was fit-
ted with a 2nd-order polynomial using weighted
least squares to ensure smooth spectral be-
haviour in the RTS.
Split double models - every GLEAM source match-
ing two TGSS sources was split into a double
point source, based on the TGSS positions and
fluxes. The flux densities at other frequencies
were divided between the two new components
by weighting by the TGSS flux densities. This
automatically gives precisely the same spectral
behaviour for both components which may not
be physically the case, but by weighting by a
flux density at the frequencies at which peeling
is occurring, the impact is considered minimal.
PASA (2018)
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Extended source model - for the 114 complex
sources, a multiple Gaussian model was created
based on the TGSS data. All other sources in
the model were as in the split doubles model for
consistency.
2.7 Fornax A
The EoR1 field hosts one of the brightest radio sources
in the Southern sky: Fornax A. It is far more extended
than any other source in the field, and has the largest
flux density. The need for an accurate model for such
a complex source motivated the use of the RTS with
its capability to ingest a sky model composed of a mix-
ture of source model types. In particular, it has been
designed to take shapelet models for extended sources
in order to ensure a robust handling of the source mor-
phology during calibration and peeling.
A separate analysis was carried out to obtain a model
for the radio galaxy Fornax A. We used a subset of the
MWA data to create a high-resolution CLEANed im-
age of the region around the source, and processed it
through a shapelet decomposition code. The recovered
model was then included in all the sky models used dur-
ing the processing to avoid any discrepancy that could
be introduced using different models for such a strong
source.
We note that the TGSS imaging parameters were
tuned in such way to optimise the shape of the point
spread function (PSF). This, in addition to the flag-
ging of the short baselines, came at the cost of losing
sensitivity to extended sources. Hence the large radio
lobes of Fornax A are resolved out in the TGSS mosaic,
so no additional information from the TGSS images is
available.
3 Impact of mis-subtracting close doubles as
point sources
We aim to understand the effect of subtracting a
population of closely-spaced doubles as point source
on the two-dimensional (cylindrically-averaged) EoR
power spectrum of brightness temperature fluctuations.
The cylindrically-averaged power spectrum computes
the variance in the signal as a function of angular (k⊥)
and line-of-sight (k‖) spatial wavemodes. Although we
expect the 21 cm signal to be isotropic (up to velocity-
space distortions), separating these perpendicular com-
ponents allows observers to discriminate spectrally-
smooth foreground contaminants, such as continuum
sources, from spectrally-structured 21 cm fluctuations.
Motivated by the distribution of source components
found in section 2.5, we model the underlying angu-
lar separation of multi-component GLEAM sources by
a Rayleigh distribution. The Rayleigh distribution has
desirable and physically motivated features, including
positive-only separations, and a Gaussian-like peak with
an extended large separation tail. Its probability distri-
bution function is described by:
R(θ;σ) = θ
σ2
e
(
− θ2
2σ2
)
, (1)
where σ characterises the distribution and the mode
and variance are given, respectively, as µ = σ and var=
(4− pi)/2σ2. The data-estimated distribution of double
sources from Figure 2 is well-fitted with σ = 33 arcsec
(0.55 arcmin), and we assume that the measured frac-
tion of GLEAM sources that are actually close doubles
ξ ≡ 545/5049 = 11% is representative of the full sky.
To estimate the statistical signature of mis-
subtracted doubles, we build from the existing frame-
work of Trott et al. (2016), which takes a spatially
Poisson-distributed population of spectrally-smooth
sources in the sky, and computes their power in
the power spectrum, considering a full, frequency-
dependent instrument model (baseline sampling and
primary beam). This framework yields the familiar
‘wedge’-like structure in the power spectrum parame-
ter space, whereby the low k⊥ modes are contaminated
only in the DC (k‖ = 0) mode, and this contamination
extends into higher k‖ modes for larger k⊥ modes, i.e.,
smaller angular scales (Datta et al. 2010; Trott et al.
2012; Thyagarajan et al. 2013; Vedantham et al. 2012).
To extend this model for mis-subtracted point sources,
we follow the following procedure:
1. Compute the residual visibility that is produced
from subtracting a single, centred point source vis-
ibility from the actual visibility formed from two
closely-spaced sources, each with half of the point
source flux density;
2. Describe the variance of a visibility from doubles
contained within a small differential region of the
sky, where the doubles have random orientations,
Rayleigh-distributed separations, and a flux den-
sity distribution that matches that for measured
point sources;
3. Compute the full variance from all doubles in that
differential region by integrating over the orien-
tation on the sky, and separation of the doubles,
and multiplying by the fraction of apparent point
sources that are actually doubles;
4. Compute the covariance between visibilities mea-
sured in different frequency channels, by integrat-
ing over the primary beam-weighted field-of-view
and flux density distribution.
At the final step we obtain the data covariance matrix
for the residual signal from mis-subtracting doubles as
point sources. We highlight the main equations here,
and provide the full derivation in the Appendix.
PASA (2018)
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For a sky with only one double-source, with a centre-
of-mass location of (l,m) with total flux density, S, the
visibility at wavenumber (u, v) wavelengths is given by
V (u, v) (2)
=
S
2
e(−2pii(u(l−∆l/2)+v(m−∆m/2))
+
S
2
e(−2pii(u(l+∆l/2)+v(m+∆m/2))
= Se(−2pii(ul+vm)) (3)
×
(
epii(u∆l+v∆m) + e−pii(u∆l+v∆m)
)
= Vpoint(u, v) (cospi(u∆l + v∆m)) , (4)
where ‘point’ indicates the visibility for a point source
at that location, and ∆l,∆m denote the source separa-
tion (∆r =
√
∆l2 + ∆m2). Here, the summation of the
two complex exponentials has been reduced to its co-
sine form. The residual visibility from mis-subtraction
is therefore the difference between this expression and
that for the point source, yielding;
Vres(u, v) = Vpoint(u, v) (cospi(u∆l + v∆m)− 1) . (5)
This residual visibility can be extended to include a
distribution of point sources co-located in a small dif-
ferential sky area, with a flux density distribution given
by an empirical power law4. The variance on this visi-
bility in different patches of sky can be formed by re-
calling that the variance of a Poisson-distributed vari-
able is its mean. For doubles located in differential sky
area, (l + dl,m+ dm), this variance on a visibility due
to the Poisson-distribution of randomly-oriented and
Rayleigh-separated doubles is given by:
var (V (u, v)) =
∫ Smax
Smin
S2
dN
dS
dS
∫
2pi
p(φ)dφ (6)∫
∆r
p(∆r)d∆r (cos ∆rpi(u cosφ+ v sinφ)− 1)2
=
α
3− β
S3−βmax
S−β0
∫
2pi
p(φ)dφ (7)∫
∆r
p(∆r)d∆r (cos ∆rpi(u cosφ+ v sinφ)− 1)2,
where,
φ ∼ U(0, 2pi] = p(φ) (8)
∆r ∼ R(r;σ) = p(∆r), (9)
are the uniform and Rayleigh distribution, and α =
4100 Jy−1sr−1 and β = 1.59 characterise the power-law
flux density distribution (Intema et al. 2011; Gervasi
et al. 2008). We linearise the squared-cosine term for
small separations, and integrate to find (see Appendix):
var(Vres(u, v)) =
α
3− β
S3−βmax
S−β0
3pi5
8
(u2 + v2)2σ4. (10)
4 dN
dS
= αS−β /Jy/sr (Intema et al. 2011).
As intuitively expected, the error term grows for larger
baselines and separations, in line with the expectations
for the sampling of small-scale structures on the sky.
This expression describes the additional variance for
a given measurement due to a distribution of close-
spaced doubles located within a differential sky area,
which have been subtracted as point sources. For the
power spectrum, one Fourier Transforms the spec-
tral (line-of-sight) measurements to obtain the line-of-
sight wavenumber, η ∝ k‖. To perform this step, one
needs the spectral covariance (frequency-frequency co-
variance) of each (u, v) sample, in order to correctly
propagate the correlations between frequency channels.
To determine the covariance within the primary field-
of-view of the instrument (and attenuated by its sky
response), we extend to (see Appendix for full deriva-
tion):
Cres(u, v; ν, ν
′) =
α
3− β
S3−βmax − S3−βmin
S−β0
(
3pi5
8
(u2 + v2)2σ4
)
(11)
×
∫∫
dlB(l; ν)B(l; ν′) e
(
−2pii
ν0
∆ν(u·l)
)
.
For a frequency-dependent, Gaussian-shaped beam,
with characteristic width, A(ν) = (c)/(νD), with  '
0.42, the contribution of a ξ fraction of closely-spaced
doubles, with flux densities in the range, [Smin,Smax],
to the foreground covariance is given by:
Cres(u, v; ν, ν
′) =
αξ
3− β
(S3−βmax − S3−βmin )
S−β0
pic22
D2
(12)
× (3pi5(u2 + v2)2σ4) 1
8(ν2 + ν′2)
e
(
−u2c2f(ν)22
4(ν2+ν′2)D2
)
.
In a similar vein, we can define the regular, point-source
only covariance matrix:
CPNT(u, v; ν, ν
′) =
α
3− β
S3−βmax
S−β0
pic22
D2
(13)
× 1
ν2 + ν′2
e
(
−u2c2f(ν)22
4(ν2+ν′2)D2
)
.
The contribution to the power spectrum is then equa-
tion 12 propagated through the spectral Fourier Trans-
form, F :
Pres(u, v, η) = diag
(F†Cres(u, v; ν, ν′)F) , (14)
where we define the Fourier convention as:
F(f(x)) = f˜(l) = ∆ν
N−1∑
k=0
f(xk) e
(−2piikN−1 ), (15)
and N is the number of channels with ∆ν spectral
resolution per channel. Finally, having computed this
expression, we cylindrically-average u and v modes to
yield (k2⊥ = u
2 + v2), and bin into the 2D power spec-
trum.
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We assume that the foreground model is used to sub-
tract ‘point’ sources with S > 30 mJy, and estimate the
amplitude of the power due to a fraction, ξ, of doubles
being mis-subtracted, compared with the amplitude of
the power when they are correctly subtracted. We esti-
mate the power due to mis-subtracted doubles with flux
densities, Smin = 30 mJy < S < Smax = 1 Jy for ξ=0.11
and the Rayleigh distribution of doubles from Figure
2. Figure 4 displays the ratio of the residual power
to the total point source power (PPNT = F†CPNTF ;
Equations 12–14), and the residual power difference.
The power bias increases toward longer baselines, but
is dominated by the foreground power in the wedge. In
Figure 5 we show the equivalent ratio and difference
plots for the 191 observations with the different source
models peeled. As expected, the impact is larger for
the longer baselines, and the overall amplitude of the
residual power is ∼ 10−3 − 10−4 for most of the param-
eter space. Unlike the predictions, which are noise-free
and simple, the maximum relative difference is found in
the EoR Window, where the use of the improved sky
model during calibration and subtraction has reduced
the power leakage from the wedge. Point source subtrac-
tion therefore has the potential to bias a cosmological
EoR signal, particularly in the crucial EoR Window.
There are key similarities and differences between the
model prediction in Figure 4 and the data in Figure 5.
Firstly, note that the data include radiometric noise,
and therefore in regions where there is a balance of
noise and foreground signal (primarily the EoR Win-
dow between k‖=0.09–0.4 and above the wedge), we
expect and find that the ratio is closer to unity. The
copies of the foreground wedge at k‖=0.45 (and above)
are due to regular missing channels in the MWA band-
pass and can be ignored. The key comparison is in the
wedge, where we are foreground dominated. Here, the
data show ratios of < 10−5 at small k⊥, increasing to
< 10−3 at large k⊥, compared with the prediction of
< 10−7 − 10−3 over the same range. The lack of clear
k‖ dependence in Figure 4 stems from it being a ratio,
and therefore does not reflect the smaller numbers in the
numerator and denominator outside of the wedge (com-
pare with the RHS of Figure 4, which is a combination
of the foreground wedge and the k4⊥ dependence). The
key conclusion of this work is that the simple residual
power model broadly reproduces the features observed
in the data, and that longer baselines are much more
heavily affected than short.
A similar analysis can be performed for the extended
source model. Figure 6 displays the ratios and dif-
ferences for (a) Subtracting extended sources as ex-
tended versus point; (b) Subtracting double and ex-
tended sources as double and extended versus dou-
ble and point; (c) Subtracting double and extended
sources as double and extended versus point. The lat-
ter (c) shows the case where the full extended source
model has been applied, compared with the standard
full point source model, and therefore represents the
best improvement. In all cases, a more correct subtrac-
tion model yields improved power removal, and the use
of an extended model has significant impact on the re-
sults (compared with just using a model with double
sources, where the impact is smaller). Most notable is
the impact in the EoR Window, where use of a model
with extended sources removes a large amount of leaked
power compared with treating the sources as simple
point sources or doubles.
It is important to point out that the EoR1 field is
characterised by a large number of bright extended
sources and those constitute the majority of the ten
brightest sources. The combination of the extended
morphology with their high surface brightness exacer-
bates the problem of their subtraction, stressing more
the need for detailed models for these sources.
4 Effect of improved model
4.1 Data Processing
Being originally designed to be the backend of the
MWA, we chose to use the RTS to process the EoR1
field data. More importantly, the flexibility and the ca-
pabilities the RTS possesses for ingesting and handling
a sky model with mixed formats make this software the
perfect candidate to assess the improvements over the
starting sky model.
The RTS makes use of direction-dependent beam re-
sponse, ionospheric modelling and correction, and in-
field calibration using several sources simultaneously.
For each catalogue produced, we run the RTS twice:
first we compute an optimal calibration solution for
each pointing; then we perform the source subtraction.
During calibration, the considered observation is used
to compute the direction independent Jones matrices of
each MWA tile. This is achieved fitting the uncalibrated
visibilities with a model formed by the 500 (apparent,
as they are attenuated by the primary beam) bright-
est sources in the field of view. At this stage of the
processing these sources are combined in a single cali-
brator in order to achieve a high signal-to-noise ratio.
For the same reason, we process the whole observation
in one single time cadence, meaning that we integrate
over time for the full duration of the observation.
The second RTS run involves the subtraction of the
sources through peeling (Noordam 2004). The advan-
tage of this technique over more common source sub-
traction methods is that the sources are removed in the
visibility instead of image space. This allows the possi-
bility of performing further calibration against the con-
sidered source, with the direct consequence of improving
its subtraction. Further, any improvement gained dur-
ing this processing is reflected in the image space, where
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Figure 4.: (Left) Predicted ratio of residual power in the power spectrum (Pres = P (VDR − VPNT)) when closely-
spaced doubles are subtracted as double sources, relative to when they are subtracted as point sources (PPNT);
(Right) Power in residual visibilities when peeling non-point sources correctly, and as point sources (P (VDR −
VPNT)).
fewer artefacts due to non-optimal calibration may ap-
pear.
Although the RTS is capable of performing full peel-
ing, due to the large number of sources to subtract the
inclusion of a full calibration loop is not viable in our
analysis. In fact, full peeling is only carried out on the
brightest and most complex source in the field, Fornax
A. All the other sources are treated in a slightly differ-
ent way. While they share most of the processing steps
used during full peeling (e.g. rotation of the visibilities
to phase centre for the considered source, suppression
of non-centred sources), the antenna-based gain calibra-
tion solutions are not computed for these calibrators. In-
stead, two phase gradient parameters (plus amplitude
estimation) are used to model the ionosphere-induced
phase ramp across the array for the source in question.
This translates to a drastic reduction of parameters to
be fitted in the model, hence the possibility to gener-
ate independent solutions for many more calibrators.
Further, this method allows peeling of sources with low
signal-to-noise ratio, whilst the same is not possible if
performing full peeling. For simplicity, we will keep us-
ing the word ‘peeling’ when referring to any source sub-
traction performed here.
During this step, we subtract the same 500 sources
we combined in the calibrator model, but we do not
perform any clustering so as to take full advantage of
the RTS ionospheric correction on the single sources.
4.2 Results
We first compare the calibration solutions obtained
from each of the sky models. Although ∼ 20% of the
sources in the calibrator cluster were replaced with high
resolution models, due to the nature of the technique
used during calibration we do not expect a difference
between the various solutions. No appreciable differ-
ence in the slopes or dispersion of the gain phase val-
ues was found, and we obtained a slight reduction in
the dispersion of the gain amplitude values when cali-
brating using the extended source model. This suggests
that the performance of our calibration solution cannot
be improved using this technique and adds confidence
about the robustness of this processing step. It should
be noted that the second strongest source in the field,
PMN J0351-2744, is known to be polarised (Bernardi
et al. 2013) and that significant diffuse polarisation has
been detected in the MWA EoR0 field (Lenc et al. 2016).
PASA (2018)
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Figure 5.: (Left) Data: Ratio of residual power in the power spectrum when closely-spaced doubles are subtracted
as double sources, relative to when they are subtracted as point sources; (Right) Power in residual visibilities when
peeling non-point sources correctly, and as point sources (P (VDR − VPNT)).
Although a polarisation analysis lies outside the scope
of this paper, future works may make use of similar cal-
ibration techniques to rate the polarimetric behaviour
and to probe the EoR1 field for diffuse polarisation. A
further quantitative evaluation can be carried out com-
paring source-free regions between the images obtained
from the two data reduction processes. We select ten
regions at different distances from the beam centre and
compare the noise reading of each pair. In every case, we
find a lower background noise characterising the image
obtained with the extended models, with decrements
ranging from 1 to 8% from the point source model back-
ground levels.
On the other hand, we expect to find striking differ-
ences when comparing the residuals of the peeled ex-
tended model vs the point source model for the same
source. For most of the sources, the Gaussian model
resulted in a substantial improvement, already visible
by eye when looking at the residuals after peeling the
catalogues (e.g. Figure 7). More quantitatively, we se-
lect regions covering the subtraction residuals and com-
pute min, max, and root mean square (r.m.s.) of the
pixel values (Table 3 shows these statistics for the five
strongest sources). Being the selected area free of spuri-
ous sources, we assume that smaller r.m.s. values indi-
cate a better subtraction of the source. As expected, the
magnitude of the improvements varies from source to
source and the most important weighting factor here is
the morphology of the considered source. In fact, Gaus-
sian modelling benefits the subtraction of the most ex-
tended sources the most and has the largest impact as
residual r.m.s. near these sources.
We find that ∼ 60% of the residuals shows improve-
ments when the extended models are used during the
source subtraction. However, if we set the background
noise level to 14 mJy (average of four source-free regions
near the beam centre of the primary beam corrected im-
age) only 16 sources show a clear improvement, while
the r.m.s. difference of the remaining 51 sources falls
within the noise level5. We find that apart from three
cases, the same happens for the sources that seem to
not benefit from the extended models. Figure 8 gives a
summary of the results discussed above.
5These numbers are retrieved using the r.m.s. of the residuals
as a reference. Replicating the same computation using the min
(or max) as a proxy for the differences the number of improved
models rises sensibly.
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(a)
(b)
(c)
Figure 6.: The ratios and differences for (a) Subtract-
ing extended sources as extended versus point; (b) Sub-
tracting double and extended sources as double and ex-
tended versus double and point; (c) Subtracting double
and extended sources as double and extended versus
point.
(a) PMN J0351-2744
(b) PKS 0420-26
Figure 7.: An example of the improvements obtained
with the new models for the sources (a) PMN J0351-
2744 (c.f Figure 3) and (b) PKS 0420-26. In both figures:
(i) GLEAM source positions are plotted on MWA data;
(ii) PyBDSM Gaussian fits plotted over TGSS ADR1
data; (iii) the residuals left in MWA data after sub-
tracting the point source model; (iv) the residuals left
in MWA data after subtracting the PyBDSM Gaussian
extended model. In (ii) and (iv), the linewidths used
to plot the Gaussian fits are scaled to the flux density
of the Gaussian component for clarity. Note that PMN
J0351-2744 is a ∼ 28 Jy source before peeling.
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Table 3: Pixel value statistics for five strong source
residuals. The last column shows the r.m.s. computed
on a source-free region around the considered one. For
each region, the first row shows results when the data
are processed using the catalogue with point source
model, while the second row shows the same quantity
for the extended model catalogue.
Region min max rms rms
1 -2.447 2.151 0.522 0.032
-0.608 0.664 0.151 0.029
2 -2.542 2.313 0.588 0.021
-1.158 0.391 0.203 0.019
3 -0.388 0.750 0.206 0.028
-0.285 0.697 0.186 0.022
4 -0.582 0.727 0.199 0.016
-0.188 0.103 0.053 0.015
5 -0.232 0.430 0.093 0.018
-0.059 0.188 0.051 0.016
Figure 8.: Top panel: the r.m.s. of a region of 50× 50
pixels over the source residuals is shown for each point
source model (filled circles) and for the Gaussian models
(empty triangles). Middle - bottom panel: the minimum
and maximum pixel value respectively of the subtrac-
tion residual is plotted. In all the panels, the population
of sources has been ordered with respect to the r.m.s.
values of the Gaussian model residuals, in decreasing
order.
4.3 Impact on EoR power spectrum
Ultimately, we want to assess if precise source modelling
has an impact on EoR cosmological signal detection.
As briefly discussed in Sec. 3, the analysis in k-space
predicts that extended sources are able to push more
power toward larger k modes compared with the case in
which only point sources are present in the model and in
practice contribute more power on all scales in the PS.
Overall we find slightly more power left over at larger
k⊥ modes when subtracting the sources incorrectly. The
results show qualitative agreement with the theoretical
predictions based on the same dataset, although big dif-
ferences start to occur at k⊥ modes slightly higher than
we are sampling.
When comparing the processing that includes both
extended and double sources, with the processing apply-
ing a point source model alone, the power improvement
in the EoR Window (0.01 < k⊥<0.1 Mpc−1, 0.08 <
k‖<0.4 Mpc−1) is ∼ 2× 108 mK2 Mpc3. This repre-
sents a factor of ∼2 improvement. However, the thermal
noise level in these data is ∼ 1× 107 mK2 Mpc3, and
therefore residual foreground contamination occurs in
the improved model. It is difficult to assess the impact
of further improvement of the foreground model.
We can pose an additional question: which of the ex-
tended sources are contributing most to the improve-
ment? The brightest ten sources that are modelled dif-
ferently in each calibration and peeling test, have flux
densities of 4.6–26.6 Jy, whereas the full set different
sources have flux densities extending down to ∼30 mJy
(∼500 sources). The analytic model, using a realis-
tic source number density model for bright and weak
sources, predicts that 90% of the improvement observed
in the data (the factor of two power improvement), can
be attributed to these ten brightest sources. Therefore,
as one may intuitively expect, it is the brightest sources
being mis-modelled that are the most important for the
additional foreground power, and therefore careful mod-
els for these are crucial.
At this point, it should be noted that the residuals
left by Fornax A are comparable, in terms of flux den-
sity, to those left by the brightest extended sources after
applying the improved models. The pixel peak values of
the brightest areas in the residuals are typically below
0.5 Jy, whilst most of the source is removed down to
the noise level. Although these residuals still contribute
to foreground power in the PS, we kept this model un-
changed in all our sky models. Hence, while a deeper
analysis could show the limits of the current model, this
is not affecting the relative improvements between the
sky models and thus the overall results of this work.
In conclusion, our analysis suggests that detailed
models are needed for extended and resolved double
sources when those have to be subtracted. Subtracting
them as point sources leaves residual excess power and
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therefore has the potential to bias the signal. Although
this may be a strategy worth applying, we find that it
is more important to use detailed models for the ex-
tended brightest sources, and that subtracting doubles
below the confusion noise using point source models has
a lesser impact on the final result.
5 Discussion
Ultimately, we note that the MWA uses only visibilities
coming from the core antennas for the EoR experiment
and all of them are less than 2 km length. The results
obtained in this paper suggest that once we used a de-
tailed sky model, the quality of the processed data im-
proved even though our dataset is intrinsically limited
in resolution due to the baseline cut-off. The detailed
sky model was derived from TGSS data, but in a sim-
ilar fashion we could have taken advantage of the full
MWA array and use the long baselines to improve the
models. It is possible to relate the exercise carried out in
this paper with other experiments that deliberately do
not include long baselines in their design, e.g. PAPER
(Parsons et al. 2010) and HERA (DeBoer et al. 2016).
The improvement that the longer baselines bring to the
EoR MWA sub-array in terms of foregrounds modelling
and calibration can be mimicked by building outriggers
to get longer baselines and so to obtain a better PSF.
Those ideas are discussed in details in Dillon & Parsons
(2016).
The same thought can be elaborated in light of the
future realisation of the Square Kilometre Array (SKA).
We argue that the realisation of a detailed sky model
for an SKA-Low EoR experiment would allow for the
exclusion of the long baselines for the configuration of a
possible sub-array. This would cause a dramatic reduc-
tion in the computational power required for the data
reduction and an overall simplification of the end-to-end
processing. The analysis presented here can be applied
to an SKA model, where the residual power in the EoR
window from mis-subtracting double sources can be es-
timated as a function of maximum baseline (array reso-
lution). While increasing the maximum baseline reduces
the characteristic separation of doubles (σ), it also de-
creases the fraction of non-point sources that will not
be measurable. This is most pronounced at 50 MHz,
where the thermal noise and confusion limit are high,
and angular resolution is poorest. It is at this lowest
frequency where we estimate the angular resolution re-
quired such that mis-modelled doubles with smaller sep-
arations contribute less power bias than the thermal
noise level for the EoR/CD power spectrum experiment
(assuming a 1000 h observation).
Equation 12 shows that the power is proportional to
ξk⊥4σ4. Increasing the maximum baseline of the ar-
ray (B) improves the spatial resolution, and this con-
sequently shifts the peak of the distribution of source
separations (Figure 1) with σ ∝ 1/B. We compute the
value of B for which the additional power bias from
remaining unresolved double sources is less than the
thermal noise expectations for a 1000 h SKA exper-
iment at 50 MHz (1 mK2 at k⊥ = 0.1 Mpc−1, Fig 3.,
Koopmans et al. 2015). I.e., Pres = 1 mK
2. We note that
high signal-to-noise sources can be better-resolved, and
therefore choose 10× the confusion limit to set the maxi-
mum source flux density to be considered (1 mJy/beam,
Fig 16., Braun 2016). We find that a maximum baseline
of 35–50 km is sufficient such that double sources can be
resolved by the instrument and included in a global sky
model. We therefore predict that the current 45–65 km
maximum baseline model for SKA1-Low will be suffi-
cient, even at the most challenging lowest frequencies.
6 Conclusions
In this paper, we performed a complete analysis of the
effects obtained by using precise foreground models, in
the context of EoR experiments. We focused our analy-
sis on a region of the sky, the MWA EoR1 field, observed
for the search of the HI cosmological signal.
We identify sources in the field that have multiple
counterparts in higher-frequency radio catalogues and
used high-resolution data from the TGSS survey at
150 MHz to create improved models for this popula-
tion of sources. We find that 11% of the total num-
ber of matches show as double sources in the high-
resolution data and that 114 sources show a more com-
plex morphology, needing a more detailed modelling.
Then, building the detailed sky model through mul-
tiple iterations, we evaluate the improvements over a
more simplistic one based on point sources. Using the
high-resolution data, we find an improvement in cali-
bration accuracy of up to 8% and an overall reduction
in the residuals after subtraction by up to a factor of
four.
The power spectrum analysis shows improvements
aligned with those found in image space. First, we eval-
uate how the effect of mis-subtracting non-point sources
as point sources and subtracting them properly propa-
gates in the power spectra. As Figure 5 shows, we find
that the point source subtraction has the potential to
bias the cosmological EoR signal, because the use of the
correct models for the double sources reduces the power
leakage from the wedge, where foregrounds dominate.
Then, we perform a similar analysis to the extended
source model. Panel (c) of Figure 6 shows the compari-
son between the use of the point source model and the
one including both extended and double sources.
We find an improvement of ∼ 2× 108 mK2 hMpc3 in
the EoR window when using the high-resolution data,
which corresponds to an improvement of a factor of ∼
2. We also find that, using a realistic source number
density model for bright and faint sources, the analytic
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model predicts that ∼ 90% of that improvement can be
attributed to the ten brightest sources, which have flux
densities that range from 4.6 to 26.6 Jy.
In conclusion, we state that extended or multi-
component sources that are above the confusion noise
need a detailed model for their subtraction, for subtract-
ing them as point sources removes an excess of power
that biases the signal in several k modes.
In this analysis we have compared the use of point
source models with multi-component models based on
higher resolution observations. However we have not
explored the use of extended source models based on
lower resolution data such as is already included in
the GLEAM catalogue. This important future study is
needed to better address the question of whether longer
baselines are needed in telescopes designed to detect the
EoR signal.
A Appendix
Here we derive the error in the visibility variance due to
subtracting double sources as point sources, considering the
doubles to be randomly-oriented in angle on the sky, and
have a Rayleigh-distribution of separations, with a known
characteristic scale, σ. From Equation 7, we have:
var(V (u, v)) ∝ (A1)∫
2pi
p(φ)dφ
∫
∆r
p(∆r)d∆r (cos ∆rpi(u cosφ+ v sinφ)− 1)2,
where the angle, φ, and separation, ∆r distributions are:
φ ∼ U(0, 2pi] (A2)
∆r ∼ R(r;σ). (A3)
For sufficiently small ∆r (√u2 + v2), met for baselines
shorter than ∼ 5 km, we expand the cosine term to separate
the u and v term, and Taylor-expand to quadratic order;
cos (a+ b) = cos a cos b− sin a sin b (A4)
= cos (pi∆ru cosφ) cos (pi∆rv sinφ)− (A5)
sin (pi∆ru cosφ) sin (pi∆rv sinφ)
' 1− (pi∆ru cosφ)2
2
− (pi∆rv sinφ)2
2
(A6)
−(pi∆ru cosφ)(pi∆rv sinφ),
= 1− pi2∆r2
2
(
u2 cosφ2 + v2 sinφ2
)
, (A7)
such that;
(cos ∆rpi(u cosφ+ v sinφ)− 1)2 ' ∆r
4pi4
4
(u2 cosφ2 + v2 sinφ2)2.
(A8)
Expanding the quadratic in parentheses, using the power-
reduction formulae for trigonometric functions, and per-
forming the integrals over angle φ, we find:
var(V (u, v)) ∝ (A9)∫ ∞
0
d∆r
3pi5∆r5(u2 + v2)2
8σ2
e
(
−∆r2
2σ2
)
=
3pi5
8
(u2 + v2)2σ4. (A10)
We are considering a continuum source population, and
so need to extend this expression to include the flux den-
sity contribution from these sources, and to study the co-
variance between different frequency channels (the primary
dimension over which the contributions from a given source
are correlated). Following Trott et al. (2016), the covariance
between different frequency channels at a given scale u re-
lates the different primary beam responses (B(l; ν)) and the
different Fourier kernels at each frequency, such that6:
Cres(u, v; ν, ν
′) =
3pi5
8
(u2 + v2)2σ4
∫ Smax
Smin
S2
dN
dS
dS
×
∫∫
dΩ
dlB(l; ν)B(l; ν′) e
(−2pii
ν0
∆ν(u·l)
)
dΩ. (A11)
The key components of this expression are: (1) the baseline-
length dependence of the residual visibilities; (2) the source
flux density contribution, summing the contribution to the
variance of sources in each flux density bin between some
lower and upper flux density limit; (3) the correlation be-
tween baselines formed from a given antenna pair at different
frequencies (where the frequency changes the dimensionless
baseline length, u), integrated over the full field of view, dΩ
(sr).
The flux density limits denote the upper (brightest source
in the field) and lower (limit of peeling of sources inaccu-
rately) limits contributing to the residual. Performing the
integration over flux density yields:
Cres(u, v; ν, ν
′) =
α
3− β
S3−βmax − S3−βmin
S−β0
(
3pi5
8
(u2 + v2)2σ4
)
×
∫∫
dlB(l; ν)B(l; ν′) e
(−2pii
ν0
∆ν(u·l)
)
. (A12)
Finally, we include a simple, frequency-dependent Gaussian-
shaped primary beam with characteristic width, A(ν) =
(c)/(νD) ( ' 0.42 converts the Airy disk FWHM to the
σ of a Gaussian), yielding:
Cres(u, v; ν, ν
′) =
αξ
3− β
(S3−βmax − S3−βmin )
S−β0
pic22
D2
(A13)
× (3pi5(u2 + v2)2σ4) 1
8(ν2 + ν′2)
e
(
−u2c2f(ν)22
4(ν2+ν′2)D2
)
,
where f(ν) = (ν − ν′)/ν0 captures the difference in fre-
quency channels.
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