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れ る 言 葉 の メ タ デ ー タ と し て 抽 出 す る 枠 組 み を Media-Lexicon Transformation 
Operator(ML) [4]と定義しており，この ML の枠組みにおける具体的な事例として，様々
な種類のメディアに対する印象語の抽出システムを構築してきた．例えば，音楽心理学者
Hevner の研究 [5] [6] [7]を用いた，音楽の印象を言葉のメタデータに変化する研究 [8]，







































2017 年に，DeepMind によって開発された AlphaZero [11]という強化学習を用いた一つの
プログラムが，それまで囲碁，将棋，チェスにおいてチャンピオンだったプログラムに勝利
した．AlphaZero は，ゲームのルールを与えるだけで，そのゲームにおける対戦 AI を作り


















































論文の構成を以下に述べる．論文の構成の概要図を図 1-1 に示す． 
 









ィアデータを対象とした知識創造サイクルモデルの実現例を ML− iML 系と定義し，また，
メディアデータを生成する作用素を統計的一般化逆作用素“Stochastic Generalized Inverse 



































































































間の知識創造のベクトル空間モデルにおける表現を図 2-1 に示す． 
 




















































































Specific-to-General 作用素と General-to-Specific 作用素のそれぞれを行列として構成す
る．Specific-to-General 作用素にあたる行列 T は，特定の特徴と一般的な特徴の間の相関関







図 2-4 Specific-to-General 作用素と General-to-Specific 作用素． 
 Specific-to-General作用素 
本節では，Specific-to-General 作用素の構成方法について述べる． 
§ Specific-to-General 変換行列 T の構成 
n 個の要素を持つ特定分野の特徴集合𝑆1を定義する． 
𝑆1 = {𝑓𝑠𝑖|1 ≤ 𝑖 ≤ 𝑛}. (2-1) 
m 個の要素を持つ一般分野の特徴集合𝑆2を定義する． 








𝑤𝑖𝑗 = 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑓𝑠𝑖  , 𝑓𝑔𝑗  ). (2-3) 




𝒙 = (𝑥1, 𝑥2, … , 𝑥𝑛)






𝒚 = (𝑦1, 𝑦2, … , 𝑦𝑚)
𝑇. (2-5) 
特定分野の空間から一般分野の空間への写像は，特定分野の特徴量ベクトル x と一般分
野の特徴量ベクトル y および変換行列 T を用いて次式のように表される． 




§ Specific-to-General 変換行列 T の構成 









] . (2-7) 
§ 変換行列 T†による写像 
一般分野の空間から特定分野の空間への写像は，特定分野の特徴量ベクトル x と一般分
野の特徴量ベクトル y および変換行列 T†を用いて次式のように表される． 
𝒙 = 𝑇†𝒚. (2-8) 
§ T と T†による再変換 
T†は T のムーア・ペンローズ一般化逆行列である．この場合，これらの行列は以下の特
徴を持つ． 
𝑇†𝑇𝒙 = 𝒙 (𝑛 > 𝑚) …(a),






























れを T†を用いて特定分野の特徴ベクトル x に変換する．そして，アクチュエーターを用い
てそれを現実の事象として発生させる．その事象からさらにセンサーを用いて特徴ベクト
ル x’を取得する．この流れを図 2-5 に示す． 
 
図 2-5 特定分野に対する知識創造サイクルモデルにおける検証演算． 



















に対する知識創造サイクルモデルを図 2-6 に示す． 
 







一つ目のルートについて述べる．操作可能な分野を分野 A，操作不能な分野を分野 B と
し，この二つの分野を接続したとする．ユーザーは達成したい目標を，操作可能な分野であ
る分野 A おける一般空間におけるベクトル ya として表現する．これをまず，共通計量空間
を用いて，分野 B の一般空間におけるベクトル yb に変換する．そしてそれを TB†を用いて
分野 B における特定分野のベクトル xb に変換する．この xb は，既存の知識で再現できる範
囲のシミュレーション結果と捉えることができる． 
二つ目のルートについて述べる．先ほど定めた ya を TA†を用いて特定分野の特徴ベクト
ル xa に変換する．そして，アクチュエーターを用いてそれを現実の事象 A として発生させ
る．その事象 A から，別の分野の事象 B に何らかの影響が発生する．事象 B から，今度は
別の分野におけるセンサーを用いて特徴ベクトル x’b を取得する．この x’b は実際に知識を
利活用した際の現実の事象を表していると捉えることができる． 
 
図 2-7 複合分野に対する知識創造サイクルモデルにおける検証演算． 








































































Inverse Media-lexicon Transformation Operator”(“iML”)を定義する．統計的一般化逆作用















の内容の大部分は [8]にて報告されている．本方式は，音楽心理学者 Hevner の研究を用い
て，楽曲メディアに対する ML と，その逆演算である iML を構成する．Hevner の研究 [5] 
[6] [7]では，楽曲構造要素として調性(key)・テンポ(tempo)・音高(pitch)・リズム(rhythm)・
和声(harmony)・旋律(melody)の 6 つを挙げており，この 6 つの楽曲構造要素と 8 つの印象
語群によって表現される印象との相関関係を調べ，表にまとめられている．Hevner の研究
は楽曲の構造要素と，それに対して人間の抱く感情との対応関係を調べたものである．楽曲
メディアに関する ML と，その逆演算として構成された iML を組み合わせることで，入力
した楽曲メディアコンテンツの持つ印象の抽出，さらに印象を表す印象語からそれに合致
した楽曲メディアコンテンツとして構成する双方向のシステムが実現できる． 
ML と iML を組み合わせることで，お互いを検証する系である ML-iML 系を構成する
ことができる．この ML-iML 系の構成方法を示すとともに，それによってどのような検証
が可能になるのかについても示す．そして実験によって，実際に検証を行う． 

























ある iML および ML-iML 系の定義について述べる．3.4 節では，iML の具体的な事例と
して，楽曲メディアコンテンツを対象とした統計的一般化逆作用素 iML の構成方式につい
て述べる．これは楽曲自動性システムとなる．3.5 節では，楽曲メディアコンテンツにおけ
る ML-iML 系を用いた検証方法について述べる．3.6 節では，3.4 節で構成した楽曲自動
生成システムと，日本語の音相の印象を抽出するシステムを組み合わせて，任意の日本語の
入力語の音相の印象を表現する楽曲を生成するシステムの構成について述べる．3.7 節では，






本 研 究 は ， メ デ ィ ア コン テ ン ツ を 対 象 と し た統 計 的 一 般 化 逆 作 用 素 ”Stochastic 
















































って表現されるメタデータを自動的に抽出する方式である，Media lexicon Transformation 
Operator(ML)[5]と，提案方式であり，ML の逆演算である、印象を表現したメタデータ
からメディアデータを生成する統計的一般化逆作用素 Stochastic Generalized Inversed 
Media-Lexicon Transformation Operator(iML)の性質と構成方式を述べる．この時，ML と








計 的 一 般 化 逆 作 用 素 “Stochastic Generalized Inversed Media-Lexicon Transformation 
Operator”(“iML”)と呼ぶ事とする．ML と iML の概略図 3-1 をに示す． 
 
図 3-1 ML と iML の概略図． 







iML 系は閉じた系となり，その中に保存される情報を明示する事が出来る．3.3.1 節では 
ML について概説し，3.3.2 節では，iML の性質と構成方式を述べる．3.3.3 節では ML-
iML 系の構成方法と，その性質について述べる．  







ML の概要を図 1 に示す. ML は一般に次のように表される．  






Hevner の研究[1]～[3]など)を用いて，変換行列 A を作成する．変換行列 A は，特
徴量と印象語の関係を表現したものとなり，特徴を m 個，印象語を n 個とする時，
m×n 行列となる．ここで，𝑤1 ∼ 𝑤𝑚は印象語，𝑓1 ∼ 𝑓𝑚は特徴として，変換行列 A を
図 3-1 のように作成する． 
（2） メディアデータから特徴量ベクトル x を抽出 
対象のメディアデータを解析し，メディアデータの印象を決定する特徴量を抽出す
る．ある特徴量ベクトルを𝒙𝑎とし，以下のように示す． 
𝒙𝑎 = (𝑓1𝑎 , 𝑓2𝑎 , … , 𝑓𝑛𝑎)
T
. (3-2) 
x は印象語𝑓1 ∼ 𝑓𝑛にそれぞれ重みを付けた n 次元のベクトルとなる． 
（3） 変換行列 A と特徴量ベクトル𝒙𝑎から印象語ベクトルを抽出 
抽出した特徴量ベクトルと変換行列 A により，メタデータ𝒚𝑎を抽出する． 
𝒚𝑎 = 𝐴𝒙𝑎






y は印象語𝑤1 ∼ 𝑤𝑚にそれぞれ重みを付けた m 次元のベクトルとなる． 
3.3.2 Stochastic Generalized Inversed Media-Lexicon Transformation 
Operator(iML) 





用素は，対をなす存在であると言える．ML の逆作用素を，Stochastic Generalized Inversed 
Media-Lexicon Transformation Operator(iML)としてここでは定義する． 
iML は一般に次のように表される. 
𝑖ℳℒ(Ws):𝑊𝑠 ↦ 𝑀𝑑 (3-4) 
(𝑀𝑑:メディアコンテンツ，𝑊𝑠: (重み付き)印象語群) 
逆作用素は，2.1 節に示した ML の逆演算により構成される．iML によるメディアデー
タ生成の概要を図 3 に示す．iML は，印象語から特徴量への変換と，特徴量からメディア





ML の逆演算である iML を構成することにより，印象メタデータからメディアコンテ
ンツの生成を実現する． 
 iMLを用いたメディアデータの構成方法 
iML を用いたメディアデータの構成方法の手順について詳細を述べる．  
（1） 逆変換行列A†の生成 
図 2 に示した変換行列 A から，ムーア・ペンローズ一般化逆行列を計算し，逆変換行
列A†を導出する．ここで，A を m×n 行列とするとき，m>n の場合と m<n の場合で逆
演算の性質が異なる．性質の詳細については 3.3.3.2 節にて述べる．逆変換行列A†は，
図 3-1 中に示されている． 





































3.3.3 ML− iML系の構成と検証 
ML と iML を組み合わせて ML-iML 系を構成する．ML と iML による変換をお
互いの検証に用いることで，閉じた系内での保存性を保証するモデルとなる．本節では，
ML-iML 系を用いた検証方法について示す． 
 ML− iML系の定義 




 𝑀𝐹(𝑀𝑑):𝑀𝑑 ↦ 𝐹𝑠,
 𝐹𝐿(𝐹𝑠):𝐹𝑠 ↦ 𝑊𝑠.
(3-6) 
𝑖ℳℒ:  
 𝑖𝐹𝐿(𝑊𝑠):𝑊𝑠 ⟼ 𝐹𝑠,
  𝑖𝑀𝐹(𝐹𝑠): 𝐹𝑠 ⟼ 𝑀𝑑.
(3-7) 
 (Md ：メディアデータ, Fs ∶  特徴セット,Ws：(重み付き) 単語群) 
ここで，それぞれ MF にとって iMF が逆演算に，FL と iFL が逆演算に相当する．これら
の演算全てを備えた系を ML-iML 系と定義する．これらが逆演算であるというということ
は，一般に以下 (a) ∼ (d) の性質を満たすことが期待される．また，これらの関係を図 3-2
に示す． 
𝑖𝑀𝐹(𝑀𝐹(𝑀𝑑)) = 𝑀𝑑, ・・・(a)
𝑀𝐹(𝑖𝑀𝐹(𝐹𝑠)) = 𝐹𝑠, ・・・(b)
𝑖𝐹𝐿(𝐹𝐿(𝐹𝑠)) = 𝐹𝑠, ・・・(c)
𝐹𝐿(𝑖𝐹𝐿(𝑊𝑠)) = 𝑊𝑠. ・・・(d)
(3-8) 
 
図 3-2 ML と iML に含まれる変換の関係． 



















𝐴𝐴†𝐴 = 𝐴. (3-9) 





= 𝐴𝐴†. (3-11) 
(𝐴†𝐴)
∗
= 𝐴†𝐴. (3-12) 
ここで，A を m×n 行列とするとき，m>n の場合と m<n の場合で逆演算の性質が異な
る．m>n かつ，各列が線形独立であるとき，𝐴∗𝐴は正則となり，逆元を持つ．この時 A†は
以下のように表現される． 
𝐴† = (𝐴∗𝐴)−1𝐴∗. (3-13) 
これを変形すると，A†は A の左逆元となる事が分かる． 
𝐴†𝐴 = (𝐴∗𝐴)−1𝐴∗𝐴 =  𝐼𝑛. (3-14) 
反対に m<n かつ，各行が線形独立であるとき，𝐴𝐴∗が正則となり，A†は A の右逆元と
なる． 
𝐴𝐴† = 𝐴𝐴∗(𝐴𝐴∗)−1 = 𝐼m. (3-15) 
ここで，印象語のベクトルを y，特徴量のベクトルを x とする．行列 A が m>n のとき
(行列 A†が n<m のとき)，以下が成り立つ． 
𝒙 = 𝐴†𝒚 = 𝐴†𝐴𝒙. (3-16) 
すなわち，x → y → x と変換した場合は，元のベクトルと等しくなる．y → x → y と変換
した場合は，一般には元に等しくなる事が保証されない．また，A が m<n のとき，以下が
成り立つ． 
𝒚 = 𝐴𝒙 = 𝐴𝐴†𝒚. (3-17) 
したがってこの条件では y → x → y と変換した場合は元のベクトルと等しくなる． 
これらのことをまとめると，メタデータのベクトルの次元を n，メディアデータの特徴
量ベクトルの次元を m としたとき，m > n のとき “特徴保存の ML-iML 系” が実現され，
m < n のとき “印象保存の ML-iML 系” が実現されることが分かる． 




表 3-1 各 ML の性質． 
ML n(特徴) m(印象) 性質 
楽曲 (Hevner) 6 8 特徴保存 
カラーイメージスケール[8] 180 130 印象保存 







本節では，3.3 節で示した iML の具体的事例として，印象メタデータから楽曲メディア
コンテンツを自動生成する方式を示す． 
3.4.1 節では，対象とする楽曲コンテンツに関する分野の専門家による研究として用いる，






Hevner の研究 [5] [6] [7]では，楽曲メディアにおける特徴量である楽曲構造要素とし
て調性(key)・テンポ(tempo)・音高(pitch)・リズム(rhythm)・和声(harmony)・旋律(melody)

















楽曲からのメタデータ自動抽出方式を以下の 4 つの Step で説明する．また，全体の流れ
を図 3-4 に示す。 
 
図 3-4 楽曲からのメタデータ自動抽出方式の全体の流れ． 
Step1: 楽曲構造基礎データの抽出 
MIDI データから，楽音に相当するデータを抽出し，主旋律と伴奏 (和音) のデータを
定義する．詳細は 3.4.2.2 節で述べる． 
Step2: 楽曲特徴値データの抽出 
MIDI データの情報と Step1 で抽出した楽曲構造基礎データの値をもとにして，楽曲





は 3.4.2.4 節で述べる． 
Step4: 楽曲印象語群ベクトルの抽出 
Step3 で抽出した楽曲構造要素ベクトルに，変換行列 T を作用させ，楽曲印象語群ベ
クトルを抽出する．詳細は 3.4.2.5 節で述べる． 
 楽曲構造基礎データの抽出 (Step1 の詳細)  
§ 想定する楽曲データ 
想定する楽曲データは SMF(Standard MIDI File) とし、チャンネル 1 に主旋律データ
を持ち、チャンネル 2 に伴奏データ (主旋律以外すべて) を持つとする。音色 (楽器) は
ピアノとする。 
§ 楽音データ Note 
楽曲データに含まれる楽音数を notenum とする．楽音データ Notea(a = 1,2,...,notenum) 
を以下に示す。 
𝑁𝑜𝑡𝑒𝑎 = (𝑛𝑝𝑖𝑡𝑐ℎ𝑎, 𝑛𝑣𝑒𝑙𝑎, 𝑛𝑠𝑑𝑒𝑙𝑎, 𝑛𝑒𝑑𝑒𝑙𝑎 , 𝑛𝑑𝑢𝑟𝑎). (3-18) 
Note の各要素は，それぞれ音程番号(pitch)，音の強さ(vel)，発音開始デルタタイム値
(sdel)，発音終了デルタタイム値(edel)，楽音の長さ(dur)を意味する．また，Note は nsdel 
値により昇順にソートしておく． 
§ 主旋律データ Mnote 
Note のうち、チャンネル 1 番にある楽音(主旋律)を抽出し、主旋律データとする。主旋
律楽音数を melnum とする．主旋律楽音データ𝑀𝑛𝑜𝑡𝑒𝑏(𝑏 = 1,2,… ,𝑚𝑒𝑙𝑛𝑢𝑚)を次に示す． 
 𝑀𝑛𝑜𝑡𝑒𝑏  =  ( 𝑚𝑛𝑝𝑖𝑡𝑐ℎ𝑏, 𝑚𝑛𝑣𝑒𝑙𝑏 ,𝑚𝑛𝑠𝑑𝑒𝑙𝑏,𝑚𝑛𝑒𝑑𝑒𝑙𝑏,𝑚𝑛𝑑𝑢𝑟𝑏). (3-19) 
各要素の意味は Note の場合と同様である。また，Mnote は mnsdel により昇順にソー
トしておく． 
§ 伴奏データ Cnote 
Note のうち、チャンネル 2 番にある楽音 (伴奏) を抽出し、伴奏データとする。伴奏
楽音数を  chonum とする．主旋律楽音データCnotec(c = 1,2,… , chonum)  Cnotec(c = 
1,2,...,chonum) を次に示す． 
𝐶𝑛𝑜𝑡𝑒𝑐 = (𝑐𝑛𝑝𝑖𝑡𝑐ℎ𝑐 , 𝑐𝑛𝑣𝑒𝑙𝑐 , 𝑐𝑛𝑠𝑑𝑒𝑙𝑐, 𝑐𝑛𝑒𝑑𝑒𝑙𝑐, 𝑐𝑛𝑑𝑢𝑟𝑐). (3-20) 
各要素の意味は Note の場合と同様である。また，Cnote は cnsdel により昇順にソー
トしておく． 
§ 和音データ Chord 
CNote(チャンネル 2 番のデータ) のなかで、同時に発音している楽音の集合を和音と
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し，楽曲データに含まれる和音数を chnum とする．和音データ𝐶ℎ𝑜𝑟𝑑𝑑(𝑑 = 1,2,… , 𝑐ℎ𝑛𝑢𝑚)
を次に示す。 
𝐶ℎ𝑜𝑟𝑑𝑑 = (𝑐ℎ𝑛𝑎𝑚𝑒𝑑 , 𝑐ℎ𝑠𝑑𝑒𝑙𝑑 , 𝑐ℎ𝑒𝑑𝑒𝑙𝑑 , 𝑐ℎ𝑑𝑢𝑟𝑑). (3-21) 
Chord の各要素は，それぞれコード名，和音の開始デルタタイム値，和音の終了デルタ
タイム値，和音の長さである．また，Chord は chsdel 値により昇順にソートしておく．な
お，文献では上記の通りの方針となっているが，このままでは発音開始タイミングは同じだ
が発音終了タイミングが違う楽音をどう Chord にまとめるかということが不明確であるた
め，本研究では発音開始タイミングが同じものを一つの Chord としてまとめ，その長さ 
chdur は，その中の楽音の長さ ndur がいちばん大きいものを採用することとした 
 楽曲特徴値データの抽出 (Step2 の詳細) 
MIDI データおよび 3.2.2 で抽出した楽曲構造基礎データから，楽曲特徴値データを抽
出する．なお，文献にはこの他に演奏時間データ pt が定義されているが，これらは次に変
換する楽曲構造要素ベクトルの計算には使われないため，ここでは取り上げないこととす
る．表 3 に，最終的に抽出する楽曲の各特徴値の意味を示す． 















§ 調名データ kn 
SMF のメタイベントに含まれる調データから，楽曲の調を抽出する．調名データ kn は，
調性を表す文字列により，次のように定義される． 




§ 拍子 mt 
SMF のメタイベントに含まれるメーターから，拍子を抽出する．拍子には分子と分母が
ある．mt は次のように定義される． 
𝑚𝑡 = 𝑛/𝑚 = (メーター) . (3-23) 
§ テンポデータ tem 
SMF のメタイベントに含まれるセット・テンポデータから，１分間に演奏される四分音
符の数 tem を抽出する．テンポデータの値をそのまま tem の値とする． 
tem = (テンポ) . (3-24) 
§ 平均音高値 mnap 






























Cchord，流動的リズムの場合を Achord とし，固定/流動リズム unac/ac を次に示す． 
𝑢𝑛𝑎𝑐 = ∑ (𝑐ℎ𝑑𝑢𝑟𝑖)
𝑖∈𝐶𝑐ℎ𝑜𝑟𝑑
, 
𝑎𝑐 = ∑ (𝑐ℎ𝑑𝑢𝑟𝑖)
𝑖∈𝐴𝑐ℎ𝑜𝑟𝑑
. (3-26) 
§ 単純/複雑/ノーハーモニー値 tc/oc/nc 
主要三和音により構成される Chord を示す指標を Tchord，それ以外の和音により構成
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される Chord を示す指標を Ochord とする．しかし「それ以外の和音」の定義が文献には
示されていないため，新たに定義した． Chord の構成音数が 2 以下の場合を表す指標を 
Nchord とし，Tchord でも Nchord でもないものを Ochord とすることとした．単純/複
雑/ノーハーモニー値 tc/oc/nc を次のように定義する． 
𝑡𝑐 = ∑ (𝑐ℎ𝑑𝑢𝑟𝑖)
𝑖∈𝑇𝑐ℎ𝑜𝑟𝑑
, 
𝑛𝑐 = ∑ (𝑐ℎ𝑑𝑢𝑟𝑖)
𝑖∈𝑁𝑐ℎ𝑜𝑟𝑑
, 
𝑜𝑐 = ∑ (𝑐ℎ𝑑𝑢𝑟𝑖)
𝑐ℎ𝑛𝑢𝑚
𝑖=1
− (𝑡𝑐 + 𝑎𝑐). (3-27) 





𝑢𝑚 = ∑ (𝑚𝑛𝑑𝑢𝑟𝑖)
𝑖∈𝑈𝑚𝑛𝑜𝑡𝑒
, 
𝑑𝑚 = ∑ (𝑚𝑛𝑑𝑢𝑟𝑖)
𝑖∈𝐷𝑚𝑛𝑜𝑡𝑒
, 
𝑙𝑚 = ∑ (𝑚𝑛𝑑𝑢𝑟𝑖)
𝑖∈𝑁𝑚𝑛𝑜𝑡𝑒
. (3-28) 
なお，この際 Mnote の最後の Note には次の Note が無いため，最後の Note は無視
する事とする． 
 楽曲構造要素ベクトルの抽出 (Step3 の詳細) 
前節で得られた楽曲特徴値データを用いて，楽曲構造要素量ベクトルを求める．楽曲特
徴値と楽曲構造要素の対応関係を表 3-4 に示す． 
表 3-4 楽曲の特徴値と楽曲構造要素の対応関係． 
楽曲特徴値  楽曲構造要素 
kn  key 
tem  tempo 
mnap  pitch 
unac, ac  rhythm 
tc, oc, nc  harmony 




また，それらの特徴量により楽曲を特徴づけしたベクトル f を生成する．f を次のように
定義する． 
𝒇 = (𝑘𝑒𝑦, 𝑡𝑒𝑚𝑝𝑜, 𝑝𝑖𝑡𝑐ℎ, 𝑟ℎ𝑦𝑡ℎ𝑚, ℎ𝑎𝑟𝑚𝑜𝑛𝑦)T. (3-29) 
f の各要素は数値であるが，それぞれ別のものを表している．そこで，各特徴量が −1 ∼ 
1 の値をとるように正規化する．なお， key と pitch と melody については文献から変更
を加えた．各特徴量を以下に定義する．  
§ 調性度 key 
key は，楽曲データの調名データ kn および，調性度の表 3-5 を利用として決定する．







した調性度の表を表 3-5 に示す。この表を用いて、kn から key の値を決定する。 
§ テンポ tempo 




𝑡𝑒𝑚 −  𝑡𝑠𝑡𝑛𝑑 ≥ 0,
𝑡𝑒𝑚 − 𝑡𝑠𝑡𝑛𝑑
𝑡𝑠𝑡𝑛𝑑 − 𝑡𝑚𝑖𝑛
𝑡𝑒𝑚 −  𝑡𝑠𝑡𝑛𝑑 < 0,
(3-30) 
ここで，tmax, tmin, tstnd は，それぞれ M.M(メルツェル・メトロノーム) の最大値 
(=184)，最小値 (=40)，基準値 (=88) である． 
§ 音高 pitch 







𝑚𝑛𝑎𝑝 − 𝑝𝑠𝑡𝑛𝑑 ≥ 0,
𝑚𝑛𝑎𝑝 − 𝑝𝑠𝑡𝑛𝑑
𝑝𝑠𝑡𝑛𝑑 − 𝑝𝑚𝑖𝑛
𝑚𝑛𝑎𝑝 − 𝑝𝑠𝑡𝑛𝑑 < 0.
(3-31) 
ここで，pmax,pmin,pstnd は，それぞれ mnap が最大の時，最小の時，標準の時の SMF 
の音程番号であるが，これは楽器に依存する値である．今回はピアノ曲を対象としている
ため，ピアノ曲において採り得る値の最大最小を考慮して決定する．ピアノの最高音に当
たる SMF の音程番号は 108，最低音は 21 であるが，今回はそれより範囲を狭めて，
pmax(= 84) (最高音から 2 オクターブ下のド)，pmin(= 45) (最低音から 2 オクターブ上




表 3-5 拡張された各調の調性度(key)． 
調 調性度(key) Key の範囲 
G 1 0.96875  ～ 1.00000  
C 0.9375 0.89583  ～ 0.96875  
A 0.854167 0.81250  ～ 0.89583  
D 0.770833 0.72917  ～ 0.81250  
F 0.6875 0.65625  ～ 0.72917  
B 0.625 0.56250  ～ 0.65625  
F# 0.5 0.46875  ～ 0.56250  
E 0.4375 0.40625  ～ 0.46875  
E♭ 0.375 0.34375  ～ 0.40625  
A♭ 0.3125 0.21875  ～ 0.34375  
B♭ 0.125 0.06255  ～ 0.21875  
D♭ 0.0001 0.00000  ～ 0.06255  
Am -0.0001 -0.10422  ～ 0.00000  
Gm -0.20833 -0.31250  ～ -0.10422  
G#m -0.41667 -0.48958  ～ -0.31250  
Bm -0.5625 -0.59375  ～ -0.48958  
Em -0.625 -0.65625  ～ -0.59375  
F#m -0.6875 -0.69492  ～ -0.65625  
Dm -0.70233 -0.74100  ～ -0.69492  
Fm -0.77967 -0.80650  ～ -0.74100  
C#m -0.83333 -0.87500  ～ -0.80650  
B♭m -0.91667 -0.95833  ～ -0.87500  
Cm -1 -1.00000  ～ -0.95833  
§ リズム rhythm 














§ メロディー melody 




𝑢𝑚 + 𝑑𝑚 + 𝑙𝑚
. (3-34) 
ただしここで，楽曲を構成することを考慮し，変更を加える．melody は上式より，−1 
∼ 1 の値を採るが，melody がその上限値または下限値であるという事は極めて特殊な状態




構成音のみ用いる”，“音程は最大 8 度 (1 オクターブまで)” の二つを与えたとすると，
melody が最大になるのは，上昇は全て 2 度音程で，下降は全て 8 度音程になる時である．
この時，8 度音程は 2 度音程 7 つ分であるので，um : dm = 7 : 1 の状態，つまり，um = 
0.875,dm = 0.125,lm = 0 の時 melody は最大値をとり melody = 0.75 となる．下降につ
いても同様なので，上記の制約における melody の採り得る値の範囲は，−0.75 ∼ 0.75 と
なる．このことを踏まえ，制約によって決まる melody の上限下限値 (上記の例では 0.75) 
を limit として定義する．limit の算出は，統計的な研究などから音程の出現確率を与えた
上で，上昇音と下降音の生起確率の比 (um : dm) が最大，かつ，音程の移動量の期待値が 
0 となる場合の，melody の値として行う． 
上記を考慮し式(3-34)で melody を求めた後，limit を用いて melody を以下の式に従
って正規化する．正規化後の値を melody’′ とする． 
𝑚𝑒𝑙𝑜𝑑𝑦′ = {
1 𝑚𝑒𝑙𝑜𝑑𝑦 >  𝑙𝑖𝑚𝑖𝑡,





これは melody のドメインの一部を拡大し -1 から 1 に写像することに相当する．
melody の絶対値が limit 以上だった時の情報は失われてしまうが，先に触れたように 
melody の絶対値が大きい楽曲は稀であるため問題となるケースは少ない． 
実際に用いる limit の値については，メロディー生成の制約条件に依存するため，楽曲
の生成・出力(3.4.3.4 節)時にて述べる．  
 楽曲印象語群ベクトルの抽出 (Step4 の詳細) 
3.2.4 節で抽出した f と，変換行列 T(図 9) を用いて，楽曲印象語群ベクトル c を定
義する．c は次のように定義される．C1～C8 はそれぞれ，Hevner が定めた楽曲印象語群に
対応する． 




§ 変換行列 T の生成 
変換行列 T は，Hevner が調べた，各印象語群に対する楽曲構造要素の相対重要性の表 
(2) に正負の符号を付けて，さらに行列全体を 2 ノルム正規化することで得る．正負の符





楽曲印象語群ベクトルへの変換変換行列 T と f を用いて，c を以下の式で求める． 
𝒄 = T𝒇. (3-38) 
 









楽曲印象語群ベクトルから楽曲を生成する流れを以下の 3 つの Step として示す．また，
その流れを図 3-6 に示す。 
Step1: 楽曲構造要素ベクトルの出力 
楽曲印象語群ベクトルに変換行列 T を作用させることにより，楽曲構造要素ベクトル
を求める．また，その際にベクトルの正規化を行う．詳細は 3.4.3.2 節で述べる． 
Step2: 楽曲特徴値の出力 
Step1 で求めた楽曲構造要素ベクトルの値をもとにして，生成する楽曲の特徴値を求め





図 3-6 楽曲メディアコンテンツ自動構成方式の流れ． 
 楽曲構造要素ベクトル出力(Step1の詳細) 
本節では楽曲印象語群ベクトルを楽曲構造要素ベクトルに変換する方式について示す． 
§ 逆変換行列𝑻†の生成  
3.3 節で示した方式を用いることによって，図 3-5 に示した変換行列 T から，ムーア・
ペンローズ一般化逆行列を計算し，逆変換行列𝑇†を導出する．具体的には図 3-6 のように






図 3-7 変換行列𝑇†． 




𝒇 = 𝑇†𝒄 = 𝑇†𝑇𝒇. (3-40) 
§ 楽曲印象語群ベクトルの構成 
楽曲印象語群ベクトル c を構成する．c は式(3-36)に定義されている．ここで，要素であ
る C1～C8 をそれぞれ -1 ～ 1 として設定し，c を構成する．これが印象メタデータに相
当する． 
§ 楽曲構造要素ベクトルの構成  
次式のように，楽曲印象語群ベクトルに対して変換行列𝑇†を作用させることにより 6 つ
の楽曲構造要素への重みを表す楽曲構造要素ベクトル f を構成する． 
𝒇 = (𝑘𝑒𝑦, 𝑡𝑒𝑚𝑝𝑜, 𝑝𝑖𝑡𝑐ℎ, 𝑟ℎ𝑦𝑡ℎ𝑚, ℎ𝑎𝑟𝑚𝑜𝑛𝑦,𝑚𝑒𝑙𝑜𝑑𝑦)𝑇,
 = 𝑇†𝒄.
(3-41) 
§ 楽曲構造要素ベクトルの正規化  
楽曲構造要素ベクトルの各要素は，楽曲特徴値との関係上，各要素に対応する性質が最
大である状態を 1，最小である状態を-1 とし，-1 ～ 1 の値を持つように定義されている．
しかし入力する楽曲印象語群ベクトルの値によってはその範囲に収まらなくなるため，正
規化を行う．正規化後の楽曲構造要素ベクトルを f’ とし，以下の式で表す． 
𝒇 = {












§ 調性 kn の決定 
調性度 key の値から，生成する楽曲の調 kn を定める．kn は印象抽出の際に作成した拡
張された調性度の表 3-5 に基づいて，調性度の値 key に対応する調とする．． 
§ テンポ tem の決定 
式(3-30)を変形し，生成する楽曲のテンポを決定する． 
𝑡𝑒𝑚 = {
𝑡𝑠𝑡𝑛𝑑 + (𝑡𝑚𝑎𝑥 − 𝑡𝑠𝑡𝑛𝑑)𝑡𝑒𝑚𝑝𝑜 (𝑡𝑒𝑚𝑝𝑜 ≥ 0),
𝑡𝑠𝑡𝑛𝑑 + (𝑡𝑠𝑡𝑛𝑑 − 𝑡𝑚𝑖𝑛)𝑡𝑒𝑚𝑝𝑜 (𝑡𝑒𝑚𝑝𝑜 < 0).
(3-43) 
ただし，tmax，tmin，tstnd は，抽出と同じとし，それぞれ 180，40，88 とした． 
§ 音高 mnap の決定 
式(3-31)を変形し，生成する楽曲の旋律音の高さの平均 mnap を定める． 
𝑚𝑛𝑎𝑝 = {
𝑝𝑠𝑡𝑛𝑑 + (𝑝𝑚𝑎𝑥 − 𝑝𝑠𝑡𝑛𝑑)𝑝𝑖𝑡𝑐ℎ (𝑝𝑖𝑡𝑐ℎ ≥ 0),
𝑝𝑠𝑡𝑛𝑑 + (𝑝𝑠𝑡𝑛𝑑 − 𝑝𝑚𝑖𝑛)𝑝𝑖𝑡𝑐ℎ (𝑝𝑖𝑡𝑐ℎ < 0).
(3-44) 
ただし，pmax，pmin，pstnd は抽出と同じとし，それぞれ 84,45,64 とした． 
§ リズムの特徴 unac, ac の決定 
式((3-32)) を変形し，unac と ac を求める．ここで，rhythm は unac と ac の比率さえ保
持していれば同一の値になるため，unac と ac の関係を比率と捉えることとし，仮に unac 









§ 和声の特徴 tc, oc, nc の決定 
式(3-33) を変形し，tc,oc,nc を求める．ここで，harmony は tc,oc,nc の三つの値の比率
さえ保持していれば同一の値になるため，tc,oc,nc の関係を比率と捉えることとし，リズム
の場合と同様に tc + oc + nc = 1 とすると，tc, oc は以下のように表現出来る． 
tc =  




1 − (𝑛𝑐 + ℎ𝑎𝑟𝑚𝑜𝑛𝑦)
2
. (3-46) 
この場合，nc を決めない限り tc, oc を一意に決定する事は出来ない．また，harmony の
大きさによって nc の採り得る値が変化する．ここで，|harmony|<1 であるため，この条件
と上式より以下の関係が導かれる． 
0 ≤ 𝑛𝑐 ≤ |ℎ𝑎𝑟𝑚𝑜𝑛𝑦|. (3-47) 








§ 旋律の特徴 um, dm, lm の決定 
まず 3.4.2.4 節の melody の生成の項で述べた limit を用いて melody を以下の式に従って
正規化する．正規化後の値を melody'とする． 




式(3-34)を変形し，um, dm, lm を定める．ここで，melody は um, dm, lm の三つの値の
比率さえ保持していれば同一の値になるため，um, dm, lm の関係を比率と捉えることとし，
仮に um + dm + lm = 1 とすることで，um, dm を一意に定めることができる． 
𝑢𝑚 = 




1 − (𝑙𝑚 +𝑚𝑒𝑙𝑜𝑑𝑦′)
2
. (3-49) 
和声の場合と同様に，上式中の水平旋律音 lm を決定する．ここで，|𝑚𝑒𝑙𝑜𝑑𝑦′| ≤ 1であ
るため，この条件と上式より以下の関係が導かれる． 
0 ≤ lm ≤ |𝑚𝑒𝑙𝑜𝑑𝑦′|. (3-50) 
よって lm の値は，この範囲における任意の値を取ることが出来る．予備実験により，本
研究では lm の値を，取り得る値の範囲の中点を中心とした正規分布から確率的に決定する









 tem の値をそのまま楽曲の M.M(メルツェル・メトロノーム)におけるテンポの値とす
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る． M.M は一般的なメトロノームにおけるテンポを示している． 
§ 小節数 
楽曲の小節数を size とする．本研究における実験システムでは size は 8 とした． 
§ 拍子 





(1) 曲中で使用する和音を kn によって決定する． 伴奏に用いる和音はその調のダイアト
ニックコードとする．なお，短調の曲に関しては和声的短音階に準じる．ハ長調の長音
階とハ短調の和声的短音階を図 3-8 に示す． 
(2) unac は四分音符以上の音価の持つ楽音の総演奏時間を表わし，ac は四分音符未満の音
価を持つ楽音の総演奏時間を表わすが，ここでは，unac を四分音符の演奏時間割合，
ac を八分音符の演奏時間割合と限定して割り当てる．size と unac と ac の値から四分
音符の和音と八分音符の和音の個数・配列を決定する．unac と ac の値を，それぞれ四
分音符と八分音符の和音の演奏時間の割合に対応させる． 四分音符と八分音符の割合
が決まったら，音価の配列として表現し，配列をランダムにシャッフルする． 
(3) 作曲に用いる和音は，7th を含むダイアトニックコードの I～VII の和音を用いる．ハ長
調の 7th ダイアトニックコードとハ短調の和声的短音階における 7th ダイアトニッ
クコードを図 3-9 に示す．なお，ここで短調の I の和音のみ，ダイアトニックコードの
7th が長七度であるところを短七度としている．和声法を参考にし，コード進行はトニ
ック・サブドミナント・ドミナントの関係を考慮して決定する．一小節に入る和音の種
類としては，I～VII のどれか一種類だけとし，最後の一小節は必ず I 度の和音とする． 
(4) tc，oc，nc の値をもとに和音を割り当てる．それぞれ，nc には「二和音(root と 3rd)」，
tc には「三和音(二和音＋5th)」，「四和音(三和音＋7th)」を割り当てる．この対応関係
を図 3-10 に示す． 
 




図 3-9 ハ長調 (C major) の 7th ダイアトニックコードとハ短調 (C minor) の和声的短
音階における 7th ダイアトニックコード． 
 
図 3-10 tc，oc，nc の和音との対応． 
§ 旋律の生成 
特徴値のうち kn，um，dm，lm を用いて旋律音を以下の手順により生成する． 
(1) kn より使用する音階を決定する．長調ならば長音階，短調ならば短音階（和声的短音
階）とする．旋律に使用する音はその調の音階に沿ったものとする． 
(2) um，dm，lm の割合に応じて上昇音，下降音，水平音の割合を決定する． 
(3) size と um，dm，lm から，上昇音，下降音，水平音それぞれに属する四分音符・八分
音符の割合をランダムに決定し，音価の配列を作る． 
(4) 配列をシャッフルし，上で定めた上昇音，下降音，水平音の順序を決定する． 
(5) 曲の最後の音が調の基音となるようにし，旋律の上下幅はそこから上下 1 オクターブ






いての研究を用いる．この研究では，歌曲の旋律について，1 度から 8 度までの音程の
出現頻度を調べている（表 3-6）．この統計情報を制約条件として旋律を確率的に決定





表 3-6 歌曲の旋律音における各音程の出現頻度． 
音程 出現頻度(%) 
1 度 完全 1 度 26 
2 度 短 2 度 17.5  
長 2 度 24 
3 度 短 3 度 10 
 
長 3 度 6 
4 度 完全 4 度 9 
 
増 4 度 0.5 
5 度 減 5 度 0.5 
 
完全 5 度 3 
6 度 短 6 度 1  
長 6 度 1 
7 度 短 7 度 0.5  
長 7 度 0 









C メジャーコードの変形の例を図 3-11 に示す． 
 





3.5 楽曲メディアコンテンツにおける ML-iML 系を用いた検証方式 
これまでに，楽曲を対象とした ML と iML の作成方法を示した．ML と iML を組
み合わせることで ML-iML 系を作る事が出来る．本章では，ML-iML 系が持つ保存性と，
その検証方法について示す． 
3.5.1 ML-iML系の保存性 
3.3.3 節で示した ML-iML 系の一般形と，3.4 節で構成した具体的な ML-iML 系の対
応関係を図 3-12 に示す．Md は楽曲データ (MIDI) に対応する．Fs は楽曲構造要素ベク
トルに対応する．Ws は楽曲印象語群ベクトルに対応する．楽曲特徴値データは，Md から 
F s に変換する際の中間データセットと捉えられる．楽曲への適用例には，それぞれのデー
タの持つ情報量も示した．また，それぞれの変換において，情報量が増加するものについて
は「増」，減少するものについては「減」と示した．今回の例では，F s にあたる 6 次元の
楽曲構造要素ベクトルにおいて情報量が一番少なくなるため，2 章で示した通り，“特徴保
存の ML-iML 系”となることが期待される． 
 
図 3-12 ML-iML 系の一般形と具体例の対応． 
3.5.2 ML-iML系の検証方法 
節 3. で構成した一般可逆作用素 iML と ML によってつくられる ML-iML 系が，
式(3-8)のうち以下の性質を満たす事を確認する． 
𝑀𝐹(𝑖𝑀𝐹(𝐹𝑠)) = 𝐹𝑠, ・・・(b)
𝑖𝐹𝐿(𝐹𝐿(𝐹𝑠)) = 𝐹𝑠, ・・・(c)
 











存性についての検証項目を図 3-13 に示す．検証項目は 6 個となる． 
 
 
図 3-13 楽曲の ML-iML 系の検証のための実験の検証項目． 
 
3.5.3 楽曲の表現力と分解能 















. (3-51)  









とした時，um,dm,lm の分解能 δ𝑢𝑚𝑑𝑚𝑙𝑚は以下の式で表される． 
δ𝑢𝑚𝑑𝑚𝑙𝑚 =
1





いと考え，簡易的な曲を作成することとし，楽曲の小節数 size を 8，拍子 n/m を 4/4 と
した．これらの値は任意に変更可能である． 
 楽曲構造要素の分解能 
key の分解能 δkey は，表 5 における，同一の調に割り振られた，抽出時と構成時の
値の最大の差であり，以下の式で表される． 
𝛿𝑘𝑒𝑦 = 0.10417． (3-54) 
tempo の分解能 δtempo は、楽曲特徴値 tem を実数の状態から四捨五入して整数に
する際に切り捨てられる量の最大値を tempo に直したものである。式を以下に示す。四捨
五入の最大丸め誤差が 0.5 であり、また、 tempo がプラスの時とマイナスの時でマイナス








= 0.01042. (3-55) 
































動抽出するための方式を示す. 本方式は具体的に構成された ML の一つである．詳細は 
[26]に示されている． 
(1) 音相基の抽出 
初期パラメータとして，入力語から 40 種の音相基を表現するのに必要十分な 29 の要
素からなる初期ベクトル vb を抽出し，音相基と表情の関係を用いて変換行列 T1 を生成
し，T1 を用いて 40 種の音相基を表す 40 次元のベクトル vk へと変換する． 
𝒗𝑘 = 𝑇1𝒗𝑏 (3-57) 
(2) vk の拡張 
それぞれの表情が有効であるかを判断する尺度として各音相基の標準使用率が示され
ているので，これを用いて vk を補正する.さらに，2 つの音相基の組み合わせによりさ





下により 40 の印象語より構成される，2 語を 1 組とした 20 の表情語群を表現してい
る 20 次元のベクトル vc に変換する． 




表 3-7 音相を表す表情語と表情属性． 
表情語群 表情属性 訳語 
A  シンプルな,明白さ plain, obvious 
B  躍動感,進歩的 vibrant, advance 
C  新鮮さ,新奇さ fresh, unprecedented 
D  動的,活性的 dynamic, active 
E  派手さ,賑やかさ florid, bustle 
F  軽やかさ,軽快感 light, trippingly 
G  若さ,溌剌さ young, effervescent 
H  現代的,都会的 modern, urban 
I  明るさ,開放的 bright, open-minded 
J  合理的,現実的 reasonable, real 
K  個性的,特殊的 individual, special 
L  強さ,鋭さ powerful, sharp 
M  適応性,庶民的 adaptable, popular 
N  清らかさ,爽やかさ pure, brisk 
O  健康的,清潔感 healthy, clean 
P  暖かさ,安らぎ warm, comfortable 
Q  安定感,信頼感 stable, confidence 
R  高級感,充実感 expensive, fulfil 
S  高尚な,優雅さ profound, elegant 
T  静的,非活性的 static, inactive 
3.6.3 意味の数学モデルの概要 
本節では，言葉と言葉の類似度を計量することができるモデルである意味の数学モデル
の概要を示す．詳細は文献 [12], [4]に述べられている． 






















いて示す．本方式の概要は以下の通りである．全体の概要図を図 3-14 に示す． 
 






ーから入力された任意の言葉の音相から，印象語ベクトル vc を抽出する． 
(2) 音相の印象語ベクトル vc の重みの補正 
(1)により得られた音相の印象語ベクトル vc を，より入力語の印象を的確に反映できる
ように補正する．詳細は 3.6.4.1 節に示す． 
(3) 音相の印象語ベクトルと各楽曲印象語群との相関の計量 
3.6.3 節に示した意味の数学モデルを用いて，(2)で得られた印象語ベクトル vc と










ため，Hevner の指定する 8 つの印象語群との相関を計量した際に，特定の印象が強調され
やすい傾向があり，出力される楽曲において入力語毎の印象の違いを正確に反映できてい
ない可能性がある．そこで，重みの小さい語をマイナスの印象として見ることにより，印象
語ベクトル vc を Hevner の指定する 8 つの印象語群に変換した際に強調されにくい印象を
反映することができると考えられる．ここでは，予備実験に基づき，音相から選ばれた印象
語の重みを，最小を-1，最大を 1 になるよう写像する．印象語ベクトル vc の要素を vci，写
像後の要素を v’ci としたとき，上記の写像を以下の式に示す．ただし，max(vc)，min(vc)は，
それぞれ vc の要素のうち最大，最小のものを表す． 
𝑣′𝑐𝑖 =





から𝜀𝑝までの値を持つ要素の重みを 0 とする．式を以下に示す． 
𝑣𝑐𝑖 = {
0 (𝜀𝑚 ≤ 𝑣𝑐𝑖 ≤ 𝜀𝑝),







音相を表す印象語群ベクトル vc から楽曲印象語群ベクトル c への変換は，二つの異なる
メディアの接続にあたり，その値の正規化方法には解釈に応じた様々な方法があり得る．こ
こでは，より多様な楽曲が生成されることが良いと仮定し，楽曲印象語群ベクトル c の値に
差が付きやすい方式として，c の最小の要素が-1，最大の要素が 1 になるように c を正規化
する．正規化後の楽曲印象語群ベクトルを𝒄′，その𝒄′の各要素をc′i(i = 1, 2, ... , 8) としたと
き，正規化後の𝑐′𝑖を以下の式で表す． 
𝑐′𝑖 =




















から-1 から 1 の値を選んで入力とする事が出来る．さらに，3.6 節で構成した，任意の日本
語を入力として，その音相の印象から楽曲を生成するシステムに対しては，任意のひらがな
またはカタカナの文字列を入力として与えることができる．楽曲は Standard MIDI File の
形式で出力される． 




 実験 1の目的 
統計的一般化逆作用素が理論上正しく構成されていることを示す。図 3-13 における 6
つの検証項目と実験の対応を表 3-8 に示す．この中で，理論上保存性を持つ検証項目は 1，
4，5 である．これらが保存されていることが，特徴保存の ML-iML 系が理論上正しく構
成されていることを意味する．これらは数値実験によって示す．その他の項目については理
論上は保存性を持たないが，「指定した印象を表現することが出来るシステム」としての実
効性を示すために被験者実験を行う(実験 1-4)．また，一般化逆行列を用いている項目 6 に
ついては，限定的な範囲での保存性を持つと考えられるため，その検証を数値実験によって







表 3-8 実験 1 の検証項目と実験の対応． 













1 ○ ●説明のみ     
2 ×     ●実験 1-4-2 
3 ×     ●実験 1-4-1 
4 ○(誤差あり)  ●実験 1-1    
5 ○(誤差あり)  ●実験 1-2    
6 ×(部分的な保存性あり)   ●実験 1-3  ●実験 1-4-3 
 
実験 1-1 では，検証項目 4 について検証する．検証項目 4 は理論上保存性を持つが，
楽曲を作成する際に楽曲の長さや音符の音価が離散化されるため，必ず誤差が発生する．そ
の誤差が理論上想定される範囲内であるかを確認する．実験 1-2 では，検証項目 5 につい
て検証する．検証項目 5 は理論上保存性を持つが，こちらも一部の要素に誤差が発生する．
実験 1-1 と同様に，その誤差が理論上想定される範囲内であるかを確認する．実験 1-3 で
は，検証項目 6 について検証する．検証項目 6 は理論上保存性を持たないが，一般化逆行
列を用いた変換を行っているため，部分的な保存性を有していると考えられる．その保存性
について検証する．  
実験 1-4 では，検証項目 2,3,6 について検証する．これらの検証項目は保存性を持たな
い．これらはユーザー実験によりシステムの実用性を確認する． 
 実験 1-1:検証項目 4 特→曲→特 
§ 実験の目的と方法 





§ 実験結果 1-1 
表 3-9 に，入力と出力で一致した楽曲特徴値データのそれぞれの正解数を示す．全て正






表 3-9 実験 1-1：結果 1(入力と出力で一致した楽曲特徴値データの数)． 
楽曲特徴値のラベル 同じになった数 / 試行回数 
kn 100 / 100 
mt 100 / 100 
tem 100 / 100 
mnap 100 / 100 
unac 100 / 100 
ac 100 / 100 
tc 100 / 100 
oc 100 / 100 
nc 100 / 100 
um 100 / 100 
dm 100 / 100 
lm 100 / 100 
 
表 3-10 実験 1-1：結果 2(分解能と最大の誤差)． 
分解能  最大の誤差 
δ𝑢𝑛𝑎𝑐𝑎𝑐 0.03125   unac 0.01554  
   ac  0.01554  
δ𝑡𝑐𝑜𝑐𝑛𝑐 0.12500   tc 0.06143  
   oc 0.06182  
   nc 0.11444  
δ𝑢𝑚𝑑𝑚𝑙𝑚 0.01786   um 0.00884  
   dm 0.00892  
   lm 0.01693  
 実験 1-2:検証項目 5 構→特→構 
§ 実験の目的と方法 






い誤差を分解能= 0.00001 として定義する． 
60 
 
§ 実験結果 1-2 
実験結果を表 3-11，表 3-12 に示す． 表 3-11 では，楽曲構造要素ベクトルのそれぞれ
の値が保存性を持つかどうかを示した．その結果，楽曲構造要素ベクトルのすべての値につ
いて，保存性がある事が示された．表 3-12 では各パラメータの分解能と，100 件のうち，
そのパラメータにおいて発生した最大誤差を示した．その結果，どのパラメータも範囲内に
収まっている事が示された．以上から，理論上想定した結果が得られ，検証項目 5 は保存
性を持つと言える．実験 1 と 2 の結果，およびに検証項目 1 により，特徴保存の ML-
iML 系が構成出来ていることが確認できた．  
表 3-11 実験 1-2：結果 1(楽曲構造要素の検証)． 
楽曲構造要素のラベル 数 / 試行回数 
key 100 / 100 
tempo 100 / 100 
pitch 100 / 100 
rhythm 100 / 100 
harmony 100 / 100 
melody 100 / 100 
 
表 3-12 実験 2：結果 2(楽曲構造要素の分解能の検証)． 
分解能  最大の誤差 
δkey 0.10417  key 0.10415 
δtempo 0.01042  tempo 0.01005 
δpitch 0.02632  pitch 0.02536 
その他 0.00001  rhythm 0.00000 
 0.00001  harmony 0.00000 
 0.00001  melody 0.00000 
 実験 1-3:検証項目 6 語→構→語 
§ 実験の目的と方法 















表 3-13 実験 1-3 結果． 
コサイン尺度 ユークリッド距離 
100 / 100 58 / 100 




⚫ 実験 1-4-1:検証項目 3 
⚫ 実験 1-4-2:検証項目 2 
⚫ 実験 1-4-3:検証項目 6 
実験に用いる，変換の元となる楽曲を表 3-14 に示す．全 10 曲とする．これらを 2 曲
ずつセットとする．実験 4 で比較に用いる楽曲の生成の流れを図 3-15 に示す．表 3-14 に
示す楽曲を，変換の元 (図 3-15 における A1) として利用する．被験者は，曲名を伏せら
れた中で，検証項目における変換元にあたる楽曲を 2 曲聴き，さらに，変換後にあたる楽
曲のうちランダムに選ばれた楽曲 1 つを聴き，変換元にあたる 2 曲のうちどちらが変換
後の楽曲に似ているかを答える．変換元の楽曲を当てられれば正解とする．被験者は 10 人
とする． 
表 3-14 実験 1-4：実験に用いた楽曲． 
番号 曲名 (作曲者) 
1 ハンガリー舞曲 5 番 (ブラームス) 
2 前奏曲 Op.28-7(ショパン) 
3 ラ・カンパネラ (リスト) 
4 カノン (パッヘルベル) 
5 ソナタ「月光」第一楽章 (ベートーベン) 
6 新世界より「家路」(ドヴォルザーク) 
7 交響曲第三番第三楽章 (ブラームス) 
8 菩提樹 (シューベルト) 
9 ウィリアム・テル序曲 (ロッシーニ) 





図 3-15 実験 1-4 の検証項目． 
§ 実験結果 1-4 






表 3-15 実験 1-4：結果． 
  実験 4-1 実験 4-2 実験 4-3 
実験セット 試験数 正答数 
1 と 2  8 10 10 
3 と 4  9 10 10 
5 と 6 10 10 10 10 
7 と 8  8 9 9 
9 と 10  8 9 10 
  平均正答率 
  86% 96% 98% 
 
 実験 1考察 









3.7.3 実験 2 (楽曲生成および作曲システムの表現力の検討) 




実験 2-1 では，iML を実現したシステムによって実際に楽曲が構成される事を実証する．
楽曲印象語群ベクトルを入力として，楽曲を構成する例を示す． 













C6(“Happy, Bright”など)と C5(“Graceful, Humorous”など)の値を”1”とし，C2(“Sad，Dark”
など)を”-1”，C3(“Dreamy, Tender”など)を”-0.5”とし，残りは”0”とした．反対の暗い曲に
ついては，明るい曲の楽曲印象語群ベクトルの要素の符号をそれぞれ反転し，C6 および C5




§ 実験結果 2-1 
楽曲生成の中間データである楽曲構造要素ベクトルと楽曲特徴値の各値を表 3-16 に示
す．生成された楽曲の楽譜を図 3-16，図 3-17 に示す． 
 
図 3-16 明るい印象から生成された楽曲． 
 
図 3-17 暗い印象から生成された楽曲． 
 













key 1.0000 -1.0000 kn G Cm 
tempo 0.5398 -0.5398 mt 4/4 4/4 
pitch 0.7432 -0.7432 tem 140 62 
rhythm 0.6669 -0.6669 mnap 79 50 
harmony 0.6271 -0.6271 unac 0.8335 0.1665 
melody -0.6056 0.6056 ac 0.1665 0.8335    
tc 0.7127 0.0354    
oc 0.0856 0.6625 
   
nc 0.2017 0.3021 
   
um 0.3008 0.6273 
   
dm 0.5848 0.3433 
   







暗い曲では短調のハ短調になっている．テンポ tem は，標準である 88 から，明るい曲では
140 と速く，暗い曲では 62 と遅くなっている．これらの楽曲特徴量は，入力の印象メタデ
ータに対して想定した通りとなっている． 
「明るい」「暗い」という印象とは直接関係しないと思われる，その他の特徴について述
べる．rhythm に対応する ac と unac は，この二曲ではちょうど逆になっている．それを反
映して，明るい曲では伴奏に四分音符が多く，暗い曲では八分音符が多い．和声 harmony
に関係する特徴値 tc,oc,nc について見ていくと，絶対値は異なるものの，三和音に当たる tc
と四和音に当たる oc の値の大小関係が逆転している．楽曲でもそれが反映され，明るい曲
は三和音が多く，暗い曲では四和音が多い．同様に，旋律 melody に関係する特徴値
um,dm,lm についても，旋律の上昇に相当する um と下降に相当する dm の割合が逆転して
いる． 
以上の結果から，実験によって，入力した印象メタデータを反映した楽曲が生成できて
いると言える．しかしながら，本方式においては，ML と iML が正しく逆の演算になって
いることが、印象メタデータと楽曲の印象が正しく対応しているこということによって示




 実験 2-2 （既存楽曲から抽出したメタデータからの作曲） 
§ 実験の目的と方法 
既存の楽曲から ML を用いて印象を抽出し，その印象を iML の入力として楽曲を生成
することで，逆演算において保持される情報と保持されない情報について比較検討する．具
体的には，抽出時と生成時に現れる楽曲構造要素ベクトル，楽曲特徴値，楽曲をそれぞれ比
較する．実験に用いる既存の楽曲として，「ハンガリー舞曲 No.5」と「家路」の 2 曲につい
て，印象抽出と楽曲生成を行った． 
§ 実験結果 2-2 
印象抽出の元になった楽曲と、抽出された印象メタデータから生成された楽曲の例を示
す。「ハンガリー舞曲 No.5」の冒頭 8 小節の楽譜を図 3-18 に、生成された楽曲を図 3-19 
に示す。「家路」の冒頭 8 小節の楽譜を図 3-20 に、生成された楽曲を図 3-21 に示す。また
この二つの曲の，印象抽出時と楽曲生成時の楽曲特徴値，楽曲構造要素ベクトルをそれぞれ








楽曲特徴値に着目すると，harmony に関する特徴値である tc,oc,nc と，旋律に関する特
徴値である um,dm,lm は，原曲と生成時で大きく異なっている．このようになる理由として
は，1 つの楽曲構造要素が 3 つの楽曲特徴値によって決まる関係にあるため，逆演算の際の
値の決定に自由度が含まれてしまうからである．この自由度による特徴値の違いがあって




表 3-17 実験 2-2：「ハンガリー舞曲 NO.5」における抽出時と生成時の各値． 
楽曲構造要素ベクトル 楽曲特徴値 
 原曲 生成時  原曲 生成時 
key -0.6875 -0.6874 kn F#m F#m 
tempo 0.4583 0.4583 mt 2/4 4/4 
pitch -0.3684 -0.3684 tem 132 132 
rhythm -0.8654 -0.8655 mnap 57 57 
harmony 0.1217 0.1217 unac 0.0673 0.0673 
melody -0.0870 -0.0870 ac 0.9327 0.9327    
tc 0.1217 *0.5186    
oc 0.0000 *0.3970 
   
nc 0.8783 *0.0844 
   
um 0.4463 *0.2951 
   
dm 0.4463 *0.3359 
   
lm 0.0667 *0.3690 
 
図 3-18 「ハンガリー舞曲 No.5」の冒頭 8 小節． 
 










key 0.9375  0.9375  kn C C 
tempo -0.8750  -0.8750  mt 4/4 4/4 
pitch 0.3000  0.3000  tem 46 46 
rhythm 0.2942  0.2941  mnap 70 70 
harmony -0.1955  -0.1955  unac 0.6471 0.6471 
melody -0.0018  -0.0018  ac 0.3529 0.3529    
tc 0.3152 *0.1522 
   
oc 0.5107 *0.3478 
   
nc 0.1741 *0.5000 
   
um 0.4463 *0.2496 
   
dm 0.4472 *0.2504 
   
lm 0.1065 *0.5000 
 
図 3-20 「家路」の冒頭 8 小節． 
 
図 3-21 「家路」を入力として作曲された楽曲． 
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出する既存の楽曲を 12 曲用意し，「長調-短調」の組を 2 問，「長調-長調」の組を 2 問，「短














1 ワルツ第 7 番(ショパン) 短調 32 C7, C2, C8 
2 カノン(パッヘルベル) 長調 10 C1, C5, C8 
3 ラ・カンパネラ(リスト) 短調 21 C3, C6, C4 
4 前奏曲 Op.28-7(ショパン) 長調 16 C1, C5, C4 
5 ウィリアム・テル序曲(ロッシーニ) 長調 48 C6, C7, C5 
6 新世界より「家路」(ドヴォルザーク) 長調 15 C4, C5, C1 
7 埴生の宿「イングランド民謡」 長調 16 C6, C5, C4 
8 ソナタ「ワルトシュタイン」第一楽章(ベートーベン) 長調 13 C6, C7, C8 
9 ソナタ「月光」第一楽章(ベートーベン) 短調 16 C2, C1, C8 
10 飛翔(シューマン) 短調 16 C7, C2, C3 
11 ハンガリー舞曲 5 番(ブラームス) 短調 34 C2, C7, C3 






選んだ曲が生成元であれば正解とする．被験者は 10 人とした． 
また，生成された楽曲の音楽的・芸術的評価についても，自由記述欄を設けて，被験者
に記入してもらった． 
§ 実験結果 2-3 





表 3-20 実験 2-3 の結果． 
実験セット 曲の長短 正答率 
1 と 2 長-短 80% 
3 と 4 
 
70% 
5 と 6 長-長 90% 
7 と 8 
 
100% 
9 と 10 短-短 100% 




平均正答率   
90% 
 



























 実験 2考察 
実験 2-1 により，実験システムが提案方式を想定通り実装できており，メディアコンテ
ンツ生成において生じる不良設定問題を解決して楽曲が生成できる事が確認できた．実験










考えられる．ジャンル別，時代別，作曲家別などの ML 及び iML を構成していく事は今後
の課題である． 











である．メタデータ空間 MDS の設定については，“Longman Dictionary of Contemporary 
English” [17]という英英辞典を利用した．同辞書は約 2,000 語の基本語を用いて約 56,000
語の見出し語を説明している．この基本語を特徴とみなし，見出し語の説明で肯定的に使わ
れている語を“1”，否定的に使われている語を“-1”，説明に使われていない語を“0”として 2. 
節(1)におけるデータ行列 M を作成した．これにより，約 2,000 次元の正規直交行列である




それぞれ𝜀𝑚 = −0.75，𝜀𝑝 = 0.25とする．これは予備実験により，音相理論における輝性の値
が高い場合に長調の楽曲が，低い場合に短調の楽曲が生成されやすい値を選んだものであ
る．  













にイキイキの各データを，表 3-23 にグズグズの各データを，表 3-24 にナマテーの各デー
タを示す．また，生成された楽曲を示す．図 3-22 にイキイキの楽曲を，図 3-23 にグズグ




表 3-21 実験 3：入力文字列から抽出された音相の印象語ベクトル． 
イキイキ  グズグズ  ナマテー 
special 1.000000  
 
profound 1.000000  
 
popular 1.000000  
individual 1.000000  
 
elegant 1.000000  
 
adaptable 1.000000  
reasonable 0.609081  
 
vibrant -0.760714  
 
sharp -0.758073  
real 0.609081  
 
advance -0.760714  
 
powerful -0.758073  
young 0.550038  
 
healthy -0.803994  
 
healthy -0.783986  
effervescent 0.550038  
 
clean -0.803994  
 
clean -0.783986  
modern 0.396003  
 
popular -0.807572  
 
vibrant -0.785311  
urban 0.396003  
 
adaptable -0.807572  
 
advance -0.785311  
confidence -0.942733  
 
young -0.867924  
 
pure -0.949109  
stable -0.942733  
 
effervescent -0.867924  
 
brisk -0.949109  
inactive -1.000000  
 
light -0.869603  
 
confidence -1.000000  
static -1.000000  
 
trippingly -0.869603  
 
stable -1.000000     
modern -0.915269  
   
   
urban -0.915269  
   
   
brisk -0.927465  
   
   
pure -0.927465  
   
   
open-minded -1.000000  
   
   
bright -1.000000  





表 3-22 「イキイキ」から生成された楽曲の各値． 
楽曲印象語群ベクトル 楽曲構造要素ベクトル 楽曲特徴値 
C1 -0.3910  key 0.3519  kn Eb 
C2 0.0549  tempo 1.0000  mt 4/4 
C3 -0.3478  pitch -0.2551  tem 184 
C4 -1.0000  rhythm 0.1297  mnap 59 
C5 0.4894  harmony -0.2919  unac 0.5648  
C6 1.0000  melody -0.2201  ac 0.4352  
C7 0.6674      tc 0.1041  
C8 0.8768      oc 0.3959  
       nc 0.5000  
       um 0.2190  
       dm 0.3223  
       lm 0.4587  
 
 









表 3-23 「グズグズ」から生成された楽曲の各値． 
楽曲印象語群ベクトル 楽曲構造要素ベクトル 楽曲特徴値 
C1 -0.0041  key -1.0000  kn Cm 
C2 1.0000  tempo -0.7857  mt 4/4 
C3 0.2063  pitch -0.0260  tem 50 
C4 0.1771  rhythm -0.4975  mnap 64 
C5 -1.0000  harmony -0.1794  unac 0.2513  
C6 -0.7610  melody 0.1360  ac 0.7487  
C7 -0.6536      tc 0.1603  
C8 -0.6172      oc 0.3397  
        nc 0.5000  
        um 0.5232  
        dm 0.4595  
        lm 0.0173  
 
 









表 3-24 「ナマテー」から生成された楽曲の各値． 
楽曲印象語群ベクトル 楽曲構造要素ベクトル 楽曲特徴値 
C1 -0.2694  key -0.1291  kn Gm 
C2 1.0000  tempo -0.7454  mt 4/4 
C3 -0.1452  pitch 0.6529  tem 52 
C4 0.1839  rhythm -0.5130  mnap 77 
C5 0.4040  harmony 0.5062  unac 0.2435  
C6 0.3695  melody 0.2326  ac 0.7565  
C7 -1.0000      tc 0.5333  
C8 -0.9522      oc 0.0271  
        nc 0.4395  
        um 0.4402  
        dm 0.3311  
        lm 0.2287  
 
 





















実験 1 と 2 により，楽曲メディアコンテンツを対象とした統計的一般可逆作用素，およ
び楽曲メディアコンテンツを対象とした印象語抽出方式と組み合わせた ML-iML 系が構
成されていることを確認した． 













素”Stochastic Generalized Inverse Media-lexicon Transformation Operator”(“iML”)を定義





















今後の課題として，Web 上のデータを利用した ML，iML の構成方式，個人化方式，お
よび，ジャンル別，時代別，作曲家別などに対応した，様々な音楽メディアに対する新たな




































































































































































提案方式のうち，4.3.2 節で示すセグメントベクトルの構成までの流れを図 4-1 に示す．
この部分は，囲碁の分析の共通部分となる．入力は音声から書き起こされたテキストデータ
である．まず，テキストデータを任意の数 n のセグメントに分割し，共通のプロセスとして
各セグメントをベクトルに変換する． ベクトルの各要素は，4.3.2.3 節に示す各単語の Tf-
iSF の重みとなる． 
 
図 4-1 セグメントベクトルの構成． 





図 4-2 4.3.3 節に示す各種分析の流れ． 
これらの分析によって得られたデータを用いて，4.3.4 節において可視化を 4 種類定義す
る．それぞれの可視化とそれに用いるデータを図 4-3 に示す． 
 










テキストの文字数を m とする．本システムでは以下のステップでテキスト全体を n 個の
セグメントへ分割する．  
(1)  𝑙 =  𝑚 / 𝑛となる l を算出する．l はセグメントの文字数の基礎となる値である 
(2) テキスト全体を文に分割する 











ントを TF-iDF における文書と見なしている． 
§ 単語抽出(形態素解析) 
形態素解析を行い，セグメント毎にテキストから単語を抽出する．形態素解析器として
は MeCab [56]を用いた．抽出する単語の品詞は名詞のみとした． 
セグメント数を n とする．文書全体に現れる単語の数を k とする．この時，セグメント
集合 S とテキストで現れる全ての単語の集合を W とすると，S と W は以下の式で表され
る． 
𝑆 = {𝑠1, 𝑠2, … , 𝑠𝑛}, (4-1) 
𝑠𝑖:セグメント𝑖. 















) ∈ 𝑹𝑛×𝑘 , (4-3) 
𝑥𝑖,𝑗 = 𝑤𝑜𝑟𝑑_𝑐𝑜𝑢𝑛𝑡(𝑠𝑖 , 𝑤𝑗). 
§ TF-iSF 重み付け 
𝑡𝑓𝑖𝑠𝑓(𝑥𝑖,𝑗)はベクトル𝒙𝑖をセグメント𝑠𝑖に対応するセグメントベクトルとした場合の，単
語𝑗に対応する要素の𝑡𝑓𝑖𝑠𝑓値を求める関数である． 









|{𝑠: 𝑠 ∋ 𝑤𝑖}|
. (4-4) 
jia ,  をセグメント j に現れる単語 i の数とする．k jia ,  は全てのセグメントに現れる











) ∈ 𝑹𝑛×𝑘 , 













𝑗) . (4-6) 






















− 1. (4-7) 






𝒃′ = (𝑏′1, 𝑏
′












































会議を n 個のセグメントに分割したとする．k 番目のセグメントに対応するセグメント
ベクトルを𝒙𝑘とする．k 番目のセグメントに対応する代表度を yk とする．このとき，会議全




































































ープベクトルは異なる単語セットを持っている．したがって 2 つの会議に対応する 2 つの
グループを表す単語セットの和集合に基づいてグループベクトルを再構築する．自身の会
議には存在しなかった単語に対応するベクトルの要素は 0 となる． 
会議𝑀𝑖のグループａと会議𝑀𝑖+1のグループｂとの類似度𝑧𝑖,𝑎,𝑏は，次式のように定義され
る．関数 cos_sim は，コサイン測度による類似度計算を表す． 










システムは 4.4.2.2 節(4-13)式の z の値に基づいてノード間にエッジを描画する． 0 <z <= 



































































⚫ 話題：周辺 かつ 語：常套 → 停滞 
⚫ 話題：周辺 かつ 語：新鮮 → 探索 
⚫ 話題：中心 かつ 語：新鮮 → 深掘り 










































𝒄′ = (𝑐′1, 𝑐
′












𝑟𝑖 = (𝑐′𝑖 , 𝑏′𝑖), 
𝒓 = (𝑟1, 𝑟2, … , 𝑟𝑛). (4-16) 
可視化を行う際には，𝒓の要素を，順番が分かるようにプロットする．  
本手法における定義では，プロットする点の座標の x 軸と y 軸の取り得る最小値は 0，最
大値は 1 となる．また，代表度と鮮度の両方を無限大ノルムで正規化しているため，少なく
とも一つのセグメントは x 軸または y 軸において最大値である 1 を持つ．それに対して他


















































𝐼3 =∑√(𝑐′𝑖+1 − c′𝑖)
2








𝐼4 = √(𝑐′𝑛 − c′1)
2
+ (b′𝑛 − b′1)
2





節では，4.3 節および 4.4 節で提案した会議の構造化可視化およびトピック抽出の手法の例










固定だが日によってはテーブルでの入れ替わりがあった．計 5 日間で一回平均 3 テーブル，





提案手法を実装し，会議分析システムを構築した． 実験システムは R と Python によっ
て実装されている．日本語の形態素解析には MeCab [56]を用いている．形態素解析を行う
際には，ひらがな一文字，カタカナ一文字などの単語はストップワードとして除去している． 
会議のログデータをセグメントに分割する際には，分割数は全ての実験で 20 とした． 
4.6.2 実験 1:会議の構造可視化及びトピック抽出の検証 
本節では 4.3 節および 4.4 節で提案した会議の構造可視化およびトピック抽出を例示し，
検証を行う．実験 1-1 で，単一の会議に対する分析を，実験 1-2 で複数の会議に対する分析
を行う． 
 実験 1-1 会議の構造とトピックの可視化(単一会議の分析) 
§ 実験の目的と方法 
実験 1-1 では，4 つの可視化を行うことで，会議の構造とトピックを分析する．可視化
を行うとともに，それが会議の実際の状況を反映しているかを考察する． 
































表 4-1 実験 1-1 で用いる会議の概要． 




会議の所要時間 2 時間 18 分 
100 
 
§ 実験 1-1：実験結果 




最大でグループ 1 の 16 語であった． 
結果を見ると，3 つのグループが形成されている．グループ 1 は最もセグメント数が多
いグループである．セグメント 6 から 12 は継続的にグループ 1 に属している．セグメント
1 もグループ 1 に属している．セグメント 3～4 およびセグメント 20 はグループ 2 に属し





グループ 1 の 
トピック語 
グループ 2 の 
トピック語 
グループ 3 の 
トピック語 
地域 室 時間 
位置 空間 健康 
**** オフィス ログ 
生活 登録 行動 
エリア ICT 漫画 
属性 SNS 能力 
























分かる．つまり，グループ 1 は人々の住む場所と属性についてのトピックである． 
グループ 2 には，「オフィス」，「趣味」，「SNS」，「アカウント」などの単語がある．これ
から，主に人間の活動から得られるデータについて話していることが分かる．つまり，グル









続いて図 4-7 に，会議 1 の代表度のグラフを示す． 
 
図 4-7 会議 1 の代表度グラフ． 
このグラフを見ると，最も重要なセグメントはセグメント 6 で，最も重要でないセグメ
ントはセグメント 16 であることが分かる．また，第 3 セグメントから第 13 セグメントま
でが良い議論が行われた区間であったことも分かる．第 5 セグメントや第 14 セグメントか
ら第 16 セグメントまではあまり結果的にあまり重要でないことが話されていたことが分か




ト 6 が最も代表度の高いセグメントで，セグメント 16 が最も代表度の低いいセグメントで
あることが示されているため，この二つのセグメントについて可視化した結果を示す．セグ
メント 16 はどのグループにも属していないため，トピック語は存在せず，特徴語のみを表









ていたことが分かった．セグメント 16 の代表度が低いもその影響と考えられる． 




グループ 1 の 
トピック語 
セグメント 6 の 
特徴語 












































富裕 区分  でたらめ 
予測 
   
4 つ目の可視化として，会議 1 における代表度を考慮した会議の重要語リストを示す．
比較のため，代表度の値を全てのセグメントで一定にした場合の結果をあわせて示す．表 
4-3 に分析結果を示す．代表度が一定の場合をケース A，提案方式をケース B とする．ここ

















単語 重要度 単語 重要度 
情報 1.00000  情報 1.00000  
地域 0.85105  地域 0.80194  
健康 0.69718  価値観 0.68347  
広告 0.65734  人々 0.60358  
価値観 0.62379  広告 0.58841  
空間 0.59027  登録 0.56466  
漫画 0.58711  ライフスタイル 0.55159  
分析 0.56772  健康 0.54032  
位置 0.53856  空間 0.51476  
登録 0.53539  位置 0.47640  
親 0.53329  嗜好 0.47411  
ログ 0.52738  漫画 0.47233  
地域性 0.52549  趣味 0.46867  
物件 0.51197  特性 0.43701  
生活 0.50204  物件 0.42491  
特性 0.50030  非常 0.42473  
人々 0.49808  属性 0.41400  
**** 0.48161  ログ 0.41330  
ライフスタイル 0.47877  地域性 0.40967  
子ども 0.46971  エリア 0.40387  
趣味 0.46476  生活 0.40176  
データ 0.45279  保有 0.39665  
オフィス 0.45034  **** 0.38955  
保有 0.44833  分析 0.37541  
エリア 0.44813  この辺 0.36698  
属性 0.43965  オフィス 0.36372  
嗜好 0.43419  子ども 0.35489  
行動 0.42332  傾向 0.35114  
この辺 0.41729  繁華街 0.34905  




 実験 1-2 類似度に基づくグラフネットワーク(複数会議の分析) 





全に同じではなかった．表 4-4 に，この 4 つの会議の概要として，各会議の文字数と合計
時間を示す． 
表 4-4 実験 1-2：分析対象とする 4 つの会議の概要． 
 会議 1 会議 2 会議 3 会議 4 
文字数 13,826 20,106 16,748 12,622 
所要時間 2 時間 18 分 2 時間 02 分 1 時間 55 分 1 時間 44 分 
§ 実験結果 1-2 
提案手法による可視化の結果を図 4-8 に示す． 
 













































 実験 2-1定性的評価 
実験 2-1 では，定性的評価として，15 回分の会議について会議の状態遷移を平面座標に
プロットし，その推移を観察し，考察を行う． 
§ 実験の目的と方法 
実験で入力として用いる 15 回分の会議は，4.6.1.1 節の「実験で用いる会議ログデータ」
で述べたものである．延べ 15 回の会議は，計 5 日間で一回平均 3 テーブルに分かれて行わ
れた．一テーブル当たりの参加人数は，平均 6.4 人，最低 2 人，最大 11 人であった．イベ
ント開催日とその中で行われた会議の ID，そして会議の所要時間を表 4-5 に示す．各会議
の参加人数を表 4-6 に示す． 
表 4-5 実験対象とした会議の概要． 
開催日 会議 ID 所要時間 
第 1 回 ○1 ,○2 ,○3  111 分 
第 2 回 ○4 ,○5  103 分 
第 3 回 ○6 ,○7 ,○8  110 分 
第 4 回 ○9 ,○10 ,○11 ,○12  97 分 
第 5 回 ○13 ,○14 ,○15  95 分 
表 4-6 実験対象とした各会議の参加人数． 
会議 ID ○1  ○2  ○3  ○4  ○5  ○6  ○7  ○8  ○9  ○10  ○11  ○12  ○13  ○14  ○15  
人数 6 11 7 10 8 5 4 6 7 6 2 8 8 2 6 
本分析手法では会議を任意の数のセグメントに分割する必要がある．実験ではセグメン
ト数 n を 20 とした． 















どうかを峻別する．表 4-7 にその結果を示す． 
表 4-7 会議の順調／不順の判定． 
 会議 ID 計 
順調な進行 ○1 ,○2 ,○3 ,○5 ,○6 ,○7 ,○8 ,○11 ,○12 ,○15  10 
不順な進行 ○4 ,○9 ,○10 ,○13 ,○14  5 
表 4-7 から分かるように，15 回行われた会議のうち，10 回が順調に進行し，5 回が順調
に進行していないという結果になった． 
会議が順調に進行した例として，会議 ID1 の会議を取りあげる．会議 ID1 の状態遷移図







図 4-10 会議 ID1 の状態遷移図． 
それに対して，会議が順調に進行しなかった例として，会議 ID10 の会議を詳しく取り上
















 実験 2-2定量的評価 
§ 実験の目的と方法 






なされたか」という項目について，5(良い)から 1(悪い)までの 5 段階で評定をつけてもら






4.5.2.5 節で定義した会議の評価指標の一覧を表 4-8 に示す． 
















𝐼1 𝐼2 𝐼3 𝐼4 
1 4 3 0.80  0.26  4.58  0.68  
2 4 4 0.62  0.20  4.67  0.44  
3 4 2 0.86  0.70  4.77  0.62  
4 4 2 0.50  0.02  4.39  0.52  
5 2 1 0.88  0.37  4.99  0.65  
6 2 4 1.45  0.71  5.36  1.03  
7 3 4 1.32  0.68  4.60  0.95  
8 5 3 1.02  0.67  4.74  0.77  
9 3 2 0.42  -0.01  5.57  0.52  
10 4 2 0.08  -0.01  4.26  0.52  
11 4 5 1.16  0.52  6.14  0.88  
12 2 1 0.56  0.24  5.24  0.43  
13 3 3 0.32  -0.16  4.48  0.64  
14 5 4 0.76  0.60  5.67  0.80  
15 2 2 0.78  0.32  4.90  0.74  
平均 3.40 2.80 0.77 0.34 4.96 0.68 
 










表 4-10 会議の評定と評価指標の相関係数． 
 𝐼1 𝐼2 𝐼3 𝐼4 
相関係数-進行 0.13 0.12 -0.08 -0.05 
相関係数-合意 0.52 0.40 0.34 0.63 





ID1 の会議において，回答者は進行の評定を 4，合意の評定を 3 としている．進行の評定
の理由として，「主催者が司会進行やファシリテーションを行い順調に進行した」ことを挙




































































れており，左，真ん中，右の 3 人の話者が交互に会話していることを示している． 
 

























































3 章では，メディアコンテンツを対象とした統計的一般可逆作用素構成方式 iML を定義
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