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Abstract
Topological insulators are materials where current does not flow through the bulk, but
along the boundaries, only. They are of particular practical importance, since it is consid-
erably more difficult, by “conventional” means, to affect their transport properties, than for
the case of conventional materials. They are, thus, particularly robust to perturbations.
On the other hand, the theoretical description of their properties is, also, more involved
than for the case of conventional materials, since it’s harder, not only, to describe quanti-
tatively the topological invariants, but how these can fail to be invariant, when topological
properties can change.
One way to accomplish such changes is by engineering defects. The defects that have
been the most studied are domain walls; however flux compactifications can, also, work.
We recall the domain wall construction and compare it to the construction from flux
compactification.
A particular way of engineering the presence of such defects is by introducing anisotropic
couplings for the gauge fields. In this case a new phase appears, where matter is confined
along layers and local degrees of freedom cannot propagate through the bulk. It is, also,
possible to take into account the “backreaction” of the dynamics of the gauge fields on the
defects and find that a new phase, the layered phase, where, while transport of local de-
grees of freedom is confined to surfaces, the topological properties can propagate through
the bulk, constituting an example of anomaly flow.
1E-mail: Stam.Nicolis@lmpt.univ-tours.fr; Stam.Nicolis@idpoisson.fr
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1 Introduction
While geometrical properties of matter have been understood as illustrations of general relativ-
ity, thanks to the insights it provides of how metric properties can change, topological properties
have been much harder to describe in comparable detail. First of all, classifying topological
invariants is a non–trivial problem; and describing the dynamics, how topological properties
can change at all, is a hard task, since, by definition, topological properties are those that do
not change under smooth variations of parameters.
A typical example where topological properties play an important role is provided by gauge
theories. The terms that control these properties are, indeed, surface terms, therefore they
encode “non–local” features of the dynamics. Therefore they aren’t as easily amenable to
the usual perturbative analysis and non–perturbative formulations, such as using a spacetime
lattice encounter problems because the surface terms do not lead to a positive–definite Euclidian
action, that can be easily sampled.
However probing the topological properties of gauge theories, in the context of particle
physics, in real experiments, already, has proven difficult; only recently have effects such as
the chiral magnetic effect been shown to be accessible to experimental scrutiny in heavy–ion
collisions (indeed the correct interpretation is that it is an out–of–equilibrium effect [1, 2, 3]).
On the other hand, progress in material science has led to the production of materials with
properties that do highlight the relevance of surface effects, that can be associated to topological
properties.
An example of such materials is provided by the so–called “topological insulators” (cf. [4, 5,
6]).
Such materials are insulators, since the current does not flow through the bulk; they are
topological, because current can flow along the boundaries, supported by the edge states, if
such can be found. The edge states are “protected”, if they can’t mix with states in the bulk, by
the topological properties of the fields–scalar and/or gauge–that serve as backgrounds. Scalar
fields define “kinks”, where the edge states are localized; gauge fields define flux backgrounds,
that serve the same purpose.
The purpose of the present note is to recall that it is precisely this scenario that is realized
in anisotropic gauge theories, along the transition line between the so–called layered phase and
the bulk phases [7, 8, 9, 10], as indicated, schematically, in fig. 1. In the next section we shall
review the construction of anisotropic lattice gauge theories and their phase diagram; we shall
then provide the argument that this phase diagram provides an illustration of how it is possible
to describe ways for varying the value of the topological invariant discussed in ref. [11, 12],
thereby describing a “topology–changing” transition.
2 Anisotropic lattice gauge theories and the layered phase
The lattice regularization of gauge theories, with compact gauge group is the most direct way
to compute their observables independently of any perturbative expansion. The lattice action
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Figure 1: A spacetime cartoon of a topological insulator. Current cannot flow across the bulk,
only across the boundaries.
is given by the standard, Wilson action:
S[U ] =
∑
n
∑
µ<ν
βµν (1− Re TrUµν(n))
Z =
∫ [∏
dUµ(n)
]
eS[U ]
(1)
where, however, we have taken advantage of the freedom granted by the lattice action, in
assigning different couplings along different planes, (µ, ν). Here Uµ(n) is the variable, assigned
to the link (n, n+ µ) and taking values in the group: Uµ(n) = exp (iθa(n)Ta), where [Ta, Tb] =
ifabcTc, with Ta the generators of the Lie algebra and fabc the structure constants. The plaquette
variable, Uµν(n) ≡ Uµ(n)Uν(n+ aµ)Uµ(n+ aν)†Uν(n)† has the property of transforming under
a gauge transformation, Uµ → V (n)Uµ(n)V (n)†, as Uµν(n)→ V (n)Uµν(n)V (n)†, which implies
that TrUµν(n) is a gauge–invariant quantity.
More to the point, anisotropy of the couplings doesn’t affect gauge invariance. What
anisotropy does allow is to tune the couplings along different planes in independent ways,
in particular to the strong coupling régime along some, while remaining in the weak coupling
régime along others. This was first remarked in ref. [13, 14].
To be more specific, let us focus on the case of two couplings: β for the planes in d‖−dimensional
subspaces and β′ for the planes that span the d⊥ “extra dimensions. The action, in this case,
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is given by the expression
S[U ] =
∑
n
β
d‖∑
1=µ<ν
(1− ReTrUµν) + β′
d‖+d⊥=d∑
d‖+1=µ<ν
(1− ReTrUµν)
 (2)
The question then arises, whether second order phase transitions can occur under such
conditions and what are the properties of the phases. The answer to the first question is that
such transitions can occur;
To this end it is useful to solve the constraints, that the link variables Uµ(n) are subject
to [15]:
We insert in the partition function,
Z[J ] =
∫
[DU ]e−S[U ]+
∑
n Re(Jµ(n)Uµ(n)) (3)
the expression
1 =
∫ [∏
links
∫
dRe(Vl)dIm(Vl)δ(Re(Vl)− Re(Uµ(n)))δ(Im(Vl)− Im(Uµ(n)))
]
(4)
to decouple the gauge links
Z[J ] =
∫
[DU ]
[∏
links
∫
dRe(Vl)dIm(Vl)δ(Re(Vl)− Re(Uµ(n)))δ(Im(Vl)− Im(Uµ(n)))
]
×e−S[U ]+∑n Re(Jµ(n)Uµ(n)) =∫
[DU ]
[∏
links
∫
dRe(Vl)dIm(Vl)
dαRl
2pi
dαIl
2pi
ei
∑
l iα
R
l (−Re(Vl)+Re(Uµ(n)))ei
∑
l iα
I
l (−Im(Vl)+Im(Uµ(n)))
]
×e−S[U ]+∑n Re(Jµ(n)Uµ(n)) =∫ [∏
links
∫
dRe(Vl)dIm(Vl)
dαRl
2pi
dαIl
2pi
]
×e−S[Re(Vl),Im(Vl)]+∑l(Re(Jl)Re(Vl)−Im(Jl)Im(Vl))−i∑l αRl Re(Vl)−i∑l αIl Im(Vl)+∑l w(αRl ,αIl )
(5)
where w(αRl , αIl ) contains the information about the gauge group,
ew(α
R
l ,α
I
l ) ≡
∫
DUei(α
R
l Re(Uµ)+α
I
l Im(Uµ)) (6)
So far we have an exact transcription: we have traded the constrained variables, Uµ(n) (that
must satisfy [Re(Uµ(n))]2+[Im(Uµ(n))]2 = 1), for the unconstrained variables, αRl , αIl ,Re(Vl), Im(Vl).
It is, indeed, the existence of the constraint that leads to a non-trivial dependence on the cou-
pling constant(s) of the effective action thus obtained, already at the “classical” level.
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The effective action seems to have acquired terms that are complex–however the way they
enter allows us to perform a “Wick rotation” [16]: iαRl ≡ α̂Rl , iαIl ≡ α̂Il and obtain an action
that is manifestly real:
Seff(α̂
R
l , α̂
I
l ,Re(Vl), Im(Vl)) = S[Re(Vl), Im(Vl)] +
∑
l
(
α̂Rl Re(Vl) + α̂
I
l Im(Vl)
)−∑
l
w(α̂Rl , α̂
I
l )
(7)
We now look for extrema that are uniform along the d‖–dimensional respectively along the d⊥
extra dimensions: Vl ≡ v, for links that belong in the d‖–dimensional subspaces and Vl ≡ v′
for links that “point out” along the d⊥ extra dimensions. Similarly α̂l ≡ α̂ within the d‖
dimensional subspaces and α̂l ≡ α̂′ along the d⊥ extra dimensions. A plaquette that lies in the
d‖–dimensional subspace makes the following contribution to the effective action
Re[Uµν(n)]|1≤µ<ν≤d‖ = Re[(v
R + ivI)(vR + ivI)(vR − ivI)(vR − ivI)] = ([vR]2 + [vI ]2)2 (8)
Similarly, a plaquette that lies in the d⊥–dimensional subspace contributes the expression
Re[Uµν(n)]|dparallel+1≤µ<ν≤d‖+d⊥ = ([v
′R]2 + [v′I ]2)2 (9)
A plaquette that “spans” the subspace between two d‖–dimensional subspaces contributes
Re[Uµν(n)]|1≤µ≤d‖<ν≤d‖+d⊥ = Re((v
R+ivI)(v′R+iv′I)(vR−ivI)(v′R−iv′I))) = ([vR]2+[vI ]2)([v′R]2+[v′I ]2)
(10)
Simple counting allows us to write down the expression for the effective action for such uniform
configurations:
Seff [v
R, vI , v′R, v′I , α̂R, α̂I , α̂′
R
, α̂′
I
] =
β
d‖(d‖ − 1)
2
(
1− ([vR]2 + [vI ]2)2)+ β′d⊥(d⊥ − 1)
2
(
1− ([v′R]2 + [v′I ]2)2)+
β′d⊥d‖
(
1− ([vR]2 + [vI ]2)([v′R]2 + [v′I ]2))+
d‖
(
α̂RvR + α̂IvI − w(α̂R, α̂I))+ d⊥ (α̂′Rv′R + α̂′Iv′I − w(α̂′R, α̂′I))
(11)
For the case of compact U(1) the gauge group integral is given in terms of elementary functions:
ew(α̂
R,α̂I) =
∫ pi
−pi
dθ
2pi
eα̂
R cos θ+α̂I sin θ =
∫ pi
−pi
dθ
2pi
e
√
[α̂R]2+[α̂I ]2 cos(θ−φα̂) ≡ I0
(√
[α̂R]2 + [α̂I ]2
)
(12)
where I0(·) is the modified Bessel function.
We notice that the group integral depends only on the length of the “vector(s)”(α̂R, α̂I)–and
that the plaquette terms in the effective action depend only on the length of the “vector(s)”
(vR, vI). The two vectors are coupled only through their “scalar product”, α̂RvR + α̂IvI , which
depends on their lengths and their relative orientation. This means that we can choose a
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convenient coordinate system in this space 2 and we can simplify the calculations considerably.
We thus choose the orientations so that vI = 0, v′I = 0, α̂I = 0, α̂′
I
= 0. Indeed we easily
check that this choice is a solution of the equations for the extrema of the effective action. In
a sense this amounts to “choosing a gauge” in this theory. To simplify notation we henceforth
set vR ≡ v, v′R ≡ v′, α̂R ≡ α̂, α̂′R ≡ α̂′.
In this “gauge”, therefore, the action takes the form
Seff [v, v
′, α̂, α̂′] = β
d‖(d‖ − 1)
2
(
1− v4)+ β′d⊥(d⊥ − 1)
2
(
1− v′4)+ β′d‖d⊥ (1− v2v′2)+
d‖(α̂v − w(α)) + d⊥(α̂′v′ − w(α′))
(13)
Compactness of the gauge group implies that w(0) = 1 and ∞ > w′′(0) > 0. In addition,
w′(0) = 0. These features may be seen to hold for compact U(1)–but they hold for any
compact group.
The extrema of the effective action are solutions of the equations
v = dw(α̂)/dα̂
v′ = dw(α̂′)/dα̂′
α̂ = 2βd‖(d‖ − 1)v3 + 2β′d‖d⊥vv′2
α̂′ = 2β′d⊥(d⊥ − 1)v′3 + 2β′d‖v2v′
(14)
in the absence of matter fields.
These equations always possess the solution (α̂, α̂′, v, v′) = (0, 0, 0, 0) that corresponds to
the confining phase–the string tension is infinite. However they also have non-zero solutions,
that depend on the values of the couplings β and β′. The reason this is possible is that uniform
configurations are only invariant under global (constant) gauge transformations–and Elitzur’s
theorem [17] holds only if local transformations are possible. Thus it is not a contradiction of
Elitzur’s theorem but rather a consequence of the fact that the assumption behind it does not
hold for the configuration under study.
We thus find a solution with (α̂, α̂′, v, v′) 6= (0, 0, 0, 0), which corresponds to a d‖ + d⊥–
dimensional Coulomb phase (since Wilson loops with perimeter L = L1 +L2 behave as vL, v′L
or vL1v′L2).
In fact we can find such a phase for any compact gauge group. It has always been assumed
that this is an unphysical feature of the mean field approximation, for non–abelian groups. This
statement is, however, incomplete. The correct statement is that non-abelian groups do possess
a maximal abelian subgroup, corresponding to the Cartan subalgebra. The Coulomb phase for
the case of non-abelian groups is nothing more or less than the phase in which the gauge fields
take values in this subalgebra. This is an illustration of the “maximal Abelian projection”
first discussed by ’t Hooft [18]; indeed the dual variables, α̂ and α̂′, that are confined, may be
identified with the monopoles in that context [19, 20].
2As long as the corresponding symmetry isn’t spontaneously broken. If it can be, the non–trivial minima
require further study.
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However there also exists a solution with α̂ 6= 0, v 6= 0, α̂′ = 0, v′ = 0. In this phase
(named the “layered phase” in ref. [13]) the Wilson loops show perimeter behavior within a
d‖–dimensional subspace (since v 6= 0) and show confinement along the d⊥ directions, since
v′ = 0. There isn’t any “bulk” at all: the d‖ + d⊥–dimensional space has become a stack of
d‖–dimensional layers. Since the string tension is infinite the layers are infinitely thin and the
theory on them is local. Corrections to the mean field approximation will make this string
tension finite–the layers will acquire a thickness, inversely proportional to the (square root
of the) string tension and the theory will display non-local features, if probed at such length
scales. For this to be consistent this string tension should be much larger than the tension of
the fundamental string.
In all cases considered here the boundary conditions are assumed to be periodic, but all
dimensions are assumed to become infinite in the continuum limit.
This analysis is summarized by the phase diagram of fig. 2: It is interesting to try and
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Figure 2: The phase diagram of the five–dimensional U(1) theory in the β − β′ plane.
see whether the transition from one phase to another can become continuous. Indeed the
mean field approximation to lattice gauge theories typically predicts first order (discontinuous
transitions). The reason can be understood from the expression of the action: the plaquette
terms, in the isotropic case, are quartic in the link variables. The only terms that can contribute
to quadratic order are the “constraint” terms, α̂v − w(α̂). If we replace v = dw(α̂)/dα and
expand to quadratic order, around α = 0, we find that this point corresponds to a minimum of
the effective action,that can never become a maximum. Therefore, if another minimum appears
for α 6= 0, the transition is, necessarily, of first order.
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In the case under study here, however, there is a term in the action that can destabilize the
confining phase in a way consistent with a continuous transition: the term
Smixedeff = β
′d‖d⊥(1− v2v′2) (15)
is quadratic in the link variables, due to the anisotropy. And these variables enter with a sign
that allows them to destabilize the confining phase along the d⊥ directions. To see this we
expand the effective action around the solution (α̂, α̂′ = 0), which exists for β large enough
and β′ small enough, within the subspace where v = dw(α̂)/dα̂ and v′ = dw(α̂′)/dα̂′. So we
consider α′ small enough that we may expand around α̂′ = 0 to quadratic order–but we retain
the exact dependence on α. We find
Seff [v, v
′, α̂, α̂′] ≈ Seff [v, 0, α̂, 0] + α̂′2w′′(0)d⊥
[
−β′d‖v2(α̂)w′′(0) + 1
2
]
(16)
This expression depends on β implicitly, since α̂ = α̂(β). If v(α̂) 6= 0–the system is in the
Coulomb phase within a d‖–dimensional subspace–there is a line,
β′crit(β) =
1
2d‖v2(α̂)w′′(0)
(17)
such that, for β′ < β′crit the system is in the layered phase and for β′ > β′crit it is in the
d‖ + d⊥–dimensional Coulomb phase through a continuous transition. For U(1), in particular,
w′′(0) = 1/2 and v(α̂) is a bounded faunction of α̂(β), that tends to 1 as α̂(β) → ∞. In that
limit, which is relevant as β →∞, we obtain that β′crit → 1/d‖, a result that is compatible with
the mean field approximation, which may be considered an expansion in 1/d‖ (and was found
in another way in ref. [13]). (Similar results can be obtained for any compact gauge group and
describe configurations that take values in the Cartan subalgebra.) This has further interesting
consequences since, many years ago, Peskin [21] noted that at a second order phase transition
point the static quark–anti-quark potential, derived from the Wilson loop, would display 1/R
behavior independently of the dimensionality. To date an example of such a system was not
available. Anisotropic lattice gauge theories with a U(1) factor could provide such an example
and it will be interesting to explore its consequences further through Monte Carlo simulations.
3 Coupling matter fields
In the previous section we focused on the configurations of the gauge fields and the effects of
the anisotropy of the couplings. In the present section we shall focus on the matter fields, in
particular the fermions, studied in refs. [7, 8, 9, 22] (the scalars were studied in refs. [14, 23, 24]
and their phase diagrams are quite intricate; the classification of the phases and the transitions
that separate them hasn’t been conclusively carried out. However there do exist avatars of the
layered phase, in the presence of scalars.).
There are two kinds of defects, that can support topologically protected transport:
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• Domain walls [7]: These are described by introducing a dependence of the mass of the
fermions along the extra dimensions, as illustrated in fig. 3.
Figure 3: Domain wall configuration of a kink and anti–kink, that describes the mass profile
of fermions, along the extra dimension. Fermion zero modes of a definite chirality bind to the
kink and anti–kink; in the bulk the chirality isn’t defined, if the bulk is odd–dimensional.
• Flux backgrounds: Another way of realizing chiral fermionic zeromodes is by using fluxes.
The simplest example is provided by the following gauge field configuration (cf. fig. 4):
For constant flux, this is reminiscent of the Eguchi–Kawai models, as treated in ref. [25].
Figure 4: An example of a flux background, where the links satisfy the relation V UV †U † = eiΦ.
More recently, a similar approach has been studied in refs. [26, 27].
The reason this background supports chiral fermionic zero modes is because the mean
field equations of motion for the fermionic zero modes can be written as recurrences along
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the extra dimension in a way that’s similar to that of the domain walls:
ΨRp,x⊥+1 = −
M(x⊥) + d+ d‖∑
µ=1
cos(Φx⊥ + pµ)
ΨRp,x⊥
ΨLp,x⊥+1 =
M(x⊥ + 1) + d+ d‖∑
µ=1
cos(Φx⊥ + pµ)
−1 ΨLp,x⊥
(18)
where we have assumed one “extra dimension” along d⊥. We remark that these expressions
allow us to combine the domain wall profile, M(x⊥), defined by kinks/anti–kinks and the
flux background(s) defined by Φ. We notice that, even for a constant mass,M(x⊥) ≡M0,
these recursion relations define only one normalizable state of definite chirality, since the
prefactors cannot both be less than 1. Therefore, depending on the orientation of the
flux, that threads the plaquettes, only one chirality can flow along the boundary.
It is possible to compute the currents through the bulk and along the boundary, taking into
account the backreaction. The mean field equations (14) take the form [9] 3
v = dw(α̂)/dα̂
v′ = dw(α̂′)/dα̂′
α̂ = 2βd‖(d‖ − 1)v3 + 2β′d‖d⊥vv′2 + J‖
α̂′ = 2β′d⊥(d⊥ − 1)v′3 + 2β′d‖v2v′ + J⊥
(19)
with J‖ and J⊥ given by the expressions
J‖ ≡ Jµ = 4
∫ pi
−pi
d4+Dp
(2pi)4+D
[
v sin2 pµ + r cos pµW
] 1
P
µ = 1, 2, 3 (20)
and
J⊥ ≡ Jν = 4
∫ pi
−pi
d4+Dp
(2pi)4+D
[
v′ sin2 pν + r cos pνW
] 1
P
ν = 5, . . . , 4 +D (21)
where
W ≡M − r
(
3∑
λ=1
(1− v cos pλ) + 1− cos p4 +
4+D∑
λ=5
(1− v′ cos pλ)
)
(22)
and
P ≡
3∑
λ=1
v2 sin2 pλ + sin
2 p4 +
4+D∑
λ=5
v′2 sin2 pλ +W 2 (23)
3It should be stressed at this point that, though, in principle, it isn’t necessary to fix the gauge for lattice
gauge theories with compact gauge groups, in principle, since the integration over the volume of the gauge
group just leads to the same power of this volume–the volume of the lattice–and both are finite, in practice.
However, when performing numerical simulations it is necessary to fix the gauge, in order to ensure that the
configurations aren’t too correlated. In the above expressions we have, therefore, used axial gauge, U4 ≡ I.
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The topological invariants discussed, for instance, in [28] can be identified with the charge
corresponding to J⊥. Its flow is therefore controlled by the properties of the latter–in particular,
whether the fermion content is anomaly–free. If it is, then J⊥ vanishes, since there don’t exist
any degrees of freedom it could couple to; if it is anomalous, then J⊥ will flow in the Coulomb
phase, but not in the layered phase, where the chiral zeromode is absent.
We can plot J⊥ as a function of β′, for fixed β = 1.2 in fig. 5: we cross from the “layered”
phase to the “bulk Coulomb” phase. This
0
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j5
β′
Figure 5: The current through the bulk, as one crosses from the “layered” phase to the “bulk
Coulomb” phase. In the “layered” phase this current vanishes, since the zeromode, that could
carry it, doesn’t belong to the spectrum; in the “bulk Coulomb” phase it does not vanish, since
the theory on the boundary is anomalous.
4 Conclusions and outlook
Introducing anisotropy in the gauge couplings leads to new ways for controlling some quite non–
trivial properties of matter coupled to gauge fields, that are squarely in the domain of strong
coupling dynamics, in particular anomalous transport, through the bulk, that isn’t carried by
local degrees of freedom, but by excitations that are sensitive to the topology. The transport
along the boundaries is controlled by chiral excitations along the transition line from the bulk to
the layered phases. These are the defining features of topological insulators, so the framework of
anisotropic gauge theories seems to be the appropriate framework for describing their properties
quantitatively.
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It is possible to show, by Monte Carlo simulations [29], for the case of domain wall defects,
that the mean field approximation does capture the fundamental features of the phase diagram;
it is an open question to study in more detail the case of flux backgrounds in more generality
and their fate, when backreaction is taken into account.
The content of the conformal theories, defined by the continuous phase transitions between
the layered phase and the bulk phases, remains to be identified, also.
For the case of 2+1–dimensional models, that are of particular relevance for condensed
matter applications (cf., for instance [30]) the transition between the bulk phases, also, may be
second order. While a strong coupling expansion seems to indicate that the layered phase isn’t
visible in this framework [13] it is, still, an open question, whether Monte Carlo simulations
can detect its presence.
Finally, another open question pertains to the relation between the fermionic contribution
and the Chern–Simons terms that define the non–trivial boundary effects of odd–dimensional
spacetime geometries. It seems that using anisotropic couplings in the lattice action for the
gauge fields can probe their properties. We hope to report on these issues in future work.
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