Received for publication February 3, 1976. 996 7. Bode plots were fit by a family of transfer functions, each consisting of three terms. The first is a velocity-sensitive operator with a fractional exponent. The second is a low-frequency adaptation operator. And the third is a firstorder lag operator. Only the lag operator can be related to the dynamics of otolith motion. Most of the variations among units, including those seen between regular and irregular units, can be accounted for by suitable variations in the velocity-sensitive and adaptation operators.
1. The discharge of peripheral otolith neurons in response to sinusoidal force variations was investigated in the barbiturate-anesthetized squirrel monkey (Saimiri sciureus). The sine waves were superimposed on a background force which biased the end organ so as to excite or inhibit the unit's firing. Both regularly and irregularly discharging neurons were studied.
2. The response amplitude, measured as a peak-to-peak change in firing rate, reached near-maximal values during the first sine-wave cycle and, for most units, remained constant as sinusoidal stimulation was prolonged.
3. In regular units, introduction of an excitatory bias increased the sensitivity to sinusoidal stimulation in a manner consistent with the static asymmetries observed in the response to constant forces. Bias effects in irregular units were usually small and, in some cases, excitatory biases resulted in a decrease in sensitivity.
4. Variation in sine-wave amplitude had no effect on the sinusoidal gains or phases of regular units. For irregular units, there was some evidence of a small gain increase as stimulus amplitude decreased. 5. Nonlinear distortion was usually lo-20% and was mainly of an asymmetric type. In regular units, the distortion could be partially related to static asymmetries.
6. The response of regular units is predominantly tonic, that of irregular units more phasic. For regular units there was usually no more than a twofold gain enhancement as frequency was increased in the spectrum from DC to 2.0 Hz; typically, small phase leads at low frequencies were replaced by similar phase lags at higher frequencies. Irregular units were characterized by a 20-fold frequency-dependent gain enhancement over the same spectrum; phase leads of 20-40% were seen. INTRODUCTION Traditionally the response of vestibular afferents was thought to be proportional to the displacement of the cupula or otolithic membrane. Recent studies involving the semicircular canals (4, 6, 9,3 l-33) have demonstrated that the situation is not this simple. The neurons' response dynamics deviate from those predicted solely on the basis of the mechanics of the cupulaendolymph system. The deviations, which have been described as involving a sensory adaptation and a high-frequency gain enhancement (9), are most marked in units characterized by irregular discharge patterns (4, 13, 33) . These afferents in mammals may preferentially distribute to type I hair cells located in central regions of the sensory epithelium (11, 42) . A similar situation may exist in otolith organs. The mechanics of the otolithic membrane can be approximated by a damped second-order system with a resonant frequency on the order of 50-500 Hz (7, 15, 19) . The relatively high value of the resonant frequency suggests that the otolithic membrane should behave as an accurate transducer for the kinds of linear forces that occur during rapid head tilt or during locomotion. Confirmation comes from studies of afferent discharge. In some otolith neurons, discharge faithfully reflects variations in effective force (10, 16, 25) . For other neurons, however, response deviates from presumed otolith motion. Dynamic responses have been observed in the vestibular nerve (10, 27, 28, 41) and in presumed otolithrelated neurons in the vestibular nuclei (1, 29, 34) . In the mammalian vestibular nerve, the dynamic responses are again most conspicuous in irregular units ( 10).
The purpose of this paper is to characterize the response dynamics of both regular and irregular otolith neurons. Sinusoidal force variations were used and, on this basis, approximate transfer functions constructed. The adequacy of the dynamic formulation was studied by comparing the observed and predicted response of the neurons to force trapezoids. A preliminary report has been presented (14).
METHODS
Centrifugal force was used to produce sinusoidal forces in the frequency range from 0.006 to 2.0 Hz. The animal was positioned 1 ft off the rotation axis of the horizontal platform and was pivoted in the superstructure so that the centrifugal-force vector and the unit's polarization vector were either parallel (the so-called excitatory) or antiparallel (the so-called inhibitory position).
Sinusoidal force variations were produced by modulating a constant angular velocity v. according to the formula v(t) = (v ,-,2 + Av2 sin 2 n-ft)li2, vo2 > Av2 (1) The centrifugal force is given by F(t) = F. + AF sin 2 ?rft, F,, > AF-
The motion is unidirectional (CW or CCW). In all experiments, v. = 22O"/s, corresponding to F. = 0.46 g. For frequencies f < 0.5 Hz, &' could be set as high as 0.4 g. Limitations of the rotating device required that AF be held to 0.2 g at 1.0 Hz and to 0.1 g at 2.0 Hz. DC responses were obtained by comparing discharge rates at 0.86 and 0.06 g. Each of the two forces was maintained for 120 s and then a 10-s sample of activity taken. Estimates of the amplitude and phase of the response were made from its fundamental component, extracted by a Fourier analysis of the average response to successive sine-wave cycles. Gains are expressed in terms of sensitivity to a l-g force. Response phases were measured relative to the force profile; positive values correspond to response phase leads. The rotating device accurately followed the command signal except at 2 Hz, where there was a small phase lag; the response phases at this frequency were suitably corrected. The number of cycles (N) in each stimulus was varied from 2 at the low end of the frequency spectrum to 256 at the high end.
The analysis was based on N -1 cycles, beginning one-quarter cycle after the start of the sinusoidal stimulus. For the higher frequencies (f > 0.1 Hz), an equal number of CW and CCW rotations were presented and the corresponding results included in the average. A Fourier analysis was also used to compute total nonlinear distortion and the higher harmonics of the response. If the unit's discharge was silenced during a portion of the sine-wave cycle, conventional Fourier techniques were replaced by a nonlinear regression scheme which fit the response to a sine wave clipped at zero discharge. Background discharge rates were obtained from the 20-s periods immediately preceding and following the sinusoidal stimulus.
Besides centrifugal force, two other linear forces and an angular acceleration are present. Otolith neurons do not respond to angular accelerations (see ref 16). Gravity should not be important since it is constant and, further, was usually directed near perpendicular to the plane of the corresponding macula. A time-varying tangential linear force is also present and can affect the results. For frequencies f s 0.1 Hz, the amplitude of the tangential force amounts to less than 1.5% of AK This magnitude increases in proportion to f; at 2.0 Hz the value is 29%. The influence of the tangential force was minimized in two ways. First, the alignment procedure places the tangential force vector nearly orthogonal to the unit's polarization vector. Second, for frequencies greater than 0.1 Hz, the analysis was based on the averaged response to CW and CCW rotations. Changing the rotation direction results in a 180" phase shift of the tangential force, but does not affect the centrifugal-force profile. Hence the fundamental component (and other odd harmonics) of the tangential-force response should, if linearity is assumed, be canceled in the average. Evenharmonic components will not be eliminated.
For most units, sinusoidal stimulation was begun only after the adaptive properties of the neuron had been studied with long-duration force trapezoids (see ref 10) having force plateaus of 60 or 90 s. The background velocity was 90'1s (= 0.077 g), the peak velocity 36O"ls (= 1.23 g). Force transition periods (T2 and T4) I were 5 s. Next the sine-wave responses obtained in the excitatory and inhibitory positions were compared; a single frequency, usually 0.1 Hz, was used. Several sine-wave frequencies were then presented; for each frequency, the force variation hF was maximum. Observations were first made in one (usually the excitatory) position and then in the other position. In some units, the effects of varying sine-wave amplitude were investigated at a single frequency, usually 0.1 Hz. Finally, an attempt was made to study the responses to changes in rate of force application. A sequence of short-duration force trapezoids was given. The background velocity was 9O"/s (= 0.077 g) and the peak velocity was held constant at 1800/s (= 0.31 g). Responses were compared when the force-transition periods (T2 and T4) were changed from 0.5 to 5 s. The other periods (Tl, T3, and T5) were always 5 s. Responses were averaged for several successive stimulus presentations; half of these were in the CW direction, half in the CCW direction.
RESULTS
The responses to sinusoidal stimulation depend on the regularity of discharge patterns It will be convenient to term sine waves applied when the centrifugal-force and the unit's polarization vectors were parallel as "excitatory," those presented when the vectors were antiparallel as "inhibitory." For either stimulus, the portion of the sine wave leading to increased firing is referred to as the excitatory half-cycle, that resulting in decreased firing as the inhibitory half-cycle. During excitatory sine waves, the ex- Pattern of response to sinusoidal stimulation Figure 1 illustrates a typical response to sine waves. The amplitude reaches near-maximal values during the first cycle and remains more or less constant as stimulation continues. Following the stimulus, discharge promptly returns to background levels. Only one neuron, an irregular unit, did not conform to this pattern; here the response amplitude, rather than remaining constant, declined as stimulation was prolonged.
Comparison of responses to excitatory and inhibitory sine waves
Sinusoidal force variations were superimposed on a constant background force (F. = 0.46 g) and this will bias the otolith organ in an excitatory or inhibitory direction with respect to the unit's polarization vector. Bias effects were studied in both regular and irregular units.
In regular units, the response to excitatory sine waves was almost always larger than the corresponding inhibitory response. An example is provided by Fig. 2 . In the excitatory position ( Fig. 2A) the biasing force increased the discharge from a resting value of 38 to 52 spikes/s. The background discharge in the inhibitory position was 30 spikes/s ( Fig. 2B ). Correlated with the change in background discharge, there was a twofold variation in the gain of the sine-wave response. The gain variation was independent of sine-wave amplitude ( Fig. 2A and B , insets).
The bias effects observed in regular units can be explained in terms of response asymmetries, I  I  I  I  I  I   I   I  I   0   I   2  3  4  5  6  7  8  CYCLES   FIG. 1.
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Response histogram, excitatory sine wave, unit2044 (SN, regular). Stimulus frequency, 0.0996 Hz; AF = 0.4 g. Abscissa in sine-wave cycles. Each cycle begins with an inhibitory half-cycle. &ring stimulus, 20 bins/cycle; before and after stimulus, l-s bins. . Curves, best-fitting sine waves centered around background discharge. Insets: gain (spikes/s-g) and phase (deg). similar to those seen during maintained forces citatory biases, rather than increasing the re-(see ref 10). The steady-state input-output func-sponse amplitude, decreased it. An extreme tion can, in the t 1 g range, be described by the example may be cited. Unit 223-25 had a backequation ground discharge of 97 spikes/s in the excitatory r = s(F + aF2)
(3) position and 67 spikes/s in the inhibitory position. In response to O.l-Hz, 0.4-g sine waves, where r is the response to a force F, s a sensitiv-the inhibitory gain was 162 spikes/s-g, the exity factor, and a! an asymmetry coefficient. Sub-citatory gain only 56 spikes/s-g. stitution of F+ = AF cos ot t F. leads to re-Biasing had only small effects on response sponses whose fundamental components have phase. For regular units, inhibitory responses amplitudes A, = s AF( 1 t 2&-,). The plus and typically exhibited phase advances of O-8" when minus signs refer, respectively, to excitatory and compared to excitatory responses (cf. Fig. 2A inhibitory sine waves. The bias ratio p = (A+ -and B, insets). No systematic phase effects were A-)/A should equal 4&,; A = (A+ + A-)/2 is seen in irregular units. the average amplitude. The empirical relation between p and 4aFo is plotted in Fig. 3 and Response and sine-wave amplitude confirms expectations.
Sine-wave amplitude (AF) was varied in 13 Quite different results were obtained in irreguregular units, usually in the range from 0.4-O. 1 g; lar neurons. In 10 of 16 units (Fig. 3 , open cirno consistent trends were observed in either gain cles), bias effects were small (IpI < O.2), even or phase. In 4 of 5 irregular units, gain increased though the biasing forces caused changes in as AF decreased; the average gain enhancement background discharge comparable to those seen for the fourfold intensity variation was 16% in regular units. Further, 5 of the remaining 6 (range: -5 to + 3 1%); phase effects were negligiunits showed reversed bias effects. Here, exble. 
Distortion analysis
Most units exhibited an asymmetric distortion (cf. Fig. 2 ), the response during the excitatory half-cycle being larger than that during the inhibitory half-cycle. One consequence is that the average discharge rate during sinusoidal stimulation is higher than background levels. Two distortion figures are useful. The first, the unrestricted distortion, reflects deviations of the response from the best-fitting sine wave whose mean value is equal to the average discharge rate and, hence, only involves harmonics of the fundamental frequency. The other, the restricted distortion, also includes the distortion introduced by the shift in DC level. Table 1 summarizes the distortion analysis for units meeting two criteria. First, the differences in background discharge, measured before and after sinusoidal stimulation, had to be less than 10% of the amplitude of the fundamental component. Second, discharge could not be silenced during the inhibitory half-cycle. The frequency (0.1 Hz) was chosen so that the tangential force was negligible (see METHODS) .
As seen in the table, the response distortion of regular units was greater during inhibitory, as compared to excitatory, sine waves. No such difference was observed for irregular units and, when both excitatory and inhibitory responses were available, the two distortion figures were averaged. The asymmetric nature of the distortion is reflected, for both classes of units, by the prominence of a positive DC component and by a large secondharmonic product.
The distortion seen in regular units can be related to the asymmetries observed in the response to constant forces. In equation 3, setting F, = AF cos ot t F. results not only in a fundamental component, but also a DC component and a second harmonic both having amplitudes s ~U7*/2. The ratio between the amplitudes of either distortion product and the fundamental should, according to equation 3, be (AC&L = (A,/A,), = aAFl[2(1 +: 2 CYFO)] (4) As expected (Fig. 4) , there is a positive correlation between either of the ratios (AJA,), and ar and also fair agreement between the empirical points and the curves derived from equation 4. No such relationships were demonstrable for the DC components, possibly because of the uncertainty (as much as 10%) in estimating A0 during sinusoidal stimulation. The theory, based on equation 4, explains the dominance of the DC and second harmonic components and also accounts for the larger percent distortion observed in response to inhibitory sine waves. One discrepancy should be noted. The equation predicts DC distortions of approximately 5 and 8%, respectively, for excitatory and inhibitory sine waves. The values are' roughly half those actually observed (see Table 1 ). and response asymmetries (cy) obtained from force trapezoids. Excitatory (0) and inhibitory (0) sine waves. Curves based on equation 4.
Of the nine irregular units included in Table 1 , six showed only small bias effects. The remaining three units were characterized by reversed bias effects; response asymmetries were, however, typical in that larger responses were observed during the excitatory half-cycle. The unit exhibiting the largest reversed bias effects (unit 223-25) did not meet the criteria for inclusion in the table. Despite this, it was clear that responses were larger during the inhibitory halfcycle.
Gain and phase as a function of frequency
A frequency-domain analysis indicates that the response of regular units is predominantly tonic, that of irregular units more phasic.' Figure  5 presents Bode plots for a regular and an irregular unit. The gain curves for the regular unit ( Fig.  5A ) are relatively flat. Phase hovers near zero, small phase leads at low frequencies being replaced by somewhat larger phase lags at high frequencies.
The irregular unit (Fig. 5B ), in contrast, shows a large gain enhancement and phase leads of 20-40'. The gain enhancement and phase leads cannot be simulated by a first-order velocity-sensitive operator, HV = 1 + 7,s. In particular, the gain curve has a slope closer to one-half than to unity and the phase leads do not approach 90'. Table 2 compares averaged data for groups of low frequencies and to the increase in gain obregular and irregular units. In most respects, tained on going from DC to 0.006 Hz. The last results are similar for excitatory and inhibitory term HM = l/(1 + rMs) is a first-order lag sine waves and resemble those obtained from operator and may reflect the mechanics of individual units. There is, on average, an M-fold otolith motion. In any case, the lag term acgain enhancement in irregular units, only a two-counts for the high-frequency phase lags obfold enhancement in regular units. The average served in regular units and for the fact that the DC gains for the two groups are nearly identical.
high-frequency phase leads seen in irregular Sinusoidal gains are larger for irregular units and units are usually smaller than would be predicted the difference between groups becomes more solely from the fractional velocity operator. Four conspicuous, the higher the frequency. Consis-of the parameters (k V, kA, TA, and 71M) were estitent phase differences between groups are also mated by a computer program which provided at apparent. The average phase curves for regular least-squares to fit to the empirical points. Limunits may be taken as representative. The corre-itations included the following: 0 G k v S 1; k A 2 sponding curves for irregular units may be mis-0; 0 < TA < 200 s; and TM2 0. The fifth parameter leading in suggesting that phase is more or less rV was varied in successive calculations from 5 to constant throughout the spectrum. For some ir-320 s in seven steps. Almost equally good fits regular units (cf. Fig. 5B ), the phase lead sys-were obtained for any value of rV in this range, tematically varied as a function of frequency.
the reason being that large variations in rV can be Such variations are obscured in the averaged compensated for by small (and oppositely dicurves, largely because no consistent patterns rected) variations in k,. All of the calculations to were seen in the shapes of the individual curves.
be cited were performed with 7V = 40 s. The Bode plots for individual units were fit to a transfer function
The curves in Fig. 5 were derived from equatiovt 5 and provide fair approximations to the data. The differences in the Bode plots for the regular (Fig. 5A ) and the irregular unit ( Fig. 5B) can be simulated by varying k D, the exponent of the fractional velocity operator. The values of TM were similar for the two units and, in both cases, the adaptation operator was ineffective (k, = 1).
The approximations obtained from equation 5 were usually as good as those illustrated in Table 4 ) were such information for regular and irregular units. unusual in that the adaptation operator was The values of k V are uniformly larger for the characterized by values of kA considerably smalirregular units. A similar, though less consistent, ler than unity. This reflects the fact that lowtrend is seen in the values of k A. Estimates of 7-A frequency phase leads were 10-H' smaller than are reliable only when the adaptation operator is predicted by the best-fitting fractional velocity effective (i.e., when kA deviates from unity). If operator. Further, the low-frequency gains, inwe consider only those units where k, > 1 S, cluding the DC gains, were substantially larger estimates of ?A fall mainly in the range from 50 to than predicted. The high-frequency behavior of 150 s. The time constant TM typically has values the units was unexceptional. Interestingly, these of 5-30 ms.
were the only two units in the present sample to 
7E-F).
Comparison of tim domain analyses e-dom ain and frequency-Equation 5 was used to provide theoretical responses to force trapezoids. Parameters used in the calculations were, with the exception of the DC gain, derived from Bode plots (Tables 3  and 4 ). The DC gain was adjusted so as to provide best fits to empirical responses. The results for one unit are presented in Fig. 6 . There is good agreement between the calculated and observed responses to long-duration trapezoids. The one discrepancy involves the time course of the response decline during the excitatory force plateau. A good correspondence is also seen when short-duration trapezoids are considered (Fig. 7) . Here the only obvious discrepancy occurs during the secondary response accompanying the more abrupt force transition (Fig. 7A ).
Similar results were obtained in most neurons. The predicted response profiles for both longand short-duration trapezoids came close to those actually observed, as did the required DC gains. The two units exhibiting delayed adaptation require special mention. The simulated responses to long-duration trapezoids, rather than showing delayed adaptation, were typical. The calculated response decline began promptly once the maximum force was reached and ='] A i\ slowed as the force was maintained. For the latter units, then, the dynamic formulation represented by equation 5 is inadequate. By the same token, the equation provides a reasonable approximation to the dynamic behavior seen in the great majority of units.
DISCUSSION

Etiology of response dynamics
The response dynamics of peripheral otolith neurons can be compared to expected mechanical behavior of the otolithic membrane. De Vries (7) measured the displacement of the large saccular otolith of the ruff. He concluded that the mechanics could be described as a critically damped second-order system with a resonant frequency of 50 Hz. The mammalian otoliths, given their smaller size, should have a higher resonant frequency, possibly near 400-500 Hz (15, 19) . If the afferents' discharge simply reflected the mechanics, then gains should be nearly constant in the frequency range studied ,here. Small phase lags might be anticipated; their magnitude would depend on the degree of damping. To a certain extent, regular units confirm these expectations. Gain curves are relatively flat. Phase lags are seen at higher frequencies and these can be simulated by a firstorder lag element with a corner frequency of about 10 Hz. Assuming that the phase lags reflect the mechanics of the end organ, the motion would be more heavily damped than was envisioned by de Vries. Table 4 . Assumed excitatory and inhibitory DC gains, respectively, 23.5 and 19.4 spikes/s-g. Table 4 . Assumed DC gain, 3 1.8 spi kesls-g .
Even in regular units, though there are discrepancies from a simple mechanical formulation. The discrepancies become more conspicuous in irregular units. The differences between the presumed displacement of the otolithic membrane and the afferents' response may, in part, reflect the mechanical linkages between the sensory-hair bundles and the membrane. Recent studies suggest that the sensory-hair bundles are not rigidly embedded in the membrane, but rather are enclosed in a fluid-filled meshwork located between the membrane and the sensory epithelium (8, 18, (22) (23) (24) 37) . Motion could be imparted to the hairs either by their making direct contact with the meshwork or indirectly by viscous coupling through the fluid. Variations in response dynamics may reflect the extent of direct and indirect coupling. The present study, as well as previous work in semicircular canals (4, 13, 33) , demonstrates that irregular units have more phasic response characteristics than do regular units. Other evidence (11, 42) indicates that the irregular units correspond to thick afferents which innervate the type I hair cells in the striola. Consistent with the physiological results, Lindeman et al. (23, 24) have observed regional variations in the morphology of the hair bundles and of the otolithic membrane which suggest that the coupling is looser in the striola than in more peripheral parts of the macula. also influence the afferent's response dynamics.
Here studies involving galvanic polarization are relevant. Applied currents probably affect afferent discharge by direct action on postsynaptic terminals or, indirectly, by changing the depolarization of hair cells. Lowenstein (26) found, in the ray, that afferents can show adaptation when galvanic currents are applied. We have made similar observations in the squirrel monkey (unpublished observations) and have noted a correlation between the degree of adaptation show-n-by a particular afferent in its response to natural and electrical stimulation. In contrast, Lifschitz (21) found that canal afferents in the pigeon adapt more rapidly to caloric stimulation than they do to polarization; the difference may reflect the additional dynamics introduced by mechanical stages of the transduction process. The results are hardly definitive. They do suggest, nevertheless, that a detailed comparison of the response to galvanic and natural stimulation may help in assessing the contributions made by the various transduction stages to the filtering process interposed between the motion of the cupula or otolithic membrane and the discharge of the afferent.
Later stages of the transduction process may
It might be supposed that the aforementioned filtering process was similar in the semicircular canals and otolith organs. In our previous studies in the squirrel monkey (9, 13), the response of canal afferents was found to deviate in by 10.220.33.3 on November 2, 2016 http://jn.physiology.org/ Downloaded from AND J. M. GOLDBERG two ways from the mechanics of the cupulaendolymph system. One was a low-frequency adaptation, the second a high-frequency gain enhancement and phase lead. The latter was interpreted as indicating that canal afferents were sensitive both to cupular displacement and the velocity of the displacement. Qualitatively similar effects are seen in the response of otolith neurons. The major difference involves the high-frequency or velocity-sensitive effect. For the canals, the effect was essentially confined to frequencies above 0.1 Hz and could be simulated by a first order operator, 1 + TVS. The effect for the otolith organs had a broader frequency representation. More importantly, a fractional operator had to be invoked. Such an operator also describes aspects of the response dynamics of canal afferents in other species (6, 33) and also presumed otolith-related central neurons (34). Possible physical interpretations of the operator have been reviewed (12, 40) .
Response nonlinearities
The response asymmetries seen in regular units have simple characteristics. Excitatory and inhibitory Bode plots are similar save for their DC gains (Table 3 ). Along the same line, the responses to excitatory and inhibitory force trapezoids usually parallel one another (10). Bias effects ( Fig. 3 ) and, to a lesser extent, sinusoidal distortion products (Fig. 4) can both be described in the context of equcltion 3. The observations suggest that the asymmetries can, for the most part, be simulated by a static (zero-order, memoryless) nonlinearity.
Such a simple formulation will not account for the nonlinearities seen in irregular neurons since, for these units, static and dynamic asymmetries may be quite different w .
Response dynamics and overall function of vestibular system
There have been several studies of the oculomotor responses to sinusoidally varying linear forces. The responses, which presumably depend on the activation of otolith organs, include ocular counterrolling (20), the sinusoidal component of barbecue nystagmus (2, 3, 5, 38, 39) , and the nystagmus produced by sinusoidal acceleration through the interaural axis (30).
Sinusoidal gains are constant or show a highfrequency enhancement.
Constant phase relations are commonly reported, though here counterrolling data (20) may be exceptional. The results are, by and large, consistent with the response dynamics of peripheral otolith neurons. In a previous paper (9) we suggested that the gain enhancement and phase leads seen in irregular canal neurons might serve to compensate for the dynamic loads represented by various reflex pathways. The notion receives some support from analyses of the canal-related vestibuloocular reflex (35, 36) . It remains to be seen whether similar mechanisms are important in the operation of otolith-related pathways. Some insight into the functional significance of dynamic otolith responses comes from a consideration of the perceptual events accompanying changes in linear forces. The problem has been discussed by Guedry (17) . He points out that quite different perceptions arise when a subject I) is tilted from one position to another, and 2) experiences horizontal linear oscillations.
During horizontal oscillations, tilt sensations are attenuated and the dominant sensation is one of movement. This is so even though the resultant of gravity and the horizontal inertial force is rotating relative to the subject's head. From a physiological viewpoint, horizontal oscillations could be distinguished from dynamic tilts because the latter involve activation of semicircular canals. Static tilts could, in a similar vein, be distinguished from horizontal oscillations by a comparison of the predominantly phasic responses of irregular otolith neurons and the predominantly tonic responses of regular neurons. The ideas, though speculative, are of interest because they suggest the need for coordination of different kinds of otolith inputs, as well as the integration of information arising from the semicircular canals and otolith organs. 
