I. INTRODUCTION
WHEN assessing the value of different parental lines in plant breeding work on plants which are normally cross-fertilised, the device of making all possible reciprocal crosses and comparing the progeny of these crosses is often of value.
The analysis of the data obtained in such a set of reciprocal crosses can be carried out by an adaptation of the analysis of variance technique. This adaptation, analogous to those appropriate to the This particular set of crosses is complicated by the fact that, in addition to nearly complete self-sterility, certain groups of sibs (2, 3, 7, ii), (i, , 8, 9, io), and (12, 4) derived from a number of replicated plots. The Y's denote the marginal totals of they's.
It is apparent that the direct comparison of Y1., Y2., . . . will not give valid estimates of the differences between the male parents, since one female parent is missing from each total. Y1., for example, does not contain progeny from female parent i.
Efficient estimates can be obtained by the method of least squares, fitting constants for the effects of the male and female parents. (See, for example, Yates (13).) Let there be k parents of each sex, and let the constants be Mean: m.
Male parents : a1, a2, a3, . .
Female parents : b1, b2, b3, . . .
We then have Y12 = m+a1+b2+ 612, etc.,
where j2' etc., are residuals the sum of whose squares is to be minimised.
The least square equations are as follows :-
(k-i) (m±b1)+a2+a3+ . . .
=Y.1
From these equations, using the identities S(a) =0, S(b) =o, we have m=9
The analysis of variance is shown in table 3, dev2y being used to denote the sum of squares of deviations of all they's from their mean. This form of analysis is based on the assumption that the effects of the parents, male and female independently, are additive, and that any departures from this additive law are random and independent. If the y's are themselves each derived from a number of replicated plots the remainder term may be compared with the experimental error obtained from an ordinary analysis of these replicates. This comparison will indicate whether there is any departure from the additive law.
The above analysis may be extended in two ways. In the first place, since the effects of the male and female parents of the same line are likely to be similar, we may recast the analysis so as to estimate the average effects of a parent of a particular line (male or female), and the differential effects of the male and female parents of that line. There may, for example, be evidence that the progeny of line i are superior to those of other lines, but no evidence that this superiority is more marked for the male or female parent of this line. In the second place, there may well be some similarity between both reciprocal crosses of a pair of parents, either due to some degree of incompatibility or to some specially favourable conjunction of genes.
In this event the y's which are diagonally opposite one another, YI and Y21 etc., will be more closely correlated than the y's not so related. This point may be investigated by subdividing the remainder degrees of freedom in the above analysis into those derived from contrasts of the sums of pairs of diagonally opposite values, and those derived from contrasts of the differences of such pairs.
Since the estimates of the combined effects of male and female parents of each line are derived solely from the sums of diagonal pairs, and the differences between male and female parents solely from the differences of diagonal pairs, the whole analysis splits into two parts, one based on the sums, and the other on the differences.
The sums and differences of the diagonal pairs can be set out in two tables of the form given in table 4. The least square equations are:
etc.
d1=V1 etc.
Thus, as we should expect, c1=a1+b1 and d1=a1-b1, etc. It will be noted that the difference between the effects of different male parents is given by the differences of the quantities (c+d), and of female parents by the differences of (c-d). If the differences between male and female parents can be neglected the parental effects (male or female) are measured by the quantities c. Thus, under these circumstances, the expected difference between the cross with parents i and 2, and the cross with parents i and 3, is (c2-c3) ; that between the crosses with parents i and 2, and with parents 3 and 4, is
The analysis of variance now splits into two parts, as shown in table 5. The extra factor of has been introduced into the sums of squares to bring them to units of a single entry of table 2.   TABLE 5 Analysis of variance of sums and dflrences of diagonal pairs
The contrast between the mean squares for remainder (a) and remainder (b) will indicate whether there is any significantly greater T Degrees of freedom Sum of squares 
the appropriate estimates of cr and c4 being obtained from the analysis of variance, and the factor 2 being introduced because each value of sets of marginal totals are orthogonal, and provide estimates of the differences between parents, male and female independently. The corresponding totals may be added to provide estimates of the differences between parents averaged over both sexes, and subtracted to provide estimates of the differential effects of the two sexes.
The possibility of the existence of greater similarity between reciprocal crosses can best be tested by the procedure of section 2, omitting the progeny of selfed parents. The inclusion of the selfed matings in this analysis introduces additional complications, and would add little to the information provided by the partial analysis.
SELF-STERILITY WITH MUTUALLY INCOMPATIBLE GROUPS
If certain groups of parents are mutually incompatible the general procedure of section 2 can be followed, though the solution is somewhat more complicated, owing to the fact that all comparisons will not be of the same accuracy. The least square equations, however, are still directly solvable. DATA FROM RECIPROCAL CROSSES 293 Let the k parents be divided into groups of p, q, r, . . . mutually incompatible parents, so that p+q+r+ . . . =/c, and denote the constants, etc., of the first group of parents by the suffixes pI,p2, .
with the convention that c1+c2+ . . . S (ct), etc.
The least square equations are .
.
Group q f(k-q)dqj--_S(dp)-S(d)-... =Vqj (q equations)
1.
• .
The c and d equations may be rewritten (/c-p) (m'+c1) -S(c) =U1
(k-q) (m'±cqj) __S(Cq) Uqi • (k_P)dpi+S(dp)=V;j It may be noted that since p+q+ ... = k K=k{I+kP+__+...}
The above equation gives the numerical value of m' (which will not in this case be exactly equal to twice the mean of the original values). By substitution for S (ct) and S (d) in equations (A) we also
It will be noted that the first of the original least square equations has not been used. This equation is redundant in virtue of the identity
The degrees of freedom and sums of squares in the analysis of variance are given in table 6, in which N = Mp(k-p) +q(k-q) + . . .}, the number of entries in the table of diagonal sums and differences. It will be noted that, since m' is not equal to the mean, it must be introduced explicitly in the sum of squares for the constants, and the ordinary correction for the mean deducted. The formuke for the standard errors of the differences of the c's and d's may be derived from the solution of auxiliary sets of equations in the manner followed in partial regression analysis. There are certain points of difference, however, which are of general recurrence in least square solutions of this type, and which will therefore be worth describing. For this description we will use the notation customarily adopted in regression analysis (with the exception that, to avoid confusion, the c's of this notation will be replaced by c"s). In this notation the regression coefficients b1, b2, ..., satisfy the equations b1S(x) +b2S(x1x2) + ... = S (x1y) b1S (x1x2)+b2S(x) 
where, as before, estimates of c4 are given by the remainder mean squares of the analysis of variance (table 6). These two expressions give the variances of the difference of any pair of parents in the same or in different groups.
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The same procedure may be followed for the diagonal differences. It will be found that V(d1-d2) = __-(2(4) V(dpi_dqj) = It can be verified that when p = q = i the expressions for V(c1 cqi) and V(d1 _dq1) reduce to the expressions already found for the case in which there is no group incompatibility.
ANALYSIS OF NUMERICAL DATA
We may now consider the analysis of the data of table i. In this case k = 12, p = 4, q = 5, r = 2, S = I, the parents in the four groups being sibs (2, 3, 7, ii), (i, , 8, 9, io), (12, 4), and (6) respectively.
The sums and differences of the diagonal pairs are shown in table a and table 7b, the incompatible crosses being omitted. The U and V totals, and S(U), and S(V), etc., are also shown in these tables. The sums of squares for parents in the analysis of variance are calculated as follows :-
The sum of squares of deviations of the values in the body of There is thus clear indication of differences between sibs, which have a certain degree of consistency over all compatible matings. There is some indication of differences in effect between pollen and ova of the same sib, though these differences, if they exist, are not large. The final results may be presented in a table of values of (c+d), (c -d), c and d, giving respectively the estimates of the average effects of the male parents, the female parents, the mean of male and female parents, and the difference of male and female parents. Examining the results of table 8 in detail, we see that five sibs, 7, 5, 9, 12 and 4, give decidedly better performance than average. The crosses between these sibs have picked out a good proportion of the high values of table 7a, but there are some remaining, in particular those between 4 and 2, between 4 and 6, between 9 and i i, between 9 and 6, and between i 2 and 8 of which one parent is a sib not in this group. Again, some of the crosses between the sibs of the top group, in particular those between 7 and 5, 7 and 9, and 9 and 4, have given values decidedly below expectation. These inconsistencies are, in part at least, a reflection of departures from the additive law. If it is desired to pick pairs of parents which may be expected to give high fertility, we should in these circumstances give some weight to the performance of the individual crosses as well as the performance of either parent separately. We should also perform the cross in the direction which the d value indicates is most favourable, e.g. in a mating between 5 and 12 we should use sib 5 as the female parent.
SUMMARY
The paper describes the analysis of data obtained in plant breeding work when all possible reciprocal crosses between different lines are made. The cases discussed are : self-sterility, no self-sterility, selfsterility with incompatibility within groups of lines. The last case is illustrated by a numerical example.
