This paper presents stronger methods of achieving perfect completeness in quantum interactive proofs. First, it is proved that any problem in QMA has a two-message quantum interactive proof system of perfect completeness with constant soundness error, where the verifier has only to send a constant number of halves of EPR pairs. This in particular implies that the class QMA is necessarily included by the class QIP 1 (2) of problems having two-message quantum interactive proofs of perfect completeness, which gives the first nontrivial upper bound for QMA in terms of quantum interactive proofs. It is also proved that any problem having an m-message quantum interactive proof system necessarily has an (m + 1)-message quantum interactive proof system of perfect completeness. This improves the previous result due to Kitaev and Watrous, where the resulting system of perfect completeness requires m + 2 messages if not using the parallelization result.
Introduction

Background and Motivation
mountable obstacle when seeking the possibility of QMA = QMA 1 , as the arguments in Ref. [Aar09] also lead to a quantum oracle that separates QCMA 1 from QCMA.
Quantum Merlin-Arthur proof systems may be viewed as a special case of more general quantum interactive proof systems, where the verifier and the prover may exchange messages using many rounds of communications. In their seminal paper, Kitaev and Watrous [KW00] showed that perfect completeness is achievable in quantum interactive proof systems. More precisely, with two additional messages, any quantum interactive proof system that may involve two-sided bounded error can be transformed into another quantum interactive proof system that has one-sided bounded error of perfect completeness. This in particular implies that QMA ⊆ QIP 1 (3), where QIP 1 (3) is the class of problems having three-message quantum interactive proof systems of perfect completeness. Unfortunately, QIP 1 (3) is already so powerful that it includes PSPACE [Wat03] (actually, QIP 1 (3) = QIP = PSPACE [KW00, JJUW11] , where QIP denotes the class of problems having general quantum interactive proofs). Accordingly, this only gives a weaker result for the upper bound of QMA, as QMA is known to be inside PP [KW00, Wat00, MW05] (in fact, a slightly stronger bound QMA ⊆ A 0 PP = SBQP is known [Vya03, Kup09] ).
Our Results and Their Meaning
This paper presents new general techniques to transform quantum interactive proof systems into those of perfect completeness, which increase the number of messages by just one. Our first result states that any problem in QMA has a two-message quantum interactive proof of perfect completeness.
Theorem 1. QMA ⊆ QIP 1 (2).
Here QIP 1 (2) is the class of problems having two-message quantum interactive proof systems of perfect completeness (with negligible soundness error). This gives the first nontrivial upper bound of QMA in terms of quantum interactive proofs, which has no relation known to the existing upper bound A 0 PP = SBQP. Note that the inclusion QMA ⊆ QIP(2) is indeed trivial for the two-sided error class QIP(2) of two-message quantum interactive proofs, but the inclusion here is by the one-sided error class QIP 1 (2) and is nontrivial to prove.
In fact, we prove a much stronger result, which arguably steps towards settling the QMA versus QMA 1 question. Namely, we show that, to achieve perfect completeness with constant soundness error, the verifier in the two-message quantum interactive proof system has only to send a constant number of halves of EPR pairs to the prover. Or in other words, any problem in QMA has a quantum Merlin-Arthur proof system of perfect completeness with constant soundness error, in which Arthur and Merlin share a constant number of EPR pairs a priori. More formally, let QMA k-EPR (c, s) denote the class of problems having quantum Merlin-Arthur proof systems with completeness c and soundness s, where Arthur and Merlin initially share k EPR pairs. Then we have the following containment.
Theorem 2. For any constant s ∈ (0, 1], there exists a constant k ∈ N such that
Theorem 1 is an immediate consequence of Theorem 2, as one may view quantum Merlin-Arthur proof systems with shared EPR pairs as a special case of two-message quantum interactive proofs where the verifier first generates the EPR pairs and sends halves of them to the prover (and the parallel repetition of two-message quantum interactive proofs works perfectly [KW00] ). Theorem 2 nevertheless appears to be much stronger than Theorem 1 since it shows that perfect completeness is achievable with just one additional message of a very restricted form (a constant number of halves of EPR pairs). To see this, let QMA const-EPR be the class of problems having quantum Merlin-Arthur proof systems with a constant number of prior shared EPR pairs that may involve two-sided bounded error, and let QMA
Organization of This Paper
Section 2 gives a high-level explanation of how Theorem 2 (i.e, the inclusion QMA ⊆ QMA
const-EPR 1
) is proved. Section 3 presents an overview of the proof of Theorem 4 (i.e., the inclusion QIP(m) ⊆ QIP 1 (m + 1)). Section 4 provides basic notions and definitions that are used in this paper. Section 5 rigorously describes and analyzes the basic procedure called REFLECTION PROCEDURE, which is the fundamental technical tool throughout this paper. Section 6 then gives a full proof of Theorem 2. Finally, Section 7 proves the results on general quantum interactive proofs.
Proof Idea of Theorem 2
The purpose of this section is to give a high-level description of our construction that proves Theorem 2 (the inclusion QMA ⊆ QMA
const-EPR 1
). We first describe the main idea in Subsection 2.1 and a simple protocol for a very special case. Then we explain in Subsection 2.2 how to make this simple protocol robust against any cheating strategy, by introducing additional tests. Finally, in Subsection 2.3, we present our complete protocol.
Underlying Ideas
For an input x, let V x denote the verifier's quantum circuit in the original QMA proof system. The operator V x acts on two quantum registers, one register A corresponding to the verifier's work space and another register M corresponding to the space that stores the witness from the prover. Let p x denote the maximum acceptance probability, over all possible witnesses, of the verification procedure. From the definition of the class QMA one can assume that, for every yes-instance x it holds that p x ≥ 1/2, and for every no-instance x it holds that p x ≤ 1/3. As pointed out by Marriott and Watrous [MW05] , the maximum acceptance probability p x of V x over all possible witnesses is the maximum eigenvalue of the Hermitian operator
where Π init is the projection onto the subspace spanned by states in which all the qubits in A are in state |0 , and Π acc is the projection onto the space spanned by the accepting states.
Reflection Procedure
The basic idea of our protocol is to simulate a procedure that we call REFLECTION PRO-CEDURE, presented in details in Section 5. Roughly speaking, this procedure is viewed as performing a part of amplitude amplification [Gro96] on the original verification procedure, and is quite similar to the so-called quantum rewinding technique [Wat09b] , the underlying idea of which dates back to the strong amplification method for QMA due to Marriott and Watrous [MW05] . Not surprisingly, our REFLECTION PROCEDURE can be analyzed in a way similar to the case of the strong amplification method for QMA due to Marriott and Watrous [MW05] . We refer to Figure 1 for a presentation of this procedure specialized to the case of QMA proof systems (a more general description of the procedure will be given in Figure 3 in Section 5).
The REFLECTION PROCEDURE has access to the unitary transformation V x , receives a quantum state in register M, and has the following property:
1. If M x has an eigenvalue 1/2, then there exists a quantum state in M such that the procedure accepts with certainty.
2. If M x has no eigenvalue in the interval ( 1 2 − ε, 1 2 + ε), then for any quantum state in M given, the procedure rejects with probability at least 4ε 2 .
REFLECTION PROCEDURE
1. Receive a quantum register M. Prepare |0 in each of the qubits in a quantum register A. Apply V x to the state in (A, M).
2. Perform a phase-flip (i.e., multiply −1 in phase) if the state in (A, M) belongs to the subspace corresponding to the projection Π acc .
Apply V †
x to (A, M).
4. Reject if the state in (A, M) belongs to the subspace corresponding to Π init , and accept otherwise. This procedure would then enable us to transform the original QMA proof system into another QMA proof system with perfect completeness if we had exactly p x = 1/2 for any yes-instance x. This nice property on the completeness of course does not necessarily hold in general.
We mention that the REFLECTION PROCEDURE is actually slightly superior to the original quantum rewinding technique (for the purpose of achieving perfect completeness) in that it requires just two applications of V x (more precisely, one application of V x and one application of V † x ), instead of three. This property will be crucial for our analysis since the REFLECTION PROCEDURE will ultimately be applied to a modified version of V x that cannot be implemented directly by the verifier without the help of the prover.
Simple Protocol when p x is Known In general, we only know that p x ≥ 1/2 for a yes-instance. Assume that the verifier can apply the matrix
acting on one qubit, where q is such that 0 ≤ q ≤ 1 and p x q = 1/2 (the value of q depends of course on the input x). Then, by performing in parallel the original verification test (which succeeds with probability p x ) and an additional test that applies W q on a single qubit in the initial state |0 and measures it, we obtain a new verification procedure that accepts the input with probability exactly p x q = 1/2 (where the new condition for acceptance is that the original test accepts and the additional single qubit contains 1). In particular, such a unitary transformation W q always exists for any yes-instance x, and thus, this could achieve the perfect completeness if the verifier knew the probability p x ≥ 1/2. The Hermitian operator corresponding to the case of applying in parallel these two tests can be represented by
which has 1/2 as an eigenvalue for a yes-instance x. Moreover, it can be easily shown that, on a negative instance, the eigenvalues of this Hermitian operator are bounded away from 1/2. Thus, the REFLECTION PROCEDURE applied to the new verification test V x ⊗ W q transforms the original system into a perfect completeness system. This protocol of course works only when the verifier can apply W q .
Reflection Simulation Test and Distillation Procedure
The main problem with the protocol described above is that the verifier does not know in general the probability p x , and is then not able to apply W q . Informally, our basic idea to overcome this difficulty consists in asking the prover to send, along with the witness |w of the original proof system, the unitary transformation W q to the verifier, where p x q = 1/2. Concretely, this is done by asking the prover to send two copies of the Choi-Jamiołkowski state associated with W q , denoted by |J(W q ) and defined as follows:
where
. By an analysis similar to the case of quantum teleportation, one can see that the state |J(W q ) can be used to simulate one application of the unitary transformation W q to any quantum state of a single qubit in a probabilistic manner; the application succeeds with probability 1/4, and we know whether it succeeds or not.
Let us denote by M the register that is expected to contain the witness |w , and by S 1 , S ′ 1 , S 2 , and S ′ 2 the four single-qubit registers that altogether are expected to contain the two copies of the Choi-Jamiołkowski state. On a yes-instance, an (honest) prover will then send the state
. With this state given, the verifier can simulate the desired QMA system with underlying verification procedure V x ⊗W q with success probability (1/4) 2 = 1/16 (note that W † q = W q , and thus, one copy of |J(W q ) is used to simulate the application of W q , and another copy of it is used to simulate the application of W † q ). In case where the simulation fails, the verifier systematically accepts by giving up the simulation to keep perfect completeness. This is the core idea of the procedure REFLECTION SIMULATION TEST described in Subsection 6.1.4, which is a key building block in our proof of Theorem 2.
In fact, we incorporate one more technique called DISTILLATION PROCEDURE, which is again based on the analysis of Ref. [MW05] , and makes the analysis of our complete protocol significantly easier. In general, one of the main difficulties when analyzing the soundness with the simulation of the REFLECTION PROCEDURE with the associated Hermitian operator M ′ x above is that one has to care about the entanglement between the witness part in M and the part for the Choi-Jamiołkowski states in S 1 , S ′ 1 , S 2 , and S ′ 2 . This could make the soundness analysis extremely hard, and in fact, the authors do not even know if the soundness can be proved without using the DIS-TILLATION PROCEDURE. The idea to settle this difficulty is that, instead of directly simulating the REFLECTION PROCEDURE above on a received state (that is expected to be a product state of a witness |w and two copies of the Choi-Jamiołkowski state), one first performs the DISTILLATION PROCEDURE twice in sequence on the witness part (i.e., M) of the received state to produce a situation where one can perform a much simplified version of the REFLECTION PROCEDURE that does not even need to receive a witness. This new REFLECTION PROCEDURE has a very nice property that it does not significantly change the behavior of the original REFLECTION PROCEDURE, and its associated Hermitian operator acts over a space of just four dimensions and has a much simpler form:
where p = p 2 x /(2p 2 x − 2p x + 1) and q = 1/(2p) (which is different from the value of q in the previous case with M ′ x ). More precisely, the two applications of the DISTILLATION PROCEDURE (described in Subsection 6.1.1) enable us to generate with high probability two identical copies of the single-qubit state
from a given witness |w (and one can know whether the generation of the two copies succeeded or not). The point is that, if the input were a no-instance, and the original soundness were very small, the generated state should be very close to |0 ⊗ |0 , and could be analyzed as if it were unentangled with other qubits. Note that one can easily transform |χ p into |J(W p ) , and thus one essentially obtains the desired two copies of the Choi-Jamiołkowski state corresponding to W p after the two applications of the DISTILLATION PROCEDURE.
Towards the Actual Protocol
The main problem of the strategy described in the previous subsection is of course that, on a no-instance, a dishonest prover may not send the prescribed state. Actually, for a dishonest prover who sends a state of the form |w ⊗ |J(W q ) ⊗2 , then no matter which state |w and no matter which value q the prover chooses, the soundness can be analyzed with a quite straightforward argument. The real issue lies in the case where a dishonest prover does not send a quantum state of the form |w ⊗ |J(W q ) ⊗2 , and especially when the state in (S 1 , S ′ 1 , S 2 , S ′ 2 ) is not a product state of two identical copies of a Choi-Jamiołkowski state.
To force a state in (S 1 , S ′ 1 , S 2 , S ′ 2 ) to be at least close to a mixture of two-fold products of an identical quantum state (which may be a mixed state), we modify the protocol so that we can use the finite quantum de Finetti theorem [KR05, CKMR07] . For this, the verifier now asks the prover to send not only two copies of |J(W q ) but a larger number of copies of it: |J(W q ) ⊗N where N is large but still a constant. The expected witness sent by an honest prover is then
sent by a prover in a general case may of course not be of the form above, if the prover is dishonest. After the two applications of the DISTILLATION PROCEDURE with M, the verifier permutes the N pairs of registers (S 1 , S ′ 1 ), . . . , (S N , S ′ N ) uniformly at random. This makes the state in (S 1 , S ′ 1 ), . . . , (S N , S ′ N ) symmetric (i.e., invariant under any permutation of the N pairs of reg-
, and thus the quantum de Finetti theorem guarantees that the reduced state in (S 1 , S ′ 1 , S 2 , S ′ 2 ) of the resulting state after random permutation must be close to some mixture of two-fold product states
Note that each state ξ j may not necessarily be a pure state, and is usually a mixed state. The SWAP TEST, performed additionally to this random permutation, will ensure that every ξ j must be actually close to some pure state. This is nevertheless not enough: we want to ensure that each ξ j is close to some Choi-Jamiołkowski state. To have this desirable property, we now assume that each pair of registers (S j , S ′ j ) initially contains an EPR pair, and that the verifier initially holds the registers S 1 , . . . , S N and receives only, additionally to M, the registers S ′ 1 , . . . , S ′ N as witness. This assumption is the only part where we need (a constant number of) shared EPR pairs, and removing it is the last obstacle that prevents us from proving the result QMA = QMA 1 . To make use of this assumption, we further device a test called the SPACE RESTRICTION TEST that restricts the Hilbert space corresponding to the registers (S 1 , S ′ 1 , S 2 , S ′ 2 ) in which the verifier expects to receive the copies of the Choi-Jamiołkowski state. The assumption of a constant number of prior-shared EPR pairs is then tactically used with this SPACE RESTRICTION TEST to finally ensure that each ξ j must be close to some legal Choi-Jamiołkowski state.
Final Protocol
The final protocol of the verifier in a QMA system of perfect completeness with a constant number of shared EPR pairs is given in Figure 2 . Actually, Figure 2 presents a slightly simplified exposition of our final protocol; the complete description will appear in Section 6 (see Figure 6 in the proof of Theorem 2).
Let us briefly describe the protocol step by step, focusing on what happens when the prover is honest. At the end of Step 1, i.e., just after receiving a witness from the prover, the state in (M,
. When none of the two executions of the DISTILLATION PROCEDURE fails in Step 2, the state in at the end of this step.
Step 3 just permutes the N pairs of registers (S 1 , S ′ 1 ), . . . , (S N , S ′ N ) uniformly at random, which does not change the state at all. The SPACE RESTRICTION TEST in Step 4 forces each of the two-qubit states in (S 1 , S ′ 1 ) and (S 2 , S ′ 2 ) to be in the subspace spanned by |Φ − and |Ψ + (as the state must be in this subspace if it is a product of the desirable Choi-Jamiołkowski states), which does not change the state either. Then the SWAP TEST in Step 5 never fails, since the registers (S 1 , S ′ 1 ) and (S 2 , S ′ 2 ) contain the identical pure state. Finally, Step 6 performs the REFLECTION SIMULATION TEST, which must result in acceptance with certainty, as the value q was chosen appropriately so that the associated Hermitian operator with this REFLECTION SIMULATION TEST has an eigenvalue exactly 1/2.
Rough Sketch of Soundness Analysis
Here we give a very rough sketch of the soundness analysis for a noinstance case. The rigorous analysis can be found in Section 6.
Without loss of generality, it is assumed that the original QMA system has soundness exponentially close to 0. Then, if none of the two executions of the DISTILLATION PROCEDURE fails, whatever witness has been received in Step 1, the state generated in (R 1 , R 2 ) after Step 2 must be exponentially close to
(and the probability that the DISTILLATION PROCEDURE fails is actually exponentially small in this case). This implies that the state in (R 1 , R 2 ) is almost unentangled with the state in (S 1 , S ′ 1 , . . . , S N , S ′ N ). As the random permutation in Step 3 makes the state in (S 1 , S ′ 1 , . . . , S N , S ′ N ) symmetric, from the quantum de Finetti theorem, the reduced state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) after Step 3 must be close to the state of the form
A key property is that the reduced state in (S 1 , S 2 ) is exponentially close to the totally mixed state (I/2) ⊗2 , which is guaranteed by the facts that each state in S j for j ∈ {1, . . . , N } was originally a half of the shared EPR pair, that the two executions of the DISTILLATION PROCEDURE disturbed the state by an amount at most exponentially small, and that the state (I/2) ⊗N in (S 1 , . . . , S N ) is invariant under random permutation. Now one can show that (stated here informally) if the probability of rejection is very small in the SPACE RESTRICTION TEST in Step 4 (otherwise the dishonest prover is caught with some reasonable probability in this
Step 4), the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) at the end of Step 4 is sufficiently close to a state of the form
where each ξ ′ j is a mixed state over the Hilbert space spanned by |Φ − and |Ψ + , while the SWAP TEST in
Step 5 requires that each ξ ′ j must be close to some pure state (otherwise the dishonest prover is caught with some reasonable probability in this Step 5).
Together with the fact mentioned above that the reduced state in (S 1 , S 2 ) was close to the totally mixed state (I/2) ⊗2 when entering Step 4, these two properties finally ensure that the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) at the end of Step 5 must be sufficiently close to a state of the form
where each W ± a j is equal to either W a j or ZW a j Z, with Z = 1 0 0 −1 . Notice that this is a mixture of desired states and their slightly different variants.
For each state of the form
however, we can easily show that the REFLECTION SIMULATION TEST in Step 6 rejects with sufficiently large probability (shown to be exactly 1/16) irrelevant to the value a j , and thus, the verifier can reject with probability close to 1/16 even when the verification procedure reaches
Step 6 with very high probability.
Proof Idea of Theorem 4
This section gives an overview of the proof of Theorem 4 (more precisely, of the formal statement of this result, Theorem 25), which proves the inclusion QIP(m) ⊆ QIP 1 (m + 1), for each m ≥ 2. For simplicity, here we assume that the number m of messages is odd (the case with even number of messages can be proved with essentially the same argument), and completeness and soundness are 2/3 and 1/3, respectively, in the original quantum interactive proof system. The basic idea is again to simulate the REFLECTION PROCEDURE associated with the original m-message quantum interactive proof system.
Fix an input x and the transformations of the prover P on x in the original m-message quantum interactive proof system. This time, we consider that the register M in the REFLECTION PROCEDURE described in Figure 1 contains all the qubits the prover P can access in the original system (i.e., all the private qubits of the prover and all the message qubits that are used for communications). We further consider that the register A contains all the private qubits of the verifier in the original system. Now, if we replace V x in Figure 1 by the unitary transformation U derived from the original quantum interactive proof system when the verifier communicates with P on input x, the REFLECTION PROCEDURE described in Figure 1 can be viewed as first applying U by performing a forward simulation of the communications with P , then applying a phase-flip with respect to the accepting states, and further applying U † by performing a backward simulation of the communications with P to confirm if the entire state does not go back to a legal initial state.
Hence, if there is a strategy for a prover that can convince the verifier with probability exactly 1/2 in the original system, then this specific REFLECTION PROCEDURE with such a prover must result in acceptance with certainty, from the property of the REFLECTION PROCEDURE. Fortunately, if the number m of messages is at least two, it is not hard for an all powerful prover to arbitrarily decrease the accepting probability, and thus, this essentially achieves the perfect completeness when the input is a yes-instance. On the other hand, for any no-instance, no prover can convince the verifier with probability more than 1/3. This implies that the above specific REFLECTION PROCEDURE must result in rejection with some constant probability (actually with probability at least 1/9), again from the property of the REFLECTION PROCEDURE. Therefore, this basically establishes a quantum interactive proof system of perfect completeness, as desired.
There are two problems in this construction. One is that a dishonest prover may not be so cooperative that a backward simulation forms U † as required (i.e., a prover may behave during the backward simulation differently from the inverse of what he/she behaved during the forward simulation). The other is that the number of messages increases from m to 2m − 1, and thus, it is less communication-efficient than the existing construction of achieving perfect completeness in quantum interactive proofs due to Kitaev and Watrous [KW00] .
Modified Reflection Procedure Both of the two problems mentioned above originate from the fact that the REFLECTION PROCEDURE involves one application of U and one application of U † . Now we modify the procedure so that it involves one application of U † only (and no application of U is required), which simultaneously settles both of the two problems.
To do this, at the beginning, one expects to receive a state just after
Step 1 of the REFLECTION PROCEDURE, and then performs on this state two tests, called REFLECTION TEST and INVERTIBILITY TEST, respectively, with equal probability without revealing which test the prover is undergoing. In the REFLECTION TEST, one simply performs Steps 2-4 of the REFLECTION PROCEDURE (i.e., one first applies the appropriate phase-flip and then applies U † ) to finish the simulation of it. In the INVERTIBILITY TEST, one apply just U † without performing the phase-flip and checks if the entire state does go back to a legal initial state of the original REFLECTION PROCEDURE. We call the resulting procedure the MODIFIED REFLECTION PROCEDURE, a precise description of which will be given in Subsection 7.1. The idea of making use of the INVERTIBILITY TEST originally appeared in Ref. [KKMV09] when achieving perfect completeness in quantum multi-prover interactive proofs, but the test was used only after the forward simulation of the protocol in their original construction, and was not for the purpose of reducing the number of messages.
As is clear from the construction above, the MODIFIED REFLECTION PROCEDURE requires only one application of U † as desired. Thus, the quantum interactive proof system that simulates this MODIFIED REFLECTION PROCEDURE involves only m messages as required (for an even m, it involves m + 1 messages, as the original system starts with a turn for a verifier, while the verifier in the constructed system needs to receive a witness before his/her first turn). Moreover, for any yes-instance, the honest prover clearly has only to cooperate with the verifier to perform the backward simulation of the original REFLECTION PROCEDURE and can convince the verifier with certainty. On the other hand, for any no-instance, the original REFLECTION PROCEDURE would have rejected with high probability, if the proper U † had been performed. Thus, if the backward simulation in the MODIFIED RE-FLECTION PROCEDURE were properly performed, the REFLECTION TEST of it could reject with high probability as it properly simulates the original REFLECTION PROCEDURE. In contrast, if the backward simulation were not proper in the MODIFIED REFLECTION PROCEDURE, then the INVERTIBILITY TEST of it would result in rejection with high probability, as it essentially forces the prover to perform a proper backward simulation of the original REFLECTION PROCEDURE. Indeed, as will be proved in Subsection 7.1, if one starts with a REFLECTION PRO-CEDURE that rejects with probability at least ε for every possible witness, the resulting MODIFIED REFLECTION PROCEDURE rejects with probability at least ε/4 no matter which witness is received (the proof of Proposition 30 essentially proves this). Hence, the soundness can be shown as well in the MODIFIED REFLECTION PROCEDURE.
Preliminaries
Throughout this paper, let N and Z + denote the sets of positive and nonnegative integers, respectively, and let Σ = {0, 1} denote the binary alphabet set. A function f : Z + → N is polynomially bounded if there exists a polynomial-time deterministic Turing machine that outputs 1 f (n) on input 1 n . A function f : Z + → [0, 1] is negligible if, for every polynomially bounded function g : Z + → N, it holds that f (n) < 1/g(n) for all but finitely many values of n.
Quantum Fundamentals
We assume the reader is familiar with the quantum formalism, including pure and mixed quantum states, density operators, measurements, trace norm, fidelity, as well as the quantum circuit model (see Refs. [NC00, KSV02], for instance). Here we summarize some notations and properties that are used in this paper.
For each k ∈ N, let C(Σ k ) denote the 2 k -dimensional complex Hilbert space whose standard basis vectors are indexed by the elements in Σ k . In this paper, all Hilbert spaces are complex and have dimension a power of two. For a Hilbert space H, let I H denote the identity operator over H, and let D(H) be the set of density operators over H. For a quantum register R, let |0 R denote the state in which all the qubits in R are in state |0 . As usual, denote the two single-qubit states in C(Σ) that form the Hadamard basis by
and the four two-qubit states in C(Σ 2 ) that form the Bell basis by
respectively. Let
denote the Hadamard and Pauli operators. For convenience, we may identify a unitary operator with the unitary transformation it induces. In particular, for a unitary operator U , the induced unitary transformation is also denoted by U . For a linear operator A, the trace norm of A is defined by
For two quantum states ρ and σ, the trace distance between them is defined by
and the fidelity between them is defined by
A special case of the trace distance is the statistical difference between two probability distributions µ and ν, which is defined by
by viewing probability distributions as special cases of quantum states with diagonal density operators. We will use the following important properties of the trace distance and fidelity.
Lemma 6. Let µ ρ and µ σ be the probability distributions derived from two quantum states ρ and σ, respectively, by performing an arbitrary identical measurement. Then,
Lemma 7 ([SR02, NS03]).
For any quantum states ρ, σ, and ξ,
For any unitary transformation U acting over the two-dimensional Hilbert space H = C(Σ) (i.e., the singlequbit space), the Choi-Jamiołkowski state of U is the two-qubit state in H ⊗ H = C(Σ 2 ) defined by
In fact, the Choi-Jamiołkowski state can be defined for any admissible (and not limited to unitary) transformation and any finite-dimensional Hilbert space, using the Choi-Jamiołkowski representation [Jam72, Cho75], but which is unnecessary in this paper.
The Finite Quantum de Finetti Theorem
For N ∈ N and quantum registers Q 1 , . . . , Q N , each consisting of k qubits, an N -partite quantum state ρ in (Q 1 , . . . , Q N ) is said to be symmetric if ρ is invariant under any permutation over the registers Q 1 , . . . , Q N . The finite quantum de Finetti theorem [KR05, CKMR07] provides a very useful property that the reduced m-partite state of any N -partite symmetric state when tracing out the last N − m subsystems must be close to a mixture of m-fold product states. This paper uses the following bound proved in Ref. [CKMR07] .
Theorem 8 (Finite quantum de Finetti theorem).
For N, k ∈ N, let Q 1 , . . . , Q N be quantum registers each consisting of k qubits, and let ρ be an N -partite symmetric state in (Q 1 , . . . , Q N ). For any m ∈ N satisfying m < N and the m-partite reduced state ρ (m) of ρ in (Q 1 , . . . , Q m ), there exist C ∈ N, a set {ξ j } j∈{1,...,C} of k-qubit states, and an associated probability distribution {µ j } j∈{1,...,C} such that
Polynomial-Time Uniformly Generated Families of Quantum Circuits Following conventions, we define quantum Merlin-Arthur proof systems in terms of quantum circuits. In particular, we use the following notion of polynomial-time uniformly generated families of quantum circuits. A family {Q x } of quantum circuits is polynomial-time uniformly generated if there exists a deterministic procedure that, on every input x, outputs a description of Q x and runs in time polynomial in |x|. It is assumed that the circuits in such a family are composed of gates in some reasonable, universal, finite set of quantum gates. Furthermore, it is assumed that the number of gates in any circuit is not more than the length of the description of that circuit. Therefore Q x must have size polynomial in |x|. For convenience, we may identify a circuit Q x with the unitary operator it induces.
Throughout this paper, we assume a gate set with which the Hadamard and any classical reversible transformations can be exactly implemented. Note that this assumption is satisfied by many standard gate sets such as the Shor basis [Sho96] consisting of the Hadamard, controlled-i-phase-shift, and Toffoli gates, and the gate set consisting of the Hadamard, Toffoli, and NOT gates [Shi02, Aha03] . Moreover, as the Hadamard transformation in some sense can be viewed as a quantum analogue of the classical operation of flipping a fair coin, our assumption would be the most natural quantum correspondence to the tacit classical assumption in randomized complexity theory that fair coins and perfect logical gates are available. Hence we believe that our condition is very reasonable and not restrictive. Note that, with a gate set satisfying this assumption, any transformation corresponding to a Clifford group operator is exactly implementable. In particular, the controlled-phase-flip transformation Z can be exactly realized by using an ancilla qubit prepared in state |− = 1 √ 2 (|0 − |1 ) (by applying a NOT and an Hadamard in sequence to |0 ) and performing a CNOT with this ancilla as the target.
Since non-unitary and unitary quantum circuits are equivalent in computational power [AKN98] , it is sufficient to treat only unitary quantum circuits, which justifies the above definition. Nevertheless, for readability, most procedures in this paper will be described using intermediate projective measurements and unitary operations conditioned on the outcome of the measurements. All of these intermediate measurements can be deferred to the end of the procedure by a standard technique so that the procedure becomes implementable with a unitary circuit.
Quantum Interactive Proof Systems
Now we review the model of quantum interactive proof systems.
A quantum interactive proof system is a communication model between two players called a quantum verifier V and a quantum prover P , both of whom receive a common input x ∈ Σ * . Fix the input x. Let V and P be quantum registers corresponding to the private spaces of V and P , respectively, and let M be a quantum register corresponding to the message space that is used to exchange messages between V and P . One of the qubits in V, which is private to V , is designated as the output qubit. At the beginning, all the qubits in V and M are initialized to state |0 , while the quantum state in P can be arbitrarily prepared by P . Then V and P together run a protocol that consists of alternating turns of the verifier and of the prover. The first turn is for the verifier if the total number of turns is even, and it is for the prover otherwise, whereas the last turn is always for the prover. At each turn of the verifier, V applies some unitary transformation implementable with a polynomial-size quantum circuit to the state in (V, M), and then sends the register M to P . At each turn of the prover, P applies some unitary transformation to the state in (P, M), and then sends M to V . After the last turn, the verifier V further applies some unitary transformation implementable with a polynomial-size quantum circuit to the state in (V, M), and then measures the output qubit in the standard basis. V accepts if this measurement results in |1 and rejects otherwise.
Formally, for any function m : Z + → N that is polynomially bounded, an m-message polynomial-time quantum verifier is a polynomial-time computable mapping V : Σ * → Σ * . For each input x ∈ Σ * , V (x) is interpreted as describing a series {V x,j } j∈{1,...,⌈(m(|x|)+1)/2⌉} of quantum circuits acting over the same number of qubits as well as a partition of the qubits on which these circuits act into registers V and M, where {V x,j } is a polynomialtime uniformly generated family of quantum circuits explained before (in particular, every circuit V x,j is composed of gates in some reasonable, universal, finite set of quantum gates). For any polynomially bounded function m : Z + → N, an m-message quantum prover is a mapping P that simply maps an input binary string x ∈ Σ * to a series {P x,j } j∈{1,...,⌊(m(|x|)+1)/2⌋} of unitary transformations as well as a partition of the qubits on which these unitary transformations act into registers M and P. It is always assumed that V and P are compatible (i.e., the register M is common for V and P ) when they are associated with the same quantum interactive proof system. Given an input x, an m-message polynomial-time quantum verifier V , and an m-message quantum prover P , let Q x be the unitary transformation induced from V and P , acting over the space corresponding to (V, M, P):
if m(|x|) is even, where V and P are the Hilbert spaces corresponding to V and P, respectively. When communicating with the prover P who prepares the initial state ρ ∈ D(P), the verifier V accepts the input x if the measurement of the designated output qubit in V in the standard basis results in |1 at the end of the protocol after having applied the unitary transformation Q x to the initial state |0 0| (V,M) ⊗ ρ in (V, M, P).
Formally, the class QIP(m, c, s) of problems having m-message quantum interactive proof systems with completeness c and soundness s is defined as follows. For generality, throughout this paper, we use promise problems [ESY84] rather than languages when defining complexity classes. (Completeness) if x ∈ A yes , there exist an m-message quantum prover P and the initial state ρ x of P that make V accept x with probability at least c(|x|), (Soundness) if x ∈ A no , for any m-message quantum prover P ′ and any initial state ρ ′ x of P ′ prepared, V accepts x with probability at most s(|x|).
The class QIP(m) of problems having m-message quantum interactive proof systems is defined as follows.
Definition 10. Given a polynomially bounded function m :
Similarly, the class QIP 1 (m) of problems having m-message quantum interactive proof systems of perfect completeness is defined as follows.
Definition 11. Given a polynomially bounded function m :
Finally, as quantum Merlin-Arthur proof systems are nothing but one-message quantum interactive proof systems, the classes QMA and QMA 1 of problems having quantum Merlin-Arthur proof systems and those of perfect completeness are simply defined as follows, respectively.
Definition 12. A promise problem
Quantum Merlin-Arthur Proof Systems with Shared EPR Pairs We further introduce another variant of quantum Merlin-Arthur proof systems in which Arthur and Merlin initially share some copies of the EPR pair |Φ + . If Arthur and Merlin are allowed to share k EPR pairs initially, the resulting systems are called quantum MerlinArthur proof systems with k shared EPR pairs, or k-EPR QMA proof systems in short. Notice that this model is actually equivalent to a special case of two-message quantum interactive proof systems in which the first transformation of a verifier is just to create k copies of the EPR pairs (and k halves of these EPR pairs are sent to a prover as the first message).
Formally, the class QMA k-EPR (c, s) of problems having quantum Merlin-Arthur proof systems with k shared EPR pairs with completeness c and soundness s is defined as follows. proof system with completeness c and soundness s in which, for every input x, the first transformation of the associated quantum verifier is just to create k(|x|) copies of EPR pairs and the first message from the verifier consists only of the k(|x|) halves of these EPR pairs.
We further define the class QMA const-EPR of problems having quantum Merlin-Arthur proof systems with a constant number of shared EPR pairs with constant gap between completeness and soundness and the class QMA const-EPR 1 of problems having those of perfect completeness with constant soundness error as follows.
Definition 15. A promise problem
Remark. Definitions 15 and 16 are equivalent to the seemingly most conservative definitions QMA
these classes, for repeating the associated system with each of these classes constant times can achieve arbitrarily large constant gap between completeness and soundness (in the two-sided error case, one first achieves sufficiently large completeness via a parallel repetition followed by a threshold value computation, and then achieves desirably small soundness via another parallel repetition of the obtained large-completeness system, without decreasing the completeness too much).
Reflection Procedure
We start with presenting a very simple base procedure, which we call the REFLECTION PROCEDURE, that forms a very base of our protocols to be constructed -basically, our protocols aim to simulate this base procedure with several suitable modifications. Let H be some Hilbert space, and consider two decompositions of H into X 0 ⊕ X 1 and Y 0 ⊕ Y 1 for subspaces X 0 , X 1 , Y 0 , and Y 1 of H. Let ∆ j be the projection over H onto the subspace X j and let Π j be that onto Y j , for each j ∈ {0, 1}.
Let U be some unitary transformation acting over H, and let M be the Hermitian operator over H defined by
Suppose that M has an eigenvalue λ > 0 and consider the eigenstate (i.e., the normalized eigenvector) |φ 0 corresponding to λ. Then, M |φ 0 = λ|φ 0 , and thus,
Define the four states |ψ 0 , |ψ 1 , |ξ 0 , and |ξ 1 in H as follows:
and thus,
REFLECTION PROCEDURE
1. Receive a quantum register Q. Reject if the state in Q does not belong to the subspace corresponding to the projection ∆ 0 , and otherwise apply U to Q.
2. Perform a phase-flip (i.e., multiply −1 in phase) if the state in Q belongs to the subspace corresponding to the projection Π 0 .
3. Apply U † to Q.
4. Reject if the state in Q belongs to the subspace corresponding to ∆ 0 , and accept otherwise. This implies that
which was the crucial property analyzed by Marriott and Watrous [MW05] to develop their space-efficient QMA amplification technique. It follows that
and thus, when M has an eigenvalue 1/2, the corresponding eigenstate (which is necessarily in X 0 ) must be transformed into a state in X 1 after the following process: one first applies U to |φ 0 , next flips the phase of states in Y 0 (i.e., applies the unitary transformation −Π 0 + Π 1 ), and then applies U † . This property can be used to test if M has an eigenvalue 1/2, which is summarized in Figure 3 . Proof. Let |ψ be any state received in Q in Step 1. Without loss of generality, one can assume that |ψ is in X 0 (as otherwise either rejected in Step 1 or projected onto a state in X 0 ).
For the Hilbert space H, there always exists an orthonormal basis such that all the basis states of it are eigenstates of M , and thus, the state |ψ can be necessarily written as |ψ = d j=1 α j |φ j for d = dim X 0 ≤ dim H, where each |φ j is an eigenstate of M in X 0 and d j=1 |α j | 2 = 1. From the analysis above, every eigenstate |φ j of M in X 0 with corresponding eigenvalue λ j > 0 must satisfy that
On the other hand, for every eigenstate |φ j of M in X 0 with corresponding eigenvalue λ j = 0, it holds that Π 0 U |φ j = Π 0 U ∆ 0 |φ j = φ j |M |φ j = 0. This implies Π 1 U |φ j = U |φ j , and thus,
Therefore,
and thus, the probability of rejection is at least
The goal of this section is to prove Theorem 2. In Subsection 6.1 we first describe building blocks, before presenting the proof in Subsection 6.2.
Building Blocks
Encoding Accepting Probability in Phase
Let V be the verifier of a certain QMA system. Consider the quantum circuit V x of V when the input is x, which acts over a pair of two registers A of v(|x|) qubits and M of m(|x|) qubits, for some polynomially bounded functions v, m : Z + → N. The circuit V x expects to receive a quantum witness of m(|x|) qubits in register M, and uses the v(|x|) qubits in A as its work qubits. The Hilbert spaces associated with A and M are denoted by A and M, respectively. For an input x, let p x be the maximum acceptance probability of the verifier V in this QMA system. Then, as pointed out by Marriott and Watrous [MW05] , p x corresponds to the maximum eigenvalue of the Hermitian operator
, where Π init is the projection onto the subspace spanned by states in which all the qubits in A are in state |0 , and Π acc is that onto the subspace spanned by accepting states of this QMA system. Let |w x be the eigenstate (i.e., eigenvector) of M x corresponding to the eigenvalue p x . A crucial analysis of Ref. [MW05] (which essentially follows from the arguments in Section 5) is that
where Π rej = I A⊗M − Π acc is the projection onto the subspace spanned by rejecting states of this QMA system. Let p = p 2 x /(2p 2 x − 2p x + 1). Using the property explained above, if one copy of |w x is given, one can generate with high probability the state
as follows. One uses a single-qubit register R in addition to A and M, where one sets |w x in M, and initializes all the qubits in A and R to state |0 . First, one performs a forward simulation of the original system over A and M (i.e., applies V x to (A, M)), and flips the qubit in R if the content of (A, M) corresponds to an accepting state of the original system (i.e., applies the unitary transformation X ⊗ Π acc + I ⊗ Π rej to (R, A, M)). One then performs a backward simulation of the original system over A and M (i.e., applies V † x to (A, M)). Now one measures all the qubits in A in the computational basis. If no |1 is measured (i.e., if the state is projected with respect to Π init , which happens with probability 2p 2 x − 2p x + 1), the unnormalized state in the system must be
and thus, the desired state is successfully generated in R. We call this procedure the DISTILLATION PROCEDURE, which is summarized in Figure 4 .
DISTILLATION PROCEDURE
Input: a single-qubit register R, a v(|x|)-qubit register A, and an m(|x|)-qubit register M.
Output: a single-qubit register R or a symbol ⊥.
Apply V x to (A, M).
2. Flip the qubit in R if the content of (A, M) corresponds to an accepting state of the original system.
Apply V †
x to (A, M). 
Measures all the qubits in
Multiplicatively Adjusting Accepting Probabilities
For a real number a ∈ [0, 1], let W a be the unitary transformation defined by
Given a unitary transformation W p for some real number p ∈ 1 2 , 1 , we construct another unitary transformation U and an appropriate projection operator Π 0 acting over two qubits so that the probability Π 0 U |00 2 exactly equals 1/2.
Suppose that one can apply another unitary transformation W q , for some real number q ∈ [0, 1], and define the unitary transformation U and projection operator Π 0 by
Then, clearly, Π 0 U |00 2 = pq, and thus, this probability equals 1/2 if and only if pq = 1/2. This in particular implies that there exists a real number q ∈ [0, 1] that achieves the adjusted accepting probability exactly 1/2 when p ≥ 1/2, but no q ∈ [0, 1] can make it exactly equal to 1/2 when p < 1/2.
Simulating Unitaries with Choi-Jamiołkowski States
In this subsection, we consider the case where the aforementioned unitary transformation W a itself is not available, but only the copies of its Choi-Jamiołkowski state |J(W a ) = (I ⊗ W a )|Φ + are available.
Note that one copy of the Choi-Jamiołkowski state |J(W a ) can be used to simulate one application of W a (the simulation succeeds with probability 1/4). More precisely, the simulation of W a is done as follows. Suppose one wants to apply W a to the qubit in some single-qubit register R 1 , while the state |J(W a ) is available in (R 2 , R ′ 2 ), for some single-qubit registers R 2 and R ′ 2 . Then one measures the state in (R 1 , R 2 ) in the Bell basis. If this results in |Φ + , the application of W a succeeds, and the desired state is available in the register R ′ 2 (which can be verified via an argument similar to the analysis of seminal quantum teleportation).
Actually, when one wants to apply W a to the specific state |0 , there is a more efficient way than the simulation just explained above. A key observation is that, for any real number a ∈ [0, 1], the unitary transformation W a in the last subsection can be written as
and thus, the state |χ a is given by
while the Choi-Jamiołkowski state of W a is given by
Hence, given one copy of the Choi-Jamiołkowski state |J(W a ) , one can easily generate the state |χ a = W a |0 in the first qubit by applying the following unitary transformation T to |J(W a ) :
(note that this T can be realized by first applying the CNOT transformation using the first qubit as the control, then applying the Hadamard transformation H and the NOT transformation X in this order to the first qubit, and finally applying CNOT again using the first qubit as the control).
Simulating the Reflection Procedure with Choi-Jamiołkowski States
Now we consider simulating the REFLECTION PROCEDURE with given two copies of |χ p = W p |0 and two copies of a Choi-Jamiołkowski state |J(W q ) , where p and q are real numbers in [0, 1]. The procedure basically follows the REFLECTION PROCEDURE with taking the register Q to be a two-qubit register, the initial state |φ 0 to be |00 , the projection ∆ 0 to be |00 00|, and the underlying unitary U and projection Π 0 to be W p ⊗ W q and |11 11|, as defined in Subsection 6.1.2. Thus, to precisely perform the REFLECTION PROCEDURE in Figure 3 in this setting, we need to apply each of W p = W † p and W q = W † q twice. Fortunately, each of the first applications of W p and W q is to the |0 state, and thus, one may simply replace these applications by just using a given copy of |χ p and generating |χ q from a copy of |J(W q ) , respectively. The second applications of these unitaries can be probabilistically simulated by using the Choi-Jamiołkowski states |J(W p ) and |J(W q ) , where one creates |J(W p ) from a copy of |χ p . This leads to the procedure called REFLECTION SIMULATION TEST described in Figure 5 . Now we analyze the properties of this simulation.
Proposition 19. The REFLECTION SIMULATION TEST accepts with certainty if the state in the input register
Proof. The claim is almost obvious. With |χ p in R 1 and |J(W q ) in (S 1 , S ′ 1 ) for such p and q, Step 1 in the REFLECTION SIMULATION TEST creates the state
, since the application of T generates the state |χ q in S 1 . As the application of T † in Step 3 generates the Choi-Jamiołkowski state |J(W p ) in (R 2 , R ′ 2 ), one succeeds in Step 3 with probability (1/4) 2 = 1/16 in applying both of W † p = W p and W † q = W q , which successfully simulates U † with generating the desired state in (R ′ 2 , S ′ 2 ). Hence, the simulation of the REFLECTION PROCEDURE succeeds with probability 1/16, in which case the test necessarily results in acceptance as in the analysis in Section 5, since (|00 00|U † Π 0 U |00 00|)|00 = Π 0 U |00 2 |00 = 1 2 |00 . On the other hand, if any of measurements in Step 3 fails in measuring |Φ + , the test just stops and accepts with giving up. Therefore, the test must result in acceptance with certainty.
REFLECTION SIMULATION TEST
Input: single-qubit registers R 1 , R 2 , S 1 , S ′ 1 , S 2 , and S ′ 2 .
Output: "accept" or "reject".
1. Receive six single-qubit registers R 1 , R 2 , S 1 , S ′ 1 , S 2 , and S ′ 2 . Apply the unitary transformation T to the state in (S 1 , S ′ 1 ). Prepare |0 in a single-qubit register R ′ 2 .
2. Perform a phase-flip (i.e., multiply −1 in phase) if (R 1 , S 1 ) contains 11.
Try to simulate
Step 3 of the REFLECTION PROCEDURE by performing the following: Apply T † to the state in (R 2 , R ′ 2 ). Measure the states in (R 1 , R 2 ) and (S 1 , S 2 ) in the Bell basis. Continue if both of these two measurements result in |Φ + , and accept otherwise (accept with giving up due to failure of the simulation).
Reject if (R ′
2 , S ′ 2 ) contains 00, and accept otherwise. 
Proposition 20. For any real number q ∈ [0, 1], the REFLECTION SIMULATION TEST results in rejection with probability 1/16 if the state in the input register (R
Proof. We prove the case where the state in
The other case is proved similarly, by noticing that T |J(W
Step 1 in the REFLECTION SIMULATION TEST creates the state |0 R 1 ⊗ |χ q S 1 in (R 1 , S 1 ). For this state given, Step 2 in the REFLECTION SIMULATION TEST does not change the state in (R 1 , S 1 ) at all. As |0 = |χ 0 , the application of T † in Step 3 generates the Choi-Jamiołkowski state |J(W 0 ) in (R 2 , R ′ 2 ), and thus, one succeeds in Step 3 with probability (1/4) 2 = 1/16 in applying both of W † 0 = W 0 and W † q = W q . If such an event occurs, the state in
, and thus, the test results in rejection with certainty.
Taking it into account that the test just stops and accepts with giving up when any of measurements in Step 3 fails in measuring |Φ + , the test results in rejection with probability 1/16 in total.
Proof of Theorem 2
Now we are ready to prove Theorem 2.
Proof of Theorem 2. Let A = (A yes , A no ) be in QMA and let V be the verifier of the corresponding QMA system. Without loss of generality, one can assume that both completeness and soundness errors are exponentially small in this QMA system.
For an input x, the quantum circuit V x of the verifier V acts over a pair of two registers A of v(|x|) qubits and M of m(|x|) qubits, for some polynomially bounded functions v, m : Z + → N. This can be interpreted as V x expecting to receive a quantum witness |w of m(|x|) qubits in register M, and using the v(|x|) qubits in A as its work qubits. By Refs. [Shi02, Aha03] , one can further assume that the quantum circuit V x for any input x consists of only the Hadamard, Toffoli, and NOT gates. As pointed out by Marriott and Watrous [MW05] , the maximum acceptance probability p x of V with input x corresponds to the maximum eigenvalue of the Hermitian operator
where Π init is the projection onto the subspace spanned by states in which all the qubits in A are in state |0 , and Π acc is the projection onto the space spanned by the accepting states of V . From this verifier V , we shall construct a protocol for the verifier W of another QMA system in which W shares N EPR pairs a priori with a prover communicating with, where N is a constant that is a power of two.
Our basic strategy is to try to perform the REFLECTION SIMULATION TEST using V x . Fix an input x, and let p = . Let S 1 , . . . , S N be single-qubit registers which store the particles of the shared EPR pairs. In addition to M, W receives N single-qubit registers S ′ 1 , . . . , S ′ N . W expects to receive in M the state |w x that is the eigenstate (i.e., eigenvector) of M x corresponding to the eigenvalue p x , and to receive states in S ′ 1 , . . . , S ′ N such that the state in (S j , S ′ j ) forms |J(W q ) for each j ∈ {1, . . . , N }, for q satisfying pq = p 2 x 2p 2 x −2px+1 q = 1/2. In addition to A, W prepares three single-qubit registers B, R 1 , and R 2 . All the qubits in A, B, R 1 , and R 2 are initialized to the |0 state.
First, W performs the DISTILLATION PROCEDURE twice in sequence, first with (R 1 , A, M) as input, and second with (R 2 , A, M) as input. If any of these two runs of the DISTILLATION PROCEDURE outputs a symbol ⊥, the simulation fails, and thus accept with giving up. If not failed, then W chooses two indices r 1 and r 2 from the set {1, . . . , N } uniformly at random. If r 2 = 1, W accepts with giving up. Otherwise W swaps the registers (S 1 , S ′ 1 ) and (S r 1 , S ′ r 1 ) if r 1 ≥ 2, and further swaps (S 2 , S ′ 2 ) and (S r 2 , S ′ r 2 ) if r 2 ≥ 3. Afterwards, W never touches the registers (S j , S ′ j ) for j ≥ 3, and thus this process essentially has the same effect as performing a random permutation over the registers (S 1 , S ′ 1 ), . . . , (S N , S ′ N ). W then performs the SPACE RESTRICTION TEST by checking if the state in (S j , S ′ j ) is in the space spanned by {|Φ − , |Ψ + }, for each j ∈ {1, 2}, and further performs the SWAP TEST between (S 1 , S ′ 1 ) and (S 2 , S ′ 2 ) (using the register B as the control). Finally, W performs the REFLECTION SIMULATION TEST with (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) as input. The protocol is summarized in Figure 6 . Notice that this protocol is exactly implementable when the Hadamard and any classical reversible transformations can be performed exactly.
For the completeness, suppose that x is in A yes . Let p =
. The honest Merlin sets his shares of the N EPR pairs in single-qubit registers S ′ 1 , . . . , S ′ N , and applies W q to each qubit in (S ′ 1 , . . . , S ′ N ) to create the state |J(W q ) in (S j , S ′ j ), for j ∈ {1, . . . , N }, where q satisfies pq = 1/2 (such a q always exists when p x ≥ 1/2, which is ensured by the completeness condition of the original QMA system). He also prepares |w x in M, and sends the m(|x|) + N -qubit state in (M, S ′ 1 , . . . , S ′ N ) as a witness. Then, conditioned on the first application of the DISTILLATION PROCEDURE not outputting ⊥, the state |χ p = W p |0 is generated in R 1 , and |0 ⊗v(|x|) ⊗ |w x is left in (A, M), and thus, the state |χ p is generated also in R 2 when the second application of the DISTILLATION PROCEDURE does not output ⊥. Conditioned on the chosen r 2 not being 1 in Step 3, the protocol continues and the state remains the same after this step. When continued, the SPACE RESTRICTION TEST in Step 4 clearly never rejects and does not change the state at all, as the state in (S j , S ′ j ) is |J(W q ) = √ 1 − q|Φ − + √ q|Ψ + for each j ∈ {1, 2}. Furthermore, the SWAP TEST never fails in Step 5 and it does not change the state at all (and thus, the protocol never results in rejection in this step). Therefore, the state in , where the first m(|x|) qubits of the witness are in M, and the m(|x|) + j -th qubit of the witness is in S j , for j ∈ {1, . . . , N }. Prepare |0 in each of the three single-qubit registers B, R 1 and R 2 , and |0 ⊗v(|x|) in a v(|x|)-qubit register A, which corresponds to the private space of the original verifier. (R 1 , A, M) as input. Accept if this outputs ⊥, and continue otherwise. Execute the DISTILLATION PROCEDURE again, this time using (R 2 , A, M) as input. Accept if this outputs ⊥, and continue otherwise.
Execute the DISTILLATION PROCEDURE with
3. Choose two integers r 1 and r 2 from {1, . . . , N } uniformly at random. Accept if r 2 = 1 (accept with giving up due to failure of simulation), and continue otherwise. Swap the registers (S 1 , S ′ 1 ) and (S r 1 , S ′ r 1 ) if r 1 ≥ 2, and further swap the registers (S 2 , S ′ 2 ) and (S r 2 , S ′ r 2 ) if r 2 ≥ 3.
Perform the SPACE RESTRICTION TEST to check if the state in (S
is in the space spanned by {|Φ − , |Ψ + }, for each j ∈ {1, 2}. Reject if not so, and continue otherwise. That is, perform the following for each j ∈ {1, 2}: Apply the unitary transformation T defined by
to the state in (S j , S ′ j ). Reject if S ′ j contains 1, and apply T † to the state in (S j , S ′ j ) to continue otherwise.
5. Perform the SWAP TEST between (S 1 , S ′ 1 ) and (S 2 , S ′ 2 ). Reject if it fails, and continue otherwise. That is, apply H to B, swap (S 1 , S ′ 1 ) and (S 2 , S ′ 2 ) if B contains 1, apply H to B again, and reject if B contains 1, and continue otherwise.
6. Perform the REFLECTION SIMULATION TEST with (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) as input. Accept if this returns "accept", and reject otherwise. TEST results in acceptance with certainty, when the protocol reaches Step 6. As rejections can happen only in Steps 4, 5, and 6, this proves the perfect completeness. Now for the soundness, suppose that x is in A no . Let R j , S j , and S ′ j denote the Hilbert spaces associated with the quantum registers R j , S j , and S ′ j , for each j, respectively. As the soundness error of the original QMA system is exponentially small, whatever state the register M contains, the probability that the first application of the DISTILLATION PROCEDURE outputs ⊥ is exponentially small. Moreover, conditioned on this not outputting ⊥, the state generated in R 1 is exponentially close to |0 (in trace distance). Similarly, whatever state left in M after the first application of the DISTILLATION PROCEDURE, the probability that the second application of the DISTILLATION PROCEDURE outputs ⊥ is exponentially small, and the state generated in R 2 is exponentially close to |0 . Hence, the state in (R 1 , R 2 , S 1 , S ′ 1 , . . . , S N , S ′ N ) when entering Step 2 must be exponentially close to (|0 0|) ⊗2 ⊗ ρ for some 2N -qubit state ρ such that the reduced state tr S ′ 1 ⊗···⊗S ′ N ρ is equal to the N -qubit totally mixed state (I/2) ⊗N . As
Step 3 essentially has the same effect as performing a random permutation over the registers (S 1 , S ′ 1 ), . . . , (S N , S ′ N ) for the purpose of computing the reduced state in (S 1 , S ′ 1 , S 2 , S ′ 2 ), from the finite quantum de Finetti theorem (Theorem 8), the state in
Step 3 should have trace distance at
for some two-qubit states ξ j , where j µ j = 1, if the state in (R 1 , R 2 , S 1 , S ′ 1 , . . . , S N , S ′ N ) were (|0 0|) ⊗2 ⊗ ρ when entering Step 3 and if r 2 = 1 (here we are taking the randomness over the choices of r 1 and r 2 into account). By letting τ = j µ j ξ ⊗2 j , this in particular implies that for the reduced state tr S ′ 1 ⊗S ′ 2 τ and the two-qubit totally mixed state (I/2) ⊗2 ,
Taking it into account that the protocol enters
Step 3 with probability exponentially close to 1 with the state in (R 1 , R 2 , S 1 , S ′ 1 , . . . , S N , S ′ N ) being exponentially close to (|0 0|) ⊗2 ⊗ ρ in trace distance, we conclude that the protocol enters Step 4 with probability exponentially close to 1 − 1 N with the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) having trace distance at most N + ε to σ for some exponentially small ε. Now from Proposition 21 which will be found below and proved in the end of this section, the protocol should result in rejection with probability at least min
were σ when entering Step 4. Hence, using Lemma 6, the protocol results in rejection with probability at least min 
This proves the inclusion
QMA ⊆ QMA 2 70 -EPR 1, 1 − 1 2 66 . Now for any constant s ∈ (0, 1), one can achieve soundness s simply by repeating this proof system t times in parallel for some appropriate constant t, as the system is a special case of two-message quantum interactive proof systems, for which parallel repetition works perfectly [KW00] . This completes the proof.
Finally, we prove the following proposition.
Proposition 21. When entering
Step 4 of the protocol described in Figure 6 , suppose that the state in
for some two-qubit states ξ j and real numbers µ j ∈ [0, 1] satisfying j µ j = 1, such that the reduced state of τ in (S 1 , S 2 ) has trace distance at most δ to the two-qubit totally mixed state (I/2) ⊗2 for some positive δ satisfying To prove Proposition 21, we first show two propositions that are special cases of Proposition 21.
Proposition 22. Let W be the two-dimensional space spanned by |Φ − and |Ψ + . When entering Step 4 of the protocol described in Figure 6 , suppose that the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were of the form (|0 0|) ⊗2 ⊗ τ where τ = j µ j (|ψ j ψ j |) ⊗2 for some two-qubit states |ψ j ∈ W and real numbers µ j ∈ [0, 1] satisfying j µ j = 1, such that the reduced state of τ in (S 1 , S 2 ) has trace distance at most δ to the two-qubit totally mixed state (I/2) ⊗2 for some positive δ satisfying The following lemma is essential for the proof of Proposition 22.
Lemma 23. For each j ∈ {1, 2}, let S j and S ′ j be two-dimensional complex Hilbert spaces C(Σ), and let W j be the two-dimensional subspace of S j ⊗ S ′ j spanned by |Φ − and |Ψ + . Let ρ be any four-qubit state in 
Proof. As ρ is a mixture of two-fold product pure states in W 1 ⊗ W 2 , it must be written as
where |ζ j ⊗2 ∈ W 1 ⊗ W 2 , µ j ∈ [0, 1] for each j, and j µ j = 1. Without loss of generality, one may assume that
for each j, where α j and β j are real numbers in [0, 1] satisfying α 2 j + β 2 j = 1, and θ j is a real number in [0, 2π). For each j, let a j = β 2 j , and define the two-qubit pure state |η j as
if j ∈ J + , and
Now take the four-qubit state σ as
We shall show that this σ has the desired property. For this purpose, we prove two claims.
Proof. Noticing that
ρ is the mixture of the following four states
with equal probability 1/4 for each, which can be expressed as a density matrix by
where s j is the shorthand of sin θ j . Let us denote the difference between tr S ′ 1 ⊗S ′ 2 ρ and (I/2) ⊗2 by A (i.e., A = tr S ′ 1 ⊗S ′ 2 ρ − (I/2) ⊗2 ). In order to find the eigenvalues of 2A, we solve the characteristic equation |2A − λI| = 0. Straightforward calculations show that the four solutions of the equation |2A − λI| = 0 are given by −2 j µ j α 2 j β 2 j s 2 j (two-fold) and 2 j µ j α 2 j β 2 j s 2 j ± 2 j µ j α j β j s j . This implies that
which is at least 2 j µ j α 2 j β 2 j s 2 j . This completes the proof of the claim.
Claim 2. Let {µ j } be a probability distribution, and {c j } be a set of real numbers. If j µ j c 2 j ≤ ε, it holds that
Proof. By the Cauchy-Schwarz inequality, we have
as claimed.
Now we bound D(ρ, σ). Notice that
If j ∈ J + , it holds that
where the last inequality comes from the fact that for any θ
On the other hand, if j ∈ J − , we have
By Claim 1 and the fact that sin 2 θ ′ j = sin 2 θ j for each j ∈ J − , the assumption
By Claim 2, this implies that
, which completes the proof of Lemma 23.
Proof of Proposition 22. Let σ = (|0 0|) ⊗2 ⊗ τ . From Lemma 23, there exists a quantum state τ ′ that is a mixture of two-fold products |J(W ± a j ) ⊗2 of a Choi-Jamiołkowski state, for real numbers a j ∈ [0, 1], such that,
From Proposition 20, the REFLECTION SIMULATION TEST should result in rejection with probability 1 16 if the quantum state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were σ ′ . By Lemma 6, this implies that the REFLECTION SIMULATION TEST should result in rejection with probability at least
were σ. Note that σ is never rejected in Step 4 and passes the Swap-Test in
Step 5 with certainty, and the state is not changed at all in these two steps. Hence, if the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were σ when entering
Step 4, the protocol should result in rejection with probability at least Proof. Let σ = (|0 0|) ⊗2 ⊗ τ . Note that σ is never rejected in Step 4, and the state is not changed at all in this step.
Fix a constant γ 1 ∈ (0, 1), and let S be the set of indices j defined by
Notice that the inequality trξ j 2 ≥ 1 − γ 1 implies that the maximum eigenvalue of the Hermitian matrix ξ j is at least 1 − γ 1 , and thus, for each j ∈ S, there exist a two-qubit pure state |ψ j ∈ W, a two-qubit state ν j ∈ D(W), and a real number λ j ∈ [1 − γ 1 , 1] such that
This implies that
Fix another constant γ 2 ∈ (0, 1). If j∈S µ j < 1 − γ 2 , the SWAP TEST in
Step 5 results in rejection with probability greater than 1 2 γ 1 γ 2 . On the other hand, if j∈S µ j ≥ 1 − γ 2 , the state σ has trace distance at most 2γ 1 + γ 2 to the state σ ′ = (|0 0|) ⊗2 ⊗ τ ′ , where
and the reduced state of τ ′ in (S 1 , S 2 ) has trace distance at most δ + 2γ 1 + γ 2 to (I/2) ⊗2 . Indeed,
As the reduced state of τ in (S 1 , S 2 ) has trace distance at most δ to (I/2) ⊗2 , it follows that the reduced state of τ ′ in (S 1 , S 2 ) has trace distance at most δ + 2γ 1 + γ 2 to (I/2) ⊗2 . Now from Proposition 22, the protocol should result in rejection with probability at least
were σ ′ when entering Step 4. Hence, from Lemma 6, the protocol should result in rejection with probability at least
were σ when entering Step 4.
Overall, the protocol should result in rejection with probability at least Proof of Proposition 21. Let σ = (|0 0|) ⊗2 ⊗ τ . Let W be the two-dimensional space spanned by |Φ − and |Ψ + , and let
Step 4 results in rejection with probability greater than γ. On the other hand, if trΠ ⊗2 W τ ≥ 1 − γ, we claim that the state σ has trace distance at most √ γ to the
with µ
for each j, and the reduced state of τ ′ in (S 1 , S 2 ) has trace distance at most γ to (I/2) ⊗2 . Note that µ ′ j ∈ [0, 1] and ξ ′ j ∈ D(W) for each j, and j µ ′ j = 1. Let S be the 2 4 -dimensional Hilbert space C(Σ 4 ) associated with the quantum register (S 1 , S ′ 1 , S 2 , S ′ 2 ) and let T be another 2 4 -dimensional Hilbert space C(Σ 4 ). Consider any purification |ψ ∈ S ⊗ T of τ ∈ D(S), and define an eight-qubit pure state |ψ ′ ∈ S ⊗ T by
Then, |ψ ′ is a purification of τ ′ , since
where the last equality follows from the fact that
Therefore, by using the fact that D |ψ ψ|, |ψ ′ ψ ′ | = 1 − | ψ|ψ ′ | 2 holds for any pure states |ψ and |ψ ′ (which is ensured by calculating eigenvalues of the Hermitian matrix |ψ ψ| − |ψ ′ ψ ′ |),
As the reduced state of τ in (S 1 , S 2 ) has trace distance at most δ to (I/2) ⊗2 , it follows that the reduced state of τ ′ in (S 1 , S 2 ) has trace distance at most δ + √ γ to (I/2) ⊗2 . Now from Proposition 24, the protocol should result in rejection with probability at least min 2(δ + √ γ),
if the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were σ ′ when entering Step 4. Hence, Lemma 6 implies that the protocol should result in rejection with probability at least min 2(δ + √ γ) − √ γ,
if the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were σ when entering Step 4.
Overall, the protocol should result in rejection with probability at least
if the state in (R 1 , R 2 , S 1 , S ′ 1 , S 2 , S ′ 2 ) were σ when entering Step 4. Taking γ = 2δ, this is at least min 2δ, 2δ+(2δ) If m is an odd-valued function whose values are at least three, we can show a stronger statement that any m-message QIP system with two-sided bounded error can be converted into another m-message QIP system with one-sided error of perfect completeness. Remark. In fact, in Theorems 25 and 26, it is sufficient for the claims that the functions c and s satisfy c − s ≥ 2 −p for some polynomially bounded function p :
With the perfect parallel repetition theorem for general quantum interactive proofs [Gut09] , the following corollaries immediately follow. 
Modified Reflection Procedure
The REFLECTION PROCEDURE in Section 5 involves one application of U and one application of U † . Here we modify the procedure so that it involves one application of U † only (and no application of U is required). To do this, one expects to receive a state just after Step 1 of the REFLECTION PROCEDURE, and performs two tests, called REFLECTION TEST and INVERTIBILITY TEST, respectively, with equal probability without revealing which test the prover is undergoing. In the REFLECTION TEST, we simply perform Steps 2-4 of the REFLECTION PROCEDURE to finish the simulation of it, whereas in the INVERTIBILITY TEST, we apply U † without performing the phase-flip to check that the state received was a legal state that can appear just after Step 1 of the REFLECTION PROCEDURE. The idea of making use of the INVERTIBILITY TEST has originally appeared in Ref. [KKMV09] when achieving perfect completeness in quantum multi-prover interactive proofs. From another viewpoint, the modification here may be considered as applying the "halving technique" in Ref. [KKMV09] to the REFLECTION PROCEDURE, the technique originally used to reduce the number of turns by (almost) half in quantum multi-prover interactive proofs. We will take this view when analyzing the soundness of this procedure in Proposition 30 below. The procedure is summarized in Figure 7 . Proof. The proof is almost straightforward. Let |ψ * be an eigenvector of M corresponding to its eigenvalue 1/2, and consider the case where the state U |ψ * is received in Q in Step 1.
If the REFLECTION TEST is performed, this essentially simulates the original REFLECTION PROCEDURE with its received state being |ψ * . As in the case of Proposition 17, the procedure results in acceptance with certainty in this case.
On the other hand, if the INVERTIBILITY TEST is performed, this produces the state U † U |ψ * = |ψ * when entering Step 3.2. As |ψ * is an eigenvector of M with its corresponding eigenvalue 1/2, it holds that
and thus, Step 3.2 results in acceptance with certainty. Hence, given the state U |ψ * in Step 1, the procedure results in acceptance with certainty, and the claim follows.
Proposition 30. For any ε ∈ (0, 
Perfectly Rewindable QIPs
Here we introduce the notion of perfectly rewindable QIP systems. The concept of perfectly rewindable systems was originally introduced for quantum multi-prover interactive proofs in Ref. [KKMV09] , and the notion here is the single-prover version of it as a special case. (Perfect Rewindability) if x ∈ A yes , there exists an m-message quantum prover P such that the maximum probability that V accepts x when communicating with P is exactly 1/2, where the maximum is taken over all possible initial states ρ x of P , (Soundness) if x ∈ A no , for any m-message quantum prover P ′ and any initial state ρ ′ x of P ′ prepared, V accepts x with probability at most s(|x|).
Note that in the perfect rewindability property we first fix the transformations of the prover, and then maximize over all legal initial states, which hence have a fixed dimension. We first show how to modify any general QIP system to a perfectly rewindable one without changing the number of messages. Proof. Let A = (A yes , A no ) be a problem in QIP(m, c, s) and let V be the corresponding m-message quantum verifier. We first modify V to obtain another m-message quantum verifier V ′ that witnesses the inclusion A ∈ QIP m, 4 . The rest of the proof is essentially the same as the proof of Lemma 3.2 in Ref. [KKMV09] . We further modify V ′′ to construct another m-message quantum verifier W for a perfectly rewindable proof system for A. The new verifier W prepares a single-qubit register B in addition to the register V which corresponds to the space used by V ′′ . The qubit in B is initialized to |0 . W behaves exactly in the same manner as V ′′ does, except that, in addition to all actions V ′′ would do, W also sends B to the prover in the last message from the verifier and receives B from the prover in the last message from the prover. As for the final decision, W accepts if and only if the content of V would make V ′′ accept and B contains 1. Notice that W accepts only if V ′′ would accept, and thus, the soundness is obviously at most 1 2 + c−s 4 . For perfect rewindability, we slightly modify the protocol of the honest prover in the case x ∈ A yes . Given a protocol of the honest prover P in the system with V ′′ and an initial state |ψ init in the system with V ′′ that achieves the maximal acceptance probability p max when V ′′ communicating with this P , we construct a protocol of the honest prover Q in the system with W as follows. Q uses |ψ init as the initial state and behaves exactly in the same manner as P does, except that, upon receiving the last message from W , Q applies to the qubit in B the one-qubit unitary transformation U satisfying
in addition to all what the original P would do. From the construction it is obvious that the maximum accepting probability of W when communicating with Q is exactly equal to 1 2 and that this maximum is achieved when Q uses |ψ init as the initial state. Finally, as the transformations of V ′′ are exactly implementable with the given finite-size gate set available for the verifier, so are the transformations of W .
Remark. In fact, in Lemma 32, it is sufficient for the claim that the functions c and s satisfy c − s ≥ 2 −p for some polynomially bounded function p : Z + → N.
Proofs of Theorems 25 and 26
Now we are ready to show Theorems 25 and 26. First we prove Theorem 26, assuming that m is an odd-valued function and m ≥ 3. The case of general m is proved in the same manner as this special case, except that the number of messages increases by one when m(|x|) is even, which gives Theorem 25.
Proof of Theorem 26.
As m is an odd-valued function and m ≥ 3, there is a polynomially bounded function r : Z + → N such that m = 2r + 1. Let A = (A yes , A no ) be in QIP(2r + 1, c, s). Then from Lemma 32, A has a perfectly rewindable (2r + 1)-message quantum interactive proof system with soundness 1 2 − c−s 4 . Let V be the verifier of this perfectly rewindable (2r + 1)-message quantum interactive proof system. We construct another (2r + 1)-message quantum verifier W of a new quantum interactive proof system for A.
Fix an input x. Let V be the quantum register consisting of private qubits used by the original verifier V , and let M be the quantum register consisting of qubits used for communications in the original proof system. Let V x,j be the jth transformation of V , for each j ∈ {1, . . . , r(|x|) + 1}, acting over (V, M). The new verifier W uses the same registers V and M as the original verifier V . W first receives the two registers V and M, expecting that the state in (V, M) forms what V would have after the last message from a prover had been received in the original proof system. W then performs one of the two tests, called REFLECTION TEST and INVERTIBILITY TEST, chosen uniformly at random. In the REFLECTION TEST, W first performs a phase-flip if the state in (V, M) would cause V to accept when the last transformation V x,r(|x|)+1 of V was performed, and then moves to a backward simulation of the original system. W accepts when the backward simulation does not produce a legal initial state of the original system. In the INVERTIBILITY TEST, W just immediately moves to a backward simulation of the original system. This time, W accepts when the backward simulation does produce a legal initial state of the original system. The exact protocol is described in Figure 8 . Notice that the number of messages in this system is indeed 1 + 1 + 2(r(|x|) − 1) + 1 = 2r(|x|) + 1 = m(|x|).
For the completeness, suppose that x is in A yes . As the original system was perfectly rewindable, there exists a (2r + 1)-message quantum prover P in the original system such that the maximum probability that V accepts x when communicating with this P is exactly 
16
. Finally, the protocol given in Figure 8 slightly deviates from the standard form of quantum interactive proof systems in that the length of the first message from a prover is different from the lengths of other messages, which may be easily modified into a standard-form system that has exactly the same number of messages and completeness and soundness parameters. Fix an input x. Suppose that m(|x|) ≥ 2 is even, and write m(|x|) = 2r(|x|) for some r(|x|) ∈ N (the proof of Theorem 26 already shows the case where m(|x|) is odd). The exact protocol is described in Figure 9 , where the only difference from the protocol in Figure 8 lies in the condition of judging whether the state is initialized or not -now a state is a legal initial state only when all the qubits in both of V and M must be in state |0 . Notice that the number of messages in this system is indeed 1 + 1 + 2(r(|x|) − 1) + 1 = 2r(|x|) + 1 = m(|x|) + 1.
The analysis on this protocol is essentially the same as that in the proof of Theorem 26, and is omitted.
Cases with Quantum Multi-Prover Interactive Proofs
With essentially the same arguments discussed in this section, we can show similar properties even for quantum multi-prover interactive proof systems. The model of quantum multi-prover interactive proofs we use is that in the most general setting (i.e., both of a verifier and provers use quantum computation and communications, and provers can share arbitrary entanglement of arbitrarily large size). Let QMIP(k, m, c, s) be the class of problems having m-turn quantum k-prover interactive proof systems with completeness c and soundness s. See Ref. [KKMV09] for rigorous definitions of the quantum multi-prover model and resulting complexity classes. Here we give only the statements of theorems, as proofs of those theorems are essentially same as Theorems 25 and 26. Note that these theorems give a more communication-efficient way of achieving perfect completeness in quantum multi-prover interactive proofs than the original method presented in Ref. [KKMV09] , where the number of turns increases by a factor of three. Remark. Similar to the single-prover case, in fact, it is sufficient for the claims in Theorems 33 and 34 that the functions c and s satisfy c − s ≥ 2 −p for some polynomially bounded function p : Z + → N.
