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Abstract
Real-time Data Acquisition, Transmission and Archival Framework
Piyush K. Agarwal
Supervising Professor: Dr. Juan Cockburn
Most human actions are a direct response to stimuli from their five senses.
In the past few decades there has been a growing interest in capturing and
storing the information that is obtained from the senses using analog and
digital sensors. By storing this data it is possible to further analyze and bet-
ter understand human perception. While many devices have been created for
capturing and storing data, existing software and hardware architectures are
aimed towards specialized devices and require expensive high-performance
systems. This thesis aims to create a framework that supports capture and
monitoring of a variety of sensors and can be scaled to run on low and high-
performance systems such as netbooks, laptops and desktop systems.
The proposed architecture was tested using aural and visual sensors due
to their availability and higher bandwidth requirements compared to other
sensors. Four different portable computing devices were used for testing
with a varied set of hardware capabilities. On each of the systems the same
suite of tests were run to benchmark and analyze CPU, memory, network,
and storage usage statistics. From the results it was shown that on all of
these platforms capturing data from multiple video, audio and other sensor
sources was possible in real-time. Performance was shown to scale based
on several factors, but the most important were CPU architecture, network
topology and data interfaces used.
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Sensors are devices that can take measurements of various physical phe-
nomena or emulate certain human senses in order to collect data for fur-
ther analysis. The use of multiple sensors in portable devices and networks
has recently become feasible due to shrinking electronics and cost reduc-
tions. This technology has been adapted to many technological fields such
as three-dimensional imaging, where arrays of image sensors are used to
capture spatial data of visual scenes. This technology also enables the uti-
lization of different types of sensors in a single device, which creates a more
detailed perspective of the environment being monitored taking us closer to
realize a self-aware computing system. For example visual, aural and spatial
sensors are often used in robotics to help with navigation and data collec-
tion. Multiple sensors are also used in medical tools in order to better gauge
the health of a patient such as blood pressure sensors, heart monitors, or
EKGs. Often these systems are designed so that the data is captured and
stored locally, then offloaded and viewed at a later time.
The first objective of this thesis was to create a scalable software/hardware
architecture, built from commodity-off-the-shelf (COTS) components, for
capturing various sensor streams, in particular aural and visual data. The
second objective was to transmit the captured data from multiple devices
across a network so that the data could be monitored in real time. The hard-
ware platform used to achieve the first objective was a system consisting of
a Windows-based computing device, several video and audio sensors along
with a GPS receiver. The software platform for the computing device con-
sisted of an application that captured data from the peripheral devices, trans-
mitted raw or compressed data over the network to the monitoring device
2
and enabled local monitoring. To achieve the second objective, a powerful
desktop PC was used. The software platform for the desktop enabled moni-
toring, control, and archiving of data from up to twelve capture devices.
The organization of this thesis is as follows: in Chapter 2, a general
overview and case study shows the necessity of additional sensors and the
benefits of systems based on the proposed framework. Current systems and
the technologies used in them are discussed in Chapter 3. The methodology
and key decisions behind the implementation of the proposed framework are
discussed in Chapter 4, while the performance of the system is analyzed in





There is a need for collecting and analyzing data from various sensors in
order to understand the environment that is being observed. Often, it is
useful to have the capability of processing captured data in real-time. This
has not been feasible in the past since the majority of the processing power
was needed for data capture. There are certain applications that require
real-time processing to be of any value. One such application is monitor-
ing underground railway stations and trains for possible terrorist activities.
Video data captured from cameras could be processed to locate and identify
known threats. While data from radiation and chemical detectors could be
analyzed to instantly alert the authorities. This thesis proposes a framework
for implementing such systems.
The proposed framework is designed to replace existing systems that
capture data from multiple sensors in real-time. There are several issues
present in the existing systems. They are expensive, lack mobility, and
cannot be controlled or monitored remotely. It is important to solve these
problems in order to make the capture systems usable for both research and
commercial applications. The recent availability of inexpensive, off-the-
shelf, portable computing devices has made it possible to replace existing
bulky systems with more elegant solutions. In addition, due to the push for
greener energy solutions, computing devices have been created that are both
energy efficient and have a small form factor, making it easier to design a
portable system.
These computing devices have significantly more processing power than
the devices available in the past. Processing power is necessary for simulta-
neously capturing multiple sensor data streams, and other operations such as
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data compression, wireless communication, etc. Bi-directional networked
communication makes it possible to send commands to and receive data
from capture devices at any location as long as the devices are connected
to a wired or wireless network. A more in-depth example of a data capture
system specifically for surveillance is explored in the following paragraphs.
A surveillance system could consist of fixed video cameras that are mou-
nted along strategic locations where suspicious behavior is most likely. Sev-
eral guards sit in a control-room and monitor all of these video feeds on
several displays and report suspicious behavior to security guards that are
patrolling the complex. The problem with this system is that the control-
room guards have no idea what the patrolling security guards perceive if the
patrolling guards are not in the view of the fixed video cameras. With the
framework proposed in this thesis it is possible to have surveillance cameras
along with environmental, medical, and spatial-locating sensors attached to
the patrolling guards’ uniforms.
This allows the monitoring guards to observe what the patrolling guards
are observing, including their environment and track the patrolling guards’
vital signs. Additionally, since the monitoring center would now have con-
trol of these portable systems, it would be possible to enable or disable
certain functions on the device as necessary for different situations. For ex-
ample, if a patrolling guard goes on break, then the audio and video sensors
could be disabled to allow for privacy and to save power. In order to create
such a system it is necessary to study existing systems. In the following
chapter various existing audio/video capture systems and technologies are




The analysis of existing systems provided the necessary foundation for the
development of the proposed framework. Each of the systems discussed was
in turn built upon prior work in order to utilize better design, experiment
with newer technology, and improve performance over preceding systems.
This trend is continued by making incremental steps to achieve a feature
rich data capture platform. The following sections explore several video
acquisition systems and the basis of wireless sensor networks since work in
those fields were critical to the development of the proposed framework.
3.1 Video Acquisition Systems
One of the first flexible video capture and processing systems was the View-
Station, introduced by Adam and Tennenhaus [1] in the early 1990’s. Figure
3.1 shows the overall system architecture of the ViewStation. The architec-
ture was novel for its time since it could capture videos, using a Vidboard,
with varying frame rates, picture size, and color space. It could also trans-
port the captured video across VuNet, a gigabit-per-second asynchronous
transfer mode (ATM) network [1]. The Vidboards were controlled using a
closed-loop system with feedback coming from the workstations in the net-
work to capture NTSC (National Television Standards Committee) video
streams. This early system could capture video below 320x240 resolutions
in real-time (29.97 frames per second). At resolutions above 320x240 per-
formance dropped below real-time due to the high bit-rate of uncompressed
video in conjunction with the slow speed of the I/O bus to VuNet. The
performance of the system is summarized in table 3.1.
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Figure 3.1: A typical ViewStation system [1]
One of the problems with this system was that it required expensive cus-
tom hardware for capturing the video. Following this system, Narayanan
et al., proposed a system in 1995 that used multiple standard video cassette
recorders (VCRs) and cameras to synchronously capture video streams to
Video Home System (VHS) tapes [39]. In their approach, video from mul-
tiple cameras were synchronized using a time-stamp generated through a
common external sync signal as shown in Figure 3.3.
Video Type






640x480 9.3 (22.8) 1.8 (4.4) 1.6 (3.9)
320x240 28.0 (17.2) 7.7 (4.7) 6.0 (3.7)
212x160 30.0 (8.2) 16.6 (4.5) 10.0 (2.7)
160x120 30.0 (4.6) 20.0 (3.0) 15.0 (2.3)
Table 3.1: Vidboard frame rate performance[1]
Digitization of the video was done off-line using a SPARC-20 computer
along with a frame-grabber in order to capture all of the recorded frames.
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The advantages of this system were: the recording capacity was only limited
by the length of the tapes used, low cost for its time ($5000 for digitizing
equipment plus $500 per video channel), and scalable to record any number
of channels. The first major disadvantage was the reduced quality due to
using VHS tapes as the recording medium. Secondly, the digitizing process
was time consuming since each tape had to be digitized independently. This
technology was used in the Virtualized Reality project at Carnegie Mellon
University [29].
Figure 3.2: Block diagram of 3D Room Capture System [30].
Virtualized Reality evolved into the 3D Room [30] which improved upon
the technology used to capture and digitize the videos. The 3D Room still
used the single synchronizing signal; however, PCs with 3 digitizer cards
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were used instead of VCRs which allowed the camera data to be captured
and stored directly. A control PC was used to control the multiple digitizer
PCs to create a large camera array for 3D imaging. Figure 3.2 shows the 3D
Room hardware architecture.
Figure 3.3: Block diagram of the synchronous, multi-channel, video recording system [39]
The system was capable of capturing 640x480 images at 30 FPS resulting
in a data rate of 17.58 MB/s per video channel. The system used digitizer
cards based on the peripheral component interconnect (PCI) bus which has
a burst transfer rate of 132 MB/s. This allowed the system to capture up to
9.1 seconds of video for three cameras per digitizer PC.
Figure 3.4: Portable laptop-based system along with camera and power source. [2]
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More recently, a mobile system for multi-video recording based on some
of the concepts introduced in the 3D Room project was proposed by Ahren-
berg et al. [2]. The mobile system consisted of a modular network of laptops
that each captured a single camera stream. Each laptop, shown in Figure 3.4,
had 512 MB of RAM, 1.7 GHz Pentium 4 processor, and transmitted data
over an 802.11 network. The laptops could each record 80 seconds of video
at 640x480, 15 FPS.
Lei et al. [31] (2008) recently proposed a system that uses a general-
purpose application framework for rapid prototyping and implementation of
different camera array setups. This system takes advantage of recent tech-
nology to aid in creating flexible camera setups. The solution focuses on
cluster-based arrays where multiple computing nodes are used to control the
cameras and perform computations on the same network. Each node con-
sisted of two dual-core Opteron CPUs and two NVIDIA 8800 GTX GPUs,
providing each node with significant processing power.
Figure 3.5: Lei, et al.’s Software Architecture Component Diagram [31]
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This implementation takes advantage of the recent advances in general
purpose GPU technology allowing each GPU to be leveraged for additional
computational power. Each node also has a 3-port Firewire interface card
which allows three 1024x768 video cameras to be captured at 15 FPS. The
software architecture is master/slave (bi-direction) based, as seen in figure
3.5. The same application runs on each node with different options specified
for each slave by the master. All of the nodes are attached via a 10 Gb Eth-
ernet network allowing for high-bandwidth data transfer, which is necessary
when working with large camera arrays.
This solution was capable of capturing 16 cameras at 1024x768 at 15
FPS each. In addition, each node was capable of significant on-line image
processing such as background subtraction, depth map computation, and
stereo mapping. A variety of video cameras were supported through the
use of the Microsoft DirectShow framework, as well as custom drivers for
additional control of the cameras used.
The most recent solution for capturing multiple video streams was pro-
posed by Lichtenauer et al.[32] in 2009. Their system uses a single PC
consisting of an Intel Core 2 Duo 3.16 GHz CPU along with an NVIDIA
8800 GS graphics card and six-terabyte hard drives for data storage. Camera
data was captured using two PCI-Express FireWire camera interface cards







Max # of Cameras
640x480 30 8.8 48
1024x768 15 11.25 36
658x494 80 24.8 18
780x580 60 25.9 18
1280x1024 27 33.8 12
Table 3.2: Estimated Performance of Single PC Capture[32]
It was determined that this system could capture over nine hours of video
from six cameras. Theoretically, the system is capable of handling up to 18
cameras with uncompressed video streams at 60FPS, or 36 cameras at 30
FPS. From Table 3.2 it is clear that for resolutions greater than VGA (640
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x 480) there is a trade-off between quality of the image (bit-rate) and the
frame rate. In addition, these numbers were obtained during the capture of
uncompressed video which requires minimal CPU power, but has large I/O
data bandwidth requirements for storing the video.
From all of the above implementations of multi-camera capture solutions
it is clear that there are several trade-offs that must be analyzed. First there
is a major performance difference if any on-line processing needs to be done
on the node capturing the video streams. The more on-line processing, the
fewer cameras per node can be captured. On-line processing includes pro-
cesses such as compression of the video data as well as additional analysis.
Secondly, if compression is not done then the trade-off is high video and
audio bit-rates. This results in large data files which requires a large stor-
age capacity. The third trade-off is the amount of data that can be transferred
over the network. This is again tied to whether the data is compressed or not,
but wired networks are orders of magnitude faster than wireless networks.
The last trade-off is cost, depending on the application on-line processing is
minimal so cheap low-performance computers can be used instead. In the
proposed solution, these trade-offs are examined, but ultimately left up to
users based on their application.
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640x480 Length of VHS
Tape
3D Room 266MHz Pentium





640x480 9.1 seconds per
camera
Ahrenberg et al. 1.7GHz Pentium 4
laptops (Mobile)
640x480 80 seconds per
laptop








Table 3.3: Video Capture Solutions - Summary of Features
3.2 Wireless Sensor Networks
Another common theme that can be seen from the above implementations is
that all video capture is done through intermediate capture cards that are es-
sentially composed of analog to digital converters. From this it is clear that
these systems need not be limited to video capture applications. Many other
sensors exist to measure range/distance, force/pressure, touch, motion, envi-
ronmental conditions, voltage/current, etc. These sensors can be integrated
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along with video and audio sensors to make the system more aware of its en-
vironment. While the majority of these sensors have analog signals, the data
can be digitized and accessed on common PCs through input/output (I/O)
boards or analog-to-digital converter (ADC) cards. For example, Phidgets
Inc.[22] sells USB sensors along with I/O boards to connect generic analog
and digital sensors. They also provide software development kits (SDKs)
for most of the common programming languages to access the converted
data programmatically.
The idea of collecting data from multiple sensors has been explored in
Wireless Sensor Networks (WSN)[54]. WSN are low-power, low-cost dis-
tributed sensors that are connected to a central network. These sensors can
be embedded in practically any application. The sensors then send back data
periodically over the network allowing a central location for monitoring data
from many locations. Most wireless sensors immediately send captured data
over the network, or have local micro-controllers/processors to do minimal
computations and handle data flow. Additionally, processing at the source
of the sensor data reduces computational burden on the communication sys-
tem. Yet one problem with these sensor networks is that if the sensor or
the network goes down, the data is completely lost [9]. One solution is to
add storage capability to each wireless sensor. Another solution is to couple





The concept for this project originally began as a prototype for an embedded
system. The goal was to develop a small, low-power video capture system,
that could capture two video streams, do some basic processing, and store
the streams, after compressing them, to disk. One of the biggest challenges
with designing an embedded system is the cost in terms of time and money
for the design phase. Designing a fully custom hardware solution requires
thousands of man-hours and many areas of expertise. In addition it is highly
unlikely that a custom design will work as expected on the first try. Tracking
down problems with custom designs requires significant time for debugging
and re-fabrication.
Given the time and budget constraints it was impractical to develop a full
custom solution to capture data; instead development boards were explored.
There are several companies that manufacture and sell low cost develop-
ment boards such as the LeopardBoard[10], BeagleBoard[6] and more re-
cently the PandaBoard[42], but these demo boards have a few limitations.
These boards often fail to fully utilize the embedded processor they contain,
have limited community based support and are generally not designed using
production-ready processes.
The benefit of using a development board is that there are minimal initial
design costs, and the development board schematics and design are publicly
available which is beneficial when used as a base for customization. For
these reasons there was still value in experimenting with a board in order to
gauge its performance and reliability.
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4.1 Initial Prototype
The LeopardBoard was chosen for the initial prototype due to it support-
ing most of the features that were required and its low cost. The board
had several crucial features: on-board hardware video compression, on-
board VGA camera interface, several general purpose pins and ran a cus-
tom light-weight OpenEmbedded Linux provided by RidgeRun. While the
PandaBoard would have been preferred it was unavailable at the time these
experiments were done. Since the LeopardBoard ran a full linux kernel on
an ARM chip it was possible to leverage the GStreamer open source mul-
timedia framework. The framework uses a pipeline based setup where the
source media is piped through various filters/plugins. A basic pipeline for
capturing video data at 30 FPS was setup. This pipeline took the source
video and compressed it using hardware accelerated MPEG-4 compression
(a feature of the processor on the LeopardBoard) and then output to a quick-
time .mp4 file.
Figure 4.1: LeopardBoard Development Board[10]
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Unfortunately one limitation of the board was that it contained only a sin-
gle USB port so only one camera source could be interfaced easily. There
was a camera interface port, but that required custom hardware design or
a pre-manufactured camera board from Leopard Imaging Inc. While the
pipeline worked quite well, the hardware itself had problems. The system
would inexplicably reset and the replacement board that was received also
became faulty within a few days. Due to these reasons a more generic solu-
tion was derived. It was important that the new solution be easy to maintain
and flexible so that additional sensors, other than audio and video, could be
handled. Also the solution needed to be low-cost so that it would be cost-
effective to build a network of capture systems. From these requirements it
was determined that a PC based solution would be best.
4.2 PC Based Solution
Switching to a PC based solution required the choice of an operating system
between Windows, Linux/Unix and OSX. Choosing an operating system
was not a trivial task because the choices affect the computer hardware to
use along with compatible peripheral devices. Determining which to use
was decided by several factors which are listed in the table below.
Windows Linux Mac OSX
% of Global Users[46] 86.5 5.9 7.3
3rd Party Device Support High Medium Medium-Low
Media APIs DirectShow GStreamer Quicktime
Familiarity High Medium Low
Hardware Support Medium High Low
Table 4.1: Operating System Comparisons
The media APIs ended up being the most important factor because only
DirectShow and GStreamer allowed the creation of pipelines that could take
filters/plugins that could contain any data source, while Quicktime was just
for audio/video data. The next important factor was the percentage of global
users, it was clear that Windows is still the dominant operating system on
17
the market and most familiar to users. Finally Windows runs on almost any
hardware excluding ARM based chipsets and has significant device driver
support. Linux is the next closest since it can run on systems that Windows
runs on as well as ARM based hardware. OSX has the least hardware sup-
port since it can only be used with Apple designed hardware. Windows was
chosen over Linux due to the researcher’s own familiarity and experience
with the DirectShow and Windows APIs. This system could most likely be
ported using Linux and GStreamer in the future for greater hardware sup-
port.














· Audio/Video Capture Filter
· PhidgetSpatial Capture Filter
· GPS Capture Filter
· Video Stacking Filter
· Image Processing Filter
· MJPEG Compression Filter
· Video Streaming Filter
· AVI Mux/File Writer Filters
• Monitoring and Archiving PC
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– Hardware
∗ Desktop PC/Powerful Laptop
– Software
∗ User Interface
· Video Preview - Up to 12 Remote Devices
· Remote Device Control
· Download Recordings
∗ Video Preview
∗ Capture device control, monitor, and archival application
• Wired/Wireless Network
The following sections provide detailed descriptions for each of the items
listed above.
4.3 Data Capture - Hardware
Netbooks, slates, and tablet PCs were identified as target platforms for the
capture hardware, but desktops could be used if greater real-time processing
capabilities are needed.
4.3.1 Computer Platform
The first PC used for testing was the ExoPC[13]. The ExoPC slate was
recently released; similar to the iPad it has a small keyboard-less form factor.
The ExoPC is a 11.6” slate that has a capacitive touch-screen, and a 1.66
GHz Intel Atom N450 processor[27]. The N450 is the newest single-core
Atom based processor, it has a thermal design power (TDP) of just six watts,
TDP is the maximum amount of power the cooling system has to dissipate
in a system. The Atom processor uses in-order execution and sacrifices
performance in exchange for its low power requirements. The slate was
used as a test platform because it allows for comparison between multi-core
and single core machines, and it has the minimum specifications that can be
found for tablets and netbooks currently on the market. This represents the
worst-case performance of this framework on modern hardware.
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Figure 4.2: ExoPC[12]
The Fujitsu LifeBook TH700 tablet PC[15], shown in Figure 4.3, was
chosen for the laptop system. The TH700 combines a small form factor
with a powerful 2.26 GHz Intel Core i3-350M processor[23] with hyper-
threading support and a maximum TDP of 35 watts. Hyper-threading im-
proves parallelization of computations by addressing two virtual processors
for each physical processor/processor core. This allows the operating sys-
tem to schedule two threads simultaneously, which helps speed up some
applications. The TH700 has dual digitizer technology, which allows users
to use either their fingers or the provided stylus to control the computer. In
addition, the screen is attached via a swivel hinge so it can be oriented as
desired by the user. The downside of the Fujitsu TH700 is the integrated
graphics card. This prevents the use of GPU acceleration for online pro-
cessing.
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Figure 4.3: Fujitsu LifeBook TH700[15]
The final test computer was a 13” MacBook Pro[4] with a 2.26GHz Intel
Core 2 Duo P7550 processor,[25] which has a TDP of 25 watts, but doesn’t
have hyper-threading support. This laptop was chosen to show the differ-
ences between two systems having the same processor clock speed, but less
simultaneous processing capabilities. This system ran Windows using Ap-
ple BootCamp; it was determined that there was no loss of performance
due to BootCamp by comparing this system to a similarly configured Dell
laptop.
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Figure 4.4: 13” MacBook Pro - Windows 7[43]




Processor 1.66 GHz Intel
Atom N450
2.26 GHz Intel Core
i3-350m
2.26 GHz Intel Core
2 Duo
Graphics Card Intel HD Intel HD Geforce 9400m













USB 2 USB 2.0 3 USB 2.0 2 USB 2.0
Battery 3-cell, 5139 mAh 6-cell, 5200 mAh 6-cell, 5046 mAH
Dimensions (in) 11.6 x 7.7 x 0.55 11.69 x 9.17 x 1.54 12.78 x 8.94 x 0.95
Weight (lb.) 2.1 4.2 4.5
Table 4.2: Technical Specifications Comparison
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Finally, the desktop PC chosen for monitoring was the HP Pavilion Elite
HPE-250F[20], shown in Figure 4.5. The HPE-250F has an Intel Core i7-
860 (2.80GHz) Quad-Core processor[24], along with a discrete ATI Radeon
HD 5770 graphics card. This system provides significant CPU and GPU
computational power which is useful for monitoring and manipulating the
received data streams in real-time.
Figure 4.5: HP Pavilion Elite HPE-250F[20]
4.3.2 Data Sources
There are many devices that collect data, but that data has to be transmitted
to the computer. Depending on the interface the amount of bandwidth avail-
able is different. Video information generally requires a high bandwidth
interface. For example most standard definition 480i video capture requires
at least 270 Mb/s. High definition 720p/1080p video can require at least 1.5
Gb/s, so it is recommended to use devices that use high bandwidth inter-
faces such as USB 3.0 or PCI Express. For comparison, a high quality 5.1
channel uncompressed audio track requires at most 18 Mb/s, so for audio,
or periodic data streams a USB 1.0/2.0 device is sufficient. The most com-





PCI-Express 1.0[51] 250 Mb/s per lane (max 16 lanes)
PCI-Express 2.0[51] 500 Mb/s per lane (max 16 lanes)
Firewire 400/800[50] 400 Mb/s / 800 Mb/s
USB 1.0[52] 12Mb/s
USB 2.0[52] 480 Mb/s
USB 3.0[52] 5 Gb/s
Table 4.3: Common PC data interfaces and bandwidths.
4.3.2.1 Analog Video Sources
Two analog color video cameras that are 0.55 inches square, and 0.75 inches
in depth were chosen. These cameras are small enough that they can be
discretely mounted on clothing or equipment that a user of this system is
carrying. The outputs from both the cameras are analog video signals in
NTSC format, which is a standard that has been around since the 1940s in
the United States. In order to interface these cameras to the PC, two XLR8
XtraView USB analog to digital converters [44] were used.
The NTSC [48] format consists of 29.97 interlaced frames of video per
second. These frames are converted to 8-bit YCbCr 4:2:2 digital images
using the converters. YCbCr is a color-space used to represent the image
data, while 4:2:2 represents the chroma sub-sampling. In this case the the
horizontal chroma resolution is halved, which reduces the bandwidth of the
video signals by one-third with minimal visual difference.
4.3.2.2 Digital Video Sources
Two Microsoft LifeCam 720p cameras were chosen to test digital video cap-
ture performance: LifeCam HD-5000[37] and LifeCam Cinema[36]. The
LifeCam HD-5000 uses a 4 megapixel image sensor, while the Cinema uses
a 5 megapixel image sensor, but other than that both cameras have the same
features. For video capture both cameras support resolutions from 160x120
to 720x480 at 30 FPS uncompressed, 800x600 at 15 FPS and 1280x720 at
10 FPS.
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Figure 4.6: Microsoft LifeCam Cinema - 5 MP Sensor[36]
Figure 4.7: Microsoft LifeCam HD-5000 - 4 MP Sensor[37]
These cameras were chosen because they also come with hardware MJPEG
video compression capabilities. This is supported at all resolutions from
160x120 to 1280x720 at full 30 FPS. The other advantage of using digital
webcams is that they are designed to fully leverage the cameras capabilities
using DirectShow. The device driver for these cameras provide a filter for
DirectShow which allows control of many camera properties such as expo-
sure, focus, and more as seen in Figures 4.8 and 4.9.
4.3.2.3 Additional Sensor Sources
The spatial sensor used for testing was the PhidgetSpatial 3/3/3 sensor by
Phidgets Inc., seen in Figure 4.10. This sensor can measure static and dy-
namic acceleration in 3 axes, up to 5g.; it also measures magnetic field in
3-axes up to 4 Gauss and finally measures angular rotation in 3 axes, up to
400 degrees per second [21]. It has a USB 2.0 interface and can sample at
4ms to 1000ms per sample, and is powered through the USB bus. Phidget
devices include full APIs for multiple programming languages and provide
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pre-built user interfaces to visualize the sensor data. This sensor was cho-
sen in particular to show the ease of integrating third-party sensors into this
system.
Figure 4.8: DirectShow Camera Properties (Page 1) Filter
Figure 4.9: DirectShow Camera Properties (Page 2) Filter
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Figure 4.10: PhidgetSpatial 3/3/3 Sensor[21]
The GPS sensor chosen for testing was the USGlobalSat BU-353 USB
GPS Receiver[45]. This GPS receiver was chosen due to its USB inter-
face and small size. The receiver is NMEA[41] compliant which is a com-
mon GPS standard. The USB connection acts as a simple serial connection
across which the NMEA data is sent. The data rate is quite low, but some
processing is necessary to properly translate the GPS data into meaningful
longitude/latitude coordinates, and to visualize this data to the user.
Figure 4.11: GPS Receiver Specifications[45]
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4.4 Capture Devices - Software
4.4.1 User Interface
The application interface has a minimal design in order to facilitate usage
as shown in Figure 4.12, below. The interface is designed to run in both
horizontal or vertical orientations depending on how the PC is mounted;
this option can be toggled through the file menu.
Figure 4.12: Capture Application - Main Screen
4.4.1.1 Application Modes
The application running on the capture device can run in three modes: pre-
view, record, and record with preview. In local preview mode data is not
stored at all, allowing the user to calibrate the peripheral devices and pre-
view the data output. Calibration involves ensuring the cameras are ori-
ented properly, and the spatial sensor is properly zeroed. Although data is
not stored in preview mode, it is transmitted over the network so that the
monitoring side can connect and verify that valid data is being received.
In record mode the local monitoring is disabled but the network data
stream and local data storage is enabled. Finally in record and preview
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mode, local monitoring, remote monitoring, and local data storage are en-
abled; this mode requires the most resources and reduces the battery life of
the capture device. Due to this, in most cases the device is run with local
preview disabled after it has been properly calibrated. Each of these modes
is easily enabled through the application interface.
4.4.1.2 Controls
To enable preview mode the preview check-box is toggled on. For recording
without preview the preview check-box is toggled off, and the start record-
ing button is pressed. Finally for recording with preview the preview check-
box is toggled on, and the record button is pressed. Users can create new
recordings with filenames based on the current date/time, or a custom file
name. Once a recording has started it will continue until the battery life is
close to empty, or until the user presses stop recording. Also when a user
starts a recording the border around the video panel turns red to indicate
that a recording is in progress. Finally, from the user interface it is possible
to upload the last recorded video, or a directory of videos to the monitor-
ing/archiving device.
4.4.1.3 PhidgetSpatial Interface
To view the data from the PhidgetSpatial sensor, the pre-built user interface
provided by Phidgets Inc. is shown with the sensor as seen in Figure 4.13.
The interface shows both the numerical values and graphical representations
of the gyroscope, acceleration, and compass data. The data is also logged
to a comma separated values (CSV) file, which can either be multiplexed
directly into the final AVI file, or transmitted over the network for storage.
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Figure 4.13: PhidgetSpatial - User Interface
4.4.1.4 System Status
The user interface also has a panel that shows basic usage statistics of the
capture device. The system metrics are collected using the Performance
Monitor API provided by Microsoft. It displays the amount of battery life
remaining, amount of free disk space, CPU usage and memory usage so that
a user can be alerted when system resources are low.
4.4.2 DirectShow - Filters
Data capture was implemented using DirectShow for each of the modes.
The Microsoft DirectShow API is a low-level multimedia framework for
Windows that allows direct access to media and other hardware attached to
a computer system [35] as seen in Figure 4.14. Using DirectShow, a pipeline
of processing steps can be formed through the use of filters. Each filter has
input and/or output pins that can be used to cascade filters. This allows for
very modular programs that are not dependent on input or output file formats
as long as intermediate filters exist to manipulate them. There are three main
types of filters: source filters provide input data streams such as live video
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from a video capture card, transform filters are used to modify output from
a previous filter such as applying an edge detector to the captured video, and
lastly renderer filters which are used for displaying video on the screen or
for outputting to files.
Figure 4.14: DirectShow API Overview [35]
In addition to this the DirectShow SDK provides developers access to
implement their own filters. It is also possible to create programs that can
automatically use these filters in the background in order to handle tasks
while providing a more user friendly interface.
In the following sections the filters used and created for this framework
are described in greater detail.
4.4.2.1 Audio/Video Capture Filter
Any audio/video device that is connected to the system must have device
drivers to be visible to the system. Most manufacturers of multimedia de-
vices provide DirectShow filters so that the raw data from their devices can
be leveraged within any DirectShow based application. Generally separate
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filters are provided for audio and video filters since each has its own spe-
cific data stream format and options. For example the audio/video analog to
digital converter device drivers provides two filters, one for audio and one
for video. In the audio filter it is possible to control the master, treble, and
bass volumes, along with other options, while in the video filter it is possi-
ble to control the frame rate and color-space of the captured video. The raw
audio/video can be further processed using other filters.
Figure 4.15: Audio Filter Properties
4.4.2.2 Video Stacking Filter
Another filter designed was a video stacking filter. This filter allows two
video streams to be merged into a single video stream with the videos being
placed side-by-side, or one on top of the other. In order to do this the filter
takes two video streams via two input pins. The filter waits until it receives
one frame from both of the streams before combining them. The benefit
of this is that it is possible to synchronize the video streams to within one
frame if the clocks driving the streams are off by up to 1 Hz. Since the
crystal oscillators in the low-cost video cameras used were off from each
other by approximately 0.5 Hz, it was possible to synchronize the streams.
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Figure 4.16: Video Filter Properties
Once the frames are combined the stream is sent to an output pin of the
filter. Multiple instances of this filter can be used in order to combine many
video streams together.
4.4.2.3 Image Processing Filter
The image processing filter integrates OpenCV into a DirectShow filter in
order to run image processing algorithms on the raw data streams. OpenCV
[7] is an open source API originally created by Intel, but currently main-
tained as an open source project that has many optimized algorithms for
real-time computer vision. Figure 4.17 shows the software APIs provided
by OpenCV.
4.4.2.4 MJPEG Compression Filter
Motion JPEG [14] is a simple video codec where each frame of a video is
stored as a compressed JPEG image. MJPEG was a widely used format due
to its ease of implementation and low processing needs until H.264 became
more practical. The expense of MJPEG is large file sizes due to the min-
imal compression for high quality storage. This codec uses an intra-frame
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Figure 4.17: OpenCV Overview [7]
(current frame only) compression based on the discrete cosine transform.
Each frame is converted to the frequency domain and then quantized to re-
move high-frequency information that has a small perceptual effect of the
image. The amount of quantization can be controlled through the quality
parameter in order to trade-off between picture quality and file size [47].
Since MJPEG is so widely used, there are no issues in viewing the com-
pressed videos across multiple platforms. Figure 4.18 describes the MJPEG
compression pipeline. For decompression the process is the same, except
the inverse functions of each step are applied. The modern successor to the
MJPEG codec are the H.264/AVC codecs.
Figure 4.18: MJPEG Compression Algorithm [47]
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The H.264 / AVC codecs are based off the MPEG-4 standard and is de-
fined as MPEG-4 part 10, which means that it has some additional features
that the base MPEG-4 standard does not have. The goal of the H.264 codec
was to heavily reduce file sizes by compressing video more effectively. This
is done mainly through exhaustive motion estimation algorithms that allow
for up to 16 reference frames compared to the one or two traditionally used
in the MPEG-4 standard. H.264 also has entropy coding in order to loss-
lessly compress data by creating unique codes that can be used to generate
the original data. Through these and other techniques, H.264 provides very
high compression at the cost of high computational requirements [19]. Fig-
ure 4.19 describes the H.264 algorithm pipeline; compared to the JPEG
pipeline it is clear that the H.264 algorithm is significantly more complex
and requires additional processing power in order to achieve real-time frame
rates.
Figure 4.19: H.264 Encoder Overview [19]
Resolution Uncompressed (MB/s) MJPEG (MB/s) H.264 (MB/s)
160x120 1.09863 0.09105 0.01484
320x240 4.39453 0.23194 0.04394
640x480 17.57812 0.51197 0.21526
800x600 27.46582 1.20752 0.34284
1280x720 52.73438 2.5282 0.56174
Table 4.4: Comparison of Video Compression Codecs - Data Rate
35
Table 4.4 shows the difference in data rates between un-compressed,
MJPEG, and H.264 video streams. As the video size doubles, the data rate
for uncompressed video quadruples, while for MJPEG compressed video
the data rate doubles as the resolution doubles. Finally with H.264 it is
hard to predict the data rate due to the motion estimation and other algo-
rithms being performed. Due to algorithmic complexity of recent codecs,
the MJPEG codec was chosen due to its simplicity, and minimal compu-
tational requirements. Three implementations of an MJPEG compression
filter were explored: The FFDShow [11] MJPEG Compressor, the Intel Inte-
grated Performance Primitives (IPP)[26] based codec and a custom MJPEG
compression filter based off of the Microsoft GDI+[34] APIs.
The FFDShow compressor is a generic media decoder/encoder filter that
can compress video using many different compression schemes. Its MJPEG
compression implementation is single threaded, but offers high performance.
The Intel IPP library is an extensive library of highly optimized func-
tions for media and data processing applications including those needed for
JPEG/MJPEG compression. The functions are all multi-core ready and take
advantage of processor optimizations such as MMX and SSE1-4.
Finally GDI+ is Microsoft’s application programming interface and is the
core component for displaying graphical objects. As it is a core Windows
component it has been continually maintained and has improved signifi-
cantly from Windows XP to Windows 7 due to added hardware acceleration
for certain operations. GDI+ provides libraries for storing and manipulating
images in memory and these libraries contain an efficient JPEG encoder.
This encoder was wrapped in a DirectShow filter to create a full MJPEG
compressor.
4.4.2.5 PhidgetSpatial Capture Filter
The PhidgetSpatial device drivers provide an API that allows full control of
the device and its data streams. A DirectShow filter was created to integrate
the data streams from the device into the DirectShow pipeline. By doing
this it is possible to store the spatial data in the same output file as the rest
of the data streams and to have timestamps on the data. The PhidgetSpatial
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has three data streams: acceleration, gyroscopic and compass orientation.
4.4.2.6 GPS Capture Filter
The GPS capture filter takes the NMEA data stream from the GPS device
and parses it into a format that is user-readable. Once a GPS-Fix is acquired
the filter takes the user-readable data and renders it to the video frame.
4.4.2.7 Video Streaming Filter
The video streaming filter takes the compressed video stream and transmits
it across the network to the monitoring/archival device. The filter was de-
signed to transport the video frames using either the UDP or TCP protocols.
The RTP protocol was used in conjunction with UDP to packetize and re-
assemble the video frames. For the TCP implementation, a simple scheme
was used to transmit the frames instead of RTP over TCP. The scheme con-
sisted of sending the frame length followed by the frame itself. This was
done to avoid overheads associated with packetization and reassembly of
the frames. The Nagle[38] algorithm was disabled in order to reduce trans-
mission delay for real-time video streaming at the expense of bandwidth.
4.4.2.8 AVI Mux/File Writer Filters
Finally the last filters that are necessary are the AVI Mux and file writer
filters. The AVI Mux filter allows for multiple data streams to be interleaved
into a single AVI file. There are three interleaving modes; no interleaving,
capture, and full. In no interleaving mode, the data is written to the file as
it arrives, resulting in the highest throughput. In capture mode the data is
interleaved at an approximate rate related to the video capture rate. Finally,
in full interleaving the data is interleaved precisely, but requires additional
overhead. The output of the AVI Mux is connected to a file writer filter,
which creates the actual AVI file and handles any meta-data associated with
the file.
37
4.4.3 DirectShow - Filter Graphs
DirectShow graphs enable the creation of content pipelines so that data
sources and filters can be swapped out as necessary. The API comes with
GraphEdit, a graphical program that can be used to easily configure graphs
/ pipelines that consist of the filters installed on the system.
The basic pipeline for this implementation consists of four main compo-
nents. First is a filter that represents the physical device and has both video
and audio outputs. The next two filters in the pipeline are the software inter-
face to the audio and video outputs from the physical device. Next are the
compression filters, which are used to reduce the bandwidth of the incoming
data streams, and finally the last component is the storage medium which
can be a file, a network stream, or a combination of both. Figure 4.20, be-
low, shows the basic outline of this pipeline. If online processing is desired
it is usually inserted into the pipeline before the compression filter.
Figure 4.20: Basic DirectShow Graph
4.5 Monitoring Device
The monitoring device has two main functions, to show the data captured
from the capture devices in real-time and to be able to control the capture
devices. Data is only transmitted from the capturing device when the moni-
toring device has an active connection to the capture device. This is done to
minimize bandwidth saturation of the network when certain devices are not
being monitored. The monitoring device allows monitoring of up to twelve
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capture devices at the same time. Each device can be further controlled
when in focus.
The controls allow a user to stop/start recordings, configure new record-
ings, and to start/stop the data preview. To control the devices distributed
systems concepts were used. In C#/.NET distributed systems are imple-
mented using .NET Remoting objects. This abstracts the interprocess com-
munication that separates the remote object from a specific client or server
and from a specific mode of communication. This allows either the client or
server end to invoke existing commands on both ends, and pass data back
and forth across application/system boundaries. Remoting is an efficient
way to handle requests especially as the number of networked computers
increase.




In the following section the three systems used for testing are run through
common benchmarks to show the raw performance differences between the
systems. The systems were all setup with the same build of Windows 7 and
all had their respective hardware drivers installed. Each system was updated
with the same set of updates, and for the common hardware used, such as
the digital USB webcams and the XLR8 USB analog to digital converter,
the same driver was installed on each system to keep results consistent.
5.1 Hardware Benchmarks
First two well known synthetic benchmarks, Prime95[3] and wPrime[53],
were used to show the baseline performance of the CPUs in the test com-
puters. A synthetic benchmark is one designed to push the CPU to the limit,
but not necessarily represent real-world performance. In order to show real-
world performance the framework is used in various configurations to ex-
amine performance of capturing different types and combinations of data
sources.
5.1.1 Synthetic Tests
Prime95 is a synthetic test used to benchmark CPU performance through
the calculation of Fast Fourier Transforms (FFT) of various sizes. As the
size of the transform increases the greater the stress on the CPU. For the
following benchmark the test was ran for Fourier transforms of size 758K
40
to 8192K. The test was first run using a single thread, then if the CPU sup-
ported multiple threads the test was re-run using an increasing number of
threads until the maximum was reached.
Figure 5.1: Prime95 - 1 Thread - Benchmark Results
The Prime95 benchmark shows that the ExoPC with the Intel Atom pro-
cessor is significantly slower. It computed the FFT 10 times slower than the
MacBook Pro and the TH700 systems. On all the systems computing the
FFT using two threads the time taken was almost halved. Interestingly even
though the MacBook Pro and the TH700 processors have the same clock
speeds, the processor in the TH700 is slower. Even as the TH700 uses more
threads than the MacBook Pro the synthetic results are slower. This could
be due to the benchmark being optimized for one or two threads. The next
benchmark wPrime is designed to be optimized for higher thread counts.
The wPrime benchmark calculates square roots of 32 million numbers
using Newton’s method for estimating functions. The work is evenly di-
vided up between the maximum number of threads that can run concurrently
on the particular system.
41
Figure 5.2: Prime95 - 2 Threads - Benchmark Results
The wPrime results are closer to what was expected between the Mac-
Book Pro and TH700 performance. The TH700 is faster since it has two
physical cores and two logical cores due to hyper-threading, while the Mac-
Book Pro only has two physical cores without hyper-threading. The ExoPC
still remains the slowest due to the Atom processor. It took 3 times longer
than the MacBook Pro, and 5 times longer than the TH700 to compute the
result. Finally the MacBook Pro took 1.6 times longer than the TH700 to
finish the computation.
ExoPC MacBook Pro TH700
128.717 s (2 threads) 42.324 s (2 threads) 25.677 s (4 threads)
Table 5.1: wPrime Benchmark Results
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Figure 5.3: Prime95 - 3 and 4 Threads (TH700 Only) - Benchmark Results
5.1.2 Storage I/O Benchmark
The hard drive benchmarks show the maximum read and write speeds of
the drives used in the machines. This is important because it represents
the maximum amount of data that can be read or written to the disk per
second which directly affects how much data can be captured. If the hard
drive is not fast enough to handle the input data, then data can be lost. The
benchmark was performed using the ATTO Disk Benchmark program. The
hard drives were tested by reading/writing a 2.0GB file using various block
sizes between 0.5 to 8192 KB. The results that are most important are for
the 2K, 4K, and 8K block sizes since those are typical hard drive write block
sizes for optimal performance.
From the results in Figure 5.4 it can be seen that the systems with solid
state drives (SSDs) significantly outperform a standard disk based drive.
The MacBook Pro was the only system with a standard disk drive, and its
maximum read and write performance was approximately 46.5 MB/s. The
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Figure 5.4: ATTO Storage I/O Benchmark
ExoPC had a first generation SSD from SanDisk and had a read rate of 153.3
MB/s and write rate of 72.2 MB/s. Finally the TH700 with its Corsair C300
SSD had a read rate of 222.6 MB/s and write rate of 172.04 MB/s. These
results show that even with SSDs there is a huge range of performance, but
even the first generation of SSDs perform better than a standard disk drive
by a significant amount.
5.1.3 Networking Throughput Benchmark
The routers used for testing the streaming performance of the systems were
the D-Link DIR-655 and the Apple Airport Express. Both support wireless
802.11n connections, and the DIR-655 has 4 gigabit LAN ports. According
to CNET reviews benchmarks the D-Link DIR-655 [40] should be capable
of 6.325 MBps at a distance of 15 feet, while at 100 feet it is capable of
up to 4.8 MBps transfer rates. The Airport Express[8] should be capable
of 6.6 MBps at 15 feet, while at 100 feet it is capable of up to 2.3 MBps.
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Simple file transfer tests were done with the devices and their performance
was similar to the devices tested by CNET.
5.1.4 Battery Life Benchmark
The Battery Eater benchmark [33] is a commonly used Windows benchmark
to determine the minimum battery life when the computer is under heavy
processing loads.
Platform Rated Battery Life Minimum Battery Life (100% load)
ExoPC 4 Hours 2 Hours 41 Minutes
MacBook Pro 5 Hours 1 Hour 42 Minutes
TH700 5 Hours 2 Hours 35 Minutes
Table 5.2: Battery Life Benchmark
This benchmark tests the system by running the CPU at 100%, the GPU
at approximately 15-20% and has occasional disk I/O operations. The above
battery life figures can be thought of worst case battery life, while the rated
battery life is typical achieved when the system is under a light processing
load.
5.2 Framework Benchmark
This section covers the benchmarks run to test the performance of the frame-
work with various configurations. Each test was run for five minutes after
the system was stable. The CPU and memory usage were sampled four
times a second resulting in approximately 1200 data points per test. For the
tests with streaming the data to the monitoring computer, network activity
was captured on both the recording and monitoring systems. Also on the
monitoring end the average frame rate was captured in order to determine if
the data was received in real-time. In addition each test was run five times
in order to ensure that the captured performance data was accurate. In the
following results all data was captured successfully in real-time unless oth-
erwise noted. Real-time for video corresponds to 29.0 FPS or greater, while
for other data corresponds to the sampling rate the data was captured at.
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The CPU and memory usage graphs are presented in box-whisker plot
format. The following plots indicate the minimum (bottom whisker), 1st
quartile (bottom of the box), median (red line inside the box), 3rd quartile
(top of the box) and maximum (top whisker) for each data set. In addi-
tion the outliers are plotted as red crosses. The range inside the box covers
the 25th to 75th percentile of the data. Both metrics are displayed in this
format because CPU and memory usage are rarely static and can fluctuate
depending on the operations being performed.
5.2.1 Uncompressed Audio/Video Capture Pipeline
Uncompressed audio/video capture was tested in order to show the necessity
of compression as well as the tradeoff between CPU and disk-bound opera-
tions. The uncompressed DirectShow pipeline was simply the audio/video
device filter connected directly to the AVI Mux and File writer filters. By
setting up the graph this way there is minimal CPU usage since the media
capture is done by the USB XLR8 XtraView analog to digital converter. The
uncompressed I/O rate can be approximated using the following formulas:
Uncompressed = (Width ∗Height ∗ 3 ∗ 30 Frames) /1048576
YCbCr 4:2:2 Rate = Uncompressed− (Uncompressed/3)







Table 5.3: Uncompressed Audio/Video Capture Results
From the above table it can be seen that as the horizontal and vertical
resolution doubles, the I/O rate quadruples. Comparing these I/O rates to
the hard drive I/O rates of the system drives, it is clear that uncompressed
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video can be a big bottleneck. The regular disk drive would be able to sus-
tain only three to four 640x480 video streams of data to disk, and only one
or two 800x600 streams. It would not be possible to capture uncompressed
HD video with a standard disk drive.The other disadvantage of capturing
uncompressed video is that most USB 2.0 cameras do not support resolu-
tions higher than 640x480 or 720x480 for uncompressed video due to the
high bandwidth requirement.
5.2.2 Compressed Analog Media Capture Pipeline
Two configurations were tested for analog media capture. A single video
source and a single video source with stereo audio. For each of these config-
urations there were three modes: preview, record and record with preview.
The DirectShow graph for each of the configurations is shown as well.
5.2.2.1 Single Video Source
The first configuration was a single video source with no audio, compressed
with the FFDShow MJPEG compressor at 90% JPEG quality.
Figure 5.5: Single Analog Video Source - Preview Mode - DirectShow Graph
Figure 5.5 shows the graph used for analog video capture in preview
mode. The USB 2821 Video filter represents the software driver for the
XLR8 XtraView. Typically this is also connected to a crossbar device filter
which represents the physical device, but this is only necessary if additional
settings need to be configured. This filter is connected to an AVI Decom-
pressor and a Color Space Converter in order to get the raw video data in
YCrCb format. This is then passed to the Video Mixing Renderer 9 which
is a Microsoft provided video rendering filter. This graph only deals with
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video preview. The next configuration shown is for recording the analog
video output.
Figure 5.6: Single Analog Video Source - Record Mode - DirectShow Graph
For the recording graph, shown in Figure 5.6, it is unnecessary to have
the AVI Decompressor and Color Space Converter filters since FFDShow
handles those functions internally. So the USB 2821 Video connects directly
to the FFDShow Video Encoder which then goes through an AVI Mux filter
which is used to interleave audio/video, or in this case just the video into a
proper AVI format. Finally a File Writer filter is used to create a valid file
on the storage medium. The last configuration graph handles both recording
and preview.
Figure 5.7: Single Analog Video Source - Record and Preview Mode - DirectShow Graph
To handle both recording and previewing the same filters as the previous
two configurations were used as shown in Figure 5.7. The only difference
is the addition of a Smart Tee filter. The Smart Tee filter makes a copy of
the incoming stream of data and outputs it on two channels. The capture
channel retains all of the timing information associated with the stream,
while the preview channel strips this information. This is useful for preview
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since the timing of data isn’t as important and increases performance since
frames can be dropped as needed. This is especially useful when streaming
data over the network since it is preferred to transfer the data as soon as it is
available rather than waiting and sending the frames at constant offsets.
For each of the systems these three DirectShow graphs were run at three
different resolutions: 160x120, 320x240, 640x480. Resolutions greater than
640x480 were not tested since they were not possible with the analog cam-
eras.
Figure 5.8: ExoPC - CPU Usage - Single Analog Video Source
The CPU usage graph for the ExoPC shows that at all resolutions tested
the system was using less than 100% CPU as seen in Figure 5.8. For all
resolutions the recording mode takes the least processing power while the
preview mode takes 10-15% more. The recording and preview results have
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much more variance in the data. This is due to the lack of multi-threading
support and the single processing core of the Atom chip. Contention occurs
between the CPU resources so at times the CPU has to wait for resources to
be free before performing the compression computations. This is especially
apparent at the 640x480 resolutions where the recording and preview mode
CPU usage doubles compared to just recording or just previewing. From
these results it should be possible to run two analog cameras at 160x120 or
320x240 in real-time while recording and previewing, but additional cam-
eras would cause performance to drop below real-time. Additionally these
results show that there is room for other sensor data to be captured when
the resolution is below 640x480. Unfortunately capturing and compressing
a single 640x480 video comes close to maxing out the ExoPC capabilities.
Figure 5.9: MacBook Pro - CPU Usage - Single Analog Video Source
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The MacBook Pro CPU usage is approximately half the amount as the
CPU usage of the ExoPC as shown in Figure 5.9. This shows that the Mac-
Book Pro could support up to five 160x120, three 320x240, or two 640x480
streams in all modes. However, two 640x480 sources in record with preview
mode would maximize the capabilities of the MacBook Pro. It is surprising
that the MacBook Pro is only twice as fast as the ExoPC. In the synthetic
benchmark wPrime, it was shown that the MacBook Pro raw performance
was three times faster than the ExoPC and in the Prime95 benchmark it was
ten times as fast. It is clear from this result that real-world performance can
be different compared to a simple synthetic test. Interestingly the MacBook
Pro CPU performance does not follow the same trend as the ExoPC’s. Here
the preview and recording mode take about the same amount of CPU usage
for the 160x120 resolution, but the record with preview mode jumps to the
same CPU usage as the 320x240 resolution tests; however, the 320x240 re-
sults are unexpected as well since all of the modes use approximately the
same amount of CPU instead of varying as expected. At the 640x480 res-
olution the results for each mode is closer to the expected result, but the
preview mode took much less CPU than recording which was unexpected.
The CPU usage for the TH700, shown in Figure 5.10 follows the same
trend as for the CPU usages of the MacBook Pro and the ExoPC, as the res-
olution increases, the CPU usage increases proportionally. Although both
the MacBook Pro Core 2 Duo processor and the TH700 Core i3 processor
have the same clock speed, the Core i3 processor has almost half the CPU
usage. This is due to the architectural advances of the Nehalem-Arrandale
chipset. The Core i3 contains components that traditionally were contained
in the north bridge of the motherboard. These components include the mem-
ory controller, PCI Express controller, and integrated graphics. Since these
components are on the processor chip itself, access times to these com-
ponents are significantly reduced. This results in the increase in perfor-
mance as seen above. Additionally it can be extrapolated that up to nine
160x120, six 320x240 or four 640x480 video sources could be captured
and previewed in real-time on this system. It is also clear that having more
logical processors available does increase performance for this application.
Even though the MacBook Pro CPU and the TH700 CPU have the same
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Figure 5.10: TH700 - CPU Usage - Single Analog Video Source
clock speed, the additional logical cores and architectural improvements al-
low the TH700 to achieve twice the performance of the MacBook Pro.
5.2.2.2 Single Video and Audio Source
The second configuration was a single video source with a single stereo
audio source, compressed with the FFDShow MJPEG compressor at 90%
JPEG quality for the video and the LAME MP3 encoder at 128 kbps at
44.1kHz sampling rate for the audio.
The preview graph in Figure 5.11 has the same video pipeline as in Figure
5.5. For the audio pipeline the USB EMP Audio Device filter represents the
audio source, this is attached directly to the Default DirectSound Device
which renders the audio to the default speakers that are active.
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Figure 5.11: Single Analog Video and Audio Source - Preview Mode - DirectShow Graph
The record mode shown in Figure 5.12 has the same video pipeline as
in Figure 5.6. For the audio pipeline the USB EMP Audio Device filter
represents the audio source, this is attached to the LAME Audio Encoder
and piped to the same AVI Mux as the video.
Finally the record with preview mode in Figure 5.13 has the same video
pipeline as in Figure 5.7. The audio pipeline the USB EMP Audio Device
filter represents the audio source which is connected to a Smart Tee filter.
The preview output of the Smart Tee is connected to the Default Direct-
Sound Device, while the capture output is attached to the LAME Audio
Encoder and piped to the same AVI Mux as the video.
Figure 5.12: Single Analog Video and Audio Source - Record Mode - DirectShow Graph
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Figure 5.13: Single Analog Video and Audio Source - Record and Preview Mode - Direct-
Show Graph
Figure 5.14 shows that the addition of audio capture increased the CPU
usage by 2-4% for the preview mode, while for the recording and record
with preview mode the CPU usage increased by 10-20% due to the LAME
MP3 audio compressor. This clearly causes an issue at the 640x480 record
with preview mode where the CPU usage goes to maximum approximately
25% of the time. For this test case the capture rate of the video dropped to
28.64 frames per second. This shows that the ExoPC can only capture video
at 640x480 resolution with audio if it is not being previewed at the same
time. The increase in CPU usage is much more dramatic for the ExoPC
compared to the other systems due to its single-core processor. There is a
significant performance hit since the CPU must first handle the video data
then the audio data instead of handling them simultaneously.
For the MacBook Pro results in Figure 5.15 it was shown that at the
160x120 resolution there was more CPU overhead as a result of the audio
capture. However, as the video resolution increased the affects of the addi-
tional audio stream diminished. Comparing Figure 5.9 to the figure above it
is clear that at 320x240 and 640x480 there is minimal difference in the CPU
usage with the additional audio stream. This occurs because at higher video
54
Figure 5.14: ExoPC - CPU Usage - Single Analog Video and Audio Source
resolutions much more video data is captured since there are many more
bits for each frame of the video, while audio data rates are quite small. In
addition to the audio source the MacBook Pro is capable of capturing up to
two 640x480 video sources with some headroom for a low data-rate sensor.
Figure 5.16 shows that the addition of the audio stream makes a negligi-
ble difference in the overall range of the CPU usage for the TH700. Instead
the variance of the CPU usage increased, especially at the 320x240 resolu-
tion as seen in Figures 5.10 and 5.16.
While analog media capture is important, it was necessary to characterize
the performance of digital media sources to see if there was a difference in
capture performance. This is important since digital camera sensors are
increasingly becoming smaller and higher in capture quality, which make
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Figure 5.15: Macbook Pro - CPU Usage - Single Analog Video and Audio Source
them more desirable to use in many applications.
5.2.3 Software Compressed Digital Media Capture Pipeline
Three configurations were tested for digital media capture. A single video
source, single video source with stereo audio, and a dual video source con-
figuration. For each of these configurations there were three modes: pre-
view, record and record with preview. The DirectShow graph for each of the
configurations is shown as well. These three configurations used software
MJPEG compression, the distinction is made here because the following
section discusses the performance of MJPEG hardware compression which
was included in the digital cameras tested.
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Figure 5.16: TH700 - CPU Usage - Single Analog Video and Audio Source
5.2.3.1 Single Video Source
The first configuration was a single digital video source with no audio, com-
pressed with the FFDShow MJPEG compressor at 90% JPEG quality.
Figure 5.17: Single Digital Video Source - Preview Mode - DirectShow Graph
The digital video source is represented by the LifeCam Cinema filter as
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shown in Figure 5.17. For the video pipeline it was no longer necessary
to include a Color Space Converter filter from the video source, but an AVI
decompressor was still necessary since the video stream was still transmitted
as an AVI stream. Finally the decompressed AVI stream was connected to
the Video Mixing Renderer filter to display the video on the screen.
Figure 5.18: Single Digital Video Source - Record Mode - DirectShow Graph
For the recording mode in Figure 5.18 the LifeCam Cinema filter was
connected to the FFDShow Video Encoder, which was connected to an AVI
Mux and a File Writer filter. This is exactly the same workflow as for the
analog case seen in Figure 5.6.
Figure 5.19: Single Digital Video Source - Record and Preview Mode - DirectShow Graph
Figure 5.19 shows that in the record and preview mode the LifeCam
Cinema was connected to a Smart Tee filter. The preview pin was then
connected to an AVI Decompressor and Video Mixing Renderer filter for
the video preview. The capture pin of the Smart Tee was connected to the
FFDShow Video encoder, which then connected to an AVI Mux and its
associated File Writer filter. For each of the systems these three DirectShow
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graphs were run at three different resolutions: 160x120, 320x240, 640x480.
Resolutions greater than 640x480 were not tested since the digital cameras
did not support higher resolutions at 30 FPS when capturing uncompressed
streams.
Figure 5.20: ExoPC - CPU Usage - Single Digital Video Source
Comparing the digital capture CPU usage in Figure 5.20 to the analog
usage in Figure 5.8 for the ExoPC, it is clear that the digital source uses
the same amount of CPU. The digital source has more variance in the CPU
usage as shown by the increased number of outliers. Since the digital source
did not improve performance, these results show it should be possible to run
two digital cameras at 160x120 or 320x240 in real-time while recording and
previewing, but additional cameras would cause performance to drop below
real-time as with the analog capture. Again capturing and compressing a
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single 640x480 video comes close to maxing out the ExoPC capabilities.
Figure 5.21: Macbook Pro - CPU Usage - Single Digital Video Source
Digital video capture on the MacBook Pro was significantly faster than
analog capture at all resolutions, which can be seen from Figures 5.21 and
5.9. At 160x120 resolution the CPU usage was approximately 5-8% less,
and 10-15% less at 320x240 and 640x480. In addition while the variance
remained about the same as the analog capture, the median decreased sig-
nificantly in all cases. This shows that the average CPU usage was lower
than in the analog capture. In this configuration it would be possible to cap-
ture up to ten 160x120, five 320x240, or three 640x480 video sources in
real-time. The gains seen with the MacBook Pro were not expected.
The TH700 digital capture results in Figure 5.22 follow the same trend
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Figure 5.22: TH700 - CPU Usage - Single Digital Video Source
seen in the ExoPC, where performance did not improve using digital sen-
sors. The performance scaling of the TH700 remains the same as in the
analog case such that up to nine 160x120, six 320x240 or four 640x480
video sources could be captured.
5.2.3.2 Single Video and Audio Source
The second configuration was a single video source, compressed with the
FFDShow MJPEG compressor at 90% JPEG quality along with a stereo au-
dio source compressed with the LAME MP3 encoder at 128 kbps at 44.1kHz
sampling rate.
The graph for a single digital audio and video source, shown in Figure
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Figure 5.23: Single Digital Video and Audio Source - Preview Mode - DirectShow Graph
5.23, has the same video pipeline as in Figure 5.17. For the audio pipeline
the Desktop Microphone filter represents the digital audio source, this is
attached directly to the Default DirectSound Device which renders the audio
to the default speakers that are active.
Figure 5.24: Single Digital Video and Audio Source - Record Mode - DirectShow Graph
In record mode the graph in Figure 5.24 has the same video pipeline as in
Figure 5.18. For the audio pipeline the Desktop Microphone filter represents
the digital audio source, this is attached to the LAME Audio Encoder and
piped to the same AVI Mux as the video.
Finally the record with preview mode graph seen in Figure 5.25 has the
same video pipeline as in Figure 5.19. The Desktop Microphone filter repre-
sents the digital audio source which is connected to a Smart Tee filter. The
preview output of the Smart Tee is connected to the Default DirectSound
Device, while the capture output is attached to the LAME Audio Encoder
and piped to the same AVI Mux as the video.
For the ExoPC adding a digital audio source to the digital video source
causes a 1-2% increase in the preview mode, but in the recording modes
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Figure 5.25: Single Digital Video and Audio Source - Record and Preview Mode - Direct-
Show Graph
Figure 5.26: ExoPC - CPU Usage - Single Digital Video and Audio Source
the CPU usage increased by 10-15% as shown in Figure 5.26. In the record
with preview mode the CPU usage increased by 20-30%. This reduces the
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capture capabilities of the ExoPC so that only two 160x120 video sources
or single 320x240/640x480 source could be captured in conjunction with an
audio source. Comparing this result to the analog video and audio capture
setup, it can be seen by comparing Figure 5.14 to the figure above that the
digital capture pipeline is more efficient by 2-5% less CPU usage. In the
analog 640x480 record with preview mode test the system maxed out the
CPU and failed to achieve a full real-time frame-rate, but the digital capture
remained under 90% CPU usage leaving room for additional tasks.
Figure 5.27: MacBook Pro - CPU Usage - Single Digital Video and Audio Source
Compared to the capture of just digital video, the addition of the digital
audio capture increased the CPU usage for the MacBook Pro during pre-
view mode increased by 1-2%, while in the recording modes the CPU usage
increased by 2-4% shown in Figure 5.27. Looking at the analog version of
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this setup in Figure 5.15 it can be seen that the performance of the digital
version is significantly faster with 10-20% less CPU usage across the test
cases.
Figure 5.28: TH700 - CPU Usage - Single Digital Video and Audio Source
Including a digital audio source increases the CPU usage by 2-5% com-
pared to the digital video capture on the TH700 for all resolutions and modes
as shown in Figure 5.28. However, the digital video and audio capture used
more CPU than the analog version of the test. This was unexpected see-
ing how for the other two systems switching to a digital source improved
performance.
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5.2.3.3 Dual Video Source
The final configuration was two digital video sources with no audio, each
compressed with the FFDShow MJPEG compressor at 90% JPEG quality.
The capture pipeline for the modes shown in Figures 5.29, 5.30, and 5.31
is identical to the setup for a single digital video source per video source as
seen in Figures 5.17, 5.18 and 5.19.
Figure 5.29: Dual Digital Video Source - Preview Mode - DirectShow Graph
Figure 5.30: Dual Digital Video Source - Record Mode - DirectShow Graph
For each of the systems these three DirectShow graphs were run at three
different resolutions: 160x120, 320x240, 640x480. Resolutions greater than
640x480 were not tested since the digital cameras did not support higher
resolutions at 30 FPS when capturing uncompressed streams.
Comparing the dual capture CPU usage in Figure 5.32 to the single video
capture in Figure 5.20, it can be seen that the CPU usage for two digital
sources approximately doubles the CPU usage in all test cases. From this
it is clear that it would not be possible to capture more than two videos at
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Figure 5.31: Dual Digital Video Source - Record and Preview Mode - DirectShow Graph
Figure 5.32: ExoPC - CPU Usage - Dual Digital Video Source
any resolution without dropping below real-time frame-rates. The test also
shows that at resolutions below 640x480 there is room to capture additional
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sensor data.
Figure 5.33: MacBook Pro - CPU Usage - Dual Digital Video Source
On the MacBook Pro, capturing two digital video streams approximately
doubles the CPU usage in all modes as shown in Figure 5.33. This verifies
that in this configuration it would be possible to capture up to ten 160x120,
five 320x240, or three 640x480 video sources in real-time as stated for the
single digital video stream.
The TH700 dual video capture mode also shows the double CPU usage
trend seen with the previous systems in Figure 5.34. The TH700 should eas-
ily be able to capture nine 160x120, six 320x240 or four 640x480 MJPEG
compressed video sources.
68
5.2.4 HW Compressed Digital Media Capture Pipeline
Only two configurations were tested for digital capture with hardware video
compression. A single video source and a dual video source configura-
tion. For each of these configurations there were three modes: preview,
record and record with preview. The DirectShow graph for each of the con-
figurations is shown as well. These configurations used hardware MJPEG
compression in order to show the benefits/disadvantages of hardware accel-
eration.
Figure 5.34: TH700 - CPU Usage - Dual Digital Video Source
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5.2.4.1 Single Video Source
In preview mode since the output of the video source is already an MJPEG
stream, the stream needs to be decompressed. This was done using the
MJPEG Decompressor filter that comes default with Windows. This was
then connected to the Video Mixing Renderer filter to render the video to
the screen as shown in Figure 5.35. For recording mode the MJPEG stream
from the video source can be directly output to an AVI file so no interme-
diate filters are needed, shown in Figure 5.36. Finally for the record and
preview mode the above configurations are combined into a single pipeline
as shown in Figure 5.37. These graphs were only tested at 800x600 and
1280x720 resolutions since it was known that the systems could handle
lesser resolutions with software compression, so with hardware compres-
sion the performance would be significantly faster.
Using hardware compressed video capture the ExoPC had no trouble
capturing video up to 1280x720 resolution as shown in Figure 5.38. The
preview modes took significantly more CPU usage than the record modes
because of the software decompression of the video stream for display. In
the record mode the CPU usage for both resolutions was identical. This
was expected because the stream is being compressed within the video sen-
sor device. The CPU usage for the single hardware compressed 1280x720
stream was approximately 20-30%, using software compression this was
the amount of CPU needed for a single 640x480 stream. From this result
it would be possible to capture up to three 1280x720 video streams with-
out preview, or three 800x600 video streams while previewing one of the
streams.
Figure 5.39 shows that the MacBook Pro was able to capture 800x600
and 1280x720 resolution hardware compressed video using less than 10%
Figure 5.35: Single Digital Video Source - Preview Mode - Hardware Compression - Di-
rectShow Graph
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Figure 5.36: Single Digital Video Source - Record Mode - Hardware Compression - Di-
rectShow Graph
Figure 5.37: Single Digital Video Source - Record and Preview Mode - Hardware Com-
pression - DirectShow Graph
of the CPU in the record mode. This means that it is possible to capture
up to ten 800x600 or 1280x720 video streams on this system. For preview
modes it should be possible to preview and capture one to two 800x600
streams. Oddly the 1280x720 preview mode performance was much bet-
ter than previewing the 800x600 streams. It is unknown why the perfor-
mance was better at 1280x720 resolution. It is possible that the Geforce
9400m graphics card was accelerating streams of certain resolutions such
as 1280x720 which is a standard HD video resolution. From these results it
should be possible to preview and capture up to three 1280x720 streams.
The CPU usage for the TH700 is shown in Figure 5.40. The TH700
captured 800x600 and 1280x720 hardware compressed video streams using
less than 10% of the CPU for record mode. Previewing the stream took
more CPU usage as expected from the other systems results. Interestingly
the 800x600 preview mode took the most CPU even though the record and
preview mode took significantly less. The 1280x720 preview CPU usage
was more than the 800x600 record and preview mode; this means that the
TH700 has no video acceleration unlike the MacBook Pro which is expected
due to the lack of a dedicated graphics card. From these results the TH700
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Figure 5.38: ExoPC - CPU Usage - Single Digital Video - Hardware Compressed
could capture up to twelve 800x600 and ten 1280x720 video streams.
5.2.4.2 Dual Video Source
For the dual video source hardware compression tests, the graphs for pre-
view, record, and record with preview follow the same pipelines seen in
Figures 5.35, 5.36 and 5.37 except each of the pipelines were cloned per
video source being captured. These graphs were only tested at 800x600
and 1280x720 resolutions since it was known that the systems could handle
lesser resolutions with software compression, so with hardware compres-
sion the performance would be significantly faster.
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Figure 5.39: MacBook Pro - CPU Usage - Single Digital Video Source - Hardware Com-
pressed
Capturing two hardware compressed sources was possible for the Ex-
oPC, but only during record only mode as shown in Figure 5.41. Preview-
ing the video streams in real-time was not possible. While the record mode
suggests that the CPU usage was 20-30%; however, there were a significant
number of outliers. Based on the single video capture it was expected that
the overall CPU usage would be around 60% for capturing two streams.
Figure 5.42 shows that the MacBook Pro captured two hardware com-
pressed video streams using less than 25% of the CPU in record mode. Pre-
viewing the 800x600 resolution video took more processing power than the
1280x720 resolution. This validates the theory that the graphic card is ac-
celerating the display of video at that resolution.
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Figure 5.40: TH700 - CPU Usage - Single Digital Video Source - Hardware Compressed
Finally, for the TH700, capturing two video streams using the hardware
compression resulted in approximately double the CPU usage, shown in
Figure 5.43 compared to capturing a single hardware compressed video
stream shown in Figure 5.40. The 800x600 preview resolutions took less
processing power than the 1280x720 resolution. This was contrary to the
results for the single hardware compressed capture, but closer to the ex-
pected result.
5.2.5 Digital Media Capture with GPS Sensor Pipeline
A single configuration was tested for digital capture with a GPS sensor. The
pipeline was identical to the single digital video source as seen in Figures
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Figure 5.41: ExoPC - CPU Usage - Dual Digital Video Source - Hardware Compressed
5.17 and 5.18. For the preview mode the GPS Device Filter was added in-
between the AVI Decompressor and the Video Mixing Renderer. While for
the record mode the GPS Device Filter was inserted before the FFDShow
Encoder as shown in Figure 5.44.
The inclusion of the GPS sensor increased the CPU usage on the ExoPC
by approximately 10%, shown in Figure 5.44 compared to capturing just
a single video stream (Figure 5.20) across all of the modes. The increase
is constant because the output of the GPS filter was directly written to the
frame regardless of mode. This still leaves room for additional sensors to be
included as part of the systems.
On the MacBook Pro system the results were comparable to the ExoPC
system as seen from Figures 5.45 and 5.44. The CPU usage increased by
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Figure 5.42: MacBook Pro - CPU Usage - Dual Digital Video Source - Hardware Com-
pressed
5-10% with the added GPS sensor across all modes and resolutions.
Finally on the TH700 system, the addition of the GPS sensor caused the
CPU usage to increase by less than 5% across all test cases, shown in Figure
5.46. This leaves significant room for additional sensors or audio/video
sources to be added.
5.2.6 Digital Media Capture with PhidgetSpatial Sensor Pipeline
A single configuration was tested for digital capture with a PhidgetSpatial
sensor. The pipeline was identical to the ones for a single digital source
as seen in Figures 5.17 and 5.18 except that for the preview mode the Phid-
getSpatial filter was added in-between the AVI Decompressor and the Video
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Mixing Renderer and for the record mode the PhidgetSpatial filter was in-
serted before the FFDShow Video Encoder.
Including the PhidgetSpatial sensor increased the ExoPC CPU usage by
approximately 10% in the preview modes, while in the record modes this
increase was only about 8%, as shown in Figure 5.47. This means that on
the ExoPC it would be possible to use the PhidgetSpatial and GPS sensor to-
gether except at the 640x480 record mode. In the 640x480 record mode the
CPU usage is close to maximum and caused the frame-rate of the preview
to drop below realtime by one or two frames.
The MacBook Pro results for the addition of the PhidgetSpatial sensor,
shown in Figure 5.48, increased CPU usage by approximately 20% in the
Figure 5.43: TH700 - CPU Usage - Dual Digital Video Source - Hardware Compressed
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Figure 5.44: ExoPC - CPU Usage - Digital Video and GPS Sensor
preview modes. In the record modes the CPU usage only increased by 10-
15%. This was an unexpected amount of increased cpu usage based on
the results seen on the ExoPC, but these differences could be due to the
architectural differences between the two platforms. ExoPC’s CPU is an in-
order execution pipeline, while the MacBook Pro CPU has an out-of-order
execution pipeline, which means that prediction is done to determine what
operation to execute next.
The TH700 CPU usage increased by approximately 10% for the preview
modes, while the record mode usage increased by less than 5% as shown in
Figure 5.49. These results match the pattern with the other systems, where
the preview modes take more usage than the record mode. It was determined
that previewing the data took more CPU usage since the screen had to be
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Figure 5.45: MacBook Pro - CPU Usage - Digital Video and GPS Sensor
redrawn at every sampling of the PhidgetSpatial sensor. Since the sensor
was sampling every 8ms, that was how often the display had to be redrawn.
5.3 Monitoring/Streaming Benchmarks
All of the above configurations for capturing videos at 160x120 to 640x480
were repeated with the streaming media filter attached. This allowed for
benchmarking of the CPU usage increase for each of the systems streaming
the data, and the frame-rate of the received video on the monitoring system.
Interestingly the CPU usage increase was less than 3-4% in all cases, this
was due to the fact that the streaming filter was part of the DirectShow
pipeline so all of the data was already in memory, compressed and ready to
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Figure 5.46: TH700 - CPU Usage - Digital Video and GPS Sensor
be sent over the network. The only change in performance was the amount
of network bandwidth used for transferring the data. The amount of data
was captured as an average sent per second since that was the only metric
that could be captured from the system. Again each test was monitored for
five minutes after the system reached stability and the tests were repeated
five times to ensure the results were accurate.
Resolution ExoPC MacBook Pro TH700 Network I/O (MB/s)
160x120 29.80 29.96 29.97 0.09105
320x240 29.75 29.95 29.96 0.23194
640x480 29.78 29.91 29.95 0.51197
Table 5.4: Streaming Video Results
80
From the results in Table 5.4 it is clear that each system was capable of
streaming up to 640x480 video streams in real-time. On the D-Link DIR-
655 it is possible to stream up to twelve 640x480, twenty-six 320x240, or
sixty-nine 160x120 streams at a range of 15 feet from the router. At 100 feet
this drops to nine 640x480, twenty 320x240, or fifty-two 160x120 streams.
Finally on the Apple Airport Express it is possible to stream approximately
the same amount as the DIR-655 at 15 feet, but at 100 feet the Airport
Extreme only supports four 640x480, nine 320x240, or twenty-five 160x120
streams.
Figure 5.47: ExoPC - CPU Usage - Digital Video and PhidgetSpatial Sensor
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Figure 5.48: MacBook Pro - CPU Usage - Digital Video and PhidgetSpatial Sensor
5.4 Memory Usage Benchmarks
This section presents a selection of memory usage graphs since every test
case followed the same trend.
5.4.1 Single Video Source
The memory usage graph in Figure 5.50 for the ExoPC shows that the in-
crease in memory usage is directly proportional to increasing resolution.
The memory usage variance for each mode is minimal, but the outliers are
interesting since they appear in the same pattern for all modes and resolu-
tions. After analyzing the program memory usage it was determined that
these outliers were caused by short-lived memory allocations. One trend
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Figure 5.49: TH700 - CPU Usage - Digital Video and PhidgetSpatial Sensor
that can be seen in both the CPU and memory graphs are that the record-
ing mode takes the least CPU/memory usage, while the record and preview
mode takes the most. Overall it is clear that since capturing a single video
stream at 640x480 in record and preview only uses 35-40 MB of memory,
there is plenty of memory for additional data sources to be captured.
The memory usage for the MacBook Pro shown in Figure 5.51 followed
the same pattern as the ExoPC memory usage patterns. The record mode
took the least memory, followed by the preview mode, and finally the record
with preview mode took the most. Also on both systems memory usage in-
creased proportionally to the resolution of the captured video. Interestingly
the memory usage for the MacBook Pro was greater than the usage on the
ExoPC. This was unexpected since both systems were running the exact
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Figure 5.50: ExoPC - Memory Usage - Single Video Source
same software in the same configurations. The memory usage was fairly
consistent throughout the lifetime of the test other than a few outliers.
Figure 5.52 shows the memory usage results for the TH700. As with
the other systems the memory usage graph is very consistent for each mode
and resolution, there is little variance in the amount of memory used. Again
the memory usage is directly proportional to the resolution of the captured
video. Interestingly enough even though the same exact programs and con-
figurations are being run on each system, the memory usage for each is fairly
different. For the TH700 the memory usage for each case is 10 MB more
than the ExoPC and less/more than the MacBook Pro.
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Figure 5.51: MacBook Pro - Memory Usage - Single Video Source
5.4.2 Single Video and Audio Source
This section explores how the memory usage changes due to the inclusion of
an audio source. The memory usage on the ExoPC increased by 10-15 MB
when previewing the audio along with the video as shown in Figure 5.53.
During recording without preview the memory usage was approximately the
same as when only video was being captured. Figure 5.54 shows that the
memory usage for the MacBook Pro increased by 15-20 MB in all configu-
rations where the audio was previewed. In record mode the memory usage
was similar to the usage when there was no audio captured. The TH700
memory usage increased by less than 5 MB in all configurations with audio
preview, while for the record mode the memory usage increased by less than
2 MB as shown in Figure 5.55.
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Figure 5.52: TH700 - Memory Usage - Single Video Source
From all of the memory usage figures above it is clear that the overall
memory usage is generally less than 60MB even at 640x480 resolutions.
All of the tests showed two trends, the first was that as the resolution of
the video increased, the amount of memory used increased proportionally.
The second trend was that the amount of memory used across systems was
not identical even though identical software was used. There are several
reasons for this discrepancy, one major difference was that the ExoPC was
running a 32-bit version of Windows, while the other two systems used a
64-bit version.
Comparing the ExoPC memory usage to the MacBook Pro memory us-
age it can be seen that the ExoPC uses approximately half the memory that
the MacBook Pro uses. This is the expected result since a 64-bit system can
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Figure 5.53: ExoPC - Memory Usage - Single Video and Audio Source
allocate more memory per process than a 32-bit system. Interestingly even
though the TH700 system is a 64-bit system, it used just a bit more mem-
ory than the ExoPC setup. This could be due to the new Core i3 architecture
where some of the processor/memory interconnects are now on-chip instead
of on a separate chip. Finally the last possibility is due to the use of .NET
and C# for the user interface. .NET/C# programs have portions that are run-
time optimized and compiled which could result in different optimizations
on each system.
Finally it is clear that the system has substantial headroom for mem-
ory usage by other applications or more advanced on-line processing filters.
Each of these systems contained at least 2 GB of memory and while Win-
dows reserved some, the majority of it was unallocated.
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Figure 5.54: MacBook Pro - Memory Usage - Single Video and Audio Source
5.5 Overview
From the results above it is clear that tradeoffs must be considered on a case-
by-case basis. It was shown that there are four main tradeoffs that need to be
analyzed by users of this framework before deciding on what hardware to
purchase. These tradeoffs are: compressed vs. uncompressed data capture,
online vs. offline data processing, mobility vs. performance and wired vs.
wireless networking. By carefully planning out the hardware based on these
results it is possible to optimize each system based on this framework for
the particular application it is being used in.
Choosing to work with uncompressed data minimizes CPU usage for get-
ting data onto a system. The additional benefit is that the data does not have
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Figure 5.55: TH700 - Memory Usage - Single Video and Audio Source
to be uncompressed to be modified. This is useful when online processing
algorithms are required such as real-time threat identification for security.
The downsides of uncompressed data are the large storage and network I/O
requirements for storing or transmitting the data across a network. In addi-
tion to the I/O speed, uncompressed data is very large in size and requires
many hard drives for storage, which reduces the overall mobility of the sys-
tem and may require high-speed wired networks.
On the other hand, working with compressed data significantly reduces
the amount of data being stored, the storage I/O and the networking I/O, but
at the cost of CPU performance. A significant amount of CPU is used per
data source that has to be compressed, especially when working with high
quality video compression algorithms. Also since the data is compressed,
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once the data has been backed up or sent to a monitoring client, it has to
be decompressed for viewing or further processing. It is possible to use
hardware compressors to compress the data, but that adds additional cost
for setting up the system or specialized hardware that compresses data on-
board before transfering it to the capture device.
Mobility versus performance is closely tied together because highly mo-
bile systems such as small form-factor slates do not have much room for
powerful computing hardware, batteries and inputs. From the PCs explored
in this study the ExoPC was the smallest, but also the least powerful with
only a single-core Atom processor and no dedicated GPU, while the TH700
was the bulkiest due to the larger heatsinks and fans required to cool its
more powerful hardware. Additionally the ExoPC had the least number of
interfaces to connect other devices, while the TH700 had the most. Mov-
ing to a desktop based platform at least triples the number of USB ports





In this paper a platform was proposed for capturing, archiving and trans-
mitting heterogeneous data streams. This platform could be used for mo-
bile security/surveillance, sensor arrays where data logging is critical, and
many other applications. Due to the plug-in architecture of the framework
it is possible to quickly add or change the types of input and output de-
vices, compression codecs, online processing and the way files are stored.
This allows for a extensible and modular system that can scale to support
any number of capture devices. It was shown that even a bare-bones Atom
based computer was capable of capturing audio, video and various sensor
data streams in real-time. The same setup on the faster machines resulted in
performance that scaled with respect to the CPU core speed, and the num-
ber of cores available. Finally it was shown that the data captured could be
streamed to a monitoring device in real-time, and that the capture devices
themselves could be controlled from the monitoring device.
6.1 Future Work
The framework covered in this paper is just a starting point for what could
turn into a large cloud-based system. There is room for improvement in all
aspects such as the networking, using GPU processors to aid in real-time
image processing, integration of additional sensors, and more.
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6.1.1 Cloud Computing
Cloud computing is the concept of location-independent computing. Essen-
tially a network of computers connects to a group of servers that provide
access to computational resources, software and data to devices on demand.
This has recently become popular through Amazon’s S3 service along with
Google and IBM’s own services. For the framework, cloud computing could
be an avenue to outsource computationally intensive tasks to data-centers
with powerful computing machines. This allows users of the system to fo-
cus on creating networks of capture machines rather than worrying about
the monitoring and archival of data. This also provides a failsafe for data
backup since once the file is captured locally it can be sent to the cloud
where the cloud based service can manage additional backups and failsafes.
Another usage of this concept expands on the idea of the case study pre-
sented in Chapter 2. In a surveillance system instead of having the video
sent to a room with security guards locally, the video could be transmitted
to a cloud based surveillance company. This offloads the task of watching
the screens to a company that specifically deals with monitoring security
cameras and allows the company or store using this system to save on costs
of acquiring and maintaining surveillance equipment in addition to the cam-
eras and sensors.
6.1.2 Leverage USB 3.0
Recently the USB 3.0 specification was approved; USB 3.0 has two addi-
tional pairs of twisted wire to form the dedicated USB 3.0 full-duplex lanes
that have a maximum bandwidth of 4.8 Gbps, while retaining a third twisted
pair wire for backwards compatibility with USB 1.0/2.0. It would be inter-
esting to create a device that could take USB 2.0 devices and multiplex
their data streams into a single USB 3.0 data stream. Then de-multiplex
the stream on device so that all the USB 2.0 device streams could be used
at once. This would be highly beneficial to existing mobile systems which
only include one or two USB ports. As long as the devices had an external
power supply it would be possible to create arrays of USB devices.
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6.1.3 GPU Accelerated Filters
It is possible to access the processing power of Nvidia or AMD/ATI graphics
cards using CUDA or ATI Stream respectively or the OpenCL APIs which
works on both. By leveraging the GPU it is possible to increase performance
of image manipulation and processing significantly due to how GPU archi-
tectures are designed. GPU’s are designed to perform tasks in a parallelized
nature and provide hundreds of processing cores compared to just the few
present in a CPU.
6.1.4 Integration of Additional Sensors
In this paper only a small subset of sensors were tested: video, audio, spa-
tial and GPS sensors. It is crucial to test a wider range of sensors in order
to characterize each in terms of how much data bandwidth is required, sam-
pling rate, and data interface to the system.
6.1.5 Media Server Implementation
The networking in the initial implementation used a simplistic and more
importantly a custom protocol. For future implementations the use of stan-
dard protocols such as RTSP, SDP[17], RTP and RTCP are necessary for
streaming media. This would allow off-the-shelf media players such as Mi-
crosoft Media Player, VLC, or iTunes to . RTSP[16] is used to control the
media streams, while RTP[18] in conjunction with RTCP[18] over UDP[28]
is used for transporting media streams.
6.1.6 ARM-Processor Support
Another major item for future work is investigating porting this framework
for ARM based systems since the majority of embedded devices use ARM-
based processors. It may also be fruitful to experiment with Windows 8,
which has recently been announced to have ARM support, to see if the
framework will work as is. If it does, it opens up the possibility of using
existing and future embedded systems as capture devices as well.
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6.1.7 Security/Encryption
Finally the last item for future work is investigating various security mech-
anisms for transferring data over a wired or wireless network. Currently
the data is transferred in raw form so anyone could possibly intercept the
data streams and read their contents. For security purposes it is important
to explore various options for encypting the data. One option is to run pri-
vate WEP/WPA2 networks, but this limits the deployment potential of this
framework. In order to transmit data across any network it would be neces-
sary to encrypt the data itself. This could range from something as trivial as
bit shifting the bytes as they are being sent across the network, or use more
advanced encryption schemes such as 3DES, AES, etc.
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