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We propose and analyze a mechanism for inducing spin Hall currents in ordinary (1H phase)
monolayer transition metal dichalcogenides (TMDs) due to the nonlinear process of optical rectifi-
cation. The photo-induced spin current is proportional to the light intensity, and originates from the
intrinsic spin-orbit coupling in TMDs. The spin current spectrum is strongly influenced by electron-
hole interactions, i.e. excitonic effects, analogous to the optical absorption. Remarkably, excitons
change the temperature dependence of the induced spin current, to the point that the current direc-
tion can even be reversed by varying the temperature. This peculiar excitonic behavior is shown to
emerge from the relative strength of two distinct mechanisms contributing to the optical response,
i.e. a purely interband part and a mixed inter/intraband contribution. Furthermore, we investigate
the valley dichrosim of second-harmonic charge and spin currents, and demonstrate different valley
polarization of s and p excitons that stem from their distinct angular momenta. Our findings pave
the path to the generation of dc spin currents in ordinary TMDs without external static electric or
magnetic fields.
The ordinary (charge) Hall effect describes the accu-
mulation of electric charge along the edges of a current-
carrying surface in response to an applied magnetic field.
A signature of this effect is the emergence of a non-
vanishing transverse linear charge conductivity, σ
(1C)
xy [1].
In analogy with the charge Hall effect, the spin Hall effect
(SHE) is the spin accumulation at the sample bound-
aries due to extrinsic [2, 3] or intrinsic [4–6] spin-orbit
coupling (SOC). The SHE was first predicted theoret-
ically [2–4] and later observed experimentally in GaAs
quantum wells [6, 7]. In recent years, monolayer transi-
tion metal dichalcogenides (TMDs) have been suggested
as suitable materials for observing and investigating the
SHE, because strong spin-valley coupling enhances the
SHE lifetime and hence, eases the experimental observa-
tion [8, 9]. Monolayer TMDs offer large direct bandgaps
[10], broken crystal inversion symmetry, strong excitonic
effects [11–13], and huge intrinsic SOC [8, 14], all of which
make their optical and electronic properties unique [15].
In addition, due to the intrinsic coupling of valley and
spin degrees of freedom in TMDs, a valley Hall effect co-
exists simultaneously with the SHE [8, 9]. This leads to
the valuable possibility of manipulating the valley degree
of freedom using the spin in valleytronics [16, 17].
In the absence of a magnetic field, the linear charge
Hall effect induced by a time-dependent field in intrin-
sic monolayer TMDs vanishes due to the time-reversal
symmetry (TRS), regardless of the frequency [18]. In
contrast, the linear SHE, characterized by σ
(1S)
xy [19], can
be non-zero in a specific frequency range, yet with a van-
ishing static limit (dc) [19, 20]. Nonetheless, a finite dc
SHE can be obtained in monolayer TMDs with various
approaches, e.g. by introducing a uniaxial strain to break
C3 crystal symmetry [21], or by electron/hole doping [8].
Recently, interest has focused on photo-induced Hall ef-
fects due to second-order (quadratic) nonlinear processes
in non-centrosymmetric materials such as TMDs without
breaking TRS [18, 21–27]. Polarization-dependent charge
Hall currents stemming from circular photo-galvanic and
photon drag effects have been predicted and observed
experimentally in TMDs [23–25]. In addition, quadratic
charge Hall currents can be induced in 1T′ TMDs that
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FIG. 1. (a) Nonlinear photo-induced Hall effects in mono-
layer TMDs in response to normal-incident linearly-polarized
light. The charge and spin accumulate along perpendicular
edges. (b) Top and side view of monolayer TMD (MX2) in 1H
phase. (c) Typical quasi-particle band structure at K and K′
valleys, where SOC mainly lifts the valence band degeneracy.
(d) Sketch of the lowest excitonic states at K and K′ valleys
for spin-up/down electrons. The A (B) label identifies exci-
tons formed between the conduction band and upper (lower)
valence band.
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2emerge from a non-zero Berry curvature dipole due to
reduced symmetry [22, 26, 27]. This effect, however, is
absent in the usual 1H phase. Apart from being the nat-
ural synthesized form of monolayer TMDs, the 1H phase
has been widely used for device applications such as tran-
sistors [28] and photodetectors [29, 30]. The alternative
phases of monolayer TMDs are either not sufficiently sta-
ble [31, 32], e.g. the metallic 1T phase, or require strict
chemical and thermal conditions [31], e.g. the topological
1T′ phase. So far, no mechanism for generating dc spin
Hall currents in intrinsic 1H monolayer TMDs has been
reported.
In this letter, we identify a quadratic photo-induced
spin Hall mechanism leading to a static spin accumula-
tion for monolayer TMDs in the common 1H phase. The
induced spin polarization can be detected via spatially-
resolved Kerr rotation using a weak optical probe [7].
In Fig. 1(a), we depict the Hall geometry to explore
the proposed effect, where a normally-incident, linearly-
polarized laser beam generates both dc charge and spin
Hall currents. Under intense irradiation, a field E os-
cillating at frequency ω induces a spin (or charge) dc
current at frequency 0 = ω + (−ω) via optical rec-
tification (OR), and simultaneously a fast-oscillating
spin (or charge) current at frequency 2ω = ω + ω via
second-harmonic generation (SHG). The OR and SHG
currents are proportional to EE∗ and E2, respectively,
with frequency-dependent proportionality factors equal
to the spin (charge) quadratic optical conductivity ten-
sors σ(2S) (σ(2C)). The 1H crystal structure is invariant
under spatial inversion of the y-axis (y → −y) as shown
in Fig. 1(b), whereas inversion of the x-axis (x→ −x) is
not a crystal symmetry. This enforces a vanishing σ
(2C)
yyy
but a finite σ
(2C)
xxx . In contrast, a substantial spin con-
ductivity σ
(2S)
yyy survives in TMDs while σ
(2S)
xxx becomes
zero. This surprising property originates from the oppo-
site behavior of the spin compared to charge under time
reversal combined with the strong SOC in TMDs.
Here, we provide a quantum mechanical description
of the induced quadratic charge and spin currents in-
cluding excitonic effects. We demonstrate that both
photo-induced charge and spin currents originate from
a combination of two different physical mechanisms,
i.e. inter- and intraband transitions. In monolayer
TMDs, the independent-particle interband contribution
to the photo-induced charge current vanishes, whereas
both inter- and intraband mechanisms contribute to the
spin current. Note that the intraband contribution is ba-
sically the well-known shift current, which arises from in-
tegrating the shift vector over the Brillouin zone [33, 34].
In reality, however, strong excitonic interactions in mono-
layer TMDs affect both charge and spin currents. In
particular, we show that the interband mechanism dom-
inates the induced charge/spin current at high tempera-
ture, which can even lead to reversal of the current direc-
tion. Furthermore, we analyze the dichroic behavior of
SHG and the induced quadratic valley polarization. The
resonances in SHG spectra display different dichroism,
which emerges from the distinct selection rules of s and
p excitons. We provide numerical data for MoS2 (here)
and WSe2 (Supplementary Material [35]), but the main
findings hold true for other members of the TMD family
due to essentially similar physics.
A minimal model for the TMD band structure is ob-
tained with the massive Dirac Hamiltonian [8]. The Dirac
Hamiltonian, which is linear in wavevector k, has proven
useful to characterize the electronic properties of TMDs
[8, 9, 36–39]. However, it fails to account for any even-
order nonlinear response (in the dipole approximation)
due to the presence of full rotation symmetry, C∞. By in-
cluding terms up to second order in k, threefold rotation
symmetry, C3, is recovered and trigonal warping (TW)
of isoenergy contours is captured [40]. This Hamiltonian,
which will be referred to as the TW Hamiltonian here-
after (see [35]), not only reproduces the band structure
more accurately, but also leads to non-vanishing even-
order responses. The typical band structure of monolayer
TMDs near the K/K′ valleys is shown in Fig. 1(c). Note
that although the SOC splits both the conduction and
valence bands [9, 41], the tiny conduction band splitting
is ignored here.
Excitons are known to significantly influence the op-
tical response of monolayer TMDs [11–13, 39, 41] due
to the reduced screening and enhanced confinement of
electrons and holes [42, 43]. The excitonic energies and
wave functions can be determined by solving the Bethe-
Salpeter equation (BSE) with an appropriate electron-
hole interaction kernel [44, 45]. In two-dimensional (2D)
materials, the electron-hole interaction is accurately cap-
tured by the Keldysh potential [46]. Despite the similar-
ities with 2D Hydrogen atoms, the exciton energy spec-
trum deviates considerably from the hydrogen-like one
[11, 13, 47], which is a signature of Bloch band geometry
[37, 48] and non-local screening [11, 13]. The first few
states at K and K′ for the A and B excitons are shown
schematically in Fig. 1(d).
The nonlinear conductivity tensors can be determined
by solving perturbatively the master equation for the
density matrix, ρˆ(t) [49–51]. To include various scatter-
ing mechanisms, we employ a relaxation time approxima-
tion [52] with two phenomenological broadening param-
eters, namely Γe for the coherences (ρcvk, ρvck) and Γi
for the band populations (ρcck, ρvvk). Despite its sim-
plicity, this approximation captures accurately the dy-
namics of the system [51, 53]. The quadratic charge and
spin current densities, J(2C) and J(2S), are evaluated as
the trace of the density matrix with the corresponding
operators [35]. Without loss of generality, we assume
a two-color incident light with the electric field written
as E(t) = Eω1 exp(−iω1t) + Eω2 exp(−iω2t) + c.c. (ω1
and ω2 can be identical). The generated charge and
3spin current densities at frequency ω1 + ω2 are given
by J
(2X)
η (ω1 + ω2) =
∑
α,β σ
(2X)
ηαβ (ω1 + ω2)Eαω1Eβω2 with
X = C/S. Note that quadratic charge or spin suscepti-
bilities, χ
(2X)
ηαβ , are related to their corresponding conduc-
tivities by 0χ
(2X)
ηαβ ≡ iσ(2X)ηαβ /(ω1 + ω2). The full expres-
sions for charge and spin conductivities are presented in
the Supplementary Material [35].
Using the TW Hamiltonian, we can distinguish the
contributions of spin-up/down electron at the K/K′ val-
leys, which are denoted by σ
(2,sτ)
ηαβ . Here, τ = ±1
and s = ±1 denote the valley and spin indices, re-
spectively. Upon determining σ
(2,sτ)
ηαβ , the total charge
and spin conductivities read σ
(2C)
ηαβ =
∑
s,τ σ
(2,sτ)
ηαβ and
σ
(2S)
ηαβ =
∑
s,τ sσ
(2,sτ)
ηαβ , respectively. Due to the point-
group symmetry of the honeycomb lattice, there can be
only two independent tensor components of σ
(2,sτ)
ηαβ [54].
In addition, TRS relates the tensor components at the K
and K′ valleys. The tensor symmetries are summarized
in Eq. (1), in which dots/triangles designate equal mag-
nitudes and open/filled symbols indicate a relative sign
difference,
σ
(2,sτ)
ηαβ : ↑ K
TRS⇐========⇒ ↓ K′ (1)
[αβ → xx xy yx yy
η ↓ x • M M ◦
y M ◦ ◦ N
] [xx xy yx yy
x • N N ◦
y N ◦ ◦ M
]
.
Using these symmetry relations, it is straightforward to
show that σ
(2C)
yyy = 0 and σ
(2S)
xxx = 0.
In the absence of excitonic effects, i.e. in the indepen-
dent particle approximation (IPA), we are able to deter-
mine σ
(2,sτ)
yyy and σ
(2,sτ)
xxx analytically at zero temperature
using the TW Hamiltonian
σ(2,sτ)xxx (ω1 + ω2) =
i
√
3e3a0
48pi~
[
− G(~ω1 + iΓe, ~ω2)
+ G(~ω1 + ~ω2 + iΓe, ~ω2) + (ω1  ω2)
]
, (2a)
σ(2,sτ)yyy (ω1 + ω2) =
√
3e3a0
96pi~
τ
[
Fe(~ω1 + iΓe, ~ω2)
+ Fi(~ω1 + iΓe, ~ω2 + iΓi − iΓe) + (ω1  ω2)
]
. (2b)
Here, G(a, b) ≡ ∆sτ tanh−1
(
a/∆sτ
)
/(ab) with ∆sτ =
{∆A,∆B} as the effective bandgap depending on the spin
and valley indices [see Fig. 1(c)], and (ω1  ω2) indi-
cates the preceding terms with ω1 and ω2 exchanged.
The expressions for Fe(a, b) and Fi(a, b) are provided
in the Supplementary Material [35] due to their com-
plicated form. Note that σ
(2,sτ)
xxx (σ
(2,sτ)
yyy ) has identical
(opposite) sign in the two valleys, which is in agree-
ment with TRS. Moreover, σ
(2,sτ)
xxx includes only intra-
band transitions, since its interband contribution van-
ishes, whereas both inter- and intraband transitions con-
tribute to σ
(2,sτ)
yyy . Equations (2a) and (2b) are valid
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FIG. 2. Charge (a,c) and spin (b,d) OR spectra for monolayer
MoS2 at T = 300 K (green), 77 K (blue) and 4 K (red) with
the IPA model (a,b) or with excitons (c,d), normalized to
σ2 = 1× 10−15 SmV−1.
for any second-order process, e.g. SHG: ω1 = ω2 = ω;
OR: ω1 = −ω2 = ω; Pockels effect: ω1 = ω, ω2 = 0.
Hereafter, we consider excitation by a monochromatic
beam, i.e. E = Eω exp(−iωt) + c.c., which is either
linearly-polarized, i.e. Eω = E0ey or circularly-polarized,
i.e. Eω = E0(ex±iey)/
√
2 (eα is the unit vector along the
α-direction). This generates a quadratic current density
J(2X)(t) = J
(2X)
0 + J
(2X)
2ω exp(−i2ωt) + c.c., where J(2X)0
and J
(2X)
2ω are the induced OR and SHG current densities,
respectively.
OR: Circularly-polarized light at normal incidence
generates no dc photo-current in honeycomb lattice crys-
tals due to symmetry constraints [35]. In contrast,
linearly-polarized light induces a quadratic charge Hall
current in the x-direction, J
(2C)
0 = −σ(2C)xxx (ω−ω)|E0|2ex,
and simultaneously a quadratic spin Hall current in the
y-direction, J
(2S)
0 = σ
(2S)
yyy (ω − ω)|E0|2ey. Neglecting ex-
citons for the moment, the charge and spin OR con-
ductivities of monolayer MoS2 calculated from Eqs. (2a)
and (2b) are shown in Figs. 2(a) and 2(b), respectively.
Focusing on the general features of the IPA response,
σ
(2C)
xxx shows two steps appearing at ~ω = {∆A,∆B}, that
emerge from contributions of spin-up and spin-down elec-
trons, respectively. In contrast, σ
(2S)
yyy exhibits a jump at
~ω = ∆A followed by a jump in the opposite direction
at ~ω = ∆B. For both σ(2C)xxx and σ(2S)yyy , the response at
large frequencies (~ω > ∆B) decreases approximately as
1/ω. It is interesting to note that the spin conductivity is
one order of magnitude larger than the charge response.
Next, we discuss the differences between the three sets
of curves in Fig. 2, which are obtained for three different
temperatures T . Changing T affects various parameters
such as the bandgap, hopping (effective mass), equilib-
4rium Fermi distribution, and broadenings. Among these
parameters, the variation of hopping and Γi is negligible,
whereas the Fermi distribution only affects the optical
response marginally in undoped monolayer TMDs, since
the bandgap is much larger than kBT . The bandgap
shrinks approximately 5% if T is raised from 4 K to 300
K [55], and thereby simply red-shifts the entire spec-
trum. To ease comparison, this shift is not included
in the plots. In contrast, the interband broadening, Γe,
varies significantly with temperature, and leads to strong
modifications of the spectra [56–58]. The different tem-
perature behaviors of Γi and Γe follow from their dis-
tinct origin. Physically speaking, Γi originates mainly
from carrier-carrier (electron or hole) scattering, and is
closely related to the Drude response in doped TMDs
[59, 60]. In contrast, Γe includes various phonon-assisted,
impurity/defect-related and pure dephasing scattering
mechanisms [58]. While the disorder-related contribu-
tions are nearly independent of the temperature, the
pure dephasing and phonon-assisted parts increase with
T due to enhanced carrier-phonon scattering [56–58]. For
monolayer MoS2, Γi is measured to be approximately 25
meV [58], whereas Γe is estimated to be 4, 10, 53 meV
[55] at T = 4, 77, 300 K, respectively. Hence, in the IPA
result of Figs. 2(a) and 2(b), smaller values of Γe at lower
temperatures mean sharper spectral features.
Including excitonic effects, the charge and spin OR
conductivities are illustrated in Figs. 2(c) and 2(d), re-
spectively. In contrast to the IPA results, the nonlin-
ear conductivities exhibit discrete resonances inside the
bandgap as typically observed for excitonic optical re-
sponses [42, 43]. Here, the first three resonances at 1.9,
2.05, 2.15 eV are labeled according to their character-
istic wave function symmetry as A1s, B1s and A2p, re-
spectively [61]. In contrast to the linear optical response,
where mainly s excitons are bright [62, 63], both s and p
excitons manifest themselves in the quadratic optical re-
sponse [47, 61]. Regarding the temperature-dependence,
a significant difference from the IPA result is observed:
increasing the temperature not only broadens the spec-
tral features, but also inverts the sign of the conductivity.
Hence, changing the temperature may reverse the direc-
tion of charge or spin currents. This prominent and pecu-
liar behavior is a purely excitonic effect that stems from
the relative change of inter- and intraband contributions
[35]. At low T , the response is dominated by contri-
butions that arise from coherence terms. By increasing
the temperature, exciton-phonon scattering is enhanced
significantly, which leads to larger change of band pop-
ulations with respect to their equilibrium values. Thus,
the relative weight of band population contributions is
increased compared to coherence terms.
SHG: In addition to the generated dc photo-current,
second-harmonic spin and charge currents, J
(2X)
2ω , are
induced in monolayer TMDs. In the case of linearly-
polarized light, the properties of these fast-oscillating
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FIG. 3. Contribution of K (blue) and K′ (red) valleys to
charge (solid) and spin (dashed) SHG conductivities for mono-
layer MoS2 at T = 4 K with the IPA model (a) or ex-
citons (b) in response to a left circularly-polarized beam
(σ2 = 1× 10−15 SmV−1).
charge and spin currents have already been discussed
in Ref. 20. Hence, in the present work, we only fo-
cus on the induced SHG optical response obtained for
circularly-polarized excitation. For left-hand circular po-
larization, the second-harmonic current density is given
by J
(2C)
2ω = σ
(2C)
xxx (ω + ω)E20 (ex − iey), whereas its spin
counterpart becomes J
(2S)
2ω = −σ(2S)yyy (ω + ω)E20 (ex + iey)
[35]. The induced charge current (or equivalently polar-
ization) rotates in the opposite direction compared to the
incident electric field, whereas the spin response rotates
in the same direction. In contrast to the SHG charge
current, which can readily be detected due to its electro-
magnetic radiation [61, 64], the detection of SHG spin
current requires advanced coherent techniques [65–67].
It is well known that a circularly-polarized beam can
excite an individual valley in one-photon processes such
as absorption [68–70]. Similarly, for two-photon pro-
cesses such as SHG, the generated current is valley-
dependent. This nonlinear valley-contrasting effect can
be characterized by defining an effective conductivity for
each individual valley in response to circularly-polarized
light, i.e. σ
(2C)
xxx (ω+ω) = σ
(2C)
K +σ
(2C)
K′ and σ
(2S)
yyy (ω+ω) =
σ
(2S)
K + σ
(2S)
K′ [35]. The valley conductivities, obtained in
response to left-circular light for monolayer MoS2 with
the IPA model, are presented in Fig. 3(a). For both
charge and spin conductivities, although the K valley
contributes more than the K′ valley to the generated cur-
rent, their contributions are of comparable magnitude.
The valley dichroism is enhanced significantly when ex-
citonic effects are included as shown in Fig. 3(b). Here,
the K valley dominates the charge or spin currents due to
s excitons (A1s and B1s), whereas the response of p ex-
citons emerges mainly from the K′ valley. This different
behavior of s and p excitons stems from distinct non-
linear selection rules due to their angular momenta [71].
For right circularly-polarized excitation, the K and K′
valleys switch their roles. The valley-contrasting physics
appearing in the nonlinear response originates from the
5crystal point symmetry, in analogy with the linear re-
sponse [68–70].
In conclusion, we have shown that a nonlinear dc spin
Hall current is induced by linearly-polarized light in in-
trinsic 1H monolayer TMDs. The spin current, that
stems from the large SOC, does not require any strain,
external static electric or magnetic field. Similarly to
the linear optical response, excitons significantly modify
the quadratic optical response. We predict that the spin
current direction can be inverted, by varying the temper-
ature exclusively due to excitonic effects. Finally, the dis-
tinct valley-dependence of the induced second-harmonic
current under circularly-polarized light for s and p exci-
tons is demonstrated.
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Abstract
This document provides supplementary information to “Nonlinear excitonic spin Hall effect in
monolayer transition metal dichalcogenides”, in which we provide the detailed derivation of various
formulas as well as the numerical parameters used to compute the optical response. In addition,
the OR conductivities calculated for monolayer WSe2 are presented.
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A) TRIGONAL WARPING HAMILTONIAN
In this section, we review the steps for deriving the TW Hamiltonian. We start by
constructing a minimal tight-binding (TB) Hamiltonian for an unperturbed monolayer TMD
in the basis of |dz2〉 and (|dx2−y2〉 + |dxy〉)/
√
2 orbitals of the metal atom [1]. Including the
intrinsic SOC, the Hamiltonian in k-space reads [2, 3]
H0(k) =
∆2 + λ2 g(k)s −γf(k)
−γf ∗(k) −∆
2
− λ
2
g(k)s
 , (S1)
where ∆/2, γ and λ are the on-site energy, effective hopping and SOC strength, respectively.
The wavevector-dependent functions are given by
f(k) ≡ exp
(
ikxa0/
√
3
)
+ 2 exp
(
−ikxa0/2
√
3
)
cos
(
kya0/2
)
, (S2a)
g(k) ≡ −4 sin(kya0/2) cos(kxa0/√3)+ 2 sin(kya0) , (S2b)
with the lattice constant a0. The eigenenergies and eigenvectors of the 2-band TB Hamilto-
nian read
εs,ck = ε , εs,vk ≡ −ε , ε =
√
∆2s/4 + γ
2F 2 , (S3a)
|s, ck〉 = [cos(ξ/2),− sin(ξ/2)e−iφ] , |s, vk〉 = [sin(ξ/2)eiφ, cos(ξ/2)] , (S3b)
where F and φ are defined using f(k) = F exp(iφ), and ξ and ∆s are given by 2 cos(ξ) =
∆s/ε and ∆s = ∆ + sλg(k), respectively. Neglecting the intra-atomic contributions, the
momentum operator in the TB method is given by the k-derivative of the Hamiltonian,
i.e. ~p = m∇kH0(k).
The massive Dirac Hamiltonian can be derived from Eq. (S1) by a Taylor expansion of
f(k) and g(k) around the Dirac points, K: 2pi(3−1/2, 3−1)/a0 and K′: 2pi(3−1/2,−3−1)/a0, to
linear order in k. In contrast, the TW Hamiltonian is obtained by collecting the terms up
to second order in k for f(k),
f(k)|K/K′ ≈
√
3
2
eipi/3
[− i(κx − iκyτ) + ζ(κx + iκyτ)2] . (S4)
Here, κα ≡ a0(kα − Kα) is the normalized wavevector measured with respect to K or K′,
and ζ =
√
3/12 multiplies the trigonal warping term [note that g(k)|K/K′ ≈ 3
√
3τ ]. To
2
calculate the optical response analytically, we expand the eigenenergies εs,vk and εs,ck, mo-
mentum matrix elements pαmn ≡ 〈s,mk|pˆα|s, nk〉 = (pαnm)∗ and Berry connections Ωαnm ≡
〈s, nk|i∂kα|s,mk〉 to first order in ζ. For instance, the expression for the eigenenergies reads
εs,ck = −εs,vk ≈ ε0
[
1− ζτκ(1− δ2sτ ) sin(3θ)
]
, (S5)
where 2ε0 ≡
√
∆2sτ + 3γ
2κ2 and 2δsτ ≡ ∆sτ/ε0 with ∆sτ ≡ ∆ + 3
√
3λsτ . κ and θ are the
magnitude and phase of the normalized wavevector κ. The expressions for other required
parameters can be determined similarly.
B) SECOND-ORDER OPTICAL CONDUCTIVITY
In this section, we explain the details of determining the second-order charge and spin
conductivities. The light-matter interaction can be studied by solving the master equation
for the density matrix, i~∂tρˆ = [Hˆ, ρˆ] + iLˆ(ρˆ), where Hˆ and Lˆ(ρˆ) are the total Hamiltonian
and Lindblad superoperator, respectively. The total Hamiltonian consists of an unperturbed
part (free electron plus the electron-hole interaction) and a light-matter interaction part. In
the IPA limit, the electron-hole part is ignored, whereas it is treated in the mean-field ap-
proximation when excitonic effects are included. Moreover, the interaction Hamiltonian in
the dipole approximation (long-wavelength regime) reads Hˆint(t) = erˆ · E(t), where rˆ and
E(t) are the position operator and time-dependent electric field, respectively. Finally, the
Lindbald superoperator is evaluated in the context of the relaxation-time approximation us-
ing phenomenological broadening parameters, rather than the exact calculation. We use two
different relaxation rates: Γe for the coherences (ρcvk, ρvck) and Γi for the band populations
(ρcck, ρvvk).
The master equation is solved perturbatively up to any required order in the external field,
and the nth-order density matrix elements ρ
(n)
mnk are determined. Thereafter, the nth-order
charge and spin current densities are evaluated by J(nC) = Tr[ρˆ(n)jˆc] and J
(nS) = Tr[ρˆ(n)jˆs],
respectively. The charge current density operator reads jˆc = −evˆ/A, in which vˆ and A are
the velocity operator and crystal area, respectively [4, 5]. The spin current density operator
for spin moment polarized along the z-direction (perpendicular to the TMD plane) is given
by jˆs = (sˆz jˆc + jˆcsˆz)/2 [6]. Here, sˆz is the z component of the spin operator with the
eigenvalues s = ±1. With this definition, the dimension of the spin current density is the
3
same as the charge current density.
If the incident electric field is decomposed into its harmonic components, i.e. E(t) =∑
ω1
Eω1 exp(−iω1t), the second-order charge/spin current density reads
J (2X)η (t) =
∑
ω1,ω2
∑
α,β
σ
(2X)
ηαβ (ω1 + ω2)Eαω1Eβω2e−i(ω1+ω2)t , (S6)
where σ
(2X)
ηαβ (ω1 + ω2) is the second-order charge/spin conductivity tensor with X = C/S.
Note that the summations over ω1 and ω2 include both positive and negative frequencies.
Due to the point-group symmetry of the honeycomb lattice, there can be only two inde-
pendent tensor components for the quadratic conductivities, i.e. −σ(2X)ααα = σ(2X)αββ = σ(2X)βαβ =
σ
(2X)
ββα , where (α, β) are (x, y) or (y, x) [7]. Assuming a monochromatic field with an arbitrary
polarization, i.e. E(t) = (Exex + Eyey) exp(−iωt) + c.c., the total quadratic current density
reads J(2X)(t) = J
(2X)
0 + J
(2X)
2ω exp(−2iωt) + c.c.. Here, J(2X)0 and J(2X)2ω are the induced OR
and SHG current densities, respectively, given byJ (2X)0,x
J
(2X)
0,y
 =
 σ(2X)xxx (ω − ω) −σ(2X)yyy (ω − ω)
−σ(2X)yyy (ω − ω) −σ(2X)xxx (ω − ω)

|Ex|2 − |Ey|2
2 Re
{
ExE∗y
}
 , (S7a)
J (2X)2ω,x
J
(2X)
2ω,y
 =
 σ(2X)xxx (ω + ω) −σ(2X)yyy (ω + ω)
−σ(2X)yyy (ω + ω) −σ(2X)xxx (ω + ω)
E2x − E2y
2ExEy
 . (S7b)
In the absence of external magnetic field, σ
(2C)
yyy and σ
(2S)
xxx vanish due to TRS as already
discussed in the main text. Hence, using Eq. (S7a), it can be shown that the induced OR
current density vanishes for a circularly-polarized excitation, i.e. Ex = ±iEy. Furthermore,
focusing on the left circularly-polarized light, we can define the valley-dependent conductiv-
ities as
σ
(2C)
K = σ
A
x + σ
B
x − iσAy − iσBy , σ(2C)K′ = σAx + σBx + iσAy + iσBy , (S8a)
σ
(2S)
K = σ
A
x − σBx − iσAy + iσBy , σ(2S)K′ = σAx − σBx + iσAy − iσBy , (S8b)
where σAx ≡ σ(2,↑K)xxx = σ(2,↓K
′)
xxx , σBx ≡ σ(2,↓K)xxx = σ(2,↑K
′)
xxx , σAy ≡ σ(2,↑K)yyy = −σ(2,↓K
′)
yyy , and
σBy ≡ σ(2,↓K)yyy = −σ(2,↑K
′)
yyy . Similarly, for a right circularly-polarized beam, the conductiv-
ity contributions of the two valleys are distinguished, as seen by exchanging K and K′ in
Eqs. (S8).
In the dipole approximation, the calculation of optical conductivity in periodic systems
involves handling the ill-defined position operator. Despite the problems associated with the
4
position operator, the optical response can be computed by formally separating the position
operator into its interband and intraband parts, i.e. rˆ = rˆ(e) + rˆ(i) with [4, 7]
r(e)nm ≡
〈
s, nk
∣∣rˆ(e)∣∣s,mk′〉 = (1− δnm)δkk′Ωnm , (S9a)
r(i)nm ≡
〈
s, nk
∣∣rˆ(i)∣∣s,mk′〉 = δnm(Ωnn + i∇k)δkk′ . (S9b)
The intraband part of the position operator leads to the appearance of the so-called gen-
eralized derivative as discussed below. For the quadratic optical response, four differ-
ent combinations of interband (e) and intraband (i) terms, denoted by ee, ie, ei and
ii, are obtained [4, 7]. At zero temperature, when the Fermi level resides in the mid-
dle of bandgap, the ei and ii terms vanish [4]. Therefore, the expressions for charge
and spin conductivities read σ
(2C)
ηαβ (ω1 + ω2) ≡
∑
s
[
σ
(2,ee)
s,ηαβ(ω1 + ω2) + σ
(2,ie)
s,ηαβ(ω1 + ω2)
]
, and
σ
(2C)
ηαβ (ω1 +ω2) ≡
∑
s s
[
σ
(2,ee)
s,ηαβ(ω1 +ω2)+σ
(2,ie)
s,ηαβ(ω1 +ω2)
]
, respectively. Here, σ
(2,ee)
s,ηαβ and σ
(2,ie)
s,ηαβ
are the purely interband and mixed intraband-interband part of the conductivities for each
spin, respectively, which are simply referred to as interband and intraband contributions.
For a two-band system, the interband part, σ
(2,ee)
s,ηαβ, originates from the band populations,
ρ
(2)
cck and ρ
(2)
vvk, whereas the intraband term, σ
(2,ie)
s,ηαβ, emerges from the coherences, ρ
(2)
cvk and
ρ
(2)
vck.
Independent particle approximation
If the electron-hole interaction is ignored, the expressions for inter- and intraband con-
ductivities of each spin, assuming a single valence and conduction band per spin, are given
by [4]
σ
(2,ee)
s,ηαβ ≡+ C0
∑
k
dεcv/dkη
ε2cv(~ω1 + ~ω2 + iΓi)
[ pαvcpβcv
~ω1 + iΓe + εcv
− p
α
cvp
β
vc
~ω1 + iΓe − εcv
]
+ (ω1  ω2) ,
(S10a)
σ
(2,ie)
s,ηαβ ≡− C0
∑
k
pηvc
~ω1 + ~ω2 + iΓe − εcv
[
pαcv
εcv(~ω1 + iΓe − εcv)
]
;kβ
− C0
∑
k
pηcv
~ω1 + ~ω2 + iΓe + εcv
[
pαvc
εcv(~ω1 + iΓe + εcv)
]
;kβ
+ (ω1  ω2) . (S10b)
Here, C0 ≡ e
3~
2m2A
, εcv ≡ εs,ck − εs,vk and pαcv are the transition energy and interband
momentum matrix element for each spin, respectively. In addition, [onm];kα ≡ donm/dkα −
5
i(Ωαnn−Ωαmm)onm denotes the generalized derivative [4], including the Berry connection. Note
that the summation over k implies an integral over the Brillouin zone (BZ), i.e. (2pi)2
∑
k →
A
∫
BZ
d2k. Furthermore, the conductivity expressions are symmetrized with respect to the
frequencies, and are valid for any values of ω1 and ω2. Since the generalized derivative obeys
the ordinary derivative chain rule, the intraband term can be rewritten by using
[
pαcv
εcv(~ω1 + iΓe − εcv)
]
;kβ
=
[
pαcv
]
;kβ
εcv(~ω1 + iΓe − εcv) −
pαcv(~ω1 + iΓe − 2εcv)
ε2cv(~ω1 + iΓe − εcv)2
dεcv
dkβ
, (S11)
where we have used the fact that [εcv];kβ = dεcv / dkβ. For the quadratic charge conductivity,
the contribution of the last term in Eq. (S11) vanishes due to TRS. Analogously, the ee term
does not contribute to the quadratic charge conductivity. In contrast, for the second-order
spin conductivities, both terms involving the energy derivatives survive and contribute to
the total optical response.
For the quadratic charge conductivity, the so-called shift current emerges from the first
term on the right-hand side of Eq. (S11), which includes the generalized derivative. To
illustrate this fact, we consider the case of α = η, and write the contribution due to this
term as
∑
k
pαvc
[
pαcv
]
;kβ
d(k)
=
∑
k
[ |pαcv|
d(k)
∂|pαcv|
∂kβ
+ i
|pαcv|2Rα,βcv
d(k)
]
TRS
======⇒
∑
k
i
|pαcv|2Rα,βcv
d(k)
. (S12)
Here, d(k) ≡ εcv(~ω1 +~ω2 +iΓe−εcv)(~ω1 +iΓe−εcv) is the integrand denominator (an even
function of k). In addition, the shift vector is defined as Rα,βcv ≡ ∂φαcv/∂kβ − (Ωαcc −Ωαvv)φαcv,
in which φαcv is the phase of p
α
cv, i.e. p
α
cv = |pαcv| exp(iφαcv). Note that the contribution due to
the derivative of the momentum matrix magnitude vanishes due to TRS, and only the shift
vector term survives. Finally, taking the limit of vanishing scattering (Γe → 0) and letting
ω1 = −ω2 = ω, the well-known expression of the shift current [8] is obtained.
Using the TW Hamiltonian in the IPA, we can derive analytic expressions for σ
(2,ee)
s,ηαβ and
σ
(2,ie)
s,ηαβ, and, hence, determine σ
(2C)
ηαβ and σ
(2S)
ηαβ analytically. The expressions are provided in
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FIG. S1. Quadratic charge (a,b) and spin (c,d) optical conductivities calculated for monolayer
MoS2 at T = 300 K using Eq. (2) of the main text (solid) or full TB (dotted). Two important
quadratic responses are shown: the OR (a,c) and SHG (b,d). The conductivities are normalized
to σ2 = 1× 10−15 SmV−1. The deviations at large frequencies are mainly due to the van Hove
singularity transitions.
the main text [Eqs. (2a) and (2b)], and the functions Fe(a, b) and Fi(a, b) are defined as
Fe(a, b) ≡
3∆3sτ
(
a3 + 2ab2 + b3
)
+ ∆sτa
2(a+ b)3
2a3b(a+ b)3
− 3∆
4
sτ (b− a) + 2∆2sτa3 + a4(a+ b)
2a4b2
× tanh−1
(
a
∆sτ
)
− 3∆
4
sτ (a+ 3b)− 2∆2sτ (a+ 2b)(a+ b)2 − (a+ b)5
2b2(a+ b)4
tanh−1
(
a+ b
∆sτ
)
,
(S13a)
Fi(a, b) ≡ −3∆
3
sτ −∆sτa2
2a3(a+ b)
+
3∆4sτ − 2∆2sτa2 − a4
2a4(a+ b)
tanh−1
(
a
∆sτ
)
. (S13b)
Figures S1(a) and S1(b) compare the charge and spin OR conductivities calculated for
monolayer MoS2 at T = 300 K by employing Eq. (2) with the one computed using the full
TB Hamiltonian. Similarly, we show the charge and spin SHG conductivities in Figs. S1(c)
and S1(d). In all cases, the results obtained by employing the analytic expressions agree
quite well with the full numerical solutions using the TB Hamiltonian in a wide range of
7
frequencies. For finite value of T , the ei and ii terms are non-zero and contribute to the
optical response. However, we numerically confirm that their contribution is fairly small in
monolayer TMDs, since the bandgap is much larger than kBT . Finally, the analytical results
deviate from the TB results for frequencies close to the transitions at van Hove singularity,
since the TW Hamiltonian does not capture the band structure properly in the vicinity of
the M point.
Excitonic effects
Including the excitonic effects, the expressions for the optical conductivities read [5]
σ
(2,ie)
s,ηαβ = −C0
∑
n,m
[
Πη0nQ
α
nmX
β
m0
(~ω1 + ~ω2 + iΓe − En)(~ω1 + iΓe − Em)+
Πηn0Q
α
mnX
β
0m
(~ω1 + ~ω2 + iΓe + En)(~ω1 + iΓe + Em)
+ (ω1  ω2)
]
, (S14a)
σ
(2,ee)
s,ηαβ = C0
~
m
~ω1 + ~ω2 + 2iΓe
~ω1 + ~ω2 + iΓi
∑
n,m
[
Xη0nΠ
α
nmX
β
m0
(~ω1 + iΓe + En)(~ω2 + iΓe − Em) + (ω1  ω2)
]
,
(S14b)
where the exciton matrix elements are defined as
Xα0n = (X
α
n0)
∗ ≡ ~
m
〈0|r(e)α |ψ(n)〉 =
∑
k
ψ
(n)
k
pαvc
iεcv
, Πα0n ≡ −iEnXα0n , (S15a)
Qαnm ≡ 〈ψ(n)|r(i)α |ψ(m)〉 = i
∑
k
ψ
(n)∗
k
[
ψ
(m)
k
]
;kα
, Παnm ≡
m
~
i(En − Em)Qαnm . (S15b)
Here, En and ψ
(n)
k are the energy and k-space wavefunction of the nth-exciton for each
spin, respectively [5]. In Eq. (S15), O0n is the matrix element for a transition between
the ground state and an exciton state, whereas Onm corresponds to transitions between
exciton states. These expressions are modified slightly compared to the ones reported in our
previous work, Ref. [5], by including the relaxation terms. The most prominent modification
is the additional frequency-dependent factor appearing in the interband term. For the
SHG, this extra factor has negligible effects on the spectra at large frequencies, because
(2ω + 2iΓe)/(2ω + iΓi) ≈ 1. In contrast, it becomes 2Γe/Γi for the OR response, which
may vary considerably depending on the values of the scattering rates. The temperature-
dependent behavior of the excitonic OR spectra, shown in Fig. 2(a) of the main text, mainly
emerges from the different variation of Γe and Γi with respect to temperature.
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FIG. S2. Excitonic (a) charge and (b) spin OR conductivities calculated for monolayer MoS2 at
T = 4 K using the Dirac BSE (solid), see the text, and full BSE (dashed).
The excitonic wavefunctions and energies in Eqs. (S14) and (S15) are obtained by
solving the Bethe-Salpeter equation (BSE). Ignoring the exciton center-of-mass motion
due to the negligible photon momentum, the exciton state can be expressed as |ψ(n)〉 =
1
A
∑
k ψ
(n)
k |s, cvk〉 = 1A
∑
k ψ
(n)
k cˆ
†
ckcˆvk|0〉, where cˆ† (cˆ) is the creation (annihilation) operator,
and |0〉 is the ground state (Fermi sea of electrons). The exciton wavefunction amplitude
ψ
(n)
k satisfies the BSE, which is written as [9]
(εs,ck − εs,vk)ψ(n)k −
1
A
∑
k′
〈s, cvk|Keh|s, cvk′〉ψ(n)k′ = Enψ(n)k . (S16)
Here, Keh is the electron-hole kernel including the direct and exchange contributions. We
neglect the exchange part due to its minor influence [5], and use the Keldysh potential for
the direct Coulomb interaction. The Keldysh potential in reals space is given by [10]
V(r) = e
2
80r0
[
H0
(sr
r0
)
− Y0
(sr
r0
)]
, (S17)
where r = |r|, and H0 and Y0 are the Struve function and Bessel function of second type,
respectively. The two parameters s and r0 are the substrate screening and screening length,
respectively. Using the Keldysh potential, the Coulomb matrix elements in the BSE are
given by [11]
〈s, cvk|Keh|s, cvk′〉 = e
2
20
〈s, ck|s, ck′〉〈s, vk′|s, vk〉
|k− k′|(s + r0|k− k′|) , (S18)
where 〈s, ck|s, ck′〉 and 〈s, vk|s, vk′〉 are the Bloch overlaps of conduction and valence states,
respectively.
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FIG. S3. Excitonic (a) charge and (b) spin OR conductivities calculated for monolayer MoS2 at
T = 300 K for five different values of substrate screening, s. For comparison purposes, the IPA
results are also plotted (filled purple area).
The BSE can be solved rigorously for a given quasi-particle band structure [5, 11–13].
However, its approximate solution employing the massive Dirac approximation provides not
only an accurate spectrum but also valuable physical information [11]. For the calculation in
the present work, the excitonic wavefunctions and energies, ψ
(n)
k and En, are determined us-
ing the Dirac Hamiltonian, whereas the single-particles energies and momenta in Eqs. (S15)
are evaluated using the TW Hamiltonian, in order to obtain a non-zero quadratic optical
response. In Fig. S2, we compare the charge and spin OR spectra obtained using this ap-
proach with the full BSE calculations. Besides a minor energy shift of approximately 30
meV, the spectra are in very good agreement with each other. Note that the energy shift is
due to the underestimation of the Coulomb potential and can be compensated merely by a
slight reduction of the screening parameters. In order to validate our excitonic model, we
show the charge and spin OR spectra obtained for monolayer MoS2 at room temperature
for five different values of substrate screening in Figs. S3(a) and S3(b), respectively. For
comparison purposes, we also plot the IPA results computed using the analytical expression,
Eq. (2). For both charge and spin conductivities, the excitonic spectra converge to the IPA
results when the value of substrate screening is increased.
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FIG. S4. Charge (a,c) and spin (b,d) OR spectra calculated for monolayer WSe2 at T = 300 K
(green), 77 K (blue) and 4 K (red) with the IPA model (a,b) or with excitons (c,d).
C) NUMERICAL RESULTS AND PARAMETERS
So far, all numerical results are provided for suspended (s = 1) monolayer MoS2. How-
ever, other members of the TMD family are expected to behave similarly. In Fig. S4, we
illustrate the charge and spin OR conductivities computed for monolayer WSe2 at T = 4,
77 and 300 K. The results are similar to the ones obtained for monolayer MoS2, presented
in Fig. 2 of the main text. Nonetheless, due to the large SOC strength in WSe2, the reso-
nances of B excitons are spectrally separated from the A resonances, i.e. all features shown
in Figs. S4(c) and S4(d) correspond to A excitons.
Table S1 lists the value of all required model parameters for monolayer MoS2 and WSe2.
The parameters ∆, γ and λ can be determined by fitting to the experimental data or
calculated quasi-particle band structures. The hopping parameter, γ, can be related to the
effective mass at the Dirac points using 3γ2 = 2~2∆/meff , where we take the average of
conduction and valence band effective masses for meff . For monolayer MoS2, the evolution
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TABLE S1. The parameters used for generating the numerical results in the present work. The
set of three values for Γe are used at temperature, T = 4/77/300 K.
Material a0 (A˚) r0 (A˚) ∆ (eV) λ (meV) γ (eV) Γi (meV) Γe (meV)
MoS2 3.18 [16] 44.3 [17] 2.5
∗ 14.4 [16] 1.51 [16] 25 [18] 4/10/53 [14]
WSe2 3.32 [16] 46.2 [17] 2.38
∗ 47.2 [16] 1.54 [16] 32 [19] 8/12/43 [15]
∗ We estimate the value of ∆ by fitting the A and B resonances to the reported experimental data.
of Γe with temperature is modeled using the phenomenological equation [14]:
Γe = Γ0 + c1T +
c2
exp
(
Ω/kBT
)− 1 , (S19)
where Γ0 = 4 meV, c1 = 70 µeV/K, c2 = 42.6 meV, and Ω = 24.2 meV. For monolayer
WSe2, we use Γe values at different temperatures reported in Ref. 15.
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