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LYAPUNOV SPECTRUM PROPERTIES AND CONTINUITY OF
THE LOWER JOINT SPECTRAL RADIUS
REZA MOHAMMADPOUR
Abstract. In this paper we study ergodic optimization and multifractal be-
havior of Lyapunov exponents for matrix cocycles. We show the continuity
of the entropy spectrum at boundary of Lyapunov spectrum in the sense that
htop(E(αt)) → htop(E(β(A)) for generic cocycles (in the sense of [BV1]), where
E(α) = {x ∈ X : limn→∞
1
n
log ‖An(x)‖ = α}. We also show that the Lyapunov
spectrum is equal the closure of the set where the entropy spectrum is positive
for such cocycles over mixing subshifts of finite type. Moreover, we prove the
restricted variational principle for such cocycles.
We prove the continuity of the lower joint spectral radius for general cocycles
under the assumption that linear cocycles satisfy a cone condition.
We show that the singular value pressure is continuous on Hölder and fiber-
bunched GL(2,R)-valued cocycles over mixing subshifts of finite type. We also
show that the Lyapunov spectrum is a closed and convex set for such cocycles.
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1. Introduction and statement of the results
Let X be a compact metric space that is endowed with the metric d. We call
(X, T ) a topological dynamical system (TDS), if T : X → X is a continuous map
on the compact metric space X.
We denote by M(X, T ) the space of all T -invariant Borel probability measures
on X. This space is a nonempty convex set and is compact with respect to the
weak-∗ topology. Moreover, we denote by E(X, T ) ⊂ M(X, T ) the subset of
ergodic measures, which are exactly the extremal points of M(X, T ).
Let f : X → R be a continuous function. We denote by Snf(x) :=
∑n−1
k=0 f(T
k(x))
the Birkhoff sum, and we call
(1.1) lim
n→∞
1
n
Snf(x)
a Birkhoff average.
By Birkhoff theorem, for every µ ∈ M(X, T ) and µ-almost every x ∈ X, the
Birkhoff average is well-defined. We denote by β(f) and α(f) the supremum and
infimum of the Birkhoff average over x ∈ X, respectively; we call these numbers
the maximal and minimal ergodic averages of f .
We say that Φ := {log φn}
∞
n=1 is a subadditive potential if each φn is a continuous
positive-valued function on X such that
0 < φn+m(x) ≤ φn(x)φm(T
n(x)) ∀x ∈ X,m, n ∈ N.
Furthermore, Φ = {log φn}
∞
n=1 is said to be an almost additive potential if there
exists a constant C ≥ 1 such that for any m,n ∈ N, x ∈ X, we have
C−1φn(x)φm(T
n)(x) ≤ φn+m(x) ≤ Cφn(x)φm(T
n(x)).
We also say that Φ = {logφn}
∞
n=1 is an additive potential if
φn+m(x) = φn(x)φm(T
n(x)) ∀x ∈ X,m, n ∈ N;
in this case, φn(x) = e
Sn log φ1(x).
We denote by PΦ(t) the topological pressure for a potential tΦ.
As we mentioned above, the Birkhoff average does not exist for all points. So,
one may ask about the size of the set of points
Ef (α) = {x ∈ X :
1
n
Snf(x)→ α as n→∞},
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which we call α-level set of Birkhoff spectrum, for a given value α from the set
L = {α ∈ R : ∃x ∈ X and lim
n→∞
1
n
Snf(x) = α},
which we call Birkhoff spectrum.
That size is usually calculated in terms of topological entropy. Let Z ⊂ X,
we denote by htop(T, Z) topological entropy of T restricted to Z or, simply, the
topological entropy of Z, denote htop(Z), when there is no confusion about T . In
particular we write htop(T ) for htop(T,X).
We investigate the end points of Birkhoff spectrum, i.e., α(f) and β(f). Since
α(f) = −β(−f), let us focus on the quantity β. It can also be characterized as
β(f) = sup
µ∈M(X,T )
∫
fdµ.
By the compactness of M(X, T ), there is at least one measure µ ∈ M(X, T )
for which β(f) =
∫
fdµ; such measures are called maximizing measures.
It is well known (see, e.g. [Ol], [Feng1], [FFW]) when (X, T ) is a transitive
subshift of finite type and f is an additive potential, then
Ef (α) 6= ∅ ⇔ Ω := {
∫
fdµ : µ ∈M(X, T )},
and
htop(Ef (α)) = inf
t∈R
{Pf(t)− αt : t ∈ R}
= sup{hµ(T ) : µ ∈ M(X, T ) with
∫
fdµ = α} ∀α ∈ Ω.(1.2)
In the almost additive potentials case, (1.2) was proven by Feng and Huang [FH]
under certain assumptions. In the subadditve potentials case, Feng and Huang
[FH] proved a similar result for t > 0 under the upper semi continuity entropy
assumption.
The natural example of subadditive potentials is matrix cocycles. More precisely,
given a measurable map A : X → GL(k,R) taking values into the space k × k
invertible matrices. We consider the products
An(x) = A(T n−1(x)) . . .A(T (x))A(x).
The pair (T,A) is called a linear cocycle. That induces a skew-product dynamics
F on X × Rk by (x, v) 7→ X × Rk, whose n-th iterate is therefore
(x, v) 7→ (T n(x),An(x)v).
If T is invertible then so is F . Moreover, F−n(x) = (T−n(x),A−n(x)v) for each
n ≥ 1, where
A−n(x) := A(T−n(x))−1A(T−n+1(x))−1...A(T−1(x))−1.
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In general, one could consider vector bundles over X instead of X × Rd, and
then consider bundle endomorphisms that fiber over T : X → X.
A simple class of linear cocycles is locally constant cocycles which is defined
as follows. Assume that X = {1, ..., q}Z is a symbolic space. Suppose that T :
X → X is a shift map, i.e. T (xl)l = (xl+1)l. Given a finite set of matrices
A = {A1, . . . , Aq} ⊂ GL(k,R), we define the function A : X → GL(k,R) by
A(x) = Ax0 . In this case, we say that(T,A) is a locally constant cocycle.
By Kingman’s subadditive ergodic theorem, for any µ ∈M(X, T ) and µ almost
every x ∈ X such that log± ‖A‖ ∈ L1(µ), the following limit, called the top
Lyapunov exponent at x, exists:
(1.3) χ(x,A) := lim
n→∞
1
n
log ‖An(x)‖,
where ‖A‖ the Euclidean operator norm of a matrix A, that is subadditive i.e.,
0 < ‖An+m(x)‖ ≤ ‖An(x)‖‖An(Tm(x))‖ ∀x ∈ X,m, n ∈ N.
Let us denote χ(µ,A) =
∫
χ(.,A)dµ. If the measure µ is ergodic then χ(x,A) =
χ(µ,A) for µ-almost every x ∈ X. It also follows from Kingman subdditive Ergodic
Theorem that
χ(µ,A−1) := lim
n→∞
1
n
∫
log ‖(An(x))−1‖−1dµ(x)
exists.
Similarly to what we did for Birkhoff average (1.1), one can either maximize
or minimize top Lyapunov exponent (1.3); the corresponding quantities will be
denoted by β(A) and α(A), respectively; we call these numbers the maximal and
minimal Lyapunov exponents of A. However, this time the maximization and the
minimization problems are totally different. Even though β(A) is always attained
by at least one measure (which is called a Lyapunov maximizing measure), that is
not necessarily the case for the minimal Lyapunov exponent α(A). In fact, in the
locally constant cocycles case, Bochi and Morris [BM] investigated the continuity
properties of the minimal Lyapunov exponent. They showed that α(A) is Lips-
chitz continuous at A under 1−domination assumption. Breuillard and Sert [BS]
extended the Bochi and Morris’s result to the joint spectrum under domination
condition. In this case the χ(µ,A) depends continuously on the measure µ.
Feng [Feng1] proved (1.2) for continuous positive matrix-valued functions on the
one side shift. He (see [F], [FH])also proved that the first part (1.2) for locally
constant cocycles under the irreducibility assumption.
The linear cocycles generated by a diffemorphism map T : X → X on a closed
Riemannian manifold X and a family of maps A(x) := DxT : TxX → TT (x)X are
called derivative cocycles. Moreover, when T : X → X is an Anosov diffemophism
(or expanding map), Bowen [B] showed that there exists a symbolic coding of T
by a subshift of finite type. Therefore, one can replace the derivative cocycle of
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a uniformly hyperbolic map by a linear cocycle over a subshift of finite type. In
general, we know much more about locally constant cocycles that about the more
general derivative cocycles, but here are some of the results known in the derivative
cocycles situation.
In this paper, we are interested in linear cocycles (T,A) generated by GL(k,R)−
valued functions A over two side subshifts of finite type (Σ, T ). We denote by L
the set of admissible words Σ. We define for A : Σ→ GL(k,R) and I ∈ L
(1.4) ‖A(I)‖ := max
x∈[I]
‖A|I|(x)‖.
We define a positive continuous function {ϕA,n}n∈N on Σ such that
ϕA,n(x) := ‖A
n(x)‖.
We denote by ΦA the subbadditive potential {logϕA,n}
∞
n=1.
We say that A is quasi-multiplicative if there exist C > 0 and m ∈ N such that
for every I, J ∈ L, there exists K ∈ L with |K| ≤ m such that IKJ ∈ L and
‖A(IKJ)‖ ≥ C‖A(I)‖‖A(J)‖.
We always assume that T : Σ → Σ is a topologically mixing subshift of finite
type. We denote by Hr(Σ, GL(k,R)) the space of all r−Hölder continuous func-
tions. We also denote by Hrb (Σ, GL(k,R)) the space of all r−Hölder continuous
and fiber bunched functions, which says that the cocycles are nearly conformal.
We define the typical cocycles among Hr(Σ, GL(k,R)). That is
W := {A ∈ Hrb (Σ, GL(k,R)) : A is pinching and twisting}.
We denote E(α) = EΦ(α) when there is no confusion about Φ.
Our main results are Theorems A, B, C, D, and E formulated as follows:
Theorem A. Let A ∈ W. Then,
L = {α, htop(E(α)) > 0}.
Furthermore, α 7→ htop(E(α)) is concave for α ∈ L˚.
Theorem B. Assume that T : Σ → Σ is a topologically mixing subshift of finite
type. Suppose that A : Σ→ GL(k,R) belongs to typical functions W. Then,
htop(E(α)) = sup{hµ(T ) : µ ∈M(Σ, T ), χ(µ,A) = α}
= inf{PΦA(q)− α.q : q ∈ R} ∀α ∈ Ω.
We show the continuity of the entropy spectrum of Lyapunov exponents for
generic matrix cocycles.
Theorem C. Suppose Al,A ∈ W with Al → A, and tl, t ∈ R+ such that tl → t.
Let αl = P
′
ΦAl
(tl) and α = P
′
ΦA
(t). Then,
htop(E(αtl))→ htop(E(αt)) when l →∞.
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Moreover,
htop(E(αt))→ htop(E(β(A)) when t→∞.
We also investigate the continuity of the minimal Lyapunov exponents for gen-
eral cocycles. We prove the continuity of the minimal Lyapunov exponent under
a cone condition. Moreover, our result implies the continuity of the minimal Lya-
punov exponent under 1-domination assumption.
Theorem D. Let Ak,A ∈ H
r
b (Σ, GL(k,R)). Assume that Ak and A satisfy
1−domination. Then, α(An)→ α(A), when An → A.
We define the singular value function ϕs : GL(k,R)→ [0,∞) with the parameter
0 ≤ s ≤ k as follows.
ϕs(A) = σ1(A)...σm(A)σ
s−m
m+1(A),
where m = ⌊s⌋ and σi is the i th singular value. We make the convention 0
0 = 1.
For completeness, if s > k, the we also define
ϕs(A) = (det(A))
s
d .
It is well known that ϕs is submultiplicative for all s ≥ 0. That means, for any
A,B ∈ GL(k,R)
ϕs(AB) ≤ ϕs(A)ϕs(B).
The function (s, A) 7→ ϕs(A) is continuous in both A and s where A ∈ GL(k,R).
We define ϕ˜sA on L as follows, for any n ∈ N and I ∈ L(n),
ϕ˜sA(I) := max
x∈[I]
ϕs(An(x)).
Note that the above definition is similar to how we define ‖A(I)‖ in (1.4). From
the submultiplicativity of ϕs, it follows that ϕsA is also submultiplicative. We
denote by Φ˜A := {logϕ
s(An)}.
Feng and Shmerkin [FS] showed that continuity of the topological pressure for
locally constant cocycles. Moreover, this kind of result is known for typical cocycles
by Park. Recently, Cao, Pesin, and Zhao [CPZ] showed that the map (s,A) 7→
PΦ˜A(s) is continuous on [0,∞)× H
r(Σ, GL(k,R)), and Theorem E is implied by
their result. However, the methods of proof are different.
We show that one can prove the continuity of the topological pressure for
Hrb (Σ, GL(2,R)) without assumption pinching, and twisting.
Theorem E. The map (s,A) 7→ PΦ˜A(s) is continuous on [0,∞)×H
r
b (Σ, GL(2,R)).
In this paper, we also obtain the high dimensional versions of Theorems A, B,
C, and D.
This paper is organized as follows. In Section 2, we recall some preliminary
material regarding symbolic dynamics as well as some results in typical cocycles.
In Section 3, we discuss relevant results in thermodynamics formalism. In Section
4, we prove Theorem B and the proof of Theorem A is given in Section 5. In
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Section 6, we prove the continuity of the entropy spectrum of Lyapunov exponents
(Theorem C). We discuss domination and Hilbert metric as well as the proof
of Theorem D in section 7. Finally, we prove Theorem E and also we give an
application of the theorem in Section 8.
Acknowledgements. The author thanks Michał Rams for his careful reading
of an earlier version of this paper and many helpful discussions. In particular, the
author thanks Michał for helping with Proposition 7.4. He would also like to thank
Aaron Brown and Cagri Sert for introducing papers [P] and [BS]. The author was
partially supported by the National Science Center grant 2019/33/B/ST1/00275
(Poland).
2. Preliminaries
In this section, we recall some basic facts and definition that we need to prove
for main theorems.
2.1. Symbolic dynamics. In this section, we recall some definitions and basic
facts related to subshift of finite type. For more information see [LM].
Let Q = (qij) be a k × k with qij ∈ {0, 1}. The one side subshift of finite
type associated to the matrix Q is a left shift map T : Σ+Q → Σ
+
Q meaning that,
T (xn)n∈N0 = (xn+1)n∈N0, where Σ
+
Q is a set of sequences
Σ+Q := {x = (xi)i∈N0 : xi ∈ {1, ..., k} and Qxi,xi+1 = 1 for all i ∈ N0},
Similarly, one defines two sided subshift of finite type T : ΣQ → ΣQ, where
ΣQ := {x = (xi)i∈Z : xi ∈ {1, ..., k} and Qxi,xi+1 = 1 for all i ∈ Z}.
When the matrix Q has entries all equal to 1 we say this is the full shift. For
simplicity, we assume that Σ+Q = Σ
+ and ΣQ = Σ.
We say that i1...ik is an admissible word if Qin,in+1 = 1 for all 1 ≤ n ≤ k − 1.
We denote by L the set of collection of admissible words. We denote by |I| the
length of I ∈ L. Denote by L(n) the admissible words of length n. That is, a word
i0, .., in−1 with ij ∈ {1, ..., k} such that Qxi,xi+1 = 1. One can define n-th level
cylinder [I] as follows:
[I] = [i0...in−1] := {x ∈ Σ : xi = ij ∀ 0 ≤ j ≤ n− 1},
for any i0...in−1 ∈ L(n).
Observe that the partition of ΣQ (or Σ
+
Q) into first level cylinders is generating,
for this reason the partition into first level cylinders is the partition canonically
used in symbolic dynamics to calculate the metric entropy.
Definition 2.1. The matrix Q is called primitive when there exist n such that all
the entries of Qn are positive.
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It is well known that a subshift of a finite type associated with a primitive matrix
Q is topologically mixing T . That is, for every open nonempty U, V ⊂ Σ, there
is N such that for every n ≥ N , T n(U) ∩ V 6= ∅. We say that T is topological
transitive if there is a point with dense orbit.
We fix ω ∈ (0, 1) and consider the space Σ is endowed with the metric d which
is defined as follows: For x = (xi)i∈Z, y = (yi)i∈Z ∈ Σ, we have
d(x, y) = ωk for all |i| < k,
where k is the largest integer such that xi = yi.
The subshift of finite type T : Σ→ Σ becomes a hyperbolic homeomorphism, if
Σ is equipped by the metric d
In the two-sided dynamics, we define the local stable set
W sloc(x) = {(yn)n∈Z : xn = yn for all n ≥ 0}
and the local unstable set
W uloc(x) = {(yn)n∈Z : xn = yn for all n < 0}.
Furthermore, the global stable and unstable manifolds of x,
W s(x) := ∪∞n=0T
−n(W sloc(T
n(x))) and W u(x) := ∪∞n=0T
n(W sloc(T
−n(x)))
are smoothly immersed submanifolds of X and they are characterized by
W s(x) = {y ∈ X : lim
n→∞
d(T n(x), T n(y)) = 0},
W u(x) = {y ∈ X : lim
n→−∞
d(T n(x), T n(y)) = 0}.
2.2. Multilinear algebra. We recall some basic facts about the exterior algebra.
We use it for studying the singular value function.
We denote by σ1, ..., σk the singular values of the matrix A, which are the square
roots of the eigenvalues of the positive semi definite matrixA∗A listed in decreasing
order according to multiplicity.
Assume that {e1, .., ek} is the standard orthogonal basis of R
k and define
∧lRk := {ei1 ∧ ei2 ∧ ... ∧ eil : 1 ≤ ei1 ≤ ei2 ≤ ... ≤ eil ≤ k}
for all l ∈ {1, ..., k} with the convention that ∧0Rk = R. It is called the l-th
exterior power of Rk.
We are interested in the invertible matrices GL(k,R). We consider induced
topology Rk
2
for it. For A ∈ GL(k,R), we define an invertible linear map A∧l :
∧lRk → ∧lRk as follows
(A∧l(ei1 ∧ ei2 ∧ ... ∧ eil)) = Aei1 ∧Aei2 ∧ ... ∧Aeil .
∧lRk is represented by a
(
k
l
)
×
(
k
l
)
whose entries are the l × l minors of A. It
can also show that
(AB)∧l = A∧lB∧l.
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The singular values of A∧l are the product σi1(A)...σil(A). In addition,
‖A∧l‖ = σ1(A)...σl(A).
2.3. Fiber bunched cocycles. We recall that T : Σ → Σ is a topologically
mixing subshift of finite type. We say that A : Σ → GL(k,R) is a r-Hölder
continuous function, if there exists C > 0 such that
(2.1) ‖A(x)−A(y)‖ ≤ Cd(x, y)r ∀x, y ∈ Σ.
We denote by Hr(Σ, GL(k,R)) the set of r-Hölder continuous functions. We also
show by Hr(Σ), when there is no confusion about GL(k,R).
We denote by hr(A) the smallest constant C in (2.1). We equip theH
r(Σ, GL(k,R))
with the distance
Dr(A,B) = sup
X
‖A−B‖ + hr(A− B).
It is clear the locally constant functions are ∞-Hölder i.e, they are r-Hölder for
every r > 0, with bounded hr(A).
Definition 2.2. A local stable holonomy for the linear cocycles (T,A) is a family
of matrices Hsy←x ∈ GL(k,R) defined for all x ∈ Σ with y ∈ W
s
loc(x) such that
a) Hsx←x = Id and H
s
z←yoH
s
y←x = H
s
z←x for any z, y ∈ W
s
loc(x).
b) A(x) ◦Hsx←y = H
s
T (x)←T (y) ◦ A(y).
c) (x, y, v) 7→ Hy←x(v) is continuous.
Moreover, if y ∈ W uloc(x), then there are analogous properties for H
u
x←y.
According (b) in the above definition, one can extend the definition to the global
stable holonomy Hsy←x for y ∈ W
s(x) not necessarily in W sloc(x) :
Hsy←x = A
n(y)−1 ◦HsTn(y)←Tn(x) ◦ A
n(x),
where n ∈ N is large enough such that T n(y) ∈ W sloc(T
n(x)). One can extend the
definition the global unstable holonomy similarly.
Definition 2.3. A r−Hölder continuous function A is called fiber bunched if for
any x ∈ Σ,
(2.2) ‖A(x)‖‖A(x)−1‖ωr < 1,
where ω is the hyperbolicity constant defining the metric on the base Σ.
We say that the linear cocycle (T,A) is fiber-bunched if its generator A is fiber-
bunched. We denoted by Hrb (Σ, GL(k,R))) the family of r-Hölder-continuous and
fiber bunched functions.
The geometric interpretation of the fiber bunching condition is as follows. Let
A ∈ Hrb (Σ, GL(k,R)). The projection cocycle associated to A and T is the map
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PF : Σ× PRk → Σ× PRk given by
PF (x, v) := (T (x),
A(x)v
‖A(x)v‖
).
We denote by DAv the derivative of the action PR
k → PRk on projective space
at all points v ∈ PRk. Taking derivative
‖DAv‖ ≤ ‖A‖‖A
−1‖ and ‖DA−1v ‖ ≤ ‖A‖‖A
−1‖
for all v ∈ PRk. So, the fiber bunching condition implies that rate of expansion (re-
spectively, contraction) the projective cocycle PF at every point x ∈ Σ is bounded
above by ( 1
ω
)r( respectively, below by ωr).
The Hölder continuity and the fiber bunched assumption A ∈ Hrb (Σ, GL(k,R))
implies the convergence of the canonical holonomy Hsupslopeu (see [BGMV], [KS]). That
means, for any y ∈ W supslopeuloc (x),
Hsy←x := lim
n→∞
An(y)−1An(x) and Huy←x := lim
n→−∞
An(y)−1An(x).
In addition, when the linear cocycle is fiber bunched, the canonical holonomies vary
r−Hölder continuisly (see [KS]), i.e., there exists C > 0 such that for y ∈ W supslopeuloc (x),
‖Hsupslopeux←y − I‖ ≤ Cd(x, y)
r.
In this paper, we will always work with the canonical holonomies for fiber
bunched cocycles.
Remark 1. Even though the locally constant cocycles are not necessary fiber
bunched, the canonical holonomies always exist. Indeed, for every y ∈ W s(x)
there exist m such that xn = yn for all n ≥ m. Then,
Hsx←y = A
−1(x) · · ·Am−1(x)−1Am−1(y) · · ·A(y).
In particular Hsx←y = Id, for all x ∈ W
s
loc(y). Similarly, we get the existence of
the unstable holonomy.
Remark 2. If a linear cocycle is not fiber bunched, then it might admit multiple
holonomies (see [KS1]).
2.4. Typical cocycles. We are going to discuss typical cocycles. For details, one
is referred to [AV], [BV1] and [V].
Suppose that p ∈ Σ is a periodic point of T , we say the p 6= z ∈ Σ is a homoclinic
point associated to p if it is the intersection of the stable and unstable manifold of
p. That is, z ∈ W s(p) ∩W u(p) (see figure 1). The set of homoclinic points of any
periodic point is dense in Σ for hyperbolic systems.
We define the holonomy loop
ψzp := H
s
z←p ◦H
u
p←z.
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Figure 1. Homoclinic point.
Definition 2.4. Suppose that A : Σ → GL(k,R) belongs Hrb (Σ, GL(k,R)). We
say that A is 1-typical if there exists a periodic point p and a homoclinic point z
associated to p such that:
(i) The eigenvalues of Aper(p)(p) have multiplicity 1 and distinct norms. Let
{vi}
k
i=1 be the eigenvectors of P := A
per(p)(p).
(ii) ψzp(vi) ∩Wj = ∅, where Wj spanned by all eigenvectors of P other than vi
for any 1 ≤ i, j ≤ k.
For k = 2 this second condition means that ψzp(vi) does not intersect other lines.
See Figure 2 for a 1-typical cocycle in the 2 dimensional case.
We refer to (i) as the (pinching) properties and to (ii) as the (twisting) proper-
ties.
The cocycles generated by A∧t, 1 ≤ t ≤ k also admit stable and unstable
holonomies, namely (Hsupslopeu)∧t.
Definition 2.5. Assume thatA is 1-typical. We sayA is t-typical for 2 ≤ t ≤ k−1,
if the points p, z ∈ Σ from Definition 2.4 satisfy
(I) P ∧t satisfies the analogous statement to (i) from Definition 2.4 for all t.
Let {vi1 ∧ ... ∧ vit}1≤i1<...<it≤k be the eigenvectors of P
∧t.
(II) The induced map (ψzp)
∧t on (Rk)∧t satisfies the analogous statement to (ii)
from Definition 2.4.
We say that A is typical if A is t−typical for all 1 ≤ t ≤ k − 1. We denote by
W ⊂ Hrb (Σ, GL(k,R)) the set of all typical functions.
Remark 3. Above definition for typical cocycles comes from Park’s paper [P] that
is a slightly weaker form typical cocycles which was first introduced by Bonatti and
Viana [BV1]; Park [P] considered a weaker twisting assumption. We also remark
that the difference in the settings of [BV1] and [P] does not make any problems in
translating the relevant results and statements from [BV1] to this paper.
In spite of slight variations in the definition of typicality, in all cases, W is open
and dense in Hrb (Σ, GL(k,R)), and its complement has infinite codimension.
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v2
v1
ψzp(v1)
p z
Figure 2. ψzp(v1) 6= v2
2.5. The continuity of Lyapunov exponents. Throught, PF : Σ+ × PRk →
Σ+ × PRk is the projective cocycle associated with linear cocycle F : Σ+ × Rk →
Σ+ × Rk that is generated by (T,A).
We say that a matrix cocycle is strongly irreducible when there is no finite
family of proper subspaces invariant by A(x) for µ-almost every x. Furstenberg
[V, Theorem 6.8] showed that the Lyapunov exponent χ(µ,A) of F coincides with
the integral of the function ψ : Σ+ × PRk → R,
ψ(x, v) = log
‖A(x)v‖
‖v‖
for locally constant cocycles under the strong irreducibility assumption. In other
words, he showed that
χ(µ,A) =
∫
ψd(µ× η),
for any stationary measure η of the associated projective cocycle PF . So, one can
easily show that we have the continuity of Lyapunov exponents with respect to
(A, µ) ([V, Corollary 6.10]) under the strong irreducibility assumption.
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Remark 4. Bonatti and Viana [BV1], [BGMV] extended the Furstenberg’s formula
to 1-typical cocycles. Therefore, we have the continuity of Lyapunov exponents for
typical cocycles with respect to (A, µ), as well.
Even though discontinuity of Lyapunov exponents is a common features (see
[Bo], [Boc1]), there are some results for the continuity of Lyapunov exponents. For
instance, Bocker and Viana [BV] proved the continuity of Lyapunov exponents of
2−dimensional locally constant cocycles under a certain assumption. In order to
state the result of Bocker and Viana, we denote by △k the collection of strictly
positive probability vectors in Rk for k ≥ 2. We denote by X the full shift space
over k symbols. For p = (p1, ..., pk) ∈ △k, let µ be the associated Bernoulli product
measure on X.
Theorem 2.6 ([BV, Theorem B]). For every ε > 0 there exist δ > 0 and a weak∗
neighborhood V of µ in the space of probability measures on GL(2,R) such that for
every probability measure µ
′
∈ V whose support is contained in the δ-neighborhood
of the support of µ, we have
|χ(µ,A)− χ(µ
′
,A
′
)| < ε.
Avila, Eskin and Viana [AEV] announced recently that Bocker and Viana’s
result remains true in arbitrary dimensions.
It was conjectured by Viana [V] that Lyapunov exponents are always continuous
among Hαb (X,GL(2,R))-cocycles, and that has been proved by Backes, Brown and
Butler [BBB]. In fact, they prove Lyapunov exponents vary continuously on any
family of GL(2,R)-cocycles with continuous invariant holonomies i.e.,
χ(x,An)→ χ(x,A),
when (An, H
s,n, Hu,n)→ (A, Hs, Hu).
We state the main result of Backes, Brown, and Butler as follows.
Theorem 2.7 ([BBB, Theorem 2.8]). Suppose that {An}n∈N is a sequence of 2-
dimensional linear cocycles over T converging uniformly with holonomies to a co-
cycle A and {µn}n∈N a sequence of fully supported, ergodic, T -invariant probability
measures converging to an ergodic, T -invariant measure µ with local product struc-
ture and full support. Then
χ(µn,An)→ χ(µ,A),
and,
χ(µn,A
−1
n )→ χ(µ,A
−1).
That improves Bocker and Viana’s result [BV]. Furthermore, Butler [Bu] showed
in the following example that the fiber-bunching condition is sharp.
14 REZA MOHAMMADPOUR
Example 2.8. Assume that T : {0, 1}Z → {0, 1}Z is a shift map. We define a
locally constant cocycle (T,A) such that
A0 =
[
σ 0
0 σ−1
]
, A1 =
[
σ−1 0
0 σ
]
,
where σ is a positive constant greater than 1. We define probability measure νp
in order to νp([0]) = p, νp([1]) = 1 − p, and then Bernoulli measure µp = ν
Z
p . By
definition the cocycle (T,A) is fiber bunched if and only if σ2 < 2α 1.
Butler[Bu] shows that for above example if σ4p−2 ≥ 2α for p ∈ (1
2
, 1), then for
each neighborhood U ⊂ Hα({0, 1}Z, SL(2,R)) of A and every κ ∈ (0, (2p−1) logσ],
there is a locally constant cocycle B ∈ U such that χ(x,B) = κ. In particular,
A is a discontinuity point for Lyapunov exponents in Hα({0, 1}Z, SL(2,R)). So,
this example shows that we have discontinuity of Lyapunov exponents near fiber
bunched cocycles.
The inequality σ4p−2 ≥ 2α comes from the following observation
lim
n→∞
log(‖An(x)‖‖An(x)−1‖) = (χ(µp, A)− χ(µp, A
−1)) = (4p− 2) log σ,
for µp almost every x ∈ {0, 1}
Z.
Lyapunov exponents are T -invariant maps, thus when µ is ergodic they are
constant µ-almost everywhere. In that case, we denote them as χi(A) for i =
1, .., k.
For ~α ∈ Rk, the Lyapunov spectrum of linear cocycles is defined as:
~L := {~α, ∃x ∈ Σ such that χl(A) = αl},
for 1 ≤ l ≤ k.
Theorem 2.9 ([P, Theorem D]). Let A ∈ W. Then ~L is a convex and closed
subset of Rk.
We use Theorem 2.7 to show that the Lyapunov spectrum of fiber bunched
cocycles is a closed and convex set.
Corollary 2.10. Let A ∈ Hrb (X,GL(2,R))). Then
~L is a convex and closed subset
of R2.
Proof. Since W is open and dense, for every A ∈ Hrb (X,GL(2,R))) there is a
Ak ∈ W such that Ak → A.
By Theorem 2.7,
χi(Ak)→ χi(A)
for i = 1, 2. By Theorem 2.9, ~L is a closed and convex subset of R2. 
1Σ is equipped by a norm d that is, for all x 6= y, d(x, y) = 2−N(x,y), where N(x, y) =
min{n, xn 6= yn}.
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3. Thermodynamic Formalism
3.1. Convex functions. Let U be an open convex subset of Rn and f be a real
continuous convex function on U . We say a vector a ∈ Rn is a subgradient of f at
x if for all z ∈ U ,
f(z) ≥ f(x) + aT (z − x),
where the right hand side is the scalar product.
For each x ∈ Rn set the subdifferential of f at point x
∂f(x) := {a : a is a subgradient for f at x}.
For x ∈ U , the subdifferential ∂f(x) is always a nonempty convex compact set. De-
fine ∂ef(x) := ext{∂f(x)}. We say that f is differentiable at x when ∂ef(x) = {a}.
We define
(3.1) ∂f(U) = ∪x∈U∂f(x) and ∂
ef(U) = ∪x∈U∂
ef(x).
3.2. Legendre transform. Assume that f : Rk → R∪{+∞} is a convex function
that is not identically equal to −∞. The Legendre transform of f is the function
f ∗ of a new variable t, defined by
t 7→ −f ∗(−t) := inf{f(x)− tx : x ∈ Rk},
where right hand side is scalar product.
It is easy to show that f ∗ is a convex function and not identically equal to −∞.
Let f ∗∗ be the Legendre transform of f ∗. The following result is well known (cf.
[R, Theorem 12.2]).
Theorem 3.1. Assume that f : Rk → R ∪ {∞} is convex and not identically
equal to −∞. Let x ∈ Rk. Suppose that f is lower semi continuous at x, i.e.,
lim infy→x f(y) ≥ f(x). Then f
∗∗(x) = f(x).
Feng and Huang [FH, Corollary 2.5] proved the following corollary as an appli-
cation the above theorem.
Corollary 3.2. Assume that A is a non-empty, closed and convex set in Rk and
let g : A→ R be a concave function. Set
W (x) = sup{g(a) + ax : a ∈ A}, x ∈ Rk
and
G(a) = inf{W (x)− ax : x ∈ Rk}, a ∈ A.
Finally, if g is upper semi continuous at a ∈ A, then G(a) = g(a).
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3.3. Topological entropy. Let (X, τ, µ) be a Borel probability space, and T :
X → X be a measure preserving transformation.
A partition of (X, τ, µ) is a subfamily of τ consisting of mutually disjoint ele-
ments whose union is X. We denote by α and β the countable partition of X.
Let α = {Ai, i ≥ 1}, where Ai ∈ τ . We define
Hµ(α) = −
∑
A∈α
µ(A) logµ(A)
to be the entropy of α (with the convention 0log 0 = 0).
We denote by α ∨ β the joint partition {A ∩B | A ∈ α,B ∈ β}.
Let T−1(α) = {T−1(A) | A ∈ α}. We define
h(µ, α) = lim
n→∞
1
n
Hµ(
n−1∨
j=0
T−1(α))
to be the entropy of T relative to α 2.
Then the metric entropy of µ is defined as
hµ(T ) = sup h(µ, α),
where the supremum is taken over all countable partitions α with Hµ(α) <∞.
Assume that (X, d) is a compact metric space and T : X → X is a continuous
transformation. For any n ∈ N we define a new metric dn on X as follows
dn(x, y) = max{d(T
k(x), T k(y)) : k = 0, ..., n− 1},
and for any ε > 0, one can define Bowen ball Bn(x, ε) that is an open ball of radius
ε > 0 in the metric dn around x. That is,
Bn(x, ε) = {y ∈ X : dn(x, y) < ε}.
Given a set Y ⊂ X. If Y ⊂ ∪iBni(x, ε), then one says that most countable collec-
tion of balls set Y = {Bni(xi, ε)}i covers Y . Consider N(Y) = mini ni. Let s ≥ 0
and
S(Y, s,N, ε) = inf
∑
i
e−sni ,
where the infinum is taken over all collections Y = {Bni(xi, ε)}i covering Y such
that n(Y) ≥ N. The quantity S(Y, s,N, ε) does not decrease with N , consequently
S(Y, s, ε) = lim
N→∞
S(Y, s,N, ε).
There is a critical value of the parameter s, which we denote by htop(T, Y, ε) such
that
S(Y, s, ε) =
{
0, s > htop(T, Y, ε),
∞, s < htop(T, Y, ε).
2Limits exist by subadditivity.
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Since htop(T, Y, ε) does not decrease with ε, the following limit exists,
htop(T, Y ) = lim
ε→0
(T, Y, ε).
We call htop(T, Y ) the topological entropy of T restricted to Y or the topological
entropy of Y (we denote htop(Y )), as there is no confusion about T . We denote
htop(X, T ) = htop(T ).
3.4. Subadditive thermodynamic formalism. Let Φ = {log φn}
∞
n=1 be a sub-
additive potential over the TDS (X, T ). We introduce the topological pressure of
Φ as follows. The space X is endowed with a metric d. For any n ∈ N, one can
define a new metric dn on X by
dn(x, y) = max{d(T
k(x), T k(y)) : k = 0, ..., n− 1}.
For any ε > 0 a set E ⊂ X is said to be a (n, ε)-separated subset ofX if dn(x, y) > ε
for any two different points x, y ∈ E. We define for a subadditive Φ
Pn(T,Φ, ε) = sup{
∑
x∈E
φn(x) : E is (n, ε)-separated subset of X}.
Since Pn(T,Φ, ε) is a decreasing function of ε, We define
P (T,Φ, ε) = lim sup
n→∞
1
n
logPn(T,Φ, ε),
and
PΦ(T ) = lim
ε→0
P (T,Φ, ε).
We call PΦ(T ) the topological pressure of Φ. We denote by PΦ(q) the topological
pressure for a subadditive potential qΦ.
Bowen [B2] showed that for any Hölder continuous ψ : X → R on a transitive
hyperbolic set (X, T ) there exists a unique equilibrium measure µ (which is also a
Gibbs state) for the additive potential ψ.
Feng and Käenmäki [FK] extended the Bowen’s result for subadditive potentials
tΦ on a locally constant cocycle under the assumption that the matrices in A do
not preserve a common proper subspace of Rd(i.e. (T,A) is irreducible).
Recently, Park [P] showed that the continuity of the topological pressure, and
the uniqueness of the equilibrium measure for typical cocycles. We show that one
can prove the continuity of the topological pressure on GL(2,R)-fiber bunched
cocycles which is weaker than Park’s assumptions (see section 8).
Let (X, T ) be a topological dynamical systems, and let Φ = {logφn}
∞
n=1 be a
subadditive potential over the TDS (X, T ). Define
α(Φ) := lim
n→∞
1
n
log inf
x∈X
φn(x), β(Φ) := lim
n→∞
1
n
log sup
x∈X
φn(x).
Let ~q = (q1, ..., qk) ∈ R
k
+, and ~Φ = (Φ1, ...,Φk) = ({log φn,1}
∞
n=1, ...,
{log φn,k}
∞
n=1). Assume that ~q.
~Φ =
∑k
i=1 qiΦi is a subadditive potential {qi log φn,i}
∞
n=1.
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We can write topological pressure, maximal Lyapunov exponent, and minimal Lya-
punov exponent of ~Φ, respectively
P~Φ(~q) = P (T, ~q.
~Φ), ~β(~Φ) = β(
k∑
i=1
Φi), ~α(~Φ) = α(
k∑
i=1
Φi).
For µ ∈M(X, T ), we write
χ(µ, ~Φ) = (χ(µ,Φ1), ...., χ(µ,Φk)),
where χ(µ,Φi) = limn→∞
1
n
∫
log φn,i(x)dµ(x) for i = 1, ..., k.
Theorem 3.3 ([FH, Theorem 1.2]). Let (X, T ) be a topological dynamical systems
such that htop(T ) < ∞. Assume that ~Φ is a subadditive potential on the compact
metric space X. Then the pressure function P~Φ(~t) is a continuous real convex
function on (0,∞). Furthermore, P
′
~Φ
(∞) := limt→∞
P~Φ(
~t)
~t
= ~β(~Φ).
We can define the topological pressure by the following variational principle. It
was proved by Cao, Feng and Huang [CFH].
Theorem 3.4 ([CFH, Theorem 1.1]). Let (X, T ) be a topological dynamical system
such that htop(T ) < ∞. For ~t ∈ R
d
+, suppose that
~Φ is a subadditive potential on
the compact metric space X. Then
P~Φ(~t) = sup{hµ(T ) + ~t.χ(µ,
~Φ)
: µ ∈M(X, T ), χ(µ, ~Φ) 6=∞}.
We denote P~Φ(T,~t) = P~Φ(~t). Let ~t ∈ R
d
+, we denote by Eq(~Φ,~t) the collection
of invariant measures µ such that
hµ(T ) + ~t.χ(µ, ~Φ) = P~Φ(~t).
If Eq(~Φ,~t) 6= ∅, then each element Eq(~Φ,~t) is called an equilibrium state for ~t.~Φ.
In the remaining part of this section, we recall some theorems about multifractal
formalism for subadditive potentials.
Theorem 3.5 ([FH, Proposition 3.2]). Let ~Φ be a subadditive potential over a
TDS (X, T ) and htop(T ) <∞. Then P~Φ(.) is a real continuous convex function on
Rk+ and
∂P (Rk+) ⊂ (−∞, β(Φ1)]× ...× (−∞, β(Φk)].
Theorem 3.6 ([FH, Theorem 1.1]). Let (X, T ) be a topological dynamical system
such that the topological entropy htop(T ) is finite. Then E(β(Φ)) 6= ∅ . Moreover,
htop(T,E(β(Φ))) = sup{hµ(T ) : µ ∈M(X, T ), χ(µ,Φ) = β(Φ)}
= sup{hµ(T ) : µ ∈ E(X, T ), χ(µ,Φ) = β(Φ)}.
LYAPUNOV SPECTRUM PROPERTIES 19
The topological pressure is related to Lyapunov exponents in the following way.
Proposition 3.7 ([FH, Theorem 3.3]). Let (X, T ) be a topological dynamical sys-
tem such that the entropy map µ 7→ hµ(T ) is upper semi-continuous and htop(T ) <
∞. For t ∈ Rk+, suppose that ~t.~Φ is a subadditive potential on the compact metric
space X. Then,
(3.2) ∂P~Φ(~t) = {χ(µ~t,
~Φ) : µ ∈ Eq(~Φ,~t)}.
Moreover, Eq(~Φ,~t) is a non-empty compact convex subset of M(X, T ), for any
t ∈ Rk+. Furthermore, the above results hold for t ∈ R
k when ~Φ is an almost
additive.
The following lemma show that we can always approximate the Lyapunov expo-
nent of the equilibrium measure by the Lyapunov exponent of the ergodic measure.
Lemma 3.8 ([FH, Lemma 4.7]). Suppose that htop(T ) < ∞, and t ∈ R
k
+. Let
~α ∈ ∂P e~Φ(t). Then for any ε > 0, there is a ν ∈ E(X, T ) such that such that
|χ(ν, ~Φ)− ~α| < ε, and |hν(T )− (P~Φ(~t)− ~α.~t)| < ε.
Theorem 3.9 ([FH, Theorem 4.8]). Keep the assumption of Theorem (3.6), we
also assume that the entropy map µ 7→ hµ(T ) is upper semi-continuous onM(X, T ).
If t ∈ Rk+ such that ~t.~Φ has a unique equilibrium state µ~t ∈ M(X, T ), then µ~t is
ergodic, ∇P~Φ(~t) = χ(µ~t,
~Φ), E(∇P~Φ(~t)) 6= ∅ and htop(T,E(∇P~Φ(~t))) = hµ~t(T ).
3.5. Almost additive thermodynamic formalism. In this subsection, we state
a theorem that shows we have the Bowen’s result for almost additive sequences.
We say that a subadditive sequences Φ := {log φn}
∞
n=1 over (Σ, T ) has bounded
distortion: there exists C ≥ 1 such that for any n ∈ N and I ∈ L(n), we have
C−1 ≤
φn(x)
φn(y)
≤ C
for any x, y ∈ [I].
Theorem 3.10 ([Bar, Theorem 10.1.9]). Let Φ = {log φn}
∞
n=1 be an almost ad-
ditive sequence over a topologically mixing subshift of finite type (Σ, T ). Assume
that Φ has bounded distortion. Then :
1. There is a unique equilibrium measure for Φ,
2. there is a unique invariant Gibbs measure for Φ,
3. the two measures coincide and are ergodic.
Given an almost additive potential Φ = {log φn}
∞
n=1. Feng and Huang [FH,
Lemma A.4.] proved the following lemma:
Lemma 3.11. Let µ ∈ M(X, T ). Then the map µ 7→ χ(µ,Φ) is continuous on
M(X, T ).
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3.6. Thermodynamic formalism of linear cocycles. Our motivation for study-
ing of subadditive (or almost additive) thermodynamic formalism is to deal with
linear cocycles. Therefore, it has been proved a lot of results for linear cocycles.
In this subsection, we recall some definitions and results that just prove for linear
cocycles.
We recall that T : Σ → Σ is a topologically mixing subshift of finite type and
A : Σ→ GL(k,R) is a Hölder continuous function.
We study ergodic optimization of Lyapunov exponents. Ergodic optimization
of Lyapunov exponents is concerned invariant measures in maximizing (or mini-
mizing) the Lyapunov exponents. They were first considered by Rota and Strang
[RS] and by Gurvits [GU], respectively. The associated growth rates are called
upper joint spectral radius and lower joint spectral radius, respectively; they play
an important role in Control Theory (see [J], [Bo]).
We define the maximal Lyapunov exponent of linear cocycles as follows
β(A) := lim
n→∞
1
n
log sup
x∈X
‖An(x)‖.
Morris [M2] showed that the maximal Lyapunov exponent is equal to the supre-
mum of the Lyapunov exponents of measure over invariant measures. That means,
(3.3) β(A) = sup
µ∈M(X,T )
χ(µ,A).
Feng and Huang [FH] gave a different proof of it.
Let us define the set of maximizing measures of A to be the set of measures on
X given by
Mmax(A) := {µ ∈M(X, T ), β(A) = χ(µ,A)}.
We also define the minimal Lyapunov exponents of linear cocycles as follows
α(A) := lim
n→∞
1
n
log inf
x∈X
‖An(x)‖.
Similarly, the set of minimizing measures is defined as follows
Mmin(A) := {µ ∈M(X, T ), α(A) = χ(µ,A)}.
We remark that supremum (3.3) is attained, so Mmax is non-empty set. But,
Mmin is not necessarily non-empty.
Similarly, one can define the above definitions for subadditive potentials.
We define sum of top l Lyapunov exponents as follows
χl(A) := lim
n→∞
1
n
logϕA∧l,n(x),
if the limit exists.
Similarly, we define sum of top l Lyapunov exponents of measure as follows
χl(µ,A) := lim
n→∞
1
n
∫
logϕA∧l,n(x)dµ(x),
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for µ ∈M(X, T ).
We are mainly concerned with the distribution of the Lyapunov exponents of
A. More precisely, for any α ∈ R, define
EA(α) = {x ∈ X,χ1(A) = α},
which is called the α-level set of χ1(A).
We also define the higher dimensional of level set of all of Lyapunov exponents
as follows
EA(~α) = {x ∈ X,χl(A) = αl},
for 1 ≤ l ≤ k.
We denote E(α) = EA(α), when there is no confusion about A.
We denote
~ΦA := ({logϕA,n}
∞
n=1, {logϕA∧2,n}
∞
n=1, ..., {logϕA∧k,n}
∞
n=1).
We say that ~ΦA is (simultaneously) quasi-multiplicative if there exist C > 0 and
m ∈ N such that for every I, J ∈ L, there exists K ∈ L with |K| ≤ m such that
IKJ ∈ L and
‖A∧i(IKJ)‖ ≥ C‖A∧i(I)‖‖A∧i(J)‖,
for 1 ≤ i ≤ k.
Park [P] proved quasi-multiplicativity for typical cocycles W. The approach
has its roots in previous work of Feng [F, Proposition 2.8] who showed quasi-
multiplicativity for locally constant cocycles under the irreducibility assumption.
Theorem 3.12 ([P, Theorem F]). Assume that A ∈ W. Then A is quasi-
multiplicative. Moreover, ~ΦA is (simultaneously) quasi-multiplicative.
He [P] also uses the quasi-multiplicative property A ∈ W to show the continuity
of the topological pressure which it states in the following theorem. We remark
that we prove it for A ∈ Hαb (Σ, GL(2,R)) in the Section 8.
Theorem 3.13 ([P, Theorem B]). The map (s,A) → PΦ˜A(s) is continuous on
[0,∞)×W.
The following theorem shows that we have the Feng and Käenmäki’s result for
typical cocycles.
Theorem 3.14. Let A ∈ W be typical. Assume that ~ΦA is (simultaneously) quasi-
multiplicative and ~t ∈ Rk+. Then P~ΦA(
~t) has a unique equilibrium state µ~t for
the subadditive potential ~t.~ΦA. Furthermore, µ~t has the following Gibbs property:
There exists C ≥ 1 such that for any n ∈ N, [J ] ∈ L(n), we have
(3.4) C−1 ≤
µ~t([J ])
e
−nP~ΦA
(~t)+~t. ~ΦA(x)
≤ C,
for any x ∈ [J ]. Furthermore, P~ΦA(.) is differentiable on R
k
+ and ∇P~ΦA(
~t) =
χ(µ~t,
~ΦA).
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Proof. It is easily follows from [P, Lemma 3.10] and [P, Proposition 3.9]. 
Theorem 3.15. Assume that htop(T ) < ∞, and α(A) < ∞. If A ∈ W, then
PΦA() is a real continuous convex function on R. Moreover, α(A) exists and it
is equal P
′
ΦA
(−∞) := limt→−∞
PΦA (t)
t
. Similarly, P~ΦA is a real continuous convex
function on Rk. Furthermore,
~α(A) := min{αi, ~α ∈ ~L}
= lim
~t→−∞
P~ΦA(
~t)
~t
.
Proof. See [F, Lemmas 2.2 and 2.3]. We remark that although [F, Lemmas 2.2 and
2.3] only deal with locally constant cocycles, the proof given there works for our
theorem under slightly modification. Indeed, Feng uses the quasi-multiplicative
properties to prove the lemmas. Since A ∈ W, ~ΦA is (simultaneously) quasi-
multiplicative by Theorem 3.12. 
4. The proof of Theorem B
In this section we discuss multifractal formalism of typical cocycles. Our mo-
tivation for studying of the multifractal formalism associated to certain iterated
function systems with overlaps. For instance, the Hausdorff dimension of level sets
has been calculated for 2-dimension-planar affine iterated function systems satisfy-
ing strong irreducibility and the strong open set condition by B. Bárány, T. Jordan,
A. Käenmäki, and M. Rams [BJKR]. In additive potential setting, the Lyapunov
exponents are equal the Birkhoff averages. In this case, the restricted varitional
principle, topological entropy, and Hausdorff dimension level set has been studied
by a lot of authors (see [C]). We remark that Feng and Huang [FH, Theorem 5.2]
proved (1.2) for almost additive potentials under certain assumptions. In fact, the
proof of Theorem 4.2 is based on some ideas from that work.
Theorem 4.1. Let A ∈ W. Suppose that P~ΦA(~q) ∈ R for each ~q ∈ R
k. Then for
~α ∈ ~L,
(4.1) htop(T,E(~α)) = inf{P~ΦA(~q)− ~α.~q : ~q ∈ R
k}.
Proof. One can find the proof in [FH, Theorem 4.10] and [F, Theorem 1.1]. We
remark that although Feng only deals with the locally constant cocycles, the proof
given there works under slightly modification. 
Theorem 4.2. Assume that T : Σ→ Σ is a topologically mixing subshift of finite
type on the compact metric space Σ. Suppose that A : X → GL(k,R) belongs to
typical functions W. Assume that ω is the range of the map from M(Σ, T ) to Rk
µ 7→ (χ1(µ,A), χ2(µ,A), ..., χk(µ,A)).
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We define
h(~α) := sup{hµ(T ) : µ ∈M(Σ, T ), χi(µ,A) = αi},
where ~α ∈ ω. Then,
h(~α) = inf{P~ΦA(~q)− ~α.~q : ~q ∈ R
k}.
Proof. Fix ~α = (α1, ..., αk) ∈ ω. For µ ∈M(Σ, T ), we define
V~α(µ) := (χ1(µ,A)− α1, ..., χk(µ,A)− αk).
It is easy to see that there is µ
′
∈M(Σ, T ) such that V~α(µ
′
) = ~0.
We write
A = {V~α(µ) : µ ∈M(Σ, T )}.
V~α(.) is a continuous affine function on M(X, T ) (see remark 4). Therefore, A
is a convex compact set in Rk.
We define g : A→ R by
g(~t) = sup{hµ(T ) : µ ∈M(Σ, T ), V~α(µ) = ~t}.
It is easy to see that g is a concave and upper semi continuous function on A. We
have h(~α) = g(0). We define
W (~q) := sup{g(~t) + ~q.~t : ~t ∈ Rk},
for all ~q ∈ A. Then, we have
g(~t) = inf{W (~q)− ~q.~t : ~q ∈ Rk}
for all ~t ∈ A, by Corollary 3.2. Hence, we have
h(~α) = g(~0) = inf{W (~q) : ~q ∈ Rk}.
By Theorem 3.15, P~ΦA(~q) is a convex function on R
k. Then, by variational principle
W (~q) = P~ΦA(~q)− ~α.~q.

Remark 5. In the locally constant cocycles case, Theorem 4.2 is true under
strongly irreducible assumption, which means we do not need pinching assump-
tion in this case.
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q
′ q
PΦ(q
′
)
PΦ
htop(E(α)) = hµ
q
′
(T ) = PΦ(q
′
)− αq
′
PΦ(q)
Figure 3. PΦ(.) is a convex function for q ∈ R. The blue line is
tangent to PΦ(.) at q with slope α = P
′
Φ(q).
5. The proof of Theorem A
In this section we are going to show that the closure of the set where the entropy
spectrum is positive is equal the Lyapunov spectrum for typical cocycles. This re-
sult is first attempt to characterize Lyapunov spectrum as a set of positive entropy
spectrum. The main input of our argument will be the fact that the topological
pressure is convex for typical cocycles, and Theorems 4.1 and 4.2. Then, we can
show the concavity of the entropy spectrum of Lyapunov exponents by Theorem
A.
We recall that T : Σ → Σ is a topologically mixing subshift of finite type and
A : Σ → GL(k,R) is a Hölder continuous function. We always assume that we
have more than a matrix, otherwise it might be topological entropy equal zero.
Lemma 5.1. Let A ∈ W. Then, htop(E(α)) is concave on the convex set L˚.
Proof. The topological pressure PΦA(.) is convex by Theorem 3.15. Moreover,
according to Theorems 4.1 and 4.2, we have
htop(E(α)) = inf
t∈R
{PΦA(t)− αt}
= sup{hµ(T ) : µ ∈M(Σ, T ), χ(µ,A) = α}.
Hence, it is concave. 
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The interior and topological closure of a set A is denoted by A˚ and A.
Theorem 5.2. For α ∈ L˚, htop(E(α)) > 0.
Proof. By Theorem 5.1 htop(E(α)) is concave. Thus, htop(E(α)) > 0. Indeed, a
concave function with a maximum in the interior of the domain is non-decreasing
to the left of the maximum and non-increasing to the right of the maximum. 
Remark 6. Entropy spectrum at boundary of Lyapunov spectrum is not necessarily
positive. In fact, there is a conjecture, which is known as Meta conjecture, that
says that under generic assumptions the entropy spectrum at boundary of Lyapunov
spectrum is zero (which would mean that htop(E(β(A)) = htop(E(α(A)) = 0); this
phenomenon is often referred to as ergodic optimization of Lyapunov exponents,
see for example [Bo]. In the additive potential case, instead, this phenomenon is
often referred to as ergodic optimization of Birkhoff averages, see for example [J].
αmin αmax
PΦA
α
Theorem 5.3. {α ∈ R, htop((E(α)) > 0} = L.
Proof. That is direct consequence Theorem 5.2. 
Park [P] proved Theorem 2.9 for higher dimensional case. That means, ~L is
closed and convex. So, we can obtain the following generalization of Theorem 5.3
to the Lyapunov spectrum of of all Lyapunov exponents.
Theorem 5.4. {~α ∈ Rk, htop(E(~α)) > 0} = ~L.
We remark that the concavity of a function defined on a convex set implies the
continuity of the function in the interior, and that the continuity of the entropy un-
der the change of the Lyapunov exponents implies the continuity of the Lyapunov
spectrum.
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6. The proof of Theorem C
In this section, we will discuss the continuity of the entropy spectrum of Lya-
punov exponents, that is, the topological entropy of level sets of points with a
common given Lyapunov exponent. In the locally constant cocycles case, Lemma
6.1 follows from Feng and Shmerkin’s paper [FS].
Lemma 6.1. Assume Ak,A ∈ W with Ak → A. For tk, t > 0, let tk → t. Suppose
that αtk and αt are the derivatives of PΦAk () and PΦA() at tk and t, respectively.
Then,
lim
k→∞
htop(EAk(αtk)) = htop(EA(αt)).
Proof. According to Theorem 3.14 PΦA() is differentiable for any t > 0 and there
is a unique equilibrium measure µt for the subadditive potential tΦA . Therefore,
we have
htop(EA(αt)) = hµt(T ),
where P
′
ΦA
(t) = αt, by Theorem 3.9.
Taking into account the observation above, to prove the theorem it is enough to
show that hµtk (T )→ hµt(T ) for proving the theorem.
By the definition of Eq(ΦAk , tk),
PΦAk (tk) = hµtk (T ) + tkχ(µtk ,Ak).
Notice that the Lyapunov exponents are upper semi-continuous. Moreover,
the topologically mixing subshift of finite type T : Σ → Σ implies upper semi-
continuity of the entropy map µ 7→ hµ(T ). Now, we conclude from above observa-
tions and Theorem 3.13,
PΦA(t) = lim
k→∞
PΦAk (tk)
= lim
k→∞
hµtk (T ) + tkχ(µtk ,Ak)
≤ hµt(T ) + tχ(µt,A).
This shows µt ∈ Eq(ΦA, t) and µtk → µt
3. Moreover, we have equality in the
above, which gives the claim. Furthermore, it shows that the continuity of Lya-
punov exponent of equilibrium measures. 
Assume that (µt) is a sequence of equilibrium measures for a subadditive po-
tential t log Φ, where t > 0. The author [M] investigated the behavior of the
equilibrium measure (µt) as t → ∞. In the thermodynamic interpretation of the
parameter t, it is the inverse temperature. The limits t→∞ is called zero temper-
ature limits, and the accumulation points of the measure (µt) as t→∞ are called
ground states.
3By weak-∗ compactness µtk has a accumulation point, let us call µt. According the above
observation µt is an equilibrium measure for tΦA. Then uniqueness of equilibrium measure
implies the limit.
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Zero temperature limit is also related to ergodic optimization, as for t→∞ any
accumulation points of equilibrium measure µt is a maximizing measure Φ.
Theorem 6.2 ([M, Theorem 1.1]). Let (X, T ) be a topological dynamical system
for which the entropy map µ 7→ hµ(T ) is upper semi-continuous and topological
entropy htop(T ) < ∞. Assume that Φ = {log φn}
∞
n=1 is a subadditive potential on
the compact metric X. Then a family of equilibrium measures (µt) for potentials
tΦ, where t > 0, has a weak∗ accumulation point as t→∞. Any such accumulation
point is a Lyapunov maximizing measure for Φ. Furthermore,
(i) χ(Φ, µ) = limt→∞ χ(Φ, µt),
(ii) hµ(T ) = limt→∞ hµt(T ) = max{hν(T ), ν ∈Mmax(Φ)}.
Moreover, above result works for higher dimensional case.
We use the above theorem to prove the following theorem.
Theorem 6.3. Suppose that A ∈ W. If αt = P
′
ΦA
(t) for t > 0. Then
htop(E(αt))→ htop(E(β(A)) when t→∞.
Proof. Since A ∈ W, Theorem 3.14 implies that for t > 0, there is a unique
equilibrium state µt for the subadditive potential tΦA such that
χ(µt,A) = αt = P
′
ΦA
(t).
By Theorem (3.9),
htop(E(αt)) = hµt(T ).
We know that
htop(E(β(A)) = sup{hµ(T ), µ ∈M(Σ, T ), χ(µ,A) = β(A)}
by Theorem 3.6. So, we only need to show that
hµt(T )→ sup{hµ(T ), µ ∈M(Σ, T ), χ(µ,A) = β(A)}.
That follows from Theorem 6.2. 
Theorem 6.4. Suppose Al,A ∈ W with Al → A, and ~tl,~t ∈ R
k
+ such that tl → t.
Assume that ~αtl = ∇P~ΦAl
(~tl) and ~αt = ∇P~ΦA(
~t). Then,
lim
l→∞
htop(E( ~αtl)) = htop(E(~αt)).
Moreover,
htop(E(~αt))→ htop(E(~β(~ΦA)) when t→∞.
Proof. The proof is similar to Theorems 6.3 and 6.2 and is omitted. 
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7. The proof of Theorem D
In this section, we are going to prove the continuity of the lower joint spectral
radius for general cocycles under certain assumptions. This kind of result is known
by Bochi and Morris [BM] under 1-domination assumption for locally constant
cocycles. Breuillard and Sert [BS] extended their result to the joint spectrum of
locally constant cocycles. Moreover, they gave a counterexample [BS, Example
4.13] that shows that we have discontinuity the lower joint spectral for typical
cocycles. Even though, we have a lot of results for the upper spectral radius, we
have few result about the lower spectral radius, which shows that working on the
later case is much harder than the former case.
Assume that T : X → X is a diffeomorphism on a compact invariant set X.
Let V ⊕W be a splitting of the tangent bundle over X that is invariant by the
tangent map DT . In this case, if vectors in V are uniformly contracted by DT and
vectors in W are uniformly expanded, then the splitting is called hyperbolic. The
more general notion is the dominated splitting, if at each point all vectors in V are
more contracted than all vectors in W . Domination could also be called uniform
projective hyperbolicity. Indeed, domination is equivalent to V being hyperbolic
repeller and W being hyperbolic attractor in the projective bundle.
In the linear cocycles, we are interested in bundles of the form X × Rk, where
the linear cocycles is generated by (T,A). Bochi and Gourmelon [BGO] showed
that a cocycle admits a dominated splitting V ⊕W with dim V = k if and only
if when n → ∞, the ratio between the k − th and (k + 1) − th singular values of
the matrices of the n − th iterate increase uniformly exponentially. In fact, they
extended the Yoccoz’s result [Y] that was proved for 2-dimensional vector bundles.
Definition 7.1. We say that A is i-dominated if there exist constants C > 1,
0 < τ < 1 such that
σi+1(A
n(x))
σi(An(x))
≤ Cτn, ∀n ∈ N, x ∈ X.
According to the multilinear algebra properties, where A is i−dominated if and
only if A∧i is 1−dominated.
Let (X, T ) be a TDS. We say that A : X → GL(k,R) is almost multiplicative if
there is a constant C > 0 such that
||Am+n(x)|| ≥ C||Am(x)||||An(Tm(x))|| ∀x ∈ X,m.n ∈ N.
We note that since clearly ||Am+n(x)|| ≤ ||Am(x)||||An(Tm(x))|| for all x ∈
X,m.n ∈ N, the condition of almost multiplicativity of A is equivalent to the
statement that ΦA is almost additive.
Let V be a vector space over the reals.
Definition 7.2. Fix a convex cone C ⊂ V . Given v, w ∈ C, let
(7.1) α(v, w) = sup{λ > 0|w − λv ∈ C}, β(v, w) = inf{µ > 0|µv − w ∈ C},
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with α = 0 and/or β = ∞ if the corresponding set is empty. The cone distance
between v and w is
(7.2) dc(v, w) = log
β(v, w)
α(v, w)
.
The distance dc is called Hilbert projective (pseudo) metric.
We are also going to use the following lemma in Proposition 7.4.
Lemma 7.3. Let V be a finite dimensional vector space. Suppose that C1 and C2
are two convex cones in V such that C1 ⊂ C
o
2 and dC2 is the Hilbert metric on C2.
Then C1 is bounded in metric dC2.
Proof. Let us denote d as the usual distance on the projective space. Since C1 ⊂
Co2 , d(C1, ∂C2) > 0. Hence, for every v, w ∈ C1 the distances d(A, v), d(B,w) are
uniformly bounded from below by c1 = d(C1, ∂C2), where A,B are the intersections
of the line vw with ∂C1. On the other hand, d(v, w) is uniformly bounded from
above by c2 = diamd(C1). Thus, dC2(v, w) ≤ log((c1 + c2)/c1).

Proposition 7.4. Let X be a compact manifold, let A : X → GL(k,R) be a
matrix cocycle over a TDS (T,X). Let (Cx)x∈X be an invariant cone field on X.
Then, there exists κ > 0 such that for every m,n > 0 and for every x ∈ X we have
||Am+n(x)|| ≥ κ||Am(x)|| · ||An(Tm(x))||.
Proof. Let us start from the notation. Denote by π the natural projection from
Rk to the projective space PRk and by d the natural metric on PRk. For a family
of convex cones (Cr)r∈J , all contained in the interior C
o of another convex cone
C, we define their convex hull as
conv(Cr) = {v ∈ C; π(v) = π(
∑
i
αivi) for some αi ≥ 0,
∑
i
αi = 1, vi ∈ Cri}
The Hausdorff distance in metric d between C and conv(Cr) equals the supremum
of Hausdorff distances between C and Cr (to be absolutely precise, the Hausdorff
distance is defined for compact sets and the metric d is defined on the projective
space, so we mean here the Hausdorff distance between π(C) and π(conv(Cr))). If
this supremum is positive (for example, if the cones Cr are continuous as a function
of r and J is compact) then this supremum is positive, hence conv(Cr) ⊂ C
o.
For every x ∈ X the set T−1(x) is compact. Thus, we can define
Dx = conv({Cy; y ∈ T
−1(x)})
for x ∈ T (X) and, by compactness, we have Dx ⊂ C
o
x. We denote
Dx = conv({Ay(Cy); y ∈ T
−1(x)})
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for x ∈ T (X). We choose Dx as any convex cone contained in C
o
x for x ∈ X \T (X),
we only demand that x → Dx is a continuous map (this can be done because X
is compact, hence X \ T (X) is open in X). One can check that, as Dx ⊂ C
o
x, we
have
A(x)Dx ⊂ (A(x)Cx)
o ⊂ DoT (x).
Hence, (Dx) is another invariant cone field, strictly contained in (Cx).
Let for each x ∈ X dx be the Hilbert metric in Cx. Let d be the usual metric
on PRk. We have the following properties:
• Each Dx is bounded in dx. By compactness of X, there exists K1 > 0 such
that diamdx(Dx) < K1 for all x ∈ X.
• In each Dx the metric dx is equivalent to d. By compactness of X, there
exists K2 > 1 such that for every x ∈ X for every v, w ∈ Dx we have
K−12 dx(v, w) ≤ d(v, w) ≤ K2dx(v, w).
• Each A(x) : Dx → DT (x) is a contraction. By compactness of X, there
exists λ < 1 such that for every x ∈ X for every v, w ∈ Dx we have
dT (x)(A(x)v, A(x)w) ≤ λdx(v, w).
• For v ∈ Cx denote γx(v) = log(|A(x)v|/|v|). The map v → γx(v) is Lips-
chitz (in metric d) on Dx. By compactness of X, there exists K3 > 0 such
that for every x ∈ X the map γx is K3-Lipschitz (in metric d) on Dx.
• For every x ∈ X the convex cone Dx contains (for some vx ∈ Dx ∩ PR
k
and rx > 0) a ball B(vx, rx) = {w ∈ PR
k; d(vx, w) < rx}. By compactness
of X, there exists r > 0 such that for every x ∈ X we have Dx ⊃ B(vx, r)
for some vx ∈ Dx ∩ PR
k.
Choose some x ∈ X and v, w ∈ Dx. Fix m > 0. Denote
γmx (v) = log
|Am(x)v|
|v|
=
m−1∑
i=0
γT i(x)(A
i(x)v).
Note three obvious properties of this function:
• γx is a projective function, that is γx(v) = γx(αv) for α > 0. Thus, we can
define γx on the projective space PR
k. The same holds for γmx .
• γmx (v) ≤ log ||A
m(x)||,
• γm+nx (v) = γ
m
x (v) + γ
n
Tm(x)(A
m(x)v).
We have
d(T i(x)v, T i(x)w) ≤ K2dT i(x)(T
i(x)v, T i(x)w)
≤ K2λ
idx(v, w) ≤ K2λ
iK1.
Hence,
|γm(v)− γm(w)| ≤ K3
m−1∑
i=0
d(T i(x)v, T i(x)w) ≤ K4 := K1K2K3
1
1− λ
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for every v, w ∈ Dx.
To finish the proof we need the following lemma.
Lemma 7.5. Let A ∈ GL(k,R). Let K, r > 0. Assume |γ(v) − γ(w)| < K for
some v ∈ PRk and all w ∈ B(v, r), where γ(v) = log |Av|. Then there exists
a constant ρ = ρ(K, r), depending on K and r but not on A, such that γ(v) ≥
log ||A|| − ρ(K, r).
Before proving Lemma 7.5 let us observe that it indeed implies the assertion of
Proposition 7.4. As Dx contains some ball B(v, r) with v ∈ Dx ∩ PR
k, we can
apply the lemma to the matrix Am(x), obtaining log ||Am(x)|| ≤ ρ(K4, r)+ γ
m
x (v).
Hence, for every w ∈ Dx we have
log ||Am(x)|| ≤ ρ(K4, r) +K4 + γ
m
x (w).
Similarly, DTm(x) contains a ball of size r, hence for every u ∈ DTm(x) we have
log ||An(Tm(x))|| ≤ ρ(K4, r) +K4 + γ
n
Tm(x)(u).
Thus, choosing u = Am(x)w we get
log ||Am(x)||+ log ||An(Tm(x))|| ≤ 2ρ(K, r) + 2K4 + γ
m+n
x (w)
≤ 2ρ(K, r) + 2K4 + log ||A
m+n(x)|
which is our assertion.
Now, let us come back and prove Lemma 7.5.
Proof. We start by a decomposition A = O1DO2, where O1, O2 are orthogonal
matrices and D is a diagonal matrix with elements ±(σi(A)) (the singular values
of A). It is enough to prove the assertion for the matrix D.
So, let D be a diagonal matrix. Let e be the eigenvector corresponding to the
maximal eigenvalue: |De| = ||D||. Even when v.e = 0, the ball B(v, d) still must
contain a vector w such that |w.e| ≥ 1/2 · sin r. We have w = (w.e)e + (1 −
(w.e)2)1/2e′, where e.e′ = 0. Hence,
γ(w) = log |Dw| ≥ log(|w.e| · |De|) = log |w.e|+ log ||D|| ≥ log(
1
2
sin r) + log ||D||.
Thus, for every u ∈ B(v, d) we have
γ(u) ≥ γ(w)−K ≥ log ||D||+ log(
1
2
sin r)−K.
We are done. 

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One needs to be careful that quasi-multiplicativity is not equivalent of almost
additivity. For instance, let T : {0, 1}Z → {0, 1}Z be a shift map. We define a
linear cocycle (T,A) such that
A0 =
[
2 0
0 1
2
]
, A1 = Rθ,
where θ is an irrational angle. It is easy to see that the locally constant cocycle
(T,A) is strongly irreducible. Feng [F, Proposition 2.8] showed that the irreducible
matrix cocycles are quasi-multiplicative.
We define the upper joint spectral radius of A : X → GL(k,R) as follows
ρˆ(A) := lim
n→∞
sup{‖An(x)‖
1
n : x ∈ X}.
It is easy to see that β(A) = log ρˆ(A). Similarly, we define the lower joint spectral
radius of A : X → GL(k,R) as follows
ρˇ(A) := lim
n→∞
inf{‖An(x)‖
1
n : x ∈ X}.
We have
log ρˇ(A) = min{α1, ~α = (α1, α2, ..., αk) ∈ ~L} = α(A).
Assume that f : X → X is a convex continuous function on the compact metric
space X. We have ∂f(R) = ∂f(R)∪{f
′
(∞)}∪{f
′
(−∞)}, where ∂f(R) is defined
as in (3.1).
Theorem 7.6. Let (X, T ) be a TDS such that the entropy map µ 7→ hµ(T ) is
upper semi-continuous and htop(T ) < ∞. Suppose that A : X → GL(k,R) is a
matrix cocycle over the TDS (X, T ). Assume that (Cx)x∈X is an invariant cone
field on X. Then α(A) can be approximated by the Lyapunov exponents of the
equilibrium measures for the subadditive potentials tΦA, where t ∈ R. Moreover, a
minimizing measure for A exists.
Proof. Let α := α(A) = P
′
ΦA
(−∞). We know that A is almost multiplicative by
Proposition 7.4.
According to convexity of PΦA(), there exists a sequence (tj) such that P
′
ΦA
(tj) =:
αj exists for every j ∈ N and αj → α as j → ∞. There exists µj ∈ Eq(ΦA, tj)
such that χ(µj,Φ) = αj for all j, by Proposition 3.7. Let µ be an accumulation
4
point of sequence (µj) as j →∞. By Lemma 3.11, we have
χ(µj,A)→ χ(µ,A) = α.
Furthermore, our proof shows that a minimizing measure exists.

Now, we can show the continuity of the minimal Lyapunov exponent.
4Eq(A, t) is compact in weak-∗ topology.
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Theorem 7.7. Let (Σ, T ) be a topologically mixing subshift of finite type. Suppose
that An,A : Σ → GL(k,R) are matrix cocycles over (Σ, T ), and ΦA has bounded
distortion. Assume that (Cx)x∈X is an invariant cone field on X. Then, α(An)→
α(A) when An → A.
Proof. According to Theorem 7.6, α(A) can be approximated by Lyapunov expo-
nents of equilibrium measures for the almost additive potential tΦA, where t ∈ R.
Thus, it is enough to show that
(7.3) χ(µn,An)→ χ(µ,A),
where µ, µn are the equilibrium measures.
By Proposition 7.4, A is almost multiplicative. Hence, there exist a unique equi-
librium measure for the almost additive potential tΦA, where t ∈ R (see Theorem
3.10). Therefore, (7.3) follows from the proof of Lemma 6.1. 
Domination can be characterized in terms of existence of invariant cone fields
for derivative cocycles ([CP, Theorem 2.6]). This fact shows that 1-domination
implies that A is almost multiplicative. Hence, one can prove Theorem 7.7 for
fiber bunched cocycles 5 under 1-domination assumption.
It is possible to obtain the generalization of Theorem 7.6 to the joint spectrum
of all Lyapunov exponents. One can also obtain the continuity of the lower joint
spectral radius for all Lyapunov exponents.
8. The proof of Theorem E
In this section we are going to prove the continuity of the topological pressure
forHrb (Σ, GL(2,R)). In the locally constant cocycles case, Feng and Shmerkin [FS]
prove that we have the continuity of the topological pressure. Recently, Park [P]
prove that we have the continuity of the topological pressure for typical cocycles.
We recall that typical means that a linear cocycle is pinching, twisting and fiber
bunching. The techniques we use in the proof are inspired from result [FS]. The
result shows that one can prove the continuity of the topological pressure under
weaker assumption that Park assumed. The main input our argument is the conti-
nuity of Lyapunov expoents that was proved by Backes, Brown, and Butler [BBB]
for Hrb (Σ, GL(2,R)).
We use the our result to show that set of Φ˜A -equilibrium states for upper
triangular matrices that belongs to Hrb (Σ, GL(2,R)) is equal set of equilibrium
states its diagonal.
For s ≥ 0, we define
λe(A, s) := lim
n→∞
1
n
∫
logϕs(An(x))dµ(x),
where µ ∈ Eq(Φ˜A, s).
5See [P, Lemma 3.10].
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Theorem 8.1. The map (A, s) 7→ PΦ˜A(s) is continuous on [0,∞)×H
r
b (Σ, GL(2,R)).
Proof. Since the topological pressure is upper semi continuous, it is enough to show
that it is lower semi-continuous.
Assume that Ak ∈ H
r
b (Σ, GL(2,R)) and sk ∈ (1, 2) . We can assume that there
is an ergodic measure µ ∈ Eq(Φ˜A, s) by Lemma 3.8. Then, by varitional principle
PΦ˜Ak
(sk) ≥ hµ(T ) + λe(Ak, sk)
= hµ(T ) + (2− sk)λe(Ak, 1) + (sk − 1)λe(Ak, 2).
(8.1)
Notice that
λe(Ak, 2) = lim
n→∞
1
n
∫
log ‖ det(Ank(x))‖dµ(x).
Therefore, when Ak → A, we have
λe(Ak, 2)→ λe(A, 2),
and
λe(Ak, 1)→ λe(A, 1).
by Theorem 2.7. Then, by (8.1),
lim inf
(Ak ,sk)→(A,s)
PΦ˜Ak
(sk) ≥ hµ(T ) + λe(A, s) = PΦ˜A(s).
This proves the continuity of PΦ˜.(.) at (A, s). 
Remark 7. Recently, C. Freijo and K. Marin [FK2] extended the Backes, Brown,
and Butler’s result to non-uniformly fiber-bunched cocycles. According to their
result, one can prove the above theorem for non-uniformly fiber-bunched cocycles.
8.0.1. Application of Theorem 8.1. In the locally constant cocycles case, Falconer
and Miao [FM, Theorem 2.5] show that the set of Φ˜A-equilibrium states of up-
per triangular matrices is precisely the set of Φ˜A-equilibrium states its diagonal.
Käenmäki and Morris [KM, Proposition 6.2] extend Falconer and Miao’s result
for higher dimensional case. One can use the Käenmäki and Morris’s proof and
Theorem 8.1 to obtain the following result:
Corollary 8.2. Let A ∈ Hr(Σ, GL(2,R)) be an upper triangular matrices :
A(x) :=
[
a(x) b(x)
0 c(x)
]
.
Then the set of Φ˜A-equilibrium states of upper triangular matrices A is precisely
the set of Φ˜A′ -equilibrium states its diagonal :
A
′
(x) :=
[
a(x) 0
0 c(x)
]
.
Remark 8. Recently, Butler and Park [BP] proved some results in this direction
for 2-dimensional cocycles.
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