Maximum Likelihood Estimator (MLE) has many good properties. For example, the asymptotic variance of its solution attains equality of the asymptotic Cramér-Rao lower bound (efficiency bound), which is the minimum possible variance for an unbiased estimator. However, obtaining such MLE solution requires calculating the likelihood function which may not be tractable due to the normalization term of the density model. In this paper, we derive a Discriminative Likelihood Estimator (DLE) from the Kullback-Leibler divergence minimization criterion implemented via density ratio estimation procedure and Stein operator. We study the problem of model inference using DLE and particularly we prove the asymptotic variance of its solution can also attain the equality of the efficiency bound under mild regularity conditions. Numerical studies validate our asymptotic theorems and show DLE can indeed perform well under various settings.
Introduction
Maximum Likelihood Estimation (MLE) has been a classic choice of density parameter estimator. It can be derived from the Kullback Leibler (KL) divergence minimization criterion and the resulting algorithm simply maximizes the likelihood function (log-density function) over a set of observations. The solution of MLE has many attractive asymptotic properties: the asymptotic variance of MLE solutions reach an asymptotic lower bound of all unbiased estimators [4, 19] .
However, obtaining the MLE solution may not be trivial when the density function is intractable, i.e., the closed form of the normalization term in the density function does not exist or the term is computationally infeasible. One solution to this problem is approximating the normalization term or the gradient of the MLE objective function numerically. Many methods along this line of research have been actively developed such as Importance-sampling MLE [20] , contrastive divergence [7] and recently amortized MLE [26] . However, sampling step itself introduces extra computational burden and estimation errors.
This intractable model issue has also inspired some estimators to use different criterion other than the KL divergence minimization. For example, the score matching [8] minimizes the Fisher divergence [21] between the data distribution and a model distribution. As the Fisher divergence is defined only on the gradient of the likelihood with respect to the random variable, the normalization term is irrelevant to the estimation. Thus score matching does not suffer from the intractability issue. Extensions of score matching has been used for infinite dimensional exponential family models [23] , non-negative models [9, 28] and high dimensional graphical models fitting [13] . Theoretical extensions on local scoring rule have been studied [18] .
Other than the Fisher divergence, a Kernel Stein Discrepancy (KSD) [3, 14] has been proposed as a goodness-of-fit test to measure the difference between a data and a model distribution without the hassle of evaluating the normalization term. It reformulates kernel maximum mean discrepancy [6] with a Stein operator which is also defined using the gradient of the likelihood function. The discrepancy can also be computed even if the density model is intractable. The last few years have seen many applications of KSD such as variational inference [15] , sampling [17, 2] , and score function estimation [12, 22] among others. KSD minimization is an attractive candidate criterion for fitting intractable models. However, the divergence measure defined by the KSD is directly characterized by the kernel used. Unlike in the case of goodness-of-fit testing where the kernel may be chosen by maximizing the test power [10] , there is no clear objective for choosing the right kernel in the case of model fitting.
In contrast, KL divergence has been a classic metric for model fitting. Thus, the question that we address is: can we construct a generic model inference method by minimizing KL divergence without the knowledge of normalization term? In this paper, we present a novel unnormalized model inference method, Discriminative Likelihood Estimation (DLE) by following the KL divergence minimization criterion. The algorithm uses a technique called Density Ratio Estimation [25] which is conventionally used to estimate the ratio between two density functions from two sets of samples. We adapt this method to estimate the ratio between a data and a model density function with the help of Stein operator, then use the estimated ratio to construct a surrogate to KL divergence which is later minimized to fit the parameters of an unnormalized density function. The resulting algorithm is a min max problem which does not require extra MCMC.
We further prove the local consistency and asymptotic properties of DLE under mild conditions. One of our major contributions is that we prove the proposed estimator can also attain the asymptotic Cramér-Rao bound. Numerical experiments validate our theories and show DLE indeed perform well under tractable and intractable settings.
Background: Density Ratio Estimation from Two Sets of Samples
To begin with, let us consider a classic problem of estimating parameters in a density model p(x; θ) using i.i.d. samples X q := {x
A natural idea is minimizing the KL divergence between data and model density, i.e., KL [q|p θ ] = q(x) log q(x) p(x;θ) dx. Given X q from q(x), if we have access to the ratio q(x) p(x;θ) , we can approximate the KL by taking the average of the density ratio function over samples from X q . Thus, the density parameter θ can be estimated by minimizing this approximated KL divergence.
Before showing how the density ratio function can be estimated from one set of data and one (potentially intractable) model, we review an existing density ratio estimation (DRE) procedure called Kullback Leibler Importance Estimation Procedure (KLIEP) that estimates the density ratio from two sets of data [24, 25] .
Given two sets of i.i.d. samples drawn separately from distributions Q and P :
where distribution Q and P have density functions q(x) and p(x) respectively. We hope to learn the ratio
We can model the density ratio function using a model r(x; δ) parameterized by δ, thus a density model for q can be defined as q(x; δ) := r(x; δ)p(x). The parameter δ is obtained by minimizing the KL divergence KL[δ ], i.e.,
KL[δ ] comprises three terms in which only one term is dependent on the parameter δ:
The last line uses X q to approximate the expectation where C is a constant irrelevant to δ. We can also approximate the equality constraint in (1) using X p :
Combining (2) and (3), we get a sample version of (1):
The above problem of optimizing parameter δ in a density ratio model r(x; δ) is called (two-sample) density ratio estimation, which cannot be directly used to estimate our interested ratio q(x)/p(x; θ) as we will show below.
3 Stein Density Ratio Estimation
Problem Setting
Now we set the problem of Stein density ratio estimation. Define a probability density function parametrized by θ as p(x; θ) :=p
is the unnormalized density function and Z(θ) = p(x; θ)dx is the normalization term. Under Stein density ratio estimation setting, we only have access to one set of data X q andp(x; θ). We hope to recover the ratio q(x) p(x;θ) . Consider the DRE objective function in (1) . The main objective is tractable as we still have access to X q , but the equality constraint in (1) now becomes r(x; δ)p(x; θ)dx = 1 which is a major issue: we can no longer approximate it using samples, since we do not have samples from p(x; θ).
In the following section, we design a density ratio model r θ (x; δ) for the ratio function
p(x;θ) that automatically satisfies such a normalization constraint for all θ, so such a constraint can be ignored when solving (1).
Stein Features
Suppose we have a feature function f (x) :
with respect to a density p(x; θ) is defined as
where f i is the i-th output of function f and T p θ is called Stein operator [14] . It can be seen that
Note that computing T p θ f (x) does not require the knowledge of the normalization term Z(θ) as
where ∇ x log Z(θ) ≡ 0.
Stein features in Example 1 can be very helpful when modelling a density ratio function: when i = 0, the feature is simply a linear discriminating function, captures the mean shift; when i = 1, the feature is a quadratic function which captures the variance differences. One can see as we increase i, features can potentially capture differences in higher order moments.
Conditional Stein Feature The concept of Stein feature can also be established around a conditional density model p(y|z; θ) where y is an continuous output and z is the input. A conditional Stein feature is a feature of both y and z:
Note the gradient is only taken with respect to the output y. The feature vector T p θ f (y, z) is then defined as the concatenation of T p θ f i , similar to (5).
Example 2. if y ∈ R, for a feature function f (y, z) = 1, z ⊤ ⊤ and an unnormalized conditional model
We introduce an important property of all Stein features.
Proposition 1 (Stein Identity).
Proof see, e.g., Lemma 5.1, [3] or Lemma 2.2, [14] . Utilizing this property, we can bypass the "intractable equality constraint" issue in one-sample setting as shown in the next section.
Stein Density Ratio Modeling and Stein Density Ratio Estimation (SDRE)
Using Stein features, a linear-in-parameter density ratio model can be defined:
It can be seen that E p θ [r θ (x; δ)] = 1 for all δ and θ if the conditions of Proposition 1 are satisfied. It means the equality constraint in (1) is satisfied. Approximating the KL divergence in (1) using samples from X q and ditching the constant C and equality constraint, we have Stein Density Ratio Estimation (SDRE) objective:
where ℓ(δ; X q , θ) is the likelihood ratio function:
is an unconstrained concave maximization problem.
Technically, we still need another set of linear inequality constraints making sure our density ratio model is always positive: ∀x ∈ X q , δ ⊤ T p θ f (x) + 1 ≥ ǫ, ǫ > 0. We ignore them in this paper to simplify the theoretical analysis. A similar treatment of non-negativity constraint on the density ratio model is used in [11] . It is worth pointing out the negativity of the density ratio may cause problem when evaluating the logarithm in the objective function. However, the gradient updates are not affected as the gradient does not contain the logarithm. Nonetheless stable numerical optimization of SDRE is an important topic that will be addressed in our future works.
Conditional Stein Density Ratio Estimation Using the conditional Stein feature (6), the model for q(y|z)/p(y|z; θ) can be defined as:
and we can see that ∀ x,θ,δ , E p(y|x;θ) [r θ (y; z, δ)] = 1, i.e., the normalization constraint for a conditional density ratio model is automatically satisfied. Given the joint sample
, the conditional likelihood ratio can be written as
and SDRE is done by (8) . Next, we show how SDRE is used for unnormalized model inference.
Density Parameter Learning via Discriminative Likelihood Estimation
Classic MLE minimizes the KL divergence from p θ to q:
where C is a constant. Approximating E q [log p(x; θ)] by samples from q and solving (10) gives MLE. We now replace the density ratio function
p(x;θ) in KL divergence with our estimated density ratio model r θ (x;δ) and use X q to approximate the expectation with sample average. The criteria of minimizing KL divergence is approximately expressed as:
The inner max problem with respect to δ is a density ratio estimation procedure and is also the likelihood ratio function ℓ evaluated at the optimal solutionδ. The outer problem minimizes such a likelihood ratio with respect to θ. We call this estimator Discriminative Likelihood Estimation (DLE) as the parameter of the density model p(x; θ) is learned by minimizing a discriminator 1 , the likelihood ratio function which serves as a surrogate to the original KL divergence. Now we show the consistency of this estimator after introducing some simplified notations in Table 1 .
Local Consistency with Correct Model
We study the following augmented estimator: 
ℓ2 ball with radius R centered at x0 A ℓ2 norm of a vector A or the spectral norm of a matrix
where R is properly chosen so that two Ball constraints on δ and θ are not active. Therefore the stationary point is reached when ∇ℓ(δ,θ) equals zero. First, we assume our density model p(x; θ) is correctly specified:
From the definition of r θ (x; δ) in (7), we can see r θ * (x; δ * ) ≡ 1, so this assumption actually is equivalent to assuming p(x; θ * ) ≡ q(x).
Assumption 2 (Good Discriminator). There exist constants
for all δ ∈ Ball(R, 0) and θ ∈ Ball(R, θ * ), where λ min (A) is the minimum eigenvalue of A.
This assumption implies that our "discriminator", likelihood ratio function, should have sufficient discriminative power around the optimal parameter (θ * , 0), so a good approximation to the optimal value can be reached. H θ,δ can be understood as the "interaction" between δ and θ. If H θ,δ ≡ 0, δ and θ are totally unrelated, there is no hope to obtain a good solution as the discriminator cannot separate a good model from a bad one. Note H δ,δ is always negative semidefinite as ℓ(δ, θ) is concave with respect to δ (see (9) and (8)). Now we examine this assumption under two example settings. (17) we can see, when θ = θ * and δ = 0,
2 which is essentially the negative sample covariance and
Given n q is sufficiently large, Λ min and Λ ′ min is reasonably small and Λ max is reasonably large, Assumption 2 should hold at the optimal point (θ * , 0) with high probability. We omit the analysis when δ and θ are slightly deviated from their optimal values due to the page limit. Nonetheless, it can be analysed with some extra regularity conditions. Assumption 3 (Concentration of t(x; θ * )). The difference between sample average of the Stein feature at θ * and its expectation over q converges to zero in ℓ 2 norm in probability.
This assumption holds due to the (strong) law of large numbers given that the E q [t(x; θ * )] exists. Now we state the main theorem (See Section A.2 in Appendix for the proof):
Theorem 1 (Consistency). Suppose Assumption 1, 2 and 3 holds, (δ,θ)
Note we state all theorems assuming the regularity conditions in Proposition 1 are met. Following theorems rely on the result of Theorem 1.
Asymptotic Variance ofθ and Fisher Efficiency of DLE
In this section we state one of our main contributions: DLE can attain the efficiency bound, i.e., asymptotic Cramér-Rao bound when t is appropriately chosen.
Our estimatorθ has a simple asymptotic distribution which allows us to perform model inference. To state the theorem, we need an extra assumption on the hessian H:
This assumption states the second order derivative (which is an average) converges uniformly to its population mean, as n q → ∞. It helps us control the residual in the second order Taylor expansion. Uniform convergence itself is an involved topic in statistics. Here we only focus on establishing the asymptotic results, so this condition is only listed as an assumption.
Theorem 2 (Asymptotic Normality ofθ). Suppose Assumption 1, 2, 3 and 4 holds,
where
See Section A.3 in Appendix for the proof. In practice, we do not know E q [H * ], so we may useĤ, the Hessian of ℓ(δ, θ) evaluated at (δ,θ) as an approximation to E q [H * ]. Although MLE is also asymptotically normal, the important quantities such as Fisher Information Matrix may not efficiently computed on intractable models. In comparison, Theorem 2 enables us to compute parameter confidence interval for DLE even for intractable p θ . Now we consider the asymptotic efficiency of the DLE with respect to specific choices of Stein features. Denote the Stein feature vector t(x; θ * ) and the score function s(x; θ * ) at the true parameter θ * as s, t. Let V t be the asymptotic variance of a DLE using a specific Stein feature t, i.e., Hessian in the covariance formula (13) are now calculated using log likelihood log r t = log δ * ⊤ t + 1 . 
The proof is given in Section A.4 in the Appendix. Lemma 1 is used to prove that the variance monotonically decreases as the vector space spanned by the Stein feature vectors becomes larger.
Corollary 1 (Monotonocity of Asymptotic Variance). Let t = (t 1 , . . . , t db ) andt = (t 1 , . . . ,t db ) be two Stein feature vectors. Assume that span{t 1 , . . . , t db } ⊂ span{t 1 , . . . ,t db }, where span{· · · } denotes the linear space spanned by the specified elements. Then, the inequality Vt V t holds in the sense of the positive definiteness.
Proof. Let us define P t s as the orthogonal projection of s onto span{t 1 , . . . , t db } under the inner product E q [f g] for the functions f and g. A simple calculation yields 
Thus, we see that the asymptotic variance converges to the inverse of the
Clearly, the score function is included in span{t 1 , . . . , t d }. Hence, the DLE with t achieves the efficiency bound of the parameter estimation.
Example 6. Consider the univariate Gaussian distribution p(x; θ) = exp θ 1 x + θ 2 x 2 /Z(θ) for x ∈ R, θ = (θ 1 , θ 2 ), where θ 1 ∈ R, θ 2 < 0, and Z(θ) is the normalization constant. Let ∂ θi be the derivative w.r.t. the parameter θ i , i = 1, 2. The score function is
Let us consider the Stein feature vector for f (x) = (1, x) ⊤ ,
Direct calculation gives equalities (θ 1 + 2θ 2 ∂ θ1 )Z(θ) = 0 and (1 + θ 1 ∂ θ1 + 2θ 2 ∂ θ2 )Z(θ) = 0, thus,
The coefficient matrix is invertible as long as θ 2 = 0. Hence, the DLE with the above t = T p θ f achieves the asymptotic efficiency bound.
In fact, Corollary 1 suggests that as long as we can represent the score function s using Stein feature T θ f up to a linear transformation, DLE can achieve efficiency bound. However, since f is coupled with ∇ x log p(x; θ) in T θ f , it is not always easy to reverse engineer an f from s. Nonetheless, our numerical experiments show simply using polynomial functions as f yields good performance.
Model Selection of DLE
To select the best model from several candidates, we need a model selection criteria. The likelihood ratio function evaluated at (δ,θ), i.e., ℓ(δ,θ) seems to be a natural choice.
Intuitively, when choosing θ, the better our model p θ fits our data, the harder it is for the inner max program to spot the differences, thus the lower ℓ(δ,θ) is. However, there is a risk of overfitting: The more sophisticated p θ becomes, the more likely it picks up spurious patterns of our dataset (density model overfitting).
Similarly, when choosing δ, we can select a model for r δ by choosing the one yeilds a higher ℓ(δ,θ). However, the more powerful our Stein features become, the more likely the density ratio is overly critical (ratio overfitting).
Thus a sensible choice for model selection would be E q ℓ(δ,θ) which eliminates the effects of overfitting a specific dataset. Unfortunately, this expectation is intractable without the knowledge on q. We propose to approximate this quantity using a penalized likelihood:
Theorem 3. Suppose Assumption 1, 2, 3 and 4 holds. E q H * δ,δ and E q H * δ,θ are full-rank and dim(θ) ≤ db, then n q E q ℓ(δ,θ) = min
See Section A.5 in Appendix for the proof. This theorem is closely related to another classic result called Akaike Information Criterion (AIC) [1] . While AIC penalizes the degree of freedom by subtracting dim(θ), the number of model parameters, our theorem also penalizes it by adding it to the likelihood ratio function. Moreover, our theorem discourages an overly powerful ratio model by subtracting dim(δ) = db, the number of density ratio parameters due to the fact that our ratio function is also fitted using samples.
We now show 2n q ℓ(δ,θ) follows a χ 2 distribution. This result allows us to perform statistical tests examing whether a given unnormalized model p θ is appropriately specified. 
See Section A.6 in Appendix for the proof.
Related Works
Definition 1 (MLE). The maximum likelihood estimate of a density model p(x; θ) using a dataset X q is defined asθ
DLE shares many similarities with MLE. Indeed, we can consider a density model
where p(x; θ) is the base measure, and SDRE is merely the MLE of δ using X q when θ is fixed. However, in DLE, r further serves as a medium through which the differences between q and p θ is expressed and minimized. Apparently one can neither maximize the likelihood of p nor p ′ with respect to θ due to the intractability of p(x; θ). Definition 2 (Score Matching (SM) [8] ). The SM estimate of a density model p(x; θ) using dataset X q is:
Intuitively, this objective can be seen as fitting a "concave dome" over the data points. Indeed, it maximizes the log-concavity of p θ over the datasets by minimizing the trace of the sample-averaged Hessian of log p(x; θ) while regularizing the magnitude of ∇ x log p(x; θ). Apparently, the concavity of the log p(x; θ) with respect to x is irrelevant to the normalization constant. In [8] , this objective was derived by minimizing a Fisher divergence [21] .
Recently, efforts have been made to use Stein features in model evaluation and variantional inference.
Definition 3 (Kernel Stein Discrepancy (KSD) [3, 14])
. Let H be a Reproducing Hilbert Kernel Space (RKHS) with kernel function k(x, ·), KSD between q(x) and p(x; θ) can be defined as
where · H d is the norm in a product Hilbert space H d .
It can be seen that computing KSD does not require evaluating a normalization term Z(θ) as T p θ k(x, ·) is irrelavant to Z(θ). We can fit a model by minimizinĝ
where KSD 2 is the sample version of (14) squared.
Definition 4 (Stein Variational Gradient Descent (SVGD) [14] ). Given a set of initial points X q , SVGD modifies each data point x q by adding a small perterbation:
, where
ǫ is a small coefficient and k is a kernel function.
By performing such an update, one reduces the function log q(x+ǫu) p(x+ǫu;θ) by following the steepest direction of log
Collectively, performing updates iteratively on all samples mimics the operation of minimizing KL [q ǫ |p θ ] when θ is fixed. When SVGD converges, the optimized points can then be used as the surrogate to quantities involving the intractable p(x; θ), e.g., expectations over p θ . However, SVGD does not fit parameters of an unnormalized density function and only simulates a set of points from an unnormlaized density as "approximated samples".
Experiments

Validation of Asymptotic Theorems
To study the asymptotic distribution ofθ, we construct X q by drawing 500 samples from q(x) = .5N (−2, 1)+ .5N (2, 1) and fit an unnormalized density model
⊤ and set b = 1. Theorem 2 predicts the asymptotic distribution ofθ is N (−2, 0.0755). We then run DLE repeatedly for 10000 times and obtain an empirical distribution ofθ. The (re-scaled) histogram on Figure 1(a) shows the distribution ofθ fits well with the predicted distribution. The Figure 1(b) shows all quantiles between the empirical and predicted asymptotic distribution are well aligned.
According to Theorem 4, P 2n q ℓ(δ,θ) should asymptotically converge to χ
on our one dimensional dataset. We recycle the same dataset in the previous experiment, set b = 2 and 3 and compare the predicted and the empirical distributions using qqplot on Figures 1(c) and 1(d) . The empirical quantiles match well with the predicted asymptotic distribution. Now we examine how the penalized likelihood in Theorem 3 works as a model selection criterion. To do so, we construct a regression dataset:
where x := (y, z), z ∈ R 15 . Each z is a sample drawn from N (0, Iden 15 ). We generate output y using the regression model y = θ * ⊤ z + ǫ, where ǫ ∼ N (0, 1) and
where the notation a 1:k is the first k dimension of a. We set f (y;
We change the model by varying k in p(y|z; θ, k) and plot results on Figure 2 (a) and 2(b) with n q = 500 and n q = 1500 respectively. E q [ℓ(δ;θ)] is approximated using 10 6 hold out samples. According to Theorem 3, the penalty term should be (−1 × 31 + k)/n q .
As it can be seen from both Figures 2(a) and 2(b), ℓ(δ,θ) keeps dropping as k increases due to the overfitting, while our penalized likelihood, thanks to its penalty term, first decreases then goes up again. The penalized likelihood in general mimics the trend of E q [ℓ(δ;θ)] without using a large pool of hold out samples. While a gap between E q [ℓ(δ;θ)] and the penalized likelihood exists when n q = 500, the gap is almost closed when n q = 1500 and the minimum of both indicates the correct model k = 5.
Comparison with MLE, SM and KSD
Var[θ] One of our major contributions is proving DLE attains the Cramér-Rao bound. We now compare the variances of the estimated parameterθ using Gamma p(x; θ) = Γ(5, θ), θ * = 1 and Gaussian mixture model p(x; θ) = .5N (θ, 1) + .5N (1, 1) , Figure 3 (a) and 3(b). For DLE, we set b = 3 and for KSD, we let k(x, ·) = f (x), i.e., KSD with a polynomial kernel. Note in both cases, p(x; θ) are tractable so we can compute MLE and Cramér-Rao bound. It can be seen that all estimators have decreasing variances and MLE, being one of the minimum variance estimator, has the lowest variance. However, DLE has the second lowest variances in both cases and converges to Cramér-Rao bound. In comparison, both KSD and SM maintains higher levels of variances.
|θ − θ * | Now we compare the parameter estimation error of DLE, SM and KSD using a truncated Gaussian distribution T N + (µ, σ 2 ): a Gaussian distribution with mean µ and variance σ 2 whose support is limited to [0, ∞) (see Figure 3(c) ). We simulate samples from T N + (.5, 1) to fit an unnormalized density modelp(x; θ) ∝ exp(−(x − θ) 2 /2). Note T N + does not have a closed form of normalization constant, thus Cramér-Rao bound and MLE cannot be calculated. The result on Figure 3(d) shows DLE enjoys the lowest estimation error comparing to KSD and SM 3 . 
Prostate Dataset
Next, we fit a conditional density model on a prostate dataset. The datasets contains 8 covariates and 1 output. We continue to use the linear model (15) and fix k = 8. The fitted regression coefficients using DLE and Least squares (LS) are shown as the bar plot in Figure 4 . The predicted asymptotic standard deviation of both methods are shown as error bars (DLE calculated from Theorem 2). It can be seen that both estimators give similar estimates on the coefficients. The fitted density ratio model rθ(y; x,δ) is an important by product of DLE, which tells how our estimated model pθ differs from our data q. In this regression application, the ratio model parameter δ is applied on each covariate, so we know to what degree, each covariate controls the behaviour of the ratio function. it can be seen that the feature svi contributes the most to r with δ svi ≈ 5, which implies our naive linearp θ in (15) 
A Proofs
For simplicity, write all
) from now on when the superscript n q clearly indicates the samples are from dataset X q . A denotes the ℓ 2 norm of a vector or the spectral norm of a matrix A.
See Table 1 for all defined notations.
A.1 Derivations of ∇
A.2 Proof of Theorem 1 Proof. We denote Hessian H as a block matrix:
, then Assumption 2 states that for every δ ∈ Ball(R, 0) and θ ∈ Ball(R, θ * ), λ(H 21 H is upper bounded. We can write the optimality condition of (12) and expand them using mean-value theorem at (δ * ≡ 0, θ * ):
whereH is the Hessian evaluated at a (δ,θ) which is in between (δ,θ) and (δ * , θ * ) in an element-wise fashion.
Given (18) and (19) we can solve equations forδ − δ * andθ − θ * . From (18) we can getδ
Substituting (20) into (19) we get
Rearranging terms, we get
= −H 21H −1
The last line uses the fact that ∇ θ ℓ(δ * , θ * ) ≡ 0. Weyl's inequality states: 
, which converges to 0 in ℓ 2 norm in probability due to Assumption 3, gives the convergence in probability of θ − θ * . Finite sample convergence rate can be given if the convergence rate of ∇ δ ℓ(δ * , θ * ) is known.
Now we show the consistency ofδ. From (20) we can see that
and due to Holder's inequality, we get
Combine (24) with (23) we get
Again, due to Assumption 3, ∇ δ ℓ(δ * , θ * ) P → 0. This completes the proof.
A.3 Proof of Theorem 2
Proof. Due to Assumption 4, it can be seen thatH
. From now on, for simplicity, let us denote −E q [H * ] as I 4 . We again write the optimality condition of (12) and expand them using mean-value theorem at (δ * ≡ 0, θ * ), similar to what we did in (18) and (19):
Note we have replaced allH with −I + o p (1), and o p (1) will be ignored in future algebraic calculations. We now get an asymptotic version of (22):
The last equality is due to I 22 ≡ 0.
√ n q is a sum of independent random variables with zero mean and covari-
A.4 Proof of Lemma 1
Proof. Let us compute each factors in the variance. Since r(x; δ * , θ) = 1 holds for all θ, we have ∇ θ r(x; δ * , θ) = 0. Then, we have
Since the equality E p θ [t(x; θ)] = 0 holds for all θ, we have
Exchangeability of the integration and the derivative yields
As a result, we obtain
A.5 Proof of Theorem 3
Proof. Applying mean value theorem on E q ℓ(δ,θ) , we get
where we denote η := δ θ for short andη is defined in betweenη and η * in an element-wise fashion. The second equality is due to δ * = 0 and E q [∇ δ ℓ(δ * , θ * )] = 0 due to Stein equality. Similarly we can expand
whereη is similarly defined asη. It can be seen that ∇ 2 η ℓ(η)
P → −I due to Assumption 4 and our consistency results. Taking the difference between (27) and (28) after multiplying n q yields
Substitute (δ − δ * ) with (20) we get
Substitute (θ − θ * ) using (22), we get
H /H 22
Replacing submatrices ofH a,b using submatrices of −I a,b in (29) and using the fact that I 22 ≡ 0 (due to δ * = 0),
Taking the expectation with quadratic form formula, In the case when I 11 ∈ R db×db , I 12 ∈ R db×dim(θ) are full-rank and dim(θ) ≤ db, rank(I 11 ) = db and rank I 21 I −1 11 I 12 = dim(θ), which completes the proof.
A.6 Proof of Theorem 4
Proof. First we expand 2n q ℓ(δ,θ) using mean value theorem: 2n q ℓ(δ,θ) = 2n q ∇ δ ℓ(δ * , θ * ) ⊤ dδ + n q dδH 11 dδ + n q dδH 12 dθ + n q dθH 21 dδ + n q dθH 22 dθ
where dt is short fort − t * . Note ℓ(δ * , θ * ) = 0. Now we analyze each term. From the proof in Section A. 5 
With the help of (20) and (22) and a few algebra we can see that n q dδI 11 dδ = n q ∇ δ ℓ(δ * , θ * ) ⊤ I 
A.7 Optimization: Alternating Fisher Scoring Method
We can search for a stationary point (δ,θ) of (11) via an alternating gradient update approach, i.e, performing gradient descent and ascent with respect to δ and θ in an alternating manner. However, in practice it converges very slowly and is numerical unstable.
Instead, we use a Newton Gradient Update rule. Given our current estimates (δ i , θ i ), we hope to find the updated estimates (δ i+1 , θ i+1 ) which will satisfy: ∇ℓ(δ i+1 , θ i+1 ) = 0.
Expanding ℓ(δ i+1 , θ i+1 ) at (δ i , θ i ) up to the second order, we can get two inter-locking equations 0 ≈ ∇ δ ℓ(δ i , θ i ) + H δ,δ (δ i+1 − δ i ) + H δ,θ (θ i+1 − θ i ), 0 ≈ ∇ θ ℓ(δ i , θ i ) + H θ,θ (θ i+1 − θ i ) + H θ,δ (δ i+1 − δ i ), where H are evaluated at (δ i , θ i ). Now we can sovle above equations for (δ i+1 − δ i ) and (θ i+1 − θ i ) which gives the update rule in Algorithm 1, where A/B is the Schur Complement of a block matrix B within a matrix A.
This Second-order Gradient Update rule can be much faster than the naive alternating gradient ascent/descent in practice (only 4-5 iterations are needed for our toy experiments) and is much less likely to cause numerical errors.
Our optimization method is similar to solving MLE problems using the observed Fisher Information matrix [16] . The difference is that our algorithm requires solving for θ and δ alternately hence the name. 
