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Abstract: Let X be a super-Brownian motion (SBM) defined on a domain
E ⊂ Rn and (XD) be its exit measures indexed by sub-domains of E.
The relationship between the equation 1/2∆u = 2u2 and Super-Brownian
motion (SBM) is analogous to the relationship between Brownian motion
and the Laplace’s equation, and substantial progress has been made on
the study of the solutions of this semi-linear p.d.e. exploring this analogy.
An area that remains to be explored is Martin boundary theory. Martin
boundary in the semi-linear case is defined as the convex set of extreme
X-harmonic functions which are functions on the space of finite measures
supported in a domain E of Rd and characterized by a mean value property
with respect to the Super-Brownian law. So far no probabilistic construction
of Martin boundary is known.
In this paper, we consider a bounded smooth domain D, and we investi-
gate exit densities of SBM, a certain family of X harmonic functions, Hν ,
indexed by finite measures ν on ∂D, These densities were first introduced
by E.B. Dynkin and also identified by T.Salisbury and D. Sezer as the
extended X-harmonic functions corresponding to conditioning SBM on its
exit measure XD being equal to ν. H
ν(µ) can be thought as the analogue
of the Poisson kernel for Brownian motion. It is well known that Poisson
kernel for a smooth domain D is equivalent to the so called Martin kernel,
the class of extreme harmonic functions for D. We show that a similar re-
sult is true for Super-Brownian motion as well, that is Hν is extreme for
almost all ν with respect to a certain measure.
AMS 2000 subject classifications: Primary 60J25, 60J60; secondary
60J80.
Keywords and phrases: measure valued processes, diffusion, condition-
ing Super-Brownian motion, X-harmonic functions, fragmentation, extreme
X-harmonic functions, Poisson random measure, branching backbone sys-
tem, Martin boundary.
1. Introduction
The classical Martin boundary is concerned with harmonic functions: the non-
negative solutions of Laplace’s equation ∆u = 0 in a given domain D of Rn.
Harmonic functions are extensively studied and well understood. A major mile-
stone in this domain is the integral representation of harmonic functions in terms
of the Martin kernel, (see e.g. Doob (1984)).
∗Supported by NSERC
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A key feature of the p.d.e 12∆u = 0 is that it renders itself to probabilis-
tic analysis, and as a result many important results on this p.d.e can be re-
formulated probabilistically in terms of Brownian motion. This not only brings
new insights into the theory, but also inspires similar ideas to be used for other
p.d.e.’s. A striking example of this is the formulation of the solutions of the
semi-linear equation 12∆u = 2u
2 in terms of Super-Brownian motion (SBM).
Indeed most of the recent progress on understanding the solutions of this p.d.e
has been made using probabilistic methods. The two books of E. B. Dynkin,
Dynkin (2002) and Dynkin (2004b), give a systematic account of the theory
of super-processes and its applications to semi-linear elliptic p.d.e.s, culminat-
ing in the result that all solutions of 12∆u = 2u
2 are σ moderate i.e. can be
approximated by solutions that are bounded by harmonic functions. This was
first proved by B. Mselati Mselati (2004) for the p.d.e. 12∆u = 2u
2, and then
extended by Dynkin to a more general class of semi-linear elliptic p.d.e.’s.
The connection between SBM and the p.d.e. 12∆u = 2u
2 might allow us
to build a Martin boundary theory for this non-linear p.d.e as well. As one of
the initiators of this idea, Dynkin in a series of papers began to develop and
explore some of the key constructs, in particularX-harmonic functions. Consider
a super-Brownian motion X = (XD′ , Pµ), a family of random measures (exit
measures) and their associated probability laws where D′ is an open subset of
a given domain D in Rd and µ is a finite measure on D. We write D′ ⋐ D if D′
is open and its closure is a compact subset of D. A non-negative function H is
X-harmonic if for any D′ ⋐ D and any finite measure µ with support in D′,
Pµ(H(XD)) = H(µ). (1)
Given an X-harmonic function one can define an h-transform of the SBM law
Pµ by setting P
H
µ (Y ) =
1
H(µ)Pµ(Y H(XD′) for any Y measurable with respect
to FD′ = σ(XD˜, D˜ ⊂ D
′), for D′ ⋐ D and then extending this measure to
FD− = σ(XD′ , D
′
⋐ D) using the X-harmonicity of H .
Let us fix a ∈ D and let Ha be the set of all X-harmonic functions s.t.
Pδa(H(X
′
D)) = 1. Note that H
a is convex. Martin boundary is defined as the
set of extreme elements of Ha and this set is independent of the reference
point a(see e.g. Dynkin (2004a)). Dynkin (2006b) aimed to obtained the ex-
treme X-harmonic functions by a limiting procedure from the Radon-Nikodym
densities HνD(µ) =
dPµ,XD
dPc,XD
(ν) of Pµ,XD (dν) = Pµ(XD ∈ dν) with respect to
Pc,XD (dν) = Pc(XD ∈ dν) using classical exit theory for general Markov chains.
More precisely, Dynkin showed that if H is an extreme X harmonic function
then H(µ) = limn→∞H
XDn
Dn
(µ), PHµ almost surely. In a further paper Dynkin
(2006a) derived a formula for HνD(µ) using diagram description of moments.
X-harmonic functions are used to characterize conditional distributions of
SBM. Salisbury and Sezer (2012a) identified the densities HνD as the extended
X-harmonic functions (that is, they satisfy the mean value property 1 but may
fail to be everywhere finite) corresponding to conditioning SBM on its exit
measure XD. In other words, P
HνD
µ is the conditional law of SBM given XD =
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ν. They also gave an infinite fragmentation system description for P
HνD
µ . In
a subsequent paper, Salisbury and Sezer (2012b) proved that Hν(µ) < ∞ for
all µ compactly supported in D establishing that the exit densities HνD are X
harmonic when D is a regular domain.
In this paper we will assume thatD is a smooth domain, and show that theX-
harmonic functions Hν := HνD are extreme in D for R-almost all ν with respect
to a certain measure R. Our starting point is the paper Dynkin (2002), which
gives a proof of a result which is originally due to Evans (1993), stating that the
X-harmonic function 〈µ, 1〉 is extreme in Rd. The conditioning corresponding to
this X-harmonic function is Evans and Perkins’s conditioning, i.e. conditioning
on survival. The idea in this proof is to formulate an equivalent problem in terms
of the tail σ-field of the immortal particle. In his reformulation of Evans’s proof,
Dynkin shows us how to make a similar idea work for the X-harmonic functions
Hν . Indeed, one can reduce the problem to showing that the tail σ-field of
the branching backbone in the fragmentation description of Salisbury and Sezer
(2012a) is trivial. This idea was also used by Verzani (2008) who showed that
another class of X-harmonic functions are extreme. The resulting h-transform
for Verzani’s class has a branching backbone representation with finitely many
leaves.
There is a major difference between Hν and Verzani’s class; that is, the
branching backbone representation of Hν has infinitely many particles mov-
ing according to an implicit γν˜-transform where γν˜ are shown to be super-
harmonic in fact a potential. Hence the particles die before they reach the
boundary. Consequently the tail behavior of the system can not be studied
by looking at the tail behavior of a single particle, unlike in Verzani’s case. We
will overcome this difficulty by looking at a slightly different system, that is, the
branching backbone system corresponding to conditioning SBM on a Poisson
random measure Yn with intensity nXD. This type of conditioning was stud-
ied in Salisbury and Sezer (2012a) as a specialized case of conditioning SBM
on its so called boundary statistics, random variables defined on an auxiliary
probability space generated by sampling from the exit measure XD. A Poisson
random measure Yn with intensity nXD is an example of a boundary statis-
tic. In Salisbury and Sezer (2012a) a certain class of X-harmonic functions is
associated with this conditioning. These X-harmonic functions belong to the
class of X-harmonic functions considered first by Salisbury and Verzani (1999)
and the resulting H-transform of the SBM laws also have branching backbone
representations, but this time with finitely many particles involved hence much
simpler. It is useful to consider Hn,νn because we can show
lim
n→∞
Pn,Ynµ (A) = P
XD
µ (A), Pµalmost surely (2)
via a martingale convergence argument. This tells us that for any A in the tail
σ field,
lim
n→∞
Pn,νnµ (A) = P
ν
µ (A) (3)
for a certain approximating sequence of finite atomic measures νn, R-almost
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all ν. Although the Hn,νn are not extreme, we can show that as n goes to ∞
Pn,νnµ (A) converges to a limit that can only be 0 or 1. This does not immediately
give us the zero-one law because of the dependence of the R-null set on A in
the equation 3, as the tail σ-algebra may not be countably generated. However,
using Dynkin’s concept of sufficient statistics, we will be able to find a countably
generated sub-σ algebra which differs from the tail sigma algebra only up to “null
sets” a notion we will make precise later. This will give us the zero-one law.
2. Is Hν extreme?
We will first fix the version of the exit densities Hν that we are working with.
Let V ∗ be the space of nonzero and finite measures on ∂D. Define
Pµ,XD (A) := Pµ(XD ∈ A,XD 6= 0).
Theorem 5.3.2 of Dynkin (2004b) shows that Pµ1,XD and Pµ2,XD are mutually
absolutely continuous. We fix x0 ∈ D, and take R = Pδx0 ,XD as a reference
measure. For each µ we could defineHν(µ) as any version of the Radon-Nikodym
density
dPµ,XD
dR
(ν), however this would not guarantee sufficient regularity for
our purposes. There are several theorems on the existence of regular versions
(Dynkin (2006b), Salisbury and Sezer (2012a)); however, we will use the most
refined one given in Theorem 8 of Salisbury and Sezer (2012a). This version
involves the excursion law Nx of SBM. As is well known, Nx is a σ finite measure
on the same probability space where the SBM law Pµ is defined and Pµ can be
recovered from Nx through a Poisson random measure
Π(dχ) =
∑
i
δχi
with intensity Rµ(A) =
∫
Nx(XD ∈ A,XD 6= 0)µ(dx). More precisely Pµ law of
XD is the same as the law of
∑
χi =
∫
χΠ(dχ).
Let u(x) = Nx(XD 6= 0). For a bounded regular domain, Salisbury and Sezer
(2012a) construct a family of functions {γν : D → (0,∞), ν ∈ V
∗} such that
the mapping (ν, y) 7→ γν(y) is measurable, each γν is superharmonic, and for all
y ∈ D
Ny,XD(dν) := Ny(XD ∈ dν,XD 6= 0) = γν(y)R(dν).
In addition, Salisbury and Sezer (2012a) construct a measurable strictly positive
kernelKn(ν; dν1, dν2, . . . , dνn) from V
∗ to (V ∗)n, concentrated on {(ν1, . . . , νn) :
ν1 + · · ·+ νn = ν}, and an R-null set V0, such that
Hν(µ) =
{
e−〈µ,u〉+u(x0), if ν = 0∑∞
n=1
∫
e−〈µ,u〉
n! Kn(ν; dν1, . . . , dνn)〈µ, γν1〉 · · · 〈µ, γνn〉, if ν 6= 0
(4)
is extended X-harmonic for each ν /∈ V0, is a version of
dPµ,XD
dR
(ν) for each µ,
and also satisfies
γν(y) = Ny(H
ν(XD′))
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for every y, every D′ ⋐ D such that y ∈ D′, and every ν /∈ V0.
Salisbury and Sezer (2012b) established that 0 < Hν(µ) < ∞ for all µ ∈
McD, R-almost all ν in V0. Let V1 be the subset of V0 such that 0 < H
ν(µ) <
∞. In the rest of the paper we consider the class of X harmonic functions
{Hν, ν ∈ V1}, and refer to this class as the “exit densities”.
In this section we are going to investigate the question whether the X-
harmonic functions HνD, ν ∈ V1 are extreme. Our main result is the following:
Theorem 1. Let D be a smooth domain. Then the X-harmonic functions
{Hν, ν ∈ V1} are extreme for R-almost all ν ∈ V1.
We defer the proof of Theorem 1 to the end of this section. It will follow
from Theorem 2 and Theorem 3. Theorem 2 is based on the characterization
of Evans and Perkins (1990) of extreme X-harmonic functions in terms of tail
event probabilities of SBM. We will follow Dynkin’s reformulation of Evans and
Perkins’s proof using exit laws of an associated Markov Chain as in Dynkin
(2002). Let Dn ⋐ D be a sequence of domains exhausting D. Consider the
sequence Xn := XDn . LetMn be the space of finite measures on ∂Dn. Because
of the Markov property of SBM, Xn is a Markov chain with transition function
p(r, µ, ;n,B) = Pµ(XDn ∈ B)
for r ≤ n, µ ∈ Mr, and B a measurable subset of Mn. To every µ ∈Mr there
corresponds a probability measure Pr,µ on F≥r := σ(XDr , XDr+1, . . .) whose
finite dimensional distributions are defined in terms of the above transition
function as it is standard in literature. Let H be an X-harmonic function, and
Fn(µ) be the restriction ofH toMn, which is an exit law sinceH isX-harmonic.
Remark 3.1 of Dynkin (2002) establishes that H is extreme if and only if the
exit law F = (Fn)n≥1 is extreme for the Markov chain Xn. Let P
F
r,µ denote
the F transform of Pr,µ. It is further established that an exit law is extreme if
and only if PFr,x(C) = 0 or 1 for any C in the tail σ-field FT of Xn, that is ,
FT = ∩rF≥r.
Let F ν be the exit law assiciated to the X-harmonic function Hν , and let
P
ν
r,µ := P
F ν
r,µ.
Theorem 2. Let C ∈ FT . For R-almost all ν,
P
ν
r,µ(C) = 0 or 1 (5)
for all µ ∈ Mr, r ≥ 1.
We will prove Theorem 2 in Section 3. Note that Theorem 2 is weaker than
Theorem 1 because the null set where equation 5 does not hold depends on C.
The following theorem will enable us to get Theorem 1 from Theorem 2.
Theorem 3. There exists a countably generated sub-σ-algebra F0 in FT such
that for any A in FT there exists an A0 ∈ F0 such that 1A = 1A0 P
F
r,µ almost
surely for any exit law F .
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Proof. Consider the product space E =Mr ×Mr+1×, . . . ,×, and a σ-algebra
E on E generated by coordinate maps, denoted by Xn, (with respect to the
σ-algebra Bn on Mn, generated by sets of the form {µ ∈ Mn : µ(A) ≤ l},
where A is a Borel subset of ∂Dn, and l ∈ R
+). Let E≥n = σ(Xn, Xn+1, . . .),
and ET = ∩n≥0E≥n.
Each Mn is a Lusin space, and Bn coincides with the Borel sigma algebra on
Mn (See for example Kallenberg (1977). Since E is the product ofMn, it follows
that E is a Lusin space as well and similarly E coincides with the Borel subsets
of E .
For the rest of the discussion let us fix a reference point c on ∂D1 and set
P1,c as the induced law on (E, E) by the Markov chain XDn , with initial value
δc, the Dirac measure at point c. Similarly define P
F
1,c as the induced law with
respect to PF1,c, where F is an exit law.
We will use the theory of sufficient statistics of Dynkin (1978) to show that
there exists a common transition kernel Qω such that for any A ∈ E
PF1,c(A|ET )(ω) = Q
ω, PF1,c almost surely all ω (6)
for all exit laws F .
Qω is constructed asymptotically from a family of conditional distributions
Π≥n defined as follows. Let A1 ∈ A ∈ E≥n and A2 ∈ E<n. For each ω,
Π≥n(ω) is the unique probability measure on E, E such that Π≥n(A1∩A2)(ω) =
1A1(ω)gn(Xn(ω), A2) where
g(ν,A2) =
P1,c(A2H
ν
Dn
(Xn−1)
HνDn(δc)
. Here HνDn , ν ∈ Mn are the exit densities for the domain Dn.
The family (E≥n,Π≥n) satisfies the properties of a so called specification
system in E, E , and furthermore, each PF1,c is a Gibbs state specified by this
system. We only give a proof of the last assertion: Let F be any exit law and
let f be E<n-measurable and g be E≥n ∩ E<m measurable for some m > n.
PF1,c((Π≥nf)g) =
∫
dPF1,c(ω)
[
g(ω)
P1,c(fH
Xn(ω)
Dn
(Xn−1))
HXn(ω)Dn(δc)
]
=
∫
dP1,c(ω)
Fm(Xm(ω))
F 1(δc)
[
g(ω)
P1,c(fH
Xn(ω)
Dn
(Xn−1))
H
Xn(ω)
Dn
(δc)
]
= P1,c
(
f
∫
dP1,c(ω)
Fm(Xm(ω))
F 1(δc)
H
Xn(ω)
Dn
H
Xn(ω)
Dn
(δc)
g(ω)
)
= P1,c
(
f
∫
dPn,Xn−1(ω)
Fm(Xm(ω))
F 1(δc)
g(ω)
)
= P1,c
(
f
Fm(Xm)
F 1(δc)
g
)
= PF1,c(fg)
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Above we used Fubini theorem, the fact that
HνDn (XDn−1 )
Hν
Dn
(δc)
is the Radon Nikodym
density of Pn−1,XDn−1(XDn ∈ dν) with respect to Pn−1,XDn−1 (XDn ∈ dν) and
the Markov property of Xn. By a monotone class argument we get that
PF1,c(f |E≥n) = Π≥nf
PF1,c almost surely for all F , proving that P
F
1,c is a Gibbs state for (E≥n,Π≥n).
Existence of Qω follows from Theorem 5.1 of Dynkin (1978). For fixed ω, it
is identified as the limit of Π≥n(ω), (whenever it exists).
One can view Qω as a measurable map Q : (E, E) 7→ (P(E),P) the space of
probability measures on E endowed with the σ algebra P generated by the sets
of the form {P :, P (A) ≤ l} where A in E and l ∈ R+. Indeed,
Q−1{{P :, P (A) ≤ l} = {ω : Qω(A) ≤ l}
which is in E since for fixed A, Qω is E , in fact ET measurable.
Let E0 = σ(Q). Because P is countably generated, so is E0. Moreover, for any
A in ET
1A = P
F
1,c(A|ET ) = Q
ωA,PF1,ca.s.
So letting A˜ = {ω ∈ {Qω(A) = 1}}, we get that A˜ ∈ E0 and 1A = 1A˜ P
F
almost surely. Taking F0 as the σ algebra generated by the pre-images of sets
in E0 under the map X : (XDn)n≥1 gives the theorem.
Proof. (of Theorem 1)
Let A1, A2 . . . be a countable collection of sets generating F0. From Theorem
2 there exists a set Vi ⊂ V such that R(V
c
n ∩ V ) = 0, and for all ν ∈ Vi
P
ν
µ(Ai) = 0 or 1
Let V1 ∩ Vi. It follows that P
ν
µ(A) = 0 or 1 for all A ∈ F0. For A ∈ FT , there
exists A˜ such that Pνµ(A) = P
ν
µ(A˜) hence the theorem follows.
3. Proof of Theorem 2
Let G be the space of finite atomic measures on ∂D. Let (Gn)n≥1 be the filtration
generated by the finite projection mapsWn onG
∞, (i.e.Wn(g) = (g1, . . . gn), g ∈
G∞) and
G∞ =
∞∨
n=1
Gn.
For any finite measure ν on ∂D, let P ν be the law on G∞, corresponding to the
law of independent and identically distributed Poisson random measures with
characteristic measure ν. We define the following probability law on Ω×G∞:
P¯µ(Y Z) = Pµ(Y P
XD (Z)) (7)
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We extend both XD′ , D
′
⋐ D andWn, n ≥ 1, to Ω×G
∞ by letting XD′(ω, g) =
XD′(ω) and Wn(ω, g) =Wn(g). Clearly, the law under P¯µ of X = (XD′)D′⋐D is
the same as its law under Pµ. We also extend F⊂D−, σ(XD) and Gn to σ-algebras
on Ω×G∞ in the obvious way. If Wn = V1, . . . , Vn, let Un = V1 + . . .+ Vn.
We note that Wn is a “boundary statistic” as defined in Salisbury and Sezer
(2012a). A boundary statistic is any random variable that is conditionally in-
dependent of X given XD. Theorem 2 of Salisbury and Sezer (2012a) asserts
that for any boundary statistic S with a state space ΣS there exists a fam-
ily of extended X-harmonic functions Hs, s ∈ ΣS such that if one defines an
H-transform of Pµ by
PH
s
µ (Y ) = Pµ(Y H
s(XD′)) (8)
then PH
S
µ is the conditional law of X given S.
Hence there exists a family of extended X-harmonic functions Hwn,W and
probability laws P
Hwn,W
µ , w ∈ ΣWn such that the conditional law of (XD′)D′⋐D
given Gn is given by P
H
Wn
n,W
µ . That is, we have
P¯µ(A|Gn) = P
H
Wn
n,W
µ (A).
Similarly, Un is a boundary statistic, and for which there is also a family of
extended X-harmonic functions Hun,U , u ∈ ΣUn . We note that
P
H
Wn
n,Wn
µ (A) = P
H
Un
n,U
µ (A).
as any information in Gn relevant for X is already carried by Un. In what follows
we will denote P
Hun,U
µ by Pn,uµ .
Recall P νµ is the H
ν transform of the SBM law Pµ and H
ν is the X-harmonic
family which we are trying to show to be extreme.
Theorem 4. Let A ∈ F⋐D−. P¯µ almost surely the following holds:
i) Un is a unit atomic measure for every n.
ii) 1
n
Un ⇒ XD
iii) PXDµ (A) = limn→∞ P
n,Un
µ (A)
Proof. Conditional on XD = ν, Un is a Poisson random measure with character-
istic measure nν. Conditioning on a Poisson random measure with an intensity
βXD is studied in Section 3.1 of Salisbury and Sezer (2012a). Their results as-
sert that Un is a unit atomic measure P¯µ almost surely, clearly this implies
(i).
By conditional independence of G∞ and F⊂D− given XD, for any A ∈ F⊂D
we have P¯µ a.s.
P¯µ(A|G∞ ∨ σ(XD)] = P¯µ[A|σ(XD)] (9)
Note that P¯µ a.s.
lim
n→∞
1
n
Un = XD,
D. Sezer/Exit densities of SBM 9
where the limit is in the weak convergence sense. If for some (ω, g) the above
limit does not hold, we exclude those pairs from Ω × G∞. This way we have
that XD is measurable with respect to G∞, therefore Pµ[A|σ(XD)] is measurable
with respect to G∞ as well. This and Equation 9 imply
P¯µ[A|σ(XD)] = P¯µ[A|G∞].
By the martingale convergence theorem we get that
P¯µ[A|σ(XD)] = lim
n→∞
P¯µ[A|Gn].
By Theorem 2 of Salisbury and Sezer (2012a), the left side is equal to PXDµ (A),
and the left side is equal to limn→∞ P
n,Un
µ (A). So, except on a P¯µ null set, for
all (ω, g), we have
PXDµ (A) = lim
n→∞
Pn,Unµ (A).
We will also need the following technical lemma in the proof of Theorem 1.
Let (Dk)k≥0 be an exhausting sequence of domains for D. Let mk be a sequence
s.t.
sup
Dk
umk(x)− u(x) <
1
k
where umk is the solution of ∆u =
1
2u
2 which blows up on ∂Dmk and u is
the solution which blows up on ∂D. Note that we can do this because u(x) =
limk→∞ umk . This is true becauseD is a smooth domain and therefore ∆u =
1
2u
2
has a unique large solution (see Bandle and Marcus (1992)). Since both u(x) and
limk→∞ umk are large solutions they must be equal. Let u
(n) be the solution of
∆u = 12u
2 equal to n on ∂D. That is, u(n) = VD(n)
Lemma 5. For any µ, there exist a sequence nl such that P¯µ almost surely,
lim
l→∞
P
nl,Unl
µ (lim inf
k
e−〈Xk,uDmk−u
(nl)〉) = 1.
Proof. Since
Pn,Unµ lim inf
k
e−〈XDk ,uDmk−u
(n)〉 = P¯µ(lim inf
k
e−〈XDk ,uDmk−u
(n)〉|Un)
we have
P¯µ[P
n,Un
µ lim inf
k
e−〈Xk,uDmk−u
(n)〉] = P¯µ(lim inf
k
e−〈Xk,uDmk−u
(n)〉)
Pµ almost surely limk→∞ e
−〈Xk,uDmk
−u(n)〉 exists. Because, first e−〈Xk,uDmk 〉 is
a bounded Pµ sub-martingale:
Pµ(e
−〈Xk+1,uDmk+1
〉
|Fk) = e
−〈Xk,uDmk+1
〉
≥ e−〈Xk,uDmk 〉 since uDmk ≥ uDmk+1 .
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Second, e−〈Xk,un〉 is a Pµ-martingale with a non-zero limit. By the dominated
convergence theorem we get that
Pµ[P
n,Un
µ lim inf
k
e−〈Xk,uDmk−u
(n)〉] = Pµ(lim
k
e−〈Xk,uDmk−u
(n)〉)
= lim
k
e−〈µ,VDk (uDmk−un)〉
≥ lim
k
e−〈µ,(u−un)〉e−〈µ,
1
k
〉
= e−〈µ,u−un〉.
Note
lim
n
e−〈µ,u−u
(n)〉 = 1
which implies that Pn,Unµ [lim infk e
−〈Xk,uDmk
−u(n)〉] converges to 1 in probabil-
ity, therefore there exists a subsequence nl s.t. P
nl,Unl
µ [lim infk e
−〈Xk,uDmk
−u(nl)〉]
converges to 1 P¯µ a.s.
Our strategy to prove Theorem 1 is to get a formula for Pn,νnµ (A) when A is
in the tail σ-field and find a subsequence nl and νnl so that limk→0 P
nl,νnl
µ (A)
is 0 or 1.
Our proof is analogous to Dynkin’s proof. We will consider two Markov
Chains. The first one is Xk = XDk , k ≥ 1, associated to the family P
n,νn
r,µ , in-
dexed by (r, µ) such that µ is a finite measure supported on ∂Dr and r = 1, 2, . . ..
Pn,νnr,µ is the restriction of the law P
n,νn
µ to σ(XDr+1 , XDr+2 , . . .).
We construct the second Markov chain using the branching forest construc-
tion of Pn,νnµ , which we obtain from the results of Salisbury and Verzani (1999).
Let ΘD be the space of finite point measures η on the pairs (x,m) such that
x ∈ D, and each m is a finite point measure and if the support of η consists of
p points, (x1,m1), . . . , (xp,mp), then m1 + · · · +mp = νn. Recall, M
c
D is the
space of finite measures compactly supported in D.
Let µ ∈ McD and η ∈ ΘD. We will consider a probability measureQ
n,νn
η on an
auxiliary probability space Ω1 where a branching diffusion Υt and conditional
on this branching diffusion a Poisson random measure is generated on MD1 ×
MD2 × . . . endowed with the σ-algebra F˜ generated by coordinate maps x˜Dr .
The system gives rise to the exit measures (YDr ,ΥDr), r ≥ 1 as follows:
Let z1, . . . , zk be the points in the support of νn. η gives us a finite partition
γ = (C1, . . . , Cp) of {1, . . . , k} and a cluster of points x1, . . . , xp in D. We
start a branching backbone system labeled with zCi from each xi . Here zC =
(zi, i ∈ C). The evolution of each branching backbone is as follows. Recall
u(n)(x) = − logPx(e
−〈XD,n〉). A particle starts from xi following a ρCi transform
of a Lu
(n)
: 12△− u
(n) diffusion where for C ⊂ K = {1, . . . , k}
ρC =
{
kn(·, zi), for C = {i}
1
2
∑
A⊂C,∅6=A 6=C G
u(n)
D (4ρ
β
Aρ
β
C\A), for |C| > 1.
(10)
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where kn(x, zi) is the Poisson kernel for L
u(n) and Gu
(n)
D is the Green operator
for D.
As ρCi is a potential, the particle dies somewhere in D, say at y. Two new
particles start at y, each assigned a new label zC′ and zC\C′ respectively where
C′ is a proper subset of Ci and chosen randomly according to a density propor-
tional to ρC′(y)ρCi\C′(y). We repeat the same procedure for each particle unless
the particle is assigned the label zi for some i, in which case we let it evolve as
a kn(·, zi) transform of an L
u(n) diffusion.
Let Υt denote the measure-valued process putting a unit point mass at the
historical paths z of each particle alive at time t, (A historical path of a given
particle at time t is the path z : [0, t] 7→ D describing for any s < t the
location of the particle or whichever ancestor that is alive at time s). Next
we are going to generate a Poisson random measure on MD1 × MD2 × . . .
with uniform intensity along the back bone to create mass to give rise to exit
measures YD. That is, for each t and historical path z we define the following
map Xt,z : Ω 7→ MD1 ×MD2 × . . .
Xt,z(ω)D′ =
{
XD′(ω) if τD′(z) > t
0 otherwise
and generate a Poisson random measure on MD1 ×MD2 × . . . with intensity
λ(A) =
∫ ∞
0
4Υt(dz)N
(n)
zt
((Xt,z)−1(A)) dt
Here N
(n)
z(t) is the excursion measure of a super-diffusion whose spatial motion is
a Brownian motion killed at rate un. Adding up the resulting measure-valued
processes gives us YD := YD1 , YD2 , . . ..
Let ΥD′ be the point measure which puts mass on the pair of points (y,m)
where the y are the first exit points from D′ of the particles in the branching
forest system whose ancestors were all born inside D′, and the m are the point
measures associated to their labels. (That is m =
∑
i∈C δzi(dz) if C is the label
of the particle exited at y). Let ΥD := ΥD1 ,ΥD2 , . . ..
On an another auxiliary probability space Ω2 we consider a probability law
P
(n)
µ , under which the exit measures WD1 ,WD2 , . . . evolve according to the law
of a super-Brownian motion whose spatial motion is killed at rate u(n).
Now, we define a process (ZD,ΥD) on Ω1 × Ω2 such that
(ZDk(ω1, ω2),ΥDk(ω1, ω2)) = (WDk (ω2) + YDk(ω1),ΥDk(ω1))
By construction (Zk,Υk)k≥1 is a Markov chain with respect to the family of
probability laws {Pn,νnr,µ,η , r ≥ 1, µ ∈ M
c
Dr
, η ∈ Θ∂Dr}, where P
n,νn
r,µ,η is the restric-
tion ofQn,νnη ×P
(n)
µ to σ((Zr+1,Υr+1), (Zr+2,Υr+2), . . .). The original branching
forest construction is due to Salisbury and Verzani (1999) where they assumed
a general g as the killing rate function and a recursive family vc obtained from
initial Lg harmonic functions vi through equation (10). See also Verzani (2008)
for a similar formulation of this system as a Markov chain using labeled trees.
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Proof. (of Theorem 1)
The tail σ-field of (Xk)k≥1 coincides with the intersection of all F⊃D′ ,D
′ ⊂ D
Dynkin (2004a). If C is in the tail the σ-field of (Xk)k≥1, and P
ν
1,µ(C) = 1 for
some µ supported on ∂D1, this implies P
ν
µ (C) = 1. By the absolute continuity
of the measures Pµ, this implies P
ν
µ (C) = 1 for all µ. Therefore without loss of
generality in what follows we fix µ, a finite measure supported on ∂D1.
Step 0
Let µ be a measure supported on ∂D1. We fix C in the tail σ-field of Xk =
XDk , k ≥ 1. Let Ω
0 be the set of (ω, g) such that 1
n
Un(g)⇒ XD, P
XD(ω)
µ (C) =
limP
n,Un(g)
µ (C), Un(g) is a unit atomic measure for every n, and for a certain
subsequence nl, liml→∞ P
nl,Unl
µ (lim infk e
−〈Xk,uDmk
−un〉) = 1. (Existence of the
subsequence nl follows from Lemma 5). From Theorem 4 and Lemma 5 we know
that P¯µ(Ω
0) = 1. Let ν = XD(ω, g) and νnl = Unl(ω, g).
Assume P ν1,µ(C) > 0. Our goal is to show that P
ν
1,µ(C) = 1. Note that this
is enough to prove Theorem 1, since R({ν : ν = XD(ω, g), for some (ω, g) ∈
Ω0}c) = 0. Let ǫ ≡ P ν1,µ(C). Then there exists a number K, s.t. for all l ≥ K
(a) P
nl,νnl
1,µ (lim infk P
(nl)
k,Xk
(Xmk = 0)) > 1−
ǫ
2 ,
(b) P
nl,νnl
µ (C) >
ǫ
2 .
Note that the choice of ν and νnl depends on C and µ. Note also that K
depends on ν, (νnl)l≥0, C, µ.
Step 1
We show that there exists an event C˜ in the tail σ-field of (Zk,Υk)k≥1 and
probability measure µˆ on Θ s.t.
Pn,νn1,µ (C) =
∫
µˆ(dη)Pn,νn1,µ,η(C˜)
To see this, let µˆ be a probability measure on Θ constructed as follows.
We pick a random partition γ of {1, . . . , k} with probability proportional to
ΠA∈γ〈µ, ψA〉. For each A ∈ γ, we then independently choose a starting point x
with law 1〈µ,ψA〉ψA(x)µ(dx). µˆ is the law of the point measure which puts unit
mass on each (xi,mi), where if γ = (A1, . . . , Ap) then mi =
∑
j∈Ai
δzj(dz).
Let P˜n,νn1,µ be the law defined by
P˜n,νn1,µ (dω) =
∫
µˆ(dη)Pn,νn1,µ,η(dω)
From Salisbury and Verzani (1999) we know that P˜n,νn1,µ -distribution of Zk, k ≥ 1
is the same as the distribution of (Xk)k≥1 w.r.t. P
n,νn
1,µ , so for any measurable
non-negative f1, . . . , fm we have
Pn,νnµ [f1(Xk) . . . fm(Xk+m)] = P˜
n,νn
1,µ (f1(Zk), . . . , fm(Zk+m))
hence by a straightforward application of monotone class theorem we get the
result.
Step 2:
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We show that for any C˜ in the tail σ field of the Markov Chain (Zk,Υk), and
µ˜ and η supported on ∂Dr, we have
Pn,νnr,µ˜,η(C˜) = P
(n)
r,µ˜ (Wm = 0)Pr,0,η(C˜) + J
ν,νn
r,m,µ˜,η(C˜)
where
0 ≤ Jn,νnr,m,µ˜,η(C˜) ≤ (1 − P
n
r,µ˜(Wm = 0)).
To see this, we use the Markov property of (Zk,Υk), to get
Pn,νnr,µ˜,η(C˜) = P
n,νn
r,µ˜,η(gm(Zm,Υm))
where
gm(µ˜, η˜) = P
n,νn
n,µ˜,η˜(C˜).
Therefore,
Pn,νnr,µ,η(C˜) = Im + Jm
where
Im =
∫
P (n)r,µ (dω1)Qη(dω2)1{Wm(ω1)=0}gm[Zm(ω1, ω2),Υm(ω1, ω2)]
= P (n)r,µ {Wm = 0}P
n,νn
r,0,η (C˜)
and
Jm =
∫
P (n)r,µ (dω1)Qη(dω2)1{Wm(ω1) 6=0}gm[Zm(ω1, ω2),Υm(ω1, ω2)]
≤ P (n)r,µ {Wm 6= 0}.
Step 3:
Following Dynkin, we show for any C˜ in the tail σ-field of (Zk,Υk)k≥r, P˜
nl,νnl
1,µ
a.s.
1C˜ = lim
k→∞
P
nl,νnl
k,Zk,Υk
(C˜).
This is simply a consequence of the Markov property and the martingale
convergence theorem.
Step 4:
Step 3 and Step 1 imply that P˜
nl,νnl
1,µ a.s.
1C˜ = lim
k→∞
(
P
(nl)
k,Zk
(Wmk = 0)P
nl,νnl
k,0,Υk
(C˜) + J
nl,νnl
k,mk,Zk,Υk
(C˜)
)
Step 5:
We argue that lim infk P
nl,νnl
k,0,Υk
(C˜) is constant, P˜
nl,νnl
1,µ a.s. This will follow
once we show that the tail σ-field of (Υk) is trivial. Moreover, it is enough if we
show that the tail σ-field of the process (Υt)t≥0 is trivial. (Υt is defined on Ω1.)
Let τ be the following stopping time:
τ := inf{t ≥ 0 : |Υt| = k}.
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For η such that |η| = k, the Qη-distribution of Υt is the same as the distribution
of
k∑
i=1
δξi(t),δzi
where ξi are independent and each ξi is a k
un(·, zi) transform of an L
n diffusion
with starting point yi ∈ D determined by η. If A is in the tail σ field of Υt, then
for such η, Qη(A) is 0 or 1 since each ξ has a trivial σ-field with respect to their
laws. Now, by the Markov property of Υt,
P˜
nl,νnl
1,µ (A) = QΥτ (A)
which is 0 or 1 as we have just argued.
Step 6: Note
P
(n)
k,Zk
(Xmk = 0) = e
−〈Zk,uDmk
−un〉,
and P˜
nl,νnl
1,µ distribution of (Zk)k≥1 is the same as the distribution of (Xk)k≥1
under Pn,νnµ . Hence
P˜
nl,νnl
1,µ lim inf
k
Pnk,Zk (Wmk = 0) = P
nl,νnl
µ lim inf
k
e−〈Xk,uDmk−un〉.
Let K be the constant we set in Step 0. From Step 0, and from the equality
above we get that P˜
nl,νnl
1,µ (lim infk P
nl
k,Zk
(Xmk = 0) = 0) is always less than ǫ/2
for l ≥ K and converges to 0 as l → ∞. Since P˜
nl,νnl
1,µ (C˜) = P
nl,νnl
1,µ (C), from
Step 0, we also have that P˜
nl,νnl
1,µ (C˜) > ǫ/2, for l ≥ K.
Let l ≥ K. Step 5 implies that either (1) lim infk P
nl,νnl
k,0,Υk
(C˜) < 1, P˜
nl,νnl
1,µ a.s.;
or (2) lim infk P
nl,νnl
k,0,Υk
(C˜) = 1, P˜
nl,νnl
1,µ a.s. If (1) is correct, then this would imply,
if ω ∈ C˜ is such that the equality in step (5) holds, then lim infk Pk,Zk(ω)(Xmk =
0)) = 0. Hence if (1) were correct we would get
P˜
nl,νnl
1,µ (lim inf
k
Pk,Zk(Xmk = 0)) = 0) ≥ P˜
nl,νnl
1,µ (C˜).
which is a contradiction, since according to what we argued in the previous
paragraph, the left side is less than ǫ/2, where the right side is strictly greater
than ǫ/2.
Hence we conclude that lim infk P
nl,νnl
k,0,Υk
(C˜) = 1, P˜
nl,νnl
1,µ a.s. for l ≥ K.
Step 7:
Step 6 and Step 5 imply that
P˜
nl,νnl
1,µ (C˜
c) ≤ P˜
nl,νnl
1,µ {lim inf
k
Pk,Zk(Xmk = 0) = 0)}.
The limit of the right side is 0 as l →∞, hence,
P ν1,µ(C) = lim
l→∞
P
nl,νnl
1,µ (C) = lim
l→∞
P˜
nl,νnl
1,µ (C˜) = 1.
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4. Concluding remarks
We have shown that when D is a smooth domain the family Hν are extreme
for all ν in a certain subset V2 of the space of finite measures on ∂D. We know
that this set is non-empty since R(V c2 ) = 0. At this time the following questions
remain open and we hope to resolve them in future work:
(a) Are there other elements of the Martin boundary besides Hν when D is
a smooth domain? There is at least one: the X-harmonic function H0
corresponding to conditioning SBM on XD = 0. A SBM conditioned on
XD = 0 is simply a SBM whose spatial motion is a Brownian motion killed
at rate u = logPx(XD = 0). Let P
u
µ denote this law. If C is in the tail σ
algebra the Markov property gives us that
Puµ (C) = P
u
µ (P
u
XDn
(C))
= Puµ (XDn = 0)P
u
0 (C)) + P
u
µ (1XDn 6=0P
u
XDn
(C))
Puµ (XDn = 0) converges to 1 as n → ∞, P
u
0 (C) is either 0 or 1, hence
Puµ (C) can only be 0 or 1. Of course, this is a trivial example, we would
like to know if there are any nontrivial X-harmonic functions aside from
Hν and H0.
(b) We do not know which measures ν are in V2. To make progress in this one
may seek for continuous versions ofHν . Such a version may be constructed
through the family Hn,νn through a limiting procedure. We hope to be
able to characterize V2 as the closure of the space of unit atomic measures
on ∂D with respect to a certain metric.
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