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Abstract
The task of unsupervised domain adaptation is proposed
to transfer the knowledge of a label-rich domain (source do-
main) to a label-scarce domain (target domain). Matching
feature distributions between different domains is a widely
applied method for the aforementioned task. However, the
method does not perform well when classes in the two do-
mains are not identical. Specifically, when the classes of
the target correspond to a subset of those of the source, tar-
get samples can be incorrectly aligned with the classes that
exist only in the source. This problem setting is termed as
partial domain adaptation (PDA). In this study, we propose
a novel method called Two Weighted Inconsistency-reduced
Networks (TWINs) for PDA. We utilize two classification
networks to estimate the ratio of the target samples in each
class with which a classification loss is weighted to adapt
the classes present in the target domain. Furthermore, to
extract discriminative features for the target, we propose to
minimize the divergence between domains measured by the
classifiers’ inconsistency on target samples. We empirically
demonstrate that reducing the inconsistency between two
networks is effective for PDA and that our method outper-
forms other existing methods with a large margin in several
datasets.
1. Introduction
Deep convolutional neural networks trained on a large
number of labeled data boost the performance of image
recognition on various tasks. However, the preparation
of many labeled samples to train the network is time-
consuming and expensive. The method for transferring
knowledge from a label-rich domain (source domain) to a
label-scarce domain (target domain) is termed as domain
adaptation and enables us to reduce the cost for annotation.
Specifically, the method for unsupervised domain adapta-
tion (UDA) where we do not require any annotated target
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Figure 1. Comparison of our method to existing methods. Left:
marginal feature distribution matching methods incorrectly align
target features with the class of the source that is absent in the tar-
get domain. Center: Existing partial feature distribution matching
methods do not consider the task-specific classifier’s boundary for
adaptation that tends to generate ambiguous features. Right: Our
method considers the decision boundary to align target features
with the source, and this leads to the extraction of discriminative
features.
samples during training can solve the aforementioned diffi-
culty. The difficulty in the task involves the difference be-
tween each domain with respect to the texture, color, and
appearance of objects. The classifier trained on the source
domain typically does not work well on the other domain
due to the domain-gap problem. Additionally, the target
domain includes only unlabeled samples, and this implies
that we do not know the classes that are present in the tar-
get domain. A possible strategy involves collecting samples
belonging to various classes subsuming those present in the
target domain and adapting a model from the source to the
target domain. As the result, the target domain may not in-
clude some classes present in the source domain. The adap-
tation setting is termed as partial domain adaptation (PDA)
and corresponds to an extremely practical setting.
However, several methods for UDA [4, 11, 22, 25]
should degrade their performance in the PDA setting be-
cause they assume that the source and target completely
share the same classes. Their aim involves matching the
marginal feature distributions between different domains.
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If the target feature distribution is aligned with the source
overall, the target samples can be assigned to the class ab-
sent in the target domain as shown in the left of Fig. 1. In
summary, partially aligningmarginal feature distributions is
necessary in PDA.
Our method integrates three motivations to effectively
deal with PDA. The first motivation involves precisely es-
timating the label distribution of the target to train a model
on the classes present in the target domain. Second, the ex-
traction of discriminative features for the target domain is
important for highly accurate classification of target sam-
ples as shown in the center and right of Fig. 1. This figure
indicates that considering relationship between target sam-
ples and task-specific decision boundaries is important to
extract discriminative features. The utilization of a classi-
fier’s output for the target domain is shown to be effective
to extract discriminative features [22] although the method
matches marginal feature distributions. Third, to partially
match feature distributions between domains, it is neces-
sary to use a measurement that can partially evaluate the
distance between domains. Many methods for UDA aim to
measure the distance between the entire distributions of the
source and target, which is not desirable in PDA.
In this paper, we propose a novel method called Two
Weighted Inconsistency-reduced Networks (TWINs). We
utilize two classification networks that do not share their
parameters. With respect to the first motivation, the label
distribution of the target is precisely estimated by the out-
puts of the two networks for all target samples with which
a classification loss is weighted. The estimation is more ac-
curate than when using one network. With respect to the
second and third motivations, we propose to minimize the
domain divergencemeasured by the inconsistency of classi-
fiers on target samples. Thus, the two networks are trained
to agree on their predictions on the target samples to extract
discriminative features. To partially measure the distance
between domains, we propose not to use adversarial train-
ing, and this is different from [22]. Our method displays a
connection with the theory of domain adaptation that mea-
sures the divergence between domains by the inconsistency
of two classifiers.
We evaluate our method on digits, traffic signs, and ob-
ject classification tasks on PDA setting. In most tasks, our
method outperforms other existing methods by a large mar-
gin.
2. Related Work
2.1. Unsupervised Domain Adaptation
Several methods are proposed for unsupervised domain
adaptation (UDA). In the present study, we mainly focus
on methods that are based on deep learning, since they are
proven as powerful learning systems.
Feature distribution matching to extract domain in-
variant features is the most popular method for UDA and
includes Maximum Mean Discrepancy [5, 11, 13, 14, 28],
Central Moment Discrepancy [29], and CORAL [24].
Domain classifier based method through adversarial
learning is also a representative method for UDA [4, 12, 15,
16, 22, 25, 26]. A domain classifier is trained to discrim-
inate the domain from where the feature originates while
a feature extractor is trained to deceive the domain classi-
fier. Adversarial training aligns the feature distribution of
the source and target with each other. The methods are de-
signed with the assumption that the label distributions of
the source and target are approximately the same. When
the assumption does not hold, such as in the case of partial
domain adaptation, the target samples can be assigned to the
class of the source that is absent in the target domain.
Classifier’s discrepancy based method is recently pro-
posed for UDA and significantly improves performance.
Maximum Classifier Discrepancy [22] utilizes the outputs
of task-specific classifiers to align features and also to ex-
tract more discriminative features for target samples. They
construct two classifier networks with a shared feature ex-
tractor network. They train the two classifiers to output dif-
ferent predictions on the target samples while training the
feature extractor to generate features that make the output
of the two networks similar. The method is useful since
it considers the task-specific decision boundary and avoids
generating ambiguous target features near class boundaries.
Sampling two classifiers by using dropout achieves a simi-
lar effect [21]. However, the methods are not also effective
for partial domain adaptation (PDA). They use adversar-
ial training between classifiers and feature extractor, with
which source and target features are likely to be strictly
aligned. We discuss further details of the aforementioned
point in Sec. 3.
In the study, we introduce a method that can partially
adapt features by weighting the classification loss by the
estimated label distribution of the target domain and train-
ing to reduce inconsistency between two task-specific clas-
sifiers. Please note that our method does not rely on adver-
sarial training. Deep mutual learning is proposed for large-
scale supervised image classification [31]. This method also
has the objective of minimizing inconsistency of two net-
works. They do not show that the technique is useful for
UDA. In addition, in our work, we present how to utilize
the technique for PDA and why it is useful for this task.
2.2. Partial Domain Adaptation
In the PDA setting, the target domain contains the classes
that are a subset of the source classes. To the best of our
knowledge, all methods for PDA utilize a domain classi-
fier to achieve adaptation [2, 3, 30]. The main idea of the
aforementioned methods is to identify whether source sam-
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Figure 2. The overview of the proposed method where Xs and Xt denote source and target samples, respectively; and F1 and F2 denote
two classifiers. The label distribution of the target domainw is estimated by two classifiers’ outputs on target samples. The estimated label
distributionw is used to weight classification loss on source samples (Ls). Inconsistency loss Lt on target samples are also calculated by
the difference between two classifiers’ outputs.
ples belong to the classes present in the target domain and
weight the task-specific classifier’s loss or the domain clas-
sifier’s loss to avoid the alignment of target samples with
the source classes absent in the target domain. For in-
stance, Partial Adversarial Domain Adaptation (PADA) [3]
estimates the label distribution of the target samples by av-
eraging the outputs of the classifier for target samples and
utilizes it to re-weight the task-specific classification loss
and domain classification loss. The major differences in the
methods are as follows. First, we estimate the label dis-
tribution of the target samples by two parameter-unshared
networks that enables accurate estimation. Second, we in-
troduce the idea of a task-specific classifier based on feature
distribution alignment for the task. Existing methods do not
use task-specific classifiers to align features that generate
ambiguous features near the decision boundary.
3. Proposed Method
This section presents the proposed method for partial
domain adaptation in detail. The overview of our method
is illustrated in Fig. 2. The following two key ideas are
involved in our method: classification loss on the source
weighted by the estimated label distribution in the target
domain and feature distribution alignment by using task-
specific classifiers. Additionally, we propose a training pro-
cedure to integrate the two ideas to achieve effective adap-
tation. The label distribution of the target domain is esti-
mated by using two networks that do not share parameters.
When the estimated label distribution is obtained, it is used
to make the networks focus on classifying classes present
in the target domain as described in Sec. 3.1. Specifically,
the distribution is used to weight the classification loss on
the source samples. Furthermore, we conduct feature dis-
tribution alignment by minimizing the inconsistency of the
two task-specific classifiers, and this leads to the extraction
of discriminative features (and not ambiguous features) for
target samples as described in Sec. 3.2. The estimation of
the label distribution and feature distribution alignment are
alternately performed. All the training procedures are de-
scribed in Sec. 3.3. We make a connection between our
method and the theory of domain adaptation in Sec. 3.4.
We state the definitions of terminologies. The source
domain data Xs ∈ R
d×ns are drawn from distribution
Ps (Xs), and target domain data Xt ∈ R
d×nt are drawn
from distribution Pt (Xt) where d denotes the dimension of
the data instance, and ns and nt denote the number of sam-
ples in the source and target domain respectively. This is
due to the domain shift, Ps (Xs) 6= Pt (Xt). We use la-
beled source samples Ds = {(x
s
i , y
s
i )}
ns
i=1 ,x
s
i ∈ R
d and
unlabeled target samples Dt = {(x
t
i)}
nt
i=1 ,x
t
i ∈ R
d dur-
ing training. The source label space Ys and the target one
Yt are different. The target domain label space is contained
in the source domain label space (Yt ⊆ Ys). We use two
networks, namely F1 and F2, with exactly the same archi-
tecture although they do not share their parameters θ1, θ2.
The probabilities that x is classified into class k when it is
inputted into F1 and F2 are denoted by p1(y = k|x) and
p2(y = k|x), respectively. Furthermore, we use the no-
tation p1(y|x) and p2(y|x) to denote the |Ys|-dimensional
probabilistic output for x inputted into F1 and F2, respec-
tively. We assume that the outputs are obtained after the
softmax layer.
3.1. Weighted Loss with the Label Distribution
Target Label-Distribution Estimation. We explain how
to estimate the label distribution of the target domain. As we
mentioned, we assume that there are two networks that are
trained with the following classification loss on the source
domain:
Ls(Xs, Ys)=Ls1 (F1 (Xs) , Ys)+Ls2 (F2 (Xs) , Ys) , (1)
where Ls1 and Ls2 denote the classification losses with re-
spect to F1 and F2, respectively. Lsj (j = 1, 2) is defined
as follows,
Lsj = −
1
ns
ns∑
i=1
|Ys|∑
k=1
1l[k=ys
i
] log pj (y = k|x
s
i ) , (2)
where 1l[k=ys] is 1 when k = ys, otherwise, 0.
We focus on the estimation of the label distribution by
averaging the outputs of two networks for all target samples.
Specifically,w is calculated as,
w =
|Ys|
2nt
nt∑
i=1
(
p1(y|x
t
i) + p2(y|x
t
i)
)
, (3)
where w denotes a |Ys|-dimensional vector. To obtain the
weight, we multiply the label distribution by the number of
the source class to prevent the loss from being very small.
Target Label-DistributionWeighted Loss. The estimated
label distribution is used to make the model focus on classi-
fying classes present in the target domain. Each dimension
of the vector indicates the approximated ratio of the target
samples of the corresponding class. While training the net-
works with source samples, we aim to focus on the present
classes and suppress the effect of absent classes in the tar-
get. The weighted classification loss L′s is summarized as
follows,
L′s = L
′
s1
(F1(Xs), Ys) + L
′
s2
(F2(Xs), Ys), (4)
L′sj = −
1
ns
ns∑
i=1
|Ys|∑
k=1
wk1l[k=ys] log pj (y = k|x
s
i ) , (5)
wherewk denotes the k-th element ofw. With the loss func-
tion, the classifiers can increasingly focus on classes present
in the target domain when trained on source samples.
3.2. Inconsistency Loss
We explain how we align the target samples with the
source. We train F1 and F2 to reduce the inconsistency of
predictions for target samples. As shown in the study of
MCD [22] and Fig. 3, we can measure how discriminative
Source
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Figure 3. The inconsistent region marked with diagonal lines de-
notes the area where the outputs of the two classifiers are incon-
sistent and the features should be far from the source samples.
Reducing the inconsistency between the two classifiers’ outputs
aligns target with source samples considering task-specific deci-
sion boundaries.
the target features are by examining the inconsistency of
the task-specific classifiers. If the inconsistency is high, the
features should be far from the source. Conversely, if the
inconsistency is low, the features should be near the source
with respect to the task-specific decision boundary.
Then, we propose using an objective to minimize the in-
consistency between the predictions of two classifiers for
target samples and call it Inconsistency loss. We make a
connectionwith the theory of domain adaptation in Sec. 3.4.
In the study, we utilize the L1 distance as inconsistency loss
following [22] although other functions can be used here.
The inconsistency loss is as follows:
Lt =
1
nt
nt∑
i=1
‖p1
(
y|xti
)
− p2
(
y|xti
)
‖1. (6)
Our method is different from MCD [22] since the MCD
includes a training step that increases the discrepancy of the
task-specific classifiers. This is intended to effectively mea-
sure the distance between domains, and this should lead to
strictly matching the feature distribution. Hence, the afore-
mentioned type of strict matching should not be effective
for PDA. This fact is empirically demonstrated in the ex-
periments. Then, we propose not to employ the step of in-
creasing the discrepancy of the task-specific classifiers.
3.3. Training Procedure
We summarize how we integrated the two ideas to
achieve partial domain adaptation. The complete training
procedure is summarized in Alg. 1. Phase 2 and Phase 3 are
also visualized in Fig. 2.
Phase 1: Pre-train classifiers with only source samples.
We pre-train the two networks by using source samples. In
the training phase, we do not use any adaptation methods.
The phase is not required when we possess access to the
pre-trained model.
Algorithm 1 Training of TWINs. N1, N2, N3 denote max-
imum iterations of Phase 1, the number of interval itera-
tions of Phase 2, and maximum iterations of Phase 3, re-
spectively.
Require: Data: Ds = {(x
s
i , y
s
i )}
ns
i=1 ,Dt = {x
t
i}
nt
i=1
Prediction Model: F1, F2
Initialize model parameters θ1, θ2
for i = 1 to N1 do
Get random minibatch D′s from Ds.
Update model parameters θj(j = 1, 2) by ascending
their stochastic gradients with respect to Eq. 1:
∇θjLsj
end for
for i = N1 + 1 to N1 +N3 do
if i%N2 == 0 then
Update the label distributionw via Eq. 3.
end if
Get random minibatch D′ from Ds and Dt.
Update model parameters θj(j = 1, 2) by ascending
their stochastic gradient with respect to Eq. 7:
∇θjLtotal
end for
Phase 2: Estimate the target label distribution. We esti-
mate the label distribution of the target by using two classi-
fication networks (Eq. 3) using all training target samples.
Phase 3: Optimize the parameters of classifiers. We train
networks by using weighted classification loss on source
samples (Eq. 4) and inconsistency loss calculated on target
samples (Eq. 6). The overall loss function used in the phase
is as follows:
Ltotal = L
′
s + Lt. (7)
Repeat Phase 2 and Phase 3 alternately. We train the
two networks by repeating Phase 2 and Phase 3 alternately.
In Phase 3, the target features are aligned with the source,
and this ensures that the estimation of the label distribu-
tion is more accurate. This also results in better feature
alignment. Therefore, the label distribution estimation and
feature alignment by using the estimated label distribution
should benefit from each other. Thus, we alternately change
Phase 2 and Phase 3. The training objective is simplified
when compared to MCD [22] since we do not employ ad-
versarial learning. Although the phase of estimating the tar-
get label distribution is required, the objective to train the
network involves simply minimizing Eq. 7.
3.4. Theoretical Insight
Given that MCD [22] is motivated by the theory pro-
posed by Ben-David et al. [1] and that the proposed method
is related to it, our aim involves demonstrating the rela-
tionship between our method and the theory in this section.
Ben-David et al. [1] proposed a theory that bounds the ex-
pected error on the target samples RT (h) by using the fol-
lowing three terms: (i) the expected error on the source do-
main RS(h); (ii) theH∆H-distance (dH∆H(S, T )), which
is measured as the discrepancy between two classifiers; and
(iii) the shared error of the ideal joint hypothesis λ that is
considered as a constant value. Specifically, S and T de-
note source and target domains, respectively.
Theorem 1 Let H be the hypothesis class. Given two do-
mains S and T , we obtain the following:
∀h ∈ H,RT (h) ≤ RS(h) +
1
2
dH∆H(S, T ) + λ, (8)
where
1
2
dH∆H(S, T ) (9)
= sup
(h,h′)∈H2
∣∣∣ E
x∼S
I
[
h(x) 6=h
′
(x)
]
− E
x∼T
I
[
h(x) 6=h
′
(x)
]∣∣∣ ,
λ = min [RS(h) +RT (h)] . (10)
Here, RT (h) denotes the error of hypothesis h on the tar-
get domain, andRS(h) denotes the corresponding error on
the source domain. Additionally, I[a] denotes the indicator
function, and this corresponds to 1 if the predicate a is true
and 0 otherwise.
Based on the theory, we can argue that it is possible to
approximate the divergence between two domains by using
the discrepancy between two classifiers. In a study of MCD
[22], the aim involved approximating dH∆H(S, T ) by ad-
versarial training between two classifiers and a feature ex-
tractor. They assume that the term E
x∼S
I
[
h(x) 6= h
′
(x)
]
is ex-
tremely low because the source samples are labeled. There-
fore, dH∆H(S, T ) is approximately calculated as follows:
sup
(h,h′)∈H2
E
x∼T
I
[
h(x) 6= h
′
(x)
]
, and this denotes the supremum
of the expected discrepancy of two classifiers’ predictions
on target samples. To calculate the maximumof the discrep-
ancy, they train the two classification networks to disagree
on their predictions on the target.
We minimize the left side of the following inequality:
E
x∼T
I
[
h(x) 6= h
′
(x)
]
≤ sup
(h,h′)∈H2
E
x∼T
I
[
h(x) 6= h
′
(x)
]
. There-
fore, we approximate the divergence between domains
lower than the divergence used in MCD [22]. If we can
completely estimate the label distribution of the target do-
main in Phase 2, then strictly aligning feature distribution
by using sup
(h,h′)∈H2
E
x∼T
I
[
h(x) 6= h
′
(x)
]
is effective. However,
in reality, the estimation always includes a few errors, and
thus minimizing the relaxed divergence E
x∼T
I
[
h(x) 6= h
′
(x)
]
is considered as appropriate.
Method
MNIST
↓
USPS
USPS
↓
MNIST
SVHN
↓
MNIST
SYN SIGNS
↓
GTSRB
Source Only 85.2 80.0 73.9 89.2
Methods for Unsupervised Domain Adaptation
DAN [11] 83.5 80.7 70.9 90.2
DANN [4] 67.1 72.1 39.8 55.5
MCD [22] 66.4 59.4 71.2 93.1
Methods for Partial Domain Adaptation
IWAN [30] 90.6 85.7 75.6 77.7
PADA [3] 78.2 73.9 44.1 71.2
TWINs (Ours) 96.3 90.2 99.6 95.5
Table 1. Accuracy for digits and traffic sign datasets. In the tasks
of MNIST → USPS, USPS → MNIST, and SVHN → MNIST,
the source domain includes 10 classes, and the target domain in-
cludes 5 classes. In the task of SYN SIGNS→GTSRB, the source
domain includes 43 classes, and the target domain includes 20
classes. TWINs achieves strongest results on all four evaluated
partial domain adaptation scenarios.
4. Experiments
We evaluate our method on several datasets to compare
our method with state-of-the-art deep learning methods for
domain adaptation. It should be noted that all experiments
are performed in the unsupervised setting where labels in
the target domain are not given. The goal of the experi-
ments involves demonstrating that our method is effective
on both digits classification and general object classification
datasets.
4.1. Experiments on Digit and Traffic Sign Datasets
In the experiment, we evaluate our proposed method
with respect to adaptation for digits and traffic sign datasets.
The networks are trained from scratch in the setting.
Setup. We utilize digit datasets (including MNIST [10],
Street View House Numbers (SVHN) [18], and US
Postal handwritten digit dataset (USPS) [8]) and traf-
fic sign datasets (including Synthetic Traffic Signs (SYN
SIGNS) [17] and German Traffic Signs Recognition Bench-
mark (GTSRB) [23]). Digit datasets consist of 10 classes,
and traffic sign datasets consist of 43 classes, respectively.
We evaluate our method across four domain adaptation
tasks (i.e.,MNIST→ USPS, USPS→MNIST, SVHN→
MNIST, and SYN SIGNS→ GTSRB). When the dataset
is used as the target domain, we use the first five classes in
the experiment on digit datasets and the first twenty classes
in the experiment on traffic sign datasets in ascending order,
and we use all images in the classes for training.
Extant studies do not report the results for the afore-
mentioned adaptation scenarios of PDA, and thus we em-
ploy the optimization procedure and CNN architecture used
in [22], basically. Optimization proceeds via the Adam opti-
mizer [9] for 30 epochs with a learning rate of 2.0×10−4, a
(a) Source only (b) MCD
(c) PADA (d) TWINs
Figure 4. T-SNE visualization of features obtained from the second
last fully connected layer of (a) source only, (b) MCD, (c) PADA,
and (d) TWINs. The transfer task is MNIST (10 classes)→ USPS
(5 classes). Blue/light blue dots correspond to the source domain
samples in which the classes are present/absent in the target do-
main while orange dots correspond to the target domain samples.
All samples are testing samples. The results indicate our method
enable target samples to be aligned with the classes present in the
target domain. Furthermore, our method extracts discriminative
features considering classification boundaries.
β1 of 0.9, a β2 of 0.999, and a batch size of 256 images (128
per domain) in all experiments. We pre-train our classifiers
by only source samples in the first 10 epochs (Phase 1),
and we subsequently estimate the label distribution of tar-
get samples (Phase 2) and optimize the parameters of clas-
sifiers by source and target samples (Phase 3), repeatedly.
We follow the protocol of unsupervised domain adaptation
by using all labeled source data and all unlabeled target data
and do not use validation samples to tune hyperparameters
per each adaptation scenario. Further details are provided
in our supplementary material due to space limitations.
Results. Our method achieves better accuracy on all four
partial domain adaptation scenarios as shown in Tab. 1. Our
method outperforms existing methods for PDA. The results
indicate the effectiveness of using task-specific classifier’s
inconsistency as the distance between domains. IWAN [30]
and PADA [3] do not exhibit better performance even com-
pared with the methods for UDA. This is potentially be-
cause the models are based on DANN wherein the training
process is unstable in a few scenarios [26]. Furthermore,
they propose to partially align the feature distributions by
controlling weight on source samples in training a domain
classifier. This can make the training of the domain classi-
fier more unstable.
Feature Visualization. We visualize feature distribution
via t-SNE [27
Method A→W D→W W→ D A→ D D→ A W→ A Avg.
ResNet [7] 54.5 94.6 94.2 65.6 73.2 71.7 75.6
Methods for Unsupervised Domain Adaptation
DAN [11] 46.4 53.6 58.6 42.7 65.7 65.3 55.4
DANN [4] 41.4 46.8 38.9 41.4 41.3 44.7 42.4
ADDA [26] 43.7 46.5 40.1 43.7 42.8 46.0 43.8
RTN [14] 75.3 97.1 98.3 66.9 85.6 85.7 84.8
JAN [13] 43.5 53.6 41.4 35.7 51.0 51.6 46.1
LEL [15] 73.2 93.9 96.8 76.4 83.6 84.7 84.8
Methods for Partial Domain Adaptation
IWAN [30] 77.7 98.4 100 81.5 77.7 73.4 84.8
PADA [3] 86.5 99.3 100 82.2 92.7 95.4 92.7
TWINs (Ours) 86.0 99.3 100 86.8 94.7 94.5 93.6
Table 2. Accuracy on Office-31 dataset. The source domain includes 31 classes, and the target domain includes 10 classes. TWINs achieves
results that either equal or surpass those of existing methods.
other methods such as MCD [22] and PADA [3]. The fea-
tures are extracted from the middle layer of the network.
The visualized feature distribution is shown in Fig. 4. As
shown in Fig. 4(d), our method aligns target samples with
source classes present in the target domain and acquires dis-
criminative features by considering the task-specific deci-
sion boundary, thereby enabling a high performance clas-
sification. When MCD is applied (Fig. 4(b)), target sam-
ples are not correctly aligned with source classes present
in the target domain. Furthermore, they fail to extract dis-
criminative features for target samples because their aim in-
volves matching the overall feature distribution. As shown
in Fig. 4(c), PADA extracts ambiguous features for tar-
get samples and fails to align target samples to the source
classes present in the target domain. Comparing this result
with ours, we can see the effectiveness of considering deci-
sion boundary’s information for the feature alignment.
4.2. Experiments on Office-31 Datasets
We further evaluate our proposed method on object clas-
sification task.
Setup. Office-31 [20] is a benchmark dataset for domain
adaptation. It contains a total of 4110 images across 31
classes in the following three domains: Amazon (A) that
contains of images from the web downloaded from online
merchants (www.amazon.com), and Webcam (W) and
DSLR (D) that are captured with a web camera and a digital
SLR camera, respectively. We evaluate our method across
the following six scenarios: A→W, D→W, W→ D, A
→ D, D→ A, and W→ A. When a domain is used as the
target domain, we use the samples of ten classes shared by
Office-31 and Caltech-256 [6] by following [3, 30].
We follow standard evaluation protocols and use all la-
beled source data and all unlabeled target data for unsuper-
vised domain adaptation. We use PyTorch-providedmodels
of ResNet-50 [7] pre-trained on ImageNet [19] as two clas-
sifiers of our method. Essentially, we use the same hyper-
parameters and network architectures as used in [3]. The
finally fully connected layer is removed and replaced by
a three-layered fully connected network that is randomly
initialized. We fine-tune all pre-trained feature layers and
train the initialized fully connected layer. We use mini-
batch stochastic gradient descent (SGD) with a momentum
of 0.9, and the learning rate is adjusted during SGD by us-
ing ηp =
η0
(1+αp)γ where p denotes the training progress
changing from 0 to 1, while η0 = 0.001, α = 0.001, and
γ = 0.75. In the experiment, we possess access to the pre-
trained model, and thus we do not use Phase 1 and begin
training a model from Phase 3.
Results. Our method achieves results that either equal or
surpass those of existing methods as shown in Tab. 2. In
addition to experiments on digits and traffic sign datasets,
methods for UDA are also prone to exhibit a worse per-
formance than that of model trained only source samples.
Methods for PDA perform well when using a pre-trained
CNN feature extractor and fine-tuning it. However, the
performance of our model exceeds that of extant methods
on average because our method accounts for the relation-
ship between target samples and the task-specific decision
boundary.
4.3. Empirical Analysis
We conduct empirical analyses to clarify the characteris-
tic of our method.
Study on the Number of Target Classes. We explore the
prediction performance on our method when the number
of target classes varies. We list the experimental results in
the task of MNIST→ USPS, USPS → MNIST, SVHN→
MNIST, and SYN SIGNS→ GTSRB. Fig. 5 shows the re-
sults. In all the settings, the performance of our method
is comparable to or exceeds that of other methods. When
the number of target classes is equivalent to source classes,
which is the standard unsupervised domain adaptation set-
ting, our method also performs better than other methods.
Therefore, our method is useful for the standard domain
adaptation setting too. When the number of target classes
  
 
$! ',&!) (" +)#!+  %**!*



	



  
,)
 
-
/012 3 4252
  
 
$! ',&!) (" +)#!+  %**!*



	



  
,)
 
-
4252 3 /012
  
 
$! ',&!) (" +)#!+  %**!*



	



  
,)
 
-
2670 3 /012
   
$! ',&!) (" +)#!+  %**!*



	



  
,)
 
-
280 21902 3 92:;
<0
<00
/=<
1>0
5<
>10*
?@,)*A
Figure 5. Accuracy when the number of target classes varies. From left to right, the adaptation scenarios are MNIST → USPS, USPS →
MNIST, SVHN→MNIST, and SYN SIGNS→ GTSRB. Our method performs better than other methods in all settings.
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(a) Ground Truth
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(b) Phase 1
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(c) 11 epoch
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(d) 30 epoch
Figure 6. The estimated label distribution of target samples. (a)
Ground Truth shows the real label distribution of the target sam-
ples. The estimated class distributions (b) after Phase 1, (c) after
11 epoch, and (d) after 30 epoch are shown here.
is small, the performance of our method occasionally drops
although it still performs better than other existing methods.
Estimated Label Distribution of Target Samples. Our
method estimates the label distribution of target samples to
align them with only the source classes present in the target
domain. The estimated class distribution on the task SVHN
(10 classes)→MNIST (5 classes) is shown Fig. 6. Fig. 6(a)
shows the true class distribution of training samples in the
target domain. Fig. 6(b) shows the estimated label distribu-
tion of the target domain after finishing pre-training models
with only source samples (Phase 1). This is prior to the
adaptation, and thus the estimated label distribution is far
from the real distribution and is assigned to the class absent
in the target domain. Fig. 6(c) shows the estimated distri-
bution one epoch after starting Phase 3 (11 epoch). The es-
timated class distribution gets closer to the ground truth al-
though a few samples are assigned to the class absent in the
target domain. Fig. 6(d) shows the estimated distribution af-
ter completing the series of training procedure (30 epoch).
All target samples are aligned with source classes present
in the target domain, and the distribution is closer to the
ground truth.
Method N=3 N=5 N=7 N=10
USPS→MNIST
Ours w/o incons 93.2 89.4 91.7 82.1
Ours w/o label d 79.3 95.4 95.1 92.9
Ours 83.1 96.3 95.5 93.1
MNIST→ USPS
Ours w/o incons 75.4 83.4 83.8 75.2
Ours w/o label d 80.5 90.2 94.3 97.4
Ours 83.2 90.3 94.6 97.1
Table 3. Ablation studies for weighting with the target label distri-
bution and the inconsistency loss. incons and label d denote the
inconsistency loss and label distribution based weighting respec-
tively. N denotes the number of classes in the target domain.
Ablation Study. We investigate the effectiveness of
weighting with the target label distribution and the incon-
sistency loss by using ablation. The first model involves the
ablation of the inconsistency loss. The model is trained only
with the weighted loss on the source. The second model
involves the ablation of target label distribution estimation
and weighting. The model is trained with the inconsistency
loss and the loss on the source without weighting with the
target label distribution. Tab. 3 shows the results of adap-
tation between MNIST and USPS. Although the accuracy
of the model without label-distribution weighting drops at
N = 3, it performs well on the other setting. The re-
sults indicate that the inconsistency loss itself is effective
for PDA. It is useful to combine the label distribution esti-
mation when the number of target classes is small.
5. Conclusion
In the study, we presented a novel method called Two
Weighted Inconsistency-reduced Networks (TWINs) for
partial domain adaptation (PDA). To align target samples
with source classes present in the target domain, two classi-
fiers estimate the label distribution in the target domain and
weight classification loss. Furthermore, it learns discrim-
inative features by minimizing inconsistency of two clas-
sifiers while inputting target samples. Our method outper-
formed existing methods with respect to several tasks in the
PDA setting.
6. Acknowledgement
The work was partially supported by JST CREST Grant
Number JPMJCR1403, Japan and was partially funded
by the ImPACT Program of the Council for Science,
Technology, and Innovation (Cabinet Office, Government
of Japan). We would like to thank Yusuke Mukuta,
Yusuke Kurose, and Atsushi Kanehira for helpful discus-
sions.
References
[1] S. Ben-David, J. Blitzer, K. Crammer, A. Kulesza, F. Pereira,
and J. W. Vaughan. A theory of learning from different do-
mains. Machine learning, 79(1-2):151–175, 2010. 5
[2] Z. Cao, M. Long, J. Wang, and M. I. Jordan. Partial transfer
learning with selective adversarial networks. InCVPR, 2018.
2
[3] Z. Cao, L. Ma, M. Long, and J. Wang. Partial adversarial
domain adaptation. In ECCV, 2018. 2, 3, 6, 7, 10
[4] Y. Ganin and V. Lempitsky. Unsupervised domain adaptation
by backpropagation. In ICML, 2015. 1, 2, 6, 7, 10
[5] A. Gretton, A. Smola, J. Huang, M. Schmittfull, K. Borg-
wardt, and B. Scho¨lkopf. Covariate shift and local learning
by distribution matching, pages 131–160. MIT Press, 2009.
2
[6] G. Griffin, A. Holub, and P. Perona. Caltech-256 object cat-
egory dataset. Technical report, California Institute of Tech-
nology, 2007. 7
[7] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning
for image recognition. In CVPR, 2016. 7, 10
[8] J. J. Hull. A database for handwritten text recognition re-
search. PAMI, 16(5), 1994. 6
[9] D. P. Kingma and J. Ba. Adam: A method for stochastic
optimization, 2014. 6, 10
[10] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner.
Gradient-based learning applied to document recognition.
86(11):2278–2324, 1998. 6, 10
[11] M. Long, Y. Cao, J. Wang, and M. I. Jordan. Learning trans-
ferable features with deep adaptation networks. In ICML,
2015. 1, 2, 6, 7
[12] M. Long, Z. Cao, J. Wang, and M. I. Jordan. Conditional
adversarial domain adaptation. In NIPS, 2018. 2
[13] M. Long, J. Wang, and M. I. Jordan. Deep transfer learning
with joint adaptation networks. In ICML, 2017. 2, 7
[14] M. Long, H. Zhu, J. Wang, and M. I. Jordan. Unsupervised
domain adaptation with residual transfer networks. In NIPS,
2016. 2, 7
[15] Z. Luo, Y. Zou, J. Hoffman, and L. Fei-Fei. Label efficient
learning of transferable representations across domains and
tasks. In NIPS, 2017. 2, 7
[16] L. Ming-Yu and O. Tuzel. Coupled generative adversarial
networks. In NIPS, 2016. 2
[17] B. Moiseev, A. Konev, A. Chigorin, and A. Konushin. Eval-
uation of traffic sign recognition methods trained on synthet-
ically generated data. In ACIVS, 2013. 6
[18] Y. Netzer, T. Wang, A. Coates, A. Bissacco, B. Wu, and A. Y.
Ng. Reading digits in natural images with unsupervised fea-
ture learning. In NIPS Workshop on Deep Learning and Un-
supervised Feature Learning, 2011. 6
[19] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh,
S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein,
A. C. Berg, and L. Fei-Fei. ImageNet Large Scale Visual
Recognition Challenge. IJCV, 115(3):211–252, 2015. 7, 10
[20] K. Saenko, B. Kulis, M. Fritz, and T. Darrell. Adapting vi-
sual category models to new domains. In ECCV, 2010. 7
[21] K. Saito, Y. Ushiku, T. Harada, and K. Saenko. Adversarial
dropout regularization. In ICLR, 2018. 2
[22] K. Saito, K. Watanabe, Y. Ushiku, and T. Harada. Maximum
classifier discrepancy for unsupervised domain adaptation.
In CVPR, 2018. 1, 2, 4, 5, 6, 7, 10
[23] J. Stallkamp, M. Schlipsing, J. Salmen, and C. Igel. Man
vs. computer: Benchmarking machine learning algorithms
for traffic sign recognition. Neural Networks, 32:323–332,
2012. 6
[24] B. Sun, J. Feng, and K. Saenko. Return of frustratingly easy
domain adaptation. In AAAI, 2016. 2
[25] E. Tzeng, J. Hoffman, T. Darrell, and K. Saenko. Simultane-
ous deep transfer across domains and tasks. In ICCV, 2015.
1, 2
[26] E. Tzeng, J. Hoffman, K. Saenko, and T. Darrell. Adversarial
discriminative domain adaptation. In CVPR, 2017. 2, 6, 7
[27] L. van der Maaten and G. Hinton. Visualizing data using
t-SNE. JMLR, 9:2579–2605, 2008. 6, 10
[28] H. Yan, Y. Ding, P. Li, Q. Wang, Y. Xu, and W. Zuo. Mind
the class weight bias: Weighted maximum mean discrepancy
for unsupervised domain adaptation. In CVPR, 2017. 2
[29] W. Zellinger, T. Grubinger, E. Lughofer, T. Natschla¨ger, and
S. Saminger-Platz. Central moment discrepancy (CMD) for
domain-invariant representation learning. In ICLR, 2017. 2
[30] J. Zhang, Z. Ding, W. Li, and P. Ogunbona. Importance
weighted adversarial nets for partial domain adaptation. In
CVPR, 2018. 2, 6, 7
[31] Y. Zhang, T. Xiang, T. M. Hospedales, and H. Lu. Deep
mutual learning. In CVPR, 2018. 2
Supplemental Material
We would like to show supplementary information for
our main paper.
1. Detail on experimental setting
First, we introduce the detail of the experiments.
1.1. Experiments on Digit and Traffic Sign Datasets
Datasets. In all datasets, we use the standard training and
test splits for training and testing respectively, and remove
target samples of certain classes for the partial domain adap-
tation (PDA) setting. MNIST [10] has 60000 training sam-
ples and 10000 test samples whose image size is 28 × 28.
USPS has 7291 training samples and 2007 test samples
whose image size is 16 × 16. In the tasks of MNIST →
USPS and USPS→ MNIST, to match the image size, we
rescale the USPS images to 28×28. SVHN has 73257 train-
ing samples and 26032 test samples. In the task of SVHN
→ MNIST, we rescale MNIST images to 32 × 32. SYN
SIGNS has 100000 samples and we randomly select 98000
samples for training samples. GTSRB has 39209 samples
and we randomly select 31367 samples for training and the
rest of 7842 samples for the test. Both of their images are
48× 48 sizes.
CNN architectures. In each domain adaptation tasks, we
employ the three different CNN architectures used in [4].
We add Batch Normalization layers before the activation
layers and dropout layers before the last free connected
layer. In the dropout layers, a probability of an element
to be zero is set as 0.5.
Optimization. We use Adam optimizer [9] with a learning
rate of 2.0× 10−4, a β1 of 0.9, a β2 of 0.999. Moreover, we
set the coefficient of weight decay as 5× 10−4.
Training procedure. As mentioned our main paper, we
pre-train our classifiers by only source samples in the first
10 epochs (Phase 1), and we subsequently estimate the la-
bel distribution of target samples (Phase 2) and optimize
the parameters of classifiers by source and target samples
(Phase 3), repeatedly. Phase 2 is conducted after finishing
Phase 1 and every time Phase 3 is repeated one epoch.
1.2. Experiments on Office-31 Datasets
Datasets. As described in main paper, Office-31 has fol-
lowing three domains: Amazon, Webcam, and DSLR. They
have 2817, 795, and 488 samples, respectively.
CNN architectures. We use PyTorch-provided models of
ResNet-50 [7] pre-trained on ImageNet [19] as two classi-
fiers following [3]. The final fully connected layer is re-
moved and replaced by a three-layered fully connected net-
work. The dimension of the bottleneck layer is 256. To
improve the performance of our method, we add dropout
layer before the number of channels of CNN and between
(a) Source only (b) MCD
(c) PADA (d) TWINs
Figure 7. T-SNE visualization of features obtained from the second
last fully connected layer of (a) source only, (b) MCD, (c) PADA,
and (d) TWINs. The transfer task is SYN SIGNS (43 classes)
→ GTSRB (20 classes). Blue/light blue dots correspond to the
source domain samples in which the classes are present/absent in
the target domain while orange dots correspond to the target do-
main samples.
fully connected layers. In the dropout layers in CNN and
fully connected layers, the dropout rate is set as 0.2 and 0.5,
respectively.
Training procedure. As described the main paper, we do
not use Phase 1 and begin training a model from Phase 3.
We conduct Phase 2 every time we repeat Phase 3 500 iter-
ations.
2. Additional Analysis
Finally, we show some additional analyses (i.e. feature
visualization and learning curves) of our method.
2.1. Feature Visualization
We visualize feature distribution via t-SNE [27] in the
different experiment from that showed in the main paper.
The transfer task is SYN SIGNS (43 classes) → GTSRB
(20 classes). Fig. 7 shows the visualized feature distribu-
tion. Fig. 7(a), Fig. 7(b), Fig. 7(c), and Fig. 7(d) show the
feature distribution of source only, MCD [22], PADA [3],
and TWINs, respectively. As discussed in the main paper,
we can see the effectiveness of our proposed method thor-
ough the visualization.
2.2. Learning Curve
We show the relationship among accuracies of the tar-
get samples and the loss during training in Fig. 8. Fig. 8(a)
and Fig. 8(b) show the relationship on the adaptation from
SVHN → MNIST and SYN SIGNS → GTSRB. We pre-
train two classifiers F1 and F2 by minimizing the classifica-
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(b) SYN SIGNS→ GTSRB
Figure 8. Relationship among accuracies and losses during training. We pre-train F1, F2 by minimizing the classification losses on source
samples for the first 10 epochs. After that, we minimize the weighted classification losses and the inconsistency loss.
tion loss on source samples for the first 10 epochs (Phase 1).
During this, the accuracies stay low due to the domain gap.
After 10 epochs, we optimize the parameters of the clas-
sifiers by minimizing the weighted classification loss and
the inconsistency loss (Phase 2 and Phase 3). Immediately
after starting Phase 2 and Phase 3, the accuracies greatly
improve, and the inconsistency loss decreases.
