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Today, several vehicles are equipped with a visual display combined with a haptic rotary device for handling in-vehicle information
system tasks while driving. This experimental study investigates whether a haptic addition to a visual interface interferes with or
supports secondary task performance and whether haptic information could be used without taking eyes oﬀ road. Four interfaces
were compared during simulated driving: visual only, partly corresponding visual-haptic, fully corresponding visual-haptic, and
haptic only. Secondary task performance and subjective mental workload were measured. Additionally, the participants were
interviewed. It was found that some haptic support improved performance. However, when more haptic information was used,
the results diverged in terms of task completion time and interface comprehension. Some participants did not sense all haptics
provided, some did not comprehend the correspondence between the haptic and visual interfaces, and some did. Interestingly, the
participants managed to complete the tasks when using haptic-only information.
1.Introduction
As complexity in vehicles increases, new techniques are being
developed to reduce the demands on a driver’s attention
[1–5]. Because driving is mainly a visual task [6], many
new systems have been developed to reduce visual load
by providing supporting auditory or haptic information.
For example, a haptic rotary device can provide haptic
information intended to support interaction with a visual
user interface. In this paper, we focus on this type of haptic
information.
Today, several cars are outﬁtted with haptic rotary
devices to help the driver handle secondary tasks [7].
This type of haptic information includes kinaesthetic and
tactile sensations [8]p r o v i d e dt h r o u g ha c t i v et o u c h[ 9]. An
exploratory procedure of repeated hand movement [10], in
this case turning the rotary device back and forth, is required
to perceive the haptic information. Haptic information
includes the placement of a ridge between menu items [7]
and special haptic eﬀects for scrolling through a list or
searching for radio stations. These kinds of haptic eﬀects
could help a driver if designed to extend or correlate
with the visual information. That is, the haptic interface
provides similar information as the visual interface. This
redundant information may help drivers perform actions
without looking at the visual display. If the driver knows
that a desired function is three steps to the right in the
menu, the driver can select the correct function by simply
counting the haptic ridges, a strategy that allows the driver
to keep focus on the road. In principle, this ability to
multitask while maintaining one’s main visual attention on
the task of driving might be a positive outcome of the
new multimodal techniques developed for in-vehicle use.
However, the eﬀects of complementary haptic information
are not fully understood. For example, it is unclear whether
the mental resources required to operate haptic devices make
such devices unsafe. Many studies have shown that high
mental workload negatively impacts driving [11–17]. Hence,
the challenge with the new visual-haptic techniques is to ﬁnd
a way of communicating information that supports rather
than burdens or confuses the driver.2 Advances in Human-Computer Interaction
These new multimodal techniques use more than one
sense, a strategy addressed in multiple resources and time-
sharing theories. According to Wickens [18], multiple
resource theory concludes that sometimes it is better to
divide information across modalities instead of presenting
all information through the same modality. Although this
assumption is somewhat vague, Wickens [18] argues that the
eﬀectiveness of multiple modalities could be due to the fact
thatdiﬀerentsensesusediﬀerentresources.Furthermore,the
multiple resource theory [18] states that some information
is better suited for one modality even though that modality
is time-shared with another task using the same modality.
Moreover, the model refers to the visual and auditory
modalities, but it is not clear if the same holds for the visual
and haptic modality. Therefore, it is diﬃcult to predict the
relationship between vision and haptics, especially in highly
demanding tasks such as driving a vehicle. Nevertheless,
some studies have shown that using a combination of visual
and haptic information can be beneﬁcial [19, 20], a con-
clusion that suggests similar multimodal eﬀects concerning
secondary tasks might be expected while driving.
Few studies comprise haptic interfaces for in-vehicle
use, and typically these studies deal with force feedback or
vibrotactile information. Force feedback provided through
a haptic gas pedal was found promising when a car was
closely following other cars [21]. Moreover, vibrotactile
information has proven eﬀective for directing a driver’s
attention and for presenting direction information [22, 23].
According to Van Erp and Van Veen [23], visual direction
information induced a higher workload than vibrotactile
information. Furthermore, the fastest reaction time was
found with multimodal visual-vibrotactile information. Van
Erp and Van Veen’s study [23] implies that drivers may
beneﬁt from haptic information. However, vibrations are
primarily for on/oﬀ information; more complex content is
diﬃcult to present through vibrations. New haptic devices,
providing haptic cues in diﬀerent ways, are constantly being
developedtoeasehandlingofin-vehiclesecondarytasks[24–
27]. These haptic devices usually do not evoke actions rather
they support driver-initiated activities.
Rydstr¨ om et al. [28] studied the use of a haptic rotary
device providing speciﬁc haptic cues as a complement to an
in-vehicle visual interface. For example, a haptic cue marked
wherearadiostationcouldbefoundwithanattractionforce.
The haptic cues were compared to a reference interface with
more common haptic eﬀects, such as ridges placed between
diﬀerent alternatives. One of ﬁve haptic cues improved
performance in terms of task completion time and reduced
the number of glances oﬀ road. It was not clear whether
the lack of improvement for the other haptic cues was
due to design issues, unfamiliarity, or something else such
as mental overload. However, since the reference interface
also included haptic information, the results do not exclude
haptics as a positive complement for in-vehicle design.
Lederman and Abbott [29] presented an interesting theory
about ecological validity that might explain the somewhat
negative results for haptic cues in the study by Rydstr¨ om
et al. [28]. Lederman and Abbott [29] concluded that, since
earlycomputersmainlypresentedinformationvisually,users
a r em o r es e n s i t i v ea n do p e nt ov i s u a ls t i m u l ii nc o m p u t e r
interfaces even when haptic cues are provided; that is,
because users expect visual information, visual information
overpowersinformationprovidedbytheothersenses.Onthe
other hand, when a haptic rotary device is used, the interface
has similarities with a traditional mechanical knob that
commonly provides inﬂexible haptic steps. Consequently,
based on Lederman and Abbott [29], haptic eﬀects that
resemble mechanical knobs could be expected to have higher
ecological value than new and unexpected haptic cues, such
as those used by Rydstr¨ om et al. [28]. According to Hayward
et al. [8], haptic eﬀects do not need to imitate reality; they
need only to be suggestive. Hence, haptic cues may be more
accepted and easily sensed if simultaneously presented with
visual cues.
A haptic rotary device was also used in a study by Grane
and Bengtsson [30]. Instead of complementing haptic cues,
as used by Rydstr¨ om et al. [28], the study by Grane and
Bengtsson [30] comprised a fully corresponding haptic and
visual interface that provided the same information through
both channels. This could be done using diﬀerent textures
as menu items instead of functions. Because textures can
eﬀectively be perceived both haptically and visually [31–33];
textures were considered suitable for modality comparisons.
Additionally, the textures made it possible to investigate
if the participants could learn to choose between menu
items in an interface with haptic-only information. It was
thought that experienced users would be able to ﬁnd and
select frequently used functions without taking their eyes
oﬀ road if the interface provided eﬀective haptics. Grane
and Bengtsson [30] found it possible to use a haptic-only
interface even though the visual-haptic interfaces in the
study resulted in better performance. Furthermore, a fully
corresponding visual-haptic interface induced signiﬁcantly
less mental workload and fewer turn errors, that is, when
a target was passed without being selected, than a more
common interface with visual information supported by
haptic ridges placed between menu items. Based on these
results, a fully corresponding interface was predicted to
have beneﬁts in high-workload environments; however, this
needs to be studied further by including a driving task.
A haptic addition to a visual interface could help drivers
keep their eyes on the road. However, since driving is a
highly demanding cognitive task, there is a risk that added
information could confuse rather than help drivers.
This study investigates the use of a visual interface
combined with a haptic rotary device for solving menu
selection tasks during simulated driving. The purpose was to
determine whether a haptic interface that corresponds well
to a visual interface interferes with or supports secondary
task performance and whether the haptic interface could be
used without drivers taking their eyes oﬀ the road. Four
interfaces were compared during simulated driving: visual
only,partlycorresponding visual-haptic,fullycorresponding
visual-haptic, and haptic only. The interfaces were experi-
mentally compared in terms of task completion time and
error rate. In addition, mental workload was measured and
the participants were interviewed. Interviews were used to
provide a deeper understanding of the statistical data and toAdvances in Human-Computer Interaction 3
capture the participants’ comprehension and interpretation
of the interfaces.
Three hypotheses were made in the experimental study.
First, a haptic addition was expected to improve secondary
task performance. Second, a fully corresponding visual-
haptic interface was expected to produce better performance
results than a partly corresponding interface. Third, it was
expected that a haptic-only interface would allow tasks to
be completed successfully although generating lower perfor-
mance than interfaces that also provided visual information.
2. ExperimentMethod
2.1. Participants. Forty ﬁrst-year engineering students (27
men and 13 women) participated in the study as part of an
academic course. The participants were between 19 and 25
years old (M = 20.4, SD = 1.5). None of the participants
had experience with the haptic rotary device or the simulator
environment used in the study.
2.2. Equipment. A simple desktop simulator was set up
in accordance with the equipment speciﬁed in the Lane
Change Test User Guide 1.2 [34]. Figure 1 shows the driving
environment with a 20  LCD monitor (2) and a Logitech
Momo Racing steering wheel (1) placed in front of the
participant. The ﬁgure also shows the equipment for solving
a menu selection task: a haptic rotary device (3), a laptop
computer (4), and a 6.4  display (5). The haptic rotary
device (Alps Haptic Commander) is a knob (Ø 3.5cm) that
could be turned and pushed. The equipment for the menu
selection task was placed in the imagined centre stack with
the haptic rotary device placed about a forearm’s distance
from the participant and approximately 30 degrees from
the participant’s right side. The laptop computer was also
placedona30-degreeanglefromtheparticipant’s centreline,
and the 6.4  display was placed just under the monitor
associated with the primary task. All equipment was ﬁxed,
buttheparticipant’schairwasadjustable.Alltheparticipants
could position themselves at a comfortable distance from the
steering wheel and haptic rotary device.
2.3.SimulatedDriving. TheLaneChangeT est(L CT)method
was chosen as the primary task since it is a simulated driving
task with a high level of control and reliability [35] suitable
for comparing diﬀerent conditions. The driving scene and
driving task was simple and the same for all participants.
When using the LCT, the participant drove for about three
minutes on a straight three-lane road on which no other cars
orobstacleswerepresent.Thedrivingtaskwastokeepthecar
insideadrivinglaneandchangelaneswhendirectedbysigns.
Eighteen signs were placed along the road to show which
lane to choose. There were diﬀerent tracks available in the
LCT method, and a variation of tracks was recommended
to avoid learning eﬀe c t s .T h et r a c k so n l yd i ﬀered in which
order the signs were placed. The signs were placed the same
distance apart. In this study, tracks one through ﬁve were
used once for each participant and the order of the tracks
1
2
3
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Figure 1: The ﬁgure shows the experimental setup: a steering wheel
(1), a screen with a simulated highway (2), a haptic rotary device
(3), a laptop used for the menu selection task (4), and a 6.4  display
(5).
was consistent. The driving speed was controlled by the test
l e a d e ra n dﬁ x e dt o6 0k m / h .
2.4. Haptic and Visual Interface Design. The experimental
task was a simple menu selection task programmed in
and controlled by Macromedia Director 8.5. Textures were
used as menu items instead of letters or functions, which
are more common in these types of studies. The textures
made it possible to create a fully corresponding visual-haptic
interface. Moreover, textures were necessary to investigate
whether a haptic interface could be used alone. Four
textures—A,B,C,andD—werepresentedtotheparticipants
as visual images on the laptop screen and/or perceived as
haptic eﬀects through the haptic rotary device (presented
in alphabetic order in Figure 2) .T h et e x t u r e sw e r ed e s i g n e d
using ergonomic policies developed by Iverg˚ ard [36]a n d
results from user tests. The visual interface was created in
Adobe Illustrator CS5 and the haptic interface with Alps
Rotary Haptic Editor. Repeated click eﬀects with a linearly
changing torque were used to create the haptic textures
(Table 1).
The rotation angle for a whole menu was 150 degrees;
the rotation angle for each menu item was 30 degrees with
10 degrees in between. For some experimental conditions, a
haptic ridge separated the menu items. A ridge was made
by a single click eﬀect with a linearly changing torque of
5mNm/deg, a maximum torque of 50mNm, and a traction
force of 30%. A traction force makes the click eﬀect more
distinct. Haptic walls were placed at the menu borders
as end stops with a steep incline (50mNm/deg) and a
maximum torque set at 90mNm. A damper eﬀect, that is,
a friction proportional to the knob velocity, was added over
the whole menu to reduce unwanted vibrations. The damper
coeﬃcient (d) was set to 30mNms. The damper torque can
be calculated as —d∗ the velocity (rad/s).
2.5. Experimental Conditions. The interface had four menu
ﬁelds with diﬀerent textures. The menus and textures were
either presented visually and/or haptically. Figure 2 presents
the experimental conditions compared in the study:
(i) interface V: visual only,
(ii) interface pVH: partly corresponding visual-haptic,4 Advances in Human-Computer Interaction
Table 1: Speciﬁcation of the haptic eﬀects used in the experiment.
Texture Length (deg) Repetition Max. torque (mN m) Torque/deg (mN m/deg) Traction force (%)
A1 3 0 0 0 0
B1 5 2 1 0 3 3 0
C5 6 1 0 9 3 0
D 1 30 10 40 30
Interface fVH Interface V Interface H Interface pVH
V
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c
Figure 2: The visual and haptic information provided in the four diﬀerent interfaces (V, pVH, fVH, and H). The haptic information is
represented visually around the haptic rotary device. The visual and haptic textures are placed in alphabetic order (A, B, C, and D).
(iii) interface fVH: fully corresponding visual-haptic, and
(iv) interface H: haptic only.
The visual-only interface (V) had no haptic support other
than end stops, that is, haptic walls at the beginning and
at the end of a menu. Similar end stops were also found in
the other three interfaces. The partly corresponding visual-
haptic interface (pVH) used the same visual interface as
V with an addition of sensible menu ﬁeld boarders, that
is, haptic ridges placed in between the menu ﬁelds. In
the fully corresponding interface (fVH), the visual interface
information was also presented haptically; that is, both
menu ﬁeld boarders and textures were presented visually and
haptically. In the haptic-only interface (H), the menu ﬁeld
boarders and textures could be felt, as in fVH, but no visual
information was provided.
2.6. Experimental Design. The experiment used an intersub-
j e c t sd e s i g na sR y d s t r ¨ om and Bengtsson [37]f o u n da s y m -
metric learning eﬀects in a similar study. Ten participants
were randomly assigned to each experimental condition.
2.7. Procedure. An experimental session lasted about one
hour, and the test leader gave all participants the same
instructions. Each session started with the simulated driving.
The participants drove on two practice tracks, one imme-
diately after the other. Thereafter, the menu selection task
was explained and the participants practiced the task during
two training trials. The ﬁrst training trial presented the
textures in alphabetic order with the label “A,” “B,” “C,”
or “D” displayed on the laptop monitor. In this trial, the
participants learned the textures, noting when they felt they
were ready to continue. The second training trial resembled
the experimental trial. The participants were asked to ﬁnd
and select one of four textures identiﬁed as the target.
The texture to select, for example, “Locate A”, was given
through headphones by a computervoice as well as displayed
on the 6.4  display. The start position was always on the
left most texture, and the active texture was marked blue.
The participants turned the haptic rotary device to the
appropriate texture and selected it by pressing the device. If
they selected the right texture, a tone was played, the textures
changed order, and a new target texture was given. If they
selectedawrongtexture,nothinghappened.Toproceed,they
had to select the right texture. This training phase continued
until 12 correct selections were made in a sequence. That
is, the training phase required them to select each texture
correctly at least two times. The length of a practice trial
diﬀered between participants, but at the beginning of the
experimental trials all of the participants had reached the
threshold level of proﬁciency. In the experimental trial, the
participants drove three tracks in the LCT and carried out
tasks with the rotary device at the same time. The order
of textures and target textures were counterbalanced and
did not change between participants. Twelve textures were
selected during a driving round, which took approximately
three minutes. The experimental tasks occurred once every
13 seconds throughout the whole round except for a small
pause at the beginning and end. The time (13 seconds) was
selected to reduce a ﬂoor eﬀect and was based on results
from a prestudy. To ensure that selections were based on
visual and haptic perception only, pink noise was provided
through the headphones. At the end of each experiment, the
participants completed one questionnaire that asked them
to provide information about themselves (e.g., their level of
computer experience) and completed two NASA-TLX forms
[38].
2.8. Measurements and Analysis. Performance was measured
as the time it took to complete a task and the numberAdvances in Human-Computer Interaction 5
of errors made. Two types of errors were measured: push
errors and turn errors. A push error was registered when
the participants selected a texture that was not a target.
When the participants went past the right texture without
selecting it, a turn error was registered. In the analysis, the
number of push errors was divided by the total number
of tasks for each participant. This did not change the data
or the results but made the results more informative. The
same was done for the turn errors. If the participants did
not manage to select a texture within 13 seconds, the task
was logged as a missing value and given the highest possible
time in the analysis, 13 seconds. NASA-TLX [38]w a su s e d
to measure the participants’ experienced mental workload.
After the experimental trials, the participants completed
two NASA-TLX forms: the rating scale form and the pair-
wise comparison form. In addition to descriptive statistics,
the results from the menu selection task and the NASA-
TLX forms were analysed with the Kruskal-Wallis tests. The
interfaces were also compared pair-wise with the Mann-
Whitney tests to answer the hypothesis. Nonparametric
tests were used due to nonnormally distributed data and
nonhomogeneity. To answer the third hypothesis, the total
amount of push errors made by each participant was
analysed using binomial distribution (the Bernoulli trial).
The α level was set to 0.05.
3. ExperimentResults
3.1. Task Completion Time. Figure 3 shows a boxplot of the
mean task completion time (s) for each interface. The box-
plot shows a larger spread for the fully corresponding visual-
haptic interface (fVH) compared to the other interfaces. A
signiﬁcant diﬀerence was found between the interfaces with
the Kruskal-Wallis test (H (3) = 18.76, P<. 001). To test the
ﬁrst hypothesis, the visual-only interface (V) was compared
to the two interfaces with a haptic addition (pVH and fVH)
with the Mann-Whitney tests. The menu selection tasks were
completed signiﬁcantly faster with the partly corresponding
interface (pVH) (U = 11.00, P = .003, r =− .66). However,
no diﬀerence was found between V and fVH (U = 39.00,
P = .406, r =− .19). To test the second hypothesis, the partly
corresponding interface (pVH) was compared to the fully
corresponding interface (fVH), revealing no diﬀerence (U =
39.50, P = .427, r =− .18). To test the third hypothesis, the
haptic-only interface (H) was compared with the interfaces
with visual information. The haptic-only interface needed
signiﬁcantly longer time to complete a task than the other
interfaces: H-V (U = 10.00, P = .002, r =− .68), H-pVH
(U = .00, P = .000, r =− .85), and H-fVH (U = 19.00,
P = .019, r =− .52).
3.2. Turn Errors. T h es p r e a do ft u r ne r r o r s( % )i ne a c h
interfaceisvisualisedwithaboxplot(Figure 4).TheKruskal-
Wallis test revealed a signiﬁcant diﬀerence between the inter-
faces (H (3) = 19.32, P<. 001). The ﬁrst hypothesis, tested
with the Mann-Whitney tests, revealed that signiﬁcantly
more turn errors were made with only visual information
(V) compared to the partly corresponding visual-haptic
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Figure 3: Boxplot showing the mean task completion time (s).
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Figure 4: Boxplot showing the turn errors (%).
interface (pVH) (U = 16.00, P = .010, r =− .58). However,
no diﬀerence was found between V and fVH (U = 29.50,
P = .118, r =− .35). When the second hypothesis was tested,
no diﬀerence between the partly and fully corresponding
interfaces was found (U = 31.00, P = .146, r =− .33).
In addition, the test of the third hypothesis revealed that
signiﬁcantly more turn errors were made with the haptic-
only interface than the interfaces with visual information: H-
V( U = 22.00, P = .034, r =− .47), H-pVH (U = 2.00,
P = .000, r =− .81), and H-fVH (U = 9.50, P = .002,
r =− .69).
3.3. Push Errors. No signiﬁcant diﬀerences were found with
the Kruskal-Wallis test for push errors (H (3) = 7.56,
P = .056). The Mann-Whitney tests were used to answer
the three hypotheses. Signiﬁcantly more push errors were
made with the haptic-only interface (H) than with the partly
corresponding interface (pVH) (U = 18.50, P = .015, r =
−.55). No other diﬀerences were found. Table 2 presents the
median values and ranges of push errors for each interface.6 Advances in Human-Computer Interaction
The third hypothesis was tested with the Bernouilli trial. The
largest number of push errors made by a participant using
the haptic-only interface was used in the analyses, that is,
13 push errors out of 36 selections. With the probability of
selecting a nontarget set to .75, the probability of making 13
or fewer push errors out of 36 selections by chance was less
than .05 (P = 9.47E − 07).
3.4. Mental Workload. No signiﬁcant diﬀerences were found
with the Kruskal-Wallis test for mental workload (H (3) =
.89, P = .828). The Mann-Whitney tests were used to answer
the three hypotheses. No diﬀerences were found. Table 2
presents the median values and ranges of mental workload
for each interface.
4.InterviewMethod
4.1.Respondents. Everyparticipantattendingtheexperiment
was also interviewed at the end of each experimental session.
4.2. Interview Design and Questions. Interviews were used
to provide a deeper understanding of the statistical data by
capturing the participants’ experiences and comprehension
of the diﬀerent interface conditions. The interviews were
semistructured since we wished to compare the answers
between diﬀerent interface conditions. Every participant
was asked the same questions, but the questions were
sometimes explained, followed up, or adjusted to suit the
type of interface they had used. The questions were all open
ended since we were interested in the participants’ thoughts,
experiences, and diﬃculties with the diﬀerent interfaces. We
did not know what to expect and could therefore not ask
speciﬁc questions with predetermined answer alternatives.
Theinterviewsallbeganwithquestionsconcerningthemenu
selection task: “How did it feel to use the rotary device and
the user interface you used for solving the tasks?” and “What
did you ﬁnd good and bad?” All participants were asked how
they experienced their performance: “How do you think you
managed to drive and carry out tasks at the same time?”
The participants were also asked more speciﬁc questions
about the information presented in their interface related to
other information. These questions were diﬀerent according
to the interfaces used. For example, the participants from
the visual-only interface were asked the following questions:
“How do you think it would have been if you were able
to feel ridges between the menu alternatives?”, “How do
you think it would have been if you also could sense the
textures when you were moving pass them?”, and “How do
you think it would have been if you could sense the textures
but not see them?”. The participants that experienced the
fully corresponding visual-haptic interface were also asked
more speciﬁc questions about their comprehension of the
information: “You could both see and feel the four textures.
Which information did you use the most?” and “Was any
information unnecessary?” The interviews lasted about ten
minutes and were conducted in Swedish, the participants’
native language. Each interview was, with permission from
the participants, recorded on tape.
Table 2: Median and range of push errors and mental workload for
each interface.
Interface Push errors (%) Mental workload
Median Range Median Range
V 2.78 13.89 736.50 891.00
pVH 1.39 8.33 682.75 441.50
fVH 4.17 11.76 635.75 683.50
H 10.13 36.11 678.25 595.00
4.3. Analysis. A method similar to the sequential analyses
described by Miles and Huberman [39] was used for the
analyses. At ﬁrst, the interviews were transcribed verbatim
and reduced to individual case synopses. Since the interview
material was short, the next step in the analyses was to make
matrices with key terms and key phrases. Thereafter, the
phrases were reduced or labelled as quotations. The material
wasfurtheranalysedbycreatingclustersandattachinglabels,
such as plus or minus signs. The matrices made it possible
t op r o d u c ea no v e r v i e wo ft h em a t e r i a la n dt oc o m p a r e
answers between the interface conditions. The data was not
analysedwithstatisticalmethodssinceopen-endedquestions
were used. If some participants identiﬁed a speciﬁc feature as
important, it did not mean that the other participants would
have agreed or disagreed. However, those comments could
still help explain the statistical data. Therefore, the answers
were summarized in text form describing key incidents as
“the majority,” “some,” or “a few” and similar. The actual
answer incidences can be found in Tables 3–5 and, for some
parts, directly in the text. The key words and quotations used
in the results section have been translated into English.
5. InterviewResults
5.1. Spontaneous Remarks. At the opening of the interviews,
the participants were asked how it felt to use the interface for
the menu selection task and what they considered good and
bad about the interface. The spontaneous answers diﬀered
depending on which interface was used (Table 3). However,
participantsfromthesameinterfacegroupoftenusedsimilar
expressions and mentioned the same problems. To describe
their user interfaces, many participants from V and pVH
used the phrases “easy to use,” “easy to learn,” and “it
felt good.” Some participants from fVH also described the
user interface “as easy to use.” The participants from H
were least satisﬁed with the user interface. Some of them
described the only-haptic interface as “quite easy” or “fairly
easy” to use. They thought it was troublesome in the
beginning, but after a while they got used to it. Almost all
participants from the haptic-only interface (H) mentioned
diﬃculties diﬀerentiating a pair of the textures. However,
the participants did not ﬁnd the same textures similar. For
example, some participants had problems with texture A
and B while others mentioned C and D. Only a few from
the interfaces with visual information mentioned problems
diﬀerentiating or ﬁnding textures. Some participants from
interface V mentioned problems with turn errors. The
marker sometimes moved passed the target when they triedAdvances in Human-Computer Interaction 7
Table 3: Answer incidences for spontaneous remarks.
Interface V Interface
pVH
Interface
fVH Interface H
Easy to use 6 5 3 0
Fairly easy 0 0 1 6
No label 4 5 6 4
Diﬀerentiation
problems 22 29
No label 8 8 8 1
T u r n e r r o r s 30 00
No label 7 10 10 10
to select it, or they turned too far since there were no ridges
between the menu items. No participants from the other
interfaces mentioned the same problem.
5.1.1. Interface V. Two participants from interface V spon-
taneously said that they had preferred a user interface with
haptic ridges provided from the rotary device. This was
expressed from one participant as “I would like to see that it
hadsomeformofresponsewhenturningit...itmayperhaps
be some ridge or so.”
5.1.2. Interface pVH. Two participants spontaneously
remarked that the haptic ridges were positive. One of them
said, “It was good that there were ridges...because I looked
at the display and then I saw where it (the target) was and
could sort of count out were [sic] it was with the ridges”.
5.1.3. Interface fVH. The opinions of interface fVH diverged.
Two participants described the haptics as non-congruent:
they found no correlation between what they felt and saw.
Twootherparticipantsspontaneouslysaidtheyhadpreferred
haptic ridges instead of haptic ridges and textures. One
participant expressed it as “(y)ou could not really feel where
you were...you felt these structures instead. I had probably
thought it was better if there were only four positions”.
Another participant had the opposite opinion: “I liked it (the
haptic textures); it is better than merely ridges.”
5.1.4.InterfaceH. TwoparticipantsfrominterfaceHsponta-
neouslysaidtheywouldhavepreferredmorevisualfeedback.
Two others wanted more pronounced ridges and larger space
for the textures or in-between textures. One wanted the
textures to diﬀer more and another wanted an addition of
auditory information.
5.2. Experienced Performance. The participants explained
their performance diﬀerently depending on which interface
they had used (Table 4). The majority of participants who
used interface pVH described their performance as “good,”
whereas most of the participants who used interfaces V
and fVH expressed their performance as “fairly good.” The
participants who used interface H were least satisﬁed with
their performance. One participant said, “(i)t was more
Table 4: Answer incidences for experienced performance.
Interface V Interface pVH Interface fVH Interface H
Good 1 6 3 1
Fairly good 6 3 5 2
Passable 3 0 1 7
No label 0 1 1 0
diﬃcult than I thought; you got a bit stressed when you did
not really ﬁnd the right texture”.
5.3. Interface Preferences. The participants had a relatively
clear idea of how it would have been to have other types of
information, although they occasionally thought it hard to
imagine. Table 5 presents the positive and negative responses
to diﬀerent types of information. The information discussed
was similar to the diﬀerent interfaces compared in the
experimental study, and the results are therefore grouped
accordingly.
5.3.1. Interface V. Almost all participants from interface
pVH and fVH wanted more than just visual information. A
participant from interface pVH feared that “(t)he risk is...
that you, when you push, happen to move it (the cursor)
to another menu item.” Six participants from pVH and ﬁve
from fVH speciﬁcally explained that without haptic infor-
mation they would have taken their eyes oﬀ the road more
often. With respect to the haptic information, they said they
could watch the road while performing the task by counting
the ridges. Many participants from interface H were negative
about only visual information. One participant would have
preferred to have only visual information instead of haptic-
only, and two participants said they would rather have had
haptic-only information than visual-only information. One
participant who preferred haptic-only information argued
that it was “(b)etter to use the perception of touch so that
you will not need to look oﬀ the road.”
5.3.2. InterfacepVH. When interfacepVH was discussed, the
tone was diﬀerent. Almost all of the comments about this
interface were positive. The arguments for interface pVH
were very much the same independent of which interface
the participant had used. A participant from interface V
expressedthecommonargumentforvisualinformationwith
ridges: “(i)t would probably be much easier because...then
it is only to turn without looking at the display because you
know how many clicks there should be”.
5.3.3. Interface fVH. When interface fVH was discussed, the
responsesweremorepositivethannegativefromparticipants
that used interface V and H, whereas the number of negative
and positive responses from participants who used interface
pVH were similar. Participants from interface V and pVH
had similar arguments for and against an addition of
haptic textures. A typical positive response came from one
participant from interface V: “It had possibly been better
because then you would not need to look on that (the visual8 Advances in Human-Computer Interaction
Table 5: Answer incidences for interface preferences.
Opinions about visual-only information (V)
Positive Fairly positive Negative No label
I n t e r f a c e p V H 009 1
I n t e r f a c e f V H 009 1
I n t e r f a c e H 115 3
Opinions about visual information and haptic ridges (pVH)
Positive Fairly positive Negative No label
I n t e r f a c e V 721 0
I n t e r f a c e f V H 521 2
I n t e r f a c e H 400 6
Opinions about fully corresp. visual-haptic information (fVH)
Positive Fairly positive Negative No label
I n t e r f a c e V 512 2
I n t e r f a c e p V H 505 0
I n t e r f a c e H 503 2
Opinions about haptic-only information (H)
Positive Fairly positive Negative No label
I n t e r f a c e V 135 1
I n t e r f a c e p V H 037 0
I n t e r f a c e f V H 141 4
interface); you could concentrate on watching the road and
just feel”. Another participant from interface V gave a typical
negative response: “Then you would get more to think on.
I would think it could have been a bit laborious”. Several
participants from interface H thought a visual addition
would make the task easier and that it would speed up
their responses. However, some feared that it would be too
much information and that they would look too much at the
display and miss the road.
5.3.4. Interface H. The two visual interfaces V and pVH
generated mostly negative responses to having haptic infor-
mationonly,asininterfaceH.Oneparticipantfrominterface
V described it in the following way: “It can probably be quite
comfortable to have something that you can look at in case
you get insecure. It feels as if you trust vision more than
the perception of touch”. However, not all participants were
negative. Some participants from interface V and fVH were
fairly positive. For example, one participant from interface
fVH chose to use the haptic information only even though
he had visual information available.
5.4. Perception of Interface fVH. The perception of the fully
corresponding visual-haptic interface diﬀered among the
participants. Three categories were found: only ridges, ridges
and textures—not correlated, and ridges and textures—
correlated.
5.4.1. Only Ridges. Three participants did not perceive
the haptic texture information; they only felt the ridges
between menu items, as in pVH. The user interface included
haptic texture information; that is, the participants excluded
the information by themselves. One of the participants
perceived the textures during training, but not while driving.
The participant explained it as “(t)he clicks had diﬀerent
characters for diﬀerent positions in the beginning (during
training), which it never was during the test. Perhaps my
brain fooled me, but I thought it felt as if there was one
distinct and identical click between every position in the
test.”
5.4.2. Ridges and Textures: Not Correlated. The other partic-
ipants all perceived the textures, but two of them did not
understand the correlation between the visual and haptic
information: “It was a bit bumpy, there were ridges or
something but when you turned, it did not jump on every
step. I saw that I was two steps away, but it was not really only
two steps”.
5.4.3.RidgesandTextures:Correlated. Fiveoftheparticipants
who perceived the textures also understood their purpose.
Three of those participants chose not to use the textures.
One of them explained it this way: “I think it was a bit odd
that you should feel.... It would demand more exercise to
use the sense of touch, so now I mostly thought it was a bit
disturbing.... I had thought it would be better if there were
only four positions”. However, two participants deliberately
used the haptic textures. One of them did not use the visual
information at all: “While I was driving, I did not look at this
(the visual interface); you did not have to”.
6. Discussion
When driving, the eyes and mind need to be focused on the
road. Secondary tasks should therefore be carefully designed.
Haptic addition to a visual interface could ease interaction orAdvances in Human-Computer Interaction 9
couldprovidetoomuchinformationtoprocess.Inthisstudy,
diﬀerent amounts of haptic information were studied and
bothadvantagesanddisadvantageswerefound.Allinterfaces
were studied while concurrently performing a simulated
driving task that needed both visual and cognitive attention.
Diﬀerent results could be found for these types of visual-
haptic interfaces in diﬀerent human-computer situations.
6.1. First Hypothesis. The ﬁrst hypothesis in this paper was
accepted: haptic additions to a visual interface improved
performance. Both task completion time and error rate,
in terms of turn errors, were signiﬁcantly lower when
haptic ridges were added to the visual interface (pVH). The
fully corresponding interface with haptic ridges and texture
information did not result in the same positive results and
responses. This issue will be addressed and discussed more
thoroughly later. The turn error result means that the target
was more often passed over without being selected when the
interface lacked haptic information. This suggests that the
haptic ridges made it easier to stop at a certain position and
stay in that position during selection. This suggestion is also
evident in the interviews: some participants using interface
V spontaneously mentioned these kinds of problems. The
positive results for the visual-haptic interface (pVH) in
comparison to the visual-only interface (V) agree with
Wickens’ [18] theory of multiple resources. The addition
of a haptic interface reduces the visual load and makes
eﬀective multitasking possible. According to the interviews,
the haptic ridges were important. Because of the ridges,
the participants did not have to look away from the road
to ﬁnd a target. Many participants using interface pVH
mentioned they could count the ridges to be sure of
their position while watching the road. With only visual
information, the participants needed to look away from the
road throughout the task. The interview answers indicate
that the participants looked oﬀ the road less often with
the partly corresponding visual-haptic interface (pVH) than
with the visual-only interface (V), which is good from a
driving and safety perspective. Furthermore, the interview
answers revealed that almost all participants who received
only visual information preferred haptic ridges and thought
the knobs lacked such ridges. This agrees with Lederman
andAbbott’s[29]theoryaboutecologicalvalidity.Thehaptic
rotary device resembles a mechanical knob that usually
provides ridges. This might be expected by the participants
and explain why they thought they were lacking. If they had
used a nonhaptic computer mouse instead, they might not
have thought of haptic ridges as a possible improvement.
6.2. Second Hypothesis. The second hypothesis in the paper
was rejected: a fully corresponding interface with haptic
textures (fVH) did not produce higher performance results
thananinterfacewithhapticridges(pVH).Thehapticrotary
device’s full potential was used in the fully corresponding
visual-haptic interface (fVH) with the intention to ease
driver demand and facilitate use. Redundant information
was expected to aid decision making. The expectations were
based on results from a study by Grane and Bengtsson [30]
whereafullycorrespondingvisual-hapticinterfacegenerated
fewer turn errors and less mental demand than a partly cor-
responding interface. In this paper, however, no diﬀerences
between the interfaces were found, and consequently the
results do not correspond with Grane and Bengtsson’s [30]
ﬁndings. The main diﬀerence between the two studies is that
this study comprised a simulated driving task and the Grane
and Bengtsson’s [30] study did not. Accordingly, a fully
corresponding interface that normally induces low mental
demand cannot be expected to give the same positive results
inadrivingsituation.Theinterviewsrevealedaninconsistent
comprehension of the fully corresponding interface. A few
participants reported that the haptic textures were useful
while some described them as unnecessary. Apparently, there
is a risk that haptic information intended to facilitate the use
of a visual menu selection interface is confusing rather than
helpful.
6.3. The Fully Corresponding Interface. According to the
interviews, the perception and comprehension of the fully
corresponding interface varied and three diﬀerent groups
were found. A few participants did not perceive the haptic
textures, only the haptic ridges separating the menu items.
Guest and Spence [40] point out that there is no evidence
for enhanced discrimination performance with visual-haptic
texture perception. Rather, the two senses seem to act
independently and divided attention between the modali-
ties reduces each senses’ ability to discriminate. In highly
demanding environments, such as driving a vehicle, this
eﬀect could be further augmented. This may explain why
someoftheparticipantsusingthefullycorrespondingvisual-
haptic interface only sensed a part of the haptics provided,
the haptic ridges. The ridges stood out more since they had
a higher torque than the haptic textures and therefore were
easier to discriminate.
Some of the participants using the fully corresponding
visual-haptic interface (fVH) sensed more haptic informa-
tionthanridgesbutdidnotcomprehendthecorrespondence
with the visual information provided. According to Ernst
and B¨ ulthoﬀ [41], information from diﬀerent modalities
has to be eﬃciently merged to form a coherent percept.
If visual and haptic information are to be integrated, it
should be clear that the information comes from the same
object. Wall and Harwin [42] remarked that visual and
haptic exploration through probes and monitors provides
approximations rather than exact models of natural surfaces.
Even if an interface is designed to be corresponding, it is
unclear whether users will merge the information as in real
life.Exactlyhowthebraindecidestointerpretinformationas
a whole is not known. According to Ernst and B¨ ulthoﬀ [41],
signalsshouldmostlikelynotdiﬀertoomuchspatially.Inthe
study described in this paper, the information that meets the
eye and the hand are separated spatially. It could be diﬃcult
for the brain to build a whole from those obvious separated
information bearers even though the signals match in time
and have a similar design. This may explain why some of
the participants using the fully corresponding interface did
not interpret it as coherent. However, in a study by Grane10 Advances in Human-Computer Interaction
and Bengtsson [30], a fully corresponding interface with a
similarspatialseparationasfoundinthispaperprovedbetter
than a partly corresponding interface. The main diﬀerence
between the study described in this paper and Grane and
Bengtsson’s study [30] is that Grane and Bengtsson’s study
[30] lacked a simulated driving task. Therefore, the problem
with integrating the haptic and visual information might
be an eﬀect of rational resource utilization due to mental
overload. According to Ernst and B¨ ulthoﬀ [41], the brain is
not willing to wait for an accurate answer if it can deliver a
quick, uncertain response. If it is easier to grasp the visual
information describing the textures, some of the participants
may have responded based on that information only without
spending time on the haptic textures. As concluded by
Wickens [18] and Lederman and Abbott [29], some tasks
are more appropriate for one modality than another. When
drivers want to ﬁnd a target in a menu as quickly as possible,
it is naturally more eﬀective to visually scan a menu than to
serially turn through a haptic menu. If the textures already
are perceived visually, it may seem unnecessary to use mental
resources to merge the haptic information with the visual
information. The perceived noncorrespondence between the
haptic and visual information could also be explained by
Lederman and Abbott’s [29] theory of ecological validity. It
is possible that the participants used a familiar behaviour.
Visual menu selection interfaces are more commonly found
in daily life without informative haptics. As a result, the
participants might have expected the visual information,
perhaps accompanied with haptic ridges and consequently
would have been more open to the visual stimuli and
confused by the haptic textures. With more contact with
these types of systems, it might be easier to take in and
process the haptic information. More experienced users
might learn new interaction strategies that use the haptic
information in a resource-eﬀective manner.
Interestingly, some participants using the fully corre-
sponding visual-haptic interface (fVH) had no problems
sensing the haptic information and interpreted it as cor-
responding with the visual interface. According to their
interview answers, some still considered the haptic textures
as unnecessary although two participants considered them
useful. One of those two participants said he did not need
the visual information and chose to use only the haptics so
he could pay more attention to the road. Why did he do
that if the available visual information was more eﬃcient to
process? Could it be that the haptic modality dominates over
visual for some people? Visual information is traditionally
said to dominate haptic information in multimodal tasks.
This was shown by Rock and Victor [43] and has been
proven by others. Interestingly, in the Rock and Victor
[43] study, two out of ten participants mainly used the
haptic information, indicating a haptic dominance for those
two. Lederman et al. [44] question vision as the dominant
modality; they found vision to be important when spatial
density was judged and tactile cues important when rough-
ness was judged. Furthermore, McDonnell and Duﬀett [45]
found a clear individual diﬀerence in modality dominance.
If haptic dominates vision for some people, it could possibly
explain why the haptic information was interpreted as
corresponding for some of the participants in the study even
though they never had used a similar interface. Accordingly,
when designing interfaces for demanding situations such as
driving, the designer should not trust that users will use the
most eﬃcient information.
6.4. Third Hypothesis. In the third hypothesis, the haptic
information was expected to be useful even though it would
induce lower performance results than when visual infor-
mation was used concurrently. This hypothesis was tested
by including an interface with haptic-only information. By
removing the visual interface, the participants were forced to
rely on their haptic sense. The third hypothesis was accepted
since the participants managed to complete the tasks with
this interface. Furthermore, as expected the haptic-only
interface demanded more time and resulted in more turn
errors than the other interfaces with visual information. In
addition, more push errors were made with the haptic-only
interface when compared to the partly redundant interface
(pVH). For clariﬁcation, a turn error was registered when
a target was passed without being selected and a push
error when the wrong target was selected. Other studies
also have found haptic exploration of objects to be more
time consuming than visual exploration [30, 31]. This could
be expected since a haptic search using a rotary device is
restricted to serial and requires repeated hand movements
back and forth in a menu ﬁeld to sense the textures [46].
Moreover, the menu items could easily be compared visually,
while a haptic comparison required a hand movement.
Haptic comparison of textures while searching for the
target could also explain the increased turn errors. If the
participants were uncertain about a target and wanted to
compare it with other textures, the target sometimes needed
to be passed over without being selected, resulting in a turn
error. According to the interview answers, the participants
using the haptic-only interface had problems diﬀerentiating
the textures. This explains the increased number of turn
errors and the increased number of push errors. It is
clear that the haptic information did not provide suﬃcient
support for making quick selections. Most participants using
the haptic-only interface described it as diﬃcult to use
and would rather use an interface with visual support.
Nevertheless,manyparticipantswerenegativetowardvisual-
only information, a common setup in many vehicles today.
Since the interfaces used in this study were developed for
this study only, the novelty was high. With more interaction,
performance might improve. Furthermore, the interfaces
were developed primarily for modality comparison. Other
types of haptic eﬀects, developed with a focus on usability,
might be more easily comprehended and used, especially
after some training.
6.5. Further Research. This study focused on secondary
task performance. An interesting continuation of this study
would be to analyse driving data. Secondary task perfor-
mance does not necessarily correlate with driver perfor-
mance. Moreover, the primary task in this study was consti-
tuted by a simple desktop simulator. It would be interestingAdvances in Human-Computer Interaction 11
to increase validity by further investigating haptic-visual
interfaces with more advanced driving simulators or real
driving.
7. Conclusions
As expected in the ﬁrst hypothesis, a multimodal approach
that adds haptic information to an in-vehicle visual interface
for solving menu selection tasks supported the partici-
pants’ performance. However, this applied for a visual-
haptic interface with marked menu boarders and not for
a fully corresponding visual-haptic interface. Consequently,
the second hypothesis was rejected. Interestingly, the fully
corresponding visual-haptic interface, expected to ease inter-
action by providing redundant visual-haptic information,
was interpreted and comprehended diﬀerently by the users.
Some participants did not sense all haptics provided, and
some did not comprehend the correspondence between
the senses. This study makes clear that a haptic interface
that correlates well with an in-vehicle visual interface could
confuse rather than support some drivers. Furthermore, this
study clariﬁes the importance of including some form of
driving task when testing in-vehicle interfaces. The results in
this study did not correspond with the ﬁndings in a similar
studywithnodrivingtask[30].Afullycorrespondingvisual-
haptic interface proved better when no driving task was
included. Moreover, an informative haptic interface could
be used without any visual information, as expected in
the third hypothesis. Finally, this study does not present a
fully developed solution, but it does provide a step towards
an explanation to why haptic interfaces sometime confuse
rather than support drivers using in-vehicle interfaces.
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