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Abstract
We deﬁne equivariant asymptotic morphisms between C0ðXÞ-algebras and construct the
category of homotopy classes of such morphisms. Based on this category we construct the
category of homotopy classes of asymptotic morphisms which are equivariant with respect to
an action of a groupoid. We then deﬁne and study the corresponding equivariant E-theory.
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0. Introduction
In recent years, groupoids have been considered in connection with the Baum–
Connes conjecture. The early formulation given by Baum and Connes [3] already
involved not only group actions but also foliations. They deﬁned a topological K-
theory for a foliation and an assembly map:
KðV ;FÞ-KCr ðV ;FÞ
relating it to the K-theory of its reduced C-algebra. The conjecture states that this
map is an isomorphism.
In the group case, this assembly map was translated within the equivariant KK-
theory for C-algebras acted upon by groups [18] which proved to be a versatile
framework allowing many proofs to be carried out. Equivariant KK-theory was
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extended to actions of Hausdorff groupoids by Le Gall [21] and used by Tu to
reformulate the assembly map for groupoids and to prove the conjecture in some
important cases [33,34]. It is noteworthy that the coarse version of the Baum–Connes
conjecture can be seen as a particular case of the groupoid formulation [32].
Moreover, the groupoid case turned out to be a source of inspiration for the group
case [6].
We have at our disposal a variant of KK-theory, E-theory. In the non-equivariant
case it was constructed by Connes and Higson [8] and in the group case by Higson
et al. [13] and the proof by Higson and Kasparov of the Baum–Connes conjecture
for amenable groups [14] used E-theory elements.
In this article we construct the equivariant E-theory for groupoids acting on C-
algebras. We consider a class of non-Hausdorff groupoids which comprises
holonomy groupoids and Lie groupoids, for which we deﬁne the action on a C-
algebra.
E-theory is based on the following notion. Let T ¼ ½1;þN½: An asymptotic
morphism between two (separable) C-algebras A and B is a family of maps
ðjtÞtAT : A-B verifying
(i) jtða þ lbÞ  jtðaÞ  ljtðbÞ-0;
(ii) jtðabÞ  jtðaÞjtðbÞ-0;
(iii) jtðaÞ  jtðaÞ-0
as t-þN and such that for every aAA; t/jtðaÞ is continuous. Two asymptotic
morphisms j0t and j
1
t are (asymptotically) equivalent if j
0
t ðaÞ  j1t ðaÞ-0 when
t-þN for all aAA: A stronger equivalence relation is the homotopy between
asymptotic morphism, which is deﬁned by taking an asymptotic morphisms from A
to B½0; 1 whose evaluation in 0 and 1 gives the asymptotic morphisms j0t and j1t :
Asymptotic morphisms compose as follows: if ct : B-C is another asymptotic
morphism, there is a function r : T-T with limt-þN rðtÞ ¼ þN such that the
family crðtÞ3jt is an asymptotic morphism. Moreover, crðtÞ and ct are homotopic
and the composition deﬁned in this way passes to an associative law at the level of
homotopy classes of asymptotic morphisms. This is the initial approach developed
in [8,9].
An asymptotic morphism j can also be seen as a -morphism from A to the
quotient algebra CbðT ; BÞ=C0ðT ; BÞ of bounded B-valued functions on T by the
ideal of functions which vanish at inﬁnity. This point of view is developed in [13] and
we adopt it here as it turns out to be more convenient for our purpose.
A summary of this article is as follows.
In the ﬁrst section we deﬁne the category of homotopy classes of asymptotic
morphisms between C0ðXÞ-algebras. We ﬁrst need a few lemmas about C0ðX Þ-
algebras and then we construct this category based on the analogous category
constructed by Guentner, Higson and Trout in the case of a group action. Some non-
trivial facts (like the composition) translates without difﬁculty to our case as all
arguments can be carried out with the extra conditions of working with C0ðX Þ-
algebras and C0ðXÞ-morphisms.
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In the second section we start by recalling some deﬁnitions about groupoids and
actions of groupoids on C-algebras. We consider not only the Hausdorff case, as
outlined in [28], but also actions by non-Hausdorff groupoids of a certain type
modelled from the holonomy groupoid of a foliation. We deﬁne the action of such a
groupoid on a C-algebra. This deﬁnition agrees with the deﬁnition given by Le Gall
in the Hausdorff case.
We then deﬁne the corresponding category of equivariant asymptotic
morphisms with respect to actions of groupoids. This category is based on
the former one in a non-trivial way. We check that the Connes–Higson construction
associates an equivariant asymptotic morphism to an equivariant extension thus
showing that our deﬁnitions are correct. After recalling some facts about
the module L2ðGÞ associated to a groupoid with Haar system, we deﬁne the
equivariant E-theory groups for groupoids. We study the properties of these




Unless stated, all topological spaces are locally compact Hausdorff and s-
compact. Denote by CbðX Þ the C-algebra of complex valued, continuous, bounded
functions on a topological space X and by C0ðXÞ the ideal of functions vanishing
at inﬁnity. A C0ðX Þ-algebra is a C-algebra endowed with a non-degenerate
representation C0ðXÞ/ZðMðAÞÞ of C0ðX Þ into the center ZMðAÞ of the multiplier
algebra of A: Thus a C0ðXÞ-algebra is a Banach C0ðX Þ-module such that C0ðXÞA ¼
A: Note that C0ðXÞA is closed for any Banach module A over C0ðX Þ [5]. C0ðX Þ-
algebras (along with the corresponding modules) are non-commutative analogous of
ﬁber bundles and were introduced in K-theory by Kasparov in [18]. The following
deﬁnitions are easily understood in this spirit.
Denote by CcðX Þ the subalgebra of all compactly supported functions in C0ðXÞ
and by Ac ¼ CcðXÞA the corresponding algebra inside A: For an open set UCX the
subalgebra C0ðUÞA of elements with support in U is denoted by AU :
For every point xAX deﬁne the fiber in x as the quotient algebra
Ax ¼ A=ðf fAC0ðX Þj f ðxÞ ¼ 0gÞA
and denote by ax the image in Ax of an element aAA: The map x/jjaxjj from X to
Rþ is upper semicontinuous and jjajj ¼ supxAX jjaxjj [5].
Hence a C0ðX Þ-algebra A deﬁnes a family of C-algebras ðAxÞxAX together with
families of elements ðaxAAxÞxAX : Some C0ðXÞ-algebras naturally appear as such
families. The appropriate deﬁnition is the following [25]: a C-bundle over X is given
by a triple ðX ; fAxgxAX ;GðAÞÞ; where GðAÞ is a set of functions (called sections)
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f : X-
S
xAX Ax with f ðxÞAAx such that:
(i) GðAÞ is a C-algebra with the sup norm;
(ii) 8xAX ; Ax ¼ f f ðxÞ : fAGðAÞg;
(iii) 8fAGðAÞ and 8e40; the set fx : jj f ðxÞjj4eg is compact;
(iv) 8hACðXÞ; fAGðAÞ; the section hf is in GðAÞ where ðhf ÞðxÞ ¼def hðxÞ f ðxÞ:
By the Dauns–Hofmann theorem any C0ðX Þ-algebra is isomorphic to its
corresponding C-bundle [25,29]. Let A; B be two C-algebras which are also
C0ðXÞ-modules. A C0ðXÞ-morphism is a -morphism of C-algebras j :A-B such
that jð faÞ ¼ fjðaÞ for all fAC0ðXÞ and aAA:
For a -morphism j : A-B; being a C0ðXÞ-morphism is a local condition:
Lemma 1.1. Let A; B be two C0ðX Þ-algebras and let j :A-B be a -morphism. Then
j is a C0ðXÞ-morphism if and only if every xAX has an open neighborhood Vx such
that jð faÞ ¼ fjðaÞ for all fAC0ðVxÞ and all aAAVx :
Proof. The direct implication is obvious, we prove the converse. Take aAAc and
fACcðX Þ: Let K be a compact set including the supports of f and of a: Take
x1;y; xnAX such that ðVxiÞi covers K : Write a ¼
P
ai and f ¼
P
fi with aiAAVxi
and fiAC0ðVxiÞ for all i ¼ 1; 2;y; n: Let, for each i; yi be a function in C0ðVxiÞ which
is equal to 1 on the support of ai: For each pair i; j we get
fijðajÞ ¼ fijðyjajÞ ¼ fiyjjðajÞ
¼jð fiyjajÞ ¼ jð fiajÞ;
from which the claim follows easily. &
Denote by C0ðX Þ-alg the category of C0ðXÞ-algebras and C0ðXÞ-morphisms. Note
that a C0ðXÞ-morphism j : A-B induces for every xAX a -morphism jx :Ax-Bx:
We give now some examples of C0ðXÞ-algebras which are relevant for us. Denote
by# the maximal tensor product for C-algebras.
Examples. (a) Let X and Y be two topological spaces and let p : Y-X be a
continuous map. The induced map p : C0ðXÞ-CbðYÞ deﬁnes a C0ðX Þ-algebra
structure on C0ðYÞ:
(b) For any C-algebra A; C0ðXÞ#A is a C0ðX Þ-algebra with all ﬁbers isomorphic
to A: Slightly more general, if A is a C-algebras and B a C0ðX Þ-algebra, then A#B
is a C0ðX Þ-algebra whose ﬁber in x is A#Bx:
(c) Let A be a C0ðX Þ-algebra and let E be a Hilbert A-module. Then the algebras
KðEÞ of compact operators on E is a C0ðX Þ-algebra [18]. Let Ex ¼ E#AAx; there is
a natural identiﬁcation between KðExÞ and KðEÞx: For TALðEÞ deﬁne the ﬁber
TxALðExÞ by Tx ¼ T#1:
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(d) Let G be a locally compact and s-compact group, H a closed subgroup
of G; and A an H-algebra. The induced algebra indGHðAÞ is the C-algebra
of all continuous functions f : G-A such that f ðghÞ ¼ h1f ðgÞ for all gAG and hAH
and such that jj f jj; regarded as a function on G=H vanishes at inﬁnity. It is a
G-algebra and the projection p : G-G=H endows indGHðAÞ with a C0ðG=HÞ-algebra
structure.
Let A be a C0ðX Þ-algebra and B a C0ðYÞ-algebra, then the maximal tensor
product A#B is a C0ðX  YÞ-algebra [5, Corollary 3.6] with ﬁbers given by
ðA#BÞðx;yÞ ¼ Ax#By: In particular for Y ¼ X ; A#B is a C0ðX  XÞ-algebra.
Deﬁne the (maximal) tensor product of the C0ðXÞ-algebras A and B over C0ðXÞ as
the quotient
A#X B ¼ ðA#BÞ=CDðA#BÞ;
where CD is the ideal of C0ðX  XÞ which are zero on the diagonal; A#X B is a
C0ðXÞ-algebra with ﬁbers ðA#X BÞx ¼ Ax#Bx: It can also be seen as the restriction
of A#B to the diagonal of X  X (cf. [12, Lemma 2.4]).
This tensor product has also the following universal property (cf. [12,
Remark 2.5]):
Lemma 1.2. The tensor product A#X B is the unique C0ðX Þ-algebra E such that:
* there are injective C0ðXÞ-morphisms iA : A-MðEÞ and iB : B-MðEÞ with com-
muting ranges (i.e., iAðaÞiBðbÞ ¼ iBðbÞiAðaÞÞ and such that the spanfiAðaÞiBðbÞg
is dense in E;
* for every C0ðXÞ-algebra D and every pair of commuting C0ðX Þ-morphisms
jA : A-MðDÞ and jB : B-MðDÞ there is a C0ðXÞ-morphism f : E-MðDÞ such
that jA ¼ f3iA and jB ¼ f3iB:
A immediate consequence of this and of the universal property of the maximal
tensor product for the C-algebras is:
Corollary 1.3. For any C0ðX Þ-algebras A and B and any C-algebra D there is a
C0ðXÞ-isomorphism D#ðA#X BÞCðD#AÞ#X B:
Example. Let A be a C0ðXÞ-algebra and p : Y-X a continuous map. Denote by pA
the C0ðX Þ-algebra
pA ¼ A#X C0ðY Þ:
Multiplication on the right deﬁnes a C0ðYÞ-algebra structure with ﬁbers ðpAÞy ¼
ApðyÞ for all yAY : Note that, if B is a C0ðXÞ-algebra and j : A-B is a C0ðX Þ-
morphism, then pj :¼ j#1 : pA-pB is a C0ðYÞ-morphism. Thus p deﬁnes a
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covariant functor p : C0ðXÞ-alg-C0ðYÞ-alg which is compatible with the tensor
products#X and#Y :
Lemma 1.4. There is a natural identification of pðA#X BÞ with pA#Y pB:
Proof. The universal property of the tensor product over C0ðY Þ implies that
for any C0ðX Þ-algebras A and D and any C0ðX Þ-morphism j : A-MðDÞ there is
an induced C0ðYÞ-morphism pj : pA-MðpDÞ: With the notation above,
piA : pA-MðpðA#Y BÞÞ and piB : pB-MðpðA#Y BÞÞ is a pair of commuting
C0ðYÞ-morphisms that induces a C0ðY Þ-morphism from pA#Y pB to pðA#X BÞ
with the ﬁbers given by the identiﬁcations between ApðyÞ#BpðyÞ and
ðA#X BÞpðyÞ: &
This construction is natural: if Z is another topological space and q : Z-Y a
continuous map, then ðp3qÞ ¼ q3p : C0ðXÞ-alg-C0ðZÞ-alg:
Let A; B be two C0ðXÞ-algebras, E a Hilbert A-module and F a Hilbert B-module,
then E#F is a Hilbert A#B-module. Let p : A#B-A#X B be the canonical
projection and deﬁne the exterior tensor product over C0ðXÞ by
E#X F ¼ ðE#FÞ#pðA#X BÞ:
Lemma 1.5. Suppose that A ¼ C0ðX Þ: With the notation above E#X F ¼ E#C0ðX ÞF ;
the interior tensor product of E and F over C0ðX Þ:
Proof. Here the interior tensor product is taken with respect to the natural
action C0ðXÞ-LðFÞ described in the example (c) above. For elementary tensors we
get /e1#f1; e2#f2S ¼ /e1; e2S/ f1; f2S and the composition C0ðXÞ#B!p C0ðXÞ
#X B!C B is given by f#b-fb thus proving the claim. &
Note that there is for all xAX a natural isomorphism between the Hilbert Ax#Bx-
modules ðE#X FÞx and Ex#Fx:
For a EA a Hilbert A-module over a C0ðXÞ-algebra, its ﬁber in x is a the
Hilbert Ax-module deﬁned by localization Ex ¼ E#AAx: The functor
p :C0ðX Þ-alg-C0ðY Þ-alg is also deﬁned for Hilbert module: pE is the Hilbert
pA-module pE :¼ E#X C0ðYÞ: Note that ðpEÞy ¼ EpðyÞ: Given an operator
TALAðEÞ; then its ﬁber in x is Tx ¼ T#1ALAxðExÞ and set pT :¼ T#1: Its
ﬁber in y is ðpTÞy ¼ TpðyÞ: Finally, the C0ðYÞ-algebras pKðEÞ and KðpEÞ are
isomorphic.
Remark 1.6. There is also a minimal tensor product for C0ðXÞ-algebras [5] but it is
not associative. Note also that one need exactness in order to deﬁne tensor products
in E-theory, so the maximal tensor product is also the correct choice from this point
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of view. One may also ask about deﬁning E-theory for continuous bundles of C-
algebras over X (versus only upper semicontinuous bundle as for C0ðXÞ-algebras)
but again they do not form a good category since the maximal tensor product with a
ﬁxed C-algebra may not be a continuous bundle [20].
These are the reasons why we construct E-theory for C0ðX Þ-algebras (acted upon
by groupoids) and their maximal tensor product.
1.2. C0ðX Þ-asymptotic morphisms
Let D be a C-algebra and denote by TD the C-algebra CbðT ; DÞ of bounded
continuous functions deﬁned on T ¼ ½1;þN½ with values in D; with the norm
jj f jj ¼ sup
tAT
jj f ðtÞjj:
Denote by T0D the ideal C0ðT ; DÞ of TD of functions vanishing at inﬁnity.
If D is a C0ðXÞ-algebra, C0ðXÞ is canonically represented in the center of the
multipliers of TD by
½ fhðtÞ ¼ fhðtÞ ð fAC0ðXÞ; hATD; tATÞ:
Lemma 1.7. T0D is a C0ðXÞ-algebra for every C0ðX Þ-algebra D:
Proof. The claim follows from the isomorphism T0DCC0ðTÞ#D and the example
(b) above. &
Deﬁnition 1.8. For every C-algebra D; the asymptotic algebra of D is the quotient
C-algebra
AD ¼ TD=T0D:
TD is not in general a C0ðXÞ-algebra when D is one. More precisely:
Lemma 1.9. Suppose that X is not compact and that Dxa0 for all xAX ; then TD and
AD are not C0ðXÞ-algebras, with respect to the canonical representation of C0ðXÞ into
their multiplier algebras.
Proof. It sufﬁces to show the existence of an approximate unit ð fnÞnX1 for C0ðXÞ; of
an element hATD and of a sequence of points xnAX such that for tn :¼ n we
have
jjð fnhðtmÞ  hðtmÞÞxm jjX12 for all mXn:
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We construct xn inductively. First observe that it follows from the upper semi-
continuity of the function x/jjaxjj that for each x0AX ; there is an element aAD
such that jjax0 jj ¼ 1 and with jjajjo2:
Let ð fnÞnX1 be an approximate unit for C0ðX Þ and deﬁne
K1 ¼ fxAX j j f1ðxÞjX12g;
Knþ1 ¼ Kn,fxAX j j fnþ1ðxÞjX12g for nX1:
(
Take xnAX \Kn and a hnAD with jjhnjjo2 and jjðhnÞxn jj ¼ 1: For tA½n; n þ 1½; write
t ¼ n þ s for some sA½0; 1½ and deﬁne hðtÞ ¼ shnþ1 þ ð1 sÞhn: The element thus
obtained hATD veriﬁes
jjhjjp2 and jjhðtnÞjj ¼ jjhnjjXjjðhnÞxn jj ¼ 1;
and for mXn
jjð fnhðtmÞ  hðtmÞÞxm jj ¼ jj½ð fn  1ÞhðtmÞxm jj ¼ j fnðxnÞ  1j jjhðtnÞxn jjX12;
as wanted. &
Deﬁnition 1.10. Deﬁne the C0ðX Þ-algebras TX D ¼ C0ðX ÞTD and AX D ¼
C0ðXÞAD:
Elements of these algebras are functions (or classes of functions) which fulﬁll an
extra condition:
Lemma 1.11. Let D be a C0ðXÞ-algebra, then TX D is the subalgebra of CbðT ; DÞ of
bounded functions h : T-D such that for every E40 there is a compact set KECX such
that fxAX j jjhðtÞxjjXEgCKE 8tAT :
Proof. Suppose that hACbðT ; DÞ veriﬁes this condition. For an E40; let aEACcðXÞ
be a function such that 0paEp1 and with aEðxÞ ¼ 1 for all xAKE: Then:
jjaEh  hjj ¼ sup
tAT ;yeKE
jð1 aEÞðyÞj jjhðtÞyjjpE;
thus showing that hAC0ðXÞTD ¼ TX D: Conversely, if hATD does not have this
property, the same argument as for the lemma above shows that there is an E40 such
that jj fh  hjjXE
2
for all fAC0ðX Þ; 0pfp1 and thus heTX D: &
The condition in the lemma above makes sense for functions of n variables
(just replace T by Tn) and it is easily seen to be the condition one function
f : Tn-D (whose class is in AnD) has to fulﬁll in order to give an element of AnX D:
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Hence
AnX D ¼ C0ðX ÞAnD
as the elements of both algebras are characterized by the same extra condition. Note
that not all functions f : Tn-D give classes in AnD (see [13] for a more detailed
analysis of this function algebras).
Deﬁnition 1.12. Let A and B be two C0ðX Þ-algebras. A C0ðXÞ-asymptotic morphism
is a C0ðX Þ-morphism j : A-AnX B for some nX0:
For such a C0ðXÞ-morphism j; jðAÞCC0ðXÞAnB ¼ AnX B; so there is no new
restriction on the range of j:
A C0ðXÞ-asymptotic morphism j : A-AX B is thus an application which
associates to each aAA the class of a function tAT/jtðaÞAB verifying
(i) ðjtÞtAT is an asymptotic morphism from A to B;
(ii) 8fAC0ðX Þ 8aAA; limt-þN jjjtð faÞ  fjtðaÞjj ¼ 0:
One can construct the E-theory for C0ðXÞ-algebras starting with this as deﬁnition,
as it was done in [26].
For every C-algebra D denote by aD : D-AD the asymptotic morphism which
associates to each dAD the class of the constant function equal to d: If D is a C0ðX Þ-
algebra, then aD is obviously a C0ðX Þ-asymptotic morphism.
Lemma 1.13. Let D be a C0ðXÞ-algebra; there is a short exact sequence:
0-T0D-TX D!pX AX D-0;
where pX denotes the restriction of the quotient map p :TD-AD to TX D:
Proof. In the short exact sequence 0-T0D!i TD!p AD-0; i and p are C0ðX Þ-
morphisms. But T0D is a C0ðX Þ-algebra, thus iðT0DÞCTX D and also
pðTX DÞCAX D: Injectivity of i and surjectivity of pX are obvious and exactness in
the middle follows from the fact that Ker p ¼ Im i is itself a C0ðXÞ-algebra hence
Ker pX ¼ Ker p: &
An important property of the algebra AX D is that D/AX D is a functor on the
category of C0ðX Þ-algebras. For every C0ðXÞ-morphism j : D1-D2; there are
C0ðXÞ-morphisms T0j :T0D1-T0D2 and Tj :TX D1-TX D2 obtained by compos-
ing a function from T to D1 further with j: There is also an induced map
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Aj :AX D1-AX D2 ﬁtting into a commutative diagram









Lemma 1.15. The functor AX is exact.
Proof. The lemma follows from the exactness of A (cf. [13, Lemma 2.4]) and a
similar argument as for the lemma above. &
Deﬁnition 1.16. Two C0ðX Þ-asymptotic morphisms j0;j1 : A-AnX B are n-homo-
topic if there is an interval I ¼ ½a; b and a C0ðX Þ-asymptotic morphism
j : A-AnX IB such that j0 and j1 are given by evaluation of j in a and in b:
Note that the 0-homotopy is the homotopy of C0ðX Þ-morphisms.
Proposition 1.17. The n-homotopy is an equivalence relation on C0ðX Þ-asymptotic
morphisms from A to AnX B:
Proof. Reﬂexivity and symmetry are obvious. For the transitivity, consider two
C0ðXÞ-morphisms c1 : B1-B and c2 : B2-B: The algebra
B1"BB2 ¼ fb1"b2AB1"B2jc1ðb1Þ ¼ c2ðb2Þg
is a Banach C0ðXÞ-module with the multiplication f ðb1"b2Þ ¼ fb1"fb2; and the
projections
pi : b1"b2AB1"BB2/biABi ði ¼ 1; 2Þ
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are C0ðX Þ-morphisms. So are the projections
Anpi :A
n
X ðB1"BB2Þ-AnX Bi ði ¼ 1; 2Þ;
and (using the exactness of AX ) it follows the existence of an induced C0ðX Þ-
morphism
AnX ðB1"BB2Þ-AnX B1"AnX BAnX B2;
which is an isomorphism (cf. [13, Lemma 2.5]). Let F1 : A-A
n
X I1B be a n-homotopy
between the C0ðX Þ-asymptotic morphisms j0;j1 : A-AnX B and let F2 : A-AnX I2B
be a n-homotopy between the C0ðXÞ-morphisms j1;j2 : A-AnX B: We can suppose
I1 ¼ ½a; b and I2 ¼ ½b; c: From above we deduce that the map
F ¼F1"F2 : A-AnX I1B"AnX BAnX I2B
CAnX ðI1B"BI2BÞCAnX IB;
where I ¼ ½a; c and I1B-B; I2B-B are given by the evaluation in b; deﬁnes a
C0ðXÞ-homotopy between j0 and j2; thus proving the transitivity. &
This proof shows that one can adapt the results from [13] concerning the
homotopy category of asymptotic morphisms to C0ðX Þ-asymptotic morphisms
because a; A and all the homotopies used in the proofs turn out to be C0ðX Þ-
morphisms when the concerned algebras are C0ðX Þ-algebras. Hence we state the
following without a proof.
Deﬁnition 1.18. Denote by 1A; BUXn the set of n-homotopy classes of C0ðX Þ-
asymptotic morphisms from A to AnX B:
If j :A-AnX B is a C0ðX Þ-asymptotic morphism, the composition
A!j AnX B !AnðaBÞAnþ1X B
is a C0ðXÞ-asymptotic morphism and deﬁnes a map 1A; BUXn-1A; BUXnþ1: Note
that this map can also be deﬁned by the composition A!j AnX B !aAnB Anþ1X B:
Deﬁnition 1.19. Denote by 1A; BUX the inductive limit lim- 1A; BU
X
n :
Theorem 1.20. Let A; B; C be three C0ðX Þ-algebras. Then A!j A jX B !A jðcÞA jþkX C
where j :A-A jX B and c : B-A
k
X C are two C0ðX Þ-asymptotic morphisms, defines an
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associative composition law
1A; BUX  1B; CUX-1A; CUX :
Moreover, if A is separable, the inclusion 1A; BUX1-lim- 1A; BU
X
n is a bijection.
Proof. The ﬁrst part of the theorem states the associativity of the composition law.
The proof of [13, Proposition 2.12] remains valid without changes.
Let us take a closer look at the second claim, which is an alternative way of
describing the composition of asymptotic morphism between separable C-algebras.
As we have already said, the initial approach [8] to the composition of two
asymptotic morphisms jt :A-B and ct : B-C; consists in ﬁnding a function
r : T-T such that limt-þN rðtÞ ¼ þN for which the family crðtÞ3jt forms an
asymptotic morphism. Such a function exists provided that A is separable. Connes
and Higson also proved that deﬁned in this way, the composition deﬁnes an
associative operation on the homotopy classes of asymptotic morphisms.
In [13], with the use of the algebras AnB this is reformulated as follows: identify
the asymptotic morphisms jt : A-B and ct : B-C with the morphisms j : A-AB
and c : B-AC: The composition AðcÞ3j : A-A2C can be seen as the class of a two
parameter family of maps ct23jt1 : A-C from which one recover the asymptotic
morphism crðtÞ3jt by restriction to the graph of the above function r: More precisely,
let DCA2C be a separable subalgebra, then there exists such a function r with the
property that restriction of a two variables function to the graph of r deﬁnes a -
homomorphism R : D-AC: Moreover, the inclusion DCA2C is 2-homotopic to the
composition aC3R and hence factorizes through AC; from which follows the second
claim of the theorem.
These arguments can be found in [13, Lemma 2.17]. For C0ðX Þ-algebras, observe
that if DCA2X C is a separable subalgebra, then the map R obtained above by
restriction to the graph of the function r is a C0ðX Þ-morphism. The 2-homotopy used
in this factorization is given by
Hðt1; t2; sÞ ¼
Fðt1; t2Þ if t14srðt2Þ;
Fðsrðt2Þ; t2Þ if t1psrðt2Þ

and it is obviously a C0ðXÞ-homotopy. Finally, the proof of [13, Claim 2.18], which
states the existence of such a function r; is exactly the same. &
Deﬁnition 1.21. Denote by C0ðXÞ-asym the category whose objects are the C0ðX Þ-
algebras and whose arrows are the homotopy classes of C0ðXÞ-asymptotic
morphisms.
Consider now a functor F :C0ðX Þ-alg-C0ðY Þ-alg; we want to give sufﬁcient
conditions for the existence of a functor %F : C0ðXÞ-asym-C0ðY Þ-asym canonically
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associated to F : These are the same as in [13] from where the following deﬁnition is
taken.
For every functor F deﬁned on a category of C-algebras, ﬁx t into an interval I
and denote FðevtÞ : FðIBÞ-FðBÞ the -morphism image by F of the evaluation in t:
Deﬁnition 1.22. A functor F is continuous if for every hAFðIBÞ; the function
t/FðevtÞðhÞ from I to FðBÞ is continuous.
In this case let i denote the map i : FðIBÞ-IFðBÞ deﬁned by iðhÞ ¼ t/FðevtÞðhÞ:
Note that if there is a natural isomorphism FðI ÞCIFðÞ; then F is obviously
continuous.
Let i : FðTX BÞ-TY FðBÞ and i0 : FðT0BÞ-T0FðBÞ be the corresponding maps. In
order to ensure the existence of an induced map iF : FðAX BÞ-AY FðBÞ; we need to
suppose that F is also exact. In this case there is a morphism iF : FðAX BÞ-AY FðBÞ
deﬁned by the following commutative diagram:
With the help of this map we can extend F to the category C0ðXÞ-asym as follows:
Deﬁnition 1.23. For every C0ðXÞ-asymptotic morphism j :A-AX B; deﬁne
%FðjÞ : FðAÞ-AY FðBÞ by %FðjÞ ¼ iF 3FðjÞ:
Proposition 1.24. Let F : C0ðXÞ-alg-C0ðYÞ-alg be a continuous and exact functor.
The correspondence which associates to any j : A-AnX B the asymptotic morphism
%FðjÞ : FðAÞ-AnY FðBÞ defines a functor %F : C0ðXÞ-asym-C0ðYÞ-asym:
Proof. The only thing to add to the proof of Theorem 3.5 from [13] is the fact that
%FðjÞ is a C0ðYÞ-asymptotic morphisms, which comes down to show that iF is a
C0ðYÞ-morphism. But evt : IB-B is a C0ðX Þ-morphism, hence FðevtÞ : FðIBÞ-FðBÞ
is a C0ðY Þ-morphism and so is iF : FðIBÞ-IFðBÞ:
Take hAFðAX BÞ and fAC0ðYÞ: Choose h0AFðTX BÞ such that FðpX Þðh0Þ ¼ h:
Then we have
iF ð fhÞ ¼ iF ð fFðpX Þðh0ÞÞ ¼ ½iF 3FðpX Þð fh0Þ
¼ ðpY 3iÞð fh0Þ ¼ f ðpY 3iÞðh0Þ ¼ fiF ðhÞ
thus proving that iF is a C0ðY Þ-morphism. &
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It is easy to check that the applications iF are natural in the sense that if j : A-B
is a C0ðX Þ-morphism, then the following diagram commutes:
The following lemma may be helpful for checking exactness.
Lemma 1.25. Let i : J-B and p : B-A be two C0ðXÞ-morphisms. If the sequence
0-Jx !ix Bx !px Ax-0
is exact for all xAX ; then the sequence
0-J !i B!p A-0
is exact.
Proof. We use the description of a C0ðXÞ-algebra in terms of a C-bundle provided
by the Dauns–Hofmann theorem. For a C0ðXÞ-algebra D; denote by GðDÞ the
associated C-bundle. We start by proving the surjectivity of p: Take aAGðAÞ:
pðGðBÞÞ is closed in GðAÞ; we can assume that a has a compact support K ; and show
that:
8E40 (bEAGðbÞ such that jjpðbEÞ  ajjoE:
Fix xAK and take bxAGðBÞ such that pðbxÞðxÞ ¼ aðxÞ: The function y-jjðpðbxÞ 
aÞðyÞjj is upper semicontinuous, thus there is a open neighborhood of x; Ux; such
that
jjðpðbxÞ  aÞðyÞjjoE 8yAUx:
Let Uxi ði ¼ 1; 2;y; nÞ be an open cover of K ; and wi ði ¼ 1; 2;y; n;NÞ a partition






implying the surjectivity of p: For the equality Im i ¼ Ker p take bAKer p: For every
xAX there is a hxAJ such that iðhxÞðxÞ ¼ bðxÞ; and by the same argument as above,
there is a hAJ such that iðhÞ ¼ b: The inclusion Im iCKer p and the injectivity of i
are obvious. &
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Corollary 1.26. For every continuous map p :Y-X ; the functor p : C0ðXÞ-alg-
C0ðYÞ-alg is exact.
Remark 1.27. One can also use the universal property of the tensor product over
C0ðXÞ to prove this result.
Continuity follows from the isomorphism pðIAÞCIpðAÞ provided by
Corollary 1.3.
Proposition 1.28. For every C0ðXÞ-algebra D; for any continuous map p : Y-X and






Proof. Consider ﬁrst the case n ¼ 1: p is a continuous and exact functor, thus there
is a C0ðY Þ-morphism
ip : p
AX D-AY pD:
To prove injectivity consider the functor F on the category of C-algebras which
associates to a C-algebra D the tensor product D#C0ðYÞ: The corresponding
application iF is deﬁned by the diagram
in which the ﬁrst vertical map is an isomorphism, the second is an injection, so the
third is also one. All the maps are C0ðX  XÞ-morphism, and by restriction to the
diagonal of X  X we obtain the diagram deﬁning ip which is hence injective.
For a general n; we deﬁne inductively inp by the composition
pAnX D!
ip
AY ðpAn1X DÞ !AY ðin1p ÞAnY pD:
Naturality, i.e., ip3q ¼ iq3ip; is easily veriﬁed. &
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This functor associates to a C0ðX Þ-algebra A its ﬁber in x; Ax; it is continuous and
exact and hence there is an injective -morphism
ix : ðAX AÞx-AAx:
2. Equivariant asymptotic morphisms
2.1. Actions of groupoids on C-algebras
In this section we deﬁne the notion of an asymptotic morphism which is
equivariant with respect of an action of a groupoid. We ﬁrst recall the deﬁ-
nition of an action of a Hausdorff groupoid on a C-algebra as given by
Le Gall [21]. Then we extend this deﬁnition to action of some non-Hausdorff
groupoids [27,23].
Denote by G a groupoid (see [30] for a deﬁnition). We denote by Gð0Þ its space of
units, r; s :G-Gð0Þ the range and source map, Gð2Þ ¼ fðg1; g2Þjsðg1Þ ¼ rðg2Þg the set
of composable pairs, and Gx ¼ fgAGjrðgÞ ¼ xg for any xAGð0Þ:
A groupoid is proper if the map ðr; sÞ :G-Gð0Þ  Gð0Þ is proper.
Examples. (a) A topological space X is a groupoid with no arrows but units.
(b) A topological group is the other extreme example: in this case the space of
units is reduced to a point and all the arrows are composable.
(c) A bundle of topological groups over a space is a groupoid with two arrows
composable provided they sit in the same ﬁber.
(d) Let G be a topological group acting continuously on the right on a topological
space X : Then we denote by XsG the cross product groupoid of all triples ðy; g; xÞ
such that xg ¼ y; the range and source maps are given by sðy; g; xÞ ¼ x and
rðy; g; xÞ ¼ y: Composition is deﬁned by ðz; h; yÞ3ðy; g; xÞ ¼ ðz; gh; xÞ and inversion
by ðy; g; xÞ1 ¼ ðx; g1; yÞ:
(e) The holonomy groupoid G of a foliated space ðV ; FÞ and its reduction to a
complete closed transversal T ; GTT (see [7]).
We consider now the Hausdorff case: all groupoids and topological spaces are
supposed Hausdorff. The following deﬁnition is due to Le Gall [21].
Deﬁnition 2.1. Let G be a groupoid, X ¼ Gð0Þ its space of units and A a C-algebra.
A continuous action of G on A is given by a C0ðXÞ-algebra structure on A and
a C0ðGÞ-isomorphism a : sA-rA such that for each composable pair
ðg; g0ÞAGð2Þ; ag3g0 ¼ ag3ag0 :
The existence of a C0ðGÞ-isomorphism a : sA-rA embodies a continuity
condition. The second condition expresses the action.
We will say that A is a G-algebra in this case.
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Recall that the (right) action of a groupoid G on a topological space O is given by
two continuous maps s :O-Gð0Þ and O r G ¼ fðz; gÞjsðzÞ ¼ rðgÞg-O; ðz; gÞ/zg;
which veriﬁes:
(i) sðzgÞ ¼ sðgÞ; for all zAO; gAG;
(ii) zx ¼ z for all zAO; xAX ;
(iii) ðzgÞg0 ¼ zðg3g0Þ for all zAO and ðg; g0ÞAGð2Þ:
For a left action the deﬁnition is similar. It is noteworthy that O is ﬁbered over X
as a precondition (not all arrows are composable in the groupoid) and that for a C-
algebra A this corresponds to the condition of being a C0ðXÞ-algebra. Note that
O r G is endowed with a groupoid structure with the space of units ðO r GÞð0Þ ¼ O
and source and range maps given by sðz; gÞ ¼ z; rðz; gÞ ¼ zg: Two arrows ðz; gÞ and
ðz0; g0Þ are composable if z ¼ z0g0 in which case their composition is given by
ðz; gÞ3ðz0; g0Þ ¼ ðz0; g03gÞ: Finally, the inverse is given by ðz; gÞ1 ¼ ðzg; g1Þ: Denote
by OsG this groupoid. We say that the action of G on O is proper (or that O is a
proper G-space) if the associated groupoid OsG is proper. We say that the action of
G on O is free (or that O is a free G-space) if the map ðr; sÞ :OsG-O O is
injective.
Consider again the groupoid G ¼ XsG: a G-algebra is a C-algebra A such that
(i) A is a C0ðX Þ-algebra,
(ii) G acts on X and (strongly) continuously on A;
(iii) the structural morphism C0ðXÞ-ZMðAÞ is G-equivariant.
These algebras were introduced by Kasparov [18] where they play an important roˆle.
Example. The induced algebra indGHðAÞ is a ðH\GÞsG-algebra.
The non-Hausdorff case: The holonomy groupoid of a foliation is generally not
Hausdorff. Still every element has a Hausdorff neighborhood. Inspired by this case
we consider the following type of non-Hausdorff groupoids [19,27]:
Deﬁnition 2.2. A locally compact groupoid is a topological groupoid such that
the space of units Gð0Þ is Hausdorff, each point of G has a compact Hausdorff
neighborhood and the range and source maps are open. We suppose that the
groupoid can be covered by a countable family of such compact Hausdorff sets.
It follows that Gx is Hausdorff for each xAGð0Þ:
Two important examples are covered by this deﬁnition: holonomy groupoids of
foliations and Lie groupoids.
Example. Consider the bundle of groups ½1; 1  Z over ½1; 1 and the equivalence
relation given by ðx; nÞBðy; mÞ3x ¼ yo0: Denote by G the quotient groupoid. The
space of units is ½1; 1 and Gx ¼ f0g for xo0 and Z for xX0: Any g ¼ ð0; nÞ has a
Hausdorff neighborhood Ug ¼ ðE; 0,fng  ½0; EÞ:
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Any function fAC0ðGÞ has value f ð0Þ ¼ 0 thus with the notation from the
Hausdorff case, any action a : sA-rA has ﬁber in zero a0 ¼ 0:
This is not the case for the groupoid G acting on its space of units. Thus the
deﬁnitions from the Hausdorff case have to be adapted.
Note that the groupoid G can be realized as the (reduced) holonomy groupoid of a
foliation: take a codimension one foliation and a compact leaf such that on one side
the holonomy is trivial and on the other side is Z:
For groupoids of this kind Connes deﬁned a substitute for CcðGÞ in order to
construct the C-algebra of a foliation. This new algebra is spanned by ﬁnite
functions supported in a compact Hausdorff subset of G: It is closed under
convolution, but not closed by pointwise multiplication as one can check on the
example above.
For such groupoids we deﬁne the action by verifying the continuity condition on
the Hausdorff neighborhoods of the elements (continuity is a local condition after
all).
Deﬁnition 2.3. A G-action on a C-algebra A is given by a C0ðXÞ-algebra structure
for A and for every gAG by a Hausdorff neighborhood Ug and a C0ðUgÞ-
isomorphism
ag : A#sC0ðUgÞ-A#rC0ðUgÞ
forming a family of maps which are:
* compatible: for all g1 and g2
ag1 jA#sC0ðUg1-Ug2 Þ ¼ a
g2 jA#sC0ðUg1-Ug2 Þ
* composable: for every composable pair ðg1; g2ÞAGð2Þ; we have
ðag1Þg13ðag2Þg2 ¼ ðag13g2Þg13g2 :
Fix gAG and take any g0 such that gAUg0 : It follows from the compatibility
condition that the ﬁber in g of the map ag
0
does not depend on the choice of g0 hence
we can write without ambiguity ag instead of ðag0 Þg: Hence, the action is given by
a family of maps ðagÞgAG such that for a composable pair ðg1; g2ÞAGð2Þ one has
ag13ag2 ¼ ag13g2 and which are deﬁned locally around g:
It follows from Lemma 1.1 that in the Hausdorff case the two deﬁnitions are
equivalent. We postpone the deﬁnition of the action on a Hilbert module until the
next section where we will need it.
Let us take a closer look of the above deﬁnition. First observe that the ﬁber of rA
in g identiﬁes with ArðgÞ#C0ðGÞg: In the Hausdorff case we obtain the ﬁber ArðgÞ and
we can use a global isomorphism a : sA-rA to express the continuity of the family
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ag like in [21]. In the non-Hausdorff case C0ðGÞg may be zero, hence also the ﬁber of
rA in g: In order to have enough sections in rA we have replaced it with the bigger
algebra A#r"C0ðUgÞ for some open cover of G by a countable family of Hausdorff
locally compact open sets Ug: By the compatibility condition we recover well-deﬁned
ﬁbers ag:
Let us also comment on the class of groupoids that we have considered. Suppose
that we have a groupoid G and a well deﬁned notion of an action on C-algebras.
Like in the group case, we suppose that this notion extends through Gelfand’s
theorem the case of the action on topological spaces. Note that Gelfand’s theorem
establishes an equivalence of categories between commutative C-algebras and
Hausdorff topological spaces, to which hence we have to restrict. In particular it
follows that the space of units of our groupoid has to be Hausdorff. We also need to
separate each g from the points nearby, hence we assume that each such point has a
Hausdorff neighborhood. Later on, we will also need a Haar system for G: This
implies that the maps r and s are open. Separability of the algebra"C0ðUgÞ is also
needed. Hence the class of locally compact groupoids seems to be the most general
we can reasonably consider.
Note that Renault uses a deﬁnition to the action using the equivalent language of
C-bundles (cf. [31]) which it is easy to adapt to locally compact groupoids. We have
chosen to use LeGall’s deﬁnition of the action of a Hausdorff locally compact
groupoid which is casted in the language of C0ðXÞ-algebras, mainly because it makes
more apparent the universal character of the constructions, an important feature in
E-theory.
2.2. G-asymptotic morphisms
In what follows we deﬁne the category of G-equivariant asymptotic morphisms.
We consider ﬁrst the Hausdorff case and explain our deﬁnition of an equivariant
asymptotic morphism in this case.
Let A and B be two G-algebras. In order to deﬁne the G-equivariance of an
asymptotic morphism j : A-AnX B; we would like to have at our disposal a
continuous action of G on AnX B obtained from the one on B and express the
equivariance through a commutative diagram
But even in the group case such an action does not exist as the action on the
asymptotic algebra AB is not generally continuous or equivalently we cannot hope
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for an isomorphism
sðAX BÞ !Ab rðAX BÞ
associated to the action b de G on B: Instead we deﬁne:
Deﬁnition 2.4. A G-equivariant asymptotic morphism from A to B (or a G-
asymptotic morphism) is a C0ðX Þ-asymptotic morphism j : A-AnX B such that the
following diagram commutes:
Remark 2.5. For a C0ðX Þ-asymptotic morphism j : A-AX B given by a family of
maps jt : A-B an equivalent condition is
8aAA; lim
t-þN jjðjt#r1Þðaða#s1ÞÞ  bðjtðaÞ#s1Þjj ¼ 0:
For every xAX ; let jx : Ax-ABx denote the induced asymptotic morphism. Then




t ðasðgÞÞÞ  jrðgÞt ðagðasðgÞÞÞjj ¼ 0:
Both expressions can be used as deﬁnitions, but note that the exactness of s; r and
Ix are needed in order to have well-deﬁned asymptotic morphisms jt#s1;jt#r1
and jxt : We have found the deﬁnition above more convenient.
The maps is and ir include the algebra A
n
X B in larger algebras. Let us take a closer
look to the case when the groupoid is a group G: The maps is and ir are given by the
inclusion of C0ðGÞ-algebras
C0ðG;AAÞ+C0ðGÞAðC0ðG; AÞÞ:
This inclusion is an equality only when the group G is discrete. This reﬂects the fact
that the action of G on AA is generally not continuous. Let aðtÞAAA be an element
on which the action of G is not continuous (such elements exist). Take fACðGÞ and
deﬁne
hðt; gÞ :¼ f ðgÞagðaðtÞÞ:
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The element h is the image of fa; written within groupoid framework; it is an element
of C0ðGÞAðC0ðG; AÞÞ; but not of C0ðG;AAÞ: To have a better understanding of the
differences in continuity between these two algebras, we take an example:
C0ðRÞ#CbðTÞ+CbðT ; C0ðRÞÞ:
The element hðx; tÞ ¼ f ðxÞ sinðxtÞ where fAC0ðRÞ with f ð0Þ ¼ 1 is in the second
algebra but not in the ﬁrst one.
In the case of a group action one can observe that the image of a G-continuous
element by a G-equivariant morphism is always G-continuous and one can deﬁne
AA as the subalgebra of G-continuous elements in the quotient algebra
CbðT ; BÞ=C0ðT ; BÞ: Our construction is inspired by this case even if we do not
explicitly deﬁne a subalgebra of continuous elements.
Observe that ir is one-to-one thus for any G-asymptotic morphism j : A-A
n
X B we
can deﬁne a C0ðGÞ-morphism
bj : s
 ImðjÞCsðAnX BÞ-r ImðjÞCrðAnX BÞ;
the action of G on the image of j: This application depends on j only by its domain
½sjðsAÞ ¼ sjðAÞ which is a subalgebra of sðAnX BÞ:
In the non-Hausdorff case, the appropriate deﬁnition is: a C0ðXÞ-asymptotic
morphism j : A-AnX B is a G-morphism if the following diagram commutes:
for all gAG: In follows from Lemma 1.1 that in the Hausdorff case this deﬁnition
agrees with the one above.
We now construct the category of homotopy classes of G-asymptotic morphisms
in the Hausdorff case. In the non-Hausdorff case one just has to replace sA by
A#sC0ðUgÞ; rA by A#rC0ðUgÞ and the condition C0ðGÞ-isomorphism by C0ðUgÞ-
isomorphism for all gAG as in the deﬁnition above.
We also want to include in our category G-asymptotic morphisms of the more
general type j :AkX A-A
l
X B:
Deﬁnition 2.6. Let A; B be two G-algebras and let j :AkX A-A
l
X B be a C0ðX Þ-
asymptotic morphism. We say that j is G-equivariant if for every G-algebra C and
every G-morphism c :C-AkX A; the composition j3c is also a G-morphism.
Of course, we need to check that:
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Proposition 2.7. For every G-asymptotic morphism j : A-AkX B; AXj :AX A-A
kþ1
X B
is also a G-asymptotic morphism.
Proof. Let c : C-AX A be a G-asymptotic morphism. Note ﬁrst the commutativity
of the following diagram:
which follows from the fact that the applications is are natural. There is a
corresponding one for ir: c is a G-morphism hence there is a map ac ﬁtting into the
diagram
which is commutative: the lateral squares commute as we just have seen and the front
one is the image by the functor AG of the one expressing that j is G-equivariant.
Hence j3c is a G-asymptotic morphism. &
Remark 2.8. It follows in the same manner that if j :AkX A-A
l
X B is a G-asymptotic




X B is also one.
We now have all the necessary ingredients to construct the category of homotopy
classes of G-equivariant asymptotic morphisms. First the homotopy:
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Deﬁnition 2.9. Two G-asymptotic morphisms j0;j1 : A-A
n
X B are n-homotopic if
there is an interval I ¼ ½a; b and a G-asymptotic morphism j : A-AnX IB such that
j0 and j1 are obtained from j by evaluation in a and in b:
Proposition 2.10. The n-homotopy is an equivalence relation on the set of all G-
morphisms from A to AnX B:
Proof. The reﬂexivity and symmetry are obvious. To prove transitivity we
need to show that we can join two n-homotopies at the common endpoint.
As in the proof of Proposition 1.17, it sufﬁces to show that given two asymptotic
morphisms ji : A-A
n









is a G-asymptotic morphism. To see this, observe that the map ins (and similarly i
n
r )
used in checking the G-equivariance of j1"j2 is given by the composition
sðAnX ðB1"BB2ÞÞC sAnX B1"sAnX BsAnX B2 !ins;1"ins;2 AnGsB1"AnGsBsAnGsB2
CAnGðsB1"sBsB2Þ: &
It is easy to check that for any G-algebra B; the asymptotic morphism
aB : B-AX B is G-equivariant.
Deﬁnition 2.11. Denote ½½A; BGn the n-homotopy classes of G-morphisms from A
to AnX B:
Let j : A-AnX B be a G-morphism, the composition A!
j
AnX B !AnðaBÞAnþ1X B is a
G-asymptotic morphism and deﬁnes a map ½½A; BGn-½½A; BGnþ1:
Deﬁnition 2.12. Denote by ½½A; BG the inductive limit lim- ½½A; BGn :
Theorem 2.13. Let A; B; C be three G-algebras and two G-asymptotic morphisms
j : A-A jX B and c :B-A
k
X C: Then A!
j
A jX B !A jX ðcÞ A jþkX C defines an associative
composition
½½A; BG  ½½B; CG-½½A; CG:
Moreover, if A is a separable, the natural map ½½A; BG1-lim- ½½A; BGn is a bijection.
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Proof. Again the associativity follows from the same categorial arguments as for [13,
Proposition 2.12]. For the composition in the separable case, we observe that the
factorization discussed in the proof of Theorem 1.20 is done through a G-equivariant
map R and a G-equivariant 2-homotopy. &
Deﬁnition 2.14. Denote by G-asym the category whose objects are the G-algebras
and whose arrows are the homotopy classes of G-asymptotic morphisms.
Proposition 2.15. Let F :G-alg-H-alg be a continuous and exact functor. There is a
functor %F :G-asym-H-asym which associates to each asymptotic morphism
j : A-AnX B the asymptotic morphisms %FðjÞ : FðAÞ-AnY FðBÞ; where Y ¼H0:
Proof. We have to show that iF is aH-morphism. Note ﬁrst that i : FðIBÞ-IFðBÞ is
a H-morphism. In order to show that iF is a H-morphism, one has to consider a
diagram
in which p1; p2; h1 are H-morphisms and has to conclude that h2 is also one. This
follows the commutativity of the squares corresponding to p1; p2; h1 in the diagram
below:
2.3. The Connes–Higson construction
Let D be a G-algebra. The suspension of D is by deﬁnition the C-algebra SD ¼
C0ð0; 1½Þ#D: It is a G-algebra with the trivial action on C0ð0; 1½Þ: Note that the
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suspension S can be seen as a continuous and exact functor on the category of
G-algebras.
Connes and Higson associated to a short exact sequence
0-J !i B!p A-0
an asymptotic morphism @t : SA-J (cf. [8,9,11]). This construction is at the very
core of E-theory: it provides examples of asymptotic morphisms, it ensures the
exactness of the E-theory and it allows us to compare E-theory with KK-theory
[16].
In this section we consider the above construction in the G-equivariant case. We
say that the short exact sequence above is a G-extension if i and p are G-morphisms.
Notation. Consider ðatÞtAT and ðbtÞtAT two families of elements of some C-algebra,
we note atBbt if jjat  btjj-0 as t-þN:
The construction of @t is based on the following notion:
Deﬁnition 2.16. Let D be a separable G-algebra and denote by a the action of G
on D: A G-approximate unit of D is an approximate unit ðutÞtAT for D such that
ð1#rfÞagðut#s1ÞBut#rf
for any gAG and any function fACcðUgÞ:
In the case of a group G; this condition reads gðutÞBut uniformly on the compacts
of G:
Deﬁnition 2.17. Let
0-J !i B!p A-0
be a G-extension. A quasicentral G-approximate unit for this extension is an G-
approximate unit for B such that
(i) 8tAT ; utAJ;
(ii) 8bAB; utbBbut:
Such approximate units exists as shown in [21, Corollary 6.1] and also in
[34, Lemma 4.3]. The non-Hausdorff case does not add anything new; just replace
the algebra rB by the algebra B#r"C0ðUgÞ:
Deﬁnition 2.18. Let 0-J !i B!p A-0 be a G-extension, ðutÞtAT a quasicentral
G-approximate unit and s : A-B a set theoretical section for p: Identify
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J with its image in B: The Connes–Higson asymptotic morphism @ : SA-AJ is
deﬁned by
@tð f#aÞ ¼ f ðutÞsðaÞ; for fACð0; 1½Þ and aAA:
Theorem 2.19. The Connes–Higson asymptotic morphism @ : SA-AJ is G-
equivariant.
Proof. @t : SA-J is a (non-equivariant) asymptotic morphism whose homotopy
class does not depend on the choice of the approximate unit and of the section sðaÞ
(cf. [8]). For any hAC0ðXÞ and f#aASA
@tðhð f#aÞÞ  h@tðð f#aÞÞ ¼ f ðutÞ½sðhaÞ  hsðaÞ:
But sðhaÞ  hsðaÞAJ as pðsðhaÞ  hsðaÞÞ ¼ 0 and observe that f ðutÞbB0 for all
bAJ: To show this it is enough to consider the function f ðxÞ ¼ x  x2 and conclude
by a density argument. In this case
jj f ðutÞbjj ¼ jjutð1 utÞbjjpjjð1 utÞbjj-0:
Hence @tðhð f#aÞÞBh@tðð f#aÞÞ; i.e., @ is a C0ðX Þ-asymptotic morphism.
We show now that @t is G-equivariant. Fix gAG and take Ug; a Hausdorff
neighborhood of it. We want to show that the following diagram commutes
(asymptotically):
Abbreviate a the action ag; and take fACcðUgÞ; fACð0; 1½Þ and aAA: Let vt be a G-
approximate unit for CcðUgÞ: By deﬁnition
ðs@Þtð f#a#sfÞ ¼ f ðut#svtÞsðaÞ#sf:
One can suppose that vt is equal to the identity on the support of f; hence we have
ðs@Þtð f#a#sfÞ ¼ f ðut#s1ÞsðaÞ#sf
and a similar equality for ðr@Þt: Moreover, a is a C0ðUgÞ-isomorphism thus
a3ðs@Þtð f#a#sfÞ ¼ að f ðut#s1ÞsðaÞ#s1Það1#sfÞ
¼ f ðaðut#s1ÞÞaðsðaÞ#s1Þ1#rf:
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ðr@Þtðað f#a#sfÞÞ ¼ ðr@Þtð f#aðsðaÞ#s1Það1#sfÞÞ
¼ ðr@Þtð f#aðsðaÞ#s1Þð1#rfÞÞ
ða is a C0ðUgÞ-isomorphismÞ
B ðr@Þtð f#aðsðaÞ#s1ÞÞð1#rfÞ
ðr@ is a C0ðUgÞ-asymptotic morphismÞ
¼ f ðut#r1ÞaðsðaÞ#s1Þð1#rfÞ:
In order to show that
f ðaðut#s1ÞÞaðsðaÞ#s1Þð1#rfÞBf ðut#r1ÞaðsðaÞ#s1Þð1#rfÞ;
we can again use a density argument and consider only the case f ðxÞ ¼ x  x2:
jj½ f ðaðut#s1ÞÞ  f ðut#r1ÞaðsðaÞ#s1Þ1#rfjj
pjjðaðut#s1Þ  ut#r1Þ1#rfjj  jjsðaÞ#s1jj
þ jjaðut#s1Þ½aðut#s1Þ  ut#r1ð1#rfÞ
þ ½aðut#s1Þ  ut#r1ðut#r1Þð1#rfÞjj  jjsðaÞ#s1jj
p3jjðaðut#s1Þ  ut#r1Þð1#rfÞjj  jjsðaÞ#s1jj:
The result follows from the G-equivariance of ut: &
It is easy to see that the asymptotic morphism @ is independent of the choice
of the section s : A-B: Moreover, if ðvtÞtAT is another quasicentral G-approxi-
mate unit for the extension above, then the segment wst ¼ sut þ ð1 sÞvt
deﬁnes a homotopy between ðutÞtAT and ðvtÞtAT : Furthermore, the expression
f ðwstÞsðaÞ yields a homotopy between the asymptotic morphisms f ðutÞsðaÞ
and f ðvtÞsðaÞ: It follows that the homotopy class of the Connes–Higson asympto-
tic morphism does not depend on the choice of the quasicentral G-approximate
unit.
It is noteworthy that up to suspension every asymptotic morphism can be seen as
associated to an extension. Thus, the theorem above shows that our deﬁnition of a
G-asymptotic morphism is correct.
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3. Equivariant E-theory
3.1. The module L2ðGÞ
We now deﬁne the action of a locally compact groupoid G on a Hilbert A-module
E: In the Hausdorff case it coincides with the deﬁnition given by Le Gall [21]. We
keep the notation above. As a general idea we deﬁne:
Deﬁnition 3.1. An action of G on E is given by a family ðV gÞgAG of unitaries
V gALA#rC0ðUgÞðE#sC0ðUgÞ; E#rC0ðUgÞÞ
which form a compatible and composable family.
To make this deﬁnition clear we have to give some explanations. First, use
the action ag : A#sC0ðUgÞ-A#rC0ðUgÞ to endow E#sC0ðUgÞ with a Hilbert
A#rC0ðUgÞ-module structure. Next, consider the inclusions
ik : Ug1-Ug2-Ugk ; k ¼ 1; 2;
then by compatibility we understand the equality i1V
g1 ¼ i2V g2 :
Finally, for the composability, identify ðE#sC0ðUgÞÞg with EsðgÞ as Hilbert AsðgÞ-




Vg :¼ V g0#agALArðgÞ ðEsðgÞ; ErðgÞÞ:
Note that Vg is well deﬁned since by the compatibility condition it does not depend
on the choice of g0: We obtain in this way a family of applications ðVgÞgAG; we say
that this family is composable if
Vg13Vg2 ¼ Vg13g2 ; for all ðg1; g2ÞAGð2Þ:
Hilbert modules can be seen as corners in C-algebras and one can use this to
transfer properties from algebras to modules. We brieﬂy recall this construction. Let
E be a Hilbert A-module, then E"A is a Hilbert A-module and its algebra of
compact operators decomposes as
KðE"AÞ ¼ KðEÞ KðA; EÞ
KðE; AÞ KðAÞ
 
in which we can identifyKðAÞ ¼ A andKðA; EÞ ¼ E and thus embed E and A into
KðE"AÞ through the maps iAðaÞ ¼ 00 0a
 	
and iEðeÞ ¼ 00 e0
 	
: Then an element
TAKðE"AÞ is in the image of iE if and only if T 00 01
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This allows us to see actions of groupoids on E as coming from actions on the
algebra of compact operators on E"A:
Lemma 3.2. Let E be a Hilbert G-A-module, then there is an unique action of G on
KðE"AÞ such that iA is equivariant and such that the following diagram commutes:
Conversely any action of G on KðE"AÞ for which iA is G-equivariant defines an
action on E:
Proof. The proof for [21, Proposition 4.3] transfers without difﬁculty (see also
[2, Proposition 2.7]). &
Note that exterior and interior tensor products of Hilbert G-modules naturally
carry actions of G:
Another application of this embedding is the fact that we can regard a Hilbert
module E over a C0ðX Þ-algebra A as a bundle of Hilbert modules ðExÞxAX over the
C-bundle GðAÞ associated to the algebra A: For such a module E; denote by GðEÞ
the corresponding set of sections s : X-
S
xAX Ex: We will identify a Hilbert A-
module E with the Hilbert GðAÞ-module GðEÞ: We denote by GcðEÞ the set of
compactly supported sections in GðEÞ:
From now on CcðGÞ denotes the linear span of continuous functions supported in
some compact Hausdorff subset of G:
Deﬁnition 3.3. Let G be a locally compact groupoid. A (left) Haar system for G is a
family of positive measures ðlxÞxAX on G such that
(i) for all xAX ; suppðlxÞ ¼ Gx;
(ii) (continuity) for all fACcðGÞ; the function





(iii) (left invariance) for all gAG; fACcðGÞ
Z
g0AGsðgÞ
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We only consider groupoids with Haar systems. In this case r and s are open maps. G
is e´tale if X is open in G and a Haar system is a continuous family of counting
measures. Note that this is true also in the non-Hausdorff case.
The properties of the Haar system allow us to deﬁne
Deﬁnition 3.4. Denote by L2ðGÞ the C0ðXÞ-Hilbert module obtained by completing





C0ðXÞ acts on L2ðGÞ by ð f xÞðgÞ ¼ f ðrðgÞÞxðgÞ for fAC0ðX Þ and xAL2ðGÞ:
The ﬁber in x is L2ðGÞxCL2ðGx; lxÞ hence the module L2ðGÞ is full by the ﬁrst
condition in the deﬁnition of a Haar system. The applications
ag : L2ðGsðgÞ; lsðgÞÞ-L2ðGrðgÞ; lrðgÞÞ
deﬁned by agð f Þðg1Þ ¼ f ðg13g1Þ fulﬁll the composability condition ag3g0 ¼ ag3ag0
for all ðg; g0ÞAGð2Þ: Fix gAG together with a Hausdorff neighborhood Ug;
L2ðGÞ#sC0ðUgÞ and L2ðGÞ#rC0ðUgÞ are generated by the compactly supported
functions f1ðg1Þ#f2ðg2Þ deﬁned on fðg1; g2ÞAG Ugjrðg1Þ ¼ sðg2Þg and on
fðg1; g2ÞAG Ugjrðg1Þ ¼ rðg2Þg; respectively.
Let ag :CcðGÞ#sC0ðUgÞ-CcðGÞ#rC0ðUgÞ be the map
agð f1#f2Þðg1; g2Þ ¼ f1ðg12 3g1Þ#f2ðg2Þ:
ag extends to a C0ðUgÞ-isomorphism ag :L2ðG; lÞ#sC0ðUgÞ-L2ðG; lÞ#rC0ðUgÞ
such that ðagÞg ¼ ag 8gAG: Hence the family ðagÞg forms a continuous action of G on
L2ðGÞ (the left regular action).
Deﬁnition 3.5. Let A be a G-algebra and let E be a Hilbert A-module. We deﬁne
L2ðG; EÞ to be the G-Hilbert module
L2ðG; lÞ#X E
with the diagonal action of G:
Lemma 3.6. Let E1 and E2 be two Hilbert G-A-module. If the E1 and E2 are A-
isomorphic, then L2ðG; E1Þ and L2ðG; E2Þ are G-isomorphic.
Proof. In the group case, this is Lemma 2.3 from [22].
Denote by ðV g1ÞgAG and by ðV g2ÞgAG the actions of G on E1 and E2; respectively.
We can suppose (by eventually passing to a common reﬁnement) that for each gAG;
ARTICLE IN PRESS
R. Popescu / Journal of Functional Analysis 209 (2004) 247–292276
both actions
V gALA#rC0ðUgÞðEi#sC0ðUgÞ; Ei#rC0ðUgÞÞ; i ¼ 1; 2
are deﬁned using the same family of open Hausdorff neighborhoods ðUgÞgAG:
Let L : E1-E2 be the Hilbert A-module isomorphism between them. We regard
the modules L2ðG; EiÞ as module of sections f :G-
S
xAX Eix with f ðgÞAEirðgÞ;
i ¼ 1; 2: Set
T : L2ðG; E1Þ-L2ðG; E2Þ; ðT f ÞðgÞ ¼ V2gðLsðgÞðV 1g f ðgÞÞÞ:
As in the group case, this expression is G-equivariant but we need to check that Tf is
a section of GðL2ðG; E2ÞÞ when f is a section of GðL2ðG; E1ÞÞ: To see this, note ﬁrst
that by the deﬁnition of the vector space CcðGÞ; we can suppose that f is compactly
supported in some open Hausdorff UCG small enough to be included in some Ug: A
dense linear subspace of such sections is provided by the compactly supported
sections GcðC0ðUÞ#rE1Þ: For such a section g/V 1gf ðgÞAGcðC0ðUÞ#sE1Þ by the
fact that V1 is the action on E1; g/LsðgÞðV 1gf ðgÞÞAGcðC0ðUÞ#sE2Þ as L is a
Hilbert A-module isomorphism. It follows that ðT f ÞðgÞ ¼ V2gðLsðgÞðV 1gf ðgÞÞÞ is well
deﬁned. &
For any Hilbert B-module E; denote by EN the Hilbert B-module"Ni¼1 E: The G-
module L2ðGÞN is denoted HG or just H when there is no risk of confusion like in the
following:
Proposition 3.7. Every G-isometry VALðHÞ is G-homotopic to the identity. Moreover
for any full countably generated Hilbert G-C0ðXÞ-module E; E#X H and H are
isomorphic G-C0ðXÞ Hilbert modules.
Proof. Let H be a separable inﬁnite dimensional Hilbert space. The following G-
modules are isomorphic:
HDL2ðGÞ#X C0ðXÞNCL2ðGÞ#X ½C0ðXÞ#H:
Let fUtj0otp1g be a -strong continuous family of LðHÞ such that U1 ¼ Id
and such that limt-0 UtU

t ¼ 0 [17, Lemma 1.3.6]. For any G-isometry V of the
module H;
Vt ¼ ð1#1#UtÞVð1#1#Ut Þ þ ð1 1#1#UtUt Þ
is a family of G-isometries such that V0 ¼ 1 and V1 ¼ V :
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The (non-equivariant) C0ðX Þ-isomorphism ENCC0ðX ÞN yields the G-isomorph-
ism L2ðG; EÞNCL2ðG; C0ðX ÞÞN and thus also:
E#X H ¼ E#X L2ðGÞNCL2ðG; EÞNCL2ðG; C0ðX ÞÞNCH: &
We will also need the following observation:
Lemma 3.8. Let E and F be two Hilbert G-C0ðXÞ-modules. Then the following
G-C0ðXÞ-algebras are isomorphic:
KðEÞ#XKðFÞCKðE#X FÞ;
where E#X F is endowed with the diagonal action of G:
Proof. Deﬁne the applications
TE :KðEÞ-LðE#X FÞ; TEðyÞ ¼ y#1
and
TF :KðFÞ-LðE#X FÞ; TF ðyÞ ¼ 1#y:
Note that the existence of TF follows from the fact that C0ðXÞ-ZðLðFÞÞ commutes
with y: It follows from the universal property of the tensor product over C0ðX Þ that
there is a C0ðXÞ-morphism
T ¼ TE#TF :KðEÞ#XKðFÞ-LðE#X FÞ:
The image of T is included in KðE#X FÞ which is easy to check on elementary
tensors:
ye1;e2#yf1;f2ðe# f Þ ¼ e1/e2; eS#f1/ f2; fS
¼ e1#f1/e2#f2; e#fS
¼ ye1#f1;e2#f2ðe# f Þ:
To show that the C0ðXÞ-morphism
T :KðEÞ#XKðFÞ-KðE#X FÞ
is an isomorphism, we take a look at the ﬁbers: T x : ðKðEÞ#XKðFÞÞx-
ðKðE#X FÞÞx: Identify ðKðEÞ#XKðFÞÞx with KðExÞ#KðFxÞ and KðE#X FÞx
with KðEx#FxÞ; then Tx is given by the isomorphism Tx :KðExÞ#KðFxÞ-
KðEx#FxÞ; Tx ¼ ðTEÞx#ðTF Þx: The equivariance of T follows from the equi-
variance of TE and TF : &
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We can now conclude with the main property which made us consider H:
Corollary 3.9. Let E be a full Hilbert G-C0ðX Þ-module. Then KðEÞ#XKðHÞ and
KðHÞ are G-isomorphic.
3.2. EGðA; BÞ
Deﬁnition 3.10. Let A and B be two separable G-algebras. We deﬁne the equivariant
E-theory with respect to G as
EGðA; BÞ ¼ ½½SA#XKðHÞ; SB#XKðHÞG:
In this deﬁnitionKðHÞ has the structure of a G-C0ðX Þ-algebra obtained from the
G-C0ðXÞ-module H:
When the groupoid G is a group, this deﬁnition coincides with the one
given by Guentner, Higson and Trout for the equivariant E-theory for C-algebras
acted upon by groups. When G is a topological space X ; the group EX ðA; BÞ was
also deﬁned in [26] where it is denoted REðX ; A; BÞ (as corresponding to the group
RKKðX ; A; BÞ deﬁned by Kasparov [18]) and called accordingly the representable
E-theory for C0ðXÞ-algebras. In this case a Haar system is just a Radon
measure with full support X and there is an isomorphism KðHX ÞCK#C0ðX Þ;
where K denotes the algebra of compact operators on a separable Hilbert
space.
Lemma 3.11. The set EGðA; BÞ is an abelian group.
Proof. The G-isomorphism H"HCH induces a unique up to homotopy isomorph-
ism of G-C0ðXÞ-algebras KðH"HÞCKðHÞ which composed with the natural
inclusion KðHÞ"KðHÞ+KðH"HÞ gives a map KðHÞ"KðHÞ+KðHÞ: This





; for all j0;j1AEGðA; BÞ
which makes EGðA; BÞ into a group. The zero asymptotic morphism is a neutral
element (cf. [17, Lemma 1.3.11]). To show that this operation is commutative one has
the choice between applying a rotation argument or the use of the uniqueness up to
homotopy of the isomorphism KðH"HÞCKðHÞ: Identify S to C0ð  1; 1½Þ; then
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is null homotopic through the homotopy H : ½1; 1  ½0; 1-B#XKðHÞ
















From Theorem 2.1 it follows that:
Proposition 3.12. For all G-algebras A; B; C; the composition of G-asymptotic
morphisms induces an associative law
EGðA; BÞ  EGðB; CÞ-EGðA; CÞ: &
Remark 3.13. Equivariant E-theory can be seen as a category whose objects are the
G-algebras and whose morphisms are the elements of the groups EGð; Þ: There is a
functor from G-alg to EG which associates to a G-morphism j : A-B the class
1#j#1 : SA#XKðHÞ-SB#XKðHÞ
in EGðA; BÞ:
Homological questions are the origin of the E-theory. Remind ﬁrst the following
notion:
Deﬁnition 3.14. A covariant functor F :G-alg-Ab from the category G-alg to the
category of abelian groups is half-exact, if for any G-extension
0-J-B-A-0;
the following short sequence:
FðJÞ-FðBÞ-FðAÞ
is exact.
Proposition 3.15. EGðD; Þ and EGð; DÞ are half-exact for any G-algebra D:
This is mainly due to the existence in E-theory of the Connes–Higson construction
and to the naturality of this one. Actually, for an equivariant extension
0-J-B!p A-0;
the suspension of the cone of p; SCp; and the suspension SJ are equivalent in the
category G-asym.
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Standard Puppe exact sequences techniques can be applied to obtain long exact
sequences. Details of this constructions can be found in [4,9,11,13].
Another crucial fact is a theorem of Cuntz [10] which states that any functor F
from the category of C-algebras to abelian groups which is homotopy invariant,
half-exact et stable in the sense that FðÞCFð#KÞ; has the Bott periodicity
property: FðAÞCFðS2AÞ: Consider the functor FðÞ ¼ EGðA; B#Þ deﬁned on the
category of C-algebra. It is stable because
KðHÞCKðL2ðGÞÞ#K
and it is easy to seen that it fulﬁlls all the conditions in the Cuntz’s theorem. Hence
there are isomorphisms EGðA; BÞCEGðA; S2BÞ and EGðA; BÞCEGðS2A; BÞ: Putting
this together we obtain:
Proposition 3.16. Let D be G-algebra and 0-J-B-A-0 be a G-extension. The
following sequences are exact:
It is noteworthy that the suspension S : EGðA; BÞ-EGðSA; SBÞ is an isomorphism.
The connecting maps in these 6-exact sequences are given by composition with the
class @AEGðSA; JÞ of the G-asymptotic morphism associated by the Connes–Higson
construction to the G-extension along eventually with the suspension isomorphism.
3.3. Tensor product
We now show the existence of a (maximal) tensor product
EGðA; BÞ#EGðC; DÞ-EGðA#X C; B#X DÞ
deﬁned for all G-algebras A; B; C; D: We ﬁrst construct this product on the
category C0ðXÞ-asym, then we extend it to the category G-asym and ﬁnally to the
category EG:
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Lemma 3.17. Let D be a C0ðX Þ-algebra: The functors A/A#X D and A/D#X A
(defined on the category of C0ðXÞ-algebras) are exact.
Proof. Let 0-J-B-A-0 be a C0ðX Þ-extension. Then
0-ðJ#X DÞx-ðB#X DÞx-ðA#X DÞx-0
identiﬁes with
0-Jx#Dx-Bx#Dx-Ax#Dx-0;
and exactness follows from Lemma 1.25 and the exactness of the maximal tensor
product of C-algebras. The same argument applies for the functor A/D#X A:
Continuity follows from the isomorphisms IðA#X DÞCIA#X D and
IðD#X AÞCD#X IA: &
It follows from Proposition 1.24 that there are well-deﬁned functors on the
category C0ðX Þ-asym which associates to any jA½½A; BX the homotopy classes of
the C0ðX Þ-asymptotic morphisms
1D#jA½½D#X A; D#X BX
and
j#1DA½½A#X D; B#X DX :
Assume that A; B; C; D are C0ðXÞ-algebras and that jA½½A; BX and cA½½C; DX
are C0ðX Þ-asymptotic morphisms; we deﬁne their tensor product
j#cA½½A#X C; B#X DX
by the composition
j#c ¼ ð1B#cÞðj#1CÞ:
As for the C-algebras
j#c ¼ ðj#1DÞð1A#cÞ
deﬁnes the same class in C0ðX Þ-asym. This property is the commutativity of the
product in the category C0ðX Þ-asym.
We obtain in this way a bifunctor
# :C0ðX Þ-asym C0ðXÞ-asym-C0ðXÞ-asym:
Let D be a G-algebra. For any G-algebra A; the tensor products A#X D and D#X A
are G-algebras endowed with the diagonal actions of G: A/A#X D and
A/D#X A are functors on the category of G-algebras which fulﬁll the conditions
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of Proposition 2.15 thus there is a well-deﬁned bifunctor
# :G-asym G-asym-G-asym:
Using the G-isomorphismKðHÞ#XKðHÞ!C KðHÞ; we deﬁne a natural application
EGðA; BÞ#EGðC; DÞ-EGðSA#X C; SB#CðX ÞDÞ
!S1 EGðA#X C; B#X DÞ;
where S1 is the inverse of the suspension isomorphism. Hence:
Proposition 3.18. There is a tensor product# :EG  EG-EG such that the following
diagram:
in which the vertical maps are given by the functor G-alg-EG; commutes. &
Remark 3.19. For any jAEGðA; BÞ;
1C0ðXÞ#j ¼ j#X1C0ðX Þ ¼ j:
These identiﬁcations are obvious for a G-morphism j; they extend by naturality to
G-asym, and ﬁnally to EG:
3.4. Naturality with respect to morphisms of groupoids
Let G and H be two groups and let j :G-H be a group homomorphism, then j
induces on every H-algebra a G-algebra structure. It is easy also to see that there is
also an induced homomorphism j : EH-EG between the corresponding equivar-
iant E-theory categories. We now consider the same question for groupoids. There is
an advantage in the groupoid case compare to the group case: the notion of a
morphism between groupoids is much more ﬂexible then the one between groups and
allows us to construct new C-algebras through this processes. Thus, we can revisit
some construction from [18] in this setting (cf. [21]) and also obtain some results
about groups by considering groupoids [6].
We start by recalling the deﬁnitions of morphisms of groupoids as given in [21].
Let G and H be two groupoids and denote by X ¼ Gð0Þ and by Y ¼Hð0Þ their
spaces of units.
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Deﬁnition 3.20. A strict morphism of groupoids from G to H is a continuous
application f :G-H such that f ðGð2ÞÞCHð2Þ and such that f ðg3g0Þ ¼ f ðgÞ3f ðg0Þ for
all ðg; g0ÞAGð2Þ:
Such a f restricts to a continuous map f : X-Y : Let A be an H-algebra with
the action denoted by a : sA-rA ( for the Hausdorff case, the general case is
similar). The algebra f A ¼ A#Y C0ðXÞ is a G-algebra with action f a ¼
a#1 : sð f AÞ-rð f AÞ: f  is actually a functor which associates to any H-
morphism h : A-B the G-morphism f h ¼ h#1 : f A-f B: Note also that the
functor f  :H-alg-G-alg is compatible with the tensor product, i.e., the following
diagram commutes:
To prove this claim, assume that A; B; C; D are H-algebras and that s : A-B;
r : C-D are H-morphisms. The C0ðXÞ-morphisms f ðs#rÞ and f s#f r are
equal as it follows from Corollary 1.3 and the fact that they have both the same ﬁber
in x; i.e., sf ðxÞ#rf ðxÞ; 8xAX :
Example. A homomorphism of groups is a strict morphism of groupoids.
Even though natural, this notion of morphism is too restrictive compare to the
following one. We need some notations before. Let G be a groupoid with space of
units X ¼ Gð0Þ and let p : Y-X be a continuous map. Assume that p is open and
surjective. Denote by
GY ¼ fðy; g; zÞjy; zAY ; gAG such that pðzÞ ¼ sðgÞ and pðyÞ ¼ rðgÞg:
There is a topological groupoid structure on GY with application source and
target given respectively by sðy; g; zÞ ¼ z and rðy; g; zÞ ¼ y: Two elements ðy; g; zÞ
and ðy0; g0; z0Þ are composable if z ¼ y0 and then their product is given by
ðy; g; zÞ3ðy0; g0; z0Þ ¼ ðy; g3g0; z0Þ:
The map p :GY-G deﬁned by pðy; g; zÞ ¼ g is a strict morphism of groupoids.
The set Y p Y ¼ fðy; zÞAY  Y jpðyÞ ¼ pðzÞg identiﬁes through the map ðy; zÞ-
ðy; pðzÞ; zÞ with a subgroupoid of GY :
Lemma 3.21. With the notation above, GY is a locally compact groupoid with Haar
system.
Proof. It is easy to see that every element has a Hausdorff neighborhood. For the
existence of a Haar system, denote by ðmxÞxAX a continuous ﬁeld of measures on
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Y over X (see [21, 3.3] and [1, Deﬁnition 1.1.1]). Denote by ðlxÞxAX the Haar system
of G; then ðdy  lpðyÞ  mpðyÞÞyAY is a Haar system for GY ; where dy is the Dirac mass
at y: &
Deﬁnition 3.22. A morphism of groupoids j :G-H consists in a triple j ¼
ðY ; p; f Þ where Y is a locally compact topological space, p : Y-Gð0Þ is a
continuous, surjective and open map, and f :GY-H is a strict morphism of
groupoids.
Main motivation comes from the following examples.
Examples. (a) Let X be a topological space and let G be a group; a principal
G-bundle over X can be regarded as a morphism of groupoids from X to G:
(b) Let V1 and V2 be two foliated manifolds with holonomy groupoids G1;G2: Let
T1 and T2 be transversal submanifolds which respectively meet every leaf of V1 and




Another important category of examples is provided by the following notion:
Deﬁnition 3.23 (cf. Muhly et al. [24]). Let G and H two locally compact
groupoids. A Morita equivalence between them is given by a locally compact space
O such that
(i) O is a left free and proper G-space with respect to a map r :O-Gð0Þ;
(ii) O is a right free and proper H-space with respect to a map s :O-Hð0Þ;
(iii) the two actions commute;
(iv) r induces a bijection of O=H on Gð0Þ;
(v) s induces a bijection of G\O on Hð0Þ:
This notion of morphism of groupoids can be seen as a mixture between the
notion of a strict morphism and the Morita equivalence.
Lemma 3.24. The groupoids G and GY are Morita equivalent.
Proof. Consider the subset O of Y  G X given by
O ¼ fðy; g; xÞjyAY ; gAG; xAX such that x ¼ sðgÞ and pðyÞ ¼ rðgÞg:
O is a right G-space for the map ðy; g; xÞ/x and the action given by
ððy; g; xÞ; g0ÞÞ/ðy; g3g0; sðg0ÞÞ: O is also a left GY -space for the map ðy; g; xÞ/y
and the action given by the map ððz; g0; yÞ; ðy; g; xÞÞ/ðz; g03g; xÞ: It is easy to check
that O is a Morita equivalence between G and GY : &
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Morphisms of groupoids compose as follows. Let G;H;L be three topological
groupoids, let j ¼ ðY ; p; f Þ be a morphism of groupoids from G to H and let
c ¼ ðY 0; p0; f 0Þ be a morphism of groupoids from H to L: Then the composition
c3j is deﬁned by the triple ðZ; p; f˜3f 0Þ where Z ¼ fðy; y0ÞAY  Y 0 j f ðyÞ ¼ pðy0Þg and
f˜ :GZ-HY 0 is given by f˜ ððy; y0Þ; g; ðz; z0ÞÞ ¼ ðy0; f ðy; g; zÞ; z0Þ as shown in the
following diagram:
in which j and c are represented by the little triangles and the composition c3f is
represented by the triangle GGZL:
Let j ¼ ðY ; p; f Þ :G-H be a morphism of groupoids, then f induces a functor
f  :H-alg-GY -alg: Moreover there is a functor p! :GY -alg-G-alg verifying
pp! ¼ 1GY -alg (cf. [21, 3.3]). Remark that one can also show in the same manner
that p!p ¼ 1G-alg:
Deﬁne
j :H-alg-G-alg
by the composition j ¼ p!f : As we need it, we brieﬂy recall the deﬁnition of the
functor p! [21].
Let D be a C0ðYÞ-algebra endowed with an action of GY that we denote by a: Set
DYpY ¼ fdADbj8gAY p Y ; agðdsðgÞÞ ¼ drðgÞg
the C-algebra of ﬁxed elements by Y p Y : DYpY is a C0ðXÞ-module and deﬁne
p!D by
p!D ¼ C0ðX ÞDYpY :
If j : D-D0 is a GY -morphism, then jðDYpY ÞCjðDÞYpY and pjDYpY is a C0ðX Þ-
morphism. Denote by p!j : p!D-p!D0 the induced morphism. The compatibility of
p! with the tensor product follows from the compatibility of p with the tensor
products and the fact that they are inverse one to another.
Note that if c :H-L is another morphism then ðc3jÞ ¼ j3c; as follows from
the above diagram.
Lemma 3.25. Let G and H be two groupoids and let j ¼ ðY ; p; f Þ :G-H be a
morphism between them. Then j :H-alg-G-alg is a continuous and exact functor.
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Proof. By deﬁnition j ¼ p!f  and we have already checked that f  is continuous
and exact so we will consider now p!: There is a natural isomorphism
ðIDÞYpYCIDYpY thus p!IDCIp!D; which shows that p! is continuous. Consider





hence p! is also exact by Lemma 1.25. &
From Theorem 2.15 we deduce the existence of the functor
%j :H-asym-G-asym
extending j to the asymptotic categories.
Lemma 3.26. The functor %j is compatible with the tensor product in the categories
H-asym and G-asym.
Proof. Let A; B; C; D be four H-algebras and take sA½½A; BH and rA½½C; DH:
We want to show that
%jðs#rÞ ¼ %jðsÞ# %jðrÞ:
By the deﬁnition of the tensor product in the category H-asym:
s#r ¼ ðs#1CÞð1B#rÞ;
and it sufﬁces to show that
%jðs#1CÞ ¼ %jðsÞ#1C and %jð1B#rÞ ¼ 1B# %jðrÞ:
These equalities hold as they are extensions to the categoryH-asym of the following
equalities of functors deﬁned on H-alg:
jð#1CÞ ¼ jðÞ#1C and jð1B#Þ ¼ 1B#jðÞ: &
Lemma 3.27. Let G;H;K be three groupoids and j :G-H and c :H-K two
morphisms, then ðc3jÞ ¼ %j3 %c :K-asym-G-asym:
Proof. Regard the equality
ðc3jÞ ¼ j3c :K-alg-G-alg
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as a natural transformation of functors. Such a natural transformation ex-
tends to the corresponding asymptotic categories [13, Proposition 3.6] hence
ðc3jÞ ¼ %j3 %c: &
Theorem 3.28. Let j :G-H be a morphism of groupoids. Then for any H-algebras
A and B; there is an application
j : EHðA; BÞ-EGðjA;jBÞ
which defines a functor j : EH-EG between the equivariant E-theory categories
compatible with j :H-alg-G-alg: Moreover, if c :H-L is another morphism of
groupoids, then ðc3jÞ ¼ j3c:
Proof. Let j ¼ ðY ; p; f Þ be a triple representing j: We ﬁrst show the existence of
two applications
f :EHðA; BÞ-EGY ð f A; f BÞ
and
p! : EGY ð f A; f BÞ-EGðjA;jBÞ
with the required properties. j is then deﬁned as the composition j ¼ p!3f :
Note ﬁrst that if E is a full HilbertH-C0ðHð0ÞÞ-module then f E is a full Hilbert
GY -C0ðY Þ-module. In particular f HH is full and we can write the following GY -
isomorphisms:
f ðD#Hð0ÞKðHHÞÞ#YKðHGY ÞC f D#Y f KðHHÞ#YKðHGY Þ
C f D#Y ½Kð f HHÞ#YKðHGY Þ
C f D#YKðHGY Þ
for any H-algebra D: Let A; B be two H-algebras and
sA½½SA#Hð0ÞKðHHÞ; SB#Hð0ÞKðHHÞH:
Deﬁne
f sA½½Sð f AÞ#YKðHGY Þ; Sð f BÞ#YKðHGY ÞGY
by
f s ¼ %fs#1KðHGY Þ:
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Here %fs denotes the image of the asymptotic morphism s by the functor
%f :H-asym-GY -asym extending f  :H-alg-GY -alg: Thus we have deﬁned an
application f : EHðA; BÞ-EGY ð f A; f BÞ; to see that it is compatible with the
compositions in the equivariant E-theory categories, let C be anotherH-algebra and
take rAEHðB; CÞ: Then
f ðrsÞ ¼ %f ðrsÞ#1
¼ ½ %f ðrÞ3 %f ðsÞ#1
¼ ½ %f ðrÞ#13½ %f ðsÞ#1 ðcompatibility of %f  with #Þ
¼ f ðrÞ3f ðsÞ:
The commutativity of the following diagram:
follows from the fact that the vertical arrows are given by r/1S#r#1KðHÞ: Hence
f : EH-EGY has the required properties.
Consider now the functor p! :GY -alg-G-alg. By the preceding lemma p! extends
to %p! :GY -asym-G-asym.
The functor p! has a Hilbert module counterpart deﬁned using the embedding trick
into C-algebra: for any Hilbert GY -D-module E there is a Hilbert G-p!D-module
p!E for which the algebras Kðp!EÞ and p!KðEÞ are naturally G-isomorphic. Note
that ðp!EÞy identiﬁes with EpðyÞ hence p!E is a full Hilbert G-p!D-module provided
that E is a full Hilbert GY -D-module. Deﬁne
p! : EGY ðC; DÞ-EGðp!C; p!DÞ by
p!ðsÞ ¼ %p!ðsÞ#1KðHGÞ:
As for f ; p! has all the required properties.
Finally put j ¼ p!3f : The compatibility with j follows from the compatibility of
f with f  and of p! with p!:
The second afﬁrmation is an direct consequence of the equality
c3j
 ¼ %j3 %c: &
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Remark 3.29. At this point we need to say that we have taken a shortcut in the
deﬁnition of a morphism of groupoids. Le Gall actually deﬁned such a morphism j
not merely as a triple ðY ; p; f Þ but as a equivalence class of such triples (see [21] for
the details). He proved that the functor j :G-alg-H-alg does not depend on
the representing triple in an equivalence class. It follows that the functors
%j :G-asym-H-asym and j

: EG-EH are also well deﬁned.
From now one we will use j for all the three functors j; %j and j as there is no
risk of confusion.
It is easy to see that the functor j : EH-EG is compatible with the tensor
product in the categories EH and EG:
Corollary 3.30. Let G;H be two groupoids and j :G-H a morphism implementing a
Morita equivalence. Then the induced map j : EHðA; BÞ-EGðjA;jBÞ is an
isomorphism for all H-algebras A and B:
Applications. (a) Let ðV ;FÞ be a foliated manifold and T a transverse submani-
fold which meet all the leafs. The holonomy groupoid of the foliation G and its re-
duction to T ; GTT are Morita equivalent. The equivalence is provided by the space
O ¼ G-s1ðTÞ with left action of G and right action of GTT : Hence given
GTT -algebras A and B; s




(b) Let X be a topological space acted upon by two groups G and H: Assume that
the two actions commute and that the action of G is free and proper. The quotient
map
p : XsðG  HÞ-ðX=GÞsH
is a Morita equivalence [24]. For a proper G-C0ðXÞ-algebra A; Kasparov deﬁned the
C0ðX=GÞ-algebra AG as the C0ðX=GÞ-part of the G-ﬁxed elements of A [18], i.e., p!A:
It follows the existence of an isomorphism
p! : EXsðGHÞðA; BÞ-EðX=GÞsHðAG; BGÞ
corresponding to Kasparov’s descent isomorphism lG in KK-theory deﬁned in [18].
(c) Assume that H is a closed subgroup in a locally compact group G: Consider G
as a left H-space and as a right G-space. It follows that H is Morita equivalent to
ðH\GÞsG: The ðH\GÞsG-algebra associated to a H-algebra A is the induced
algebra indGHðAÞ:
There is a natural transformation
indGH : EHðA; BÞ-EGðindGHðAÞ; indGHðBÞÞ
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obtained by composing the isomorphism EHCEðH\GÞsG induced in E-theory by the
Morita equivalence between H and ðH\GÞsG along with the obvious forgetful
functor EðH\GÞsG-EG: The functor ind
G
H was deﬁned and used in E-theory in the
case of a ﬁnite group H in [13].
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