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ABSTRAKT 
Tato bakalářská práce se věnuje pokročilým metodám globální optimalizace a hlavně 
problematice obchodního cestujícího. Zaměřuje se na popis tohoto problému a na jeho 
různé možnosti řešení, mezi které patří teorie grafů, heuristické algoritmy, evoluční 
algoritmy, v nich především genetické algoritmy a optimalizace pomocí mravenčí 
kolonie. V závěru je implementace zmíněných metod a provedené testování na různých 
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This bachelor work is dedicated to advanced methods of global optimization, and 
especially problem traveling salesman. It focuses on the description of the problem and 
its various options, including graph theory, heuristic algorithms, evolutionary 
algorithms, in which mainly genetic algorithms and optimization by ant colonies. In 
conclusion, the implementation of these methods and performed testing on different 
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Moje bakalářská práce se týká pokročilých metod globální optimalizace a hlavně 
problému obchodního cestujícího. Problém obchodního cestujícího se zabývá nalezením 
nejkratší možné cesty mezi městy, tak aby se na ní žádné město neopakovalo a aby se vrátil 
do toho, ze kterého vyšel. Tento problém je jedním z nejintenzivněji studovaných problémů v 
oblasti výpočetní matematiky, na který doposud nebyl nalezený optimální algoritmus a to i 
přesto, že se tímto problém zabývá spousta matematiků, informatiků, fyziků a řada dalších 
odborníků. Proto bylo vyvinuto hodně aproximačních algoritmů. Několik z nich využívá 
principy inspirující se na evoluční teorii a evolučních procesech (křížení, mutace), které řeší 
velmi náročné optimalizační problémy poměrně efektivním způsobem. V této práci budou 
popsány a implementovány nejdříve heuristické algoritmy a dále evoluční metody, ze kterých 
se hlavně budu zabývat genetickým algoritmem, a optimalizací pomocí mravenči kolonie. 
V závěrečné kapitole porovnám všechny získané výsledky. 
V mé bakalářské práci jsem nejdříve popsala, o jaký přesně problém se jedná a 
následně pár možných řešení této problematiky, jako je teorie grafů, metrický problém 
obchodního cestujícího, evoluční algoritmy, genetické algoritmy a optimalizaci pomocí 
mravenčí kolonie. Na závěr jsem provedla implementaci základních heuristických algoritmů 
z datového souboru vzdáleností měst v české republice a vytvořených v uživatelském rozhraní 
v Matlabu nejdříve 10 bodů (měst) rozložených po kruhu v prostoru a později náhodně 
vygenerovaných 60 bodů, které jsem následně rozšířila i o implementaci genetického 
algoritmu a mravenčí kolonii. Všechny výsledky jsem porovnala mezi sebou. Genetické 
algoritmy jsem ještě testovala na změny v nalezení optimálního řešení při změně 











1. Problém obchodního cestujícího 
 
1.1 Obecné seznámení s problémem obchodního cestujícího 
Problém obchodního cestujícího (TSP = Traveling Salesman Problem) se řadí 
k problémům globální optimalizace. Zde je hlavním úkolem najít globální minimum. Globální 
optimalizace se řeší v mnoha praktických problémech (například s ekonomickým efektem). 
Globální minimum je bod nebo více bodů s nejmenší funkční hodnotou. 
 TSP je algoritmický problém snažící se najít nejkratší cestu v síti bodů (měst). Body 
jsou spojeny různě dlouhými spojnicemi (cestami). Obchodní cestující má za úkol projít 
všemi městy a vrátit se do města, ze kterého vyšel. Součet délek cest, které obchodní cestující 
prošel a zároveň prošel všemi městy, pak dává celkovou délku cesty. Je snahou, aby výsledná 
celková cesta byla co nejkratší. Tento problém patří do množiny NP – úplných problémů a 
pro ně se zatím nepovedlo najít řešení v polynomiálně omezeném čase. Pokud by existoval 
polynomiální algoritmus pro jeden prvek z této třídy, pak bude existovat polynomiální 
algoritmus pro všechny ostatní. Z toho vyplývá, že s velikostí problému (větší počet měst) 
roste i čas, za který se tento úkol vyřeší. Prozatím neexistuje algoritmus, jehož průměrná doba 
výpočtu by byla polynomiální, jen se vyvinula spousta aproximačních řešících postupů.  
Problém obchodního cestujícího můžeme řešit pomocí heuristických algoritmů, které 
nedávají optimální řešení, jen se k němu přibližují.   
Z pohledu teorie grafů se jedná o hledání nejkratší Hamiltonovské kružnice. Města 
jsou pak vrcholy a cesty mezi nimi ohodnocené hrany. 
Rovněž se tento problém dá řešit díky evolučním algoritmům, které se vzorují na 
přírodních operacích jako je selekce, křížení a mutace. Prozatím nejlepších řešení této 
problematiky se dosahuje díky optimalizaci mravenčí kolonií. 
Teoreticky můžeme vypočítat počet unikátních řešení pro problém obchodního 
cestujícího podle vztahu (1). U obecného problému obchodního cestujícího je jedno, ze 
kterého města se vyjde, proto je v čitateli n-1 a celkový počet řešení se dělí dvěma, čimž jsou 
odstraněny stejné cesty projeté v opačném směru.  
  
      
 
 ,                                                            (1) 




Tímto problémem se poprvé hlouběji začali zabývat a studovat ho kolem roku 1800 
irský matematik Sir William Rowan Hamilton a britský matematik Thomas Penyngton 
Kirkman. Jedná se o hru Icosian od Hamiltona vymyšlenou kolem roku 1857. Jedná se o 
dvanáctistěn s 20 otvory, ve kterém jde o to, aby hráči přešli přes všechny otvory jen jednou a 
vrátili se do toho bodu, ze kterého vyšli. Mají použit pouze specifické spojení (např. 
sousedská podmínka).  
 
Obrázek č. 1: Icosian hra [8] 
 




Nicméně poprvé tato teorie byla studována až kolem roku 1920-1930 matematikem a 
ekonomem Karlem Mengerem, a ním rozšířená po dalších univerzitách ve Vídni a na 
Harvardu. 
Metody řešení problému obchodního cestujícího se začaly objevovat kolem roku 
1950. V roce 1954 George Dantzig, Ray Fulkerson a Selmer Johnson zveřejnili optimální 
řešení problému obchodního cestujícího pro 49 amerických měst v efektivním čase. Další 
desetiletí byl tento problém studován vědci z matematiky, ekonomiky, chemie a fyziky, 
počítačovými vědci.  
Padberg a Rinaldi v 1987 roku vypočítali optimální řešení pro 532 bodů. Později 
nalezli optimální cestu skrz strukturu 2 392 bodů.  
A na konci minulého století se podařilo vyřešit tento problém pro 13 549 měst ve 
Spojených Státech Amerických.  














2. Metody řešení problému 
obchodního cestujícího 
2.1 Teorie grafů 
Jedna z možností, díky které můžeme vyřešit problém obchodního cestujícího je 
teorie grafů, která se zabývá jen vzdáleností mezi městy a nalezením nejkratší možné trasy 
mezi nimi. Protože graf se skládá z vrcholů (V), (představme si je jako nakreslené body = 
města) a z hran= cesta mezi nimi (E), které spojují dvojice vrcholů mezi sebou. Může 
vyjadřovat souvislosti mezi návaznosti, objekty, spojení nebo toky, využití ve výpočetní 
technice či sociologii atd. Tato teorie neurčuje co přesně uzly a hrany jsou, jejich interpretace 
je určena až problémem, který se pomocí této teorie řeší.  
V informatice grafy jsou důležité kvůli dobře vyvážené kombinací svých vlastností 
(snadným a názorným nakreslením a zároveň jednoduchou zpracovatelností na počítačích), 
díky kterým se grafy prosadily jako vhodný matematický model pro popis vztahů mezi 
objekty a jako datové struktury modelující entity a vztahy mezi nimi. Algoritmy, které pracují 
s teorií grafu, se jmenují grafové algoritmy. [15] 
Základní definice grafů: popisuje hrany mezi dvojicemi vrcholů pomocí 
dvouprvkových podmnožin těchto bodů. Uspořádaná dvojice G = (V; E), kde V je množina 
vrcholů a E je množina hran (množina vybraných dvouprvkových podmnožin množiny 
vrcholů). [5] 
Definice grafu jako trojice:  
G = (V, E, R); R: E → V × V,                                              (2) 
kde R je incidenční relace (zobrazení z množiny hran do množiny uzlů). 
Příkladové řešení této problematiky pomocí teorie grafů můžeme vidět na tomto 
obrázku, kde je zaznačeno sedm mostů ve městě Královec. Kde chceme přejít všechny mosty 
jen jednou a vrátit se na první z nich. Tímto problémem se zabýval matematik Leonardo 





Obrázek č. 3: Sedm mostů v městě Královec [2] 
Tento problém můžeme přetransformovat do teorie grafů. V tomto případě břehy 
řeky a ostrovy jsou vrcholy grafu, hrany grafu jsou znázorněny mosty. 
 
Obrázek č. 4: Sestavený graf tohoto problému sedmi mostů [15] 
Tento příklad nemá řešení. Toto je považováno za začátek teorie grafů. [2] 
Termíny používané v teorii grafů: 
Sled (walk) 
Sled mezi uzly u1(uzel počáteční) a un (uzel koncový) je posloupnost uzlů a hran. 
Sled nazýváme uzavřeným, když je počáteční uzel shodný s koncovým uzlem. Jinak se jedná 
o sled otevřený. Sled má i orientovanou variantu, která respektuje orientaci hran. 
Tah (trail) 
V grafu je to jakby jeho sled, ve kterém je nejdůležitější to, že se neopakují žádné 






V grafu je jako jeho tah, ve kterém se pro změnu neopakují žádné uzly. Každý uzel 
tedy sousedí nejvýše se dvěma hranami tohoto tahu. Cesta má i orientovanou variantu, která 
respektuje orientaci hran. 
Eulerovský tah 
Tento tah obsahuje všechny hrany v grafu, ale jen jednou. Uzavřený tah – je tah, 
který končí v místě vrcholu, ve kterém začal. 
Hamiltonova cesta (Hamiltonian path) 
Je to taková cesta v grafu G, která obsahuje každý uzel v něm. 
 
Obrázek č. 5: Příklad Hamiltonovské cesty s ohodnocenými hranami [2] 
 
Kružnice (circle) 
Kružnicí můžeme nazvat každou uzavřenou cestu. Kružnice, která má i orientovanou 
variantu a respektuje orientaci hran, nazýváme cyklus. 
Hamiltonovská kružnice (Hamiltonian circle) 
V grafu je taková kružnice, která prochází všemi jeho uzly jen jednou. Graf, který 




2.1.1 Eulerovský graf 
Tato metoda se jmenuje po matematikovi Eulerovi, který řešil úlohu sedmi mostů 
v městě Královec. Což je i její typický příklad (viz obr. č. 2).   
Jestli každý uzel v grafu má stupeň rovný co nejmíň 2, tak tehdy obsahuje cyklus. 
Graf je eulerovský jen tehdy, pokud stupeň každého uzlu je sudým číslem a když sbírka jeho 
hran je dělitelná na rozlučné cykly. Toto řeší algoritmus Fleuryho, který nachází cyklus 
Eulera. Začíná svou cestu v libovolném uzlu a míří po hranách k dalšímu uzlu (hrany může 
projít jen jednou, žádná se nesmí opakovat), tak projde všechny uzly v grafu, až skončí v tom, 
z kterého vyšel. [16] 
 
2.1.2 Hamiltonovská kružnice 
Z teorie grafu pro řešení našeho problému je nejdůležitější definovat si cestu, která 
v grafu je brána jako jeho tah a v tomto tahu se neopakují žádné uzly (města). Z každého uzlu 
tedy vedou nejvýše dvě cesty do dalšího uzlu. Cesta respektuje i orientaci hran. 
Hamiltonovská cesta v grafu je cesta obsahující každý uzel grafu. Zjistit, zdali daný graf je 
Hamiltonovský, je obtížný problém, jelikož tato úloha patří do NP – obtížných problémů. 
Platí tady pravidlo, že čím více má graf při daném počtu uzlů hran, tím je pravděpodobnější, 
že se jedná o Hamiltonovský graf. Nejlépe to jde poznat u úplných grafů, které jsou vždy 
Hamiltonovské, protože každý uzel sousedí s každým uzlem. Platí zde pravidlo: že G je graf a 
má nejméně tři uzly (U), a pro každý uzel platí, že d(u) ≥ n/2, a součet stupňů každých dvou 
jeho nesousedních uzlů u a v platí: 
 
d(u) + d(v) ≥ ǀUǀ ,                                                        (3) 
pak G je graf hamiltonovský. [16], [1] 
Hamilotnovská kružnice v grafu projde všemi uzly tohoto grafu jen jednou, ani víc, 
ani míň. Graf, který obsahuje tuto kružnici, je nazýván Hamiltonovský graf. Sestavujeme – li 
tuto kružnici, můžeme vycházet z libovolného uzlu a sestavit cestu postupným přidáváním 
dalších a dalších uzlů. Cesta se končí po vyčerpání všech uzlů v daném grafu. Uzavřeme ji 
tím, že spojíme poslední uzel s prvním a takto nám vznikne kružnice. V problému obchodního 
cestujícího uzly reprezentují města, přes které projíždí a mezi každými dvěma uzly je hrana, 
která je ohodnocena vzdáleností, kterou je zapotřebí ujet, abychom se dostali s jednoho města 
do druhého. Teda tato úloha by měla být zadaná úplným hranově ohodnoceným grafem. 
Cílem této úlohy je najít hamiltonovskou kružnici, která je vyjádřená součtem ohodnocení 
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hran v ní a je nejmenší ze všech možných (nejkratší). Tato hamiltonovská kružnice je zároveň 
i nejkratší trasou pro obchodního cestujícího a je tedy řešením našeho problému. I tato úloha 
patří k NP – obtížným problémům, a proto k jejímu řešení hlavně používáme heuristické 
algoritmy, které dávají přibližné řešení (optimální). [4] 
 
2.1.3 Trojúhelníková nerovnost a metrický problém obchodního 
cestujícího 
Tato teorie tvrdí, že součet dvou délek libovolných stran pravoúhlého trojúhelníku 
(jinak by šlo o cestu po přímce bez návratu) není nikdy menší než délka třetí, zbývající strany. 
Neboli že cesta z bodu A do bodu B a pak do C není kratší než cesta z A přímo do C. Pokud 
toto v grafu platí, tak se jedná o metrický problém obchodního cestujícího. Toto zjednodušení 
odpovídá velkému množství reálných problému a umožňuje konstrukci aproximačních 
algoritmů.  Metrický problém obchodního cestujícího jde řešit 2 – aproximačním 
algoritmem v polynomiálním čase, který nejdřív zkonstruuje minimální kostru grafu (jen u 
ohodnocených grafů).  
 
 
Obrázek č. 6: Příklad kostry grafu [2] 
Cena (kostra) ≤ cena (optimum)                                             (4) 
Kostra obsahuje jen U – 1 hran a kružnice jich má U. 
Následně algoritmus projde kostru z libovolného uzlu do hloubky a zaznamená si 
všechny průchody přes uzly (některé mohou být vícekrát přešlé). A následně dojde ke 
zkrácení cest, což znamená, že jsou vynechány všechny opakující se uzly. Vytvoří se 
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kružnice. Jelikož platí trojúhelníková nerovnost, tak se původní cena cesty maximálně 
zdvojnásobí.  
cena (kružnice) ≤ 2* cena (kostra) ≤ 2* cena (optimum).                          (5) 
Tento problém můžeme řešit i například Christofidesovým algoritmem (vymyslel 
ho profesor Nicos Christofides), dojde v něm přinejhorším, že výsledná trasa je dlouhá 3/2 
délky optimálního řešení. Nejdříve zkonstruuje minimální kostru grafu, pak z libovolného 
uzlu projde kostru do hloubky a vybere uzly, které mají lichý stupeň, a na nich zkonstruuje 
úplný graf, na němž najde nejlevnější párování. Hrany z párování přidá do minimální kostry 
grafu. Výsledný graf je eulerovský (existuje v něm tah, který obsahuje všechny hrany tahu) a 
výsledná cesta odpovídá pořadí prvních návštěv uzlů při konstrukci tohoto tahu. Zato u tohoto 
algoritmu je obtížnější implementace a výsledek není o mnoho lepší než u 2 – aproximačního 
algoritmu. [1], [16], [2], [17] 
 
 
2.2 Heuristický algoritmus: 
Tyto algoritmy mají polynomiální časovou složitost, neboli řeší daný problém 
v přijatelném čase. Tento algoritmus obvykle vychází z intuitivní myšlenky, náhody, analogie 
a zkušenosti, a proto často výsledek nebývá tak přesný jak u jiných algoritmů. Heuristický 
algoritmus nezajišťuje nalezení řešení. Tuto metodu používáme i v běžném životě, jako 
například jak jdeme hledat houby, nebo výběr partnera. Často v jedné úloze můžeme použít 
více různých heuristických algoritmů, které se liší složitostí, časem a přesností výsledku. Ty, 
které jsou komplikovanější, mávají mnohdy výsledky více se blížící optimálnímu řešení než 
ty jednoduché. [6], [4]. 
 
2.2.1 Základní heuristické algoritmy: 
Základní heuristické stavební algoritmy mají společnou jednu věc a to tu, že se 
zastaví, když najdou řešení a to se už nesnaží vylepšit. Nejlepší výsledky této metody jsou 
kolem 10- 15 % z optima. 
Metoda Nearest Neighbor (nejbližší soused) má složitost: O (n²) 
a) Zvolíme náhodné město, ze kterého začíná cesta. 
b) Musíme nalézt nejbližší město a do něho zamířit. 
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c) Jestli existuje nějaké nenavštívená města? Pokud ano, musíme zopakovat 
krok b). 
d) A na konec se musíme vrátit do města, ze kterého jsme vyšli. 
Metoda nejbližšího souseda je nejjednodušší řešení problému obchodního cestujícího 
z heuristických algoritmů. Jejím hlavním úkolem je najít nejbližší město a navštívit ho.  
 
Metoda Greedy (nenasytný): O (n²log₂ (n)) 
a) Seřadíme všechny hrany. 
b) Z nich vybereme tu nejkratší a přidáme ji do cesty obchodního cestujícího, 
jestli to neporušuje žádné z uvedených omezení.  
c) Ujistíme se, že na naší cestě máme N hran. Pokud ne, opakujeme krok b). 
V tomto algoritmu jde o to, že se seřadí všechny cesty od nejkratší po nejdelší a ty 
přidáváme do výsledné cesty opakovaným výběrem nejkratších cest. Pokud je jakékoliv 
město na koncích přidávané cesty obsaženo ve výsledné cestě již dvakrát, cesta není přidána a 
zkouší se přidat jiná cesta. Tento algoritmus pokračuje tak dlouho, dokud se počet přidaných 
cest ve výsledné cestě nerovná N (počtu všech měst). [19] 
Metoda Insertion Heuristics (Vkládací heuristiky) 
Nearest Insertion (nejbližší vložení): O (n²) 
a) Vybereme nejkratší hranu a z ní uděláme sub cestu. 
b) Vybereme město, které není v sub cestě obsažené a jenž má nejkratší 
vzdálenost k městu v sub cestě. 
c) Najdeme hranu v sub cestě tak, aby cena vložení zvoleného města byla 
minimální mezi ním a jeho hranou. 
d) Opakujeme krok b), dokud žádné města už nezůstanou. 
 
Convex Hull (konvexní kostra): O (n²log₂  (n)) 
a) Najdeme konvexní trup v naší sadě měst a označíme ji za sub cestu. 
b) Pro každé město, které není v sub cestě, najdeme jeho nejlevnější uložení. 
Potom si vybereme město, které má co nejnižší náklady a vložíme je do 
cesty. 
c) Opakujeme krok b), dokud žádné města už nezůstanou. 
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Metoda vkládací heuristiky je docela přímočará a existuje jí pár variant. Základem té 
metody je to, že projdeme nějakou podmnožinu cest a pak vložíme zbytek nějaké heuristiky. 
Počáteční cestou (sub cesta) nejčastěji je trojúhelník nebo může být rovněž konvexní obal, 
nebo můžeme začít s jednou hranou jako sub cesta. [19] 
Metoda Christofides: O (n²log₂  (n)) – viz kap. 2.1.3 
Patří k heuristickým algoritmům, které využívají stavbu minimální kostry grafu. Je 
velice časově náročný. [19] 
 
 
2.3 Evoluční algoritmy 
Dalším možným řešením TSP jsou evoluční algoritmy, které patří do stochastických 
algoritmů. Tyto algoritmy sice nezaručují nalezení řešení v konečném počtu kroků, ale často 
pomohou nalézt řešení v přijatelném čase, které je prakticky použitelné. Tyto algoritmy byly 
poprvé zformulovány Friedbergem a Fogelem v roce 1958 a 1964. V 1965 roce Bienert, 
Rechenberg a Schwefel vymysleli praktické využití evolučních strategií.  A až v roce 1975 
pan Holland zavedl termín genetické algoritmy a zformuloval jejich teorii. V osmdesátých 
letech se začalo rozvíjet využívání genetických algoritmů.  
Jsou to jednoduché modely Darwinovy evoluční teorie vývoje populací. Používají 
evoluční operátory, patří mezi globálně optimalizační algoritmy. Jejich cílem je najít 
optimální řešení (takové, které maximalizuje nebo minimalizuje známou funkci). [13], [10], 
[14], [6] 
 
2.3.1 Evoluční operátory 
Selekce: přirozený výběr, nejsilnější a nejlepší jedinci z celé populace mají větší 
pravděpodobnost přežití a předaní svých vlastností potomkům 
Křížení: potomci zdědí kombinaci vlastností svých rodičů (zprůměrování 2 řešení), 
kteří si vyměnili informace 
Mutace: informace v jedinci, který se kříží, může být zakódovaná, a proto může dojít 
k její modifikaci.  
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Jedinec: základní jednotka podléhající evoluci. Předpokládáme, že přebývá 
v jistém životním prostředí, do kterého je buď lépe, nebo hůře přizpůsobený. 
Cílem evoluce je stvoření jedince ideálně přizpůsobeného do daného 
životního prostředí. 
Populace: množina jedinců (množina různých řešení), bydlící v jednom prostředí. 
Fenotyp: vnější charakteristika daného jedince 
Genotyp: kompletní a jednoznačný popis jedince obsažený v jeho genu [10],[14] 
Chromozom: je to řetězec informací, který nese vlastnosti a chování každého jedince. 
Nejčastěji je tento řetězec zapsán v podobě nul a jedniček, kterými je 
zakódována pozice v prostoru možných řešení. Vždy není ale takto 
zobrazován jako prostý řetězec, ale může rovněž jít o celá čísla, reálná čísla, 
matice, vektory, křivky. 
Gen: je nejmenší část chromozómu, je nedělitelná při aplikaci algoritmů. 
Fitness hodnota: je to číselné vyjádření kvality každého jedince. Jedná se obvykle o 
reálné číslo v rozsahu od nuly po jedničku, ale rovněž to může být číslo 
z libovolného intervalu. Proto musíme sestavovat fitness funkci pro každý 
problém, která dává jako výsledek požadovanou číselnou hodnotu. Tato 
hodnota nese pouze informaci o kvalitě příslušného jedince [22] 
Genotyp jedince během života se nemění, může maximálně podléhat modifikacím 
během jeho rozmnožování. Můžou to být změny z nevelkých losových mutací, nebo ze 
smíchání charakteristik rodičovských jedinců. Když se změní genotyp tak se změní i fenotyp 
potomků co ovlivňuje jejich adaptaci k životnímu prostředí. Změny v genotypu mají charakter 
náhodný. Jsou buď prospěšné, neprospěšné nebo nijaké pro jedince. [10],[14] 
 




Jedná- li se o prostor možných řešení, který je malý a omezený, lze řešení vyhodnotit 
hrubou silou (brute force).  
Evoluční algoritmy je vhodné použit při řešení obtížných problémů, u kterých je 
velký prostor řešení a také řešit obtížně formulovatelné problémy. Například víme, jak by měl 
vypadat výstup, ale nevíme jak ho dostat. Evoluční algoritmy dokážou prohledat různé 
možnosti a najít nejvhodnější řešení, a také nalézt více optimálních řešení, jsou schopné najít 
celočíselná řešení i reálná. Jejich nevýhoda spočívá v tom, že u obtížných problémů jsou 
schopny nalézt jen přibližné řešení (nemohou garantovat nalezení řešení v konečném počtu 
kroků, ale často pomohou nalézt v přijatelném čase řešení prakticky použitelné). Složitost 
problému roste lineárně s velikostí populace a počtem generací, přesto výpočet nemusí být 
rychlý, protože vyhodnotit řešení je časově náročné. [13], [7] 
 
2.3.2 Princip 
Každé možné řešení je reprezentované jedincem v populaci, která se postupem času 
vyvíjí. Přežívají ti nejlepší a špatní vymírají (schopnost přežít = fitness). Jestli počkáme 
nějakou dobu, tak populace bude tvořena už jen dobrými jedinci, kteří reprezentují správná 
řešení problému. [13] 
Evoluční algoritmy se snaží využít modelů evolučních procesů, tyto modely mají 
několik společných rysů: 
a) Pracují zároveň s celou skupinou možných řešení zadaného problému 
místo hledání jednotlivého řešení. 
b) Vygenerovaná řešení postupně vylepšují zařazování nových řešení, 
získaných kombinací původních.  
c) Kombinace řešení jsou následovány náhodnými změnami a vyřazováním 
nevýhodných řešení. [12] 
 
Evoluční proces prohledávání prostoru možných řešení vyžaduje rovnováhu dvou 
cílů. A to je co nejrychleji najít nejbližší optimum v malém okolí výchozího bodu a co nejlépe 
prohledat prostor všech možných řešení. Díky těmto dvěma směrům můžeme seřadit metody 
podle posloupnosti od metod, které jdou k lokálnímu optimu až k metodám prohledávajícím 




 Stochastický „horolezecký“ algoritmus 
 Tabu search 
 Simulované žíhání    
 Evoluční strategie 
 Genetické algoritmy[18] 
 
2.4 Genetické algoritmy 
Genetický algoritmus je optimalizační a zároveň vyhledávající technikou založenou 
na zásadách genetiky a přirozeného výběru.  Jeho výhodou je jeho poměrná jednoduchost. 
Tento algoritmus umožňuje obyvatelstvu, které se skládá z velkého množství jednotlivců, 
postupně se vyvíjet na základě předem stanovených pravidel stát, který maximalizuje fitness, 
neboli schopnost přežití (minimalizuje nákladovou funkci). Tento algoritmus se snaží co 
nejlépe napodobit přirozený koloběh života a to jak v reprodukci, tak schopnosti přežít. 
Hledání řešení pak spočívá ve výběru nějaké počáteční populace těchto organismů o různých 
vlastnostech zakódovaných v genech, které tvoří větší celky, chromozómy a dále jejich 
simulaci vývoje podle evolučních mechanismů, což je přirozený výběr, reprodukce, ve které 
dochází ke křížení genů a změně genu v chromozomu, atd. Čím víc se tato populace rozvíjí od 
generace k nové generaci, tím více vymírají špatní jedinci a dobří se mohou mezi sebou křížit 
a produkovat řešení čím dál tím lepší. [11], [23]  
Historie tohoto algoritmu sahá do 70. let minulého století, kdy jej poprvé uvedl pan J. 
Holland jako výsledek své práce. Předtím se o to rovněž snažilo pár vědců, ale nikdo moc 
neuspěl, jelikož se snažili následovat až moc biologii, ve které byl kladen důraz na mutaci, 
jako zdroj genetické změny, v porovnání s reprodukcí. J. Hollanda se zaměřil na oba tyto 
procesy a jeho cílem bylo vytvořit algoritmus schopný studovat fenomén adaptace tak, jak se 
vyskytuje v přírodě a tímto vytvořit způsob tohoto přirozeně vyskytujícího se fenoménu a 
importovat jej do umělých systémů. Vytvořil všeobecnou teorii adaptivních systémů, které 
jsou schopny komunikovat se svým prostředím díky svých binárních detektorů. Dalším 
významným vědcem v této oblasti se ukázal David Goldberg, student Hollanda. On dokázal 
vyřešit obtížný problém zahrnující kontrolu genetického algoritmu a jeho úspěšné aplikace. 
[26], [11] 
Mezi hlavní výhody toho algoritmu patří: 
 Optimalizuje buď spojité, nebo diskrétní proměnné 
 Nevyžaduje derivát informace 
 Optimalizuje proměnné s extrémně komplexními náklady plochy 
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 Pracuje s velkým počtem proměnných (celá skupina = populace) 
 Poskytuje seznam optimálních proměnných a ne jen jedno řešení 
 Dají se použít pro dynamické optimalizace 
 Jsou robustní a to tak, že jsou aplikovatelné na velice rozmanité úlohy, 
přičemž není potřeba na nich provádět velké změny, postačí 
minimální úpravy  
Tyto výhody jsou zajímavé a dosahují dobrých výsledků při tradičních 
optimalizačních přístupech s poměrně malým selháním. Jejich nevýhodou je příliš dlouhá 
doba trvání hledání výsledku a to proto, že analyzuje náklady na počáteční populaci.[11] 
Genetické algoritmy se zařazují do skupiny evolučních výpočetních technik, které 
využívají přírodní vývojové procesy, modelování genetické dědičnosti a Darwinovský zápas o 
přežití. Do této skupiny mezi jiné patří i evoluční strategie, evoluční programování, atd. 
Nejčastěji se využívají k hledání v určitém prohledávacím prostoru. [10] 
Genetické algoritmy obvykle pracují s binární reprezentací a ne přímo s hodnotami 
parametrů a současně pracují s celou populací, kde každý její prvek je jeden jedinec. Běhen 
optimalizace se pracuje s výchozí populací, která se mění tak, že se jedinci v populaci mění 
tím způsobem, aby se zkvalitnila celá populace. Celý proces probíhá v cyklu, kde dochází 
k tvorbě nových lepších jedinců náhradou za staré. To se děje díky předem stanoveným 
matematickým pravidlům (podle jejich typu se určuje, o jaký algoritmus se jedná). 
Nevýhoda genetických algoritmů: 
 Mají problém s nalezením přesného optima 
 Vyžadují velké množství vyhodnocování cílové funkce 
 Jejich implementace není vždy přímočará  
Tyto algoritmy mají velké uplatnění jak při řešení problémů NP úplných, 
optimalizaci, projektování obvodů elektrických, prohledávání velkých prostorů řešení, zisk 
znalostí. [23] 
Genetický algoritmus lze použít pro řešení problému obchodního cestujícího. Pro 
tento problém se ale nedá používat reprezentace binárního kódu (kvůli narušení permutace v 
jednotlivých jedincích). Proto ho řešíme reprezentaci pomocí celých čísel, kde každé číslo 
znázorňuje pozici daného města (bodu) na cestě obchodního cestujícího. Tato cesta je zapsána 
pomocí jedince, ve kterém se nesmí žádné město opakovat (zachována permutace), kromě 




2.4.1 Schéma genetických algoritmů 
 
Obrázek č. 8: Diagram principu genetických algoritmů [20] 
 
Počáteční populace 
Podle obrázku číslo 7 si můžeme představit, jak genetický algoritmus funguje. 
Můžeme vidět, že nejdříve dojde k vytvoření počáteční populace. Je vytvořena obvykle 
náhodně kombinací 1 a 0 (binární systém), nebo pomocí celého čísla a může byt znázorněná 
jako matice N x M (každý řádek představuje jednoho jedince). Tímto vznikne generace 
jedinců, kde každý je reprezentován jednotlivým řetězcem (např. šestibitovým slovem). A 
každý jedinec znázorňuje řešení problému, proto se populace snaží mít každého jedince 
jiného. Populace je množina argumentů účelové funkce, pro něž je postupně hledaná 
optimální číselná kombinace. Pro řešení problému obchodního cestujícího je počáteční 
populace daná jako náhodné permutace vektoru od 1 do N, kde N je počet měst (viz obr. č. 9). 




Obrázek č. 9: Příklad generace jedinců [bylo vytvořeno] 
Určení kvality 
Další blok je určení kvality. Zde dochází k tomu, že si jednotliví jedinci mezi sebou 
předávají informace, které vedou ke zlepšení jejich kvality (každému jedinci je určena kvalita 
– pro maximalizaci přímo jako hodnota kriteriální funkce). 
Podmínka ukončení 
V podmínce ukončení se nastavuje maximální počet iterací nebo stagnace výsledků, 
která signalizuje dosáhnutí stavu vhodného pro ukončení procesu. Je to nastavení pevného 
počtu generací, po jejímž uplynutí se evoluční proces zastaví.[7] 
Selekce 
Dále následuje selekce jedinců, ve které dochází k vytvoření nové lepší generace 
jedinců na základě už existující. Tento proces se provádí buď soubojem, nebo váženou 
ruletou. Jednotlivé druhy selekce jsou popsány v kapitole 2.4.2. 
Křížení 
Při křížení dochází k výměně informací mezi řetězci. Z populace vzniklé po selekci 
se náhodně vyberou dva jedinci (předci). Nový řetězec (potomek) bude obsahovat z každého 
předka část informace (reprodukce). Této metodě se nemusí podrobovat všichni, někdy jen 
například 80 až 90% (pravděpodobnost křížení, kterou si nastavíme) a ti co se nezkřížili, 
produkují sami sebe jako potomka. Je dobré zde dbát na to, aby nový řetězec vedl k vylepšení 
informaci. Druhy křížení jsou popsány v kapitole 2.4.3. 
Mutace 
Mutace je přímo spojená s křížením. Nastává v momentu, kdy se vznikli jedinci (po 
křížení) stále více navzájem podobají (mohlo by dojít k zastavení vývoje a aby nedošlo ke 
sklouznutí do oblasti lokálního minima). Počet mutací můžeme libovolně měnit (od malých 
hodnot k větším), nastavujeme její pravděpodobnost, ale jelikož významně narušuje 
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genetickou informaci, je tato pravděpodobnost obvykle dost malá (obvyklé rozmezí 0,001 – 
0,1). Pokud se pravděpodobnost mutace nastaví příliš velká, dojde do ztráty výhod 
genetického algoritmu a prohledávání stavového prostoru přechází v prohledávání náhodné. 
Je dobré u této metody dbát na to, aby mutací narušení jedinci reprezentovali přípustná řešení. 
Po jejím dokončení opět získáme novou generaci jedinců. Druhy mutace jsou uvedené 
v kapitole 2.4.4. [23], [10], [11] 
Určení kvality 
Určíme kvalitu každého jedince v nově vzniklé populaci.  
Výběr nejlepšího jedince 
Z nově vzniklé populace se podle její kvality vybere nejlepší jedinec. Toto nastává až 
po podmínce ukončení. 
 
2.4.2   Selekce jedinců 
Vážená ruleta 
Ve vážené ruletě zůstane přiděleno každému jedinci jeho pravděpodobnost výběru, 
která je vypočítaná podle jeho kvality dělena součtem celkové kvality všech jedinců dané 
generace. 
p =  
       
                   
                                              (6) 
Podle tohoto vztahu je vytvořen kruh rulety, který je rozdělený na N částí (N = počet úměrný 
hodnotě pravděpodobnosti výběru). Z této rulety se provádí losování pro výběr dalšího rodiče. 
Po losování jsou generovaná náhodná čísla z intervalu <0, 1> a podle pravděpodobnosti jsou 
vybíraní jedinci, kteří projdou selekcí. Do nové generace postupují ti jedinci, kteří mají 
největší pravděpodobnost výběru (ruletou se otáčí tolikrát kolik je jedinců v původní generaci 
a nejčastěji se zastavuje na jedincích s největší pravděpodobností). Nevýhoda této operace 
spočívá v tom, že se mohou vyskytnout v nové generaci jedinci s malou kvalitou a některé 




Obrázek č. 10: Příklad vážené rulety [10] 
Z obrázku číslo 10 vyplývá, že nejčastěji vybraný jedinec v nové populaci bude růžový a 
tmavě fialový a nejméně světle fialový a tmavě modrý. [10], [7] 
Souboj 
V operaci souboj se náhodně vyberou dva jedinci, kteří spolu soutěží. Z nich je pak 
do nové generace vybrán ten, který má lepší kvalitu. Dále dochází k dalšímu náhodnému 
výběru a opětovnému porovnání kvalit dvou jedinců. V situaci kdyby se vyskytli oba jedinci 
se stejnou kvalitou, tak zůstane do nové generace vybrán jeden z nich náhodně.  Zde rovněž 
se někteří jedinci můžou vyskytovat opakovaně.[7] 
Strategie elity 
U obou těchto metod, ale může dojít k tomu, že v nové generaci se nebude 
vyskytovat nejlepší jedinec a proto se někdy používá strategie elity (pokud v nové generaci se 
nevyskytuje nejlepší jedinec, je tam dosazen na místo jiného). [10] 
 
2.4.3  Křížení jedinců 
Pro binární kód 
Když se jedná o binární kódování, dochází ke křížení, jen když je splněna podmínka, 
že bod křížení (náhodné číslo od 0-1) je menší než pravděpodobnost křížení. Ze dvou 
vybraných jedinců vzniknou dva noví jedinci. Když je tato pravděpodobnost menší než bod 
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křížení, tak ke křížení nedojde, tedy do nové populace se přepíši dva původní jedinci. V tomto 
kódování existuje pár druhů metod křížení: 
 Mnohobodové křížení – Chromozomy rodičů se rozdělí na několik za sebou 
následujících disjunktivních segmentů. Oba rodiče jsou rozdělení na stejně 
dlouhé segmenty. Potomek střídavě přebírá segmenty elementů z jednoho 
rodiče a druhého rodiče. Takto mohou vzniknout 2 potomci, kteří jsou 
navzájem komplementární (1 z nich přebírá z prvního rodiče sudé segmenty 
a z druhého liché a druhý potomek opačně). Dělící bod se generuje mezi dvě 
sousední pozice.[7] 
 Křížení míchající – je to rozšíření mnohobodového. Před samotným 
křížením jsou pozice náhodně přeskupované, po křížení se vrátí u potomků 
na původní místo. Díky tomuto míchání se může stát, že pozice, které jsou 
od sebe vzdálené, se stanou sousedními a mají větší šanci být spolu 
přenesené do toho samého potomka (eliminují se výhody a nevýhody toho, 
že některé pozic jsou blízko sebe a jiné vzdálené od sebe, zrovnoprávňuje se 
jejich šance na společný přenos).[7] 
 Křížení dvoubodové – jsou vybrány dva náhodné body pro křížení z rodičů. 
Tímto nám vzniknou tři části jednoho chromozomu od jednoho rodiče i 
druhého. A dojde k výměně středů mezi rodiči a tak vznikne nový potomek. 
Je lepší než jednobodové křížení. [11]  
 Křížení jednobodové – Mezi dvěma chromozomy rodičů se vytvoří bod, 
který předělí chromozomy obou rodičů na dvě části. Mezi nimi dojde 
k výměně té druhé části a vzniknou dva noví potomci. [11]     
 
 
Obrázek č. 11: Příklad křížení pro binární zápis [11] 
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Permutační křížení  
U problému obchodního cestujícího ale tuto metodu nemůžeme využít (jak bylo 
uvedeno dříve). Zde se jedná o permutační kódování. Obchodní cestující, musí navštívit různá 
města o určené vzdálenosti mezi nimi. Každému městu odpovídá jedno číslo a jedinec se 
skládá z čísel těch měst v různém pořadí, podle toho jaká zrovna byla zvolená cesta (např. jde 
z 1 do2 pak do 3, nebo z 1 do 3 pak do 2,…). A proto se používá permutační křížení nebo 
hladové křížení (greedy crossover).  
Permutační křížení náhodně promíchá určité části řetězce, tak že vznikne nový 
jedinec. Pravděpodobnost křížení se nastavuje v intervalu < 0,6; 1,0 >. [10] 
 Základní permutační křížení - Dochází k záměně čísel v rámci jednoho 
jedince. Provádí se díky dvou dělicím bodům, mezi kterými dojde k výměně 
pozic. V této metodě se nejedná úplně o křížení, ale dochází zde 
k promíchání řetězce jednoho ne dvou jedinců.  
 
Obrázek č. 12: Příklad křížení permutačního [20] 
 PMX křížení – Chromozóm se skládá s objektů, kde každý objekt je 
reprezentovaný jednou pozicí. Potomek je tvořen tak, že z 1 rodiče je vybrán 
souvislý segment několika pozic (určen dělícími body) a zbytek se doplní 
z druhého rodiče, tak aby se co možná nejvíce zachovalo absolutní pořadí 
objektů druhého rodiče. Celý proces je komplikován tím, aby nedošlo do 





Obrázek č. 13: Ukázka PMX křižování [7] 
 
 OX křížení – Chromozóm je chápan jako cyklické pořadí objektů (po 
posledním následuje první objekt) a každý objekt je reprezentovaný jednou 
pozicí. Potomek je tvořen vybraným úsekem souvislých segmentů pár pozic 
z jednoho rodiče a zbytek je doplněn z druhého rodiče, tak aby se co nejvíce 
zachovalo relativní pořadí objektů z druhého rodiče. 
 
 Cyklické křížení (cycle crossover) – Tato metoda postupně seřadí pod sebe 
po dva rodiče, kteří se budou mezi sebou křížit. Křížení začíná na levé 
straně rodičů, kde dojde k výměně dvou číslic, které jsou na první pozici v 
chromozomech. Podle uvedeného příkladu na obrázku č. 14 jsou to číslice 5 
a 4. Dále, jestli v prvním řetězci vystupují dva stejné prvky (na příkladu si 
můžeme všimnout, že v prvním řetězci vystupuje dvakrát číslo 4), je tento 
druhý prvek nahrazen z druhého rodiče (nahrazen ze stejné pozice jak u toho 
prvního rodiče, jedná se o číslo 1). A tak dále, dokud se už žádná čísla 





Obrázek č. 14: Ukázka cyklického křížení [bylo vytvořeno] 
 
 
Hladové křížení (greedy crossover)  
Hladové křížení se liší od normálního tím, že využívá vzdálenosti mezi sousedními 
jedinci. Zůstanou vybrání dva jedinci, ze kterých nejdříve náhodně je vybráno počáteční 
město, potom jsou vypsání jedinci napravo od počátečního města v obou řetězcích. Od těch 
vybraných na právo měst se zjistí vzdálenosti od počátečního města, jedinec s menší 
vzdáleností se zapíše do výstupního řetězce. A tak se to opakuje celé, dokud nedojde k tomu, 
že město vybrané a jenž má menší vzdálenost už je obsaženo ve výstupním řetězci, potom 
toto město musíme nahradit jiným náhodně vybraným a zaspat ho do výstupu. Takto tam 
postupně přidáváme města, až jsou všechny zapsané a tím nám vznikne nový řetězec. Příklad 
tohoto křížen můžeme vidět na obrázku č. 15. Zde je náhodně vybrané město 4. V prvním 
jedinci napravo od města 4 se nachází město 5 a v druhém jedinci to je město 2. Po porovnání 
vzdáleností měst 4 a 5, 4 a 2 bylo zjištěno, že kratší cesta je mezi městy 4 a 5, proto do 
výstupního řetězce přidáváme město 5. Pokračujeme dále s městem 5. V prvním jedinci 
následuje město 6 a v druhém město 4, které už je obsažené vy výstupním řetězci, proto 
dochází k náhodnému výběru města z pozůstalých. Zůstalo vybráno město 3. Vstupní řetězec 
je prozatím tvořen městy 4,5 a 3. Tímto způsobem pokračujeme dále, až zůstanou vybrané do 




Obrázek č. 15: Příklad hladového křížení [bylo vytvořeno] 
 
2.4.4  Mutace jedinců 
Pro bitové představení  
 Bodová mutace - Jedná se o to, že jeden bit v chromozomu s určitou 
pravděpodobností zmutuje, což znamená, že nula je nahrazena jedničkou a 
opačně.  
 Vícebodová mutace – Náhodně vybereme několik bitů z jednoho 
chromozomu, u kterých měníme hodnotu původní na opačnou (1 na 0 a 
opačně). 
 Pravděpodobnostní mutace – Jedná se o mutaci každého bitu s nastavenou 
pravděpodobností. [26]  
 
Permutační mutace 
 Permutační mutace -  Dojde k náhodné výměně dvou pozic v řetězci, ale jen 
pro zlepšující se mutace. Jelikož se rovněž jedná o operaci s předem danou 
pravděpodobností, opět může dojít k tomu, že nový jedinec může být a 
současně nemusí byt nositelem nové genetické informace, která se 
nenacházela ani v jednom z rodičů. Ve velmi extrémním případě může být 
nový jedinec ideální kopií svých rodičů. Pro nastavení pravděpodobnosti 
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mutace se používá pravidlo, že pravděpodobnost se nastaví tak, aby 
v průměru došlo k alespoň jedné změně. [11] 
 
Obrázek č. 15: Ukázka permutační mutace [11] 
 
 
2.5  Optimalizace pomocí mravenčí kolonie 
Optimalizace pomocí mravenčí kolonie (ant colony optimization = ACO) je umělý 
systém, který studuje a bere inspiraci z chování skutečných mravenčích kolonií. Je to 
populace založena ne meta heuristice. Tento systém se často využívá k řešení diskrétních 
optimalizačních úloh.  
 
2.5.1 Historie ACO 
Jako první ACO systém byl popsán Marcem Dorigem v jeho PH. D. práci v roce 
1992 a nazval ho mravenčí systém (Ant System). Tento systém byl původně používán 
k problému obchodního cestujícího a kvadratickému přiřazení řešení problému. Od roku 1995 
Dorigo, Gambardella a Stützle pracovali na rozšíření tohoto systému. Dorigo a Gambardella 
vytvořili systém mravenčí kolonie (Ant Colony Systém) a Stützl a Hoos navrhli MAX – MIN 
mravenčí systém. Obě tyto metody byly požité pro řešení symetrického i asymetrického 
problému obchodního cestujícího, kde došli k vynikajícím výsledkům. Dále ještě navrhli 
novou hybridní verzi optimalizace mravenčí kolonie s lokálním vyhledáváním. [29] 
 
2.5.2  Řešení problému ACO 
Optimalizace pomocí mravenčí kolonie bere inspiraci ze skutečných mravenců 
pátrajících po potravě. Tito mravenci při pátrání za sebou zanechávají feromonovou stopu na 
zemi, po které přešli. Tímto si označují cestu, kterou se mají vydat další mravenci. Ti 
mravenci co si vybrali kratší cestu, zanechávají po sobě i výraznější feromonovou stopu než ti 
co se vydali delší cestou. Zbytek mravenců je přitahován silnější feromonovou stopou, a proto 
se vydávají kratší cestou k potravě. Tato stopa je čím dál tím silnější a ta druhá s delší 
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vzdáleností postupně zaniká. Nakonec se po této cestě vydávají všichni mravenci. Algoritmus 
ACO využívá podobný mechanismus pro řešení optimalizačních problému. [31] 
 
 
Obrázek č. 16: Ukázka chování mravenců [30] 
Na obrázku číslo 16 můžeme vidět, příklad klasického chování se mravenců 
putujících za potravou. Na obrázku a) je znázorněno, jak mravenci dospěli k rozcestí. Na 
obrázku b) si někteří mravenci zvolili horní cestu (tu delší) a jiní tu dolní. Tento výběr je 
náhodný. Obrázek c) ukazuje, jak se tato situace vyvíjí v čase. Mravenci se pohybují 
konstantní rychlostí. Ti co si zvolili kratší cestu, dosáhnou cíle rychleji než ti s tou delší. 
Obrázek d) ukazuje feromonovou stopu hromadící se při kratší trase. Počet čár je přibližně 
úměrný množství feromonové stopy. [30] 
V tomto algoritmu jsou vytvořeni umělí mravenci, kteří se pohybují od města 
k městu na trati (po grafu) obchodního cestujícího. Je to stochastický proces výstavby cesty na 
tratích mezi městy, které představují vrcholky grafu. Dochází ke změně feromonová stopy 
časem, jak se mravenci začali pohybovat v grafu. Na začátku každý mravenec začne svou 
trasu od náhodně vybraného města (vrchol grafu). Potom se začnou pohybovat po okrajích 
grafu a zanechávají za sebou feromonovou stopu, aby již nevstoupili do města, které bylo 
navštívené. 
   
  
   
     
 
    
 
     
                                                           (7) 
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kde:   = feromonová stopa mezi městy m a n                                                                                                                 
q = viditelnost měst m a n (1/vzdálenost)                                                                                                                                    
a, b = konstanty, které popisují vliv feromonů a vzdálenosti mezi městy [20] 
 Mravenec vybudoval trasu, potom co navštívil všechna města. Kromě toho, že za 
sebou zanechal feromonovou stopu, rovněž vytvořil pravděpodobnostní pravidlo, které určuje 
sílu feromonu na délce dané trasy a vzdálenosti od města. Když tuto trasu dokončí všichni 
mravenci, je aktualizována feromonová stopa. Krátké cesty s vysokou hodnotou feromonu 
mají nejvyšší pravděpodobnost výběru. Neefektivní cesty, které rovněž byly označeny 
feromonem, se z nich postupně ten feromon vypařuje. V tomto algoritmu jsou ale velice 
důležité elitářské strategie. Která vkládá nejlepší nalezenou cestu do výchozího řešení, když 
tam chybí. Díky tomu, že se feromon po každém projití počítal znovu, je zde ještě jeden 
vzorec pro výpočet nové úrovně feromonů. Je to aktualizace feromonu: 
                 
      
          
   
                                 (8) 
kde:    
  = feromonová stopa položená mravenci k mezi městy m a n                                                                                                                                
  = konstanta odpařování feromonu                                                                                   
  = elitní cesta vážené konstanty                                                                                   
   












3. Implementace metod 
Problém obchodního cestujícího byl řešen pomocí heuristickým algoritmů, 
genetického algoritmu a rovněž díky optimalizaci pomocí mravenčí kolonie.  
Složka TSP obsahuje skripty: 
 pro testování různých nastavení genetických algoritmů (soubor 
testGenMetod.m) 
 pro testování různých nastavení pravděpodobnosti křížení (soubor 
pstKrizeni.m) 
 pro testování různých nastavení pravděpodobnosti mutace (soubor 
pstMutace.m) 
 zprůměrování zájmových kritérií algoritmu (soubor prumerneHodnoty.m) 
 vykreslení výsledků (soubor vykresleni.m) 
 algoritmus optimalizace pomocí mravenčí kolonie (soubor aco.m), tento 
algoritmus obsahuje i samostatné vykreslení 
Na začátku každého skriptu je sekce nastavení, kde se ručně zapíší hodnoty pro 
nastavení skriptu, pak už skripty pracují samy. Výjimkou je skript vykreslení kde je třeba 
odkomentovávat různé části kódu. 
Skript testGenMetod pro každou kombinaci různých kritérií testů volá funkci 
testGenMetodF. Ta realizuje genetický algoritmus se zvolenou selekcí, křížením, mutací a 
nutných nastavení prostřednictvím parametru funkce. Funkce vrátí nejlepší dosažený 
výsledek, procesorový čas, za který byl výsledek spočítán, počet kroků algoritmu vedoucích 
k nalezení přijatelného výsledku (přijatelný výsledek je nastavený, přes vstupní parametr 
funkce) a procesorový čas potřebný k nalezení přijatelného výsledku. Tyto čtyři návratové 
parametry jsou ve volajícím skriptu ihned vypisovány do tabulky výsledných hodnot. Dalším 
návratovým parametrem funkce je pořadí měst, jehož průchod je nejkratší nalezený. Toto 
pořadí si pak skript ukládá a postupně si ho přepisuje nejkratším dosud nalezeným pořadím. 
Nakonci skriptu je uloženo spolu s tabulkou výsledků do složky vysledky. Soubor 
nejPoradiMest je dál používán pro vykreslení výsledků. 
Skripty pstKrizeni (pst=pravděpodobnost) a pstMutace fungují stejně s tím 
rozdílem, že odpadají vstupní parametry do volané funkce, které vybírají křížení, mutaci a 
výstupní parametr nejlepší pořadí měst. Navíc přibude vstupní parametr pravděpodobnost 
křížení u pstKrizeniF a pravděpodobnost mutace u pstMutaceF. 
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Skript prumerneHodnoty pracuje tak, že se cyklem prochází tabulky výsledků a 
porovnává se obsah buňky v tabulce s názvem příslušné průměrované veličiny. Pokud je 
hledaný název nalezen, je ze sloupečku pro výsledek odečtena hodnota a přičtena k ostatním 
stejným nálezům. Nakonec jsou nálezy vyděleny jejich počtem. A uloženy do tabulky 
prumerneHodnoty.mat  
Skript vykresleni je třeba v každé jeho sekci správě odkomentovat podle komentářů 
ve zdrojovém kódu. Je to z toho důvodu, že se k datům přistupuje různými způsoby. Pro 
vykreslení je třeba kromě základního nastavení odkomentovat jedno vykreslení podkladového 
obrázku, jedno vygenerování souřadnic měst v prostoru, a jednu matici vzdáleností. Ta je 
generována implicitně ze souboru lze odkomentovat část, která vypočítá ze souřadnic pomocí 
euklidovských vzdáleností matici vzdáleností. Dále se musí odkomentovat část pro samotné 
provedení algoritmu v případě heuristického, anebo načtení nejlepší uložené cesty ze souboru 
ve výsledcích (generuje skript testGenMetod.m) 
 
 
3.1  Heuristické algoritmy 
3.1.1 Algoritmus Nearest Neighbor 
Vstupem funkce nearestNeighbor je tabulka vzdáleností mezi městy. Výstupem je 
délka cesty, kterou našel algoritmus a vektor pořadí měst. Funkce obsahuje 2 vnořené cykly 
for. První cyklus postupně iteruje město, ze kterého zkouší vyjít při měnících se počátečních 
městech a ukládá nejmenší uraženou cestu a vektor pořadí měst. Vnořený cyklus for pak 
skládá výslednou cestu voláním funkce vyberNejblizsiMesto, která jde vždy z posledně 
přidaného města do nejbližšího města. Musí si však dát pozor na již prošlá města, do kterých 
nesmí vstoupit. Oproti teoretickému popisu tohoto algoritmu (viz výše), byla implementována 
vylepšená varianta, která první město nevybírala náhodně, ale cíleně prochází všechna města. 
Pomocí tohoto algoritmu je tedy stanoveno tolik nejlepších cest, kolik je měst v dané úloze a 
z těchto variant cest je vybrána ta nejkratší.  
 
3.1.1 Algortimus Greedy 
Algoritmus Greedy si nejdříve zavolá funkci vytvorMaticiCestKSerazeni, která 
vytvoří matici 3 x počet cest. V prvním řádku uchovává informaci o délce cesty a v dalších 
dvou pak města, které cesta spojuje. Pak se zavolá funkce seradCesty, která seřadí cesty od 
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nejmenší do nejdelší a uloží do proměnné serazeneCesty. Pak vytvoří matici (vektor) 
navštívení, kde jako index uvažuje číslo města a k němu ukládá počet od 0 do 2 kolikrát je 
dané město již obsáhlé v našich cestách. Pak algoritmus projde všechny seřazené cesty 
cyklem for a kontroluje, zda města, při cestě kterou se algoritmus snaží vložit, mají v matici 
navštívení hodnotu menší než 2. Pokud podmínka projde, musí ještě projít podmínkou, kterou 
určuje funkce nevytvariPodCyklus.  
Funkce nevytvariPodCyklus funguje tak, že si ukládá do proměnné hledaneMesto 
prvně první město cesty, o které algoritmus rozhoduje, jestli ji vložit a hledá, pokud toto 
město není obsaženo někde jinde v prošlých cestách. Pokud ano, do proměnné hledaneMesto 
se uloží město na druhém konci nalezené cesty, vynuluje se cesta (tudíž se již nebude 
prohledávat) a jde se hledat výskyt dalšího města. Pokud se hledané město rovná druhému 
městu cesty, kterou se algoritmus snaží vložit (vycházeli jsme z první), znamená to, že 
přidaná cesta by vytvářela nějaký cyklus. O tom jestli funkce vrátí true nebo false rozhoduje 
podmínka, která porovná délku prošlých cest (což se rovná počtu měst protože proměnná 
prosleCesty se inicializovala příkazem zeros na délku počet měst) a počet vymazaných cest + 
2. Pokud se rovná, znamená to, že jde o konečný cyklus, pokud se nerovná jde o parazitní 
podcyklus a funkce vrací false, jinak vrátí true. 
 Pokud alespoň jedna z podmínek je splněna, cesta se přidá do výsledné cesty. Na 
konci se zavolá funkce vytahniPoradiMest, která prochází města stejně jako ve funkci 
nevytvariPodCyklus a zapisuje si pořadí měst, které pak vrátí. 
 
3.2  Genetický algoritmus 
Počáteční populace se pro genetický algoritmus vytvořil tak, že se vytvoří permutace 
čísel od 1 po počet měst. Vytvořila se populace o 20, 50 a 100 jedincích. Jeden jedinec 
představuje jednu variantu řešení. Tyto populace dále procházely selekcí, křížením a mutaci. 
Tak dlouho dokud nebylo dodrženo počtu iterací, nastavených na 1000.  
 
3.2.1 Selekce 
 Souboj - Vstupem do funkce souboj je populace před změnou, a příslušný 
vektor kvalit každého z jedinců. Výstupem funkce je populace po souboji. 
Funkce funguje tak, že cyklus for, jehož cyklus se nastaví na počtu jedinců v 
populaci krát, náhodně vybírá 2 jedince z populace, a porovnává jejich 
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kvalitu. Kvalitnějšího jedince postupně ukládá do výsledné populace. Můžou 
tak vzniknout 2 stejní jedinci ve výsledné populaci ale s tím se počítá.  
 Vážená ruleta - Vstupem funkce vaz_ruleta je opět vstupní populace a kvality 
jedinců v populaci. Výstupem funkce je populace vybraných jedinců. Funkce 
funguje tak, že každému jedinci přidělí pravděpodobnost, která je určená 
kvalitou jedince/součet kvalit celé populace pst=kvalita./suma pak se v cyklu 
for postupným přičítáním jednotlivých pravděpodobností vytvoří 
pravděpodobnostní koláč reprezentovaný vektorem F. Pak je vygenerován 
vektor náhodných čísel od 0 do 1  nah_cisla=rand(1,size(pop_0,1)). Nakonec 
se v cyklu, který prochází celou populaci, příkazem 
index=find(F>=nah_cisla(ind)) vybírá index jedince, na něhož padl 
pravděpodobnostní výběr. Funkce find je matlabovská funkce, která vybírá 
index čísel, která splňují podmínku v závorkách. 
 
3.2.2 Křížení 
 Základní křížení - Vstupem funkce je počáteční populace a pravděpodobnost 
křížení. Výstupem je zkřížená populace. Funkce funguje tak, že se v cyklu 
projdou všichni jedinci. Uvnitř cyklu je podmínka, do které běh programu 
vstoupí s pravděpodobností určenou vstupním parametrem. Tělo podmínky 
tvoří vygenerování dvou náhodných čísel v rozsahu 1 až počet prvků jedince, 
ošetření zda se náhodou náhodně vygenerovaná čísla nerovnají, pokud ano, v 
cyklu while se budou generovat další. Dále je tam podmínka, která 
zkontroluje, zda první vygenerované číslo není větší než druhé. Pokud ano, 
čísla jsou prohozena. Pokud máme vygenerované body dělení, příkazem 
poradi=randperm(bod_deleni2-bod_deleni1) získáme náhodně zpřeházený 
úsek vektoru, který vložíme zpět. Takto je tedy s určitou pravděpodobností 
 Cyklické kříženi - Pracuje tak, že vstupní populaci prochází postupně po 
dvou jedincích a kříží se první s druhým, třetí se čtvrtým atd. Křížení probíhá 
tak, že zůstane přehozené první číslo jedince A s prvním číslem jedince B a 
pak v jedinci A jsou hledané duplicity. Pokud jsou nějaké nalezené, přehodí 
se duplicitní číslo s číslem, které je na stejné pozici v jedinci B. Tímto 
způsobem dále pokračuje, dokud ve výsledném jedinci se už nevyskytují 
žádné duplicity.  
 Greedy crossover - Vstupem funkce je počáteční populace a matice 
vzdáleností měst. Výstupem je zkřížená populace jedinců. Algoritmus 
funguje tak, že v cyklu for prochází celou populaci, přičemž se iteruje o 2. 
Tak vybírá postupně po dvou jedincích, které kříží. Na začátku cyklu se vždy 
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vygeneruje náhodně město, které se uloží do proměnné nah_mest a 
inicializují se proměnné dostupne_c a dostupne_d obsahující každé město 
právě jednou, z nich jsou vybírány města ve vnořeném cyklu while, který 
vždy po výběru města vymaže město v proměnné dostupne_c a dostupne_d. 
While probíhá potom tak dlouho, dokud v proměnné dostupne_c nezůstane 
žádné město. Výše popsaný vnořený cyklus while vybírá města tak, že se 
porovná další dostupný jedinec od zvoleného města v obou jedincích. Město, 
do kterého vede kratší cesta je vybráno a zapsáno v postupném pořadí do 
nového jedince. 
 
3.2.3  Mutace 
 Mutace 1 - Vstupem funkce mutace je vstupní populace a skalární veličina 
pravděpodobnost mutace. Výstupem je zmutovaná populace. Funkce 
funguje tak, že se v cyklu projdou všichni jedinci. Uvnitř cyklu je 
podmínka, do které běh programu vstoupí s 10% pravděpodobností. Pokud 
je jedinec zmutován, příkazem body_mutace = round (rand(1,2)*(bits-
1)+1) se vyberou 2 náhodné části jedince (města), které se v dalším 
příkazu prohodí. 
 Mutace 2 - Tato funkce funguje navíc tak, že projde zmutovanou mutaci, a 
porovná kvality jedinců před a po zmutování. Tam kde mutace vedla ke 
zhoršení kvality, nahraje zpátky nezmutovaného jedince. 
 
 
3.3 Algoritmus ACO 
Z časových důvodů jsem nestihla provést implementaci, pro testování tohoto 






Výše uvedené algoritmy byly testované na vytvořeném uživatelském rozhraní 
v Matlabu funkcí imshow ,do které se zapsalo 10 bodů (měst) rozložených po kruhu, 
vzájemné vzdálenosti mezi body byly vypočítané jako euklidovské vzdálenosti. Následně 
zůstaly testované na tabulce vzdáleností mezi městy z autoatlasu, kde jsou všechna města 
spojená mezi sebou cestami a jejich vzdálenost je předem ohodnocená. Obsahuje 35 
největších českých měst navzájem propojených. Dále byly testované znovu v uživatelském 
rozhraní, které obsahovala náhodně rozložených 60 bodů v prostoru. I v tomto případě byly 
vzdálenosti mezi městy vypočítány jako euklidovské.  
 
4.1 Datový soubor 1 
Nejdříve bylo provedeno testování 10 bodů rozložených v kruhu v matici o velikosti 
1000 x 1000 px (obrázek č. 17). Teoretický počet řešení pro tuto metodu je 181 440 možností 
(vypočítané podle vztahu (1)). Tuto úlohu šlo velice jednoduše vyřešit díky teorií grafů a to 
tím, že se cesta vytvořila po jejím obvodu. Díky tomuto všechny algoritmy dospěly 
k stejnému řešení a nelezli všichni nejkratší cestu v krátkém čase. Délka této cesty je 2 713 
px.  
U genetického algoritmu k tomuto výsledku dospělo za nejkratší čas spojení křížení 
greedy crossover a vážené rulety, nejkratší test měl jen dva kroky. Nejdéle to trvalo metodám 
základní křížení a souboj, který k nalezení nejlepšího možného řešení potřebovali 100 – 200 
kroků. V tomto testu byly nepatrné rozdíly mezi mutací 1 a 2 a mezi cyklickým křížením a 




Obrázek č. 17: Příklad 10 bodů rozložených po kruhu [bylo vytvořeno] 
 
Obrázek č. 18: Cesta mezi 10 body na kruhu [bylo vytvořeno] 
 
4.2  Datový soubor 2 
Všechny algoritmy byly testovány na matici vzdáleností 35 měst v České Republice. 
Vzdáleností měst mezi sebou jsou ohodnocena na základě autoatlasu (obr. č. 19). Tato úloha 
má teoretický počet řešení už mnohem větší než předchozí, podle vztahu (1) dostaneme 1,48 




Obrázek č. 19: Tabulka vzdáleností [20] 
 
4.2.1 Heuristické algoritmy 
Algoritmus Nearest Neighbor, hledající nejkratší vzdálenost spuštěním algoritmu 
postupně ze všech měst, našel nejmenší délku cesty procházející 35 největšími českými městy 
s hodnotou 1 981 km. Algoritmus Greedy našel nejkratší cestu o velikosti 2 386 km. 
Předpoklad je však takový, že Greedy algoritmus by měl nacházet o něco kratší cestu, ale je to 
možná způsobené tím, že algoritmus Nearest Neighbor byl pozměněn, aby postupně vycházel 
z každého města a vybral tu nejkratší cestu a kromě toho algoritmus Greedy, který si řadí 
cesty podle jejich délky a ty zapisuje jako první na své cestě, má na konci už jenom samé 
dlouhé cesty, kterých si můžeme všimnout na obrázku č. 21 – cesta z města úplně vlevo do 




Obrázek č. 20: Nalezení cesty algoritmem Nearest Neighbor pro 35 měst[bylo vytvořeno] 
 
 




4.2.2 Genetický algoritmus 
Genetický algoritmus našel nejkratší cestu dlouhou 1861 km, které dosáhl při selekci 
typu vážená ruleta, křížení typu greedy crossover a mutace typu mutace 2. Celkově nejlepších 
výsledků dosahoval vždy při těchto typech selekce a křížení u mutace se to střídalo. Lepších 
výsledků se dosahovala díky vyššího počtu iterací. Standardní metody pro genetické 
algoritmy jsou celkem rychlé, křížení greedy crossover trvalo podstatně déle, ale za to 
potřebuje míň kroků k dosažení optimálního řešení a dochází k nejlepším řešení.  
 
Obrázek č. 22: Vykreslení nejlepšího řešení genetického algoritmu pro 35 měst [bylo 
vytvořeno]  
 
V tabulce č. 1 si můžete všimnout, jak tento algoritmus vycházel průměrně pro různé 
typy selekcí, křížení a mutací. Tato tabulka byla vytvořena na základě testovací tabulky o 
velikosti 325 x 10, ze které se sečetly všechny hodnoty pro jednotlivé selekce, křížení a 
mutace pro jednotlivý počet jedinců (20, 50 a 100). Tyto hodnoty byly ještě vyděleny číslem 
9, jelikož byly testovány 3 různé počáteční populace a každá byla testována třikrát. Tato 
tabulka potvrzuje předchozí úvahu, u kterých typů metod je dosažen nejlepší výsledek 2 072 
km, což je greedy crossover křížení a vážená ruleta pro 20 jedinců, pro 50 jedinců to je 
hodnota 1 908 km a pro 100 jedinců 1 892 km. Na typu mutace tak nezáleží, jelikož tento 
rozdíl není moc veliký. Nejhorší výsledky vychází u typu základního křížení a souboje což je 
hodnota 3 972 km pro 20 jedinců, 3 544km pro 50 jedinců a 3 325 km pro 100 jedinců. 
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Z tohoto porovnání zjistíme, že při větším počtu jedinců dosahuje lepších výsledků, tento 
rozdíl je nejvíce patrný na počtu jedinců mezi 20 a 50, kde rozdíl ve vzdálenostech je 
patrnější, než při počtu jedinců 50 a 100, což je také potvrzeno v tabulce č. 2. V  tabulce č. 2 
jsou hodnoty z tabulky č. 1 zprůměrované již jen pro jednu danou metodu, bez rozdílu počtu 
jedinců a dalších nastavení. Jako nejlepší vychází křížení typu greedy crossover z hodnotou 2 
266 km, cyklické křížení dosáhlo hodnoty 2 680 km. Hodnoty pro metody mutace 1 a mutace 
2 jsou téměř totožné. 
Tabulka č. 1: Průměrné hodnoty v kilometrech metod pro genetický algoritmus pro 35 měst 







ruleta základní 1 3405 3251 2916 
souboj základní 1 3972 3544 3287 
ruleta greedy 1 2072 1916 1900 
souboj greedy 1 2652 2543 2484 
ruleta cyklické 1 2822 2650 2735 
souboj cyklické 1 2697 2677 2470 
ruleta základní 2 3426 3080 2921 
souboj základní 2 3784 3443 3325 
ruleta greedy 2 2145 1908 1892 
souboj greedy 2 2662 2565 2458 
ruleta cyklické 2 2891 2722 2597 
souboj cyklické 2 2778 2552 2576 
Tabulka č. 2: Souhrnná tabulka průměrů metod pro genetický algoritmus pro 35 měst v 
kilometrech 
PRŮMĚR METOD HODNOTY [km] 
selekce - ruleta 2625 
selekce - souboj 2915 
křížení - základní 3363 
křížení - greedy 2266 
křížení - cyklické 2680 
mutace - 1 2777 
mutace- 2 2763 
poč. populace - 20 2942 
poč. populace - 50 2738 
poč. populace - 100 2630 
 
Genetický algoritmus byl dále ještě testován, jak se bude chovat, když zůstane 
pozměněna pravděpodobnosti křížení (byla nastavena na 0,7) a mutace (nastavena na 0,1). 
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Pravděpodobnost křížení byla zkoumaná od hodnot od 0,6 do 1. Pravděpodobnost mutace 
byla nastavena na hodnoty 0,1; 0,05; 0,01; 0,005; 0,001. Tento test nás může přesvědčit o 
správnosti volby původního nastavení hodnot pravděpodobnosti mutace, jelikož u ní vychází 
nejlepší výsledky. U nastavení pravděpodobnosti mutace to je pravděpodobnost 0,1, která 
dosahuje nejlepších výsledků. Pravděpodobnost 0,05 je nepatrně horší, u těch dalších jsou 
dosažené výsledky už podstatně horší. U pravděpodobnosti křížení už to není tak dobře vidět, 
nebyla prokázaná nejlepší hodnota, jelikož zde se nejlepší hodnoty střídaly u různých 
pravděpodobností, záleželo to na náhodě, pro zjištění přesné hodnoty, by to vyžadovalo 
většího testování. Z průměrných hodnot, které byly vypočítané na základě tabulky 271 x 10, 
ve které byly tři varianty počáteční populace a ty samé data byla to testována třikrát (9 
různých testů), ale jako nejlepší pravděpodobnost křížení vyšla 0,8, když všechny ty průměrné 
hodnoty mezi sebou nejsou tak rozdílné.  
Tabulka č. 3: Průměrné hodnoty pro pravděpodobnosti křížení pro 35 měst v kilometrech 






Tabulka č. 4: Průměrné hodnoty pro pravděpodobnosti mutace pro 35 měst v kilometrech 







4.2.3 Algoritmus ACO 
Tento algoritmus byl spuštěn 5 krát. Z každého testu se zapsala výsledná hodnota, ze 
které se udělal aritmetický průměr pro všechny výsledky. Stejně jako u genetického algoritmu 
je důvodem pro toto průměrování stochastický charakter samotného algoritmu. Aritmetický 
průměr těchto hodnot vyšel 1863,8 km. Nejlepší nalezený výsledek byl 1847 km. Můžeme si 
rovněž všimnout, že tento algoritmus dosahuje nejlepších výsledku za nejkratší čas a 





Tabulka č. 5: Výsledky algoritmu ACO pro 35 měst v kilometrech 








Obrázek č. 23: Vykreslení nalezené nejlepší hodnoty algoritmem ACO pro 35 měst [bylo 
vytvořeno] 
 
4.3 Datový soubor 3 
Jako poslední testovací soubor byl použit náhodně vygenerovaný prostor se 60 body. 
Vzdálenosti mezi body byly určené výpočtem euklidovských vzdáleností. Toto zobrazení je 
rovněž v matici o velikosti 1000 x 1000 px. Teoretický počet unikátních řešení je v tomto 




Obrázek č. 24: Příklad rozložení 60 bodů v prostoru [bylo vytvořeno] 
 
4.3.1  Heuristické algoritmy 
Algoritmus Nearest Neighboor našel nejkratší cestu dlouhou 6 840 px. A algoritmus 
Greedy našel cestu dlouhou 7 326 px. Oba dva tento výsledek našli v přijatelném čase. U 
algoritmu Greedy opět můžeme pozorovat zbytečně dlouhé cesty, které vznikly nejdříve 
postupným přidáváním co nejkratších cest až tam zůstaly jen ty dlouhé – viz obr. č. 25 




Obrázek č. 25: Nalezení cesty algoritmem Nearest Neighboor pro 60 bodů[bylo vytvořeno] 
 




4.3.2  Genetický algoritmus 
Genetický algoritmus našel nejkratší cestu dlouhou 6 258 px, při typu selekce vážená 
ruleta, křížení typu greedy crossover a mutace typu 1. Při porovnání těchto dosažených 
výsledku s metodami heuristických algoritmů zjistíme, že hodnoty pro heuristické metody 
jsou nepatrně horší než pro genetický algoritmus, hlavně se této hodnotě blíží metoda Nearest 
Neighboor.  
 
Obrázek č. 27: Vykreslení cesty genetickým algoritmem pro 60 bodů [bylo vytvořeno]  
Tabulka č. 5 nám ukazuje průměrné výsledky hodnot pro různé typy selekcí, křížení 
a mutací. Byla opět vytvořena na základě tabulky 325 x 10, ze které se sečetly všechny 
hodnoty pro jednotlivé typy selekce, křížení a mutace a výsledky se dělily 9, což je počet 
provedení každého testu. V této tabulce se opět můžeme přesvědčit, že nejlepších výsledků:   
9 497px pro 20 jedinců, pro 50 jedinců to je hodnota 6 854 px a pro 100 jedinců 6 6790px 
dosahuje greedy crossover křížení a souboj. Nejhorší výsledky: pro 20 jedinců je 22 631 px, 
pro 50 jedinců 20 804 px a pro 100 jedinců 20 470 px u metody souboj a cyklické křížení. 
Opět z tohoto porovnání můžeme dojít k závěru, že čím více jedinců v populaci, tím dosáhne 
genetický algoritmus lepších výsledků. V tabulce č. 6 jsou hodnoty z tabulky č. 5 
zprůměrované jen pro jednu danou metodu. V ní nejlépe vychází křížení typu greedy 
crossover z hodnotou 10 194 px. Jako druhé nejlepší se ukázalo křížení cyklické s průměrnou 
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hodnotou 12 353 px a nejhůře křížení základní s hodnotou 19 448 px. V této tabulce si 
můžeme rovněž všimnout, jak jsou málo od sebe rozdílné mutace 1 a mutace 2.   
 
Tabulka č. 6: Průměrné hodnoty v pixelech metod pro genetický algoritmus pro 60 bodů 







ruleta základní 1 19919 18215 17141 
souboj základní 1 22631 20929 20470 
ruleta greedy 1 9571 6854 6790 
souboj greedy 1 12902 12819 12257 
ruleta cyklické 1 13753 12318 12032 
souboj cyklické 1 13576 11773 10935 
ruleta základní 2 19502 17050 16170 
souboj základní 2 21841 20804 18700 
ruleta greedy 2 9497 6904 6810 
souboj greedy 2 12930 12636 12352 
ruleta cyklické 2 14014 12587 11673 
souboj cyklické 2 13637 11516 10421 
 
Tabulka č. 7: Souhrnná tabulka průměrů metod pro genetický algoritmus pro 60 bodů v 
pixelech 
PRŮMĚR METOD HODNOTY [px] 
selekce - ruleta 12822 
selekce - souboj 15174 
křížení - základní 19448 
křížení - greedy 10194 
křížení - cyklické 12353 
mutace - 1 14160 
mutace- 2 13836 
poč. populace - 20 15314 
poč. populace - 50 13700 




4.3.3 Algoritmus ACO 
Zde jsem opět provedla 5x testování dané problematiky a vyšlé výsledky 
zprůměrovala. Jako nejlepší hodnota byla nalezena vzdálenost 6543 px. Těchto výsledků 
dosáhl během 15 kroků, což v porovnání s genetickým algoritmem je mnohem rychlejší.  
Tabulka č. 8: Výsledky algoritmu ACO pro 60 bodů v pixelech 















V mé bakalářské práci jsem měla za úkol se seznámit s problémem obchodního 
cestujícího a problémem globální optimalizace. Dále jsem měla vypracovat rešerši 
k problematice obchodního cestujícího, neboli popsat možné metody řešení. Já jsem popsala 
možnosti řešení díky teorii grafů, evolučních algoritmů, kde jsem se hlavě zaměřila na 
genetické algoritmy a nakonec pomocí optimalizace mravenčí kolonie. Nakonec jsem navrhla 
heuristické algoritmy řešící danou problematiku, dále i genetický algoritmus a optimalizaci 
mravenčí kolonií.   
V teorii grafů jsem se zabývala hlavně hamiltonovskou kružnici, která problém 
obchodního cestujícího řeší pomocí heuristických algoritmů. Toto řešení ovšem není ideální, 
ale je jen optimální, jelikož tato úloha patří k NP- úplným úlohám a ty nemají řešení v 
polynomiálně omezeném čase. Následně jsem se zabývala metrickým problémem obchodního 
cestujícího, který se řeší tento problém, ve kterém platí trojúhelníková nerovnost měst. 
V další kapitole jsem se zabývala evolučními algoritmy a to hlavně genetickým 
algoritmem a optimalizací pomoci mravenčí kolonie. Tyto algoritmy jsou poměrně novou 
metodou řešící tyto problémy. Opírají se o vzory brané z přírody, jako jsou křížení, mutace, 
selekce a chování mravenců pátrajících po potravě. Genetický algoritmus řeší tento problém 
podstatně delší dobu a ne vždy optimálně, než mravenčí kolonie, která možná co nejkratší 
cestu najde i v nejkratším čase.  
Nejlepší a nejrychlejší výsledky jsou tedy dosahovány díky optimalizaci mravenčí 
kolonií. Jako druhá nejlepší metoda řešící problematiku obchodního cestujícího se ukázaly 
genetické algoritmy, kterým ale nalezení optimálního řešení trvá podstatně déle a velmi záleží 
na vhodném nastavení parametrů. Při řešení problému obchodního cestujícího genetickými 
algoritmy bych na základě testování doporučila typ selekce vážená ruleta, která vychází lépe 
než souboj, u křížení greedy crossover nebo cyklické, které vycházely nejlépe a u mutace to je 
jedno, mezi metodami byly prokázány jen nepatrné rozdíly. Rovněž záleží na počtu jedinců 
v populaci. Při větším počtu jedinců vychází lepší výsledky. U změny pravděpodobnosti 
křížení nebyla prokázaná nějaká lepší hodnota, výsledky vycházely dost podobně pro všechny 
zvolené varianty, je to způsobené díky náhodě, u pravděpodobnosti mutace byla prokázaná 
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Příloha č. 1: Je tabulka výsledků metody genetického algoritmu pro 35 měst (109 x 10) 
Příloha č. 2: CD, které obsahuje zdrojové kódy pro řešení jednotlivých algoritmů, testovací 
zdrojové kódy, příklady populací pro GA, výsledky a dokument 
• pro testování různých nastavení genetických algoritmů (soubor 
testGenMetod.m) 
• pro testování různých nastavení pravděpodobnosti křížení (soubor pstKrizeni.m) 
• pro testování různých nastavení pravděpodobnosti mutace (soubor pstMutace.m) 
• zprůměrování zájmových kritérií algoritmu (soubor prumerneHodnoty.m) 
• vykreslení výsledků (soubor vykresleni.m) 
• algoritmus optimalizace pomocí mravenčí kolonie (soubor aco.m), tento 







jedinců selekce křížení mutace Výsl. Výsl. čas 
Poč. kroků k 
nalezení 
přijat. 
výskl.(1900) Přijat. čas 
1 1 20 'ruleta' 'zakladni' 'mut1' 3438 0,795605 1000 0,795605 
1 1 20 'ruleta' 'zakladni' 'mut2' 3373 0,889206 1000 0,889206 
1 1 20 'ruleta' 'greedy' 'mut1' 2082 25,13176 1000 25,13176 
1 1 20 'ruleta' 'greedy' 'mut2' 1967 24,99136 1000 24,99136 
1 1 20 'ruleta' 'cyklicke' 'mut1' 2861 0,390003 1000 0,390003 
1 1 20 'ruleta' 'cyklicke' 'mut2' 2701 0,499203 1000 0,499203 
1 1 20 'souboj' 'zakladni' 'mut1' 3944 0,858006 1000 0,858006 
1 1 20 'souboj' 'zakladni' 'mut2' 3678 1,014006 1000 1,014006 
1 1 20 'souboj' 'greedy' 'mut1' 2694 26,95697 1000 26,95697 
1 1 20 'souboj' 'greedy' 'mut2' 2636 26,34857 1000 26,34857 
1 1 20 'souboj' 'cyklicke' 'mut1' 2663 0,561604 1000 0,561604 
1 1 20 'souboj' 'cyklicke' 'mut2' 2927 0,608404 1000 0,608404 
1 1 50 'ruleta' 'zakladni' 'mut1' 3448 1,903212 1000 1,903212 
1 1 50 'ruleta' 'zakladni' 'mut2' 3175 2,215214 1000 2,215214 
1 1 50 'ruleta' 'greedy' 'mut1' 1894 62,5408 510 31,2938 
1 1 50 'ruleta' 'greedy' 'mut2' 2034 60,98079 1000 60,98079 
1 1 50 'ruleta' 'cyklicke' 'mut1' 2540 0,998406 1000 0,998406 
1 1 50 'ruleta' 'cyklicke' 'mut2' 2834 1,170008 1000 1,170008 
1 1 50 'souboj' 'zakladni' 'mut1' 3384 2,059213 1000 2,059213 
1 1 50 'souboj' 'zakladni' 'mut2' 3209 2,277615 1000 2,277615 
1 1 50 'souboj' 'greedy' 'mut1' 2411 62,4628 1000 62,4628 
1 1 50 'souboj' 'greedy' 'mut2' 2523 62,4628 1000 62,4628 
1 1 50 'souboj' 'cyklicke' 'mut1' 2722 1,138807 1000 1,138807 
1 1 50 'souboj' 'cyklicke' 'mut2' 2864 1,310408 1000 1,310408 
1 1 100 'ruleta' 'zakladni' 'mut1' 2697 4,040426 1000 4,040426 
1 1 100 'ruleta' 'zakladni' 'mut2' 2935 4,539629 1000 4,539629 
1 1 100 'ruleta' 'greedy' 'mut1' 1861 121,9304 47 5,896838 
1 1 100 'ruleta' 'greedy' 'mut2' 1879 122,7572 79 9,796863 
1 1 100 'ruleta' 'cyklicke' 'mut1' 2969 2,355615 1000 2,355615 
1 1 100 'ruleta' 'cyklicke' 'mut2' 2449 2,667617 1000 2,667617 
1 1 100 'souboj' 'zakladni' 'mut1' 3037 4,134027 1000 4,134027 
1 1 100 'souboj' 'zakladni' 'mut2' 3114 4,399228 1000 4,399228 
1 1 100 'souboj' 'greedy' 'mut1' 2659 124,754 1000 124,754 
1 1 100 'souboj' 'greedy' 'mut2' 2579 126,6572 1000 126,6572 
1 1 100 'souboj' 'cyklicke' 'mut1' 2642 2,262015 1000 2,262015 
1 1 100 'souboj' 'cyklicke' 'mut2' 2523 2,605217 1000 2,605217 
1 2 20 'ruleta' 'zakladni' 'mut1' 3631 0,795605 1000 0,795605 
1 2 20 'ruleta' 'zakladni' 'mut2' 3494 0,858005 1000 0,858005 
1 2 20 'ruleta' 'greedy' 'mut1' 1921 24,46096 1000 24,46096 
1 2 20 'ruleta' 'greedy' 'mut2' 2064 24,44536 1000 24,44536 
1 2 20 'ruleta' 'cyklicke' 'mut1' 2619 0,421203 1000 0,421203 
1 2 20 'ruleta' 'cyklicke' 'mut2' 3133 0,514803 1000 0,514803 
1 2 20 'souboj' 'zakladni' 'mut1' 4095 0,873606 1000 0,873606 
1 2 20 'souboj' 'zakladni' 'mut2' 3992 0,998406 1000 0,998406 
1 2 20 'souboj' 'greedy' 'mut1' 2576 26,05217 1000 26,05217 
1 2 20 'souboj' 'greedy' 'mut2' 2719 26,59817 1000 26,59817 
1 2 20 'souboj' 'cyklicke' 'mut1' 2587 0,577204 1000 0,577204 
1 2 20 'souboj' 'cyklicke' 'mut2' 2384 0,639604 1000 0,639604 
1 2 50 'ruleta' 'zakladni' 'mut1' 3325 2,028013 1000 2,028013 
1 2 50 'ruleta' 'zakladni' 'mut2' 3218 2,184014 1000 2,184014 
1 2 50 'ruleta' 'greedy' 'mut1' 1939 61,948 1000 61,948 
1 2 50 'ruleta' 'greedy' 'mut2' 1909 64,06961 1000 64,06961 
1 2 50 'ruleta' 'cyklicke' 'mut1' 2486 1,092007 1000 1,092007 
1 2 50 'ruleta' 'cyklicke' 'mut2' 2737 1,279208 1000 1,279208 
1 2 50 'souboj' 'zakladni' 'mut1' 3333 2,152814 1000 2,152814 
1 2 50 'souboj' 'zakladni' 'mut2' 3574 2,386815 1000 2,386815 
1 2 50 'souboj' 'greedy' 'mut1' 2541 64,89642 1000 64,89642 
1 2 50 'souboj' 'greedy' 'mut2' 2652 66,37843 1000 66,37843 
1 2 50 'souboj' 'cyklicke' 'mut1' 2761 1,326008 1000 1,326008 
1 2 50 'souboj' 'cyklicke' 'mut2' 2470 1,54441 1000 1,54441 
1 2 100 'ruleta' 'zakladni' 'mut1' 2982 4,602029 1000 4,602029 
1 2 100 'ruleta' 'zakladni' 'mut2' 2955 5,194833 1000 5,194833 
1 2 100 'ruleta' 'greedy' 'mut1' 1881 132,4448 54 7,300847 
1 2 100 'ruleta' 'greedy' 'mut2' 1928 133,5525 1000 133,5525 
1 2 100 'ruleta' 'cyklicke' 'mut1' 2973 2,527216 1000 2,527216 
1 2 100 'ruleta' 'cyklicke' 'mut2' 2537 2,995219 1000 2,995219 
1 2 100 'souboj' 'zakladni' 'mut1' 3432 4,305628 1000 4,305628 
1 2 100 'souboj' 'zakladni' 'mut2' 3142 4,960832 1000 4,960832 
1 2 100 'souboj' 'greedy' 'mut1' 2552 134,5821 1000 134,5821 
1 2 100 'souboj' 'greedy' 'mut2' 2406 131,5088 1000 131,5088 
1 2 100 'souboj' 'cyklicke' 'mut1' 2396 2,386815 1000 2,386815 
1 2 100 'souboj' 'cyklicke' 'mut2' 2594 2,761218 1000 2,761218 
1 3 20 'ruleta' 'zakladni' 'mut1' 3490 0,811205 1000 0,811205 
1 3 20 'ruleta' 'zakladni' 'mut2' 3543 0,904806 1000 0,904806 
1 3 20 'ruleta' 'greedy' 'mut1' 2201 25,88057 1000 25,88057 
1 3 20 'ruleta' 'greedy' 'mut2' 2231 25,83377 1000 25,83377 
1 3 20 'ruleta' 'cyklicke' 'mut1' 2937 0,436803 1000 0,436803 
1 3 20 'ruleta' 'cyklicke' 'mut2' 2762 0,546004 1000 0,546004 
1 3 20 'souboj' 'zakladni' 'mut1' 4472 0,904806 1000 0,904806 
1 3 20 'souboj' 'zakladni' 'mut2' 3897 1,045207 1000 1,045207 
1 3 20 'souboj' 'greedy' 'mut1' 2613 26,16137 1000 26,16137 
1 3 20 'souboj' 'greedy' 'mut2' 2703 26,39537 1000 26,39537 
1 3 20 'souboj' 'cyklicke' 'mut1' 2963 0,530403 1000 0,530403 
1 3 20 'souboj' 'cyklicke' 'mut2' 2877 0,655204 1000 0,655204 
1 3 50 'ruleta' 'zakladni' 'mut1' 3035 1,965613 1000 1,965613 
1 3 50 'ruleta' 'zakladni' 'mut2' 3151 2,230814 1000 2,230814 
1 3 50 'ruleta' 'greedy' 'mut1' 1860 63,99161 195 12,54248 
1 3 50 'ruleta' 'greedy' 'mut2' 1895 63,92921 687 44,03908 
1 3 50 'ruleta' 'cyklicke' 'mut1' 2685 1,014007 1000 1,014007 
1 3 50 'ruleta' 'cyklicke' 'mut2' 2470 1,248008 1000 1,248008 
1 3 50 'souboj' 'zakladni' 'mut1' 3510 2,121614 1000 2,121614 
1 3 50 'souboj' 'zakladni' 'mut2' 3154 2,449216 1000 2,449216 
1 3 50 'souboj' 'greedy' 'mut1' 2370 65,53602 1000 65,53602 
1 3 50 'souboj' 'greedy' 'mut2' 2398 65,62962 1000 65,62962 
1 3 50 'souboj' 'cyklicke' 'mut1' 2873 1,232408 1000 1,232408 
1 3 50 'souboj' 'cyklicke' 'mut2' 2602 1,450809 1000 1,450809 
1 3 100 'ruleta' 'zakladni' 'mut1' 2767 4,352428 1000 4,352428 
1 3 100 'ruleta' 'zakladni' 'mut2' 3169 4,758031 1000 4,758031 
1 3 100 'ruleta' 'greedy' 'mut1' 1932 131,774 1000 131,774 
1 3 100 'ruleta' 'greedy' 'mut2' 1889 131,5244 660 87,23576 
1 3 100 'ruleta' 'cyklicke' 'mut1' 2729 2,449216 1000 2,449216 
1 3 100 'ruleta' 'cyklicke' 'mut2' 2458 2,932819 1000 2,932819 
1 3 100 'souboj' 'zakladni' 'mut1' 3457 5,054432 1000 5,054432 
1 3 100 'souboj' 'zakladni' 'mut2' 3350 5,257234 1000 5,257234 
1 3 100 'souboj' 'greedy' 'mut1' 2621 134,0673 1000 134,0673 
1 3 100 'souboj' 'greedy' 'mut2' 2463 133,4433 1000 133,4433 
1 3 100 'souboj' 'cyklicke' 'mut1' 2773 2,433616 1000 2,433616 
1 3 100 'souboj' 'cyklicke' 'mut2' 2457 2,808018 1000 2,808018 
 
