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Abstract 
The objective of this study is to describe an energy function model base on Geographic Adaptive Fidelity (GAF), 
which is one of the best known topology management schemes used in saving energy consumption in ad-hoc wireless 
networks. In wireless ad-hoc network, the nodes responsible for the transmission of data are battery-operated and as a 
result, there is a need for energy to be conserved in order to prolong the battery lifespan. Genetic Algorithm (GA) and 
Simulated Annealing (SA) metaheuristics are compared to minimize the energy consumption in ad-hoc wireless 
networks modelled by rectangular GAF. Results show that GA and SA meta-heuristics are useful optimization 
techniques for minimizing the energy consumption in ad-hoc wireless networks. 
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1. Introduction 
A wireless ad-hoc network involves the interconnection of wireless nodes without the use of a central 
base station to achieve flexibility in the network structure. Nodes in ad-hoc wireless networks are usually 
battery-operated and are mostly deployed in critical environments such as military zones, hostile, 
hazardous, flooded areas and in an emergency healthcare situation where it is almost impossible to 
replenish the batteries. This makes it necessary to conserve battery energy for the sustainability of 
operation and for the network lifespan to be prolonged. The rates at which nodes in the network consume 
energy differ depending on whether the nodes are in transmitting, receiving, listening or sleeping state [1]. 
The least energy is consumed when a node is in sleeping state, but all nodes will not always be in the 
sleeping state. The energy ratio between nodes in listening, receiving and transmitting is indicated as 
1:1.05:1.4 and 1:1.2:1.7 [1], [2]. The work reported in [1] describes the optimized energy consumption in 
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ad-hoc wireless networks by comparing three parameter metrics such as equal-grid, adjustable-grid and 
genetic algorithm. The results show that genetic algorithm save more energy in the entire network when 
compared to equal and adjustable grid models. 
Bhondekar et al [3] operated on a high number of sensors for GA to generate its design. The uniformity 
of the sensing points was made optimal and the communication energy consumption was minimized with 
the constraints met. Sajid et al [4] optimize energy by using GA to determine the energy-efficient clusters 
and to identify the cluster heads for the transmission of data. The result shows that GA retains small 
energy for a larger duration of time. Wang et al [5] and Jang et al [6] used SA to optimize energy in 
wireless sensor networks. Specifically, Wang et al [5] achieve energy minimization by proposing 
distributed Particle Swarm Optimization (PSO) and SA for energy efficient coverage to find the best 
deployment of mobile wireless sensor. Significant energy conservation was obtained with both PSO and 
GA combined to find the global optimal solution. Jang et al [6] achieve energy minimization in wireless 
sensor by presenting a network topology construction method that can handle the formation of clusters 
among neighboring nodes so as to flux the data collected from the sensors. Cluster heads are then selected 
with the use of SA for each cluster to collect and flux the data from its cluster members unto the base 
station as well as to optimize energy. An optimal energy cannot be guaranteed in this approach because of 
large number of cluster heads in the network. 
In this study, we describe the Geographical Adaptive Fidelity (GAF) energy model to optimize energy 
consumption in ad-hoc wireless networks. We compare energy minimization processes using two meta-
heuristics techniques of GA and SA to generate energy in both directions of and of ad-hoc wireless 
networks. GAF is described as a topology management scheme that is used to save energy in a wireless 
network by grouping network nodes into virtual grids. The nodes that fall within the same grid are similar 
and responsible for data transmission. As a result, only one node that receives and transmits data to the 
next grid can be active at a given time and the remaining nodes are made redundant to save energy. The 
similarities of these nodes are computed using location information such as Global Positioning System 
(GPS) to partition the network area into grids. The consumption of energy can then be balanced by 
rotating the transmitting data among the nodes in each grid to facilitate active nodes to correspond 
effectively during the broadcast of data from a source node to a destination node [1]. However, the study 
describes how energy consumption in a wireless ad-hoc network can be minimized using energy model 
based on GAF protocol. Our model was simulated using GA and SA toolboxes in MATLAB. These two 
methods (GA and SA) are parts of meta-heuristics use for solving convoluted optimization problems. A 
comparison is then made on the minimal energy generated by the meta-heuristics toolboxes based on SA 
and the GA models. The models of energy minimization describe in this paper are simulated using GA 
and SA toolboxes in MATLAB. An experimental comparison is then made between the minimal energies 
generated by the two meta-heuristics techniques. However, Table 1. shows the summary of the literature 
for different energy models with methods to distinguish each study.  
The remainder of this paper is succinctly summarized as follows. In Section 2, we describe the analysis 
of energy consumption based on the GAF formulation. In Section 3, we describe the techniques of GA 
and SA for energy minimization. In Section 4, we present the experimental results of the meta-heuristics 
techniques. In Section 5, we give a concluding remark and provide motivation for future work.  
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Table 1. Existing Models to Minimize Energy in Wireless Networks 
 
2. Geographic Adaptive Fidelity (GAF)  
The GAF protocol conserves energy by partitioning the nodes in the network area into virtual grids as 
illustrated in Fig.1 [1]. In the model, an ad hoc wireless network within a rectangular area of length L and 
Minimum 
Energy 
Energy  
Model 
Description Method 
Not Reported Genetic Algorithm  
(Bhondekar et al, 2009) 
Demonstrate the use of GA based on a node 
placement methodology to minimize the 
operational and communication energy 
consumption in wireless sensor networks. This 
can be achieved by using GA system to 
determine the sensors that will be actively 
involved in the transmission of data, transmit in 
low transmission range and also the ones that will 
be the cluster-in-charge 
Hypothetical application on 
a single fitness function. 
Not Reported Genetic Algorithm-
based hierarchical 
clusters using radio 
model (Hussain et al, 
2007) 
Optimization energy consumption by using GA 
to determine the energy-efficient clusters for the 
transmission of data. GA also identifies the nodes 
suitable to be the cluster heads in the network. 
The cluster formation phase is completely done 
with the broadcast and reception of messages to 
and from the base station. 
Hierarchical clustering 
technique 
4.68% of 
energy was 
achieved 
Particle swarm 
optimization (PSO) and 
simulated annealing 
(SA) (Wang et al, 2007) 
Combine the usage of both PSO and SA to find 
the global optimal solution of a designed 
objective function to minimize energy 
consumption and also to guarantee coverage 
specification. 
WSNs 
Not Reported Total energy 
consumption for each 
cluster, residual energy 
of the cluster heads and 
application of SA to 
optimize the energy 
consumption (Jang et al, 
2006) 
Present a network topology construction method 
that can handle the formation of clusters among 
neighboring nodes so as to flux the data collected 
from the sensors and choose the appropriate 
cluster  heads with the help of SA for each cluster 
forward and flux the data from its cluster 
members unto the base station as well as to 
optimize energy saving. 
Clustering Techniques 
8.6590J Geographic Adaptive 
Fidelity (GAF), equal 
and adjustable grids 
(Feng et al, 2009) 
 
Analyze energy consumption in ad-hoc wireless 
network by using three GAF models to achieve 
energy efficiency in the network. 
Analytic for equal grid to 
genetic algorithm 
7.65J GAF adjustable grid 
(Our study) 
We describe an energy function based on a 
rectangular GAF model. Two meta-heuristics 
(GA and SA) are used to minimize the energy 
function generated to determine if meta-heuristics 
are useful optimization techniques that can be 
used to achieve optimal energy consumption in 
wireless ad hoc networks. 
Genetic Algorithm and 
Simulated Annealing 
Algorithm 
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breadth B is divided into grids so that data can be forwarded grid by grid to the destination node The total 
energy consumed in a grid iE  is the addition of the energy generated by the node when in the 
transmitting, receiving, listening and in sleeping states represented as follows [1]:  
 
Fig. 1. (a) Energy consumption in adjustable rectangular GAF Model 
 
ssrrtti TeTeTeTeE 11   (1) 
 
where ie is the power generated when the node is transmitting,  re is the power generated when the 
node is receiving, 1e is the power generated when the node is in listening state and se is the power 
generated by the node when in sleeping state. tT , rT , 1T  and sT  represent the duration of the network in 
transmitting, receiving, listening and sleeping states respectively as compared to the network states in [7]. 
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where a, b, c, and d are constants that are determined by electronic components of a node with a 
corresponding values of a = 0.083 (J/S), b = 0.017 (J/S), c = 0.00002 (J/S) and d = 0.013 J/S/m2. The 
value of n represents the power index for communication path loss with a value of 3. R represents the 
nominal range that ensures that any two nodes that are in adjacent grids can directly communicate. The 
parameters se  and le  are equivalent because it has been shown that d has a very small value that is 
close to zero compared to a  and b [8]. As a result, the energy consumed by the grid iE  is computed as 
the summation of powers in transmitting te , receiving re  and sleeping se  states multiplied by time 
duration rt TandT . However, we substitute Equation (2) into Equation (1) to obtain a model that 
describes the amount of energy consumed in the entire grid as follows. 
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where the durations for transmitting and receiving the traffic data respectively is given as: 
r
r
t
t
DT
DT
                 (4) 
The parameter is defined as the transmitted or received data rate in bits per second with a given 
values of 250kps (kilobit per second). The data traffic demand in wireless networks is usually assumed to 
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be static, but recent studies have indicated that the data traffic demand in wireless network is highly 
dynamic and unpredictable in nature [7]. The variable intensity of the ad-hoc network is described as 
the ratio of the traffic data D  to the network area measure in bit/sec. Thus, 
 
BLD                 (5) 
 
The active nodes in a grid that are closer to the destination nodes will have more data to be transmitted 
than those that are far from it. This implies that these nodes will have a shorter transmission range than 
those that are far for energy efficiency. The transmitted and the received data traffic in the thi grid can be 
obtained by deducting the grid length (for both transmissions and receiving) in the thi  position of the grid 
from the length of the entire network. The distance between the nodes in each grid for transmitting 
tiL and receiving riL data to and from the destination node is obtained by subtracting the summation 
of the grids length ix    from the network length to give the following. 
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We substitute Equation (6) into Equation (5) to give the transmitted traffic data tiD and received 
traffic data riD for the ith grid as follows. 
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where the parameter m  represents the total number of nodes in the network and as shown in Fig.1, 
the nominal range R ensures direct communication between the nodes in the adjacent grids and the 
nominal range for ith grid in the network is determined as: 
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Equations (4), (7) and (8) are substituted into Equation (3) to obtain the energy iE consumed in the thi grid of the network as follows.  
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where 0ix whenever 1i . 
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3. Methodology 
In this study, we embedded GA and SA meta-heuristics into GAF energy model generated in Equation 
(9) to obtain the minimum energy consume in the entire wireless ad-hoc network. These meta-heuristics 
are briefly described in this section for the sake of lucidity. 
3.1. Genetic Algorithm Method 
GA is often described as one of the most effective meta-heuristics widely used for solving convoluted 
optimization problems by mimicking the biological evolution of computing model to find the possible 
optimal solution [9]. GA minimizes the fitness function or the objective function of the optimization 
model using its operators. The three parametric operators defined in GA algorithms are as follows. 
 Selection: This function chooses parent chromosomes for the next generation based on their scaled 
values from the fitness scaling function  
 Mutation: This function makes small random changes between the individual chromosomes in the 
population, which provide genetic diversity and enable the GA to search a broader solution space 
 Crossover: This function combines two individual or parent chromosomes to form a new individual or 
child chromosome for the next generation. Thus, the GAF energy model given by Equation (9) is 
applied as the fitness function so that a GAF/GA-based constraint optimization problem is obtained by 
minimizing the total energy in the entire network as follows: 
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Subject to the following constraint 
m
i
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1
                                  (11) 
where L  is the length of the entire network and each is ix  represents the GA variable. The GA 
generates the best fitness function by choosing the appropriate operator as summarized in Table 2. The 
total energy generated by the GA functions shows that stochastic uniform, Gaussian and scattered 
functions can generate the best fitness functions when compared to other functions. 
Table 2. Energy Consumption Generated by GA Operators 
Operators    Experimental Result 
Selection Mutation  Crossover Energy(J) Is Constraint Me? 
(Y/N) 
Stochastic Uniform Gaussian  Scattered 7.7163 7.7163 
Remainder Uniform  Single Point 7.65 7.65 
Uniform Adaptive 
Feasible 
 Two Point 13.3358 13.3358 
Roulette Gaussian  Intermediate 15.537 15.537 
Tournament Gaussian  Heuristic 9.7332 9.7332 
 
 The manner in which these functions were used in GA MATLAB toolbox to generate the minimum 
energy as well as meeting the constraint of the fitness function is described as follows. The selection 
functions that are available in GA toolbox of MATLAB include stochastic uniform, remainder, uniform, 
roulette and tournament. The stochastic uniform generated the minimum energy by laying out a line in 
112   Ibukunola. A. Modupe et al. /  Procedia Computer Science  19 ( 2013 )  106 – 115 
which each parent corresponds to a section of the line of length proportional to its expectation. The 
algorithm moves along the line in steps of equal size, one step for each parent. At each step, the algorithm 
allocates a parent from the section it lands on. The first step is a uniform random number less than the 
step size. 
The mutation functions available in GA toolbox of MATLAB include Gaussian, uniform, adaptive 
feasible. Gaussian function with the scale and shrink factor of 1 gave the desired minimum energy by 
adding a random number to each vector entry of an individual. This random number is taken from a 
Gaussian distribution centered on zero. The variance of this distribution can be controlled with two 
parameters. The scale parameter determines the variance at the first generation. The Shrink parameter 
controls how variance shrinks as generations go by. If the shrink parameter is 0, the variance is constant. 
If the shrink parameter is 1, the variance shrinks to 0 linearly as the last generation is reached. 
The crossover functions available in GA toolbox include: scattered, single point, two points, 
intermediate, heuristic and arithmetic. Scattered function generates the minimum lowest minimum energy 
compared to other functions by creating a random binary vector. It then selects the genes where the vector 
is a 1 from the first parent and the genes where the vector is a 0 from the second parent and combines the 
genes to form the child. The application of these operators was demonstrated in GA toolbox to implement 
Equations (10) and (11) to give the optimal energy of 7.7163J (Joules) compared to the optimal of energy 
of 8.6590J obtained in [3], we obtained a lower energy in our design model. 
 
3.2. Stimulated Annealing Method 
The SA is another powerful meta-heuristic technique used for solving convoluted optimization 
problems. The technique is based on the principle of heating a solid substance till it reaches the melting 
point and slowly cools down the temperature of the liquid substance from its highest temperature until it 
converges to a steady and frozen state. In optimization perspective, annealing allows the substance to 
explore, escape from a local minimum and at the end and settle on a global minimum. The GAF/SA 
model is based on solving the constraint optimization model given by Equation (10). The SA was 
implemented in MATLAB toolbox using the following procedure. 
 
Step (1) - start by setting the initial temperature high and select the variables 1x    randomly to generate 
the corresponding value of the objective function. ig  The temperature is then slowly cooled or lowered 
as the number of iteration increases. 
 
Step (2) - a new objective function 1ig is generated at each iteration and compared to the current 
objective function. 
 
Step (3)  if ii gg 1  then 1ig replaces ig  and the number of iteration is increased until the 
temperature value is considerably reduced. 
4. Experimental Results 
The GA finds its optimal energy value for the optimization problem considered by optimizing the 
corresponding variables ix of the fitness model given by Equations (10) and (11). We started the 
experiment by determining the appropriate population size for the fitness value. After several runs, a 
population size of 350 was achieved. The 350 population size was run alongside with GA operators as 
shown in Table 2 to determine the best fitness value (that is the minimum energy consumed). The best 
fitness value was obtained with the selection of stochastic uniform (selection function), followed by 
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Gaussian (mutation function) with a scale and shrink factor of 1 and finally followed by scattered 
(crossover function). The performances of these functions yielded the best fitness value as discussed in 
Section 3. Fig. 2 (a) shows the minimum energy obtained. The result shows that at each generation, 
energy is consumed. When the generation was at its initial (between 0 and 3), the energy consumption 
generated was increasing, but as the generation steadily progresses, energy consumption reaches its 
maximum and started decreasing as the generation progresses until a constant value is reached when the 
generation was at 5. The energy consumption then began to fluctuate as the generation progresses until it 
reaches the minimum energy consumed.  
 
 
 
Fig. 2 (a). Minimization of the network energy by GAF/GA Model ;( b) Current energy obtained by 
GAF/SA Model. 
 
The energy minimization was examined for the new objective function 1ig  to replace the current 
objective function ig  as discussed in section 3.2. It was observed during the experiment that as the 
temperature of the substance is slowly cooled and the iteration value is increased, the energy consumed is 
reduced until the current energy consumed is reached. Fig.2 (c) shows the new or best energy 
consumption that replaces the energy consumed in Fig.2 (b). When the iteration was at zero, the energy 
consumed was high and this start decreasing as the iteration increases until the best minimum energy of 
7.650J is obtained. 
 
 
 
Fig. 2(c). Best energy obtained by GAF/SA model 
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5. Conclusion 
This paper describes an experimental comparison of GA and SA meta-heuristics to obtain the 
minimum energy consumed in ad-hoc wireless networks. During the experiment, the appropriate 
population size was determined and used with the selected GA operators (stochastic uniform, Gaussian 
and scattered) to get the best fitness function value. The new objective function in SA replaces the current 
objective function if its value is lesser. This was performed in order to achieve the minimum energy 
consumption. The minimum energy consumption generated by the GAF/GA is 7.716J while GAF/SA 
generated minimum energy of 7.650J. From these results, the minimal energies generated by both models 
are smaller when compared to the fitness function (8.6590J) generated by Wei et al. [1]. We can therefore 
infer that meta-heuristics optimization methods are highly effective for solving energy minimization 
problem in wireless ad-hoc network. 
Results show that the energy generated by GAF/GA model is not significantly different from that 
generated by GAF/SA model. This shows that metaheuristics based optimization methods are effective 
and useful for minimizing energy consumption in ad-hoc wireless networks. Future study will be 
conducted to compare other meta-heuristics like the ant colony optimization and Tabu search to verify if 
they can equally minimize energy consumption in ad-hoc wireless networks effectively the way GA and 
SA achieved in this study. 
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