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Abstract
Let D be a directed graph; the (l, ω)-Independence Number of graph D, denoted by αl,ω(D), is an important performance
parameter for interconnection networks. De Bruijn networks and Kautz networks, denoted by B(d, n) and K (d, n) respectively,
are versatile and efficient topological structures of interconnection networks. For l = 1, 2, . . . , n, this paper shows that
αl,d−1(B(d, n)) = dn, αl,d−1(K (d, n)) = αl,d (K (d, n)) = dn + dn−1 if d ≥ 3 and n ≤ d − 2. In particular, the paper
shows the exact value of the Independence Number for B(d, 1) and B(d, 2) for any d. For the generalized situation, the paper
obtains a lower bound αl,d−1(B(d, n)) ≥ d2 if n ≥ 3 and d ≥ 5.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
The design of interconnection networks is an important issue in parallel processing and distributed systems, and
many networks have been proposed in the literature [1–5]. De Bruijn networks and Kautz networks have been
proved to be versatile and efficient topological structures of interconnection networks [6–10]. The architecture of
an interconnection network is usually represented by a directed graph. Throughout this paper, we use network and
directed graph, processor and vertex, link and edge interchangeably. When D is used to model a real-time processing
system network, the (l, ω)-Independence Number αl,ω(D) is the maximum number of vertices that messages cannot
be routed among using ω internally disjoint paths within a bounded time period l. Thus, the (l, ω)-Independence
Number is an important parameter for measuring the performance of an interconnection network [11].
The rest of this paper is organized as follows: Section 2 recalls some definitions and notation. In Section 3, we
discuss the Independence Number for the De Bruijn networks. In Section 4, we discuss the Independence Number for
the Kautz networks. In the last section, we give conclusions.
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Fig. 1. B(3, 2).
2. Definitions and notation
A directed graph is denoted by D = D(V, E), where V = V (D) and E = E(D) are the vertex set and the edge set
of graph D, respectively. The edge from vertex x to y is denoted by (x, y). A set of internally disjoint (x, y)-directed
paths in D is called an (x, y)-container in D, denoted by C(D; x, y). The number of paths in C(D; x, y) is called
the width of C(D; x, y). A C(D; x, y)-container with width ω is denoted by Cω(D; x, y). The length of C(D; x, y),
denoted by l(C(D; x, y)), is the largest length of path in C(D; x, y).
Let D be a strongly ω(≥ 1)-connected graph, that is to say, the strong connectivity of D is ω at least. By Menger’s
theorem, there exists an (x, y)-container Cω(D; x, y) for any pair of distinct vertices x and y in D. The distance
with width ω, denoted by dω(D; x, y), is defined as the minimum length over all (x, y)-containers Cω(D; x, y),
i.e.,
dω(D; x, y) = min{l(Cω(D; x, y)) : ∀Cω(D; x, y)}.
In other words, the ω-distance dω(D; x, y) is the minimum number l for which there exist ω internally disjoint (x, y)-
paths in D of length at most l. Let Φ 6= I ⊂ V (D) and l be an integer. If dω(D; x, y) > l for any x, y ∈ I , then
I is called an (l, ω)-independent set in D. We use the symbol Il,ω(D) to denote the set of all (l, ω)-independent
sets in D. The parameter αl,ω(D) = max{|I | : I ∈ Il,ω(D)} is called the (l, ω)-Independence Number of D. An
(l, ω)-independent set I of D is called maximum if |I | = αl,ω(D). Clearly, the (1, 1)-Independence Number is
usually the Independence Number of graph theory. It is well known that the problem of finding the Independence
Number is NP-complete [12]; hence, the problem of finding the (l, ω)-Independence Number is NP-complete
too.
A De Bruijn network B(d, n) was defined as follows: The vertex set V = {x1x2 . . . xn : xi ∈ {0, 1, . . . , d− 1}, i =
1, 2, . . . , n} and the edge set E consists of all edges from one vertex x1x2 . . . xn to d other vertices x2x3 . . . xnα, where
α ∈ {0, 1, . . . , d − 1}. B(d, n) has dn vertices, dn+1 edges and strong connectivity d − 1 [7]. For example, B(3, 2) is
given in Fig. 1.
A Kautz network K (d, n) was defined as follows: The vertex set V = {x1x2 . . . xn : xi ∈ {0, 1, . . . , d}, xi 6=
xi+1, i = 1, 2, . . . , n − 1} and the edge set E consists of all edges from one vertex x1x2 . . . xn to d other vertices
x2x3 . . . xnα, where α ∈ {0, 1, . . . , d} and α 6= xn . K (d, n) has dn + dn−1 vertices, dn+1 + dn edges and strong
connectivity d [7].
Assume that x = x1x2 . . . xn and y = y1y2 . . . yn are two distinct vertices of B(d, n) or K (d, n). The symbol
P(x, y) denotes the path from x to y, |P(x, y)| denotes the length of the path P(x, y). The symbol d(x, y) denotes
the length of the shortest path from x to y. The symbol l (x, y) denotes the maximum number of digits overlapped by
the end part of x and the head part of y, and we assume that such overlapped digits are z1z2 . . . zl , that is, l(x, y) is
the maximum l for which
xn−l+i = yi = zi , i = 1, 2, . . . , l.
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Fig. 2.
3. The Independence Number for De Bruijn networks
Theorem 1 ([7]). Suppose that l (1 ≤ l ≤ n) is an integer, x and y are two distinct vertices of B(d, n). Then the
distance from x to y in B(d, n) is equal to n − l if and only if l = l(x, y).
Theorem 2 ([7]). For any two distinct vertices x and y of B(d, n), there are d − 1 internally disjoint (x, y)-paths of
length at most n + 1.
Theorem 3. Let x = x1x2 . . . xn and y = y1y2 . . . yn be two distinct vertices of B(d, n); then dd−1(B(d, n) : x, y) =
n + 1 if d(x, y) ≥ n − d + 3.
Proof. Note that B(d, n) has strong connectivity d − 1; by Menger’s theorem there exist d − 1 internally disjoint
(x, y)-paths. Obviously, by Theorem 2 we have dd−1(B(d, n) : x, y) ≤ n + 1. So next, we only need to prove
dd−1(B(d, n) : x, y) ≥ n+1. Assume l = l(x, y) (0 ≤ l ≤ n−1), i.e., xn−l+i = yi , i = 1, 2, . . . , l; we can conclude
that d(x, y) = n−l by Theorem 1. It is not difficult to calculate that l < d−2 when d(x, y) ≥ n−d+3. Without loss
of generality, assume d − 1 internally disjoint (x, y)-paths as follows: Pi = (x, x2x3 . . . xnαi )+ P(x2x3 . . . xnαi , y),
where α1, α2, . . . , αd−1 are all distinct numbers each belonging to the set {0, 1, 2, . . . , d−1}. This is shown in Fig. 2.
As l < d − 2, there exists an integer α j ∈ {0, 1, 2, . . . , d − 1} \ {y1, y2, . . . , yl+1}, where 1 ≤ j ≤ d − 1. Next, we
only need to prove d(x2x3 . . . xnα j , y) ≥ n.
Suppose to the contrary that d(x2x3 . . . xnα j , y) < n, i.e., l(x2x3 . . . xnα j , y) = l ′ and l ′ ≥ 1 by Theorem 1, so we
have xn−l ′+2 = y1,xn−l ′+3 = y2, . . . , xn = yl ′−1, α j = yl ′ .
Case 1: 1 ≤ l ′ ≤ l + 1. Obviously, the conclusions α j = yl ′ and l ′ ≤ l + 1 contradict to the fact that
α j 6∈ {y1, y2, . . . , yl+1}.
Case 2: l+2 ≤ l ′ ≤ n. As xn−l ′+2 = y1,xn−l ′+3 = y2, . . . , xn = yl ′−1, we have l(x, y) ≥ l ′−1 ≥ (l+2)−1 = l+1;
this contradicts to the fact l = l(x, y).
Now, we have shown that d(x2x3 . . . xnα j , y) ≥ n, and we also know that d(x2x3 . . . xnα j , y) ≤ n for De Bruijn
graph. Thus, we have d(x2x3 . . . xnα j , y) = n and so the length of path from x2 . . . xnα j to y is n at least, that is to
say, |Pj | ≥ n + 1 and dd−1(B(d, n) : x, y) ≥ n + 1. Thus the theorem follows. 
Theorem 4. For l = 1, 2, . . . , n, αl,d−1(B(d, n)) = dn if d ≥ 3 and n ≤ d − 2.
Proof. Since n ≤ d − 2, d(x, y) ≥ 1 ≥ n − d + 3, for any two distinct vertices x and y of B(d, n), we have
dd−1(B(d, n) : x, y) = n+ 1 by Theorem 3. So, it is not difficult to calculate that αn,d−1(B(d, n)) = |V (B(d, n))| =
dn . As the Independence Number of B(d, n) has the property αn,d−1 ≤ αn−1,d−1 ≤ · · · ≤ α1,d−1 ≤ dn , thus, the
result holds. 
Theorem 5. (1)
αn,d−1(B(d, n)) =
{
0, n = 1, d = 2
d, n = 1, d ≥ 3.
(2)
αn,d−1(B(d, n)) =

0, n = 2, d = 2
5, n = 2, d = 3
d2, n = 2, d ≥ 4.
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(3) αl,d−1(B(d, n)) ≥ d2 if n ≥ 3 and d ≥ 5, where l = 1, 2, . . . , n.
Proof. (1) Because the diameter of B(d, 1) is 1, α1,1(B(2, 1)) is zero. Since d ≥ 3 and n = 1, so n ≤ d − 2 holds.
By Theorem 4, α1,d−1(B(d, 1)) = d is true when d ≥ 3.
(2) α2,1(B(2, 2)) = 0 is easy. As regards B(3, 2), we can observe Fig. 1 and conclude that vertices 01 and 10 will not
appear in the independent set at the same time because there exist two internally disjoint (10, 01)-paths of length at
most 2. Similarly, 12 and 21; 20 and 02; 01, 12 and 20; 10, 21 and 02 must not be in the same independent set. So
α2,2(B(3, 2)) ≤ 5. We can also verify that {00, 01, 11, 21, 22} is a (2, 2)-independent set. Thus α2,2(B(3, 2)) = 5.
If n = 2 and d ≥ 4, using Theorem 4, it is easy to obtain α2,d−1(B(d, 2)) = d2.
(3) When n = 3, let I1 = {000, 010, 020, . . . , 0(d − 1)0}, I2 = {101, 111, 121, . . . , 1(d − 1)1}, . . . , Id =
{(d − 1)0(d − 1), (d − 1)1(d − 1), . . . , (d − 1)(d − 1)(d − 1)}, I =⋃di=1 Ii .
When n = 4, let I1 = {0000, 0110, 0220, . . . , 0(d−1)(d−1)0}, I2 = {1001, 1111, 1221, . . . , 1(d−1)(d−1)1},
. . . , Id = {(d − 1)00(d − 1), (d − 1)11(d − 1), . . . , (d − 1)(d − 1)(d − 1)(d − 1)}, I =⋃di=1 Ii .
When n ≥ 5, let
I1 = {x1x2 . . . xn−1xn|x1 = xn = 0, x2 = xn−1 = α ∈ {0, 1, . . . , d − 1}, xi = 0, 3 ≤ i ≤ n − 2},
I2 = {x1x2 . . . xn−1xn|x1 = xn = 1, x2 = xn−1 = α ∈ {0, 1, . . . , d − 1}, xi = 1, 3 ≤ i ≤ n − 2}, . . . ,
Id = {x1x2 . . . xn−1xn|x1 = xn = d − 1, x2 = xn−1 = α ∈ {0, 1, . . . , d − 1}, xi = d − 1, 3 ≤ i ≤ n − 2},
I =
d⋃
i=1
Ii .
For any two distinct vertices x and y in the set I , we can easily calculate that l(x, y) = 1 if x ∈ Ii ,
y ∈ Ii (1 ≤ i ≤ d) and l(x, y) ≤ 2 if x ∈ Ii , y ∈ I j (1 ≤ i 6= j ≤ d). Thus, by Theorem 3, we have
dd−1(B(d, n); x, y) = n + 1 for d(x, y) ≥ n − 2 ≥ n − d + 3 when d ≥ 5 and n ≥ 3. So, the set I is an (n, d − 1)-
independent set and we have αn,d−1(B(d, n)) ≥ |I | = d2. Using the property of α1,d−1 ≥ α2,d−1 ≥ · · ·αn,d−1, the
results holds. 
4. The Independence Number for Kautz networks
Theorem 1′ ([7]). Suppose that l (1 ≤ l ≤ n) is an integer, x and y are two distinct vertices of K (d, n). Then the
distance from x to y in K (d, n) is equal to n − l if and only if l = l(x, y).
Theorem 2′ ([7]). For any two distinct vertices x and y of K (d, n), there are d internally disjoint (x, y)-paths, one
of length at most n, d − 2 of length at most n + 1, and one of length at most n + 2.
Theorem 3′. Let x = x1x2 . . . xn and y = y1y2 . . . yn be two distinct vertices of K (d, n); then dd−1(K (d, n) :
x, y) = n + 1 if d(x, y) ≥ n − d + 3.
Proof. K (d, n) has strong connectivity d; by Menger’s theorem there exist d internally disjoint (x, y)-paths.
Obviously, by Theorem 2′ we have dd−1(K (d, n) : x, y) ≤ n + 1. So next, we only need to prove dd−1(K (d, n) :
x, y) ≥ n + 1. Assuming l = l(x, y) (0 ≤ l ≤ n − 1), i.e., xn−l+i = yi , i = 1, 2, . . . , l, we know d(x, y) = n − l by
Theorem 1′. It is not difficult to calculate that l < d−2 when d(x, y) ≥ n−d+3. Without loss of generality, assume
d−1 internally disjoint (x, y)-paths as follows: Pi = (x, x2x3 . . . xnαi )+P(x2x3 . . . xnαi , y), where α1, α2, . . . , αd−1
are all distinct numbers each belonging to the set {0, 1, 2, . . . , d} \ {xn}. As l < d − 2, there exists an integer
α j ∈ {0, 1, 2, . . . , d} \ {xn, y1, y2, . . . , yl+1}, where 1 ≤ j ≤ d − 1. Next, we prove
d(x2x3 . . . xnα j , y) ≥ n.
Suppose to the contrary that d(x2x3 . . . xnα j , y) < n, i.e., l(x2x3 . . . xnα j , y) = l ′ and l ′ ≥ 1 by Theorem 1′, so
we have xn−l ′+2 = y1,xn−l ′+3 = y2, . . . , xn = yl ′−1, α j = yl ′ .
Case 1: 1 ≤ l ′ ≤ l + 1. Obviously, the conclusions α j = yl ′ and l ′ ≤ l + 1 contradict to the fact that
α j 6∈ {y1, y2, . . . , yl+1}.
Case 2: l+2 ≤ l ′ ≤ n. As xn−l ′+2 = y1,xn−l ′+3 = y2, . . . , xn = yl ′−1, we have l(x, y)≥ l ′−1 ≥ (l+2)−1 = l+1;
this contradicts to the fact that l = l(x, y).
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Now, we have shown that d(x2x3 . . . xnα j , y) ≥ n, and we know that d(x2x3 . . . xnα j , y) ≤ n for Kautz graphs.
Thus, we have d(x2x3 . . . xnα j , y) = n and so the length of path from x2 . . . xnα j to y is at least n, that is to say,
|Pj | ≥ n + 1 and dd−1(K (d, n) : x, y) ≥ n + 1. Thus the theorem follows. 
Theorem 4′. For l = 1, 2, . . . , n, αl,d−1(K (d, n)) = αl,d(K (d, n)) = dn + dn−1 if d ≥ 3 and n ≤ d − 2.
Proof. For any two distinct vertices x and y of K (d, n), d(x, y) ≥ 1 ≥ n − d + 3 when n ≤ d − 2, we
have dd−1(K (d, n) : x, y) = n + 1 by Theorem 3′. So, it is not difficult to calculate that αn,d−1(K (d, n)) =
|V (K (d, n))| = dn + dn−1. As the Independence Number of K (d, n) has the property that αn,d−1 ≤ αn−1,d−1 ≤ · · ·
≤ α1,d−1 ≤ dn + dn−1 and αl,d−1 ≤ αl,d ≤ dn + dn−1, the result holds. 
5. Conclusions
In this paper, we showed that αl,d−1(B(d, n)) = dn if d ≥ 3 and n ≤ d − 2,αl,d−1(K (d, n)) = αl,d(K (d, n)) =
dn + dn−1 if d ≥ 3 and n ≤ d − 2. It is clear that the larger αl,ω(D) for any graph D, the lower the utilization ratio
of D. So, to enhance the utilization ratio of De Bruijn networks and Kautz networks, it is better to choose n such that
n > d − 2 at least.
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