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Abstract
This paper is concerned with periodic and antiperiodic boundary value problems for self-adjoint
second-order difference equations. Existence of eigenvalues of these two different boundary value
problems is proved, numbers of their eigenvalues are calculated, and their relationships are obtained.
In addition, a representation of solutions of a nonhomogeneous linear equation with initial conditions
is given.
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1. Introduction
Consider the following self-adjoint second-order difference equation
−∇(pn∆yn) + qnyn = λwnyn, n ∈ [0,N − 1], (1.1)
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y−1 = yN−1, y0 = yN (1.2)
and with the antiperiodic boundary conditions
y−1 = −yN−1, y0 = −yN, (1.3)
where N  2 is an integer, ∆ is the forward difference operator: ∆yn = yn+1 − yn and ∇
is the backward difference operator: ∇yn = yn − yn−1; pn, qn, and wn are real numbers
with pn > 0 for n ∈ [−1,N − 1], wn > 0 for n ∈ [0, N − 1], and p−1 = pN−1 = 1; λ is
the spectral parameter; and the interval [0,N − 1] is the integral set {n}N−1n=0 .
For clarity sometimes, the integral interval [0,N − 1] denotes the integral set {n}N−1n=0
and the real interval [0,N − 1] denotes the set {t ∈ R: 0  t  N − 1}. Equation (1.1)
with (1.2) and Eq. (1.1) with (1.3) are called a periodic boundary value problem and an
antiperiodic boundary value problem, respectively.
First we briefly recall existing results of eigenvalues of periodic and antiperiodic
boundary value problems for second-order ordinary differential equations. Coddington and
Levinson considered the second-order linear differential equation
−(p(t)x′(t))′ + q(t)x(t) = λr(t)x(t), t ∈ [0,1], (1.4)
with the periodic boundary conditions
x(0) = x(1), x′(0) = x′(1) (1.5)
and with the antiperiodic boundary conditions
x(0) = −x(1), x′(0) = −x′(1). (1.6)
They found out the following very beautiful results [6, Chapter 8, Theorem 3.1]: the pe-
riodic boundary value problem (1.4) with (1.5) has infinitely many eigenvalues {λi}∞i=0,
which are all real and can be ordered as
λ0 < λ1  λ2 < λ3  · · · ;
the antiperiodic boundary value problem (1.4) with (1.6) also has infinitely many eigenval-
ues {λ˜i}∞i=1, which are all real and can be ordered as
λ˜1  λ˜2 < λ˜3  λ˜4 < · · · ;
and these eigenvalues satisfy the following inequality:
−∞ < λ0 < λ˜1  λ˜2 < λ1  λ2 < λ˜3  λ˜4 < λ3  λ4 < · · · . (1.7)
Similar problems in the special case p(t) = r(t) ≡ 1 on the interval [0,π] were studied and
similar results were obtained in [7,10]. Recently, Zhang [13] considered the differential
equation(
φp(x
′)
)′ + (λ + q(t))φp(x) = 0 (1.8)
with the periodic boundary conditionsx(0) − x(T ) = x′(0) − x′(T ) = 0 (1.9)
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x(0) + x(T ) = x′(0) + x′(T ) = 0, (1.10)
where 1 < p < ∞ is fixed, and φp(s) = |s|p−2s is a map from R to R. He found that
eigenvalues of the problem (1.8) with (1.9) and the problem (1.8) with (1.10) have the
similar properties to (1.7).
For difference equations, Atkinson [2, Chapter 6, Section 2] considered the boundary
conditions
y−1 = αym−1, y0 = βym (1.11)
when he investigated the recurrence formula
cnyn+1 = (anλˆ + bn)yn − cn−1yn−1, n ∈ [0,m − 1], (1.12)
where an, bn, cn, α, and β are real numbers, subject to an > 0, cn > 0, and αc−1 =
βcm−1. He remarked that all the eigenvalues of the boundary value problem (1.11) and
(1.12) are real and they may not be all distinct. If c−1 = cm−1 and α = β = 1, he viewed
the boundary conditions (1.11) as the periodic boundary conditions for (1.12). Agarwal
and Wong [1, Section 4] studied existence of minimal and maximal quasi-solutions of the
second-order nonlinear periodic boundary value problem
−δ2x(k) = f (k, x(k),∇x(k)), k ∈ [1, J − 1],
x(0) = x(J ), ∇x(1) = ∇x(J ),
where δ2x(k) = x(k + 1) − 2x(k) + x(k − 1) for 1 k  J − 1, f :T × Rn × Rn → Rn,
x :T → Rn, J > 1 is an integer, and T is the integral interval [1, J −1]. Shi and Chen [11]
investigated the following quite general boundary value problem:
−∇(Cn∆xn) + Bnxn = λwnxn, n ∈ [1,N], N  2, (1.13)
R
(−x0
xN
)
+ S
(
C0∆x0
CN∆xN
)
= 0, (1.14)
where Cn (n ∈ [0,N]), Bn, and wn (n ∈ [1,N]) are d × d Hermitian matrices; C0 and
CN are nonsingular; wn > 0 for n ∈ [1,N]; and R and S are 2d × 2d matrices. More-
over, R and S satisfy rank(R,S) = 2d and the self-adjoint condition RS∗ = SR∗ [11,
Lemma 2.1]. A series of spectral results were obtained. We shall remark that the boundary
condition (1.14) includes the periodic and antiperiodic boundary conditions (1.2) and (1.3)
when d = 1. More details will be discussed in the next section. Kelley and Peterson inves-
tigated oscillatory and spectral problems of self-adjoint second-order difference equations
[9, Chapters 6 and 7]. In addition, spectral theory of discrete Hamiltonian systems on finite
intervals were studied by Bohner [3] and Shi [12]. More recently, Bohner et al. [5] gave
a relationship between the number of eigenvalues and the number of generalized zeros of
principal solutions for symplectic difference systems with general boundary conditions.
However, it seems to us that very little is known about relationships between eigenval-
ues of these two different boundary value problems (1.1) with (1.2) and (1.1) with (1.3).
We wonder if eigenvalues of these two different boundary value problems in the discrete
case have similar results to (1.7). In the present paper, we consider this problem and ob-
tain some beautiful results, which can be regarded as a discrete analog of [6, Chapter 8,
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transformation of the second-order differential equation in their proof. Though the dis-
crete Prüfer transformation has been established in [4], we find that a similar method is
quite difficultly employed in studying the discrete problem. Instead, we will make use of
some oscillation results obtained by Atkinson [2] and some results obtained by Shi and
Chen [11].
This paper is organized as follows. Section 2 gives some preliminaries including exis-
tence and numbers of eigenvalues of the periodic and antiperiodic boundary value prob-
lems, a representation of solutions of a nonhomogeneous linear equation with initial con-
ditions, and properties of eigenvalues of a Dirichlet boundary value problem, which will
be used in Section 3. Section 3 pays attention to comparison between eigenvalues of the
periodic and antiperiodic boundary value problems.
2. Preliminaries
Equation (1.1) can be rewritten as the recurrence formula
pnyn+1 = (pn + pn−1 + qn − λwn)yn − pn−1yn−1, n ∈ [0,N − 1]. (2.1)
Clearly, yn is a polynomial in λ with real coefficients since pn, qn, and wn are all real.
Hence, all the solutions of (1.1) are entire functions of λ. Obviously, if we take λ as a real
parameter, then all the solutions of (1.1) are smooth functions of λ for λ ∈ R. Especially,
if y0 = 0, yn is a polynomial of degree n in λ for nN . However, if y−1 = 0 and y0 = 0,
yn turns to be a polynomial of degree n − 1 in λ for n  N . By using a similar method
to that employed in the proof of [8, Theorem 2.2.3], one can easily prove the following
lemma.
Lemma 2.1. Let y and z be any solutions of
−∇(pn∆yn) + qnyn = λwnyn (2.2)
and
−∇(pn∆zn) + qnzn = µwnzn, (2.3)
respectively, where λ and µ are any complex numbers. Then, for 0 nN − 1,
(λ − µ)
n∑
j=0
wjyj zj = pn(ynzn+1 − yn+1zn) − p−1(y−1z0 − y0z−1). (2.4)
Setting λ = µ in Lemma 2.1, we have the following Wronskian identity immediately
(or see [8, Theorem 2.2.8] and [9, Corollary 6.2]).
Theorem 2.1. Let y and z be any solutions of (1.1). Then the Wronskian
W [y, z](n) =
∣∣∣∣ yn+1 zn+1pn∆yn pn∆zn
∣∣∣∣= −pn(yn+1zn − ynzn+1) (2.5)
is a constant on [−1,N − 1].
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and (1.1) with (1.3) have exactly N real eigenvalues, respectively.
Proof. By setting d = 1, Cn = pn, Bn = qn,
R =
(
1 1
0 0
)
, S =
(
0 0
1 −1
)
,
by shifting the whole interval [1,N] left by one unit, and by using p−1 = pN−1 = 1, (1.1)
and (1.2) is written as (1.13) and (1.14), respectively. It is evident that rank(R,S) = 2d and
RS∗ = SR∗. Hence, the boundary conditions (1.2) are self-adjoint by [11, Lemma 2.1]. By
[11, Theorem 4.1], the problem (1.1) and (1.2) has exactly N real eigenvalues. With a
similar argument, one can easily conclude (1.1) and (1.3) has exactly N real eigenvalues
by using that
R =
(−1 1
0 0
)
, S =
(
0 0
1 1
)
in this case. This completes the proof. 
Now consider (1.1) with the Dirichlet boundary conditions
y−1 = yN−1 = 0, (2.6)
which will be used in studying relationships between eigenvalues of the problems (1.1)
with (1.2) and (1.1) with (1.3) in the next section. [2, Chapter 4] studied the boundary
value problem (1.12) with the separated boundary conditions
y−1 = 0, ym + hym−1 = 0, (2.7)
where h is some fixed real number. By setting pn = cn, pn +pn−1 + qn = bn, wn = an for
n ∈ [0,N − 1], and −λ = λˆ, (2.1) can be written as (1.12). So the following result for (1.1)
and (2.6) can be directly derived by [2, Theorems 4.3.1 and 4.3.5] by setting h = 0 and
m = N − 1.
Lemma 2.2. The boundary value problem (1.1) and (2.6) has exactly N −1 real and simple
eigenvalues, which can be arranged in the increasing order
µ0 < µ1 < · · · < µN−2. (2.8)
Let yn(λ) be the solution of (2.1) with the initial condition
y−1(λ) = 0, y0(λ) = 0. (2.9)
Then yn(λ) on the integral interval [0,N − 1] exhibits no changes of sign for λ < µ0,
exactly r + 1 changes of sign for µr < λ < µr+1 (0  r  N − 3), and exactly N − 1
changes of sign for λ > µN−2.
Next we turn to a different type of the above oscillation result. For any fixed λ, let yn(λ)
be a solution of (1.1). Obviously, yn(λ) is regarded as a function in n and is only defined
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yx(λ) on the real interval [−1,N − 1] by defining as
yx(λ) =
(
yn+1(λ) − yn(λ)
)
(x − n) + yn(λ), n x  n + 1,
for n = −1,0, . . . ,N − 2. The following result can be directly obtained from the proof of
[2, Theorem 4.3.5] with replacing λˆ by −λ.
Lemma 2.3. Let µk (0 k N −2) be the eigenvalues of (1.1) and (2.6) and be arranged
as (2.8) and let yn(λ) be the solution of (2.1) satisfying (2.9). Then, yx(µk) has exactly k
zeros in the real interval (−1,N − 1) for 0 k N − 2.
At the end of this section, we give a representation of solutions for a nonhomogeneous
linear equation with initial conditions. A variation of constants formula for an initial value
problem of a slightly different equation was given in [9, Theorem 6.4 and Corollary 6.3].
Theorem 2.3. Let ϕn and ψn be the solutions of (1.1) satisfying the following initial con-
ditions:
ϕ−1 = ψ0 = 1, ϕ0 = ψ−1 = 0, (2.10)
respectively. Then, for any {fn}N−1n=0 ⊂ C and for any c−1, c0 ∈ C, the initial value problem
−∇(pn∆zn) + (qn − λwn)zn = wnfn, n ∈ [0,N − 1], (2.11)
z−1 = c−1, z0 = c0 (2.12)
has a unique solution z, which can be expressed as
zn = c−1ϕn + c0ψn +
n−1∑
j=0
wj(ϕnψj − ϕjψn)fj , n ∈ [−1,N], (2.13)
where
∑−2
j=0 · =
∑−1
j=0 · := 0.
Proof. Existence and uniqueness of the solution of the initial value problem (2.11)
and (2.12) is easily concluded by using pn = 0 for n ∈ [−1,N − 1].
It is clear that ϕn and ψn are linearly independent solutions of (1.1). Now we use the
variation of constants method. Let
zn = Anϕn + Bnψn, n ∈ [−1,N]. (2.14)
Then
∆zn = An∆ϕn + ϕn+1∆An + Bn∆ψn + ψn+1∆Bn.
Setting
ϕn+1∆An + ψn+1∆Bn = 0, n ∈ [−1,N − 1], (2.15)
we have∆zn = An∆ϕn + Bn∆ψn, n ∈ [−1,N − 1].
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−∇(pn∆zn) = −∇(Anpn∆ϕn + Bnpn∆ψn)
= −An∇(pn∆ϕn) − (∇An)pn−1∆ϕn−1
− Bn∇(pn∆ψn) − (∇Bn)pn−1∆ψn−1.
Since ϕn and ψn are solutions of (1.1), we have
−∇(pn∆zn) = (λwn − qn)(Anϕn + Bnψn) − (∇An)pn−1∆ϕn−1
− (∇Bn)pn−1∆ψn−1
= (λwn − qn)zn − (∇An)pn−1∆ϕn−1 − (∇Bn)pn−1∆ψn−1,
which with (2.11) implies that
(∇An)pn−1∆ϕn−1 + (∇Bn)pn−1∆ψn−1 = −wnfn, n ∈ [0,N − 1]. (2.16)
Further, set
(∇AN)pN−1∆ϕN−1 + (∇BN)pN−1∆ψN−1 = −wNfN, (2.17)
where fN can be taken any complex number.
Clearly, (2.15) is equivalent to
ϕn∇An + ψn∇Bn = 0, n ∈ [0,N]. (2.18)
By Cramer’s rule and from (2.16)–(2.18), we have
∇An = wnψnfn
W [ϕ,ψ](n − 1) , ∇Bn =
−wnϕnfn
W [ϕ,ψ](n − 1) , n ∈ [0,N].
From (2.10) and by using p−1 = 1, it follows by Theorem 2.1 that
W [ϕ,ψ](n − 1) = 1, n ∈ [0,N]. (2.19)
Hence
∇An = wnψnfn, ∇Bn = −wnϕnfn, n ∈ [0,N],
which implies that
An = A−1 +
n∑
j=0
wjψjfj , Bn = B−1 −
n∑
j=0
wjϕjfj , n ∈ [−1,N].
Inserting the above relations into (2.14), we get
zn = A−1ϕn + B−1ψn +
n−1∑
j=0
wj(ϕnψj − ϕjψn)fj , n ∈ [−1,N]. (2.20)
Further, from (2.10), (2.12), and (2.20), we have
A−1 = c−1, B−1 = c0. (2.21)Hence, (2.13) follows from (2.20) and (2.21). This completes the proof. 
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equation (2.11) with the initial condition (2.12) is not completely the same as that for
initial value problems of nonhomogeneous linear differential equations. In the proof of
Theorem 2.3, it is needed to add an auxiliary condition (2.17) in order to determine the
coefficients An and Bn on [−1,N].
3. Main results
We now present the main results of this paper.
Theorem 3.1. Let λi (0  i  N − 1) be the eigenvalues of the periodic boundary value
problem (1.1) and (1.2) and be arranged in the nondecreasing order λ0  λ1  · · · 
λN−1, and let λ˜i (1 i N) be the eigenvalues of the antiperiodic boundary value prob-
lem (1.1) and (1.3) and be also arranged in the nondecreasing order λ˜1  λ˜2  · · · λ˜N .
Then these eigenvalues satisfy the following inequalities:
λ0 < λ˜1  λ˜2 < λ1  λ2 < λ˜3  λ˜4 < · · · < λN−2  λN−1 < λ˜N, N is odd; (3.1)
λ0 < λ˜1  λ˜2 < λ1  λ2 < λ˜3  λ˜4 < · · · < λ˜N−1  λ˜N < λN−1, N is even. (3.2)
Whether N is odd or even, λ0 is a simple eigenvalue of (1.1) and (1.2). For some odd
number i (1 i N − 2), if λi < λi+1, then λi and λi+1 are simple eigenvalues of (1.1)
and (1.2); however, if λi = λi+1, then λi is a multiple eigenvalue of (1.1) and (1.2). Es-
pecially, if N is even, λN−1 is a simple eigenvalue of (1.1) and (1.2). Similar results hold
for the cases λ˜i < λ˜i+1 and λ˜i = λ˜i+1 for some odd number i (1 i N − 1) and if N is
odd, λ˜N is a simple eigenvalue of (1.1) and (1.3).
Before showing Theorem 3.1, we need to prove the following five propositions.
Let ϕn and ψn be the solutions of (1.1) satisfying (2.10) just as in Section 2. From (2.5)
with n replaced by N − 1 and (2.19) and by using pN−1 = 1, it follows that
ϕNψN−1 − ϕN−1ψN = −1. (3.3)
Obviously, ϕn(λ) and ψn(λ) are two linearly independent solutions of (1.1). So λ is an
eigenvalue of (1.1) and (1.2) if and only if there exist constants C1 and C2 not both zero
such that C1ϕn + C2ψn satisfies (1.2), which yields
C1
(
1 − ϕN−1(λ)
)− C2ψN−1(λ) = 0,
C1ϕN(λ) + C2
(
ψN(λ) − 1
)= 0. (3.4)
It is evident that (3.4) has a nontrivial solution (C1,C2) if and only if∣∣∣∣1 − ϕN−1(λ) −ψN−1(λ)ϕN(λ) ψN(λ) − 1
∣∣∣∣= 0,
which with (3.3) implies thatf (λ) := ϕN−1(λ) + ψN(λ) = 2. (3.5)
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similar argument, one can conclude that λ is an eigenvalue of the problem (1.1) and (1.3)
if and only if λ satisfies
f (λ) = −2. (3.6)
On the other hand, (1.1) has two linearly independent solutions satisfying (1.2) if and only
if ϕn and ψn satisfying (1.2), that is,
ϕN−1(λ) = ψN(λ) = 1, ϕN(λ) = ψN−1(λ) = 0. (3.7)
Consequently, λ is a multiple eigenvalue of (1.1) and (1.2) if and only if (3.7) holds. Simi-
larly, λ is a multiple eigenvalue of (1.1) and (1.3) if and only if
ϕN−1(λ) = ψN(λ) = −1, ϕN(λ) = ψN−1(λ) = 0. (3.8)
Since ϕn and ψn are both polynomials in λ, f (λ) is a polynomial in λ. Denote
d
dλ
f (λ) =: f ′(λ), d
2
dλ2
f (λ) =: f ′′(λ).
Proposition 3.1. For 0 k N − 2, f (µk) 2 if k is odd, and f (µk)−2 if k is even.
Proof. Since ϕn and ψn are two linearly independent solutions of (1.1), there exist con-
stants C1 and C2 not both zero such that C1ϕn(µk)+C2ψn(µk) is an eigenfunction of (1.1)
and (2.6) with respect to µk . Then, we get
C1ϕ−1(µk) + C2ψ−1(µk) = 0,
C1ϕN−1(µk) + C2ψN−1(µk) = 0.
From (2.10) it follows that
C1 = 0, C2ψN−1(µk) = 0.
By referring to C1 and C2 not both zero, ψN−1(µk) = 0. So ψn(µk) is an eigenfunction
of (1.1) and (2.6) with respect to µk . Further, from the recurrence formula (2.1) and by
using pN−1 = 1, we have
ψN(µk) = −pN−2ψN−2(µk).
So ψN(µk) has the same sign as −ψN−2(µk). Let
ψx(µk) =
{
ψn(µk), n = −1;
(ψn+1(µk) − ψn(µk))(x − n) + ψn(µk),
n < x  n + 1 for n = −1, . . . ,N − 1.
Hence, ψx(µk) is continuous on the real interval [−1,N]. By Lemma 2.3, ψx(µ0) has no
zeros on the real interval (−1,N − 1). So from ψ0(µ0) = 1 it follows that ψx(µ0) > 0 on
the real interval (−1,N −1) and consequently, ψN(µ0) < 0. Again by Lemma 2.3, ψx(µ1)
has only one zero in (−1,N − 1). So ψN−2(µ1) < 0. Otherwise ψx(µ1) must have more
than one zero in (0,N − 2). This is a contradiction. Thus ψN(µ1) > 0. Similarly, if k is
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referring to ψN−1(µk) = 0, it follows that
ϕN−1(µk)ψN(µk) = 1.
Hence, if k is odd,
f (µk) = ψN(µk) + 1
ψN(µk)
 2
and if k is even,
f (µk)−2
for k = 0,1, . . . ,N − 2. This completes the proof. 
Proposition 3.2. Equations f ′(λ) = 0 and f (λ) = 2 or −2 hold if and only if λ is a
multiple eigenvalue of (1.1) and (1.2) or (1.1) and (1.3). If f (λ) = 2 or −2 for some
λ = µi (0 i N − 2), then λ is a simple eigenvalue of (1.1) and (1.2) or (1.1) and (1.3)
and for such a λ,
f ′(λ) < 0, λ < µ0;
(−1)rf ′(λ) > 0, µr < λ < µr+1, 0 r N − 3;
(−1)N−2f ′(λ) > 0, λ > µN−2.
Proof. Since ϕn and ψn are solutions of (1.1),
−∇(pn∆ϕn(λ))+ qnϕn(λ) = λwnϕn(λ), (3.9)
−∇(pn∆ψn(λ))+ qnψn(λ) = λwnψn(λ). (3.10)
Differentiating (3.9) and (3.10) with respect to λ, respectively, give
−∇(pn∆ϕ′n(λ))+ (qn − λwn)ϕ′n(λ) = wnϕn(λ), (3.11)
−∇(pn∆ψ ′n(λ))+ (qn − λwn)ψ ′n(λ) = wnψn(λ). (3.12)
From (2.10),
ϕ′0 = ϕ′−1 = 0, ψ ′0 = ψ ′−1 = 0. (3.13)
Thus, by Theorem 2.3 and from (3.11)–(3.13), we have
ϕ′n(λ) =
n−1∑
j=0
wjϕj (λ)
(
ϕn(λ)ψj (λ) − ϕj (λ)ψn(λ)
)
,
ψ ′n(λ) =
n−1∑
j=0
wjψj (λ)
(
ϕn(λ)ψj (λ) − ϕj (λ)ψn(λ)
)
. (3.14)Hence, not indicating λ explicitly,
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=
N−2∑
j=0
wjϕj (ϕN−1ψj − ϕjψN−1) +
N−1∑
j=0
wjψj (ϕNψj − ϕjψN)
=
N−1∑
j=0
wjδj ,
where
δj := ψ2j ϕN + ϕjψj (ϕN−1 − ψN) − ϕ2jψN−1 = (ψj ,ϕj )I
(
ψj
ϕj
)
and
I :=
(
ϕN
ϕN−1−ψN
2
ϕN−1−ψN
2 −ψN−1
)
.
If f (λ) = 2 or −2, then
det I (λ) = −ϕN(λ)ψN−1(λ) − (ϕN−1(λ) − ψN(λ))
2
4
= −1
4
f 2(λ) + 1 = 0.
This implies that
−ϕN(λ)ψN−1(λ) =
(
ϕN−1(λ) − ψN(λ)
2
)2
 0. (3.15)
Hence, the matrix I (λ) is always positive semi-definite or negative semi-definite in this
case. We have that if f (λ) = 2 or −2, then f ′(λ) cannot vanish unless δj (λ) ≡ 0 for all
0  j  N − 1. Because ϕn and ψn are linearly independent, δj (λ) is identically zero if
and only if all the entries of the matrix I (λ) vanish, which together with (3.5) implies (3.7)
in the case f (λ) = 2, and the corresponding one is (3.8) in the other case f (λ) = −2. Thus
f ′(λ) = 0, where f (λ) = 2 or −2, if and only if the eigenvalue λ is not simple.
Suppose f (λ) = 2 or −2 for some λ = µi (0  i  N − 2), we have ψN−1(λ) = 0.
From the above discussions, λ is a simple eigenvalue of (1.1) and (1.2) or (1.1) and (1.3)
and δj is not identically zero (0 j N − 1). For this λ, by using (3.15), we have
δj = −ψN−1
(
ϕj − ϕN−1 − ψN2ψN−1 ψj
)2
.
Therefore,
f ′(λ) = −ψN−1(λ)
N−1∑
j=0
wj
(
ϕj (λ) − ϕN−1(λ) − ψN(λ)2ψN−1(λ) ψj (λ)
)2
.
Thus, f ′(λ) and −ψN−1(λ) have the same sign. Further, by Lemma 2.2 and from ψ0 =
1 > 0, it follows that if λ < µ0, then −ψN−1(λ) < 0; if µr < λ < µr+1 (0 r N − 3),
then sgn(−ψN−1(λ)) = sgn((−1)r+1(−1)) = sgn(−1)r ; and if λ > µN−2,
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(−ψN−1(λ))= sgn(−1)N−2.
This completes the proof. 
Proposition 3.3. There exists a constant ν0 such that ν0 < µ0 < µ1 < · · · < µN−2 and
f (ν0) 2.
Proof. By the discussions in the first paragraph in Section 2, ψN(λ) is a polynomial of
degree N in λ and ϕN−1(λ) is a polynomial of degree N − 2 in λ. Further, ψN(λ) can be
written as
ψN(λ) = (−1)NANλN + AN−1λN−1 + · · · + A0,
where AN = w0w1 . . .wN−1(p0p1 . . . pN−1)−1 > 0 and An is a certain real constant for
n ∈ [0,N − 1]. Then
f (λ) = ϕN−1(λ) + ψN(λ) = (−1)NANλN + h(λ), (3.16)
where h(λ) is a polynomial in λ whose order is not larger than N −1. Clearly, as λ → −∞,
f (λ) → +∞. By Propositions 3.1, f (µ0)−2. So there exists a constant ν0 < µ0 such
that f (ν0) 2. This completes the proof. 
Proposition 3.4. If N is odd, there exists a constant ξ0 such that µ0 < µ1 < · · · < µN−2
< ξ0 and f (ξ0)  −2, and if N is even, there exists a constant η0 such that µ0 < µ1 <
· · · < µN−2 < η0, and f (η0) 2.
Proof. By Propositions 3.1, if N is odd, f (µN−2) 2 and if N is even, f (µN−2)−2.
From (3.16), it follows that if N is odd, f (λ) → −∞ as λ → +∞; and if N is even,
f (λ) → +∞ as λ → +∞. Hence, if N is odd, there exists a constant ξ0 > µN−2 such that
f (ξ0)  −2; if N is even, there exists a constant η0 > µN−2 such that f (η0)  2. This
completes this proof. 
Proposition 3.5. If k is odd, f (µk) = 2, and f ′(µk) = 0, then f ′′(µk) < 0; and if k is
even, f (µk) = −2, and f ′(µk) = 0, then f ′′(µk) > 0 for 0 k N − 2.
Proof. With the first given condition, µk is a multiple eigenvalue of (1.1) and (1.2) by
Proposition 3.2. So from (3.7) it follows that
ϕN(µk) = ψN−1(µk) = 0, ϕN−1(µk) = ψN(µk) = 1. (3.17)
Since f ′(µk) = ϕ′N−1(µk) + ψ ′N(µk) = 0, we get
ϕ′N−1(µk) = −ψ ′N(µk). (3.18)
Differentiating (3.3) with respect to λ two times and from (3.17) and (3.18), we have
ϕ′′N−1(µk) + ψ ′′N(µk) − 2
(
ϕ′N−1(µk)
)2 − 2ϕ′N(µk)ψ ′N−1(µk) = 0.
This yields [( ) ]f ′′(µk) = ϕ′′N−1(µk) + ψ ′′N(µk) = 2 ϕ′N−1(µk) 2 + ϕ′N(µk)ψ ′N−1(µk) . (3.19)
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ϕ′N−1(µk) =
N−2∑
j=0
wjϕj (µk)ψj (µk) =
N−1∑
j=0
wjϕj (µk)ψj (µk),
ϕ′N(µk) = −
N−1∑
j=0
wjϕ
2
j (µk),
ψ ′N−1(µk) =
N−2∑
j=0
wjψ
2
j (µk) =
N−1∑
j=0
wjψ
2
j (µk).
So, from (3.19), we get
f ′′(µk) = 2
[(
N−1∑
j=0
wjϕj (µk)ψj (µk)
)2
−
(
N−1∑
j=0
wjϕ
2
j (µk)
)(
N−1∑
j=0
wjψ
2
j (µk)
)]
.
Since ϕn and ψn are linearly independent on [−1,N], the above relation implies that
f ′′(µk) < 0 by Hölder’s inequality, which proves the first conclusion. The second con-
clusion can be shown similarly. Hence, the proof is complete. 
Finally we turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. By Propositions 3.1–3.5, Theorem 2.2, and the intermediate value
theorem, we can conclude that if N is odd,
ν0  λ0 < λ˜1  µ0  λ˜2 < λ1  µ1  λ2 < · · · < λN−2  µN−2  λN−1 < λ˜N  ξ0
and if N is even,
ν0  λ0 < λ˜1  µ0  λ˜2 < λ1  µ1  λ2 < · · · < λ˜N−1  µN−2  λ˜N < λN−1  η0
and consequently, Theorem 3.1 holds. This completes the proof. 
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