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SUR LA STRUCTURE DU GROUPE
D’AUTOMORPHISMES DE CERTAINES SURFACES
AFFINES
Ste´phane Lamy
Abstract
We describe the structure of the group of algebraic automorphisms
of the following surfaces 1) P1
k
×P1
k
minus a diagonal; 2) P1
k
×P1
k
minus a fiber. The motivation is to get a new proof of two theo-
rems proven respectively by L. Makar-Limanov and H. Nagao. We
also discuss the structure of the semi-group of polynomial proper
maps from C2 to C2.
1. Introduction
Dans [6] nous avons montre´ comment retrouver via des arguments
ge´ome´triques le the´ore`me classique de Jung-Van der Kulk de´crivant la
structure des automorphismes du plan affine A2k (k e´tant un corps quel-
conque) :
The´ore`me 1 (Jung-Van der Kulk). Le groupe des automorphismes du
plan affine A2k est le produit amalgame´ du groupe affine
A={(x, y) 7→ (a1x+b1y+c1, a2x+b2y+c2); ai, bi, ci ∈ k, a1b2−a2b1 6= 0}
et du groupe e´le´mentaire
E = {(x, y) 7→ (αx + P (y), βy + γ); α, β ∈ k∗, γ ∈ k, P ∈ k[X ]}
le long de leur intersection.
Dans le pre´sent article nous nous proposons de montrer comment la
meˆme de´marche permet d’obtenir la description du groupe d’automor-
phismes d’autres classes de surfaces.
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Nous nous sommes inte´resse´s aux automorphismes de deux surfaces
diffe´rentes de A2k, a` savoir P
1
k×P
1
k prive´ ou bien d’une diagonale ou bien
d’une fibre. Notre motivation e´tait de regrouper sous une meˆme approche
ge´ome´trique deux the´ore`mes duˆs respectivement a` L. Makar-Limanov
et H. Nagao. Le re´sultat de Makar-Limanov concerne la description des
automorphismes d’une surface quadrique affine. Ce re´sultat (applique´ au
corps de base k = C(t)) nous a e´te´ utile dans [7] pour e´tudier certains
automorphismes de C3. Le re´sultat de Nagao concerne lui la description
du groupe GL(2, k[X ]). Ce the´ore`me a e´te´ rede´montre´ (et ge´ne´ralise´, a` ce
propos on pourra consulter [9]) par Serre [11] en faisant agir GL2(k[X ])
sur un arbre simplicial idoine.
Signalons que V. I. Danilov et M. H. Gizatullin [4] ont e´tudie´ plus
ge´ne´ralement le groupe G des automorphismes des surfaces affines ad-
mettant une compactification projective par ajout d’une courbe ration-
nelle ; leurs re´sultats contiennent donc nos The´ore`mes 4 et 5. Leur de´-
marche consiste a` montrer que G agit sur un arbre dont les sommets
sont constitue´s par certaines compactifications de la surface, avec comme
domaine fondamental une areˆte. Ils obtiennent ainsi via la the´orie de
Bass-Serre [11] la description de G comme un produit amalgame´. Notre
preuve, e´galement de nature ge´ome´trique, est cependant assez diffe´rente.
Nous utilisons la de´composition des applications birationnelles entre
surfaces a` l’aide d’e´clatements pour exhiber des ge´ne´rateurs pour le
groupe G, et constatons ensuite que l’absence de relations (i.e. la struc-
ture de produit amalgame´) n’est plus qu’une remarque imme´diate (voir
page 17).
Dans un dernier paragraphe nous nous inte´ressons a` un proble`me un
peu diffe´rent, a` savoir la description de certains endomorphismes (et
non plus automorphismes) du plan affine complexe. Pre´cise´ment nous
discutons la question de la structure du semi-groupe des applications
polynomiales propres de C2 dans C2.
Tout au long de l’article nous utiliserons de manie`re re´pe´te´e le re´sultat
suivant, valable sur tout corps alge´briquement clos (voir [5, Th. 5.5]).
The´ore`me 2 (Zariski). Toute application birationnelle entre deux sur-
faces s’obtient comme une suite d’e´clatements puis de contractions ; au-
trement dit si X, Y sont des surfaces et
g : X 99K Y
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est une application birationnelle (qui n’est pas un isomorphisme), alors
il existe une surface M et des suites d’e´clatements pi1 et pi2 tel que le
diagramme suivant commute :
M
pi2
  A
AA
AA
AA
A
pi1
~~}}
}}
}}
}}
X g
//_______ Y
Nous nous re´fe`rerons au diagramme fourni par le the´ore`me comme le
diagramme de Zariski associe´ a` g. Chacun des points e´clate´s au cours
de la suite pi1 est appele´ point d’inde´termination de g ; ces points ap-
partiennent donc ou bien a` X (on dit que le point d’inde´termination est
propre) ou bien a` une surface obtenue en e´clatant X (on dit alors que
le point d’inde´termination est dans un voisinage infiniment proche d’un
point de X 1). Le nombre de points d’inde´termination de g (propres ou
non) sera note´ #ind(g). Nous utiliserons souvent certaines compactifica-
tions de A2 appele´es surfaces de Hirzebruch, et de´finies par
Fn = P(OP1 ⊕ OP1(n)). Tout ce qui nous inte´resse ici est de savoir
qu’une telle surface, munie d’une fibration en P1 sur P1, compactifie
A
2 par ajout de deux courbes rationnelles transverses : une fibre a` l’in-
fini f∞ et une section s∞ d’auto-intersection −n. Nous noterons f∞(Fn)
et s∞(Fn) s’il y a ambiguite´ sur la surface de Hirzebruch en question.
L’exemple de base est F1 obtenue en e´clatant un point p sur la droite
a` l’infini dans P2 : dans ce cas la fibration correspond au pinceau des
droites passant par p, f∞ est la transforme´e de la droite a` l’infini et s∞
est le diviseur exceptionnel.
2. Sur les automorphismes de P1 × P1 prive´ d’une
courbe rationnelle
Dans toute la suite k sera un corps quelconque (excepte´ dans le cadre
du The´ore`me 6 ou` nous supposons car(k) 6= 2). Nous e´nonc¸ons deux
the´ore`mes de´crivant la structure des automorphismes de P1 × P1 prive´
d’une diagonale ou d’une fibre. Nous expliquons ensuite les liens avec
deux the´ore`mes existant dans la litte´rature (duˆs a` Makar-Limanov et
Nagao), avant de donner les preuves dans un dernier paragraphe.
1Si pi : X˜ → X est une suite d’e´clatements, si q appartient a` l’un des diviseurs ex-
ceptionnels et si pi(q) = p ∈ X, on dit que q est dans un voisinage infiniment proche
de p.
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2.1. Enonce´s des the´ore`mes.
Notons [t0 : t1], [u0 : u1] les coordonne´es homoge`nes dans P
1 × P1, et
identifions A2 avec l’ouvert t1 6= 0, u1 6= 0. Nous notons t =
t0
t1
, u = u0
u1
les
coordonne´es dans A2. Soit D la diagonale d’e´quation t0u1+t1u0 = 0. On
appelle AD le groupe des automorphismes de P
1×P1\D qui s’e´tendent en
des automorphismes de P1×P1. Ce groupe est engendre´ par (t, u) 7→ (u, t)
et par les automorphismes de la forme
(t, u) 7→
(
at + b
ct + d
,
−au + b
cu− d
)
;
(
a b
c d
)
∈ PGL(2, k).
D’autre part nous de´signons par ED le groupe des automorphismes
de P1 × P1 \ D qui pre´servent le pinceau des droites t + u = cte. A
l’aide du Lemme 9 (voir plus loin) on peut obtenir une e´criture explicite
des e´le´ments de ED :
Lemme 3. Le groupe ED est engendre´ par (t, u) 7→ (u, t) et par les
automorphismes de la forme
(t, u) 7→
(
αt + P
(
1
t + u
)
, αu− P
(
1
t + u
))
; α ∈ k∗, P ∈ k[X ].
Preuve: Tout d’abord il est clair que
AD ∩ED = {(t, u) 7→ (at + b, au− b) ou (au + b, at− b); a ∈ k
∗, b ∈ k}.
Maintenant soit g ∈ ED\AD, que nous regardons comme une application
birationnelle de P1×P1 vers P1×P1. Le pinceau engendre´ par les droites
t+u=cte contient un unique e´le´ment singulier, a` savoir {t1 =0}∪{u1=0}.
Ces deux droites sont donc globalement invariantes par g, et quitte a`
composer par (t, u) 7→ (u, t) on peut supposer que chacune de ces droites
est invariante par g. De plus le point [1 : 0], [1 : 0], qui est l’unique
point base du pinceau, est inde´termine´ ou fixe par g ; mais cette dernie`re
possibilite´ est exclue car g−1(D) est l’unique point d’inde´termination
propre de g (l’unicite´ est donne´e par le Lemme 9.1). Eclatons [1 : 0], [1 : 0]
a` la source et au but, et contractons les transforme´es strictes de {t1 = 0}
et {u1 = 0} (voir figure).
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P
1
× P
1
P
2
t − u
t + u
1
t−u
Y = 1
t+u
X = t−u
t+u
D
t+u
t−u
{u1 = 0}
D
{t1 = 0}
/ /
[1 : 0], [1 : 0]
{u1 = 0}
D = {t0u1 + t1u0 = 0}
[1 : 0], [1 : 0]
{t1 = 0}
//
contracter
{u1=0}
et
{t1=0}
e´clater
{t0u1−t1u0=0}
L’application g est maintenant une application birationnelle de P2
dans P2, qui de plus est un automorphisme de A2 = P2 \D. En effet le
deuxie`me point d’inde´termination de g est encore situe´ sur la transforme´e
de D, car celle-ci doit eˆtre l’objet de trois e´clatements successifs avant
de devenir d’auto-intersection −1 et de pouvoir eˆtre contracte´e comme
l’exige l’assertion 5 du Lemme 9. Dans la carte X = t−u
t+u , Y =
1
t+u on
e´crit donc g sous la forme
g : (X, Y ) 7→ (aX + P (Y ), bY + c); a, b ∈ k∗, c ∈ k, P ∈ k[Y ].
Comme de plus la droite {Y = 0} contient deux points fixes pour g (les
points sur lesquels on a contracte´ {t1 = 0} et {u1 = 0}), g est en fait de la
forme g : (X, Y ) 7→ (X + Y P (Y ), bY ). En revenant aux coordonne´es t, u
on obtient l’expression annonce´e.
The´ore`me 4. Le groupe des automorphismes de P1×P1 \D est e´gal au
produit amalgame´ de AD et de ED le long de leur intersection.
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Maintenant soit F ⊂ P1 × P1 la fibre d’e´quation t1 = 0. On note
AF le groupe des automorphismes de P
1 × P1 \ F qui s’e´tendent en des
automorphismes de P1×P1 ; ce groupe est constitue´ des automorphismes
suivants :
(t, u) 7→
(
αt + β,
au + b
cu + d
)
; α ∈ k∗, β ∈ k,
(
a b
c d
)
∈ PGL(2, k).
D’autre part on note EF le groupe des automorphismes e´le´mentaires
(t, u) 7→ (αt + β, γu + P (t)); α, γ ∈ k∗, β ∈ k, P ∈ k[X ].
The´ore`me 5. Le groupe des automorphismes de P1×P1 \F est e´gal au
produit amalgame´ de AF et de EF le long de leur intersection.
2.2. Un the´ore`me de Makar-Limanov.
Nous faisons ici le lien entre le The´ore`me 4 et la description du
groupe G des automorphismes de la surface quadrique lisse Vλ ⊂ A
3
d’e´quation y2 + xz = λ, ou` λ ∈ k∗ et car(k) 6= 2. Remarquons que dans
les cas k = 0 ou car(k) = 2 cette surface n’est plus lisse ; Makar-limanov
montre que dans ce cas le groupe d’automorphismes est plus gros que
dans le cas lisse : pre´cise´ment il faut rajouter les homothe´ties de centre
la singularite´. Nous nous bornons ici a` traiter le cas lisse.
Il existe deux sous-groupes naturels de G. D’une part on a le groupe
orthogonal O(3, k) associe´ a` la forme quadratique y2 + xz, engendre´ par
(x, y, z) 7→ (x,−y, z) et par SO(3, k), ce dernier groupe e´tant constitue´
des matrices
1
ad− bc

 a2 2ab −b2ac ad + bc −bd
−c2 −2cd d2

 avec (a b
c d
)
∈ PGL(2, k).
Rappelons que l’identification entre PGL(2, k) et SO(3, k) peut s’obtenir
en faisant agir PGL(2, k) par conjugaison sur les matrices 2× 2 de trace
nulle, que l’on identifie a` k3 par (x, y, z) 7→
(
−y x
z y
)
. Cette action pre´serve
le de´terminant qui n’est rien d’autre, au signe pre`s, que la forme qua-
dratique y2 + xz. Remarquons que comme toute matrice dans GL(2, k)
s’e´crit comme une composition de matrices de la forme(
1 0
c 1
)
,
(
a 0
0 d
)
et
(
0 1
1 0
)
on voit que O(3, k) est engendre´ par les matrices de la forme
 1 0 0c 1 0
−c2 −2c 1

 ,

a/d 0 00 1 0
0 0 d/a

 ,

0 0 10 −1 0
1 0 0

 et

1 0 00 −1 0
0 0 1

 .
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D’autre part on a le groupe EG des automorphismes de la forme
2
(x, y, z) 7→
(
αx+2αyP (z)−αzP 2(z),±(y−zP (z)) ,
1
α
z
)
; α∈k∗, P ∈k[X ].
Remarquons (pour justifier l’adjectif « naturel » employe´ ci-dessus. . .)
que le groupe EG est exactement le sous-groupe de G constitue´ des
restrictions d’automorphismes e´le´mentaires de A3.
The´ore`me 6. On suppose car(k) 6= 2. Le groupe G est le produit amal-
game´ de O(3, k) et EG le long de leur intersection.
Ce re´sultat est contenu dans [8] (en fait Makar-Limanov obtient un
re´sultat plus ge´ne´ral concernant une classe plus large de surfaces, mais
par contre ne pre´cise pas la structure de produit amalgame´) et e´galement
dans [4]. L’e´nonce´ ci-dessus, applique´ sur le corps k = C(t), e´tait cru-
cial dans [7] ou` nous de´crivions le groupe des automorphismes de C3
pre´servant la forme quadratique y2 + xz.
Nous supposons dans un premier temps que λ admet une racine
carre´e δ dans k. Nous identifions maintenant Vλ avec un ouvert de P
1×P1.
Notons [x : y : z : w] les coordonne´es homoge`nes de P3, ou` l’on iden-
tifie A3 avec l’ouvert w 6= 0. L’e´quation homoge´ne´ise´e de Vλ devient
y2 − λw2 + xz = 0. A partir du plongement de Segre
[t0 : t1], [u0 : u1] ∈ P
1 × P1 7→ [t0u0 : t1u0 : t0u1 : t1u1] ∈ P
3
qui identifie P1×P1 avec la quadrique projective lisse xw−yz = 0 il suffit
d’un changement de variables line´aire pour obtenir la parame´trisation
suivante de la quadrique (y − δw)(y + δw) + xz = 0 (ou` δ2 = λ) :
[t0 : t1], [u0 : u1] ∈ P
1 × P1
7→
[
4δ2t0u0 : δ(t0u1 − t1u0) : t1u1 : t0u1 + t1u0
]
∈ P3.
Plus simplement, dans les cartes (t, u) et (x, y, z) cette parame´trisation
s’e´crit :
(t, u) →
(
4δ2
tu
t + u
, δ
t− u
t + u
,
1
t + u
)
.
Via cette parame´trisation la quadrique Vλ est identifie´e a` l’ouvert de
P1×P1 constitue´ du comple´mentaire de la diagonale D={t0u1+t1u0 =0},
et la fibration z = cte correspond a` la fibration t + u = cte. De plus un
2Signalons qu’il manque un signe dans la de´finition de EG donne´e dans [7], omission
qui est ici re´pare´e.
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calcul imme´diat permet de ve´rifier qu’a` travers cette parame´trisation
l’automorphisme
(t, u) 7→
(
t + P
(
1
t + u
)
, u− P
(
1
t + u
))
∈ ED
s’identifie a`
(x, y, z) 7→ (x− 2y(2δP (z))− z(2δP (z))2, y + z(2δP (z)), z) ∈ EG.
De meˆme (u, t) 7→
(
t
ct+1 ,
−u
cu−1
)
∈ AD est identifie´ a`
(
1 0 0
−
c
2δ
1 0
−
c2
4δ2
c
δ
1
)
∈
O(3, k) ; (t, u) 7→ (at, au) a` (x, y, z) 7→ (ax, y, z/a), (t, u) 7→
(
1
4δ2t ,
1
4δ2u
)
a` (x, y, z) 7→ (z,−y, x) et (t, u) 7→ (u, t) a` (x, y, z) 7→ (x,−y, z). En
conclusion le groupe O(3, k) s’identifie a` AD et le groupe EG a` ED ;
ainsi le The´ore`me 6 est e´quivalent au The´ore`me 4.
Supposons maintenant que λ n’admet pas de racine carre´e dans k ;
notons k¯ la cloture alge´brique de k et δ ∈ k¯ une racine carre´e de λ.
Soit g un automorphisme de Vλ de´finie sur le corps k, i.e. g est donne´
par un automorphisme de l’alge`bre k[X, Y, Z]/(Y 2 + XZ − λ) lequel
s’e´tend en un automorphisme de l’alge`bre k(δ)[X, Y, Z]/(Y 2 + XZ − λ).
On peut ainsi conside´rer g comme un automorphisme de Vλ de´finie sur le
corps k(δ). L’argument ci-dessus assure que g s’e´crit comme une composi-
tion d’e´le´ments de O(3, k(δ)) et d’e´le´ments de EG a` coefficients dans k(δ).
Reste a` voir que ces automorphismes sont en fait a` coefficients dans k ;
pour cela nous rappelons rapidement l’argument de´ja` de´veloppe´ dans [6,
p. 313].
Le point crucial est que nous savons que g admet un unique point
d’inde´termination propre, qui est l’image par g−1 de la conique plane a`
l’infini (d’e´quations y2 + xz = 0 et w = 0). Choisissons un point p sur k
de cette conique qui ne soit pas le point d’inde´termination de g−1 (l’un
des deux points [1 : 0 : 0 : 0] ou [0 : 0 : 1 : 0] convient). Alors g−1(p) est le
point d’inde´termination propre de g, et est donc contenu dans P3k. Par un
raisonnement syme´trique le point d’inde´termination propre de g−1 est
e´galement dans P3k. En composant g a` droite et a` gauche par des e´le´ments
bien choisis de O(3, k) on peut donc se ramener au cas ou` les points
d’inde´termination de g et g−1 sont tous deux [1 : 0 : 0 : 0]. Ceci revient
a` dire qu’on s’est ramene´ au cas ou` la de´composition de g commence et
finit par un e´le´ment de EG (a priori a` coefficients dans k(δ)) :
g = en ◦an−1 ◦ · · ·◦a1◦e1 avec ai ∈ O(3, k(δ))\EG, ej ∈ EG \O(3, k(δ)).
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Une re´currence imme´diate montre alors que g s’e´crit
g : (x, y, z) 7→(α2β2d1+1z(2d1+1)d2+· · · , αβd1+1z(d1+1)d2+· · · , βzd2+· · · )
avec d1, d2 > 1 (on a e´crit seulement les composantes homoge`nes de plus
haut degre´). Comme f est par hypothe`se a` coefficients dans k on en
de´duit que β, et donc aussi α, sont des e´le´ments de k. En composant
g a` gauche par l’automorphisme (x, y, z) 7→ (x − 2αyzd1 − α2z2d1+1,
y + αzd1+1, z) qui est un e´le´ment de EG a` coefficients dans k on obtient
un e´le´ment de Aut(Vλ) de degre´ strictement infe´rieur a` celui de g. On
conclut par re´currence sur le degre´.
2.3. Un the´ore`me de Nagao.
Le the´ore`me suivant, duˆ a` Nagao [10], de´crit la structure du grou-
pe GL2 a` coefficients dans l’anneau de polynoˆmes k[X ] :
The´ore`me 7. Le groupe GL(2, k[X ]) est e´gal au produit amalgame´ de
GL(2, k) et du groupe triangulaire
{(
a P (X)
0 d
)
; a, d ∈ k∗, P ∈ k[X ]
}
le
long de leur intersection.
Le groupe PGL(2, k[X ]) s’identifie de manie`re naturelle a` certains
automorphismes de A1 × P1 :(
a(X) b(X)
c(X) d(X)
)
: (t, u) 7→
(
t,
a(t)u + b(t)
c(t)u + d(t)
)
.
De ce point de vue le the´ore`me de Nagao (ou pour eˆtre tre`s pre´cis : la
version du The´ore`me 7 pour PGL(2, k[X ]), qui lui est e´quivalente) est
donne´ par le corollaire suivant du The´ore`me 5 :
Corollaire 8. Le groupe des automorphismes de P1 × P1 \ F qui fixent
chaque droite t = cte est e´gal au produit amalgame´ du groupe{
(t, u) 7→
(
t,
au + b
cu + d
)
;
(
a b
c d
)
∈ PGL(2, k)
}
et du groupe
{(t, u) 7→ (t, γu + P (t)); γ ∈ k∗, P ∈ k[X ]}
le long de leur intersection.
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Cet e´nonce´ s’obtient en quotientant les groupes mis en jeu dans le
The´ore`me 5 par le groupe {(t, u) 7→ (αt + β, u); α ∈ k∗, β ∈ k}.
2.4. Preuve des The´ore`mes 4 et 5.
Notre propos est de montrer comment notre preuve du the´ore`me de
Jung [6] s’adapte a` ce nouveau contexte. Nous commenc¸ons par supposer
que k est un corps alge´briquement clos. Dans toute la suite C ⊂ P1×P1,
appele´e diviseur a` l’infini, sera une courbe e´gale ou bien a` la diagonale D
ou bien a` la fibre F . On dit qu’une application birationnelle g : X 99K Y
provient d’un automorphisme de V = P1 × P1 \ C si X et Y sont des
compactifications de V et que g induit un automorphisme de V . On
remarque tout d’abord qu’il existe des contraintes fortes sur les positions
possibles des points d’inde´termination de g quand Y = P1 × P1 (c’est le
fait que le diviseur a` l’infini soit constitue´ d’une seule courbe irre´ductible
qui est crucial).
Lemme 9. Soit X une surface et g une application birationnelle de X
dans P1 × P1 provenant d’un automorphisme de V . Nous supposons de
plus que g n’est pas un morphisme. Alors
1) g admet un seul point d’inde´termination propre, situe´ sur le divi-
seur a` l’infini de X ;
2) g admet des points d’inde´termination p1, . . . , pr (r ≥ 1) tels que
(a) p1 soit le point d’inde´termination propre ;
(b) pour tout i = 2, . . . , r, le point pi soit situe´ sur le diviseur
produit en e´clatant pi−1 ;
3) chacune des courbes irre´ductibles contenues dans le diviseur a` l’in-
fini de X est contracte´e sur un point par g ;
4) avec les notations du the´ore`me de Zariski applique´ a` g : la premie`re
courbe contracte´e par pi2 est la transforme´e stricte d’une courbe
contenue dans le diviseur a` l’infini de X ;
5) en particulier, si X = P1×P1, la premie`re courbe contracte´e par pi2
est la transforme´e de la courbe C « a` la source ».
Preuve: Il suffit de recopier la preuve du Lemme 9 dans [6].
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Fixons maintenant g un automorphisme de V , que l’on prolonge en
une application birationnelle de P1×P1 sur P1×P1. D’apre`s le Lemme 9.1)
g admet un unique point d’inde´termination propre situe´ sur C. En com-
posant g par un e´le´ment de AC nous pouvons nous ramener au cas ou`
ce point est [1 : 0], [1 : 0]. Cette hypothe`se faite, nous allons maintenant
montrer qu’il existe un diagramme
P
1 × P1
g◦ϕ−1
%%K
K
K
K
K
P1 × P1
ϕ
99s
s
s
s
s
g
//_________ P1 × P1
ou` ϕ est le prolongement d’un e´le´ment de EC , et tel que
#ind(g ◦ ϕ−1) < #ind(g).
Par re´currence sur le nombre de points d’inde´termination de g, on montre
ainsi que cet automorphisme appartient au groupe engendre´ par EC
et AC . La question de la structure de produit amalgame´ est traite´e a`
part en fin d’article.
Cas C = F : contexte du The´ore`me 5. Nous identifions P1×P1 avec
la surface de Hirzebruch F0, et notons f∞(F0) = {t1 = 0} et s(F0) =
{u1 = 0}. Remarquons que nous notons ici s et non plus s∞ la section,
en effet dans ce contexte le diviseur a` l’infini est constitue´ de la seule
courbe f∞. On se trouve alors dans les conditions du lemme suivant (cas
ascendant, n = 0) :
Lemme 10. Soit h : Fn 99K P
1 × P1 provenant d’un automorphisme
de V . Notons p le point d’inde´termination propre de h, ϕ l’application
birationnelle qui consiste a` e´clater p puis a` contracter la transforme´e
de f∞, et h
′ = h ◦ ϕ−1. Alors #ind(h′) = #ind(h)− 1, et l’on distingue
deux situations :
– cas ascendant : si p = s ∩ f∞, alors on obtient une application
h′ : Fn+1 99K P
1 × P1 ;
– cas descendant : si p 6= s ∩ f∞, alors on obtient une application
h′ : Fn−1 99K P
1 × P1. De plus le point d’inde´termination p′ de h′
(si h′ n’est pas un morphisme) satisfait a` nouveau p′ 6= s(Fn−1) ∩
f∞(Fn−1).
Preuve: Conside´rons la de´composition de Zariski de h. Le Lemme 9.4)
nous assure que la premie`re courbe contracte´e par pi2 est la transforme´e
de f∞. Le point p, unique point d’inde´termination propre de h, est donc
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contenu dans f∞. Apre`s avoir e´clate´ p, f∞ est de´ja` devenue d’auto-
intersection −1 ; on en de´duit que tous les autres e´clatements de la
suite pi1 concernent des points hors de f∞. Il revient donc au meˆme de
re´aliser ces e´clatements puis de contracter f∞, ou de contracter d’abord
f∞ puis de re´aliser les e´clatements. Ceci revient a` dire que l’on a un
diagramme commutatif :
M
pi2

pi1

 




 contf∞
>
>>
>
M ′
}}||
||
||
||
||
:
::
::
::
::
pip

 contf∞
>
>>
>
Fn
ϕ
//___
h
99M
P S
Y _ e
k n
q
Fn′
h′ //________
P2
L’e´galite´ #ind(h′) = #ind(h) − 1 en de´coule ; et la distinction entre les
cas ascendant et descendant n’est plus alors qu’une remarque imme´dia-
te.
Apre`s avoir applique´ une premie`re fois le lemme (cas ascendant, n=0),
on se retrouve a` nouveau dans les conditions du lemme avec n = 1. On
applique ainsi le lemme autant de fois que l’on se trouve dans le cas
ascendant (disons r fois, avec r ≥ 1). On obtient le diagramme
Fr
g1=g◦ϕ
−1
1
##G
G
G
G
G
F0 = P
1 × P1
ϕ1=r fois le
lemme ascendant
99r
r
r
r
r
g
//_______ P1 × P1
ou` g1 satisfait les conditions du lemme (avec n = r, cas descendant), et
#ind(g1) = #ind(g) − r. On peut alors appliquer successivement r fois
le lemme, cas descendant, jusqu’a` obtenir le diagramme :
F0 = P
1 × P1
g2
''N
N
N
N
N
N
Fr
ϕ2=r fois le
lemme descendant
99s
s
s
s
s
s
g1
//____________ P1 × P1
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En conclusion, on a obtenu un diagramme
P1 × P1
g2=g◦ϕ
−1
%%K
K
K
K
K
P1 × P1
ϕ=ϕ2◦ϕ1
99s
s
s
s
s
g
//_________ P1 × P1
avec #ind(g ◦ ϕ−1) = #ind(g) − 2r. Reste a` ve´rifier que ϕ ∈ EF . Pour
cela, il suffit de remarquer que ϕ induit un automorphisme de A2 =
P1×P1 \ (s∪ f∞) qui pre´serve la fibration t = cte, et ceci caracte´rise les
automorphismes e´le´mentaires.
Cas F = D : contexte du The´ore`me 4. Reprenons le diagramme
de Zariski associe´ a` g. Par le Lemme 9.5), nous savons que la premie`re
courbe contracte´e par pi2 sera la transforme´e de D. Or D est d’auto-
intersection +2 dans P1×P1 et doit donc subir trois e´clatements afin de
devenir d’auto-intersection −1. Ceci implique qu’il y a une unique possi-
bilite´ pour les 3 premiers e´clatements de la suite pi1, que nous allons expli-
citer. Apre`s avoir e´clate´ le point d’inde´termination propre [1 : 0], [1 : 0],
le point d’intersection du diviseur exceptionnel et de la transforme´e de
D est obligatoirement le deuxie`me point d’inde´termination de g. Ecla-
tons donc ce point : on obtient une surface Σ1 et g se factorise a` tra-
vers ces deux e´clatements en une application g1 : Σ1 99K P
1 × P1 avec
#ind(g1) = #ind(g) − 2. Remarquons que Σ1 peut eˆtre vue comme F1
e´clate´ deux fois (contracter les transforme´es des deux fibres de F0 qui
passaient par [1 : 0], [1 : 0]) : la fibration sur F1 correspond a` la fibra-
tion sur Σ1 donne´e par les droites t + u = cte. De manie`re ge´ne´rale
nous noterons Σn une surface compacte contenant un ouvert isomorphe
a` V = P1 × P1 \ D, et telle que Σn \ V soit constitue´ de trois courbes
rationnelles d’auto-intersection 0, −n et −2 dispose´es comme suit :
0
−n
−2
On peut voir Σn comme la surface obtenue en e´clatant une surface
de Hirzebruch Fn en deux points situe´s sur une meˆme fibre (et non
inclus dans f∞ ∪ s∞). Nous continuons a` noter s∞ et f∞ les courbes
correspondantes :
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/ /
Σn
−2
f∞(Σn)
s∞(Σn)
0
−n
Fn
0
−n
f∞(Fn)
s∞(Fn)
Ces notations e´tant pose´es, remarquons que le point d’inde´termination
propre de g1, qui correspond au troisie`me point d’inde´termination de g,
est force´ment le point d’intersection de s∞(Σ1) et de f∞(Σ1). Nous
sommes ainsi dans les conditions du lemme suivant (avec n = 1, cas
ascendant) :
Lemme 11. Soit h : Σn 99K P
1 × P1 le prolongement d’un automor-
phisme de V , on note p le point d’inde´termination propre de h.
– cas ascendant : supposons que n ≥ 1 et p = s∞ ∩ f∞. Alors en
e´clatant p et en contractant la transforme´e de f∞ on obtient une
application h′ : Σn+1 99K P
1 × P1 ;
– cas descendant : supposons que n ≥ 2 et que p 6= s∞ ∩ f∞. Alors
p ∈ f∞, et en e´clatant p et en contractant la transforme´e de f∞ on
obtient une application h′ : Σn−1 99K P
1 × P1.
De plus dans les deux cas #ind(h′) = #ind(h)− 1.
Preuve: Appliquons le the´ore`me de Zariski a` h. La premie`re courbe
contracte´e par pi2 est la transforme´e de l’une des trois courbes a` l’infini
par le Lemme 9.4) : c’est donc la transforme´e de f∞, car les deux autres
sont d’auto-intersection strictement infe´rieure a` −1 dans M . On conclut
en reprenant l’argument de´ja` de´taille´ dans la preuve du Lemme 10.
On applique le lemme, cas ascendant, autant de fois que possible (di-
sons r fois) jusqu’a` se retrouver dans les conditions du lemme, cas des-
cendant. On peut alors appliquer r fois le lemme, cas descendant, jusqu’a`
obtenir une application g2 : Σ1 7→ P
1×P1, avec #ind(g2) = #ind(g1)−2r.
On contracte alors deux fois pour arriver a` g¯ : P1 × P1 7→ P1 × P1. Il est
imme´diat que #ind(g¯) ≤ #ind(g2) + 2 ; en fait on pourrait montrer que
#ind(g¯) = #ind(g2). Toujours est-il que meˆme avec cette estimation
grossie`re on a encore :
#ind(g¯) ≤ #ind(g)− 2r.
Reste a` ve´rifier que l’application g¯−1 ◦ g est un e´le´ment de ED : pour
cela il suffit de constater que cette application pre´serve le pinceau des
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droites t + u = cte, celui-ci correspondant a` la fibration de chacune des
surfaces Σn mises en jeu au cours de la preuve.
Fin des preuves. Nous discutons maintenant les deux points man-
quants pour comple´ter la preuve des The´ore`mes 4 et 5 : d’une part la
structure de produit amalgame´, d’autre part la preuve dans le cas d’un
corps quelconque.
Structure de produit amalgame´ (comparer avec [6, 4.2]). Posons
p = [1 : 0], [1 : 0]. Alors pour C = D ou C = F on a :
1) tout e´le´ment de EC \ AC , vu comme une application P
1 × P1 99K
P1 × P1, admet p comme unique point d’inde´termination propre,
et contracte C sur p ;
2) tout e´le´ment de AC \EC ne fixe pas le point p.
On constate ainsi que toute composition (non re´duite a` un e´le´ment
de AC) d’e´le´ments de EC \AC et AC \EC contracte la courbe C sur un
point, et n’est donc pas e´gale a` l’identite´.
Cas d’un corps quelconque. Soit k un corps, et k¯ sa cloˆture alge´bri-
que. Ve´rifions que le Lemme 9 est encore valable sur k, et en particulier le
point cle´ que constitue l’affirmation 9.1). Conside´rons donc g une appli-
cation birationnelle de Xk dans P
1
k ×P
1
k provenant d’un automorphisme
alge´brique de P1k × P
1
k \ C. Les points d’inde´terminations de g, qui a
priori sont des points sur k¯, sont invariants sous l’action du groupe de
Galois Gal(k¯/k). Mais nous savons (c’est le Lemme 9 applique´ sur k¯)
que g admet un unique point d’inde´termination propre p0. Ce point est
donc invariant sous l’action de Gal(k¯/k), autrement dit p0 est un point
sur k. On en de´duit imme´diatement les autres affirmations du lemme. En
conclusion les preuves restent valables car tous les e´clatements re´alise´s
au cours de la de´monstration concernent des points sur k.
3. Applications polynomiales propres de C2
Dans ce paragraphe nous nous proposons de discuter une ge´ne´rali-
sation possible du re´sultat de Jung-Van der Kulk. Un automorphisme
polynomial de C2 peut eˆtre caracte´rise´ comme un morphisme propre
de C2 dans C2 de degre´ topologique 1. En conservant l’hypothe`se de
proprete´ mais en conside´rant des applications de degre´ topologique ar-
bitraire on obtient le semi-groupe des applications polynomiales propres
de C2 dans C2. On sait qu’une application polynomiale propre ne peut
candidater a` eˆtre un contre-exemple a` la conjecture du jacobien [1,
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Th. 2.1]. Ceci explique peut-eˆtre le modeste inte´reˆt porte´ a` ce type d’ap-
plications dans la litte´rature. Il me semble pourtant qu’il s’agit d’une
classe d’applications pouvant pre´senter des comportements dynamiques
nouveaux par rapport au cas des automorphismes, tout en se preˆtant
encore a` une e´tude un tant soit peu exhaustive (dans cet esprit signalons
la pre´publication [2] qui traite de la dynamique d’applications « a` allure
polynomiale » ; cependant comme le remarquent les auteurs p. 18 « en
ge´ne´ral un endomorphisme polynomial de Ck avec k ≥ 2 n’est pas a`
allure polynomiale meˆme s’il est propre »).
Nous conside´rons donc maintenant des applications polynomiales
de C2 dans C2 de degre´ topologique quelconque qui soient propres (la
pre´image d’un compact est un compact). Bien suˆr les e´le´ments de Aut[C2]
fournissent des exemples. Une autre classe d’exemples tre`s simples est
donne´e par les applications de la forme
(x, y) 7→ (P (x), Q(y)).
Un contre-exemple e´vident est l’application (x, y) 7→ (xy, y), en effet la
pre´image de tous voisinage de (0, 0) contient la droite y = 0. Un contre-
exemple plus subtil (qui m’a e´te´ indique´ par J.-P. Furter) est fourni
par l’application (x, y) 7→ (x + x2y, y). En effet la pre´image de tout
point est constitue´e d’un ou deux points mais l’application n’est pas
propre : les points (−1/ε, ε) et (0, ε) sont les deux pre´images de (0, ε), en
conse´quence la pre´image d’un voisinage compact de (0, 0) n’est jamais
compacte. Nous ne connaissons pas d’autres exemples d’applications po-
lynomiales propres que ceux cite´s ci-dessus (sauf a` les composer) : on
songe imme´diatement a` conjecturer que ce sont les seuls. . . Disons sim-
plement que nous posons la
Question. Est-ce que toutes les applications polynomiales propres de C2
dans C2 sont des compose´es d’automorphismes polynomiaux et d’appli-
cations de la forme (x, y) 7→ (x, P (y)) ?
Nous n’avons pu re´pondre a` cette question que dans le cas du degre´
topologique 2 ; c’est ce que nous exposons maintenant. Notons donc
g : C2 7→ C2 une application polynomiale propre de degre´ topologique 2.
Associons a` g l’involution σ qui e´change les deux pre´images d’un point
(e´ventuellement ces deux pre´images sont confondues et de´finissent alors
un point fixe pour σ).
Lemme 12. L’involution σ est un e´le´ment de Aut[C2]. En particulier
σ est conjugue´e dans Aut[C2] ou bien a` (−x,−y) ou bien a` (x,−y).
Preuve: Conside´rons le prolongement g : P2 99K P2. En e´clatant suffi-
samment de fois au but on peut supposer que la droite a` l’infini a` la
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source n’est pas contracte´e sur un point, c’est a` dire que l’on a un dia-
gramme
X
pi

P2
g¯
>>}
}
}
}
g
//___
P2
ou` g¯ ne contracte aucune courbe (ni la droite a` l’infini par construction, ni
une autre courbe par hypothe`se de proprete´). Associons comme ci-dessus
une involution a` g¯, c’est une application holomorphe qui prolonge σ et est
bien de´finie en dehors du nombre fini de points d’inde´termination de g¯ :
par Hartogs σ est une application birationnelle de P2 dans P2. Comme
de plus σ envoie C2 sur C2 (c’est a` nouveau l’hypothe`se de proprete´), on
a bien σ ∈ Aut[C2].
On sait qu’un e´le´ment d’ordre fini de Aut[C2], et donc en particulier
une involution, est conjugue´ a` un automorphisme e´le´mentaire. De plus
(voir [3]), tout automorphisme e´le´mentaire est conjugue´ :
1) ou bien a` un e´le´ment du groupe affine ;
2) ou bien a` un e´le´ment de la forme (βdx+βdydq(yr), βy) avec d ≥ 1,
q non constant, β racine rie`me de l’unite´.
On remarque que dans le deuxie`me cas l’automorphisme est toujours
d’ordre infini. Finalement σ est conjugue´ a` un automorphisme affine. Il
est facile de ve´rifier que σ admet un point fixe ; en conjuguant par une
translation puis en diagonalisant on a le re´sultat annonce´.
Nous sommes maintenant en mesure de montrer la
Proposition 13. Soit g : C2 7→ C2 une application polynomiale propre
de degre´ topologique 2. Alors il existe f1, f2 ∈ Aut[C
2] tels que g s’e´crive
g = f2 ◦ (x, y
2) ◦ f1.
Preuve: Conside´rons l’involution σ ∈ Aut[C2] associe´e a` g, et notons f1
l’automorphisme fourni par le Lemme 12 tel que σ′ = f−11 σf1 = (x,−y)
ou (−x,−y). Posons g′ = g◦f1, on a g
′◦σ′ = g′. Supposons σ′ = (x,−y).
Alors cela signifie que g′ ne de´pend que de x et y2, autrement dit il existe
une application polynomiale f2 : C
2 7→ C2 telle que g′ = f2 ◦ (x, y
2). De
plus f2 est propre car g
′ est propre, et f2 est de degre´ topologique 1 car g
′
et (x, y2) sont de degre´ topologique 2. Finalement f2 ∈ Aut[C
2], et on a
bien g = f2 ◦ (x, y
2) ◦ f1. Il est facile de voir que le cas σ
′ = (−x,−y)
est impossible, en effet on aurait g′ = f2 ◦ (x
2, y2) mais g′ est de degre´
topologique 2 alors que (x2, y2) est de degre´ 4.
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