Abstract. Propagating uncertainty accurately across different domains in multiscale physical systems with vastly different correlation lengths is of fundamental importance in stochastic simulations. We propose a new method to address this issue, namely, the stochastic domain decomposition via moment minimization (SDD-MM). Specifically, we develop a new moment minimizing interface condition to match the stochastic solutions at the interface of the nonoverlapping domains. Unlike other stochastic domain decomposition methods, the proposed method serves as a general framework that works with heterogeneous local stochastic solvers and does not rely on accessing global random trajectories, which are typically not available in realistic multiscale simulations. We analyze the computational complexity of the method and we quantify the contributing errors. The convergence property of SDD-MM is tested in several examples that include the stochastic reaction equation, Fisher's equation, as well as a two-dimensional Allen-Cahn equation. We observe good performance of the method for nonlinear problems as well as problems with different correlation lengths.
1. Introduction. We are interested in the uncertainty propagation in stochastic simulations where multiscale phenomena are present, e.g., atmospheric boundary layers, catalysis, surface nano-patterning, etc. In many situations, the randomness can manifest itself across scales, yielding a multiscale random behavior with vastly changing correlation lengths. In practical simulations, we may need to use heterogeneous solvers, and hence we are not guaranteed to have access to the global random solution trajectories. In general, it is usually very hard, if not impossible, to solve a hybrid multiscale stochastic problem as a single stochastic partial differential equation (SPDE). To address this issue, we develop a stochastic domain decomposition framework that utilizes local solvers and does not require access to global random trajectories. In particular, we develop a framework to derive boundary conditions at the interface of the decomposed domains.
Domain decomposition methods have already been used extensively in deterministic problems [8, 17] to speed up computation, but the idea of stochastic domain decomposition has only been considered fairly recently. The general difficulty of solving SPDEs on decomposed subdomains comes from two parts: (i) maintaining the stochastic fluctuations within each subdomain and the correlations across the subdomain interfaces, and (ii) quantifying uncertainty due to the variation of the inter-orders in different domains in the numerical examples.
The organization of the paper is as follows. In section 2, we set up the general SPDE problem and the domain decomposition. In section 3, we explain how we parameterize randomness locally. In section 4, which is the core of this paper, we present the stochastic domain decomposition via the moment minimization (SDD-MM) algorithm and derive the moment minimizing interface condition (MMIC) . We also analyze the computational complexity of SDD-MM in this section. In section 5 we present our numerical results, and we conclude in section 6.
2. Problem setup. Let us consider the standard setup of a UQ problem,
L(x, t, u(x, t; ω); ω) = f (x, t; ω), x ∈ D; B(u(x, t; ω)) = g(x, t; ω), x ∈ ∂D; u(x, 0; ω) = u 0 (x; ω), x ∈ D.
Here, D ⊂ R d is a bounded spatial domain where the SPDE is defined, and x ∈ R d denotes the spatial variable. We refer to D as the global domain, and let ∂D be the boundary of D. L is a stochastic differential operator, B is the boundary condition operator, and u 0 (x; ω) is the initial condition; u(x, t; ω) is the solution to this SPDE, and we refer to it as the global solution, with u(x, t; ω) :
where T > 0 is the end time of computation, and Ω is the random space. The random input can come from the stochastic differential operator, the boundary conditions, or the initial conditions. In practice, L may not have an explicit expression and a global solver for (1) may not exist. In general, we assume that D is partitioned into nonoverlapping subdomains with heterogeneous solvers. For the sake of simplicity, we consider two subdomains where we divide D into nonoverlapping subdomains D 1 and D 2 , such that
Let u 1 (x, t; ω) and u 2 (x, t; ω) be the SPDE solutions in D 1 and D 2 , and we will refer to them as local solutions. Hence, u 1 (x, t; ω) and u 2 (x, t; ω) satisfy
L(x, t, u i (x, t; ω); ω) = f (x, t; ω), x ∈ D i , B(u i (x, t; ω)) = g(x, t; ω), x ∈ ∂D i ∩ ∂D, u i (x, 0; ω) = u 0 (x; ω),
We assume that after decomposing D into subdomains D 1 and D 2 , the subdomain problems (3) are still well-posed and can be solved independently given proper interface conditions β i .
By definition, K(x, y) is real symmetric and positive definite. For random variables X and Y , define Cov{X,
Given the domain decomposition (2), we can embed a(x; ω) into the subdomains in a natural way,
where 1 is the indicator function satisfying 1 S (x) = 1 if x ∈ S, and 1 S (x) = 0 if
x / ∈ S. Figure 1 displays the nonoverlapping domain decomposition of the interval [0, 1] and how we embed the stochastic process into the subdomains. Accordingly, K(x, y) can be written as
K ii (x, y) = Cov{a i (x; ω), a i (y; ω)}, x, y ∈ D i , i ∈ {1, 2}; , where a(x; ω) is a global random process with varying correlation lengths; a 1 (x; ω) and a 2 (x; ω) are the embedded local random processes.
3.2. Local Karhunen-Loève expansion. First we look only at one subdomain D i (i = 1, 2). Obviously, K ii (x, y) is positive definite, so the parametrization of a random process a i (x; ω) within D i follows the standard K-L expansion:
where {λ i,k , φ i,k (x)} are the eigenpairs of the eigenvalue problem
and ξ i,k are uncorrelated random variables defined by
Without loss of generality, we consider the case where a(x; ω) is a Gaussian random process. However, in general the input randomness may be non-Gaussian and the proposed framework can be applied. For non-Gaussian random variables, local K-L decomposition as described in this section can be used, and as for the solver, generalized polynomial chaos [24] , for example, can be used with local spatial basis in each subdomain. If a i (x; ω) is a Gaussian random process, all ξ i,k (k = 1, . . . , N i ) are independent standard normal random variables. Equation (7) can be rewritten in vector form as
where Λ i is a diagonal matrix of eigenvalues
is the matrix of eigenfunctions Φ i (x) = (φ i,1 (x), φ i,2 (x), . . . , φ i,Ni (x)), and ξ i is a random vector ξ i = (ξ i,1 , ξ i,2 , . . . , ξ i,Ni ) T .
Correlation parameterization.
Consider the cross-correlations of the random process between D 1 and D 2 . This is especially important when the entries in K 12 are large, and thus these entries will have a nonnegligible impact on the eigenvalues and eigenvectors of the global covariance function K(x, y). In the previous part, the local random processes are parameterized as random vectors (ξ 1,1 , ξ 1,2 , . . . , ξ 1,N1 ) T and (ξ 2,1 , ξ 2,2 , . . . , ξ 2,N2 )
T . Both random vectors are uncorrelated within their respective domains, but due to the effect of K 12 , cross-correlations exist between them. Combining (6) and (10), we obtain (11)
In practice, given a spatial discretization rule, Φ 1 (x) and Φ 2 (y) are unitary matrices, and their pseudoinverses Φ 1 (x) −1 and Φ 2 (y) −1 can be calculated. Also, K 12 (x, y) is the matrix related to the cross-correlation. Equation (12) calculates the crosscorrelation of ξ 1 and ξ 2 , and the correlation structure of ξ 1 and ξ 2 is depicted in Figure 2 . The question remains whether we can approximate the global random field a(x; ω) by generating samples of local random vectors ξ 1 and ξ 2 , satisfying the above correlation. Letã(x; ω) be defined as
We assume thatã(x; ω) is a reduced-order reconstruction of the global random field a(x; ω). This assertion shall be verified by answering the following two questions:
1. Is {φ i,k } a complete set of bases for a(x; ω) in D i ? 2. Isã(x; ω) a Gaussian process, and does it have the same covariance function as a(x; ω)?
3.3.1. Completeness of local bases. Since {φ i,k } are eigenfunctions of the positive definite kernel K ii , the proof of completeness of these eigenfunctions comes directly from the K-L theorem. As a verification, we implement a spectral/hp element [8] discretization of the global domain [0, 1], with 10 elements of equal length and in each element the solution will be approximated by a polynomial up to 20th order. The global domain is divided into subdomains D 1 and D 2 of the same length, as shown in Figure 1 . We generate samples of the global Gaussian random process a(x; ω) using a level two sparse grid stochastic collocation method [23] . In each D i (i = 1, 2), we project samples of the global random process to the local bases {φ i,k } to getã(x; ω). Then, we evaluate the expectations of the projection error , i.e., = E[ a(x; ω) −ã(x; ω) L2 ].
As we can see in Figure 3 , by increasing the number of random variables used in each domain, i.e., the random dimension N 1 and N 2 (we have taken N 1 = N 2 ), the projection error decays exponentially.
3.3.2. Covariance structure ofã(x; ω). The random processã(x; ω) is Gaussian directly from its definition in (13) . Also, the covariance function ofã(x; ω) coincides with K(x, y) directly from (11 that the finite dimensional representations ofã(x; ω) and a(x; ω) have random coefficients of the same distribution. Here, we conduct the same spatial discretization as in the previous test. First, by sampling the correlated random variables ξ 1 and ξ 2 , we generate plenty of samples ofã(x; ω) from its definition (13) . Samples of ξ 1 and ξ 2 are obtained by multiplying a lower-triangular matrix, getting from the Cholesky decomposition of the covariance matrix Cov[ξ 1 , ξ 2 ], to the sample vectors of independent normal distributed random variables [11] . Next, we write down the global K-L expansion of a(x; ω),
We projectã(x; ω) back to the global K-L bases {e i (x)|i = 1, 2, . . . N } in order to get the coefficients √ λ i c i . Then we evaluate Γ N ×N , where
As the number of random variables in each subdomain increases, we expect that Γ converges to Λ = diag(λ 1 , λ 2 , . . . , λ N ). In Figure 4 (a), we plot the Frobenius norm of Γ − Λ versus the number of random variables used in each subdomain. As we can see, when we approximate a(x; ω) in higher dimensional random spaces, Γ − Λ F decays exponentially, indicating spectral convergence of our approximation. Figure 4 (b) shows that when we fix the random dimension of one subdomain, while increasing that of the other subdomain, we also get more accurate approximations for a(x; ω).
To summarize, the local randomness parametrization is conducted following these steps:
1. Obtain the local covariance function K 11 (x, y) and K 22 (x, y) from (6). 2. Perform local K-L expansion for K 11 (x, y) and K 22 (x, y) to get ξ 1 and ξ 2 .
3. Obtain K 12 (x, y) from (6) and calculate the cross-correlations between ξ 1 and ξ 2 from (12). 4. In each subdomain, sample ξ 1 and ξ 2 according to their covariance matrix.
Moment minimizing interface condition.
In this section we focus on building the subdomain interface conditions. Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
4.1.
Iterative algorithm for solving SPDEs. From the previous section, a(x; ω) can be parameterized locally as finite dimensional random vectors ξ 1 and ξ 2 . Accordingly, the subdomain solutions are also functions of ξ 1 and ξ 2 and therefore can be written as
where u 1,i (x, t) and u 2,j (x, t) are deterministic mode functions that only rely on x and t. Expansions given by (15) amount to a global stochastic and a local space representation of the random field u(x, t; ω). A widely used expansion is the gPC method [24] . Note that although ξ 1 and ξ 2 are not independent, they can be written as linear combinations of independent standard normal distributed random variables η 1 and η 2 ,
where A results from the Cholesky decomposition of the covariance matrix of ξ 1 and ξ 2 and is invertible. Since we can always write u 1 (x, t; ω) and u 2 (x, t; ω) as gPC expansions of η 1 and η 2 , by inverting A, they can also be written as polynomial expansions of ξ 1 and ξ 2 . In practice, we truncate the expansion given by (15) and keep only the lower-order terms. The local SPDE problem is then transformed to solving for u 1,i (x, t) and u 2,j (x, t). The evolution equation of the modes is obtained by performing standard stochastic Galerkin projection. We are particularly interested in what conditions should be imposed at the subdomain interfaces. Recall the Schwarz alternating method for deterministic equations. The global domain is decomposed into a dominus domain with a Dirichlet type interface condition and a servus domain with a Neumann type interface condition [8, 1] . We propose a Schwarz type iterative algorithm for SPDEs: let D 1 be the dominus domain with a Dirichlet type interface condition, and let D 2 be the servus domain with Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a Neumann type interface condition. Figure 5 shows an illustration for this domain decomposition.
Consider the second-order statistical moment of the difference of local solutions at the subdomain interface x b , that is,
where M 1 and M 2 are the numbers of expansion terms in (15) . Ideally, J 1 should be 0, due to the continuity of solution across subdomains. In practice, the interface conditions u 1,i (x b , t) are obtained by minimizing J 1 , with respect to
Since J 1 is a convex function, (17) is the minimizing condition, and therefore,
.
Note that in the above expression,
i ] represents the projection of the stochastic boundary condition of D 2 onto the stochastic bases of D 1 , and
] subtracts the contribution of other j = i stochastic bases from D 1 . An iterative scheme can be developed from (18) . Let u k 1,i (x b , t) be the interface condition of u 1,i (x, t) in the kth iteration. Similar to the deterministic Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Schwarz algorithm, we use a relaxed version of Dirichlet boundary conditions [5, 8, 13] for the dominus domain D 1 ,
For the servus domain D 2 , we consider the second moment of the difference of flux across the interface x b , (20)
The interface conditions for u 2,j (x, t) are obtained similiarly by minimizing J 2 with respect to u 2,j (x b , t), i.e., ∂J 2 /∂u 2,j (x b , t) = 0, which results in
The Neumann boundary conditions for u 2,j (x, t) will be
The iterating process terminates when the change of boundary conditions between consecutive iterations is smaller than a prescribed tolerance tol , which is taken as 10 −7 in the numerical examples,
Solve for u The work flow of the SDD-MM method is shown in Algorithm 1. Both Φ i and Ψ i in (15) are taken to be generic stochastic bases, and as such the SDD-MM can be applied to a variety of methods, for example, the stochastic bases can be expanded to time-dependent bases as encountered in the dynamically orthogonal decomposition [16, 4] .
We note that the proposed framework can be compared with the approach recently proposed by Salloum et al. [14] . These two approaches have different strategies to Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php determine the interface (exchange) variables. In [14] the authors infer the coefficients of a polynomial chaos expansion of the boundary variables from the noisy simulation data. This serves as a stochastic surrogate model and the inferred quantities and the solution in the subdomains converge by performing iterations. In the SDD-MM method, we directly compute the interface boundary conditions from the moment minimization principle as laid out in this section.
Computational cost.
We only consider the computational cost of repetitively solving local deterministic problems when a sparse grid stochastic collocation method is used. Let k be the Smolyak sparse grid level. The total number of sparse grid points can be estimated by 2 k N k /k! [6, 23] , where N is the random space dimension. Let the computational cost for solving one single local deterministic PDE be one unit, and suppose we use N 1 random variables in D 1 and N 2 random variables in D 2 . The computational cost is (24)
where n it is the number of iterations needed for convergence. The above estimate of the computational can be extended to a domain decomposition with d subdomains in a straightforward manner as in the following:
where N i is the number of random variables in subdomain D i . For a fixed number of stochastic dimension and a fixed number of degrees of freedom resulting from the spatial discretization, increasing the number of subdomains increases the number of iterations between subdomains that are required to ensure convergence at all interfaces up to a prescribed tolerance. However, the number of iterations is highly dependent on the SPDE in question, and therefore it is not amenable to a general estimate. Our method is inspired and motivated by the precedent conditional moment interface method, developed by Cho et al. [3] . We compare (24) with the computational cost of the conditional moment interface method and, in particular, with the computational cost of the variance scaling boundary condition (SDD-S) (readers may refer to [3] for the details of SDD-S). Figure 6 is a schematic diagram of the domain decomposition for SDD-S. M 1 , M 2 , and M 3 are random dimensions for the interfacing domains I 1 , I 2 , and I 3 , where I 2 is the shared domain between D 1 and D 2 . The SDD-S method requires calculating the conditional expectation of solutions, conditioned on every random sample of the shared random variable, i.e., the random variables in I 2 . Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Thus, for each realization of random sample in I 2 , the equation in D 1 has to be solved on a full set of sparse grid of dimension M 1 , and the total number of deterministic equations to be solved is
Similarly, we obtain the computational cost for D 2 in a single iteration. The computational cost for SDD-S is (26)
where n it is the number of iterations needed. We can compare the computational cost of the two methods,
, and k is smaller than 5. However, M 2 can be very large, especially for SPDEs with variable correlation length. This is because I 2 covers the overlapping part of D 1 and D 2 , where change of correlation length happens. Our numerical tests show that n it is usually less than 5, but n it varies depending on the initial guess. Therefore, for most cases, the SDD-MM method is computationally cheaper than the SDD-S method.
Numerical results.
We implement the SDD-MM method for solving a variety of SPDEs in both 1D and 2D domains and SPDEs with strong nonlinearity. For demonstration purposes, all results are calculated using the gPC expansion but we note that other UQ methods, such as Monte Carlo simulation and stochastic finite element, also can be incorporated.
Stochastic Poisson equation.
We start with a 1D stochastic Poisson equation,
with homogeneous Dirichlet boundary conditions:
The randomness comes from the random coefficient a(x; ω), which is characterized as a Gaussian random process with Gaussian covariance function
where σ a is the standard deviation, and l c stands for the correlation length. We use a spectral/hp finite element method [8] with 10 finite elements for the spatial discretization, and in each element we approximate the solution using 10th-order polynomials. We shall use the same spatial discretization in the following numerical examples, if not specifically mentioned. Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php First, we verify the convergence of the SDD-MM method. Set E[a(x; ω)] to be 2.0 and σ a to be 0.2. The global domain is decomposed in the middle into subdomains D 1 and D 2 , each of which contains five elements. We generate random samples of a i (x; ω) locally as described in section 3 and use the stochastic collocation method for the local SPDE problems in each subdomain. The reference solution is obtained by performing the global K-L expansion of a(x; ω), truncating to keep 99.99% energy (same for the other examples). A global SPDE solver is employed to get the reference solution. Mean and standard deviation of the solution u(x; ω) are calculated.
Two numerical tests are conducted. For the first test, we set the correlation length l c as 0.3, fix the order of the gPC expansions to be 3, and use an increasing number of random variables to approximate a i (x; ω) in both subdomains. In Figure 7 (a), spectral convergence is observed as we increase the number of random dimensions. This agrees with the result in Figure 4(a) . For the second test, we set the correlation length l c to be 10 and fix the random dimensions in both subdomains. We look only at the effect of the gPC expansion order. Figure 7(b) shows that when higher-order gPC expansions are adopted, the error decays exponentially.
These two numerical tests indicate that the error of the SDD-MM method comes from two sources:
1. the local finite-order approximation of a(x; ω), which can be reduced by keeping more random variables, i.e., increasing the random dimensions in each subdomain; 2. the gPC approximation error, which can be reduced by increasing the order of the gPC bases to involve more modes. Next, we compare the accuracy and the computational cost of the SDD-MM method against the SDD-S method. We adopt the same settings as in [3] :
where
, and the covariance function of different correlation lengths is depicted in Figure 8 (a). We still use 10 finite elements to discretize the global domain but in each element we use a 20th-degree polynomial for approximation. The local K-L expansions are truncated to keep 95% energy. We employ the gPC expansion of order 1 and order 2 calculated using the Smolyak sparse grid. Table 1 compares the error and computing time using different methods and different orders of gPC expansion. It is evident that the SDD-MM method achieves better accuracy with the higher-order gPC. Figure 9(a) shows the mean of the solution generated by both Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php methods with a second-order gPC expansion. Both methods yield accurate mean solutions. However, as we can see in Figure 9 (b), the SDD-MM method outperforms the SDD-S method when computing the standard deviation.
We take a further look at the higher moments of the SPDE solution because they are sensitive and hard to capture. We use the level 3 sparse grid and compute the third central moment (E[(u(x; ω) − u(x))5.2. Stochastic advection equation. As a second example, we consider the stochastic advection equation, given by
The advection coefficient a(x; ω) is a random process with the same variable correlation length l c as in (30) and Figure 8(a) . The mean and standard deviation of a(x; ω) are
We set a Dirichlet boundary condition u(0, t; ω) = sin(−t) for the left boundary. The initial condition is set to be u(x, 0; ω) = sin(2πx).
We use a second-order gPC expansion in this and the following examples, and the local K-L expansions are truncated to keep 95% energy. We calculate the solution at T = 1 with time step ∆t = 10 −4 . For the advection equation, information flows in a single direction from the left domain D 1 to the right domain D 2 , and therefore, there is no need to do the iteration process. One only has to decide the interface condition for D 2 using the Dirichlet type MMIC (18) . Figure 11 (a), Figure 11 (b), and indicate that both SDD-MM and SDD-S methods work well for this problem. Table 2 also shows the SDD-MM method takes less time for computing.
Stochastic advection-reaction equation.
The SDD-MM method does not rely on the linearity of the problem, and we want to demonstrate the performance of our method for the time-dependent nonlinear stochastic advection-reaction equation with a stochastic reaction rate:
The initial condition is u(x, 0; ω) = sin(2πx), and we impose a periodic boundary condition. This problem was studied in [21] by using the Mori-Zwanzig projection operator method [19, 22] and then studied by using the conditional moment interface method in [3] . The perturbation in the reaction rate, k 1 (x; ω), is modeled as a centered Gaussian random field with squared exponential covariance function and correlation length varying from 0.08 to 0.02 (refer to (30) and Figure 8(a) ). The periodic boundary condition requires imposing the left boundary for u 1 (x, t; ω) in D 1 , using the random field u 2 (x, t; ω) in D 2 at the right boundary. This is again handled with MMIC in (18 We calculate the mean and standard deviation of u(x, t; ω) at T = 0.2, with time step ∆t = 10 −4 . In Figures 12(a) and 12(b) , we compare the result of our method and the SDD-S method, and we list the L 2 error and relative L 2 error in Table 3 . The SDD-S method did not capture the standard deviation near the left boundary of the domain. This is because the periodic boundary condition introduces long-range correlation but the SDD-S does not take that into account. Clearly, the SDD-MM method is more accurate and efficient than the SDD-S method.
Stochastic Fisher's equation.
In the previous cases, random processes with different correlation lengths have been considered, and in this example, we examine large variation in the correlation length by solving the Fisher's equation with stochastic nonlinear coefficient:
The boundary conditions are u(0) = u(1) = 0, and the initial condition is u(x, 0; ω) = sin(πx). Set c(x) = 0.1, so the diffusivity is relatively small compared to the nonlinear effect. We set a(x; ω) to be a Gaussian random process with a large change of correlation length. The mean, standard deviation, and correlation length of a(x; ω) are the uncertainty propagates across domains, which results in a multiscale correlated structure. Numerical experiments show that the SDD-MM method performs well for this multiscale problem. We calculate the SPDE solution at T = 0.5 and use a time step ∆t = 0.001. The correlation length l c has an obvious impact on the standard deviation of the solution, breaking the symmetry and suppressing the standard deviation in the region of smaller correlation length (see Figure 13(b) ). Both the SDD-MM method and the SDD-S method capture the solution mean, but the SDD-S method is not very accurate when calculating the standard deviation. In the SDD-S method, filtering the covariance kernel eliminates the long-range correlations in the input random process; therefore SDD-S cannot represent accurately the global correlation structure, especially in the situation where the long-range correlation is nonnegligible. Since the long-range correlation has a nonlocal impact on the solution, especially its standard deviation, the peak of error can occur anywhere in the global domain. Table 4 compares the accuracy and computing time of both methods. The SDD-MM method demonstrates better performance for both moments. Since there is a huge jump in correlation length, M 2 in (27) needs to be very big to capture the random process in I 2 , thus the computational cost for SDD-S method is much larger than that of the SDD-MM method. ∂u(x, y, t; ω) ∂t on all edges. The parameter γ is a scaling coefficient which is taken as 0.1, and 0 controls the thickness of the phase transition layer at steady state. We choose 0 = 0.05, which will result in a very sharp phase transition layer. The randomness in this case comes from the random initial condition u 0 (x, y; ω), modeled as a 2D Gaussian random field with covariance function: The initial condition mean is set to be
(cos(πx) − cos(3πx))(1 − cos(2πy)). Figure 14 shows the standard deviation of the truncated K-L approximation of the initial condition. It is obtained by performing the global K-L expansion of u 0 (x, y; ω) and truncating at the 95% energy level. The difference in correlation lengths can be clearly observed in this plot, where the left half domain is a smooth plane, but the right half domain is more wavy. Naturally, we divide the whole domain into two subdomains based on the different correlation lengths in the x direction:
We solve each subdomain SPDE using the spectral method and a direction splitting scheme [18] . The local solution is approximated by 64th-order polynomials in both x and y directions. The reference solution is obtained by using the global K-L expansion to model u 0 (x, y; ω) and solving the SPDE globally with the probabilistic collocation method. The global reference solution is approximated by a 128th-order polynomial in the x direction and a 64th-order polynomial in the y direction. A timestep length 0.001 is used to get both the SDD-MM solution and the reference solution. In Figures 15 and 16 , we show the mean and standard deviation of the domain decomposition solution, together with their error, when they reach a steady state. We can see in Figure 15 that the subdomain interface (x = 0.5) is right inside the phase transition layer, where the gradient of the solution is very large. Table 5 shows that our domain decomposition method is still accurate and reliable for this 2D problem with strong nonlinearity and sharp gradient.
6. Summary. We presented the SDD-MM technique for solving stochastic partial differential equations. A new moment minimizing interface condition is proposed to match the solution modes at the interface, so the subdomain solutions can be glued together through a Schwarz type iterative procedure. Using the SDD-MM, we derive Downloaded 08/15/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php boundary conditions for subdomains with different random dimensions. This SDD-MM method is a generalized framework that relies on local random solvers and can be used to solve problems involving multiscale phenomena and hybrid stochastic systems, without the need for global sampling. Our target applications are heterogeneous stochastic PDEs/ODEs with vastly different spatiotemporal scales as demonstrated in section 5. One of the key advantages of the proposed framework is the avoidance of overlapping domains. This enables solving problems with a large of number of subdomains without adding extra computational cost for the interface treatment.
The error in solution comes from two major sources: the local reduced-order random parameterization and the solution representation using gPC. Accordingly, our first numerical test shows that we can improve the accuracy of the SDD-MM solution by involving higher local random dimensions and increasing the order of gPC expansions. Other sources of error, such as the error in gPC modes calculated from the iterative scheme, are interesting open topics. Compared with the conditional moment interface method, the SDD-MM method displays higher accuracy, especially for capturing the standard deviation of solution, and better computation efficiency. The 2D numerical test shows the reliability of our method, even if the domain is decomposed exactly at the interface where the solution has a sharp gradient.
The current method is based on a sequential Schwartz algorithm but in the future we plan to employ a parallel version, first proposed by Henderson and Karniadakis [7] . In the next phase, we intend to provide a theoretical analysis at least for linear problems. Furthermore, we will apply the SDD-MM framework to multiscale/multiphysics applications with heterogeneous black-box stochastic solvers, e.g., molecular dynamics interfaced with finite elements for materials simulations, and incorporating other UQ methods such as Monte Carlo simulation and stochastic finite elements.
