Abstract. A closed formula for computing the regularity of the lex-segment ideal in terms of the Hilbert function is given. This regularity bounds the one of any ideal with the same Hilbert function. As a consequence, we give explicit expressions to bound the regularity of a projective scheme in terms of the coefficients of the Hilbert polynomial.
Introduction
Macaulay proved the existence of a lex-segment ideal associated to a Hilbert function. The Castelnuovo-Mumford regularity of a lex-segment ideal depends only on the Hilbert function and bounds the regularity of any ideal with the same Hilbert function (in fact every graded Betti number is bounded by the corresponding one of the lex-segment ideal, as was proved by Bigatti and Hulett in characteristic zero and by Pardue in general).
Here we give a closed formula for computing the regularity of the lex-segment ideal in terms of the Hilbert function (Lemma 1.5 and Theorem 2.5 (i)). As a consequence, we are for example able to characterize, in terms of their coefficients, which polynomials are Hilbert polynomials of some projective scheme.
We also give explicit expressions to bound the regularity of a projective scheme in terms of its Hilbert polynomial (Corollary 2.6). This relies on our previous computations and a result of Gotzmann ([Go] ) (Theorem 2.5 (ii), for which we provide an alternative argument).
In the last section we provide some applications to estimates for the maximal degree of generators of Gröbner bases in terms of the degrees of defining equations (Corollary 3.6). These bounds are huge, as they should be, as shown by MayrMeyer examples. They may be used to bound the regularity of the initial ideal of the associated primes of a complete intersection for any admissible order and any coordinates (Corollary 3.7). These bounds rely on an estimate of the coefficients of the Hilbert polynomial of a graded complete intersection, and on our closed formulas for the regularity of a lex-segment ideal in terms of the Hilbert polynomial. It should be noted that these bounds are very far from the expected ones in terms of Castelnuovo-Mumford regularity; this reflects the lack of results for general irreducible projective schemes. 
We will write m = c µ , c µ−1 , . . . , c µ−b+1 µ . We will also use another abbreviated notation,
where
is a polynomial, we can write
For j a non-negative integer and w in a commutative ring A, we let S be the multiplicative set generated by j! and set
In particular ( 
Proposition 1.3. Let P be an integral valued polynomial with positive leading coefficient. The following are equivalent:
Proof. 
is a Hilbert function. 
We 
Proof. We proceed by recursion on d.
Therefore, by induction we already know that
) for j > 0. Now for j = 0 we have A 0 = P (0), so that it remains to check that the value at 0 of the polynomial 
, and we get
so that we have to prove the identity
. By induction we know that (1.1) is satisfied for Q. Therefore setting B i := B i − 1 for i ≤ and B i := B i for i > , we have (1.1), with the B i 's in place of the B i 's.
Taking the difference, we have to prove that
which is easy to prove by induction on .
The respective characterizations of being the Hilbert polynomial of a scheme of dimension 0, 1 and 2 are respectively:
In the case of dimension 1, with the more familiar P (t) = dt+1−g the inequalities become d ≥ 1 and g
2. Regularity bounds for schemes with a given Hilbert polynomial Notation 2.1. If I is a homogeneous ideal in a polynomial ring R = k[X 0 , . . . , X n ], let m := (X 0 , . . . , X n ) be the graded maximal ideal of R, and denote respectively by H and P the Hilbert function and polynomial of R/I. We define:
If M is a finitely generated graded R-module, we define:
(We used the convention max ∅ = −∞.)
We first recall some classical facts on the invariants above.
Reminder 2.2. With the notations above, (i) For all i and all
j, β i,j (I) ≤ β i,j (lex(H)), in particular reg(I) ≤ reg(lex(H)). (ii) For any µ ∈ Z, H(µ) = P (µ) + d i=0 (−1) i dim k H i m (R/I) µ .
In particular σ(H) ≤ r(I) = r(R/I) ≤ reg(R/I) = reg(I) − 1. Moreover σ(H) = reg(R/I) if and only if one of the two following equivalent conditions is satisfied:
(
The following are equivalent:
Proof. (i) was first proved in characteristic 0 in [Bi] and [Hu] , and in the general case in [Pa] (see also [CGP] for a short argument in characteristic 0). Fact (ii) may for example be found in [BH] , 4.3.5, and the equivalence of the strict inequality with condition (1) is evident. Now a 0 (R/I) = b n (I) − n − 1 by lemma 2.3 below, which gives the equivalence with (2). For (iii), (1) is equivalent to (2) due to the Eliahou-Kervaire resolution of lex(H). The equivalence of (1) and (3) is a lemma of Macaulay ( [Gr] , 3.7 or [BH] , 4.2.9). 
Lemma 2.3. Let I ⊂ R be a homogeneous ideal. If
H 0 m (R/I) µ+1 = 0, then H 0 m (R/I) µ Tor R n (I, k) µ+1+n = Tor R n+1 (R/I, k) µ+n+1 . In particular, a 0 (R/I) = b n (I) − n − 1.
Proof. By Reminder 2.2 (i) and (ii), σ(H)+1 ≤ r(R/I)+1 ≤ reg(I) ≤ reg(lex(H))
, and the second inequality is strict if reg(R/I) = a 0 (R/I). This shows that the second statement is a consequence of the first one, and that it suffices to prove that reg(lex(H)) = max{B(P ), σ(H) + 1}, which follows from Reminder 2.2 (iii) and Remark 1.4. 
Proof. By definition I X is the biggest homogeneous ideal defining X and is therefore saturated, so one may choose a linear form which is not a zero divisor in R/I X . The ideal I X + ( ) has the same regularity as the one of I X and its Hilbert function is ∆H X so that Reminder 2.2 (i) gives the first inequality. One also notices that B(∆P ) ≤ B(P ) which shows the last inequality because σ(∆H X ) ≤ σ(H X ) + 1 and B(P ) = reg(lex(H X )) ≥ σ(H X ) + 2 by Reminder 2.2 (ii).
It may a priori seem easier to bound σ(H X ) than to bound reg(I X ). The following remark shows that it is equivalent in many cases.
Remark 2.7. Let P be a property of embedded projective schemes and N (X) a numerical invariant attached to such a scheme X. Assume that if X ⊆ P n satisfies P and H is a general hyperplane, then X ∩H ⊆ H P n−1 satisfies P and N (X ∩H) ≤ N (X). We denote by I X ⊆ R the defining ideal of X and by H X the Hilbert function of R/I X . Then the following are equivalent:
Note that (iii) is equivalent to a 1 (R/I X ) ≤ N (X) − 1 so that it is clear that (i) implies both (ii) and (iii). We prove the other implications by recursion on the dimension of X (the zero dimensional case is clear). The key point is that if H is a general hyperplane, reg(R/I X ) = max{a 1 (R/I X ) + 1, reg(R/I X∩H )}, which is a direct consequence of the long exact sequence
This shows that (iii) implies (i). For (ii)⇒(i), notice that if σ(H X
< reg(R/I X )−1, then reg(R/I X ) = a 1 (R/I X ) + 1 by Reminder 2.2 (ii) and therefore reg(R/I X ) = reg(R/I X∩H ) which proves the claim by induction.
For example one may choose for property P: X satisfies S k , X is smooth in codimension l, X is irreducible, X is equidimensional, or any conjunction of some of these properties. For N (X) one may choose the degree of X, or the degree of X minus the embedding codimension of X if X is irreducible and reduced, or the minimum over the sets of equations defining X of the maximal degree of these equations.
Bounds for the Castelnuovo-Mumford regularity
of the lex-segment ideal associated to a graded complete intersection, and applications
We will now estimate the value of the regularity of the lex-segment ideal associated to the Hilbert function of a graded complete intersection (which is equal to the maximal degree of a minimal generator of this lex-segment ideal), because the actual closed formulas that one may derive from Lemma 1.5 are hard to deal with. 
The proof will be given later. It is possible to improve the bound for r < n; for example we checked that if n − r is at most 3, then reg(lex(H)) ≤ 2 d1···dr 2 2 n−r , which is quite optimal and seems to hold in general.
Lemma 3.2. Let P = (a D , . . . , a 0 ) be the Hilbert polynomial of a complete intersection of degrees (d 1 , . . . , d r ) .
The second statement follows from the first and the following upper bound. ). We have to prove the term-by-term inequality of series SF j (T ) ≤ SG j (T ), with
Proof of 3.3 (Suggested by Joseph Oesterlé
is a series with non-negative coefficients, it suffices to show that
). A recursion on k from 0 to r easily shows that
We now bound DG r j (m) by the sum of terms for which |S| is equal to 0 or 1,
This proves the inequality.
Proof of Lemma 3.2. The identities 1 −
Therefore, the identity ( 
2j + 2 (by Lemma 3.2 and induction) 
Proof. By Reminder 2.2 (i), reg(I) ≤ reg(lex(H)) and the estimate of Lemma 3.1 gives the bound. (ii) 
Proof. Part (i) easily follows from [Ch] , Th. 27, Th. 28 and Lem. 31. With the notations of [Ch] , Th. 28 (ii) If J is a stable monomial ideal in R (i.e., X i m ∈ J ⇒ X j m ∈ J, ∀j ≤ i), setting max(m) := max{i | X i divides m} and denoting by G(J) the set of minimal monomial generators of J, the Eliahou-Kervaire resolution shows that 
