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R925in anaphase, including lagging
chromosomes and increased numbers
of PICH threads that presumably
contained concatenated DNA. Failure
to resolve these threads caused
micronuclei formation in daughter
cells. The divided cells also had
DNA damage, which imposed a
p53-dependent G1 cell cycle block.
Inactivation of p53 allowed
Wapl-deficient cells to proliferate
and become aneuploid. Therefore,
prophase cohesin removal by Wapl is
also required for timely decatenation of
sister chromosomes in human cells.
Compared to control cells,
Wapl-deficient RPE-1 cells had more
anaphase PICH threads connecting
the arms of separated sister
chromosomes, likely as a result of
delayed cohesin removal from these
locations. Unexpectedly, these cells
also hadmore PICH threads connecting
separated sister centromeres. This
finding raised the intriguing possibility
that not all cohesin at centromeres was
protected by Sgo1-PP2A. A pool of
centromere cohesin might be removed
by Wapl, and this pruning of cohesin
population at centromeres facilitated
decatenation. Alternatively, following
separase-mediated cohesin cleavage
and anaphase onset, Wapl-deficient
cells needed to quickly resolve large
amounts of concatenated DNA
at chromosome arms. This situation
overwhelmed the decatenation
machinery, indirectly causing inefficient
decatenation at centromeres.
In addition to compromising
decatenation, Wapl inactivation
reduced the concentration of Aurora B
at centromeres. As a result, Wapl RNAi
cells could not efficiently correct
erroneous kinetochore–microtubule
attachment, and displayed
chromosome alignment defects.
Sgo1 was known to be required for the
centromere targeting of Aurora B, and
was found to interact with the Aurora
B-containing complex [20]. Because
cohesin on chromosome arms was not
efficiently removed in Wapl-deficient
cells, the extra arm cohesin delocalized
Sgo1 to entire chromosomes through
the aforementioned cohesin-Sgo1
interaction. The delocalized Sgo1 likely
brought with it the Aurora B-containing
complex, explaining the defective
centromere localization of Aurora B
in Wapl-deficient cells.
The two new studies highlight the
interconnected nature of diverse
cellular processes. Through its abilitiesto tether sister chromatids and to
create intra-chromosome loops,
cohesin regulates many facets of
chromosome biology. Being a key
cohesin regulator, Wapl spreads its
wings to influence a wide range of
events key to genome maintenance,
from chromatin structure to
kinetochore–microtubule attachment
to DNA decatenation.
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Overhead DangerMice show an innate protective behavior to looming shadows approaching
from above: they either run for cover or freeze in place. This newly discovered
‘looming response’ adds to the repertoire of stereotyped behaviors that can be
utilized to study visual pathways.Thomas A. Mu¨nch
Mice are not known for their excellent
vision. Their visual resolution is farworse than that of humans; they can
distinguish black-and-white stripe
patterns only about 100 times as
coarse as we can. Granted, our
Figure 1. Shadows looming in the sky trigger
protective behavior in mice.
Yilmaz and Meister [2] show that dark stimuli
above the mouse, increasing in size, cause
the mouse to either dash for cover or
freeze in place. They suggest that this is an
evolutionary adjustment to escape aerial
predators, and they discuss retinal circuits
that might be involved in this behavioral
response. (Mouse image adapted from
George Shuklin, Wikimedia Commons.)
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an Olympic gold medal either. In fact,
peripheral human vision is probably not
that different — in terms of visual
resolution — from the ‘standard’ visual
abilities ofmammals, including those of
mice. Nevertheless, we know from our
own experience that peripheral vision
can be very informative. We react quite
sensitively to objects appearing in the
periphery: they grab our attention [1],
so that we can shift our gaze and more
closely scrutinize them. However, if
that same object appears after you
have just left the midnight screening of
the latest horror movie, you might
decide not to waste time on this whole
gaze-shifting-and-scrutinizing thing,
and instead just run for your life. In
other words, high-acuity vision is not
needed to make behavioral decisions.
It is therefore not too surprising that
mice can use their low-acuity visual
system as well to make behavioral
decisions. What is surprising, however,
is that the number of known innate
visual behaviors of mice is rather small.
A new study by Yilmaz and Meister
[2], reported in this issue of Current
Biology, adds to the catalogue ofsuch behaviors. They found that
an expanding dark visual stimulus
above the animal — a looming
shadow— triggers one of two different
protective behaviors in the mice. One
behavior is escape: the mice dash for
cover underneath an opaque nest.
Such a reaction is of obvious
evolutionary advantage, as the looming
shadow might indicate an aerial
predator, and hiding under cover
prevents the mouse from being eaten
(Figure 1). The second behavior is
freezing: the mice stop moving and
stand completely motionless for an
extended period of time. At first glance,
this might not be a good idea, but a
non-moving small mouse does indeed
blend better into its environment and is
harder to detect than a moving target.
Yilmaz and Meister [2] also observed
that mice housed in different animal
facilities—Harvard and Caltech in their
case — had different behavioral
patterns in response to the looming
shadow. One group tended to respond
with escape, while the other showed a
mix of escape andpronounced freezing
behavior. Thus, while both showed
a protective behavior, the details
differed, even though the experiments
were performed with mice of the same
strain obtained from the same
commercial vendor. This highlights
the importance of standardized
housing conditions when behavioral
visual physiology is studied in different
labs around the world.
Interestingly, a similar behavior has
recently been described for rats [3]:
they run for cover when a dark moving
bar was shown overhead, but they
don’t care at all when the same
stimulus is shown at the sides of the
arena. In that same study [3], Wallace
and colleagues show that rats have
very intricate eye movement patterns,
including torsion of the eyeballs of up
to 45 degrees. All eye movements
combined serve to maintain an
overhead binocular field despite
constant head and body movements.
This pattern of eye movements
suggests that successful surveillance
of the sky above the rodents was
evolutionarily advantageous.
Intriguingly, Yilmaz and Meister [2]
found that not any overhead stimulus
triggers the escape behavior. An
expanding black disk does. An
expanding white disk does not. This is
consistent with the observation that
overhead predators, even white birds,
usually appear dark against thebrighter sky. But it is not enough that a
local region in the sky becomes darker:
a dimming disk of constant size does
also not trigger the behavior. This
suggests that the motion component
of the stimulus is crucial. But the
combination of dimming and motion
is also not enough: a shrinking white
disk is also not effective. Furthermore,
a busy background around the
expanding dark disk also diminishes
the behavioral response. Yilmaz and
Meister [2] go on to suggest that
specific circuitry in the retina might be
involved in triggering the reflexive
behavior.
Indeed, it is quite tempting to
speculate how specific retinal circuitry
might be directly linked to the behavior.
The retina can arguably be seen as one
of the best studied neural tissues, in
which many different cell types have
been identified, and their function
characterized [4]. For a handful of these
cells we know in great detail how the
presynaptic neurons combine to form
circuitries in which cellular interactions
create quite sophisticated functions
[5]. The most famous example might
be the ON–OFF direction-selective
ganglion cells and their circuitry, first
described more than half a century ago
by Horace Barlow and colleagues [6].
These cells respond with a burst of
activity when a stimulusmoves through
their receptive field in a specific
direction, but remain quiet when the
same stimulus moves in the opposite
direction. Some of the properties of
the reflexive escape behavior are
consistent with properties of
direction-selective ganglion cells,
so their involvement can at least not be
ruled out.
Five years ago, together with
my colleagues, I described an
‘approach-sensitive’ cell type in the
retina [7]. Like the mice in the
behavioral study, these so-called PV-5
cells respond to expanding shadows,
and their receptive field sizes match
the sizes of the disks that triggered
the escape behavior. However, the
cells also respond to dimming disks
of constant size, so that not every
property of the behavior matches
the properties of the PV-5 cells.
Nevertheless, activation of the PV-5
cells might be necessary for triggering
the escape behavior, even if it is not
sufficient.
The genetic tractability of the mouse
offers the big opportunity to actually
link specific neural pathways to
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R927behavior. Many of the retinal circuitries
have been discovered — or at least
studied in detail — with the help of
specific mouse lines in which the
appropriate neurons are labeled [7–10].
Genetic targeting could therefore also
be used to selectively ablate specific
neurons. Similar methodology — i.e.,
specific ablation — has successfully
been applied in the case of starburst
amacrine cells, an interneuron that
had long been suspected to be
involved in direction-selectivity.
And indeed, after killing the starburst
cells, direction-selective cells lost
their specificity and responded to
movement in all directions [11].
Similarly, one could in the future
test the escape reflex in mice that
have specific retinal circuitries knocked
out, and thus move away from
educated speculation to
intervention-based evidence. Many
interesting questions are looming:
will the responsible cell type only bepresent in the ventral retina (observing
the sky), or throughout the retina?
What is its role then in the dorsal retina?
In the end, it may also turn out that
the escape reflex is initiated by
combining the information from many
different retinal cells in the brain,
and that ablating any one ganglion cell
type does not suffice to eliminate the
reflex.
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DatePlants have a deep-rooted trust in gravity, but it is not unconditional. A new
study shows that, if plant roots sense high doses of salt coming up from below,
they dump gravity responses and grow away from the salt contamination.Michel Ruiz Rosquete
and Ju¨rgen Kleine-Vehn
Higher plants are sessile and have
fundamentally different life strategies
compared with animals. This
‘otherness’might be the reasonwhywe
show such fascination for turning
(‘‘tropos’’ in Greek) response in plants
[1]. In this issue of Current Biology,
Galva´n-Ampudia and colleagues [2]
illustrate how plant expansion is
coordinated to allow root growth away
from salt-contaminated soil and define
a new tropistic growth paradigm
(Figure 1). Tropisms are associated
with but not restricted to plants and are
centrally important for plant
performance and survival. Hence,
tropism is not only a spectacular
example of directional growth
regulation, but is also a crucial adaptive
response to integrate external abiotic
stimuli into plant architecture and
accordingly has enormousagronomical importance. In plants,
multiple tropisms, such as growth in
response to gravity (geo- or
gravitropism), water (hydrotropism),
light (phototropism), and contact
(thigmotropism), have been well
documented and many others, such
as turning due to sound (sonotropism),
electric field (electrotropism),
chemicals (chemotropism),
temperature (thermotropism), or salt
(halotropism) have been suggested
(reviewed in [3–6]).
Gravitropism is most central since
the gravity stimulus is everlasting on
earth and plants strongly relate to this
up-and-down information. All the other
tropisms have to challenge or modify
the plant response to gravity. If wewant
to approach plant tropisms, we have to
understand gravitropism and how the
phytohormone auxin steers this
response. Auxin mediates many, if not
all, of the differential and asymmetric
growth responses in plants [7]. On acellular level, auxin controls elongation
and division rates and its tissue
distribution is central to symmetry
breaking [4,7]. During gravitropism,
auxin levels get redefined in the
responding tissues, ultimately leading
to asymmetric auxin signalling and
organ expansion [5,7–10]. Auxin shows
enhanced circulation in some parts of
the organ at the expense of less
circulation in other parts. The model of
primary root gravitropism provides a
picture-perfect illustration of this
mechanism, where opposite flanks of
the root epidermis display coordinated
asymmetric auxin levels and
consequently differential growth
towards gravity [8–11].
‘Circulation’ of auxin is facilitated by
intercellular transport and a vast array
of auxin transporters has been
described [12]. Most prominently, the
PIN-FORMED (PIN) auxin carriers
determine the rate and directionality of
cellular auxin efflux [12]. According to
their importance for polar auxin
transport, relocalization of PINs to
specific cell membrane domains and
regulation of PIN protein abundance at
the plasma membrane are the two
most important mechanisms
underlying asymmetric fluxes of auxin
during two distinct phases of the
gravitropic response [8,10]. In the first
