An accurate exchange rate forecasting and its decision-making to buy or sell are critical issues in the Forex market. Short-term currency rate forecasting is a challenging task due to its inherent characteristics, which include high volatility, trend, noise, and market shocks. We propose a novel deep learning architecture consisting of an adaptive activation function selection mechanism to achieve higher predictive accuracy. The proposed architecture is composed of seven neural networks that have different activation functions as well as softmax layer and multiplication layer with a skip connection, which are used to generate the dynamic importance weights that decide which activation function is preferred. In addition, we introduce an extended Min-Max smoothing technique to further normalize financial time series that have non-stationary properties. In our experimental evaluation, the results showed that our proposed model not only outperforms deep neural network baselines but also other classic machine learning approaches. The extended Min-Max smoothing technique is step towards forecasting non-stationary financial time series with deep neural networks.
I. INTRODUCTION
The Forex (FX) market is one of the most popular financial markets for trading currencies because it is the largest financial market in the world in terms of trading volume [1] . The main players in the FX market are central banks, commercial banks, investment firms, hedge firms and individuals who are also known as traders. Their goal of participation in the FX market comes from their financial activities and economic needs. Large participants mostly engage in the FX market to manage their portfolio and avoid the exchange-rate risk.
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Small participants usually play in the FX market to make a profit from the short-term currency rate changes. In other words, both participants aim to define the profitable trading strategy. In order to fulfil their goals, it is a priority to accurately forecast short-term exchange rate movements [2] . The basic approaches that solve this problem are classified into two categories: technical and fundamental analysis. The fundamental analysis concentrates on long-term FX market prediction based on the multivariate time series analysis using other economic and financial variables. The technical analysis, in contrast, considers short-term FX market prediction and it attempts to predict future exchange rate movements in the FX market by thoroughly examining past market data [3] .
In addition, statistical and econometric methods such as exponential smoothing-ETS, autoregressive integrated moving average -ARIMA have been used to predict financial time series [4] - [6] . The advantage of these models does not require data normalization and can deal with non-stationary time series by differencing transformations. But their prediction performances could be poor depending on financial time series characteristics [7] . Therefore, in recent years, many machine learning models have been commonly used in this field [8] , [9] . For instance, support vector machine -SVM [10] , random forest -RF [11] , [12] , artificial neural networks [13] - [20] as well as reinforcement learning has been used for portfolio management [21] - [23] . Among the machine learning algorithms, artificial neural networks are the most widely used as a prediction model for forecasting financial time series. For instance, many studies have proposed the hybrid artificial neural network models such as the combination of ARIMA and neural networks, genetic algorithms with neural networks, etc. [24] - [26] . Moreover, deep learning approaches have become increasingly popular in this field [17] - [20] , [26] - [28] . Galeshchuk and Mukherjee Sumitra [7] used deep convolution neural networks to predict the direction of change in forex rates. Qin et al. [18] proposed an attention mechanism based deep neural network model to adaptively extract relevant input features at each time step. Although researchers only focused advanced neural network architectures and techniques, they do not pay much attention to the choice of activation function and time series normalization problem. Due to the non-linear activation functions and their characteristics in neural networks, it is essential that the data must be normalized. Since we are not able to know future values of data (test set), data normalization and the prediction model have to be performed based on the past or known values of data (training set). The standard Min-Max normalization technique can be used when the maximum and minimum values of time series are knowable a priori or do not change over time. Unfortunately, in the real world, most financial time series is non-stationary heteroscedastic, therefore the standard Min-Max normalization technique is inappropriate [29] . For instance, Figure 1 shows normalized and actual currency rate British pound (GBP) to US Dollar (USD) from 2000 to 2019. We divided the dataset into training and test sets and normalized them using minimum and maximum values of training set based on standard Min-Max normalization. As it is seen, the minimum value of test set is less than the minimum value of training set. Consequently, after the normalization, some values of test set are less than 0. Assuming that if the outputs of many nonlinear activation functions are always greater than or equal to 0, it will make the test set unpredictable. Figure 2 shows the prediction result for test set using ReLU function as an output of neural network. Although one of solutions to this problem is to use a linear function as an output of neural network, it may not be efficient for non-linear time series analysis.
In the literature, the most widely used normalization techniques are logarithmic scale [30] - [33] , Min-Max normalization (scaling of data between ranges of 0 or −1 and 1) [7] , [27] , [34] and the z-score standardization [35] . When using deep neural network as a prediction model, the logarithmic scale technique is not suitable because normalization can stable each value to reduce the vanishing or exploding gradient problem. However, the z-score technique is useful when the minimum and maximum values of time series are unknown. But this technique can be applied to stationary time series, which is not always possible.
Only a limited number of studies have considered nonstationary financial time series normalization. Ogasawara et al. [36] proposed an adaptive normalization method consisting of three stages. The first stage transforms the non-stationary time series into a stationary sequence, the second stage removes outliers and the third stages normalize data by using itself. Zhang et al. [37] and Guresen et al. [9] substituted +/− 0.9 instead of +/− 1 for Min-Max normalization. But these methods are not commonly used to normalize financial time series data.
Unlike these normalization techniques, we extend Min-Max normalization, which is developed by Value at Risk (VaR) technique, for constructing neural network model with non-linear activation functions. Our extended Min-Max normalization has a beneficial advantage that can measure the potential Forex risk during data normalization. In other words, the calculated minimum and maximum bounds by using VaR can express the highest and lowest possible value of exchange rate, respectively.
After data normalization by using extended Min-Max normalization technique, any activation function can be used for neural network modelling. On the other hands, the choice of activation function in neural network has a significant impact on the training dynamics and task performance [38] . But the procedure to fund suitable activation function is an extremely costly job. In practice, the searching algorithms have mostly been used to perform this procedure. Therefore, in this paper, we propose a novel end-to-end deep learning framework for efficiently finding suitable activation function to the task.
Our proposed deep learning architecture consists of two components: the first component contains seven neural networks consisting of different activation functions such as Rectified Linear Unit (ReLU), linear, sigmoid and Hyperbolic Tangent (tanh), sine, cosine [39] and swish [38] , and the second component is the softmax layer that produces the probabilities or importance weights for the previous seven networks. Then the multiplication layer with a skip connection is used to compute an element-wise multiplication of outputs of seven neural networks and the importance weights to prepare final input for the output layer to predict target value. We jointly optimize the parameters of these components in an end-to-end framework.
In the experimental part, Multi-Layer Perceptron (MLP), an Elman Recurrent Neural Network (RNN), Gated Recurrent Unit (GRU) and Long-short Term Memory (LSTM) are trained based on daily FX market dataset. The root mean square error (RMSE) and mean absolute error (MAE) are used to evaluate model performances. The random forest, Ada Boost, XGBoost and Support Vector Machine algorithms are chosen as a machine learning baseline and standard architecture of MLP, RNN, GRU and LSTM are compared to our proposed architecture. The results show that our proposed architecture outperforms baseline machine learning models and standard neural network architectures on over six foreign exchange rates. In addition, it is proven that our extended normalization technique and its similarity to standard Min-Max normalization make it easy to predict financial time series using non-linear activation functions. This paper is organized as follows. Section 2 describes details of the VaR technique and an extended Min-Max normalization algorithm. Section 3 presents our proposed deep learning framework. Then Section 4 presents data partitioning, backtesting for extended Min-Max normalization technique and the prediction results. Finally, Section 5 summarizes the general findings from this study and discusses possible future research areas.
II. EXTENDED MIN-MAX NORMALIZATION A. VALUE AT RISK
Value at Risk (VaR) has emerged as a widely used statistical tool for risk management of financial institutions [40] . This method is most commonly used by financial institutions to determine the occurrence probability of thee potential losses in their financial portfolios. VaR technique attempts to estimate the distribution of financial return series and compute VaR from the estimated distribution to calculate the potential loss [41] . We use this basic idea of VaR technique to calculate the future minimum and maximum bounds for financial time series. The JP Morgan-RiskMetrics' standard exponentially weighted moving average (EWMA) technique, which is an extensively used measure of market risk for financial portfolios, is adopted in this paper [42] .
Given a dataset {y i } t+k i=1 , i = 1, . . . ,t + k, where y denotes a single currency rate, t and k are the length of training and test sets, respectively. Then the return of the currency rate is defined as:
Using distribution of return series, r t , the σ 2 t+1 volatility of currency rate on period t + 1 is estimated by Eq.(2) at the end of period t:
where σ 2 t+1 is the square of volatility of currency rate as defined by,
is a constant number between 0 and 1, the RiskMetrics database produced by JP Morgan uses the EWMA with λ = 0.94 for daily data [42] . Finally, the VaR is modelled as Eq. (3) using the JP Morgan RiskMetrics' standard-EWMA that assumes conditional normality, with volatility σ t+1 :
where α is the significance level of VaR, −1 ( * ) is an inverse function of cumulative standard normal distribution. In addition, we can easily calculate the VaR for a particular time period using a time variable and the VaR of one time period. This can be done by relying on a classic idea in finance that the standard deviation of asset returns tends to increase with the square root of time. Accordingly, the VaR of one-time period is multiplied by the square root of the required specific time period (the length of test set):
where k is the specified time period as well as it can be the length of test set in this paper. Since we estimated future VaR using the distribution of return series, it is easy to calculate the future minimum and maximum bounds of financial asset price: Depending on the given activation function in neural networks, financial time series data can be treated by one of the following two types of normalization: By using the extended Min-Max normalization algorithm described above, the entire dataset can be normalized based on the training set only.
III. THE PROPOSED DEEP LEARNING FRAMEWORK
The overall architectural diagram of our proposed deep learning model for forecasting short-term FX market is shown in Figure 4 . The proposed framework consists of seven neural networks that have different activation function. Each neural network takes inputs separately and then all neural networks will be parallelly trained to produce own output. The concatenation layer concatenates their outputs to feed into the softmax layer for producing the probabilities or importance weights for each neural network. Finally, the multiplication layer prepares the weighted inputs using skip connection for output layer to predict the target output. The proposed deep learning framework for forex market prediction, where y t −p , . . . , y t denote the normalized lagged values, p is the lag or time steps, y t denotes the predicted normalized value at t − th period, Z denotes the output of each neural network, P is the output of softmax layer, which is probability or importance weight for the output of neural networks.
A. NEURAL NETWORKS
We apply MLP, RNN, GRU and LSTM architectures as a basic neural network:
• MLP is the most commonly used type of feedforward artificial neural network that has been developed similar with human brain function, the basic concept of a single perceptron was introduced by Rosenblatt [43] . This network consists of three layers with completely different roles called input, hidden and output layers. Each layer contains a given number of neurons with the activation function and neurons in neighbour layers are linked by weight parameters.
• A simple RNN was proposed by Elman [44] RNN networks especially useful for processing sequential, time series data as well as spatial patterns. This RNN network contains a feedback loop, which is the output from time t-1 is fed back to the network to affect the outcome of time t, and so forth for each time step, called the recurrent layer. Only RNNs have feedback connection that gives it the ability to memorize and make use of past information is the major difference between RNNs and MLP.
• GRU was proposed by Cho et al. [45] to make each recurrent unit to be able to adaptively capture dependencies of different time scales. GRU has only two gates: a reset gate and update gate. Those gates harmonize the flow of information inside the unit without having a separate cells. The update and reset mechanisms help the GRU to capture long-term dependencies and to use the model capacity efficiently by allowing it to reset whenever the detected information is not necessary anymore, respectively.
• LSTM network is an extension of simple RNNs. It was proposed by Hochreiter and Schmidhuber [46] as a solution to the vanishing gradient problem. LSTM helps to solve long-term dependencies by extending their memory cells and utilizing a gating mechanism to control information flow. The memory cell consists of three gates -input, forget and output gate. Those gates decide whether or not to add new input in (input gate), delete the unnecessary information (forget gate) or to add it impact the output at the current time step (output gate).
B. ACTIVATION FUNCTIONS
We use seven activation functions for constructing our proposed framework, which are ReLU, sigmoid, Tanh, linear, Swish, Sine and Cosine functions. The linear, ReLU, sigmoid and tanh functions are commonly used activation functions in neural networks [47] , [48] . However these functions are non-periodic and monotonic. Sine and Cosine activation functions, in contrast, are periodic and non-monotonic, therefore these periodic functions may learn better than nonperiodic functions on seasonal time series data [39] . In addition, we consider Swish activation function, which is a new activation function explored by researchers at Google This new function has outperformed ReLU and other activation functions [38] Table 1 summarized these activation functions. We apply these activation functions to four deep learning architectures, which are the aforementioned architectures, in our proposed framework. In our proposed deep learning architecture, since the softmax layer automatically determines which activation function to select, our architecture could improve the performance when it has as many activation functions as possible. 
C. THE CONCATENATION LAYER
Let Y t = (y 1 ,y 2 , . . .y t ) denote the normalized currency rate. Each neural network returns a one-dimensional output Z and our basic neural network is a F I ( * ), where I denotes the activation function. The inputs of concatenation layer are as follows: 
where θs are the weight parameters of neural networks. The concatenation layer takes the outputs of neural networks and concatenates them to return a single array.
The concatenated output feeds the softmax layer to determine the probabilities or importance weights for each neural network. These dynamic probabilities or importance weights decides which neural network is preferred [49] 
where P i is i−th network's probability or importance weight, ω i is i − th network's weight parameters. Note that the probability or importance weights can be seen as fast-weights, which has successfully been used in the metalearning context for rapid adaptation [50] - [53] .
E. THE MULTIPLICATION LAYER
The multiplication layer takes an element-wise multiplication of the concatenated outputs of neural networks and the importance weights to prepare the input for the output layer using a skip connection [54] X = Z P (9) where X denotes the weighted input for the output layer and denotes an element-wise multiplication. from the multiplication layer to predict the target variable.
where v denotes the weight parameters of output layer.
G. END-TO-END TRAINING
As previously explained, our deep learning framework contains three types of weight parameters: the neural networks' parameters -θ, the softmax layer's parameters -ω, and the output layer's parameters -v. The prediction target value is as follows:
The mean squared error (MSE), which is a measurement of the average of the squares of the difference between the predicted and actual values is used as a loss function.
where y i is i − th actual value.
We can now jointly optimize our deep learning framework that consists of the seven neural networks based on the above loss function.
IV. EXPERIMENTAL RESULTS
In this section, the proposed framework is implemented using seven activation functions and four neural network architectures on over six foreign exchange rates. We used daily forex prices such as EUR/USD, USD/JPY, USD/CHF, GBP/USD, USD/CAD and AUD/USD. Data partitioning and experimental set-up are presented in Section 4.1. Thereafter, the backtesting of extended Min-Max normalization technique is displayed in Section 4.2. Finally, the prediction performances are demonstrated in Section 4.3 and the learning combinations of activation functions are explained in Section 4.4.
A. DATA PARTITIONING AND EXPERIMENTAL SET-UP
We now describe the data partitioning and model experimental set-up. The dataset used in this study is retrieved from www.global-view.com. To evaluate the models built by containing different activation functions and architectures, the datasets are partitioned into three parts; i.e., training (80%), validation (20%) and test (last 365 days for one fold) sets and 5-fold time series cross-validation method is used.
In neural networks, the hyper-parameters: learning rate, batch size, and epoch number must be pre-defined before training the model. We set the default learning rate to 0.001 using Adam optimizer [55] , and use a mini-batch with 64 instances at each iteration. We set the number of maximum epoch to 3000 for the first fold only, and then we use the first pre-trained model for the next folds with 300 epochs. An Early Stopping algorithm is employed for finding the optimal epoch number based on given other hyper-parameters.
Regarding neural network architectures, the number of input layer neurons is equal to 5 (output of neural network depends on the prices of last 5 days) and one hidden layer with 16 neurons builds the neural networks.
All experiments for this study are performed using Python programming language, 3.5 version, on a PC with 3.4 GHz, Intel CORE i7, and 32 GB RAM, using Microsoft Windows 10 operating system.
We also compare our proposed model to the baseline machine learning algorithms, which are the most widely used models in this field such as Random Forest, AdaBoost, XGBoost and Support vector machine. The hyper-parameters of these baseline models are optimized by random search with 5 cross-validation methods over parameter settings as shown in Table 2 .
B. BACKTESTING RESULT OF EXTENDED MIN-MAX NORMALIZATION
Backtesting is a technique for simulating VaR model on the historical data to measure its accuracy and effectiveness. Financially, the backtesting in VaR is used to compare the predicted losses by using the VaR technique to actual losses realized at the end of the specified time period. For extended Min-Max normalization, we evaluate whether the minimum and maximum values calculated by using VaR technique exceed actual values or not. When the confidence level (α) is equal to 0.01, the specified time periods are equal to 7, 30 and 365 days, no exceptions occurred. Figure 5 compares actual values to bounds for different time periods.
C. PREDICTION RESULTS
To prove the effectiveness and robustness of the proposed deep learning framework, we apply it to six currency rates as described above. We compare and evaluate the performance of our model and the baseline models using two criteria: RMSE and MAE. Table 3 and Table 4 show the prediction performances of our proposed deep learning model and the baseline models on six currency rates. The prediction results show that our proposed model with RNN architecture outperforms other neural network models including machine learning baselines on four currency rates in terms of RMSE. For other two currency rates, our proposed deep learning model with GRU architecture achieves the best performance in terms of both RMSE and MAE. The GRU model with a linear activation function achieves better performance than others in terms of MAE for USD/JPY only.
We observe that the baseline machine learning models underperform our proposed deep learning model, but they achieve the comparable performance with standard neural network architectures. Among machine learning baselines, while random forest regression performs the best on the EUR/USD, GBP/USD, USD/CAD and AUD/USD, SVM and XGBoost perform the best on USD/JPY and USD/CHF, respectively.
From Figure 6 , Linear and Swish functions are learned better than other activation functions for the recurrent neural network architectures. In contrast, concerning MLP network, ReLU and Swish functions achieves better performances than others. However, our proposed deep learning framework works well for most neural network architectures.
From Table 3 -4 and Figure 6 , a conclusion can be drawn that our proposed deep learning model achieved significantly better performances than other baselines in most of the currency rates.
D. MIXTURE OF ACTIVATION FUCNTIONS
Our proposed deep learning framework builds a prediction model based on the combinations of activation functions. This section shows how the activation functions learn from data during the prediction. The softmax layer of our proposed deep learning model gives the probabilities or importance weights for the neural networks consisting of different activation function. Figure 7 shows the dynamic importance weights for seven neural networks in our proposed deep learning model. We can observe that the importance weights can change depending on time series characteristics. For EUR/USD, the neural networks, which are consisting of Tanh and Cosine activation functions, are more important than other neural networks. In contrast, the neural network that has a linear activation function dominates other neural networks for the USD/CHF. Likewise, we can make detailed descriptions as to the importance of the neural networks for other currency rates.
In addition, in order to establish why a certain activation function is more suitable for a particular time series, we measure strength of trend and seasonality for each currency rate [56] . Figure 8 shows the average percentage of activation functions and the strength of trend and seasonality for each currency rate. We now can see that the importance of linear activation function is higher than others for a particular time series, which has high strength of trend and low strength of seasonality. On the contrary, as the strength of seasonality increases, the importance of other nonlinear functions boosts. For a particular time series such as EUR/USD, its strength of trend and seasonality is not high. In this case, the importance of activation functions is close to each other.
In the end, the standard practice in training deep neural network treats the choice of an activation function as a hyperparameter. Therefore, once the model is trained, the activation function remains fixed. This can be non-optimal, especially if the data has a distributional shift and/or a non-stationary property. Allowing model to select and mix a set of activation functions on the fly even during test time addresses this issue and thus improving the generalization capacity of the deep neural networks.
V. CONCLUSION
In this paper, we propose a novel deep learning framework equipped with an adaptive activation function selection mechanism for forecasting foreign currency rate. The proposed framework consists of two major components: the first component contains seven neural networks consisting of different activation functions such as ReLU, linear, sigmoid and tanh, sine, cosine and swish and; the second component is the softmax layer that produces the probabilities or importance weights for seven networks. Those dynamic importance weights decide which neural network is more important than others.
In the experimental study, the results showed that our proposed deep learning model achieved better performances compared with other baseline models on six foreign exchange rates. In addition, we extended Min-Max normalization method for non-stationary financial time series using VaR technique. Our extended Min-Max normalization method can be used with the neural networks with non-linear activation functions for forecasting non-stationary financial time series.
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