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NEWTON-OKOUNKOV BODIES FOR BOTT-SAMELSON VARIETIES AND
STRING POLYTOPES FOR GENERALIZED DEMAZURE MODULES
NAOKI FUJITA
Abstract. A Newton-Okounkov convex body is a convex body constructed from a projective variety
with a valuation on its homogeneous coordinate ring; this generalizes a Newton polytope for a toric
variety. This convex body has various kinds of information about the original projective variety; for
instance, Kaveh showed that the string polytopes from representation theory are examples of Newton-
Okounkov bodies for Schubert varieties. In this paper, we extend the notion of string polytopes for
Demazure modules to generalized Demazure modules, and prove that the resulting generalized string
polytopes are identical to the Newton-Okounkov bodies for Bott-Samelson varieties with respect to a
specific valuation. As an application of this result, we show that these are indeed polytopes.
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1. Introduction
The theory of Newton-Okounkov bodies is introduced by Okounkov in order to study multiplicity
functions for representations of a reductive group ([O1], [O2]), and afterward developed independently
by Kaveh-Khovanskii ([KK1]) and by Lazarsfeld-Mustata ([LM]). Let X be a normal projective variety
of complex dimension r, and L a very ample line bundle on X . Take a valuation v on the function
field C(X) with values in Zr, and fix a nonzero section τ ∈ H0(X,L); in addition, we assume that v
has one-dimensional leaves (see §§2.1 for the definition). From these data, we construct a semigroup
S(X,L, v, τ) ⊂ Z>0×Zr (see Definition 2.5). If we denote by C(X,L, v, τ) ⊂ R≥0×Rr the smallest real
closed cone containing S(X,L, v, τ), then the Newton-Okounkov body ∆(X,L, v, τ) ⊂ Rr is defined to be
the intersection of C(X,L, v, τ) and {1}×Rr. The theory of Newton-Okounkov bodies is a generalization
of that of Newton polytopes for toric varieties, and these convex bodies have important geometric
information about X ; for instance, we can systematically construct a series of toric degenerations of X
by the following result.
Proposition ([HK, Corollary 3.14] and [A, Theorem 1]). Assume that the semigroup S(X,L, v, τ)
is finitely generated, and hence the Newton-Okounkov body ∆(X,L, v, τ) is a rational convex poly-
tope. Then, there exists a flat degeneration of X to a (not necessarily normal) toric variety X0 :=
Proj(C[S(X,L, v, τ)]); note that the normalization of X0 is the normal toric variety corresponding to
the polytope ∆(X,L, v, τ).
However, the semigroup S(X,L, v, τ) is not finitely generated in general, and the Newton-Okounkov
body ∆(X,L, v, τ) may not be a rational convex polytope. Hence the following is a fundamental
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question: “when is the semigroup S(X,L, v, τ) finitely generated?” Although it is difficult to give
a complete answer to this question, there exist some partial results in this direction (see, for instance,
[A], [SS]). In this paper, we provide a series of examples, in which the semigroup S(X,L, v, τ) is indeed
finitely generated, and hence the Newton-Okounkov body ∆(X,L, v, τ) is indeed a rational convex
polytope.
A remarkable fact is that the theory of Newton-Okounkov bodies is deeply connected with repre-
sentation theory; for instance, Kaveh ([Kav]) proved that the Newton-Okounkov body of a Schubert
variety with respect to a specific valuation is identical to the string polytope constructed from the
string parameterization for a Demazure crystal. The purpose of this paper is to extend this result to
Bott-Samelson varieties.
To be more precise, let G be a connected, simply-connected semisimple algebraic group over C, g
its Lie algebra, B ⊂ G a Borel subgroup, and I an index set for the vertices of the Dynkin diagram.
For simplicity, we deal with only finite-dimensional Lie algebra g; but, our result can be extended to a
symmetrizable Kac-Moody Lie algebra without much difficulty.
An arbitrary word i = (i1, . . . , ir) ∈ I
r gives a smooth projective variety Zi, called a Bott-Samelson
variety, and we can associate to m = (m1, . . . ,mr) ∈ Zr≥0 a line bundle Li,m on Zi; note that we need
not assume that Li,m is very ample. We consider a specific local coordinate (t1, . . . , tr) in Zi (see §§2.3),
and identify the function field C(Zi) with the rational function field C(t1, . . . , tr). Define a valuation vi
on C(Zi) to be the highest term valuation on C(t1, . . . , tr) with respect to the lexicographic order on Z
r
(see Example 2.4). We then take a specific section of Li,m. Note that the space H0(Zi,Li,m) of global
sections has a natural B-module structure (see §§2.2). For a dominant integral weight λ, let us denote
by V (λ) the irreducible highest weight G-module with highest weight λ. Then, the dual B-module
Vi,m := H
0(Zi,Li,m)∗ is realized as a B-submodule of V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir ), where ̟i, i ∈ I,
denote the fundamental weights; this B-submodule Vi,m is called a generalized Demazure module. We
regard H0(Zi,Li,m) = V
∗
i,m as a quotient B-module of (V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir ))
∗, and denote by
τi,m ∈ H0(Zi,Li,m) the image of the lowest weight vector in (V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir))
∗. In this
setting, we study the Newton-Okounkov body ∆(Zi,Li,m, vi, τi,m).
Let Uq(g) denote the quantized enveloping algebra of g, and B(λ) the crystal basis of the irreducible
highest weight Uq(g)-module Vq(λ) with highest weight λ. About the generalized Demazure module Vi,m,
Lakshmibai-Littelmann-Magyar ([LLM]) introduced a certain subset Bi,m ⊂ B(m1̟i1)⊗· · ·⊗B(mr̟ir ),
called a generalized Demazure crystal, which gives the character of Vi,m; also, they constructed an
explicit basis of H0(Zi,Li,m) parameterized by Bi,m, called a standard monomial basis. In this paper,
we give a different basis ofH0(Zi,Li,m) parameterized by Bi,m, which can be thought of as a perfect basis
(see [BK, Definition 5.30] and [KOP, Definition 2.5] for the definition). In §§5.1, we extend the notion
of string parameterization (resp., string polytope) to the generalized Demazure crystal Bi,m, which we
denote by Ωi (resp., ∆i,m); see Appendix B for some examples of the generalized string polytope ∆i,m.
Some properties of a usual string parameterization are naturally extended to this parameterization Ωi for
Bi,m. §§5.2 is devoted to the study of these properties; for instance, we give a system of piecewise-linear
inequalities defining ∆i,m, and show that ∆i,m is a finite union of rational convex polytopes.
In Section 6, we construct an upper global basis of a tensor product module, following [Lus] and [Kas5].
By specializing this basis at q = 1, we obtain a specific basis {Gup(b∗) | b ∈ B(m1̟i1)⊗· · ·⊗B(mr̟ir )}
of (V (m1̟i1)⊗ · · · ⊗ V (mr̟ir))
∗. Let Gup
i,m(b) ∈ H
0(Zi,Li,m) denote the image of Gup(b∗) under the
quotient map (V (m1̟i1)⊗ · · · ⊗ V (mr̟ir ))
∗
։ H0(Zi,Li,m). The following is the first main result of
this paper.
Theorem 1. Let i ∈ Ir be an arbitrary word, and m ∈ Zr≥0.
(1) The set {Gup
i,m(b) | b ∈ Bi,m} forms a C-basis of H
0(Zi,Li,m).
(2) The generalized string parameterization Ωi(b) is equal to −vi(G
up
i,m(b)/τi,m) for all b ∈ Bi,m.
(3) The generalized string polytope ∆i,m is identical to −∆(Zi,Li,m, vi, τi,m).
Since ∆i,m is a finite union of rational convex polytopes and ∆(Zi,Li,m, vi, τi,m) is a convex body,
we obtain the following.
Corollary. The generalized string polytope ∆i,m and the Newton-Okounkov body ∆(Zi,Li,m, vi, τi,m)
are both rational convex polytopes.
Now let si ∈ G, i ∈ I, be lifts of the simple reflections in the Weyl group, and assume that i =
(i1, . . . , ir) ∈ Ir is a reduced word. In Section 8, we consider a specific local coordinate (t′1, . . . , t
′
r) at
the image of (si1 , . . . , sir ) in Zi, and define a valuation v
′
i
on C(Zi) to be the highest term valuation on
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C(t′1, . . . , t
′
r) with respect to the lexicographic order on Z
r; note that v′
i
is not equal to vi as a valuation
on C(Zi). Also, we take another section τ
′
i,m ∈ H
0(Zi,Li,m), and introduce another parameterization
Ω′
i
for Bi,m. Replacing Ωi by Ω′i in the definition of ∆i,m, we obtain another compact set ∆
′
i,m. The
following is the second main result of this paper.
Theorem 2. Let i ∈ Ir be an arbitrary reduced word.
(1) For all m ∈ Zr≥0 and b ∈ Bi,m, the parameterization Ω
′
i
(b) is equal to −v′
i
(Gup
i,m(b)/τ
′
i,m).
Moreover, the set ∆′
i,m is identical to the Newton-Okounkov body −∆(Zi,Li,m, v
′
i
, τ ′
i,m).
(2) There exist explicit unimodular r × r-matrices A and B such that ∆i,m = A∆′i,m + Bm for all
m ∈ Zr≥0.
(3) The set ∆′
i,m and the Newton-Okounkov body ∆(Zi,Li,m, v
′
i
, τ ′
i,m) are both rational convex poly-
topes.
Finally, we should mention that Schmitz and Seppa¨nen ([SS]) also proved that some Newton-Okounkov
bodies of Zi are indeed rational convex polytopes. However, our approach in this paper is quite different
from theirs.
Acknowledgements. The author is deeply indebted to Professor S. Naito for numerous helpful sug-
gestions and fruitful discussions. The author would also like to thank M. Harada for teaching me the
background of the theory of Newton-Okounkov bodies.
2. Newton-Okounkov bodies
2.1. Basic definitions. First of all, we review the definition of Newton-Okounkov bodies, following
[HK], [Kav], [KK1], and [KK2]. Let R be a C-algebra without nonzero zero-divisors, and < the lexi-
cographic order on Zr , r ≥ 1, which is given by (a1, . . . , ar) < (a′1, . . . , a
′
r) if and only if there exists
1 ≤ k ≤ r such that a1 = a′1, . . . , ak−1 = a
′
k−1, ak < a
′
k.
Definition 2.1. A map v : R \ {0} → Zr is called a valuation on R with values in Zr if the following
hold: for every σ, τ ∈ R \ {0} and c ∈ C \ {0},
(i) v(σ · τ) = v(σ) + v(τ),
(ii) v(c · σ) = v(σ),
(iii) v(σ + τ) ≥ min{v(σ), v(τ)} unless σ + τ = 0.
In this paper, we always assume that the Z-lattice Zr is equipped with the lexicographic order. The
following is a fundamental property of valuations.
Proposition 2.2 (see, for instance, [Kav, Proposition 1.8]). Let v be a valuation on R. Assume that
σ1, . . . , σs ∈ R \ {0}, and that v(σ1), . . . , v(σs) are distinct.
(1) The elements σ1, . . . , σs are linearly independent over C.
(2) For c1, . . . , cs ∈ C such that σ := c1σ1 + · · ·+ csσs 6= 0,
v(σ) = min{v(σt) | 1 ≤ t ≤ s, ct 6= 0}.
For a ∈ Zr and a valuation v on R with values in Zr, we set Ra := {σ ∈ R | σ = 0 or v(σ) ≥ a}; this
is a C-subspace of R. The leaf above a ∈ Zr is defined to be the quotient space R̂a := Ra/
⋃
a<bRb. A
valuation v is said to have one-dimensional leaves if dim(R̂a) = 0 or 1 for all a ∈ Zr.
Proposition 2.3 (see, for instance, [Kav, Proposition 1.9]). Let v be a valuation on R with one-
dimensional leaves, and H ⊂ R a finite-dimensional C-subspace. Then, there exists a basis {σ1, . . . , σs}
of H such that v(σ1), . . . , v(σs) are distinct. In particular, the complex dimension of H is equal to the
number of distinct elements in v(H \ {0}).
Example 2.4. Let C(t1, . . . , tr) denote the rational function field in r variables. The lexicographic
order on Zr induces a total order (denoted by the same symbol <) on the set of all monomials in the
variables t1, . . . , tr as follows: t
a1
1 · · · t
ar
r < t
a′1
1 · · · t
a′r
r if and only if (a1, . . . , ar) < (a
′
1, . . . , a
′
r). Let us
define a map v : C(t1, . . . , tr) \ {0} → Zr by v(f/g) := v(f)− v(g) for f, g ∈ C[t1, . . . , tr] \ {0}, and by
v(f) := −(a1, . . . , ar) for f = ct
a1
1 · · · t
ar
r + (lower terms) ∈ C[t1, . . . , tr] \ {0},
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where c ∈ C \ {0}, and by “lower terms”, we mean a linear combination of monomials smaller than
ta11 · · · t
ar
r with respect to the total order < above. It is obvious that v is a valuation with one-dimensional
leaves. This valuation v is called the highest term valuation with respect to the lexicographic order <
on Zr .
Let X be a normal projective variety over C of complex dimension r, and L a very ample line bundle
on X . The ring R(L) of sections is the Z≥0-graded C-algebra obtained from L by
R(L) :=
⊕
k≥0
H0(X,L⊗k).
If we take a nonzero section τ ∈ H0(X,L), then the C-vector space R(L)k := H
0(X,L⊗k) can be
regarded as a C-subspace of the function field C(X) as follows:
R(L)k →֒ C(X), σ 7→ σ/τ
k.
Hence a valuation on C(X) induces a map from R(L)k \ {0} to Zr.
Definition 2.5. Let v be a valuation on C(X) with values in Zr , and τ ∈ H0(X,L) a nonzero section.
Assume that v has one-dimensional leaves. Define a subset S(X,L, v, τ) ⊂ Z>0 × Zr by
S(X,L, v, τ) :=
⋃
k>0
{(k, v(σ/τk)) | σ ∈ R(L)k \ {0}},
and denote by C(X,L, v, τ) ⊂ R≥0 × Rr the smallest real closed cone containing S(X,L, v, τ), that is,
C(X,L, v, τ) := {c · (k, a) | c ∈ R>0 and (k, a) ∈ S(X,L, v, τ)},
where H means the closure of H ⊂ R≥0×Rr with respect to the Euclidean topology. Now let us define
a subset ∆(X,L, v, τ) ⊂ Rr by
∆(X,L, v, τ) := {a ∈ Rr | (1, a) ∈ C(X,L, v, τ)};
this is called the Newton-Okounkov body associated to L, v, and τ .
From the definition of valuations, it is obvious that S(X,L, v, τ) is a semigroup. Hence it follows that
C(X,L, v, τ) is a closed convex cone, and that ∆(X,L, v, τ) is a convex set. Moreover, we deduce from
[KK2, Theorem 2.30 and Corollary 3.2] that ∆(X,L, v, τ) is a convex body, i.e., a compact convex set,
of real dimension r. Note that the Newton-Okounkov body ∆(X,L, v, τ) is not a polytope in general,
that is, it may not be the convex hull of a finite number of points; if the semigroup S(X,L, v, τ) is
finitely generated, then the Newton-Okounkov body ∆(X,L, v, τ) is a rational convex polytope, i.e., the
convex hull of a finite number of rational points.
Remark 2.6. Since L is a very ample line bundle, we can take a closed immersion ρ : X → P(H0(X,L)∗)
such that L = ρ∗(O(1)). Denote by R =
⊕
k≥0Rk the homogeneous coordinate ring of X with respect
to the closed immersion ρ. In many literatures including [HK], Newton-Okounkov bodies are defined
by using R instead of R(L). However, since X is normal, we deduce from [Hart, Chapter II, Ex. 5.14]
that Rk = R(L)k for all k ≫ 0. In addition, since S(X,L, v, τ) is a semigroup, the real closed cone
C(X,L, v, τ) is identical to the smallest real closed cone containing⋃
k>k′
{(k, v(σ/τk)) | σ ∈ R(L)k \ {0}}
for k′ ≫ 0. Therefore, R and R(L) are interchangeable in the definition of Newton-Okounkov bodies.
Remark 2.7. If we take another section τ ′ ∈ H0(X,L) \ {0}, then S(X,L, v, τ ′) is the shift of
S(X,L, v, τ) by kv(τ/τ ′) in {k}×Zr. Hence it follows that ∆(X,L, v, τ ′) = ∆(X,L, v, τ)+v(τ/τ ′). Thus,
the Newton-Okounkov body ∆(X,L, v, τ) does not essentially depend on the choice of τ ∈ H0(X,L)\{0}.
2.2. Bott-Samelson varieties. Here, we recall the definition of Bott-Samelson varieties and gener-
alized Demazure modules, following [LLM]. Let G be a connected reductive algebraic group over C
of rank n, g its Lie algebra, W the Weyl group, and I = {1, . . . , n} an index set for the vertices of
the Dynkin diagram. Choose a Borel subgroup B ⊂ G and a maximal torus T ⊂ B. We consider an
arbitrary word i = (i1, . . . , ir) ∈ Ir; note that we do not necessarily assume that i is a reduced word.
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Definition 2.8. For a word i = (i1, . . . , ir) ∈ Ir, define the Bott-Samelson variety Zi by
Zi := (Pi1 × · · · × Pir )/B
r,
where Pi, i ∈ I, denote the minimal parabolic subgroups, and Br acts on Pi1 × · · ·×Pir on the right by
(p1, . . . , pr) · (b1, . . . , br) := (p1b1, b
−1
1 p2b2, . . . , b
−1
r−1prbr) for p1 ∈ Pi1 , . . . , pr ∈ Pir , and b1, . . . , br ∈ B.
Remark 2.9. If we denote by G˜ the connected, simply-connected semisimple algebraic group with the
same Cartan matrix as G, then Zi is also isomorphic to the Bott-Samelson variety for G˜ corresponding
to the same word i.
By this remark, we may assume without loss of generality that G is a connected, simply-connected
semisimple algebraic group. Note that Zi is a nonsingular (and hence normal) projective variety of
complex dimension r. Denote by t the Lie algebra of T , and set t∗ := HomC(t,C). Let {αi | i ∈ I} ⊂ t∗
be the set of simple roots, {hi | i ∈ I} ⊂ t the set of simple coroots, {̟i | i ∈ I} ⊂ t∗ the set of
fundamental weights, and P ⊂ t∗ the weight lattice. We regard a weight λ ∈ P as a character of B. For
m = (m1, . . . ,mr) ∈ Zr, define a variety Li,m by
Li,m := (Pi1 × · · · × Pir × C)/B
r,
where Br acts on Pi1 × · · · × Pir × C on the right by
(p1, . . . , pr, c) · (b1, . . . , br) := (p1b1, b
−1
1 p2b2, . . . , b
−1
r−1prbr, (m1̟i1)(b1) · · · (mr̟ir )(br)c)
for p1 ∈ Pi1 , . . . , pr ∈ Pir , c ∈ C, and b1, . . . , br ∈ B. Then, the variety Li,m induces a line bundle
(denoted by the same symbol Li,m) on Zi by the canonical projection
Li,m ։ Zi, (p1, . . . , pr, c) mod B
r 7→ (p1, . . . , pr) mod B
r.
Proposition 2.10 ([LT]). Denote by Pic(Zi) the Picard group of Zi.
(1) The map Zr
∼
−→ Pic(Zi), m 7→ Li,m, is an isomorphism of groups.
(2) The line bundle Li,m is very ample if and only if m1, . . . ,mr > 0.
(3) The line bundle Li,m is generated by global sections if and only if m1, . . . ,mr ≥ 0.
Let us define left actions of Pi1 on Zi and on Li,m by
p · ((p1, . . . , pr) mod B
r) := (pp1, p2, . . . , pr) mod B
r,
p · ((p1, . . . , pr, c) mod B
r) := (pp1, p2, . . . , pr, c) mod B
r
for p, p1 ∈ Pi1 , p2 ∈ Pi2 , . . . , pr ∈ Pir , and c ∈ C. Since the projection Li,m ։ Zi is compatible
with these actions, it follows that the space H0(Zi,Li,m) of global sections has a natural Pi1 -module
structure. In the following throughout this paper, we assume that m1, . . . ,mr ≥ 0. The Pi1 -module
H0(Zi,Li,m) can be described more algebraically as follows. For a dominant integral weight λ, let V (λ)
denote the irreducible highest weight G-module with highest weight λ, and vλ ∈ V (λ) the highest weight
vector. If we define a morphism Ψi,m : Zi → P(V (m1̟i1)⊗ · · · ⊗ V (mr̟ir )) by
Ψi,m((p1, . . . , pr) mod B
r) := C(p1vm1̟i1 ⊗ p1p2vm2̟i2 ⊗ · · · ⊗ p1p2 · · · prvmr̟ir ),
then we have Ψ∗
i,m(O(1)) = Li,m. Hence the morphism Ψi,m induces a surjection
Ψ∗
i,m : H
0(P(V (m1̟i1)⊗ · · · ⊗ V (mr̟ir )),O(1))։ H
0(Zi,Li,m).
For an arbitrary finite-dimensional G-module V over C, we remark that the space H0(P(V ),O(1)) of
global sections is identified with the dual G-module V ∗ := HomC(V,C). Therefore, the surjection
Ψ∗
i,m is regarded as a Pi1 -module homomorphism from (V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir ))
∗ onto the space
H0(Zi,Li,m) of global sections. Let us denote by Ei, Fi, hi ∈ g, i ∈ I, the Chevalley generators.
Proposition 2.11 ([LLM, Theorem 6]). Define a Pi1 -submodule Vi,m ⊂ V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir )
by
Vi,m :=
∑
a1,...,ar≥0
CF a1i1 (vm1̟i1 ⊗ F
a2
i2
(vm2̟i2 ⊗ · · · ⊗ F
ar−1
ir−1
(vmr−1̟ir−1 ⊗ F
ar
ir
vmr̟ir ) · · · )).
Then, the surjection Ψ∗
i,m induces an isomorphism of Pi1-modules:
V ∗i,m
∼
−→ H0(Zi,Li,m).
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The Pi1 -module Vi,m is called a generalized Demazure module. As we will see in Section 4, this indeed
generalizes the notion of Demazure module.
2.3. Highest term valuations. In this subsection, we introduce a specific valuation on C(Zi), which
we mainly use in this paper. Let U (resp., U−) denote the unipotent radical of the Borel subgroup B
(resp., the opposite Borel subgroup), and U−i := exp(CFi), i ∈ I, the opposite root subgroups. For the
identity element e ∈ G, we can regard U−i1 ×· · ·×U
−
ir
as an affine open neighborhood of (e, . . . , e) mod Br
in Zi by:
U−i1 × · · · × U
−
ir
→֒ Zi,
(u1, . . . , ur) 7→ (u1, . . . , ur) mod B
r.
By using the isomorphism of varieties
Cr
∼
−→ U−i1 × · · · × U
−
ir
, (t1, . . . , tr) 7→ (exp(t1Fi1 ), . . . , exp(trFir )),
we identify the function field C(Zi) = C(U
−
i1
× · · · × U−ir ) with the rational function field C(t1, . . . , tr).
Define a valuation vi on C(Zi) to be the highest term valuation on C(t1, . . . , tr) with respect to the
lexicographic order on Zr (see Example 2.4). We then take a specific section of Li,m. Let Φi,m : Vi,m →֒
V (m1̟i1)⊗ · · ·⊗V (mr̟ir ) be the inclusion map, and Φ
∗
i,m : (V (m1̟i1)⊗ · · ·⊗V (mr̟ir ))
∗
։ V ∗
i,m =
H0(Zi,Li,m) the dual map. Also, we denote by τ˜i,m ∈ (V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir ))
∗ the lowest
weight vector such that τ˜i,m(vm1̟i1 ⊗ · · · ⊗ vmr̟ir ) = 1, and set τi,m := Φ
∗
i,m(τ˜i,m) ∈ H
0(Zi,Li,m).
In this setting, we will study the Newton-Okounkov body ∆(Zi,Li,m, vi, τi,m). Note that we do not
necessarily assume that the line bundle Li,m is very ample in this paper; hence the real dimension of
∆(Zi,Li,m, vi, τi,m) may be less than the complex dimension of Zi.
Remark 2.12. Since L⊗k
i,m = Li,km and τ
k
i,m = τi,km in H
0(Zi,Lkm) for all k ∈ Z>0, it follows that
S(Zi,Li,m, vi, τi,m) =
⋃
k>0
{(k, vi(σ/τi,km)) | σ ∈ H
0(Zi,Li,km) \ {0}}.
For σ ∈ H0(Zi,Li,m), the value vi(σ/τi,m) can be described in terms of the Chevalley generators. In
the rest of this section, we review this description, following [Kav, Proposition 2.2]. Let us first prove
some lemmas.
Lemma 2.13. The section τi,m does not vanish on U
−
i1
×· · ·×U−ir (→֒ Zi). In particular, the restriction
of τ−1
i,m to U
−
i1
× · · · × U−ir is an element of H
0(U−i1 × · · · × U
−
ir
,L−1
i,m), and hence σ/τi,m ∈ C[t1, . . . , tr]
(= C[U−i1 × · · · × U
−
ir
]) for all σ ∈ H0(Zi,Li,m).
Proof. Note that the dual map Φ∗
i,m : (V (m1̟i1)⊗· · ·⊗V (mr̟ir ))
∗
։ H0(Zi,Li,m) is identical to the
surjection
Ψ∗i,m : H
0(P(V (m1̟i1)⊗ · · · ⊗ V (mr̟ir )),O(1))։ H
0(Zi,Li,m)
defined in §§2.2. For u1 ∈ U
−
i1
, . . . , ur ∈ U
−
ir
, we see that
Ψi,m((u1, . . . , ur) mod B
r) = C(u1vm1̟i1 ⊗ u1u2vm2̟i2 ⊗ · · · ⊗ u1u2 · · ·urvmr̟ir ), and
u1vm1̟i1 ⊗ u1u2vm2̟i2 ⊗ · · · ⊗ u1u2 · · ·urvmr̟ir = vm1̟i1 ⊗ vm2̟i2 ⊗ · · · ⊗ vmr̟ir + (other terms),
where by “other terms”, we mean a linear combination of weight vectors whose weight is not equal to
m1̟i1 + · · ·+mr̟ir . Therefore, it follows from the definition of τ˜i,m that
τ˜i,m(u1vm1̟i1 ⊗ u1u2vm2̟i2 ⊗ · · · ⊗ u1u2 · · ·urvmr̟ir ) = 1,
which implies the assertion of the lemma since τi,m = Φ
∗
i,m(τ˜i,m). 
We write i≥s := (is, is+1, . . . , ir) and m≥s := (ms,ms+1, . . . ,mr) for s = 1, . . . , r. Then, the gener-
alized Demazure module Vi≥s+1,m≥s+1 can be regarded as a C-subspace of Vi≥s,m≥s by:
ιs,s+1 : Vi≥s+1,m≥s+1 →֒ Vi≥s,m≥s , v 7→ vms̟is ⊗ v.
Let ι∗s,s+1 : H
0(Zi≥s ,Li≥s,m≥s) ։ H
0(Zi≥s+1 ,Li≥s+1,m≥s+1) denote the dual map. Also, we obtain a
sequence of subvarieties
Pir/B = Zi≥r ⊂ Zi≥r−1 ⊂ · · · ⊂ Zi≥1 = Zi,
where the Bott-Samelson variety Zi≥s+1 is thought of as a closed subvariety of Zi≥s by:
Zi≥s+1 →֒ Zi≥s , (ps+1, . . . , pr) mod B
r−s 7→ (e, ps+1, . . . , pr) mod B
r−s+1.
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Note that the open immersion U−i1 × · · ·×U
−
ir
→֒ Zi induces an open immersion U
−
is
× · · ·×U−ir →֒ Zi≥s ,
and that the function field C(Zi≥s) is identified with C(ts, . . . , tr).
Lemma 2.14. For 1 ≤ s ≤ r − 1 and σ ∈ H0(Zi≥s ,Li≥s,m≥s),
(σ/τi≥s,m≥s)|ts=0 = ι
∗
s,s+1(σ)/τi≥s+1,m≥s+1
in C[ts+1, . . . , tr] (= C[U
−
is+1
×· · ·×U−ir ]); here, both sides of this equality are elements of C[ts+1, . . . , tr]
by Lemma 2.13.
Proof. We may assume that s = 1. Define an injection
ι˜1,2 : V (m2̟i2)⊗ · · · ⊗ V (mr̟ir ) →֒ V (m1̟i1)⊗ (V (m2̟i2)⊗ · · · ⊗ V (mr̟ir ))
by ι˜1,2(v) := vm1̟i1 ⊗v for v ∈ V (m2̟i2)⊗· · ·⊗V (mr̟ir ); note that the injection ι1,2 is the restriction
of ι˜1,2. If we take σ˜ ∈ (V (m1̟i1)⊗ · · · ⊗ V (mr̟ir ))
∗ such that Φ∗
i,m(σ˜) = σ, then we deduce that
((σ/τi,m)|t1=0)(u2, . . . , ur) = (σ/τi,m)(1, u2, . . . , ur) (since exp(0 · Fi1 ) = 1)
= (Φ∗
i,m(σ˜)/Φ
∗
i,m(τ˜i,m))(1, u2, . . . , ur)
= (Ψ∗i,m(σ˜)/Ψ
∗
i,m(τ˜i,m))(1, u2, . . . , ur)
= σ˜(vm1̟i1 ⊗ vu2,...,ur )/τ˜i,m(vm1̟i1 ⊗ vu2,...,ur )
(since Ψi,m((1, u2, . . . , ur) mod B
r) = C(vm1̟i1 ⊗ vu2,...,ur))
= σ˜(vm1̟i1 ⊗ vu2,...,ur )
(since τ˜i,m(vm1̟i1 ⊗ vu2,...,ur ) = 1 by the proof of Lemma 2.13)
for u2 ∈ U
−
i2
, . . . , ur ∈ U
−
ir
, where we set
vu2,...,ur := u2vm2̟i2 ⊗ u2u3vm3̟i3 ⊗ · · · ⊗ u2u3 · · ·urvmr̟ir .
Also, the equality Φi,m ◦ ι1,2 = ι˜1,2 ◦ Φi≥2,m≥2 implies that
ι∗1,2(σ) = ι
∗
1,2 ◦ Φ
∗
i,m(σ˜) = (Φi,m ◦ ι1,2)
∗(σ˜) = (ι˜1,2 ◦ Φi≥2,m≥2)
∗(σ˜) = Φ∗
i≥2,m≥2
◦ ι˜∗1,2(σ˜).
Therefore, it follows that
(ι∗1,2(σ)/τi≥2,m≥2)(u2, . . . , ur) = (Φ
∗
i≥2,m≥2
◦ ι˜∗1,2(σ˜)/Φ
∗
i≥2,m≥2
(τ˜i≥2,m≥2))(u2, . . . , ur)
= (Ψ∗i≥2,m≥2 ◦ ι˜
∗
1,2(σ˜)/Ψ
∗
i≥2,m≥2
(τ˜i≥2,m≥2))(u2, . . . , ur)
= ι˜∗1,2(σ˜)(vu2,...,ur )/τ˜i≥2,m≥2(vu2,...,ur )
(since Ψi≥2,m≥2((u2, . . . , ur) mod B
r−1) = Cvu2,...,ur)
= σ˜(vm1̟i1 ⊗ vu2,...,ur)
(since ι˜1,2(vu2,...,ur ) = vm1̟i1 ⊗ vu2,...,ur and τ˜i≥2,m≥2(vu2,...,ur ) = 1).
From these, the assertion of the lemma follows immediately. 
Proposition 2.15. For σ ∈ H0(Zi,Li,m), write vi(σ/τi,m) = −(a1, . . . , ar). Then,
a1 = max{a ∈ Z≥0 | F
a
i1σ 6= 0},
a2 = max{a ∈ Z≥0 | F
a
i2(ι
∗
1,2(F
a1
i1
σ)) 6= 0},
...
ar = max{a ∈ Z≥0 | F
a
ir (ι
∗
r−1,r(F
ar−1
ir−1
(· · · (ι∗2,3(F
a2
i2
(ι∗1,2(F
a1
i1
σ)))) · · · ))) 6= 0}.
Proof. Consider the left action of the opposite root subgroup U−ik on U
−
ik
× · · · × U−ir given by
u · (uk, . . . , ur) := (uuk, uk+1, . . . , ur)
for u, uk ∈ U
−
ik
, uk+1 ∈ U
−
ik+1
, . . . , ur ∈ U
−
ir
; this induces left actions of U−ik and Lie(U
−
ik
) = CFik on
C[tk, . . . , tr] (= C[U
−
ik
× · · · × U−ir ]), which are given by:
exp(tFik ) · f(tk, . . . , tr) = f(tk − t, . . . , tr), and hence
Fik · f(tk, . . . , tr) = −
∂
∂tk
f(tk, . . . , tr)
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for t ∈ C and f(tk, . . . , tr) ∈ C[tk, . . . , tr]. Also, it follows from the definition of vi that a1 is equal to the
degree of σ/τi,m with respect to the variable t1; here, Lemma 2.13 implies that σ/τi,m ∈ C[t1, . . . , tr].
Therefore, we deduce that
a1 = max{a ∈ Z≥0 |
∂a
∂ta1
(σ/τi,m) 6= 0}
= max{a ∈ Z≥0 | F
a
i1 (σ/τi,m) 6= 0}.
Moreover, because the section σ is identical to (σ/τi,m) · τi,m in H0(Zi,Li,m), we have
(1)
F ai1σ = F
a
i1((σ/τi,m) · τi,m)
= (F ai1(σ/τi,m)) · τi,m (since Fi1τi,m = 0 by the definition of τi,m).
From these, we deduce that
a1 = max{a ∈ Z≥0 | F
a
i1σ 6= 0}.
Also, because the polynomial F a1i1 (σ/τi,m) ∈ C[t1, . . . , tr] does not contain the variable t1, the re-
striction (F a1i1 (σ/τi,m))|t1=0 is identical to F
a1
i1
(σ/τi,m) ∈ C[t2, . . . tr] as a polynomial in the variables
t2, . . . , tr. Therefore, if vi≥2 denotes the valuation on C(Zi≥2) defined to be the highest term valuation
on C(t2, . . . , tr) with respect to the lexicographic order on Z
r−1, then we see from the definition of vi
that
vi≥2((F
a1
i1
(σ/τi,m))|t1=0) = −(a2, . . . , ar).
Moreover, we see that
(F a1i1 (σ/τi,m))|t1=0 = ((F
a1
i1
σ)/τi,m)|t1=0 (by equation (1))
= ι∗1,2(F
a1
i1
σ)/τi≥2,m≥2 (by Lemma 2.14).
From these, we deduce that vi≥2(ι
∗
1,2(F
a1
i1
σ)/τi≥2,m≥2) = −(a2, . . . , ar). Repeating this argument, with
σ replaced by ι∗1,2(F
a1
i1
σ), we conclude the assertion of the proposition. 
Remark that if we set F
(a)
i := F
a
i /a! for i ∈ I and a ∈ Z≥0, then
ak = max{a ∈ Z≥0 | F
(a)
ik
(ι∗k−1,k(F
(ak−1)
ik−1
(· · · (ι∗2,3(F
(a2)
i2
(ι∗1,2(F
(a1)
i1
σ)))) · · · ))) 6= 0}
for all k = 1, . . . , r.
3. Upper crystal bases and upper global bases
In this section, we recall some basic facts about upper crystal bases and upper global bases, following
[Kas1], [Kas2], and [Kas3]. We denote by 〈·, ·〉 : t∗× t→ C the canonical pairing, and define a symmetric
bilinear form (·, ·) on t∗ by 2(αj , αi)/(αi, αi) = 〈αj , hi〉 for all i, j ∈ I, and by (αi, αi) = 2 for all short
simple roots αi. We set
qi := q
(αi,αi)/2 for i ∈ I,
[s]i :=
qsi − q
−s
i
qi − q
−1
i
for i ∈ I, s ∈ Z,
[0]i! := 1, and [s]i! := [s]i[s− 1]i · · · [1]i for i ∈ I, s ∈ Z>0,[
s
0
]
i
:= 1 for s ∈ Z≥0, and
[
s
k
]
i
:=
[s]i[s− 1]i · · · [s− k + 1]i
[k]i[k − 1]i · · · [1]i
for s, k ∈ Z>0 with k ≤ s.
Definition 3.1. For a finite-dimensional semisimple Lie algebra g, the quantized enveloping algebra
Uq(g) is the unital associative Q(q)-algebra with generators ei, fi, ti, t
−1
i , i ∈ I, and relations: for
i, j ∈ I,
(i) tit
−1
i = 1 and titj = tjti,
(ii) tiejt
−1
i = q
ci,j
i ej and tifjt
−1
i = q
−ci,j
i fj,
(iii) eifi − fiei = (ti − t
−1
i )/(qi − q
−1
i ) and eifj − fjei = 0 if i 6= j,
(iv)
∑1−ci,j
s=0 (−1)
se
(s)
i eje
(1−ci,j−s)
i =
∑1−ci,j
s=0 (−1)
sf
(s)
i fjf
(1−ci,j−s)
i = 0 if i 6= j.
Here, (ci,j)i,j∈I := (〈αj , hi〉)i,j∈I is the Cartan matrix of g, and e
(s)
i := e
s
i/[s]i!, f
(s)
i := f
s
i /[s]i! for i ∈ I,
s ∈ Z≥0.
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The algebra Uq(g) has the Hopf algebra structure given by the following coproduct ∆, counit ε, and
antipode S:
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t
−1
i + 1⊗ fi, ∆(ti) = ti ⊗ ti,
ε(ei) = 0, ε(fi) = 0, ε(ti) = 1,
S(ei) = −t
−1
i ei, S(fi) = −fiti, S(ti) = t
−1
i
for i ∈ I. The coproduct ∆ is identical to ∆+ in [Kas2], and to ∆ in [Lus]. In this paper, we always
assume that Uq(g)-modules are defined over Q(q). For λ ∈ P and a finite-dimensional Uq(g)-module V ,
let Vλ denote the corresponding weight space, i.e.,
Vλ := {v ∈ V | tiv = q
〈λ,hi〉
i v for all i ∈ I}.
Also, we define operators e˜i, f˜i, i ∈ I, on V as follows (see [Kas3, §§3.1]): for v ∈ Ker ei ∩ Vλ and
0 ≤ k ≤ 〈λ, hi〉,
e˜i(f
(k)
i v) :=
[〈λ, hi〉 − k + 1]i
[k]i
f
(k−1)
i v, f˜i(f
(k)
i v) :=
[k + 1]i
[〈λ, hi〉 − k]i
f
(k+1)
i v;
here, we set f
(−1)
i v := 0. These operators e˜i, f˜i, i ∈ I, are called the upper Kashiwara operators.
Definition 3.2. Denote by A ⊂ Q(q) the Q-subalgebra of Q(q) consisting of rational functions regular
at q = 0. For a finite-dimensional Uq(g)-module V , an upper crystal basis (L,B) of V is a pair of a free
A-submodule L ⊂ V and a Q (= A/qA) -basis B of L/qL satisfying the following conditions:
(i) V ≃ Q(q)⊗A L,
(ii) e˜iL ⊂ L and f˜iL ⊂ L for i ∈ I (in particular, e˜i and f˜i act on L/qL),
(iii) e˜iB ⊂ B ∪ {0} and f˜iB ⊂ B ∪ {0} for i ∈ I,
(iv) L =
⊕
λ∈P Lλ and B =
∐
λ∈P Bλ, where Lλ := L ∩ Vλ and Bλ := B ∩ (Lλ/qLλ),
(v) b′ = f˜ib if and only if b = e˜ib
′ for i ∈ I and b, b′ ∈ B.
The following is a fundamental property of an upper crystal basis.
Lemma 3.3 (see, for instance, [Kas2, Lemma 2.4.1 and equation (2.4.2)]). Let V be a finite-dimensional
Uq(g)-module, (L,B) its upper crystal basis, and set
εi(b) := max{a ∈ Z≥0 | e˜
a
i b 6= 0}, ϕi(b) := max{a ∈ Z≥0 | f˜
a
i b 6= 0}
for i ∈ I and b ∈ B. Then, it holds that
〈wt(b), hi〉 = ϕi(b)− εi(b).
For a dominant integral weight λ, let Vq(λ) denote the irreducible highest weight Uq(g)-module with
highest weight λ, and vq,λ ∈ Vq(λ) the highest weight vector. We define an A-submodule Lup(λ) ⊂ Vq(λ)
and a subset B(λ) ⊂ Lup(λ)/qLup(λ) by
Lup(λ) :=
∑
l∈Z≥0,
i1,...,il∈I
Af˜i1 · · · f˜ilvq,λ,
B(λ) := {f˜i1 · · · f˜ilvq,λ mod qL
up(λ) | l ∈ Z≥0, i1, . . . , il ∈ I} \ {0}.
Then, it follows from [Kas2, Theorem 2] and [Kas3, Proposition 3.2.2] that (Lup(λ),B(λ)) is an upper
crystal basis of Vq(λ).
Definition 3.4. The bar involution · : Uq(g)→ Uq(g) is the Q-involution given by:
ei = ei, fi = fi, ti = t
−1
i , q = q
−1.
Also, for a finite-dimensional Uq(g)-module V , a Q-involution · : V → V is called a bar involution on
V if uv = u · v for all u ∈ Uq(g) and v ∈ V .
Note that there exists a unique bar involution · on Vq(λ) such that vq,λ = vq,λ. We now recall
the definition of upper global bases. Let V be a vector space over Q(q), and V Q ⊂ V its Q[q, q−1]-
submodule. Then, V Q is called a Q[q, q−1]-form of V if V ≃ V Q⊗Q[q,q−1]Q(q). Denote by U
Q
q (g) ⊂ Uq(g)
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the Q[q, q−1]-subalgebra of Uq(g) generated by e
(k)
i , f
(k)
i , ti, t
−1
i , i ∈ I, k ∈ Z≥0, and by{
t
l
}
i
:=
l∏
k=1
q1−ki t− q
k−1
i t
−1
qki − q
−k
i
, i ∈ I, l ∈ Z>0,
for Laurent monomials t in the variables tj , j ∈ I. Also, let V
up
q,Q(λ) ⊂ Vq(λ) denote the unique
Q[q, q−1]-submodule of Vq(λ) satisfying the following conditions (see [Kas3, §§4.2]):
V upq,Q(λ) ∩ Vq(λ)λ = Q[q, q
−1]vq,λ;
{v ∈ Vq(λ) | e
(k)
i v ∈ V
up
q,Q(λ) for all i ∈ I, k ≥ 1} = V
up
q,Q(λ) +Q(q)vq,λ.
Note that UQq (g) (resp., V
up
q,Q(λ)) is a Q[q, q
−1]-form of Uq(g) (resp., of Vq(λ)), and that V
up
q,Q(λ) is
a UQq (g)-submodule. We regard C as a Q[q, q
−1]-module by the natural Q-algebra homomorphism
Q[q, q−1] → C, q 7→ 1. Let V be a finite-dimensional Uq(g)-module, and V Q a Q[q, q−1]-form of V
that is invariant under the action of UQq (g). Then, the C-vector space V
Q ⊗Q[q,q−1] C has a g-module
structure given by
Ei(v ⊗ c) := (eiv)⊗ c, Fi(v ⊗ c) := (fiv)⊗ c, hi(v ⊗ c) :=
(
ti − t
−1
i
qi − q
−1
i
v
)
⊗ c
for i ∈ I, v ∈ V Q, and c ∈ C. Note that V upq,Q(λ) ⊗Q[q,q−1] C is isomorphic to V (λ) as a g-module (see,
for instance, the proof of [J2, Lemma 5.14]).
Remark 3.5. The Q[q, q−1]-form of Vq(λ) used in [J2, Lemma 5.14] is not identical to our Q[q, q
−1]-
form V upq,Q(λ); note that these are dual to each other. However, the proof of [J2, Lemma 5.14] can also
be applied to our Q[q, q−1]-form V upq,Q(λ).
Definition 3.6. Let V be a finite-dimensional Uq(g)-module, (L,B) its upper crystal basis, · a bar
involution on V , and V Q a Q[q, q−1]-form of V that is invariant under the action of UQq (g). Then,
(V Q, L, L) is called a balanced triple if the natural Q-linear map V Q ∩L∩L→ L/qL is an isomorphism.
If Gupq : L/qL→ V
Q ∩ L ∩ L denotes the inverse map of this isomorphism, then {Gupq (b) | b ∈ B} forms
a Q[q, q−1]-basis of V Q; this is called the upper global basis of V with respect to the balanced triple
(V Q, L, L).
If we set Gup(b) := Gupq (b)⊗ 1 ∈ V
Q ⊗Q[q,q−1] C for b ∈ B, the specialization of G
up
q (b) at q = 1, then
the set {Gup(b) | b ∈ B} forms a C-basis of the g-module V Q⊗Q[q,q−1]C. The following is a fundamental
property of an upper global basis.
Proposition 3.7 (see [Kas3, Proposition 5.3.1 and the remark following it]). Let V be a finite-
dimensional Uq(g)-module, {Gupq (b) | b ∈ B} its upper global basis, and εi, ϕi the maps defined in
Lemma 3.3.
(1) For all i ∈ I, k ∈ Z≥0, and b ∈ B, it holds that
e
(k)
i G
up
q (b) ∈
[
εi(b)
k
]
i
Gupq (e˜
k
i b) +
∑
b′∈B; wt(b′)=wt(e˜ki b),
εi(b
′)<εi(e˜
k
i b)
Z[q, q−1]Gupq (b
′),
f
(k)
i G
up
q (b) ∈
[
ϕi(b)
k
]
i
Gupq (f˜
k
i b) +
∑
b′∈B; wt(b′)=wt(f˜ki b),
ϕi(b
′)<ϕi(f˜
k
i b)
Z[q, q−1]Gupq (b
′).
(2) Set E
(k)
i := E
k
i /k! and F
(k)
i := F
k
i /k! for k ∈ Z≥0. Then,
E
(k)
i G
up(b) ∈
(
εi(b)
k
)
Gup(e˜ki b) +
∑
b′∈B; wt(b′)=wt(e˜ki b),
εi(b
′)<εi(e˜
k
i b)
ZGup(b′),
F
(k)
i G
up(b) ∈
(
ϕi(b)
k
)
Gup(f˜ki b) +
∑
b′∈B; wt(b′)=wt(f˜ki b),
ϕi(b
′)<ϕi(f˜
k
i b)
ZGup(b′)
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for all i ∈ I, k ∈ Z≥0, and b ∈ B. Here,
(
εi(b)
k
)
,
(
ϕi(b)
k
)
are the usual binomial coefficients. In
particular, it holds that
E
(εi(b))
i G
up(b) = Gup(e˜
εi(b)
i b), εi(b) = max{k ∈ Z≥0 | E
(k)
i G
up(b) 6= 0}, and
F
(ϕi(b))
i G
up(b) = Gup(f˜
ϕi(b)
i b), ϕi(b) = max{k ∈ Z≥0 | F
(k)
i G
up(b) 6= 0}.
It follows from [Kas3, Lemma 4.2.1] that (V upq,Q(λ), L
up(λ), Lup(λ)) is a balanced triple; hence we
obtain an upper global basis {Gupq (b) | b ∈ B(λ)} ⊂ Vq(λ).
4. String polytopes for Demazure modules
Here we recall the main result of [Kav]. Let us assume that i = (i1, . . . , ir) ∈ Ir is a reduced word
for w ∈W .
Definition 4.1. Let us denote by X(w) for w ∈W the Zariski closure of Bw˜B/B in G/B, where w˜ ∈ G
denotes a lift for w; note that the closed subvariety X(w) is independent of the choice of a lift w˜. The
X(w) is called the Schubert variety corresponding to w ∈W .
It is well-known that the Schubert variety X(w) is a normal projective variety of complex dimension
r. For a dominant integral weight λ, we define a variety Lλ by
Lλ := (G× C)/B,
where B acts on G × C on the right as follows: (g, c) · b := (gb, λ(b)c) for g ∈ G, c ∈ C, and b ∈ B.
Then, the variety Lλ induces a line bundle (denoted by the same symbol Lλ) on G/B by the canonical
projection
Lλ ։ G/B, (g, c) mod B 7→ g mod B.
Let us define left actions of G on G/B and on Lλ by
g · (g′ mod B) := gg′ mod B,
g · ((g′, c) mod B) := (gg′, c) mod B
for g, g′ ∈ G and c ∈ C. Since the projection Lλ ։ G/B is compatible with these actions, we know
that the space H0(G/B,Lλ) of global sections has a natural G-module structure. Note that Lλ induces
a line bundle on X(w), which we denote by the same symbol Lλ. Since the Schubert variety X(w) is
a Pi1 -stable subvariety of G/B, the space H
0(X(w),Lλ) of global sections has a natural Pi1 -module
structure.
Definition 4.2. For w ∈ W and a dominant integral weight λ, let vwλ ∈ V (λ) denote the extremal
weight vector of weight wλ. Define a Pi1 -submodule Vw(λ) ⊂ V (λ) by
Vw(λ) :=
∑
b∈B
Cbvwλ (=
∑
p∈Pi1
Cpvwλ);
this is called the Demazure module corresponding to w ∈ W .
From the Borel-Weil theorem, we know that H0(G/B,Lλ) is isomorphic to V (λ)∗ as a G-module,
and that H0(X(w),Lλ) is isomorphic to Vw(λ)∗ as a Pi1 -module.
Proposition 4.3 (see [J1, Chapters 13, 14]). Let i = (i1, . . . , ir) ∈ Ir be a reduced word for w ∈W .
(1) The product map
µi : Zi → G/B, (p1, . . . , pr) mod B
r 7→ p1 · · · pr mod B,
induces a birational morphism onto the Schubert variety X(w).
(2) For a dominant integral weight λ =
∑
i∈I λi̟i, set λ
′ :=
∑
i∈I\{i1,...,ir}
λi̟i, and define m =
(m1, . . . ,mr) ∈ Zr≥0 by
mk :=
{
λik if ik′ 6= ik for all k < k
′ ≤ r,
0 otherwise
for 1 ≤ k ≤ r. Then, the birational morphism µi induces an isomorphism of Pi1 -modules:
H0(X(w),Lλ)
∼
−→ H0(Zi, µ
∗
i (Lλ)) ≃ C
∗
λ′ ⊗H
0(Zi,Li,m),
where Cλ′ denotes the one-dimensional B-module induced by the weight λ
′, which is regarded as
a Pi1-module by the trivial action of exp(CFi1 ) (⊂ Pi1).
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Since Proposition 4.3 (1) implies that C(X(w)) ≃ C(Zi), the valuation vi can be regarded as a
valuation on C(X(w)). For a dominant integral weight λ, let τλ ∈ H0(G/B,Lλ) = V (λ)∗ denote
the lowest weight vector such that τλ(vλ) = 1. By restricting this section, we obtain a section in
H0(X(w),Lλ), which we denote by the same symbol τλ. In addition, we takem ∈ Zr≥0 as in Proposition
4.3 (2). Then, the Newton-Okounkov body ∆(X(w),Lλ, vi, τλ) is identical to the Newton-Okounkov
body ∆(Zi,Li,m, vi, τi,m). The main result of [Kav] states that this Newton-Okounkov body is also
identical to the string polytope associated to the Demazure module Vw(λ) and the reduced word i. We
now recall the definition of string polytopes for Demazure modules.
Definition 4.4. Let i = (i1, . . . , ir) ∈ Ir be a reduced word for w ∈ W , and λ a dominant integral
weight. For the highest weight element bλ := vq,λ mod qL
up(λ) ∈ B(λ), a subset
Bw(λ) := {f˜
a1
i1
· · · f˜arir bλ | a1, . . . , ar ∈ Z≥0} \ {0} ⊂ B(λ)
is independent of the choice of a reduced word i (see [Kas4, Proposition 3.2.3]); this subset is called a
Demazure crystal.
Note that the character of Vw(λ) is equal to
∑
b∈Bw(λ)
ewt(b), and that e˜i(Bw(λ)) ⊂ Bw(λ) ∪ {0} for
all i ∈ I (see [Kas4, Proposition 3.2.3 (ii)]).
Definition 4.5. Let i = (i1, . . . , ir) ∈ Ir be a reduced word for w ∈ W , and λ a dominant integral
weight.
(1) For b ∈ Bw(λ), define Ωi(b) = (a1, . . . , ar) ∈ Zr≥0 by
a1 := max{a ∈ Z≥0 | e˜
a
i1b 6= 0},
a2 := max{a ∈ Z≥0 | e˜
a
i2 e˜
a1
i1
b 6= 0},
...
ar := max{a ∈ Z≥0 | e˜
a
ir e˜
ar−1
ir−1
· · · e˜a1i1 b 6= 0}.
The Ωi(b) is called the string parameterization of b with respect to the reduced word i. The
map Ωi : Bw(λ)→ Zr≥0 is indeed an injection.
(2) Define a subset S
(λ,w)
i
⊂ Z>0 × Zr by
S
(λ,w)
i
:=
⋃
k>0
{(k,Ωi(b)) | b ∈ Bw(kλ)},
and denote by C
(λ,w)
i
⊂ R≥0 × Rr the smallest real closed cone containing S
(λ,w)
i
. Also, let us
define a subset ∆
(λ,w)
i
⊂ Rr by
∆
(λ,w)
i
:= {a ∈ Rr | (1, a) ∈ C
(λ,w)
i
}.
This subset ∆
(λ,w)
i
is called the string polytope associated to Bw(λ) and i (see [Lit, Section 1]
and [Kav, Definition 3.5]).
Lemma 4.6 (see [Lit, Section 1]). For (a1, . . . , ar) ∈ ∆
(λ,w)
i
, it holds that
0 ≤ ar ≤ 〈λ, hir 〉, 0 ≤ ar−1 ≤ 〈λ− arαir , hir−1〉, . . . , 0 ≤ a1 ≤ 〈λ− arαir − · · · − a2αi2 , hi1〉.
In particular, the string polytope ∆
(λ,w)
i
is bounded, and hence compact.
Proposition 4.7 (see [BZ, §§3.2 and Theorem 3.10]). The real closed cone C
(λ,w)
i
is a rational convex
polyhedral cone, that is, there exists a finite number of rational points a1, . . . , al ∈ Q≥0 × Qr such that
C
(λ,w)
i
= R≥0a1 + · · ·+R≥0al. Moreover, the equality S
(λ,w)
i
= C
(λ,w)
i
∩ (Z>0×Zr) holds. In particular,
∆
(λ,w)
i
is a rational convex polytope, and the equality Ωi(Bw(λ)) = ∆
(λ,w)
i
∩ Zr holds.
In order to state the main result of [Kav], we recall the definition of dual crystals.
Definition 4.8. Let V be a finite-dimensional Uq(g)-module, and (L,B) its upper crystal basis.
(1) The crystal graph of B is the I-colored, directed graph with vertex set B whose directed edges
are given by: b
i
−→ b′ if and only if b′ = f˜ib.
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(2) The dual crystal B∗ is the I-colored, directed graph that is obtained from the crystal graph of
B by reversing all directed edges. For b ∈ B, denote by b∗ the vertex of B∗ corresponding to b.
In this paper, we identify B with its crystal graph. If we have the irreducible decomposition V = Vq(λ1)⊕
· · · ⊕ Vq(λl), then the crystal graph of B is the disjoint union of the crystal graphs B(λ1), . . . ,B(λl).
Also, if we write λ∗ := −w0λ ∈ P for a dominant integral weight λ, then the dual crystal B(λ)∗ is
identical to the crystal graph of B(λ∗). Now, for w ∈W , let Φλ,w : Vw(λ) →֒ V (λ) denote the inclusion
map, and Φ∗λ,w : V (λ)
∗
։ Vw(λ)
∗ = H0(X(w),Lλ) the dual map. If we set G
up
λ,w(b) := Φ
∗
λ,w(G
up(b∗))
for b ∈ Bw(λ), then the set {G
up
λ,w(b) | b ∈ Bw(λ)} forms a C-basis of H
0(X(w),Lλ). The following is
the main result of [Kav].
Proposition 4.9 (see [Kav, Theorem 4.1, Corollary 4.2, and Remark 4.6]). Let i ∈ Ir be a reduced
word for w ∈W , and λ a dominant integral weight.
(1) Ωi(b) = −vi(G
up
λ,w(b)/τλ) for all b ∈ Bw(λ).
(2) Define the linear automorphism ω : R × Rr
∼
−→ R × Rr by ω(k, a) = (k,−a). Then, S
(λ,w)
i
=
ω(S(X(w),Lλ, vi, τλ)), C
(λ,w)
i
= ω(C(X(w),Lλ, vi, τλ)), and ∆
(λ,w)
i
= −∆(X(w),Lλ, vi, τλ).
In the rest of this paper, we extend this result to ∆(Zi,Li,m, vi, τi,m) for an arbitrary i ∈ Ir and
m ∈ Zr≥0.
5. String polytopes for generalized Demazure modules
5.1. Basic definitions. In this subsection, we introduce a generalization of string polytope. First, we
recall some basic facts about the tensor product of upper crystal bases.
Proposition 5.1. Let V1, V2 be finite-dimensional Uq(g)-modules, and (L1,B1), (L2,B2) upper crystal
bases of V1, V2, respectively.
(1) For a Q-basis
B1 ⊗ B2 := {b1 ⊗ b2 | b1 ∈ B1, b2 ∈ B2}
of L1/qL1 ⊗ L2/qL2 ≃ (L1 ⊗ L2)/q(L1 ⊗ L2), the pair (L1 ⊗ L2,B1 ⊗ B2) is an upper crystal
basis of V1 ⊗ V2.
(2) For i ∈ I, b1 ∈ B1, and b2 ∈ B2,
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 if ϕi(b1) ≥ εi(b2),
b1 ⊗ e˜ib2 if ϕi(b1) < εi(b2),
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 if ϕi(b1) > εi(b2),
b1 ⊗ f˜ib2 if ϕi(b1) ≤ εi(b2),
εi(b1 ⊗ b2) = max{εi(b1), εi(b2)− 〈wt(b1), hi〉},
ϕi(b1 ⊗ b2) = max{ϕi(b2), ϕi(b1) + 〈wt(b2), hi〉}.
Here, εi and ϕi are the maps defined in Lemma 3.3.
We call (L1 ⊗ L2,B1 ⊗ B2) the tensor product of (L1,B1) and (L2,B2). The following is easily seen
from the tensor product rule for crystals (Proposition 5.1 (2)).
Corollary 5.2. Let V1, V2 be finite-dimensional Uq(g)-modules, and (L1,B1), (L2,B2) upper crystal
bases of V1, V2, respectively. For i ∈ I, a ∈ Z≥0, b1 ∈ B1, and b2 ∈ B2,
(1) it holds that
f˜ai (b1 ⊗ b2) =
{
f˜ai b1 ⊗ b2 if a ≤ ϕi(b1)− εi(b2),
f˜
ϕi(b1)−εi(b2)
i b1 ⊗ f˜
a−(ϕi(b1)−εi(b2))
i b2 otherwise;
(2) if f˜ai b1 6= 0 and e˜ib2 = 0, then
f˜ai (b1 ⊗ b2) = f˜
a
i b1 ⊗ b2;
(3) if f˜ib1 = 0, then
f˜ai (b1 ⊗ b2) = b1 ⊗ f˜
a
i b2.
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Proposition 5.3 (see [LLM, Theorem 2, Theorem 5, Lemma 8, and Corollary 10]). For an arbitrary
word i = (i1, . . . , ir) ∈ Ir and m = (m1, . . . ,mr) ∈ Zr≥0, denote by Bi,m ⊂ B(m1̟i1)⊗ · · · ⊗ B(mr̟ir )
the subset
{f˜a1i1 (bm1̟i1 ⊗ f˜
a2
i2
(bm2̟i2 ⊗ · · · ⊗ f˜
ar−1
ir−1
(bmr−1̟ir−1 ⊗ f˜
ar
ir
(bmr̟ir )) · · · )) | a1, . . . , ar ∈ Z≥0} \ {0}.
(1) e˜i(Bi,m) ⊂ Bi,m ∪ {0} for all i ∈ I.
(2) Let
∐
1≤k≤l B(λk) be the decomposition of the crystal graph of B(m1̟i1)⊗ · · · ⊗ B(mr̟ir ) into
its connected components. If B(λk) ∩ Bi,m 6= ∅ for 1 ≤ k ≤ l, then there exists wk ∈ W such
that B(λk) ∩ Bi,m = Bwk(λk).
(3) The character of Vi,m is equal to
∑
b∈Bi,m
ewt(b).
We call Bi,m a generalized Demazure crystal. In Section 7, we construct an explicit basis ofH0(Zi,Li,m)
parameterized by Bi,m, which can be regarded as a perfect basis (see [BK, Definition 5.30] and [KOP,
Definition 2.5] for the definition).
Remark 5.4. Let i be a reduced word for w ∈ W , and λ a dominant integral weight. If we take a
dominant integral weight λ′ and m ∈ Zr≥0 as in Proposition 4.3 (2), then the crystal graph of Bw(λ)
is identical to that of bλ′ ⊗ Bi,m. Hence the notion of generalized Demazure crystal indeed generalizes
that of Demazure crystal.
We extend the notion of string parameterizations for Demazure crystals to generalized Demazure
crystals.
Definition 5.5. Let i = (i1, . . . , ir) ∈ Ir be an arbitrary word, and m = (m1, . . . ,mr) ∈ Zr≥0. Recall
that i≥s = (is, . . . , ir) andm≥s = (ms, . . . ,mr) for 1 ≤ s ≤ r. For b ∈ Bi,m, define Ωi(b) = (a1, . . . , ar) ∈
Zr≥0 and b(s) ∈ Bi≥s,m≥s , 1 ≤ s ≤ r, as follows. First, set b(1) := b and a1 := max{a ∈ Z≥0 |
e˜ai1b(1) 6= 0}. By the definition of Bi,m, there exists b(2) ∈ B(m2̟i2) ⊗ · · · ⊗ B(mr̟ir ) such that
e˜a1i1 b(1) = bm1̟i1 ⊗ b(2). Then, it follows from Proposition 5.3 (1) that b(2) ∈ Bi≥2,m≥2 . Inductively,
define as ∈ Z≥0 and b(s+ 1) ∈ Bi≥s+1,m≥s+1 , 2 ≤ s ≤ r − 1, by as := max{a ∈ Z≥0 | e˜
a
is
b(s) 6= 0}, and
by e˜asis b(s) = bms̟is ⊗ b(s+ 1). Finally, set ar := max{a ∈ Z≥0 | e˜
a
ir
b(r) 6= 0}. The Ωi(b) = (a1, . . . , ar)
is called the generalized string parameterization of b with respect to i.
Remark 5.6. In the situation of Remark 5.4, the generalized string parameterization Ωi is just the
usual string parameterization with respect to the reduced word i.
Proposition 5.7. The following hold.
(1) If Ωi(b) = (a1, . . . , ar) for b ∈ Bi,m, then
b = f˜a1i1 (bm1̟i1 ⊗ f˜
a2
i2
(bm2̟i2 ⊗ · · · ⊗ f˜
ar−1
ir−1
(bmr−1̟ir−1 ⊗ f˜
ar
ir
bmr̟ir ) · · · )).
(2) If b, b′ ∈ Bi,m are such that b 6= b′, then Ωi(b) 6= Ωi(b′).
Proof. If we write Ωi(b) = (a1, . . . , ar) for b ∈ Bi,m, then it follows from the definition of Ωi that
b = b(1) = f˜a1i1 (bm1̟i1 ⊗ b(2))
= f˜a1i1 (bm1̟i1 ⊗ f˜
a2
i2
(bm2̟i2 ⊗ b(3)))
= · · · = f˜a1i1 (bm1̟i1 ⊗ f˜
a2
i2
(bm2̟i2 ⊗ · · · ⊗ f˜
ar−1
ir−1
(bmr−1̟ir−1 ⊗ f˜
ar
ir
bmr̟ir ) · · · )),
which implies part (1). From this, we see that b ∈ Bi,m can be reconstructed from the generalized string
parameterization Ωi(b), which implies part (2). This proves the proposition. 
Example 5.8. Let G = SL3(C), and write
B(̟1) : 1
f˜1
−→ 2
f˜2
−→ 3 ,
B(̟2) : 1
2
f˜2
−→ 1
3
f˜1
−→ 2
3
by using tableaux. In what follows, we denote the tensor product b⊗ b′ by the tableau made by placing
b′ directly on the right of b; for instance, we write as
1 ⊗ 1
2
⊗ 2 = 1 1 2
2
.
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For i = (1, 2, 1) and m = (1, 1, 1), we have b = 2 1 2
3
∈ Bi,m. If we write Ωi(b) = (a1, a2, a3), then it
follows that
a1 = 1, e˜
a1
1 b(1) = e˜
1
1b(1) = 1 1 2
3
,
a2 = 1, e˜
a2
2 b(2) = e˜
1
2b(2) = 1 2
2
,
a3 = 1, e˜
a3
1 b(3) = e˜
1
1b(3) = 1 ,
and hence that Ωi(b) = (1, 1, 1). Moreover, all the elements of Bi,m are
1 1 1
2
, 2 1 1
2
, 2 1 2
2
, 1 1 1
3
, 2 1 1
3
,
2 2 1
3
, 2 2 2
3
, 1 1 2
2
, 1 1 2
3
, 2 1 2
3
,
1 1 3
3
, 2 1 3
3
, 2 2 3
3
,
and the corresponding generalized string parameterizations are
(0, 0, 0), (1, 0, 0), (2, 0, 0), (0, 1, 0), (1, 1, 0),
(2, 1, 0), (3, 1, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1),
(0, 2, 1), (1, 2, 1), (2, 2, 1).
Example 5.9. Let G = Sp4(C), and write
B(̟1) : 1
f˜1
−→ 2
f˜2
−→ 2
f˜1
−→ 1 ,
B(̟2) : 1
2
f˜2
−→ 1
2
f˜1
−→ 2
2
f˜1
−→ 2
1
f˜2
−→ 2
1
by using marked tableaux. For i = (1, 2, 1, 2) and m = (1, 1, 1, 1), all the elements of Bi,m are
1 1 1 1
2 2
, 2 1 1 1
2 2
, 2 1 2 1
2 2
, 1 1 1 1
2 2
, 2 1 1 1
2 2
, 2 2 1 1
2 2
, 2 2 1 1
1 2
, 2 2 2 1
1 2
,
1 1 1 1
2 2
, 2 1 1 1
2 2
, 2 2 1 1
2 2
, 2 2 1 1
1 2
, 2 2 2 1
1 2
, 2 2 2 2
1 2
, 2 2 2 2
1 1
, 1 1 2 1
2 2
,
1 1 2 1
2 2
, 2 1 2 1
2 2
, 2 2 2 1
2 2
, 1 1 2 1
2 2
, 2 1 2 1
2 2
, 2 2 2 1
2 2
, 2 2 2 1
1 2
, 2 2 1 1
1 2
,
1 1 2 1
2 2
, 2 1 2 1
2 2
, 2 2 2 1
2 2
, 2 2 2 1
1 2
, 2 2 1 1
1 2
, 2 2 1 2
1 2
, 2 2 1 2
1 1
, 1 1 1 1
2 2
,
2 1 1 1
2 2
, 2 1 2 1
2 2
, 2 1 2 2
2 2
, 2 1 2 2
2 1
, 1 1 2 1
2 2
, 1 1 2 2
2 2
, 1 1 2 2
2 1
, 1 1 2 1
2 2
,
2 1 2 1
2 2
, 2 2 2 1
2 2
, 2 2 2 2
2 2
, 2 2 2 2
2 1
, 1 1 2 2
2 2
, 2 1 2 2
2 2
, 2 1 2 2
2 1
, 1 1 2 2
2 2
,
2 1 2 2
2 2
, 2 2 2 2
2 2
, 2 2 2 2
1 2
, 2 2 2 2
1 1
, 1 1 2 2
2 1
, 1 1 2 2
2 1
, 2 1 2 2
2 1
, 2 2 2 2
2 1
,
1 1 2 2
2 1
, 2 1 2 2
2 1
, 2 2 2 2
2 1
, 2 2 2 2
1 1
, 2 2 1 2
1 1
,
and the corresponding generalized string parameterizations are
(0, 0, 0, 0), (1, 0, 0, 0), (2, 0, 0, 0), (0, 1, 0, 0), (1, 1, 0, 0), (2, 1, 0, 0), (3, 1, 0, 0), (4, 1, 0, 0)
(0, 2, 0, 0), (1, 2, 0, 0), (2, 2, 0, 0), (3, 2, 0, 0), (4, 2, 0, 0), (5, 2, 0, 0), (6, 2, 0, 0), (0, 0, 1, 0)
(0, 1, 1, 0), (1, 1, 1, 0), (2, 1, 1, 0), (0, 2, 1, 0), (1, 2, 1, 0), (2, 2, 1, 0), (3, 2, 1, 0), (4, 2, 1, 0)
(0, 3, 1, 0), (1, 3, 1, 0), (2, 3, 1, 0), (3, 3, 1, 0), (4, 3, 1, 0), (5, 3, 1, 0), (6, 3, 1, 0), (0, 0, 0, 1)
(1, 0, 0, 1), (2, 0, 0, 1), (3, 0, 0, 1), (4, 0, 0, 1), (0, 0, 1, 1), (1, 0, 1, 1), (2, 0, 1, 1), (0, 1, 1, 1)
(1, 1, 1, 1), (2, 1, 1, 1), (3, 1, 1, 1), (4, 1, 1, 1), (0, 1, 2, 1), (1, 1, 2, 1), (2, 1, 2, 1), (0, 2, 2, 1)
(1, 2, 2, 1), (2, 2, 2, 1), (3, 2, 2, 1), (4, 2, 2, 1), (0, 1, 3, 1), (0, 2, 3, 1), (1, 2, 3, 1), (2, 2, 3, 1)
(0, 3, 3, 1), (1, 3, 3, 1), (2, 3, 3, 1), (3, 3, 3, 1), (4, 3, 3, 1).
Definition 5.10. For an arbitrary word i ∈ Ir and m ∈ Zr≥0, define a subset Si,m ⊂ Z>0 × Z
r by
Si,m :=
⋃
k>0
{(k,Ωi(b)) | b ∈ Bi,km},
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and denote by Ci,m ⊂ R≥0 × Rr the smallest real closed cone containing Si,m. Also, let us define a
subset ∆i,m ⊂ Rr by
∆i,m := {a ∈ R
r | (1, a) ∈ Ci,m};
this is called the generalized string polytope associated to i and m.
Remark 5.11. In the situation of Remark 5.4, the generalized string polytope ∆i,m is just the usual
string polytope ∆
(λ,w)
i
.
In Section 7, we prove that the generalized string polytope ∆i,m is indeed a rational convex polytope.
Also, in Appendix B, we give examples of generalized string polytopes.
5.2. Some properties. Here, we prove some properties of generalized string parameterizations and
generalized string polytopes. For m˜ = (m1, . . . ,mr−1) ∈ Z
r−1
≥0 , a = (a1, . . . , ar) ∈ Z
r
≥0, and a dominant
integral weight λ, consider the element Tλ(m˜, a) ∈ B(m1̟i1)⊗ · · · ⊗ B(mr−1̟ir−1)⊗B(λ) ∪ {0} given
by
Tλ(m˜, a) := f˜
a1
i1
(bm1̟i1 ⊗ f˜
a2
i2
(bm2̟i2 ⊗ · · · ⊗ f˜
ar−1
ir−1
(bmr−1̟ir−1 ⊗ f˜
ar
ir
bλ) · · · )).
For m˜, a, and λ such that Tλ(m˜, a) 6= 0, we define a parameterization Ωi(Tλ(m˜, a)) in the same way
as in Definition 5.5, and also call it a generalized string parameterization. Note that it follows from an
argument similar to that for Proposition 5.7 (1) that Tλ(m˜, a) = Tλ(m˜,Ωi(Tλ(m˜, a))). First we show
that the generalized string parameterization Ωi(Tλ(m˜, a)) does not essentially depend on λ (cf. the
discussion in [Lit, Section 1] for usual string parameterizations).
Lemma 5.12. If Tλ(m˜, a) = Tλ(m˜,b) 6= 0, then Tλ′(m˜, a) = Tλ′(m˜,b) for every dominant integral
weight λ′.
Proof. If Tλ′(m˜, a) and Tλ′(m˜,b) are both 0, then the assertion is obvious. Hence we may assume that
Tλ′(m˜,b) 6= 0. Take dominant integral weights µ, µ′ such that λ+µ = λ′+µ′. Since Tλ′(m˜,b) 6= 0, we
see that Tλ′+µ′(m˜,b) = Tλ′(m˜,b)⊗ bµ′ by Corollary 5.2 (2). Moreover, we deduce that
Tλ′+µ′(m˜, a) = Tλ+µ(m˜, a)
= Tλ(m˜, a)⊗ bµ (by Corollary 5.2 (2) since Tλ(m˜, a) 6= 0)
= Tλ(m˜,b)⊗ bµ (by the assumption)
= Tλ+µ(m˜,b) (by Corollary 5.2 (2) since Tλ(m˜,b) 6= 0)
= Tλ′+µ′(m˜,b).
From these, we obtain Tλ′+µ′(m˜, a) = Tλ′(m˜,b)⊗ bµ′ . This implies that the element Tλ′+µ′(m˜, a) must
be of the form Tλ′(m˜, a)⊗ bµ′ ; hence it follows that Tλ′(m˜, a) = Tλ′(m˜,b). This proves the lemma. 
Proposition 5.13. Let λ, λ′ be arbitrary dominant integral weights. If Tλ(m˜, a) 6= 0 and Tλ′(m˜, a) 6= 0,
then Ωi(Tλ(m˜, a)) = Ωi(Tλ′(m˜, a)).
Proof. If we write Ωi(Tλ(m˜, a)) = b = (b1, . . . , br) and Ωi(Tλ′(m˜, a)) = c = (c1, . . . , cr), then
Tλ(m˜,b) = Tλ(m˜, a) 6= 0, and
Tλ′(m˜, c) = Tλ′(m˜, a) 6= 0.
Therefore, it follows from Lemma 5.12 that
Tλ′(m˜,b) = Tλ′(m˜, a), and(2)
Tλ(m˜, c) = Tλ(m˜, a).(3)
By the definition of Ωi, we deduce that
c1 = max{a ∈ Z≥0 | e˜
a
i1Tλ′(m˜, a) 6= 0}
= max{a ∈ Z≥0 | e˜
a
i1Tλ′(m˜,b) 6= 0} (by equation (2))
≥ b1 (by the definition of Tλ′(m˜,b)).
NEWTON-OKOUNKOV BODIES FOR BOTT-SAMELSON VARIETIES AND STRING POLYTOPES 17
Similarly, equation (3) implies that c1 ≤ b1. Hence we obtain b1 = c1. Also, if we set b≥2 := (b2, . . . , br),
c≥2 := (c2, . . . , cr), and m˜≥2 := (m2, . . . ,mr−1), then
bm1̟i1 ⊗ Tλ(m˜≥2,b≥2) = e˜
b1
i1
Tλ(m˜,b) (by the definition of Tλ(m˜,b))
= e˜c1i1 Tλ(m˜,b) (since b1 = c1)
= e˜c1i1 Tλ(m˜, c) (by equation (3) since Tλ(m˜,b) = Tλ(m˜, a))
= bm1̟i1 ⊗ Tλ(m˜≥2, c≥2) (by the definition of Tλ(m˜, c)).
From this, we deduce that Tλ(m˜≥2,b≥2) = Tλ(m˜≥2, c≥2). Similarly, it follows that Tλ′(m˜≥2,b≥2) =
Tλ′(m˜≥2, c≥2). Note that Ωi≥2(Tλ(m˜≥2,b≥2)) = b≥2 and Ωi≥2(Tλ′(m˜≥2, c≥2)) = c≥2 by the definition
of Ωi, where i≥2 := (i2, . . . , ir); hence the equality b2 = c2 follows from the same argument as in the
proof of b1 = c1. Repeating this argument, we conclude that b = c. This proves the proposition. 
We define a subset Si ⊂ Z
r−1
≥0 × Z
r
≥0 by
Si := {(m˜, a) ∈ Z
r−1
≥0 × Z
r
≥0 | Ωi(Tλ(m˜, a)) = a for some λ such that Tλ(m˜, a) 6= 0},
and denote by Ci ⊂ R
r−1
≥0 × R
r
≥0 the smallest real closed cone containing Si. Note that by Proposition
5.13, we have
Si = {(m˜, a) ∈ Z
r−1
≥0 × Z
r
≥0 | Ωi(Tλ(m˜, a)) = a for all λ such that Tλ(m˜, a) 6= 0}.(4)
Proposition 5.14. For m = (m1, . . . ,mr) ∈ Zr≥0, set m˜ := (m1, . . . ,mr−1). Then, Si,m is identical to
the set of (k, a) = (k, a1, . . . , ar) ∈ Z>0 × Zr≥0 satisfying the following conditions:
(i) (km˜, a) ∈ Si;
(ii) aj ≤ kmj +
∑
j<s≤r δij ,iskms −
∑
j<s≤r cij ,isas for all 1 ≤ j ≤ r.
Here, δij ,is (resp., (ci,j)i,j∈I) denotes the Kronecker delta (resp., the Cartan matrix of g).
Proof. We take (k, a) = (k, a1, . . . , ar) ∈ Z>0 × Zr≥0, and show that (k, a) ∈ Si,m if and only if (i), (ii)
hold. We prove the “only if” part. By the definition of Si,m, if (k, a) ∈ Si,m, then it follows that
(5)
Tkmr̟ir (km˜, a) 6= 0, and
Ωi(Tkmr̟ir (km˜, a)) = a,
which implies (i) (we take kmr̟ir as a weight λ in the definition of Si). If we set m˜≥2 := (m2, . . . ,mr−1)
and a≥2 := (a2, . . . , ar), then we see from the definitions that
Tkmr̟ir (km˜, a) = f˜
a1
i1
(bkm1̟i1 ⊗ Tkmr̟ir (km˜≥2, a≥2)).
Also, the equality Ωi(Tkmr̟ir (km˜, a)) = a implies that
e˜i1(bkm1̟i1 ⊗ Tkmr̟ir (km˜≥2, a≥2)) = 0.
Therefore, we deduce that
a1 ≤ ϕi1(bkm1̟i1 ⊗ Tkmr̟ir (km˜≥2, a≥2)) (since Tkmr̟ir (km˜, a) 6= 0 by (5))
= 〈wt(bkm1̟i1 ⊗ Tkmr̟ir (km˜≥2, a≥2)), hi1〉 (by Lemma 3.3)
= 〈km1̟i1 + · · ·+ kmr̟ir − a2αi2 − · · · − arαir , hi1〉 (by the definition of Tkmr̟ir (km˜≥2, a≥2))
= km1 +
∑
1<s≤r
δi1,iskms −
∑
1<s≤r
ci1,isas.
Repeating this argument, with Tkmr̟ir (km˜, a) replaced by Tkmr̟ir (km˜≥2, a≥2), we conclude (ii). Thus
we have proved the “only if” part. Then, by reversing the arguments above, we deduce the “if” part.
This completes the proof of the proposition. 
Next we give a system of piecewise-linear inequalities defining Si. We set a(r) = (a
(r)
1 , . . . , a
(r)
r ) :=
(a1, . . . , ar), and then define a
(j−1) = (a
(j−1)
1 , . . . , a
(j−1)
j−1 ) for 1 < j ≤ r and Ψ
j,k
i
(m˜, a), 1 ≤ k < j, for
1 < j ≤ r inductively by
Ψj,k
i
(m˜, a) :=
{
max{a
(j)
l −
∑
k<s≤l cij ,isa
(j)
s +
∑
k≤s<l δij ,isms | k < l ≤ j, il = ij (= ik)} if ik = ij ,
a
(j)
k otherwise,
a
(j−1)
k := min{a
(j)
k ,Ψ
j,k
i
(m˜, a)}.
We can regard Ψj,k
i
(m˜, a) as a piecewise-linear function of m1, . . . ,mr−1 and a1, . . . , ar.
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Proposition 5.15. For an arbitrary word i ∈ Ir,
Si = {(m˜, a) ∈ Z
r−1
≥0 × Z
r
≥0 | Ψ
j,k
i
(m˜, a) ≥ 0 for all 1 ≤ k < j ≤ r}.
We will give a proof of this proposition in Appendix A; the proof is almost parallel to that of [Lit,
Lemma 1.6]. From this explicit description of Si, we obtain the following corollaries. Since Ψ
j,k
i
(m˜, a),
1 ≤ k < j ≤ r, are piecewise-linear functions, it follows that the real closed cone Ci is also given by
Ψj,k
i
(m˜, a) ≥ 0, 1 ≤ k < j ≤ r, for (m˜, a) ∈ Rr−1≥0 × R
r
≥0. Thus, we obtain the following.
Corollary 5.16. The real closed cone Ci is a finite union of rational convex polyhedral cones, and the
equality Si = Ci ∩ (Z
r−1
≥0 × Z
r
≥0) holds.
Also, we know the following from Proposition 5.14.
Corollary 5.17. For m = (m1, . . . ,mr) ∈ Zr≥0, set m˜ := (m1, . . . ,mr−1). Then, Si,m is identical to
the set of (k, a) = (k, a1, . . . , ar) ∈ Z>0 × Zr≥0 satisfying the following conditions:
(i) Ψj,l
i
(km˜, a) ≥ 0 for all 1 ≤ l < j ≤ r;
(ii) aj ≤ kmj +
∑
j<s≤r δij ,iskms −
∑
j<s≤r cij ,isas for all 1 ≤ j ≤ r.
In particular, the real closed cone Ci,m is a finite union of rational convex polyhedral cones, and the
equality Si,m = Ci,m ∩ (Z>0 × Zr≥0) holds.
Corollary 5.18. For m = (m1, . . . ,mr) ∈ Zr≥0, set m˜ := (m1, . . . ,mr−1). Then, the generalized string
polytope ∆i,m is identical to the set of a = (a1, . . . , ar) ∈ Rr≥0 satisfying the following conditions:
(i) Ψj,l
i
(m˜, a) ≥ 0 for all 1 ≤ l < j ≤ r;
(ii) aj ≤ mj +
∑
j<s≤r δij ,isms −
∑
j<s≤r cij ,isas for all 1 ≤ j ≤ r.
Corollary 5.19. The generalized string polytope ∆i,m is a finite union of rational convex polytopes,
and the equality Ωi(Bi,m) = ∆i,m ∩ Zr holds.
Proof. From condition (ii) in Corollary 5.18, we deduce that the generalized string polytope ∆i,m is
bounded, and hence compact. Also, by Corollary 5.18, it follows that the generalized string polytope
∆i,m is given by a finite number of piecewise-linear inequalities, which implies the first assertion of the
corollary. Now the second assertion is an immediate consequence of Corollary 5.17. This proves the
corollary. 
Corollary 5.20. For i ∈ I, b ∈ Bi,m, and 1 ≤ j ≤ r such that ij = i, set
Ψ˜
(j)
i (b) := max{a
(j)
l −
∑
1≤s≤l
cij ,isa
(j)
s +
∑
1≤s<l
δij ,isms | 1 ≤ l ≤ j, il = ij (= i)},
where a = (a1, . . . , ar) := Ωi(b), and a
(j) = (a
(j)
1 , . . . , a
(j)
j ) is defined as above. Then,
εi(b) =
{
max{Ψ˜
(j)
i (b) | 1 ≤ j ≤ r, ij = i} if Ψ˜
(j)
i (b) ≥ 0 for some 1 ≤ j ≤ r, ij = i,
0 otherwise.
Proof. For i ∈ I and m ∈ Z≥0, consider the generalized string parameterization Ω(i,i) for B(i,i),(m,m),
where (i, i) := (i, i1, . . . , ir) and (m,m) := (m,m1, . . . ,mr). If we write Ωi(b) = a = (a1, . . . , ar)
for b ∈ Bi,m, then we see from the definition of Ω(i,i) that Ω(i,i)(bm̟i ⊗ b) = (0, a) if and only if
εi(bm̟i⊗b) = 0, where (0, a) := (0, a1, . . . , ar). Now equation (4) implies that Ω(i,i)(bm̟i⊗b) = (0, a) if
and only if ((m,m1, . . . ,mr−1), (0, a)) ∈ S(i,i). Applying Proposition 5.15 to S(i,i), this is also equivalent
to Ψ˜
(j)
i (b) ≤ m for all 1 ≤ j ≤ r such that ij = i. Also, it follows from the assertion in Proposition
5.1 (2) for εi(b1 ⊗ b2) that εi(bm̟i ⊗ b) = 0 if and only if εi(b) ≤ m. From these, we conclude that
max{Ψ˜
(j)
i (b) | 1 ≤ j ≤ r, ij = i} ≤ m if and only if εi(b) ≤ m. This proves the corollary. 
6. Upper global bases of tensor product modules
In this section, we recall some basic facts about an upper global basis of a tensor product module,
following [Lus] and [Kas5]. Define ∆ : Uq(g)→ Uq(g)⊗Uq(g) by ∆(u) := ∆(u) for u ∈ Uq(g), where we
denote by · the Q-involution · ⊗ · : Uq(g)⊗ Uq(g)→ Uq(g)⊗ Uq(g). Also, let us write
U±q (g)ν := {u ∈ U
±
q (g) | tiut
−1
i = q
〈ν,hi〉
i u for all i ∈ I}
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for ν ∈
∑
i∈I Zαi.
Lemma 6.1 (see [Lus, Theorem 4.1.2 (a)]). Set Q≥0 :=
∑
i∈I Z≥0αi. There exists a unique family of
elements {Θν ∈ U−q (g)−ν ⊗ U
+
q (g)ν | ν ∈ Q≥0} satisfying the following conditions:
(i) Θ0 = 1⊗ 1;
(ii) for all u ∈ Uq(g) and finite-dimensional Uq(g)-modules V1, V2, the equality ∆(u) ◦Θ = Θ ◦∆(u)
holds as endomorphisms of V1 ⊗ V2, where Θ :=
∑
ν∈Q≥0
Θν.
The Θ above is called the quasi-R-matrix. By using Θ, we can construct a bar involution on V1⊗V2.
Proposition 6.2 (see [Lus, §§4.1]). For i = 1, 2, let Vi be a finite-dimensional Uq(g)-module, and · its
bar involution. Then, a Q-linear map · := Θ ◦ ( · ⊗ · ) is a bar involution on V1 ⊗ V2.
For finite-dimensional Uq(g)-modules V1, V2, and V3, we can construct bar involutions on (V1⊗V2)⊗V3
and V1⊗(V2⊗V3) by using Proposition 6.2 repeatedly. These bar involutions coincide through the natural
isomorphism (V1 ⊗ V2) ⊗ V3 ≃ V1 ⊗ (V2 ⊗ V3) (see [Lus, §§27.3]). Hence, for finite-dimensional Uq(g)-
modules V1, . . . , Vr, we obtain a (unique) bar involution on V1 ⊗ · · · ⊗ Vr by applying the proposition
repeatedly.
Proposition 6.3 (see [Lus, §§24.2 and §§27.3] and [Kas5, Section 8]). For i = 1, 2, let Vi be a finite-
dimensional Uq(g)-module, (Li,Bi) its upper crystal basis, · its bar involution, and (V
Q
i , Li, Li) a bal-
anced triple. Assume that v = v for all v ∈ V Qi ∩ Li ∩ Li.
(1) For the bar involution · on V1 ⊗ V2 defined in Proposition 6.2, (V
Q
1 ⊗ V
Q
2 , L1 ⊗L2, L1 ⊗ L2) is
a balanced triple.
(2) For the corresponding upper global basis {Gupq (b1 ⊗ b2) | b1 ∈ B1, b2 ∈ B2}, it holds that
Gupq (b1 ⊗ b2) = Gupq (b1 ⊗ b2), and that
Gupq (b1 ⊗ b2) ∈ G
up
q (b1)⊗G
up
q (b2) +
∑
wt(b1)−wt(b
′
1)∈Q>0,
wt(b′2)−wt(b2)∈Q>0
qZ[q]Gupq (b
′
1)⊗G
up
q (b
′
2),
where Q>0 := Q≥0 \ {0}.
Proof. We see from the deinition · = Θ ◦ ( · ⊗ · ) that
Gupq (b1)⊗G
up
q (b2) = Θ(G
up
q (b1)⊗G
up
q (b2)) = Θ(G
up
q (b1)⊗G
up
q (b2)) (by the assumption).
Also, it follows from [Lus, §§24.1] that
Θ(Gupq (b1)⊗G
up
q (b2)) ∈ G
up
q (b1)⊗G
up
q (b2) +
∑
wt(b1)−wt(b
′
1)∈Q>0,
wt(b′2)−wt(b2)∈Q>0
Z[q, q−1]Gupq (b
′
1)⊗G
up
q (b
′
2).
Therefore, by arguments similar to those in [Lus, §§24.2 and §§27.3], there exists a unique family of
elements {πb1⊗b2,b′1⊗b′2 ∈ qZ[q] | wt(b1)− wt(b
′
1) ∈ Q>0, wt(b
′
2)− wt(b2) ∈ Q>0} such that the element
Gupq (b1)♦G
up
q (b2) := G
up
q (b1)⊗G
up
q (b2) +
∑
wt(b1)−wt(b
′
1)∈Q>0,
wt(b′2)−wt(b2)∈Q>0
πb1⊗b2,b′1⊗b′2G
up
q (b
′
1)⊗G
up
q (b
′
2)
is invariant under the bar involution · . Since πb1⊗b2,b′1⊗b′2 ∈ qZ[q], the set {G
up
q (b1)♦G
up
q (b2) | b1 ∈
B1, b2 ∈ B2} forms an A-basis (resp., a Q[q, q−1]-basis) of L1 ⊗ L2 (resp., V
Q
1 ⊗ V
Q
2 ). Moreover, we
obtain
Gupq (b1)♦G
up
q (b2) = G
up
q (b1)♦G
up
q (b2)
∈ L1 ⊗ L2 (since G
up
q (b1)♦G
up
q (b2) ∈ L1 ⊗ L2),
which implies that the set above also forms a Q-basis of (V Q1 ⊗ V
Q
2 ) ∩ (L1 ⊗ L2) ∩ (L1 ⊗ L2). Also, by
the natural Q-linear map (V Q1 ⊗ V
Q
2 ) ∩ (L1 ⊗ L2) ∩ (L1 ⊗ L2) → (L1 ⊗ L2)/q(L1 ⊗ L2), the element
Gupq (b1)♦G
up
q (b2) is sent to b1⊗b2. Since {b1⊗b2 | b1 ∈ B1, b2 ∈ B2} forms a Q-basis of (L1⊗L2)/q(L1⊗
L2), we deduce that this Q-linear map is an isomorphism; hence we obtain part (1). Now part (2) follows
immediately from the equality Gupq (b1 ⊗ b2) = G
up
q (b1)♦G
up
q (b2). This proves the proposition. 
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For finite-dimensional Uq(g)-modules V1, . . . , Vr, the comment following Proposition 6.2 implies that
we obtain a (unique) upper global basis of V1 ⊗ · · · ⊗ Vr by using Proposition 6.3 repeatedly. In this
paper, we consider the upper global basis of Vq(λ1) ⊗ · · · ⊗ Vq(λr) constructed in this way, where we
take (V upq,Q(λk), L
up(λk), Lup(λk)) as a balanced triple for each module Vq(λk).
7. Main result
Now let us construct a basis of H0(Zi,Li,m) that has a property similar to Proposition 4.9 (1).
For dominant integral weights λ1, . . . , λr, the dual G-module (V (λ1) ⊗ · · · ⊗ V (λr))∗ is isomorphic to
V (λr)
∗⊗· · ·⊗V (λ1)∗ ≃ V (λ∗r)⊗· · ·⊗V (λ
∗
1). Also, by identifying (b1⊗· · ·⊗br)
∗ ∈ (B(λ1)⊗· · ·⊗B(λr))∗
with b∗r ⊗ · · · ⊗ b
∗
1 ∈ B(λ
∗
r)⊗ · · · ⊗ B(λ
∗
1), we have an isomorphism of crystals (B(λ1)⊗ · · · ⊗ B(λr))
∗ ≃
B(λ∗r)⊗ · · · ⊗ B(λ
∗
1). Through these identifications, the argument in Section 6 yields the specialization
of an upper global basis {Gup(b∗) | b ∈ B(λ1) ⊗ · · · ⊗ B(λr)} ⊂ (V (λ1) ⊗ · · · ⊗ V (λr))∗ at q = 1.
Recalling that Φ∗
i,m : (V (m1̟i1)⊗ · · · ⊗V (mr̟ir))
∗
։ V ∗
i,m = H
0(Zi,Li,m) is the dual of the inclusion
map Φi,m : Vi,m →֒ V (m1̟i1) ⊗ · · · ⊗ V (mr̟ir), we set G
up
i,m(b) := Φ
∗
i,m(G
up(b∗)) ∈ H0(Zi,Li,m) for
b ∈ Bi,m. The following is the main result of this paper.
Theorem 7.1. Let i ∈ Ir be an arbitrary word, and m ∈ Zr≥0. Then, the set {G
up
i,m(b) | b ∈ Bi,m}
forms a C-basis of H0(Zi,Li,m), and it holds that Ωi(b) = −vi(G
up
i,m(b)/τi,m) for all b ∈ Bi,m.
Before proving Theorem 7.1, we give some corollaries. The following is easily seen from the definitions.
Corollary 7.2. Let ω : R× Rr
∼
−→ R× Rr denote the linear automorphism given by ω(k, a) = (k,−a).
Then, Si,m = ω(S(Zi,Li,m, vi, τi,m)), Ci,m = ω(C(Zi,Li,m, vi, τi,m)), and ∆i,m = −∆(Zi,Li,m, vi, τi,m).
Corollary 7.3. The following hold.
(1) The sets Si,m and S(Zi,Li,m, vi, τi,m) are both finitely generated semigroups.
(2) The real closed cones Ci,m and C(Zi,Li,m, vi, τi,m) are both rational convex polyhedral cones,
and the equality S(Zi,Li,m, vi, τi,m) = C(Zi,Li,m, vi, τi,m) ∩ (Z>0 × Zr) holds.
(3) The generalized string polytope ∆i,m and the Newton-Okounkov body ∆(Zi,Li,m, vi, τi,m) are
both rational convex polytopes, and the equality Ωi(Bi,m) = −∆(Zi,Li,m, vi, τi,m) ∩ Zr holds.
Proof. Since C(Zi,Li,m, vi, τi,m) is a convex cone (resp., ∆(Zi,Li,m, vi, τi,m) is a convex set), part (2)
(resp., part (3)) is an immediate consequence of Corollary 5.17 (resp., Corollary 5.19). Also, part (1)
follows from part (2) and Gordan’s Lemma (see, for instance, [CLS, Proposition 1.2.17]). This proves
the corollary. 
Similarly, we obtain the following.
Corollary 7.4. The set Si is a finitely generated semigroup, and the real closed cone Ci is a rational
convex polyhedral cone.
Proof of Theorem 7.1. Define an injection
ι˜s,s+1 : V (ms+1̟is+1)⊗ · · · ⊗ V (mr̟ir ) →֒ V (ms̟is)⊗ (V (ms+1̟is+1)⊗ · · · ⊗ V (mr̟ir ))
by ι˜s,s+1(v) := vms̟is ⊗ v for s = 1, . . . , r− 1, and denote by ι˜
∗
s,s+1 : (V (ms̟is)⊗ · · · ⊗V (mr̟ir ))
∗
։
(V (ms+1̟is+1) ⊗ · · · ⊗ V (mr̟ir))
∗ the dual map. Recall that ιs,s+1 : Vi≥s+1,m≥s+1 →֒ Vi≥s,m≥s is the
restriction of ι˜s,s+1, and that ι
∗
s,s+1 : H
0(Zi≥s ,Li≥s,m≥s) ։ H
0(Zi≥s+1 ,Li≥s+1,m≥s+1) denotes its dual.
For b ∈ Bi,m, we write Ωi(b) = (a1, . . . , ar), −vi(G
up
i,m(b)/τi,m) = (a
′
1, . . . , a
′
r), and set
a′′1 := max{a ∈ Z≥0 | F
(a)
i1
Gup(b∗) 6= 0},
a′′2 := max{a ∈ Z≥0 | F
(a)
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))) 6= 0},
...
a′′r := max{a ∈ Z≥0 | F
(a)
ir
(ι˜∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι˜∗2,3(F
(a′′2 )
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))))) · · · ))) 6= 0}.
We will prove that (a1, . . . , ar) = (a
′′
1 , . . . , a
′′
r ), and that (a
′
1, . . . , a
′
r) = (a
′′
1 , . . . , a
′′
r ). First, it follows that
a′′1 = max{a ∈ Z≥0 | f˜
a
i1b
∗ 6= 0} (by the assertion in Proposition 3.7(2) for ϕi)
= max{a ∈ Z≥0 | e˜
a
i1b 6= 0} (by the definition of dual crystals)
= a1 (by the definition of Ωi).
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Also, we deduce that
(6)
F
(a′′1 )
i1
Gup(b∗) = Gup(f˜
a′′1
i1
b∗)
(by the assertions in Proposition 3.7(2) for ϕi and F
(ϕi(b))
i )
= Gup((e˜
a′′1
i1
b)∗) (by the definition of dual crystals)
= Gup((e˜a1i1 b)
∗) (since a′′1 = a1).
For b(2) ∈ Bi≥2,m≥2 defined in Definition 5.5, we have e˜
a1
i1
b = bm1̟i1 ⊗b(2). Let us identify (B(m1̟i1)⊗
(B(m2̟i2)⊗· · ·⊗B(mr̟ir )))
∗ with (B(m2̟i2)⊗· · ·⊗B(mr̟ir ))
∗⊗B(m1̟i1)
∗ by (b1⊗b2)∗ 7→ b∗2⊗b
∗
1.
Then, Proposition 6.3 (2) implies that Gup((bm1̟i1 ⊗ b(2))
∗) = Gup(b(2)∗ ⊗ b∗m1̟i1 ) is an element of
Gup(b(2)∗)⊗Gup(b∗m1̟i1 ) +
∑
b1∈B(m1̟i1 )\{bm1̟i1
},
b2∈B(m2̟i2 )⊗···⊗B(mr̟ir )
ZGup(b∗2)⊗G
up(b∗1).
Here, since Gup(b∗1)(vm1̟i1 ) = 0 for b1 6= bm1̟i1 , we deduce that ι˜
∗
1,2(G
up(b∗2)⊗G
up(b∗1)) = 0, and hence
that
ι˜∗1,2(G
up((e˜a1i1 b)
∗)) = ι˜∗1,2(G
up((bm1̟i1 ⊗ b(2))
∗)) = Gup(b(2)∗).(7)
From equations (6) and (7), it follows that
ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗)) = Gup(b(2)∗).(8)
Therefore, we conclude by induction that (a1, . . . , ar) = (a
′′
1 , . . . , a
′′
r ), and that
(9)
F
(a′′r )
ir
(ι˜∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι˜∗2,3(F
(a′′2 )
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))))) · · · )))
= F
(a′′r )
ir
(ι˜∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι˜∗2,3(F
(a′′2 )
i2
(Gup(b(2)∗)))) · · · )))
= · · · = F
(a′′r )
ir
Gup(b(r)∗) = Gup(b∗mr̟ir ).
Now recall that Φ∗
i≥s,m≥s
: (V (ms̟is) ⊗ · · · ⊗ V (mr̟ir ))
∗
։ H0(Zi≥s ,Li≥s,m≥s) is the dual of
the inclusion map Φi≥s,m≥s : Vi≥s,m≥s →֒ V (ms̟is) ⊗ · · · ⊗ V (mr̟ir ). Since Φi≥s,m≥s ◦ ιs,s+1 =
ι˜s,s+1 ◦ Φi≥s+1,m≥s+1 , we have ι
∗
s,s+1 ◦ Φ
∗
i≥s,m≥s
= (Φi≥s,m≥s ◦ ιs,s+1)
∗ = (ι˜s,s+1 ◦ Φi≥s+1,m≥s+1)
∗ =
Φ∗
i≥s+1,m≥s+1
◦ ι˜∗s,s+1. Therefore, we deduce that
F
(a′′r )
ir
(ι∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι∗2,3(F
(a′′2 )
i2
(ι∗1,2(F
(a′′1 )
i1
Gup
i,m(b))))) · · · )))
= F
(a′′r )
ir
(ι∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι∗2,3(F
(a′′2 )
i2
(ι∗1,2 ◦ Φ
∗
i,m(F
(a′′1 )
i1
Gup(b∗))))) · · · )))
= F
(a′′r )
ir
(ι∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι∗2,3 ◦ Φ
∗
i≥2,m≥2
(F
(a′′2 )
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))))) · · · )))
= · · · = Φ∗i≥r,m≥r (F
(a′′r )
ir
(ι˜∗r−1,r(F
(a′′r−1)
ir−1
(· · · (ι˜∗2,3(F
(a′′2 )
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))))) · · · ))))
= Φ∗
i≥r,m≥r
(Gup(b∗mr̟ir )) (by equation (9))
6= 0 (since Φ∗
i≥r,m≥r
(Gup(b∗mr̟ir ))(vmr̟ir ) = G
up(b∗mr̟ir )(vmr̟ir ) = 1),
and hence that F
(a′′s )
is
(ι∗s−1,s(F
(a′′s−1)
is−1
(· · · (ι∗2,3(F
(a′′2 )
i2
(ι∗1,2(F
(a′′1 )
i1
Gup
i,m(b))))) · · · ))) 6= 0 for all 1 ≤ s ≤ r.
Similarly, we see that
F
(a′′s+1)
is
(ι∗s−1,s(F
(a′′s−1)
is−1
(· · · (ι∗2,3(F
(a′′2 )
i2
(ι∗1,2(F
(a′′1 )
i1
Gup
i,m(b))))) · · · )))
= Φ∗i≥s,m≥s(F
(a′′s+1)
is
(ι˜∗s−1,s(F
(a′′s−1)
is−1
(· · · (ι˜∗2,3(F
(a′′2 )
i2
(ι˜∗1,2(F
(a′′1 )
i1
Gup(b∗))))) · · · ))))
= Φ∗
i≥s,m≥s
(0) (by the definition of a′′s )
= 0.
From these, we obtain
a′′s = max{a ∈ Z≥0 | F
(a)
is
(ι∗s−1,s(F
(a′′s−1)
is−1
(· · · (ι∗2,3(F
(a′′2 )
i2
(ι∗1,2(F
(a′′1 )
i1
Gup
i,m(b))))) · · · ))) 6= 0}
for all 1 ≤ s ≤ r. Also, Proposition 2.15 and the remark following it imply that
a′s = max{a ∈ Z≥0 | F
(a)
is
(ι∗s−1,s(F
(a′s−1)
is−1
(· · · (ι∗2,3(F
(a′2)
i2
(ι∗1,2(F
(a′1)
i1
Gup
i,m(b))))) · · · ))) 6= 0}
for all 1 ≤ s ≤ r. By using these, we conclude by induction that (a′1, . . . , a
′
r) = (a
′′
1 , . . . , a
′′
r ). Thus, we
have proved that Ωi(b) = −vi(G
up
i,m(b)/τi,m) for all b ∈ Bi,m.
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Finally, it follows from Proposition 5.7 (2) that vi(G
up
i,m(b)/τi,m), b ∈ Bi,m, are all distinct. Therefore,
Proposition 2.2 (1) implies that Gup
i,m(b), b ∈ Bi,m, are linearly independent. From this, we conclude
that {Gup
i,m(b) | b ∈ Bi,m} forms a C-basis of H
0(Zi,Li,m), since the complex dimension of H
0(Zi,Li,m)
is equal to the cardinality of Bi,m by Proposition 5.3 (3). This completes the proof of the theorem. 
8. Similar results for another valuation
In this section, we treat a certain valuation on C(Zi) and a certain parameterization for Bi,m, which
are different from the vi and Ωi, respectively. Assume that i = (i1, . . . , ir) is a reduced word for w ∈W ,
and write si := exp(Ei) exp(−Fi) exp(Ei) ∈ Pi for i ∈ I. Then, we can regard si1U
−
i1
× · · · × sirU
−
ir
as
an affine open neighborhood of (si1 , . . . , sir ) mod B
r in Zi by
si1U
−
i1
× · · · × sirU
−
ir
→֒ Zi, (si1u1, . . . , sirur) 7→ (si1u1, . . . , sirur) mod B
r.
Consider the isomorphism of varieties Cr
∼
−→ si1U
−
i1
× · · · × sirU
−
ir
given by
(t′1, . . . , t
′
r) 7→ (si1 exp(t
′
1Fi1 ), . . . , sir exp(t
′
rFir ));
using this isomorphism, we regard C(Zi) = C(si1U
−
i1
× · · · × sirU
−
ir
) as the rational function field
C(t′1, . . . , t
′
r). Let us define a valuation v
′
i
on C(Zi) to be the highest term valuation on C(t
′
1, . . . , t
′
r) with
respect to the lexicographic order < on Zr (see Example 2.4). For 1 ≤ k ≤ r, denote by V˜ (mk̟ik) the C-
subspace of V (mk̟ik) spanned by weight vectors whose weight is not equal to that of si1si2 · · · sikvmk̟ik .
Since si1si2 · · · sikvmk̟ik is an extremal weight vector, we deduce that
V (mk̟ik) = V˜ (mk̟ik)⊕ C(si1si2 · · · sikvmk̟ik ).
Define τ˜ ′
i,m ∈ (V (m1̟i1)⊗ · · · ⊗ V (mr̟ir ))
∗ by
τ˜ ′i,m(si1vm1̟i1 ⊗ si1si2vm2̟i2 ⊗ · · · ⊗ si1si2 · · · sirvmr̟ir ) = 1,
and by τ˜ ′
i,m(v1 ⊗ · · · ⊗ vr) = 0 if there exists 1 ≤ k ≤ r such that vk ∈ V˜ (mk̟ik). Let us set τ
′
i,m :=
Φ∗
i,m(τ˜
′
i,m) ∈ H
0(Zi,Li,m). In this section, we study the Newton-Okounkov body ∆(Zi,Li,m, v′i, τ
′
i,m).
Let us prove a lemma similar to Lemma 2.13.
Lemma 8.1. (1) The section τ ′
i,m does not vanish on si1U
−
i1
× · · · × sirU
−
ir
(→֒ Zi). In particular,
σ/τ ′
i,m ∈ C[t
′
1, . . . , t
′
r] for all σ ∈ H
0(Zi,Li,m).
(2) It holds that Ei1τ
′
i,m = 0 in H
0(Zi,Li,m).
Proof. Denote by Uβ the root subgroup corresponding to a root β. Let us set β1 := αi1 , β2 :=
si1(αi2 ), . . . , βr := si1si2 · · · sir−1(αir ). It is well-known that these roots β1, . . . , βr are positive (see
[Hum, §§10.2]). Recall that Φ∗
i,m is identical to the surjection Ψ
∗
i,m defined in §§2.2, and that
Ψi,m((si1u1, . . . , sirur) mod B
r) = C(v′u1 ⊗ v
′
u1,u2 ⊗ · · · ⊗ v
′
u1,...,ur )
for u1 ∈ U
−
i1
, . . . , ur ∈ U
−
ir
, where we set v′u1,...,uk := (si1u1)(si2u2) · · · (sikuk)vmk̟ik for 1 ≤ k ≤ r.
Since (si1U
−
i1
)(si2U
−
i2
) · · · (sikU
−
ik
) = Uβ1Uβ2 · · ·Uβksi1si2 · · · sik , it follows that
v′u1,...,uk ∈ si1si2 · · · sikvmk̟ik + V˜ (mk̟ik).
Hence we deduce from the definition of τ˜ ′
i,m that τ˜
′
i,m(v
′
u1 ⊗ v
′
u1,u2 ⊗ · · · ⊗ v
′
u1,...,ur) = 1, which implies
part (1) since τ ′
i,m = Φ
∗
i,m(τ˜
′
i,m). Also, the element v
′
u1,...,uk is a linear combination of weight vectors
whose weight is an element of
si1si2 · · · sik(mk̟ik) +
∑
1≤j≤k
Z≥0βj .
Since β1, . . . , βk are positive roots, we conclude that Ei1v
′
u1,...,uk
∈ V˜ (mk̟ik). From this, it follows that
(Ei1 τ˜
′
i,m)(v
′
u1 ⊗ v
′
u1,u2 ⊗ · · · ⊗ v
′
u1,...,ur )
= − τ˜ ′
i,m(Ei1(v
′
u1 ⊗ v
′
u1,u2 ⊗ · · · ⊗ v
′
u1,...,ur ))
= −
∑
1≤k≤r
τ˜ ′i,m(v
′
u1 ⊗ · · · ⊗ Ei1v
′
u1,...,uk ⊗ · · · ⊗ v
′
u1,...,ur ) = 0,
and hence that the section Ei1τ
′
i,m is identically zero on si1U
−
i1
×· · ·×sirU
−
ir
. Now, since Zi is irreducible,
we conclude part (2). This proves the lemma. 
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For b ∈ Bi,m, define Ω′i(b) = (a
′
1, . . . , a
′
r) ∈ Z
r
≥0 by
a′k := max{a ∈ Z≥0 | f˜
a
ik(b(k)) 6= 0}
for k = 1, . . . , r, where b(k) ∈ Bi≥k,m≥k is the element defined in Definition 5.5. Replacing Ωi by Ω
′
i
in
the definitions of Si,m, Ci,m, and ∆i,m, we obtain S
′
i,m ⊂ Z>0 × Z
r, C′
i,m ⊂ R≥0 × R
r, and ∆′
i,m ⊂ R
r.
The following is the main result of this section.
Theorem 8.2. Let i ∈ Ir be an arbitrary reduced word.
(1) For all m ∈ Zr≥0 and b ∈ Bi,m, it follows that Ω
′
i
(b) = −v′
i
(Gup
i,m(b)/τ
′
i,m). In particular, S
′
i,m =
ω(S(Zi,Li,m, v′i, τ
′
i,m)), C
′
i,m = ω(C(Zi,Li,m, v
′
i
, τ ′
i,m)), and ∆
′
i,m = −∆(Zi,Li,m, v
′
i
, τ ′
i,m), where
ω : R× Rr
∼
−→ R× Rr is the linear automorphism given by ω(k, a) = (k,−a).
(2) There exist explicit unimodular r × r-matrices A and B such that Si,m = ΞA,B(S ′i,m), Ci,m =
ΞA,B(C′i,m), and ∆i,m = A∆
′
i,m +Bm for all m ∈ Z
r
≥0, where ΞA,B : R× R
r ∼−→ R× Rr is the
linear automorphism given by ΞA,B(k, a) = (k,Aa+ kBm).
The following is an immediate consequence of Corollary 7.3.
Corollary 8.3. The following hold.
(1) The sets S ′
i,m and S(Zi,Li,m, v
′
i
, τ ′
i,m) are both finitely generated semigroups.
(2) The real closed cones C′
i,m and C(Zi,Li,m, v
′
i
, τ ′
i,m) are both rational convex polyhedral cones,
and the equality S(Zi,Li,m, v′i, τ
′
i,m) = C(Zi,Li,m, v
′
i
, τ ′
i,m) ∩ (Z>0 × Z
r) holds.
(3) The set ∆′
i,m and the Newton-Okounkov body ∆(Zi,Li,m, v
′
i
, τ ′
i,m) are both rational convex poly-
topes, and the equality Ω′
i
(Bi,m) = −∆(Zi,Li,m, v′i, τ
′
i,m) ∩ Z
r holds.
In order to prove Theorem 8.2, we need some lemmas.
Lemma 8.4. If Ωi(b) = (a1, . . . , ar) and Ω
′
i
(b) = (a′1, . . . , a
′
r) for b ∈ Bi,m, then ak = mk − a
′
k +∑
k<j≤r(δik,ijmj − cik,ijaj) for all 1 ≤ k ≤ r; here, (ci,j)i,j∈I denotes the Cartan matrix of g.
Proof. Since bmk̟ik ⊗ b(k + 1) = e˜
ak
ik
b(k), the number ak + a
′
k (= εik(b(k)) + ϕik(b(k))) is equal to
εik(bmk̟ik ⊗ b(k + 1)) + ϕik(bmk̟ik ⊗ b(k + 1)) = 〈wt(bmk̟ik ⊗ b(k + 1)), hik〉
(by Lemma 3.3 since e˜ik(bmk̟ik ⊗ b(k + 1)) = 0).
Now the proof of Proposition 5.7 (1) implies that
b(k + 1) = f˜
ak+1
ik+1
(bmk+1̟ik+1 ⊗ f˜
ak+2
ik+2
(bmk+2̟ik+2 ⊗ · · · ⊗ f˜
ar−1
ir−1
(bmr−1̟ir−1 ⊗ f˜
ar
ir
(bmr̟ir )) · · · ));
hence it follows that
〈wt(bmk̟ik ⊗ b(k + 1)), hik〉 = mk +
∑
k<j≤r
(δik,ijmj − cik,ijaj).
From these, the assertion of the lemma follows immediately. 
Let R2r → Rr, (a′1, . . . , a
′
r,m1, . . . ,mr) 7→ (a1, . . . , ar), be the linear map given by
ar := mr − a
′
r,
ar−1 := mr−1 − a
′
r−1 + δir−1,irmr − cir−1,irar,
...
a1 := m1 − a
′
1 +
∑
1<j≤r
δi1,ijmj −
∑
1<j≤r
ci1,ijaj ,
and let A and B be r × r-matrices given bya1...
ar
 = A
a
′
1
...
a′r
+B
m1...
mr
 .
Then, A (resp., B) is an upper triangular matrix with diagonal entries −1 (resp., 1), and all the entries
of A and B are polynomials in ci,j , i, j ∈ I, with coefficients in Z. In particular, these matrices are
unimodular. We see from Lemma 8.4 that Ωi(b) = AΩ
′
i
(b) + Bm for all m ∈ Zr≥0 and b ∈ Bi,m.
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This proves part (2) of Theorem 8.2. Moreover, the generalized string parameterization Ωi(b) can be
reconstructed from Ω′
i
(b). Hence we conclude the following from Proposition 5.7 (2).
Lemma 8.5. If b, b′ ∈ Bi,m are such that b 6= b′, then Ω′i(b) 6= Ω
′
i
(b′).
Proof of Theorem 8.2 (1). Form ∈ Zr≥0 and b ∈ Bi,m, we write Ωi(b) = (a1, . . . , ar), Ω
′
i
(b) = (a′1, . . . , a
′
r)
and −v′
i
(Gup
i,m(b)/τ
′
i,m) = (a
′′
1 , . . . , a
′′
r ). Define an injection ι
′
k,k+1 : Vi≥k+1,m≥k+1 →֒ Vi≥k,m≥k by
v 7→ sik(vmk̟ik ⊗ v), and let (ι
′
k,k+1)
∗ : H0(Zi≥k ,Li≥k,m≥k) ։ H
0(Zi≥k+1 ,Li≥k+1,m≥k+1) denote the
dual map; note that ι′k,k+1 = sik ◦ ιk,k+1, and hence that (ι
′
k,k+1)
∗ = (sik ◦ ιk,k+1)
∗ = ι∗k,k+1 ◦ sik . If we
set Ui := exp(CEi) for i ∈ I, then it follows from the equality si1U
−
i1
= Ui1si1 that the root subgroup
Ui1 acts on si1U
−
i1
× · · · × sirU
−
ir
on the left by
u · (si1u1, . . . , sirur) := (usi1u1, si2u2, . . . , sirur)
for u ∈ Ui1 , u1 ∈ U
−
i1
, . . . , ur ∈ U
−
ir
. This induces left actions of Ui1 and Lie(Ui1) = CEi1 on C[t
′
1, . . . , t
′
r]
(= C[si1U
−
i1
× · · · × sirU
−
ir
]); since we have exp(tEi1)si1 exp(t
′
1Fi1) = si1 exp((t + t
′
1)Fi1 ) for t, t
′
1 ∈ C,
these actions are given by
exp(tEi1) · f(t
′
1, . . . , t
′
r) = f(t
′
1 − t, . . . , t
′
r), and hence
Ei1 · f(t
′
1, . . . , t
′
r) = −
∂
∂t′1
f(t′1, . . . , t
′
r)
for t ∈ C and f(t′1, . . . , t
′
r) ∈ C[t
′
1, . . . , t
′
r]. Hence, by the same arguments as in the proof of Proposition
2.15 and in the remark following it, we obtain that
a′′1 = max{a ∈ Z≥0 | E
(a)
i1
Gup
i,m(b) 6= 0},
a′′2 = max{a ∈ Z≥0 | E
(a)
i2
((ι′1,2)
∗(E
(a′′1 )
i1
Gup
i,m(b))) 6= 0},
...
a′′r = max{a ∈ Z≥0 | E
(a)
ir
((ι′r−1,r)
∗(E
(a′′r−1)
ir−1
(· · · ((ι′2,3)
∗(E
(a′′2 )
i2
((ι′1,2)
∗(E
(a′′1 )
i1
Gup
i,m(b))))) · · · ))) 6= 0}.
Now let us define an injection
ι˜′k,k+1 : V (mk+1̟ik+1)⊗ · · · ⊗ V (mr̟ir ) →֒ V (mk̟ik)⊗ (V (mk+1̟ik+1)⊗ · · · ⊗ V (mr̟ir))
by ι˜′k,k+1(v) := sik(vmk̟ik ⊗ v) for 1 ≤ k ≤ r − 1, and denote by (ι˜
′
k,k+1)
∗ : (V (mk̟ik) ⊗ · · · ⊗
V (mr̟ir ))
∗
։ (V (mk+1̟ik+1) ⊗ · · · ⊗ V (mr̟ir))
∗ the dual map. Note that ι′k,k+1 : Vi≥k+1,m≥k+1 →֒
Vi≥k,m≥k is the restriction of ι˜
′
k,k+1. Here, we deduce that
a′1 = ϕi1(b) (by the definition of Ω
′
i)
= εi1(b
∗) (by the definition of dual crystals);
hence the assertion of Proposition 3.7 (2) for E
(εi(b))
i implies that E
(a′1)
i1
Gup(b∗) = Gup(e˜
a′1
i1
b∗). In
addition, the assertion of Proposition 3.7 (2) for εi(b) implies that Ei1G
up(e˜
a′1
i1
b∗) = 0. Therefore, by
the standard representation theory of sl2(C) (see [Hum, Section 7 and §§21.2 (6)]), we see that
si1G
up(e˜
a′1
i1
b∗) = cF
(ϕi1(e˜
a′1
i1
b∗))
i1
Gup(e˜
a′1
i1
b∗)
for some c ∈ C\{0}; here, note that ϕi1 (e˜
a′1
i1
b∗) = max{a ∈ Z≥0 | F
(a)
i1
Gup(e˜
a′1
i1
b∗) 6= 0} (see the assertion
in Proposition 3.7 (2) for ϕi(b)). Also, it holds that
F
(ϕi1(e˜
a′1
i1
b∗))
i1
Gup(e˜
a′1
i1
b∗) = Gup(f˜
ϕi1 (b
∗)
i1
b∗) (by the assertion in Proposition 3.7(2) for F
(ϕi(b))
i )
= Gup((e˜
εi1 (b)
i1
b)∗) (by the definition of dual crystals)
= Gup((e˜a1i1 b)
∗) (by the definition of Ωi).
From these, it follows that
(ι˜′1,2)
∗(E
(a′1)
i1
Gup(b∗)) = ι˜∗1,2(cG
up((e˜a1i1 b)
∗))
= cGup(b(2)∗) (by equation (7) in the proof of Theorem 7.1).
Therefore, by the same argument as in the proof of Theorem 7.1, we conclude part (1) of Theorem
8.2. 
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Appendix A. Proof of Proposition 5.15
In this appendix, we give the (postponed) proof of Proposition 5.15. We proceed by induction on r.
If r = 1, then it is obvious from the definition that Si = Z≥0; hence the assertion is obvious. Let r ≥ 2,
and take (m˜, a) ∈ Zr−1≥0 ×Z
r
≥0. For the induction step, it suffices to prove that (m˜, a) ∈ Si if and only if
(10) (m˜≤r−2, a
(r−1)) ∈ Si≤r−1 and Ψ
r,k
i
(m˜, a) ≥ 0 for all 1 ≤ k ≤ r − 1,
where we set m˜≤r−2 := (m1, . . . ,mr−2) and i≤r−1 := (i1, . . . , ir−1). We prove the “if” part. Let us fix
(m˜, a) ∈ Zr−1≥0 × Z
r
≥0 satisfying (10), and take a dominant weight λ such that 〈λ, hi〉 ≫ 0 for all i ∈ I.
Then, by the tensor product rule for crystals (the assertion in Proposition 5.1 (2) for f˜i), we see that
Tλ(m˜, a) 6= 0. Set m := 〈λ, hir 〉 and λ
′ := mr−1̟ir−1 +(λ−m̟ir). Since 〈λ−m̟ir , hir 〉 = 0, Lemma
3.3 implies that ϕir (bλ−m̟ir ) = 0. Therefore, if we identify bλ with bλ−m̟ir ⊗ bm̟ir , then it follows
from Corollary 5.2 (3) that f˜arir bλ = bλ−m̟ir ⊗ f˜
ar
ir
bm̟ir ; below, we will identify bmr−1̟ir−1 ⊗ f˜
ar
ir
bλ
with bλ′ ⊗ f˜
ar
ir
bm̟ir . Now we define a
′ = (a′1, . . . , a
′
r−1) ∈ Z
r−1
≥0 inductively by
f˜
ar−1
ir−1
(bλ′ ⊗ f˜
ar
ir
bm̟ir )
= f˜
a′r−1
ir−1
bλ′ ⊗ f˜
ar−1−a
′
r−1
ir−1
f˜arir bm̟ir ,
f˜
ar−2
ir−2
(bmr−2̟ir−2 ⊗ f˜
a′r−1
ir−1
bλ′ ⊗ f˜
ar−1−a
′
r−1
ir−1
f˜arir bm̟ir )
= f˜
a′r−2
ir−2
(bmr−2̟ir−2 ⊗ f˜
a′r−1
ir−1
bλ′)⊗ f˜
ar−2−a
′
r−2
ir−2
f˜
ar−1−a
′
r−1
ir−1
f˜arir bm̟ir ,
...
namely,
f˜akik
(
bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
′
≥k+1)⊗ f˜
ak+1−a
′
k+1
ik+1
· · · f˜
ar−1−a
′
r−1
ir−1
f˜arir bm̟ir
)
= f˜
a′k
ik
(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
′
≥k+1))⊗ f˜
ak−a
′
k
ik
f˜
ak+1−a
′
k+1
ik+1
· · · f˜
ar−1−a
′
r−1
ir−1
f˜arir bm̟ir ;
here we set m˜[k+1,r−2] := (mk+1, . . . ,mr−2) and a
′
≥k+1 := (a
′
k+1, . . . , a
′
r−1).
Lemma A.1. For 1 ≤ k ≤ r − 1 with ik 6= ir, the following hold.
(1) e˜ik f˜
a
ir
bm̟ir = 0 for all a ∈ Z≥0.
(2) a′k = ak = a
(r−1)
k .
Proof. For a dominant integral weight λ, we see from the definition that
B(λ) = {f˜j1 · · · f˜jlbλ | l ∈ Z≥0, j1, . . . , jl ∈ I} \ {0};
hence it follows that wt(b) ∈ λ−Q≥0 for all b ∈ B(λ), where Q≥0 :=
∑
i∈I Z≥0αi. Now, since
wt(e˜ik f˜
a
irbm̟ir ) = αik − aαir +m̟ir /∈ m̟ir −Q≥0
for every a ∈ Z≥0, we deduce that e˜ik f˜
a
ir
bm̟ir = 0. This proves part (1). In order to prove part (2), we
proceed by descending induction on k. Take 1 ≤ k ≤ r− 1 with ik 6= ir, and assume that part (2) holds
for all k < j ≤ r − 1 with ij 6= ir; in particular, we have a′j = aj for all k < j ≤ r − 1 with ij 6= ir. By
the definitions of a′k+1, . . . , a
′
r−1, this implies that the element Tλ(m˜≥k+1, a≥k+1) must be of the form
Tλ′(m˜[k+1,r−2], a
′
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir ,
where m˜≥k+1 := (mk+1, . . . ,mr−1), a≥k+1 := (ak+1, . . . , ar), and lk+1 :=
∑
k+1≤j≤r−1; ij=ir
(aj − a′j).
It follows from the definition of λ′ that 〈λ′, hik〉 = mr−1〈̟ir−1 , hik〉 + 〈λ, hik〉 ≫ 0, which implies
that f˜akik (bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
′
≥k+1)) 6= 0 by the tensor product rule for crystals (the assertion
in Proposition 5.1 (2) for f˜i). Since e˜ik f˜
ar+lk+1
ir
bm̟ir = 0 by part (1), Corollary 5.2 (2) implies that
a′k = ak. Also, it follows from the definition that a
(r−1)
k = a
(r)
k = ak. From these, we conclude part (2).
This proves the lemma. 
Lemma A.2. For all 1 ≤ k ≤ r − 1,
Tλ(m˜≥k, a≥k) = Tλ′(m˜[k,r−2], a
′
≥k)⊗ f˜
ar+lk
ir
bm̟ir ,
where lk :=
∑
k≤j≤r−1; ij=ir
(aj − a′j).
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Proof. We see from Lemma A.1 (2) that a′j = aj for all k ≤ j ≤ r − 1 with ij 6= ir. This implies the
lemma by the definitions of a′k, . . . , a
′
r−1. 
We will show that
(11)k a
′
k = a
(r−1)
k and e˜ik(bmk̟ik ⊗ Tλ(m˜≥k+1, a≥k+1)) = 0
for 1 ≤ k ≤ r − 1 by descending induction on k. Note that if k = r − 1, then the element bmk̟ik ⊗
Tλ(m˜≥k+1, a≥k+1) is identified with bλ′ ⊗ f˜
ar
ir
bm̟ir . If ir−1 6= ir, then the first assertion of (11)r−1
is just Lemma A.1 (2). Also, it follows from Lemma A.1 (1) that e˜ir−1 f˜
ar
ir
bm̟ir = 0, and hence that
e˜ir−1(bλ′ ⊗ f˜
ar
ir
bm̟ir ) = 0. This proves (11)r−1 when ir−1 6= ir. If ir−1 = ir, then it holds that
Ψr,r−1
i
(m˜, a) = mr−1 − ar (by the definition)
= ϕir−1 (bλ′)− εir−1(f˜
ar
ir
bm̟ir ) (by Lemma 3.3 and the equality ir−1 = ir).
Therefore, Corollary 5.2 (1) implies that
a′r−1 = min{ar−1,Ψ
r,r−1
i
(m˜, a)}
= a
(r−1)
r−1 (by the definition of a
(r−1)
r−1 ).
Moreover, we deduce from the (assumed) inequality Ψr,r−1
i
(m˜, a) ≥ 0 that ϕir−1 (bλ′) ≥ εir−1(f˜
ar
ir
bm̟ir );
hence, by the tensor product rule for crystals (see Proposition 5.1 (2)), we obtain
e˜ir−1(bλ′ ⊗ f˜
ar
ir
bm̟ir ) = e˜ir−1bλ′ ⊗ f˜
ar
ir
bm̟ir = 0.
This proves (11)r−1 when ir−1 = ir. Now assume that k < r − 1, and that (11)j holds for every
k + 1 ≤ j ≤ r − 1. Then, it follows that
(12)
Tλ(m˜≥k+1, a≥k+1) = Tλ′(m˜[k+1,r−2], a
′
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir (by Lemma A.2)
= Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir (by the induction hypothesis).
We see from equation (4) and the assumption (m˜≤r−2, a
(r−1)) ∈ Si≤r−1 (see (10)) that
Ωi≤r−1(Tλ′(m˜≤r−2, a
(r−1))) = a(r−1),
which implies that
(13) e˜ik(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)) = 0.
We first consider the case that ik 6= ir. Recall that, in this case, the first assertion of (11)k is just
Lemma A.1 (2). Moreover, we deduce that
e˜ik(bmk̟ik ⊗ Tλ(m˜≥k+1, a≥k+1))
= e˜ik
(
bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir
)
(by equation (13))
= 0 (by equation (13) and Lemma A.1 (1)).
This proves (11)k when ik 6= ir. We next consider the case that ik = ir. In this case, we have
εik(f˜
ar+lk+1
ir
bm̟ir ) = ar + lk+1 (since ik = ir)
= ar +
∑
k+1≤j≤r−1; ij=ir
(aj − a
′
j) (by the definition of lk+1)
= ar +
∑
k+1≤j≤r−1; ij=ir
(aj − a
(r−1)
j ) (by the induction hypothesis).
Also, equation (13) and Lemma 3.3 imply that
ϕik (bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)) = 〈wt(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)), hik〉
= 〈mk̟ik +
∑
k+1≤j≤r−2
mj̟ij −
∑
k+1≤j≤r−1
a
(r−1)
j αij + λ
′, hik〉
(by the definition of Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1))
=
∑
k≤j≤r−1
mjδik,ij −
∑
k+1≤j≤r−1
cik,ija
(r−1)
j
(since λ′ = mr−1̟ir−1 + (λ−m̟ir ) and 〈λ−m̟ir , hir〉 = 0).
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From these, we deduce that
ϕik(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1))− εik(f˜
ar+lk+1
ir
bm̟ir )
=
∑
k≤j≤r−1
mjδik,ij −
∑
k+1≤j≤r−1
cik,ija
(r−1)
j − (ar +
∑
k+1≤j≤r−1; ij=ir
(aj − a
(r−1)
j )).
By using the equality a
(r−1)
j = min{aj,Ψ
r,j
i
(m˜, a)}, it is not hard to verify that this is equal to
Ψr,k
i
(m˜, a). Therefore, we conclude from the definition of a
(r−1)
k and Corollary 5.2 (1) that
f˜akik (bmk̟ik ⊗ Tλ(m˜≥k+1, a≥k+1))
= f˜akik
(
bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir
)
(by equation (13))
= f˜
a
(r−1)
k
ik
(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1))⊗ f˜
ar+lk+1+ak−a
(r−1)
k
ir
bm̟ir ,
from which it follows that a′k = a
(r−1)
k by the definition of a
′
k. Moreover, we deduce from the (assumed)
inequality Ψr,k
i
(m˜, a) ≥ 0 and the tensor product rule for crystals (see Proposition 5.1 (2)) that
e˜ik(bmk̟ik ⊗ Tλ(m˜≥k+1, a≥k+1))
= e˜ik
(
bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1)⊗ f˜
ar+lk+1
ir
bm̟ir
)
(by equation (13))
= e˜ik(bmk̟ik ⊗ Tλ′(m˜[k+1,r−2], a
(r−1)
≥k+1))⊗ f˜
ar+lk+1
ir
bm̟ir
= 0 (by equation (13)).
Thus, we obtain (11)k when ik = ir. This proves (11)k for all 1 ≤ k ≤ r − 1. Note that the second
assertion of (11)k for 1 ≤ k ≤ r − 1 implies that Ωi(Tλ(m˜, a)) = a. This proves the “if” part. Finally,
by reversing the arguments above, we can prove the “only if” part. This completes the proof of the
proposition.
Appendix B. Some examples of string polytopes for generalized Demazure modules
Here, we compute the explicit forms of Si and ∆i,m for some i and m by using Proposition 5.15 and
Corollary 5.18. First, we consider some reduced words for w0.
Example B.1. If G = SL3(C) (of type A2) and i = (1, 2, 1), i
′ = (2, 1, 2), which are reduced words for
w0, then we have
Si = Si′ = {(m1,m2, a1, a2, a3) ∈ Z
2
≥0 × Z
3
≥0 | a2 − a3 +m1 ≥ 0}.
Also, for m = (m1,m2,m3) ∈ Z3≥0, the generalized string polytope ∆i,m = ∆i′,m is identical to the
following polytope:
{(a1, a2, a3) ∈ R
3
≥0 | a3 ≤ m3, a3 −m1 ≤ a2 ≤ a3 +m2, a1 ≤ a2 − 2a3 +m1 +m3}.
In particular, for m = (1, 1, 1), we have
∆i,m = ∆i′,m = {(a1, a2, a3) ∈ R
3
≥0 | a3 ≤ 1, a2 ≤ a3 + 1, a1 ≤ a2 − 2a3 + 2};
see the figure below.
Example B.2. If G = Sp4(C) (of type C2) and i = (1, 2, 1, 2), i
′ = (2, 1, 2, 1), which are reduced words
for w0, then Si and Si′ are identical to the sets of (m1, . . . ,m3, a1, . . . , a4) ∈ Z3≥0 × Z
4
≥0 satisfying the
inequalities:
a3 − a4 +m2 ≥ 0, 2a2 − a3 +m1 ≥ 0, a3 − 2a4 +m1 + 2m2 ≥ 0, and
2a3 − a4 +m2 ≥ 0, a2 − a3 +m1 ≥ 0, a3 − a4 +m1 +m2 ≥ 0, respectively.
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Also, for m = (m1, . . . ,m4) ∈ Z4≥0, the generalized string polytopes ∆i,m and ∆i′,m are identical to the
sets of (a1, . . . , a4) ∈ R4≥0 satisfying the conditions:
(m1, . . . ,m3, a1, . . . , a4) ∈ Si,
a4 ≤ m4, a3 ≤ 2a4 +m3,
a2 ≤ a3 − 2a4 +m2 +m4, a1 ≤ 2a2 − 2a3 + 2a4 +m1 +m3, and
(m1, . . . ,m3, a1, . . . , a4) ∈ Si′ ,
a4 ≤ m4, a3 ≤ a4 +m3,
a2 ≤ 2a3 − 2a4 +m2 +m4, a1 ≤ a2 − 2a3 + a4 +m1 +m3, respectively.
In particular, for m = (1, 1, 1, 1), the generalized string polytopes ∆i,m and ∆i′,m are given by the
inequalities:
0 ≤ a4 ≤ 1, 0 ≤ a3 ≤ 2a4 + 1,
1
2
(a3 − 1) ≤ a2 ≤ a3 − 2a4 + 2, 0 ≤ a1 ≤ 2a2 − 2a3 + 2a4 + 2, and
0 ≤ a4 ≤ 1, 0 ≤ a3 ≤ a4 + 1,
a3 − 1 ≤ a2 ≤ 2a3 − 2a4 + 2, 0 ≤ a1 ≤ a2 − 2a3 + a4 + 2, respectively.
Example B.3. If G is of type G2, and i = (1, 2, 1, 2, 1, 2), i
′ = (2, 1, 2, 1, 2, 1), which are reduced words
for w0, then Si and Si′ are identical to the sets of (m1, . . .m5, a1, . . . , a6) ∈ Z5≥0 × Z
6
≥0 satisfying the
inequalities:
3a2 − a3 +m1 ≥ 0, a3 − a4 +m2 ≥ 0,
3a4 − a5 +m3 ≥ 0, a5 − a6 +m4 ≥ 0,
2a3 − 3a4 +m1 + 3m2 ≥ 0, 2a4 − a5 +m2 +m3 ≥ 0,
2a5 − 3a6 +m3 + 3m4 ≥ 0, 3a4 − 2a5 +m1 + 3m2 + 2m3,
a5 − 2a6 +m2 +m3 + 2m4 ≥ 0, a5 − 3a6 +m1 + 3m2 + 2m3 + 3m4 ≥ 0, and
a2 − a3 +m1 ≥ 0, 3a3 − a4 +m2 ≥ 0,
a4 − a5 +m3 ≥ 0, 3a5 − a6 +m4 ≥ 0,
2a3 − a4 +m1 +m2 ≥ 0, 2a4 − 3a5 +m2 + 3m3 ≥ 0,
2a5 − a6 +m3 +m4 ≥ 0, a4 − 2a5 +m1 +m2 + 2m3,
3a5 − 2a6 +m2 + 3m3 + 2m4 ≥ 0, a5 − a6 +m1 +m2 + 2m3 +m4 ≥ 0, respectively.
Also, for m = (m1, . . . ,m6) ∈ Z6≥0, the generalized string polytopes ∆i,m and ∆i′,m are identical to the
sets of (a1, . . . , a6) ∈ R6≥0 satisfying the conditions:
(m1, . . .m5, a1, . . . , a6) ∈ Si,
a6 ≤ m6, a5 ≤ 3a6 +m5,
a4 ≤ a5 − 2a6 +m4 +m6, a3 ≤ 3a4 − 2a5 + 3a6 +m3 +m5,
a2 ≤ a3 − 2a4 + a5 − 2a6 +m2 +m4 +m6,
a1 ≤ 3a2 − 2a3 + 3a4 − 2a5 + 3a6 +m1 +m3 +m5, and
(m1, . . .m5, a1, . . . , a6) ∈ Si′ ,
a6 ≤ m6, a5 ≤ a6 +m5,
a4 ≤ 3a5 − 2a6 +m4 +m6, a3 ≤ a4 − 2a5 + a6 +m3 +m5,
a2 ≤ 3a3 − 2a4 + 3a5 − 2a6 +m2 +m4 +m6,
a1 ≤ a2 − 2a3 + a4 − 2a5 + a6 +m1 +m3 +m5, respectively.
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In particular, for m = (1, 1, 1, 1, 1, 1) ∈ Z6≥0, the generalized string polytopes ∆i,m and ∆i′,m are given
by the inequalities:
0 ≤ a6 ≤ 1, 0 ≤ a5 ≤ 3a6 + 1,
1
3
(a5 − 1) ≤ a4 ≤ a5 − 2a6 + 2,
max{a4 − 1,
1
2
(3a4 − 4)} ≤ a3 ≤ 3a4 − 2a5 + 3a6 + 2,
1
3
(a3 − 1) ≤ a2 ≤ a3 − 2a4 + a5 − 2a6 + 3,
0 ≤ a1 ≤ 3a2 − 2a3 + 3a4 − 2a5 + 3a6 + 3, and
0 ≤ a6 ≤ 1, 0 ≤ a5 ≤ a6 + 1,
a5 − 1 ≤ a4 ≤ 3a5 − 2a6 + 2,
max{
1
3
(a4 − 1),
1
2
(a4 − 2)} ≤ a3 ≤ a4 − 2a5 + a6 + 2,
a3 − 1 ≤ a2 ≤ 3a3 − 2a4 + 3a5 − 2a6 + 3,
0 ≤ a1 ≤ a2 − 2a3 + a4 − 2a5 + a6 + 3, respectively.
Next, we consider some nonreduced words.
Example B.4. If G = SL2(C) (of type A1), and i = (1, 1, 1), which is a nonreduced word, then we
have
Si = {(m1,m2, a1, a2, a3) ∈ Z
2
≥0 × Z
3
≥0 | m1 − a2 ≥ 0, m2 − a3 ≥ 0}.
Also, for m = (m1,m2,m3) ∈ Z3≥0, the generalized string polytope ∆i,m is identical to the set of
(a1, a2, a3) ∈ R3≥0 satisfying the inequalities:
a3 ≤ min{m2,m3}, a2 ≤ min{m1,m2 +m3 − 2a3},
a1 ≤ m1 +m2 +m3 − 2a2 − 2a3.
In particular, for m = (1, 1, 1), we have
∆i,m = {(a1, a2, a3) ∈ R
3
≥0 | a3 ≤ 1, a2 ≤ min{1, 2(1− a3)}, a1 ≤ 3− 2a2 − 2a3};
see the figure below.
Note that this is not a lattice polytope since it has (0, 1, 12 ) as a vertex.
Example B.5. If G = SL3(C) and i = (1, 2, 1, 2), which is a nonreduced word, then we have
Si = {(m1, . . . ,m3, a1, . . . , a4) ∈ Z
3
≥0 × Z
4
≥0 | m1 + a2 − a3 ≥ 0, m2 + a3 − a4 ≥ 0, m1 +m2 − a4 ≥ 0}.
Also, for m = (m1, . . . ,m4) ∈ Z4≥0, the generalized string polytope ∆i,m is identical to the set of
(a1, . . . , a4) ∈ R4≥0 satisfying the inequalities:
a4 ≤ min{m1 +m2,m4}, a4 −m2 ≤ a3 ≤ a4 +m3,
a3 −m1 ≤ a2 ≤ a3 − 2a4 +m2 +m4, a1 ≤ a2 − 2a3 + a4 +m1 +m3.
Example B.6. If mr ≥ 1, and ms, 1 ≤ s ≤ r − 1, are sufficiently larger than ms+1, . . . ,mr, then
we have Ψj,l
i
(m˜, a) ≥ 0 for all a ∈ Rr≥0. Therefore, the generalized string polytope ∆i,m is given by
equalities (ii) in Corollary 5.18. This polytope has 2r vertices and 2r facets of dimension r − 1.
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