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Sažetak
Ovim završnim radom predstavljen je inteligentni sustav na bazi umjetne neuronske
mreže. Modeliranjem i izgradnjom sustava klasificiraju se kandidati koji se žele upisati
na Međimursko veleučilište. Putem inteligentnog sustava izgrađen je hibridni model,
kojeg čini sinteza fuzzy logike i neuronske mreže, a u MATLAB okruženju prestavljen
akronimom ANFIS (adaptive neuro-fuzzy inference system).
Zbog komplesnosti problema i većeg broja atributa početni ANFIS sustav se dijeli na
dva podsustava. Treniranjem i testiranjem dobijenih FIS stuktura odabire se ona mreža
s najmanjom greškom. Simulacijom, putem Simulinka prezentira se rad mreže i
podacima za validaciju provjerava se neuro-fuzzy  mreža.
Ključne riječi: procesna jedinica, ANFIS, epoha, prijelazna funkcija, defazifikacija,
fuzzy sustav za zaključivanje – FIS
Abstract
With this final work the inteligent system on basis of artificial neural network is
presented. By modeling and building the system, students that wish to join MEV are
classified. Through inteligent system the hybrid model is built, which is made of fuzzy
logic and neural network, and in MATLAB environment presented acronym ANFIS
(adaptive neuro-fuzzy inference system).
Due to complexity of the problem and a larger number of attributes, the initial
ANFIS system is divided into two subsystems. By training and testing the obtained FIS
structures, the network with the smallest error is selected. By simulation, through
Simulinka the work of network is presented and with data for validation the neuro-fuzzy
network is evaluated.
Keywords : process unit, ANFIS , membership function, defuzzyfication, fuzzy interence
system
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1. Uvod
U ovom radu dani je hibridni model ANFIS(engl. adaptive neuro-fuzzy inference
system) koji nastaje sintezom fuzzy logike i neuronske mreže. Spomenuti model
predstavlja inteligentni sustav za objetiviziranu klasifikaciju kandidata za upis na
Međimursko veleučilište u Čakovcu. Ovim završnim radom kroz inteligentni sustav želi
se dati inicijativa Međimurskom veleučilištu za moguću upotrebu pri obabiru kandidata
za upis.
Procesima filtracije i normalizacije pripremljeni su prikupljeni podaci, te odabirom
najprikladnijih atributa za generiranje i modeliranje putem ANFIS hibridnog modela
stvoreno je previše pravila. Za dobiveni ANFIS model s previše pravila  provodi se
istraživanje za objektiviziranu klasifikaciju kandidata za upis na Međimursko
veleučilište te se traži najprikladnija metoda unutar Inteligentnog sustava za zadani
uzorak podataka.
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2. Metode i izvori podataka
2.1. Fuzzy logika
U slikarstvu slike su slikane s određenom perspektivom. Perspektiva slikaru daje
ograničeni pogled na instalaciju, zbog kuta gledanja. Isto je i sa klasičnim skupovima
(engl. crisp sets), ograničeni su s obzirom na ljudsku subjektivnost.  Današnji uređaji za
pećenje kruha imaju različite mogućnosti vezane za zapećenost kruha. Uređaji za
pećenje kruha mogu ispeći kruh sa zapećenom korom ili slabije zapećenom korom.
Klasični skupovi  nisu fleksibilni jer svaki element skupa u potpunosti pripada nekom
skupu, zbog toga se javlja potreba za skupovima sa fleksibilnim granicama koji imaju
mogućnost definiranja lingvističkih varijabli, a fuzzy skupovi(eng. fuzzy sets) su baš ti
skupovi. Godine 1965. dolazi do prvih temelja fuzzy logike, koje je postavio
matematičar i inženjer sa Sveučilišta u Kaliforniji Lotfi Askar Zadeh. Zadehovi fuzzy
skupovi imaju duboke korijene u Teoriji skupova njemačkog matematičara Georga
Cantora. Cantorova teorija skupova dobila je značaj otkrićem paradoksa Bertrada
Russella.
2.1.1. Što je fuzzy logika ?
Engeska riječ fuzzy / fazi /  znači nešto mutno i nejasno. Fuzzy logika je subjektivnog
karaktera, nalik ljudskom načinu razmišljanja.
Klasični skupovi su skupovi kod kojih su jasno određene granice a sastoje se od
elemenata koji po nekom kriteriju pripadaju u taj skup. A što ako ima neki element po
kriteriju za dva skupa? Fuzzy skupovi su skupovi u kojima nisu jasno postavljene
granice, definira se uređenim parom( , ( )), x je element skupa X, a ( ) je
vrijednost funkcije za x. Uređeni par za skup je = { ( , ( )| ∈ , ( ) ∈[0,1]}.
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Primjer za definiranje fuzzy skupa, uzeta su dva skupa A i B.  Skup A sadržava sve
brojeve veće od 100, = { | ∈ ℕ, > 100}. Skup B sadržava „puno veće“ brojeve
od 100, = { | ∈ ℕ, ≫ 100}. Ova dva skupa različita su.  Za skup A točno se
znaju definirati brojevi veći od sto. U skupu B nailazi se na problem,  jezične barijere,
tj. lingvističkog pojma „puno veći“ ima subjektivni karakter jer se ne zna točno o kojim
puno većim brojevima se govori. Za nekog mogu biti puno veći brojevi  10000 i 73456.
A netko drugi može smatrati puno većim brojevima 200 i 330. Ovi navedeni brojevi za
kriterij puno veći variraju i iz tog subjektivnog pojma teško je odrediti neku strogu
granicu, koji će broj biti najmanji broj u skupu B puno većih od 100.  Za definiranje tog
najmanjeg broja u skupu B potrebno je definirati funkciju, svakom elementu iz tog
skupa pridružuje se stupanj pripadnosti (engl. membership degree) skupu B.
2.1.2. Funkcije pripadnosti i njihova svojstva
Tabela 1 Usporedba klasičnih skupova i fuzzy skupova
Klasični skupovi Fuzzy skupovi
( karakteristična funkcija )
Prikaz funkcije ( Primjer 1):( ) = 1 , < 1000, > 100.
- Za elemente koji su veći od 100
funkcija poprima vrijednost 1  ti
elemnti pripadaju skupu A, a
ostali elementi  ne pripadaju
skupu A
( funkcija pripadnosti )
Prikaz funkcije (  Primjer s predhodnog poglavlja) [1]:
ć . =
⎩⎪⎪⎨
⎪⎪⎧ 0, ≤ 100− 1001000 − 100 , 100 ≤ ≤ 10001, 1000 =− 10005000 − 1000 , 1000 ≤ ≤ 50000, 5000 ≤
- ima više tipova funkcija pripadnosti, prikazana funkcija u
ovoj tabeli primjer je trokut funkcije pripadnosti
- elementima koji pripadaju skupu puno većih brojeva
dobivaju stupanj pripadnosti
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Funkcija pripadnosti(engl.membership function) je zapravo funkcija koja nema
zadane jasne granice, zbog toga jer skupu elementi ne moraju nužno pripadati potpuno.
Klasični skupovi, njihova funkcija koja se naziva karakterisnična  funkcija poprima
vrijednosti 0 i 1, su rubni skupovi fuzzy skupova. U tabeli 1 dana je usporedba klasičnih
skupova s fuzzy skupovima.
Funkcije pripadnosti imaju svojstva koja su specifična za sve vrste funkcija
pripadnosti. Svojstva su: jezgra, osnovica, granice, visina, polovište. Jezgra (engl. Core)
se definara kao klasičan skup svih elemata za koje je vrijednost 1. Osnovica (engl.
Support) se definirana kao klasičan skup svih elemenata za koje je vrijednost veća od 0.
Slika 1    Svojstva funkcije pripadnosti[ 1 ]
Granice (engl. Boundary), ovise od same funkcije pripadnosti, su definirane kao
klasičan skup svih elemenata za koje je vrijednost manja od 1. Visina (engl. height) se
definira kao klasičan skup svih elemenata za koje je vrijednost maksimalna. Polovište
(engl. Crossover point) se definira kao klasičan skup svih elemenata za koje je
vrijednost 0.5 .
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2.1.2.1. Vrste funkcije pripadnosti
Vrste funkcija pripadnosti o kojima se govori su: Trokut, Trapez,  Gaussianova
krivulja, Generalizirano zvono. Najčešće se Trokut funkcija pripadnosti koristi kod
fazifikacije, a Trapez funkcija pripadnosti kod agregacije. Svaka funkcija ovisi o
slučaju.
Slika 2  Funkcija pripadnosti Trokut[ 1 ]
Funkcija pripadnosti Trokut (prikazana na slici 2), karakterističnog je oblika trokuta i
označavaju je tri parametra,  a to su: a, b i m .  Osnovica ove funkcije se proteže između
a i b.  Formula za funkciju je
( ; , , ) = ⎩⎪⎨
⎪⎧ 0, ≤, ≤ ≤1, =, ≤ ≤0, ≤ (2.1).
Slika 3  Funkcija pripadnosti Trapez[ 1 ]
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Funkcija pripadnosti Trapez (prikazana na slici 3), specifična je po svom obliku
trapeza i označavaju je 4 parametra, a to su: a, b, c i d.  Formula koja opisuje ovakav tip
funkcije je
( ; , , , ) = ⎩⎪⎨
⎪⎧ 0 , ≤, ≤ ≤1, ≤ ≤, ≤ ≤0, ≤ (2.3).
Slika 4   Funkcija pripadnosti Gaussianova krivulja [ 1 ]
Funkcija pripadnosti Gaussova krivulja (prikazana na slici 4), specifična je po svom
obliku i po dva parametra, a to su: c i . Formula koja opisuje tu funkciju je( ; , ) = ( ) (2.4).
Parametar m određuje centar funkcije  tj. jezgru, određuje širinu i mora biti veći od
nule, tj.  osnovicu.
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Slika 5 Funkcija pripadnosti Generalizirano zvono[ 1 ]
Funkcija pripadnosti Generalizirano zvono (prikazana na slici 5), specifična po svom
obliku zvona,  određena je sa tri parametra, a to su: a, m i b.  Funkcija je opisana
pripadajućom formulom . ( ; , , ) = (2.6).
Parametar b obično je pozitivan, u slučaju da nije, graf izgleda okrenuto od grafa  na
slici 7. Generalizirano zvono i Gaussianova krivulja su dobre za opisivanje fuzzy
setova, mada Gaussianova krivulja je često poznata u  statistici.
2.1.3. Blok dijagram fuzzy sustava s bazom znanja
Fuzzy sustav za zaključivanje(engl. fuzzy interence system, FIS) je sustav za
„računanje“ koji raspolaže s više koncepata znanja, ti koncepti znanja su : teorija fuzzy
skupova, fuzzy if-then pravila i fuzzy zaključivanje.
Struktura fuzzy sustava za zaključivanje se sastoji od baze pravila, rječnika i
mehanizama za zaključivanje. Baza pravila sastoji se od fuzzy pravila, tj. if-then pravila.
U rječniku su definirane funkcije pripadnosti koje se koriste uz fuzzy pravila.
Mehanizam za zaključivanje pomoću parametara daje zaključak. Postoji više vrsta
modela  fuzzy sustava za zaključivanje, a to su: Mamdani i Sugeno.
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Slika 6 Blok dijagram Fuzzy sustava
2.1.4. Fazifikacija i defazifikacija
U prošlom poglavlju govorilo se o fuzzy sustavu za zaključivanje, taj sutav ne može
bez dva glavna procesa, a to su fazifikacija i defazifikacija.
2.1.4.1. Lingvistička varijabla, if-then pravila
Već spomenuta riječ subjektivnog karaktera označava pojam lingvističke varijable.
Da bi tu  riječ mogao stroj razumjeti mora se za nju definirati funkcija pripadnosti u
kojoj se određuju neke granice u kojima postoji ta lingvistička varijabla.
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If-then pravila su pravila po kojima fuzzy logika donosi neki zaključak. Fuzzy if-then
pravila jezičnog su karaktera i sastoje je se od premisa i zaključka kao i u logici. Izgled
if-then pravila
IF x  je  A  THEN  Y je B  .
U ovakvom pravilu „x je A“ predstavlja premisu, a  „ y je B “ zaključak.
2.1.4.2. Fazifikacija
Kao i u svakom sustavu za rješavanje nekog problema najvažnije je rješenje, tj.
koraci kako doći do rješenja. U fuzzy logici prvi korak ka rješenju je fazifikacija.
Fazifikacija transformira crisp ulazne parametre u fuzzy ulazne parametre. Crisp ulazni
parametri su zapravo numeričke vrijednosti koje se pretvaraju u odgovarajuće jezične
vrijednosti. Neizrazite ulazne vrijednosti su jezičnog tipa. Crisp ulazne vrijednosti ne
pretvaraju se samo tako već je za to potreban  FIU(engl. fuzzy inference unit).
Primjer prikaza procesa fazifikacije. Za primjer se koristi: jezična varijabla x(od-
stupanje od zadane vrijednosti ), kvantitativno područje razmatranja X:[0,100],  prostor
jezičnih vrijednosti T ={veliko, srednje, malo, nula} i semantička funkcija : → .
Za svaku jezičnu varijablu definirana je funkcija u kojoj smo složili granice.
= {( ( ), | } , ( ) = 0 < 70− 7020 70 ≤ ≤1 > 90 90
= {( ( ), | } , ( ) = ⎩⎪⎨
⎪⎧ 0 < 30− 3020 30 ≤ < 5075 −25 50 ≤ ≤ 751 > 75
Modeliranje neuro-fuzzy sustava za klasifikaciju kandidata pomoću ANFIS-a
Međimursko veleučilište u Čakovcu 16
= {( ( ), | } , ( ) = ⎩⎪⎨
⎪⎧ 0 < 15− 1515 15 ≤ < 3045 −15 30 ≤ ≤ 450 > 45
= {( ( ), | } , ( ) = ⎩⎪⎨
⎪⎧ 1 < 520 −15 15 ≤ < 3045 −15 30 ≤ ≤ 450 > 45
Za numeričku vrijednost vrijedi  ovaj  izraz  i  stupanj istinitosti(55) = 50 ≤ ≤ 75 = 0.8 .
2.1.4.3. Agregacija
Proces agregacije je zapravo proces kombiniranja  fuzzy rezultata pomoću pravila u
kojem dobijemo konačan fuzzy rezultat kojeg šaljemo u proces defazifikacije, tj.
kodiranje. Agregacija nije ništa komplicirano ona se zapravo svodi na logičke operacije.
A te logičke operacije su konjunkcija ili disjunkcija, odnosno T- ili S-norma.
Slika 7 Prikaz procesa Agregacije[ 3 ]
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Na slici 7 vidi se proces agregacije,  rezultati prva dva grafa dobiveni su u procesu
fazifikacije. Prema pravilu je zadano da je ulaz 1 nula. Ulaz 2 je pozitivan te u zaključku
proizlazi da se ventil otvora sporo koji je prikazan na trećem grafu. Kod pocesa
agregacije valjanost iskaza ulaza 1 i ulaza 2 provjerava se operatorom  ili(engl. or).
Operator „ili“ je zapravo operacija presjeka. Presjek se dobiva tako da se odredi
minimum od ulaza 1 i ulaza 2, kada se to odredi dobiva se četvrti graf  koji prikazuje
rezultat.
2.1.4.4. Defazifikacija
Drugi korak i završni korak u fuzzy logici je defazifikacija. Defazifikacija je proces
suprotan fazifikaciji kojim se fuzzy izlazni parametri pretvaraju u crisp izlazne
parametre. U procesu agregacije dobiven je rezultat agregacije nakon ispitivanja
operatorom „i“ i operatorom „ili“ koji sad u defazifikaciji završava izračunavanjem
koeficijenta. Koeficijent se izračunava pomoću raznih metoda a to su: centar površine,
centar suma, centar najveće površine, prvi maksimum, sredina maksimuma i visinska
defazifikacija. Najčešća metoda kod defazifikacije je centar suma. U COG(engl. Center
of gravity) metodi koja glasi = ∑ ∫ ( )∑ ∫ ( ) (2.7),
je centar površine funkcije,  R je broj pravila, a B zaključak.
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Slika 9 Proces  Agregacije i defazifikacije[ 3 ]
Na slici 9 mogu se vidjeti sva tri procesa, a to su: fazifikacija, agregacija i
defazifikacija. Promatranjem četvrte kolone vide se prikazani rezultati koji su dobiveni
u procesu agregacije,  ti  rezultati se s operatorom „i“ ispituju  i  dobije se  unija, tj.
konačan rezultat  agregacije  ili kao je na slici  rezultat agregacije.
U procesu defazifikacije  pomoću metode COG  izračunati je centar  gravitacije,  a
parametri za tu metodu nalaze se u  rezultatu agregacije.
2.2. Neuronske mreže
Ljudski mozak genijalno je biološko računalo koje može učiti na različite načine i
razvijati se na temelju ljudskih iskustva. Upoznavanjem mozga otkriveni su razni
neurološki fenomi koji ljude fasciniraju i koji na kraju uz genijalni organ mozak dovode
do otkrića umjetnog neurona.
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Umjetnog neurona su otkrili Warren McCullock i Walter Pitts 1943. godine
objavom metematičkog modela neuronske mreže. Godine 1957. razvijena je jedna od
najranijih  varijanta  neuronske mreže  Perceptron, Franka Rosenblatta, dvoslojna je i
potpuno povezana, ali ima nedostatak, ne može riješiti problem klasifikacije. Između
1959-te  i 1960-te  na sveučilištu Standford, Bernad Wildrow i Marcian Hoff  razvili su
ADELINE (adaptive linear elements) i MADELINE ( multiple adaptive linear eleme-
nts).  Neuronske mreže ADELINE  i MADELINE laše su riješavale stvarne probleme
od svojih predhodnica. Primjena ADELINE neuronske mreže riješila je problem jeke u
telefonskim linijama.
2.2.1. Što je umjetna neuronska mreža ?
Umjetna neuronska mreža (engl. artificial neural networks, ANN) čini cjelinu
međusobno povezanih čvorova čije veze možemo prilagođavati prema skupu podataka
za učenje. Paradigma temeljena na biološkoj neuronskoj mreži ili mozgu znatno je
pojednostavljena jer se nemogu programirati fenomeni koji posjeduje živčani sustav.
Moć obrade podataka nalazi se u vezama između pojedinih procesnih jedinica.
Umjetnom neuronskom mrežom dobro se riješava problem: klasifikacije, predviđanja,
probleme vezane uz ulazne i izlazne varijable, i probleme optimizacije.
Umjetna neuronska mreža također se koristi za riješavanje zadataka kao što su:
raspoznavanje  uzoraka, obrada slike, govora, simulacije, obrade podataka nepreciznih i
ne kompletnih podataka. Danas se neuronske mreže koriste u medicini, bankarstvu,
strojarstvu, geologiji, fizici, itd. Pozitivne značajke umjetne neuronske mreže su:
prilagodljive okolini, mogu raditi s velikim brojem varijabli ili parametara i uče iz
iskustva.
Upoznavanjem s građom neurona prikazanim na slici 10  želi se pojasniti  paradigma
o umjetnim neuronskim mrežama. Ljudska bioška neuronska mreža ili mozak kao i
cijeli živčani sustav sastoji se od neurona ili živčanih stanica i potpornih stanica
živčanog tkiva ili glija stanica. Neuron se sastoji od dendrita, some, aksona i
predsinaptičkog aksonskog završetka. Svaki dio neurona odgovara određenoj funkciji.
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Prva funkcija,  receptivni ili ulazni dio kojeg čine dendriti i soma, služe za primanje
impulsa od susjednih neurona i prevođenje impulsa u biokemijske signale. Druga
funkcija,  stvaranje živčanog impulsa ili akcijskog potencijala u zoni integracije čini je
aksonski brežuljak.  Akcijski potencijal nastaje zbrajanjem svih napona što su dendriti
primili od drugih neurona. Treća funkcija je provođenje živčanog impulsa do sinapse.
Četvrta funkcija je primanje akcijskog potencijala i sinaptička transmisija pomoću
neurotransmitera.
Umjetni neuron, procesna jedinica(engl. process unit) ili čvor prikazan na slici 10,
sastoji se od  ulaznih varijabla, težina(težinski faktor), težinske sume,  funkcije  praga ili
aktivacijske funkcije i izlaznih varijabli.
Ulazne varijable(signali) su realni brojevi u intervalu [-1, 1] ili [0, 1], označavaju se
sa , ,  ... , i analogne su sinapsama kod neurona.  Težine se označavaju sa ,
, ... , i analogne su dendritina kod neurona.  Težinska suma  analogna je somi ili
tijelu živčane stanice. Formula (2.8) dana je za izračunavanje težinske sume ili net.= + +⋯+ − (2.8)
Često vrijednost praga(engl. treshold) ili pomaka(engl. offset ili bias) dogovorno se
uzima da je = − i dodaje se još jedan ulazni signal s konstantnom vrijednosti
1, zbog toga je formula za težinsku sumu malo jednostavnija  i glasi= + + +⋯+ = ∑ (2.9) .
Funkcija praga analogna je integracijskom dijelu neurona, iako ne mora se nužno samo
funkcija praga primjenjivati može se umjesto funkcije praga uzeti neka druga prijelazna
funkcija kao što je aktivacijska funkcija ili transferna funkcija. Svakom prijelaznom
funkcijom za svaku ulaznu vrijednost i težinski faktor kreira se određena izlazna
vrijednost.
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Slika 10 Usporedba neurona s procesnom jedinicom umjetne neuronske mreže [6]
Tipovi nelinearnosti ili prijelazne funkcije su :
 step funkcija daje boolov izraz , data je formulom( ) = 0, < 01, ≥ 0 (2.10)
 funkcija praga, data je formulom
( ) = 0, <, < < 01, ≥ (2.11)
 sigmoidalna funkcija je najčešći oblik prijenosne funkcije, pruža određenu
prednost kod učenja umjetne neuronske mreže, data je formulom( ) = ∗ (2.12).
Akson neurona analogan je y tj. izlaznoj varijabli, dati formulom= (∑ ) = ( ) ( 2.13).
Modeliranje neuro-fuzzy sustava za klasifikaciju kandidata pomoću ANFIS-a
Međimursko veleučilište u Čakovcu 22
2.2.2. Karakteristike neuronske mreže
U različim područjima koriste se različite neuronske mreže zbog toga su različite
karakteristike. Karakteristike[7] koje umjetne neuronske mreže čine različitima su:  broj
slojeva procesnih jedinica, tip veze između procesnih  jedinica, tip veze između ulaznih
i izlaznih podataka, prijenosne funkcije i tip učenja.
U umjetnim neuronskim mrežama procesne jedinice smještene su u slojeve, prema
tome umjetne neuronske mreže mogu biti dvoslojne ili višeslojne. Dvoslojne umjetne
neuronske mreže sastoje se od dva sloja, preciznije od ulaznog i izlaznog sloja.
Višeslojne umjetne neuronske mreže osim ulaznog i izlaznog  sloja imaju dodatne
slojeve, oni se nalaze između i zovu se skriveni slojevi.
Procesne jedinice u neuronskoj mreži mogu biti spojene inter-slojnim ili intra-
slojnim vezama. Za povezivanje procesnih jedinica u različitim slojevima neuronske
mreže potrebna je inter-slojna veza. Intra-slojne veze drugačije su od predhodno nave-
denih jer služe za povezivanje procesnih jedinica unutar jednog sloja, a primjer
neuronske mreže sa takvom vezom je Hopfildova mreža.
Način na koji se informacije prostiru kroz neuronsku mrežu, može se odrediti da li je
statička ili dinamička. Statičkim(engl. feedforward) neuronskim mrežama plasirane su
informacije u više slojeve u jednom prolazu i najvažnije informaciju ne vraća u niže
slojeve. Kod dinamičkih(engl. feedback) neuronskih mreža informacije se vraćaju u niže
slojeve, tj. informacije se mogu prostirati u dva smjera,  zanimljivost za ovu mrežu je da
se ulazne informacije primaju u vremenskim intervalima.
Najvažnije svojstvo neuronske mreže je sposobnost učenja, tj.  stjecanja iskustava, a
iskustvo dobiva iz podataka koje obrađuje. Neuronsku mrežu može se učiti na dva
načina, a to je: nadgledano(engl. supervised) učenje i nenadgledano(engl.
unsupervised). Nadgledano učenje je tip učenja kod kojeg sustav sam podešava
parametre na temelju podataka s poznatim ulaznim i izlaznim vrijednostima.
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Nenadgledano učenje suprotno je nadgledanom jer  sustav sam otriva odnose između
podataka prema opisanim značajkama i mreže sa takvim tipom učenja koriste se za
klasteriranje(engl. clustering) i prepoznavanje uzoraka. Za predhodno navedene načine
učenja važno nam je da li je izlazna vrijednost poznata ili ne, prema tome se određuje da
li  se koristi nadgledano učenje ili ne.
Osim što učenje ovisi o tome da li je poznata izlazna vrijednost ili ne, važno je znati
da li se neuronske mreže uče pomoću iteracija ili epoha. Iteracija u učenju neuronske
mreže je zapravo pomak u algoritmu u kojem se vrši podešavanje težinskih faktora.
Epoha u učenju neuronske mreže predstavlja cjelokupan skup za učenje.
Grupno (engl. bactch ili off-line) i pojedinačno ( engl. Patern-By-Patern ili on-line )
učenje ovisi o tome koliko se primjera za učenje  pokazuje mreži za vrijeme trajanja
jedne iteracije. Za grupno učenje predočavamo sve primjere u jednoj iteraciji, zbog toga
neuronska mreža uči samo u jednoj fazi u kojoj se prilagođavaju težine, a u ostalim
fazama težine su fiksirane.  Pojedinačno učenje drugačije je od grupnog, neuronska
mreža se uči u vremenskim intervalima, a u svakom vremenskom intervalu, tj. iteraciji
dodjeljen je jedan primjer za učenje neuronske mreže pritom se i vrši prilagodba
težinskih faktora.
2.2.3. Učenjem do neuronske mreže
Da bi neuronska mreža mogla raditi treba proći kroz dvije faze rada [ 4 ], a to su:
faza učenja ili treniranja i faza testiranja.
Prva faza, učenje neuronske mreže je proces prilagođavanja težina prema
predočenim podacima. Neuronsku mrežu se ne može učiti ako prije nismo definirali  tip
neuronske mreže, model(ulazno-izlazne varijable) i karakteriste. Nakon toga prikupljene
podatke podjelimo u poduzorke.
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U koliko poduzoraka se mogu podjeliti prikupljeni podaci.?  Pravila za podijelu
prikupljenih podataka nisu definirana. Najčešće se uzorak ili podaci djele na tri
poduzoraka. Te tri skupine poduzoraka su učenje, testiranje i validalizacija. Za učenje
trebamo ostaviti najveći dio podataka oko 70%, za testiranje i validalizaciju treba
ostaviti najmanji dio podataka otprilike 30%  za testiranje 10% i 20% za validalizaciju.
Zadavanjem početnih parametara započinje proces učenja mreže. Kako znati koliko
dugo je treba trenirati.? Također, za duljinu treniranja mreže nisu definirana neka
pravila, može se koristiti tehnika unakrsne validalizacije.
Tehnika unakrsne validalizacije primjenjuje se na način da prvo neuronska mreža ući
do 10 000 iteracija. Nakon toga  mreža se testira podacima iz poduzorka za testiranje.
Nakon toga pohranjuju se dobiveni rezultati i mreže. Kad smo taj korak napravili, opet
neuronska mreža ući do 10 000 iteracija. Dobiveni rezulati se uspoređuju s predhodno
pohranjenim rezultatima. Bolji dobiveni rezulatat se pohrani. Najvažnije je da se
postupak ponavlja toliko dugo dok se rezultat prestane poboljšavati, najbolja mreža
ulazi u postupak validalizacije.
Druga faza, faza testiranja je proces ocjenjivanja mreže sa fiksiranim težinama na
nekim novim podacima.
2.2.4. Nadgledano  učenje
U ovom poglavlju govori se o neuronskim mrežama koje uče nadgledanim načinom
učenja, a to su: Perceptron i višeslojni perceptron.  Da bi se neuronska mreža mogla
učiti nadgedanim načinom učenja podaci trebaju biti složeni u parove. (Više o tipovima
učenja pogledaj poglavlje 2.2.3.)
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2.2.4.1. Perceptron
Slika 11   Perceptron s aktivacijskom funkcijom
Izvor : condor.depaul.edu ( 8.10.2014. u 22:37)
Perceptron se temelji na matematičkom modelu McCulloch-Pittsa kojeg je poboljšao
Frank Rosenblatt. Rosenblattova procesna jedinica ima sposobnost prepoznavanja
uzoraka i koristi se za klasifikaciju. Za učenje perceptrona koristi se Pravilo perceptrona
(engl. perceptron rule).
Pravilo perceptrona glasi:
 „Ukoliko se uzorak klasificira ispravno, ne radi korekciju.“ [4]
 „Ukoliko se uzorak klasificira neispravno, primjeni LMS pravilo.“[4]
 „Ciklički uzimaj sve uzorke redom, a postupak zaustavi kada sve uzorke
klasificiraš ispravno za redom.“ [4]
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2.2.4.2. Višeslojni perceptron
Višeslojni perceptron [4, 6, 7, 9] ( engl. multilayer perceptron, MLP ) je neuronska
mreža sastavljena od perceptron procesnih jedinica raspoređenih u dva ili više sloja.
Glavna karakteristika višeslojnog perceptona je  „potpuna“ povezanost 1 njegovih
procesnih jedinica. Tri vrste slojeva sačinjava višeslojni perceptron (slika 12), a ti
slojevi su:  ulazni, skriveni i izlazni.
Slika 12   Prikaz višeslojnog perceptrona
Izvor: http://www.intechopen.com/books/artificial-neural-networks-architectures-and-applications/mlp-
and-anfis-applied-to-the-prediction-of-hole-diameters-in-the-drilling-process ( 8.10 u 17:50)
U MLP mreži signali se kroz mrežu prostiru s lijeva na desno, tj. prolaze unaprijed.
Vrste signala koji se prostiru mrežom su funkcijski signali i signali greške [6, 7, 11]
(slika 13). Funkcijski  ili ulazni signal počinje u ulaznom sloju mreže i širi se dalje do
izlaznog sloja te završava kao izlani signal.
1 Pojam potpune povezanosti procesnih jedinica u MLP mreži znači da svaka procesna jedinica  u
svakom sloju povezan sa svim procesnim jedinicama prethodnog sloja
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Signal greške2 nastaje u izlaznoj procesnoj jedinici  i širi se unatrag sloj po sloj po
neuronskoj mreži pritom izračunavajući po svakoj procesnoj jedinici neki tip funkcijske
greške [10]. Tok podataka mrežom prolazi po slojevima.
Slika 13 Prikaz funkcijskog signala i signala greške[11]
Višeslojna perceptron mreža uči se backpropagation algoritmom kojeg je izmislio
Paul Werbos 1974. Werbosov algoritam 1980-te proširuju i poboljšavaju tri
znanstvenika: Rumelhart, Parker i McClelland. Backpropaganation algoritam možemo
objasniti kroz 5 koraka[7]. Prvi korak: u ulazni sloj dolazi podatak koji se učitava i
šalje u prvi skriveni sloj, drugi korak: učitani podaci u prvom skrivenom sloju šalju se u
naredne skrivene slojeve. Treći korak, kako informacija prolazi kroz mrežu tako se
računaju sumirani ulazi i izlazi. Četvrti korak, u svakoj procesnoj jedinici računa se
skalirana lokalna greška, ona se upotrebljava za povećavanje ili smanjivanje težina. Peti
korak, naposljetku podatak dolazi u izlazni sloj, šalje se unatrag i računa se skalirana
greška prema kojoj će se prilagođavati težine. Također, backpropagation algoritam
također ima nedostatak čestog pronalaženja lokalnog minimuma umjesto globalnog
minimuma greške, problem možemo riješiti uvođenjem gradijentnog spusta.
2 Pojam pronađen na internetskoj stranici http://www.ijraset.com/fileserve.php?FID=127 ( 4.7.2014 u
17:14)
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2.2. ANFIS neuronska mreža
U prethodnim poglavljima govorilo se o fuzzy logici i neuronskim mreža. Možemo
vidjeti da obadvije metode umjetne inteligencije temeljimo na nekim „ljudskim
osobinama“, zbog toga jer fuzzy logika ima ljudsku osobinu subjektivnosti, a neuronska
mreža ima osobinu ljudskog  načina razmišljanja temeljen na nekom iskustvu.
Te dvije metode umjetne inteligencije prilagođene su i unaprijeđene te podređene
nama(ljudima), kako bi naša tehnologija bila što naprednija. ANFIS(engl. adaptive
neuro fuzzy inference system) je metoda umjetne inteligencije koja hibridnim (engl.
hybrid) načinom učenja spaja fuzzy logiku i neuronske mreže u jednu cjelinu.
Neuronska mreža u ANFIS sutavu istovremeno postaje i fuzzy sustav za zaključivanje.
2.3.1. Arhitektura ANFIS-a
Arhitektura ANFIS-a objašnjena je na  jednostavnoj ANFIS mreži  sa dva ulaza (tj.
dva inputa x i y) i jednim izlazom(tj. outputom z).  Za jednostavnu ANFIS mrežu
koristimo Sugenov fuzzy model s dva pravila ( slika 29, sličica pod  a).
1. Pravilo :   if x is A1 and y is B1, then f1= p1x + q1y + r1
2. Pravilo :   if x is A2 and y is B2, then f2= p2x + q2y + r2
Arhitektura prikazana na slici 14 može se detaljno objasniti svaki njezin sloj. Prvi
sloj ANFIS mreže služi za dodjeljivanje ulaznim podacima stupanj pripadnosti za skup
Ai3 ( ili Bi ). U drugom sloju dobiva se izlazni signal koji nastaje množenjem ulaznih
signala u i-tim čvorovima prema formuli= = ( ) ∗ ( ), = 1, 2 ( 2.14 ) .
3 Ai - označava lingvističku varijablu
Modeliranje neuro-fuzzy sustava za klasifikaciju kandidata pomoću ANFIS-a
Međimursko veleučilište u Čakovcu 29
U trećem sloju  radi se procjena posljedice pojedinih pravila prema formuli koja glasi= ( 2.15 ).
U četvrtom sloju svaki  i-ti čvor može se opisati formulom
, = = ( + + ) ( 2.16)
gdje je izlazna vrijednost iz  trećeg sloja, a { , , } čine skup parametara
koji  utječu  na izlaznu funkciju u sugenovom fuzzy sutavu za zaključivanje.  U petom
sloju izračunava se  suma dolaznih signala  koja čini izlaznu vrijednost.  Formula za
izračunavanje sume u zadnjem sloju glasivvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvvv
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx, = ∑ = ∑∑ ( 2.17 ).
Slika 14   Prikaz ANFIS arhitekture  ;  a) Takagi-Sugeno fuzzy model sa dva pravila  b) ANFIS
arhitektura za model prikazan pod a
Izvor : http://www.bindichen.co.uk/post/AI/adaptive-neuro-fuzzy-inference-systems.html
( 9.10.2014 u 10:19)
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3. Modeliranje inteligentnog sustava
U drugom, trećem i četvrtom poglavlju upoznavaju se osnove  fuzzy logike,
neuronske mreže i ANFIS mreže, a u petom poglavlju upoznaje se upotreba ANFIS
mreže u klasifikaciji podataka.
3.1. Priprema podataka
Slika 15  Prikaz procesa pretprocesiranja
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Prije samog pretprocesiranja trebaju se prikupiti podaci. Podaci korišteni u
modeliranju prikupljeni su na temelju državne mature i upisa na Međimursko
veleučilište. Prije pretprocesiranja pregledavaju se prikupljeni podaci(engl. data
survery) i  dodjeljuju atributi4. Pregledom podataka započinje proces filtracije u kojem
se odabiru atributi (slika 16). Prvo se izdvoje atributi s  konstantnom vrijednosti i čije
vrijednosti nisu od presudne važnosti. Za klasu se odabire atribut Pravo upisa. Također,
klasom se može odrediti koji je slog povoljniji, a koji nije. Odabirom ovih atributa
dolazi se do problema međusobno ovisnih atributa. Za proces modeliranja podataka
potrebni su međusobno neovisni atributi. Nastali problem rješava se izdvajanjem
međusobno ovisnih atributa. Atributi ovisni o drugim atributima su: Plasman i Upisni
broj. Atribut Upisni broj ovisio je o vrijednosti klase, a atribut Plasman o vrijednosti
atributa Početni plasman. Odabrani atributi su: Početni plasman, Izbor, Bodovi iz škole,
Bodovi s državne mature, Bodovi ukupno i klasa Pravo upisa.
Slika 16  Isječak iz tablice prikupljenih podataka i prikazuje filtraciju (stupci okvireni narančastom bojom
su stupci koje nećemo odrediti kao atribute)
Završetkom filtracije započinje proces normalizacije zbog toga jer je u podacima
utvrđeno veliko odstupanje od minimalne i maksimalne vrijednosti. Formula po kojoj se
provodi  normalizacija je = (3.1) ,
gdje je y' norminara vrijednost, a y  neka vrijednost iz određenog stupca.
4 naziv za  stupac u tablici  ( područje baze podataka )
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3.2. Modeliranje podataka ANFIS mrežom
Kad su svi prikupljeni podaci stavljeni u tablicu, te se napravila filtracija i
normalizacija, napravi se raspodjela prikupljenih podataka na skupove (za učenje,
testiranje i validalizaciju), raspodjelu prikupljenih podataka možete vidjeti na tabelama
(2) i (3). Nakon toga kreće se s radom u Matlab alatu. Matlab ima poseban editor za
ANFIS. Naziva se anfisedit ( prikazan je na slici 17 ) i u njemu se generira ANFIS
mreža.









207 145 ( 70%) 31(15%) 31(15%)
Tabela 3 Prikaz raspodjele pripupljenih podataka prema zadanoj klasi na skupove za učenje, testiranje i
validalizaciju
Raspodjela podataka












Podaci s klasom 1 131 92( 70%) 19(15%) 20(15%)
Podaci s klasom 0 76 53( 70%) 12(15%) 11(15%)
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Slika 17   Prikazuje Matlabovo okruženje anfisedit
U Matlabov anfiseditu (okruženje se može vidjeti na slici 17) učitavaju se prethodno
pripremljeni podaci, proces učitavanja može se vidjeti na slici 18.  Prije učitavanja
podataka u matlabovo radno okruženje slože se skupovi za učenje, testiranje i
validalizaciju. Kreiranjem fuzzy sustav za zaključivanje dobiva se automatska  struktura
ANFIS mreže i  if-then pravila.
Slika 18  Prikaz učitanja podataka u matlabov anfisedit
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Previše pravila kod ANFIS mreže teško je interpretirati. Problem previše if-then
pravila jedan je od nedostataka. Njega možemo riješiti preraspodjelom atributa.
Atributa ukupno ima 5 i  njih se može raspodijeliti u dva skupa. Prvi skup sastoji se od
dva atributa, a drugi skup od tri atributa. Svakom novonastalom skupu dodaje se klasa.
Za generiranje dva fuzzy sustava za zaključivanje (fis 1 i fis2 ) koriste se dva prethodno
kreirana skupa. Od svakog generiranog skupa treba kreirati još tri skupa za učenje,
testiranje i validalizaciju. Od manje atributa generira se fis s manje interpretativnih if-
then pravila.
Na temelju ranijeg generiranog sustava, generira se sustav (kao što je prikazano na
slici 20) sa dvije ANFIS mreže prema prethodno objašnjenom rješenju za rješavanje
previše generiranih pravila. Za razvoj inteligentnog sustava treba izabrati dvije najbolje
ANFIS mreže, zbog toga se  prethodno radi više različitih ANFIS mreža.
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ANFIS mreže generiraju se s razlikama u fuzzy sustavima za zaključivanje.  Fuzzy
sustave za zaključivanje generiraju se s razlikama u funkcijama pripadnosti, brojem
funkcija pripadnosti za svaku ulaznu varijablu(input) i vrsti vrijednosti za izlaznu
varijablu (output).
Tabela  4   Matlabove funkcije pripadnosti
Naziv funkcije pripadnosti u matlabu Naziv funkcije pripadnosti
trimf Funkcija pripadnosti trokut
tramf Funkcija pripadnosti trapez
gbellmf Funkcija pripadnosti generalizirano zvono
gaussmf Funkcija pripadnosti gaussianova krivulja
gauss2mf
Funkcija pripadnosti gaussianova krivulja koja ovisi o dva
parametra
pimf Funkcija pripadnosti π (pi)
dsigmf
Funkcija pripadnosti koja se dobiva kao rezultat razlike između
dviju različitih sigmaoidalnih funkcija
psigmf
Funkcija pripadnosti koja se dobiva kao produkt  između dviju
različitih sigmoidalnih funkcija
Dvjema ANFIS mrežama u inteligentnom sustavu dobiva se dva rezultata, te u djelu
glasanje kojeg čini neuronska mreža odabire se najbolji rezulatat, njime se zapravo
dobiva informacija da li će se određeni kandidat upisati na Međimursko veleučilište ili
ne.
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Učenje ANFIS mreže ( br. epoha )
3 10 100




fis1-trapmf trapmf 0.16953 0.6181 0.1681
fis1-gbellmf gbellmf 3.1357 4.1005 1.5114
fis1- gaussmf gaussmf 3.1909 4.96 4.5741
fis1- gauss2mf gauss2mf 0.66514 0.34038 0.34038
fis1- pimf pimf 0.2214 0.21539 0.1377
fis1- dsigmf dsigmf 0.87665 1.5739 1.9758
fis1-psigmf sigmf 0.87665 0.40938 1.9758
fis2-trimf trimf 0.68109 0.74025 0.74025
fis2-trapmf trapmf 0.74772 0.7802 0.79206
fis2-gbellmf gbellmf 0.74911 0.7453 1.5428
fis2-gaussmf gaussmf 0.68607 0.68902 1.3986
fis2-gauss2mf gauss2mf 0.81933 0.78304 0.77991
fis2-pimf pimf 0.68211 0.68211 0.68211
fis2-dsigmf dsigmf 0.82483 0.76859 0.9166
fis2-psigmf psigmf 0.82483 0.76859 0.9166
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Dijagram 1 Prikazuje greške validalizacije (učenje ANFIS mreže kroz 3-100 epoha )
Na dijagramu 1 prikazano je 16 različitih ANFIS mreža. Mreže su podijeljene u
dvije skupine, kao što je vidljivo u tabeli 5.  ANFIS mreže čiji naziv sadrži „fis1“  učene
su i  validalizirane skupom podataka s dva atributa plus klasa. Preostalih 8 ANFIS
mreža čiji naziv sadrži „fis2“  učene su  i validalizirane skupom podataka s tri atributa
plus klasa. Svim mrežama su zajedničke karakteristike 3 funkcije pripadnosti za svaku
ulaznu varijablu(input) i izlazna vrijednosti je linearna. U tabeli 5 prikazane su
vrijednosti grešaka validalizacije, i u koliko epoha su ANFIS mreže učene. Greške
validalizacije trebale bi se smanjiti nakon većeg broja epoha, ali za neke ANFIS mreže
greške validalizacije još su više rasle što je vidljivo iz dijagrama 1. Greške validalizacije
jako su rasle za mreže: fis1-dsigmf, fis1-psigmf, fis2-trimf, fis2-trapmf, fis2-gbellmf,
fis2-gaussmf. Smanjenje greške validacije vidljivo je kod ANFIS mreža: fis1-trapmf,
fis1-gbellmf, fi1-gauss2mf, fis1-pimf, fis2-gauss2mf, fis2-pimf. Na dijagramu 1 ANFIS



























































































Dijagram  grešaka  validacije
Greške kod validalizacije ( 3
ep učenja )
Greške kod validalizacije (
10  ep učenja )
Greške kod validalizacije (
100 ep učenja )
Modeliranje neuro-fuzzy sustava za klasifikaciju kandidata pomoću ANFIS-a
Međimursko veleučilište u Čakovcu 38




Učenje ANFIS mreže ( br. epoha )
200 500 1000







fis1-trapmf trapmf 0.1681 0.1681 0.1681
fis1-gbellmf gbellmf 1.5114 1.5114 1.5114
fis1- gaussmf gaussmf 4.5741 4.5124 4.4692
fis1- gauss2mf gauss2mf 0.33686 0.91154 1.1127
fis1- pimf pimf 0.1377 0.1377 0.1377
fis1- dsigmf dsigmf 1.9758 1.9758 2.2533
fis1-psigmf sigmf 0.77055 0.77055 2.2533
fis2-trimf trimf 0.74025 0.74025 0.74025
fis2-trapmf trapmf 0.79206 0.79206 0.79206
fis2-gbellmf gbellmf 1.5428 1.5712 1.5989
fis2-gaussmf gaussmf 1.3986 1.3986 1.3986
fis2-gauss2mf gauss2mf 1.0214 1.033 1.0408
fis2-pimf pimf 0.68211 0.70852 0.70852
fis2-dsigmf dsigmf 0.9166 0.91274 0.91063
fis2-psigmf psigmf 0.91063 0.91274 0.90917
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Dijagram 2 Greške validalizacije ( učenje ANFIS mreže sa 200, 500 i 1000  epoha )
ANFIS mreže koje su učene sa sto epoha imaju veliku grešku validalizacije, fis1-
pimf ima najmanju grešku od svih generimanih ANFIS mreža. Mreže koje su
prethodno učene sa 100 epoha i učene su s 1000 epoha. Nakon učenja ANFIS mreža
rezultate smo prikazali u tabeli 6 i dijagramu 2.  Nakon  tisuću epoha učenja greška je i
dalje velika, a najveća greška validalizacije koju smo zaobilježili je kod  ANFIS mreže























































































Greška validalizacije - povećanje broja
epoha
Greška validalizacije ( 100
epoha učenja )
Greška validalizacije ( 200
epoha  učenja)
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Učenje ANFIS mreže ( br. epoha )
3 10 100







mf4Trapmf1 trapmf 1.0381 0.66552 0.54563
mf4Gbell1 gbellmf 26.9748 11.5647 8.3361
mf4Gauss1 gaussmf 21.3826 8.1766 7.5822
mf4Gauss2mf1 gauss2mf 3.4659 1.1394 1.1031
mf4Pi1 pimf 4.9582 0.34284 0.284
mf4Dsigm1 dsigmf 4.6974 2.1461 1.8995
mf4Psigm1 sigmf 4.6974 2.1461 1.8995
mf4Trimf2 trimf 0.6882 0.71945 0.71945
mf4Trapmf2 trapmf 0.75358 0.18379 0.74657
mf4Gbell2 gbellmf 0.75629 0.84686 0.76649
mf4Gauss2 gaussmf 1.2157 0.80084 0.85997
mf4Gauss2mf2 gauss2mf 0.87587 0.99021 0.99205
mf4Pi2 pimf 0.95531 0.83935 0.74806
mf4Dsigm2 dsigmf 0.77055 0.8342 0.85941
mf4Psigm2 psigmf 0.77055 0.85944 0.85944
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Dijagram 3 Greške validalizacije  (4 funkcije pripadnosti po ulaznoj varijabli)
U tabelama  5 i 6  prikazane su ANFIS mreže čiji su fuzzy sustavi za zaključivanje
generirani sa po tri funkcije pripadnosti za svaku ulaznu varijablu(input).  U tablici 7
prikazane su greške validalizacije ANFIS mreža čiji su fuzzy sustavi za zaključivanje
generirani sa po četiri funkcije pripadnosti za svaku ulaznu varijablu(input).
Uspoređivanjem dijagram 1 i dijagram 3, vidljivo je veliko povećanje greška
validalizacije na dijagramu (3).
Razmatranjem rezultata dobivenih validalizacijom generiranih ANFIS mreža,
odabrane su fis1-pimf i fis2-pimf ANFIS mreže. Izabrane dvije mreže imale su
najmanju grešku prilikom validalizacije. Nakon što su izabrane dvije najbolje ANFIS























Greška validali zacije (
učenje mreže 100
epoha )
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Slika 20 Struktura fis-a u  fis1-pimf mreži
Slika 21 If-then pravila u fis1-pimf ANFIS mreži
Slika 22 Struktura fis1-pimf ANFIS mreže
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Objema ANFIS mrežama generirani su sugenov tip  fuzzy sustava za zaključivanje.
Za fuzzy sustav za zaključivanje (prikazanog na slici 20) određene su dvije ulazne
vrijednosti(inputi) i jedna izlazna vrijednost(output). Svakoj ulaznoj vrijednosti
generirane su tri pi5 funkcije pripadnosti, a izlaznoj vrijednosti generirana je linearna
funkcija. Generiranjem fuzzy sustava za zaključivanje automatski je generirana
struktura ANFIS mreže prikazana na slici 22 i if-then pravila prikazana na slici 21.
Nakon generiranja fuzzy sustava za zaključivanje, strukture ANFIS mreže i if-then
pravila slijedi učenje ANFIS mreže. ANFIS mreža učena je hibridnim algoritmom i
upotrebljeni je grupni način učenja. U grupnom načinu učenja u jednoj iteraciji priloženi
su svi primjeri za učenje. Na taj se način itreacija podudara s epohom. Na početku
učenje započinje s tri epohe i rezultat se može vidjeti na grafu koji je prikazan na slici
23. Nakon učenja nailazimo na grešku  učenja koja iznosi 0.26116.
Slika 23 Dijagram učenja fis1-pimf ANFIS mreže trima epohama
Matlabom se osim dijagrama generira i izvod u kojem se može detaljno pregledati
koliko ANFIS mreža ima čvorova, iznos greške i nakon koliko epoha je učenje ANFIS
mreže završeno. Detaljnije pogledajmo pod ANFIS info.
5 Pi  funkcija pripadnosti  je produkt funkcija oblika S  i   Z ,  „ spline-based“ krivulja oblika je ∏
( izvor : web stranica Matlaba http://www.mathworks.com/help/fuzzy/pimf.html ,  9.9.2014  20:59)
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ANFIS info:
Number of nodes: 35
Number of linear parameters: 27
Number of nonlinear parameters: 24
Total number of parameters: 51
Number of training data pairs: 145
Number of checking data pairs: 32
Number of fuzzy rules: 9
Start training ANFIS ...
1 0.26196 0.216676
2 0.261511 0.218927
Designated epoch number reached --> ANFIS training completed at
epoch 2.
Nakon učenja ANFIS mreže, mreža se testira. Prilikom testiranja ANFIS mreže
utvrđena je greška iznosa 0.089138. Graf za testiranje ANFIS mreže može se pogledati
na slici 24.
Slika 24 Testiranje fis1-pimf ANFIS mreže(nakon učenja mreže trima epohama)
Nakon testiranja ANFIS mreže kreće se na validalizaciju(prikazanu na slici 25).
Validalizacijom se utvrđuje naučenost ANFIS mreže. Prilikom validalizacije ANFIS
mreže utvrđena je greška validalizacije iznosa 0.2214.
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Slika 25 Validalizacija fis1-pimf ANFIS mreže(nakon učenja mreže trima epohama)
ANFIS mreža učena je još s deset epoha, kako bi mreža bila što bolje naučena i kako
bi bolje procesuirala podatke dobivene za obradu. Nakon deset epoha učenja(prikazano
na slici 26) opet se ANFIS mreža testira i validalizira. Greška validalizacije(prikazano
na slici 27) iznosi 0.21539. Greška validalizacije se s brojem epoha smanjuje za
0.00601. Dodaje se  još epoha u nadi smanjenja greške.
Slika 26 Ucenje s 10 epoha  fis1-pimf mrežu
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Slika 27 Validalizacija fis1-pimf mreže ( nakon 10 epoha učenja)
Slika 28 Učenja s 100 epoha fis1-pimf mrežu
Učenjem ANFIS  mreže s dodatnih 100 epoha ili sa 113 epoha(prikazano na slici 28),
nakon toga mreža se testira i validalizira. Testiranjem ANFIS mreže dobivena greška je
iznosa 0.077154(prikazano na slici 29), a nakon validaliziranja dobivena je greška
iznosa 0.1377(prikazano na slici 30). Nakon prošlog učenja mreže greška validalizacije
se smanjuje i iznosi 0.00601, a učenjem mreže s dodatnih 100 epoha  očituje se
smanjenje greške  za 0.07769.
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Slika 29 Testiranje fis1-pimf ANFIS mreže nakon učenja s 113 epoha
Slika 30 Validalizacija  fis1-pimf ANFIS mreže nakon učenja s 113 iteracija
ANFIS mreži fis2-pimf generira se: sugenov tip fuzzy sustava za zaključivanje
(prikazano na slici 32), strukturu (prikazanu na slici 31), if-then pravila(prikazana na
slici 33). Nakon toga fis2-pimf mreža se  uči i validalizira. Mreža fis2-pimf se uči s tri,
deset i sto epoha, nakon svakog učenja slijedi validalizacija(prikazana na slici 34, 35 i
36). Greška validalizacije iznosi 0.68211 i stalne je vrijednosti.
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Slika 31 Struktura fis2-pimf ANFIS mreže
Slika 32 Struktura FIS-a fis2-pimf mreže
Slika 33 If-then pravila fis2-pimf mreže
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Slika 34 Validalizacija fis2-pimf mreže(nakon učenja mreže 3 epohama)
Slika 35 Validalizacija fis2-pimf mreže(nakon učenja mreže 10 epohama)
Slika 36 Validalizacija fis2-pimf mreže(nakon učenja 100 epohama)
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4. Simulacija
U simulinku izrađena je simulacija inteligentnog sustava kojom je prikazana
funkcionalnost samog sustava. Inteligentni sustav u ovoj simulaciji sastoji se od:
ulaznih varijabli, ANFIS mreže (dvije mreže, a to su : fis1-pimf i fis2-pimf),
komparatora, konvertora, vektora i voter_modela.  U ulaznoj varijabli zadani je podatak,
tj. prikupljeni podatak za nekog od kandidata za upis. Tada taj podatak dalje ide u
ANFIS mrežu, komparator gdje se uspoređuje da li je rezultat dobiveni u ANFIS mreži
veći ili jednak 0.4, konvertor i na kraju u voter_model gdje se određuje faktor rizika.
Slika 37 Simulacija inteligentnog sustava
Izvor : simulacija izrađena Simulinkom
Provjeravanje simulacije izrađene na slici 37 s prikupljenim podacima prethodno
pripremljenim za validalizaciju i dodatnim provjeravanjem s klasom prikazanim u tabeli
7 utvrđeno je 99.94 postotna ispravnost Inteligentnog sustava, zbog toga  jer  je jedna
greška utvrđena na 16 ispitanih podataka.
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1 1 0.998 0.5789 0.9996 1
2 2 1.079 0.5756 0.9996 1
3 3 0.9938 0.4038 0.9996 1
4 4 0.9913 0.4811 0.9996 1
5 5 0.9913 0.4811 0.9996 1
6 11 0.9185 0.3008 0.5001 1
7 12 0.9674 0.2579 0.5001 1
8 17 0.6337 0.08309 0.5001 1
9 19 0.766 -0.2175 0.5001 1
10 20 0.9913 0.4811 0.9996 0 x
11 21 -0.0797 0.1973 0.0006413 0
12 22 0 0.2777 0.0006413 0
13 23 0 0.349 0.0006413 0
14 24 0 0.349 0.0006413 0
15 25 -0.008226 0.3423 0.0006413 0
16 26 -0.1125 0.2565 0.0006413 0
Opis :  Znakom x prikazujemo grešku.
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5. Zaključak
Inteligentni sutav predstavljen ovim radom s dvije ANFIS mreže, može izvršiti
klasifikaciju kandidata na zadovoljavajući način. Pokazalo se da izradom više različitih
ANFIS mreža (dvije) i s različitim prijenosnim funkcijama udovoljava potrebama ovog
rada. Mreže s pi(π)  prijenosnom funkcijom daju najbolje rezultate klasifikacije.
Postupkom validacije sustav u 99,94 % ispravno klasificira kandidate, a simulacijom,
odabranim Inteligentnim sustavom mogu se provjeriti i uzorci koji nisu obuhvaćeni u
postupku validacije. Predstavljeni model za klasifikaciju kandidata za upis na
Međimursko veleučilište u Čakovcu može poslužiti za pomoć pri odabiru kandidata.
Obzirom da je broj uzoraka i atributa unaprijed određeni model predstavlja početnu
inicijativu u korištenju inteligentih sustava ovoga tipa. Uz dodatne postupke
modeliranje, obrade i simulacije može se ovim modelom klasificirati i veći broj
uzoraka(kandidata).
Ovaj model u potpunosti je ostvario zadane ciljeve ovoga rada, s naglaskom na
mogućnost daljnjeg poboljšanja.
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9. Dodatak
U ovom poglavlju prilaže se tabela čiji su podaci filtrirani i normalizirani te se













0,070352 0 0,584158 0,929702 0,87978 1
0,080402 0 0,544554 0,956026 0,869601 1
0,090452 0 0,851485 0,561473 0,861348 1
0,100503 0 0,59901 0,838479 0,846768 1
0,105528 0 0,811881 0,55383 0,835763 1
0,135678 0,25 0,549505 0,809426 0,806052 1
0,140704 0,125 0,589109 0,755262 0,803301 1
0,165829 0 0,465347 0,861406 0,782669 1
0,175879 0,125 0,569307 0,718687 0,775791 1
0,19598 0 0,861386 0,313459 0,754333 1
0,236181 0 0,608911 0,551586 0,722146 1
0,241206 0 0,544554 0,629223 0,721596 1
0,251256 0 0,628713 0,51574 0,716644 1
0,256281 0 0,742574 0,375508 0,716369 1
0,266332 0 0,415842 0,747862 0,703714 1
0,271357 0 0,559406 0,565779 0,700963 1
0,281407 0 0,564356 0,556317 0,699312 1
0,286432 0,375 0,579208 0,537575 0,699037 1
0,291457 0 0,50495 0,624249 0,697111 1
0,291457 0 0,519802 0,605811 0,697111 1
0,291457 0 0,787129 0,278583 0,697111 1
0,311558 0 0,351485 0,804816 0,69381 1
0,316583 0 0,519802 0,595863 0,69271 1
0,326633 0 0,455446 0,667374 0,689133 1
0,336683 0,125 0,381188 0,756293 0,688308 1
0,341709 0 0,50495 0,601868 0,686933 1
0,346734 0 0,49505 0,611997 0,686107 1
0,351759 0 0,425743 0,686905 0,681706 1
0,356784 0 0,485149 0,608479 0,678955 1
0,366834 0,125 0,435644 0,665737 0,677579 1
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0,38191 0,375 0,584158 0,47128 0,671802 1
0,386935 0 0,49505 0,576454 0,670151 1
0,396985 0,125 0,59901 0,44065 0,6663 1
0,40201 0,125 0,410891 0,667374 0,664374 1
0,407035 0 0,618812 0,405592 0,661348 1
0,417085 0,25 0,470297 0,584703 0,659972 1
0,427136 0,625 0,29703 0,795293 0,659147 1
0,432161 0 0,658416 0,349973 0,658047 1
0,437186 0 0,529703 0,506338 0,657497 1
0,442211 0,125 0,539604 0,492812 0,656946 1
0,462312 0 0,371287 0,681385 0,648968 1
0,467337 0,25 0,455446 0,578031 0,648693 1
0,477387 0 0,648515 0,324377 0,64099 1
0,477387 0,125 0,415842 0,609268 0,64099 1
0,487437 0,125 0,450495 0,559653 0,637689 1
0,492462 0,5 0,386139 0,629223 0,633563 1
0,497487 0,125 0,589109 0,380421 0,633287 1
0,502513 0 0,628713 0,330745 0,632737 1
0,512563 0 0,391089 0,621156 0,632462 1
0,517588 0 0,292079 0,730697 0,627235 1
0,522613 0,125 0,20297 0,838479 0,626685 1
0,547739 0 0,584158 0,358161 0,620633 1
0,552764 0 0,445545 0,5269 0,620083 1
0,557789 0 0,321782 0,670953 0,616506 1
0,562814 0 0,29703 0,68642 0,609904 1
0,572864 0 0,386139 0,565233 0,604402 1
0,582915 0 0,277228 0,678535 0,595323 1
0,58794 0 0,20297 0,761873 0,591747 1
0,592965 0,125 0,19802 0,764299 0,590096 1
0,61809 0,125 0,311881 0,60114 0,579367 1
0 0 0,648515 0,991448 0,943604 1
0,020101 0 0,470297 0,461515 0,604127 1
0,050251 0,125 0,188119 0,600109 0,510316 1
0,060302 0 0,29703 0,389458 0,475103 1
0,065327 0,25 0,222772 0,441378 0,457497 1
0,070352 0 0,09901 0,501304 0,415956 1
0,085427 0,375 0,074257 0,282647 0,302889 1
0,095477 0 0,158416 0,139261 0,284732 1
0,100503 0 0,014851 0,313884 0,284182 1
0,105528 0 0,029703 0,147753 0,217056 1
0,115578 0,375 0,292079 -0,59144 0,02751 1
0,025126 0 1 0,685146 1 1
0,055276 0 0,618812 0,778068 0,830261 1
Modeliranje neuro-fuzzy sustava za klasifikaciju kandidata pomoću ANFIS-a
Međimursko veleučilište u Čakovcu 61
0,075377 0,25 0,386139 1 0,801651 1
0,080402 0 0,905941 0,35161 0,796424 1
0,085427 0 0,856436 0,389519 0,78597 1
0,090452 0,25 0,707921 0,558137 0,779917 1
0,095477 0,125 0,727723 0,52502 0,776066 1
0,095477 0,125 0,534653 0,761934 0,776066 1
0,105528 0,125 0,60396 0,656699 0,766988 1
0,115578 0,25 0,480198 0,78941 0,758459 1
0,125628 0,125 0,425743 0,83302 0,748006 1
0,130653 0,25 0,673267 0,522108 0,744429 1
0,140704 0 0,529703 0,669012 0,731224 1
0,150754 0,125 0,648515 0,497483 0,719395 1
0,155779 0 0,608911 0,52781 0,711142 1
0,160804 0 0,306931 0,893431 0,709216 1
0,165829 0,125 0,574257 0,561958 0,707565 1
0,175879 0 0,391089 0,767574 0,699037 1
0,180905 0 0,455446 0,681325 0,695461 1
0,18593 0,5 0,455446 0,680415 0,695186 1
0,190955 0 0,5 0,623582 0,694085 1
0,19598 0 0,435644 0,70128 0,693535 1
0,201005 0 0,712871 0,360163 0,692985 1
0,21608 0,125 0,440594 0,664281 0,679505 1
0,221106 0 0,519802 0,555347 0,674278 1
0,226131 0,125 0,242574 0,889125 0,671527 1
0,236181 0 0,381188 0,676048 0,651994 1
0,241206 0,125 0,262376 0,811185 0,647318 1
0,251256 0 0,569307 0,416025 0,638514 1
0,256281 0,25 0,217822 0,843392 0,637139 1
0,266332 0 0,59901 0,361072 0,629986 1
0,271357 0 0,39604 0,606538 0,628611 1
0,276382 0,125 0,509901 0,466246 0,628336 1
0,281407 0,5 0,386139 0,616364 0,62751 1
0,286432 0,25 0,178218 0,850246 0,618157 1
0,291457 0 0,153465 0,873719 0,615131 1
0,296482 0 0,460396 0,494693 0,613755 1
0,301508 0,125 0,371287 0,595136 0,609629 1
0,306533 0 0,435644 0,512707 0,607978 1
0,311558 0 0,267327 0,70316 0,600825 1
0,321608 0 0,410891 0,517377 0,596424 1
0,331658 0 0,653465 0,207497 0,590646 1
0,346734 1 0,287129 0,620125 0,574415 1
0,351759 0 0,168317 0,758476 0,571114 1
0,356784 0 0,306931 0,587493 0,570564 1
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0,361809 0 0,544554 0,288045 0,566713 1
0,371859 0 0,534653 0,279493 0,557359 1
0,376884 0 0,490099 0,332565 0,556534 1
0,386935 0,125 0,277228 0,582762 0,551857 1
0,39196 0,625 0,242574 0,624431 0,551582 1
0,40201 0,375 0,272277 0,574271 0,545254 1
0,407035 0 0,267327 0,5733 0,541953 1
0,41206 0,375 0,282178 0,550616 0,540028 1
0,422111 0 0,227723 0,599685 0,53205 1
0,432161 0 0,148515 0,690847 0,529298 1
0,442211 0 0,435644 0,287135 0,505915 1
0,447236 0 0,316832 0,425244 0,502338 1
0,452261 0,25 0,39604 0,313702 0,495736 1
0,457286 0 0,079208 0,689877 0,490509 1
0,467337 0 0,059406 0,684175 0,476754 1
0,472362 0,125 0,29703 0,369564 0,466025 0
0,477387 0 0,064356 0,619761 0,450344 0
0,487437 0,5 0,242574 0,390368 0,445392 0
0,492462 0,25 0,094059 0,544914 0,433012 0
0,497487 0,25 0,361386 0,199005 0,424484 0
0,502513 0 0,306931 0,258689 0,421458 0
0,507538 0 0,361386 0,18093 0,416231 0
0,512563 0 0,237624 0,326924 0,413755 0
0,532663 0,125 0,272277 0,199005 0,374966 0
0,537688 0,125 0,376238 0,051192 0,365887 0
0,542714 0 0,158416 0,298478 0,356809 0
0,552764 0 0,153465 0,269121 0,340853 0
0,557789 0,25 0,128713 0,268211 0,326547 0
0,562814 0 0,029703 0,372415 0,318845 0
0,577889 0,125 0,074257 0,267302 0,296011 0
0,582915 0 0,079208 0,253897 0,29271 0
0,58794 0 0,133663 0,162977 0,281706 0
0,603015 0,25 0,059406 0,060593 0,193948 0
0,60804 0,125 0,094059 0 0,185695 0
0,613065 0,375 0,519802 -0,59144 0,154058 0
0,61809 0,25 0,242574 -0,59144 0 0
0,623116 0 0,346535 0,545824 0,57359 0
0,628141 0 0,222772 0,696609 0,573315 0
0,633166 0 0,405941 0,469764 0,572215 0
0,638191 0 0 0,955298 0,566713 0
0,653266 0,375 0,20297 0,693213 0,56066 0
0,658291 0 0,59901 0,206526 0,56011 0
0,663317 0 0,361386 0,497301 0,559835 0
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0,668342 0 0,232673 0,644932 0,555158 0
0,673367 0 0,178218 0,705465 0,552407 0
0,693467 0,375 0,534653 0,242615 0,540578 0
0,703518 0,375 0,391089 0,40444 0,53425 0
0,713568 0,5 0,222772 0,608297 0,53315 0
0,718593 0,25 0,292079 0,522654 0,532875 0
0,728643 0,125 0,19802 0,616971 0,523246 0
0,733668 0,25 0,336634 0,435677 0,518019 0
0,738693 0,125 0,29703 0,469825 0,511692 0
0,743719 0 0,188119 0,600109 0,510316 0
0,748744 0,125 0,39604 0,344453 0,509766 0
0,753769 0,875 0,153465 0,629223 0,504264 0
0,763819 0 0,113861 0,675199 0,502889 0
0,768844 0,5 0,242574 0,510766 0,499862 0
0,773869 0 0,153465 0,610542 0,495736 0
0,778894 0,125 0,188119 0,551525 0,488033 0
0,78392 0,125 0,049505 0,717353 0,486382 0
0,79397 0,375 0,485149 0,180263 0,484732 0
0,798995 0 0,287129 0,420695 0,483906 0
0,809045 0,125 0,113861 0,617881 0,477029 0
0,819095 0,375 0,326733 0,333354 0,4663 0
0,824121 0 0,222772 0,441378 0,457497 0
0,829146 0,25 0,430693 0,186147 0,457221 0
0,834171 0,375 0,222772 0,435859 0,455021 0
0,839196 0,125 0,212871 0,447565 0,454746 0
0,844221 0,125 0,222772 0,421484 0,448418 0
0,849246 0 0,118812 0,545642 0,447043 0
0,854271 0,125 0,024752 0,657366 0,445392 0
0,859296 0 0,113861 0,547704 0,445117 0
0,869347 0,375 0,158416 0,47407 0,436589 0
0,874372 0 0,222772 0,394614 0,436314 0
0,879397 0 0,287129 0,315339 0,436039 0
0,884422 0 0,316832 0,276703 0,434938 0
0,889447 0,625 0,153465 0,410141 0,404677 0
0,899497 1 0,366337 0,130527 0,396149 0
0,909548 0 0,262376 0,221023 0,379642 0
0,914573 0,125 0,178218 0,318372 0,376891 0
0,919598 0,875 0,133663 0,356281 0,369464 0
0,919598 0,875 0,014851 0,502032 0,369464 0
0,929648 0,5 0,188119 0,261843 0,356809 0
0,934673 0,25 0,049505 0,423425 0,352957 0
0,944724 0,125 0,158416 0,228665 0,325172 0
0,949749 0 0,133663 0,233517 0,313618 0
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0,954774 0,25 0,074257 0,282647 0,302889 0
0,959799 0 0,178218 0,14939 0,300138 0
0,984925 0,5 0,024752 0,248074 0,259697 0
0,98995 0,75 0,415842 -0,59144 0,096286 0
1 0,25 0,292079 -0,59144 0,02751 0
