Abstract
Introduction
Binary decision diagram (BDD) [1, 11] is the most popular decision diagram, and is extensively used in logic synthesis, verification, logic simulation, etc. BDDs can represent many practical logic functions compactly, but cannot represent the multiplier function with reasonable size. To represent such functions compactly, the arithmetic transform decision diagram (ACDD) [16] , the binary moment diagram (BMD) [2] , the multiplicative BMD (*BMD) [2] , the Kronecker *BMD (K*BMD) [7] , and the Taylor expansion diagram (TED) [3] have been proposed. ACDD and BMD represent a given integer function using the arithmetic transform expansion, while the multi-terminal BDD (MTBDD) [4] represents the function using the Shannon expansion. Decision diagrams based on the arithmetic transform represent integer functions, such as adder and multiplier, with polynomial sizes of the number of input variables [2, 16] . In this paper, elementary functions [13] are converted into integer functions, and they are represented by BMDs. Theoretical and experimental results show that BMDs represent elementary functions compactly.
Preliminaries
Definition 1 Let B = {0, 1}, P = {0, 1,..., p − 1} where p ≥ 2, and R be the set of real numbers. An n-input moutput logic function (or multiple-output logic function) is a mapping: B n → B m , an integer function is B n → P, and a real function is R → R.
Definition 2
The binary fixed-point representation of a value r has the form
where
int is the number of bits for the integer part, and n f rac is the number of bits for the fractional part of r. The representation in (1) is two's complement, and so
In this paper, when we consider only non-negative number r, its fixed-point representation excludes sign-bit.
Definition 3
Precision is the total number of bits for a binary fixed-point representation. Specially, n-bit precision specifies that n bits are used to represent the number; that is, n = n int + n f rac. In this paper, an n-bit precision function f (X) means that the input variable X is n-bit precision.
By fixed-point representation, we can convert n-bit precision real valued functions into n-input m-output logic functions. The multiple-output functions can be converted into integer functions by considering m-bit binary vectors as integers. That is, we can convert n-bit precision real valued functions into integer functions: B n → P, where P = {0, 1,...,2 m − 1}. In this paper, we convert elementary functions into integer functions by using n-bit fixed-point representation. Real valued functions in this paper are converted into integer functions, unless stated otherwise. 
Definition 4 Let A and B be (n × n) square matrices, where
A = ⎡ ⎢ ⎣
Arithmetic Transform
This section describes the arithmetic transform and the arithmetic spectrum. For details, see [16] .
Definition 5 Let A(n) be the arithmetic transform matrix defined by
where the addition and the multiplication are done in integer. For an integer function f given by the function-vector F, the arithmetic spectrum
Each a i in the spectrum is called the arithmetic coefficient.
(End of Example)
Definition 6 Let A −1 (n) be the inverse arithmetic transform matrix defined by
The matrix A −1 (n) has the same form as the Reed-Muller transform matrix R(n). Thus, it is also called the integer Reed-Muller matrix
Definition 7 In a symbolic representation,
Thus, the inverse arithmetic transform is defined as 
(End of Example)
Definition 8 Using A −1 (1) and A (1), an integer function f is represented as follows:
where Fig. 1(a) shows the MTBDD for the integer function f in Example 1. Fig. 1(b) shows the BMD for f .
) is the arithmetic transform expansion (also called A-expansion or moment decomposition). The arithmetic expression for f is obtained by the arithmetic transform expansion. The arithmetic coefficients correspond to coefficients of the arithmetic expression for f .

BMD (Binary Moment Diagram)
Definition 9 A binary moment tree (BMT) is obtained by applying the arithmetic transform expansion f
= f 0 + x i ( f 1 − f 0 ) to
Example 3
In the figures, the nodes labeled with S denote the Shannon expansion, while the nodes labeled with A denote the arithmetic transform expansion. (End of Example)
Terminal nodes in a BMD represent the arithmetic spectrum A f for a function f , while terminal nodes in an MTBDD represent the function-vector F of f . Thus, the number of terminal nodes in a BMD is equal to the number of distinct arithmetic coefficients. On the other hand, in an MTBDD, it is equal to the number of distinct function values.
For X k and kth-order polynomial functions, we can compute the numbers of non-zero arithmetic coefficients and nodes in BMDs from the values of precision n and polynomial order k. The following lemma and theorem give the number of non-terminal nodes in the BMD for the n-bit precision function f (X) = X k , and the upper bound on the number of nodes in a BMD for an n-bit precision kth-order polynomial function.
Lemma 1 For the n-bit precision function f (X) = X k , the number of non-zero arithmetic coefficients is
(Proof) See Appendix.
Lemma 2 For an n-bit precision kth-order polynomial function f
(Proof) See Appendix. 
Lemma 3 For an n-bit precision kth-order polynomial function f
(X) = c 0 + c 1 X + c 2 X 2 + ... + c k X k ,
Lemma 4 For the n-bit precision function f (X) = X k , the number of non-terminal nodes in the BMD is
(Proof) See Appendix. In [7] , similar problem has been considered. But it shows only an upper bound, and is not tight. On the other hand, Lemma 4 gives the exact number. (Proof) See Appendix. 
Lemma 6 For an n-bit precision function f (X), if f (X) is an injection, i.e., the relation
α = β → f (α) = f (β)
Example 4 Fig. 2 compares the upper bounds on the number of nodes in BMDs and MTBDDs for 16-bit precision kth-order polynomial functions. Fig. 3 compares the upper bounds on the number of nodes in BMDs and MTBDDs for n-bit precision 3rd-order polynomial functions. (End of Example)
When the precision n is fixed, the upper bound on the number of nodes in BMD for kth-order polynomial function increases with k. On the other hand, in an MTBDD, the upper bound on the nodes is 2 n+1 − 1 independently of k. Thus, when k is small, the upper bound on nodes in a BMD is smaller than that in an MTBDD. Table 1 . Numbers of non-zero arithmetic coefficients for randomly generated n-bit precision 4th-order polynomial functions.
Precision
Number of arithmetic coefficients n Upper bound Non-zero Distinct  7  99  99  78  8  163  163  111  9  256  256  152  10  386  386  202  11  562  562  262  12  794  794  333  13  1093  1093  416  14  1471  1471  512  15  1941  1941  622  16  2517  2517 747 Function values are not rounded (i.e error-free), and have more bits than n.
When the polynomial order k is fixed, the upper bound on the number of nodes in BMD for n-bit precision polynomial function increases more slowly than that in MTBDD with n. Furthermore, Corollary 1 shows that the upper bound for the MTBDD is tight when all the coefficients c i are positive. Thus, when n is large, BMDs require many fewer nodes than MTBDDs.
From the above observations, we can see that for n-bit precision kth-order polynomial functions, BMDs require fewer nodes than MTBDDs when k is smaller than n. Usually, the polynomial order k is smaller than precision n. Thus, for practical polynomial functions, BMDs are more compact than MTBDDs.
Experimental Results
Number of Arithmetic Coefficients
Polynomial Functions: To verify the tightness of the upper bound in Lemma 2, we randomly generated n-bit precision 4th-order polynomial functions f (X) = c 4 X 4 + c 3 X 3 + c 2 X 2 + c 1 X + c 0 where X ≥ 0 (i.e., we generated 5 uniform random numbers for coefficients, where each coefficient has 16-bit precision: |c i | ≤ 2 15 ). Table 1 compares the number of non-zero arithmetic coefficients for f with the upper bound. In Table 1 , the columns labeled with "Non-zero" and "Upper bound" show the numbers of non-zero arithmetic coefficients for f (X) and their upper bounds given by Lemma 2, respectively. The column "Distinct" shows the number of distinct arithmetic coefficients for f (X). For each precision n, we randomly generated 10 polynomial functions. For all of the generated functions, the numbers of non-zero arithmetic coefficients are equal to the upper bounds. This fact verifies the theoretical result (Lemma 2). Table 1 shows that for polynomial functions, many arithmetic coefficients are 0, and many non-zero coefficients have identical values as well.
Non-polynomial Functions:
In addition to the polynomial functions, we represented the non-polynomial elementary functions shown in Table 2 . Table 2 compares the numbers of distinct function values and distinct arithmetic coefficients for 16-bit precision elementary functions. For each elementary function, its domain is 0 ≤ x < 1 and the function values are rounded to 16-bit precision. Table 2 shows that the elementary functions are transformed into the compact arithmetic spectrum. For 
Number of Nodes in BMD
Polynomial Functions: Table 3 compares the numbers of nodes in BMDs and in MTBDDs for randomly gener- Table 3 . Numbers of nodes in BMDs and MTBDDs for randomly generated n-bit precision 4th-order polynomial functions. ated n-bit precision 4th-order polynomial functions f (X). In Table 3 , the columns labeled with "MTBDD" and "BMD" show the numbers of nodes in MTBDDs and BMDs for f (X), respectively. The sub-columns "#Nodes" and "Bound" show the number of nodes for f (X) and its upper bound, respectively. The upper bounds for BMD and MTBDD are derived by Theorem 1 and Corollary 1, respectively. As shown in Table 1 , for the polynomial functions, many arithmetic coefficients are 0, and many non-zero coefficients have identical values. Thus, the numbers of nodes in BMDs for the polynomial functions are smaller than the upper bounds in Theorem 1 by the reduction rule for BMDs. On the other hand, in MTBDDs for the polynomial functions, the numbers of nodes are 2 n+1 − 1, since for all the generated polynomial functions, Lemma 6 holds. Non-polynomial Functions: Table 4 compares the numbers of nodes in BMDs with that in MTBDDs for 16-bit precision elementary functions. As shown in Table 2 , for the elementary functions, BMDs require many fewer terminal nodes than MTBDDs. Thus, the total numbers of nodes in BMDs are smaller than that of MTBDDs. Especially, for an important elementary function sin(x), the BMD requires only 20% of the nodes for the MTBDD.
Conclusion and Comments
This paper considered BMD and MTBDD representations for elementary functions such as polynomial, trigonometric, logarithmic, square root, and reciprocal functions. We derived the number of nodes in BMDs for kth-order polynomial functions, and confirmed that the BMDs require fewer nodes than the MTBDDs. Especially, when the precision n is larger than the polynomial order k, BMDs require many fewer nodes than MTBDDs. Experimental result using 16-bit precision sin(x) function shows that the BMD requires only 20% of the nodes for the MTBDD.
This paper showed that the arithmetic transforms represent elementary functions compactly. We conjecture that other decision diagrams based on the arithmetic transform (e.g., ACDD, *BMD, K*BMD) also represent elementary functions efficiently. In the past, many people consider the arithmetic transforms [5, 6, 8, 9, 10, 12, 14, 17, 18, 19] . However, to the best of the authors' knowledge, this paper first considered representations of elementary functions by arithmetic transform.
Since BMDs represent elementary functions compactly, BMDs are promising for verification of hardware for elementary functions, and for the alternative implementation of embedded RAM on FPGA for the function tables.
