Abstract: Normal intuitionistic fuzzy numbers (NIFNs), which combine the normal fuzzy number (NFN) with intuitionistic number, can easily express the stochastic fuzzy information existing in real decision making, and power-average (PA) operator can consider the relationships of different attributes by assigned weighting vectors which depend upon the input arguments. In this paper, we extended PA operator to process the NIFNs. Firstly, we defined some basic operational rules of NIFNs by considering the interaction operations of intuitionistic fuzzy sets (IFSs), established the distance between two NIFNs, and introduced the comparison method of NIFNs. Then, we proposed some new aggregation operators, including normal intuitionistic fuzzy weighted interaction averaging (NIFWIA) operator, normal intuitionistic fuzzy power interaction averaging (NIFPIA) operator, normal intuitionistic fuzzy weighted power interaction averaging (NIFWPIA) operator, normal intuitionistic fuzzy generalized power interaction averaging (NIFGPIA) operator, and normal intuitionistic fuzzy generalized weighted power interaction averaging (NIFGWPIA) operator, and studied some properties and some special cases of them. Based on these operators, we developed a decision approach for multiple attribute decision-making (MADM) problems with NIFNs. The significant characteristics of the proposed method are that: (1) it is easier to describe the uncertain information than the existing fuzzy sets and stochastic variables; (2) it used the interaction operations in part of IFSs which could overcome the existing weaknesses in operational rules of NIFNs; (3) it adopted PA operator which could relieve the influence of unreasonable data given by biased decision makers; and (4) it made the decision-making results more flexible and reliable because it was with generalized parameter which could be regard as the risk attitude value of decision makers. Finally, an illustrative example is given to verify its feasibility, and to compare with the existing methods.
Introduction
Since Zadeh [1] proposed fuzzy set (FS), the research and applications based on FS have made many achievements, especially the interval numbers, triangular fuzzy numbers (TFNs) and trapezoidal fuzzy numbers (TrFNs) have become the important tools for expressing the fuzzy information. However, the fuzzy set can only characterize the fuzziness by membership degree (MD), and cannot describe the incomplete information. Atanassov [2] proposed the intuitionistic fuzzy set (IFS) by adding a non-membership degree (NMD). Obviously, IFS is easier to characterize the fuzziness than FS, and it has received more and more concerns. Biswas and Kumar De [3] proposed a new ranking method for IFSs. Later, Atanassov and Gargov [4] extended IFS to the interval-valued IFS (IVIFS) by extending the MD proposed some generalized PA operators for two-dimensional ULVs and intuitionistic linguistic variables, respectively. Liu and Liu [31] proposed intuitionistic trapezoidal fuzzy generalized PA operators. Obviously, PA operator has attracted wide attentions. However, there are not the researches on applications of PA operator in NIFNs.
In real managements, especially for MADM, the attributes are often uncertain information, which is typically characterized by fuzzy information or stochastic information [32] [33] [34] [35] . Of course, the most complex situation is with fuzzy information and stochastic information, simultaneously. In addition, in MADM, there is the relationship among the attributes; especially there exist some unreasonable data given by biased decision makers. Thus, to how to describe the uncertain attribute values and how to relieve the influence of unreasonable data and to give a reasonable decision making result are important.
As mentioned above, NIFNs can better express the stochastic and fuzzy information, and PA operator can better deal with the relationship between the fused values which can relieve the influence of unreasonable data given by biased decision makers, at the same time, the interaction operational laws for IFNs can take into the interactions between MD and NMD account and overcome the weaknesses in existing operational rules. Thus, the goal and motivation of this paper are: (1) to propose some novel operational rules of NIFNs based on the interaction operations of IFNs; (2) to develop some new power interaction aggregation operators for NIFNs, and explore some properties of these operators; and (3) to propose a decision method for MADM problems with the formation of NIFNs.
To realize the above purpose, the rest of this paper is organized as follows. In Section 2, we briefly introduce some basic concepts of NIFNs, interaction operational laws for IFNs, and PA operator. In Section 3, we propose the operational rules of NIFNs based on interaction operations, and introduce the comparison method of NIFNs. In Section 4, we develop some normal intuitionistic fuzzy power interaction aggregation operators, and study some properties and some special cases of them. In Section 5, we apply the new operator to develop a decision approach for MADM problems with the formation of NIFNs. Section 6 gives an example to illustrate the validity of the new approach. Section 7 ends this paper by some conclusions.
Preliminaries
In this section, we will introduce some basic concepts and theory to easily understand the contents of this paper.
The NIFN
Definition 1 [16] . Let R be a real number set and A = (a, σ) be a NFN if its MD satisfies:
Here, we can define N as the set of all NFNs.
Definition 2 [15, 36] . Suppose A = (a, σ) and B = (b, τ) are any two NFNs, and then the operations between A and B can be given as follows: k A = k(a, σ) = (ka, kσ)(k > 0) (2) A + B = (a, σ) + (b, τ) = (a + b, σ + τ)
Definition 3 [14, 15] . Suppose A = (a, σ) and B = (b, τ) are any two NFNs, and then the distance between them is defined as:
Definition 4 [2] . Let X = {x 1 , x 2 , · · · , x n } be an ordinary finite non-empty set, an IFS A in X is given by: For convenience, we can regard a = (u a , v a ) as an IFN, and the set of all the IFNs as IFNs(X).
Definition 5 [12] . Let a = (u a , v a ), b = u b , v b ∈ IFNs, then the basic operational rules were defined as follows:
He et al. [13] think there are some weaknesses in the operations, for example, when v a = 0, regardless of the value of v b , the NMD of the addition operation a ⊕ b in Equation (6) is also zero. Obviously, this is counterintuitive. He et al. [13] proposed some interaction operational laws to overcome the weaknesses, which are shown as follows.
Definition 6 [13] . Let a = (u a , v a ), b = u b , v b ∈ IFNs, then the interaction operational rules were defined as follows:
Definition 7 [14, 15] . Let X be an ordinary finite non-empty set and a = (a, σ), u A , v A is a NIFN if its MD satisfies:
and its NMD satisfies:
Obviously, when u a = 1 and v a = 0, the NIFN will be an NFN. NIFNs are a generalization of the NFNs by adding the NMD. Further, let π(x) = 1 − u a (x) − v a (x), x ∈ X, and we call π(x) the indeterminacy degree or hesitance degree.
The set of NIFNs is denoted by NIFNS.
The PA
Definition 8 [24] . Let a i (i = 1, 2, · · · , n) be a collection of real numbers, the PA operator, which was proposed by Yager [24] , is defined as follows:
where
Sup(a i , a j ) (17) and Sup(a, b) is the support degree for a from b, which meets the properties.
Operations of NIFNs
In this section, we will define the operational rules of NIFNs based on the normal fuzzy operations and intuitionistic fuzzy interaction operations, and give the distance and comparison method between two NIFNs.
The Operational Rules of NIFNs
Wang and Li [14, 15] proposed some operational laws of NIFNs; however, they did not consider the interaction between MD and NMD in the operations in intuitionistic fuzzy part of NIFNs. Thus, based on the normal fuzzy operations and intuitionistic fuzzy interaction operations, we can establish some new operational rules of NIFNs.
Let a 1 = (a 1 , σ 1 ), u 1 , v 1 and a 2 = (a 2 , σ 2 ), u 2 , v 2 be two NIFNs, and n > 0, then the interactional operational rules of NIFNs are defined as follows:
Moreover, all results of these operations are still a NIFN.
, v 2 and a 3 = (a 3 , σ 3 ), u 3 , v 3 be three NIFNs, and n, n 1 > 0, then:
Proof.
(1) According to the interaction operation rules of NIFNs, obviously, Equations (22) and (23) 
For right of Equation (24), we have:
Thus, Equation (24) is right. (3) The proof of Equation (25) is similar to Equation (24), thus it is omitted here. (4) For the left of Equation (26), we have:
For right of Equation (26), we have:
Thus, Equation (26) is right. (5) The proof of Equation (27) is similar to Equation (26), thus is omitted here. (6) For Equation (28) , we have:
Thus, Equation (28) is right. (7) For the left of Equation (29), we have:
n = a n 1 a n 2 , a n 1 a n
For right of Equation (29), we have:
Thus, Equation (29) is right.
The Distance and Comparison Method for NIFNs
Firstly, we will define the distance between two NIFNs based the distance between NFNs in Definition 3.
Definition 9. Let a 1 = (a 1 , σ 1 ), u 1 , v 1 and a 2 = (a 2 , σ 2 ), u 2 , v 2 be two NIFNs, then the distance between NIFNs is defined as follows.
Definition 10 [14, 15] . Let a 1 = (a 1 , σ 1 ), u 1 , v 1 be a NIFN, and then its score function is
and its accuracy function is:
Definition 11 [14, 15] . 
Some Normal Intuitionistic Fuzzy Power Interaction Aggregation Operators
In this section, we will define some power interaction operators for NIFNs, including power interaction averaging (NIFPIA) operator for NIFNs, weighted power interaction averaging (NIFWPIA) operator for NIFNs and generalized weighted power interaction averaging (NIFGWPIA) operator for NIFNs. These operators can consider the advantages of PA operator and the interaction operations.
The NIFWIA Operator
Definition 12. Suppose a j = (a j , σ j ), u j , v j (j = 1, · · · , n) are a collection of the NIFNs, and N IFW I A : Ω n → Ω , if:
where, Ω is the set of all NIFNs, and W = (w 1 , w 2 , · · · , w n ) T is the weight vector of a j (j = 1, 2, · · · , n),
Then N IFW I A is called the normal intuitionistic fuzzy weighted interaction averaging operator.
Theorem 2. Let a j = (a j , σ j ), u j , v j (j = 1, · · · , n) be a collection of the NIFNs, then the aggregated result from Definition 12 can be expressed by:
Moreover, N IFW I A( a 1 , a 2 , · · · , a n ) is also a NIFN.
We can use the mathematical induction method to prove Theorem 2, and the steps are shown as follows.
For left hand of Equation (34), we have:
and for right hand of Equation (34), we have: (34) holds. (2) Suppose when Equation (34) is right for n = k, i.e.,
w j then when n = k + 1, we have:
Thus, Equation (34) is also right when n = k + 1.
Therefore, according to the mathematic induction on n, Equation (34) is right for all n.
In the following, we will prove that N IFW I A( a 1 , a 2 , · · · , a n ) is also a NIFN.
In the aggregated result of N IFW I A( a 1 , a 2 , · · · , a n ), there are two parts, one is NFN
w j σ j , and the other is IFN 1 −
For the part of NFN, the aggregated result
w j σ j is still a NFN, and it has no restrictions. For the part of IFN, it need meet the following three conditions
Otherwise, it will not be a fuzzy number. Since u j , v j , j = 1, 2, · · · , n are IFNs. Thus, we have 0 ≤ u j , v j ≤ 1 and 0 ≤ u j + v j ≤ 1.
(1) About Condition 1
, it can meet Condition 1.
(2) About Condition 2
Since 0 ≤ u j ≤ 1 and 0 ≤ u j + v j ≤ 1, we can get:
Thus, the aggregated result of N IFW I A( a 1 , a 2 , · · · , a n ) is also a NIFN.
The NIFPIA Operator
Definition 13. Let a j = (a j , σ j ), u j , v j (j = 1, · · · , n) be a collection of the NIFNs, and NIFPIA :
Sup( a j , a i ) (36) denotes the support of the jth NIFN by all the other NIFNs, Supp( a j , a i ) is the support degree for a j from a i which meets the characteristics defined in Definition 8. Ω is the set of all NIFNs. Then N IFPI A is called the normal intuitionistic fuzzy power interaction averaging operator.
be a collection of the NIFNs, then the aggregated result from Definition 13 can be expressed by:
Moreover, it is also a NIFN.
Proof. In Equation (34), when
1+T a j , we can get:
Similar to the proof of Theorem 2, N IFPI A( a 1 , a 2 , · · · , a n ) is also a NIFN. Obviously, NIFPIA operator is a special case of the NIFWIA operator. Then, we will investigate some desired properties of the NIFPIA operator.
Theorem 4 (Idempotency). Let a j
Theorem 5 (Boundedness). The NIFWIA and NIFPIA operators lie between min( a 1 , a 2 , · · · , a n ) and max( a 1 , a 2 , · · · , a n ), i.e.,
where,
Proof. For convenience, we will divide the result of N IFPI A( a 1 , a 2 , · · · , a n ) into four parts. Suppose N IFPI A( a 1 , a 2 , · · · , a n ) = (a, σ), u, v , then the first part is the mean, the second is variance, the third is the MD and the fourth is the NMD.
(1) For the first part of N IFPI A( a 1 , a 2 , · · · , a n ), we have:
For the second part of N IFPI A( a 1 , a 2 , · · · , a n ), we have:
For the third part of N IFPI A( a 1 , a 2 , · · · , a n ), we have:
i.e., min
For the fourth part of N IFPI A( a 1 , a 2 , · · · , a n ), we have:
i.e.,
According to Steps (1)- (4) and Definition 11, we have:
The NIFWPIA Operator
In NIFPIA operator defined in Definition 13, we do not consider the weight of the aggregated objects (a 1 , a 2 , · · · , a n ). However, in many cases, the weight of the aggregated objects is very important, and it can directly affect the choice of alternatives. In the following, we shall define the NIFWPIA operator by considering the different weights of the objects.
are a collection of the NIFNs, and N IFWPI A : Ω n → Ω , if:
where, Ω is the set of all NIFNs and W = (w 1 , w 2 , · · · , w n )
T is the weight vector of a j (j = 1, 2, · · · , n) satisfying w j ≥ 0 and
Sup( a j , a i ), and Sup( a j , a i ) is the support degree for a j from a i which meets the characteristics defined in Definition 8, then N IFWPI A is called the normal intuitionistic fuzzy weighted power interaction averaging operator.
, the N IFWPI A operator should be the N IFPI A operator.
be a collection of the NIFNs, then the aggregated result from Definition 14 can be expressed by:
Moreover, N IFWPI A( a 1 , a 2 , · · · , a n ) is also a NIFN.
Proof. The proof is similar to Theorems 2 and 3, so they are omitted here.
Theorem 7 (Idempotency).
Let a j = a 0 = (a 0 , σ 0 ), u 0 , v 0 for all j, then:
Proof. The proof is omitted because it is similar to Theorem 4.
Theorem 8 (Boundedness).
The NIFPIA operator lies between min( a 1 , a 2 , · · · , a n ) and max( a 1 , a 2 , · · · , a n ), i.e.,
Proof. The proof is omitted because it is similar to Theorem 5.
The NIFGPIA Operator
The generalized aggregation operators provide a more general way to aggregate information. In this subsection, we will combine generalized operator and power interaction averaging operator to the NIFNs, and propose a NIFGPIA operator.
Definition 15. Suppose a j = (a j , σ j ), u j , v j (j = 1, · · · , n) are a collection of the NIFNs, and N IFGPI A : Ω n → Ω , if:
where Ω is the set of all NIFNs, T( a j ) =
Sup( a j , a i ), and Sup( a j , a i ) is the support degree for a j from a i which meets the characteristics defined in Definition 8, λ is a parameter such that λ ∈ (0, +∞), then N IFGPI A is called the normal intuitionistic fuzzy generalized power interaction averaging operator.
Theorem 9. Let a j = (a j , σ j ), u j , v j (j = 1, · · · , n) be a collection of the NIFNs, then the aggregated result from Definition 15 can be expressed by:
Moreover, N IFGPI A( a 1 , a 2 , · · · , a n ) is also a NIFN.
Since b j is still a NIFN, we can use b j to replace the a j in N IFPI A operators, and get:
Thus, according to the exponential operation rule of the NIFNs defined in Equation (21), we can get:
Next, we will prove N IFGPI A( a 1 , a 2 , · · · , a n ) is also a NIFN.
According to the exponential operational rule of the NIFNs defined in Equation (21), all
Then the aggregated result from N IFPI A operator is also a NIFN according to Theorem 3, so,
Then, we will investigate some properties.
Theorem 10 (Idempotency).
N IFGPI A( a 1 , a 2 , · · · , a n ) = a 0 .
Proof.
N IFGPI A( a 1 , a 2 , · · · , a n ) =
Theorem 11 (Boundedness).
The N IFGPI A operator lies between min( a 1 , a 2 , · · · , a n ) and max( a 1 , a 2 , · · · , a n ), i.e.,
(1) For the first part of N IFGPI A( a 1 , a 2 , · · · , a n ), we can get:
For the second part of N IFGPI A( a 1 , a 2 , · · · , a n ), we can get:
For the third part of N IFGPI A( a 1 , a 2 , · · · , a n ), we can get:
At the same time,
Similarly, we have:
Thus,
For the fourth part of N IFGPI A( a 1 , a 2 , · · · , a n ), we can get:
Further, we need prove the sums of MD and NMD in min( a 1 , a 2 , · · · , a n ) and max( a 1 , a 2 , · · · , a n ) are less than or equal to 1.
For min( a 1 , a 2 , · · · , a n ), we have:
and for max( a 1 , a 2 , · · · , a n ), we have:
According to steps (1)- (5), we can get:
In the following, some special cases of the N IFGPI A operator will be investigated.
(1) When λ = 1, the N IFGPI A operator will be reduced to the N IFPI A operator.
(2) When λ → 0 , the N IFGPI A operator will be reduced to the following form.
The NIFGWPIA Operator
The N IFGPI A operator provides a more flexible way to aggregate the NIFNs by considering the relationships between the attributes and the interactions between MD and NMD. However, it does not consider the weight of the aggregated objects (a 1 , a 2 , · · · , a n ). In this subsection, we will define the NIFGWPIA operator based on N IFGPI A operator by considering the weights of them.
Definition 16. Suppose a j = (a j , σ j ), u j , v j (j = 1, · · · , n) are a collection of the NIFNs, and N IFGWPI A : Ω n → Ω , if:
where, Ω is the set of all NIFNs, T( a j ) =
Sup( a j , a i ), and Sup( a j , a i ) is the support degree for a j from a i which meets the characteristics defined in Definition 8, λ is a parameter such that λ ∈ (0, +∞), then N IFGWPI A is called the normal intuitionistic fuzzy generalized weighted power interaction averaging operator.
Theorem 12. Let a j = (a j , σ j ), u j , v j (j = 1, · · · , n) be a collection of the NIFNs, then the aggregated result from Definition 16 can be expressed by:
Moreover, N IFGWPI A( a 1 , a 2 , · · · , a n ) is also a NIFN.
Theorem 13 (Idempotency). Let a j
Then, we will investigate some special cases of the N IFGWPI A operator.
(1) When λ = 1, the N IFGWPI A operator will be reduced to the N IFWPI A operator defined in Equation (43), i.e.,
(2) When λ → 0 , the N IFGWPI A operator will be reduced to the following form.
Some Approaches to MADM Based on the Developed Operators
There are many MADM problems in real decision applications, and NIFNs can easily express the stochastic fuzzy information. It is important and meaningful to establish the decision making methods for MADM problems with NIFNs, in this part, we propose some new methods based on new developed operators.
Consider a MADM with information of NIFNs. Let A = {A 1 , A 2 , · · · , A m } be the set of alternatives, and C = {C 1 , C 2 , · · · , C n } be the set of attributes, W = (w 1 , w 2 , · · · , w n )
T is the weighting vector of the attribute C j (j = 1, 2, · · · , n) satisfying w j ∈ [0, 1] and n ∑ j=1 w j = 1. Suppose that X = x ij m×n is the decision matrix, where x ij = a ij , σ ij , u ij , v ij , which is attribute value of attribute C j with respect to alternative A i , takes the form of the NIFN with the conditions 0 ≤ u ij ≤ 1, 0 ≤ v ij ≤ 1, u ij + v ij ≤ 1, and a ij , σ ij is a NFN. Then, the ranking of alternatives is required. Then we will utilize the proposed operators to the above decision problem. If attribute weight vector is unknown, we can use the N IFPI A operator and N IFGPI A operator, however, when attribute weight vector is known, the N IFGWPI A operator and the N IFWPI A operator can be used. Because the N IFPI A and N IFGPI A operators are the special cases of the N IFWPI A operator and the NIFGWPLA operator, without loss of generality, we can only use the N IFGWPI A operator and N IFWPI A operator to deal with this decision making problem.
The methods involve the following steps:
Step 1. The normalization for decision information In real decision, there are two types in attribute values in general: benefit attribute (the bigger the attribute value is, the better it is) and cost attribute (the smaller the attribute value is, the better it is). In addition, there are the different dimensions and different order of magnitude in attributes, so it is necessary to standardize the decision matrix. Suppose R = r ij m×n is the standardized decision matrix of X, where r ij = a ij , σ ij , u ij , v ij , then we have:
(1) For benefit attribute,
Step 2. Calculate the supports, and we have:
which satisfies the support Conditions 1-3 in Definition 8, where d( r ij , r il ) is a normalized distance, and it can be calculated as follow:
where d( r ij , r il ) is the distance between NIFNs r k ij and r l ij , and d( r Step 3. Calculate T( r ij ), and we have:
Step 4. Calculate the weights ω ij (j = 1, 2, · · · , n) associated with the NIFN r ij , and we have:
Step 5. Obtain the comprehensive value of each alternative by NIFGWPIA operator, i.e.,
Step 6. Calculate the score functions s 1 z i , s 2 z i and the accuracy functions h 1 z i h 2 z i by Definition 10 in Equations (31) and (32) .
Step 7. Rank z i (i = 1, 2, · · · , m) in descending order by using the comparison method described in Definition 11.
Step 8. Select the best one(s) by the ranking of z i (i = 1, 2, · · · , m).
Step 9. End.
Illustrative Example
In this section, we will give an example to illustrate the application of these methods. Let us take the method based on N IFGWPI A operator to solve the following example (cited from Reference [23] ).
A manufacturing enterprise wants to select a parts' supplier, and there are four candidate suppliers (as alternatives) denoted by e 1 , e 2 , e 3 and e 4 . The suppliers can be evaluated by the following four criteria which are all benefit types: (1) supply capacity (c 1 ); (2) delivery capability ( The evaluation value for criterion c j with respect to alternative e i can be expressed by the NIFN x ij = a ij , σ ij , u ij , v ij , for example, the evaluation value x 11 of the candidate e 1 with respect to supply capacity c 1 is (3.0, 0.4), 0.7, 0.2 , which means that the average and the variance of supply capacity are 3 and 0.4 respectively, the certainty degree for this result (3.0, 0.4) is 0.7 and the negation degree is 0.2. Then, the evaluation matrix X = x ij 4×4 is constructed and shown in Table 1 . Step 1. The normalization of decision information According to Equation (44), we can get the standardized decision matrix R = r ij m×n which is listed in Table 2 , where r ij = a ij , σ ij , u ij , v ij . 
Step 3. Calculate T( r ij ) According to Equation (48), we have: 
Step 4. Calculate the weights ω ij (j = 1, 2, · · · , n) According to Equation (49), we have: Step 5. Calculate the comprehensive value z i of each alternative e i According to Equation (50) and suppose λ = 1, we have: 
Step 6. Calculate the score funcstion s 1 z i According to Equation (31), we have:
Step 7.
Step 8. Select the best one(s) Because
we have e 2 e 4 e 1 e 3 . Thus, the best alternative is e 2 .
To observe the influence of the parameter value λ for this example, we can adopt the different value λ in Step (5) to obtain the rankings of the alternatives, which are shown in Table 3 and Figure 1 . Comparing with the method proposed by Wang et al. [23] , there are the same ranking results 4 e and 2
e . However, we also give another ranking result, i.e., the best may be 1 e when 0.5
 
. The advantages of the developed method in this paper are that it considers the relationships of different attribute values by PA operator and the interaction between the MD and NMD, and the advantages of the developed method by Wang et al. [23] are that it considers the OWA and the induced variables.
Comparing with the method proposed by Wang and Li [15] , the advantages of the developed method in this paper are that it can give the comprehensive value of each alternative based on the power interaction averaging operators of NIFNs by considering the relationships of different attributes and the interaction between the MD and NMD, and the advantages of the method proposed by Wang and Li [15] are that it can solve the MADM problems with incomplete weight information, however, it can only give the ranking result by TOPSIS, and not comprehensive value.
Comparing with the method proposed by Wang and Li [14] , Wang and Li [14] also proposed some aggregation operators, especially some intuitionistic normal fuzzy related weighted averaging operators. In Table 3 , we can see the best alternative is different for the different value λ in NIFGWPIA operator. Further, we can give the following analysis.
When parameter λ increases (λ ≥ 0.5), the MD in comprehensive value z i will increase, and the NMD will decrease. Thus, we can regard parameter λ as a risk attitude value. When decision maker is the type of risk aversion (or called the conservative type), a little value of λ can be adopted; when decision maker is the type of risk seeking (or called the aggressive type), a big value of λ can be used. In general, when λ = 1, we can think it is neutral. Thus, in this example, we can select the best is e 4 when λ ≥ 1.5; or best is e 2 when λ is approximately one; or the best is e 1 when λ ≤ 0.5.
Comparing with the method proposed by Wang et al. [23] , there are the same ranking results e 4 and e 2 . However, we also give another ranking result, i.e., the best may be e 1 when λ ≤ 0.5. The advantages of the developed method in this paper are that it considers the relationships of different attribute values by PA operator and the interaction between the MD and NMD, and the advantages of the developed method by Wang et al. [23] are that it considers the OWA and the induced variables.
Comparing with the method proposed by Wang and Li [14] , Wang and Li [14] also proposed some aggregation operators, especially some intuitionistic normal fuzzy related weighted averaging operators. However, we think that, if there exists relationships between attributes, the operational laws in NFNs may be incorrect because these operational laws need the condition that the attributes are independent. The aggregation operators and method propose in this paper can only consider the relations of attribute values by PA operator, and still keep the condition that the attributes are independent.
Conclusions
In this paper, we firstly defined some basic operational rules of NIFNs by the interaction operations of IFNs, and then we proposed some new aggregation operators for NIFNs. Further, we studied their properties and some special cases, and proposed a MADM approach for the decision information in NIFNs based on the NIFGWPIA operator. The significant characteristics of the proposed method are that: (1) it is easier to describe the uncertain information than the existing fuzzy sets and stochastic variables; (2) it used the interaction operations in part of IFSs which could overcome the existing weaknesses in operational rules of NIFNs; (3) it adopted PA operator which could relieve the influence of unreasonable data given by biased decision makers; and (4) it made the decision-making results more flexible and reliable because it was with generalized parameter that could be regarded as the risk attitude value of decision makers. In the future, we will study the applications of the proposed operators and method for the MADM problems with normal distribution stochastic information [37, 38] , especially for supply chain managements [39] and inventory models [40, 41] , or study the fuzzy graphs or trees based on NIFNs [42] [43] [44] [45] .
