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We study the spin dynamics in a 3D quantum antiferromagnet on a face-centered cubic (FCC)
lattice. The effects of magnetic field, single-ion anisotropy, and biquadratic interactions are in-
vestigated using linear spin wave theory with spins in a canted basis about the Type IIA FCC
antiferromagnetic ground state structure which is known to be stable. We calculate the expected
finite frequency neutron scattering intensity and give qualitative criteria for typical FCC materi-
als MnO and CoO. The magnetization reduction due to quantum zero point fluctuations is also
analyzed.
PACS numbers: 75.30.Ds, 75.10.Jm, 75.50.Ee
I. INTRODUCTION
Frustration plays an important role in the conceptual
understanding of the physical properties of novel mag-
netic materials [1]. Frustration can arise either due to
the underlying geometry as in a triangular lattice [2, 3]
case or due to competing interactions as in the quantum
spin-1/2 Heisenberg antiferromagnet (AF) on a square
lattice [4–9]. There are several examples of frustrated
magnetic materials: spinels [10, 11], all face-centered-
cubic (FCC) AFs including type-I systems (e.g. CeAs,
CeSb, USb, NpBi) [12–15], type-II systems (e.g. FeO,
MnO, NiO, α-MnS, CoO, EuTe, NiS2) [16], type-III sys-
tems (e.g. Cd1−xMnxTe for larger x) [17], triangu-
lar stacked AF’s [18–20], pyrochlore magnets [21, 22],
kagome lattices [23–27], and fully frustrated cubic sys-
tems [28–30].
The tendency of a magnetic system to support long
range order is more pronounced in three dimensions (3D)
than in two- or one- dimension. Recently, motivated by
the results for the 2D lattices, some work has been done
by analytical (non-linear spin wave theory) [31, 32] and
numerical techniques (exact diagonalization, and linked-
cluster series expansions) [29, 33, 34] to understand the
magnetic phase diagram of 3D quantum spin-1/2 Heisen-
berg AF on a body-centered-cubic (BCC) lattice and sim-
ple cubic (SC) lattice. There also exists a limited amount
of work on the effects of local anisotropy, four-spin ex-
change interactions, and biquadratic interaction of spin-
1/2 Heisenberg AF on 3D lattices [35–38].
In this paper, we study the effects of quantum flucta-
tions in a 3D quantum AF on a FCC lattice using lin-
ear spin wave theory (LSWT). We choose the Type IIA
FCC structure (see Fig. 1(a)) which is proven to be sta-
ble from among the (initially) degenerate ground states
of the FCC AF [39, 40]. We then perform a LSWT cal-
culation for spins in a canted basis about the Type IIA
∗ Corresponding author:yaodaox@mail.sysu.edu.cn
ground state and obtain the dispersion including the ef-
fects of external magnetic field, single-ion anisotropy, and
biquadratic interaction (refer Eq. 24). We calculate the
expected finite frequency neutron scattering intensity for
the FCC AF (see Figs. 6 and 7). We also compute the
effect of quantum fluctuations on the sublattice magne-
tization (see Fig. 9).
The motivation for considering the Type IIA FCC lat-
tice is twofold. First, as mentioned earlier, there are
several experimentally relevant Type IIA FCC materi-
als. Second, to the best of our knowledge a systematic
theoretical study of neutron scattering and the effects
of magnetic field and single-ion anisotropy for the Type
IIA FCC AF is missing. A knowledge of the neutron
scattering pattern is crucial to determining information
relevant for the quantum/classical dynamics of the sys-
tem and to help understand the effects of frustration.The
Type II FCC lattice had been an earlier topic of theoret-
ical investigation where the authors studied the effect of
frustration and quantum fluctuations [39]. The Type
I FCC AF has already been investigated in some detail
theoretically [37, 41].
This paper is organized as follows. In Section II we
begin with a brief description of the existing theoretical
and experimental understanding of the FCC AF system
and the properties of the lattice relevant to our calcu-
lations. In Section III we set-up the Hamiltonian and
perform the boson transformation for spins in a canted
basis to obtain the spin wave dispersion within LSWT.
In Section IV A we discuss the effects of magnetic field,
single-ion anisotropy, and bi-quadratic interaction on the
dispersion relation. In Section IV B we present the re-
sults of neutron scattering for MnO and CoO. In Sec-
tion IV C we show the effects of quantum fluctuations
on the sublattice magnetization. Finally, in Section V we
summarize the main results.
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2II. FCC REVIEW
The classical ground states of the FCC AF have been
investigated theoretically [16, 35]. Extending these stud-
ies to include the effect of quantum fluctuations it was
shown that the continuous degeneracy of the classical
ground states can be removed to favor a collinear ground
state [40, 42]. In general there are 4 types or kinds of
collinear structure - Type I, Type IIA, Type IIB, Type
III, and Type IV. Quantum fluctuations are unable to re-
move the twofold structural degeneracy between the in-
equivalent Type IIA and Type IIB structure (see Fig. 1
for spin arrangement). Classically these two structures
are stable for |J ′ | < 2|J |. As shown by [39, 40] a spin
wave theory up to order (J
′
/J)4 is needed to lift the de-
generacy to select the second kind of type A as having the
lower energy. In this paper we focus on this spin arrange-
ment. The spin wave gaps occur at the relative order of
(J
′
/J)2. The gap can be phenomenologically modeled
by a bi-quadratic interaction and microscopically justi-
fied through a spin wave theory Hartree decoupling of
quartic interaction terms [39, 40].
(a)FCC Type IIA (b)FCC Type IIB
FIG. 1. (Color online) Twofold structurally degenerate in-
equivalent Type IIA and Type IIB FCC structures. The four
colors - black, red, blue, and green represent the four sub-
lattices respectively. The + and − denote the up and down
collinear spin configurations respectively. Spin wave theory
upto quartic order in the ratio of interaction strengths show
that quantum fluctuations select the Type IIA structure as
having the lower energy [39]. We focus on this spin arrange-
ment in this paper.
The Type II FCC AF system has also been investi-
gated experimentally. The data in Table I documents
the experimentally measured Ne´el transition tempera-
ture (TN ), nearest neighbor (nn) exchange interaction
(J
′
), next-nearest neighbor (nnn) exchange interaction
(J), and the ratio of J ′/J . The table shows that J > J
′
for these materials. Under this condition the FCC lat-
tice may be viewed as four interpenetrating SC AF sub-
lattices in which the mean field on one sublattice due to
any other vanishes. This fact forms the basis for writing
our Hamiltonian, Eq. 1, in the sublattice formulation. In
the next section, Sec. III, we state the Hamiltonian and
TABLE I. Transition temperature (TN ), nearest neighbor
(J
′
), next-nearest neighbor (J), and relative coupling strength
γ for Type II FCC antiferromagnets. The data has been com-
piled from Yamamoto and Nagamiya [16].
Material TN [K (meV)] J
′
[K (meV)] J[K (meV)] γ=J
′
/J
FeO 198 (17.07) 7.8 (0.67) 8.2 (0.71) 0.95
MnO 117 (10.08) 5 (0.43) 5.5 (0.47) 0.91
NiO 523 (45.09) 50 (4.31) 85 (7.33) 0.59
α-MnS 147 (12.7) 3.5 (0.30) 6.25 (0.54) 0.56
CoO 292 (25.2) 6.9 (0.60) 21.6 (1.86) 0.32
EuTe 9.76 (0.84) 0.07 (0.006) 0.21 (0.02) 0.33
carry out the LSWT calculation in the canted spin basis
about the FCC Type IIA AF ground state (see Fig. 1(a)).
III. HAMILTONIAN AND LSWT
The model Hamiltonian that we study is given by,
H = J
∑
〈α,i;α,j〉
Sα,i · Sα,j + J ′
∑
〈α,i;β,j〉
Sα,i · Sβ,j
− λ
∑
α,i
(Szα,i)
2 + gµBH
∑
α,i
Syα,i (1)
where Sα,i denotes the ith spin on a sublattice α. The
first term, with strength J is the interaction within the
sublattices (which is a nn interaction based on the SC for-
mulation). The second term with strength J
′
is the inter
sublattice interaction. In Fig. 2 we show the nn (∆) and
nnn (~δ12, ~δ13 and ~δ14) vectors in the four sublattice SC
formulation. The four colors - black (1), red (2), blue (3),
FIG. 2. (Color online) Four sublattice formulation of the
AF FCC lattice. The sublattices are indicated by - black (1),
red (2), blue (3), and green (4) colors. The corresponding
sublattice number is indicated in the parenthesis. The intra-
sublattice nearest neighbor vector is given by ∆ and inter-
sublattice vectors are given by ~δ12, ~δ13 and ~δ14. The choice of
coordinate axis is as shown in the figure.
3and green (4) represent the four sublattices respectively.
The corresponding sublattice number is indicated in the
parenthesis. The third term is the single-ion anisotropy
with strength λ > 0, and the last term is the Zeeman
energy due to the external magnetic field which has been
applied along the negative y-direction [43]. The gyro-
magnetic ratio is given by the symbol g and the Bohr
magneton by µB .
In the presence of a magnetic field the sublattices are
canted by an angle Θ and we apply the canted spin wave
theory approach to calculate the LSWT dispersion [43–
46]. In this method the spin components are first rep-
resented in a rotating frame such that the local zi-axis
points in the direction of each magnetic sublattice. We
then express the spin components in the rotated frame
relative to the laboratory frame as,
Sα,i= S˜xα,ixˆ +
(
S˜yα,ie
iko·rα,i cos Θ + S˜zα,i sin Θ
)
yˆ
+
(
S˜zα,ie
iko·rα,i cos Θ− S˜yα,i sin Θ
)
yˆ (2)
where ko = (
pi
a ,
pi
a ,
pi
a ). The advantage of the rotated ba-
sis is that it allows us to perform the calculation using
only one type of sublattice boson. In the second step
of the process we obtain the boson representation (note
that within LSWT there is no distinction between the
Dyson-Maleev and the Holstein-Primakoff transforma-
tion) of the spins in the Hamiltonian by applying the
transformation,
S˜xα,i =
√
S
2
(
aα,i + a
†
α,i
)
(3)
S˜yα,i = −i
√
S
2
(
aα,i − a†α,i
)
(4)
S˜zα,i = S − a†α,iaα,i (5)
where S is the spin, a†α,i and aα,i are the boson creation
and annihilation operators for each site i in a sublattice α
respectively. Finally, we use the transformation Eqs. 3, 4,
and 5, to write the Hamiltonian bilinear in the boson
operators as,
H = −12NJS2 cos 2Θ + 4gµBHNS sin Θ− 4NS2λ cos2 Θ
+ (−gµBH sin Θ + 2Sλ cos2 Θ)
∑
α,i
a†α,iaα,i
+ JS
∑
〈αi,αj〉
cos 2Θ(a†α,iaα,i + a
†
α,jaα,j)
+ JS
∑
〈αi,αj〉
sin2 Θ(a†α,iaα,j + aα,ia
†
α,j)
+ JS
∑
〈αi,αj〉
cos2 Θ(a†α,ia
†
α,j + aα,iaα,j)
+ J
′
S
∑
〈αi,βj〉
A
′
αi,βj (a
†
α,iaβ,j + aα,ia
†
β,j)
+ J
′
S
∑
〈αi,βj〉
B
′
αi,βj (a
†
α,ia
†
β,j + aα,iaβ,j) (6)
where Θ is the canting angle of the sublattice magnetiza-
tion. In the above derivation the linear terms from S˜yα,i
do not contribute. We also ignore interaction terms of
order λ sin2 Θ which are small in the presence of weak
field and anistropy. These terms could be relevant in the
presence of strong magnetic field, but, we do not con-
sider that analysis here. Furthermore, in the presence
of strong magnetic field the present derivation will break
down and a more careful analysis is required [46]. The
canting angle, Θ, can be obtained by minimizing the clas-
sical energy (the first three terms of Eq. 6) to obtain,
sin Θ = − gµBH
12JS + 2Sλ
(7)
We now Fourier Transform the above Hamiltonian us-
ing the following definition a†α,i =
1√
N
∑
q a
†
α(q)e
iq·ri
where N is the number of sites in each of the four SC
AF sublattice, q is summed over N values in the in-
terval −pi < aqj < pi (j = x,y,z). The Fourier Trans-
formed Hamiltonian may be written as a sum of the clas-
sical energy Ecl, the intra (same) sublattice interaction
Hintra, and inter (different) sublattice interaction Hinter
as, H = Ecl +Hintra +Hinter where,
Ecl = −12NJS2 cos 2Θ+4gµBHNS sin Θ−4NS2λ cos2 Θ
(8)
Hintra= 6JS[
∑
α,q
(1 + λ/3J + γq sin
2 θ)a†α(q)aα(q)
+
1
2
γq cos
2 θ
∑
α,q
(a†α(q)a
†
α(−q) + aα(q)aα(−q)]]
(9)
and γq is given by γq =
1
6
∑
∆ e
iq·∆ with ∆ as the nn
neighbor vector within a sublattice (see Fig. 2). Finally,
Hinter= J ′S[
∑
α,β,q
A
′
α,β(q)[a
†
α(q)aβ(q) + aα(q)a
†
β(q)]
+ B
′
α,β(q)
∑
α,β,q
(a†α(q)a
†
β(−q) + aα(q)aβ(−q)]]
(10)
The A
′
α,β(q) and B
′
α,β(q) coefficients are given by
A
′
α,β(q) =
1
4
∑
~δα,β
[
1 +
(
eiko·~δα,β cos2 Θ + sin2 Θ
)]
e−iq·~δα,β
(11)
B
′
α,β(q) =
1
4
∑
~δα,β
[
1−
(
eiko·~δα,β cos2 Θ + sin2 Θ
)]
e−iq·~δα,β
(12)
where ~δα,β is summed over the four first-neighbor vectors
which connect sublattices α and β (see Fig. 2). With the
above definitions the bilinear Hamiltonian, Eq. 6, can be
written as follows,
H = Ecl + 1
2
∑
q
X†(q)M(q)X(q) (13)
4with the following defintions,
X(q) =
(
V(q)
V†(-q)
)
(14)
V(q) =
 a1(q)a2(q)a3(q)
a4(q)
 (15)
M(q) =
(
H1(q) H2(q)
H2(q) H1(q)
)
(16)
and H1(q) and H2(q) are defined as,
H1(q) = 6JS{(1 + λ/3J + γq sin2 θ) + [J ′/(3J)]A′(q)}
(17)
H2(q) = 6JS{γq cos2 θ + [J ′/(3J)]B′(q)} (18)
Now in the above Hamiltonian one can include the bi-
quadratic interaction defined by [39],
∆HQ = −1
2
Q
∑
i,j
∆ij [Si · Sj ]2/S3 (19)
where Q is the strength of the biquadratic interaction,
∆ij is unity if spins i and j are nn and is zero otherwise.
Following the same strategy as outlined before we have
the following new definitions of H1(q) and H2(q) in the
presence of biquadratic interaction,
H1(q) = 6JS
[
1 +
λ
3J
+ γq sin
2 Θ +
2Q
JS
]
(20)
+ 6JS
[
2j − Q
3JS
]
h1(q) + 6JS
[
2j sin2 Θ
]
h2(q)
H2(q) = 6JSγq cos
2 Θ + 6JS
[
2j cos2 Θ +
Q
3JS
]
h2(q)
(21)
where h1(q) and h2(q) are now given by,
h1(q) = cos[a(qx − qy)/2] + cos[a(qy − qz)/2]
+ cos[a(qz − qx)/2] (22)
h2(q) = cos[a(qx + qy)/2] + cos[a(qy + qz)/2]
+ cos[a(qz + qx)/2] (23)
with j=J
′
/6J . We choose the fourth eigenvalues h1(q)
and h2 (q) because H1(q) and H2(q) commute and can
be simultaneously diagonalized for the Type IIA struc-
ture (see appendix A of Ref. [39] for more details). The
other three branches can be obtained by ”folding” the
single branch spectrum [39]. The neutron scattering is
nonzero only for the single mode appearing in this basis.
Hence the choice of this representation is convenient to
perform the neutron scattering calculation. The LSWT
dispersion is given by,
ω(q) =
√
[H1(q)−H2(q)][H1(q) +H2(q)] (24)
(a)MnO
(b)CoO
FIG. 3. (Color online) Linear spin-wave theory dispersion
for (a) MnO and (b) CoO. The x-axis and y-axis correspond
to wave-vectors qx and qy respectively with the range (0,2pi).
The z-axis corresponds to energy in units of kelvin. The value
of qz = pi. We compute the dispersions for the parameter
set (S=5/2, J
′
=5 K, J=5.5 K) for MnO and (S=3/2, J
′
=6.9
K, J=21.6 K) with the ratios gµBH
6J
=0.05, λ
6J
= 0.002, and
Q
J
= 0.01. For this choice of parameters the energy gap at
the antiferromagnetic (pi, pi, pi) point ∆(pi, pi, pi), indicated by
a red arrow on the plot, is 10.2 K (0.88 meV) for MnO and
20.1 K (1.73 meV) for CoO. The dashed lines in the qx-qy
plane are a guide for the eye to locate the (pi, pi, pi) point. The
spin of the compound is given by S, J
′
is the inter sublattice
interaction, J is the interaction within same sublattice, λ is
the anisotropy parameter, Q is the bi-quadratic interaction,
and H is the external magnetic field.
IV. RESULTS
A. Spin wave dispersion - effects of magnetic field,
anisotropy, and bi-quadratic interaction
The spin wave dispersion for MnO and CoO is dis-
played in Fig. 3 for (qx, qy, pi). The range for qx and qy
is 0 to 2pi on the dispersion plot. The energy is measured
in units of kelvin. We use Eq. 24 to compute the energy
profile for the parameter set (S, J
′
, J) with the ratios
5gµBH
6J =0.05,
λ
6J = 0.002, and
Q
J = 0.01. The spin of the
compound is given by S, J
′
is the inter sublattice interac-
tion, J is the interaction within same sublattice, λ is the
anisotropy parameter, Q is the bi-quadratic interaction,
and H is the external magnetic field. From Table I and
Ref. 39 we take the parameter set (5/2, 5 K (0.43 meV),
5.5 K(0.47 meV)) for MnO and (3/2, 6.9 K (0.60 meV),
21.6 K(1.86 meV)) for CoO. We find that for the given
choice of parameters the AF gap at the (pi, pi, pi)-point is
10.2 K (0.88 meV) for MnO and 20.1 K (1.73 meV) for
CoO. The two compounds also have a different band top
- 134 K (11.6 meV) for MnO and 239 K (20.6 meV) for
CoO. The dispersion also shows that the energy range is
different and there is an overall qualitative difference in
the curvature of the dispersion.
In Figs. 4 and 5 we display the dispersion curves for
MnO, ω(q)/15J, for different cuts along the Brillouin
zone (BZ) - (2pi, 0, 0), Γ, M, X, and then back to Γ.
From Fig. 4 we observe that in the absence of a magnetic
field (solid black line) there are no gaps in the BZ. But,
with the inclusion of a field (solid red line) an energy gap
of 9.45 K (0.81 meV) opens up at the Γ-point as shown
in the inset of Fig. 4. The value of this gap will increase
if the strength of the field is increased (for reasons men-
tioned in Section III a very large value of the magnetic
field should not be used). Gaps can also be created due
to the presence of single-ion anisotropy (solid black line)
and bi-quadratic interaction (solid red line) as shown in
Fig. 5. With single-ion anisotropy present only, a gap
of 10.2 K (0.87 meV) opens up at the Γ & X point and
6.2 K (0.53 meV) at the (2pi, 0, 0) point. However, with
the biquadratic interaction a gap of 10.1 K (0.86 meV)
is present only at the (2pi, 0, 0) point and this fact is
in agreement with the work of Yildirim et.al. [39]. The
CoO dispersion cuts along the BZ (not shown here) also
display a qualitatively similar behavior.
B. Inelastic neutron Scattering
Neutron scattering is a very useful tool to detect mag-
netic order in crystals [47–50]. Neutron diffraction (elas-
tic scattering) can be used to determine the spin struc-
ture and magnetic moments. Inelastic neutron scatter-
ing can be used to study spin dynamics including spin
waves [51–53]. The technique has been used success-
fully in magnetic materials, high TC superconductors,
and manganites.
The neutron scattering cross section is proportional to
the dynamic structure factor S(q, ω) [54]. In the linear
spin wave approximation the transverse parts contribute
to the structure factor and by symmetry we have,
Sαα(q, ω)
g2µ2BSeff
=
H1(q)−H2(q)
2ω(q)
[n(ω) + 1]δ(ω − ω(q))
(25)
where α=x,y and and n(ω) is the Bose occupation fac-
tor. In Fig. 6 (MnO) and Fig. 7 (CoO) we show the ex-
pected neutron scattering intensity for constant energy
FIG. 4. (Color online) MnO spin wave dispersion, ω(q)/15J,
for zero external magnetic field (solid black line) and magnetic
field gµBH
6J
=0.15 (solid red line). The field ratio is chosen to
emphasize the effect of magnetic field on the spin wave dis-
persion. An energy gap of 9.45 K (0.81 meV) opens up at the
Γ-point as displayed in the inset. Smaller values of the field
produces a smaller gap. The Brillouin zone is traversed along
(2pi,0,0), Γ, X, M, and then back to Γ.The inset is displayed
for (pi
8
, 0, 0)→ Γ→ (pi
8
, pi
8
, 0).
FIG. 5. (Color online) MnO spin wave dispersion, ω(q)/15J,
with single-ion anisotropy parameter λ
6J
= 0.002 (solid red
line) and bi-quadratic interaction parameter Q
J
= 0.01 (solid
black line). In the presence of single-ion anisotropy only, mul-
tiple energy gaps are developed at the high symmetry points
- 10.2 K (0.87 meV) at Γ & X and 6.2 K (0.53 meV) at
(2pi, 0, 0). In the presence of bi-quadratic interaction only,
a single energy gap of 10.1 K (0.86 meV) opens up at the
(2pi, 0, 0)-point in confirmation with [39]. The Brillouin zone
is traversed along (2pi,0,0), Γ, X, M, and then back to Γ.
cuts in q space. The calculated spectra are predictions
from LSWT. In either figure, the left hand column shows
the expected neutron scattering intensity from a single
domain of the magnetic order (untwinned cyrstal) and
the right hand column shows the expected neutron scat-
tering intensity from domains with both orientations of
6FIG. 6. (Color online) Constant energy cuts of the inelas-
tic neutron scattering pattern for MnO at q=(qx, qy, pi). The
x-axis and y-axis correspond to qx and qy respectively with
the range (0, 2pi). The left hand column is for an untwinned
crystal and the right hand for a twinned crystal. The param-
eter set and the scaled values of magnetic field, anisotropy,
and bi-quadratic interaction used to compute the pattern are
the same as the MnO spin wave dispersion plot.
the magnetic order (twinned cyrstal). In real materials
twinning occurs due to a finite correlation length, local
disordered pinning, or crystal twinning.
We use the value of spin for the compound (S), J
′
, J,
H, λ, and Q. For MnO we have (5/2, 5 K (0.43 meV),
5.5 K (0.47 meV)) and for CoO (3/2, 6.9 K (0.60 meV),
21.6 K (1.86 meV)). We choose gµBH6J =0.05,
λ
6J = 0.002,
and QJ = 0.01 as the scaled values of the magnetic field,
single-ion anisotropy, and bi-quadratic interaction. The
spectra are computed at q=(qx, qy, pi) for both MnO and
CoO. The x-axis and y-axis correspond to qx and qy re-
spectively with the range (0, 2pi). The value of Q ob-
tained from Ref. 39 is of the order of 0.001 meV. Such
a small value has negligible effect on the dispersion and
the neutron scattering plot. Therefore to highlight the
effect of Q we choose a slightly higher value. The choice
of λ is typical for AFs [55].
For the untwinned case, at low energies the strongest
diffraction peaks are centered around the (pi,pi) point and
FIG. 7. (Color online) Constant energy cuts of the inelas-
tic neutron scattering pattern for CoO at q=(qx, qy, pi). The
x-axis and y-axis correspond to qx and qy respectively with
the range (0, 2pi). The left hand column is for an untwinned
crystal and the right hand for a twinned crystal. The param-
eter set and the scaled values of magnetic field, anisotropy,
and bi-quadratic interaction used to compute the pattern are
the same as the CoO spin wave dispersion plot.
has an elliptical shape for MnO and a more circular shape
for CoO. As the energy is increased the elliptical neutron
pattern for MnO is stretched out and the circular pattern
for CoO increases in size. Simultaneously the neutron
intensity starts to non uniformly concentrate along the
edges of the ellipse connecting the (0,0) and the (2pi, 2pi)
line for MnO. For the CoO case the intensity starts to
spread uniformly along the circular ring. At even higher
energies the MnO spectra acquires a flattened elliptical
shape. The CoO spectra on the other hand becomes
a distorted circular shape. The neutron scattering pat-
terns are determined mainly by the ratio of J
′
/J. For the
twinned case the intensity is located at particular points.
As the energy is increased the high intensity patches sim-
ply grow in size.
The intensity patterns for the MnO and CoO case are
different at high energy. This fact is reflected in the in-
7FIG. 8. (Color online) Integrated structure factor S(E) for
the full Brillouin zone. The computations were done for the
same parameter set as in the neutron intensity calculation.
The red line represents the structure factor for MnO and the
blue line for CoO. The energy is in units of kelvin.
FIG. 9. (Color online) Spin reduction, ∆S, due to zero point
quantum fluctuations for J
′
/J ratio in the absence of mag-
netic field, single-ion anisotropy, and bi-quadratic interaction.
Various Type II FCC antiferromagnets stated in Table I are
indicated on the graph.
tegrated structure factor which is given by,
Sαα(ω) =
∫ ∫ ∫
BZ
dkxdkydkzS
αα(q, ω)δ(ω − ω(q))
(26)
where α = x, y and BZ means integrate over the full
magnetic Brillouin zone. Numerical results for the struc-
ture factor are presented in Fig. 8. The energy scale at
which the peaks appear are different. The MnO peaks
at a lower energy ≈ 80 K ( 6.9 meV) while the CoO at a
higher energy ≈ 200 K (17.2 meV).
C. Sublattice Magnetization
Fig. 9 shows the spin reduction, ∆S, due to zero point
quantum fluctuations,
∆S = −1
2
+
1
8N
∑
q
H1(q)
ω(q)
(27)
For spin suppression the various Type II FCC AFs are
also indicated on the graph. The black line in Fig. 9
is the quantum fluctuation in the absence of magnetic
field, single-ion anisotropy, and biquadratic interaction.
The red line shows the effect of single-ion anisotropy on
quantum fluctuations only. With the anisotropy value
that we choose there is not much of a change from when
it is absent. Both curves lie on top of each other. On the
figure the various Type II FCC AFs are indicated.
V. SUMMARY AND CONCLUSION
In this paper we compute the LSWT dispersion for
a FCC AF in the presence of magnetic field, single-ion
anisotropy, and biquadratic interaction. We carry out
the spin wave theory computation about the Type IIA
FCC structure which is known to be stable. We high-
light the effects of magnetic field, single-ion anisotropy,
and biquadratic interaction on the FCC dispersion and
the energy gaps that can be created. Using MnO and
CoO as typical Type II FCC materials we compute the
predicted inelastic neutron scattering pattern. The two
predicted patterns differ at high energies and in the el-
lipticity of their plots which is controlled by the ratio
of J
′
/J. The effects of quantum fluctations on sublattice
magnetization at zero temperature is also explored for
various ratios of nn and nnn interactions.
ACKNOWLEDGMENTS
T.D. acknowledges the invitation, kind hospitality, and
research funding support from Sun Yat-sen University
and Fundamental Research Funds for the Central Uni-
versities. T. D. also thanks Augusta State University
Katherine Reese Pamplin College of Arts and Sciences
for partial research funding support. D. X. Y. is sup-
ported by the NSFC-11074310, Sun Yat-sen University,
and Fundamental Research Funds for the Central Uni-
versities.
[1] H. T. Diep, Frustrated Spin Systems, 1st ed. (World Sci-
entific, Singapore, 2004).
[2] Z. Weihong, R. H. McKenzie, and R. R. P. Singh, Phys.
Rev. B 59, 14 367 (1999).
[3] M. E. Zhitomirsky, Phys. Rev. B 54, 353 (1996).
[4] E. Rastelli and A. Tassi, Phys. Rev. B 11, 4711 (1975).
[5] A. V. Dotsenko and O. Sushkov, Phys. Rev. B 50, 13 821
(1994).
[6] V. N. Kotov, J. Oitmaa, O. P. Sushkov, and Z. Weihong,
Phys. Rev. B 60, 14613 (1999).
[7] R. R. P. Singh, Z. Weihong, C. J. Hammer, and J. Oit-
maa, Phys. Rev. B 60, 7278 (1999).
[8] J. Igarashi and A. Watabe, Phys. Rev. B 43, 13456
(1991).
8[9] M. Mambrini, A. Lauchli, D. Poilblanc, and F. Mila,
Phys. Rev. B 74, 144422 (2006).
[10] N. Tristan, V. Zestrea, G. Behr, B. Buchner, H. A. K.
von Nidda, A. Loidl, and V. Tsurkan, Phys. Rev. B 77,
094412 (2008).
[11] C. R. Wiebe, J. E. Greedan, P. P. Kyriakou, G. M. Luke,
J. S. Gardner, A. Fukaya, I. M. Gat-Malureanu, P. L.
Russo, A. T. Savici, and Y. J. Uemura, Phys. Rev. B
68, 134410 (2003).
[12] B. Ha¨lg and A. Furrer, Phys. Rev. B 34, 6258 (1986).
[13] F. Bourdarot, J. Bossy, P. Burlet, B. F˚ak, P. Monachesi,
J. Rebizant, L. P. Regnault, J. C. Spirlet, and O. Vogt,
Phys. Rev. B 56, 14029 (1997).
[14] M. Hagen, W. G. Stirling, and G. H. Lander, Phys. Rev.
B 37, 1846 (1988).
[15] J. Jensen and P. Bak, Phys. Rev. B 23, 6180 (1981).
[16] Y. Yamamoto and T. Nagamiya, J. Phys. Soc. Japan 32,
1248 (1972).
[17] T. Giebultowicz, J. Magn. Magn. Mater 54-57, 1287
(1986).
[18] A. V. Chubukov and D. I. Golosov, J. Phys.: Condens.
Matter 3, 69 (1991).
[19] A. V. Chubukov, S. Sachdev, and T. Senthil, J. Phys.:
Condens. Matter 6, 8891 (1994).
[20] A. L. Chernyshev and M. E. Zhitomirsky, Phys. Rev. B
79, 144416 (2009).
[21] B. Canals and C. Lacroix, Phys. Rev. Lett. 80, 2933
(1998).
[22] M. Elhajal, B. Canals, R. Sunyer, and C. Lacroix, Phys.
Rev. B 71, 094420 (2005).
[23] B. Fak, F. C. Coomer, A. Harrison, D. Visser, and M. E.
Zhitomirsky, EPL. 81, 17006 (2008).
[24] A. B. Harris, C. Kallin, and A. J. Berlinsky, Phys. Rev.
B 45, 2899 (1992).
[25] S. Sachdev, Phys. Rev. B 45, 12 377 (1992).
[26] A. V. Chubukov, Phys. Rev. Lett. 69, 832 (1992).
[27] O. A. Starykh and L. Balents, Phys. Rev. Lett. 93,
127202 (2004).
[28] H. T. Diep, A. Ghazali, and P. Lallemand, J. Phys. C:
Solid State Phys. 18, 5881 (1985).
[29] J. R. Viana, J. R. de Sousa, and M. Continentino, Phys.
Rev. B 77, 172412 (2008).
[30] B. Derrida, Y. Pomeau, G. Toulouse, and J. Vanni-
menus, J. Physique 41, 213 (1980).
[31] K. Majumdar and T. Datta, J. Phys.: Condens. Matter
21, 406004 (2009).
[32] K. Majumdar and T. Datta, J. Stat. Phys. 139, 714
(2010).
[33] J. Oitmaa and W. Zheng, Phys. Rev. B 69, 064416
(2004).
[34] R. Schmidt, J. Schulenburg, and J. Richter, Phys. Rev.
B 66, 224406 (2002).
[35] T. Oguchi, H. Nishimori, and Y. Taguchi, J. Phys. Soc.
Japan 54, 4494 (1985).
[36] A. N. Ignatenko, A. A. Katanin, and V. Y. Irkhin, JETP
Letts. 87, 1 (2008).
[37] J. P. Ader, Phys. Rev. B 66, 174414 (2002).
[38] M. T. Heinila¨ and A. S. Oja, Phys. Rev. B 49, 11995
(1994).
[39] T. Yildirim, A. B. Harris, and E. F. Shender, Phys. Rev.
B 58, 3144 (1998).
[40] C. L. Henley, Phys. Rev. Lett. 62, 2056 (1989).
[41] J. P. Ader, Phys. Rev. B 65, 014411 (2001).
[42] E. F. Shender, Sov. Phys. JETP 56, 178 (1982).
[43] A. V. Syromyatnikov and S. V. Maleyev, Phys. Rev. B
65, 012401 (2001).
[44] M. E. Zhitomirsky and T. Nikuni, Phys. Rev. B 57, 5013
(1998).
[45] M. E. Zhitomirsky and A. L. Chernyshev, Phys. Rev.
Lett. 82, 4536 (1999).
[46] M. Mourigal, M. E. Zhitomirsky, and A. L. Chernyshev,
Phys. Rev. B 82, 144402 (2010).
[47] N. B. Christensen, H. M. Rønnow, J. Mesot, R. A. Ew-
ings, N. Momono, M. Oda, M. Ido, M. Enderle, D. F.
McMorrow, and A. T. Boothroyd, Phys. Rev. Lett. 98,
197003 (2007).
[48] P. Bourges, Y. Sidis, M. Braden, K. Nakajima, and J. M.
Tranquada, Phys. Rev. Lett. 90, 147202 (2003).
[49] P. Dai, H. A. Mook, and F. Dogˇan, Phys. Rev. Lett. 80,
1738 (1998).
[50] J. M. Tranquada, AIP Conf. Proc. 483, 336 (1999).
[51] D. X. Yao and E. W. Carlson, Phys. Rev. B 77, 024503
(2008).
[52] D. X. Yao, E. W. Carlson, and D. K. Campbell, Phys.
Rev. Lett. 97, 017003 (2006).
[53] D. X. Yao and E. W. Carlson, Phys. Rev. B 75, 012414
(2007).
[54] R. A. Ewings, T. G. Perring, R. I. Bewley, T. Guidi,
M. J. Pitcher, D. R. Parker, S. J. Clarke, and A. T.
Boothroyd, Phys. Rev. B 78, 220501 (2008).
[55] D. X. Yao and E. W. Carlson, Frontiers of Physics 5, 166
(2010).
