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, $R_{ij}(k, l)$ PA $k$ , PB $l$ ( $k,$ $l$ 1 $0$ ) . PA, PB
1 $p,$ $q$ $(p, 1-p)$ $(q, 1-q)$
. $(p, q)$ , PA $E_{A}(p, q)$ PB
$E_{B}(p, q)$ .








$E_{A}(p, q),$ $E_{B}(p, q)$ 2 Nash .
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21 $(p^{*}, q^{*})$ Nash
$E_{A}(p, q^{*})\leq E_{A}(p^{*}, q^{*})$ for all $p\neq p^{*}$ ,
$E_{B}(p^{*}, q)\leq E_{B}(p^{*}, q^{*})$ for all $q\neq q^{*}$
.
$a_{ij}=R_{ij}(1,1)+R_{ij}(1,0)$ , $b_{ij}=R_{ij}(1,1)+R_{ij}(0, 1)$
, $a_{ij}$ $(b_{ij})$ PA, PB $i,$ $j$ PA (PB) 1 ,















. $P_{n}(n=1,2, \cdots)$ $n$ PA 1 .




$2211$ $0011$ .’,’ (2.1)
PB $Q_{n}$ , (2.1) A $B$
. $\beta_{A}(\beta_{B})$ $\alpha_{A}(\alpha_{B})$ reward , penalty
. $\theta$
. $P_{n+1}$ $[0,1]$ $\theta,$ $\alpha_{A},$ $\alpha_{B},$ $\beta_{A},$ $\beta_{B}$ $(0$ ,
1) .
$\{(P_{n}, Q_{n});n\geq 1\}$ $[0,1]\cross[0,1]$
Markov , $\beta_{A}$ , $\alpha_{A},$ $\beta_{B},$ $\alpha_{B},$ $\theta$
$R_{\tau j}(k, l)(i, j=1,2, k, l=0,1)$ .
Markov $\{(P_{n}, Q_{n});n\geq 1\}$ $narrow\infty$
.
3
$L_{R-P}$ \alpha A $<\beta_{A},$ $\alpha_{B}<\beta_{B}$ ,
$\{(P_{n}, Q_{n});n\geq 1\}$ $narrow\infty$ . ,
.
$(\Delta P_{n}, \Delta Q_{n})=(P_{n+1}-P_{n}, Q_{n+1}-Q_{n})$




$(P_{n}, Q_{n})=(p, q)$ $(\Delta P_{n}, \Delta Q_{n})$ , $\theta$
$|J$ $w(p, q)$ . $w(p, q)$ $n$ $(p, q)$
$(P_{n}, Q_{n})$ :
$w(p, q)$ $=$ $(w_{A}(p, q),$ $w_{B}(p, q))$
$=$ $\frac{1}{\theta}E[(\Delta P_{n}, \Delta Q_{n})|(P_{n}, Q_{n})=(p, q)]$ . (3.2)
$w_{A}(p, q)= \frac{1}{\theta}E[\triangle P_{n}|(P_{n}, Q_{n})=(p, q)]$
,





$w_{B}(p, q)$ $a_{ij}$ $b_{ji}$ , $p$ $q$ , A $B$
.
$w_{A}(p, q),$ $w_{B}(p, q)$ .
$w_{A}(p, q)$ $=$ $\beta_{A}p(1-p)\{(1-q)(a_{12}-a_{22})+(a_{11}-a_{21})q\}$
$+\alpha_{A}[(1-p)^{2}\{1-a_{22}+(a_{22}-a_{21})q\}$
$-p^{2}\{1-a_{12}+(a_{12}-a_{11})q\}]$ , (3.3)





$w(p, q)$ $(p, q)$
$J(p, q)=(\begin{array}{ll}\frac{\partial w_{A}(p,q)}{\partial p} \frac{\partial w_{A}(p,q)}{\partial q}\frac{\partial w_{B}(p,q)}{\partial p} \frac{\partial w_{B}(p,q)}{\partial q}\end{array})$
, .
$\frac{\partial w_{A}(p,q)}{\partial p}$ $=$ $\beta_{A}(1-2p)\{(1-q)(a_{I2}-a_{22})+(a_{11}-a_{21})q\}$
$+\alpha_{A}[-2(1-p)\{1-a_{22}+(a_{22}-a_{21})q\}$
$-2p\{1-a_{12}+(a_{12}-a_{11})q\}]$ ,
$\frac{\partial w_{A}(p,q)}{\partial q}$ $=$ $\beta_{AP}(1-p)(a_{11}-a_{21}+a_{22}-a_{12})$
$+\alpha_{A}\{(1-p)^{2}(a_{22}-a_{21})-p^{2}(a_{12}-a_{11})\}$ ,
$\frac{\partial w_{B}(p,q)}{\partial p}$ $=$ $\beta_{Bq}(1-q)(b_{11}-b_{21}+b_{22}-b_{12})$
$+\alpha_{B}\{(1-q)^{2}(b_{22}-b_{12})-q^{2}(b_{21}-b_{11})\}$ ,
$\frac{\partial w_{B}(p,q)}{\partial q}$ $=$ $\beta_{B}(1-2q)\{(1-p)(b_{21}-b_{22})+(b_{11}-b_{12})p\}$
$+\alpha_{B}[-2(1-q)\{1-b_{22}+(b_{22}-b_{12})p\}$
$-2q\{1-b_{21}+(b_{21}-b_{11})p\}]$ .
$(P_{n}, Q_{n})=(p, q)$ $(\Delta P_{n}, \Delta Q_{n})$
$C(p, q)=E[[(\Delta P_{n}, \Delta Q_{n})-\theta w(p, q)]^{T}[(\Delta P_{n}, \Delta Q_{n})-\theta w(p, q)]|(P_{n}, Q_{n})=(p, q)]$
. $T$ .
$w(p, q),$ $J(p, q),$ $C(p, q)$ $L_{R-P}$
$\beta_{A},$ $\alpha_{A},$ $\beta_{B},$ $\alpha_{B}$ , .
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\langle Markov Norman ([7]
) .





$\theta\downarrow 0$ $n\thetaarrow\infty$ , $(0,0)$ $\Sigma(\infty)$ .
$\Sigma(\infty)$ :
$J(p_{sol}, q_{sd})\Sigma(\infty)+\Sigma(\infty)J(p_{sol}, q_{sd})^{T}+C(p_{sol}, q_{sd})=0$. $\square$ (3.5)
(3.5) Ljapunov , .
$w(p, q)=(0,0)$ $w_{A}(p, q)=0$ $(p, q)$ $w_{B}(p, q)=0$
$(p, q)$ $[0,1]x[0,1]$ .






















$c_{A}(q)\neq d_{A}(q)$ $p=0$ $p=1$ $w_{A}(p, q)$
$w_{A}(0, q)$ $=$ $\alpha_{A}c_{A}(q)$ ,
$w_{A}(1, q)$ $=$ $-\alpha_{A}d_{A}(q)$
, $q\in[0,1]$ $c_{A}(q),$ $d_{A}(q)\succ 0$ $[0,1]$ $w_{A}(p, q)=$
$0$ .
$w_{A}(p, q)$ $p$ 2 , $c_{A}(q)>d_{A}(q)$ , $c_{A}(q)<d_{A}(q)$
. 2 $w_{A}(p, q)=0$ 2
$p_{A}(q)= \frac{2\gamma_{A}-(1-e_{A}(q))\pm\sqrt{(1-e_{A}(q))^{2}+4\gamma_{A}^{2}e_{A}(q)}}{2(1-e_{A}(q))(\gamma_{A}-1)}$ (3.8)
$[0,1]$ $c_{A}(q)>d_{A}(q)$ , $c_{A}(q)<d_{A}(q)$
.
$c_{A}(q)>d_{A}(q)$ $e_{A}(q)<1$ , $\gamma_{A}<1$ (3.8) .




$c_{A}(q)<d_{A}(q)$ $e_{A}(q)>1$ , $\gamma_{A}<1$ (3.8)
. , $-$ .
$q\in[0,1]$ $[0,1]$ $w_{A}(p, q)=0$ (3.7)
.








1 $e_{A}(q)$ $x$ , 2 l’Hospital
. $p_{A}(q)$ $q$ . $\square$
3.2 (1) $p_{A}(q)$ $q$ .
(2) $p_{A}(q)$ $\gamma_{A}$ $c_{A}(q)<d_{A}(q)$ 2 $c_{A}(q)>d_{A}(q)$
.

















$p_{A}’(q)$ $e_{A}’(q)$ . $e_{A}(q)$ $q$
, $e_{A}’(q)$ $q\in[0,1]$ . $p_{A}(q)$ $q$
.

























(3.10) $c_{A}(q)<d_{A}(q)(e_{A}(q)>1)$ , $c_{A}(q)>d_{A}(q)(e_{A}(q)<1)$
.
3.$ (1) $c_{A}(q)>d_{A}(q)$ , $\gamma_{A}\downarrow 0$ $p_{A}(q)$ 1 .
(2) $c_{A}(q)<d_{A}(q)$ , $\gamma_{A}\downarrow 0$ $p_{A}(q)$ $0$ .
(3) $c_{A}(q)=d_{A}(q)$ , $p_{A}(q)=1/2$ .
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$\gamma_{A}\downarrow 0$ (3.7) $e_{A}(q)<1$ $>1$ $p_{A}(q)$ 1 $0$




$[0,1]$ , $a_{11}-a_{21}$ $a_{12}-a_{22}$
.
$w_{B}(p, q)$ A $B,$ $p$ $q,$ $a_{ij}$ $b_{ji}$ .
44
$([a_{ij}], [b_{j}] )$ $a_{1j}$ $b_{1j}$ ,
$a_{12}-a_{22},$ $a_{11}-a_{21}(b_{21}-b_{22}, b_{11}-b_{12})$ . 4 ,
PA
Al: $a_{12}-a_{22}<0,$ $a_{11}-a_{21}<0$ , PA PB
2 .
A2: $a_{12}-a_{22}<0,$ $a_{11}-a_{21}>0$ , PA PB
.
$A3;a_{12}-a_{22}>0,$ $a_{11}-a_{21}<0$ , PA PB
.
$A4:a_{12}-a_{22}>0,$ $a_{11}-a_{21}>0$ , PA PB
1 .





$C$ase 1. $a_{12}-a_{22}<0,$ $a_{11}-a_{21}<0,$ $b_{21}-b_{22}<0,$ $b_{11}-b_{12}<0$ .
Nash $(0,0)$ 2 .
$C_{A(q)}<d_{A}(q),$ $C_{B(p)}<d_{B}(p)$ $(p, q)$ 3.3 (2)
$(p_{sol}, q_{sd})$ $\gamma_{A}\downarrow 0$ , $\gamma_{B}\downarrow 0$ $(0,0)$ ( 1 ).
$I$($p_{sd},$ $q_{s}$ $\iota$ )
$J(0,0)=(\begin{array}{lll}\beta_{A}(a_{12}-a_{22})-2\alpha_{A}(1- a_{22}) \alpha_{A}(a_{22}-a_{21})b_{12}\alpha_{B}(b_{22}-) \beta_{B}(b_{21}-b_{22})-2\alpha_{B}(1-b_{12})\end{array})$
. $J(p_{sol}, q_{sd})$ $\gamma_{A},$ $\gamma_{B}$
.
Case 2. $a_{12}-a_{22}<0,$ $a_{11}-a_{21}<0,$ $b_{21}-b_{22}<0,$ $b_{11}-b_{12}>0$ .
Nash $(0,0)$ 2 .
Case 1 2
, PB PA
. $c_{A}(q)<d_{A}(q)$ , 3.3 (2) $p_{A}(q)$ $\gamma_{A}\downarrow 0$ $0$
. $p<p^{*}$ $c_{B}(p)<d_{B}(p),$ $p>p^{*}$ $C_{B(p)}>d_{B}(p)$
$q_{B}(p)$ $\gamma_{B}\downarrow 0$ $0$ ($p<p^{*}$ ) 1($p>p^{*}$ )
3.3 (1) (2) . $p=p^{*}$ 3.3 (3) $q_{B}(p)=1/2$ .
($p_{s}$ $l,$ $q_{sd}$ ) $\gamma_{A}\downarrow 0,$ $\gamma_{B}\downarrow 0$ $(0,0)$ ( 2 ).
Case 1 .
Case 3. $a_{12}-a_{22}<0,$ $a_{11}-a_{21}>0,$ $b_{21}-b_{22}>0,$ $b_{11}-b_{12}<0$ .
Cases 1 2 Nash
$(p^{*}, q^{*})=( \frac{b_{22}-b_{21}}{b_{22}-b_{21}-b_{12}+b_{11}}\frac{a_{22}-a_{12}}{a_{22}-a_{21}-a_{12}+a_{11}}I$ . (4.14)
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Nash . Case 2 $p_{A}(q)$ , $q_{A}(p)$ $\gamma_{A}\downarrow 0$ $\gamma_{B}\downarrow 0$
$(p_{S\text{ }}\iota, q_{sol})arrow(p^{*}, q^{*})$ ( 3 ).
$J(p_{sol}, q_{sol})$
$J(p^{*}, q^{*})=\ovalbox{\tt\small REJECT}+\alpha_{B}^{22^{+(a_{b^{22_{*}}-b^{21}+_{-b^{1_{12}})}^{*}}}}[(1-q^{*})(b_{b^{a_{11}}}^{q)_{)^{b_{1})}}}(b--q^{B}(b_{21}^{-a_{-}^{-})_{*}q)_{]}}-2\alpha_{A}(1_{2}\beta_{*2}q_{21}(1-12_{22^{22_{\backslash }}}$ $+\alpha_{A}^{22}[(1-p^{*})^{2}(a_{a_{11}^{*})]}(a-a_{22^{*}}-a_{21_{22}}+_{*}-p^{A}(a_{12}+(b-b_{12}^{-})p^{22})^{a_{1})}-2\alpha_{B}(1-\beta_{*2}p_{12}(1-p_{b})_{-a^{1_{21}})}\ovalbox{\tt\small REJECT}\cdot$
. $tr(J(p^{*}, q^{*}))$ $[tr(J(p^{*}, q^{*}))]^{2}-4[\det(J(p^{*}, q^{*}))]$ ,
.
Case 4. $a_{12}-a_{22}<0,$ $a_{11}-a_{21}>0,$ $b_{21}-b_{22}<0,$ $b_{11}-b_{12}>0$ .
Nash 3 $(0,0),$ $(1,1),$ $(p^{*}, q^{*})$ , $p_{A}(q),$ $q_{B}(p)$ 3
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$\theta\in(0,1)$ , $\{X_{n}^{\theta}; n\geq 0\}$ $\mathcal{R}^{M}$ $I$
. $\theta\downarrow 0$ $n\thetaarrow\infty$
.
$\Delta X_{n}^{\theta}=X_{n+1}^{\theta}-X_{n}^{\theta}$ .
Al: $E[\Delta X_{n}^{\theta}|X_{n}^{\theta}=x]=\theta w(x)+O(\theta^{2})$,
A2: $E[(\Delta X_{n}^{\theta}-\theta w(x))^{T}(\Delta X_{n}^{\theta}-\theta w(x))|X_{n}^{\theta}=x]=\theta^{2}C(x)+o(\theta^{2})$,
A$: $E[|\Delta X_{n}^{\theta}|^{3}|X_{n}^{\theta}=x]=O(\theta^{3})$, $|\cdot|l$ $I$ ,
Al, A2, A3 $x\in I$ .
$A4:I$ ,
$A5:w(x)$ bounded Lipschitz derivative ,
A6: $C(x)$ $I$ Lipschitz,
$A7:w(x)=0$ $x_{sd}\in I$ ,
A8: $w(x)$ $I(x)$ $x_{s}$ $l$ .
$\mu_{n}^{\theta}(x)$ $=$ $E[X_{n}^{\theta}|X_{0}^{\theta}=x]$ ,
$\omega_{n}^{\theta}(x)$ $=$ $E[(X_{n}^{\theta}-\mu_{n}^{\theta}(x))^{T}(X_{n}^{\theta}-\mu_{n}^{\theta}(x))|X_{0}^{\theta}=x]$.
.




(a) $x\in I$ $n\geq 0$ $\omega_{n}^{\theta}(x)=O(\theta)$ .
(b) $x\in I$ , ( )
$\frac{d}{dt}f(t)=w[f(t)]$ , $f(0)=x$




(d) $(X_{n}^{\theta}-f(n\theta))/v\theta$ $\theta\downarrow 0,$ $n\thetaarrow t\leq\infty$ , , $0$ , $\Sigma(t)$
. $narrow\infty$ $f(n\theta)arrow x_{s}$ $l$ \Sigma (\infty )
.
$J$( $x_{s}$ $l$ ) $\Sigma(\infty)+\Sigma(\infty)J(x_{s}$ $\iota)^{T}+C(x_{sd})=0$ .
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