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Abstract
Domain generalization (DG) deals with the problem of
domain shift where a machine learning model trained
on multiple-source domains fail to generalize well on
a target domain with different statistics. Multiple ap-
proaches have been proposed to solve the problem
of domain generalization by learning domain invari-
ant representations across the source domains that fail
to guarantee generalization on the shifted target do-
main. We propose a Generative Nearest Neighbor based
Discrepancy Minimization (GNNDM) method which
provides a theoretical guarantee that is upper bounded
by the error in the labeling process of the target. We
employ a Domain Discrepancy Minimization Network
(DDMN) that learns domain agnostic features to pro-
duce a single source domain while preserving the class
labels of the data points. Features extracted from this
source domain are learned using a generative model
whose latent space is used as a sampler to retrieve the
nearest neighbors for the target data points. The pro-
posed method does not require access to the domain la-
bels (a more realistic scenario) as opposed to the ex-
isting approaches. Empirically, we show the efficacy of
our method on two datasets: PACS and VLCS. Through
extensive experimentation, we demonstrate the effec-
tiveness of the proposed method that outperforms sev-
eral state-of-the-art DG methods.
Introduction
Past many years, supervised methods have been employed
to solve problems in Machine Learning. Powerful deep neu-
ral networks (Lee et al., 2015) have shown remarkable suc-
cess in computer vision application where the train and test
datasets are assumed to be sampled from the same dis-
tribution. In many real world problems, this assumption
doesn’t hold (Torralba and Efros, 2011) and often the test
data (or target domain) is outside the domain of the train-
ing dataset (source domain). In an autonomous driving sys-
tem, a trained model should generalize when the surround-
ing objects, weather or lighting conditions vary (Alcorn et
al., 2019). Similarly, the medical imaging datasets should
generalize across the domains when they are collected and
processed at different medical centers under different set-
tings (AlBadawy, Saha, and Mazurowski, 2018) that include
∗equal contribution
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Figure 1: (a) is the muti-source data space without domain
label information for the data points. We apply Domain Dis-
crepancy Minimization (DDM) to make the divergence zero
between the source domains. (b) shows domain agnostic
source space with class labels preserved for each data point.
(c) is the target data space. For all the target data points,
nearest neighbors are sampled from (b) using a generative
approach that resembles 1-Nearest Neighbor (1-NN) algo-
rithm whose performance is upper bounded by the labeling
error in the target domain.
variations in microscope camera, staining process etc. Many
solutions exist in literature that facilitate the generalization
of target data by reducing the domain shift between source
and the target domains. One straight forward strategy is to
acquire labels for the target domain to fine-tune the mod-
els learned with source data. Since acquisition of labels for
every new target domain is costly and time consuming, this
approach is practically infeasible. Domain Adaptation (DA)
(Tzeng et al., 2017; Ganin and Lempitsky, 2015; Hoffman
et al., 2018; Sun, Feng, and Saenko, 2016; Long et al., 2016;
Bousmalis et al., 2017; Murez et al., 2018; Panareda Busto
and Gall, 2017; Pandey et al., 2020b) utilizes labels from
the source domain and unlabeled examples from the target
dataset to minimize the domain shift. As DA methods re-
quire unlabeled target data to retrain the model for every new
target domain, its applicability is restricted.
Domain generalization (DG) (Muandet, Balduzzi, and
Scho¨lkopf, 2013; Li et al., 2017; Ghifary et al., 2015; Li et
al., 2018a; Balaji, Sankaranarayanan, and Chellappa, 2018;
Li et al., 2019) addresses a harder problem where the model
trained on multiple source domains should generalize on
completely unseen target domains without the need to re-
train the model for every new target domain. Existing meth-
ods tackle the DG problem by learning domain invariant
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feature representations using adversarial methods (Li et al.,
2018b,c) or meta-learning approaches where held-out source
domains are utilized to simulate the domain shift (Li et al.,
2018a; Balaji, Sankaranarayanan, and Chellappa, 2018) or
data augmentation techniques (Volpi et al., 2018; Zhou et
al., 2020) that facilitate procedure for synthesizing data from
fictitious target domains and augmenting the source dataset
with this synthesized data.
Most of the adversarial methods that produce domain in-
variant feature representations, lose the class information
of the data points during domain alignment. While project-
ing the features into a domain invariant feature space, the
model may not be able to retain the finer details for an im-
age which might include useful class-discriminative infor-
mation. For example, if the color and texture information is
removed from two images containing a sheep and a horse,
both the resulting images may look alike although they be-
long to two different classes. Also, even though the existing
meta-learning and data augmentation methods tend to mini-
mize the discrepancy between the source and the target do-
mains empirically, they provide no theoretical guarantee for
minimization of the domain shift between the two domains.
In the DG setting, the risk for an arbitrary model has
three components: a) source risk on a classifier, b) risk due
to divergence across the source domains, c) risk due to di-
vergence between the source and the target domains. We
propose a Generative Nearest Neighbor based Discrepancy
Minimization (GNNDM) method that employs Domain Dis-
crepancy Minimization Network (DDMN) to bring the di-
vergence across the source domains to zero while preserving
the class information for the data points. The idea is to re-
move the domain bias from each data point by grouping the
data points belonging to the same class together irrespective
of the domain they belong to, as shown in Fig. 1. These do-
main agnostic features are learned to create a generative la-
tent space using a generative model like a Variational Auto-
Encoder (Kingma and Welling, 2013). For the target data
points, we retrieve the nearest neighbors from the genera-
tive latent space that improves the performance on the clas-
sifier trained with domain agnostic features (from DDMN).
We show that by using the nearest neighbor algorithm to re-
trieve the neighbors for the target examples, the risk on the
target domain is upper bounded by the labeling error in the
target domain only. It should be noted that GNNDM does
not assume any specific form for the domain shift between
the source and target distributions and it can be arbitrarily
large. Also, since it is easier to acquire source data with-
out domain labels (Matsuura and Harada, 2020), GNNDM
doesn’t require them for the task of DG. With these theoreti-
cal guarantees, our proposed method is shown to outperform
the state-of-the-art DG methods on standard datasets.
Related Work
Meta-learning : Meta-learning methods aim to improve
model robustness against unseen domains by simulating
domain shift during training. This is done by splitting the
training set into a meta-train and meta-test set. (Li et al.,
2018a) provide a general framework for meta-learning
based domain generalization methods, where model pa-
rameters are updated to minimize loss over the meta-train
and meta-test domains in a coordinated manner. (Balaji,
Sankaranarayanan, and Chellappa, 2018) propose using
a learnt regularizer network which is eventually used to
regularize the learning objective of a domain-independent
task network. (Li et al., 2019) train separate feature ex-
tractors and classifiers on each of the source domains and
minimize the loss on mismatched pairs of feature extractors
and classifiers to improve model robustness. However, it
is unclear how meta-learning methods generalize to the
unseen target domain since they are only trained on the
simulated domain shift from the source domains.
Data augmentation: Data augmentation is known to
be an effective method for regularization and improving
generalization (Herna´ndez-Garcı´a and Ko¨nig, 2018).
Commonly used data augmentation techniques for images
include rotation, flipping, random cropping, random colour
distortions, amongst others. While these geometric trans-
formations improve generalization in the traditional image
classification setting, they cannot account for distributional
shifts. (Shankar et al., 2018) use gradients from a domain
classifier to perturb images. However, these perturbations
are subtle and might not be reflective of practically observed
domain shift. (Zhou et al., 2020) aim to address this using
an adversarial procedure to train a transformation network,
which produces an image translation that aims to generate
novel domains while retaining class information. While
these domains are quite unlike the source domains, it is not
apparent how indicative these generated domain shifts are
of practically observed domain differences.
Domain-invariant representations: Another common
theme pervasive in domain generalization literature is to
transform data into a lower-dimensional domain-invariant
representation which retains discriminative class informa-
tion. (Ghifary et al., 2015) learn an autoencoder to extract
domain invariant features by reconstructing inter and cross
domain images. (Li et al., 2018b) use an adversarial au-
toencoder, with the Maximum Mean Discrepancy (MMD)
measure used to align the representations from the source
domains. They then match the latent space to a Laplacian
prior using adversarial learning. (Dou et al., 2019) employ
episodic training to simulate domain shift, while minimizing
a global class alignment loss and local sample clustering
objective to cluster points of the same points together.
A noteworthy observation here is that all of the above
methods require domain labels, which might not be a
practical assumption. (Carlucci et al., 2019) aimed to solve
the problem of domain generalization without domain labels
by learning the auxiliary task of solving jigsaw puzzles.
(Matsuura and Harada, 2020) explicitly address this issue by
using pseudo-labels inferred by clustering the domain dis-
criminative features. They train a domain classifier against
these pseudo-labels, which is further used to adversarially
train a domain-invariant feature extractor. (Motiian et al.,
2017) use a semantic alignment loss that is similar to the
cosine similarity loss that is optimized by the DDMN in
our work. Unlike their work which uses it as a regularizer
loss while training a classifer, we use the DDMN to learn
a similarity metric that we further use to obtain the nearest
neighbor in the embedding space using an iterative search
process during inference. We highlight the advantages of
our method through both theoretical results and extensive
experimentation and obtain state-of-the-art performance on
standard domain generalization benchmarks.
Background and Theory
Preliminaries
Let X denote the space from which data originates and let
Y be the set of all possible labels. We denote with H the
space of hypotheses where each hypothesis h in H maps a
point from X to a label from Y . We will use the following
definitions for our analysis:
• Loss Function: Denoted by L, it quantifies how different
h(x) is from its original label y ∈ Y for a given data
point x ∈ X .
• Domain: A domain is defined by the tuple (D, gD) where
D is a probability distribution over X and gD : X → Y is
a function that assigns labels. For brevity, throughout this
paper we denote a domain (D, gD) with D.
• Risk: Given a hypothesis h ∈ H and a domain D we de-
fine the risk of the hypothesis h on the domain D as :
RD[h] = Ex∼D[L(x, g(x))] (1)
• H divergence: (Kifer, Ben-David, and Gehrke, 2004) in-
troduced the H divergence for quantifying the domain
shift between two domains. Given a hypothesis space H
and two domains D and D′ the H divergence is defined
as:
∆H(D,D′) = 2 sup
h∈H
|Px∈D[h(x) = 1]−Px∈D′ [h(x) = 1]|
(2)
With these definitions we will now move on to define the
domain generalization task. In this task we have a total of
N domains out of which there are |S| source domains and
|T | target domains. The source domains are denoted by DSi
where i ∈ [|S|] and the target domains are denoted by DTj
where j ∈ [|T |]. The objective is to train a classifier on the
source domains that can predict the labels of the examples
in the target domains.
Theoretical Analysis
As we are working on the problem of domain generalization,
we consider the labeling functions of all the domains to be
identical denoted by g : X → Y . Without loss of generality
we consider the problem to be binary classification in our
theoretical analysis. We use existing generalization bounds
for risk on the unseen domainDT from previous work as the
starting point. Specifically, we use the following inequality
from (Albuquerque et al., 2019).
Proposition 1. Define the convex hull ΩS as the set of mix-
ture distributions ΩS = {D : D =
∑|S|
i=1 αiDSi , 0 ≤
αi ≤ 1,
∑|S|
i=1 αi = 1}. Further, define D
T
j =
arg minα1,...,α|S| ∆H[DTj ,
∑|S|
i=1 αi,jDSi ]. Then, we have:
RDTj [h] ≤
|S|∑
i=1
αi,jRDSi [h] +
δ + λ
2
+ µαj (3)
where δ = supi,k∈[|S|] ∆H[DSi ,DSk ], λ = ∆H[DTj ,D
T
j ] and
µαj is the minimum sum of risks achieved by some η ∈ H
on DTj and D
T
j
We examine the two terms δ and λ. δ is a measure of
the intra-source domain seperation, while λ measures the
divergence betweeen the source domains and the target
domains. In order to minimize δ, we introduce the DDMN
(Domain Discrepancy Minimization Network). The DDMN
aims to learn identical representations for images having
the same label across domains, while learning dissimilar
representations for images having different labels. To
characterize the action of the DDMN, we introduce the
following proposition.
We define the following quantities
P(X [`]i ) = E
x∼DSi
[1g(x)=`] ∀ i ∈ [|S|] (4)
Proposition 2. Given that the following conditions hold:
1. There exists a metric space denoted by (M, d) and
a transformation function f : X → M such that
d(f(x), f(y)) = 0 ⇐⇒ g(x) = g(y), i.e. x and y
have the same labels (irrespective of domain)
2. All the different classes are equally likely in all the source
domains, i.e.
P(X [`]i ) = P(X [`]k ) ∀i, k ∈ {1, ..., N},∀` ∈ Y. (5)
Then,
1. δ = supi,k∈[|S|] ∆H′ [f(DSi ), f(DSk )] = 0, where H′ de-
notes the space of hypotheses h′ : M → Y , and f(D)
denotes the distribution D under the transformation f
Proof. For any i, k ∈ [|S|] and any h ∈ H′,∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣ (6)
=
∣∣∣∣∣ Ex∈DSi [1h(f(x))=1]− Ex∈DSk [1h(f(x))=1]
∣∣∣∣∣ (7)
Now, note that g(x) = g(y) =⇒ d(f(x), f(y)) =
0 =⇒ f(x) = f(y) =⇒ h(f(x)) = h(f(y)).
This means that all the examples of a given class are
assigned the same label ` by h, regardless of the source
domain.
Depending on the labels assigned to the different classes by
h, these three cases would arise:
Case 1: h(f(x)) = 1 ∀x ∈ X
=⇒ E
x∈DSi
[1h(f(x))=1] =
∫
X
DSi (x)dx = 1
=
∫
X
DSk (x)dx = E
x∈DSk
[1h(f(x))=1] (8)
∴
∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣ = 0
Case 2: h(f(x)) = 0 ∀x ∈ X
E
x∈DSi
[1h(f(x))=1] = E
x∈DSj
[1h(f(x))=1] = 0 (9)
∴
∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣ = 0
Case 3: h(f(x)) = 1 ⇐⇒ g(x) = ` for some ` ∈ Y
E
x∈DSi
[1h(f(x))=1] = E
x∈DSi
[1g(x)=`] = P(X [`]i ) (10)
Similarly,
E
x∈DSk
[1h(f(x))=1] = P(X [`]k ) (11)
∴
∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣
=
∣∣∣P(X [`]i )−P(X [`]k )∣∣∣ = 0 (12)
(from condition 2)
Since∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣ = 0 ∀h ∈ H′
(13)
we have that
∆H′ [f(DSi ), f(DSk )] =
sup
h∈H′
∣∣∣Px∈DSi [h(f(x)) = 1]−Px∈DSk [h(f(x)) = 1]∣∣∣ = 0
(14)
Since ∆H′ [f(DSi ), f(DSk )] = 0 for all i, k ∈ [|S|], it
follows that
δ = sup
i,k∈[|S|]
∆H′ [f(DSi ), f(DSk )] = 0 (15)
Thus, using a transformation f satisfying the condi-
tions in Proposition 2, the multi-source Domain General-
ization problem can be reduced to a single source problem.
Throughout this paper the transformation of the source do-
mains under f is referred to as the transformed source do-
main. However, we are still left with the task of generalizing
to the unseen domain. This is achieved through the Near-
est Neighbor Sampling, which is inspired by the 1-Nearest
Neighbor algorithm (Cover and Hart, 1967).
We mathematically analyze the effectiveness of this proce-
dure in the task of domain generalization. To this end, we
prove the following upper bound on the risk on the target
domain.
Proposition 3. Given a source domain f(DS), target do-
main f(DT ) and given that we use a norm-based loss func-
tion, we have :
Rf(DT )[h] ≤ Rf(DS)[h] + 2B∗(1−B∗) (16)
where h is a given hypothesis and B∗ denotes the Bayes risk
on f(DT )
Proof. Let xT denote that point from the target domain DT
to be classified and let h denote a hypothesis. Let xS denote
the nearest neighbour of xT in the source domain f(DS)
w.r.t some metric d. (Pandey et al., 2020a) have shown the
existence and convergence of such a nearest neighbour in the
source domain.
First, note that
|g(f(xT ))− h(f(xS))| ≤ |g(f(xS))− h(f(xS))|+
|g(f(xT ))− g(f(xS))| (17)
Taking expectation on both sides, it follows from Linearity
of Expectation that
Rf(DT )[h] = EDT |g(f(xT ))− h(f(xS))| (18)
≤ EDS |g(f(xS))− h(f(xS))| (19)
+ EDT |g(f(xT ))− g(f(xS))| (20)
= Rf(DS)[h] + EDT |g(f(xT ))− g(f(xS))|
(21)
The first term indicates the risk due to misclassification by
the source domain classifier h, while the second term repre-
sents the error due to the latent search procedure. (Cover and
Hart, 1967) prove that if xS −→ xT with probability 1 then:
EDT |g(f(xT ))− g(f(xS))| ≤ 2B∗(1−B∗) (22)
where B∗ is the Bayes Risk on f(DT )
It therefore follows that
Rf(DT )[h] ≤ Rf(DS)[h] + 2B∗(1−B∗) (23)
The Bayes Risk quantifies the inherent uncertainty in the
data generation process. To better interpret this bound, we
introduce the following lemma.
Lemma 1. For a joint distribution DX ,Y , if
Var(Y |X = x) < σ2 ∀x ∈ supp(DX ,Y), then we have
2B∗(1−B∗) < 2σ2 (24)
where B∗ represents the Bayes Risk over DX ,Y
Proof. Suppose Y |X = x ∼ Bernoulli(p).
Var(Y |X = x) < σ2 ∀x ∈ X
=⇒ p(1− p) < σ2
=⇒ p ∈
(
0,
1
2
−
√
1
4
− σ2
)
∪
(
1
2
+
√
1
4
− σ2, 1
)
∴ min(p, 1− p) < 1
2
−
√
1
4
− σ2
Now, note that B∗ = E[min(η1(x), 1 − η1(x))], where
η1(x) = P(Y = 1|X = x) = p
=⇒ B∗ = E[min(p, 1− p)]
=
∫
x∈supp(DX ,Y)
min(p, 1− p) dPx
<
∫
x∈supp(DX ,Y)
(
1
2
−
√
1
4
− σ2
)
dPx
=
(
1
2
−
√
1
4
− σ2
)
(25)
Note that B∗ ≤ 0.5, and that the transformation κ(x) =
2x(1 − x) is monotonically increasing for x ∈ [0, 0.5]. Ap-
plying this transformation on both sides of the inequality
(25) we get
2B∗(1−B∗) < 2σ2 (26)
Note that using Lemma 1, the inequality from Proposition
3 becomes:
Rf(DT )[h] ≤ Rf(DS)[h] + 2σ2 (27)
Notice that the upper bound only depends on the source risk
which we minimize by training a classifier on the source do-
main and the variance in the inherent data generating pro-
cess in the target domain, unlike the bound from Proposi-
tion 1 which depends on λ, the distributional divergence be-
tween the source and target domains. Further, we argue that
the variance σ2 is low in most practical applications, since
we assume that the underlying data-generation process is
well-behaved. For example, in an image classification task
on MNIST digits, the inherent uncertainty in the true digit
given the image is quite low.
Proposed Method
In this section, we explain our proposed idea in detail. An
overview of our method can be seen in (figure no.). Given a
collection of source domains and a collection of target do-
mains, we train a classifier on the source domains and test it
on the target domains. We propose to learn a domain agnos-
tic feature space for the source images where the divergence
between the different source distributions is minimized. We
achieve this using the Domain Discrepancy Minimization
Network, which aims to learn such a transformation by pa-
rameterizing it as a neural network. Once we have learnt a
domain agnostic feature space we further try to minimize
Art. Cartoon Sketch Photo
Caltech LabelMe Pascal Sun
Artistic Clipart Product Real-World
Figure 2: Few example images from PACS (1st row), VLCS
(2nd row) and Office-Home (3rd row) datasets.
the target risk by querying a nearest neighbor from the trans-
formed source domain to a given target feature. To guarantee
better convergence, we propose using a generative model (a
variational autoencoder in this case) that can sample from
the transformed source distribution, thus effectively giving
us infinite samples from the transformed source domain. The
details of the DDMN and the Nearest Neighbour Sampler
(NNS) are provided in the following subsections.
Algorithm 1: Domain Similarity Network training
Input: Batch size N , structure of similarity network f
with parameters θ, constant τ ;
Result: Trained similarity network f
for sampled minibatch {(xk, yk)}Nk=1 do
for all i ∈ {1, ...N} and j ∈ {1, ...N} do
si,j = sim(f(xi), f(xj))
end
define yi,j =
{
1, if yi = yj
0, otherwise
define pi,j = sigmoid(si,j/τ)
Lθ = − 1N2
∑N
i=1
∑N
j=1(yi,j log(pi,j) + (1−
yi,j) log(1− pi,j))
Update parameters θ to minimize Lθ
end
Domain Discrepancy Minimization
In this subsection we provide an overview of the proposed
novel Domain Discrepancy Minimization technique. Our
proposed method reduces the inter source domain diver-
gence without using domain labels. We aim to solve the
following optimization problem on the combined source
domain examples so as to learn a transformation function
f : X → M whereM is a domain-agnostic feature space.
Algorithm 2: Nearest Neighbor Sampler
Input: Target image representation χT , trained
representation VAE decoder gφ, learning rate η;
Result: “Nearest Neighbour” representation χˆ
Sample zˆ from N (0, 1);
repeat
χˆ = gφ(zˆ)
Lχ = 1− sim(χˆ, χT )
zˆ = zˆ − η∇zˆLχ
until convergence of zˆ;
We assume there are N training examples.
arg min
f
N∑
j=1
N∑
i=1
(−1)α(i,j). ‖f(xi)− f(xj)‖2
subject to ‖f(xk)‖ = 1 ∀k ∈ [N ]
(28)
where
α(i, j) =
{
0 g(xi) = g(xj)
1 otherwise
We note that this problem reduces to minimizing the cosine-
similarity between f(xi) and f(xj). Thus, we optimize the
loss function:
Lθ = 1
N2
N∑
i=1
N∑
j=1
(−1)α(i,j) f(xi) · f(xj)‖f(xi)‖ ‖f(xj)‖ (29)
We use a neural network, parameterized by θ to approxi-
mately learn the transformation f . We now discuss the ar-
chitecture of the DDMN.
We use a deep convolutional network (like ResNet 18 or
AlexNet pretrained on ImageNet) as the backbone network
and extract features from its last layer. For every pair of fea-
ture vectors in a batch, we maximize or minimize the co-
sine similarity between the representations depending upon
whether they have similar or dissimilar labels. Thus we ex-
pect images from the same class to have similar feature vec-
tors irrespective of domains. Algorithm 1 highlights the al-
gorithm used to train the DDMN.
Nearest Neighbour Sampler
While the DDMN effectively minimizes the inter-source do-
main divergence, there are no guarantees on it’s effective-
ness on the target domain. To ensure effective generaliza-
tion on the target domain we use the Nearest Neighbor Sam-
pler (NNS) that can sample from the source domain feature
space.
We use a VAE (Variational Autoencoder) that can act as a
sampler from the source domain feature space allowing in-
finite sampling. We use the decoder of the VAE to query
the nearest neighbour to a given target feature vector. Algo-
rithm 2 demonstrates our procedure for sampling the nearest
neighbour for a target feature vector. Once we have trained
the DDMN and the NNS, we train a simple 2 hidden-layer
feed forward neural network on the source domain feature
vectors. During inference on a particular target example, we
first extract it’s feature vector using the DDMN, then we
query it’s nearest neighbour using the NNS. We then infer
the class of the target example from the sampled nearest
neighbour through the trained classifier.
Experiments and Results
PACS Art. Cartoon Sketch Photo Avg.
AlexNet
Deep All 65.96 69.50 59.89 89.45 71.20
D-SAM 63.87 70.70 64.66 85.55 71.20
Epi-FCR 64.70 72.30 65.00 86.10 72.02
MetaReg 69.82 70.35 59.26 91.07 72.62
Jigen 67.63 71.71 65.18 89.00 73.38
MMLD 69.27 72.83 66.44 88.98 74.38
MASF 70.35 72.46 67.33 90.68 75.21
Ours 71.23 74.16 70.81 90.90 76.77
ResNet-18
Deep All 77.65 75.36 69.08 95.12 79.30
Jigen 79.42 75.25 71.35 96.03 80.51
CSD 79.79 75.04 72.46 95.45 80.69
D-SAM 77.33 72.43 77.83 95.30 80.72
MASF 80.29 77.17 71.69 94.99 81.03
Epi-FCR 82.10 77.00 73.00 93.90 81.50
MetaReg 83.70 77.20 70.30 95.50 81.70
MMLD 81.28 77.16 72.29 96.09 81.83
DDAIG 84.20 78.10 74.70 95.30 83.10
Ours 84.32 79.68 80.21 96.69 85.22
Table 1: Comparison of performance between different
models using AlexNet and ResNet-18 on PACS.
VLCS Caltech LabelMe Pascal Sun Avg.
AlexNet
Deep All 96.45 60.03 70.41 62.63 72.38
MDA 92.76 62.34 65.25 63.54 70.97
MMD-AAE 94.40 62.60 67.60 64.40 72.30
Epi-FCR 94.10 64.30 67.10 65.90 72.90
Jigen 96.93 60.90 70.62 64.30 73.19
MMLD 96.66 58.77 71.96 68.13 73.88
MASF 94.78 64.90 69.14 67.64 74.11
Ours 97.09 65.01 73.17 68.22 75.87
Table 2: Comparison of performance between different
models using AlexNet backbone on VLCS. Unlike dataset
like PACS where domains differ in image styles, VLCS do-
mains are all photos. Our method outperforms SOTA meth-
ods even if domains do not vary in image styles and are sim-
ilar pointing to the fact that the proposed method doesn’t
assume any form for the domain shift.
In this section we provide the details on the experiments
conducted by us and the underlying results. We use the
following standard DG datasets to demonstrate our results:
PACS: Stands for Photo, Art painting, Cartoon and
Sketch. PACS has one of the highest inter-source domain
divergences among all the standard DG datasets. Each one
of the 9991 images has been assigned 1 out of the 7 possible
class labels. We follow the experimental procedure defined
in (Li et al., 2017) wherein we train a classifier on 3 out
of 4 domains and test it on the fourth domain. We achieve
state-of-the-art results on PACS using both AlexNet and
ResNet-18 backbones as is evident in Table 1. We improve
upon the current state-of-the-art baselines an each and every
domain using a ResNet-18 architecture.
VLCS: Stands for VOC2007(Pascal), LabelMe, Caltech
and Sun. This dataset is an aggregation of 4 different
datasets that are treated as different domains and each
image is assigned 1 out of 5 class labels. We follow the
same experimental setup as mentioned in (Matsuura and
Harada, 2020) where we train on 3 domains with 70%
data from each and test on the whole fourth domain. We
achieve state-of-the-art results on VLCS using the AlexNet
backbone as is evident in Table 2. We improve upon the
current state-of-the-art baselines on each and every domain
which demonstrates the effectiveness of our method.
Conclusion
We provide a theoretical upper bound for the risk in the
problem of domain generalization with multiple source and
target domains that is significantly tighter than the exist-
ing state-of-the-art methods. We have shown that while pre-
serving the class information, the H-divergence across the
source domains can be made zero. Also, the risk on the tar-
get domain is shown to be upper bounded by the variance
in the labeling procedure of the target domain. We employ a
Domain discrepancy minimization network to preserve class
information in the source domains while minimizing the di-
vergence across the source domains to zero. Using a gen-
erative nearest neighbor sampling algorithm, the neighbors
for the target samples are retrieved that helps to reduce the
domain shift between source and the target domains and
thereby increasing the performance of the classifier learned
with domain agnostic features from the Domain discrepancy
minimization network.
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