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ABSTRACT
The Emission Line Galaxy survey made by the Dark Energy Spectroscopic Instrument (DESI)
survey will be created from five passes of the instrument on the sky. On each pass, the con-
strained mobility of the ends of the fibres in the DESI focal plane means that the angular
distribution of targets that can be observed is limited. Thus, the clustering of samples con-
structed using a limited number of passes will be strongly affected by missing targets. In two
recent papers, we showed how the effect of missing galaxies can be corrected when calculating
the correlation function using a weighting scheme for pairs. Using mock galaxy catalogues we
now show that this method provides an unbiased estimator of the true correlation function for
the DESI survey after any number of passes. We use multiple mocks to determine the expected
errors given one to four passes, compared to an idealized survey observing an equivalent
number of randomly selected targets. On BAO scales, we find that the error is a factor of 2
worse after one pass, but that after three or more passes, the errors are very similar. Thus,
we find that the fibre assignment strategy enforced by the design of DESI will not affect the
cosmological measurements to be made by the survey, and can be removed as a potential risk
for this experiment.
Key words: large-scale structure of Universe – methods: statistical.
1 IN T RO D U C T I O N
The observed clustering of galaxies provides a wide range of physi-
cal measurements, including measuring the cosmological expansion
rate using Baryon Acoustic Oscillations (BAO) as a standard ruler,
and using Redshift-Space Distortions (RSD) to measure structure
growth. However, making such measurements relies on being able
to distinguish between fluctuations in galaxy density caused by
intrinsic fluctuations in the matter field, and those caused by exper-
imental effects. In particular, the design of the survey itself can lead
to a distortion of the clustering signal through the algorithm that
 E-mail: davide.bianchi@port.ac.uk
selects which galaxies to observe from a complete parent sample of
targets.
An example of experimental design affecting clustering mea-
surements is the decrement of angularly close galaxy pairs in Sloan
Digital Sky Survey (SDSS) galaxy samples, caused by the phys-
ical limitation of not being able to place two fibres close to each
other within the focal plane of the instrument (Masjedi et al. 2006;
Dawson et al. 2013).
For galaxy surveys made using the Dark Energy Spectroscopic
Instrument (DESI), there will be a similar issue, caused by lim-
itations in the placement of fibres close to each other within the
focal plane1 (DESI Collaboration et al. 2016a,b). In addition, each
1More precisely, the issue is the collision of the fibre positioners, which can
happen even if the fibres are relatively far from each other.
C© 2018 The Author(s)
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of the 5000 fibres is constrained to a ‘patrol radius’, which is only
a very small fraction of the focal plane. Although each patrol re-
gion overlaps that of adjacent fibres (about 15 per cent of the total
area is within the patrol radius of two different fibres), the overall
pattern means that observations are more evenly spread than the par-
ent sample. The scale encoded from this selection is visible in the
measured correlation function as we explain in Section 2 (see also
Burden et al. 2016; Pinol et al. 2016). Due to these fibre-allocation
issues, the maximum number of redshifts that can be measured from
highly clustered groups of galaxies is set by the number of pointing
overlaps. In this respect, as DESI will cover its footprint with five
passes of the instrument, the close pair effect in clustered groups
will be less pernicious than for SDSS, despite the overall higher
completeness of this latter survey.
In Bianchi & Percival (2017), we introduced a general algorithm
to remove the effect of only observing a limited subsample of galaxy
targets by using the targeting algorithm itself to define a probability
of selection for each pair (a brief description of the algorithm is
provided in Section 3). Depending on the way in which targets
are selected, the probability may have to include spatially moving
the survey region and/or altering random choices made within the
algorithm, as discussed in Section 4.
In this paper we apply this algorithm to mock catalogues of the
DESI Emission Line Galaxy survey. Details of the mocks are given
in Section 5. The resulting correlation function measurements are
presented in Section 6.1, and in Section 6.2, we compare the errors
on the corrected measurements to those from catalogues constructed
from randomly sampled targets, and against cosmic variance errors.
Note that as part of the algorithm, we include the angular pair up-
weighting introduced by Percival & Bianchi (2017), which reduces
the errors after applying the weighting by using our knowledge
about the angular clustering of the unobserved targets.
In Section 6.3 we investigate the effectiveness of the algorithm
in recovering the position of the BAO peak. We end with a brief
summary of our results in Section 7.
2 D ESI FIBRE A SSIGNMENT
In this work we consider mocks with an area of ∼3000 deg2 contain-
ing samples of the DESI dark-time targets: Luminous Red Galaxies
(LRGs), Emission Line Galaxies (ELGs) and Quasars (QSOs), with
redshift distributions matching those expected for DESI, as given
in figs 3.8, 3.12, 3.17 of DESI Collaboration et al. (2016a), re-
spectively. As discussed in section 4.2 of the same paper, the total
footprint for DESI will be ∼14 000 deg2, i.e. about five times larger
than that of our mocks (see Fig. 1). Since the tiling does not depend
on density and we are not interested in the absolute error determined
from the survey, we are allowed to use any sized mock as long as
we have enough statistical precision on the scales of interest. As
these scales are quite small, 3000 deg2 is sufficient.
We call the pointings of the instrument on the sky the tiling, and
the allocation of fibres to individual galaxies depends on a fibre-
allocation algorithm. These are expected to be independent, with
the density of targets not affecting the tiling. This simplifies the
analysis, as the effect of the fibre assignment can be determined at
fixed tiling.
The fibre positioner locations for the DESI instrument are shown
in fig. 4.2 of DESI Collaboration et al. (2016a). The circular focal
plan is split into 10 petals, each of which holds 500 fibre posi-
tioners. There are areas with no coverage at the centre, between
petals, regions removed for guide focus arrays, and for positioners
set as guides for the fibre view camera. In addition, the tiling of
the survey region allows for overlap of neighbouring pointings. The
resulting coverage pattern is complicated and the probability of a
target galaxy being selected for observation also varies with local
density, giving rise to non-cosmological density dependent fluctua-
tions on a number of scales. Even after multiple passes, the imprint
of the instrument on the sky is clearly visible, as shown in Fig. 2.
The largest galaxy survey undertaken by DESI will be of ELGs,
with an expected total number of ∼18M, spanning a redshift range
out to z ∼ 1.6. The parent sample of targets is selected from imaging
data and fed into the fibre-assignment algorithm, which calculates
the correct placement of the fibres to match targets. ELGs compete
for fibre assignment with two other classes of targets: LRGs and
QSOs. Consequently, the number of ELGs with no fibre assigned
depends on the spatial distribution of all three galaxy types. The
expected cumulative completeness after a number of passes for the
ELG sample is given in the upper row of Table 1, where we introduce
the obvious notation P1,..., P5 to indicate different number of passes
of the instrument.
In this work we use a preliminary version of the fibre-assignment
algorithm, namely fiberassign 0.2.3, which is available at
the following link: https://github.com/desihub/fiberassign/releases/
tag/0.2.3.
3 MO D EL
In this section we provide a compact description of the weighting
scheme adopted throughout the paper. For a more detailed discus-
sion see Bianchi & Percival (2017) and Percival & Bianchi (2017),
in which this technique was originally introduced.
At each separation s, we compute the two-point correlation func-
tion ξ via the minimum-variance estimator (Landy & Szalay 1993),
ξ (s) = DD(s)
RR(s) − 2
DR(s)
RR(s) + 1, (1)
where, as usual, DD, RR and DR stand for data–data, random–
random and data–random pairs, respectively. Equation (1) is supple-
mented with the pairwise-inverse-probability (PIP) weights defined
in Bianchi & Percival (2017),
DD(s) =
∑
xm−xn≈s
wmn
DD(p)a (θ )
DDa(θ )
, (2)
where wmn = 1/pmn is the inverse selection probability of the pair
formed by the galaxies m and n, whereas DD(p)a and DDa repre-
sent the angular pair counts of the parent and observed sample,
respectively.2 This latter is, in turn, computed via the same wmn
weights,
DDa(θ ) =
∑
um·un≈cos(θ )
wmn. (3)
The symbols
∑
xm−xn≈s and
∑
um·un≈cos(θ ), with ui = xi/|xi |, in-
dicate that the sum is performed in bins of s and θ , respectively.
Similarly, with obvious notation,
DR(s) =
∑
xm− yn≈s
wm
DR(p)a (θ )
DRa(θ )
(4)
2The parent sample is the set of all possible targets, for which we have
imaging data, i.e. angular positions. The observed sample is the subset of
galaxies that have been selected by the fibre-assignment algorithm, i.e. the
galaxies for which we actually have a spectroscopic redshift.
MNRAS 481, 2338–2348 (2018)
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Figure 1. Expected DESI footprint (grey) versus the subset considered in this work (red): only a subset is considered to speed up the calculation of the
correlation functions. The volume ratio between the two samples is ≈0.19.
Figure 2. Close-ups of the observing strategy for two different levels of zoom. Different coloured dots show observations made in different passes, whereas
crosses indicate galaxies that are never observed. The left panel shows the imprint of the focal-plane pattern on the sky (only the first two passes are reported,
for clarity). In the right panel we focus on a smaller area in order to emphasize how the completeness depends on the density: on average, in crowded regions
the number of missing observation is larger and, more in general, galaxies in these regions cannot be observed simultaneously, i.e. circles too close to each
other have different colours.
Table 1. The cumulative percentage of emission line targets that are ob-
served after a certain number of passes. Upper row: ELG completeness when
the fibre-assignment algorithm is applied to mocks that include all possible
DESI targets, assuming the current priority scheme. Lower row: ELG com-
pleteness when only ELGs are targeted. In both cases, the reduction of the
efficiency with increasing number of passes can clearly be seen: the number
of redshifts measured with pass five alone is about three times smaller than
that measured with pass one.
P1 P2 P3 P4 P5
Full mocks [%] 23 44 61 73 81
ELG mocks [%] 25 48 67 81 90
where wm = 1/pm is the inverse selection probability of the galaxy
m, and
DRa(θ ) =
∑
um·vn≈cos(θ )
wm. (5)
To evaluate the pair weights, wmn, we adopt the following pro-
cedure. The targeting outcomes for each galaxy (when the fibre-
assignment algorithm is run Nbits times) are stored as bits where 1
represents galaxy selection in that realization and 0 when the galaxy
is discarded. The bitwise weight of a galaxy w(b)i is then a binary
array of length Nbits, which, for convenience, we encode in base-ten
integers. Once the galaxies are assigned these weights, pair weights
are computed ‘on the fly’ while doing pair counts by comparing
the two bitwise arrays of each galaxy. The pair weights are the to-
tal number of realizations divided by the number of realizations in
which both galaxies are selected and therefore would contribute to
the pair counts,
wmn = Nbits
popcnt
[
w
(b)
m & w(b)n
] (6)
where & and popcnt are fast bitwise operators, which, respectively,
(i) multiply two integers bit by bit, and (ii) return the sum of the bits
of the resulting integer. Similarly, for individual weights we have
wm = Nbits
popcnt
[
w
(b)
m
] . (7)
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One obvious advantage of adopting this ‘on-the-fly’ approach is
that, by doing so, we do not have to deal with the problem of storing
∼30M × 30M real numbers (pair weights).
In general, when there are no zero-probability pairs, the PIP ap-
proach is unbiased by construction and the only effect of angular
upweighting is to reduce the variance of the weights. Unfortunately,
the non-zero-probability condition is formally violated for the fibre-
assignment algorithm considered in this work, as discussed in Sec-
tion 4. Thus we need to include angular upweighting in the analysis
not only to improve the variance but also to ensure unbiased ξ
measurements (see Section 4).
4 D EA LING W ITH SELECTION
PRO BABILITIES
Given a volume V from which we want to recover the clustering, in
order to be unbiased, the PIP correction requires that no pair in V
has zero probability of being observed. The DESI fibre-assignment
algorithm takes as input the tiling positions and then runs a stochas-
tic process, initialized by random seeds, to select which galaxies
will be observed.3 If we assume fixed tiling positions and apply the
algorithm to the volume defined by the footprints in Fig. 1, either
the full DESI area or the subset considered in this work, the non-
zero-probability condition is violated, especially after a single pass
of the instrument.
One obvious example of pairs that cannot be observed with a
single pass is (i) the set formed by galaxies that fall where the guide
focus arrays are (see the gaps in the instrument pattern in Fig. 2, left
panel, red dots only). Another important zero-probability set is that
of (ii) the close pairs not belonging to overlap regions, for which, due
to the impracticability of allocating two fibres at a separation smaller
than their physical size, it is impossible to measure simultaneously
the two redshifts.
There are different possible countermeasures for these effects: (i)
can be solved, e.g. by redefining V, which, in practice, means to put
holes in the random sample in correspondence of the guide focus
arrays (and similarly for all the other blind spots in the focal plane).
Adjusting the random sample would not work perfectly for (ii), due
to the entanglement between clustering and fibre-allocation issues.
On the other hand, we note that both (i) and (ii) can be considered
just tiling-related issues. Since the choice of the tiling locations
does not depend on the clustering, (i) and (ii) can be solved at
once by either (a) allowing for rigid displacements of the tiling
when evaluating the probabilities (the choice of the tiling is itself a
random choice) or (b) relying on the angular upweighting to restore
the correct pair counts while keeping the tiling fixed. The philosophy
behind (b) can be roughly summarized as ‘if the unobservable pairs
have nothing special then their clustering can be deduced by the
pairs we observe’.
For this work we adopt strategy (b), but either option would be
able to correct for the fibre assignment. The only advantage of one
method over the other would be to make the weights more even and
reduce the shot noise in the weighted catalogue. More specifically,
approach (b) formally makes the PIP weights less even, so it is
possible that the errors that we show in Section 6 can be further
3In its most recent version, the algorithm is not stochastic anymore, i.e.
there are no random seeds. Instead, the set of galaxies to be observed is now
specified by a subpriority list that the algorithm takes as an input. This just
moves the stochasticity from the algorithm to the list and does not affect our
conclusions.
reduced by adopting approach (a). On the other hand, approach (a)
would require more realizations of the targeting for a fair sampling
of the probability.
When objects other than ELGs are considered, the presence of
zero-probability pairs is not only a consequence of tilling but also
of higher priority objects taking precedence. Problems occur when
there are correlations between higher priority populations and the
ELG population. In this work we run the fibre-assignment algorithm
directly on ELGs, so the problem is ignored, but it is important to
be aware that too strict a priority scheme is a potential cause of
systematics. It is also important to note that this issue is not created
but rather made apparent by the inverse-probability weighting. It
is a general fact that if we decide a priori not to observe a subset
of a galaxy population of interest then we must be sure that we
understand the behaviour of the missing galaxies, e.g. as when the
populations are uncorrelated and, as a consequence, the effect on
lower priority targets is just a random dilution.
A simple way around this obstacle would be, e.g. to reduce the
probability of picking a quasar from 100 per cent to 90 per cent of the
times when an allocation conflict with some lower priority target
happens, and similarly for all classes of galaxies. Alternatively,
we could reobserve small subsets of the whole survey area until
100 per cent completeness is reached for all the populations of
interest. Both options would ensure that pairs containing all types
of target were observed at some part of the survey.
5 MO C K C ATA L O G U E S
For our analysis we use the same set of QPM mock catalogues
described in Burden et al. (2016). Briefly, we perform our analy-
sis on 25 Quick Particle Mesh (QPM; White, Tinker & McBride
2014) mock galaxy catalogues designed specifically to mimic the
DESI survey. Dark matter distributions were generated using a low-
resolution particle mesh N-body code, based on initial conditions
set at z=25 using second-order Lagrangian perturbation theory. At
each step a subset of particles (chosen based on local density) is
selected as dark matter haloes and assigned a halo mass. The mass
values are tuned using higher resolution simulations. Haloes are
populated with galaxies using the functional form of the Halo Oc-
cupation Distribution function of Tinker et al. (2012). Although we
know that this form has difficulty fitting the expected ELG distri-
bution (Gonzalez-Perez et al. 2018), the work presented here does
not depend on the exact form of the true clustering signal.
These mock catalogues were sampled using the current baseline
algorithms (Cahn et al. 2015) to mimic the DESI data. As the exact
targeting, tiling and fibre allocation algorithms for DESI may still be
further optimized before the survey commences; these mocks will
almost certainly be different in detail from the final survey. However,
the validity of these mocks is not important: all we require is that
they are affected by the same systematic effects as the future data,
so we can show that we can remove those effects.
The mocks include all of the classes of galaxies to be observed
in the DESI wide survey, undertaken in dark time. The classes of
objects are in the order of the priority with which they are observed:
Lyman-α QSOs, QSOs, LRGs and ELGs. So, although ELGs are
the most numerous galaxy sample they are the lowest priority, and
consequently, even after five passes, we only expect ∼80 per cent
completeness, and incompleteness will remain a significant effect
to be corrected. For this reason, in this paper we concentrate on this
sample, although the methodology is also applicable to the QSO
and LRG samples. In general, we expect the fibre-assignment issue
to be less severe for these latter classes of targets, not only because
MNRAS 481, 2338–2348 (2018)
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of their higher priority but also for their lower surface density (see
e.g. table 3.1 in DESI Collaboration et al. 2016a).
6 R EC OV ER ED CLUSTERING
MEASUREM ENTS
6.1 The correlation function
We measure the clustering (using the first three even Legendre
multipoles) of four realizations of the fibre-assignment algorithm
for each of the 25 mocks. Since the expected final ELG completeness
is reached after four passes of the DESI instrument when ELG-only
mocks are considered (Table 1), we limit our analysis to the first four
stages of the observing strategy. In total we measure the correlation
function moments for 400 different mocks of DESI data.
We run the fibre-assignment algorithm for each mock catalogue
992 times4 in order to calculate the PIP weights.5 As discussed in
Section 4, for each run of the fibre selection algorithm, we change
the random number used to select targets to be assigned fibres, but
do not move the location of the DESI survey, i.e. the probability we
use is that given the fixed tiling locations chosen.
In Fig. 3 we present the measured Legendre polynomial mo-
ments of the correlation function: panels are split by the order of
the moment (horizontal) and by the number of passes (vertical).
See Appendix A for technical details on how we compute these
quantities. The mean of the measurements corrected using the PIP
weights is compared to the reference value given by the mean of
the multipoles measured from the same mock catalogues when no
subsampling by the fibre assignment algorithm is applied. In the
bottom frame of each panel we report the ratio between the mean of
the measurements and the reference value, with error bars obtained
by propagating the error on both these two quantities. Agreement
within the expected errors is shown.
The blue dot–dashed lines show the multipole moments calcu-
lated without the PIP weighting: clearly here we see a large differ-
ence between corrected and uncorrected measurements, particularly
for a low number of passes.
The performance of the unweighted measurements can be im-
proved by removing from the clustering signal density fluctuations
caused by blind spots in the focal plane and tile-overlaps, i.e. the
(clustering-independent) contributions purely coming from the im-
print of the DESI instrument and tiling. This can be obtained by
mimicking such fluctuations with the random sample. We therefore
create a clustering-independent completeness map, c(RA, Dec.)
(see Appendix B), and impose it to random sample. The corre-
sponding measurement is shown in dotted green. Compared to the
previous correlation function measurements, this approach clearly
gives more accurate clustering estimates. Nonetheless, large devi-
ations from the reference values can still be seen, especially for
higher order multipoles. It is also interesting to note that weighting
the randoms is not effective on small scales 2 h−1Mpc, for the
monopole and quadrupole (Fig. 3, green dashed). This might be,
4We store the bitwise weights in 32-bit integers, but, for simplicity, we
only consider positive integers. This means that we actually use only 31
bits per integer. It is therefore convenient to use a number Nbits of targeting
realizations that is a multiple of 31, in our case Nbits = 992 = 31 × 32 ≈ 1000.
5Although we run the selection algorithm 992 times, we only measure the
clustering for four of the 992 realization in order to save computational
time. By using all the available realizations, due to exact cancellations, we
would have a better behaved mean of the clustering but similar error bars
(see Bianchi & Percival 2017).
at least in part, a consequence of the fact that, on such scales, the
number of galaxy pairs exceeds that of the random ones. Likely,
the small-scale performance of this approach can be improved by
using a denser random sample. For purely computational reasons,
in this work we used a random sample about five times denser on
average than the data. The transition scale at which the (weighted)
data pairs exceed the random ones is about 7 h−1Mpc.
In principle, moving the clustering-independent fluctuations from
the data to the randoms could have beneficial effects even when
combined with PIP weights. Specifically, we expect an improvement
in the signal-to-noise ratio of the measurements, because the higher
average density of the random sample means it has intrinsically
lower shot noise than the galaxies. This topic is investigated in
Appendix C, where we show that the overall impact is negligible,
at least for the DESI survey.
In this work we do not consider more standard countermeasures
to the missing observation problem, such as the widely used nearest
neighbour (NN) upweighting (e.g. BOSS survey; Anderson et al.
2012). This technique consists of assigning the individual weight of
a missing galaxy to its (angularly) closest (observed) companion. A
specific comparison of the performance of PIP and NN is already
provided in Bianchi & Percival (2017). As explained in that paper,
the NN correction is formally included in the PIP description. If, for
example, we just focus on the problem of choosing a galaxy out of a
pair with uniform probability, it is clear that the two approaches will
give the same weight w = 2 to the observed galaxy. Unfortunately, a
generic targeting algorithm has to deal with more complex choices,
which cannot be handled exactly by the simple NN prescription.
In Smith et al., currently under DESI internal review, the authors
present an exhaustive test of different fibre-mitigation techniques,
including NN upweighting, applied to mocks of the DESI Bright
Galaxy Sample (section 3.1 of DESI Collaboration et al. 2016a).
This survey will take place when moonlight prevents efficient obser-
vations of faint galaxies. As expected, the NN correction performs
reasonably well on BAO scales but, even when the survey is com-
plete, it yields a systematic error larger than the intrinsic variance of
the clustering on scales that can be relevant, e.g. for RSD analysis.
6.2 Errors
One interesting question is the degradation of the error on the clus-
tering signal due to the fibre assignment. Fundamentally, the issue
is that, for some particular patterns of galaxies, we rely on a small
number of observations to tell us the clustering of a large num-
ber of missed patterns. The PIP weights correctly upweight these
samples (e.g. increasing the importance of overlap regions for small-
separation pairs to counterbalance their lack in other regions), but
they cannot correct for the fact that we fundamentally lack signal.
We can split the causes of the degradation into two, although they
are intricately linked: the lack of pairs on any particular scale and
orientation of the line of sight, and the increase in the shot noise
caused by the weighting scheme.
The evolution of the error as a function of the number of passes of
the instrument is shown in Fig. 4, which reports the standard devia-
tion of the measured multipoles ξ n divided by that of a reference
value corresponding to the intrinsic scatter in the mocks without
fibre assignment. On large scales we see that the measurement er-
ror converges to that of the parent sample, while on small scales,
the observing effects leave a significant hit from the fibre assign-
ment, even after four passes. This test can be seen as an ‘unfair’
comparison with an unrealistic survey in which we are able to tar-
get all available galaxies. As such, it just provides us with a lower
MNRAS 481, 2338–2348 (2018)
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Figure 3. The measured multipoles of the correlation functions from the DESI mocks, after correcting for partial selection of the targets using the PIP
weights (solid grey lines) compared to their mean (solid red lines) and for the full parent sample (black dashed lines). In order to visualize both large- and
small-scale features at once, we adopt a logarithmic scale for the abscissa for s⊥ < 15h−1Mpc and linear elsewhere. The uncorrected multipoles are shown by
the dot–dashed blue lines. Strong deviations from the true clustering signal are observed. These deviations get smaller when a completeness map is applied to
the random sample, green dashed. Still, the expected value is not recovered, with discrepancies that grow with the order of the multipoles.
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Figure 4. Error in the recovered multipole moments, compared to sample variance, calculated from the clustering of the parent sample.
bound. From this perspective, it is reassuring to see how, even in
this ‘unfair’ comparison, the error hits the lower bound, essentially
becoming cosmic-variance dominated, when scales and number of
passes grow.
Rather than comparing to a single reference set of correlation
functions, in Fig. 5, we compare the error from our recovered PIP-
corrected correlation functions to that from samples where, for each
set of passes we randomly select the same number of galaxies from
the target population. Thus, by comparing the two, we isolate the
degradation from the fibre assignment from that of the changing
overall galaxy density. For a survey created from one pass of the
instrument, we see a factor of ∼2 increase in the error from the fibre
assignment algorithm, and this reduces as the number of passes
increases.
Despite the encouraging results of the previous tests, it would
still be worthwhile to see if the error can be reduced further. As
anticipated above, we already tested probably the most obvious ex-
tension, which consists of taking advantage of the higher density
of the random sample to reduce the noise, obtaining no appreciable
improvement (Appendix C). On the other hand, it is certainly pos-
sible to imagine very idealized scenarios in which the bias on the
clustering caused by missing observations can be modelled theoret-
ically, in a deterministic way. In such a case we could get unbiased
estimates of the cosmological parameters just by fitting the un-
weighted correlation function, which, by construction, has smaller
error bars. This would result in smaller errors on the cosmological
parameters, at least if the model does not require nuisance parame-
ters and does not discard information. It is nonetheless doubtful that
such an approach can be self-consistently applied to a realistic al-
gorithm/survey and, even more, to all possible algorithms/surveys.
We leave this general discussion about what is an optimal estimator
in case of missing observation for further work.
6.3 BAO peak
The obvious further step is to assess how well the PIP scheme per-
forms in recovering the position of the BAO peak. To this purpose,
we follow Anderson et al. (2014a,b) and fit the correlation function
to
ξm(r) = B2ξref (rα) + a1
r2
+ a2
r
+ a3, (8)
where B and ai are nuisance parameters that adjust the amplitude
and the broadband shape of the correlation function, respectively.
The parameter α encodes any shifts in the BAO feature compared
to the reference model ξ ref, which is what we want to assess with
this test.
Since we only have 25 mock catalogues, when we fit for α,
instead of using the covariance matrix estimated from the mocks
we adopt an effective covariance matrix, obtained by rescaling the
publicly available covariance matrix of the DR11 CMASS BOSS
galaxy sample1: Ceff = VBOSS/V CBOSS. This is essentially the same
approach adopted by Burden et al. (2016) but here the purpose of
the test is different. In that work the authors measure α from the full
mocks, i.e. without fibre assignment, as a way to show that the model
they propose is unbiased. Since if there is no fibre assignment the
PIP correction vanishes, i.e. trivially each pair has unitary weight,
the recovered clustering is unbiased by construction. Therefore, in
this work we test how well we can recover α in the actual presence
of fibre assignment.
Unfortunately, the covariance matrix that we are using cannot be
considered a realistic alternative to the ‘true’ one for the follow-
ing reasons. As a zero-order effect, even after volume rescaling,
the average number density depends on the number of passes of
the instruments, and, especially after one or two passes, it is sig-
nificantly lower than that of the BOSS survey. Furthermore, even
if we managed to correct this deficit, we would still have higher
order effects coming from the fact that we are not using the DESI
fibre-assignment algorithm coupled to the PIP weights to derive the
covariance matrix, but, instead, their BOSS counterparts. Similarly
to the average-number-density issue, this inconsistency is likely
to become more important as the number of passes decreases, i.e.
when the imprint of the DESI instrument becomes dominant. As a
way to keep these limitations under control, we also process under
the same pipeline the uniformly diluted samples already adopted as
a lower bound for the error on the multipoles in Section 6.2.
In the upper row of Fig. 6 we show histograms of the best-fitting
α from all the 25 × 4 = 100 realizations discussed in Section 6.1
for the first four passes of the instrument. All the measurements are
clearly unbiased. As for the error, due to the complications men-
tioned above, we limit our discussion to the comparison between
DESI-targeting-plus-PIP-weights and uniform-dilution case (lower
row). The relative behaviour resembles that already observed for the
multipoles, with the ratio of the standard deviations R = σ PIP/σ unif
being {RP1, RP2, RP3, RP4} ≈ {1.76, 1.27, 1.09, 1.06}.
7 C O N C L U S I O N S
We have applied the algorithm to correct for missing observa-
tions in galaxy surveys, developed in Bianchi & Percival (2017),
to mock catalogues designed to mimic the Emission Line Galaxy
sample to be obtained from the upcoming DESI experiment. We
find that the algorithm correctly deals with the effects of fibre
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Figure 5. Error in the recovered multipole moments, compared to that recovered from a set of catalogues obtained by uniformly diluting the mocks until they
match the number density of their fibre-assigned counterparts.
Figure 6. Upper row: distribution of the best-fitting α across different mocks for different number of passes of the instrument, as labelled in the figure. For
comparison, in the lower row we report the same measurements in the idealized case of uniform dilution.
assignment, resulting in unbiased correlation function measure-
ments. The weighted correlation function exhibits worse noise com-
pared to a random sampling of galaxies. However we find that this
degradation has effectively vanished after three passes of the in-
strument over the sky, and similarly for the position of the BAO
peak.
The work presented here has proven the utility of the algorithm
for correcting for fibre assignment within DESI, and paves the way
for survey design knowing that we can correct for these effects.
There is an increase in the expected errors, compared to a random
sampling of galaxies, but this decreases with number of passes. We
should expect that, by the end of the survey, there is no signifi-
cant degradation on the BAO scales, so errors should match those
expected.
Two questions remain for the full application of the PIP-
weighting: how reconstruction of the linear density field affects
the correction and how to apply the algorithm in Fourier-space.
These are left for future work.
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A PPENDIX A : D ETAILS ON THE
MEASUREM ENTS
The multipoles are obtained by first measuring ξ (s, μ) and then
projecting it on the Legendre polynomials ξ l(s) = (2l + 1)
∫
dμξ (s,
μ)Ll(μ). For μ we split the interval [0,1] into 100 linear bins. For s
we use the shifted logarithmic binning scheme introduced in Bianchi
& Percival (2017),
si = 10x0+(i−1)x − ssh. (A1)
Specifically we adopt x0 ≈ 0.72, x ≈ 0.033 and shift factor ssh =
5 h−1 Mpc. For the angular pair counts DDa(θ ) and DRa(θ ) we use
the same binning scheme with x0 ≈ −0.96, x ≈ 0.085 and ssh =
0.◦1.
APPENDI X B: C OMPLETENESS MAP
The clustering-independent completeness map is obtained as fol-
lows.
(i) We create an angular density map for each of the 25 mocks,
without fibre assignment.
(ii) We average over the so obtained 25 maps.
(iii) We create an angular density map for four different realiza-
tions of the fibre-assignment algorithm, for each of the 25 mocks.
(iv) We average over the so obtained 100 = 4 × 25 maps.
(v) We take the ratio between (iv) and (ii).
We repeat (iii), (iv) and (v) for four passes of the instrument.
For the density maps we use an adaptive grid to avoid the com-
plication of having grid points with no galaxies. This can be seen
as a smoothing of the field in which the width of the filter is al-
lowed to grow when the density drops below a given treshold.
One obvious alternative is to run the random sample trough the
fibre-assignment algorithm (see e.g. Burden et al. 2016). The ad-
vantage of the procedure adopted here is that the entanglement
between clustering and targeting is more properly taken into ac-
count. The main limitation is that, formally, in order to com-
pletely remove the clustering signal, we need an infinite number of
mocks.
The completeness maps are shown in Fig. B1. The imprint of the
DESI instrument and its evolution with the number of passes can
clearly be seen.
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Figure B1. Clustering-independent completeness maps for different passes of the DESI instrument.
APPEN D IX C : PIP VERSUS INVERSE
COMPLETENESS
One interesting question to be answered is wether it is possible to
take advantage of the completeness map c(RA, Dec.) to reduce the
variance of the PIP weights. The idea is that clustering-independent
fluctuations such as those purely coming from gaps and tiling over-
laps can be safely removed from the budget by defining an effective
volume, which, as such, can be traced by the random sample. Since
the random sample is in general much denser than the galaxy cat-
alogue, weighting randoms has significantly lower effect on the
total noise than weighting galaxies. Specifically, we can think of
creating a random sample with angular density that mimics that
of the completeness map while modifying the data pair counts
as
∑
wij ∑wij /(w(IC)i w(IC)j ), where wij are PIP weights and
w
(IC)
i = 1/ci the inverse of the completeness map at the position of
the ith galaxy. This procedure does not affect the mean but, if the
completeness fluctuations are relevant, has the potential of reducing
the overall variance in the correlation function.
In Fig. C1, we show that the contribution coming from the com-
pleteness map is actually subdominant on all scales and at any stage
of the survey. Hence, we do not see any advantage in using this
map in combination with the PIP correction. Note that, for clarity,
the PIP variance reported in the figure does not include angular
upweighting, the effective variance of the pair counts get signifi-
cantly smaller when this latter is taken into account as, e.g. for the
measurements reported in Fig. 3. Nonetheless, angular upweight-
ing by construction does not depend on the completeness and, as a
consequence, including it would not change our conclusions.
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Figure C1. Standard deviation (divided by the mean) of the PIP weights compared to that of the inverse completeness weights, as a function of scale.
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