Abstract: Regularization methods for high-dimensional variable selection and estimation have been intensively studied in recent years and most of them are developed in the framework of linear regression models. However, in many problems, e.g., in compressive sensing, signal processing and imaging, the response variables are nonlinear functions of the unknown parameters. In this paper we introduce a so-called quadratic measurements regression model that extends the usual linear model. We study the q regularized least squares method for variable selection and establish the weak oracle property of the corresponding estimator.
Example 4. Measurement error is ubiquitous in statistical data analysis. Wang (2003 Wang ( , 2004 showed that for a class of measurement error models to be identifiable and consistently estimable, at least the first two conditional moments of the response variable given the observed predictors are needed. Wang and Leblanc (2008) showed that in a general nonlinear model this second-order least squares estimator (SLSE) is asymptotically more efficient than the ordinary least squares estimator when the regression error has nonzero third moment, and the two estimators have the same asymptotic variances when the error term has symmetric distribution. In a linear model, the SLSE is derived based on the first two conditional moments E(y i |x i ) = x T i β and E(y 2 i |x i ) = (x T i β) 2 + σ 2 , i = 1, · · · , n, where β is the vector of regression coefficients and σ 2 is the variance of the regression error.
It is easy to see that this second moment can be written as E(y In our examples, the main goal is to recover the sparse signals in regression setups where the response variable is a quadratic function of the unknown parameters, and this not covered by linear regression models. Given their wide applications, however, the high-dimensional variable selection problem in such models has not been studied in statistical literature.
In this paper we attempt to fill in this gap. First, we introduce a socalled quadratic measurements regression (QMR) model as an extension of the usual linear model. Then we study the q -regularized least squares (q-RLS) estimation in this model and establish its weak oracle property (Lv and Fan (2009) ). Moreover, using moderate deviations we show that the estimators of the nonzero coefficients have an exponential convergence rate. To deal with the problem of numerical optimization, we derive a fixed point equation that is necessary for global optimality. This allows us to construct an iterative algorithm and to establish its convergence. Finally, we present some numerical examples to demonstrate the efficiency of the proposed method and algorithm.
The rest of this paper is organized as follows. In Section 2 we introduce the quadratic measurements model and the q-RLS estimation. In Section 3 we discuss the weak oracle property of the q-RLS estimator using the moderate deviation technique. In Section 4, we deal with a special case of a purely quadratic measurements model that has applications in some important problems. In Section 5, we derive a fixed point equation and construct an algorithm for numerical minimization. In Section 6, we calculate some numerical examples to illustrate our proposed method and to demonstrate its finite sample performance. Discussions are given in Section 7, while technical lemmas and proofs are given in the Supplementary Material.
The Quadratic Measurements Model
We define the quadratic measurements regression (QMR) model as
where y i ∈ R is the observed response, x i ∈ R p is the vector of predictors,
p×p is a symmetric design matrix, β ∈ R p is the vector of unknown parameters, and ε i ∈ R are independent and identically distributed random errors with mean 0 and variance σ 2 . When Z i ≡ 0, this reduces to the usual linear model
In this paper we are mainly interested in the high-dimensional case where p > n or p n, although our theory applies to the case p ≤ n as well. Throughout the paper we assume that log p = o(n ) for some constant ∈ (0, 1) and that there exists a constant δ 0 > 0 such that E exp (δ 0 |ε 1 |) <
∞.
In compressive sensing and signal processing the main goal is to identify and estimate the smallest possible number of nonzero coefficients. Thus we consider the problem of estimating unknown parameters of model (2.1) under the sparsity constraint β 0 ≤ s, where s < n is a certain integer.
And accordingly, we study the q -regularized least squares (q-RLS) problem
3)
2 , λ n > 0 and q ∈ (0, 1). The qregularization has been widely used in compressive sensing. Compared to 1 -regularization, this method tends to produce precise signal reconstruction with fewer measurements (Chartrand (2007) ), and increases the robustness to noise and image non-sparsity (Saab, Chartrand, and Yilmaz (2008) ).
Moreover, Krishnan and Fergus (2009) demonstrated very high efficiency of 1/2 and 2/3 regularization in image deconvolution.
A minimizerβ of the optimization problem (2.3) is called q-RLS estimator and it is a generalization of the bridge estimator in linear models Frank and Friedman (1993) . It is well-known that the bridge estimator has various desirable properties including sparsity and consistency (Knight and Fu (2000) , Huang, Horowitz, and Ma (2008) ). A natural question is whether the q-RLS solution of (2.3) continues to enjoy these properties in the more general model. To answer this question, we study the moderate deviation (MD) ofβ which gives the rate of convergence to β at a slower rate than n −1/2 (Kallenberg (1983) ).
Although we are mainly interested in variable selection problem, our results on identifiability and numerical optimization algorithm apply also to the case q ≥ 1. Our consistency results for selection and estimation hold only for the case where q ∈ (0, 1); this is not surprising given that it is a well-known fact in linear models (Fan and Li (2001) , Zou (2006) ).
Throughout the paper we use the following notation. For any d-dimensional 
Weak Oracle Property
In this section we discuss the moderate deviation and consistency of the q-RLS estimators. Let β * be the true parameter value of model (2.1) and
Then following Huang, Horowitz, and Ma (2008) , we assume that
Following the literature (e.g., Zou and Hastie (2005) , Huang, Horowitz, and Ma (2008) , Fan, Fan, and Barut (2014) ), the data are assumed to be standardized so that
In the linear model, the third equality above reduces to
Identifiability of β *
For the sparse linear model, Donoho and Elad (2003) introduced the concept of spark and showed that the uniqueness of β * can be characterized by spark(X) which is defined as the minimum number of linearly dependent columns of the design matrix X. Another way to express this property is via the s-regularity of X, any s columns of X are linearly independent. Indeed, X is s-regular if and only if spark(X) ≥ s+1, (Beck and Eldar (2013) ). Further, in the linear model, −X is the Jacobian matrix of the residual function
is said to be uniformly s-regular, if A(β) Γ has full column rank for any Γ ⊆ {1, · · · , p} with |Γ| = s and β ∈ R p with supp(β) ⊆ Γ.
Obviously, the uniform s-regularity of A(β) implies the s-regularity of 
is uniformly 2s-regular.
Moderate deviation and consistency
Strong convexity is the standard condition for the existence of unique solution to a convex optimization problem. When the objective function is twice differentiable, an equivalent condition is that the Hessian is uniformly Negahban et al. (2012) introduced the concept of the restricted strong convexity when the objective function is strongly convex on a certain set. To achieve the accuracy of a greedy method for the sparsity-constrained optimization problem, Bahmani, Raj, and Boufounos (2013) used stable restricted Hessian to characterize the curvature of the loss function over the sparse subspaces that can be bounded locally from above and below such that the corresponding bounds have the same order. However, the calculation of the exact Hessian of our model is costly. The transform A(β) has a special structure that allows us to not only use the Jacobian to obtain the gradient ∇ n (β) = −2A(2β) T R(β), but also to employ it to approximate the Hessian near β * . We need some conditions.
Condition 1 (Uniformly Stable Restricted Jacobian).
(a) For any Γ ⊆ {1, · · · , p} with |Γ| = s and β ∈ R p satisfying supp(β) ⊆ Γ, there exists a positive constant c 1 that bounds all eigenvalues
(b) For any Γ ⊆ {1, · · · , p} with |Γ| = s and β ∈ R p satisfying supp(β) ⊆ Γ and β ≤ 2c + 3 (σ 2 + 1)/c 1 √ s, there exists a positive constant c 2 that bounds all eigenvalues of n
It is easy to see that (a) and (b) are respectively equivalent to the following.
(a ) For any Γ ⊆ {1, · · · , p} with |Γ| = s and β 1 ∈ R s , there exists a positive constant c 1 that bounds all eigenvalues of n
from below.
(b ) For any Γ ⊆ {1, · · · , p} with |Γ| = s and β 1 ∈ S := {u ∈ R s :
In the linear model (2.2), Condition 1 reduces to the first assumption of Condition 2 in Fan, Fan, and Barut (2014) . For the general case, (a ) is similar to the restricted strong convexity in Negahban et al. (2012) . Indeed, the minimization problem (2.3) is derived from the original optimization problem min β∈R p n (β) subject to β 0 ≤ s. So, we first consider the unconstrained optimization problem min
that is clearly non-convex and may not have a unique solution in general. However, one can calculate the Hessian matrix of the objective function
Further, it follows from Chebyshev's inequality and ensures a more accurate convergent rate.
Condition 2 (Asymptotic Property of Design Matrix). Let κ 1n = |X| ∞ and κ 2n = max 1≤i≤n |Z i | ∞ be such that, as n → ∞,
The first convergence in (3.3) is the same as in Fan, Fan and Barut (2014, Condition 2) . The second convergence in (3.3) and (3.5), below, are required to deal with the quadratic term in the low-dimensional space R s .
Condition 3 (Partial Orthogonality). For any Γ ⊆ {1, · · · , p} with
where ⊗ is the Kronecker product.
In the linear model (2.2), Condition 3 coincides with the partial orthogonality condition of Huang, Horowitz, and Ma (2008) 
Condition 4 (Asymptotic Property of Tuning Parameter). Let λ n ≥ σc 1−q √ n log p be such that, as n → ∞,
The inequality here is equivalent to λ n > 2 (1 + C)n log p for some positive constant C, which is used in Fan, Fan, and Barut (2014) . The first convergence is similar to the first one in their condition (4.4), and the first convergence in (3.5) is similar to their second convergence in (4.4). The first convergence of this condition is trivial when s is finite and the inequality in Condition 2 holds. The second convergence implies that the penalty parameter λ n is o(n) if s is finite. If, for example, λ n = n δ for a positive constant δ, then Condition 2 implies that δ ∈ (1/2, 1) and log p = o(n (2δ−1) ).
Thus, Condition 2 imposes a range for the penalty parameter with respect to the sample size n and dimension p. It is easy to verify that Condition 2 also implies that s = o( √ n) as needed to approximate the Hessian through the Jacobian.
The proof of the following is given in the Supplementary Material.
Theorem 1. (Moderate Deviation). Under model (2.1), if Condition 1-4
hold, then there exists a strict local minimizerβ = β T Γ * ,β
T of (2.3) and a positive constant C 0 < min{
, and {a n } is a sequence of positive numbers such that, as n → ∞, a n √ s log n → ∞, (3.8) ) ≥ 1, condition (3.9) implies a n s/n → 0.
Again, if s is finite and λ n = n δ for some δ ∈ (1/2, 1), then conditions (3.8)-(3.10) simplify to
It follows that {a n } tends to infinity faster than log n but slower than
This differs from the case of the linear model with fixed dimension p n, where only a n κ 1n / √ n → 0 is required to establish the MD of M-estimators (Fan (2012) , Fan, Yan, and Xiu (2014) ). We assume (3.8)-(3.10) to cover the case of p n.
By inequality (3.6) the q-RLS estimator correctly selects nonzero variables with probability approaching one exponentially. It follows from (3.7)
that the estimators of nonzero variables are consistent with an exponential rate of convergence. Theorem 1 also implies that the tail probability decreases exponentially with rate a 2 n , as the tail probability of the Gaussian.
Theorem 1 gives general results on the MD. By taking a n = √ s log n,
we obtain the familiar forms of convergence rate. such that, for sufficiently large n, 
Remark 1. To deal with the case p > n, Huang, Horowitz, and Ma (2008) showed that the marginal bridge estimators satisfy P β Γ * c = 0 → 1 and P e T p,jβ = 0, j ∈ Γ * → 1. Here we provide the rate of this convergence. 
where γ 0 and c are two positive constants and d 0 is a s-dimensional vector of nonnegative weight. To find the constant c, we use the number √ log n to dominate the constant γ 0 , which results in the lower consistent rate. To compensate this loss, the right hand side of (3.12) tends to one at a faster rate.
Purely Quadratic Model
In this section we consider the purely quadratic measurements model
As demonstrated in Example 2, this covers the phase retrieval model where
As this model differs from the general model (2.1), some theoretical conditions and results in the previous sections need to be modified.
Identifiability of β *
The absence of the linear term in model (4.1) makes it unidentifiable because obviously β * and −β * are indistinguishable from the observed data.
In the phase retrieval literature, e.g., Balan, Casazza, and Edidin (2006) and Ohlsson and Eldar (2014) , this problem is treated by identifying ±β for any β ∈ R p . Without loss of generality, we assume that the first nonzero element of β * is positive.
For the phase retrieval problem, Balan, Casazza, and Edidin (2006) and Bandeira et al. (2014) introduce the complement property which is necessary and sufficient for identifiability. For the sparse regression, Ohlsson and Eldar (2014) propose the more general concept of s-complement property.
In the phase retrieval model where 
Weak Oracle Property
To drive the MD and consistency results under model (4.1), we modify
Conditions 1-4 in Section 3.2 as follows.
(a) For any Γ ⊆ {1, · · · , p} with |Γ| = s and β 1 ∈ S 1 := u ∈ R s : |{j : Condition 2 (Asymptotic Property of Design Matrix). As n → ∞,
Condition 3 (Partial Orthogonality). There exists a positive constant c 0 such that
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n → 0 and λ n κ 2n s 2 log n n → 0.
For the phase retrieval model, since
This is similar to Corollary 7.6 of Candes, Li, and Soltanolkotabi (2015) . T of (2.3) such that (3.6) and (3.7) hold with {a n } satisfying (3.8), (3.10) and the second condition in (3.9), wherê
Theorem 4. (Weak Oracle Property). Under model (4.1) and Conditions

-4 , there exists a strict local minimizersβ
T of (2.3) such that (3.11) and (3.12) hold. 
Optimization Algorithm
The numerical computation of the q-RLS estimator as the solution of (2.3) is an important and challenging issue, since the q (0 < q < 1)-regularization is a nonconvex, nonsmooth, and non-Lipschitz optimization problem. Recently, this type of problems has attracted much attention in the field of optimization, including developing optimality conditions and computational algorithms, see, e.g., Xu et al. (2012b) , Chen, Niu, and Yuan (2013) , Lu (2014) and references therein. In this section, we propose an algorithm for the minimization problem (2.3). Since n and p are given, to simplify notation we omit the subscript n of n (β) and λ n so that (2.3) is written as
where λ > 0. We start by considering the simple minimization problem
where t ∈ R, λ > 0, and q ∈ (0, 1). For this problem Chen, Xiu, and Peng (2014) show that there exists an implicit function h λ,q (·) such that the minimizerû of (5.2) satisfiesû = h λ,q (t). In particular, for q = 1/2, Xu et al. (2012b) give an explicit expression h λ,1/2 (t) = Theorem 5. There exists a function h λ,q (·) and a constant r > 0, such that any minimizerβ of problem (5.1) satisfieŝ
for any τ ∈ 0, min{G
Remark 2. The result of Theorem 5 remains true for any function that is bounded from below, twice continuously differentiable, and for which lim x →∞ (β) = ∞. An appropriate algorithm here can be derived similarly to that below.
Remark 3. In general, the q minimization problem min β∈R p f (β) + λ βwith λ > 0, q ∈ (0, 1) has been well studied in the optimization literature and efficient algorithms have been proposed for f (β) = Xβ − y 2 .
For example, Chen, Xu, and Ye (2010) derived lower bounds for nonzero entries of the local minimizer and presented a hybrid orthogonal matching pursuit-smoothing gradient method, while Xu et al. (2012b) provided a globally necessary optimality condition for the case q = 1/2 and proposed an efficient iterative algorithm. More recently, the general q problem has been studied, by Chen, Niu, and Yuan (2013) , who proposed a smoothing trust region Newton method for solving a class of non-Lipschitz optimization problems. Lu (2014) studied iterative reweighted methods for a smooth and bounded (from below) function f with an L f -Lipschitz continuous gra- Chen, and Ye (2015) proposed interior point algorithms for solving a class of non-Lipschitz nonconvex optimization problems with nonnegative bounded constraints. In these works the solution sequence of the algorithm converges to a stationary point derived from the Karush-Kuhn-Tucker conditions.
Based on (5.3), we propose a fixed point iterative algorithm (FPIA).
Algorithm 1.
Step 0. Given λ > 0, ≥ 0, γ, α ∈ (0, 1), δ > 0, choose an arbitrary β 0 and set k = 0.
Step
Step 2. Stop if
Otherwise, replace k by k + 1 and go to Step 1.
An important step here is to evaluate the operator H λ,q (·). It has an explicit expression when q = 1/2. For more general q ∈ (0, 1), by Lemma 6 in the Supplementary Material, there exists a constant t * > 0 such that
for t > t * ; and h λ,q (t) < 0, h λ,q (t) − t − λq|h λ,q (t)| q−1 = 0 and 1 + λq(q − 1) |h λ,q (t)| q−2 > 0, for t < −t * . Hence one can use the function fsolve in Matlab to get the desired solution at each iteration.
Another step is the computation of step length τ k , which represents a tradeoff between the speed of reduction of the objective function L and search time for the optimal length. According to Theorem 5, the ideal choice of τ k depends on the maximum eigenvalue of the Hessian ∇ 2 (β k )
at kth iteration, which is expensive to calculate. A more practical strategy is to perform an inexact line search to identify a step length that achieves adequate reduction in L. One such technique is the so-called Armijo-type line search that is adopted in our proposed algorithm. In our context this method requires finding the smallest nonnegative integer j k such that (5.4) holds. That this can be done successfully is assured by Lemmas 8 and 9
in the Supplementary Material. We also verify the convergence property of the FPIA by Theorem 1 in the Supplementary Material. 
where B τ (β) = β − τ ∇ (β) and |[B τ (β)] k | is the kth largest component of Xu et al. (2012b) suggest that
is a reliable choice with an approximation such aŝ β ≈ β k . They recommend this strategy for s-sparsity problems and cross validation for more general problems.
Our algorithm can also be used to compute the q-RLS estimator for q ≥ 1. Indeed, similar to Lemma 6 in the Supplementary Material, we can show that there exists a unique function h λ,q (t) such that the global minimizer of problem (5.2) isû = h λ,q (t). In particular, we can obtain the explicit expressions of this function for q = 1, 2/3, 2 as h λ,1 (t) = max(0, t − λ) − max(0, −t − λ, ), h λ,3/2 (t) = 9 16 λ 2 + |t| − 3 4 λ 2 sign(t) and h λ,2 (t) = t/(1 + 2λ).
Numerical Examples
In this section we calculate two examples to illustrate the proposed approach and demonstrate the finite sample performance of the q-RLS estimator. The first example is the second-order least squares method described in Example 1.4, and the second is the quadratic equations problem considered by Beck and Eldar (2013) . In a phase diagram study Xu et al. (2012a) point out that the q -regularization method yields sparser solutions with smaller value of q in the range [1/2, 1), while there is no significant difference for q ∈ (0, 1/2]. In view of these findings, we use q = 1/2 in both examples. In addition, following the literature we use 5-fold cross validation to choose the parameter λ. In each simulation 100 Monte Carlo samples were generated and in each case the true value β * was generated randomly with s nonzero components standard normal. The numerical optimization is done using FPIA with iteration stopping criterion
or the maximum iterative time of 5000s is reached.
To evaluate the selection and estimation accuracy of our method, we calculated the mean squared error (MSE) which is the average of β − β * 2 2 ; the false positive (FP) which is the number of zero coefficients incorrectly i-dentified as nonzero; the false negative (FN) which is the number of nonzero coefficients incorrectly identified as zero. We also report the rate of successful recovery (SR) using the criterionΓ = Γ * and β − β * 2 2 ≤ 2.5 × 10 −5 , whereΓ = {j :β j = 0} and Γ * = {j : β * j = 0}.
Example 1: Second-order Least Square Method
We applied the second-order least squares method described in Example 4 to the variable selection problem in (2.2). It is known that in low-dimensional set-ups the SLS estimator is asymptotically more efficient than the ordinary least squares estimator when the error distributions is asymmetric. Therefore it is interesting to see if this robustness property carries over to high-dimensional regularized estimation. In particular, we considered the q-regularized second-order least squares (q-RSLS) problem The results in Table 1 show that q-RSLS and q-RLS perform well in identifying zero coefficients; this is expected for q -regularized methods with q = 1/2. Although both methods have fairly low FP values, the values of q-RLS is about 3 times higher than that of the q-RSLS. Moreover, The MSE of the q-RSLS estimator is about three times smaller than that of the q-RLS estimator. The results in Table 2 show clearly that q-RSLS has much higher rate of SR than q-RLS does, and this is true not only for the skewed error distributions, such as log-normal and Chi-square, but also for normal or uniform distributions.
Example 2: Example 2: Quadratic Measurements
We considered (4.1) with ε i ∼ N (0, σ 2 ). A noise-free version of this model was considered by Beck and Eldar (2013) . For the sake of comparison we set σ = 0.01 and generated matrices as
vectors z i ∈ R p from the standard normal. We considered n = 80, p = 120 with various sparsity s = 3, 4, · · · , 10. For comparison, we calculated the q-RLS estimator for q = 1/2, 1, 3/2, 2.
The results are given in Table 3 , with the results for q = 2 omitted since they are very similar to those for q = 3/2. They show clearly that the FP values with q = 1/2 is much lower than the other cases. In particular,
the FP values with q = 3/2, 2 are the same as the number of true nonzero coefficients, which means that no variable selection was performed.
The MSE and SR are both very small; this demonstrates that the q-RLS with q = 1/2 is efficient and stable in variable selection and estimation.
Compared to the results in Beck and Eldar (2013) , our SR rates are lower when s = 3, 4 but significantly higher when s = 5, 6, 7, 8, 9, 10.
To see the effectiveness of our numerical algorithm FPIA, we also ran the simulations with n = 3p/4, s = 0.05p, and p = 100, 200, 300, 400, 500.
The results in Table 4 show that, as the dimension increases, the FP and FN, as well as MSE, remain fairly low and stable. In all cases, the rates of successful recovery are over 50% and reach 86% when p = 200.
Discussion
Compared to the linear model, the quadratic measurements model is more complex and therefore it is harder to obtain the MD rate. Under some further assumptions, it is possible to establish more accurate results.
Another open question is the asymptotic normality of the q-RLS estimator for model (2.1), which deserves further research.
We have studied the generalized bridge estimator because of the simplicity and tractability of numerical optimization. We focused on the q regularization with q < 1, mainly because in phase retrieval and compressive sensing the primary goal is to find the smallest set of predictors and the q method with q < 1 helps to achieve this goal. Our identification results and numerical optimization algorithm apply when q ≥ 1. Of course in such cases the consistency results do not hold generally as in linear models. It is While it is interesting to study the regularization estimation problem in this model, the theory and method are much more complicated.
Supplementary Material
The supplementary file covers technical lemmas and proofs.
