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I. INTRODUCTION 
The purpose of this note is to present some results on linear integral equations 
with delayed arguments. The equations we consider have arisen in electro- 
magnetic inverse scattering problems in a medium with discontinuous changes 
in conductivity and permittivity [I, 21. Our equations are characterized by the 
Fredhobn type equation in P[O, I], 
F(t) = i h(t) y(t - si) + i1 Y(S) W, t> ds, 
i-0 
and the related Volterra type equation, 
We seek solutions y EP[O, I] under the following assumptions: 
(a) The given constant si satisfy 
0 = so < s, < s2 < . . ’ < s, < 1. 
(b) For t < 0 we define r(i) = 0. 
(c) F, fi EL2[0, 11, i z 0, 1 ,a..) n. 
(d) KEG(S), where S is the unit square. 
(e) f. is piecewise continuous and bounded away from zero on [0, 11. 
Thus, without loss of generality, we assume f0 = 1. 
Our main result states that Eq. (1) and (2) are equivalent, respectively, to 
Fredholm and Volterra equations of the second kind and the proof is construct- 
ive. We also present a simplified closed form solution of (2) for the case in which 
the functions fi are constants. This latter result is particularly useful in devel- 
oping scattering operators. W e remark that periodic solutions of equations 
similar to (1) and (2) have been considered in [3]. 
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2. MAIN REWLTS 
We introduce the following notation: 
[T] denotes the greatest integer less than or equal to 7 
iv = [~/s,l 
ni = [%/%I, i = 1, 2,..., n 
FAt) = F(t) - f f&)L&t - 4, j = 0, I,... 
i=l 
where for any n > 0,8’s,,,(t) = F(t) and Fj,,(t) = 0 if t < 0 or j < 0. 
I&+, t) = K(s, t) - f h(t) Lz*,n(s9 t - 4 j = 0, l,... 
i=l 
where for any n > 0, K,Js, t) = K(s, t) and Ki,%(s, t) = 0 if t < 0 or j < 0. 
Our main result is given in the following 
THEOREM. Eq. (1) is equivalent to the equation 
FN.&) = r(t) + j-l~(s) &As, 4 ds 
0 
(3) 
(where f. = I). In other words, every solution of (1) is a solution of (3) and con- 
versely, every solution of (3) is a solution of (1). 
Proof. It is easy to show that if k is a positive integer less than N, then for 
KS, < t < (h + 1) si we have 
and 
FTv,n(t) = F?c,n@) 
Kv,,(s, 4 = &,n(s, t). 
It follows that in computingF,,,(t) (for k, < t < (R + 1) si) we have 
since t - si < (cl - ni f 1) s, . Thus if j > 1 we are never required to compute 
Fj,,(t) or KAs, t) for t > (j + 1) sl . 
We first assume y is a solution of (1) and proceed by induction on n. We show 
only the inductive step, assuming the theorem to be true for n = K - I and 
proving it true for n = k. (It is easy to show that the theorem is true for n = I 
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by an argument completely analogous to that which follows.) Now for n = k 
we have 
G(t) GY F(t) - f&) y(t - sk) = ‘&(t) y(t - si) -I- s’ y(s) K(s, t) ds. (4) 
i=o 0 
Our induction hypothesis implies that we can rewrite (4) as 
&.I;-l(t) ~z y(t) i-. [‘y(s) K,y.r-lb, t) ds. 
‘0 
(5) 
But for i < nksl notice that 
Giv.k-l(f) = G+.df) - Fnk-l.d) = &A~) 
and 
Thus, for i < rigs, Eq. (5) is identical to Eq. (3). Next consider ng, < t < 
(Q -k I) s1 . Then 
G,,rc-1(t) = eL,.k-1(t) - fkP)Y(t - 4 
y = K+.d) - h(t) IF@ - 4 - lo1 y(s) W, t - 4 ds/ 
and so from (5) we get 
v(t) = cLr.k-l(~) - f&> F(t - Sk) 
= ~nt.kW - J’YW KLr& 4 ds 
0 
which agrees with (3). We again proceed by induction and assume that for 
(n~+p-I)s~,(i<(nr$-~)s~(withp~l)wehavethat(I)implies 
?.(Q = Fnk+D-l.k - .,,I ~(4 JLt+zwh f) ds; r 
in other words, \ye assume that 
r 
1 
= ~n,+,>-,,k(~) - Y(S) wn,+,-l.kh t> - K3km-**k-*(s~ a ds. 
‘0 
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Kow suppose (n, + p) s1 < t < (Q + p + 1) s1 . Then from our remarks at 
the beginning of this proof we see that we must consider the quantity 
By our last induction hypothesis we note that 





=F nt+dt) - [ ~(4 Gz~+a,h t) ds + [Y(S) Kt+a,ds, 4 ds- 
It now follows that for (nlc + p) sr < t < (nk + p + 1) s1 we have 
y(t) = F.w.&) - j-‘~(4 Kv.ds, 9 ds 
0 
and so we conclude that (3) is valid for all t E [0, I]. 
To prove the converse, we first note that for t E [0, l] we have 
t - sj < (N + 1 - ?zJ s, , i = 0, l,..., 72. 
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Thus, assuming y is a solution of (3), 
and so 
zofdt) YCt - -4 + I,’ YCs) K(s, f, U3 
= y(z) + 5 fi(t) pN-n,.nCt - si) - llYls) KN-ni.n(S, t - -Q> &I 
i-l 
+ /'Y(S) w, 0 h 
0 
= r(t) + F;(r) - FN&) + /‘Y(S) GAS, t> h 
0 
= F(t) 
which establishes Eq. (1) and completes the proof of the theorem. 
If we now assume K(s, t) = 0 for s > 1, it is easy to verify 
COROLLARY 1. Eq. (2) is equivalent to 
F,v.n(f) = ~(4 + MY &A, t> h. (6) 
0 
Notice that this implies that (2) has a unique solution. 
We now consider the special case of (2) in which the functions fd are constants, 
fi G ai , and the kernel is a difference kernel. Again, for simplicity, we assume 
a, = 1. Our equation is then 
F(t) = 5 a,y(t - si) + L’y(s) K(t - S) dr. (7) 
i--O 
Equations such as these occur in scattering problems, F representing the incident 
wave and y the scattered wave. The solution of the above equation yields the 
scattering operator; i.e., we obtain the explicit dependence of the scattered 
wave on the incident wave. 
Notice that for Eq. (7) we have 
FN,,(t) = kg kfo .** kk (-aJk’ (-aZ)ka **a (-a,Jkn 
I e- n 
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and a similar expression for KN,n(t). Here, 
.,=[(I -zk,E,)/%], i=2,3 ,..., n 
and 
C(kl 3 k2 ,**., k) = (‘l i ;Kakt.: I’,‘; ‘J! (multinomial coefficient). 
1' 2' 9l* 
We now have 
COROLLARY 2. The (unique) solution of Eq. (7) is giwn by 
y(t) =Ij;v.n(t> + jtF(4 s(t - 4 ds 
0 
where S satisjies 




Proof. Using Corollary 1 and the resolvent kernel R we obtain 
r(t) = FN.n(t) + lof F,,.(s) R(t - 4 ds 
where R satisfies 
(10) 
R(t) + G.nW + j’ R(s) 4, .n(t - 4 a!s = 0. (11) 
0 
But notice that in (10) 
j%,.(s) R(t - s) ds = J;F(s) RN,n(t - s) ds 
0 
and thus setting S(t) = RN,n(t) gives us (8). Finally, since 
f a$@ - si) = RN.A(t) + i a&v,n(t - 4 
i=O i=l 
= RN,,,(t) + i 4N-,i.n(t - 4 
i=l 
= R(t) 
we obtain (9) from (11). 
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3. EXAMPLE 
We illustrate the use of our theorem by considering Eq. (I) for n = 2. Set 
s1 = .30, s2 = .65, fl(t) c I, f2(t) = t2, F(f) = t, K(s, t) = st2. It follows that 
N=3,n,=l,n,=2and 
4,2(t) =w - F&2@ - *30) 
= t - (f - .30) H(t - .30) 
where H(t) = 0 if t < 0, H(t) = 1 if t > 0. Continuing, 
F2,2(t) = F(f) - F,,,(t - .30) - t2Fo,2(t - .65) 
F,,,(t) = F(t) - F2,2(f - .30) - t2Fl,2(t - .65) 
= t - (t - .30) H(t - .30) + (t - 60) H(t - do) 
- t2(t - .65) H(t - .65) - (t - 30) H(f - 30) 
+ (t2 + (t - .30)2} (t - .95) H(t - .95). 
Similarly, K3,2(~, t) = SC(~) where 
G(t) = t2 - (t - .30)2 H(t - .30) $ (t - .6o)2 H(t - 60) 
- t2(t - .65)2 H(t - .65) - (t - .9O)2 H(t - .w) 
+ (t2 + (t - .30)2} (t - .95)2 H(t - .95). 
Now using Eq. (3) we get 
where 
c = 0,’ SF,,,(S) h)/( 1 + IO1 SC(S) A) f .16523. 
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