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Introduction
This study considers investment appraisals in the context of IT induced business transformations, such as organisation wide information system projects, where evaluation methodologies from OR need to align well with regulations and managerial prescriptions to satisfy the goals of human decision makers. The aim of the paper is twofold: 1. To emphasise that Operational Research (OR) as a formal science and source of IT evaluation methodologies includes the use of these methodologies by human decision makers in organisations. 2. To appreciate the combination of technological, organisational, and environmental contexts that impact decision makers' satisfaction and consequential behaviour in IT evaluation.
The first point has become a major research aim in OR linked with many interdisciplinary results combing psychology, neuro-biology, and computer science in human decision making, in particular in the organisational context (Barthélemy, Bisdorff, & Coppin, 2002) . New challenges in OR are in particular focused on connections between theories and practices to better support the human activities in decision making (Matos, 2007) , help reason about methods (Tsoukiàs, 2008) , help humans understand methods through Decision Support Systems (DSS) (Vaidya & Kumar, 2006) and find good method mixes (Howick & Ackermann, 2011) . This seems to be warranted when considering the sustained gaps between academic theories, commercially available methodologies and actual evaluation practice within organisations (Smithson & Serafeimidis, 2003) . A lacking IT evaluation capacity was seen as the "weak link" in the IT investment project (Gunasekaran, Ngai, & McGaughey, 2006) . Hence, the steady inflow of new methodologies has so far not provided the intended impact on organisational IT evaluation practice, where many IT/IS decisions are associated with significant business re-organisations. Relating to our second aim, a combination of various technological, organisational, and environmental contexts seems crucial to understand satisfaction and to identify reasons for application gaps differing between active and passive knowledge. While the infusion of methodologies is an expression for the degree of their usage in organisations, diffusion in our context refers to knowing regardless of whether the methodology is used or not (Eder & Igbaria, 2001) . A research agenda for DSS consequently mentions the need for more efforts to promote active use, therefore infusion, of methodologies (Shim, et al., 2002) . For this to be effective we first need to know to what extent methods are known (diffusion) and used (infusion), and which features contribute to IT decision making satisfaction. Do decision aids, such as method and framework support, a decision support system, or management support increase decision making satisfaction? Additionally, the current economic crisis justifies more attention regarding international legislation and its impact on organisational decision making. Our study seeks to contribute to the problem of ill-advised IT decision making by focusing on these questions and new perspectives on method use, organisational support, and regulation from different perspectives within one model. As a theoretical underpinning, we chose the widely accepted and comprehensive Technology, Organisation and Environment (TOE) framework (Tornatzky & Fleischer, 1990) . We draw on ideas from each of its three contexts to pinpoint theoretical predictions stemming from method related aspects to guide our analysis and consider choice of methods, their implementation in DSS, understanding and support by management, and regulation and standardisation issues. As we intend to link method application with human behaviour, we deliberately based this research effort on perceptional measures in an empirical survey. Our research method therefore is nominalist in ontology and positivistic in epistemology (Siau & Rossi, 2011) . Through nominalism we assumed that reality is not given but is socially constructed. Our positivist stance implies that we can observe "truth" and test our theoretical predictions with the empirical study of Austrian organisations, which we tested for validity and reliability. As statistical method we applied Structural Equation Modelling (SEM) as this technique fits to our positivist epistemological belief, and supports the causal modelling of the proposed dimensions supported by multiple measures (Chin, 1998) . We implemented SEM with the software application SmartPLS based on variance-based Partial Least Squares (PLS) path modelling (Ringle, Wende, & Will, 2005) , which is suitable for prediction-oriented research, and has less stringent assumptions than other co-variance based SEM methods (Henseler, Ringle, & Sinkovics, 2009) .
The rest of this paper is organized into five sections. In Section 2, we discuss the theoretical base of this paper and pinpoint various elements, which may be relevant for IT evaluation success. In Section 3, we consolidate the literature review and propose a research framework and five research hypotheses. In Section 4, the research methodology is introduced. This is followed by Section 5 presenting our empirical findings, in particular the diffusioninfusion rates of methods and insights from the analytical model. In Section 6, we discuss the findings and implications, and Section 7 concludes the article.
Literature Review

Technology, Organisation, and Environment (TOE) Framework
At the outset of any organisational innovation and learning process human decision making (DM) triggers the reconfiguration and transformation of the organisation. Therefore, decision making was rightfully placed into the core of contemporary dynamic capability theories (Butler & Murphy, 2008; Zahra & George, 2002) . IT has long been recognised as the current central enabler to transform business routines. Popular examples include IT transformation of supply chain capacities (Lai, Wong, & Cheng, 2008) or investments in Enterprise Resource Planning (ERP) (Bernroider & Koch, 2001) . In recent years assessment complexity has further intensified in IT due to legislative requirements, where the obligatory use of standardized decision support processes and the enforcement of the regulation may impact decision making behaviour (Kevin Zhu, Kraemer, Xu, & Dedrick, 2004) . To understand this very broad context we reviewed the literature following both the constraints and opportunities for technological innovation decision making influenced by the three contexts of the technological, organisational, and environmental (TOE) framework (Tornatzky & Fleischer, 1990) . The main benefits of the according firm-level TOE framework are its comprehensible structure, sound theoretical basis and its wide recognition and usage by literature (Chau & Tam, 1997; Kuan & Chau, 2001; Kevin Zhu, et al., 2004) . The framework posits that a firm's decision to adopt an innovation is dependent on factors from three contextual categories: technology, organisation, and environment. The technological context may include technologies, processes, techniques, and equipment in use by or of interest to the company. Organisational context is concerned with organisational attributes of the company, such as managerial styles, leadership and governance, human resources, and degrees of formalisation. Environmental context deals with the external industrial and governmental factors, as well as with competition and regulation (Tornatzky & Fleischer, 1990 ). All three contexts are known to influence a firm's decision process, i.e., its intent to adopt an innovation, its assimilation process and eventually business value creation (Kevin Zhu, Kraemer, & Xu, 2003; Kevin Zhu, et al., 2004) . We now move on to a concise review of each model context against the backdrop of evaluating IT induced business transformations. Identified elements within each context were used in the development of the research instrument.
Technological Context
We have established that the technological context of the TOE framework may include equipment, processes, and techniques (Tornatzky & Fleischer, 1990) . Applied to this study we consequently related these dimensions to the level of IT, process and method support in IT evaluation. According to recent literature, we can distinguish between decision methods to quantify diverse potential impacts, and frameworks to guide the process, give structure and integrate methods (Bernroider, Koch, & Stix, 2010) . A DSS, here seen as a technology equipment, may integrate both, and thereby provide added value to the decision maker (Karacapilidis & Pappis, 1997) . These elements within the technical context determine the analytical capacity of firms to evaluate and interpret the collected information, and combine and create new knowledge (Murphy & Simon, 2002; Wei, Chien, & Wang, 2005) . The methods used in IT decision making can be broadly divided into two broad streams: financial and non-financial based approaches (Davern & Wilkin, 2010) . Standard financial accounting methods are used mainly to support financial analysis of costs and benefits. The non-financial stream seeks to be more inclusive, such as ranking and scoring techniques, which can include a wider range of measures often consider subjective and perceptual views (Bernroider & Stix, 2006; Saaty, 1980) . Many procedural frameworks have a rational root and re-visit the classic "intelligence", "design" and "choice" phases (Simon, 1960) . Research in OR and Information Systems has summarised the steady inflow of methods and their enhancements in substantial review papers (Behzadian, Kazemzadeh, Albadvi, & Aghdasi, 2010; Farbey, Land, & Targett, 1993; Gunasekaran, et al., 2006; Smithson & Serafeimidis, 2003; Vaidya & Kumar, 2006) . These methods grounded on decision theory with formal guidelines offer a rational and more normative approach to assess and manage the complex evaluation problem, but it is well known that normative views and descriptive perspectives of human behaviour in decision making do not always coincide (Stanovich & West, 1999) . Human decision makers may address their bounded rationality with DSS, which attempt to hide the complexity of decisions by using information systems and combining information, methods and frameworks (Arnott & Pervan, 2005) . Contemporary DSS may address ecological rationality through adapting to the cognitive needs of the decision maker (Todd, 2007; Todd & Gigerenzer, 2000) or incremental formalisation (Mackenzie, et al., 2006) .
Organisational Context
We noted that the organisational context is potentially concerned with the endogenous organisational attributes of the company (Tornatzky & Fleischer, 1990) . Applied to this study we were interested in potentially important governance and management aspects in the application of decision making methods. Governance and management support in decision making and human resource development can support technology sourcing, knowledge management and organisational learning, which in turn may provide competitive advantage (Park, Suh, & Yang, 2007; Siriram & Snaddon, 2004) . In the context of IT evaluation, sound IT governance is often cited as the main vehicle to define IT-related authority patterns (Sambamurthy & Zmud, 1999) , and to develop a shared understanding of methods and processes, equal responsibilities at board levels, and effective IT strategies (Bowen, Cheung, & Rohde, 2007) . These dynamic IT management capacities seem crucial, in particular in transformational IT evaluations, e.g. for ERP projects (Bernroider, 2008; Park, et al., 2007) . Support for decision making was suggested as an integral part of the overall company strategy (Kevin Zhu, Kraemer, & Xu, 2006) . Also classical views from behavioural science support the notion that the deeper the understanding of normative approaches and methods, the greater the tendency to respond in accord with it (Slovic & Tversky, 1974) .
Environmental Context
We have stated that the environmental context is concerned with exogenous aspects such as governmental regulation and legislation (Tornatzky & Fleischer, 1990) . These have become reoccurring research issues in IS research (Kuan & Chau, 2001 ) and were considered in many different TOE-based studies (Xu, Zhu, & Gibbs, 2004; Kevin Zhu, et al., 2004) , where legislative regulation is viewed as the obligatory use of standardized decision support processes and the enforcement of the regulation. In other words, IT control activities are embedded into decision making routines as prescriptive norms to satisfy control and audit requirements imposed by, e.g., the Sarbanes Oxley Act or Basel 2 (Hardy, 2006; Kordel, 2004) . Against this backdrop of regulations, these norms or procedural safeguards are mandatory in particular with regard to the transformational IT decisions targeted in this paper.
Hypotheses
Research Model
Based on the previous section we are now able to define the structure of the research model consisting of latent variables from the aforementioned technical, organisational, and environmental contexts. These are the dimensions of the TOE framework we used as a high-level theoretical basis. Figure 1 shows the three contexts, denoted as dotted boxes, and their latent factors -IT Support, Framework Support, Method Support, Management Support, and Legislative Regulation -that impact Decision Making (DM) Satisfaction as the dependent variable. The model gives a combined view on IT evaluation, not only considering identified technical aspects, such as methods and frameworks, but also organisational and environmental ones. Next, we will develop the five hypotheses shown in Figure 1 , denoted H1 to H5, by discussing predicted positive or negative impacts of each independent factor, denoted by plusses and minuses, on DM satisfaction as the dependent factor. 
Hypotheses Development
Early studies have indicated that the use of different forms of DSS, such as executive IS or expert systems, have an impact on the quality of management decisions (Landsbergen, Coursey, & Loveless, 1997; Leidner & Elam, 1995) . Not only traditional but also contemporary forms have been investigated. Decision making satisfaction with web based decision support is dependent on the quality of systems and the information supplied (Bharati & Chaudhury, 2004) . Multi-criteria approaches, such as the Analytical Hierarchy Process (Saaty, 1980) or ELECTRE, an acronym for elimination and choice expressing reality (Mousseau, Figueira, & Naux, 2001; Roy, 1978) , have existed for decades, but only their embedment in user-friendly DSS promises infusion into different application environments (Chris & Alessio, 2010) . We therefore assume that H1. IT support is positively associated with IT decision making satisfaction.
Research has acknowledged the need for IT evaluation framework building (Björnsson & Lundegård, 1992) and recommends to use and to develop more advanced, or combined instruments that take into account multi-criteria, multi-stakeholder, and systemic streams of OR (Kunsch, Kavathatzopoulos, & Rauschmayer, 2009) . Different researchers and practitioners develop frameworks to guide decision makers through the process (Reiner & Stix, 2004; Remenyi, 1999) . Recent attempts at framework building try to access and combine diverse methods in OR and strive to integrate people, information and technologies (Bernroider, et al., 2010) or guide the decision maker through the evaluation process and parameter selection (Joshi & Pant, 2008) . A multiple case study reported that the quality of large-scale IT investment decisions with long-term effects should be determined by the use of a holistic and rational decision process approach based on different decision stages (Reiner & Stix, 2006) . This study concluded with a prescriptive process framework following the logic of alternative generation, evaluation, and decision-making. This structure is similar to the original work proposed by Simon (1960) with an "intelligence", "design", and "choice" phase. From an investigation into loan risk assessment, decision frameworks support standardisation and decision criteria specification, which seems to lead to more assessment stability and consequently benefits the organisation (Sutcliffe & McNamara, 2001 ). We therefore assume that H2. Framework adoption is positively associated with IT decision making satisfaction.
An IT project needs to be categorised and supported with the a method so objectives and associated costs and benefits can be understood (Ross & Beath, 2002) . Ease of use of methods is an important aspect of method diffusion and is a well acknowledged predictor in the Technology Acceptance model (Davis, 1989) , which is probably the most used behavioural IT acceptance model in IS research (Chen & Hirschheim, 2004) . IS research has stressed the decision maker's aversion to effort (Benbasat & Todd, 1992) , which also supports that an easy to use method will provide better results, either by improving decision effectiveness with the same effort or by providing time and therefore cost savings at the same level of decision effectiveness. The ability to evaluate and assess IT investments should allow firms to better understand organisational benefits and incompatibilities to address implications and gain performance improvements from the investment (Gunasekaran, et al., 2006) . Hence, we assume that H3. Method support is positively associated with IT decision making satisfaction.
Management support is regular seen as a critical important success factor in organisational projects (The-Standish-Group, 2009; Wixom & Watson, 2001 ). Management support is for example needed for effective ERP adoption (Bernroider, 2008) and Data Warehouse (DW) success (Wixom & Watson, 2001) . Of importance in the latter study is the concept of widespread management support replacing a single operational sponsor. More effective governance of IT investments seems to be dependent on management involving the development of a shared understanding of goals, active involvement of stakeholders, balance of decision rights, and communication (Bowen, et al., 2007) . Research data reinforces the necessity of top management commitment in IT projects (Sohal & Fitzpatrick, 2002) . While there is abundant empirical evidence on the importance of management support for the IT project as a whole, the literature lacks equal consideration of the role of management support in decision making in the preimplementation stage of an IT project. We assume that H4. Management support is positively associated with IT decision making satisfaction.
Many IT adoption studies see positive impacts of a strong regulatory environment especially in less developed countries (K. Zhu, Xu, & Dedrick, 2003) , e.g. increased trustworthiness. However, negative aspects were also found such as increased complexity of decisions and higher costs in implementing compliance issues (El-Kharbili, Markovic, Pulvermüller, & Stein, 2008) . We do not seek to answer the question whether compliance costs outweigh any organisational benefits, but focus on decision making satisfaction on the individual level. Considering the evidence for additional time and training needed for compliant decision making, we therefore hypothesize that H5. Legislative regulation is negatively associated with IT decision making satisfaction.
Research Methodology
Survey Approach
This study uses data from practical experiences with evaluating IT transformations in organisations. The sampling frame for the empirical survey consisted of 850 randomly selected companies from the industry-independent target population defined as all enterprises in Austria with a reported last known year's balance sheet total of over € 5 million. We extracted the respective target population from the widely used and comprehensive Amadeus Database containing financial information on public and private companies across European countries (Bureau-van-Dijk, 2009 ) and associated unique IDs to each company. A random number generator was used to select the desired 850 unique IDs, which we used to lookup the addresses, and thereby arrive at a simple random sample. As this procedure ensured that each subset of firms had the same probability of being chosen for the sample as any other subset of firms, we can assume a good level of representation of the entire population. The questionnaire was administered in a multi-staged procedure to "IT-decision makers or a person that has decision making authority concerning IT-investments", which is a statement included in our prelude. Additionally, our prelude included an explanation about our focus on transformational IT projects with illustrative examples. All companies were initially contacted by telephone. Only those interested received an email invitation for participation. This procedure was necessary to comply with the Austrian telecommunication law on bulk-Emails prohibiting invitations to more than 50 companies per email. As an incentive we offered the study results, information on IT decision making methods and case study collaboration.
Return Quota and Response Bias
In our fieldwork we were able to reach 787 companies by telephone. While many instantly rejected to participate and were consequently classified as "non-respondents", others allowed us to send an email giving access to an online questionnaire. Some agreed spontaneously to take part in an ad-hoc interview. The process took ten full person days and concluded with 114 completed questionnaires corresponding to a net return quota of 14.5% considering neutral dropouts (63 companies). Neutral dropouts do not decrease the return quota and refer to companies that could not be contacted as they ceased to exist, closed their business or could not be found due to an incorrect address. Out of our initial simple random sample, we were able to identify 406 companies as non-respondents and 444 companies as potential respondents including the above mentioned 114 returns. Due to our promise to treat returned datasets anonymously, we could only accurately identify the 406 instant non-respondents. The comparison between those two groups revealed no significantly different characteristics (p>.42 in all cases) in terms of the number of employees, operating revenue, and total assets as measured by two-sample unpaired t tests. As the differences between two means for each group are not statistically significantly different from zero for all three considered characteristics, we see no evidence for response-bias. This approach to non-response analysis can be more accurate than wave analysis to assess non-response bias in surveys (Van der Stede, Mark Young, & Xiaoling Chen, 2006) , where early versus late respondents are compared on the assumption that late respondents more likely resemble nonrespondents. Related research suggests that different rates of return do not come with different profiles of respondents (Lankford, Buxton, Hetzler, & Little, 1995) . Using late respondents as a proxy group for non-respondents can therefore be challenged. In our approach, we have used an accurate list of non-respondents from a random sample, but had to accept imprecision regarding the group of respondents.
Pre-testing Procedure
We optimised the questionnaire with three rounds of iterative pre-testing, each followed by an academic review of issues resulting in further changes to the wording and structure of the instrument. The first two rounds of pre-testing were undertaken by two groups of eight people, composed of undergraduate students and graduates with an Information Systems background. Professional occupation of participants included IT and management roles. In the third round of pre-testing the instrument was administered to three practitioners in the IS area only. Pre-test recommendations included changes to the industry classification, orientation of the scales, shortening of lengthy questions and texts and wording related issues.
Operationalisation of Variables
We relied on the prior literature to design our research questionnaire and operationalise the variables in our research model (see Appendix A1). Within the technological context, we used the three identified dimensions of methods -levels of IT support measured by DSS use and integration, framework adoption measured by decision process support, and method support measured by their incorporation of main types of metrics -as central elements in the technological context of IT decision making. Management support within the organisational context was measured by considering possible aspects of organisational prescriptions for IT decision making: policies and rules; knowledge about decision making methodologies; clear authority patterns; and guiding strategic objectives. Within the environmental context, we referred to the scope of legislative regulation and the enforcement of compliance to comply as proxies. Regarding measuring the dependent variable, decision making satisfaction, there is no consensus in the literature. Some have measured satisfaction as user information satisfaction (Ives, Olson, & Baroudi, 1983) , satisfaction with decision confidence and decision effectiveness (Bharati & Chaudhury, 2004) , or satisfaction with ease of use or outcome benefits (Doll, Deng, Raghunathan, Torkzadeh, & Xia, 2004) . The latter study also states that satisfaction measurements are context sensitive. We decided to combine different views in a four-item reflective construct.
Respondents were asked to assess the given questions on different scales, either on dichotomous scales (yes=1, no=0), on metric scales (e.g., for the number of employees), or on interval scales (either percentages from 0 to 100%, or 7-point interval scales). For measuring satisfaction, literature recommends the use of disconfirmation scales to see the discrepancies between ex-ante expectations and ex-post performance as proxy for satisfaction (Negash, Ryan, & Igbaria, 2003) . Disconfirmation can either exist in a positive or negative way, and by that lead to satisfaction or dissatisfaction (Churchhill & Surprenant, 1982) . The measurement scales for assessing customer satisfaction seem to support discriminant and convergent validity, and lessen the asymmetry of responses (Negash, et al., 2003) . We therefore used 7-level Likert items based on perceptions measured against expectations ranging from 1 (strongly disagree) to 7 (strongly agree), which we considered as interval-level data. To summarise, Table 1 denotes the five independent latent variables as formative constructs and one dependent latent variable as reflective construct with their main supporting references and their question codes. For the full question wordings see Appendix A1. 
ME02_02
Decision support methods in use rely on a variety of non-financial key-figures.
ME02_03
Decision support methods in use consider a variety of strategic implications.
ME02_04
Organisation
Management support
IT decision support rules are an integral part of overall company strategy MA05_01 (Bernroider, 2008; Bowen, et al., 2007; Kevin Zhu, et al., 2003 ) Knowledge/skills of employees concerning IT decision support methods
MA05_02
IT decision competencies are clearly defined
MA05_03
No change in goals and requirements during IT decision process.
MA05_04
Environment
Legislative regulation
Obligatory use of standardized decision support process' by legislation MA05_05 (Chau & Tam, 1997; Xu, et al., 2004; Kevin Zhu, et al., 2004) Enforcement of compliance with legislative regulations
MA05_06
Dependent construct (ξ)
DM satisfaction Perceived decision confidence SA05_01 (Bharati & Chaudhury, 2004; Doll, et al., 2004; Ives, et al., 1983 ) Perceived ease of decision taking SA05_02
Perceived satisfaction with decision SA05_03
Perceived decision effectiveness SA05_04
Common Method Bias
This research paper is based on a single method to assess all constructs with self-report questionnaire data. A common concern with such approaches is single method bias or common method variance (CMV) (Malhotra, Kim, & Patil, 2006 ) , which refers to the amount of covariance shared among indicators due to mono-method research designs. To address this issue, we applied Harman's single-factor test. This diagnostic technique requires loading all the variables in a study into an exploratory factor analysis, with the assumption that the presence of CMV is shown by the emergence of either a single factor or a general factor accounting for the majority of covariance among measures (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003) . We conducted the Harman's one-factor test by entering all the item of instrument into a principal components factor analysis (Podsakoff & Organ, 1986) . Twenty-two factors resulted. The first accounted for 22.5% of the variance. The other twenty-one (with eigenvalues greater than one) contributed to 83% of the variance explained by the whole set each accounting for 1%-8%. This suggests that while there is likely to be some CMV, the effect is small.
Statistical Measurement Tool
Besides calculating descriptive statistics, the main statistical method applied in this study is a structural equation modelling (SEM). SEM was needed for testing our theoretical predictions in a combined analysis of the measurement and structural model. It addresses unreliability directly by using multiple indicators of each construct in a causal model (Baron & Kenny, 1986) . Our latent variables were therefore regarded as directly unobservable, and assumed to manifest themselves through indicator variables. In relation to pure manifested modelling, this multiple indicator approach is known to better capture the richness of a problem (B. Lee, Barua, & Whinston, 1997) . SEM has been used extensively for validating instruments and testing linkages between constructs in other positivist empirical papers in OR and IS (e.g. Bharati & Chaudhury, 2004; Park, et al., 2007; Su & Yang, 2010) . We applied the variance-based PLS (partial least squares) modelling approach, which origins date back to 1966 (Chin, 1998) . As an alternative to covariance based SEM approaches, Wold proposed PLS as softer modelling approach with fewer stringent requirements regarding distributions properties, i.e. multivariate normality of data and large samples (Wold, 1982) . Its overall objective is to reject a set of path-specific null hypotheses of no effect and supports the use of our formative and reflective latent variables (L. Lee, Petter, Fayard, & Robinson, 2011) . We used the freely available software package SmartPLS (Ringle, et al., 2005) . The significance of all model paths was tested with the bootstrap re-sampling procedure (Gefen, Straub, & Boudreau, 2000) .
Data Analysis and Validity
Sample Demographics
The industry sector classification of the survey respondents is based on the NACE ("Nomenclature générale des activités économiques dans les Communautés européenne"), the Statistical Classification of Economic Activities in the European Community (EC, 2008 ). An aggregation of the industry sectors to 4 groups leads to a distribution of 26% of the respondents in general sectors including the main contributor manufacturing, 9% in commerce/trade, 54% in services and 11% in public administration (see Table 2 ). 
Diffusion and Infusion of Decision Making Methods
Based on the taxonomic review provided by literature (Reiner & Stix, 2006; Renkema & Berghout, 1997) , we clustered a total of twenty one decision support methods into four different groups shown in Table 3 . The financial category consists of standard investment analysis methods, such as discounted cash-flow (DCF) calculations and Return on Investment (ROI) considerations, which can also be classified as ratio-methods according to one of the taxonomies used (Renkema & Berghout, 1997) . Some methods can be attributed to different classes of methods, such as the Balanced Scorecard (BSC) approach that could be classified as a multicriteria approach as well as a strategic method. Multi-criteria methods are based on multiple predefined multiple criteria through which a finite set of alternative are assessed to arrive at a preference decision (e.g. evaluation, prioritization, selection) (Yoon & Hwang, 1995) . In an IT context the criteria are often tailored to IT decisions, e.g. through the Information Economics (IE) approach (Parker & Benson, 1988 
Measurement Validation
As suggested in Section 4.6 the construct was calculated using the Partial Least Squares (PLS) procedure (Wold, 1982) with the SmartPLS software (Ringle, et al., 2005) . Missing values were imputed with mean values during the process of model estimation. After the simultaneous calculation of the measurement and structural model, we firstly turn our attention to the construct validity, which needs to be considered separately for the reflective and formative constructs (L. Lee, et al., 2011) . For valid construct validity, we first considered reliability and discriminant validity for the only reflective first-order factor in the model ("Decision making satisfaction"). For adequate reliability (internal consistency) a Cronbach's α above 0.7 is considered acceptable (Nunnally, 1978) . This rule can also be applied to composite reliability (Barclay, Higgins, & Thompson, 1995) . Table 4 shows that both measures are acceptable for the dependent construct.
The inter-relatedness of the scale can be seen by considering the latent variable correlations. In terms of our reflective latent variable ("DM satisfaction"), the square root of its AVE should be greater than its correlation with other latent variables. In our case this holds true for a square root of the AVE of the respective scale (0.84). Therefore, the items measuring the construct are more closely associated with its intended construct than with any other, which supports discriminant validity (Fornell & Larcker, 1981) . In addition, the squared root of the AVE by a construct from its indicators should be at least 0.7 and an AVE of more than 0.5 means that 50% or more variance of the indicators is accounted for. The respective values of 0.84 and 0.70 with regard to the calculated satisfaction factor are well above both thresholds. Further adding to construct validity is the consideration of item loadings, which ideally should be greater than 0.7, again indicating that 50% or more variance of the indicators is captured by the construct (Chin, 1998) . In our case, the loading of one item (SA05_02) was high, but below the threshold at 0.59. Consequently, the item was dropped and the model recalculated, which should have no impact on the content validity of the research model due to the reflective nature of the construct. The same reliability considerations do not apply to formative constructs as their indicators are capturing different dimensions of the construct, which do not necessarily need to be correlated (L. Lee, et al., 2011) . For this reason we seek to retain the full variance of each item and not just the shared variance. Table 4 also reports on the individual (outer) weights of each item and their respective t-values. As recommended, we used bootstrapping with 500 subsamples as a non-parametric resampling procedure to test the statistical significance of the results using t-tests (Chin, 1998) . These t-tests are not calculated as part of the PLS algorithm. Table 4 shows the t-tests and the significance levels for each of the item loadings. We followed the suggestion to retain the nonsignificant items to preserve content validity (Bollen & Lennox, 1991; Petter, Straub, & Rai, 2007) and to consider the implications in the interpretation of results. Variance inflation indicators (VIF) were calculated to determine the level of multicollinearity among indicators. Multicollinearity could cause non-significant weights and problems with the interpretation of the results, e.g., in terms of which items have more or less influence. In regression, a VIF > 10 is frequently used as an indication of a problematic level of multicollinearity. However, every level of VIF substantially greater than one in principle indicates multicollinearity (Henseler, et al., 2009 ). In our case, we observed problematic levels of multicollinearity among the indicators of framework support and IT support. Finally, we turn to assessing the whole model. The model explains a proportion of 48% (R 2 ) of the variance in decision making satisfaction as our dependent latent variable. As a guideline, an R 2 of the dependent latent variable higher than 0.33 can be seen as moderate (Chin, 1998) . Another source states that an R 2 greater or equal than 0.1 ensures that the variance explained by the independent variables has practical and statistical significance (Barclay, et al., 1995) . Another source cites a required cut-off criterion of 0.4 (Homburg & Baumgartner, 1995) . Hence, the given value of 0.48 indicates a satisfying level of predictability.
Structural Model Evaluation
The purpose of the structural equation model was to test the specified research hypotheses in order to examine the influence of five latent constructs drawn from the background of the TOEframework on decision making satisfaction. Again, we used the results from bootstrapping with 500 subsamples as a non-parametric re-sampling procedure to calculate t-statistics and standard errors (Chin, 1998) . Additionally, for each effect in the structural mode an effect size (f 2 ) can be evaluated (Cohen, 1988) . The effect size f 2 of a latent factor results from analysing the decrease in R 2 when excluding one independent latent factor. It was suggested that f 2 values of .02, .15, and .35 mean small, medium, and large effects, respectively. Table 5 shows the hypothesized relationships, effect sizes, standardized coefficients including their respective standard errors and t-values.
The technological context within the combined TOE framework posits factors impacting positively on decision satisfaction are related to IT support, framework support and method support. Within this context the results indicate that method support has the most significant and strongest positive relationship with decision making satisfaction (medium effect, β = .35, p < .01). By considering the underlying variables of the formative construct, we see that the inclusion of a variety of dimensions (financial, non-financial, strategic) seems to increase decision making satisfaction levels. To a much smaller extent IT support seems to be positively related with decision making satisfaction (weak effect, β = .11, p < .05). In this relationship, ease of use of an existing decision support system is most important. We assumed a positive contribution from the use of a standardized process following a framework approach to satisfaction levels. The latent factor is mainly characterised by the support of the design phase in the decision making process. However, the data did not allow us to give any verdict in regard to framework support and its impact on decision making satisfaction.
In the organisational context we assumed that managerial support in IT evaluation is positively associated with decision making satisfaction. The respective hypothesis is supported by the strongest path dependency of all hypothesised relationships (medium effect, β = .47, p < .01). The independent constructs mainly reflects the skills of employees regarding decision making methods, the management of respective capabilities and the stable definition of decision making requirements. All of these IT governance and knowledge management aspects seem to be important drivers of decision making satisfaction.
Relating to the environmental context, we were concerned that legislative regulation could be negatively associated with decision making satisfaction. While this relationship is indeed indicated by the data (weak effect, β = -.20, p < .05), the underlying causal variables of the respective latent formative factor do not have significant weights. This must be noted as limitation. 
Discussion
This research informs IT evaluation both on a practice level and a theory level. Returning to the original aims of the paper, our first main finding shows that many human decision makers in organisational IT evaluation practice seem not to rely on the methodologies needed to exhaustively capture the complex IT evaluation problem. A wide gap between recent theory on IS evaluation methods and their practical implementation seems to remain (Smithson & Serafeimidis, 2003) . This problem challenges the classical unbounded rationality principle in OR and decision making (Barthélemy, et al., 2002; Todd, 2007) and supports accepting the interdisciplinary nature of decisions observed through their practice (Tsoukiàs, 2008) . Our findings show that in practice, decision making methodologies are becoming more known but lack actual usage. Compared to an Austrian ERP decision study from about a decade ago the levels of infusion (used methods) have not increased (Bernroider & Koch, 2001) . Apart from standard financial investment tools, a significant methodology diffusion-infusion gap remains. This finding implies that many known methodologies are not accepted in practice while many other seem not to diffuse into practice in the first place. As acceptance is inherently linked with satisfaction, our second main contribution addresses the second initially stated research aim and relates to the analysis of the contextual factors potentially impacting on IT decision making satisfaction viewed through the theoretical lens of the TOE framework (Tornatzky & Fleischer, 1990) . In the technological context of the TOE framework, methods incorporating a variety of financial, non-financial, and strategic aspects implemented in a easy to use DSS positively affect decision making satisfaction. We thereby add to previous findings about the general value of a IT system's ease-of use in IT acceptance behaviour (Davis, 1989) and, more specifically, the importance of DSS for decision making satisfaction (Bharati & Chaudhury, 2004) . We support the call for more use of DSS to address complexities arising out of the integrated models (Vaidya & Kumar, 2006) . Especially methods appreciating the whole range of dimensions in decisions should be used as facilitators of IT decision making satisfaction. In the organisational context, management support seems to be an essential driver for satisfaction. While prior research showed that the capacity to assimilate knowledge relates to the understanding the IT artefact (Park, et al., 2007) , we relate more directly with the analytical capacity needed to evaluate the artefact. Furthermore, decision makers should be able to establish linkages between objectives and evaluate IT based on a clear authority and competency distribution. These factors connect well with the importance assigned to IT governance (Bernroider, 2008) . Another implication is that that management support metrics are viable candidates for early indicators to assess IT adoption performance, e.g. in balanced scorecards (Kaplan & Norton, 1992; Wiersma, 2009 ). This link is theoretically well supported by the concept of absorptive capacities (Zahra & George, 2002) , where management competence is regularly used as one indicator of potential absorptive capacities which includes analytical capabilities (Szulanski, 1996) . The environmental context contributes to understanding the impact of regulatory pressure through legislative requirements, which seems to go beyond organisational compliance costs. The data indicates that legislative regulation and associated internal control requirements impact negatively on IT decision making satisfaction. Taken together our results reveal that increased decision making satisfaction seems to be the sum of many variables, and is not solely achieved by proposing OR methodologies in isolation without supporting mechanisms. Besides incorporating methodologies in integrated DSS as suggested before (Vaidya & Kumar, 2006) , it seems important to increase levels of managerial support and understanding while reducing the perceived pressure from regulatory and legal compliance, which would together facilitate acceptance and in turn may close the previously identified diffusion-infusion gap. Theoretically, the classic understanding/acceptance principle from behavioural science gives an explanation why understanding of normative methods facilitates their acceptance (Slovic & Tversky, 1974) . This research, however, calls for the consideration of more factors than understanding of methods alone to support a rational evaluation of the IT induced organisational transformation. These factors can be found in the technical, organisational, and environmental contexts of the IT innovation.
Conclusions, Limitations and Future research
Limitations
A common problem in empirical research is reliability. We controlled reliability with the following measures. As a start we used random sampling to ensure a good representation of all targets. Non-response bias analysis did not reveal any evidence of bias. We could not avoid the use of a mono method and single respondent strategy, which however is common in many studies of similar designs (e.g. Fink & Neumann, 2009 ). Therefore, we controlled the role of the target person and semantically linked questions to the last transformational IT project, which is a more perceivable unit of analysis than all past IT projects in general. The interviewees were IT and general managers, which may have differing views. However, contemporary studies on ERP benefit perceptions report very similar perceptions by IT and general management. This empirical observation was partly explained by the increasing pervasiveness of IT in modern business (Chang, 2006) . Concerning the mono-method approach, Harman's single-factor test did not reveal concerns regarding common method variance (Malhotra, et al., 2006 ) . The multiple pretests should have ensured a low rate of measurement error, in particular regarding the inquiry about specific decision making methodologies. However, due to ambiguities and differing naming conventions some imprecision in terms of responses seems likely. Follow on research could extend or revise our research model and also search for third variables either based on moderation or mediation (Baron & Kenny, 1986) .
Conclusions and Future Research
While OR continues to develop and propagate decision making methodologies, the understanding and subsequent acceptance of methodologies in complex IT evaluation through their use in business practice remains very slow-paced. The formality of methods may hinder their application, and only by appreciating complex IT decision making as a human centred process we may improve satisfaction and consequently acceptance of methodologies in a broad organisational context. For this task the paper highlighted current diffusion and infusion rates of methodologies and used the contexts from the TOE framework to understand how satisfaction of IT decision making processes may be developed. Our structural model shows that the comprehensiveness of the supporting method indeed has a positive impact on decision making satisfaction levels, which are also positively affected by management and IT support. Legislative regulation of decision making, however, seems to contribute negatively to satisfaction levels. Results reiterate the importance of knowledge transfer between research and industry practice to further disseminate methods embedded in DSS and compliance directives that make decisions more effective rather than more time consuming. We perceive a lack of research into understanding infusion of methods, and work on promoting and propagating factors that lead to more satisfaction in decision making. The area is wide and other organisational constructs connected with knowledge management and organisational learning, such as analytical absorptive capacity, may be used in future studies to understand antecedents and inhibitors of decision making satisfaction for decision processes. Our findings also suggest that the decision maker may not be tempted to use existing methods based on the classical rationality principle, and may look for alternative approaches. Leaving the traditional view of unbounded rationality behind, future OR could focus more on managing the cognitive demands, e.g. by addressing ecological rationality with various heuristics in easy-to-use DSS designs. Our paper has proposed links between OR and other disciplines through the TOE model. We believe that only by understanding what these other disciplines have to offer, we can eventually increase OR infusion rates in organisational IT decision making. When answering these questions, especially think of your last IT-decision. Indicate to which extent you agree with the following statements.
MA05
Well defined rules for the IT-decision process are integral part of the company's strategy.
Interval (1-7) (strongly disagree / neutral / strongly agree)
_01
Decision makers in your organization have extensive knowledge concerning decision support methods.
_02
IT-decision competencies are clearly defined in your organization.
_03
The goals and requirements do not change during the IT-decision process.
_04
Legislative regulation
The legislative regulation pledges your organization to use a standardized decision support process.
_05
The compliance with the legislative regulations concerning the IT-decision process is enforced strictly.
_06 Competition intensity
The competitive pressure your company faces is significantly harder than in other sectors.
CO01
Decision making satisfaction
When answering these questions, especially think of your last IT-decision. Indicate to which extent you agree with the following statements.
SA05
The confidence in the last IT-decision that was taken in your organization is strong.
Interval
(1-7) (strongly disagree / neutral / strongly agree)
_01
Decision taking was easier than expected at the beginning.
_02
From today's viewpoint the satisfaction with the decision is higher than expected at the beginning.
_03
The benefits from the decision are bigger than demanded at the beginning.
_04
Demographics
What is your position in your company? Nominal 
