For a compact CR manifold (X, T 1,0 X) of dimension 2n + 1, n ≥ 2, admitting a S 1 × T d action, if the lattice point (−p 1 , · · · , −p d ) ∈ Z d is a regular value of the associate CR moment map µ, then we establish the asymptotic expansion of the torus equivariant Szegő kernel Π (0) m,mp 1 ,··· ,mp d (x, y) as m → +∞ under certain assumptions of the positivity of Levi form and the torus action on Y := µ −1 (−p 1 , · · · , −p d ).
INTRODUCTION AND STATEMENT OF THE MAIN RESULTS
Let (X, T 1,0 X) be a Cauchy-Riemann (CR for short) manifold of dimension 2n + 1, and (q) b be Kohn Laplacian for (0, q)-forms on X. The orthogonal projection Π (q) : L 2 (0,q) (X) → ker (q) b is called the Szegő projection, and we call its distributional kernel Π (q) (x, y) the Szegő kernel. The study of the Szegő kernel is a classical subject in several complex variables and CR geometry. For example, when X is the boundary of a strongly pseudoconvex domain in C n , n ≥ 2, which implies that X is a strongly pseudoconvex CR manifold, Boutet de Monvel and Sjöstrand [4] proved that when q = 0, Π (0) (x, y) is a Fourier integral operator with complex valued phase function. This kind of description of kernel function has profound impact in many aspects, such as spectral theory for Toeplitz operator, geometric quantization and Kähler geometry [3, 10, 19, 20, 22, 24] .
In some recent progress [8, 16, 17] , people start to consider CR manifolds with Lie group action G. The study of G-equivariant Szegő kernels is closely related to the problems of equivariant CR embedding and geometric quantization on CR manifolds. The goal of this paper is especially to understand the asymptotic behavior of torus equivariant Szegő kernel. Let us briefly 1 explain out motivation. Within the manifolds drastically studied on this topic, Sasakian manifold, which is a compact, strongly pseudoconvex and torsion free CR manifold, stands for the odd-dimensional counter part in Kähler geometry and serves as a significant example. We say a CR manifold (X, T 1,0 X) is a quasi-regular Sasakian manifold if it admits a CR and transversal circle action. If X is quasi-regular, in [12] they showed that dim H 0 b,m (X) ≈ m n and the Szegő kernel for H 0 b,m (X) admits a full asymptotic expansion as m → +∞, where H 0 b,m (X) is the space of m-th Fourier component with respect to the circle action of the global CR functions on X. We say a CR manifold (X, T 1,0 X) is an irregular Sasakian manifold if it endows with a CR transversal R-action, which does not come from any circle action. Suppose now X is irregular and T be the fundamental vector field of the R-action. Take a R-invariant L 2 -inner product on X and consider the weak maximal extension of T on L 2 functions, then in [11] it was shown that T is a self-adjoint operator, and the spectrum of T, denoted by Spec(T), is a countable subset in R. Moreover, all the spectrum of T are eigenvalues. On irregular Sasakian manifolds, it is important to understand the space H 0 b,α (X) := {u ∈ C ∞ (X) : ∂ b u = 0, Tu = iαu}, where ∂ b denotes the tangential Cauchy-Riemann operator on X. Different from the quasi-regular situation, in general it is very difficult to see which α ∈ Spec(T) makes dim H 0 b,α (X) > 0. It is revealed in [13] that if we sum over α between 0 and k then the weigted Szegő kernel for the space α∈Spec(T) 0≤α≤k H 0 b,α (X) admits an asymptotic expansion in k as k → +∞. Accordingly, there are many α ∈ Spec(T) such that H 0 b,α (X) is non-trivial, and it is natural to fix such α and consider the Szegő kernel for the space H 0 b,mα (X) as m → +∞. This is the motivation of our work. In fact, in [11, Section 3] they pointed out that for an irregular Sasakian manifold X, the R-action on X comes from a CR torus action denoted by T d+1 , the Reeb vector field T can also be induced by T d+1 and the spectrum Spec(T) = {µ 0 p 0 + µ 1 p 1 + · · · + µ d p d : (p 0 , p 1 , · · · , p d ) ∈ Z d+1 }, where µ 0 , · · · µ d are real numbers linearly independent over Q. Hence the problem above is equivalent to the study of the Szegő kernel for H 0 b,mp 0 ,mp 1 ,··· ,mp d (X) as m → +∞ for some lattice point (p 0 , p 1 , · · · , p d ). For simplicity, we take p 0 = 1 in this article. Write T d+1 = S 1 × T d . Suppose that the S 1 -action is CR and transversal and the T d -action is CR. We prove that if the lattice point (−p 1 , · · · , −p d ) is a regular value of the associate CR moment map µ, see (1.1), then there is a full asymptotic expansion of the torus equivariant Szegő kernel as m → +∞ under certain assumptions of the positivity of Levi form and the torus action on Y := µ −1 (−p 1 , · · · , −p d ). In particular, for α := µ 0 + µ 1 p 1 + · · · + µ d p d ∈ Spec(T), the space H 0 b,mα (X) is non-trivial as m → +∞. We now briefly introduce some notations and the main results. Let T 0 be the induced vector field of the S 1 -action, and T 1 , · · · , T d be the ones for T d -action. In other words, T 0 u(x) := ∂ ∂θ θ=0 u(e iθ • x) and T j u(x) := ∂ ∂θ j θ j =0 u (1, · · · , e iθ j , · · · , 1) • x , for j = 1, · · · , d and u ∈ C ∞ (X). We define T 0 and T j act on (0, q)-forms via Lie derivatives L T 0 and L T j , j = 1, · · · , d, respectively. Choose T 0 to be the Reeb vector field on X, see (2.1), and ω 0 to be its dual one form, see (2.2) . Fix a lattice point (p 1 , · · · , p d ) ∈ Z d and any m ∈ N := {1, 2, 3, · · · }, we consider the space of equivariant smooth (0, q)-forms Ω (0,q) m,mp 1 ,··· ,mp d (X) := {u ∈ Ω (0,q) (X) : −iT 0 u = mu, −iT j u = mp j u, j = 1, · · · , d}.
Since the group action is assumed to be CR, we can take the ∂ b -subcomplex ∂ b , Ω (0,•) m,mp 1 ,··· ,mp d (X) and define the corresponding Kohn-Rossi cohomology H q b,m,mp 1 ,··· ,mp d (X). Here ∂ b we mean the tangential Cauchy-Riemann operator on X with respect to T 0 , see (2.3) . Let ·|· be a torus invariant Hermitian metric on CTX and let (·|·) be the torus invariant L 2 -inner product on Ω (0,q) (X) induced by ·|· . Let L 2 (0,q),m,mp 1 ,··· ,mp d (X) be the completion of Ω (0,q) m,mp 1 ,··· ,mp d (X) with respect to the given torus invariant L 2 -inner product (·|·) and take the Gaffney extension of Kohn Laplacian and that H q b,m,mp 1 ,··· ,mp d (X) is finite dimensional for each q = 0, · · · , n, though the Kohn Laplacian (q) b is not elliptic, and in general it may not be hypoelliptic, neither. We use the notation Π (q) m,mp 1 ,··· ,mp d (x, y) for the torus equivariant Szegő kernel, which is the distribution kernel of the orthogonal projection Π
. Because the group action here is CR, we can check that the one form ω 0 is torus invariant. We hence consider the torus invariant CR moment map
In this work, we need 
On the other hand, for each p ∈ Y, we can find a neighborhood denoted by D p , such that
Here, for continuous functions f and g on an open set W ⊂ R N , we use the notation
, and asymptotic sums ∼ in S k loc to Section 2.3. Note that Theorem 1.1 holds on a class of manifolds slightly more general than Sasakian manifolds, for we only assume the Levi form is positive near the submanifold Y instead of being positive on the whole X. Also, from Theorem 1.1, we can conclude:
be an irregular Sasakian manifold and T be the fundamental vector field induced by the prescribed R-action on X. It is known that R-action comes from a S
where T 0 is the vector field induced by S 1 -action and T 1 , · · · , T d are the vector fields induced by T d -action and µ 0 , µ 1 , · · · , µ d are real numbers linearly independent over Q. If the lattice point (p 1 , · · · , p d ) ∈ Z d satisfies Assumptions 1.1,1.2, for α :
We now illustrate the strategy for the proof of the theorem. Since X is NOT assumed to be strongly pseudoconvex in this paper, to establish the asymptotics of torus equivariant Szegő kernel, we do not study Szegő projector Π (q) m,mp 1 ,··· ,mp d directly; instead. we need to consider a number λ > 0 and examine the Szegő projector for lower energy forms Π (q) ≤λ,m,mp 1 ,··· ,mp d , which is the orthogonal projection from L 2 (0,q) (X) to L 2 (0,q),m,mp 1 ,··· ,mp d (X) ∩ E((−∞, λ]). Here, E((−∞, λ]) is the spectral projector and E is the spectral measure for the self-adjoint operator (q) b under Gaffney extension 2.8, respectively. We need to establish the content in Theorem 1.1 in the following version:
With the same notations and assumptions used in Theorem 1.1 and any fixed λ > 0, on one hand, for any open set Ω containing Y,
We will see in the beginning of the Section 3 that combining the spectral property for Kohn Laplacian and Theorem 1.2 for the case q = 1, there is:
With the same notations and assumptions used in Theorem 1.1, then for any λ > 0, as m → +∞,
Thus, from Theorem 1.3, Theorem 1.2 actually implies Theorem 1.1.
SET UP AND NOTATION
In this section, we recall some basic language in CR geometry, definition and properties of torus equivariant Szegő kernel, and tools in semi-classical analysis and microlocal analysis.
Cauchy-Riemann manifold and Kohn Laplacian.
We follow the presentation in [2, Cahpter 4] and [15, Cahpter 2] . Let X be a smooth orientable manifold of real dimension 2n + 1, n ≥ 1, we say X is a Cauchy-Riemann manifold (CR manifold for short) if there is a subbundle T 1,0 X ⊂ CTX, such that
·] stands for the Lie bracket between vector fields.
For such subbundle T 1,0 X, we call it a CR structure of the CR manifold X. Fix a Hermitian metric ·|· on CTX such that T 1,0 X ⊥ T 0,1 X. For dimension reason and the assumption that X is orientable, we can always take a non-vanishing real global vector field T (Reeb vector field) such that for all x ∈ X, we have the orthogonal decomposition
and T|T = 1 on X. Denote ·, · to be the paring by duality between vector fields and differential forms, and let Γ : CT x X → CT * x X be the anti-linear map given by u|v = u, Γv for u, v ∈ CT x X, then we can take the induced Hermitian metric on CT * X by u|v :
which is a globally defined non-vanishing 1-form satisfying
We define the Levi form, which is a globally defined (1, 1)-form, by
Note that by Cartan's formula we can also express the Levi form by
In other words,
Take the Hermitian metric on Λ r CT * X by
, where u j , v k ∈ CT * X , j, k = 1, · · · , r, and the orthogonal projection
with respect to this Hermitian metric. The tangential Cauchy-Riemann operator is defined to be
By Cartan's formula, we can check that
where dV X is the volume form with expression
in local coordinates (x 1 , · · · , x 2n+1 ), and we write ∂ * b to denote the formal adjoint of ∂ b with respect to the L 2 -inner product (·|·). Denote Ω (0,q) (X) := C ∞ (X, T * 0,q X), then the Kohn Laplacian is the operator
We have the following Bochner-Kodaira-Kohn formula for 
Here, ǫ(L) := ∑ n j=1 a j L j , ǫ(L) := ∑ n j=1 b j L j with smooth coefficeints a j and b j for j, k = 1, · · · , n. Also, for each j, k = 1, · · · , n, L * j is the formal adjoint of the differential operator L j , and e ∧, * k is the adjoint of e k ∧ given by e k ∧ u|v = u|e ∧, * k v for u ∈ T * 0,q X and v ∈ T * 0,q+1 X.
Torus equivariant Szegő kernel.
From now on, we assume that X admits a torus action in the form of S 1 × T d . Consider the vector fields
and
where u ∈ C ∞ (X), x ∈ X, j = 1, · · · , d. Note that T 0 and T 1 , · · · T d are the induced vector fields of the circle action and torus action, respectively. We also assume that the circle action here is CR and transversal, i.e. T 0 satisfies
the torus action here is also assumed to be CR, i.e. for all j = 1, · · · , d, T j has the property
We choose T 0 to be our Reeb vector field of X, i.e. T := T 0 . Accordingly, the cooresponding dual one form ω 0 is torus invariant, because (e iθ 1 , · · · , e iθ d ) • e iθ = e iθ • (e iθ 1 , · · · , e iθ d ). Benefit from the CR and transversal circle action, we have the BRT coordinates patch from Baouendi-Rothschild-Trèves [1, Proposition I.1]:
Theorem 2.2. Assume X is a CR manifold admitting a CR and transversal circle action. Fix a point p ∈ X, then there exists ǫ > 0, δ > 0 and an open neighborhood D := {(z, θ) : |z| < ǫ, |θ| < δ} and local coordinates (x 1 , x 2 , · · · , x 2n−1 , x 2n , x 2n+1 ) = (z 1 , · · · , z n , θ) near p, where z j := x 2j−1 + ix 2j , j = 1, · · · , n, θ := x 2n+1 , such that (z(p), θ(p)) = (0, 0) and the fundamental vector field induced by circle action is T 0 = ∂ ∂θ . Also, we can find a real valued function
forms a basis of T 1,0 x X for all x ∈ D. Moreover, we can take δ = π when the action at the point p is free.
By (2.4) and (2.6), we can check that ∂ b T j = T j ∂ b for all j = 0, 1, · · · , d. For any given lattice point (p 1 , · · · , p d ) ∈ Z d , we put 
From now on, we pick a S 1 × T d -invariant Hermitian metric ·|· on CTX. Take the restriction ∂ b,m,mp 1 ,··· ,mp d := ∂ b | Ω (0,q) m,m p 1 ,··· ,m p d (X) , then we can check that the formal adjoint of ∂ b,m,mp 1 ,··· ,mp d satisfies
So we can consider the Fourier component of Kohn Laplacian by
:
We pause here for a while to handle some issue on extending Kohn Laplacian to L 2 -space as a self-adjoint operator. Let L 2 (0,q) (X) to be the completion of Ω (0,q) (X) with respect to the torus invariant L 2 -inner product (·|·) induced by ·|· . Denote u 2 X := (u|u). Define the weak maximal extension of
as in [22, Section 3.1]. For such extension,
may not be a self-adjoint operator, because it is non-elliptic, and it could also be non-hypoelliptic. So in general we have to consider the Gaffney extension as in [22, Proposition 3.1.2], and this extension can make
where the domain is given by
Then the Gaffney extension is given by
m (X) with respect to (·|·). We need the following:
Proposition 2.1. The Gaffney extension and the weak maximal extension for
). This implies that Dom(
. On the other hand, though Theorem 2.1 suggests that
0 is elliptic. After applying the elliptic regularity for
Here, we let H s (0,q) (X) to be the Sobolev space of order s for (0, q) forms on X with respect to a Sobolev norm · s induced by the invariant L 2 -inner product (·|·), and H s
With the proposition, from now on, we take the extension
b,m,mp 1 ,··· ,mp d . We have some standard spectral properties for (q) b,m,mp 1 ,··· ,mp d :
b,m,mp 1 ,··· ,mp d is a non-negative and a self-adjoint operator.
(2) The spectrum Spec( (q) b,m,mp 1 ,··· ,mp d ) consists only of eigenvalues, and it is a countable and discrete subset in [0, ∞).
Proof. The argument is almost the same as the case [5, Section 3] when only circle action is involved, and for the modification to torus action we refer to the proof in [11, Section 4] .
Let n q := dim H q b,m,mp 1 ,··· ,mp d < ∞, and the torus equivariant Szegő kernel function
varying smoothly for x ∈ D such that {e j (x)} n j=1 is an orthonormal basis for T 0,1 x X at every x ∈ D. For a strictly increasing index set J = {j 1 , · · · , j q } with |J| = q, write e J := e j 1 ∧ · · · ∧ e j q and for
where Σ ′ |J|=q we mean the summation only over a strictly increasing index set. Then we can find the torus equivariant Szegő kernel function is the peak function similar in [18, Lemma 2.1], i.e.
Also, for all q = 0, · · · , n, the torus equivariant Szegő kernel
is the distribution kernel of the orthogonal projection
with respect to (·|·). By Theorem 2.3, the projection is a smoothing operator, and we can check that locally on D, we have the expression
for u = ∑ ′ |J|=q u J e J ∈ Ω (0,q) (X). We can check that for all strictly increasing index set I, J, |I| = |J| = q,
for all strictly increasing index set I and J, |I| = |J| = q. Moreover, we can also check that for all strictly invrasing index set I and J, |I| = |J| = q,
2.3. Notations in semi-classical analysis and microlocal analysis. We here present some convention in semi-classical analysis and microlocal analysis [7, 9, 23] to describe and calculate the asymptotic behavior of the torus equivariant Szegő kernel. Let U be an open set in R n 1 and let V be an open set in R n 2 . Let E and F be vector bundles over U and V, respectively. Let C ∞ 0 (V, F) and C ∞ (U, E) be the space of smooth sections of F over V with compact support in V and the space of smooth sections of E over U, respectively; D ′ (U, E) and E ′ (V, F) be the space of distributional sections of E over U and the space of distributional sections of F over V with compact support in V, respectively. We say an m-dependent continuous linear operator
From now on, we also use the notation
Let W be an open set in R N , we define the space
Consider the space S 0 loc (1; W) containing all smooth functions a(x, m) with real parameter m such that for all multi-index α ∈ N N 0 , any cut-off function
For general k ∈ R, we can also consider
In fact, for all sequence a j above, there always exists an element a as the asymptotic sum, which is unique up to the elements in
The above discussion can be found in [7] , and all the notations introduced above and can be generalized to the case on paracompact manifolds.
Let M be an open set in R n ,Ṙ n := R n \ {0}, N := {1, 2, 3 · · · } and N 0 := N ∪ {0}. Let ρ, δ be real numbers such that 0 ≤ δ < ρ ≤ 1.
We call such a the asymptotic sum of a j , denoted by a ∼ ∞ ∑ j=0 a j . The space of classical symbols
converges absolutely, and is a function in C k (M) . Moreover,
For open sets U ⊂ R n 1 , V ⊂ R n 2 , by the Schwartz kernel theorem [14, Theorem 5.2.1], there exists a bijection between K A ∈ D ′ (U × V) and a continuous linear map A :
where ·, · means the pairing by duality and the tensor product
is called a Fourier integral operator if its distribution kernel is an oscillatory integral of the form K A (x, y) = e iφ(x,y,θ) a(x, y, θ)dθ.
We formally write
Au(x) = e iφ(x,y,θ) a(x, y, θ)u(y)dydθ, for all u ∈ C ∞ 0 (V).
In particular, when U = V and φ(x, y, θ) = x − y, θ , A is said to be a pseudodifferential operator. We say a Fourier integral operator is properly supported if the projections π 1 : supp(K A ) → U and π 2 : supp(K B ) → V are proper maps. The discussion here can be found in [9] , and all the notations introduced above can be generalized to the case on manifolds.
In the rest part of this section, we collect the essential tool in Melin-Sjöstrand theory on Fourier integral operators with complex phase [23] . For z = x + iy ∈ C, we write 
We say two almost analytic functions f 1 and f 2 are equivalent, or f 1 ∼ f 2 , if for any compact subset K ⊂ W and any N ∈ N, there is a constant C N > 0 such that
For W R := W ∩ R n , then for f ∈ C ∞ (W R ), f always admits an almost analytic extension up to equivalence. One way is again via the Borel construction, for example, see [6, Section 2.2]. The following proposition is about the critical point in the sense of Melin-Sjöstrand:
be an almost analytic extension of f to a complex neighboehood of (0, 0), where z = x + iy and w ∈ C m . By implicit function theorem, we denote Z(w) to be the solution of
in a neighborhood of of 0 ∈ C m . Then when w is real, for every N ∈ N, there is a constant C N > 0 such that for all w ∈ R m near 0,
Moreover, there are constants C 1 , C 2 > 0 such that
where Ω is an open set near the origin in R n . We callf (Z(w), w) the corresponding critical value. 
is the branch of the square root of the
which is continuously deformed into 1 under the homotopy
We note that all the discussion above can be generalize to the case on manifolds.
ASYMPTOTICS FOR LOWER ENERGY TORUS EQUIVARIANT SZEGŐ KERNEL
In this section we study the asymptotics for lower energy torus equivariant Szegő kernel. First, we fix a number λ > 0. Denote
≤λ,m,mp 1 ,··· ,mp d (x, y) to be the distribution kernel of the spectral projector Π 
is an orthonormal basis for H q b,≤λ,m,mp 1 ,··· ,mp d (X). We note that the relation (2.9) and (2.12) in Section 2.1 also holds here: for an open set D ⊂ X, we take {e j (x)} n j=1 varying smoothly in x ∈ D such that {e j (x)} n j=1 form an orthonormal basis of T 0,1 x X for every x ∈ D. For a strictly increasing index set J = {j 1 , · · · , j q } with |J| = q, if we write e J := e j 1 ∧ · · · ∧ e j q , then for u = ∑ ′ |J|=q u J e J ∈ Ω (0,q) (X). We can check that
Here, Π where f q ≤λ,j = ∑ ′ |K|=q f q ≤λ,j,K e K , j = 1, · · · , N q , is an orthonormal basis for H q b,≤λ,m,mp 1 ,··· ,mp d (X). We divide our discussion of Szegő kernel on space lower energy forms into the cases of the one away from Y and the one near Y, where Y := µ −1 (−p 1 , · · · , −p d ) define by the torus invariant CR moment map 
On the other hand, for the case near Y, if we also assume the Levi form is positive near Y, then we can apply the Boutet-Sjöstrand type theorem [21, Theorem 4.1], i.e. in local picture Π Here, the phase function
Finally, we show that the asymptotic behavior of kernel on lower energy forms Theorem 3.1, Theorem 3.2 actually coincide with the one for genuine kernel Theorem 1.1 as m → +∞. The precise statement is as followed: 
Apply Theorem 3.2 and Theorem 3.3 for the case q = 1, then by the compactness of X we know that
After fixing an N ∈ N, we know that as m → +∞
Since the group action is required to be CR,
for m large enough. However, this means that for some 0 < µ ≤ λ, for m large enough
Thus, for any λ > 0, as m → +∞
≤λ,m,mp 1 ,··· ,mp d .
3.1. The asymptotic behavior away from Y. In this section we prove Theorem 3.1. Fix a number λ ≥ 0 and a point p / ∈ Y. Since Y is closed, there always exist a neighborhood D p near p and a j ∈ {1, · · · , d} such that ω 0 (x), T j (x) = −p j for every x ∈ D p .
We may assume j = 1, i.e. p 1 + ω 0 (x), T 1 (x) = 0 for all x ∈ D p . Consider the vector field
which is in C ∞ X, T 1,0 X ⊕ T 0,1 X because ω 0 , F = 0. We hence decompose F = L + L, where the vector field L ∈ C ∞ X, T 1,0 X . From now on, we assume u ∈ H q b,≤λ,m,mp 1 ,··· ,mp d (X) with u 2 X = 1. Take a cut-off function χ ∈ C ∞ 0 (D p ) with χ = 1 near p. By Fourier inversion formula, we can see the multiplication operator χ· as a properly supported zero order pseudodifferential operator. Precisely, for any
If we also regard F as a first order differential operator, then
6)
Cause we assume p 1 + ω 0 , T 1 = 0 on D p , from (3.6) there are constants C, C 0 > 0 such that
where [·, ·] denotes the commutator between differential operators and we see [F, χ] as an order 0 properly supported pseudodifferential operator admitting L 2 continuity (See [9, Theorem 3.6 and Theorem 4.5] for example). From now on, we use notations such as C 0 , C 1 , C 2 , · · · or C ′ , C ′′ , · · · to denote positive constants independent of m. We need the following L 2 -estimate to control (3.7):
Proof. First of all, for any p ∈ X, let {e j (x)} n j=1 varying smoothly in x near p such that {e j (x)} n j=1 be an orthonomal frame of T * 0,1
x X for all x near p and {L j } n j=1 be its dual frame on T 0,1 x X, x is near p. Since L j 's are first order differential operators, using integration by parts we can find the formal adjoint L * j 's and L * j 's of L j 's and L j are
where E j are some terms of zero order. Now, we rewrite Theorem 2.1 into the form
where a j , b j , c j , c and d are smooth coefficeints, j = 1, · · · , n. Then for φ ∈ C ∞ 0 (D p ),
Note that for any ǫ > 0, we have
Take ǫ small enough, then we get
and sum over j we have (3.9)
So it remains to estimate L j φ 2 X and Zφ 2 X . Observe that
where f k , g k , c are some smooth coefficients. Choose ǫ small enough, sum over j, and apply (3.8), then we can also get (3.10)
Hence,
Recall that from (3.7) we have
and now Proposition 3.1 implies that
We now estimate all terms in (3.12) one by one. First, we have
for some smooth coefficeints c j , d j , e, j = 1, · · · , n. Note that
and for all j = 1, · · · , n, c j L j u|χu = (c j u|L * j (χu)) + ([c j , L j ]u|χu) (3.15) and similarly
Second,
for some constant C ′ > 0 independent of m and u. Take ǫ small enough and sum over j, then when m large enough, there is also a constant C ′′ > 0 independent of m and u such that
holds. Back to the estimate (3.11), i.e.
Recall that we assume u 2 X = 1 here, so if we take a suitably small ǫ such that ǫ < C 2C ′′ , then when m large enough we can find Proposition 3.2. For a point p ∈ Y and D p a neighborhood of p with D p ∩ Y = ∅, if we fix a number λ ≥ 0, then for each function χ ∈ C ∞ 0 (D p ) and q-form u ∈ H q b,≤λ,m,mp 1 ,··· ,mp d (X) with u 2 X = 1, we can find a constant C 0,1 > 0 independent of m and u such that as m → +∞
In fact, we can modify the above argument and improve the estimate Proposition 3.2: Proposition 3.3. Assume the same p, D p , u in Proposition 3.2. For each χ ∈ C ∞ 0 (D p ) and any N ∈ N 0 , we can find a constant C 0,N > 0 independent of m and u such that as m → +∞
To see this, we need to look back the estimate we did before, i.e. the one appeared in (3.7), (3.12), (3.13) and (3.17) . First, take another cut-off function τ ∈ C ∞ 0 (D p ) with τ ≡ 1 near supp(χ), observe that (3.7) can be reformulated as
Note that (3.14) can be also viewed as
Similarly, we rewrite (3.15), (3.16) into
respectively. Also, we take (3.17) in the form of
Therefore, we have a slightly different upper bound
for L(χu) 2 X + L(χu) 2 X . Take ǫ small enough and sum over j, then for all large enough m,
we can take sutibly small ǫ such that as m large enough , and we can inductively apply (3.22) to get Proposition 3.3.
Finally, for p ∈ Y, we take neighborhoods O p ⋐ D p of p where D p ∩ Y = ∅, and pick a bump function χ ∈ C ∞ 0 (D p ) with χ ≡ 1 on O p . Denote · k to be a torus invariant Sobolev k-norm induced by (·|·). After applying the Gårding inequality to the 2k-order strongly elliptic operator (
Similarly, with the help of elliptic estimate on (
(3.23) By Proposition 3.3, for any N ∈ N 0 , there is a constant C k,N > 0 independent of m and u such that
for all m large enough. Combine (3.24) with Sobolev inequality, for all x ∈ O p , p / ∈ Y, k large enough, then for any N ∈ N, there is a constant C N > 0 independent of m and u such that (3.25) |u
for all m large enough. Now, consider a cut-off function τ ∈ C ∞ 0 (D p ), τ ≡ 1 on supp(χ). For any differential operator P :
Thus, similar in (3.25), for every x ∈ O p , p / ∈ Y, k large enough and any N ∈ N, there is a constant C N > 0 independent of m and u such that (3.26) |Pu b is a self-adjoint operator. We can hence apply generel theory for self-adjoint operator such as [6] to take the spectral projector
for any λ > 0, where E((−∞, λ]) is the spectral projection and E is the spectral measure for We can check that on Ω (0,q) (X),
For a given point p ∈ Y, let x = (x 1 , · · · , x 2n , x 2n+1 ) = (x, x 2n+1 ), y = (y 1 , · · · , y 2n , y 2n+1 ) = (ẙ, y 2n+1 ) be BRT trivialization as in Theorem 2.2 defined on D :=D × (−π, π) ⊂ X near p,
whereD is an open set of C n . Note that by theory of Fourier series on the circle, Q
π −π e −imθ u(e iθ • x)dθ for any u ∈ Ω (0,q) (X). In particular, under BRT coordinates, for all u ∈ Ω (0,q) 0
Similarly, for a fixed (p 1 , · · · , p d ) ∈ Z d , we can find that Π
≤λ,m (e iθ 1 , · · · , e iθ d ) • x, y e −im ∑ d j=1 p j θ j dθ 1 , · · · dθ d u(y)dV X (y), for all u ∈ Ω (0,q) (X).Therefore,
≤λ,m (e iθ 1 , · · · , e iθ d ) • x, y e −im ∑ d j=1 p j θ j dθ 1 , · · · dθ d . (3.28)
Since we assume the Levi form is positive on Y, we can apply the result in [21] for the case of constant signature (n − , n + ) = (0, n) near Y. On one hand, from [21, Theorem 4.1], we have:
≤λ is a smoothing operator near Y.
Form Proposition 3.4, using integration by parts with respect to θ in (3.27), beacuse the boundary term vanishes for periodic reason, we can show that on Ω × Ω,
where Ω is an open set containing Y. In particular, from (3.28) and Theorem 3.1, we have: 
wherex := (x 1 , · · · , x 2n ),ẙ := (y 1 , · · · , y 2n ) and Φ(x,ẙ) is a complex-valued function satisfying for some constant C > 0, ImΦ(x,ẙ) ≥ C|x −ẙ| 2 , Φ(x,ẙ) = −Φ(ẙ,x), and Φ(x,ẙ) = 0 if and only ifx =ẙ, for all (x, y) ∈ D × D. And the symbol here satisfies
where the phase on D is
and the symbol a + (x, y, t) ∈ S n cl (D × D × R + , T * 0,n X ⊠ T * 0,n X). Also, for any small open neighborhood Ω containing Y and all χ, τ ∈ C ∞ 0 (Ω) such that supp(χ) ∩ supp(τ) = ∅, then χΠ (n) ≤λ τ is a smoothing operator.
To calculate (3.27) via Proposition 3.6, we need to consider the integral under the BRT coordinates patch D :=D × (−π, π) in Theorem 2.2. First, note that under BRT coordinates, for x ∈ D and e iθ • x ∈ D, we have e iθ • x = (x 1 , · · · , x 2n , x 2n+1 + θ). Second, to make sure all the calculation are under BRT patch, for (x, y) ∈ D × D, we have to consider a smaller open set D p ⊂ D such that D p ⊂ D, and cut-off functions χ 0 , χ 1 ∈ C ∞ 0 (D), where χ 0 ≡ 1 on D p and χ 1 ≡ 1 on supp(χ). Notice that Π
≤λ,m (x, y), wherex := (x 1 , · · · , x 2n , 0). This holds because from (3.5), Π
≤λ (e iθ •x, y)χ 0 (y)e −imθ dθ
where (3.30)
≤λ (e iθ •x, y)χ 0 (y)e −imθ dθ and
≤λ χ 0 is a smoothing operator in view of Proposition 3.6, we can apply integration by parts with respect to θ. Because the boundary term vanishes for periodic reason, we can find that I 2 = O(m −∞ ). As for (3.30), we shall write
Similarly, on D P × D p , we write Π 
Here,
We first handle the case for q = n:
Proof. Consider a cut-off function χ 2 (θ) ∈ C ∞ 0 (R), χ 2 (θ) ≡ 1 when |θ| ≤ π 4 and χ 2 (θ) ≡ 0 when π 2 ≤ |θ| < π. Write
where I 5 has the integrand cut off by χ 2 and I 6 is the one cut off by 1 − χ 2 . Since t ≥ 0, the term ∂ψ + ∂θ = −t − 1 = 0 for all θ ∈ (−π, π), so we can write e imψ + = ∂ ∂θ e imψ + −im(t+1) . Take I 5 = I ′ 5 + I ′′ 5 , where I ′ 5 is the integration taken over 0 ≤ t ≤ 1 and I ′′ 5 is the one taken over t > 1. By using integration by parts with respect to θ, we can find both I ′ 5 = O(m −∞ ) and I ′′ 5 = O(m −∞ ). Thus,
. As for I 6 , for the casex =ẙ, we have Imψ + = ImΦ(x,ẙ) > 0, so Π (n) ≤λ,m (x, y) = O(m −∞ ) by the elementary inequality that for any m, N ∈ N, m N e −m ≤ C N for some constant C N > 0. For the casex =ẙ, ψ + = −(θ − y 2n+1 )t − θ. Notice that we may assume θ − y 2n+1 = 0 on I 6 by taking the open set D p small enough. Consider a cut-off function τ ∈ C ∞ 0 (R), τ(t) ≡ 1 when |t| ≤ 1 and τ(t) ≡ 0 when |t| ≥ 2. Set
Note that ∑ ∞ j=0 τ j = 1 and
By the construction of oscillatory integral, for example see [14, Theorem 7.8.2] , in this case , we can integration by parts with respect to t, and after combining (3.35), (3.36 ) and a + (x, y, t) ∈ S n cl (D × D × R + , T * 0,n X ⊠ T * 0,n X), we can find that I ′′ 6 = O(m −∞ ). On the other hand, in (3.37), we can also integration by parts with respect to t; however, the boundary term appears at t = 0. Fortunately, thanks to χ 1 has compact support in (−π, π) and e −im(−(θ−y 2n+1 )t−θ) = ∂ ∂θ e −im(−(θ−y 2n+1 )t−θ) im(t+1)
, we can again apply integration with respect to θ, and no boundary term will appear. In this way, we can also find
In particular, from (3.28) and Theorem 3.1, we find that:
Next, for the case q = 0, take the point p ∈ Y which we set in the beginning of this section, and we can find that at the point 
is an almost analytic extension of ψ − with respect to (t, θ). Therefore, we consider the decomposition also denoted by
where I 7 is the one cut off by a bump function χ 3 (t, θ) ∈ C ∞ 0 (R 2 ) and I 8 is the one cut off by 1 − χ 3 . Here, χ 3 satisfies
. On one hand, similar to the proof of Proposition 3.7, consider a cut-off function τ ∈ C ∞ 0 (R), τ(t) ≡ 1 when |t| ≤ 1 and τ(t) ≡ 0 when |t| ≥ 2. We also set τ j as in (3.35) , j ∈ N. Again, by taking D p small enough, we may assume that ∂ t ψ − := ∂ψ − ∂t = θ − y 2n+1 + Φ(x,ẙ) = 0 on I 8 . Take the decomposition I 8 :
im∂ t ψ − , for (3.40), we can take integration by parts with respect to t, and combine with (3.35), (3.36) and a − (x, y, t) ∈ S n cl (D × D × R + ) to show that I ′′ 8 = O(m −∞ ). Also, since χ 1 has support in (−π, π), for (3.39), we can apply integration by parts with respect to t and θ as in Proposition 3.7 to show that 
, and by the construction of almost analytic extension, we can find that (3.42) A 0 (p, p) = (a − ) 0 (p, p) = det L p 2π n+1 . We sum up the discussion so far as the following local result: 
Here,x := (x 1 , · · · , x 2n ),ẙ := (y 1 , · · · , y 2n ); the function Φ(x,ẙ) is a complex-valued function satisfying:
Before preceding, note that in view of Proposition 3.6, we see that Π
≤λ is smoothing away from the diagonal. From this observation, we can eother use integration by parts with respect to θ in (3.27) for the case near Y or apply Thoerem 3.1 for the case away from Y to show that : Proposition 3.10. For (q 1 , q 2 ) ∈ X × X such that q 1 and q 2 are not in the same S 1 -orbit, then on U × V, Π 
Recall that
Let p ∈ Y with BRT coordinates patch D near p as in Theorem 2.2 and (x, y) ∈ D × D. We first observe that (e iθ 1 , · · · , e iθ d ) • x / ∈ D, then
≤λ,m (e iθ 1 , · · · , e iθ d ) • x, y = O(m −∞ ).
One way to see this is by writing
≤λ,m (e iθ 1 , · · · , e iθ d ) • x,ŷ .
Clearly, (e iθ 1 , · · · , e iθ d ) • x andŷ must not in the same S 1 -orbit, otherwise there exists aθ ∈ (−π, π) such that (e iθ 1 , · · · , e iθ d ) • x = e iθ •ŷ = (ẙ,θ) ∈ D leading to a contradiction. From Proposition 3.10, this implies that
≤λ,m (e iθ 1 , · · · , e iθ d ) • x, y = O(m −∞ ). In view of (3.43), for simplicity, we assume
from now on. Moreover, Proposition 3.11. Let p ∈ Y and D p :=D p × (−ǫ, ǫ), where ǫ is a small number, as in Proposition 3.9,
Proof. If (e iθ 1 , · · · , e iθ d ) • x and y are in the same S 1 -orbit, i.e. there is aθ ∈ (−π, π) such that (e iθ 1 , · · · , e iθ d ) • x = e iθ •ŷ = (ẙ,θ) / ∈ D p , then there must be |θ| > ǫ > |y 2n+1 |. Take cut-off functions χ 0 ,
where τ(t) ≡ 1 when |t| ≤ 1 and τ(t) ≡ 0 when |t| ≥ 2, and set τ j (t) := τ(2 −j t) − τ(2 1−j t), j ∈ N, τ 0 := τ. From (3.29), (3.30), (3.31) and (3.32) we can find
, y, t)χ 0 (y)dtdθ =: I 9 + I 10 .
Since θ − y 2n+1 = 0, we can apply integration by parts with respect to t to show that I 10 = O(m −∞ ); moreover, since χ 1 has compact support in θ, we can also apply integration by parts with respect to θ to show that the boundary term appeared in partial integration with respect to t in I 9 is also O(m −∞ ). So when (e iθ 1 , · · · , e iθ d ) • x and y are in the same S 1 -orbit, Π where the phase function is
and the symbol
We shall also notice that when (θ 1 , · · · , θ d ) = 0, there must bex ′ =x, otherwise we will have
where θ 0 := x ′ 2n+1 − x 2n+1 mod (−π, π), contradicting Assumption 1.2. Thus, ImΨ(x, y, θ 1 , · · · , θ d ) = ImΦ(x ′ , y) > 0 for (θ 1 , · · · , θ d ) = 0.
We hence consider a cut-off function χ(θ 1 , · · · , θ d ) ∈ C ∞ 0 (R d ) such that χ = 1 near (θ 1 , · · · , θ d ) = (0, · · · , 0). Write 1 (2π) d T d e imΨ(x,y,θ 1 ,···θ d ) A(x ′ , y, m)dθ 1 · · · dθ d = I 9 + I 10 where we cut the integrand of I 11 by χ(θ 1 , · · · , θ d ) and the one for I 12 by 1 − χ(θ 1 , · · · , θ d ). Note that in the integrand of I 12 we have ImΨ > 0, so I 12 = O(m −∞ ) by the elementary inequality that for any m, N ∈ N, m N e −m ≤ C N for some constant C N > 0. As for the I 11 , we shall apply the Melin-Sjöstrand stationary phase formula Proposition 2.3 to establish the asymptotic expansion for torus equivariant Szegő kernel. We now fix a point p ∈ Y and a small enough BRT patch D p containing p. We claim that the point (x, y, θ 1 , · · · , θ d ) = (p, p, 0, · · · , 0) satisfies the requirement in the Proposition 2.3. To see this, first note that in real coordinates (x, y) = (x, x 2n+1 ,ẙ, y 2n+1 ) we have
Under the local expression of the phase function [21, Theorem 3.4] in terms of canonical coordinates, we have relations (3.47) φ − (x, y) = x 2n+1 − y 2n+1 + Φ(x,ẙ) and d x φ − (x, y)| x=y = −ω 0 (x).
We can hence get (3.48) − ω 0 (p) = ∂φ − (x ′ , y) ∂x ′ dx ′ x=y=p θ=0 = −dx 2n+1 + ∂Φ(x ′ ,ẙ) ∂x ′ dx (p, p, 0) and for j = 1, · · · , d, To examine whether the submatrix
is positive definite, it sufficies to take any 0 = u ∈ M d×1 (R) and D :=
which is equivalent to examine whether D is of full rank. And this is in fact guaranteed by assumption that the torus action is free near Y and the assumption that p ∈ Y is a regular level set. One way to see this is to take the map σ x : T e T d → T x X by ∂ ∂θ j → T j = ∂ ∂θ j θ j =0
(1, · · · , e iθ j , · · · , 1) • x.
For the torus action is free, i.e. {g ∈ T d : g • x = x, x near Y} = {e}, the map σ x is injective. So the column vectors
has rank d. Also, since p is in a regular level set, we know that is of rank d. Since the one form ω 0 is torus invariant, we know that L T j ω 0 = 0 for all j = 1, · · · , d. So the Cartan formula L T j ω 0 = T j dω 0 + d(T j ω 0 ) suggests that the one forms T j dω 0 (p) = 0 for all j = 1, · · · , d, otherwise for all j = 1, · · · , d, d(T j ω 0 )(p) = 0, leading to a contradiction. We also note that T 0 dω 0 ≡ 0. One way to see this is that under BRT coordinates Theorem 2.2 T 0 = ∂ ∂x 2n+1
and dω 0 is independent of x 2n+1 . Write
and if we suppose that
has rank less than d, we can find numbers (α 1 , · · · , α d ) ∈Ṙ d such that ∑ d j=1 α k ∂x ′ k ∂θ j (p, 0) = 0 for all k = 1 · · · , 2n and ∑ d j=1 α j ∂x ′ 2n+1 ∂θ j (p, 0) = 0 (recall [T 1 , · · · , T d ](p) has rank d). However, this means that T 0 (p) = ∑ d j=1 α j T j (p)
, which leads to a contradiction (T 0 dω 0 ) (p) = 0. So the matrix (p, p, 0) = 0.
The above discussion implies that the point (x, y, θ 1 , · · · , θ d ) = (p, p, 0, · · · , 0) satisfies the assumption in Proposition 2.3, where p ∈ Y is fixed. Letθ 1 (x, y), · · · ,θ d (x, y) be the solution of the equations ∂Ψ ∂θ j x, y,θ 1 (x, y), · · · ,θ d (x, y) = 0, j = 1, · · · , d, in a neighborhood of (x, y) = (p, p) ∈ C 2n withθ j (x, y) = 0 at (x, y) = (p, p) for all j = 1, · · · , d, whereΨ ia an almost analytic extension of Ψ in the variable θ j 's andθ j 's are allowed to be complex near (0, · · · , 0) ∈ C d . Accordingly, by complex stationary phase formula Proposition 2.4 and the basic properties of almost analytic extension, up to an element in O(m −∞ ), the torus equivariant Szegő kernel Π (0) ≤λ,m,mp 1 ,··· ,mp d (x, y) is (2π) −d e imΨ(x,y,θ 1 (x,y),··· ,θ d (x,y)) det mΨ ′′ θθ (x, y,θ 1 (x, y), · · · ,θ d (x, y)) 2πi − 1 2 χ θ 1 (x, y), · · · ,θ d (x, y) Ã ( x ′ (θ 1 (x, y), · · · ,θ d (x, y)), y, m). A 0 (p, p) det Ψ ′′ θθ (p,p,0,··· ,0) i
Here, we choose the branch as in Proposition 2.4 such that det Ψ ′′ θθ (p,p,0,··· ,0) i 1 2 > 0. To finish the proof of Theorem 3.3, it establish the followings: 
