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With recent advances in workstation technology, operators are often asked to perform complex 
tasks that require a tremendous amount of real-time information processing.  In order to avoid 
poor task performance due to the operator’s cognitive limitations, it would be advantageous to be 
able to probe an operator’s cognitive state while performing such tasks.  The current study 
investigates whether operators exhibit changes in seated posture as a result of changing cognitive 
task conditions.  Furthermore, the current study presents means of quantifying such seated 
postural changes in real-time and uses these measures to construct an implicit cognitive state 
gauge.  
Fourteen subjects performed a simulated air space monitoring task in which they tracked 
multiple 75.0 sec long waves of incoming aircraft with various levels of difficulty.  Subjects 
were instructed to identify all incoming aircraft and to attend to them based on the level of threat 
that they posed.  While performing the task, subjects’ seated postural changes were monitored by 
tracking the distribution of pressure over the seat and back pads of the chair.  This distribution of 
pressure was used to calculate changes in seated center of pressure, seat torsion, and the extent to 
which subjects used the back of the chair to brace themselves.   
Subjects demonstrated a significant decrease in seated postural changes over the course 
of more difficult waves (high number of aircraft on screen) in comparison to easier waves (low 
number of aircraft on screen).  When subjects completed waves with 24 tracks on screen 
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compared to waves with 6 tracks on screen, the distance traveled by the seated center of pressure 
decreased 40.3%, transverse-plane seat torsion decreased 32.2%, and the total change in distance 
between the left and right ischial tuberosities decreased 38.1% on average.  The correlation of 
subjects’ postural changes to the changing number of tracks on screen was consistently high 
while the number of tracks on screen was increasing and was consistently low after the 
maximum number of tracks on screen had been presented.  It was concluded that specific 
changes in seated posture can be associated with how subjects update their situational awareness 
of task conditions.      
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1.0  SPECIFIC AIMS 
The long term goal of this project is to devise a completely unobtrusive means of gauging 
changes in a seated computer operator’s cognitive state that are due to changing task conditions.  
Constructing such a gauge will make it possible to detect scenarios in which (a) there is a risk of 
exceeding the operator’s cognitive abilities and (b) the operator is not properly aware of the task 
conditions.  Avoiding such scenarios reduces the likelihood of catastrophic task performance.  
Specifically, this thesis proposes that dynamic seated posturography can identify specific 
postural responses that are indicative of an operator’s level of engagement in a task and 
awareness of the task conditions.   
It has been demonstrated in several past studies that increasing the difficulty of a 
cognitive task correlates with quantifiable standing postural changes.  However, most real-life 
tasks that require an operator to make decisions based on rapidly-presented information are 
performed by seated operators, such as air-traffic controllers and motorists.  Although changes in 
seated posture due to increased cognitive demands have been investigated, current research is 
based largely on non-quantified evaluation of posture such as nonverbal communication.  
Therefore, it is the objective of this thesis to 1) quantitatively measure seated posture during task 
performance and identify specific alterations that can be correlated to task difficulty and 2) use 
the aggregate of these postural alterations to construct a mathematical classifier that is capable of 
predicting the contexts of the task.   
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Specific Aim 1: To provide measures based on the distribution of pressure over the seat which 
demonstrate that seated posture is altered in response to the increased cognitive demands of a 
simulated air-space monitoring task.   
H.1 While performing a simulated air-threat monitoring task, changes in a subject’s 
seated posture that occur over the course of an entire trial can be correlated to the trial’s 
level of difficulty.  Such measures are based on the change in position of the seat-buttock 
interface center of pressure and the position of the left and right buttocks center of 
pressure with respect to each other, representing a seated base of support.  
   
Specific Aim 2: To predict the contexts of a simulated air-space monitoring task in real-time 
by classifying changes in a  collection of seated posture variables. 
H.2 The alterations in seated posture exhibited by subjects throughout the course of a 
trial can be used to predict the changing contexts, and subsequent changing difficulty, of 
the simulated air-threat monitoring task.   
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2.0  BACKGROUND AND SIGNIFICANCE 
2.1 SCOPE OF THE PROBLEM 
The emphasis placed on military and civilian workstation operators (e.g. computer users, 
motorists) to multitask has increased with the advancement of computer technology.  For 
example, a motorist may simultaneously process information regarding traffic patterns, incoming 
phone calls, and a navigation system.  Military personnel may be asked to operate multiple 
unmanned aircraft at one time.  What must be considered by those who design the workstation 
interfaces is that the amount of information one is capable of processing at any moment is 
limited [26, 58]. Human information processing capabilities have therefore become the 
constraining factor in human/machine interaction [52].  Although placing excessive cognitive 
demands on an operator is detrimental to proper task performance, current human/workstation 
interfaces are not sensitive to the operator’s cognitive limitations except through performance 
statistics.  It would therefore be advantageous to develop a system capable of probing the 
operator’s cognitive state and subsequently modifying task presentation and objectives so as to 
maximize productivity [58].  This would potentially allow the system to detect that the operator 
is close to exhausting his or her cognitive capabilities or is not prepared to perform the task 
before performance degrades.   
Military and industrial sources predict that, in the coming decades, significant research 
and development efforts will be devoted to improve user/workstation interfaces to make them 
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more aware of the user’s cognitive needs and abilities [16].  To date, progress in developing 
closed loop user/machine systems has largely been made due to The Defense Advanced 
Research Projects Agency’s (DARPA) Augmented Cognition program (AugCog).  The objective 
of the AugCog program is to extend “the information management capacity of the human-
computer warfighting integral by developing and demonstrating quantifiable enhancements to 
human performance in diverse, stressful, operational environments” [8].  
 As members of the AugCog program, our research group investigates means of 
implicitly gauging cognitive state, while other members investigate using this information to 
enhance task performance.  In order to best serve the objectives of the AugCog program, such 
cognitive state gauges must (a) be capable of operating in nearly any environment, (b) be 
compatible with other sensors, (c) provide meaningful data in real-time without the need for 
post-collection analysis, and (d) be effective regardless of the subject population [32, 52, 57].  In 
addition, the means of gauging cognitive state should not interfere with an operator’s ability to 
perform the given task in a natural manner due to setup/calibration requirements or any means of 
physically interfering with them, as it would impede productivity.      
2.2 RESEARCH BACKGROUND 
2.2.1 Cognition and Task Performance 
The present study aims to identify seated postural changes that are associated with changes in 
cognitive state that occur while an operator updates his or her awareness of a given task.  This 
awareness of surrounding conditions that a person develops to complete a task is referred to in 
human factors literature as situational awareness.  Endsley [21] states that developing this 
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understanding is dependent on: (1) perception of information; (2) comprehension of the 
information within the contexts of the situation.  Endsley further suggests that developing 
situational awareness is a precursor to all decision making and subsequent action during task 
performance.  Therefore, it is necessary to maintain a certain level of awareness of task 
conditions in order to properly complete the task, which can be cognitively demanding.  
The definition of situational awareness is very broad, and it can encompass a wide range 
of cognitive activity.  However, our ability to develop an understanding of a given situation is 
intuitively dependent on perception of information.  It is therefore reasonable to conclude that 
the structure of situational awareness is dependent on how humans perceive events.  Zacks et al 
[64] researched the structure of event perception by studying subjects while they viewed videos 
of actors performing common goal-oriented tasks (e.g. making a bed).  During the first viewing 
of the video, fMRI images of the brain were acquired while subjects passively viewed the video.  
During two successive viewings, subjects identified (a) the beginning and end of what they 
perceived as the smallest meaningful units of the task during one viewing, and (b) the beginning 
and end of what they perceived as the largest meaningful units of the task during the other 
viewing.  Based on differences in cortical activation responses, it was concluded that perception 
of the small units is in fact distinct from perception of large units.  Furthermore, in a separate 
study performed by Zacks et al [65], it was concluded based on the temporal alignment of unit 
boundaries that these units are hierarchically structured: The perception of large units of a task 
can be broken down into the perception of the small units.    
Just as event perception has been defined by the hierarchical structure of large and small 
event units, situational awareness can be divided into analogous components, termed global and 
local awareness [10, 31].  Global awareness represents an operator’s perception, understanding, 
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and prediction of the task as a whole, and it is influenced by the collective interactions of all 
subtasks making up the task.  Local awareness represents an operator’s perception, 
understanding, and prediction of each of the subtasks.  Consider the task in the present study in 
which operators are required to monitor a simulated air space.  An operator must identify all 
incoming tracks (aircraft) and decide whether to ignore them or neutralize them based on their 
identified threat level and bearing.  At a given moment, an operator will have developed a local 
awareness based on identifying and assessing a specific track.  In addition, the operator would 
also have developed a global awareness of the general condition created by all of the tracks on 
screen (i.e. busy, calm, under attack).   
Tasks with rapidly changing contexts require operators to make decisions frequently.  
Doing so requires constant update of global and local awareness of the situation.  In such tasks, 
maintaining proper situational awareness can require a major effort from the operator, which is 
especially true when the operator lacks substantial task experience [21].  Therefore, updating 
situational awareness is more cognitively demanding during a highly dynamic task than a less 
dynamic task.    
2.2.2 Current Gauges of Cognition  
The current study proposes that measuring dynamic seated posture will help to gauge changes in 
cognitive state pertaining to task completion.  Other means of gauging changes in cognitive state 
have already been developed, although there does not yet appear to be a standard for doing so.  
In addition, the current means of gauging cognitive state are not yet suitable for use in real-world 
workstations.   
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Assessment of cognitive state is dependent on the use of psychophysiological sensors that 
provide explicit and implicit measures of neural activity [57].  Explicit measures have the 
potential to reflect activity in specific regions of the brain, which would allow us to infer 
cognitive state based on our knowledge of functional neuroanatomy.  Implicit cognitive state 
cues measure motor consequences of brain activity.     
Explicit measures of neural activity record brain activity via continuous and event related 
electrical encephalography (EEG), Positron Emission Tomography, functional Magnetic 
Resonance Imaging, and functional Near Infrared Spectroscopy [12, 20, 57, 58].  It has been 
demonstrated that EEG can be used to successfully derive measures indicative of workload and 
perceived difficulty [12, 20].  Since EEG analyses have classically been associated with complex 
sensor configurations that require significant processing and hinder task performance due to 
physical constraints, much work has been performed to develop simplified EEG systems that can 
be practically used in real-world workstations.   
Duta et al [20], for example, developed a neural network model that is capable of 
successfully gauging vigilance, an important factor in probing cognition, using only mastoid 
channel EEG.  This offers a great advantage over other systems that require EEG, EMG, and 
EOG input for vigilance monitoring.  Berka et al [12] were similarly able to detect changes in 
neural activity involved in alertness and cognitive workload using a new lightweight, wireless 
EEG system with fixed-position sensors.  While such findings are very promising in our attempt 
to infer cognitive state, EEG analysis is not yet capable of serving as a lone cognitive state gauge 
that can be used to enhance task performance.  EEG data is highly susceptible to being plagued 
with artifact caused by muscle activity or sensor movement.  In Duta et al’s study, only 80% of 
the mastoid channel data collected to train the model was reported as artifact free.   
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Other investigators have therefore turned their attention to developing indirect means of 
inferring cognitive state that may compliment or possibly even replace systems that rely on 
explicit measures of neural activity.  Such measures include eye movement, pupil dilation, heart 
rate, and galvanic skin response [32, 57].  Hoover et al [32] developed a cardiovascular index of 
the autonomic nervous system, in which changes in respiratory sinus arrhythmia are measured in 
order to quantify vagal activity.  In comparing tasks with various difficulty levels to rest state, 
they were able to demonstrate a significant difference in arousal level between rest state and the 
most difficult level of task.  However, it is likely a more sensitive and selective measure of 
arousal measurement will be required to effectively augment an operator’s task performance. 
Current measures of cognitive state lack precision, and in addition the sensors used to 
probe cognitive state can not yet be feasibly used in real-world operational environments.  
Current sensors often have physical limitations (e.g. size, tethering), and require extremely 
precise placement for accurate data collection and significant calibration time.     
A robust psychophysiological cognitive state cue that can be monitored in a completely 
unobtrusive manner has yet to be identified.  Past research has reported that performance of 
cognitive tasks is accompanied by various specific changes in human posture.  Given the current 
state of motion tracking technology, such postural changes that occur during cognitive task 
performance can be monitored in a completely unobtrusive manner.  Therefore, researchers have 
begun to investigate whether dynamic posture can serve as an effective cognitive state cue that 
can be used for augmenting cognitive task performance.            
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2.2.3 Cognition and Standing Posture 
Most research that focuses on the relationship between cognition and postural control 
concentrates on standing postural control.  Although the present study is concerned with changes 
in seated posture, studying standing posture literature provides examples of how cognition-
dependent postural changes have been quantified. 
Current models that define the integration of neural input required to maintain stable 
standing posture include some level of cognition [33, 34, 46, 47].  Although there is no specific 
neuro-anatomical basis for hypothesizing that cognition is imperative for maintaining posture or 
that substantial cognitive processing can interfere with postural control, EEG has been used to 
demonstrate how cortical activity changes when a postural task and cognitive task are performed 
concurrently.  Quant et al [46] reported changes in the N1 response (a distinct cortical activation 
pattern measured using scalp EEG electrodes that is observed 100 to 200 ms after exposure to a 
postural perturbation) when standing subjects performed a visual tracking task while being 
subjected to horizontal perturbations.  Combining the postural task and the visual tracking task 
resulted in a decrease in the magnitude of the N1 response (though no temporal delay was 
evident) and a subsequent increase in center of pressure (COP) excursion when compared to 
performing the postural task alone.  The increase in COP excursion demonstrates that subjects’ 
postural control strategies are altered in response to performing dual cognitive/postural task.  It 
was conclude that the diminished N1 response is the result of a reduction in available cognitive 
resources, and therefore posture-related cortical activity is altered in response to increased 
cognitive demands.   
Rather than seeking anatomic evidence to better understand the role of cognitive 
engagement in postural tasks, most postural control literature studies alterations in performance 
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that are exhibited when cognitive tasks and postural tasks are performed concurrently.  The two 
main hypotheses driving such testing are: (a) postural tasks and cognitive tasks compete for 
common supraspinal resources which are limited [7, 14, 28, 36, 62]; (b) attentional shifts occur 
as subjects redefine which of the two tasks is primary and which is secondary [38, 43, 48].  
Regardless of which (or if either) hypothesis is correct, it is commonly found that performance 
will be altered in the postural task, the cognitive task, or both when the combined effort requires 
a sufficient amount of attention.   
Typically, the stability of standing posture is quantified using a force-sensing platform to 
measure changes in position of the ground-foot interface center of pressure (COP) [45].  
Although healthy humans are typically capable of maintaining steady-state balance, quiet 
standing is still characterized by small changes in COP due to movement about the ankle and hip 
[61].  This movement is typically referred to as postural sway.  The comparison of postural sway 
in healthy subjects and patients during both quiet and perturbed stance is used as a means of 
objectively evaluating postural deficits.  For instance, monitoring abnormalities in postural sway 
patterns has been used to study diminished postural control in Parkinson’s patients [13, 39], 
vestibular deficient patients [3], and elderly subjects [4, 54]. 
Studying changes in sway patterns with respect to simultaneously presented postural 
tasks and cognitive tasks, referred to as a dual task paradigm, has proven useful in attempting to 
more clearly define the role of cognition in postural control.  Dual task paradigm studies 
recognize altered posture and task performance as dependent variables and the difficulty and 
modality of the postural and cognitive tasks as independent variables [63].  The difficulty of the 
postural task may be altered by introducing perturbations [14, 43, 48], sway referencing [7], 
muscle stimulation [5, 6], unstable stance position [7, 36, 40], or having subjects perform a gait 
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task [36].  Testing patients with impaired balance also increases the variability of postural 
control [6, 7, 14, 27, 28, 39].  Researchers have also used a variety of cognitive task modalities, 
including mathematical [5, 6, 27, 28, 37, 39], auditory and visual reaction time [14, 36, 48], 
visual association [27, 40], and visual tracking tasks [38, 43].  Subjects with impaired cognitive 
abilities, such as Alzheimer’s patients, have been used in order to introduce variability [50].  
Dual task studies often focus on increasing the difficulty of the postural task and 
observing subsequent changes in performance of both the postural and cognitive tasks.  
Andersson et al [7] had healthy subjects and balance-impaired patients perform a visuospatial 
memory task in a seated position and while standing on a sway-referenced platform (designed to 
reduce proprioceptive information from the ankle) with eyes open and with eyes closed.  It was 
found that healthy subjects were significantly less likely to perform the task correctly while 
standing with eyes opened or closed compared to the seated condition, and patients were 
significantly less likely to perform the task correctly while standing with eyes closed when 
compared to the seated condition.  While cognitive performance results were similar between 
groups when the postural task became more difficult, postural performance differed: Sway 
increased in control group subjects when the memory task was introduced but sway decreased in 
patients.   
In a separate study by Andersson et al [6], healthy subjects and balance impaired subjects 
were asked to count backwards by seven for twenty seconds while being subjected to vibratory 
calf stimulation.  Similar to Andersson’s previously cited study [7], it was found that patients 
exhibited less anterior-posterior sway while performing the dual task compared to the postural 
task alone.   
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Brauer et al [14] presented healthy and balance-impaired older adults with an auditory 
reaction time task with simultaneous translational perturbation.  In the dual task scenario, 
balance-impaired adults completed the cognitive task with increased reaction time compared to 
healthy subjects.  Unlike Andersson et al’s  studies [6, 7], impaired patients took longer to 
stabilize their balance following perturbation in the dual task scenario compared to perturbation 
alone, which implies that postural control had suffered in response to the cognitive task. 
The deterioration of cognitive task performance that accompanies increased postural 
demands observed in these studies helps us to conclude that maintaining balance does tax 
cortical resources.  However, postural performance results are often inconsistent across such 
studies [49].  Maki et al [37] propose that dual tasks invoking heightened arousal versus 
heightened attention may yield different postural results.  Maki et al define attention as, “a 
focusing of cognitive resources on a specific task,” (p. 54) and arousal as, “a non specific state 
of readiness to respond” (p. 54).  Perturbation tasks require subjects to prepare to react very 
quickly to an unexpected change in postural demands, which heightens arousal according to 
Maki et al’s definition.  Standing on a sway-referenced platform, on the other hand, requires 
increased attention due to continuous readjustment throughout the entire trial.  Although 
attention and arousal are states that are difficult to define, this might help to explain differences 
in results reported in such studies.  
Unlike the previous three studies, the experiments performed by Maki et al [37] only 
used the cognitive task as an independent variable without applying any type of postural 
perturbations.  Standing in a wide-based stance to insure postural stability, healthy young adults 
were presented with various listening tasks intended to elicit attention, arousal, or both.  Skin 
conductance was measured in an attempt to quantify arousal, and subjects were asked to evaluate 
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their anxiety as a subjective measure of arousal.  While performing a math task, which was 
intended to raise arousal and attention, it was found that subjects who reported experiencing a 
high level of anxiety demonstrated a direct correlation between skin conductance and an anterior 
shift in COP.   
In a similar study, Melzer et al [40] performed dual task testing in which healthy young 
and older subjects were asked to perform a visual association task (a modified version of the 
Stroop test).  The only variability in the postural task was that subjects stood with both wide 
(easy) and narrow (difficult) bases of support.  It was reported that young subjects standing with 
a narrow base of support had an increased COP path length and mean COP velocity, implying 
decreased postural stability, while performing the cognitive task compared to quiet stance alone.  
Older subjects standing with a narrow base of support, however, demonstrated a decrease in COP 
area, implying improved postural stability, while performing cognitive task compared to quiet 
stance alone.  What is more interesting is that with both groups standing in a stable, wide-based 
position, COP path length, elliptical area, and sway velocity all increased when comparing dual 
task to single task.  Although it is again difficult to identify postural tendencies in these studies 
due to variability of cognitive tasks and subject populations, it has been demonstrated that 
increasing cognitive demands results in altered posture even when the postural task is as simple 
as wide-based standing!  This further proves how sensitive postural control strategies are to 
increased cognitive demands.  
Due to the lack of clinical significance, very little research has been devoted to studying 
supraspinal contributions to seated postural control.  Standing posture is less stable than seated 
posture due to increased physical demands and the integration of more sensory information.  
Patients with vestibular impairments are severely more hindered, and subsequently are at higher 
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risk of suffering injury while attempting to maintain standing balance than seated balance.  
Similarly, older adults often have a history of repeated falls that occur during gait due to 
impaired upright maintenance of balance.  In the standing postural control literature, seated 
posture is even considered stable enough to use as a  control condition [7, 36].  However, the 
relationship between seated posture and cognition has long been studied in nonverbal 
communication research [15, 19, 30, 53].  Recent interest in gauging the cognitive state of seated 
operators has also led researchers to investigate the use of cognition-dependent seated postural 
changes to develop such a gauge [10, 41, 42].   
2.2.4 Cognition and Seated Posture 
2.2.4.1 Nonverbal Communication 
As humans, we commonly monitor the motions of others people in order to evaluate task 
performance [51] and to provide structure to our perception of task performance [56].  In a study 
performed by Speer et al [56], subjects passively viewed films of actors performing common 
goal oriented tasks while cortical blood flow was measured using magnetic resonance imaging 
(MRI).  Subjects then viewed the videos again and were instructed to identify when they felt 
meaningful segment boundaries occurred.  By examining the MRI images at instances at which 
subjects reported segment boundaries, it was found that reported segment boundaries were 
temporally aligned with spikes in cortical activity in the extrastriate-motion complex, a region of 
the cortex associated with motion perception.  They concluded that humans monitor motion cues 
to structure event perception.  Since we depend on changes in human motion to help assess task 
performance, it is logical that we in turn use postural changes to convey information.  For this 
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reason, humans often change their posture as a means of nonverbally conveying information 
[15].   
Nonverbal communication is often associated with facial expressions and hand gestures; 
however, humans also communicate through easily-recognized postural changes [15, 17, 19, 30, 
53].  Shapiro [53] states that while facial expressions are used to express specific emotions, 
posture can be used to express the range of emotion intensity.  In addition, postural changes can 
be used to provide information regarding the structure of task performance, as has been 
demonstrated in studies of human dialogue [15, 17].  Bull [15] states that such forms of 
nonverbal communication may occur without conscious intention and without awareness of how 
significant the cue may be.  Therefore, posture can provide information to an observer that is not 
conveyed through speech or task performance.      
Cassell [17] and Bull [15] have reported that changes in posture are used during dialogue 
to help structure conversation and convey intentions.  Based on observations made of subjects 
engaged in dialogue, Cassell [17] reported that postural shifts (defined as body motion excluding 
hand and eye motion) occur more frequently as the speaker nears the end of what he or she is 
saying.  In addition these postural shifts are significantly longer when the speaker is ending the 
discussion compared to when the speaker is turning discussion over to someone else.  Bull [15] 
similarly reported that seated posture serves as a cue to indicate turn-taking during dialogue.  He 
additionally reported that pre-speech posture provides information regarding the nature of the 
speech.  For example, subjects were more likely to turn their head away from the other speaker 
prior to replying to them and were more likely to raise their head up prior to making a request.      
Posture can also be used to infer the level of interest of someone performing a task.  Bull 
[15] monitored alterations in seated posture while subjects viewed video excerpts which they 
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classified as being interesting or boring.  It was reported that subjects were significantly more 
likely to lean forward during excerpts that they found to be interesting than during excerpts that 
they found to be boring.  Conversely, subjects were significantly more likely to lean backwards 
during excerpts that they found to be boring than during excerpts that they found to be 
interesting.  In addition, subjects were significantly more likely to change head orientation 
during boring excerpts than interesting excerpts.   
Although studies of posture as nonverbal communication clearly demonstrate that we use 
easily-observed seated postural changes to consciously and subconsciously provide those around 
us with information regarding our cognitive state, they rarely quantify seated postural changes.  
Due to the current state of motion assessment technology, recent studies have presented means of 
automating recognition of specific seated posture profiles based on the distribution of seat and 
back pressure [41, 42, 60].  This in turn has enabled Mota et al [41, 42] to automate the process 
of inferring cognitive state based on seated postural changes, which is the objective of the current 
study.  
 In the study performed be Mota et al [42], the interest levels of children playing a video 
game were identified by teachers based on their assessment of the children’s nonverbal 
communication.  Possible interest levels included: high interest; low interest; and taking a break.  
Pressure-sensitive seat pads were used to measure the distribution of pressure over the seat.  A 
feed-forward neural network was trained to classify the resulting pressure profiles throughout the 
trial as: sitting on the edge; leaning forward; leaning forward to the right; leaning forward to the 
left; sitting upright; leaning backwards; leaning back right; leaning back left; slumping back.  A 
set of Hidden Markov Models was trained to predict the identified interest levels based solely on 
dynamic sequences of postures.  These models were able to predict the interest levels of children 
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(as identified by the teachers) with 76.5% accuracy when testing children who were not used in 
training the models.  
Mota et al [42] present a novel and effective means of inferring cognitive state; however, 
the accuracy with which interest level can be predicted is limited by the ability of observers to 
accurately assess nonverbal communication and the effectiveness with which subjects 
nonverbally communicated.  An alternative that may circumvent these limitations is to evaluate 
postural changes with respect to the contexts of the task (i.e. task difficulty or urgency), as has 
been done in the standing posture literature.  It is important, however, to note that this approach 
makes the assumption that a subject’s cognitive state is always correlated to the contexts of the 
task.    
Mota et al’s [42] cognitive state gauge is also limited in that seated posture is analyzed 
solely on nine classifications of seated posture.  It therefore does not detect small-scale changes 
in seated posture that may occur due to changing cognitive demands.  Pfungst [44] reports that 
small-scale involuntary changes in posture, such as head and eye movement, are commonly used 
by humans to convey information even though they are nearly impossible to recognize as non-
verbal communication by other human observers.  The standing posture literature cited above 
further supports that cognition-dependent changes in posture may occur on a very small scale.  
As noted, alterations in standing posture are typically reported as changes in the position of the 
ground-foot interface COP; however, it is difficult to interpret the absolute scale of full body 
postural changes based on this measure alone.  Hauer et al [28] better demonstrated the small-
scale nature of these postural changes by comparing the mean range of the postural sway angle 
(presumably about the ankle) exhibited by cognitively impaired patients during quiet stance and 
while performing a mental arithmetic task.  Performing the cognitive task was reported to have a 
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profound effect on the postural control, which was characterized by a 0.6° increase in mean 
medial/lateral sway and 0.35° increase in anterior/posterior sway.       
2.2.4.2 Small-Scale Changes in Seated Posture 
Very little literature exists that attempts to quantitatively investigate changes in seated posture.  
In order to exploit the full potential of seated posture as a cognitive state gauge, the current study 
proposes to track changes in seated posture with a higher level of spatial resolution so as to 
monitor large-scale changes in addition to small-scale changes.        
It appears that a study performed in part by our research group is the only source that 
investigates whether seated operators exhibit small-scale postural changes as cognitive demands 
increase.  In the study performed by Balaban et al [10], head translation in the anterior/posterior 
direction was tracked while operators performed the same simulated air space monitoring task 
used in the present study (introduced in section 2.2.1).  It was reported that while the number of 
tracks on screen increased during the first half of the trial, operators moved their heads 1-10 mm 
closer to the computer monitor on which the task was presented.  Based on this change in head 
movement, it was concluded that during this initial phase of the trial head position is linearly 
related to task difficulty, which is dictated by the total number of tracks on screen.   
As previously mentioned, the primary means of identifying small-scale changes in 
standing posture is by tracking the ground/foot interface COP.  Many authors investigating 
dynamic seated posture have been able to accurately track the COP of the seat/buttock interface 
using either force plates or pressure-sensitive pads [11, 18, 22, 23, 29, 55].  However, COP 
tracking has not yet been used in studying the effect of increased cognitive demands on seated 
posture changes.     
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3.0  METHODS 
3.1 SUBJECT POPULATION 
Fifteen subjects performed a computer simulated air space monitoring task while seated in a 
posture assessment chair.  The subject population was limited to healthy adults between the ages 
of 18 and 45.  The health of the subjects was characterized based on self-reported history of 
neurological or vestibular disorders, and any physical or mental impairments that would preclude 
computer use and prolonged sitting.  These criteria were in place to recruit subjects that are 
representative of the naval personnel population.   
The results reported in this study are based data collected from 14 subjects.  An 
additional subject was tested, but their data was not analyzed due to equipment malfunction and 
data synchronization errors.  The remaining fourteen subjects ranged in age from 20 to 34 years, 
with a mean age of 23 ± 4 years.  Of these subjects, seven were female (mean age: 23 ± 2 years), 
and seven where male (mean age 24 ± 5 years).  All subjects were asked to carefully read and 
sign a University of Pittsburgh Institutional Review Board-approved informed consent form.  
The purpose of this was to inform them of the goals of the study, all risks and benefits associated 
with the experiment, and their rights as participants.  After having any questions regarding the 
study answered by the approved University of Pittsburgh students conducting the experiment, 
subjects consented to performing the experiment. 
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3.2 EXPERIMENTAL DESIGN 
3.2.1 Cognitive Task  
3.2.1.1 Warship Commander Protocol 
The cognitive task used in this study was a strategic air space monitoring computer simulation 
task developed by DARPA titled Warship Commander Task (WCT) (Figure 1).  St. John et al 
[57] used this air space monitoring task in a previous dual task study that integrated 20 different 
psychophysiological measures of cognitive state.  Based on their analysis of subjects’ 
performance statistics and early-stage analyses of the psychophysiological measures, it was 
found that varying the different WCT difficulty variables significantly affected one’s ability to 
perform the task successfully. 
In this task, subjects were presented with twelve consecutive 75.0 sec testing segments, 
during which a wave of tracks (aircraft) approached the ship’s defensive perimeter, or line of 
engagement.  The subject’s objective was to identify all incoming tracks, warn any tracks 
considered to be hostile if they entered the defensive perimeter surrounding the home ship, and 
neutralize them if they did not leave the defensive perimeter within 3.0 sec.    
Once each 75.0 sec wave commenced, the subject was instructed to first identify the 
threat level each incoming track as (a) friendly, (b) hostile, or (c) unidentified.  This was 
accomplished by tracking an aircraft using the computer mouse, and then highlighting the track 
using the left mouse button.  After a track was highlighted, its threat level could be identified by 
using the left mouse button (left-click) to select the “Identify Friend or Foe” (IFF) interrogation 
command on the operator’s tool bar.  Once the threat level of the track was reported, the track’s 
color would change from gray to blue if it was friendly, red if it was hostile, or yellow if its 
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threat level was unidentifiable.  In addition, its respective threat status would appear on the 
communication screen when the aircraft’s track number was selected on the tool bar.   
 
 
 
 
 
Figure 1. Warship Commander Strategic Air space Monitoring Task. 
 
 
 
If a track was identified as being hostile and within the home ship’s defensive perimeter, 
it is to be warned to leave the area by left-clicking the track and using the “Warn” command on 
the operator’s tool bar.  The subject was then instructed to permit the hostile track 3.0 sec to 
leave the defensive perimeter before neutralizing it using the “Fire” command on the operator’s 
tool bar.  Any track identified as being friendly was not to be warned or fired upon.  The 
assumed threat level of unidentified tracks was presented to the subject on the 
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“Communications” screen once the subject left-clicked on the aircraft’s track number on the tool 
bar at least two seconds after it was identified via the IFF command.  Once the assumed threat 
level of the unidentified track was reported to the subject as either friendly or hostile, it was to be 
dealt with using the appropriate protocol for the threat level.        
The difficulty of WCT was varied throughout the trial in order to vary cognitive 
workload.  This was achieved by modifying (a) the number of tracks in a wave (6, 12, 18, or 24), 
(b) the ratio of unidentified tracks to friendly/hostile tracks, and (c) secondary auditory 
information intended to tax verbal memory, which the subjects were instructed to ignore for this 
particular study (Figure 2).  The previous study performed by St. John et al [57] shows that each 
one of these three effects significantly affects task performance.   
In order to correlate psychophysiological measures to task difficulty, the WCT software 
logged second-by-second contextual information regarding stimuli presentation and performance 
statistics.  Stimuli information included measures such as the instantaneous number of tracks on 
the screen, the number of tasks pending, and an index of urgency that is based on the weighted 
sum of pending tasks and their bearings.  One recorded performance statistic was the score 
achieved by the operator within a certain wave.  This score was based on the number of tracks in 
the wave that were identified, warned, and neutralized correctly according the above protocol.  
Appendix A explains how task performance was scored in more detail.    
 
 
 
 
 
Figure 2. Varying task difficulty during four different waves.  As the maximum number of 
tracks on screen during a particular wave increases, it becomes more difficult for the subject to 
complete the task successfully. 
 
3.2.1.2 Trial Sequence  
Subjects completed two testing sessions over the course of two days.  The first day served as an 
approximately one hour training session.  During this time, the purpose of the study and all risks 
involved were explained to subjects.  Subjects also completed practice rounds of the WCT task 
while no data was collected.   
The second day served as the data collection session, during which time subjects 
completed four testing trials: practice, J, K, and L.  Only results from data recorded during trials 
J, K, and L are reported in this study.  Each of these trials were comprised of twelve consecutive 
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75.0 sec waves of incoming tracks: three occurrences of waves with a maximum of six tracks to 
track, three occurrences of waves with a maximum of 12 tracks to track, three occurrences of 
waves with a maximum of 18 tracks to track, and three occurrences of waves with a maximum of 
24 tracks to track (Table 1).  The trials varied in that trial K consisted of 67% unidentified tracks 
and trails J and L consisted of 33% unidentified tracks.  Because unidentified tracks require more 
complex processing due to their ambiguity, it is more difficult for subjects to complete trial K 
successfully than trials J and L.  Subjects were permitted to leave the chair and testing room 
between rounds as desired, and they were encouraged to do so between rounds J and K.        
 
 
Table 1. The order of trials and their waves during the Second Day of Testing. 
 
 
Trial Maximum Number of Tracks on Screen  During a Wave 
Practice 6 6 6 12 6 12 NA NA NA NA NA NA 
1. J 6 18 12 24 6 18 12 24 6 18 12 24 
BREAK   
2. K 6 18 12 24 6 18 12 24 6 18 12 24 
3. L 6 18 12 24 6 18 12 24 6 18 12 24 
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3.2.2 Experimental Equipment and Environment 
3.2.2.1 Postural Assessment Hardware 
All dynamic posture data was collected using a prototype Dynamic Postural Assessment Chair 
(Figure 3).  This prototype is an operator’s chair from Lockheed–Martin’s Sea Shadow ship that 
has been outfitted with seat pad and back-pad slip covers containing ultra thin 16 in × 16 in 
pressure sensing arrays (VERG, Vista Medical Ltd., force sensitive applications pressure 
mapping pads). Both the seat and back pressure sensing arrays contain 256 resistive pressure 
sensors that are capable of collecting up to 200.0 mmHg with a resolution of 0.1 mmHg (Figure 
4).   
 
 
 
 
 
Figure 3. Left: Schematic if subject in testing position; Right: Actual prototype postural 
assessment chair and workstation. 
 
 
 
Figure 4. Example of a seat pressure profile displayed by an FSA system [25].  The pressure 
recorded by each of the 256 pressure seat sensors is displayed in a two-dimensional array, and a 
color-coded interpolation of the pressure distribution is overlaid for display purposes. 
 
 
 
Data was collected at a rate of 4.57 Hz.  The distribution of seat pressure was qualitatively 
analyzed prior to data collection to ensure that the sensors were not overly saturated (i.e. minimal 
sensors reading 200.0 mmHg) due to subjects having objects (e.g. wallet) in their pockets that 
could potentially cause miscalculation of posture variables.  Similar systems produced by Vista 
Medical Ltd. have been proven to be reliable and capable of accurately measuring the location of 
the ischial tuberosities [2].    
Using these seat pads allowed us to calculate various seated posture measures that are 
dependent of the distribution of seat pressure, such as seated COP.  Typically, rigid force plates 
are used to track standing COP, and so others investigators have constructed chairs using force 
plates as seat pads in order to track seated COP [11, 18, 55].  Although these systems avoid 
problems encountered when using pressure-sensitive seat pads, such as pad creasing and shifting, 
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they are not appropriate for the current study.  Unlike force plates, the pressure-sensitive seat 
pads used in the current study have a very low profile and are capable of conforming to the shape 
of any seat.  This makes them completely unobtrusive and exceptionally easy to integrate into 
real-world workstations.  In addition, the dense array of pressure-sensors that is embedded in the 
pressure-sensitive seat pads allows the distribution of pressure to be monitored  various regions 
of the seat surface.  This enables us to calculate the centers of pressure created by the left and 
right ischial tuberosities, which is necessary for calculating the seated base of support and torsion 
of the pelvis in the transverse plane.   
A magnetic motion tracking system (Flock of Birds, Ascension Technology Corp.) was 
used to monitor the position and orientation of the head and trunk (mid-sternum) with 6 degrees 
of freedom at 103 Hz.  While motion of the head and trunk were tracked during this experiment 
and used for previously reported analyses [10], an objective of this study is to demonstrate that 
the seat and back-pad measurements are sufficiently robust for monitoring postural responses, 
allowing us to eliminate head and trunk motion sensors.  Eliminating the motion tracking system 
reduces analysis complexity and system costs, and makes postural assessment significantly less 
obtrusive. 
3.2.2.2 Computers  
Two personal computers were used in conducting this experiment.  The first computer was used 
to run WCT and log task events and performance statistics.  The second computer was used to 
collect seat and back-pad data using software created by Vista Medical Ltd.  The second 
computer also collected position tracker data using a custom-designed LabVIEW program.  
Initialization of this LabVIEW program was trigged by a multi-byte signal sent via serial 
communication from the first computer to the second computer at the commencement of the 
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WCT.  The synchronized initialization of the programs allowed us to calculate the difference in 
the two computers’ internal clock times.  This allowed us to synchronize seat and back-pad data 
with WCT data,  both of which logged their computer’s respective internal clock time.    
3.2.2.3 Workstation Environment 
In addition to the postural assessment chair, the workstation at which subjects performed the task 
consisted of a stand supporting a 15.0 in LCD monitor used for task presentation, and a standard 
keyboard and mouse/mouse pad for task interaction.  Subjects were given the option to adjust 
stand height, seat position, and screen tilt angle to achieve their most natural working seated 
posture.   
The room in which testing took place contained only the workstation and data collection 
hardware.  Experimenters left the room immediately after commencement of each WCT trial and 
were able to observe the subject through a window from the adjacent laboratory.  This was done 
to avoid distracting subject while he/she performed the WCT.  Subjects wore headphones to hear 
all sounds produced by with the computer task and to block out extraneous noise created by the 
room’s heating and cooling system, computer fans, etc.  
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3.3 DATA ANALYSIS 
3.3.1 Data Conditioning 
As mentioned, each testing trial consisted of 12 distinct 75.0 sec waves of incoming planes.  
After certain trials were eliminated due to equipment malfunction and data synchronization 
errors, data was collected during a total of 420 waves.  For analysis purposes, each of the waves 
within a trial were examined as individual units.  Waves were characterized based on (1) wave 
type, (2) wave occurrence, (3) trial order, and (4) trial type (Table 2). 
  
Table 2.  Conditions that characterize each wave of incoming tracks. 
 
 
1. Wave Type The maximum number of tracks presented within a wave (6, 12, 18, or 24 tracks) 
2. Wave      The first, second, or third occurrence of a particular wave type 
within a trial     Occurrence 
The order in which the trial was presented (trial J is first, trial K is 
presented second, and trial L is presented third)    3. Trial Order 
A wave with a low percentage of 'unidentified' tracks (trials J or L) 
or a high percentage of 'unidentified' tracks (trial K) 4. Trial Type 
  
 
 
Within each wave, all calculated values and task performance statistics were linearly 
interpolated to match the median sample rate of the pressure mapping system, 4.57 Hz.  Discrete 
task performance measures (e.g. Tracks on Screen, Wave Number) were rounded to the nearest 
whole number at each data point following interpolation.  Interpolating the data allowed us to 
evaluate task performance and postural changes at common time points within a wave across all 
subjects and wave conditions.   
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3.3.2 Raw Posture Variables 
Although all calculations and analyses presented here were performed after the data had been 
collected, it is our intention to employ calculations that are optimal for real-time analysis.  This 
will aid in our ability to eventually integrate our system into an operational environment.  Ten 
raw posture variables that are based on the pressure distribution matrix output by the pressure 
sensing pads were calculated at every time point throughout each wave (Table 3).  Collectively, 
these measures of posture allow us to monitor a large range of motions with a high level of 
resolution over the entire scale. 
 
Table 3. Raw Posture Variables 
 
 
1.   Seat Center of Pressure, Anterior/Posterior 
2.   Seat Center of Pressure, Medial/Lateral 
3.   Back Center of Pressure, Superior/Inferior 
4.   Back Center of Pressure, Medial/Lateral 
5.   Base of Support 
6.   Sin (Seat Yaw) 
7.   Root Mean Square of Seat Pressure 
8.   Root Mean Square of Back Pressure 
9.   Total Back Pressure 
10. Total Pressure Ratio 
  
 
 
Centers of Pressure (COPs) of the  seat  pad/buttock  interface and back-pad/back interface 
were calculated based on a weighted average technique (Equation 1, Equation 2).  This method was 
chosen because it requires minimal  processing power, allowing for  optimal  temporal resolution in 
real-time analysis. 
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Equation 2 
 
 
 
The seat pad pressure distribution matrices are oriented so that anterior/posterior movements 
occur in the x-direction and medial/lateral movements occur in the y-direction (Figure 5).  The 
back-pad pressure distribution matrices are oriented so that medial/lateral movements occur in 
the x-direction and superior/inferior movements occur in the y-direction.  The positions of the 
left and right ischial tuberosities were approximated as the COPs of the left and right halves of 
the seat pad pressure matrix (Equation 3, Equation 4, Equation 5, Equation 6).  
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Figure 5. Left: Seat pressure profile with overlay (green) to highlight the location of the left and 
right posterior thigh and buttock.  The subject is oriented so that x = 0 corresponds to the front 
edge of the seat.  Right: Seat pressure profile with overlay highlighting Left Center of Pressure 
(Left COP), Right Center of Pressure (Right COP), Base of Support (BOS), and Seat Yaw Angle 
(SY). 
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Equation 6 
     
 
 
Once the position of the left and right centers of pressure had been calculated, the seated base of 
support (BOS) was calculated as the length of the vector connecting them (Equation 7) (Figure 
5).  It is often noted in standing literature that widening the standing BOS (distance between the 
feet) ensures more stable balance.  Seated subjects are capable of altering their seated BOS by 
internally and externally rotating the femur about the hip.  The left and right centers of pressure 
were also used to monitor changes in subjects’ orientation in the transverse plane.  To do so, the 
sine of the angle between the vector connecting the left and right ischial tuberosities and the front 
edge of the seat was calculated.  This variable is termed sine of seat yaw (SSY) (Equation 8) 
(Figure 5).  
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Equation 7 
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Equation 8 
 
 
     
The root mean square of the seat pressure and the root mean square of the back pressure 
provide a relative measure of a general increase or decrease in movement.  This variable is 
calculated as the standard deviation of the instantaneous first order derivative of pressure at each 
pressure sensor in either pad.  At a given time point during the wave for a given sensor, the 
instantaneous first order derivative of pressure is calculated as the slope of first order polynomial 
fit to the pressure recorded by the sensor within a 1.10 sec (5 data points) window.   
Two variables were calculated to monitor how subjects braced their backs against the 
back of the chair.  Total back pressure was calculated as the sum of pressures recorded at each of 
the 256 pressure sensors imbedded in the back mat.  The total pressure ratio was calculated as the 
ratio of the total back pressure to the sum of the total back and seat pressure.   
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3.3.3 Gross Postural Changes  
To gauge how general tendencies in seated posture varied across wave conditions, certain 
measures were calculated to quantify movement throughout an entire wave.  Such measures are 
commonly reported in standing dual task paradigm literature.  Summing the distance traveled by 
the seat surface COP between sequential time points throughout the wave provides an estimate 
of total movement, ΔCOP (Equation 9).     
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Equation 9 
     
 
 
In addition, the total change in base of support, ΔBOS, was calculated by summing the absolute 
change in BOS between sequential time points throughout the wave (Equation 10), and the total 
change in seat yaw, ΔSY, was calculated by summing the absolute change in seat yaw angle 
between sequential time points throughout the wave (Equation 11). 
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3.3.4 Level of Engagement 
3.3.4.1 Posture-Task Correlation 
An  objective of this study was to identify instances throughout the course of the task when 
posture was affected by changing task conditions.  In order to identify these instances, it was 
determined how each of the ten posture variables (Table 3) were correlated to the number of 
tracks on the screen within a moving window of time.  From data points τ = 21 to τ = Τ-20 of 
each wave, the correlation between tracks on screen (t) and each of the posture variables (Vi) was 
calculated within a 9.0 sec (±20 data points) window centered at the given data point (Equation 
12) (Figure 6).  This correlation was referred to as the level of ‘postural engagement’.   
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 Squaring the correlation coefficient that was calculated at each time point yielded the percentage 
of the observed variance within the window described by the relationship between the posture 
variable and number of tracks on screen.  The term ‘high postural engagement’ was used to 
describe instances in which a posture variable was highly correlated to the number of tracks on 
screen (ri(τ)2 ≥ 0.50) within the window.   
 
 
 
 
 
Figure 6. Example of the moving correlation window.  Here, the base of support (BOS) is being 
correlated with the instantaneous number of tracks on screen in a window centered at data point 
160 (35 sec) as is indicated by the dashed red line.  The solid red lines indicate the upper and 
lower temporal boundaries of the window, which spans ±20 data points. 
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The cumulative relationship of the postural measures that are highly correlated to the 
contexts of the task was then used to construct the implicit gauge of cognitive state.  At each 
point in a wave it was determined how many of the ten posture variables were highly correlated 
with the number of tracks on screen within the moving window (Equation 13).  This was termed 
the ‘cumulative postural engagement response’, N(τ).     
 
N(τ )=
10
ni(τ )
⎧⎪⎪⎩
⎨= 1, ri
2 ≥ 0.50
= 0, ri 2 < 0.50i=1∑
 
 
 
Equation 13 
          
 
   
As will be discussed below, N(τ) appears to be dependent on the contexts of the task (i.e. the time 
course of the number of tracks on screen).  Thus, it is hypothesized based on deductive reasoning 
that the task contexts can be predicted by first predicting the number of highly correlated 
variables at a given data point.  To do so, a mathematical classifier was trained to predict N(τ) 
based on the values of the posture variables at data point τ as well as their values at points prior 
to data point τ.     
3.3.4.2 Multivariate Discriminant Analysis 
Multiple variables measured at a given data point can be used to define a single observation at 
that data point.  Due to the way in which these defining variables co-vary, it is often evident that 
observations made from within the same data set can be segregated into multiple groups.  
Observations belonging to a particular grouping will typically share some common 
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characterization that distinguish them from observations belonging to a different group.  Figure 7 
provides a generic demonstration of observations defined by the same two variables that clearly 
can be segregated into two groups.   
 
 
 
 
Figure 7. Observation from within the same data set may be segregated into distinct groups. 
 
 
 
Mathematical classifiers are used to segregate observations made from one data set into 
specific groups of observations.  Using a priori knowledge of (a) the probability of any 
observation belonging to a particular group and/or (b) the mean values of the variables which 
define the observations that belong to a particular group, classifiers are trained to assign 
unclassified observations to groups by mathematically manipulating the variables that define 
them (Figure 8).     
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Figure 8. Basic model of a multivariate classifier.  The classifier is trained to classify an 
observation based on the relationship between the training observations (defined by a collection 
of variables) and their known classifications.   
 
 
 
The current study aims to determine whether observations, which were defined by a 
collection of posture variables, could be classified into groups with common values of N(τ).  An 
observation made at data point τ is represented by the matrix X(τ).  This matrix is defined by n 
number of posture variables calculated at data point τ (Equation 14).  These posture variables 
consist of the ten posture variables defined in Table 3 (V(τ)) calculated at point τ and at points 
prior to τ.  For example V(τ), V(τ-16), and V(τ-32) may all be used in defining X(τ).   
 
 
X(τ) = [χ1 χ2 ... χn]  
 
 
Equation 14 
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As previously mentioned, a set of training observations with known classifications is 
needed to train the classifier.  The current study is more concerned with demonstrating that the 
observations (with already known classification) can be grouped according to N(τ) than it is 
concerned with predicting the classification of unclassified observations.  Therefore, the 
classifier was used to reclassify the training data (Figure 9).  The observations were considered 
distinctly grouped if the classifier could reclassify the observations, thus correctly predicting 
N(τ), with a high degree of accuracy.  
 
 
 
 
 
Figure 9. Use of classifier in the current study.  A mathematical classifier was used to reproduce 
the known classifications of the training observations. 
 
 
 
To train the classifier, all observations made during every wave were manually grouped 
according to their respective values of N(τ).  The matrix Xg consists those observation that 
belong to a particular group g.  As an example, consider that we are attempting to classify 
observations into three groups: group X1 (observations made at data points where N(τ) = 1, 2, or 
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3); group X2 (observations made at data points where N(τ) = 4, 5, or 6); or X3 (observations made 
at data points where N(τ) = 7, 8,9, or 10).  As was the case in defining individual observations, 
these groups of observations are defined by subgroups of posture variables (Equation 15).   
 
 
Xg = [χ1, g χ2, g ... χn, g]  
 
 
Equation 15 
 
 
 
Once the training variables had been manually grouped, a Mahalanobis distance classification 
algorithm was used reclassify the observations.  The Mahalanobis distance, D, between two 
observations (each defined by n number of variables) is a measure of the spatial distance that 
separates them in n dimensional space.  This means of measuring the distance between points 
varies from the Euclidian distance in that it incorporates the training data set covariance matrix, 
S, to account for the differential variances and correlations between the variables.  In order to 
classify an observation, the Mahalanobis distance between the observation and the mean 
observation values of each group was calculated (Equation 16, Equation 17) [35].  The 
observation was classified as belonging to the group whose mean value observation was the 
smallest Mahalanobis distance away.  
   
 
X g = [χ 1, g χ 2, g ... χ n, g]  
 
 
Equation 16 
 
 
 
 42 
D = (X(τ) − X g)T S−1 (X(τ) − X g)  
 
 
Equation 17 
 
 
3.3.4.3 Principal Component Analysis 
After it had been demonstrated that N(τ) can be satisfactorily predicted via the classification 
method explained in section 3.3.4.2, principal component analysis was used to (a) determine the 
degree to which the posture variables are independent from each other and (b) remove random 
variability from the data, which can subsequently reduce the dimensionality required to predict 
the cumulative postural engagement response.  Principal component analysis essentially provides 
a means of transforming a set of correlated variables into a new set of uncorrelated variables 
[24].  The following paragraphs provide a general summary of the objectives and advantages of 
this analysis and methods by which it was performed.     
Again, each observation was characterized by the combination of n posture variables 
making up X(τ).  Imagine the variables defining every observation X(τ) being plotted in a 
coordinate system consisting of n orthogonal axes.  Each of these axes represents one of the n 
number of variables.  A new axis, or the first principal component, can be defined in such a way 
that it accounts for the maximum amount of the data’s variance in n-dimensional space.  A 
second axis, or the second principal component, is defined so that it accounted for the data’s 
maximum amount of variance while being orthogonal to the first principal component (Figure 
10).  This process continues so that n principal components are defined.  Just as each axis of the 
original coordinate system represents one of the posture variables (χ1, χ 2, …, χ n), each of the 
principal components represents a new variable (u1, u2, …, un).  The advantage to redefining the 
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data in the principal component coordinate system is that the variance defined by each of the new 
variables is not redundant.  Therefore, the principal components are completely independent. 
 
 
 
 
 
Figure 10. Two-variable principal component example.  Variables X1 and X2 define 85 
observations.  A second coordinate system is defined in which the first principal component, U1, 
accounts for the maximum amount of data’s variance.  The second principal component, U2, is 
orthogonal to U1.  U1 accounts for 87.5% of the data’s total variance, and U2 accounts for 12.5% 
of the data’s total variance. 
   
 
 
Since the original coordinate system and the principal component coordinate system are 
both n-dimensional and orthogonal, the relationship between the two is mathematically defined 
in terms of a simple rotation matrix, R (Equation 18). 
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[u1 u2 ... un] =
⎡⎢⎢⎢⎢⎣
R11 R12 ... R1n
R21 R22 ... R2n
... ... ... ...
Rn1 Rn2 ... Rnn
⎤⎥⎥⎥⎥⎦
× [χ1 χ2 ... χn]T
 
 
 
Equation 18 
 
 
     
The total variance of the data accounted for by a given principal component is equal to 
the respective eigenvalue of the covariance matrix of X.  In general, when the original variables 
are highly dependent the first few principal components will account for the majority of the 
data’s variance.  However, when the original variables are highly independent, each eigenvalue 
of the covariance matrix will be relatively equal, and thus each principal component will equally 
account for the data’s variance.  The principal components that account for little of the data’s 
variance do not substantially enhance the ability to define a linear combination of principal 
components that can be used to reproduce the observations.  These components can therefore be 
disregarded to reduce dimensionality and simplify the discriminant analysis. 
Equation 18 shows that each principal component can be defined as a weighted sum of 
the original variables.  Analyzing the weights, or coefficients, associated with each original 
variable making up a principal component helps describe the degree to which each original 
variable contributes to the total variance of the data.  For instance, if the original variables were 
highly dependent on each other and the absolute values of coefficients associated with a given 
variable were relatively low except in the definition of the last principal component, it would be 
concluded that the variable contributes little to the total variance.  However, if the original 
variables were highly uncorrelated and each variable was associated with at least one coefficient 
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with a relatively high absolute value, it would be concluded that each variable contributes to the 
total variance considerably.  
After the principal components had been defined, an arbitrarily-chosen cutoff was set to 
decide which principal components accounted for a considerable amount of the data’s total 
variance (80%).  The rotation matrix R in Equation 18 was truncated so that only those necessary 
principal components would be computed, and each X(τ) was then transformed to principal 
component terms, U(τ).  Each observation was redefined using the principal component variables 
and was then reclassified using the Mahalanobis distance classification technique explained in 
section 3.3.4.2.  This was performed to determine if the observations could be classified with 
reduced dimensionality but without substantial loss of prediction power.                      
3.3.5 Statistical Analysis 
It was determined whether or not each wave condition (wave type, wave occurrence, trial order, 
and trial type) significantly affected the gross postural changes during a wave (ΔCOP, ΔBOS, 
and ΔSY).  Analysis of variance was performed to determine if each wave condition significantly 
affected each measurement of change in posture.  However, upon analyzing the distribution of 
the fitted model residuals with the Shapiro-Wilk test, it was found that the normality assumption 
necessary for using the analysis of variance was not valid.   
Therefore, the effects of the wave conditions on gross postural changes were analyzed 
using analysis of variance of the log-transformed data, which was more normally distributed. 
The log-transformed data was also used to investigate the interaction effects of the wave 
conditions via analysis of variance.  All post-hoc analyses were performed using Tukey’s HSD 
post-hoc test. 
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It was also tested whether or not the cumulative posture engagement response, N(τ), 
varied with task difficulty.  At various common time points throughout each wave, ANOVA was 
used to test the effect of the condition wave type on N(τ).  Again, post-hoc analysis was 
performed using Tukey’s HSD post-hoc test.   
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4.0  RESULTS 
4.1 GROSS POSTURAL CHANGES 
Seat COP stabilograms provide a qualitative means of investigating the correlation of dynamic 
seated posture and cognitive task difficulty.  Visual analysis of stabilograms plotted for different 
wave types supports the hypothesis that changes in seated posture may be dependent on the task 
conditions that vary with the number of tracks on screen.  Figure 11 provides an example of a 
subject’s seat COP path changing as the number of tracks on screen increases.  It can be seen 
here that the total area traveled by the COP decreased during the wave with 24 maximum tracks, 
and postural shifts appear to be less sporadic.   
To quantitatively investigate these findings, gross postural changes over an entire wave 
were measured as ΔCOP, ΔBOS, and ΔSY.  On average throughout a wave, the seated center of 
pressure traveled a distance of 5.51 in (ΔCOP), the distance between the left and right ischial 
tuberosities changed 2.61 in (ΔBOS), and the pelvis rotated 0.43 rad in the transverse plane (ΔSY) 
(Table 4).      
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Figure 11. Stabilograms depicting how a subject’s seated posture varies while completing waves 
with a maximum of 6 (left) and 24 tracks (right). 
 
 
 
Table 4. Summary of gross postural changes over all waves (n = 420). 
 
 
ΔCOP (in)  ΔBOS (in) ΔSY (rad)   
Minimum 0.71 0.48 0.06 
Maximum 24.98 16.90 1.52 
Mean 5.51 2.61 0.43 
 
 
 
The probability of each wave condition (wave type, wave occurrence, trial order, and 
trial type) having a significant effect on these measures was quantified by performing an analysis 
of variance using the log-transform of each measure (log(ΔCOP), log(ΔBOS), and log(ΔSY)).  All 
three measures of gross postural change were significantly affected by the condition wave type (p 
< 0.0001).  As is shown in Figure 12, Figure 13, and Figure 14, there was a general decrease in 
postural movement as task difficulty (i.e. the total number of tracks on screen) increased.  The 
average values of log(ΔCOP), log(ΔBOS), and log(ΔSY) decreased as the maximum number of 
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tracks on screen increased from 6 to 12 tracks and from 12 to 18 tracks.  The average value of 
each measure then increased as the maximum number of tracks on screen increased from 18 to 
24 tracks.  Post-hoc tests were performed to determine specifically which wave types 
significantly effected the gross postural measures.  log(ΔCOP), log(ΔBOS), and log(ΔSY) were 
all significantly higher during waves of 6 maximum tracks than waves of 18 or 24 maximum 
tracks.  log(ΔCOP), log(ΔBOS), and log(ΔSY) were also significantly higher during waves of 12 
maximum tracks than waves of 18 maximum tracks. 
 
 
 
 
Figure 12.  The difficulty of the task significantly affects the total distance traveled by the center 
of pressure log(ΔCOP).  Standard error bars included.  (* significant difference, p < 0.05) 
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Figure 13.  The difficulty of the task significantly affects the total change in base of support 
(ΔBOS).  Standard error bars included.  (* significant difference, p < 0.05) 
 
 
 
 
 
 
Figure 14.  The difficulty of the task significantly affects the total change in seat yaw (ΔSY).  
Standard error bars included.  (* significant difference, p < 0.05)   
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None of the other wave conditions (trial order, trial type, and wave occurrence) 
significantly affected log(ΔCOP), log(ΔBOS), or log(ΔSY).  Because these conditions defined 
waves in conjunction with wave type, which was found to significantly affect gross postural 
changes, the interaction effects of trial order x wave type, trial order x wave type, and trial order 
x wave type were analyzed.  However, none of these interaction effects were significant.  Thus, 
wave type was the only wave condition that significantly affected gross postural changes.      
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4.2 POSTURAL ENGAGEMENT RESULTS 
4.2.1 Changes in Postural Engagement 
As previously mentioned, the level of postural engagement is the degree to which changes in a 
given posture variable and changes in the instantaneous number of tracks on screen are 
correlated within a moving window of time.  Figure 15 provides a simple example of postural 
engagement varying as the contexts of the task (i.e. tracks on screen) change.   
 
 
 
 
Figure 15.  Examples of the moving correlation window during a wave of 18 tracks.  The 
left graph illustrates a region of high correlation.  Within the window centered at 13.1 sec (data 
point 60), anterior/posterior seat center of pressure is correlated with tracks on screen with a 
correlation coefficient of r = 0.82.  The right graph illustrates a region of low correlation.  Within 
the window centered at 61.3 sec (data point 280), anterior/posterior seat center of pressure is 
correlated with tracks on screen with a correlation coefficient of r = 0.20.  
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The number of posture variables that are highly correlated to tracks on screen at a given 
data point is referred to as the cumulative postural engagement, N(τ).  Plotting N(τ) at each data 
point averaged over all 420 waves helps to show the dynamic nature of the cumulative postural 
engagement response, N  (Figure 16). 
 
 
 
 
 
Figure 16.  Average cumulative postural engagement response, N .  The average number of 
posture variables that are highly correlated to tracks on screen is a very dynamic measure of 
postural engagement.   
 
 
 
To demonstrate how this pattern changes with respect to the contexts of the task, )(τN  
was recalculated for each value of the wave condition wave type ( )(6 τN , )(12 τN , )(18 τN , 
)(24 τN ) and plotted with the respective average instantaneous number of tracks on screen 
( )(6 τt , )(12 τt , )(18 τt , )(24 τt ) (Figure 17).   
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Figure 17. )(6 τN  (top left), )(12 τN  (top right), )(18 τN  (bottom left), and )(24 τN  (bottom right) 
are plotted with rescaled values of )(6 τt , )(12 τt , )(18 τt , and )(24 τt  respectively.  In each case,  the 
maximum value of )(τiN occurred during the initial buildup of tracks on screen, followed by a 
sudden decrease in )(τiN prior to tracks on screen reaching its maximum value.  Note that 
)(6 τN  did not increase towards the end of the wave as the other value of  )(τiN  did. 
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Patterns of postural engagement are generally consistent regardless of wave type.  In each case, 
)(τiN reached its maximum value during the initial buildup of tracks on screen.  )(τiN then 
decreased prior to the number of tracks on screen reaching its maximum value.  However, 
)(6 τN , )(12 τN , )(18 τN , and )(24 τN  are obviously not identical.  The most distinct difference 
amongst the average measures of cumulative postural engagement response occurs at the end of 
a wave.  While )(6 τN  generally continued to decrease with the number of tracks on screen, 
)(12 τN , )(18 τN , and )(24 τN all began to increase at approximately 50-55 sec, while the wave 
was nearing its end.   
More subtle differences between the average measures of cumulative postural 
engagement become apparent by plotting )(6 τN , )(12 τN , )(18 τN , and )(24 τN  together against 
time (Figure 18). 
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Figure 18.  The average number of highly correlated variables varies with task difficulty, with 
distinct differences occurring up to 25s. 
 
 
 
Towards the beginning of a wave (0-25 sec), the magnitudes of )(24 τN , )(18 τN , )(12 τN , and 
)(6 τN  were typically ordered at each point according to their respective maximum number of 
tracks on screen ( )(24 τN  > )(18 τN  > )(12 τN  > )(6 τN ).  Figure 17 shows that during this phase 
of the wave, new tracks were constantly being presented to the subjects, and the rate at which the 
tracks were presented was proportional to the maximum number of tracks on screen.  Thus, 
greater influx of tracks on screen resulted in higher postural engagement on average.  Towards 
the end of a wave, )(24 τN , )(18 τN and )(12 τN  show that subjects again exhibited higher postural 
engagement as the number of tracks on screen decreased.  However, this trend was not found for 
)(6 τN , as will be discussed below.        
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Using data from all 420 waves, the statistical difference between N6(τ), N12(τ), N18(τ), and 
N24(τ) was calculated at data points 21 - 322 (4.6 - 70.4 sec).  Of the 301 data points analyzed, 
19.9% of the points were scaled so that )(6 τN < )(12 τN < )(18 τN < )(24 τN .  At 66.7% of those 
data points, )(6 τN , )(12 τN , )(18 τN , and )(24 τN  were significantly different.  At 60.8% of all 
301 data points, there was a significant difference between )(6 τN , )(12 τN , )(18 τN , and )(24 τN .  
Table 5 provides a summary of the statistical differences between each )(τiN at 20 different data 
points spaced 3.3 sec apart throughout the trial.      
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Table 5. Differences in n )(6 τN , )(12 τN , )(18 τN , and )(24 τN  throughout a wave. 
Time (sec) Relative Magnitudes Probability of  No Difference Data Point 
25 5.5 )(6 τN < )(12 τN < )(18 τN < )(24 τN <0.001 
40 8.7 )(6 τN < )(12 τN < )(18 τN < )(24 τN 0.057 
55 12.0 )(6 τN < )(12 τN < )(24 τN < )(18 τN <0.05 
70 15.3 )(6 τN < )(18 τN < )(12 τN < )(24 τN 0.581 
85 18.6 )(6 τN < )(12 τN < )(18 τN < )(24 τN <0.05 
100 21.9 )(12 τN < )(6 τN < )(18 τN < )(24 τN <0.05 
115 25.1 )(6 τN < )(12 τN = )(18 τN < )(24 τN 0.156 
130 28.4 )(18 τN < )(12 τN < )(6 τN < )(24 τN 0.239 
145 31.7 )(12 τN < )(18 τN < )(6 τN < )(24 τN <0.05 
160 35.0 )(18 τN < )(24 τN < )(12 τN < )(6 τN 0.073 
175 38.3 )(24 τN < )(18 τN < )(12 τN < )(6 τN 0.162 
190 41.5 )(18 τN < )(12 τN < )(24 τN < )(6 τN 0.752 
205 44.8 )(6 τN < )(12 τN < )(18 τN < )(24 τN <0.001 
220 48.1 )(18 τN < )(6 τN < )(12 τN < )(24 τN 0.520 
235 51.4 )(18 τN < )(24 τN < )(12 τN < )(6 τN <0.05 
250 54.7 )(18 τN < )(24 τN < )(6 τN < )(12 τN <0.05 
265 57.9 )(24 τN < )(6 τN < )(18 τN < )(12 τN <0.001 
280 61.2 )(6 τN < )(24 τN < )(18 τN < )(12 τN <0.001 
295 64.5 )(6 τN < )(12 τN < )(24 τN < )(18 τN <0.05 
310 67.8 )(6 τN < )(18 τN < )(12 τN < )(24 τN <0.001 
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4.2.2 Predicting The Level of Postural Engagement   
Once it was shown that N(τ) is indicative of the contexts of the task, it was investigated whether 
N(τ) could be predicted without any knowledge of the contexts of the task.  The Mahalanobis 
distance classifier was used to predict which classification each observation X(τ) belonged to.   
In the first attempt, each observation was classified within the grouping N(τ) = [0, 1, 2, 3, 
4, 5, ≥ 6].  Defining each observation as X(τ) = [V(τ)] (i.e. defined as the ten posture variables at 
data point τ without any history of the measures), the cumulative postural engagement 
classification was predicted with estimated accuracy of 26.8%.  The overall ability of the 
classifier to correctly predict classifications was greatly improved when posture variable 
histories were also used in defining each X(τ). When observations were defined as X(τ) = [V(τ), 
V(τ-16)], the estimated classification accuracy improved to 31.2%.  When an even longer history 
of the posture variables was used to define the observations, X(τ) = [V(τ), V(τ-16), V(τ-32)], 
estimated classification accuracy improved to 34.6%.     
It has yet to be defined what resolution of N(τ)  must be predicted to appropriately predict 
the contexts of the task.  For instance, it may be found that predicting a high level versus a low 
level of cumulative postural engagement sufficiently infers the contexts of the task.  Therefore, 
the same classification technique was used to classify X(τ) within the groupings N(τ) = [≤ 2, ≥ 3] 
and N(τ) = [≤ 1, 2-4, ≥ 5].  Again, each X(τ) was defined both with and without the histories of 
the posture variables.  Classifying observations within the grouping N(τ) = [≤ 2, ≥ 3] was most 
accurate when X(τ) = [V(τ), V(τ-16)] (estimated classification accuracy: 66.1%).  Classifying 
observation within the grouping N(τ) = [≤ 1, 2-4, ≥ 5] was most accurate when X(τ) = [V(τ), V(τ-
16), V(τ-32)] (estimated classification accuracy: 56.1%).   
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Compared to the probability of correctly predicting N(τ) by chance, the classifier most 
accurate at predicting the classification of the observations X(τ) = [V(τ), V(τ-16), V(τ-32)] within 
the grouping N(τ) = [≤ 1, 2-4, ≥ 5].  Using these criteria, N(τ) is predicted with an accuracy of 
56.1%.  This is 22.8% more accurate than predicting the classification by chance.   
 
Table 6 summarizes classification of observations defined with and without posture 
variable histories within each of three groupings.                          
 
 
Table 6. Ability of the mahalanobis classification system to correctly predict N(τ) 
 
 
Classification Groupings Observations Being Classified 
Estimated Classifier 
Accuracy 
X(τ) = [V(τ)] 26.8% 
X(τ) = [V(τ), V(τ-16)] 31.2% N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 34.6% 
X(τ) = [V(τ)] 65.3% 
X(τ) = [V(τ), V(τ-16)] 66.1% N(τ) = [≤ 2, ≥ 3] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 65.1% 
X(τ) = [V(τ)] 49.5% 
X(τ) = [V(τ), V(τ-16)] 53.4% N(τ) = [≤ 1, 2-4, ≥ 5] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 56.1% 
  
 
 
Appendix B shows how accurately each subset of a particular N(τ) grouping can be 
predicted with various observations.  Typically, subsets that include higher levels of postural 
engagement are predicted more accurately than subsets with lower levels of postural 
engagement.  Consider, for example, classifying observations defined as X(τ) = [V(τ), V(τ-16), 
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V(τ-32)] into the grouping N(τ) = [≤ 2, ≥ 3].  Data points at which the known value of N(τ) is 
greater than or equal to 3 are correctly classified 86.5% of the time, but data points at which the 
known value of N(τ) is less than or equal to 2 are only correctly classified 43.8% of the time.  
Therefore, this means of predicting postural engagement is highly susceptible to indicating false 
positives (data points at which the known value of N(τ) is low but a high value is predicted) and 
highly unsusceptible to indicating false negatives (data points at which the known value of N(τ) 
is high but a low value is predicted).  Appendix B also shows that the incidence of false positives 
increases when observations are defined with posture variable history, and the incidence of false 
negatives decreases.  Although defining observations with posture variable histories improves 
overall classifier accuracy, it greatly decreases the ability to accurately predict low levels of 
postural of engagement.         
4.2.3 Principal Component Analysis 
Principal component analysis of the ten posture variables, X(τ) = [V(τ)], shows that the total 
variance described by these variables was to some degree redundant.  Had the variables been 
completely independent, each of the principal components would account for an equal amount of 
the data’s total variance; yet, this is not the case.  Only the first four principal components 
account for at least 10.0% of the data’s total variance, and cumulatively they account for 76.8% 
of the variance.  Each of the first six principal components account for at least 5.0% of the data’s 
total variance and collectively account for 90.3% of the variance.  Principal components 7, 8, 9, 
and 10 each account for less than 5.0% of the data’s total variance, and therefore it is 
questionable whether they simply represent random variability within the data.   
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However, plotting ‘Total Variance Accounted For’ versus ‘Principal Component’ shows 
that there is no clear point at which the variance accounted for drastically levels off (Figure 19).  
Therefore, there is not one distinct group of principal components accounting for the majority of 
the data’s variance and one distinct group accounting for random variability, which is often 
observed when analyzing principal components (Table 7).  
 
 
Table 7. The variance accounted for by the principal components calculated  
from the ten posture variables, V(τ), over all 420 waves.   
 
 
Principal 
Component 
Total Variance 
Accounted For 
1 34.1% 
2 17.9% 
3 13.5% 
4 11.3% 
5 7.6% 
6 5.9% 
7 3.5% 
8 3.1% 
9 2.0% 
10 1.1% 
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Figure 19. Principal components calculated from the observations X(τ) = [V(τ)].  Plotting the 
total variance accounted for by each principal component shows there is not a distinct group of 
principal components that appear to account for random variability.    
   
 
 
Principal components were also calculated from the two sets of observations that were 
defined in part by posture variable histories, X(τ) = [V(τ), V(τ-16)] and X(τ) = [V(τ), V(τ-16),  
V(τ-32)] (Figure 20, Figure 21).  13 of the 20 principal components calculated from X(τ) = [V(τ), 
V(τ-16)] and 25 of the 30 principal components calculated from X(τ) = [V(τ), V(τ-16), V(τ-32)] 
account for less than 5.0% of the data’s total variance.  Plotting ‘Total Variance Accounted For’ 
versus ‘Principal Component’ shows that both sets of principal components have one distinct 
group of principal components accounting for the majority of the data’s variance and one distinct 
group accounting for seemingly-random variability.   
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Figure 20. Principal components calculated from the observations X(τ) = [V(τ), V(τ-16)].  The 
first 7 principal components each account for more than 5.0% of the total variance and 
collectively account for 89.3% of the total variance. 
 
 
 
 
 
 
Figure 21. Principal components calculated from the observations X(τ) = [V(τ), V(τ-16), V(τ-
32)]. The first 5 principal components each account for more than 5.0% of the total variance and 
collectively account for 76.4% of the total variance. 
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To determine if some principal components represented random variability that could be 
removed from the data, allowing N(τ) to be predicted with reduced dimensionality, the data was 
reclassified using principal component observations (opposed to posture variable observations).  
Three sets of principal components were calculated, one based on each of the observation sets 
defined in section 4.2.2: X(τ) = [V(τ)]; X(τ) = [V(τ), V(τ-16)]; X(τ) = [V(τ), V(τ-16), V(τ-32)].  For 
each set of principal components, a new set of observations was defined by the principal 
components that account for at least 5.0% of the data’s total variance.  Again, each new set of 
observations was classified into the groupings N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], N(τ) = [≤ 2, ≥ 3],  and 
N(τ) = [≤ 1, 2-4, ≥ 5] (Table 8). 
 
     
Table 8. Ability of the classifier to reproduce the correct classifications when the observations 
are defined posture variables in comparison to when they are defined by principal components 
that account for more that 5.0% of the data’s total variance. 
 
 
Classifier Accuracy 
Classification Groupings Posture Variables Posture Variable 
Observations 
Principal Component 
Observations 
X(τ) = [V(τ)] 26.8% 24.0% 
X(τ) = [V(τ), V(τ-16)] 31.2% 25.1% N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 34.6% 21.9% 
X(τ) = [V(τ)] 65.3% 57.8% 
X(τ) = [V(τ), V(τ-16)] 66.1% 58.5% N(τ) = [≤ 2, ≥ 3] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 65.1% 60.3% 
X(τ) = [V(τ)] 49.5% 43.5% 
X(τ) = [V(τ), V(τ-16)] 53.4% 44.7% N(τ) = [≤ 1, 2-4, ≥ 5] 
X(τ) = [V(τ), V(τ-16), V(τ-32)] 56.1% 42.6% 
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Classifying the observations that are defined by principal components (with the low-
variance components removed) is less accurate than classifying observations that are defined by 
the raw posture variables and their histories.  The extent to which classifier accuracy is reduced 
ranges from a minimum of 2.8% and a maximum of 13.5%.  In the case of classifying 
observations into the groupings N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6] and N(τ) = [≤ 1, 2-4, ≥ 5], classifier 
accuracy is reduced the most when low-variance principal components are removed from the 
observations defined as X(τ) = [V(τ), V(τ-16), V(τ-32)].  When classifying observations into the 
grouping N(τ) = [≤ 2, ≥ 3], classifier accuracy is reduced the most when low-variance 
components are removed from the observations defined as X(τ) = [V(τ), V(τ-16)].        
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5.0  DISCUSSION 
5.1 GROSS POSTURAL CHANGES 
ΔCOP, ΔBOS, and ΔSY were all significantly affected by the condition wave type.  In 
general, subjects moved less as the maximum number of tracks on screen increased, and the 
difficulty of the air space monitoring task subsequently increased.  There is no dynamic seated 
posture literature to compare these findings to, but these findings are similar to those reported in 
dynamic standing posture studies.  Andersson et al [5] similarly reported that healthy young 
adults exhibit less postural sway while standing unperturbed and performing a mathematical task 
than while standing unperturbed with no second task (though the findings were not significant).  
The findings of the current study are also similar to those reported by Azevedo et al [9], who 
observed that subjects exhibited decreased standing postural sway in response to viewing 
disturbing images.  These similarities do not imply that seated posture is characterized by some 
type of postural sway, but rather that increased arousal and stress may be associated with 
decreased postural dynamics, be it standing or seated posture.   
 It is important to note that there was an increase in postural movement, as demonstrated 
by all three measures of gross postural movement, during waves with 24 maximum tracks in 
comparison to waves with 18 maximum tracks (Figure 12, Figure 13, Figure 14).  In each of the 
three measures, the increase was not significant and therefore might be attributed to random 
variance in the data.  However, this increase in postural movement was accompanied by a 
 68 
considerable degradation in task performance.  From examining the ratio of wave score to the 
maximum possible score awarded in a wave, it is clear that performance suffers the most 
between wave type18 waves and wave type24 waves (Appendix A).  It is possible that this increase 
in postural movement represents some change in the thought process that does not occur until a 
certain difficulty threshold is perceived.  If this were true, one could predict that presenting 
subjects with more than 24 maximum tracks in a wave would continue to yield gross changes in 
seated posture greater than those reported in response to the wave type18 waves.            
 It is important to consider whether the measured changes in seated posture are simply 
caused by motions that are required to perform the task, i.e. the arm and hand movements that 
are required to operate the computer mouse.  Such asymmetric appendage movements change the 
position of the center of mass and subsequently the distribution of pressure over the seat surface.  
Yet, the three reported measures of gross postural change do not appear to be mere indicators of 
arm/hand movement.  As the difficulty of the air space monitoring task increases, operators are 
required to identify and engage an increased number of tracks on screen.  This in turn requires 
increased movement of the arm/hand to operate the computer mouse.  However, subjects 
exhibited a decrease in gross seated postural changes as the number of tracks on screen 
increased.  Thus, motions of the torso and/or head (e.g. leaning in the anterior/posterior 
direction) have a greater affect on these measures of changing posture than extremity movements 
that occur while operating the computer mouse.      
The other wave conditions listed in Table 2 did not significantly affect ΔCOP, ΔBOS, or 
ΔSY.  The fact that there was no interaction effect between wave occurrence and wave type nor 
trial order and wave type on gross postural changes implies that, within the scope of this 
experiment, subjects’ posture did not change as they gained more experience performing the air 
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space monitoring task.  It is possible that this would not be the case if seated posture changes 
were compared between novice and expert users.  None of the subjects in the current study were 
considered expert users given their limited experience with the task.  This lack of an interaction 
effect on gross postural changes also demonstrates the lack of any major fatigue effects within or 
between trials.  If fatigue did affect posture in this experiment, one would expect to see a 
difference in gross postural changes between the first and third occurrence of similar wave types 
within a trial, or between similar wave types in separate trials. Again, these conclusions do not 
necessarily extend beyond the scope of this experiment, and an experiment could be designed 
differently to better investigate fatigue effects specifically.   
Because gross postural changes are significantly affected by the maximum number of 
tracks on screen, it was concluded that these measures are significantly dependent on task 
difficulty.  Therefore, one might expect to observe differences in gross postural changes between 
waves of different trial type (high versus low number of unidentified tracks).  Although trial type 
significantly affected task performance scoring (Appendix A), neither affected gross postural 
changes.  If the gross postural changes that have been reported are in fact dependent on task 
difficulty, then they are not sensitive to differences in task difficulty that result from the 
changing contexts of individual tracks.  Instead, they are sensitive to broad changes in a task’s 
global contexts, such as the total number of tracks on screen.    
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5.2 POSTURAL ENGAGEMENT RESPONSE 
Demonstrating that gross postural changes are in some way dependent on task difficulty 
further justifies investigating the use of dynamic seated posture to gauge changes in cognitive 
state.  These measures do not, however, provide a sense of how seated posture changes in 
response to changing task contexts in real-time due to their low temporal resolution.  Real-time 
changes in seated posture were evaluated based on how the postural changes correlated to 
changing task conditions within a moving window.  This notion of quantifying the degree to 
which seated postural changes mimic the changing number of tracks on screen was based on 
previous findings reported by Balaban et al [10], who showed that changes in anterior/posterior 
head position vary with workload at different points throughout the air space monitoring task.  
The cumulative postural engagement response that is reported in the current study captures a 
more wide-range of postural responses and allows us to quantify how closely posture mimics 
task conditions. 
If we reexamine Figure 18 (average cumulative engagement response, N ), it is apparent 
that waves can be divided into an initial phase, middle phase, and end phase based on the 
posture-task relationship (Figure 22). The initial phase consists of the first 25 sec of a wave.  
During this phase, 6N , 12N , 18N , and 24N  are generally scaled according to their respective 
wave type, implying that N  is sensitive to the change in difficulty that accompanies increasing 
the total number of tracks on screen.  Regardless of wave type, this phase is characterized by a 
peak in cumulative postural engagement response, which occurs while the number of tracks on 
screen is increasing.  Physically, this response shows that the highly dynamic nature of the task 
(characterized by a high rate of track presentation) is accompanied highly dynamic changes in 
seated posture.  It is during this time that tracks are being presented at a higher rate than the rate 
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at which subjects are identifying and attending to them.  Because the task is not yet fully 
developed, operators are likely devoting substantial effort to redefining their global awareness of 
the wave conditions.        
   
 
 
 
 
Figure 22. Segmenting the cumulative postural engagement response ( N ).  By examining N  
calculated for waves with wave type6, wave type12, wave type18, and wave type24, waves can be 
segmented into an initial phase (0 to 25 sec), middle phase (25 to 50 sec), and end phase (50 to 
75 sec).       
 
 
 
The middle phase of the wave occurs between 25 and 50 sec.  This phase is characterized 
by a relatively low N , implying that subjects’ changing postures cease to mimic the changing 
number of tracks on screen.  In addition, 6N , 12N , 18N , and 24N  are not scaled in any consistent 
fashion, which implies that N  is not sensitive to task difficulty in the same manner that is was in 
the initial phase.  As can be seen in Figure 17, the number of tracks on screen reaches its peak 
near the beginning of this phase, and so tracks are being identified and attended to at a higher 
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rate than the rate at which they are presented.  This was not the case during the initial phase.  
Because the number of tracks presented to subjects is changing very little if at all during this 
phase, subjects are more likely to be updating their awareness of individual track conditions 
(local awareness) and less concerned with their awareness of the task as a whole (global 
awareness).  
 The end phase occurs during the final 25 sec of the wave.  During the more difficult 
waves, subjects’ changes in posture begin to mimic the changes in the number of tracks on 
screen again, as is apparent from 12N , 18N , and 24N .  In this final phase, tracks begin to leave the 
screen as the wave nears its end, even if they have not been identified.  Like the initial phase, 
subjects likely devote much effort to redefining their global awareness of the task during this 
phase, because the less chaotic conditions make it very apparent that the wave is ending.  In 
addition, subjects are still locally engaging individual tracks as they leave the screen and as the 
wave ends.  Thus the end phase is accompanied by a sense of urgency that is not present during 
the initial phase.   
The lack of postural engagement that was observed during the end phase of 6N  is not 
consistent with the end phase observations of 12N , 18N , and 24N .  Unlike the more difficult 
waves, subjects were often able to identify and attend to all tracks on screen prior to wave type6 
waves ending.  As a result, often no change occurs in the number of tracks on screen during the 
end phase of wave type6 waves, and thus seated posture cannot be correlated to tracks on screen 
by definition.  With the exception of 6N  being visibly distinct from 12N , 18N , and 24N , there 
does not appear to be any consistent scaling of the cumulative postural engagement responses as 
there was during the initial phase of the wave.   
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  It is possible that the seated posture variables used to calculate N in the current study are 
simply measuring this same change in posture (e.g. anterior/posterior lean) in ten different ways.  
Principal component analysis of the ten posture variables (Table 3) shows us that there are six 
components of posture that account for non-random variance (components that account for more 
than 5% of the total variance).  This implies that the ten posture variables collectively measure 
six independent postural adjustments.  Therefore, there is redundancy in the variance accounted 
for by the ten variables, but surprisingly little. One might intuitively expect that only three 
distinct measures would actually exist, since subjects are essentially limited to rotating their 
torsos in the sagittal, frontal, and transverse planes.  The identities of the six non-random 
postural adjustments are not yet clear based on the present analyses.  However, it is clear that N  
does not simply represent the correlation between the number of tracks on screen and ten 
different measures of the same postural adjustment. 
  The fact that N(τ) can be predicted with fairly high accuracy using a mathematical 
classification algorithm and without using any contexts of the task shows that certain postures 
are more likely to occur during different phases of the task.  Table 6 shows that the ability to 
accurately predict N(τ) increases when the history of the posture variables are used to define the 
observation being classified at data point τ.  Therefore, when an operator exhibits specific shifts 
in posture, he or she is likely to be posturally engaging the task.  Based on the conclusions made 
above, we can further conclude that if the operator is moving in a certain way, then he or she is 
likely to be more focused on updating global awareness (beginning or end phase) or local 
awareness (middle phase).   
 N(τ) was also predicted by classifying principal component-defined observations, 
although prediction accuracy was greatly reduced (Table 8).  The extent to which classifier 
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accuracy is reduced when low-variance principal components are removed implies that not all 
components that account for less than 5% of the data’s total variance are measures of random 
variance.  Appendix B shows that removing these components typically reduces the ability to 
accurately predict low postural engagement more than high postural engagement in comparison 
to those predictions made from posture-defined observations.  Therefore, some low-variance 
principal components represent very small changes in posture that occur while subjects 
concentrate more on updating local situational awareness. 
To summarize these findings, it appears that subjects’ posture mimics task contexts more 
closely while the global contexts of the task are more dynamic (initial phase and end phase) and 
less closely while the global contexts of the task are more static (middle phase).  Changes in 
seated posture therefore do appear to be dependent on changing contexts within a wave.  In such 
a dynamic task, the maintenance of proper situational awareness can require a major effort from 
the operator, especially when the operator lacks substantial task experience [21].  Because 
updating awareness is cognitively demanding, it is concluded this means of classifying changes 
in seated posture is in fact a real-time cognitive state gauge.   
While this gauge appears to be useful for detecting within-wave changes in task contexts, 
it does not appear to be able to detect between-wave changes.  Although the values of N(τ) 
calculated for different wave types are significantly different, this gauge does not seem useful for 
discerning the actual number of tracks on screen in real-time.  Therefore, calculating the 
cumulative postural engagement response in real time may be most useful as a means of 
detecting if operators cognitively engage a newly presented task of if they cognitively disengage 
from a task prematurely.  Observing such reactions may help to conclude that the operator is not 
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cognitively prepared or lacks the cognitive capacity to attend to the task, and task presentation 
can then be adjusted appropriately.  
5.3 SOURCE OF SEATED POSTURAL CHANGES 
While the measures of gross postural changes and the real-time correlation between postural 
changes and task conditions reported in the current study help demonstrate that seated posture is 
dependent on task conditions, it is still not clear as to why these changes in posture occur.   
Previous work by Bull [15] implies that seated posture may be used to non-verbally convey 
intentions even while performing a task that does not require direct communication or interaction 
with any other people, such as the cognitive task performed in the current study.  Although the 
gross changes in posture reported in the current study occur within a small range of motion, 
Pfungst [44] reports that humans do in fact convey information through very minute involuntary 
changes in posture that are difficult for other humans to detect.  The subtle changes in posture 
that our subject population exhibited during this particular task would not be detected by the 
automated cognitive state detection system developed by Mota et al [41, 42].  
Stoffregen et al [59] suggest that changes in posture serve a functional purpose, and 
somehow enable the individual to better perform the task at hand.  For instance, in standing 
literature, a reduction in postural sway has been attributed to sharpening postural performance in 
order to reduce the threat of injury, which in turn enhances task performance [1, 5].  Although 
the postural threat hypothesis does not help explain the current study’s findings since seated 
subjects are not faced with the threat of injury that standing subjects are faced with, it is still 
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possible that the changes in posture serve some other functional purpose.  For instance, subjects 
may be positioning themselves so that they can more quickly operate the computer mouse.  
As mentioned, many researchers have concluded that maintaining standing posture must 
involve some level of supraspinal (i.e. cognitive) input.  It is possible that maintaining upright 
seated posture is similarly not as automatic as we tend to think it is.  Even when seated subjects 
brace themselves against the back of the chair in order to reduce torso movement, they must still 
control motion of the head and the cervical and thoracic spine, which are not in contact with the 
back of the seat.  If controlling these regions is cognitively demanding, then performing a second 
cognitive task may cause some change in seated postural control due to attention switching or 
limited cognitive resources.   
Weeks et al [62] note that performing a cognitive task that requires motor system control 
(e.g. tracking tasks, reaction time tasks) may interfere with other motor tasks such as standing.  If 
seated postural control does require some level of supraspinal input, then it also is susceptible to 
being interfered with by concurrently performed motor tasks.  Since the cognitive task that was 
performed in the current study required computer mouse control, the changes in seated posture 
exhibited by subjects could also be the result of concurrent motor task performance.  However, 
this hypothesis fails to explain the significance of the within and between wave changes in 
posture presented in the current study.          
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5.4 LIMITATIONS  
All positional calculations (e.g. COP location) were based on the pressure sensors being spaced 
1.0 in apart in a two-dimensional array.  However, due to the deformable nature of the seat and 
back sensor mats, they are susceptible to creasing and folding, which can change the two-
dimensional distances between sensors.  Therefore, the accuracy and repeatability of such 
measures are potentially limited.  This limitation can be addressed by developing a rigid pressure 
sensing mat, although this may prove to be uncomfortable for long-term sitting and subsequently 
inhibit the natural changes in seated posture reported in the current study.   
Since no baseline data was collected, it is not clear to what extent seated posture varies 
during cognitive task performance in comparison to quiet sitting.  Based on the trends in gross 
postural changes with respect to wave type, one might predict that a baseline condition would be 
characterized by greater gross postural changes than observed during wave type6 waves.  
However, if the gross postural changes that occur during difficult waves resemble the baseline 
posture, then it might be concluded subjects disengage from the task as it becomes more 
difficult.     
As mentioned previously, performing a cognitive task that is dependent on subsequent 
motor tasks may interfere with postural control.  To limit this potential effect subjects could be 
asked to perform a cognitive task that is not dependent on motor performance, such as a mental 
arithmetic task.  Since we were mostly concerned with monitoring changes in posture in a 
realistic workstation scenario, using a purely mental was not a feasible alternative.       
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6.0  CONCLUSION 
While performing a simulated air space monitoring task, subjects exhibited a decrease in 
total postural movement while tracking large waves of incoming aircraft than they did while 
tracking small waves of incoming aircraft.  Based on these finding, it was concluded that 
alterations in dynamic seated posture are dependent on the contexts of a concurrently performed 
cognitive task.  These findings are similar to those reported in standing posture literature, 
although it is not clear whether the functions of these standing and seated postural changes are 
similar. 
The cognitive state gauge presented here is dependent on recognizing similarities 
between postural adjustments and changing task conditions.  Throughout the course of the wave, 
postural changes were more highly correlated with the changing number of tracks on screen 
while the global conditions of the task were changing the most (i.e. the beginning and the end of 
the wave).  Postural changes were poorly correlated with the changing number of tracks on 
screen while the global conditions were relatively constant (i.e. once the task was fully 
developed and few tracks were entering or leaving the screen).  Knowing when subjects should 
be posturally engaging a task can be helpful in determining if they cognitively engage a newly 
presented task or if they cognitively disengage from a task ending prematurely.  
 All conclusions that were made in this study were based on observing the behavior of 
subjects while they encountered a realistic workstation scenario.  It is therefore feasible to 
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conclude that monitoring changes in seated posture can be helpful in gauging the cognitive state 
of operators in real-life working environments.  In addition, seated posture was successfully 
tracked completely unobtrusively.  This means of gauging cognitive state would therefore allow 
seated operators to perform cognitive tasks in a natural and productive manner.   
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APPENDIX A  
 
 
 
 
TASK SCORING 
Table 9.  Points Awarded for Identifying, Querying,  
Warning, and Firing on different types of tracks. 
 
 
  Identify Track Query Assumed Identity Warn Fire 
Friendly 10 NA 0 0 
Hostile 10 NA 0 75 
Unknown      
(Assumed Friendly) 10 10 0 0 
Unknown     10 10 10 50 (Assumed Hostile) 
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Table 10. Maximum possible score for each wave within Trial J. 
 
 
Wave Number Wave Type Maximum Possible Score 
1 6 290 
2 18 870 
3 12 640 
4 24 1220 
5 6 290 
6 18 930 
7 12 580 
8 24 1280 
9 6 215 
10 18 855 
11 12 640 
12 24 1280 
 
 
 
Table 11. Maximum possible score for each wave within Trial K. 
 
 
Wave Number Wave Type Maximum Possible Score 
1 6 355 
2 18 1065 
3 12 635 
4 24 1360 
5 6 355 
6 18 1065 
7 12 710 
8 24 1420 
9 6 355 
10 18 1065 
11 12 660 
12 24 1360 
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Table 12. Maximum possible score for each wave within Trial L. 
 
 
Wave Number Wave Type Maximum Possible Score 
1 6 290 
2 18 930 
3 12 640 
4 24 1130 
5 6 290 
6 18 930 
7 12 640 
8 24 1280 
9 6 215 
10 18 930 
11 12 640 
12 24 1160 
 
 
 
 
 
 
Figure 23.  The average percentage of the maximum possible number of points awarded during 
different wave types.  Standard error bars included. 
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Figure 24. The average percentage of the maximum possible number of points awarded during 
different trial types.  Standard error bars included. 
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APPENDIX B 
 
 
 
 
 
CLASSIFIER ACCURACY  
Table 13. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], X(τ) = [V(τ)]).      
 
 
Actual Classification of N(τ)  
 
0 1 2 3 4 5 ≥ 6 
0 32.16 25.95 15.22 9.50 6.94 5.18 5.06 
1 12.22 17.50 15.13 9.78 7.41 1.73 3.80 
2 4.10 4.24 6.67 3.86 3.94 2.81 5.06 
3 12.40 13.63 20.90 35.78 26.92 20.09 16.46 
4 15.69 12.46 16.20 21.73 31.90 20.30 16.46 
5 15.48 16.00 15.83 10.87 12.10 38.23 27.85 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 
 N
(τ
) 
≥ 6 7.96 10.23 10.06 8.49 10.79 25.32 11.66 
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Table 14. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], X(τ) = [V(τ), V(τ-16)]). 
 
 
Actual Classification of N(τ) 
 
0 1 2 3 4 5 ≥ 6 
0 21.00 16.06 7.62 4.06 1.78 0.86 7.59 
1 19.32 23.14 15.22 8.45 7.32 3.67 5.06 
2 12.13 13.76 17.29 11.91 4.69 4.32 2.53 
3 10.08 11.03 17.35 31.67 19.51 12.74 0.00 
4 16.73 14.50 18.79 23.34 42.12 19.87 8.86 
5 20.73 21.47 23.73 20.52 24.48 57.67 50.63 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 6 0.02 0.04 0.00 0.04 0.09 25.32 0.86 
 
 
Table 15. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], X(τ) = [V(τ), V(τ-16), V(τ-32)]). 
 
 
Actual Classification of N(τ) 
 
0 1 2 3 4 5 ≥ 6 
0 16.15 10.95 4.75 1.85 1.41 1.51 8.86 
1 23.74 27.78 16.20 8.73 7.32 6.05 5.06 
2 19.24 21.01 26.21 16.10 10.04 5.18 3.80 
3 16.55 17.59 25.83 47.28 27.77 15.34 3.80 
4 13.01 11.08 12.35 14.29 36.30 9.94 6.33 
5 11.31 11.60 14.67 11.71 17.17 61.56 45.57 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 6 0.00 0.00 0.00 0.04 0.00 26.58 0.43 
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Table 16. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = [V(τ)]).      
 
 
Actual Classification of N(τ) 
 
≤ 2 ≥ 3 
≤ 2 58.66 28.02 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
71.98 ≥ 3 41.34 
 
 
 
Table 17. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = [V(τ), V(τ-16)]).   
    
 
Actual Classification of N(τ) 
 
≤ 2 ≥ 3 
≤ 2 50.33 18.03 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
81.97 ≥ 3 49.68 
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Table 18. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = [V(τ), V(τ-16) , V(τ-32)]).      
 
  
Actual Classification of N(τ) 
 
≤ 2 ≥ 3 
≤ 2 43.78 13.51 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
86.49 ≥ 3 56.22 
 
 
 
Table 19. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 5], X(τ) = [V(τ)]).      
 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 41.65 21.89 8.30 
2, 3, 4 30.01 50.62 35.42 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
56.27 ≥5 28.34 27.50 
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Table 20. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 5], X(τ) = [V(τ), V(τ-16)]). 
 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 35.18 12.86 4.61 
2, 3, 4 41.11 59.83 30.26 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
65.13 ≥5 23.71 27.30 
 
 
 
Table 21. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 5], X(τ) = [V(τ), V(τ-16) , V(τ-32)]). 
 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 30.47 9.78 6.09 
2, 3, 4 56.33 74.15 30.26 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
63.65 ≥5 13.21 16.08 
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Table 22. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6] , X(τ) = Principal Components derived from [V(τ)] that 
account for more than 5% of the data’s total variance).      
 
 
Actual Classification of N(τ) 
 
0 1 2 3 4 5 ≥ 6 
0 15.39 11.97 8.06 7.93 4.97 5.83 1.27 
1 7.78 10.64 9.38 5.31 3.10 1.08 0.00 
2 10.53 10.06 12.35 7.24 8.91 10.80 10.13 
3 13.45 15.32 21.43 36.02 28.33 16.85 12.66 
4 31.65 29.24 26.04 26.84 36.30 29.59 16.46 
5 12.65 11.32 10.96 7.53 8.07 21.81 24.05 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 6 8.54 11.45 11.77 9.13 10.32 35.44 14.04 
 
 
 
Table 23. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], X(τ) = Principal Components derived from [V(τ), V(τ-16)] 
that account for more than 5% of the data’s total variance). 
 
 
Actual Classification of N(τ) 
 
1 2 3 4 5 6 7 
0 14.99 10.99 6.58 6.40 5.53 5.83 0.00 
1 7.51 9.73 8.60 5.15 2.72 1.51 1.27 
2 14.10 14.49 15.20 11.11 11.16 11.66 8.86 
3 12.64 14.63 20.81 34.81 27.86 16.20 7.59 
4 29.70 28.40 25.44 25.84 36.59 23.54 18.99 
5 18.58 18.24 19.37 13.72 13.98 34.99 34.18 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
  
N(
τ)
 
≥ 6 2.49 3.53 4.01 2.98 2.16 29.11 6.26 
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Table 24. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [0, 1, 2, 3, 4, 5, ≥ 6], X(τ) = Principal Components derived from [V(τ), V(τ-16), 
V(τ-32)] that account for more than 5% of the data’s total variance). 
 
 
Actual Classification of N(τ) 
 
0 1 2 3 4 5 ≥ 6 
0 19.84 16.28 11.21 9.09 5.82 11.88 8.86 
1 5.71 9.01 8.48 4.39 2.06 0.00 0.00 
2 21.85 20.24 20.67 14.93 18.29 19.01 13.92 
3 17.09 19.05 24.14 40.16 32.65 22.03 16.46 
4 25.26 24.57 22.38 19.56 28.71 28.08 21.52 
5 2.68 2.52 2.48 3.82 3.19 5.83 10.13 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 6 7.56 8.34 10.64 8.05 9.29 29.11 13.18 
 
 
 
 
Table 25. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = Principal Components derived from [V(τ)] that account for more 
than 5% of the data’s total variance). 
 
 
Predicted Classification of N(τ) 
 
≤ 2 ≥ 3 
≤ 2 35.41 19.72 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
80.28 ≥ 3 64.59 
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Table 26. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = Principal Components derived from [V(τ), V(τ-16)] that account 
for more than 5% of the data’s total variance). 
 
 
 
 
 
Predicted Classification of N(τ) 
 
≤ 2 ≥ 3 
 
Table 27. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 2, ≥ 3], X(τ) = Principal Components derived from [V(τ), V(τ-16) , V(τ-32)] 
that account for more than 5% of the data’s total variance). 
 
 
Predicted Classification of N(τ) 
 
≤ 2 ≥ 3 
≤ 2 41.86 21.23 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 3 58.14 78.77 
 
 
 
≤ 2 36.67 19.72 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
≥ 3 63.33 80.28 
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Table 28. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 4], X(τ) = Principal Components derived from [V(τ)] that account for 
more than 5% of the data’s total variance). 
 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 22.44 13.80 7.20 
2, 3, 4 39.61 49.96 34.69 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
58.12 ≥5 37.95 36.24 
 
 
 
Table 29. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 4], X(τ) = Principal Components derived from [V(τ), V(τ-16)] that 
account for more than 5% of the data’s total variance). 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 21.27 11.67 7.38 
2, 3, 4 45.64 57.39 37.09 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
55.54 ≥5 33.10 30.94 
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Table 30. Percentage breakdown of predicted N(τ) values for each subgroup of Known N(τ) 
Values (N(τ) = [≤ 1, 2-4, ≥ 4], X(τ) = Principal Components derived from [V(τ), V(τ-16)] that 
account for more than 5% of the data’s total variance). 
 
Actual Classification of N(τ) 
 
≤ 1 2, 3, 4 ≥5 
≤ 1 26.44 14.75 12.18 
2, 3, 4 50.83 62.53 49.08 
Pr
ed
ic
te
d 
C
la
ss
ifi
ca
tio
n 
of
 N
(τ
) 
38.75 ≥5 22.73 22.73 
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