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Abstract 
Most advanced text analytics and text mining tasks include text classification, text clustering, building ontology, concept/entity 
extraction, summarization, deriving patterns within the structured data, production of granular taxonomies, sentiment and 
emotion analysis, document summarization, entity relation modelling, interpretation of the output. Already existing text analytics 
and text mining cannot develop text material alternatives (perform a multivariant design), perform multiple criteria analysis, 
automatically select the most effective variant according to different aspects (citation index of papers (Scopus, ScienceDirect, 
Google Scholar) and authors (Scopus, ScienceDirect, Google Scholar), Top 25 papers, impact factor of journals, supporting 
phrases, document name and contents, density of keywords), calculate utility degree and market value. However, the Text 
Analytics for Android Project can perform the aforementioned functions. To the best of the knowledge herein, these functions 
have not been previously implemented; thus this is the first attempt to do so. The Text Analytics for Android Project is briefly 
described in this article. 
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1. Introduction  
Text mining, sometimes alternately referred to as text data mining, roughly equivalent to text analytics, refers to 
the process of deriving high-quality information from text. High-quality information is typically derived through the 
divining of patterns and trends through means such as statistical pattern learning. Text mining usually involves the 
process of structuring the input text (usually parsing, along with the addition of some derived linguistic features and 
the removal of others, and subsequent insertion into a database), deriving patterns within the structured data, and 
finally evaluation and interpretation of the output. 'High quality' in text mining usually refers to some combination of 
relevance, novelty, and interestingness. Typical text mining tasks include text categorization, text clustering, 
concept/entity extraction, production of granular taxonomies, sentiment analysis, document summarization, and 
entity relation modeling (i.e., learning relations between named entities) (Machine Learning Market 2013). 
Text analytics software can help by transposing words and phrases in unstructured data into numerical values 
which can then be linked with structured data in a database and analyzed with traditional data mining techniques. 
With an iterative approach, an organization can successfully use text analytics to gain insight into content-specific 
values such as sentiment, emotion, intensity and relevance. Because text analytics technology is still considered to be 
an emerging technology, however, results and depth of analysis can vary wildly from vendor to vendor 
(BusinessAnalytics 2013). 
Text analytics is the process of deriving information from text sources. It is used for several purposes, such as: 
summarization (trying to find the key content across a larger body of information or a single document), sentiment 
analysis (what is the nature of commentary on an issue), explicative (what is driving that commentary), investigative 
(what are the particular cases of a specific issue) and classification (what subject or what key content pieces does the 
text talk about) (Gartner). 
Text mining is the activity of obtaining information resources relevant to an information need from a collection of 
information resources. Searches can be based on metadata or on full-text indexing. Text mining is vast area as 
compared to information retrieval. Typical text mining tasks include document classification, document clustering, 
building ontology, sentiment analysis, document summarization, Information extraction etc. Where as information 
retrieval typically deals with crawling, parsing and indexing document, retrieving documents (Stackoverflow 2013). 
Text mining concerns itself with discovering structure and patterns in unstructured data – usually text. There are 
many different approaches to this task, some focus on ancillary structures such as taxonomies and ontologies, some 
focus on semantics and natural language processing, while others use various algorithms to categorise and 
summarise. For example, KNIME Text Processing is a plug-in to the (free) KNIME data mining suite supports a six 
step text processing process which starts with the reading and parsing of text, followed by named entity recognition, 
filtering and manipulation, word counting and keyword extraction, bow and vector representation, and finally 
visualization (Butleranalytics 2013). 
Presently, text mining is in a loosely organized set of competing technologies that function as analytical “city-
states” with no clear dominance among them. To further complicate matters, different areas of text mining are in 
different stages of maturity. Some technology is easily accessible by practitioners today via commercial software, 
while other areas are only now emerging from academia into the practical realm (Miner  et al. (2012). 
Research shows that various researches have specialised in depth the different and very important areas of text 
analytics and mining (blogs and social networks (Shenghua and Li 2013; Marwick 2014; Mostafa 2013; Boulos et al. 
2010), students’ online interaction (He 2013), digital libraries (Nguyen 2014, Fagan 2014), process industry (Liew et 
al. 2014), medicine (Anholt  et al. 2014), legal, business intelligence, security (Truyensand Van Eecke 2014), etc. A 
brief analysis of above research follows. 
Social media have been adopted by many businesses. More and more companies are using social media tools such 
as Facebook and Twitter to provide various services and interact with customers. To increase competitive advantage 
and effectively assess the competitive environment of businesses, companies need to monitor and analyze not only 
the customer-generated content on their own social media sites, but also the textual information on their competitors’ 
social media sites. The results reveal the value of social media competitive analysis and the power of text mining as 
an effective technique to extract business value from the vast amount of available social media data. 
Recommendations are also provided to help companies develop their social media competitive analysis strategy 
(Shenghua and Li 2013). 
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Marwick (2014) investigate the use of Twitter at a major conference of professional and academic 
anthropologists. Using R Marwick (2014) identify the demographics of the community, the structure of the 
community of Twitter-using anthropologists, and the topics that dominate the Twitter messages. A key finding is 
that the transformative effect of Twitter in academia is to easily enable the spontaneous formation of information-
sharing communities bound by an interest in an event or topic (Marwick 2014). 
Blogs and social networks have recently become a valuable resource for mining sentiments in fields as diverse as 
customer relationship management, public opinion tracking and text filtering. In fact knowledge obtained from 
social networks such as Twitter and Facebook has been shown to be extremely valuable to marketing research 
companies, public opinion organizations and other text mining entities. However, Web texts have been classified as 
noisy as they represent considerable problems both at the lexical and the syntactic levels. Mostafa (2013). Mostafa 
(2013) research results indicate a generally positive consumer sentiment towards several famous brands. By using 
both a qualitative and quantitative methodology to analyze brands’ tweets, Mostafa (2013) study adds breadth and 
depth to the debate over attitudes towards cosmopolitan brands. 
Boulos et al. (2010) explore Technosocial Predictive Analytics (TPA) and related methods for Web “data mining” 
where users’ posts and queries are garnered from Social Web (“Web 2.0”) tools such as blogs, micro-blogging and 
social networking sites to form coherent representations of real-time health events. Boulos et al. (2010) introduce to 
commonly used Social Web tools such as mashups and aggregators, and maps their exponential growth as an open 
architecture of participation for the masses and an emerging way to gain insight about people's collective health 
status of whole populations. 
Students’ online interaction data suggests that a combination of using data mining and text mining techniques for 
a large amount of online learning data can yield considerable insights and reveal valuable patterns in students’ 
learning behaviors (He 2013). 
With the availability of open and structured data, digital libraries become an important source of data in recent 
data mining techniques. The inherent structure of digital libraries comes with information about date, authorship, 
involved institutions, geographic context, and large volumes of text (Nguyen 2014). As an illustration of digital 
libraries analysis, Nguyen (2014) focus on a space of scientific publications related to some science discipline and 
extract patterns and text-related information from the dataset. Nguyen (2014) discuss text preparation techniques in 
R, the use of the latent Dirichlet allocation to classify content, and the analysis of text features, like co-occurrence 
matrices. Simple similarity measures between authors and between papers is used to illustrate cluster cohesion 
within the dataset (Nguyen 2014). 
As the demand for library assessment grows, academic libraries are becoming more interested in Web analytics. 
Data are automatically gathered and provide information about a wide variety of online interactions (Fagan 2014). 
Fagan (2014) discusses how commercial web metrics might be adapted for use in academic libraries. Major key 
performance indicators used in the commercial sector are reviewed in the academic library context (Fagan 2014). 
Four main sectors of the process industry are studied by Liew et al. (2014): oil/petrochemicals, bulk/specialty 
chemicals, pharmaceuticals, and consumer products. Liew et al. (2014) study reveals that the top sustainability 
focuses of the four sectors are very similar: health and safety, human rights, reducing GHG, conserving 
energy/energy efficiency, and community investment. 
The so-called text or data “mining” enables this huge amount of medicine information to be managed, extracting 
it from various sources using processing systems (filtration and curation), integrating it and permitting the generation 
of new knowledge (Piedra et al. 2014). Using commercially available text-mining software (WordStat™), Anholt  et 
al. (2014) developed a categorization dictionary that could be used to automatically classify and extract enteric 
syndrome cases from the warehoused electronic medical records (Anholt  et al. 2014). 
Currently authors participated in the Android (Academic Network for Disaster Resilience to Optimise educational 
Development) project. Android project is being carried out with the financial assistance of the EU Life Long 
Learning programme, under the Erasmus networks action. ANDROID is concerned with what resilience is, what it 
means to society, and how society might achieve greater resilience in the face of increasing threats from natural and 
human induced hazards.  
Already existing above text analytics and text mining cannot develop text material alternatives (perform a 
multivariant design), perform multiple criteria analysis, automatically select the most effective variant according to 
different aspects (popularity of a text (citation index of papers (Scopus, ScienceDirect, Google Scholar, etc.) and 
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authors (Scopus, ScienceDirect, Google Scholar, etc.), Top 25 papers, impact factor of journals, supporting phrases, 
document name and contents, density of keywords),  calculate utility degree and market value. However, the Text 
Analytics for Android Project can perform the aforementioned functions. To the best of the knowledge herein, these 
functions have not been previously implemented; thus this is the first attempt to do so. 
The structure of this paper is as follows. Following this introduction, Section 3 provides a brief review of the Text 
Analytics for Android Project. Finally the concluding remarks appear in Section 4. 
 
2. Text Analytics Model and System for Android Project 
The essence of this research involves the Text Analytics Model that is designated to select the most rational, 
integrated text material from a library of documents. It covers the inputting of bag of concepts space; selecting, 
processing and indexing information in accordance with the inputted bag of concepts space and User Model; 
formulating the results of the retrieval and finally showing them to the user. Further, after selecting, processing and 
indexing documents, it covers the selecting out of composite parts (chapters/sections/paragraphs) of the documents 
under analysis and, after that, performing the multi-criteria analysis of the composite parts. This is followed by the 
designing of alternative variants of the selected information and performing a multi-criteria analysis of the 
summarised integrated alternatives of the text by which the retrieval results are then formulated.  
Once the selecting, processing and indexing of information has been completed, the selecting out of the 
composite parts of the documents and their multi-criteria analysis are performed. Further alternative variants are 
designed, these are analysed and the most rational alternative is selected. All this makes the text analytics system 
more flexible and more informative, since it selects out electronic information as much by area as by coverage. 
The multi-criteria analysis of the most rational text materials from a library of documents under analysis covers 
the complex determination of criteria weights taking into account their quantitative and qualitative characteristics. It 
includes a multi-criteria evaluation of the text materials defining the utility and market value of the text materials.  
Text Analytics Model permits selecting the maximally rational information in the coverage that the user desires. 
The designing of alternative variants provides the user with an opportunity to supplement and/or correct the already 
inputted bag of concepts space, modify the weights and then repeat the search. In other words, the user by using 
User Model is provided an opportunity to intervene in the occurring retrieval and to redirect it; thus the retrieval 
takes into account the user-selected priorities and the existing situation. 
The designing of alternative variants from the selected text materials contained in a library of documents covers 
the following stages: a) development of a table of codes of text materials from a library of documents, b) rejection of 
inefficient versions, c) computer-aided development of summarised, integrated text alternatives based on the codes 
compiled during Stage a), d) development of summarised, integrated text alternatives and the conceptual and 
quantitative information describing them and e) development of a summary decision-making table of all the 
obtained summarised, integrated text alternatives and relavent conceptual and quantitative information overall. 
At the beginning of a search, a user is able to submit the following kinds of search requirements: The user 
indicates the goal or goals for the search – research, practical or cognitive. The user notes the possibilities of interest 
to him/her while conducting the search: research literature (books, academic articles and the like), practical literature 
or popular literature; the user requests or selects bag of concepts space (see Figure 1); the user establishes various 
limitations (volume of the material under search by pages, desired time for reading a lecture by minutes and the like). 
To limit the amount of search results showing the pages that include the concepts in question (or to restrict the 
search by the duration of reading), tick the option Advanced search options below the button Search. Additional 
fields appear: Aproximately ... pages and Approximately for: ... minutes. You will also see round buttons to choose 
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Fig. 1. User window of the Text Analytics for the Android Project 
The Agent subsystem accumulates information about a user and stores his/her individual data. This information 
can be explicit (year of birth or university graduation) or implicit. The main skills of a user are implicit. They consist 
of informal and unregistered knowledge, practical experiences and skills. Such data are very important because they 
describe a user’s experience. Information about a user’s existing education, needs and the like accumulate in the 
Agent subsystem.  
As a user’s historical search information is being analyzed, his/her initial search requirements can be refined (or 
made more specific). In this case, the user’s behavior is under analysis; for example, which documents the user does 
or does not select for review, how often a document is viewed and how much time is spent looking at it along with 
use of the drag function are all under observation. This may partially be called the analysis of user conducted 
searches, the agent function. The Agent subsystem accumulates statistical information about the previous searches 
conducted by a user in a matrix form: bag of concepts space of a search; results of a search; how many times a user 
modified the initial search before suitable results were gained; the most popular resources and Internet website 
addresses employed by the user; how many times did a user read the selected material and how much time was spent 
doing so. 
This way the automatic search is actually personalized by applying the historical information gathered by the 
Agent subsystem: bag of concepts space under search is refined (or made more specific); information about the 
user’s education, work experience and search needs are considered; the user’s most frequently employed resources, 
Internet website addresses and authors are considered; the user’s opinion regarding the significance of the 
documents gained by the results of a search are considered. 
The following factors determine a rational text:  
 Citation index of papers (Scopus, ScienceDirect, Google Scholar) (Figure 2) 
 Citation of authors (Scopus, ScienceDirect, Google Scholar, etc.) (Figure 2) 
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 Top 25 papers 
 Impact factor of journals (Figure 2) 
 Popularity of a text (citation index, number of readers, time spent reading) 
 Reputation of the documents 
 Supporting phrases  
 Document name and contents  
 Density of keywords  
 
 
Fig. 2. User window of the Text Analytics for Android Project for the analysis of the citation index of papers (Scopus, ScienceDirect, Google 
Scholar), citation of authors and impact factor of journals. 
 
The system was developed as Web application using Microsoft Visual Studio 2010 (.Net Framework 4), C# as a 
main programming language and MS SQL Server 2012 as database platform. An example of the fragment of the 
rational text analytics result is presented in Figure 3.  
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Fig. 3. Fragment of an User window of the Text Analytics for the Android Project results 
3. Conclusions 
Research shows that various researches have specialised in depth the different and very important areas of text 
analytics and mining (blogs and social networks (Shenghua and Li 2013; Marwick 2014; Mostafa 2013; Boulos et 
al. 2010), students’ online interaction (He 2013), digital libraries (Nguyen 2014, Fagan 2014), process industry 
(Liew et al. 2014), medicine (Anholt  et al. 2014), legal, business intelligence, security (Truyensand Van Eecke 
2014), etc). Currently authors participated in the Android (Academic Network for Disaster Resilience to Optimise 
educational Development) project. In order to increase the efficiency and quality of the delivery of training, teaching 
and research activities: a Text Analytics for the Android Project has been developed. The Text Analytics for 
Android Project covers the following methods developed by authors (Kaklauskas 1999): Method for a complex 
determination of the weights of the criteria taking into account their quantitative and qualitative characteristics; 
Multiple Criteria Method for a Complex, Proportional Evaluation of Text Materials; Method for a multi-criteria, 
multivariant design of summarised, integrated text variants; Method for a determination of the utility degree and 
market value of the text materials. The developed System is also practically used in two distance MSc study 
programmes of Vilnius Gediminas Technical University (Real Estate Management; Construction Economics and 
Business).  
In the future we are intended to integrate Text Analytics for the Android Project with biometrics technologies. 
We will perform a comparable research, aiming to base the choice of learning materials on a students’ learning 
productivity and the level of interestingness. 
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