We present several new polynomial identities associated with matroids and geometric lattices, and relate them to formulas for the characteristic polynomial and the Tutte polynomial. The identities imply a formula for the Lê numbers of complex hyperplane arrangements.
From Lê numbers to matroid identities
In July 1994 the CIRM hosted a conference on hyperplane arrangements in Luminy, France. At that conference the rst author gave a talk in which he described an application to hyperplane arrangements of the more general theory of Lê cycles and Lê numbers of an arbitrary complex analytic hypersurface singularity (see Massey 4, 5] ).
The Lê numbers of a hypersurface singularity are important because they provide a nice generalization of the Milnor number of an isolated hypersurface singularity: the Lê numbers are e ectively calculable, the Milnor bre has a handle decomposition in which the number of handles of each index is speci ed by the appropriate Lê number, and the constancy of the Lê numbers in a family implies both that Thom's a f holds and that the Milnor brations are constant in the family.
In the case of hyperplane arrangements, the so-called Lê-Iomdine formulas lead to a recursive way to compute the Lê numbers.
Namely, let A denote a central essential complex hyperplane arrangement in C n . We use h to denote hyperplanes in A, and the letters v and w to denote ats of arbitrary dimension, that is, intersections of one or more hyperplanes in A. Let Now let L denote the lattice of all ats of A, ordered by reverse inclusion (as is customary). This includes the at C n , which arises as the intersection of the empty set of ats. If we set (C n ) := ?1, then we obtain a sum A rst curiosity is that the function is everywhere positive except on C n . From its recursive de nition it is surprising that this should be the case, but it is a consequence of the geometrical counting interpretation described above.
At this point, we made two observations. The rst one was that the Lê numbers seemed to be closely related to the M obius function on the lattice of ats. The unusual appearance of the resulting formula, see (2) in the next section, initiated our investigations. In fact, in view of the recursion formula (1), the identity (2) is just the statement that the -function on a hyperplane arrangement is given by (v) = (e(v) ? 1)j (C n ; v)j:
It was this observation which led to this paper.
Noting that the lattice of ats of a hyperplane arrangement is geometric we now extend to general geometric lattices and matroids.
The purpose of this paper therefore is to try to understand the combinatorics underlying these curious formulae, which started o as results in geometry. Chapter 5 of Massey 5] contains a full account of the geometrical background and arguments.
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In particular, we see that the main result, Theorem 5.6 of 5], about central hyperplane arrangements in C n , is a particular case of a more general result about geometric lattices.
This in turn is a special case of a more general result about the Tutte polynomial of a matroid which we describe in x5.
Matroid identities
Let M be a matroid of rank r 1 without loops on a nite ground set E, and let L = L(M) be its geometric lattice of ats. For any subset A E, we denote its closure by A 2 L, and its rank by r(A) = r(A). In particular, we have r(E) = r and r(F; G) = r(G) ? r(F) is the rank of the interval F; G] in L. As will be apparent from the context, inclusions A B refer to subsets of E, while inequalitites A B refer to the order relation in L for ats A; B. The minimum and maximum elements of L are0 = ; and1 = E, and it will be convenient to use the notation A U = fa 2 L : r(a) = 1; a Ug, for U 2 L. The cardinality jUj pertains to subsets of E. Thus (6) Independent proofs of formula (2) of Theorem 2.1 and of formula (5) of Theorem 2.2 are given in the next section.
As in the case of Theorem 2.1, the two identities (5) and (6) The identities in Theorem 2.2 lend themselves to a variety of specializations of the x e 's, , F and G, which produce particular identities. For example, by setting = 2, F =0 < G and t = X G in (5) When we put = (X G + t)=t in (5) we obtain
Since the characteristic polynomial (for any nontrivial nite graded poset) has = 1 as a root, ? 1 is a factor of ( F; G]; ) if F < G. Hence, the right hand side is divisible by X F (as well as by X G + t, but this is obvious since every term on the left has a factor of X G + t). In particular, when F =0 < G, the factor of X F = 0 annihilates the right hand side and we obtain
Setting all variables x e to 0 when F < G, we recover two familiar facts:
the recursion of the M obius function, and There are many other interesting evaluations. Not even the binomial identities that one gets for the special case L = B n are entirely trivial. Their q-analogues are obtained by setting L = PG(n; q). It may also be worthwhile to point out at this point that Theorem 2.2 can be deduced from Theorem 2.1. Namely, if M is a simple matroid (without loops or parallel elements) and if w e is a positive integer for each e 2 E, then we can construct from M a new matroid M(w), by replacing every element e of M by w e parallel elements. Now Theorem 2.1, applied to M(w), yields that Theorem 2.2 is valid whenever the variables x e have positive integer values. However, polynomial identities that hold for positive integers must be valid in any commutative ring with identity.
We end this section with one specialization of Theorem 2.2. Namely, putting t = 0, every x e = 1, F =0 and G =1 in the identity (6) gives an expression for the characteristic polynomial (M; ) which seems new. 3 Proofs
In this section we give (independent) proofs of Theorems 2.1 and 2.2.
The rst proof, verifying formula (2) of Theorem 2.1, is by induction over the rank. To simplify things, we rst note that it su ces to deal with the case G = E, since in the general case we can replace M by the restriction MjG. Then we note that every summand has X E + t as a factor, so we can divide this out, still retaining a polynomial identity. Furthermore, it is su cient to verify the formula for t = 1, since the general case arises from this by homogenization (that is, by substituting x e =t for x e , and then multiplying by t r+1 ).
Thus we only need to prove the identity X F2L
(X E + 1) r?r(F)?1 (X F + 1) (;; F) = 0;
for a matroid M of rank r 1 without loops on the ground set E, with lattice of ats L. We may also assume that there are no parallel elements in the matroid: only the sums of parallel classes appear in the formula, and each of them can be replaced by a single variable for the corresponding atom of L.
The case r = 1 is trivial to verify. where the rst equality is just a split according to rank, the second one uses the identity (8)
for L 0 (which is true by induction, with r(L 0 ) = r ? 1 1), the third one substitutes the M obius function of L 0 given by (9), the fourth equality is a simple rearrangement of terms, and the last one is the Weisner sum (10). We now give a proof of Theorem 2.2, speci cally of the identity (5), through an order-theoretic approach. The proof is a calculation which uses a theorem of Stanley ( 1] , p. 177): if P is a nite geometric lattice and is a modular element (that is, r( ^ ) + r( _ ) = r( ) + r( ) for every 2 P), then 
A bijective proof
Note that the formula (2) has only one negative term. It can be rewritten as 
In this form the identity has nonnegative integer terms on both sides, and asks for a bijective proof. In this section we present a bijective proof of the identity (11) for the lattice of ats of a matroid without loops.
First we establish some helpful terminology and notation. If e 2 E is an element in the parallel class of the atom a and u 2 L, we will write, abusing notation in the interest of simplicity, u _ e for u _ a = u feg. We will write u < v if v covers u, that is, if there exists some element e 2 E n u with u _ e = v. Similarly, we write u v if either v covers u or u = v, that is, if there exists some element e 2 E with u _ e = v. Fix a linear ordering < E of E such that if e 1 < E e 2 , e 0 1 jje 1 and e 0 2 jje 2 then e 0 1 < E e 0 2 .
Let p be the rst (smallest) element with respect to < E . For A E we write m A for the smallest element in A with respect to < E . Thus, p = m E . A saturated chain is decreasing if the labels along its coverings (starting from the minimum of the chain) form a decreasing sequence of elements with respect to the chosen linear ordering < E . A chain u = x 0 < x 1 < : : : < x m = v is a minimally labeled u-v-chain if the label of each covering x i < x i+1 is the least element e such that e _ x i = x i+1 . Since L is geometric, hence semimodular, the number of decreasing minimally labeled u-v-chains is equal to j (u; v)j (e.g., 3]). It is an easy observation that the top covering of a decreasing minimally labeled 7 0 -v-chain is labeled by m v . Given an element e, a (multi)chain is called e-free if none of its labels is e.
The left hand side of (11) can be interpreted as the cardinality of the set T of triples (D; e; C), where D is a decreasing minimally labeled0-F -chain, e 2 F n fm F g, and C is a p-free saturated multichain of length r ? r(F) starting at F.
The right hand side of (11) has a completely transparent interpretation: it is the cardinality of the set M of p-free saturated multichains0 = y 0 y 1 : : : y r in the Cayley-Hasse diagram of the geometric lattice. Due to the labeling, the same underlying saturated multichain in the lattice may occur on the right hand side of (11) with multiplicity.
Observe that M 2 M cannot be a decreasing minimally labeled chain. Otherwise, since its length is r, we would have y r =1 forcing the top covering to be labeled p, and contradicting the p-freeness of M. Let e 1 ; e 2 ; : : : ; e r be the labels along M and let n, n 0, be the largest index for which0 = y 0 y 1 : : : y n is a decreasing minimally labeled chain. There are three possible reasons why y n y n+1 fails to extend this chain to a longer decreasing minimally labeled chain: either (i) y n < y n+1 and e n+1 6 = m y n+1 < E e n , or (ii) y n < y n+1 and m y n+1 E e n , or (iii) y n = y n+1 .
We now describe a bijection ': T ! M. Consider (D; e; C) 2 T . Let D be0 = x 0 < x 1 < : : : < x n < x n+1 = F and f i be the label of the covering x i?1 < x i for each i = 1; 2; : : : ; n + 1. We have n 0 since F >0, and f n+1 = m F .
If e is independent of x n (equivalently, e6 2x n ), then we set '((D; e; C)) = M, where M is the saturated multichain (starting at0) obtained from the sequence of labels f 1 ; f 2 ; : : : ; f n ; e concatenated with the sequence of labels on C. It is obvious that M 2 M.
Moreover, M falls under case (i): its longest initial subchain with decreasing minimal labels could be extended by modifying the label on the (n + 1)st covering. Suppose now that e is dependent on x n and that p is not in F = x n+1 . Let k be the smallest index such that e is dependent on x k . Since the matroid does not contain loops, we have n k > 0. Let
We put '((D; e; C)) = M where M is the multichain (starting at0) determined by the sequence of labels f 1 ; f 2 ; : : : ; f k?1 ; f k+1 ; : : : ; f n ; f n+1 ; e, followed by the labels along C.
Obviously, M 2 M, and we claim that M falls in case (ii). To justify the claim we need to verify three conditions. First,0 = y 0 y 1 : : : y n must be a decreasing minimally labeled chain (it is obviously decreasing, and the fact that it is minimally labeled follows from the following lemma. 8 Lemma 4.1 Let x denote a decreasing minimally labeled chain in a geometric lattice, 0 = x 0 < x 1 < : : : < x n < x n+1 , and f i , for 1 i n + 1, be the element which labels the covering x i?1 < x i . Choose k 2 f1; 2; : : : ; n + 1g and let y i = x i ; if 0 i k ? 1, y k?1 _ f k+1 _ : : : _ f i+1 if k i n.
Then the chain0 = y 0 < y 1 < : : : < y n is minimally labeled by the sequence f 1 ; f 2 ; : : : ; f k?1 ; f k+1 ; : : : ; f n+1 .
Proof. If k = n+1 then the conclusion follows trivially. Assume k n and suppose that there exists j such that0 = y 0 < y 1 < : : : < y j?1 is a decreasing minimally labeled chain, but0 = y 0 < y 1 < : : : < y j?1 < y j is not. Necessarily, k j n + 1. Let j be smallest with this property. Then there must exist 2 E such that y j?1 _ = y j?1 _ f j+1 and < E f j+1 . This implies f k _ y j?1 _ = f k _ y j?1 _ f j+1 , and hence is dependent on f k _ y j?1 _ f j+1 = x j+1 . If l is the smallest index such that 2 x l , then l j + 1 and so f j+1 E f l as labels on the original chain x. Since, in turn, < E f j+1 we get < E f l . But this contradicts the fact that f l is the minimal label of the covering x l?1 < x l .
Second, e must be independent of f 1 ; f 2 ; : : : ; f k?1 ; f k+1 ; : : : ; f n ; f n+1 (this is immediate from an elementary exchange argument, since f 1 ; f 2 ; : : : ; f n ; f n+1 are independent). Third, we must have m yn_e f n+1 (this is obvious since y n _ e = x n+1 = F). Finally, if e is dependent on x n and p is in F = x n+1 , then f n+1 = p. Put '((D; e; C)) = M where M is the multichain determined by the sequence of labels f 1 ; f 2 ; : : : ; f n ; e followed by the labels along C. Clearly, M falls under case (iii). It is clear that ' is surjective. We omit the proof of its invertibility. Using arguments similar to those used in the construction of ', one can show that each of the three restrictions of ' is invertible. 
It turns out that this is just a special case of the following much more general identity. It would be more precise and complete to denote these polynomials by t(A; M; x; y). However, for simplicity we will drop the (M; x; y) from the notation, not only here, but also in the polynomials T ab e , T ab , etc. that will appear below. Nevertheless it is useful to keep in mind that all these quantities are 2-variable polynomials.
With this notation, we will now prove which completes the proof of (13), and thus of Theorem 5.1.
A weighted version of (13) Moreover, using (20) we can de ne any linear combination of T 11 ; T 10 ; T 01 ; T 00 as a linear combination of T and T 1 .
