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TOTAL NONNEGATIVITY OF GCD MATRICES AND
KERNELS
DOMINIQUE GUILLOT AND JIARU WU
Abstract. Let X = (x1, . . . , xn) be a vector of distinct positive
integers. The n× n matrix S = S(X) := (gcd(xi, xj))
n
i,j=1, where
gcd(xi, xj) denotes the greatest common divisor of xi and xj , is
called the greatest common divisor (GCD) matrix on X . By a
surprising result of Beslin and Ligh [Linear Algebra and Appl. 118],
all GCDmatrices are positive definite. In this paper, we completely
characterize the GCD matrices satisfying the stronger property of
being totally nonnegative (TN) or totally positive (TP). As we
show, a GCD matrix is never TP when n ≥ 3, and is TN if and
only if it is TN2, i.e., all its 2 × 2 minors are nonnegative. We
next demonstrate that a GCD matrix is TN2 if and only if the
exponents of each prime divisor in the prime factorization of the
xis form a monotonic sequence. Reformulated in the language of
kernels, our results characterize the subsets of integers over which
the kernel K(x, y) = gcd(x, y) is totally nonnegative. The proofs
of our characterizations depend on Gantmacher and Krein’s notion
of a Green’s matrix. We conclude by showing that a GCD matrix
is TN if and only if it is a Green’s matrix. As a consequence, we
obtain explicit formulas for all the minors and for the inverse of
totally nonnegative GCD matrices.
1. Introduction and Main Results
We begin by setting some notation. We denote the set of positive and
non-negative integers by N and Z≥0 respectively. Given two integers
a, b ∈ N, we write a | b if a divides b, i.e., if b = λa for some λ ∈
N. We denote the greatest common divisor of two integers m,n ∈ N
by gcd(m,n). More generally, we denote by gcd(n1, n2, . . . , nk) the
greatest common divisor of n1, . . . , nk.
1.1. GCD matrices.
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Definition 1.1. Let X = (x1, . . . , xn) ∈ N
n be a vector of positive in-
tegers. The n×n matrix S = S(X) := (sij)
n
i,j=1 where sij = gcd(xi, xj)
is called the greatest common divisor (GCD) matrix on X .
The study of GCD matrices goes back to 1875, when H. J. S. Smith
[33] was able to compute the determinant of S((1, 2, . . . , n)):
det(gcd(i, j))ni,j=1 = φ(1)φ(2) . . . φ(n),
where φ denotes Euler’s totient function. Almost 150 years later, these
matrices and their generalizations continue to attract the attention of
number theorists and linear algebraists (see e.g. [1, 16, 17, 19, 23, 24, 27,
30, 34] and the references therein). Of particular interest is a surprising
result of Beslin and Ligh which shows that GCD matrices are always
positive definite.
Theorem 1.2 (Beslin and Ligh [8, Theorem 2]). Let X = (x1, . . . , xn)
be a vector of distinct positive integers. Then the GCD matrix S(X) is
positive definite.
Indeed, let D = {d1, . . . , dm} be a set containing X and all the divisors
of the integers in X . Define a n×m matrix A = (aij) by
aij := eij ·
√
φ(dj),
where
eij :=
{
1 if dj | xi
0 otherwise,
and where φ(x) is Euler’s totient function. By a direct calculation,
(AAT )ij =
m∑
k=1
aikajk =
∑
dk |xi
dk |xj
√
φ(dk)
√
φ(dk) =
∑
dk| gcd(xi,xj)
φ(dk) = gcd(xi, xj).
The last equality follows from the well-known identity
∑
d|x φ(d) = x.
Hence S(X) = AAT and so S(X) positive semidefinite. A refined
analysis of the rank of the previous matrices shows that S(X) is also
non-singular (see [8] for the details).
Remark 1.3. Notice that if the xis are not distinct in Theorem 1.2,
the matrix S(X) is still positive semidefinite, but is singular.
The main goal of the paper is to determine which GCD matrices
satisfy the stronger property of being totally nonnegative.
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1.2. Main results. Recall that a real symmetric matrix is positive
definite (resp. semidefinite) if and only if its principal minors are pos-
itive (resp. nonnegative). A stronger notion is that of totally positive
(resp. nonnegative) matrices, where all minors are required to be posi-
tive (resp. nonnegative). These matrices arise in several areas including
approximation theory [15], cluster algebras [6, 12, 13], combinatorics
[9, 10], integrable systems [22, 21], network analysis [29], oscillatory
matrices [2], and representation theory [26, 25, 31].
More precisely, let α ⊆ {1, . . . , m}, β ⊆ {1, . . . , n}, and let A ∈
Rm×n. We denote by A[α, β] the submatrix of A with row indices in α
and column indices in β, i.e.,
A[α, β] := (aij)i∈α,j∈β.
When α = β, we let A[α] := A[α, α] to simplify the notation.
Definition 1.4. Let A = (aij) ∈ R
m×n. The matrix A is said to be:
• totally nonnegative if detA[α, β] ≥ 0 for all α ⊆ {1, . . . , m}, β ⊆
{1, . . . , n} with |α| = |β|.
• totally positive if detA[α, β] > 0 for all α ⊆ {1, . . . , m}, β ⊆
{1, . . . , n} with |α| = |β|.
• TNk if all minors of A of size ≤ k are nonnegative.
We write A ∈ TN, A ∈ TP, or A ∈ TNk to denote the fact that A is
TN, TP, or TNk, respectively.
Following Beslin and Ligh’s result (Theorem 1.2), it is natural to ex-
amine which GCD matrices are totally nonnegative or totally positive.
Our first main result shows that a GCD matrix is TN if and only if it
is TN2.
Theorem 1.5 (Main Result 1). Let n ≥ 3 and let X = (x1, . . . , xn) ∈
Nn. Then the following are equivalent for the GCD matrix S(X):
(1) S(X) is TN2.
(2) S(X) is TN.
(3) For 1 ≤ i ≤ j ≤ k ≤ n,
(a) gcd(xi, xk) = gcd(xi, xj, xk) and
(b) xj · gcd(xi, xk) | xixk.
(4) For 1 ≤ i ≤ j ≤ k ≤ n, gcd(xi, xj) gcd(xj , xk) = xj ·gcd(xi, xk).
Moreover, the above conditions imply that for all 1 ≤ i ≤ j ≤ k ≤ l ≤
n,
gcd(xi, xk) · gcd(xj , xl) = gcd(xi, xl) · gcd(xj, xk). (1.6)
As a consequence, we immediately obtain that no GCD matrix is TP
when n ≥ 3.
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Corollary 1.7. Let n ≥ 3 and let X = (x1, . . . , xn) ∈ N
n. Then S(X)
is not TP.
Proof. Observe that Equation (1.6) can equivalently be formulated as
detA[{i, j}, {k, l}] = 0 ∀ 1 ≤ i < j ≤ k < l ≤ n. (1.8)
Hence a GCD matrix cannot be TP when n ≥ 3. 
While Theorem 1.5 reduces verifying the total nonnegativity of GCD
matrices to computing 2×2 minors, it is not clear a priori which vectors
X = (x1, . . . , xn) yield TN matrices S(X). Our second main result
provides an explicit description of these vectors. To state the result,
we use the following notation. Let 2 = p1 < p2 < p3 < . . . denote
the list of all prime numbers in increasing order. For a given integer
x ∈ N, we denote by et(x) ∈ Z≥0 the power of pt occurring in the prime
factorization of x. By convention, we set et(x) = 0 if pt does not divide
x. Hence, for every x ∈ N,
x =
∞∏
i=1
p
ei(x)
i , (1.9)
where only finitely many terms in the product are not equal to 1.
Theorem 1.10 (Main Result 2). Let n ≥ 3 and let X = (x1, . . . , xn) ∈
Nn. Then the following are equivalent for the GCD matrix S(X):
(1) S(X) is totally nonnegative.
(2) For each t ∈ N, the sequence (et(xi))
n
i=1 is monotonic.
Here, by a monotonic sequence, we mean a sequence that is either
non-decreasing or non-increasing.
The proof of Theorems 1.5 and 1.10 depend heavily on the notion of
Green’s matrices, a notion first introduced by Gantmacher and Krein
[14] in their study of oscillatory matrices 1.
Definition 1.11 (see Karlin [20, Chapter 3, §3], Gantmacher and Krein
[14, Chapter 2, §3]). A n×nmatrix A = (aij)
n
i,j=1 is said to be a Green’s
matrix (or a single-pair matrix) if
aij = pmin(i,j)qmax(i,j) =
{
piqj if i ≤ j
pjqi if i ≥ j.
for some p1, . . . , pn, q1, . . . , qn ∈ R.
Our last characterization of totally nonnegative GCD matrices directly
involves such matrices.
1Gantmacher and Krein used the terminology single-pair matrices instead of
Green’s matrices.
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Theorem 1.12 (Main Result 3). Let n ≥ 3 and let X = (x1, . . . , xn) ∈
Nn. Then the following are equivalent for the GCD matrix S(X):
(1) S(X) is totally nonnegative.
(2) S(X) is a Green’s matrix.
If the xis are distinct, then (1) and (2) are equivalent to
(3) S(X)−1 is tridiagonal with nonzero superdiagonal elements.
Moreover, suppose A := S(X) ∈ TN and let α = {i1, . . . , im} and
β = {j1, . . . , jm} be two subsets of {1, . . . , n}. If αs < βs+1 for all
1 ≤ s ≤ n− 1, then we have
detA[α, β] =
gcd(xk1 , xn) gcd(x1, xlm)
gcd(x1, xn)m
·
m−1∏
i=1
det
(
gcd(xki+1, xn) gcd(xli , xn)
gcd(x1, xki+1) gcd(x1, xli)
)
,
where ks := min(is, js) and ls := max(is, js). In all other cases, we
have detA[α, β] = 0. Also, if A ∈ TN is non-singular, then
A−1 =


b1 a2
a2 b2 a3
. . .
. . .
. . .
an−1 bn−1 an
an bn


where
ai+1 =
gcd(x1, xn)
gcd(xi, xn) gcd(x1, xi+1)− gcd(xi+1, xn) gcd(x1, xi)
1 ≤ i ≤ n−1,
and
bi =


−gcd(x2,xn)
gcd(x1,xn)
a2 (n = 1)
−gcd(xi−1,xn) gcd(x1,xi+1)−gcd(xi+1,xn) gcd(x1,xi−1)
gcd(x1,xn)
aiai+1 (2 ≤ i ≤ n− 1)
−gcd(x1,xn−1)
gcd(x1,xn)
an (i = n).
The rest of the paper is structured as follows: we begin by examining
the total nonnegativity of 3× 3 GCD matrices in Section 2. The proof
of our main results are then given in Section 3. Section 4 concludes
the paper by examining the total nonnegativity of the kernel K(x, y) =
gcd(x, y), as well as total nonnegativity preservers on GCD matrices.
2. The n = 3 case
We begin by examining Theorem 1.5 in the case where n = 3.
Proposition 2.1. Let a, b, c be distinct positive integers with greatest
common divisor d := gcd(a, b, c), and let X := (a, b, c). Then the
following are equivalent:
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(1) S(X) is totally nonnegative
(2) gcd(a, c) = d and db | ac.
(3) gcd(a, b) gcd(b, c) = b · gcd(a, c).
The following simple lemma will be useful to prove Proposition 2.1.
Lemma 2.2. Let x, y, z be distinct positive integer. Then
gcd(x, y) gcd(y, z) ≤ y · gcd(x, y, z). (2.3)
Moreover, equality holds in Equation (2.3) if and only if gcd(x, y, z)y |
xz.
Proof. Let d := gcd(x, y, z). Suppose first d = 1. If p is a prime such
that p | gcd(x, y) gcd(y, z) then p | y. Also p | gcd(x, y) or p | gcd(y, z)
but not both since gcd(x, y, z) = 1. It follows that gcd(x, y) gcd(y, z) ≤
y. Equality holds if and only if every divisor of y divides x or z, i.e.,
if and only if y | xz. This proves the result when d = 1. The general
case follows by replacing x, y, z by x/d, y/d, z/d. 
Proof of Proposition 2.1. To simplify the notation, let A := S(X):
A =

 a gcd(a, b) gcd(a, c)gcd(b, a) b gcd(b, c)
gcd(c, a) gcd(c, b) c

 .
(1)⇒ (2). Suppose A ∈ TN. Since the {1, 2}, {2, 3} minor of A is
nonnegative, we obtain that
gcd(a, b) gcd(b, c) ≥ b · gcd(a, c).
Conversely, by Lemma 2.2, gcd(a, b) gcd(b, c) ≤ b · gcd(a, b, c) ≤ b ·
gcd(a, c). It follows that gcd(a, c) = gcd(a, b, c) = d and gcd(a, b) gcd(b, c) =
b · gcd(a, b, c). By the equality case in Lemma 2.2, we conclude that
db | ac. This proves (2).
(2)⇒ (3). Suppose (2) holds. By the equality case in Lemma 2.2, we
have
gcd(a, b) gcd(b, c) = b · gcd(a, b, c).
Condition (3) now follows from the assumption that d = gcd(a, c).
(3)⇒ (1). Suppose now that (3) holds. By Theorem 1.2, all principal
minors of A are nonnegative. Let us examine the remaining minors
A[α, β] of A. By symmetry, there are exactly 3 cases to consider:
Case 1. α = {1, 2}, β = {2, 3}. We have
A[α, β] =
(
gcd(a, b) b
gcd(a, c) gcd(b, c)
)
.
Hence, detA[α, β] = gcd(a, b)·gcd(b, c)−b·gcd(a, c) ≥ 0 by assumption.
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Case 2. α = {1, 2}, β = {1, 3}. In that case,
A[α, β] =
(
a gcd(a, c)
gcd(b, a) gcd(b, c)
)
By Lemma 2.2, we have gcd(b, a) · gcd(a, c) ≤ a · gcd(a, b, c) ≤ a ·
gcd(b, c). Hence detA[α, β] ≥ 0.
Case 3. α = {2, 3}, β = {1, 3}. In that case,
A[α, β] =
(
gcd(b, a) gcd(b, c)
gcd(c, a) c
)
As in Case 2, by Lemma 2.2, we have gcd(b, c)·gcd(c, a) ≤ c·gcd(a, b, c) ≤
c · gcd(b, a). Thus detA[α, β] ≥ 0.
We therefore conclude that A is TN. 
Remark 2.4. Notice that the (3) ⇒ (2) implication in Proposition 2
shows that
gcd(a, b) gcd(b, c) = b · gcd(a, c) =⇒ gcd(a, c) = gcd(a, b, c).
One can also, of course, proves this directly: suppose gcd(a, c) 6=
gcd(a, b, c). Then there exists a prime p such that p | a, c, but p ∤ b.
Thus p | b · gcd(a, c), but p ∤ gcd(a, b) gcd(b, c).
3. Proof of the Main Results
Before we proceed to the proofs of our main results, we recall some
important properties of Green’s matrices.
Theorem 3.1 (see Karlin [20, Chapter 3, Theorem 3.1]). A Green’s
matrix A = (pmin(i,j)qmax(i,j))
n
i,j=1 is TN if and only if all the numbers
p1, . . . , pn, q1, . . . , qn have the same strict sign and
p1
q1
≤
p2
q2
≤ · · · ≤
pn
qn
.
Moreover, for any two subsets α = {i1, . . . , im} and β = {j1, . . . , jm}
of {1, . . . , n}, we have
detA[α, β] = pk1qlm ·
m−1∏
i=1
det
(
pki+1 pli
qki+1 qli
)
, (3.2)
where ks := min(is, js) and ls := max(is, js) provided max(is, js) <
min(is+1, js+1) for all s = 1, . . . , m−1. In all other cases, detA[α, β] =
0.
Theorem 3.3 (Gantmacher and Krein, see [4, Theorem 2]). A ma-
trix A is a nonsingular Green’s matrix if and only if its inverse is a
symmetric tridiagonal matrix with nonzero superdiagonal elements.
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Using Equation (3.2), one can compute the minors of a Green’s ma-
trix, and obtain and explicit formula for its inverse via Cramer’s rule.
Theorem 3.4 (see e.g. Yamamoto [35]). Let A = (pmin(i,j)qmax(i,j))
n
i,j=1
be a non-singular Green’s matrix. Then
A−1 =


b1 a2
a2 b2 a3
. . .
. . .
. . .
an−1 bn−1 an
an bn

 ,
where
ai+1 =
1
piqi+1 − pi+1qi
(1 ≤ i ≤ n− 1),
and
bi =


− p2
p1(p1q2−p2q1)
(n = 1)
− pi−1qi+1−pi+1qi−1
(pi−1qi−piqi−1)(piqi+1−pi+1qi)
(2 ≤ i ≤ n− 1)
− qn−1
qn(pn−1qn−pnqn−1)
(i = n).
With the above results in hand, we can now prove our first main
result.
Proof of Theorem 1.5. To simplify the notation, let A := S(X).
(1)⇒ (3). Suppose A ∈ TN2 and consider the submatrix B := A[{i, j, k}].
By assumption B ∈ TN2. Moreover, det(B) ≥ 0 by Theorem 1.2 and
Remark 1.3, and so B ∈ TN. Properties (3) now follow immediately
from Proposition 2.1(2).
(3)⇔ (4). This follows from the (2)⇔ (3) equivalence in Proposition
2.1.
(4)⇒ (2). Suppose (4) holds and let 1 ≤ i ≤ j ≤ n. Then
gcd(x1, xj) gcd(xi, xn) =
gcd(x1, xi) gcd(xi, xj) gcd(xi, xn)
xi
=
gcd(x1, xi) gcd(xi, xn)
xi
gcd(xi, xj)
= gcd(x1, xn) gcd(xi, xj).
Hence
aij = gcd(xi, xj) =
gcd(x1, xj) gcd(xi, xn)
gcd(x1, xn)
(1 ≤ i ≤ j ≤ n). (3.5)
It follows that A is a Green’s matrix with pi := gcd(xi, xn)/ gcd(x1, xn)
and qj := gcd(x1, xj). Hence, by Theorem 3.1, the matrix A is TN if
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and only if
gcd(xi, xn)
gcd(x1, xi)
≤
gcd(xi+1, xn)
gcd(x1, xi+1)
(3.6)
for all 1 ≤ i ≤ n−1. By Remark 2.4, we have gcd(xi, xk) = gcd(xi, xj , xk).
It follows that for all 1 ≤ i ≤ n,
gcd(xi, xn) = gcd(xi, xi+1, . . . , xn) (3.7)
gcd(x1, xi) = gcd(x1, x2, . . . , xi). (3.8)
Thus, gcd(xi, xn) ≤ gcd(xi+1, xn) and gcd(x1, xi) ≥ gcd(x1, xi+1) and
so Equation (3.6) always holds. We therefore conclude that A ∈ TN.
Clearly, we have (2)⇒ (1) and so the four statements are equivalent.
Finally, suppose 1 ≤ i ≤ j ≤ k ≤ l ≤ n. Proceeding as above, we
have
gcd(xi, xk) gcd(xj , xl) =
gcd(xi, xj) gcd(xj , xk) gcd(xj , xl)
xj
=
gcd(xi, xj) gcd(xj , xl)
xj
gcd(xj , xk)
= gcd(xi, xl) gcd(xj , xk),
as claimed. 
We now prove our second main result, which provides an explicit
characterization of the vectors X = (x1, . . . , xn) ∈ N
n for which the
matrix S(X) is TN.
Proof of Theorem 1.10. As above, set A := S(X). By Theorem 1.5(3),
A ∈ TN if and only if gcd(xi, xk) = gcd(xi, xj, xk) and xj · gcd(xi, xk) |
xixk for all 1 ≤ i ≤ j ≤ k ≤ n. Using the notation in Equation (1.9),
these two conditions are equivalent to
min(et(xi), et(xk)) ≤ et(xj)
et(xj) + min(et(xi), et(xk)) ≤ et(xi) + et(xk).
for all t ∈ N. Hence, A ∈ TN if and only if for all 1 ≤ i ≤ j ≤ k ≤ n
and all t ∈ N,
min(et(xi), et(xk)) ≤ et(xj) ≤ max(et(xi), et(xk)). (3.9)
For t ∈ N, define a vector
Xt := (p
et(x1)
t , . . . , p
et(xn)
t ),
and let At := S(Xt). Observe that by Equation (3.9) and the above
arguments,
A ∈ TN ⇐⇒ At ∈ TN for all t = 1, . . . ,m.
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It therefore suffices to resolve the case where all the integers xi are
powers of a given prime p. Hence, assume xi = p
αi for some prime p ∈ N
and some integers αi ∈ Z≥0 (not necessarily all distinct). We claim that
the matrix A = S(x1, . . . , xn) is TN if and only if the sequence (αi)
m
i=1
is monotonic. Indeed, suppose A ∈ TN and let 1 ≤ i ≤ j ≤ k ≤ n. By
Equation (3.9), we have
min(αi, αk) ≤ αj ≤ max(αi, αk). (3.10)
We consider two cases:
Case 1. αi < αj If αk ≤ αi, then we obtain from the right hand-side
of Equation (3.10) that αj ≤ αi, a contradiction. Thus αk > αi and
the right hand-side of (3.10) implies that αj ≤ αk.
Case 2. αi > αj. Similarly, if αk ≥ αi, then the left hand-side of
Equation (3.10) implies that αj ≥ αi, a contradiction. Thus αk < αi
and the right hand-side of (3.10) now implies that αj ≥ αk.
It follows easily from the above analysis that the sequence (αt)
m
t=1 is
monotonic.
Conversely, if the sequence (αt)
m
t=1 is monotonic, then it satisfies
Equation (3.10) and it follows that the A ∈ TN. 
As showed in the proof of Theorem 1.5, a totally nonnegative GCD
matrix is necessarily a Green’s matrix (see Equation (3.5)). Our last
result show that the converse also holds.
Proof of Theorem 1.12. As before, let A := S(X) to simplify the nota-
tion.
(1)⇒ (2). This was already shown in the proof of Theorem 1.5 (see
Equation (3.5)).
(2)⇒ (1). Suppose A is a Green’s matrix with entries
aij = pmin(i,j)qmax(i,j).
Then for 1 ≤ i ≤ j ≤ k ≤ n,
gcd(xi, xj) gcd(xj , xk) = (piqj)(pjqk) = (pjqj)(piqk) = xj · gcd(xi, xk).
Thus, by Theorem 1.5(4), the matrix A is TN.
(2)⇔ (3). This is Gantmacher and Krein’s result (see Theorem 3.3).
The expressions for the minors and the inverse of A are immediate
consequences of Theorems 3.1 and 3.4 applied with pi, qi as given after
Equation (3.5). 
4. Totally nonnegative kernels
A natural reformulation of the above results involves the notion of
positive semidefinite and totally nonnegative kernels.
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Definition 4.1 (see Karlin [20]). Let X ⊆ N. The kernel K : X×X →
R is said to be
(1) positive semidefinite if the matrix (K(xi, xj))
n
i,j=1 is positive
semidefinite for any choice of integers x1 < x2 < . . . xn in X
and any n ≥ 1.
(2) totally nonnegative if the matrix (K(xi, xj))
n
i,j=1 is totally non-
negative for any choice of integers x1 < x2 < . . . xn in X and
any n ≥ 1.
Positive definite and totally positive kernels are defined analogously.
Remark 4.2. More generally, for any totally ordered sets X and Y ,
the kernel K : X×Y → R is said to be totally nonnegative if the matrix
(K(xi, yj))
n
i,j=1 is totally nonnegative for any choice of x1 < x2 < . . . , xn
in X , any choice of y1 < y2 < · · · < yn in Y , and any n ≥ 1. In what
follows, we restrict ourselves to the case where X = Y .
Observe that, in the language of kernels, Beslin and Leigh’s result
(Theorem 1.2) shows that the kernel
K(x, y) = gcd(x, y)
is positive definite on X = N (and hence on any subset of N). Theo-
rem 1.10 resolves the analogous problem for total nonnegativity. For
simplicity, we only state the result in the case where the cardinality of
X is infinite.
Theorem 4.3. Let (xi)
∞
i=1 ⊆ N be an increasing sequence of positive
integers and let X = {x1, x2, . . . }. Then the following are equivalent:
(1) The kernel K(x, y) = gcd(x, y) is totally nonnegative on X.
(2) For each t ∈ N, the sequence (et(xi))
∞
i=1 is monotonic.
Having characterized the setsX ⊆ N over which the kernel K(x, y) =
gcd(x, y) is totally nonnegative, it is natural to examine how such ker-
nels can be transformed while remaining totally nonnegative. More
specifically, we are seeking functions f : N→ C with the property that
f ◦K is totally nonnegative on X whenever K is. The following result
from [5] shows that for general kernels, not many functions f have this
property.
Theorem 4.4 ([5, Theorem 2.1]). Let F : [0,∞) → R be a function
and let d := min(m,n), where m and n are positive integers. The
following are equivalent.
(1) F preserves TN when applied entrywise on m× n matrices.
(2) F preserves TN when applied entrywise on d× d matrices.
(3) F is either a non-negative constant or
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(a) (d = 1) F (x) ≥ 0;
(b) (d = 2) F (x) = cxα for some c > 0 and some α ≥ 0;
(c) (d = 3) F (x) = cxα for some c > 0 and some α ≥ 1;
(d) (d ≥ 4) F (x) = cx for some c > 0.
As we now show, the situation is very different for the gcd kernel.
Recall that an arithmetic function f : N→ R is said to bemultiplicative
if f(xy) = f(x)f(y) whenever gcd(x, y) = 1.
Theorem 4.5. Let X ⊆ N and assume the kernel K(x, y) = gcd(x, y)
is totally nonnegative on X. Suppose f : N→ C satisfies
(1) f is multiplicative, and
(2) f(x) ≤ f(y) for every x, y ∈ N such that x | y.
Then f ◦K is totally nonnegative on X.
Proof. Let x1 < x2 < · · · < xn be a finite subset of X . Since K is TN
on X , the gcd matrix A := (K(xi, xj))
n
i,j=1 is TN. By Theorem 1.12,
the matrix A is a Green’s matrix
K(xi, xj) = pmin(i,j)qmax(i,j),
with pi := gcd(xi, xn)/ gcd(x1, xn) and qj := gcd(x1, xj) – see Equation
(3.5). Using Equations (3.7) and (3.8), it follows easily that
gcd(pmin(i,j), qmax(i,j)) = 1 for all 1 ≤ i ≤ j ≤ n.
Thus, by Assumption (1) of the theorem, we obtain that
f(K(xi, xj)) = f(pmin(i,j))f(qmax(i,j)) = p˜min(i,j)q˜max(i,j),
where p˜i = f(pi) and q˜i = f(qi). Since A is TN, we have by Theorem
3.1 that
p1
q1
≤
p2
q2
≤ · · · ≤
pn
qn
.
Now, using Equations (3.7) and (3.8), it follows that for 1 ≤ i < n
pi | pi+1 and qi+1 | qi.
Hence, by Assumption (2) of the theorem, we conclude that f(pi) ≤
f(pi+1) and f(qi) ≥ f(qi+1), and therefore that
p˜1
q˜1
≤
p˜2
q˜2
≤ · · · ≤
p˜n
q˜n
.
Theorem 3.1 now shows that the matrix with entries f(K(xi, xj)) is
TN. Since this is true for any choice of the xis, we conclude that f ◦K
is TN. 
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Note that in Theorem 4.5, we assume that f(x) ≤ f(y) only if x | y.
Interestingly, if we assume f is both multiplicative and non-decreasing
on N, then f(n) = nα for some α ≥ 0. This remarkable result goes
back to Erdo˝s [11]. Several authors also found simpler proofs of the
result, including Moser and Lambek [28], Besicovitch [7], Schoenberg
[32], and Howe [18]. Erdo˝s’s original result is stated in terms of additive
functions instead of multiplicative ones.
Theorem 4.6 (see [11, Theorem XI]). Let f : N→ R satisfy f(mn) =
f(m) + f(n) whenever gcd(m,n) = 1, and f(n + 1) ≥ f(n) for all
n ∈ N. Then f(n) = C log n for some constant C.
In contrast, the weaker hypothesis in Theorem 4.5 is satisfied for much
more than power functions. For example, it is satisfied by Euler’s
totient function φ.
Corollary 4.7. Let X ⊆ N and assume the kernel K(x, y) = gcd(x, y)
is totally nonnegative on X. Then the kernel φ ◦K is totally nonneg-
ative.
Proof. That Euler’s totient function is multiplicative is well-known (see
e.g. [3, Theorem 6.4]). To verify the second assumption of Theorem
4.5, first observe that for any prime number p,
φ(pt+1) = pt+1 − pt = pt(p− 1) ≥ pt−1(p− 1) = φ(pt).
Using the multiplicativity of φ, it follows easily that φ(m) ≤ φ(n) if
m | n. 
Acknowledgement. D.G. is partially supported by a University of
Delaware Research Foundation grant, by a Simons Foundation collab-
oration grant for mathematicians, and by a University of Delaware
Research Foundation Strategic Initiative grant. J.W. is partially sup-
ported by the Summer Scholars Program of the University of Delaware.
References
[1] Ercan Altınıs¸ık, Mehmet Yıldız, and Ali Keskin. Non-divisibility of lcm ma-
trices by gcd matrices on gcd-closed sets. Linear Algebra and its Applications,
516:47–68, 2017.
[2] Tsuyoshi Ando. Totally positive matrices. Linear algebra and its applications,
90:165–219, 1987.
[3] George E. Andrews. Number theory. Dover Publications, Inc., New York, 1994.
[4] Wayne W Barrett. A theorem on inverse of tridiagonal matrices. Linear Algebra
and Its Applications, 27:211–217, 1979.
[5] Alexander Belton, Dominique Guillot, Apoorva Khare, and Mihai Putinar.
Total-positivity preservers. preprint (arXiv:1711.10468), 2017.
14 D. GUILLOT AND J. WU
[6] Arkady Berenstein, Sergey Fomin, and Andrei Zelevinsky. Parametrizations
of canonical bases and totally positive matrices. Advances in mathematics,
122(1):49–149, 1996.
[7] A. S. Besicovitch. On additive functions of a positive integer. Studies in Math-
ematical Analysis and Related Topics, Stanford University Press, California,
pages 38–41, 1962.
[8] Scott Beslin and Steve Ligh. Greatest common divisor matrices. Linear Algebra
and its Applications, 118:69–76, 1989.
[9] Francesco Brenti. Unimodal log-concave and Po´lya frequency sequences in com-
binatorics. Number 413. American Mathematical Soc., 1989.
[10] Francesco Brenti. Combinatorics and total positivity. Journal of Combinatorial
Theory, Series A, 71(2):175–218, 1995.
[11] Paul Erdos. On the distribution function of additive functions. Annals of Math-
ematics, pages 1–20, 1946.
[12] Sergey Fomin and Andrei Zelevinsky. Double bruhat cells and total positivity.
Journal of the American Mathematical Society, 12(2):335–380, 1999.
[13] Sergey Fomin and Andrei Zelevinsky. Total positivity: tests and parametriza-
tions. The Mathematical Intelligencer, 22(1):23–33, 2000.
[14] F. R. Gantmacher and M. G. Krein. Oscillation matrices. Oscillation Kernels
and Mechanical Systems (German), Akademie-Verlag, Berlin, 1960.
[15] Mariano Gasca and Charles A Micchelli. Total positivity and its applications,
volume 359. Springer Science & Business Media, 2013.
[16] Pentti Haukkanen and La´szlo´ To´th. Inertia, positive definiteness and ℓp norm
of GCD and LCM matrices and their unitary analogs. Linear Algebra and its
Applications, 558:1–24, 2018.
[17] Pentti Haukkanen, Jun Wang, and Juha Sillanpa¨a¨. On Smith’s determinant.
Linear Algebra and its Applications, 258:251–269, 1997.
[18] Everett Howe. A new proof of erdo˝s’s theorem on monotone multiplicative
functions. The American mathematical monthly, 93(8):593–595, 1986.
[19] Pauliina Ilmonen and Vesa Kaarnioja. Generalized eigenvalue problems for
meet and join matrices on semilattices. Linear Algebra and its Applications,
536:250–273, 2018.
[20] Samuel Karlin. Total positivity, volume 1. Stanford University Press, 1968.
[21] Yuji Kodama and Lauren Williams. Kp solitons and total positivity for the
grassmannian. Inventiones mathematicae, 198(3):637–699, 2014.
[22] Yuji Kodama and Lauren K Williams. Kp solitons, total positivity, and cluster
algebras. Proceedings of the National Academy of Sciences, 108(22):8984–8989,
2011.
[23] Zongbing Lin and Siao Hong. More on a certain arithmetical determinant.
Bulletin of the Australian Mathematical Society, 97(1):15–25, 2018.
[24] Bernt Lindstro¨m. Determinants on semilattices. Proceedings of the American
Mathematical Society, 20:207–208, 1969.
[25] G Lusztig. Total positivity and canonical bases, algebraic groups and lie
groups, 281–295. Austral. Math. Soc. Lect. Ser, 9.
[26] George Lusztig. Total positivity in reductive groups, lie theory and geometry,
531–568. Progr. Math, 123.
[27] Mika Mattila and Pentti Haukkanen. On the positive definiteness and eigen-
values of meet and join matrices. Discrete Math., 326:9–19, 2014.
TOTAL NONNEGATIVITY OF GCD MATRICES AND KERNELS 15
[28] Leo Moser and Joachim Lambek. On monotone multiplicative functions. Pro-
ceedings of the American Mathematical Society, 4(4):544–545, 1953.
[29] Alexander Postnikov. Total positivity, grassmannians, and networks. arXiv
preprint math/0609764, 2006.
[30] B. V. Rajarama Bhat. On greatest common divisor matrices and their appli-
cations. Linear Algebra and its Applications, 158:77–97, 1991.
[31] Konstanze Rietsch. Totally positive toeplitz matrices and quantum cohomol-
ogy of partial flag varieties. Journal of the American Mathematical Society,
16(2):363–392, 2003.
[32] I. J. Schoenberg et al. On two theorems of P. Erdo¨s and A. Renyi. Illinois
Journal of Mathematics, 6(1):53–58, 1962.
[33] Henry J. Stephen Smith. On the Value of a Certain Arithmetical Determinant.
Proc. Lond. Math. Soc., 7:208–212, 1875/76.
[34] Herbert S. Wilf. Hadamard determinants, Mo¨bius functions, and the chromatic
number of a graph. Bulletin of the American Mathematical Society, 74:960–964,
1968.
[35] Tetsuro Yamamoto. Inversion formulas for tridiagonal matrices with applica-
tions to boundary value problems. Numerical Functional Analysis and Opti-
mization, 22(3-4):357–385, 2001.
