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Abstract 
The introduction of invasive pests beyond their natural range is one of the main 
causes of the loss of biodiversity and leads to severe costs. Bioeconomic models that 
integrate biological invasion spread theory, economic impacts and invasion 
management would be of great help to increase the transparency of pest risk 
analysis (PRA) and provide for more effective and efficient management of invasive 
pests. 
 
In this thesis, bioeconomic models of management of invasive pests are developed. 
The models are applied to three cases of study. The main case looks at the invasion 
in Europe by the western corn rootworm (WCR), Diabrotica virgifera ssp. virgifera 
LeConte (Coleoptera: Chrysomelidae). A range of quantitative modelling approaches 
was employed: (i) dispersal kernels fitted to mark-release-recapture experimental 
data; (ii) optimal control models combined with info-gap theory; (iii) spatially explicit 
stochastic simulation models; and (iv) agent-based models. 
 
As a result of the application of the models new insights on the management of 
invasive pests and the links between spread and economic impacts were gained: (i) 
current official management measures to eradicate WCR were found to be 
ineffective; (ii) eradication and containment programmes that are economically 
optimal under no uncertainty were found out to be also the most robustly immune 
policy to unacceptable outcomes under severe uncertainty; (iii) PRA focusing on 
single invasive pests might lead to management alternatives that dot not correspond 
to the optimal economic allocation if the rest of the invasive pests sharing the same 
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management budget are considered; (iv) the control of satellite colonies of an 
invasion occurring by stratified dispersal is ineffective when a strong propagule 
pressure is generated from the main body of the invasion and this effect is increased 
by the presence of human-assisted long-distance dispersal; and (v) agent-based 
models were shown to be an adequate tool to integrate biological invasion spread 
models with economic analysis models. 
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1.1. Background 
 
International trade of plants and plant products and increasing air traffic generates 
wealth but is also one of the main factors leading to the introduction of harmful non-
indigenous species (NIS) beyond their natural range (Mumford, 2002; Waage et al., 
2008). NIS are one of the main causes of the loss of global biodiversity through 
predation, grazing, competition and habitat alteration of vulnerable native species 
(Mack et al., 2000). NIS invasions impose enormous costs on human health, 
agriculture, forestry, fisheries and water use, utilities, buildings and natural areas 
(Anonymous, 1993). The economic impacts due to the introduction of NIS are likely 
to continue to rise in the following decades affecting principally the agriculture and 
the environment of the importing countries (Levine &  D'Antonio, 2003).  The total 
costs, for instance, due to NIS in the United States (US) have been estimated to be at 
least $137 billion per year (Pimentel et al., 2000). However, these costs are likely to 
be far greater because numerous NIS were not included in the study and 
environmental impacts are very complex to quantify. Among NIS, agricultural 
invasive pests can cause considerable economic impacts. Inter alia, in the USA, the 
boll weevil (Anthonomus grandis), a pest of cotton that is close to eradication in the 
US, caused at least $50 billion (in 1991 dollars) of cumulative losses from 1909 to 
1949 (Anon, 1993), $500 million (in 1990) were spent on control of the alfalfa weevil 
(Hypera postica) (Anon, 1993) and the annual costs of control and yield losses due to 
western corn rootworm (WCR) (Diabrotica virgifera virgifera) and other related 
rootworm species have been estimated at $1 billion (Metcalf, 1986). 
Chapter 1: General Introduction 
 
16 
 
 
1.1.1. Plant health international regulations: pest risk analysis 
 
Regarding plant pests, whereas every country has the right to implement protection 
against the risk of NIS invasions, it needs to be technically justified so that 
phytosanitary measures are not confounded with protectionist barriers to trade 
(FAO, 1992). The International Plant Protection Convention (IPPC) under the auspices 
of the Food and Agriculture Organization (FAO) and in cooperation with Regional 
Plant Protection Organizations (RPPOs) provides international guidelines for the 
analysis of the risk posed by quarantine pests (IPPC, 1996; IPPC, 2001). The 
Agreement on the Application of Sanitary and Phytosanitary Measures (SPS) reflects 
the acceptance of the members of the World Trade Organization (WTO) of these 
International Standards for Phytosanitary Measures (ISPMs) as the appropriate 
logical framework to explain pest risk and its mitigation (WTO, 1994). This way, the 
WTO adopted pest risk analysis (PRA) based on the IPPC standards (FAO, 2004) as 
the rationale under which National Plant Protection Organisations (NPPOs) may 
regulate international trade for plant health reasons.  
 
PRA is composed of initation, risk assessment, risk management and risk 
communication. Initiation begins the process by identifying the reason for the PRA. 
Risk assessment identifies whether a certain organism has the characteristics of a 
quarantine pest based on its likelihood of entry, establishment, spread and economic 
importance; risk management aims to identify the most cost-effective measures to 
reduce risk to the acceptable level (IPPC, 1996) (see Figure 1.1). Depending on 
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whether the invasion is at the entry, establishment or spread stage, different 
management decisions can be taken by NPPOs responsible for managing plant pests, 
i.e. decisions can be designed to prevent, eradicate, contain, slow down, and/or 
accept the invasion (Sharov &  Liebhold, 1998; Leung et al., 2002).  
 
The IPPC does not prescribe any specific methodology to be used in Pest Risk 
Analysis (PRA) and the development of national and regional standards for PRA have 
not led to fully quantitative systems. Examples of this are the UK Non-Native 
Organism Risk Assessment Scheme and the European and Mediterranean Plant 
Protection Organization (EPPO) pest risk assessment scheme which presents a semi-
quantitative scoring system (Anonymous, 1997; Baker et al., 2005). 
 
These PRA schemes provide an excellent logical framework for capturing expert 
opinion to accomplish short qualitative assessments which are often sufficient to 
support phytosanitary measures on a fit for purpose basis. Nonetheless, for certain 
organisms, more detailed quantitative estimates may be required to correctly inform 
policy decisions and to reassure those responsible for policy that phytosanitary 
measures are consistent with the risk posed by the plant pest. In addition, 
quantitative modelling frameworks increase the transparency and objectivity of 
plant health measures by using a more defined evaluation of the risk present and its 
management, thus contributing to fair, practical and safe trade. These quantitative 
frameworks, however, are scarce or lacking in many cases (Leung et al., 2002). 
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Figure 1.1. The sequence of Pest Risk Analysis. A: Linear structure of pest risk assessment to 
evaluate whether the NIS poses a non acceptable degree of risk. B: Multiple feedback interactions 
between spread, impacts and management in the risk management phase. The dashed horizontal 
line separates the two main types of management: prevention aimed at reducing the probability of 
entry and establishment and control aimed at managing the spread of the NIS. The dashed square 
describes the main modelling scope of the thesis. 
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1.2. Problem statement 
 
PRAs are often successfully carried out following a qualitative approach. However, 
quantitative modelling for PRA is increasingly needed because it facilitates the 
transparency of plant health measures and the efficiency and effectiveness of plant 
pest invasions management. 
 
Probably the most challenging task when carrying out a PRA is to estimate 
dynamically the economic impacts as a result of the spread of the plant pest (Figure 
1.1 A)). This is due to the severe uncertainties associated with how the pest spreads, 
builds up its population and causes losses over a time horizon (Baker et al., 2005). 
Further challenges are encountered in the risk management process because it is 
necessary to account for the feedback mechanisms between spread, economic 
impacts and management (Finnoff et al., 2005) (Figure 1.1 B)). In addition, more 
complexities arise because both the vulnerability of the agroecosystem to the 
invasion and the dynamics of the invasion depend on the combination of multiple 
heterogeneous individual farmers decisions. For instance, farmers of invaded areas 
present higher incentives to control than farmers in not invaded areas because they 
are suffering the impacts of the pest. This increases the difficulty to forecast 
agricultural invasive pests spread velocity. 
 
There is growing awareness of the importance of feedback mechanisms between 
ecology, management and economics in order to characterise the risk posed by a 
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biological invasion (Maguire, 2004; Finnoff et al., 2005; Hulme, 2006). Modelling 
frameworks where the incremental benefits of improvements in the environment 
are related to the costs of achieving them i.e., a system of PRA in which spread, 
management and impacts are explicitly connected have been advocated, e.g. by 
Leung et al. (2002). 
 
Great insight has been gained on the bioeconomics of NIS management in recent 
years following an economic approach. Analytical models have been devoted to the 
optimal allocation of resources for NIS management (Eiswerth &  Van Kooten, 2002; 
Horan et al., 2002; Leung et al., 2002; Olson &  Roy, 2002; Kim et al., 2006; Finnoff et 
al., 2007) and the estimation of economic impacts due to the invasion (Heikkila &  
Peltola, 2004; Acquaye et al., 2005; Wittwer et al., 2005). Surprisingly, analytical 
bioeconomic models do not generally exploit biological invasion spread theory (e.g. 
(Andow et al., 1990; van den Bosch et al., 1992; Hastings, 1996; Kot et al., 1996; 
Shigesada &  Kawasaki, 1997) although there are a few exceptions (e.g. Sharov &  
Liebhold, 1998; Sharov, 2004; Cacho et al., 2008). 
 
The problem has also been approached from the field of ecology. Combining ecology 
and management of NIS invasions has yielded relevant results following an applied 
ecology approach (Moody &  Mack, 1988; Buckley et al., 2005). For instance, realistic 
spatially explicit biological invasion models have been considered in management 
problems (Miao, 2008; Le Maitre et al., 2008). Applied ecology models, however, do 
not often consider the economic aspects of management of the invasion (but see as 
notable exceptions Higgins et al., 2000 and Taylor & Hastings, 2004). 
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Despite the insight that has been gained from both the ecological and economic 
approaches, there is a scale mismatch between the data and research efforts of 
economic and ecological models of NIS management. This divergence of scales 
creates a gap in the availability of models for pest risk analysts to integrate spread, 
economic impacts and management. The construction of bioeconomic models that 
combine established invasion ecology spread models with economic models would 
be of great help to increase the transparency of PRA and provide for more effective 
and efficient management of NIS. 
 
Throughout the thesis the terms invasive pest - NIS and National Plant Protection 
Organisation - government agency will be used indistinctly to reflect that, whereas 
the focus of the thesis is on invasive pests in the context of PRA, the models 
developed (especially in Chapters 2, 3 and 4) can be applied to NIS in general.  
 
1.3. Research objectives 
 
The overall aim of the research is to develop bioeconomic models that enhance the 
capability to predict NIS spread and economic impacts under different management 
measures. The array of models developed presents an increasing spatial and 
temporal complexity that can be tailored to different applications. The developed 
models are aimed to facilitate NIS invasion management decision-making, increasing 
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transparency and accuracy of PRA to indirectly contribute to fair, safe and practical 
international trade. 
 
To achieve this aim, the following research objectives were formulated: 
• Objective 1: Demonstrate the use of empirically-based models to evaluate 
buffer zones in eradication programmes against NIS. 
• Objective 2: Develop mathematical models to help inform policy makers on 
decisions to select the optimal economic and most robust management strategies 
under severe uncertainty during invasions of NIS that are already established. 
• Objective 3: Develop comprehensive bioeconomic mathematical models to 
assist decision-makers regarding the management of multiple simultaneous NIS 
potential invasions under uncertainty. 
• Objective 4: Develop spatially explicit simulation models to inform effective 
management against spreading NIS undergoing natural and long-distance human-
assisted dispersal. 
• Objective 5: Develop spatially explicit simulation models with heterogeneous 
interacting agents to facilitate the spatio-temporal integration of NIS spread and 
economic impacts. 
 
1.4. Case studies 
 
1.4.1. Main case study: western corn rootworm invasion in Europe 
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The western corn rootworm (WCR), Diabrotica virgifera ssp. virgifera LeConte 
(Coleoptera: Chrysomelidae) is an important pest of maize (Zea mays L.) in the USA 
that is now posing a threat to maize production in Europe. The European Union has 
been facing WCR invasion since at least 1992 (Kiss et al. 2005), and attempting to 
eradicate and contain it (Anonymous 2003, 2006a & 2006b).  
 
WCR is a univoltine insect that overwinters in the egg stage. WCR larvae attack the 
roots of maize leading to a decrease of nutrient intake, reduced growth of the plant 
and a higher risk of lodging (Gavloski et al., 1992). WCR adults feed on young leaves, 
silks, pollen and young kernels of maize as well as on other flowering plants, but 
larvae can only develop on maize and a few alternative hosts (Moeser &Vidal, 2004). 
Moreover, a small fraction of the eggs can extend diapause and hatch one year later 
(Levine et al., 1992). Successful development therefore depends on sufficient maize 
and to a lesser degree on alternative host plants being available within the range of 
larval movement. Crop rotation has traditionally been recommended as an effective 
control measure (Gillette, 1912). However, WCR is also capable of developing 
adaptation to crop rotation by changing its egg-laying behaviours as observed in the 
USA for soybean-maize rotation (Onstad, 1999). 
 
In contrast to the short distance movement of the larvae of WCR in the soil, adults 
are extremely mobile. Wind tunnel experiments, for example, have shown that WCR 
adults are capable of making sustained flights of up to 24 km (Coats et al., 1986). 
Long distance dispersal events of WCR have been associated with human-assisted 
dispersal and airplanes are believed to be the mech
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transatlantic introductions of WCR in Europe (Guillemaud et al., 2005; Miller et al., 
2005). WCR was first detected in Europe in the vicinity of Surcin airport near 
Belgrade, Yugoslavia (now Serbia) in a small maize plot (0.5 ha) in July of 1992 (Baca 
1994). After first introduction, WCR rapidly spread throughout central and south-
Eastern Europe at rates up 60-80 km per year (Baufeld & Enzian, 2005). 
Subsequently, there have been at least four independent transatlantic introductions 
of WCR in Europe (Miller et al., 2005). In 2008, the continuously expanding central 
and south-Eastern European population of WCR extended from Austria to the 
Ukraine and from Southern Poland to northern Bulgaria. Furthermore, a number of 
disconnected outbreaks have been detected in various countries almost every year 
since 1998, e.g. in Italy, France, Switzerland, Belgium, the United Kingdom, the 
Netherlands and southern Germany (Edwards &  Kiss, 2007; MacLeod et al., 2003). 
 
The European Commission (EC) has implemented measures aimed at preventing the 
spread of WCR in Europe. In 2003, the eradication and surveillance measures were 
required by EC Decision 2003/766/EC (Anonymous, 2003). They were supplemented 
in 2006 by EC Decision 2006/564/EC (Anonymous, 2006b). The EC Recommendation 
2006/565/EC (Anonymous, 2006a) incorporated the possibility of switching from 
eradication to containment programmes in the areas already infested where the 
presence of WCR has been confirmed in two consecutive years.  
 
Emergency measures to prevent the spread of WCR include European Union (EU) 
Member States conducting official surveys for the presence of WCR in their 
territories in areas where maize is grown (Anonymous, 2003). Then, when the 
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presence of WCR is newly detected in a field, management measures are applied 
within radial zones around each infested field (Eyre et al., 2007). They include 
rotation of maize within demarcated buffer zones in order to reduce the availability 
of susceptible hosts for WCR larvae and adults (Anonymous, 2003 & 2006a). 
 
1.4.2. Colorado beetle potential invasion in the UK 
 
The Colorado potato beetle (CB) Leptinotarsa decemlineata (Say) (Insecta: 
Coleoptera: Chrysomelidae) is the most important pest of potato (Solanum 
tuberosum) in eastern North America (Hare 1990). If CB established in the UK it 
would also become a significant pest of potatoes. Adults are capable of flying up to 
3km and their dispersal can also be assisted by weather events and commercial 
traffic (Bartlett, 1980; Waage et al., 2005). For instance, CB adults arrived en masse 
from Poland and Germany into southern Sweden (Wiktelius, 1981).  CB was 
inadvertently introduced in Bordeaux, France in 1922 (CABI, 2004). As a result, CB is 
now established in large areas of Europe after spreading at an average rate of 50-60 
km/year (Follett et al., 1996). Areas in Europe where CB is not established are the 
United Kingdom (UK), Ireland, Sweden, Finland and some Spanish and Portuguese 
islands (Heikkila and Peltola, 2004). EPPO declares CB as present in the EPPO region 
but not widely distributed and recommends it be controlled as a quarantine pest 
(EPPO, 2009). Thus most of the uninfested regions have protected zones against 
invasion by CB. The benefits of living without CB have been demonstrated in the case 
of the UK (Waage et al., 2005) and Finland (Heikkila & Peltola, 2004). 
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Since 1877 the UK has adopted a successful policy of preventing CB entry and 
eradicating any breeding colonies. Breeding colonies were eradicated during the 
years 1901-02, 1933-34, 1946-52 and 1976-77 and non-breeding individuals have 
been intercepted almost every year, mainly in imported vegetable produce (Bartlett, 
1980). One of the factors why CB has been successfully eradicated in the past is the 
information campaigns destined to the public. These campaigns raised the 
awareness about the pest and led to fast reporting and detection of new breeding 
colonies (Bartlett, 1980). 
 
The interception of CB adults reflects the permanent risk that CB represents to the 
UK potato industry. This risk is increasing: under climate change projections the 
potential range for the development of CB in the UK is estimated to increase by 
102% (Baker et al., 1996). Hence an increase in the occurrence of breeding colonies 
and corresponding eradication campaigns is expected.  
 
 
1.4.3. Potato ring rot potential invasion in the UK 
 
Clavibacter michiganensis ssp. sepedonicus is a bacterium that causes one of the 
most serious potato diseases (potato ring rot, PRR). Ring rot symptoms are wilting 
and necrosis of the plant, rotting of progeny tubers and extensive yield reduction. 
The entire potato production in England, Wales and Scotland is at risk from PRR. The 
means of dispersal are via: infected seed lots that can be carried a long distance from 
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the source; contaminated insects; and irrigation with contaminated water bodies. 
The means of entry to the UK is thorough imports of contaminated potato lots. 
Measures for exclusion, early discovery of infection and control rely on effective 
means of inspection and testing for infected tubers in the laboratory. Once an 
infected lot is detected it is destroyed and machinery cleaned and disinfected. The 
main economic costs arise due to rejection of infected seed lots, increased need of 
control measures and export market losses (Waage et al., 2005). 
 
1.5. Overview of the thesis 
The thesis is arranged in chapters according to the research objectives described 
above plus one initial general introductory chapter, and one last general discussion  
and conclusions chapter. The approach selected is such that the Chapters 2, 3, 4, 5 
and 6 represent self-standing units of research that contain their own literature 
review, methods, results and discussion. All chapters are linked by the overall aim of 
the thesis and build upon the previous chapters by increasing the complexity of the 
models or by relaxing the assumptions of the models in previous chapters. 
 
The thesis focuses mainly on the integrative modelling of spread, economic impacts 
and management of invasive agricultural pests. Regarding management strategies, 
eradication, slowing spread and acceptance of the invasions are given especial 
emphasis. 
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• Chapter 1 is a general introduction where the background is depicted; the 
research problem, the aim and objectives of the research are stated and some 
general information about the pests used as the case studies is described.  
• Chapter 2 evaluates the effectiveness of the eradication and containment 
programmes of the European Commission to manage the invasion by WCR in Europe 
using empirical models. Dispersal kernels are fitted to mark-release-recapture 
experiments and used to develop an individual-based model of WCR adults’ 
dispersal. 
• Chapter 3: optimal control and simulation models of the management of the 
spread of a NIS in a homogeneous landscape are developed. The model results are 
embedded in an information-gap framework to evaluate the robustness of the 
models under severe uncertainty. The model is applied to CB potential invasion in 
the UK. 
• Chapter 4 extends the models of Chapter 3: a comprehensive bioeconomic 
model where exclusion, detection and control of multiple NIS under uncertainty is 
developed. The model is applied to WCR, CB and PRR potential invasions in the UK. 
• Chapter 5 relaxes the assumption of homogeneity of the landscape used in 
the previous chapters. A spatially explicit simulation model is employed where 
population dynamics, dispersal (both natural and human-assisted) and control are 
considered. The model is applied to the WCR invasion in Austria.  
• Chapter 6 integrates the spatial simulation model of Chapter 5 with economic 
market models and considers the potential spread of an invasion by WCR in the UK.  
• Chapter 7: General discussion and conclusions are drawn up. 
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1.6. Original contribution to research 
 
The specific contribution of the thesis to existing knowledge is made in two forms: 
problem and methodological advancement. Problem advancement consists of the 
solution of NIS policy problems and the generation of novel results with implications 
for management. The methodological advancement consists of further development 
of methods to analyse and model the spread and economic impacts of NIS. Figure 
1.2. puts in context the focus and relevance of the advancements of the thesis within 
the overall problem of NIS invasions management. 
 
Regarding the advancement of the problem, the thesis aims to answer relevant 
questions concerning the management of NIS (mainly WCR invasion in Europe): (i) 
the current European Commission eradication and containment policies against WCR 
are assessed and the results obtained question their effectiveness in the case of 
eradication (Chapters 2 and 6 respectively, Figure 1.2 bottom left “Analysis of 
effectiveness” and “Quarantine measures”); (ii) new general management 
implications for NIS spreading by stratified diffusion where long-distance assisted 
dispersal is a relevant factor were obtained (Chapter 5, Figure 1.2. “Long-distance 
assisted dispersal”); (iii) novel results regarding the robustness of optimal policies 
under severe uncertainty to manage a potential invasion by a NIS were obtained 
(Chapter 3); and (iv) new results regarding the relevance of Allee effects on the 
allocation of management resources among multiple NIS were generated (Chapter 
4). 
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Figure 1.2. Conceptual framework showing the research scope of the problem and its relationship 
with the methodologies employed. Shaded figures represent the areas of the problem where the 
thesis focuses. Shaded and checked squares refer to the methodologies employed to advance the 
state of the existing knowledge. The figure represents the process of entry and population 
dynamics, spread (including establishment) of multiple NIS. Spread is affected by landscape 
connectivity, the biotic environment (e.g. predators, mutualisms and resource organisms). The 
processes referring to the invasion biology are connected to management decisions from the 
government and the farmers. Explicit connections between farmers and government are also 
identified. 
 
Regarding methodological advancements: (i) the thesis presents the first application 
of info-gap theory to the control of NIS invasions (Chapter 3); (ii) the mathematical 
models developed consider important aspects of the biology of NIS invasions very 
rarely contemplated in the economic literature of NIS invasions (leading to novel 
modelling approaches, Chapters 3 and 4), e.g. reaction-diffusion, stratified diffusion 
and Allee effects; (iii) the consideration of management of multiple NIS invasions and 
a bioeconomic model that encompasses entry, establishment, spread, exclusion, 
detection and control of NIS invasions are novel (Chapter 4, Figure 1.2. “Multiple 
species to be managed”). This approach leads to a comprehensive bioeconomic 
model that includes previous models in the bioeconomic literature of NIS 
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management as sub-cases (Chapter 4); (iv) the use of a genetic algorithm, despite 
being a common numerical optimization tool in the disciplines of engineering and 
computer science, is very new in the area of bioeconomic modelling (Chapters 3 and 
4); and (v) the use of agent-based models (Chapter 6, Figure 1.2. “Consider individual 
agents decisions and spatial location”) to integrate spatially explicit invasive pests 
spread with market models is also novel. In general, the consideration of the spread 
of NIS in landscapes of interacting agents is a new and promising approach for the 
economic analysis of biological invasions management.  
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CHAPTER 2 
 
Empirical and simulation models: dispersal kernels of the 
invasive alien western corn rootworm and the effectiveness of 
buffer zones in eradication programmes in Europe. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter is in press as: Carrasco, L. R., Harwood, T. D., Toepfer, S., Levay, N., Kiss, 
J., Baker, R., Macleod, A., Mumford, J. D. & Knight, J. D. Dispersal kernels of the 
invasive alien Western Corn Rootworm and analysis of the effectiveness of 
eradication programmes in Europe. Annals of Applied Biology. 
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Summary 
 
The European Union, is attempting to contain or, in some regions, to eradicate the 
invading and maize destroying western corn rootworm. Eradication and containment 
measures include crop rotation and insecticide treatments within different types of 
buffer zones surrounding new introduction points. However, quantitative estimates 
of the relationship between the probability of adult dispersal and distance from an 
introduction point have not been used to determine the width of buffer zones. To 
address this, dispersal models of the negative exponential and negative power law 
families were fitted in logarithmic and non-logarithmic form to recapture data from 
nine mark-release-recapture experiments of marked western corn rootworm adults 
in southern Hungary in 2003 and 2004. After each release of 4,000 to 6,300 marked 
western corn rootworm, recaptures were recorded three times using non - baited 
yellow sticky traps at 30 to 305 m from the release point and sex pheromone-baited 
transparent sticky traps placed at 500 to 3500 m.  Both the negative exponential and 
negative power law models in non-log form presented the best overall fit to the 
numbers of recaptured adults (1% recapture rate). The negative exponential model 
in log form presented the best fit to the data in the tail. The models suggested that 
half of the dispersing western corn rootworm adults travelling along a given bearing 
will have travelled between 117 to 425 m and 1% of the adults between 775 to 8250 
m after one day. An individual-based model of dispersal and mortality over a 
generation of western corn rootworm adults indicated that 9.7 – 45.3 % of the adults 
would escape a focus zone (where maize is only grown once in three consecutive 
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years) of 1 km radius and 0.6 – 21 % a safety zone (where maize is only grown once 
in two consecutive years) of 5 km radius and consequently current EC measures are 
inadequate for the eradication of WCR in Europe. Whilst buffer zones large enough 
to allow eradication would be economically unpalatable, an increase of the minimum 
width of the focus zone from 1 km to 5 km and the safety zone from 5 km to 50 km 
would improve the management of local dispersal. 
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2.1. Introduction                                
 
The western corn rootworm (WCR), Diabrotica virgifera ssp. virgifera LeConte 
(Coleoptera: Chrysomelidae) is an important pest of maize ( Zea mays L.) in the USA 
that is now posing a threat to maize production in Europe. The European Union has 
been facing WCR invasion since at least 1992 (Kiss et al. 2005), and attempting to 
eradicate and contain it (Anonymous 2003, 2006a & 2006b). Large-scale historical 
spread of WCR has been studied in the USA (Grant & Seevers, 1989; Onstad, 1999) 
and Europe (Baufeld & Enzian, 2005) and mark release recapture experiments have 
been used (Lance & Elliott, 1990; Naranjo, 1990; Oloumi-Sadeghi & Levine, 1990; 
Spencer, 1999) to study short-range WCR dispersal. However, the likelihood of an 
adult flying a certain distance from an accidental introduction point, and thus to 
breach zones of eradication and containment programmes, has not been assessed 
(see section 1.4.1 for general information on the ecology, official control and 
historical spread of WCR in Europe). 
 
Emergency measures to prevent the spread of WCR include EU Member States 
conducting official surveys for the presence of WCR in their territories in areas where 
maize is grown (Anonymous, 2003). Then, when the presence of WCR is newly 
detected in a field, management measures are applied within radial zones around 
each infested field (Eyre et al., 2007). They include rotation of maize within 
demarcated buffer zones in order to reduce the availability of susceptible hosts for 
WCR larvae and adults (Anonymous, 2003 & 2006a). Throughout this chapter, the 
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term “buffer zone” is used according to its standard definition, i.e. to refer generally 
to those demarcated zones surrounding new introduction points within which 
eradication or containment programme measures are applied. However, where 
italicised, buffer zone is used to refer to the specific nationally variable buffer zone 
defined in the EC eradication program (Anonymous, 2003), as described in Table 2.1. 
 
Table 2.1.  Definitions of quarantine demarcated zones surrounding new introduction points of the 
invasive western corn rootworm (WCR) or along its distribution areas in Europe for different 
eradication or containment measures according to official decisions or recommendations by the 
European Community (EC) (Anonymous 2003 and 2006a).  
Type of zone   Radius of zone Measures inter alia within zone EC directive 
Focus zone At least 1 km around a 
newly infested field in 
an un-infested region 
+
 
(i) Crop rotation where maize is grown 
only once in three consecutive years 
(ii) treatment on maize fields against 
WCR adults 
EC Decision 
2003/766/EC 
(Anonymous, 
2003)  
Safety zone  At least 5 km around 
the focus zone of a 
newly infested field in 
an un-infested region 
+
 
(i) Crop rotation where maize is grown 
only once in two consecutive years;  
or (ii) treatment on maize fields against 
WCR adults 
EC Decision 
2003/766/EC 
(Anonymous, 
2003)  
Buffer zone 
++
 
 
Radius determined by 
the Member State 
(i) Member States may lay down that 
maize is grown only once in two years. 
EC Decision 
2003/766/EC 
(Anonymous, 
2003)  
Containment 
zone 
At least 10 km within 
the infested zone and 
at least 30 km in the 
non-infested zone 
(i) Maize grown only once in two years 
in the infested zone. 
(ii) Presence of WCR adults monitored 
in the uninfested zone along the 
infested zone. 
EC 
Recommendation 
2006/565/EC 
(Anonymous, 
2006a)  
+ 
By 2008, all regions outside the distribution area of well-established WCR populations, i.e. outside 
the northwestern Italian and southern Swiss WCR population as well as outside the Central and south-
eastern European population (Serbia, Croatia, Bosnia Herzegovina, Slovenia, Hungary, Ukraine, 
Romania, Bulgaria, eastern Austria, southern Germany, Slovakia, Czech Republic, and southern 
Poland,  EPPO, 2008). 
++ 
Buffer zone  is here used in accordance with the EC definition in Anonymous (2003). 
 
In order to develop effective and efficient eradication and containment programmes 
that use buffer zones, it is necessary to describe the dispersal kernel for WCR adults. 
This study aimed to establish quantitative estimates for the relationship between the 
probability and the distance of WCR dispersal from new introduction points.  Generic 
dispersal kernels were fitted to mark-release-recapture experimental results.  
Subsequently, an individual-based model of the lifespan dispersal of WCR adults 
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based on the estimated dispersal kernels was developed, and used to assess the 
efficacy of buffer zones of different radii. 
 
2.2. Estimation of dispersal kernels for the western corn rootworm. 
 
2.2.1. Material and methods 
 
Mark-release-recapture experiment     
Nine mark-release–recapture experiments were carried out in two sites in a flat 
agricultural region in Csongrad County in southern Hungary in 2003 and 2004 (Table 
2.2; Toepfer et al., 2006). The site south of Szentes was an 80 ha grass steppe that 
was drying out in June and was cut once a year in late June. The site west of 
Maroslele was a 60 ha lucerne field (Medicago sativa), approximately 25 km south of 
the Szentes site. This site consisted of one section that served as forage crop and was 
cut at four-week intervals, and one section that remained uncut for seed production. 
Both sites were surrounded by agricultural areas mainly including fields of sunflower, 
maize and winter wheat (for details see Toepfer et al. 2006). 
 
For the releases, adult WCR were mass–collected from highly infested maize fields in 
southern Hungary using a plastic funnel with a gauze bag attached. Maize plants 
infested with WCR were shaken, so that adults fell through the funnel into the gauze 
bag. Adults were maintained in cages (300x300x500mm) at 24 to 26 ºC during the 
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daytime and 18 to 22 ºC at night. Soft maize kernels and water were provided. Sex 
ratios were determined by dissecting sub-samples of 20 adults prior to release. 
 
Adults were marked with different fluorescent powders for each release (Orange T1-
0Y6612 or Yellow T1-CH6620 from Magruder Colour, Elizabeth, New Jersey, USA; 
Pink R17/ M3115 from Radiant Colour, Houthalen, Belgium). Three to five hours 
before release, three tea spoons, i.e. about 5 g, of fluorescent powder were thrown 
into a rearing cage containing approximately 3000 adults. Then the adults marked 
themselves through caged activity. The cages were also shaken to improve the 
distribution of fluorescent powder. This was done half an hour before release and 
the WCR adults were calm at the moment of release. 
 
In total, nine releases of 4000–6300 adults each were carried out (Table 2.2). The 
estimated average age of the adults was 19 days (standard deviation (s.d.) 12.36 
days, degrees of freedom (d.f.) = 8). The sex ratio of the released adults was 63% 
males to 37% females (s.d. 16%, d.f. = 8). 
 
Adults were released in the centre of the experimental area between 0700 and 0800 
am. To recapture adults, 415 to 536 non-baited yellow sticky traps (Pherocon AM, 
Trece Inc., USA; of an attraction radius of ca 1 m (M. Toth 2008 pers. comm.)) were 
used per release as well as 6 to 33  sex-pheromone-baited transparent sticky traps 
(female pheromone synthetic 8-methyl-2-decyl propanoate, Bedoukin Inc., Danbury, 
USA, on a CSALOMON® PAL trap, Plant Protection Institute, HAS, Budapest, Hungary 
(Tóth et al. 2003) of an estimated attraction radius of 30 to 32 m (L. Schaub, 2008, 
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pers. comm.) (Table 2.2). Traps were fixed on 1.50 m long wooden sticks and placed 
in concentric circles around the release points (Table 2.3). Due to the potentially 
complex interpretation of results from pheromone-baited traps close to the release 
point (Byers, 1999), non-baited yellow sticky traps were used within 300 m of the 
release point and pheromone traps with higher recapture efficacy were used from 
500m to 3500 m. The mean distances for each circle of traps were as follows: for 
non-baited traps: 30, 105, 205 and 305 m; for pheromone-baited traps: 500, 1000, 
1500, 2000, 2500, 3000 and 3500 m. Adults were recollected from the traps in the 
morning on three occasions each two days apart. Recaptured adults were taken to 
the laboratory and the marking was checked under UV light. Sex was determined by 
dissection. The numbers of WCR adults released in each release, the number and 
type of traps and the number of recaptured WCR adults are presented in Table 2.2.  
 
Table 2.2. Mark-release-recapture experiments with western corn rootworm adults (WCR) in 
Csongrad County in southern Hungary in 2003 and 2004. Number of marked WCR adults released; 
numbers of non-baited yellow sticky traps and sex pheromone-baited transparent sticky traps used 
and the number of WCR adults recaptured per release, site and year. Lower recapture rates for 
pheromone baited traps at Maroslele are largely due to a smaller number of traps close to the 
source. 
Site Szentes Maroslele 
Year 2003 2004 2003 2004 
Release 1
st
 2
nd
 3
rd
 1
st
 2
nd
 3
rd
 1
st
 2
nd
 1
st
 2
nd
 
WCR released 4000 6300 5250 6000 5300 5950 6300 5430 5950 6000 
Non-baited traps 
placed 
  415   415   415   536   536   536   415   415   536   536 
Pheromone-
baited traps 
placed 
    29     30     29     33     33     31       7       7       6     28 
Recaptured WCR 
in. non-baited 
traps 
49 14 5 31 25 72 12 16 40 31 
Recaptured WCR 
in  pheromone 
baited traps 
26 35 5 64 86 10 2 1 2 3 
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Dispersal kernels 
Two families of generic dispersal curve  are commonly used in the analysis of 
dispersal data (Okubo & Levin, 1989), the negative exponential, with a rapidly 
declining probability after a certain distance, and the negative power law, which has 
a fatter tail allowing for occurrence of long distance dispersal events. Simple 
examples (Shaw, 1995) with a median dispersal distance from each family were 
fitted to the data; an exponential distribution, 
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where p(r|θ) is the probability of a dispersal event to radial distance r along a 
bearing θ, and λ is the median dispersal distance (i.e. the distance that half of the 
WCR adults travelling along a given bearing θ are expected to reach). K is a vertical 
scale parameter that adjusts the height of the curve (Meats and Smallridge, 2007). 
The one tailed half Cauchy distribution (Shaw, 1995) is a leptokurtic curve which 
approximates the negative square power law distribution, but has the advantage of 
being a closed probability distribution with an explicit median distance. Through the 
chapter the half Cauchy distribution (equation 2.2) will be referred to as a negative 
power law model. Both models were integrated to be able to calculate quantiles of 
adults being found within a certain distance after one day of dispersal and fitted in 
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logarithmic (log) form to the log of the data in order to weight the small deviances of 
the model from the recapture data in the tail (Taylor, 1978). 
 
The R environment (R Development Core Team, 2005) was used to fit the models to 
the data. Initially, in order to estimate the model parameters, a non-linear least 
squares model with partitioned data according to the factor “type of trap” was 
employed using the library Linear and Non-Linear Mixed Effects Models (Pinheiro & 
Bates, 2000). Then, after removal of the effect of the type of trap, non-linear least 
squares with a Gauss-Newton optimization algorithm (Bates & Watts, 1988) and 
least squares linear regressions were employed. 
 
2.2.2. Analysis of recapture data  
 
Recapture results from all the mark-release-recapture experiments were pooled 
together for each distance from the release point. This was considered reasonable as 
traps captured only a small proportion of the adults released and consequently did 
not affect the number recaptured at further distances (Zolubas & Byers, 1995). 
 
The total number of recaptures from each circumference of traps is proportional to 
Σp(r) (Taylor, 1978). The actual proportion of Σp(r) intercepted at a given radius is 
determined by the sum of the attraction diameter of all the traps relative to the 
circumference of a circle of radius r. Rather than assuming a specific attraction radius 
for the two trap types at this stage in the analysis, the effect of increasing 
circumference was removed by taking a nominal trap radius of 1m for both trap 
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types. A potential total number of recaptures in all directions was therefore 
calculated by multiplying the total number of recaptures at the radius by 2πr/the 
number of traps at r. This was then divided by the number of WCR adults 
released/100 (Meats & Smallridge, 2007) and by the time of exposure of each WCR 
adult to the traps to give a percentage of recaptures over the total released at each 
radial distance per day of exposure to the traps. The resulting data set is 
demonstrated in Table 2.3, with the interception by the sub set of non-baited yellow 
sticky traps being considerably lower than that of the pheromone-baited transparent 
sticky traps as expected due to the wider attraction radius of the pheromone traps. 
 
Table 2.3. Distance of recaptured WCR adults from release sites. Total number of recaptures was 
corrected for trap density per radial distance assuming an attraction radius of 1m for the non-
baited yellow sticky trap and the pheromone-baited transparent sticky trap. The corrected number 
of recaptured is higher than 100 in the case of the pheromone traps because the effective attraction 
radius of the pheromone traps has not been accounted for at this stage. As a result, few traps at 
long distance appear to trap a high number of adults so the correction process leads to an inflated 
number of potential recaptures. 
 
Trap type Distance of placed 
traps from release 
point (m) 
Total number of 
recaptured WCR adults 
Corrected number of 
recaptured WCR adults  
Non-baited      30 183   12.6 
Non-baited    105   47     5.8 
Non-baited    205   37     4.9 
Non-baited    305   29     3.0 
Pheromone-baited    500 174                 1229.2 
Pheromone-baited                  1000   49 252.7 
Pheromone-baited                  1500   30 294.7 
Pheromone-baited                  2000     0     0.0 
Pheromone-baited                  2500     3   46.7 
Pheromone-baited                  3000     0     0.0 
Pheromone-baited                  3500     2     3.1 
 
 
In order to characterise the whole dispersal kernel, it was necessary to draw on both 
sets of trap recapture data: pheromone-baited and non-baited trap recapture 
results. As a first step, the compatibility of the two data sets was examined by fitting 
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them to Equations 2.1 and 2.2 mentioned above. The vertical scale parameter K is 
here a combination of the scaling of recapture data to the probability distribution, 
the attraction radius of the traps and the fact that pheromone-baited traps only 
attract males. 
 
The vertical scale parameter K was significantly different from zero (p<0.05) for all 
cases (Table 2.4). The median distance was also significantly different from zero in 
the case of pheromone-baited transparent sticky traps for the negative exponential 
model but was only marginally significant (p<0.1) for the negative power law model.  
 
Table 2.4. Negative exponential and negative power law models fitted to the recapture data of WCR 
adults that were separated into two data sets according to the type of trap employed: non-baited 
yellow sticky traps and pheromone-baited transparent sticky traps. λ: median scale, K: vertical 
scale., s.e.: standard error, df: degrees of freedom. AIC: Akaike information criterion. Significance 
levels:  *** at p < 0.001, ** at p < 0.01, * at p < 0.05, n.s. a p >0.1; p = Probability(>|t statistic|). 
 Type of dispersal kernel: 
 Negative exponential model Negative power law model 
 Non-baited trap 
data 
Pheromone-
baited trap data 
Non-baited trap 
data 
Pheromone-
baited trap data 
λ (s.e., p)  165.13  
(2442, n.s.) 
411  
(69, **) 
127.71  
(1375, n.s.) 
443  
(157, n.s.) 
K (s.e., p)  2350.82  
(2.42∙10
4
, *) 
1.68∙10
6
 
(1.46∙10
5
,***) 
2544.70  
(2.05∙10
4
,  *) 
1.26∙10
6
  
(1.40∙10
5
,***) 
Residual s.e.; df 84.09; 7 69.61; 7 
AIC -141.88 -138.47 
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Figure 2.1. Fits of the negative power law and negative exponential models to mark-release-
recapture data of western corn rootworm adults. (a) Fitted to the recapture data from the non-
baited yellow sticky traps. (b) Fitted to the recapture data from the pheromone-baited transparent 
sticky traps. Data have been corrected (Table 2.3). Dispersal distance = distance of recaptured WCR 
adults from the release point. Recaptured = corrected number of recaptured adults. The data points 
represent the corrected number recaptured per type of trap and distance. The short dashes line 
corresponds to the negative exponential model and the continuous line to the negative power law 
model. 
 
Estimates of λ for each trap type are comparable for both curve families, suggesting 
the possibility of pooling both pheromone baited and non-baited data sets together 
after re-scaling (Figure 2.1), although the models fitted to the non-baited trap data 
set have a higher standard error than the models fitted to the pheromone-baited 
data set. However, whilst of the same order of magnitude, there is a discrepancy 
between the median distances estimated by the different trap types. Estimates of K 
from non-baited and pheromone-baited sticky traps differed by more than two 
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standard errors, showing the significant effect of type of trap on the intercept of the 
models.    
 
This effect was investigated by using the concept of Effective Attraction Radius or 
EAR (Byers, 1989), which represents the size of a non-baited trap that would yield 
the same number of WCR adults caught by the pheromone-baited trap. 
 
EAR = (ATC ∙ LCSAPT ∙ PTC-1 ∙ π-1) ½                  [2.3] 
 
Where ATC is the total number of recaptured WCR adults in a pheromone-baited 
(Active) trap, LCSAPT is the longitudinal cross-sectional area of a cylindrical non-
baited yellow sticky trap and PTC is the total number of recaptured WCR adults in a 
non-baited (Passive) trap. 
 
It was assumed that EAR remained constant with distance, such that the fitted values 
of K were proportional to the attraction radius of each trap type. Substituting 
Kpheromone for ATC  and Knon-baited for PTC in equation 2.3, allowed EAR to be estimated. 
 
EAR = (Kpheromone ∙ LCSAPT ∙ Knon-baited
 -1 ∙ π-1) ½                 [2.4] 
 
Kpheromone was weighted because pheromone-baited traps only attract males. The 
weighting factor was the average proportion (0.41) of males of the WCR adults 
released. Whilst the physical dimensions of the non-baited yellow sticky trap (0.23 m 
by 0.36 m rolled into a cylinder) give a LCSAPT of 0.0264m2, (giving estimates of EAR 
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of 2.88 m and 3.47 m from the negative power law and exponential curves 
respectively), M. Toth (pers.comm..2008) estimates the attraction range of the 
passive trap at 1m due to its yellow colour. Taking LCSAPT as π (area of circle of 
radius 1 m) gives estimates of EAR of 31.65 m and 38.04 m for the negative power 
law and negative exponential models respectively. This is consistent with the 
estimated range of the pheromone traps of 30 to 32 m (Schaub et al pers. comm. 
2008). 
 
The recapture data of the non-baited yellow sticky trap and the pheromone-baited 
traps were therefore pooled by scaling them to the same axis using the calculated K 
values on the assumption that differences in K were due solely to differences in 
attraction radius. Given that each family of curves yielded different K values and at 
this stage it was not possible to distinguish which family of curves were the most 
appropriate to fit the dispersal kernels, the pooling process by scaling to the same 
axis was conducted separately for the K values from both curve families. Hence two 
alternative pooled data sets were obtained: A which are the results of scaling the 
data using the vertical scale estimates of the negative exponential model and B by 
scaling the data using the vertical scales of the negative power law model (Table 2.4). 
 
In order to fit the pooled data sets to the models in log-log form, the outer four 
categories (2000, 2500, 3000, 3500 m) were grouped into two categories (2250, 
3250 m) to remove zero values. The pooled data sets with no zeros will be referred 
to as grouped data sets. To check the effect of the grouping process on the data, the 
models were fitted to the grouped data sets before log transformation. Estimates of 
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the median distance within 0.01m of the ungrouped estimates were obtained, with a 
comparable goodness of fit (increase in the Akaike information criterion (AIC) value 
from 27.5 to 29.5). It was hence assumed that the grouping did not lead to a loss of 
information from the data. 
 
Effect of source field area  
Shaw et al. (2006) demonstrated that the median dispersal distance from an 
extended source is a function of the source radius for a negative square power law 
model with a median dispersal distance of 2 m for the point source dispersal kernel. 
The importance of the size of the source field in the case of our point source 
functions with a larger median relative to field size was investigated. The WCR adult 
population was assumed to be homogenously distributed within the field, and 
dispersal from a range of source field areas was estimated by integrating the point to 
point functions over a regular grid  of points at 200 m intervals within the field. 
 
2.2.3. Results 
 
Recaptures 
On average, 0.97% (s.d. 0.71%, d.f. = 8) of the 4000–6300 released adults in each of 
the nine releases were recaptured. In total, 529 marked adults were recaptured and 
used for analyses (Table 2.2). Numbers recaptured showed a consistent decline with 
distance from the release point for each set of traps. The sex ratio of the recaptured 
adults was 41% males to 59% females (s.d. 39%, d.f. = 8). Adults were recaptured at 
all distances except for traps located at 2000 and 3000 m. A few adults were trapped 
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in the outer boundaries of the experiment (traps at 3500 m). For a thorough analysis 
of the effect of surrounding habitat and wind on directional movements of the 
released WCR adults see Toepfer et al. (2006). 
 
Dispersal kernels  
Both the negative exponential and negative power law models in non-log form 
presented the best overall fit to the data and the negative exponential model in log 
form presented the best fit to the data in the tail. These models suggested that half 
of the dispersing western corn rootworm adults travelling along a given bearing will 
travel a distance ranging from 117 to 425 m and 1% of the adults will cover distances 
of over 775 to 8250 m within one day of dispersal from the release point. 
 
Both model families in non-log form gave significant fits in all cases with a range of 
the median distance from 117 to 188 m. To give an idea of the maximum natural 
dispersal, the 99th percentile of the fitted non-log models was calculated: it ranged 
from 775 to 865 m in the case of the negative exponential model and from 7500 to 
8250 m in the case of the negative power law model (Table 2.5). 
 
Log models were fitted to the log transformed data (grouped data sets). For the 
negative exponential function, medians of 403 and 425 m were estimated, providing 
a better fit to the tail of the data, but reducing the quality of the fit close to the 
release point. The results of the four combinations for log and non-log models are 
shown in Table 2.5: 
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Table 2.5. Negative exponential and negative power law models in log and non-log form fitted to 
the pooled recapture data of western corn rootworm adults. Recapture data with  non-baited 
yellow sticky traps and pheromone-baited transparent sticky traps were pooled together after 
scaling the data down using the vertical scale parameters of the negative exponential model (data 
set A) and the negative power law model (data set B) fitted in Table 2.4. λ: median scale,  s.e.: 
standard error, df: degrees of freedom, AIC: Akaike information criterion. Significance levels:  *** at 
p < 0.001, ** at p < 0.01, * at p < 0.05, n.s. at p >0.1;  p = Probability(>|t statistic|). 
                              Recapture data and type of dispersal kernel: 
 Data set A Data set B Data set A Data set B 
 Negative exponential model negative power law model 
λ (s.e., p)  167.78 
(12.77,***) 
187.53 
(16.12,***) 
116.91 
(9.86,***) 
129.18 
(11.67,***) 
Residual s.e.; df 0.00033; 10 0.00036; 10 0.00039; 10 0.00039; 10 
AIC -141.89 -141.89 -138.75 -138.47 
99
th
 percentile (m) 775 865 7500 8250 
 Log of data  
set A 
Log of data set B Log of data set A Log of data set B 
 Log negative exponential model Log negative power law model 
λ (s.e., p)  402.94 
(0.00014,***) 
424.50 
(0.00014,***) 
136.16 
(2.116E4, n.s.) 
167.78 
(3.056E4, n.s.) 
AIC             14.99    14.74    30.85    30.79 
Residual s.e.; df 0.45; 7 0.45; 7 1.09; 7 1.09; 7 
99
th
 percentile (m) 1850 1955 8600 10675 
 
Quality of fit was reduced in the grouped data log-log models with respect to the 
non-log models fitted to the scaled data. Log-log models yielded an increase in the 
median scale and hence on the 99th percentile of the dispersal kernels. 
 
Figure 2.2.A shows the fit of the negative exponential and negative power law 
models to the pooled data sets A and B. The same fit is compared to the grouped 
data sets on a graph with axis on a log-log scale in Figure 2.2.B. Figure 2.2.B 
demonstrates how the negative power law model of median scales of 117 and 129 m 
fits better to the data at the tail than the negative exponential model of median 
scale of 168 and 188 m. Conversely, Figure 2.2.C shows that, when fitted in log-log 
form, the negative exponential model of median scale of 403 and 425 m fits better to 
the tail than the negative power law model. 
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Figure 2.2. Fits of the negative exponential models and negative power law models to pooled mark-
release-recapture data of western corn rootworm adults. Recapture data of non-baited yellow 
sticky traps and pheromone-baited transparent sticky traps were pooled together by scaling them 
down using the vertical scale parameters of the negative exponential model ( to obtain data set A) 
and the negative power law model (to obtain data set B) (Table 2.4). (a) Models fitted to pooled 
data. (b) Models fitted to pooled data where zeros have been removed by reclassification of 
distances in the tail (grouped data) and expressed in log-log axis. (c) Log of the models fitted to log 
of pooled and grouped data. (d) Same fit as (c) but expressed in log-log axis. Dispersal distance = 
distance of recaptured WCR adults from release point. Probability = Probability of a dispersing WCR 
adult reaching a certain distance. The data points represented by a cross correspond to data set A in 
(a) and the grouped data set A in (b), (c) and (d). The data points represented by a square 
correspond to data set B in (a) and the grouped data set B in (b), (c) and (d). The dash-point line 
corresponds to the fit of the negative exponential model to data set A in (a) and grouped data set A 
in (b) and to the fit of the log of the negative exponential model to the log of the data set A in (b) 
and (c). The long-dash line is analogous to the dash-point line with the exception that it is fitted 
instead to the data set B. The continuous line is analogous to the dash-point line with the exception 
that the negative power law model is fitted to the data. 
 
Effect of source field area 
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The results of the integration showed that whilst there was a small positive effect of 
the size of the newly infested source field on the dispersal kernel predictions within 
500 m of the field boundary, this effect was negligible beyond 500m due to the 
comparable magnitudes of the point source median and the source radius. For the 
purposes of examining buffer zones beyond 1 km, the point source dispersal kernel 
was therefore used, taking the source as the field centre, without modelling source 
size.  
 
2.3. Analysis of the effectiveness of buffer zones using an individual-
based model 
 
2.3.1 Methods 
 
The effectiveness of the minimum widths for the buffer zones for WCR, as 
recommended by the EC (Anonymous 2003, 2006a, 2006b, Table 2.1), was assessed 
using a spatial individual-based model (de Roos et al., 1991; Grimm, 1999) of the 
dispersal for one generation of WCR adults. The model was governed by a set of 
rules and was discrete in time (daily time step) and considered dispersing adults 
individually. The processes considered were dispersal and mortality. The location 
and survival of each individual was calculated daily, and the total distance from the 
source to the final destination calculated. The fitted dispersal kernels were used as 
dispersal predictors for the new position of the WCR adult after each time step. The 
distance dispersed daily by each individual was obtained by Latin Hypercube 
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sampling of the fitted dispersal kernels. The number of iterations per simulation was 
10000. Direction was assigned at random assuming no correlation with previous 
movements.  
 
Daily mortality was incorporated as a stochastic function with the probability of 
mortality varying between food sources (Table 2.6 b). Maize fields were assumed to 
have an arbitrary 0.5 probability of being in flower. In order to calculate the 
probability of a dispersing adult feeding on each source, it was initially assumed that 
dispersing individuals would have the same probability (0.5) of feeding between 
alternative food sources and maize if all fields are continuously producing maize, and 
no EC eradication measures were in place. Reduction in maize availability for the 
WCR adults diet, due to EC measures (Anonymous, 2003), was assumed to be 
substituted by a proportional increase in the probability of feeding on alternative 
food sources (Table 2.6 c), with the probability of feeding on maize given by 0.5 * the 
proportion of years in the rotation. Furthermore, the model assumed that a constant 
proportion (0.2) of WCR adults that find and feed on a maize field will remain in that 
field indefinitely (Table 2.6 a). 
 
Three scenarios were considered (see Table 2.1 for policy definitions). Since control 
measures are applied in the season following detection, and overwintering of larvae, 
adults are assumed to emerge into a landscape with control measures in place. 
Scenario a): Dispersal in a landscape with the conditions of the focus zone 
(Anonymous, 2003). 
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Scenario b): Dispersal in a landscape where the minimum requirements from 
EC measures (Anonymous, 2003) for focus and safety zone are present and a 20 km 
width buffer zone is implemented. 
Scenario c): Dispersal from the infested 10km band of the EC containment 
programme (Anonymous, 2006a) into adjacent un-infested zones. It was assumed 
that WCR adults would initiate dispersal from the edge of the infested band of the 
containment programme (Anonymous, 2006a). 
 
Each of the above scenarios was investigated using the four estimated median 
dispersal distances for each curve family. 
 
Table 2.6.  Parameters of the individual-based model for WCR dispersal. (For dispersal parameters 
see Table 2.5). 
Parameter Value Source 
a) Probability of remaining in a maize field after 
finding it  
0.2 Assumed. 
b) Daily mortality of adults feeding on: 
Alternative food sources 0.1 Assumed 
Pre- and post-flowering maize 0.072 Elliott et al. (1990) 
Flowering maize 0.0064 Elliott et al. (1990) 
Maize treated with pesticides 0.4 Estimated using (Greaves et al., 1994) 
and (Zhu et al., 2005) assuming 
Chlorpyrifos 8g/100l treatment after 
60 days of application. 
c) Probabilities of feeding from: 
Maize treated with pesticide and alternative food 
sources in the focus zone. 
0.17; 0.83 Estimated from Anonymous (2003) 
Treated maize, untreated maize and alternative 
food sources in the safety zone. 
0.25; 0.12; 
0.63 
Estimated from Anonymous (2003) 
Untreated maize and alternative food sources in 
the buffer zone. 
0.25; 0.75  Estimated from Anonymous (2003) 
 
 
2.3.2. Results 
 
The assessment of the effectiveness of the buffer zones for WCR recommended by 
the EC (Anonymous 2003, 2006a, 2006b, Table 2.1) using the individual-based model 
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is showed for the considered scenarios (Table 2.7). Due to the analysis of 6 potential 
dispersal kernels, results are presented as a range representing the maximum and 
minimum observed dispersal distances. 
 
Scenario a): Spread on a landscape under focus zone conditions: 50% of the 
WCR adults will remain within a circle between 350 m and 2611 m, and 99% of the 
adults would remain within a circle of radius between 1800 and 47000 m. 
Scenario b): Spread on a landscape with the minimum recommendations for 
buffer zones from the EC (Anonymous, 2003) and a 20 km buffer zone: 50% of the 
WCR adults would remain within a circle between 350 m and 2510 m, and 99% of the 
adults would remain within 1725 to 42000 m. 10.5 % to 47.6 % of the adults would 
breach the 1 km focus zone and 0 % to 8.4 % would breach the 5 km safety zone. 
Scenario c): Spread from a containment area: 0 % to 2 % of the WCR adults 
would fly beyond the monitoring area of the non-infested zone. 50% of the WCR 
adults dispersing towards the non-infested area would be found between 375 m and 
3215 m from the edge of the infested area and 99% of the WCR adults between 1850 
m and 58000 m of the edge of the infested area. 
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Table 2.7.  Percentage of dispersing western corn rootworm, median (m) and 99
th
 percentile (m) of 
adults flying beyond buffer zones of different radii from new introduction points obtained by 
simulation of a individual-based dispersal-mortality model of WCR adults. The individual-based 
model depends on different values of the median scale parameter (λ, see Table 2.5) and the 
probability of remaining indefinitely in a field and daily mortality due to the food sources available. 
The European Commission recommends focus zone widths of at least 1km
+ 
and safety zone widths 
of at least 5 km
++
 in eradication programmes (Anonymous, 2003) as well as containment zones of 30 
km
+++ 
 along the borders of areas with already established WCR populations (Anonymous, 2006a) 
(See Table 2.1 for further detail on the measures applied in each buffer zone). Scenario a): Spread 
on a landscape with focus zone conditions. Scenario b): Spread on a landscape with the minimum 
requirements for focus and safety zone and a 20km buffer zone. Scenario c): Spread from an 
infested area of 10km width to a non infested area. 
  Dispersal kernels fitted to mark-release-recapture data: 
Buffer zone 
radius (km) 
Negative exponential model negative power law model 
 
Scenario 
λ=168 
 
λ=188 λ=403 λ=425 λ=117 λ=129 λ=136 λ=168 
1km
+ 
a   9.7 13.7 43.3 45.3 33.0 35.6 36.8 41.9 
 b 10.5 13.3  45.1 47.6 33.8 36.8 36.8 41.9 
 c 11.1 14.6 46.0 47.1 38.8 40.9 42.2 47.8 
2km a   0.6   1.1 15.5 17.3 19.1 21.0 22.0 25.9 
 b   0.4   0.6 12.3 13.8 18.8 20.1 20.8 24.3 
 c   0.7   1.3 17.0 18.5 23.6 25.5 26.4 30.4 
5 km
++ 
a   0   0   0.5   0.5   9.4   8.8   9.6 11.8 
 b   0   0   0.1   0.2   8.1   8.4   8.5 10.5 
 c   0   0   0.6   0.8 10.5 11.6 12.0 14.3 
10 km a   0   0   0   0   4.5   4.8   4.9   6.3 
 b   0   0   0   0   4.2   4.4   4.5   5.8 
 c   0   0   0   0   5.4   6.2   6.2   7.7 
20 km a   0   0   0   0   2.2   2.3   2.6   3.0 
 b   0   0   0   0   2.2   2.3   2.5   2.9 
 c   0   0   0   0   2.7   2.9   3.2   3.8 
30 km
+++
 a   0   0   0   0   1.5   1.5   1.7   2.0 
 b   0   0   0   0   1.5   1.4   1.7   1.8 
 c   0   0   0   0   1.8   2.0   2.2   2.7 
40 km a   0   0   0   0   1.1   1.2   1.3   1.5 
 b   0   0   0   0   1.2   1.0   1.3   1.4 
 c   0   0   0   0   1.4   1.4   1.6   2.1 
50 km a   0   0   0   0   0.9   0.9   1.1   1.2 
 b   0   0   0   0   1   0.8   1.0   1.1 
 c   0   0   0   0   1.1   1.2   1.3   1.7 
Median a   350   400   850   900   2511   2611   2820   3267 
 b   350   400   900   950   2503   2510   2673   3075 
 c   375   425   900   950   2938   3215   3377   4077 
99th a 1800 2025 4450 4500 44000 47000 50000 55000 
percentile b 1725 1825 3750 4000 50000 42000 51000 56000 
 c 1850 2150 4550 4850 53000 58000 65000 93000 
+  
At least 1 km of radius is suggested for focus zone around introduction points by the European 
Commission (Anonymous, 2003). 
++ 
At least 5 km of radius is suggested for safety zone around introduction points by the European 
Commission (Anonymous, 2003). 
+++ 
At least
 
30 km containment zone is suggested along the borders of areas with already established 
WCR populations by the European Commission (Anonymous 2006a). 
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2.4. Discussion 
 
Mark-release-recapture experiment 
 
The dispersal kernels of newly invading WCR adults were characterized through 
fitting negative exponential and negative power law models to recapture data, per 
day of exposure to the traps, of dispersing WCR adults. Two adults reached the 
furthest located traps, which might indicate that the experiment was outdistanced 
by the released adults (Follett et al., 1996) (to be expected due to the high mobility 
of WCR adults). Numbers recaptured declined slowly with time of exposure to the 
traps as was observed in other studies (Zolubas & Byers, 1995). This might be due to 
adults leaving the experimental site. After corrections for release period and radial 
dispersal, numbers recaptured decreased smoothly with distance from the release 
point, which suggested that the size of the experiment was adequate for the time of 
exposure considered. 
 
In order to obtain a representative shape of the dispersal kernels from points close 
to the release point and from the tail, recapture data sets from pheromone-baited 
and from the non-baited sticky traps were combined. Recapture data needed 
standardisation before both data sets could be pooled together. This is a common 
problem in mark-release-recapture experiments dealing with short distance and long 
distance data sets (e.g. Meats and Smallridge, 2007). A standardisation process was 
developed in order to express both data sets at the same scale. It was based on the 
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introduction of a vertical scale parameter into the models and the Effective 
Attraction Radius (EAR) concept (Byers, 1999). The differences in the estimates of 
the vertical parameters seemed to be due to the different characteristics of the trap 
type because the EAR obtained for pheromone-baited traps matched the estimates 
from other independent studies (L. Schaub, 2008 pers. comm.). One caveat was that 
the experiments of Byers (1999) showed a variation in EAR with distance from the 
release point. However, most of this variation was close to the release point, and 
results at greater distances were more consistent. The assumption of constant EAR 
in our experiment seemed reasonable given that the sampling with pheromone-
baited traps started at 500 m from the release point. The utilisation of pheromone 
traps at 500m avoids problems of results interpretation due to overlapping of 
attractiveness ranges between traps. As a consequence of not having pheromone 
traps close to the release point, the proportion of adults recaptured might seem to 
be lower than other studies where pheromone traps are located closer to the release 
point (e.g. Turchin &  Thoeny, 1993). Recapture rates were considered normal given 
the spatial characteristics of the experiment.  
 
Dispersal kernels 
The obtained dispersal kernels showed that, after one day of release, the median 
dispersal distance of the newly introduced adult WCR travelling along a given bearing 
ranged from 117 to 188 m. The magnitude of the estimated median dispersal 
distances after one day or release was in accordance with other mark-release-
recapture experiments for the study of insect dispersal. For example: Ceratitis 
capitata (Diptera: Tephritidae) (114 m) (Plant and Cunningham, 1991), Lucilia 
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sericata (Diptera: Calliphoridae) (103 to 150 m) (Smith and Wall, 1998) and Diatraea 
grandiosella (Lepidoptera: Crambidae) (93 to 97 m) (Qureshi et al., 2006).  
 
Both models presented a remarkably similar quality of fit to the data and the 
medians estimated (168 to 188 m for the negative exponential model; 117 to 129 m 
for the negative power law model). The main differences laid in the predictions of 
long distance dispersal events (99th percentile 775 to 865 m for the negative 
exponential model; 7500 to 8250 m for the negative power law model). This was 
attributed to the fatter tail of the negative power law model with respect to the 
negative exponential model (Kot et al., 1996). Because correct fitting of the tail of 
the dispersal kernels to data is crucial for the prediction of long distance dispersal 
events and thus the spread of invasives (Neubert & Caswell, 2000), the models were 
also fitted in log form to log transformed recapture data (Taylor, 1978). The negative 
power law model in its log form suggested that the median dispersal of the WCR 
dispersing in a given bearing was comparable to its non-log form (136 to 168 m). 
However, the negative exponential model in its log form suggested higher median 
distances (403 to 425 m) and higher 99th percentiles (from 1850 to 1955 m) than its 
non log-form. Both log-transformed models were compared and the negative 
exponential model presented a better fit than the negative power law model (see 
Akaike information criterion of 15 versus 31, Table 2.5), although both fits in log 
form were poorer than the fits of the models in non-log form. For this reason, the 
negative power law model in log form was not considered for further analysis. Due 
to the uncertainty about the overall best model and for the sake of 
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comprehensiveness, both models in non-log form and the negative exponential 
model in log form were considered for further analysis.  
 
Analysis of the effectiveness of the buffer zones 
 
An individual-based model of the lifespan dispersal of WCR adults (de Roos et al., 
1991) that employed the fitted dispersal kernels as daily dispersal predictors was 
developed. The model assumed that directionality of the movements between 
consecutive time steps was uncorrelated. This assumption seemed reasonable 
regarding the analysis of directional movements of the mark-release-recapture 
experiment, where in nearly half of the introductions no directional movement took 
place with respect to surrounding habitat and wind (Toepfer et al., 2006). However, 
in some cases the movement of WCR adults showed a slight correlation with wind 
and towards the direction of the maize fields (Toepfer et al., 2006). For these cases, 
the model might underestimate the actual dispersal capabilities of WCR by not 
considering directional dispersal in cases where wind is directionally consistent for 
several days. Age is known to influence the dispersal patterns of insects (Johnson, 
1969), and particularly the 15% of young mated WCR females that may perform long 
distance dispersal (Coats et al., 1986). Since these females may escape the 
experiment (if flying too high) without being detected by the traps, it was considered 
that the individual-based model is a representation of the population that performs 
local dispersal.   Equally, atmospheric conditions (Vanwoerkom et al., 1983; Isard et 
al., 2004) and landscape characteristics (Onstad et al., 2003) are known to affect 
dispersal of WCR. It was considered that the conditions in which the experiments 
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took place were representative of the climatic and landscape situations that WCR 
adults are expected to find during spread in Europe. Another implicit assumption of 
the model was that the fitted dispersal kernels were not affected by the mortality of 
the released adults and that an additional mortality function was necessary. This 
assumption was considered logical given the short period of time the dispersal 
kernel was examined and because the number of adults recaptured was small in 
comparison with the number of adults released. Furthermore, the marked WCR 
adults were released in a non-host habitat with the aim of reproducing the 
conditions that newly introduced adults find in buffer zones. This might lead to 
different results with respect to dispersal in regions of intensive maize production. 
Mortality due to lack of maize food sources will be higher in our experiments. 
However, WCR adults have more incentives to disperse in our experiments to search 
for host habitats. 
 
The individual-based model was employed to simulate the spread of WCR adults 
under different scenarios. Scenario a), spread in a landscape under focus zone 
conditions, aimed to provide an estimate of the adequate width of the focus zone. 
The width of the focus zone is relevant for eradication purposes because it is the only 
buffer zone where rotation practices guarantee eradication of extended diapaused 
eggs (Levine et al, 1992). Hence, eradication campaigns are likely to fail if 
considerable number of adults reaches the safety and buffer zones after breaching 
the focus zone. The results of the model showed that the width of the focus zone 
required to contain 99% of the adults would range between 4.5 km and 47 km (Table 
2.7, negative exponential in log form and negative power law models respectively), 
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which is in both cases greater than the 1 km minimum recommended width by the 
EC (Anonymous, 2003).  
 
Under scenario b) spread under the minimum requirements for the buffer zones as 
recommended by the EC (Anonymous, 2003) was simulated. In this case 9.7 % to 
45.3 % of the adults was expected to breach the focus zone and from 0.6 % to 21 % 
the safety zone (Table 2.7). For comparison with historical spread observations, the 
distance of the 1% furthest reaching individuals were calculated. These distances 
ranged from 1800 to 47000 m (negative exponential model and negative power law 
model respectively). These results appear to be smaller than the historical observed 
spread of WCR for the case of the negative exponential model in log form and, for 
the case of the negative power law model, of a relatively similar magnitude with the 
range of observed historical rates of spread of WCR adapted to soybean-corn 
rotation in the US, that ranged from 38 to 138 km/year (Onstad, 1999), and spread in 
Europe, where under EC measures, the rates of spread ranged from 60 to 80 
km/year (Baufeld and Enzian, 2005). The reason why our predictions are smaller 
than historical rates of spread might be due to the fact that the model did not 
capture the effect of storms and human assisted dispersal. In Europe, long distance 
dispersal events have been associated to aeroplanes (Guillemaud et al., 2005, Miller 
et al., 2005) and major networks of distribution of goods and services. For instance, 
many of the initial trap detections in the south of Germany (un-infested region) 
occurred in locations situated near major traffic centres such as freeways, alpine 
tunnels for transeuropean roads and railways that connected to infested regions of 
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southern Switzerland and northern Italy (Wudtke et al., 2005). However these are 
only hypothesis. 
 
Assessment of containment measures in scenario c) suggested that less than 2 % 
(Table 2.7) of the dispersing adults will leave the containment zone without being 
detected by the pheromone traps in the uninfested area of 30 km wide adjacent to 
the infested area (Anonymous, 2006a). Thus, containment zones appeared to be an 
appropriate measure for the detection of the advancing front of the invasion. 
 
Management recommendations 
 
In this chapter, it was possible to describe the range of dispersal kernels for WCR 
adults performing local dispersal. The current EC policy was found unable to prevent 
local spread of WCR. Long distance dispersal events were not accounted for by the 
model, but further point to the inadequacy of the current EC control measures. In 
the light of the results, the question regarding alternative management is not how 
much larger buffer zones should be to eradicate WCR invasion, but which buffer 
zone width  would be effective in slowing down the invasion and whether such 
efforts are cost-effective. 
 
Management recommendations are made assuming that slowing down the WCR 
invasion was considered cost-effective, based on the 47 km threshold for a buffer 
zone where eradicating measures are in place (Table 2.7, 99th percentile, scenario a). 
A focus zone (Table 2.1) of 47km (EC recommends currently a minimum focus zone 
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of 1km) would have considerable economic impacts to farmers with constraints to 
rotation (MacLeod et al., 2005). The individual-based model for the lifespan dispersal 
of WCR adults shows that the presence of higher maize densities in the safety zone 
(Table 2.1) as opposed to the focus zone (compare higher spread values in scenario 
a) relative to b) in Table 2.7, 99th percentile row) may act as a sink for numerous 
WCR adults that would otherwise continue spreading. Therefore, a combination of a 
focus zone with a safety zone, as recommended by the current EC measures 
(Anonymous, 2003), might be both effective and economically efficient. The 
following quantitative modifications from the original EC measures (Anonymous, 
2003) would be necessary: a focus zone of at least 5km width (this would ensure that 
only 9.6% of the adults escape the focus zone, see Table 2.7, 7th row) combined with 
an increase in the safety zone from the currently recommended 5 km to at least 50 
km (Table 2.7, 99th percentile of the negative power law model under scenario b). 
These measures are expected to be effective in reducing local dispersal. Further 
research should aim at estimating the economic benefits of reducing invasion spread 
velocity by detecting and controlling new foci versus controlling the main invasion 
advance front.  
 
WCR continues to spread whilst the European Commission is attempting to contain, 
if not to eradicate it. The results of the present chapter question the approach of 
attempting to eradicate WCR because of its high mobility. 
 
 
Alternative modelling approaches 
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This chapter is limited in that it does not take into account the effects of long 
distance dispersal events (probably human-, wind- and storm-aided) which may be a 
key determinant of the total invasion speed (Neubert and Caswell, 2000). 
Nevertheless this study is of value for the assessment of local scale policy. Dispersal 
by multiple mechanisms (both local and long distance) is common to many pest and 
disease systems (e.g. Sarre, 1978), and requires the independent assessment of each 
component. Quantification and simulation of long distance dispersal events 
therefore presents itself as the next step in the progression towards an evidence 
based management framework and has been studied in Chapter 5.    
 
A proportion of mated females can perform long sustained flights of up to 24 km 
(Coats et al. 1986); furthermore, human assisted dispersal by land transport systems 
could well account for long distance dispersal events (Wittenberg 2005). These 
factors could be considered using the following modelling approaches: (i) spatio-
temporal stochastic models to fit historical spread spatial data (e.g. Cook et al., 
2007). This approach is adopted in Chapter 5; and (ii) integration of the derived 
dispersal kernels into mechanistic models of spread that consider long-distance 
dispersal events (e.g. Shigesada et al., 1995; Kot et al. 1996). These approaches are 
demonstrated in the next Chapters 3 and 4. These approaches would complement 
the present study by providing information on spread at the continental scale. 
 
The next chapter presents a combination of mathematical spread models (reaction-
diffusion and stratified diffusion) with management measures. The optimal time to 
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switch management measures against the NIS is studied under conditions of severe 
uncertainty.  
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CHAPTER 3 
 
Analytical and simulation models under severe uncertainty: 
optimal and robust control of harmful non-indigenous species 
spreading in homogeneous landscapes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A shorter version of this chapter has been published as: Carrasco, L. R., Baker, R., 
Macleod, A., Knight, J. D., & Mumford, J. D. 2009. Optimal and robust control of 
invasive alien species spreading in homogeneous landscapes. Journal of the Royal 
Society Interface. Published online before print September 9, 2009. 
(doi:10.1098/rsif.2009.0266) 
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Summary 
 
Government agencies lack robust modelling tools to manage the spread of harmful 
non-indigenous species (NIS). In this chapter optimal control and simulation methods 
are combined with biological invasion spread theory to estimate the type of optimal 
policy and switching point of control efforts against a spreading NIS. Information-gap 
theory is employed to assess how the optimal solutions differ from a policy that is 
most robustly immune to unacceptable outcomes. The model is applied to the 
potential invasion of the Colorado potato beetle in the UK. Under no uncertainty, it 
is demonstrated that for many of the parameter combinations the optimal control 
policy corresponds to slowing down the invasion. The information-gap analysis 
showed that eradication policies identified as optimal under no uncertainty are 
robustly the best policies even under severe uncertainty, i.e. even if they are likely to 
turn into slowing down policies. It is also shown that the control of satellite colonies, 
if identified as optimal under no uncertainty, will also be a robust slowing down 
policy for NIS that can spread by long distance dispersal even for relatively 
ineffective control measures. The results suggest that agencies adopt management 
strategies that are robustly optimal despite the severe uncertainties they face. 
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3.1. Introduction 
 
The NIS invasion process can be divided into three stages, namely entry, 
establishment and spread. Depending on which stage an invasion is at, different 
management decisions can be taken by government agencies responsible for 
managing NIS, i.e. decisions can be designed to prevent, eradicate, contain, slow 
down, and/or accept the invasion (Sharov &  Liebhold, 1998; Leung et al., 2002). 
Identifying the optimal management policy decision and the point at which one 
should switch between different management decisions is a very complex task and 
the development of modelling tools to assist government agencies would be of great 
benefit.  
 
Great insight has been gained on the bioeconomics of NIS management in recent 
years. Analytical models have been devoted to the optimal allocation of resources 
for preventative measures (Horan et al., 2002) or after establishment of an NIS in 
order to determine when eradication is the optimum policy (Eiswerth &  Van Kooten, 
2002; Olson &  Roy, 2005). Other approaches that integrate entry and spread have 
focused on assessing the optimal trade-off between exclusion and control efforts 
(Leung et al., 2002; Kim et al., 2006; Finnoff et al., 2007). 
 
These modelling approaches have largely concentrated on NIS population dynamics 
instead of using theoretical spread models for NIS (a good review is provided by 
Hastings 1996). Instead, demographic models are in some cases employed as 
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substitutes for spread models (e.g. logistic growth model). However, demographic 
models alone are unlikely to provide accurate predictions of invasion spread rates 
because, in order to relate population growth to spread velocity, it is necessary to 
take into account the spatial dispersal patterns of the invader (Higgins &  Richardson, 
1996). Some notable exceptions of bioeconomic models that consider the dispersal 
patterns of the invader are those that incorporate the spread predictions of reaction-
diffusion (R-D) models (Fisher, 1937; Skellman, 1951) and models that incorporate 
NIS performing long distance dispersal, e.g. stratified diffusion models (Shigesada et 
al., 1995) into the management of insect and plant invasions (Sharov &  Liebhold, 
1998; Sharov, 2004; Cacho et al., 2008; Hyder et al., 2008). 
 
In this chapter, optimal control methods (Pontryagin et al., 1962; Sethi &  Thompson, 
2000) and simulation methods (Moody &  Mack, 1988; Taylor &  Hastings, 2004) are 
combined with biological invasion spread theory (Fisher, 1937; Skellman, 1951; 
Shigesada et al., 1995) to estimate the optimal management policy against a 
spreading NIS. The effect of severe uncertainty on the decision-making of the 
management of NIS spread is analysed using information-gap theory (Ben-Haim, 
2006). The chapter also aims to answer the question: does the optimal NIS invasion 
management policy under no uncertainty differ from a policy that robustly protects 
us from unacceptable outcomes? The model is applied to the potential invasion by 
Colorado potato beetle (CB) Leptinotarsa decemlineata (Say) (Insecta: Coleoptera: 
Chrysomelidae) in the UK. CB is one of the most devastating pests of potato and 
since 1877 the UK has adopted a successful policy of preventing CB entry and 
eradication of any breeding colonies (Bartlett, 1980; Waage et al., 2005) (see section 
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1.4.2 for a description of CB potential invasion in the UK). As a result, the study offers 
insight into the robustness of the optimal control policies and time at which to 
switch management efforts against an NIS invasion. 
3.2. Methods 
 
3.2.1. Basic model: spread by reaction-diffusion  
 
The basic model is inspired by the works of Sharov and Liebhold (1998) and the 
integration of optimal control methods with epidemiological theory for disease 
spread management (Rowthorn et al., 2009). An already established NIS that is 
spreading following a reaction-diffusion (R-D) model (Fisher, 1937; Skellman, 1951) is 
considered. R-D models are partial differential equations where random diffusion in 
a homogeneous environment is assumed. The main parameters are ε, the intrinsic 
rate of population growth and d, the diffusivity of the population. The solution of the 
R-D model is: 
4c dε= ,                     [3.1] 
by which spread is predicted to follow a continuous expansion at an asymptotically 
constant radial velocity represented by c. A homogeneous landscape implies that c is 
constant in every direction, leading to a circular (or fraction of circle if physical 
barriers occur) invasion front that is centred at the initial establishment point. The 
NIS invasion generates damages D(x) that are assumed to follow a linear relationship 
with the area invaded (Parker 1999): 
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( )
* 2D xD x
k
pi
= ,                    [3.2] 
where D* is the unit cost of damage caused by the NIS per unit of area invaded at the 
average population abundance and is assumed to be constant; x is the radius of the 
invaded area and in an optimal control theory context is called the “state variable” 
because it describes the size (state) of the invasion; k denotes the proportion of the 
circular invasion front that can spread without physical barriers. 
 
The government agency can decide upon controlling the invasion using a moving 
barrier zone. A barrier zone is defined as the area bordering the expansion front of 
the invasion where management activities are carried out with the aim of reducing 
the velocity or even to lead to eradication of the invasion. For example, moving 
barrier zones were employed for the eradication of the boll weevil (Anthonomous 
grandis) in the United States (Sharov, 2004). The barrier zone leads to costs R(u,x) 
which are proportional to the length of the invasion front (2πx/k) times the unit cost 
of control of an infested unit of area (pR, that encompasses the unit cost of detection 
and control activities and is assumed constant) and the desired reduction of spread 
velocity (u): 
( ) 2, Rxu pR u x
k
pi θ
= .                    [3.3] 
Where θ is the rate of effectiveness of the control measures. In the context of 
optimal control theory, u is called the “control variable” because it is the variable 
under the discretionary choice of the agency, i.e. the agency can choose its level to 
influence the state of the invasion. 
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Optimal control under constrained control resources in a finite landscape 
 
The government agency is assumed to have limited resources and can at any one 
time accomplish only a reduction of the invasion spread velocity of up to umax. It is 
further assumed that the total area susceptible to be invaded (susceptible range) can 
be described by a circle or fraction of circle. The problem for the government agency 
is to choose the optimal time path for u (control variable) in order to minimise the 
net present value (NPV) of the total overall costs caused by the invasion and its 
management: 
( )( ) ( )( )( )
0
,
T
r te D x t R x t u dt− ⋅ +∫ .                              [3.4] 
Subject to: 
x
c u
t
θ∂ = −
∂
                                 [3.5] 
max0 u u≤ ≤                                  [3.6] 
max0 x x≤ ≤                                  [3.7] 
( ) 00x x= ,                                 [3.8] 
Where equation (3.4) is the objective function where T = time horizon,  r = discount 
rate; equation (3.5) is the equation of motion of the radius of the invasion; equation 
(3.6) is the restriction of non-negativity of the control variable and the maximum 
value that u can take (umax); equation (3.7) is the requirement of non-negativity of 
the state variable x and the constraint by which x cannot be bigger than the radius of 
the maximum susceptible range; and equation (3.8) is the initial boundary condition 
that reflects that at the moment of discovery the invasion has a size of x = x0 due to 
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undetected spread. In addition, c = 0 for x = 0 (eradication) and x = xmax (total 
susceptible range is invaded). 
  
Optimal control theory (Pontryagin maximum principle) (Pontryagin et al., 1962) is 
employed to solve the problem. The maximum principle aims at identifying the 
optimal path in time of the control variable in order to minimise the objective 
function. The constraints in the control variable and the spread dynamics of the NIS 
subject to the barrier zone are introduced in the optimization problem by means of 
the called co-state variables. The mathematical vehicle by which the co-state 
variables take part in the optimal control problem is called the Hamiltonian function 
(Chiang, 1992). The constraints in the state variable were introduced into the 
Hamiltonian using the indirect adjoining method (Sethi &  Thompson, 2000) and 
extensive numerical methods were employed to verify and obtain the solutions of 
the problem (see Appendix 4.A for details). 
 
3.2.2. Extended model: spread by stratified diffusion 
 
The basic model was extended to incorporate the possibility that the NIS can spread 
by long distance dispersal events. A spatially implicit discrete-time spread model 
representing a NIS spreading by stratified diffusion (Shigesada et al., 1995) was 
employed. The model is composed of a system of difference equations (Appendix 
3.A.5). The initial main colony grows following a reaction-diffusion model (equation 
3.1) and generates new migrating individuals at a rate λ that is proportional to its 
area (Shigesada et al., 1995). The migrating individuals can establish and generate a 
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new colony (“satellite colony”). The model assumes complete spatial randomness on 
the location where the colonies establish (Bogich et al., 2008). The location of 
satellite colonies follows a scattered colony model by which the colonies are 
assumed to not coalesce with the other colonies in the time horizon considered 
(Shigesada et al., 1995). 
 
The probability of establishment (pe) is assumed equal to the density of the host in 
the landscape. It is assumed that there is no Allee effects (reduced survival of new 
colonies with a small number of individuals due for example to the difficulty to find a 
mating partner) and the number of individuals capable of forming a colony arriving 
at the same location in the same time period is assumed equal to one. Once 
established the satellite colony grows following also a reaction-diffusion model and 
generates migrating individuals at a rate λ. 
 
The government agency is assumed to prioritise the control of satellite colonies and 
uses the remainder of the allocated expenditure for the control of the initial main 
colony (identified as the most effective spread velocity reduction by Moody & Mack 
1988). Instead of using a constraint on the maximum spread velocity reduction, a 
financial budget constraint is set for control measures. For simplicity, satellite 
colonies are assumed to be detected once they reach a threshold area (Ad). 
 
The assumption that the marginal cost of management is constant and equal to the 
unit cost of control of the NIS (pR) is relaxed. The total management costs are now 
considered to be composed of searching costs (σ) and control costs (pR AR, where AR 
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is the area from which the NIS has been removed). Searching activities follow 
diminishing marginal returns that become relevant in the case of eradication 
campaigns that reduce the size of the invasion. This represents the increasing 
difficulty of finding the remaining NIS when the density of the population of the NIS 
is low. The following expression is used to represent the marginal cost of 
management (c’(Ainv), where Ainv is the area invaded by the NIS) (modifying Burnett 
et al., 2007): 
( ) ( )' inv R R invc A p A Aσ= +  
and 
( ) ( )
2
0
1
S
inv
inv
p x
A
A
pi ω
σ
+
=
+
 
Where: pS are the unit cost of searching a unit of area susceptible of invasion and ω 
is the radius of a security buffer zone around the initial size of the invasion (x0) at 
discovery. 
 
The potential failure of the eradication campaign (by missing the control of some 
individuals) and the post-eradication costs are incorporated, i.e. monitoring to certify 
that the NIS has been completely eradicated. Failure to completely eradicate leads to 
the re-emergence of colonies that would need to be eradicated in the next time 
periods. The probability of not achieving complete eradication was transformed into 
expected years of extended eradication campaigns. The control activities derived 
from the failure to eradicate are assumed to be applied to an area as big as the initial 
invaded area upon discovery plus a security buffer zone. The costs due to post-
eradication activities consist of searching costs for 3 years starting from the year that 
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the last colony re-emerged. Numerical methods were employed to estimate the 
optimal time paths of control in the case of the extended model (see appendix A.4). 
 
3.2.3. Model parameterisation 
 
pR was estimated from the eradication campaign against CB in 1976-77 in Thanet 
(Kent, UK) where a colony occupied an area of 184m2 within a 19ha field. This 
campaign involved the following activities within a radius of 1.6 km: several aircraft 
and terrestrial insecticide spraying, compensation to farmers for the destruction of 
crops, use of bait crops and multiple inspections by Ministry officers (Bartlett, 1980).  
A homogeneous distribution of potato production through the landscape was 
assumed. The total costs of removal, (in 2005 pounds sterling) added up to £102,070 
(£119.21 km-2 of landscape treated, Table 3.1). The unit cost due to damages of an 
invaded ha of potato (D*) is £53.54 ha-1 (Waage et al., 2005). These include costs due 
to inspection, insecticide application, yield losses and export losses. Those costs 
were expressed per km2 of landscape (to match with the units of the predictions of 
the R-D model). The asymptotic velocity of spread (c) was estimated using equation 
(3.1) (values of parameters in Table 3.1). Given that potato and other Solanum 
species are very widespread in the UK, it was assumed that in all the areas where 
there were adequate climatic conditions for the development of CB, Solanum species 
were present (the distribution of Solanum species in the UK can be observed online 
at: http://www.bsbimaps.org.uk/atlas/). The maximum radius for the scenario 
considered was estimated assuming a circle of equivalent area to the area of the 
susceptible range for CB in the UK (79500 km2 for temperatures from 1960-90, Baker 
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et al., 1996). If the eradication is not completely achieved because some individuals 
are missed, some colonies are expected to re-emerge. The costs of controlling those 
colonies is assumed to be the cost of applying further control to the initial invaded 
area upon discovery (Cec = £ ~150000 year
-1). Once the eradication is accomplished, 
further monitoring campaigns for 3 years confirm that there are no re-emerging 
colonies. The costs were estimated using the costs of the pheromone traps survey 
for the control of the western corn rootworm in Europe (Vidal, 2003). It was 
estimated that on average the costs per ha inspected are £ 97 (parameter pS in the 
model). It is assumed that the monitoring campaigns would establish pheromone 
traps per ha of potato to cover the area initially infested plus a buffer zone radius of 
1.6 km (parameter ω in the model) as observed in past eradication campaigns 
(Bartlett, 1980). 
Table 3.1. Parameters of the basic and extended models. 
symbol Description value  
basic model and extended model 
x0 Radius of initial main colony at discovery (km)          20 
r
 
Discount rate            0.06 
pR Unit cost of control (£/km
2
)
a 
       119.21 
D
*
 Unit cost of damage (£/km
2
)
b 
         50.29 
d Diffusivity (km
2
/year)
b 
         60 
ε Intrinsic growth rate
c 
           0.04 
c Asymptotic velocity (km/year)
d 
           3.10 
θ Rate of effectiveness of the control measures            1 
fe Probability of failure of a eradication campaign            0.4 
Cec Annual extended eradication campaign costs
e 
150000 
xmaxA Maximum radius of a circular invasion under current climate (km)
f 
       159.07 
Apotato Area of potato grown in England and Wales (1000 ha)
 
       142 
T Time horizon          20 
basic model 
umax Agency’s maximum spread velocity reduction capability (km/year)          10 
extended model 
λ Rate of satellite colonies generation per km
2
 of area of colony            0.4 
B Annual budget for management activities (£) 500000 
pe Probability of establishment of a new colony            0.0094 
Ad Area at which satellite colonies are detected (km
2
)            0.01 
ps Unit cost of inspection per ha of potato (£)
e 
         97 
ω Radius of the security buffer zone (km)
e 
           1.6 
Sources: 
a
estimated from Bartlett (1980); 
b
Waage et al. (2005); 
c
estimated averaging for different 
potato varieties from Yasar & Gungor (2005); 
d
 estimated using equation (2.1);
 e
Estimated from 
Vidal (2003); 
f
estimated from Baker et al. (1996). 
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3.2.4. Model validation 
 
The successful eradication campaign against CB in the UK in 1976 was employed to 
validate whether the model would identify as optimal a policy that pursues 
eradication in these circumstances. Both basic and extended models identified a 
policy of eradication as the optimal policy. The main reason is that the area invaded 
was small at discovery. The models were deemed valid conceptually since they were 
based on established biological invasion spread theory and optimization techniques. 
 
3.2.5. Information-gap theory: robust decision-making using severe uncertainty 
 
Government agencies face severe uncertainty when making decisions regarding the 
control of NIS invasions. An information-gap (info-gap) approach (Ben-Haim, 2006) 
was adopted to assess the robustness of the optimal control policy. Info-gap theory 
was developed by Ben-Haim (2006) to assist decision-making in situations where the 
information about some areas of the system modelled is highly deficient. It seeks to 
obtain robust management decisions that fulfil a performance requirement for the 
widest uncertainty range in the model. Info-gap is especially suitable when 
probabilistic models of uncertainty are unreliable, inappropriate or unavailable 
(Regan et al., 2005). As an advantage over other probabilistic methods of uncertainty 
modelling, info-gap does not require to make underlying assumptions about the 
distributions of uncertainty of the parameters. Info-gap is also concerned with the 
mapping of the propagation of uncertainty in the model into uncertainty in the 
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decision-making domain (Ben-Haim, 2004).  Info-gap was considered more adequate 
than traditional methods to deal with uncertainty for the case of management of the 
spread of NIS. The reasons were that the main concern was to provide government 
agencies with an analysis that do not requires knowledge about the uncertainty 
distributions or ranges for the model parameters (this is very useful given the gaps in 
knowledge the agencies need to deal with) and our objective was to try to assess 
how different is the optimal policy obtained under no uncertainty from the most 
robust policy under severe uncertainty. 
 
Three main components are required for info-gap analysis: (a) a mathematical 
process model, (b) a performance requirement and (c) a model of uncertainty.  
 
(a) The mathematical process model is an abstract representation of the reality. It 
condenses what the analyst considers to be the fundamental processes of the 
system. In our cases, the process models are the above described basic and 
extended models. 
 
(b) The performance requirement of a decision (policy) is the level of an indicator of 
performance that is calculated by the process model. In our case, the performance 
indicator is the NPV of the total costs due to the invasion and its control. The 
objective is to reduce the NPV of total costs as much as possible, but there is a level 
of the indicator that is considered unacceptably high, i.e. our minimum aspiration. It 
is considered unacceptable to spend more resources for the control of the NIS than 
the costs of living with the NIS for the given time horizon under a policy of total 
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acceptance of the invasion and assuming no uncertainty (baseline performance 
criterion). In addition, one exigent and one modest performance criteria that are a 
decrease and increase of 50% of the baseline performance criterion respectively are 
considered. The baseline performance criterion is set as: 
0QTC TC =≤ ,                     [3.9] 
by which the NPV of the total costs (TC) is less or equal to the NPV of costs of living 
with the NIS when no control is used against the NIS invasion (TCQ=0).  
 
(c) The model for uncertainty expresses what is unknown about the parameters in 
the process model. It is an unbounded family of nested sets of possible values. Each 
set corresponds to a degree of knowledge-deficiency according to the level of 
nesting (Ben-Haim, 2004). The analysis is centred on the uncertainty of the NIS 
spread velocity (c), the effectiveness of the control measures (θ) and the probability 
of failure to achieve a complete eradication (fe). The corresponding info-gaps models 
are expressed as the sets: Uc(α, c
be),  Uθ(α, θ
be) and Ufe(α, fe
be). α is the information-
gap between what is known and what needs to be known for an ideal solution and 
c
be, θbe and fe
be are our best estimates of the model parameters. The greater is α the 
greater the range of possible variation. The value of α is unknown and unbounded 
and expresses the idea that possibilities expand as the info-gap grows, imbuing α 
with its meaning of “horizon of uncertainty” (Ben-Haim, 2004). An interval model of 
uncertainty where the fractional deviation of the values of the uncertain parameters 
c, θ and fe from their best estimates is no greater than α is adopted (Regan et al., 
2005; Nicholson &  Possingham, 2007) (Table 3.1): 
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be
be
c c
c
α
−
≤ ; 
be
be
θ θ
α
θ
−
≤ ; 
be
e e
be
e
f f
f α
−
≤                            [3.10] 
Hence, given a horizon of uncertainty α, the value of the uncertain parameters are in 
the intervals: 
( ) ( )1 1be bec c cα α− ≤ ≤ + ; ( ) ( )1 1be beα θ θ α θ− ≤ ≤ + ;       
( ) ( )max 0, 1 min 1 ,1be bee e ef f fα α   − ≤ ≤ +                             [3.11] 
Where the interval corresponding to fe lies between zero and one because fe is a 
probability. Only values that are lower than θ be and higher than febe and cbe  are 
considered to represent the most unfavourable conditions. 
 
Info-gap theory identifies as the best policy the one that is most robustly satisficing 
(Ben-Haim, 2006), i.e. the goal is not to minimize the NPV of total costs but to 
maximise the reliability of an acceptable outcome. The most robust policy will be the 
one that presents most immunity to unacceptable outcomes. Once the process 
models have been defined, the performance criterion and the model of uncertainty, 
they can be used to estimate the robustness of the model. A robustness function α  
is employed: 
 ( ) ( )
( )
( )
[ ]0 0
,
,
,
, max :  TCmax
be
c
be
be
e fe e
i Q i Q
c U c
U
f U f
policy TC TC policy TC
θ
α
θ α θ
α
α α
= =
∈
∈
∈
 
 
 
≤ = ≤ 
 
 
  
                 [3.12] 
Where Equation 3.12 states that α  is equal to the maximum value of α, in such a 
way that the maximum of the NPV of total costs fulfils the performance criterion 
(equation 3.9) given policy option i and uncertainty in the parameters c, θ and fe (that 
Chapter 3: Analytical Models and Info-gap Theory 
 
82 
 
is modelled as a family of nested and unbounded sets that increases with α). The 
parameters c, θ and fe were varied simultaneously at the same relative rate 
(Nicholson &  Possingham, 2007). 
 
The type of policies compared using info-gap analysis were: (i) the solution of the 
basic and extended models under no uncertainty; (ii) the agency perseveres on 
eradication during the time horizon; (iii) total acceptance of the invasion; and (iv) the 
agency controls for two years and “learns” about the effectiveness of the control; if 
the invaded area is reduced (effective control) the agency will continue controlling 
for the invasion, if the invaded area was not reduced, the agency accepts the 
invasion. 
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3.3. Results 
 
3.3.1. Basic model: optimal policy and time to switch management policies 
 
The type of optimal policy obtained by the basic model was the so-called “bang-
bang” optimal control by which it is optimal to apply maximum resources to control 
the invasion at the beginning and then switch to acceptance at some determined 
point in time. The optimal control policy was framed around the following points in 
time: the time to switch from management to acceptance that is the solution of the 
maximum principle without constraints in the state variable (τ) and the time when 
eradication is achieved (terad) or the total susceptible range is invaded (txmax) (see 
appendix 3.A: equations 3.A.11 and 3.A.14 are solved to obtain terad or txmax and τ 
respectively). These points in time depend on the characteristics of the government 
agency, NIS and initial conditions. 
 
The type of optimal control policies are: (i) slow down the invasion and then switch 
to a policy of acceptance; (ii) the invasion is controlled during the entire time period 
and not the entire susceptible area is occupied; (iii) the invasion is accepted without 
any attempt to control it; (iv) the invasion is controlled until an undetermined point 
in time between zero and txmax and it is not controlled when the entire susceptible 
range is occupied; (v) the invasion is controlled until total eradication (terad) and 
control stops when eradication is achieved; (vi) is analogous to case (i) except that 
the invasion invades the entire susceptible range during the acceptance policy. In 
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cases (i), (ii) and (iii), the results were verified using extensive numerical methods for 
a variety of parameter values (see Appendix 3.A.4). In cases (iv), (v) and (vi), the state 
constraints and the control variable constraints are binding within the same time 
horizon. For these cases, no analytical solution could be found. Instead, numerical 
methods were used to obtain the switching point (see Appendix 3.A.4). 
 
Sensitivity analysis of the basic model results indicated that the switching point 
occurred closer to the beginning of the time horizon for high umax and closer to the 
end of the time horizon for higher initial invasion sizes and spread velocities (Figure 
3.1 (a)); and the total overall costs increased for higher initial invasion sizes, damage 
unit cost and velocity of the invader and were reduced for high umax (Figure 3.1 (b)).
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Figure 3.1. Sensitivity analysis of the optimal control model outputs to model parameters using a 
tornado chart. The outputs are: a) optimal time to stop invasion control efforts and; b) net present 
value of total overall costs due to the invasion. Model parameters were sampled from a uniform 
distribution with a maximum (minimum) of +50% (-50%) the original values of the model 
parameters using Monte Carlo simulation with Latin Hypercube sampling (see Table 3.1 for the 
initial value of the parameters and their description). The values in the chart are the Spearman’s 
rank correlation coefficients relating the sampled model parameters values and the outputs. umx : 
agency’s maximum spread velocity reduction capability; xo: initial invasion size; c: spread velocity; 
D
*
: unit cost of damage; r: discount rate; and pR: unit cost of removal. 
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3.3.2. Basic and extended models: optimal type of policy under no uncertainty 
 
The most common optimal management policy for both models and parameter 
ranges was one of slowing down the CB invasion (Figure 3.2). The rationale behind a 
slowing down policy is the delay of the invasion so that no large areas can be 
occupied at the beginning of the time horizon. Because invasion size is directly 
related to impact costs, this delay implies the avoidance of considerable costs. 
Slowing down policies are especially attractive if there are cost-effective means to 
delay the invasion. 
 
Both the basic and extended models identified eradication as the optimal policy for 
NIS invasions with the following characteristics: the invasions are discovered at a 
small size (Figure 3.2 (b) and (d)), the agency has high resources to control the 
invasion, the NIS spreads at low velocities, it is not costly to control and the NIS leads 
to high economic impacts on the invaded area (Figure 3.2 (a) and (c)). In the case of 
NIS that can spread by long distance dispersal, the range of the parameters for which 
eradication was optimal was much smaller (Figure 3.2 compare (b) with (d)). Total 
acceptance, in contrast, was optimal for fast spreading NIS that are very costly to 
control (Figure 3.2 (a) and (c)) and have already invaded a large area at the moment 
of discovery (Figure 3.2 (b) and (d)). Unexpectedly, total acceptance of NIS spreading 
by long distance dispersal occurred for high budgets allocated for control and large 
areas invaded. The reason is that large budgets allow both for the eradication of the 
satellite colonies and the control of the main initial colony. Whereas the eradication 
of the satellite colonies is a cost-effective slowing down measure, the reduction of 
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the main colony is not cost-effective when it is very large because no significant 
reductions of its spread velocity can be achieved. 
 
 
Figure 3.2. Type of optimal policy for the case of invasion by Colorado potato beetle in the UK 
estimated using optimal control and simulation models. The Colorado potato beetle spread was 
modelled using a reaction-diffusion model ((a) and (b)) and a stratified diffusion model (extended 
model in the text) ((c) and (d). The variations in the parameters considered were: the asymptotic 
spread velocity of the invader and the unit cost ratio (unit cost of damage (D
*
)/ unit cost of control 
(pR)) ((a) and (c)); radius and area of first colony at discovery respectively (xo) ((b) and (d)), agency’s 
maximum spread velocity reduction capability (umax) (b) and control budget (B) (d).  The values of 
the cost ratio were obtained by increasing (decreasing) D
*
 (pR) and vice versa between 0 and 100% 
of their original values in Table 3.1.  White areas represent total acceptance: no control during the 
entire time period. Dark grey areas represent a policy of slowing down where control occurs first 
and then there is a switch to acceptance. Light grey areas represent a successful eradication policy. 
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3.3.3. Robustness of the model under severe uncertainty 
 
The info-gap model (Equations 3.10 and 3.11) and the basic and extended models 
were used to evaluate the robustness function (Equation 3.12). The robustness 
curves for the four types of policies considered are demonstrated in Figure 3.3. They 
show the NPV of total costs for all values of the horizon of uncertainty α between 0 
and 1. For α = 0, i.e. there is no uncertainty regarding the parameters c, θ and fe, the 
NPV of total costs is lowest for the solution provided by the basic and extended 
models (“no uncertainty” curves in Figure 3.3).  
 
In the case of spread by reaction diffusion (Figure 3.3 (a)), the optimal policy under 
no uncertainty was one of eradication. As α increases the NPV of total costs 
increases faster for the solution provided by the basic model (“no uncertainty”, 
Figure 3.3 (a)) than for the “eradication policy” (perseverance on eradication) and 
“learning agency” (keep controlling as long as the invasion size is reduced) curves. 
Thus the latter two policies represent the most robust policies for values of α below 
0.2. The reason is that both policies persevere on eradication, whereas the “no 
uncertainty” curve does not attain a complete eradication under uncertainty and 
turns into a slowing down policy. When α reaches ~0.5 in the case of reaction-
diffusion spread, the “learning agency” realises that control cannot attain a 
reduction of the invasion and accepts the invasion. This decision causes an increase 
of the NPV of total costs of the “learning agency” curve. The reason is that the 
avoided costs from slowing down the invasion were not seized by this type of 
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agency. This leaves the “eradication policy” as the most robust policy. The 
“eradication policy” curve turns, for values of α > 0.5, into a slowing down policy and 
is still consistently the most robust curve for the three performance criteria 
considered. The robustness of the “eradication policy” is ~0.5, ~0.6 and ~0.7 for the 
exigent, baseline and modest performance criteria. The interpretation of a 
robustness of 0.7 is that all the parameters considered for the info-gap analysis can 
vary from their original values up to a fraction of 0.7 without leading to a NPV of 
total costs greater than the performance criteria. It is only for values of α greater 
than ~0.8 than the “eradication policy” curve presents higher NPV of total costs than 
the other policies. 
 
For the case in which CB can perform long distance dispersal, slowing down the 
invasion is the optimal policy if there is not uncertainty. Figure 3.3 (b) shows that the 
optimal policy under no uncertainty is also the most robust policy under severe 
uncertainty for values of α very close to 1. The reason is that control measures 
directed to new satellite colonies considerably slow down the invasion. Even if such 
measures present very low effectiveness (α close to 1) the NPV of total costs would 
be much lower than a policy of total acceptance. 
 
The consideration of different performance criteria (baseline, modest and exigent in 
Figure 3.3) did not affect the selection of the most robust policy. However, if it had 
been considered a very modest performance criterion, e.g. NPV of total costs of £12 
millions in the case of reaction-diffusion (Figure 3.3 (a)) and £68 million in the case of 
stratified diffusion (Figure 3.3 (b)), the policy of total acceptance would have been 
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the most robust policy (with robustness equal to 1). It can be seen that there is a 
trade-off between how exigent is the aspiration level (low NPV of total costs) and 
how large is the immunity to desirable outcomes. Remarkably, as the aspiration level 
is increased, the type of policies identified as optimal by the models if there is not 
uncertainty, are consistently the most robust policies under severe uncertainty. 
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Figure 3.3. Info-gap analysis of the robustness of the basic and extended models solutions and 
alternative management policies. (a) Basic model, spread by reaction-diffusion where the optimal 
policy under no uncertainty was eradication. (b) Extended model, spread by stratified diffusion 
where the optimal policy under no uncertainty was slowing down the invasion. Three different 
performance criteria are considered: net present value (NPV) of total costs of living with Colorado 
potato beetle in the UK if no control is applied against the invasion and without considering 
uncertainty (“baseline” performance criterion); 50% decrease and increase of the baseline 
performance criterion (“exigent” and “modest” performance criteria respectively). The parameters 
θ (effectiveness of the control measures), c (radial spread velocity of the colonies) and fe 
(probability of failure of the eradication campaign by missing some individuals) are varied 
simultaneously (θ is decreased, c and fe are increased) at the same relative rate α. “Learning 
agency”:  the agency controls for the two initial years with the maximum of annual resources 
available to assess how effective the control measures are. If a reduction of the invasion is 
achieved, the agency keeps controlling, if not the agency accepts the invasion. “Total acceptance”: 
the agency does not control for the invasion for the entire time horizon. “No uncertainty”: solution 
of the basic and extended models if there was not uncertainty. “Eradication policy”: the agency 
perseveres on controlling the invasion and does not stop unless eradication is achieved. “Never 
eradicate”: fe = 1, i.e. the eradication is never completely achieved leading to post-eradication and 
high detection costs every year the eradication is almost achieved. 
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3.4. Discussion 
 
Simple, yet general, optimal control and simulation models were developed to 
identify the switching point for the management of a spreading invasion. The 
methods developed show how a policy of slowing down the invasion is in many cases 
the optimal approach. Furthermore, the results overturn the intuition that 
eradication campaigns that are optimal under no uncertainty are questionable if the 
probability of failure of the eradication campaign is high when considering 
uncertainty. They also contradict the intuition that agencies might not be able to 
best manage the invasion because of the severe uncertainty faced. 
 
Under no uncertainty, it was shown that eradication was only optimal for low initial 
sizes of invasion (Sharov, 2004) and when the control measures taken were able to 
reduce the spreading velocity (Figure 3.2 (b) and (d)); this was particularly the case  
when the NIS was able to spread by long distance dispersal mechanisms (Figure 3.2 
(d)). Eradication was also preferred for low velocity of spread of the invader (Cacho 
et al., 2008) (Figure 3.2 (a) and (c)). However, the eminently most common optimal 
control policy for many of the parameter combinations was a policy where control 
switched to acceptance of the invasion within the time horizon, showing how, even if 
eradication was not feasible, slowing down the spread until a certain point in time 
was optimal (Sharov &  Liebhold, 1998). 
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Info-gap theory (Ben-Haim, 2006) was employed to assess how different were the 
model solutions under no uncertainty from robust solutions under severe 
uncertainty, i.e. policies that would provide the greatest immunity to unacceptable 
outcomes. The types of policy identified as optimal under no uncertainty were, 
unexpectedly, also the most robust policies.  
 
This result has implications for management: agencies should not be deterred from 
carrying out a eradication campaign even if there is severe uncertainty about the 
spread capacity of the invader, the effectiveness of the measures available and the 
probability of not achieving complete eradication. It was shown that even if the 
eradication campaign is unsuccessful, the control efforts will have served as very 
beneficial slowing down activities as long as the eradication campaign was initially 
identified as optimal under no uncertainty. 
 
The economic reason behind the robustness of eradication policies (identified as 
optimal under no uncertainty) turning into slow down policies is that the agency, 
when eradicating, deals with an invasion that only represents a relatively small 
fraction of all the potential area invaded. The control activities are cost-effective for 
the control in small areas because they lead to high reductions of spread velocity, 
e.g. the same reduction of spread velocity in a small colony will imply a much smaller 
barrier zone in terms of area treated than in a large colony. It will be when the 
invasion becomes very extensive that control will not be cost-effective and there will 
be a switch to acceptance. 
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At times, however, optimal policies under no uncertainty will not be the most robust 
policies. This could happen when there is a high difference in benefits between an 
eradication policy and a slowing down policy. For instance, if the NIS was a 
quarantine pest, and should its presence cause the loss of important export markets, 
eradication would produce a sharp increase in total benefits due to the re-
establishment of export markets (Fraser et al., 2006). This non-linearity might cause 
eradication to be the economically optimal policy under no uncertainty but not the 
most robust policy under severe uncertainty, as the efforts to pursue eradication 
would be of little benefit if the eradication was not finally achieved. 
 
Identification of a slowing down policy (but not an eradication policy) as optimal 
under no uncertainty does not imply that starting an eradication campaign that 
might turn into a slowing down policy is a robust strategy. This could be due to high 
differences in the costs of eradication and slowing down campaigns. For instance, 
costly detection campaigns being carried out in inaccessible areas or high post-
eradication costs. For the case of CB spreading by reaction-diffusion, however, the 
consideration of these costs did not indicate a policy of eradication to be not optimal 
or to be less robust than a policy of total acceptance. This remained the case even 
when the CB invasion could never be totally eradicated (Figure 3.3 (a), “never 
eradicate” scenario). 
 
Agencies that can learn from the effectiveness of the control campaigns in the initial 
years and give up on control when the invasion cannot be reduced were shown to 
perform less robustly than agencies that are consistent on eradication and slowing 
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down campaigns. In reality, agencies will not give up on control if they perceive that 
a cost-effective slowing down of the invasion is being achieved. The normal 
sequence of management performed by an agency is, if considered optimal, to 
attempt to accomplish eradication and if it is not possible, slow down the invasion 
until the area invaded means slowing down activities are not cost-effective. The 
results of the models suggest that the normal sequence of management of the 
agencies is actually very close to the most robustly optimal approach available 
despite the severe gaps in the information they have. 
 
In the case of CB potential invasion in the UK, the current policy of eradication was 
identified as the optimal and most robust policy by the model provided that 
discovery occurs for small invaded areas. If an invasion breached eradication 
campaigns and reached areas that made eradication unfeasible, a policy of slowing 
down the CB invasion by control of new satellite colonies would be the most robust 
policy. 
 
In this chapter, a combination of optimal control and simulation methods, biological 
invasion spread theory and info-gap theory was presented to estimate the optimal 
policy and switching point of invasion management campaigns. The models can be 
easily applied to other NIS and information to parameterise the model for several 
NIS can be found in the literature (e.g. Andow et al., 1990; Waage et al., 2005), 
although comprehensive information for many NIS might be lacking. This reflects the 
importance of compiling and sharing data on historical eradication campaigns and 
spread events at the international level. The models represent useful tools for 
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preliminary exploration of the optimal policy against a spreading NIS given a set of 
biological and economic parameters. The integration of the dispersal patterns of the 
invader in the bioeconomic modelling of NIS invasions is strongly recommended. This 
integration together with info-gap analysis will help us to construct robust tools for 
the management of NIS invasions.  
 
Alternative modelling approaches 
 
In order to solve the optimal control problem, it was needed to establish the 
relationships between total control costs, size of invasion and total damage costs. 
Several empirical forms relating control and damage exist (Lichtenberg &  Zilberman, 
1986). Those forms that provided a realistic description of the system whilst being as 
simple as possible were chosen. A linear relationship between the desired spread 
velocity reduction and total costs of control was assumed in the basic model (Cacho 
et al., 2008); between the desired spread velocity reduction and the actual reduction 
of spread velocity (Sharov, 2004) and between invasion size and total damage costs 
(Parker, 1999). The introduction of further non-linearities in the model was 
considered. In the extended model, it was assumed increasing unit costs of 
management with decreasing sizes of invasion due to greater searching efforts 
(Burnett et al., 2007). This is especially reasonable in the case of Burnett et al. 
(2007), since the accessibility to certain areas of the archipelago of Hawaii played an 
influential role on the searching costs of Miconia calvescens. In another instance, 
Sharov & Liebhold (1998) assumed that a convex function would better explain the 
relationship between invasion size and total costs of control, by reflecting that big 
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invasions would require the use of less effective and hence marginally more costly 
control measures. In the case of CB invasion in the UK, it was argued that the 
invasion by CB is not likely to exhaust the control resources of the plant protection 
agency and constant unit cost of control were assumed. The final function for the 
marginal costs of management of the extended model was composed of a constant 
unit cost of control and a function with diminishing marginal returns representing 
searching efforts. 
 
Further improvements of the model could be brought about by relaxing the 
assumption of a homogeneous landscape. This could be achieved by adopting a 
spatially explicit simulation approach (Gilligan et al., 2007) (methodology adopted in 
Chapter 5). In this case, more flexible spread models like metapopulation models 
(Bulte &  van Kooten, 1999; Rowthorn et al., 2009), cellular automata (Balzter, 1998), 
individual based models (Grimm, 1999; Breukers et al., 2006) (Chapters 1 and 5), and 
agent-based models (Axelrod et al., 2006) (Chapter 6) could be considered.  
 
In addition, agencies deal with multiple NIS simultaneously, little in known about the 
optimal management and the effect of prioritising strategies, sometimes in response 
to international obligations. In the next chapter, the model is extended to consider 
the case of management of multiple NIS and incorporates also detection prior to 
discovery and exclusion of the NIS. 
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Appendix 3.A 
 
3.A.1. Application of Pontryagin maximum principle 
Taking into account the constraints, the resulting current value (Chiang, 1992) 
Lagrangian-Hamiltonian equation is (the minimisation problem was transformed into 
a maximisation problem by multiplying the objective function by minus one): 
( )[ ] ( )[ ] ( )[ ]
* 2
1 2
2 R
c c
x upD xL t c u t c u t c u
k k
pi θpi λ θ η θ η θ = − − + − + − − − 
 
      [3.A.1] 
Applying the Pontryagin maximum principle (Pontryagin et al. 1962) and the indirect 
adjoining method for pure inequality state constraints (Sethi &  Thompson, 2000) the 
following set of conditions can be obtained: 
( ) ( ) ( ) ( ) ( ) ( )* * *, , , , , ,c cL x t u t t t L x t u t t tλ λ   ≥     for all [ ]0,t T∈                      [3.A.2] 
c
c
Ldx
c u
dt
θλ
∂
= = −
∂
                              [3.A.3]  
c c
c
L
r
t x
λ λ∂ ∂= − +
∂ ∂
                [3.A.4] 
( ) 0c Tλ = ; ( )x T free .                                    [3.A.5] 
( )
1
0cL c uθ
η
∂
= − − ≥
∂
, ( )1 0tη ≥ , ( ) ( )1 0t c uη θ− = , 0x ≥ , ( )1 0t xη = ,                [3.A.6] 
( ) ( )1 1t r tt
η
η
∂
≤
∂
, (
( )1 0t
t
η∂
=
∂
 when constraint not binding) 
( )
2
0cL c uθ
η
∂
= − − ≥
∂
, ( )2 0tη ≥ , ( )( )2 0t c uη θ− = , maxx x≤ ,                       [3.A.7] 
( ) ( )2 max 0t x xη − = , ( ) ( )2 2t r tt
η
η
∂
≤
∂
, (
( )2 0t
t
η∂
=
∂
 when constraint not binding) 
Chapter 3: Analytical Models and Info-gap Theory 
 
97 
 
Equation (3.A.2) indicates that the optimal control u*(t) must maximise the 
Lagrangian-Hamiltonian for all t within the time horizon considered; (3.A.3) is the 
equation of motion for x; (3.A.4) is the equation of motion of the co-state variable λc 
modified for the current value Hamiltonian; (3.A.5) are the transversality conditions 
for a vertical terminal line at t = T; equations (3.A.6) and (3.A.7) are the conditions 
due to the constrained state variable (equation 3.7). The complementary-slackness 
conditions state that η1 and η2, the Lagrangian multipliers, will be zero unless x = 0 
and x = xmax respectively (the state constraints become binding). 
 
Given that Lc is linear in the control variable u, a bang-bang solution for u is obtained 
(Chiang, 1992). ∂Lc/∂u is called the switching function and is referred to as σ. To 
maximise Lc, the boundary solution u
*= 0 (acceptance of invasion) should be chosen 
if σ is negative and u*= umax will be chosen if σ is positive. Only if σ = 0 for a positive 
interval of time, the Lagrangian-Hamiltonian does not depend of u and a singular 
sub-arc is obtained. The optimal control is described as: 
max
*
0
0 undetermined
0 0
c
u
L
u
u
>   ∂    
= ⇒ =   ∂    <   
                        [3.A.8] 
where  
2c R
c c
L x pR
u u k
pi θ
σ λ λ∂ ∂= = − − = − −
∂ ∂
.             [3.A.9]  
If there is a singular sub-arc (σ = 0) u* (0 < u* < umax), equation (3.A.9) indicates that 
the marginal avoided cost of reducing the size of the invasion (λc) must equal the 
marginal costs that led to such reduction. If there is no singular sub-arc, the optimal 
control contains only the extreme levels of control and there will be as many 
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switches (from u*= umax to u
* = 0 or vice versa) as the number of roots that σ has. 
Because it was not possible to check for singular sub-arcs analytically and numerical 
methods were employed instead (see section 3.A.4). 
 
3.A.2. Unconstrained solution 
 
The maximum principle is attempted to be solved as an unconstrained problem 
assuming that the constraints in the state variable are not binding for all t (equations 
3.A.6 and 3.A.7). The roots in the switching function σ need to be determined. In this 
case, the sign of σ depends on the co-state variable λc. The form of λc is explored. 
Applying equations (3.2) and (3.3) to equation (3.A.4) it is obtained: 
* 22c R
c
p uD x
r
t k k
λ pi θpi λ∂ = + +
∂
.            [3.A.10]  
It is proposed as optimal path of u one in which u equals umax for all t and the state 
and a co-state solution are evaluated.  
 
Since u is constant and equal to umax (3.A.3) can be integrated and then apply the 
boundary condition (3.8) to obtain: 
( )max 0x c u t xθ= − +                                [3.A.11] 
Substituting (3.A.11) into (3.A.10) and setting u = umax, (3.A.10) can be solved as an 
ordinary differential equation: 
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[ ] ( ) ( )( )* * *max max max 021 2 rtc Rt c D D rt p r u D u rt u rx aekrλ pi θ θ θ= − + − + + − +     [3.A.12]   
Where a is an integration constant that is defined by applying the boundary 
condition (3.A.5). Rearranging terms it is obtained: 
[ ] ( ) ( ) ( )( )* * *max max max 021 2 rT rt rTc Rt e e e c D D rt p r u D u rt u rxkrλ pi θ θ θ−= − + + − + −  
[3.A.13]  
Then, substituting (3.A.11) and (3.A.13) into (3.A.9) and rearranging terms, the 
expression of σ results: 
( ) ( )max 0 2 21 12 r t TRp ct t u x ek r rσ pi θ
−
Ψ 
= − − + + − Ψ 
 
                                  [3.A.14] 
Where: 
( ) ( )* * *max max max 0Rc D D rt p r u D u rt u rxθ θ θΨ = + + − + −                  
The switching function σ has only one root for t = τ. Numerical methods to obtain τ 
were employed (function FindRoot in Mathematica was used, Wolfram Research 
Inc., 2005). The solution obtained is to apply maximum control efforts until t = τ and 
then accept the invasion from τ to T. Extensive numerical analysis for a variety of 
parameter values confirmed that this solution was a maximum (see section 3.A.4.2). 
 
The junction points were defined as the time when the state variable becomes 
binding: terad, time of eradication and the txmax, time of total invasion. There are three 
cases when the pure state variable inequality constraints are not binding for all t 
[ ]0,T∈ (eradication or total invasion does not occur, i.e. η1 = 0 and η2 = 0) and the 
solution of the unconstrained problem is an optimum: 
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These are cases (i), (ii) and (iii) of the results section. 
 
3.A.3. Constrained solution 
 
In the cases when the junction points terad or txmax [ ]0,T∈  the state constraints 
become binding. Both the control variable and the state variable constraints are 
binding in the same time horizon and it was not possible to solve the co-state 
variables analytically. Hence the switching point between control and no control 
before reaching the junction point (state variable constraint becomes binding) could 
not be obtained analytically. Once the junction point has been reached, by 
complementary slackness it is known that (equation 3.A.6 and 3.A.7): (c-θu) = 0; 
since, by definition, c = 0 when x = 0 or x = xmax, u has to be zero whilst the state 
constraint is binding. Numerical methods were used to obtain the switching point 
(see section 3.A.4). 
 
3.A.4. Numerical methods 
 
A discrete time-step simulation model that represented the problem was developed. 
The control levels were discretised so that the model could be solved using a genetic 
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algorithm (Goldberg, 1989) with @RiskOptimizer (Palisade-Corporation, 2006). A 
genetic algorithm is a numerical optimization method inspired from evolutionary 
biology. A computer simulation is performed where a population of abstract 
representations of candidate solutions of the optimization problem (chromosomes) 
evolves to better solutions according to a fitness criterion (Goldberg, 1989). Our 
fitness criterion was that chromosomes leading to lower mean of the NPV of total 
costs were the fittest ones. An initial population of optimal paths for u of 500, a 
crossover rate of 0.5 and a mutation rate of 0.1 were utilized (Palisade-Corporation, 
2006). The model was used to verify the conclusions of the analytical approach and 
both models presented quantitative agreement for the parameter sets that led to 
cases (i), (ii) and (iii). This procedure was used to derive the switching point for cases 
(iv), (v), (vi) (see results section) and to obtain the optimal path in the extended 
model. The genetic algorithm did not identify singular sub-arcs in any of the 
solutions for the parameters considered. 
 
3.A.5. Extended model: spread by stratified diffusion 
 
The model is represented by the system of difference equations: 
2
0 0A xpi=  
( )21 0 0max ,0e d RA x c p A A Api λ = + + −   
( ) ( )1 12 22 1 1
1 1
max ,0
N N
i e d i R
i i
A x c p A x c Api λ pi
= =
 
= + + + − 
 
∑ ∑  
… 
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( )( ) ( )( )1 12 21 1
1 1
max ,0
T TN N
T e d RT i T i
i i
A x c p A x c Api λ pi
− −
− −
= =
 
= + + + − 
 
∑ ∑  
 
Where A0, A1 … AT represents the area invaded when t = 0, 1, … T; B is the financial 
budget for control activities; θ is the effectiveness rate of the control activity; Nt is 
the total number of colonies at time period t. Each difference equation expresses the 
increases in size of the existing colonies following reaction-diffusion and the 
generation of new satellite colonies minus the area treated against the NIS. 
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CHAPTER 4 
 
Analytical and simulation models under uncertainty: 
comprehensive bioeconomic modelling of multiple non-
indigenous harmful species management 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter is under review as: Carrasco, L. R., Knight, J. D., Baker, R., Macleod, A. & 
Mumford, J. D. Comprehensive bioeconomic modelling of multiple harmful non-
indigenous species management. 
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Summary 
 
Non-indigenous harmful species (NIS) introductions lead to loss of biodiversity and 
serious economic impacts. Government agencies have to decide on the allocation of 
resources to manage the risk posed by multiple NIS. Bioeconomic modelling has 
focused on single species and little is known about the optimal management of 
multiple NIS. A comprehensive bioeconomic model that considers the exclusion, 
detection and control of multiple NIS spreading by stratified diffusion and presenting 
Allee effects was developed and applied to manage the simultaneous risk posed by 
Colorado beetle, the bacterium causing potato ring rot and western corn rootworm 
in the UK. Analytical methods indicated that cost-effective management resources 
allocation should follow a principle of equimarginality by which the marginal avoided 
costs of each management activity and NIS should equal the marginal costs of that 
activity. A genetic algorithm was used to verify the analytical results. Government 
agencies should allocate less control resources to NIS that present Allee effects and 
not stratified dispersal. The consideration of NIS assemblages increased 
management efficiency. The adoption of costly management measures based on the 
pest risk analysis of a single NIS might not correspond to the optimal allocation of 
resources when other NIS are considered. Comprehensive bioeconomic modelling of 
multiple NIS is identified as a transparent way to justify NIS risk management 
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4.1. Introduction 
 
Quantitative models aimed at identifying the economically optimal strategy to 
manage harmful non-indigenous species (NIS) should combine the disciplines of 
invasion ecology and economics (bioeconomic models) (Leung et al., 2002) that 
hitherto have tended to remain separate. NIS spread and management has been 
successfully captured by biological invasion spread theory (good reviews are 
Hastings, 1996; Higgins &  Richardson, 1996) and applied ecology models (Moody &  
Mack, 1988; Taylor &  Hastings, 2004). Surprisingly, these advances have not quite 
been integrated within the economic modelling of NIS management (Taylor &  
Hastings, 2004; Liebhold &  Tobin, 2008). Aspects commonly overlooked by the 
economic literature of NIS invasions management are: (i) long-distance dispersal 
events that are known to be very relevant on the rate of the invasion spread 
(Bossenbroek et al., 2007; Liebhold &  Tobin, 2008); and (ii) the importance of Allee 
effects (reduced survival probability in low density colonies due for instance to the 
difficulty to find a mating partner, satiate predators or inbreeding depression) on the 
establishment of isolated new colonies (Liebhold &  Bascompte, 2003; Drake, 2004). 
 
Recent bioeconomic models combining both disciplines for the management of 
single NIS have been insightful in determining the optimal time path of exclusion and 
control efforts subject to NIS entry, establishment and spread (Horan et al., 2002; 
Costello &  McAusland, 2003; Buhle et al., 2005; Knowler &  Barbier, 2005; Odom et 
al., 2005; Kim et al., 2006; Burnett et al., 2007; Eiswerth &  Kooten, 2007; Finnoff et 
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al., 2007; Burnett et al., 2008). Two main methodologies used by these models can 
be distinguished: firstly, analytical models where optimal control theory (Pontryagin 
et al., 1962; Sethi &  Thompson, 2000) has been employed (Eiswerth &  Johnson, 
2002; Olson &  Roy, 2005; Kim et al., 2006; Kim et al., 2007; Burnett et al., 2008); 
secondly, numerical methods such as stochastic dynamic programming (Shoemaker, 
1981; Leung et al., 2002; Eiswerth &  Kooten, 2007) and more recently genetic 
algorithms (Taylor &  Hastings, 2004). 
 
Despite these advances, little is known about the economically optimal management 
of multiple NIS coming from different pathways and regions, because modelling 
efforts have focused mainly on a single NIS or pathway (but see Kim et al., 2007 that 
is the basic work over which the analytical framework builds up). This focus on single 
NIS overlooks the fact that NIS management share a common national budget and it 
is necessary to develop more comprehensive models that integrate the management 
of multiple NIS under uncertainty. The consideration of multiple NIS in a model 
opens up a vast array of potential optimal policies and trade-offs to be considered. 
At one end of the spectrum, the management focus is on the exclusion of the NIS 
posing the highest risk and set aside a flexible budget for eradication campaigns of 
the remaining NIS. At the other end, the same exclusion and control resources to all 
NIS that pose a recognised threat are applied.  
 
Here a comprehensive bioeconomic model that integrates exclusion, detection and 
control of multiple NIS is developed. The model is used to study the influence of 
Allee effects and dispersal characteristics of a certain NIS on the optimal economic 
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allocation of exclusion and control efforts among multiple NIS. The model is also 
used to test the cost-effectiveness of agencies carrying out PRAs on individual NIS 
that are representative of pathways that might carry assemblages of multiple 
unknown NIS. It is asked: how should optimal management change when considering 
the allocation of resources for a NIS representing a pathway entailing high risk versus 
a NIS that does not?  
 
The problem is first approached using optimal control theory (Pontryagin maximum 
principle) (Pontryagin et al., 1962; Sethi &  Thompson, 2000) to derive necessary 
optimal management conditions (Appendix 4.A). Then, uncertainty is introduced into 
the parameters and the model is applied for the case study of the potential invasion 
by the NIS western corn rootworm (WCR), Colorado potato beetle (CB) and the 
bacterium Clavibacter michigansis subsp. sepedonicus  responsible of the disease 
potato ring rot (PRR) in the UK. The optimal control problem was solved using a 
genetic algorithm combined with Monte Carlo simulation. 
 
4.2. Methods 
 
4.2.1. The model 
 
The stages of a NIS invasion are divided into entry, establishment and spread. The 
management measures available to the NPPO to manage NIS i are: exclusion (Exi) 
that attempts to decrease the probability of entry and establishment; detection (Sbi) 
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that has the aim to discover the invasion at its early stages; and official control (Qi) 
that can be aimed at eradicating the invasion, containing it or slowing it down. Here 
Exi, Sbi are defined as the total annual expenditure on exclusion and detection and Qi 
is the total invaded area eradicated from NIS i.  
 
Let the annual probability of entry and establishment of the first colony by NIS i be 
pinvi. The process of a successful entry and first establishment per year is modelled 
using a Poisson stochastic process: 
( )( )expinv inv invi i if p p= −                                                    [4.1] 
Where finv is the probability density function of successful entry and establishment. It 
is assumed that p’inv < 0 and p’’inv < 0, where the prime denotes the derivative with 
respect to Ex, i.e. the probability of invasion of the NIS is inversely proportional to 
the government costs of NIS exclusion with decreasing marginal returns. The 
relationship between probability of invasion and exclusion is modelled as (modifying 
Leung et al., 2005): 
1
inv r i
i
i i
p
p
Exθ
=
+
                                             [4.2] 
Where pri is the probability of invasion when no efforts at exclusion are in place and 
θi is the effectiveness in reducing the probability of invasion reduction per monetary 
unit spent on exclusion measures on NIS i. Once the NIS has entered and established, 
official control measures are not started unless the NIS is discovered. The conditional 
probability of discovery at time t, given non-discovery up to time t is modelled as a 
hazard function. The hazard is assumed to be explained by the covariates Sbi and Ati 
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(area of invasion at time t). A Cox proportional hazards model is employed (Cox, 
1972): 
( ) ( ) ( )0 1 2; ; expk i t i i i i i tit Sb A t Sb Aλ λ β β= +                                [4.3] 
where tk is the time of discovery of the invasion k; λo is the baseline hazard function 
defined at the mean of the explanatory variables; βj are the regression coefficients. 
Sb and At have an effect on the baseline hazard function shifting it up or down. 
 
A successful invasion event leads to an initial main colony that grows following a 
reaction-diffusion model (Skellman, 1951) by which the radius increases at a 
constant radial velocity ci = 2(εidi)
1/2 in a circular fashion. Where εi is the intrinsic 
growth rate and di is the diffusion constant of the NIS i. The main colony generates a 
propagule pressure (N) due to migrating individuals/propagules arriving at the same 
location in the same time period after performing long distance dispersal. For 
simplicity, given that the model is spatially implicit, it is assumed that N = 1 and new 
entries do not affect the size of the area invaded unless the current invasion has 
been eradicated. Long distance dispersing individuals might generate outlier colonies 
(“nascent foci”). The probability of establishment of the migrating individuals to 
generate a new colony (pe) is modelled with a Weibull distribution (Dennis, 2002; 
Leung et al., 2004): 
pei = 1-(exp(-αi Ni) 
γi)                    [4.4] 
where αi equals to –ln(1-pi) and pi is the probability of establishment of a single 
migrating individual that is assumed proportional to the density of suitable habitat in 
the landscape. γi is a shape parameter that reflects the severity of Allee effects on 
NIS i, i.e. reduced survival of new colonies with a small number of individuals due for 
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example to the difficulty to find a mating partner. When γi = 1, there is no Allee 
effects. Once established, the nascent foci grow following also a reaction-diffusion 
model and it is assumed that they do not coalesce with other colonies. The original 
main colony and the nascent foci produce new migrating individuals/propagules at a 
rate λi that is assumed to be proportional to their area (Shigesada et al., 1995). 
 
The government agency is assumed to prioritise the control of nascent foci and uses 
the remaining of the funds for official control for the management of the original 
colony (Moody &  Mack, 1988). The effect of control on the model is a linear 
reduction of total invaded area of the NIS i. Unit costs of control (pQi) are assumed to 
be constant and include the search costs for outliers. The agency is assumed to 
destine a proportion of the post-discovery control costs for surveillance of the 
invasion in such a way that the extent of the invasion is known with certainty. The 
probability of not totally eradicating the invasion because of missing some 
individuals (fe = 0.3) is introduced. This factor introduces uncertainty of the final 
accomplishment of the eradication campaign. 
 
The NIS invasion generates damages Dt that are assumed to follow a linear 
relationship with the area invaded (Parker, 1999): Dt = D
*
At. Where D
* is the unit cost 
of damage caused by the NIS per unit of area invaded at the average population 
abundance and is assumed to be also constant.  
 
The problem of the NPPO is to allocate resources on exclusion, detection before 
discovery and official control among N potential invasions to minimise the net 
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present value (NPV) of the total costs due to the invasions and their management. 
Expressed in a generic way: 
( ) ( )(
( ) ( ) ( ) )}
 
10
  
Minimize: ,
1 1
i
i i
T N
r t
inv i di Qi i ti i ti Exi Sb
i
inv i di i ti Exi Sb inv i Exi Sb
e F F C Q A D A C C
F F D A C C F C C dt
− ⋅
=

 + + + +  

   
− + + + − +   
∑∫
                        [4.5] 
Where r is the discount rate, T is the time horizon, Finv i and Fdi are the cumulative 
probability function of successful initial invasion and discovery of the NIS i at time t 
and CQi, CExi, and CSbi are respectively the cost functions of control, exclusion and 
detection efforts. The minimisation is subject to a budget constraint on the 
management activities (an overall budget of £1.5 million is considered), the 
dynamics of entry and first establishment, spread and discovery of each NIS. The 
maximum principle (Pontryagin, 1962; Sethi &  Thompson, 2000) is used to derive 
the following optimality conditions of the problem (Appendix 4.A): 
( )
( ) ( )( )
( ) ( )( )
 1 2
   1 3
  1 4
1 1
1 1 0
Qi i
inv i di i
i i
Exi i
inv i di inv i di inv i i
i i
Sbi i
inv i di inv i i
i i
C
F F Q Q
C
F F F F F
Ex Ex
C
F F F
Sb Sb
λ λ
λ λ
λ λ
∂ ∂Ζ
− − + =
∂ ∂
∂ ∂Φ
− − − − − − + =
∂ ∂
∂ ∂Ψ
− − − − − + =
∂ ∂
               [4.6] 
for i= 1, 2… N.     
Where λ1 is the Lagrangian multiplier associated to the budget constraint and λi2, λi3, 
λi4 are costate variables that reflect the shadow price of the variables area invaded, 
probability of entry and first establishment and probability of discovery respectively. 
Condition [6] determines that for an allocation of the budget among the different 
NIS and management activities to be economically optimal, the marginal avoided 
costs due to the NIS obtained by each management activity should equal the 
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marginal costs of such activity. This type of condition is called an equimarginal 
condition and the marginal costs and marginal avoided costs due to the NIS can 
differ between each NIS and management activity (Kim et al., 2007). When a certain 
NIS i is eradicated or totally invades its susceptible range, the ratio of marginal costs 
and marginal benefits of the control of NIS i (Qi) drops from the equimarginal 
condition until a new introduction of NIS i takes place (see appendix 4.A.1). Due to 
the complexity of the problem, sufficiency theorems of optimality could not be 
applied. The equimarginal condition was instead verified using a genetic algorithm  
combined with Monte-Carlo simulation (see section 4.2.3). 
 
4.2.2. Expert consultation for model parameterization 
 
For the parameterisation of the relationship between exclusionary efforts and 
probability of entry (Equation 4.3) and searching efforts and time till detection 
(Equation 4.5) a semi-quantitative questionnaire answered by a panel of experts was 
used. A group of seven pest risk analysis experts in the case studies considered were 
consulted. The experts were from the Food and Environment Research Agency (UK) 
and Wageningen University (the Netherlands). The experts were asked to describe 
the likelihood of entry for different levels of exclusionary efforts and the likelihood of 
detection for different levels of invasion size and detection efforts. In addition they 
provided an estimate of the confidence in their answers that was used to weight the 
data points. Equation 4.3 was fitted to the results using the method of non-linear 
least squares with the software Mathematica (Wolfram Research, 2005). The Cox 
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model of proportional hazards (equation 4.10) was fitted using the package Survival 
(Therneau &  Lumley, 2005) in the R environment (R Development Core Team 2005). 
 
A qualitative score system was used: The “estimated risk level” could be stated as 
“high”, “moderate”, “low”, “very low”, “extremely low” and “negligible” and were 
described in Table 4.1:  
 
Table 4.1. Semi-Quantifiable Risk Categorisation Methodology (AFFA, 2001) 
Risk level Descriptive Definition Probability Range 
High  Very likely to occur 0.7 - 1.0 
Moderate Occurs with even probability 0.3 - 0.7 
Low Unlikely to occur 0.05 - 0.3 
Very Low Very unlikely to occur 0.001 - 0.05 
Extremely Low Extremely unlikely to occur 0.000001 - 0.001 
Negligible Almost certainly will not occur 0 - 0.000001 
 
The experts were also asked to provide an estimation of their confidence on the 
probability score given (Table 4.2). The confidence estimates were used as weights 
for the data points generated. 
 
Table 4.2. Quantitatively calibrated levels of confidence (Manning, 2006). 
Terminology Degree of confidence in being correct 
Very High confidence At least 9 out of 10 chance of being correct 
High confidence About 8 out of 10 chance 
Medium confidence About 5 out of 10 chance 
Low confidence About 2 out of 10 chance 
 
 
Probability of entry and establishment 
The experts were asked to state how they would describe the combined risk of entry 
and establishment by the following organisms given the different levels of 
exclusionary effort given:  
 
In the case of CB: official inspection of 100% (maximum), 33% (high), 11% (low), 3% 
(very low) and 0% (none) of the identified pathways of entry where CB was 
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intercepted in the past (potato, lettuces, parsley, endives, spinach, radish, fruit). 
Furthermore official inspection in ships cargo, air cargo, fresh produce, warehouses 
and retailers takes place. It is assumed that climatic conditions and the technology 
available is constant and similar to current levels. 
 
In the case of PRR: official inspection of 100% (maximum), 33% (high), 11% (low), 3% 
(very low) and 0% (none) of imported potato cargo for seeds. Test 200 tubers per 
25tonnes. Specificity of the test 100%, sensitivity 95% at 1.5% infection level). 
 
In the case of WCR: Prohibition to grow maize in areas within 100km, 33km, 11km 
and 1km of main airports. Removal of other grasses that are alternative hosts in the 
areas considered takes place. 
 
Discovery 
The experts were asked to provide an estimate of the probability of detection (Table 
4.3) of an invasion of the following organisms for different levels of searching effort 
and size of invasion. It is considered that the level of detection effort is kept constant 
for all the “years till discovery” and the size of invasion does not change with time. In 
the case of no detection effort, discovery is assumed to happen by reports from the 
public/farmers about the new organism. 
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Table 4.3. Probability of entry related to years till discovery 
Yearly probability of 
detection 
Descriptive Definition Probability Range Years till detection 
High  Very likely to occur 0.7 - 1.0 1 - 1.5 
Moderate Occurs with even 
probability 
0.3 - 0.7 1.5 - 3.3 
Low Unlikely to occur 0.05 - 0.3 3.3 - 20 
Very Low Very unlikely to occur 0.001 - 0.05 20 - 1000 
Extremely Low Extremely unlikely to 
occur 
0.000001 - 0.001 1000 - 1000000 
Negligible Almost certainly will not 
occur 
0 - 0.000001 1000000 – Never 
discovered 
 
The combinations of detection levels were: a proportion at random of 100% 
(maximum), 33% (high), 11% (low), 3% (very low) and 0% (none) of potato and maize 
fields in susceptible climatic areas for CB, PRR and WCR are inspected. For each level 
of detection different levels of infestation are considered: 10, 100, 1000, 10000, 
100000 ha are occupied by either CB, PRR or WCR. 
 
Table 4.4. Uncertainty distributions of the parameters of the model. The parameters regarding 
entry, establishment and time till discovery were elicited from expert information (electronic 
supplementary material). pR: baseline probability of entry; Θ: effectiveness of exclusion efforts; β1 
and β2 are the effect of detection efforts and area of the invasion on the time to discovery; λ: rate 
of long distance dispersers; ε: intrinsic growth rate; d: diffusivity (km
2
/year); pQ: unit cost of control 
(£/km
2
); D
*
: unit cost of impacts (£/km
2
); p: probability of establishment of a migrating individual; 
γ: shape parameter reflecting the severity of Allee effects. U denotes uniform distribution. 
Param
eter 
WCR CB PRR 
pR   U(0.27,0.74)
c
 U(0.22,0.34)
c
 U(1.1E-03, 0.054)
c
 
Θ U(1.7E-06, 5.3E-05)
c
 U(2.0E-05, 4.4E-05)
c
 U(2.5E-06, 4.6E-06)
c
 
β1 4.34E-07
c
 0 2.93E-06
c
 
β2 1.35E-05
c
 8.11E-06
c
 9.84E-06
c
 
λ
 
Pert(0.36, 0.72, 1.08)
c 
Pert(0.2, 0.4, 0.6)
c 
Pert(0.1, 0.2, 0.3)
c
 
ε Pert(1, 2, 3)
 
Pert(0, 0.025, 0.05)
b 
Pert(3, 5, 7)
b 
d Pert(12, 23, 35)
c 
Pert(50, 60, 70)
b 
Pert(0, 0.025, 0.05)
 
pQ Pert(80, 163, 240)
c
 Pert(40, 119, 200)
a 
Pert(41, 68, 134)
c 
D
*
 Pert(60, 120, 180)
 
Pert(0, 50, 100)
b 
Pert(354, 726, 1114)
b
 
p 0.008 0.0094 0.0094 
γ U(1,2) U(1,2) 1 
(Sources: 
a
estimated from (Bartlett, 1980); 
b
(Waage et al., 2005);
c
estimated from  
experts questionnaires and unpubished data. 
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4.2.3. Simulation and optimization 
 
The optimal time path of the control variables under uncertainty was obtained using 
a genetic algorithm that is a numerical optimization method inspired from 
evolutionary biology. Genetic algorithms have extensively been used in the fields of 
engineering and computer science (Forrest, 1993), however their use in the area of 
bioeconomics of NIS control is very rare (Taylor & Hastings, 2004). A computer 
simulation is performed where a population of abstract representations of candidate 
solutions of the optimization problem (chromosomes) evolves to better solutions 
according to a fitness criterion (Goldberg, 1989). Genetic algorithms are very 
effective optimization algorithms that do not present difficulties to deal with corner 
solutions (total eradication or total invasion by a NIS in the model), multiple control 
and state variables. Genetic algorithms are also very effective at finding global 
maxima by using mutation processes that avoid the algorithm converging easily to a 
local minimum (Goldberg, 1989). Our fitness criterion was that chromosomes leading 
to lower mean of the NPV of total costs were the fittest ones. The discretization of 
the optimal control problem to a yearly time-step was necessary in order to apply 
the genetic algorithm (Seywald et al., 1995; Yamashita & Shima, 1997) i.e. 
discretization of the time, exclusion, control and detection efforts. Each “gene” of 
the chromosome represented the level of exclusion, detection and control allocated 
for the management of each of the NIS each year. Uncertainty distributions of the 
model parameters were introduced (Table 4.4). The model was run for each 
chromosome using Monte Carlo simulation with Latin Hypercube sampling until 
convergence of the estimate of the mean of the distribution of NPV of the total 
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costs. The software RiskOptimizer (Palisade-Corporation, 2006) was employed. The 
optimization process begins with the genetic algorithm generating 500 
chromosomes that fulfil the annual budget constraint. A crossover function 
interchanges the genetic material of selected chromosomes to generate new ones 
that replace the least fit chromosomes. A mutation function performs random 
changes in a proportion of the genes to allow exploration of new regions of the 
solution space (Goldberg, 1989). The rate of crossover and mutation was set at 0.5 
and 0.1 respectively (Palisade-Corporation, 2006). The genetic algorithm continues 
until the objective function is not reduced by more than 0.01% for the last 5000 
generated chromosomes (visual inspection confirmed the convergence of the 
algorithm to a stable optimal solution). There is a trade-off between the precision of 
the solution obtained (length of the chromosome) and the speed of convergence to 
an optimal solution. The values of the control variables was limited to 0%, 25%, 50%, 
75% and 100% of the annual budget and assumed that management policies could 
only be changed every two years in a twenty years time horizon ((95)(20/2), c. 5.15 1047 
possible solutions). 
 
4.3. Results 
4.3.1. Exclusion and detection models parameterisation 
 
The asymptotic probability of entry and establishment if no measures were in place 
(pR) was largest for the case of WCR (0.27-0.74). The effectiveness of the outlays 
spent on exclusion was highest for the cases of WCR and CB. The risk of entry and 
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establishment posed by PRR is the lowest; however the exclusionary measures 
available to prevent the entry of PRR are the least cost effective (Table 4.5). 
 
Table 4.5. Results of nonlinear regression models fitted to the expert questionnaires regarding the 
probability of entry and establishment given exclusionary efforts (equation 4.2). Minimum 
(maximum) range: model fitted to the minimum (maximum) value of the probability of the range 
chosen in Table 4.1. The responses were weighted in the nonlinear regression according to the 
expressed levels of confidence. Θ is the effectiveness of economic resources allocated to 
exclusionary measures; pr is the annual probability of entry of the NIS. 
Invasive alien species pr θ Akaike information 
criterion 
CB minimum range 3.4E-01 4.4E-05 -87.7 
CB maximum range 2.2E-01 2.0E-05 -38.4 
WCR minimum range 2.7E-01 5.3E-05 -18.5 
WCR maximum range 7.4E-01 1.7E-06 -19.3 
PRR minimum range 1.1E-03 2.6E-06 -65.5 
PRR maximum range 5.4E-02 2.5E-06 -26.7 
 
 
 
Table 4.6. Results of the Cox proportional hazards regression model fitted to expert responses on 
the probability to detect an invasion given its size and the level of detection efforts in place. The 
probability responses were transformed into times till detection. β1: effect of detection efforts in 
place; β2: effect of the size of invasion on time till detection. d.f. degrees of freedom. 
Model Variable 
 
coefficient Standard 
error 
z p Wald test 
β1 -1.26E-07 6.87E-07 -0.18 0.85 CB 
β2 8.11E-06 4.30E-06 1.88 0.06 
3.21 on 2 d.f. 
β1 4.34E-07 1.67E-07 2.59 0.009 WCR 
β2 1.35E-05 4.30E-06 3.13 0.002 
16.1 on 2 d.f. 
β1 2.93E-06 1.35E-06 2.17 0.03 PRR 
β2 9.84E-06 3.32E-06 2.96 0.003 
13.1 on 2 d.f. 
 
In the case of CB, detection efforts did not have a significant effect on the time of 
detection. The reason is that the public is highly aware of the potential risk by CB 
(numerous publicity campaigns have been done in the past) and would report its 
presence effectively without the need of detection measures in place. Potato is also 
a crop highly monitored for other reasons and extra detection effort would not have 
an impact on the time of detection. In the case of WCR both size of invasion and 
detection techniques have a significant effect on the time till detection of the 
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invasion. In the case of PRR, detection efforts and size of the invasion significantly 
effect the time taken to discover an invasion (Table 4.6). 
 
Table 4.7. Baseline cumulative hazard for western corn rootworm time to discovery using a Cox 
proportional hazards model. 
Time (years) Cumulative baseline hazard λ0 
1 0.57 
1.43 1.23 
3.33 2.54 
20 3.82 
1000 8.07 
 
Table 4.8. Baseline cumulative hazard for Colorado beetle time to discovery using a Cox 
proportional hazards model. 
Time (years) Cumulative baseline hazard λ0 
1 1.16 
1.43 5.30 
 
Table 4.9. Baseline cumulative hazard for potato ring rot time to discovery using a Cox proportional 
hazards model. 
Time (years) Cumulative baseline hazard λ0 
1 1.03 
1.43 1.87 
3.33 3.08 
1000 8.14 
 
4.3.2. Analytical solution: principle of equimarginality 
 
In a context of no uncertainty, the maximum principle indicated that for an 
allocation of resources among several NIS and different management activities to be 
economically optimal, it was necessary to fulfil an equimarginal condition. This 
condition (Kim et al., 2007) specified that the marginal avoided costs due to the 
invaded areas of each management activity applied to each NIS should equal the 
marginal costs incurred by implementing that management activity. The indirect 
adjoining methods indicated that when a NIS is eradicated or totally invades its 
susceptible range, the control activity of that NIS “drops” the equimarginal principle 
because control measures are set to cease in those cases (Appendix 4.1). Simulation-
Chapter 4: Analytical Models and Genetic Algorithms 
 
120 
 
optimization methods were then employed to obtain the optimal quantitative 
allocation of management resources under uncertainty. The allocation of 
management resources in the baseline scenario confirms the principle of 
equimarginality. For instance, WCR was allocated a large share of the management 
resources (£13 million on exclusion) because its likelihood of entry, establishment 
and spread velocity are high as well as the effectiveness of exclusion measures 
available against WCR (Figure 4.1 baseline scenario). In contrast, economic impacts 
did not seem to be so relevant for the final allocation. For instance, WCR represents 
low economic impacts and PRR that presents clearly the highest potential economic 
impacts (Table 4.4) was not allocated high resources because of its low probability of 
entry and establishment and slow spread (Figure 4.1).  
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Figure 4.1. Optimal allocation of management resources for the exclusion, detection and control of, 
CB, PRR and WCR in the UK. The baseline scenario corresponds to the parameter values of Table 
4.4. In the “non cost-effective exclusion” scenario, the effectiveness of exclusion of WCR and the 
unit cost of control of WCR were reduced to a 10% of their original value. Ex: exclusion; Sb: 
detection; Q: control. The management resources are transferred from exclusion of WCR to 
detection and control of WCR and exclusion of PRR. See Methods for details on the optimization 
procedure. 
 
 
Chapter 4: Analytical Models and Genetic Algorithms 
 
121 
 
 
Another simulation experiment was used to test the principle of equimarginality: the 
cost-effectiveness of WCR exclusion measures and the unit cost of WCR control were 
decreased (Figure 4.1) assuming that exclusion and official control activities shared 
the same financial budget.  
 
As a result, outlays previously allocated for exclusion of WCR in the baseline scenario 
(£13 million) were reduced to £5.1 million and used instead for the detection of WCR 
that increase from £2.6 to 6.4 million and official control of WCR that increased from 
£0 to 9.8 million. The results demonstrate qualitatively the principle of 
equimarginality. 
 
The model showed that the optimal allocation of resources is also determined by 
factors not normally considered in a PRA that focus only on one single NIS. For 
instance, when the effectiveness of exclusion measures against WCR was varied 
(Figure 4.1), the resources for exclusion allocated for PRR increased from £1 to 3.8 
million. This showed how the effectiveness of management measures of one NIS 
affects the allocation of resources of the other NIS. 
 
 
4.3.3. The influence of Allee effects and dispersal characteristics of the NIS on the  
economically optimal management mix 
 
Chapter 4: Analytical Models and Genetic Algorithms 
 
122 
 
Model simulations showed that higher resources of control should be allocated to 
NIS that have higher probability of entry, establishment and spread rapidly (Figure 
4.2).  
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Figure 4.2. The effect of a proportional increase of the diffusivity and probability of entry of PRR on 
the net present value of total costs (NPV TC) and the increase of control measures against PRR in 
the optimal solution. The x-axis correspond to the proportional increase of d and pr. 
 
Equally when some of the NIS in the pool of NIS considered presented Allee effects, 
the overall total costs generated decreased (Figure 4.3, NPV-TC). The optimal mix of 
management efforts also varied towards allocating less post-discovery control 
resources to NIS presenting high Allee effects. Allee effects and dispersing 
characteristics did not have an effect on the allocation of exclusionary measures. 
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Figure 4.3. The effect of Allee effects on the net present value of total costs (NPV TC) and the 
decrease of control measures against those NIS presenting Allee effects in the optimal solution. 
Allee effects of WCR and CB were increased. 
 
 
4.3.4. Management of NIS assemblages 
 
The efficiency of considering PRA of NIS assemblages was evaluated. It could be 
perceived that the avoided costs derived from this approach (Figure 4.4 inset). Two 
hypothetical NIS that were controlled by the same measures and only one of them 
had been identified as a NIS was considered (Figure 4.4, the hypothetical NIS were 
assumed to have the characteristics of CB, the known NIS, and PRR, the unknown NIS 
associate to the unknown one, with the exception of higher spread capabilities than 
CB and PRR and higher probability of entry and establishment than PRR). The NIS 
assemblage attracted more management resources and reduced the mean NPV of 
total costs (Figure 4.4 inset). 
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Figure 4.4. Optimal allocation of management resources for the exclusion, detection and control of, 
CB, PRR and WCR in the UK and NPV of total costs with and without NIS assemblages. The “no 
assemblages” scenario corresponds to the parameter values of Table 4.4 where the probability of 
entry of PRR has been equal to that of CB, and the growth rate of CB was increased to 0.5 and the 
diffusivity of PRR to 3. In the “assemblages” scenario, the control measures applied to CB affect also 
PRR and vice versa. “Assem” denotes assemblages and represents the sum of control for PRR and 
CB. Ex: exclusion; Sb: detection; Q: control. There is an increase in the allocation of control 
resources to PRR-CB when the assemblage is considered and a reduction of overall mean NPV of 
total cost (inset figure). 
 
 
4.4. Discussion 
In this chapter, analytical methods were combined with genetic algorithm 
simulation-optimization methods to solve a problem of multiple NIS exclusion, 
detection and control. The analytical methods shed light to the type of solution of 
the problem (an equimarginal condition). This solution assisted on the interpretation 
of the genetic algorithm solutions and the use of both methods proved synergistic: 
the analytical methods avoided the genetic-algorithm to be a “black box” and the 
genetic algorithm obtained solutions under uncertainty that were mathematically 
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intractable. This combination of methods allowed obtaining insights on the 
management of multiple NIS. 
 
The allocation of funds for exclusion measures will depend on their cost-
effectiveness and the existence or not of more cost-effective options. For instance, 
the implementation of a PRR resistant potato variety in the UK might be a more cost-
effective alternative to restricting potato imports (Waage &  Mumford, 2008). 
Identification of the most cost-effective combination of management options will 
have to be based on bioeconomic modelling where several alternative options are 
compared. 
 
PRAs based on single NIS might not lead to the optimal allocation of economic 
resources. Consideration of other needs that compete for budget allocations is 
necessary to gauge the optimal allocation. Complex interactions between the cost-
effectiveness of alternative management measures and the NIS threatening the 
importing country play an important role on the optimal final allocation of 
management resources. For instance, if the measures to manage a NIS that presents 
an unacceptable risk are very costly and ineffective, the agency will attain a more 
cost-effective allocation of economic resources if no action is adopted against such 
NIS and the resources are instead allocated to other NIS for which cost-effective 
management alternatives exist. 
 
Managing a group of NIS where some of them present Allee effects leads to lower 
net present value of total costs. The optimal allocation of control resources tended 
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to allocate less post-discovery control resources to the NIS that presented higher 
Allee effects. The reason was that Allee effects reduced the number of satellite 
colonies that would successfully establish, thus, reducing the spread velocity of the 
NIS and making it easier to control it with less resources. 
 
The consideration of NIS assemblages led to a greater allocation of management 
resources to those NIS representing an assemblage of NIS. The implications are that 
it might be more cost-effective to allocate more management resources to NIS 
representing pathways posing a high risk than to important single NIS not likely to 
belong to a pathway entailing high risk. Therefore, current agencies practices 
choosing NIS representative of pathways carrying potential assemblages of NIS are 
adequate. 
 
Whereas qualitative PRA of NIS might suffice for the identification and management 
of individual NIS threats, our results clearly demonstrate the necessity to use 
comprehensive bioeconomic models for the optimal control of multiple NIS threats 
to guarantee a cost-effective allocation of resources under uncertainty. These 
models will provide agencies with powerful tools to better allocate management 
resources, identify the necessary management adjustments when considering NIS 
assemblages and assess objectively a range of alternative policy options. 
 
Alternative modelling approaches 
Further model developments could include: the consideration of uncertainty 
regarding the actual size of the invasion upon discovery; separation of post-discovery 
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detection costs from control activities (at the cost of increasing considerably the 
need of computing time for the genetic algorithm to converge to optimal solutions); 
consideration of post-eradication detection costs with decreasing marginal returns 
for lower invaded areas (e.g. Chapter 3); and the use of non-linear functions to 
represent the relationship between area invaded and economic impacts. 
 
The use of a stratified diffusion model to model the spread of diseases such as PRR is 
debatable. In reality, disease spread is also determined by the trade network 
connections of the supply chain. Alternative modelling approaches could have been: 
the use of individual-based models to represent the supply chain (Breukers et al., 
2005; Breukers et al., 2006); the use of small world networks to model the 
connectedness of producers and suppliers (Jeger et al., 2007); and the use of 
compartmental susceptible-infectious-recovered epidemiological models (Bailey, 
1975) that could also include the insect vector (Jeger et al., 1998). 
 
NIS spread velocity is in reality influenced by connectivity, abiotic and biotic factors 
that are heterogeneously distributed in the landscape (With, 2002; Hastings et al., 
2005). The assumption of homogenous landscapes is common to facilitate the 
analytical tractability of mathematical models in the economic literature. In the next 
chapter, this assumption is relaxed and the heterogeneities of the landscape (habitat 
patch size and climatic variability) are incorporated in a spatially explicit simulation 
model (Higgins et al., 2000; Rafoss, 2003). 
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Appendix 4.A 
 
4.A.1. Application of the Pontryagin maximum principle to a generic continuous 
formulation of the problem 
 
The problem of the government agency is to allocate resources on exclusion (Exit), 
detection before discovery (Sbit) and control (Qit) among N potential invasions by NISi 
in order to minimise the net present value (NPV) of the total costs due to the 
invasions and their management: 
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Equation 4.1 represents the NPV of the total costs where: r is the discount rate; T is 
the time horizon; Finv and Fd are respectively the cumulative probability function of 
successful initial invasion and discovery of the NIS at time t; CQ, CEx, and CSb are 
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respectively the cost functions of control, exclusion and detection efforts; Ati is the 
invaded area at time t by NIS i; Di are the costs caused by the NIS i in the area 
invaded. Exit, Sbit and Qit are called control variables and Finv, Fd and At are called the 
state variables in an optimal control context. The control variables are variables that 
the government agency has control on and the state variables represent the state of 
the modelled system. Equation 4.A.1 reflects the expected costs of the potential 
states of nature: proportion of successful invasions that are discovered and treated; 
successful invasions that spread undetected; and successful exclusions of the NIS. 
Equation 4.A.2 establishes that the sum of the costs of exclusion, detection and 
control for all NIS has to be less or equal than the annual budget (B). It was assumed 
that the share of the annual budget that is not used in the present cannot be saved 
for future management activities. The case of a common budget for detection, 
exclusion and control can be modified to consider a common budget for detection 
and control and a flexible contingency budget that can be saved from on year to 
another and is used for eradication campaigns. Equation 4.A.3 is the equation of 
motion of the size of the invasion and represents the spread of the NISi that depends 
on the biological parameters of the NIS and the control activities. Equations 4.A.4 
and 4.A.5 are the equations of motion for the probabilities of successful invasion and 
discovery of the invasion. Ζ, Φ and Ψ denote functions relating the equations of 
motion with control variables and parameters. Equation 4.A.6 is a constraint on the 
size of the invasion reflecting that the maximum susceptible range of invasion is 
limited. 
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The presented problem is an optimal control problem with three control variables 
(Exit, Sbit and Qit) and three state variables (Ati, Finv and Fd). The current value 
Lagrangian-Hamiltonian (Chiang, 1992) is (the objective function was multiplied by 
minus one to convert the minimisation problem into a maximization one): 
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Where λ1 is the Lagrangian multiplier and λi2, λi3, λi4 are costate variables. The 
necessary conditions for optimality are (Pontryagin et al., 1962; Chiang, 1992; Sethi 
&  Thompson, 2000): 
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Equations (4.A.20) and (4.A.21) are the conditions due to the constrained state 
variable (Equation 4.A.6). The complementary-slackness conditions state that η1i and 
η2i, the Lagrangian multipliers, will be zero unless Ati = 0 and Ati = Amax respectively 
(the state constraints become binding). 
 
Interior solution 
An interior solution occurs when the inequality constraint (4.A.6) is not binding for 
all t. In this case, Equations 4.A.8, 4.A.9 and 4.A.10 determine that for an allocation 
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of the budget among the different NIS and management activities to be economically 
optimal, the avoided marginal costs due to invasion size reduction obtained by each 
management activity should equal the marginal costs of such activity for all NIS i. For 
instance, if MB11/MC11 (the ratio between the marginal benefits and costs of 
management of NIS 1 with activity 1) is greater than MB23/MC23 (management of NIS 
2 with activity 3) it will be optimal to allocate more resources to activity 1 to manage 
NIS 1 until the equimarginal condition is reached. 
 
Corner solution 
When constraint [4.A.6] becomes binding for the area of some NIS (eradication or 
total invasion by a certain NIS) Equations [4.A.20] and [4.A.21] become necessary. 
They correspond to the indirect adjoining method (Sethi &  Thompson, 2000). 
Equations [4.A.20] and [4.A.21] indicate that for Ai = 0 and Ai = Amaxi, by 
complementary slackness Zi (θi, Qi) (the derivative of the area with respect to time) 
has to be zero. Because in both cases (Ai = 0 and Ai = Amaxi), the area is constant, for 
its derivative to be zero Qi has to be also zero (control stops when all the area is 
invade or the NIS is eradicated). The equimarginal condition will be then re-stated 
without the term corresponding to the marginal benefits and the marginal costs of 
Qi. 
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CHAPTER 5 
 
Spatial stochastic simulation models: the effect of detection 
and control on the spread velocity of invasive insect pests 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been submitted as: Carrasco, L. R., Macleod, A., Knight, J. D., 
Harwood, T., Grabenweger G., Leach, A.W., Baker, R. & Mumford, J. D. The effect of 
detection and control on the spread velocity of invasive insect pests: western corn 
rootworm in Europe 
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Summary 
 
Biological invasion spread models have sparsely been integrated with management 
strategies and little is known about the effects of control and detection activities on 
harmful non-indigenous species spread velocity at the landscape scale. In this 
chapter a process-based spatially explicit simulation model that considers spread, 
detection and control of invasive insect pests was developed. Natural and human-
assisted dispersal mechanisms were modelled with an individual-based approach 
and population dynamics were modelled using a phenological model. The model was 
applied to the management of the invasion by western corn rootworm (WCR) 
Diabrotica virgifera ssp. virgifera in Europe. In a Bayesian framework, the model was 
parameterised and validated using maximum likelihood and simulation methods 
from the historical invasion of WCR in Austria. WCR was found to follow stratified 
diffusion where human-assisted dispersal through the Danube basin plays a key role 
in the occurrence of long-distance dispersal events. Detection measures were found 
to be very effective. A policy that focuses on the control of satellite colonies (nascent 
foci) was found to be ineffective at reducing mean spread velocity. Considerable 
spread velocity reductions are attained by reducing the population density of the 
main body of the invasion as well as nascent foci with buffer zones of radii greater 
than 3km. Management programmes focusing on nascent foci were found to be 
futile, even when highly effective detection measures were available, if there is a 
high propagule pressure generated by the main body of the invasion. This situation is 
exacerbated if long-distance dispersal events are assisted by human transport 
networks that allow for rapid reinvasion of the treated areas. In these situations, 
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more effective management is attained by combining a reduction of the population 
of the main body of the invasion with the removal of new nascent foci. 
 
5.1. Introduction  
 
Harmful non-indigenous species (NIS) may lead to the extinction of vulnerable native 
species and to severe alterations of ecosystems and agroecosystems (Hulme, 2006). 
Management efforts against NIS are divided into prevention, eradication and control 
(Hulme, 2006). In many cases, however, it is too late to prevent the entry and 
establishment of NIS and managers must decide on the allocation of resources 
between control (removal) and detection activities (Bogich et al., 2008). For the 
effective allocation of detection and control efforts, it is necessary to understand the 
complex feedback mechanisms between management and the spread of NIS (Hulme, 
2006). Whereas there exist significant developments in theoretical models of 
biological invasions spread (a review is provided by Hastings, 1996) lesser attention 
has been paid to the development of models that consider both spread and control 
of NIS (Higgins &  Richardson, 1996; Liebhold &  Tobin, 2008). 
 
A growing body of literature has provided relevant insights for NIS invasion 
management: simulation models have been developed to study the effectiveness of 
controlling isolated nascent foci versus controlling the main body of the invasion 
(Moody &  Mack, 1988; Hulme, 2003; Taylor &  Hastings, 2004; Grevstad, 2005); 
matrix models have been used to study the sensitivity of spread velocity to 
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population dynamics parameters (Neubert &  Caswell, 2000; Buckley et al., 2005); 
and bioeconomic models have been employed to identify the optimal management 
strategy (eradication, containment and acceptance) against invasive pests (Sharov &  
Liebhold, 1998; Sharov, 2004; Cacho et al., 2008). Despite the advances, little is 
known about the allocation of management efforts between control and detection 
to attain the most effective invasion velocity reduction. A remarkable exception is 
the work of Bogich et al. (2008) that developed a spatially implicit simulation model 
to explore the trade-off between detection and control activities in eradication 
programmes. Most of these works, however, did not consider the effect of the 
heterogeneities of the landscape on management effectiveness; which is known to 
greatly influence spread velocity (Hastings, 1996; With, 2002). 
 
Alternative methods that adopt a landscape scale approach consist of directly 
simulating the effect of management strategies on the invasion using spatially 
explicit simulation models. Spatial simulation models are dynamic and can 
incorporate the heterogeneities of the landscape, especially regarding climatic 
variability (Higgins et al., 2000; Lurz, 2001). They have been combined with decision-
making modules to manage plant invasions (Higgins et al., 2000) and to assess the 
effect of control activities on the population dynamics and consequently on the 
spread of invasive weeds (Wadsworth et al., 2000; Grevstad, 2005). Spatial 
simulation and empirical models based on data of historical spread have also been 
used to study long-distance dispersal (LDD) mechanisms at the landscape scale 
(Gilbert et al., 2004; Muirhead et al., 2006). However, these studies did not consider 
management activities. Despite their potential, spatial simulation models, have not 
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been exploited to study the trade-off between detection and control and their effect 
on the spread of invasive pests that perform natural and human-assisted LDD at the 
landscape scale. 
 
In this chapter, a process-based landscape extent spatially explicit simulation model 
that incorporates natural and human-assisted LDD of a spreading invasive pest was 
developed. The model is inspired by spatial simulation models that integrate spread 
and management (Higgins et al., 2000) and empirical models that study historical 
LDD spread  (Gilbert et al., 2004). The model was applied to the invasion by the 
western corn rootworm (WCR) Diabrotica virgifera ssp. virgifera LeConte 
(Coleoptera: Chrysomelidae), an important pest of maize, in Europe. The historical 
invasion of Austria was used as a case study. Furthermore, the following specific 
questions were dealt with: does human-assisted LDD play a relevant role in WCR 
spread in Europe? What are the effects of control and detection levels on the mean 
spread velocity? Do these effects and interactions vary when management focuses 
exclusively on the eradication of new isolated foci or on both new foci and the main 
body of the invasion?  
 
5.1.1. Case study: western corn rootworm invasion in Europe 
 
The model was applied to the current invasion of western corn rootworm (WCR), 
Diabrotica virgifera ssp. virgifera LeConte (Coleoptera: Chrysomelidae) in Europe 
(see section 1.4.1 for information on the biology, natural dispersal, ecology and 
official management measures against WCR). For simplicity, in this chapter buffer 
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zones refer to the areas where maize is forced to rotate twice in three consecutive 
years (denominated focus zones in Anonymous 2003) and the rest of official types of 
buffer zones are not considered (see Table 2.1). 
 
WCR was first detected in Austria in the eastern and south eastern regions in 2002 
and 2003 respectively (Figure 5.1 A). WCR is likely to have entered Austria from 
adjacent infested regions in Hungary, Slovenia and the Slovak Republic. A 
management approach that focused exclusively on the eradication of new isolated 
nascent foci was adopted. Buffer zones were enforced on those newly infested fields 
that occurred over 40 km away from the fields infested the previous year. 
Nevertheless, WCR continued to spread in Austria between 2002 and 2008 (Figure 
5.1 B, C and D, the years for which data are available). 
 
Figure 5.1. Historical spread of WCR in Austria from pheromone traps surveys. Only the traps with 
WCR adults are displayed. For confidentiality reasons the latitude and longitude of the fields were 
modified at the second level. The river Danube is also shown. 
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The main human-assisted dispersal vectors that WCR might have encountered in 
Austria are motorways, railways and inland-water transport networks. The Danube 
basin is especially relevant since most of the transport networks connecting 
Germany with southeastern Europe run through it. Furthermore, farmers tend to 
grow continuous maize along the river banks because maize is more likely to survive 
in case of flood compared to other crops. This would facilitate the establishment of 
new foci on the river bank. Evidence supporting the hypothesis of the occurrence of 
human-assisted dispersal of WCR has been encountered in Austria. For instance, 
isolated outbreaks beyond the main body of the invasion occurred in maize fields 
near important Danube harbours and near the last petrol station before the border 
with Germany where many trucks stop to refuel because petrol is more expensive in 
Germany than in Austria. Similar detection patterns have been observed in the south 
of Germany from roads connecting to the infested regions of the north of Italy 
(Wudtke et al., 2005). 
 
WCR adults are not transported with maize plant or plant products. The mechanism 
by which they get associated to human transport networks has been hypothesized to 
be due to their attractiveness to the yellow colour to which they stick, such as 
registration plates or signs on cars and trucks driving slowly or stopping in infested 
areas (Benker et al., 2009). 
 
Some mechanistic (Hemerik, 2004) and empirical (Baufeld &  Enzian, 2005) models of 
WCR spread in Europe have been developed. However, essential aspects of the WCR 
invasion have not been explained: (i) the effectiveness of detection and buffer zones 
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management measures on WCR spread at the landscape scale; (ii) whether different 
levels of detection and control should be used and (iii) the relative relevance of 
natural dispersal versus human-assisted dispersal. 
 
Figure 5.2. Landscape heterogeneity and human transport networks of Austria. (A) Accumulation of 
degree-days over 11⁰C (WCR can complete its life cycle over 670 degree-days) and railway networks 
as indicative of human transport networks. (B) Elevation and location of the 10 most populated 
cities. (C) Distribution of susceptible hosts. 
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5.2. Methodology 
 
5.2.1. Model description 
 
A process-based landscape extent spatially explicit stochastic simulation model was 
developed. The model was programmed in Java and linked to a geographic 
information system (GIS). The model simulates the population dynamics of WCR in 
each field following the object oriented programming paradigm. Dispersal is 
modelled following an individual-based model approach (a description of the sub-
models, scheduling and structure of the model is available in the Appendices 5.A.1 
and 5.A.3). 
 
Population dynamics 
A phenological model driven by temperature grids was employed to simulate WCR 
population dynamics and maize phenology (see Table 5.A.1 for a description of the 
sub-models used). The temperature for each field location (see “Dispersal”) was 
estimated using thin-plate splines that have been shown to produce better insect 
development predictions (Jarvis, 2002) in the R environment (R Development Core 
Team, 2005) by interpolating monthly temperature data from 104 weather stations 
in Austria (FAO, 2009). Latitude, longitude and altitude were the independent 
variables. The altitude data were obtained from a digital elevation model from the 
USGS/NASA SRTM data (1 m resolution) (Jarvis et al., 2009). The susceptible fields 
each year (fields where WCR could complete its life cycle) were calculated using a 
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cumulative degree-day threshold over a temperature of 11⁰C (see Figure 5.2) (Baker 
et al., 2003). 
 
The sub-processes considered were immature and mature phenological stages, 
extended diapause eggs, proportion of eggs developing on alternative hosts, eggs 
laying and adult mortalities (see Table 5.A.1). The Allee effect due to the difficulty to 
find a mating partner when population density is low was included using a 
probabilistic mathematical model (Kuno, 1978). A model of emergence that used 
degree-day budgets over 11⁰C and below 18⁰C (Davis, 1996) was fitted to predict the 
dates of adults emergences in Austria from 2002 to 2005 Figure 5.3): 
pemerg = 1/(exp(-a + b DD))                   [5.1] 
Where pemerg is the probability of emergence; DD is the accumulated degree-days 
over 11⁰C and below 18⁰C. 
 
Dispersal 
WCR can disperse by several mechanisms: (i) natural dispersal, where most of WCR 
adults disperse by short trivial flights and a small proportion of young mated females 
can perform long-distance dispersal (LDD) events by means of migratory sustained 
flight (Coats et al., 1986); and (ii) WCR has also been hypothesised to perform 
human-assisted dispersal via airplanes (Miller et al., 2005) and terrestrial and inland-
water transport networks (Wudtke A., 2005). 
 
Natural dispersal 
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Natural dispersal was modelled using spatial stochastic simulation. The approach 
was inspired by spatially explicit metapopulation models where the populations are 
considered within discrete patchy habitats. The habitat patches were maize fields 
(from the official pheromone traps survey) and “macro-fields” where the area of 
maize grown in each municipality was represented as a single field. Two types of 
dispersal kernels representing the two main generic models used to study dispersal 
were considered: the negative exponential, with a rapidly declining probability after 
a certain distance, and the negative power law, which has a fatter tail allowing for 
occurrence of LDD events (Kot et al., 1996). Specifically, a negative exponential 
distribution: 
p(r|θ) = Φ/λ(exp(r/ λ))                   [5.2] 
and a half Cauchy distribution (Shaw et al., 2006), 
p(r|θ) = 2Φ/πλ(1+(r/ λ)2)                    [5.3] 
were employed. Where p(r|θ) is the probability of a dispersal event to radial 
distance r along a bearing θ, λ is the distance that half of the WCR adults travelling 
along a given bearing θ are expected to reach and Φ is the reduction of dispersal 
probability due to altitude. Where Φ is (Cook et al., 2007): 
Φ = exp(-a(Aj - Ai))                    [5.4] 
a is the parameter representing the effect of altitude on dispersal; Aj, Ai are the 
altitudes of the uninfested potential sink field and infested source field respectively. 
 
Field size and maize volatiles, that can be detected by WCR to locate host plants 
(Hammack, 2001), also influence the probability of an adult dispersing to a certain 
field. The probability of dispersal from field i to j (calculated using the dispersal 
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kernels) was weighted with the arc of field j with respect to the circumference of 
radius the Euclidean distance between fields i and j. The arc of the field was also 
weighted by the phenological stage of maize (see Table 5.A.1). 
 
Human-assisted long-distance dispersal 
Two types of human assisted dispersal were considered: Austrian terrestrial 
transport via roads and railways and international terrestrial and inland waters 
transport in the Danube basin. The probability of an adult performing Austrian 
human-assisted terrestrial LDD (pi→j) was modelled using a gravity model that relates 
the interaction strength between two cites m and n, weighted by the distance 
between them analogously to Newton’s Law of Gravitation (Bossenbroek et al., 
2001; Leung et al., 2006). Human population of the Austrian cities (P) were used as 
surrogates of the transport networks: 
pi→j = θ(P
β
mP
β
n)/d
γ
m→n                          [5.5] 
Where θ is a constant of proportionality and the exponents β and γ tune the 
dependence of pi→j with the distance between two cities (dm→n).  The fields within 5 
km of the straight lines that connected the top 10 most populated cities in Austria 
were considered susceptible of terrestrial human-assisted LDD (see Figure 5.2 A). 
 
Human-assisted LDD through the Danube basin was modelled considering that adults 
in fields within 5km of the river Danube could fly to a boat, car, truck or train with 
probability priver. 
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Once an adult WCR is identified as performing Austrian terrestrial or Danube basin 
based LDD, the distance travelled in the transport network before leaving it and 
flying to a field within 5km is modelled using a negative power law dispersal kernel 
of parameters λterr and  λriver respectively (Equation 5.2, where Φ = 1). 
 
Control measures 
The model reproduces the current European Commission management policy as it 
was applied in Austria with respect to the use of buffer zones around newly infested 
fields (Anonymous, 2003). Once a field is detected as infested and 40 km beyond 
previously infested fields, the fields within the buffer zone are set to change rotation 
patterns. Rotation is assumed to inflict mortality to all of the eggs in the rotated field 
with the exception of extended diapaused eggs and eggs developing on alternative 
hosts. 
 
Detection measures 
The allocation of traps reproduced the official surveys in Austria from 2002 to 2008. 
The number of adults captured per field by the official pheromone trap survey was 
modelled as a binomial stochastic process B(pdetect, n). Where pdetect is the daily 
probability of capturing each adult male per ha of maize field and n is the density of 
adult males per ha in a field on a given day. 
 
Model specifications considered 
Because of the uncertainty concerning the prevailing dispersal mechanisms for WCR 
in Europe, three main models were considered: a “natural spread model” where only 
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natural short and LDD of WCR are considered; a “terrestrial LDD model” where both 
natural spread mechanisms and LDD due to Austrian terrestrial transport networks 
(gravity model) are considered; and a “Danube LDD model”, with consideration of 
both natural dispersal and dispersal along the Danube basin via inland-waters 
transport, motorways and railways connecting Germany with the southeastern 
countries of Europe. Each main model is divided in two sub-models depending on 
the type of dispersal kernel used to model natural dispersal: negative exponential or 
negative power law. 
 
Model parameterisation 
The population dynamics parameters, such as the date of emergence and 
completion of the phenological cycle depending on degree-day accumulation could 
be calculated from different independent data sets (Table 5.A.1). Other parameters 
such as those relating to the effect of altitude on dispersal, the mechanisms of LDD 
and detection effectiveness needed to be estimated using the historical spread of 
WCR in Austria. In a Bayesian framework, a maximum likelihood parameterisation 
method combined with spatial stochastic simulation was employed (Keeling et al., 
2001) to compare model predictions and data observed during the invasion from 
2002 to 2005. The maximum likelihood approach calculates the probability that the 
model would predict accurately the infestation of a field in the next time period. The 
probability is calculated as the product of the probability of not being infested and 
detected for all those fields that were not infested and detected in the time period 
t+1 multiplied by the probability of being infested in all those fields that were 
actually infested in t+1. 
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( ) ( )
( ) ( )
i i
non-infested t+1 infested t+1
Prob t t+1 1-p p
i i∈ ∈
→ = ∏ ∏                 [5.6] 
Where pi is the probability that a given field is infested on a given time period. The 
probabilities of accurate prediction for each time period are multiplied together to 
yield a single likelihood value to be maximised. pi is calculated as the proportion of 
times that the field is infested out of N simulations with the same vector of 
parameter values. N was considered adequate when the mean total area predicted 
to be invaded in 2005 versus number of simulations converged to a region of 5% 
above or below the estimated mean for the last 30 simulations. The vectors of 
parameter values were sampled from vague uncertainty distributions (Table 5.1) 
using the software GEM-SA (Kennedy &  O'Hagan, 2001) that uses a Maximin Latin 
Hypercube design to sample from the parameters distributions. 200 vectors of 
parameters values per model were used to ensure a good representation of the 
parameter space. The expected adult population of WCR given numbers captured in 
infested-detected fields in 2002 and 2003 were assumed to represent the initial state 
of the invasion. The sum of the square difference between the numbers of adults 
trapped and predicted for the estimation of pdetect were calculated. 
 
Model cross-validation 
The six models used to predict the invasion spread of WCR in Austria were used by 
evaluating their capacity to reproduce the observed spread from 2002 to 2008 (the 
observed data from 2005 to 2008 was not used to parameterise the model) using the 
maximum likelihood parameter sets obtained. Each model was run until the 
convergence of the estimate of the mean final invasion size. A model was considered 
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to predict correctly a field observed as infested when more than half of the runs the 
field was predicted as infested (Lurz, 2001). The correct classification rate (total 
number of fields correctly predicted divided by the total number of observations), 
sensitivity and specificity of the models were calculated for comparison (Table 5.1) 
(Lurz, 2001). Furthermore, a linear regression of the predicted mean date of first 
detection against the observed date in each of the 84 Austrian districts was 
performed (Gilbert et al., 2004). 
 
Evaluation of management strategies 
A full factorial design was employed to estimate the effects and interactions of the 
management strategies on the mean spread velocity (Table 5.2). The explanatory 
variables were the proportion of fields surveyed, the radii of the buffer zones and 
whether management focus exclusively on isolated new nascent foci or also on the 
main body of the invasion. The results were analysed using a regression tree model 
in the R environment (R Development Core Team, 2005). Regression tree models use 
binary recursive partitioning to split the data along the range of values of the 
explanatory variables so that the split that best distinguishes the response variable 
to both sides of the split (branches) is selected (Crawley, 2006).  The spread velocity 
under each scenario was estimated by linear regression of the mean date of first 
infestation of the fields against the mean distance of those fields with respect to the 
first infested-detected field in 2002 in the north-eastern outbreak (Figure 5.1 A) 
(Higgins et al., 1996). The fields corresponding to the south-eastern outbreak were 
not considered because the Alps restricted the spread of WCR (see Figure 5.2 B). 
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5.3. Results 
 
5.3.1. Estimation of the emergence sub-model 
The emergence of WCR adults was estimated to begin approximately for 500 degree-
days (above 11⁰C and below 18⁰C) and peak emergence was estimated to occur 
between 700 and 900 degree-days (Figure 5.3). The parameter estimations were 
significantly different from zero (Akaike Information Criterion = -1321.9; t statistic for 
a and b in Equation 5.1 was -35.15 and -35.99 respectively) and very similar to those 
estimated for WCR emergence in the US (a = 11.11; b = 0.0216 (Davis, 1996) 
compared to a = 11.9; b = 0.0153 in our case). 
 
Figure 5.3. Davis (1996) model of WCR emergence fitted to the cumulative proportion of trapped 
adult WCR males (Cumm. Prop. Trapped) data in Austria from 2002 to 2005. The explanatory 
variable was degree-days accumulation above 11⁰C and below 18⁰C (DD).  
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5.3.2. Models cross-validation: correct classification rate 
The six models presented a relatively similar correct classification rate (CCR). The 
“natural spread model” presented the highest specificity and the lowest sensitivity. 
Its predictive strength relied on avoiding errors due to the wrong prediction of 
infested fields (low ONPP in Table 5.1). Alternatively, the “Danube LDD model” 
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presented a similar CCR with a high sensitivity that was attained by predicting 
correctly more infested fields. 
 
Table 5.1 – Parameters estimated by maximum likelihood – simulation and model cross-validation 
using the correct classification rate (CCR) and predicted – observed regression. Θ: constant of 
proportionality of the gravity model; γ and β: effect of distance between cities and cities sizes 
respectively on the proportion of adults performing human-assisted long-distance dispersal (LDD) 
events; λNAT, λGRAV-LDDE and λRIVER-LDDE: median scaled of the dispersal kernel of the adults performing 
natural, terrestrial transport (modelled with a gravity model) and human-assisted LDD in the 
Danube basin respectively; a: effect of altitude on dispersal; pdetect: daily probability of detection of 
a WCR adult in an infested field. ML: Maximum likelihood. Model 1: WCR disperses only by natural 
dispersal; Model 2: WCR disperses by natural and terrestrial transport LDD; Model 3: WCR disperses 
by natural dispersal and assisted through the Danube basin. NE and NPL negative exponential and 
negative power law dispersal kernels. The ML estimates were obtained using the historical spread 
of WCR in Austria from 2002 to 2005.  The predictions of the model refer to the invasion from 2002 
to 2008. OPPP and OPPN: number of fields observed as infested and predicted on average as 
infested and as non-infested respectively. ONPN and ONPP: number of fields observed as not 
infested and predicted as not infested and infested respectively. CCR = (OPPP + ONPN)/N where N = 
total observations from 2002 to 2008. Sensitivity = OPPP/(OPPP+ OPPN). Specificity = ONPN/( 
ONPN + ONPP). Slope: estimate of the slope coefficient of the regression of predicted against 
observed first date of invasion detection in the Austrian districts. AIC: Akaike Information Criterion 
of the regression. The regression was forced through the origin. Significance level:  *** at p < 0.001; 
p = Probability(>|t statistic|). 
ML Model 1 ML Model 2 ML Model 3 Parameter Uncertainty 
distribution NE NPL NE NPL NE NPL 
λNAT (m) Uniform(0,50000)  6030  2562  5729  2462  3568    352 
pfindHost Uniform(10
-9
, 10
-2
) 0.090 0.065 0.326 0.100 0.573 0.095 
a Uniform(0,0.1) 0.006 0.004 0.002 0.008 0.003 0.002 
pdetect Uniform(0, 1) 0.001 0.001 0.001 0.002 0.004 0.004 
λGRAV-LDDE (m) Uniform(0,50000) - - 6784 2161 - - 
Θ Uniform(10
-16
, 10
-12
) - - 4.87∙
10
-13 
7.24∙
10
-12
 
- - 
γ Uniform(1.5,2.5) - - 1.605 1.877 - - 
β Uniform(0.5,1.5) - - 0.530 0.520 - - 
λRIVER-LDDE (m) Uniform(0,10000) - - - - 4422 9095 
priver Uniform(10
-9
, 10
-2
) - - - - 5.03∙
10
-8
 
2.36∙
10
-6
 
OPPP -  1148  1286  1360  1354  1329  1350 
ONPN -  1608  1414  1305  1324  1380  1273 
ONPP -    292    486    595    576    520    627 
OPPN -    449    311    237    243    268    247 
CCR - 0.788 0.772 0.762 0.766 0.775 0.749 
Sensitivity - 0.719 0.805 0.851 0.848 0.832 0.845 
Specificity - 0.846 0.744 0.687 0.696 0.726 0.669 
Slope - 2.037
*** 
1.921 
*** 
1.521 
*** 
1.457 
*** 
1.175 
*** 
1.014 
*** 
AIC
 
- 261.3 248.6 233.5 233.8 168.9 171.9 
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The maximum likelihood estimates of the median dispersal of the “natural spread 
model” were relatively low. Higher medians were discarded by the parameterisation 
process because they led to a high number of wrongly predicted positives at the 
north of the Danube and to the west of the south eastern outbreak (Figure 5.2 C). 
This indicated that the maximum likelihood “natural spread model” captured most of 
the natural dispersal. The parameters representing LDD by terrestrial transport 
networks in the “terrestrial LDD model” also presented low values. The reason was 
that models that relied heavily on this mechanism to predict dispersal overestimated 
the infested areas.  
 
5.3.3. Estimation of the effectiveness of detection measures 
The daily probability of detection was high (0.001-0.04 Table 5.1) in all models. This 
implied that even new established colonies with a few individuals might be detected 
(1 male in a field with a trap per ha with and average lifespan of 42 days is detected 
in a season with probability of 0.165 and a field with 10 adults and one trap per ha 
will be detected with probability of 0.84). 
 
5.3.4. Models cross-validation: predicted versus observed regression 
The regression of the predicted versus observed date of infestation of the Austrian 
districts showed high differences in the performance of the models that could not be 
detected by the CCR analysis. The “Danube LDD models” were clearly the models 
that reproduced better the spatial and temporal dimension of the invasion (slope of 
the regression close to 1 indicating the high similarity between predicted and 
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observed dates, Table 5.1 and Figure 5.4). Whereas the “natural spread model” and 
the “terrestrial LDD model” were able to reproduce the diffusive spread of WCR, 
they severely underestimated the spread through the Danube basin in the northeast 
outbreak (for those districts that were not infested before 2008, the average 
predicted spread velocity was used to estimate the date of infestation). Therefore, 
the spatial pattern of the invasion could not be explained by natural spread and/or 
Austrian human-assisted terrestrial transport networks LDD but by a combination of 
natural spread and human-assisted international inland-water, railways and 
motorways transport through the Danube basin. 
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Figure 5.4 – Observed versus simulated date of the first detection of WCR in the Austrian districts. 
Line segments indicate the linear regression fit of survey observed data versus model estimates 
without a constant term. M1: Model 1 only natural spread; M2: Model 2 natural spread and 
assisted spread by terrestrial transport networks; M3: Model 3 natural spread and assisted spread 
through the Danube basin; NE and NPL: negative exponential and negative power law dispersal 
kernels respectively used to model natural spread. The figures in the axis refer to years since 2002 
(e.g. 6 = 2008). M3-NPL presented an slope of 1.014 (see Table 5.1 for the fitting results). 
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The invasion by WCR according to the “Danube LDD model” with a negative power 
law dispersal kernel of 352 m presented several phases. First, population density in 
the infested regions in the east built up in the first 2-3 years of the invasion and 
spread followed a diffusive pattern through natural dispersal (natural spread 
continued for the rest of the years). Second, once the population density of these 
regions was high, the number of WCR adults susceptible of performing human-
assisted dispersal through the Danube basin was notable. This led to a high 
propagule pressure causing several LDD events every year infesting fields in the river 
bank of the Danube. Third, in 2008, the populations in the Danube basin were dense 
enough to start spreading in a diffusive fashion to nearby fields. 
Table 5.2 – Levels of detection, control and type of management used in the full factorial simulation 
experiment and the resulting mean annual spread velocity of the invasion of the WCR in Austria. 
Detection is expressed as the proportion of fields monitored with pheromone traps (three levels). 
Control is expressed as the width of the radius of the buffer zones where rotation of maize is 
enforced (three levels). The type of management strategy is: (a) control of both nascent foci and the 
main body of the invasion; and (b) control only new nascent foci. CI: confidence interval (sample 
size = 30 and significance level = 0.05). 
 
Management 
strategy 
Buffer 
zone (km) 
Detection 
(%) 
Mean spread velocity 
and CI (km/year) 
1 1
+ 
10 36.30 ± 0.039 
1 5 10 36.35 ± 0.108 
1 10 10 36.36 ± 0.124 
1 1
+
 50 36.40 ± 0.052 
1 5 50 36.30 ± 0.100 
1 10 50 36.30 ± 0.165 
1 1
+
 90 36.27 ± 0.051 
1 5 90 36.36 ± 0.124 
1 10 90 36.33 ± 0.118 
2 1
+
 10 35.73 ± 0.114 
2 5 10 28.65 ± 0.906 
2 10 10 12.85 ± 8.420 
2 1
+
 50 35.42 ± 0.234 
2 5 50 19.91 ± 6.029 
2 10 50   2.64 ± 0.683 
2 1
+
 90 34.69 ± 0.120 
2 5 90 11.43 ± 5.430 
2 10 90   2.19 ± 1.058 
+
Minimum requirements of focus zone widths for the eradication measures of WCR in Europe 
(Anonymous, 2003). 
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5.3.5. Analysis of management strategies 
 
The regression tree analysis indicated that the management strategy that controls 
both for nascent foci and the main body of the invasion was the only effective 
strategy (Figure 5.5, first split, Table 5.2). Under this strategy, buffer zone radius 
determined the mean spread velocity (Figure 5.5, for radius of less than 3 km, the 
mean of the expected mean velocity was 35.28 km/year, for radius greater than 3 
km it was 12.94 km/year). Surprisingly, a strategy focusing on the eradication of new 
nascent foci was found very ineffective (mean spread velocity of 36.33 km/year). 
Detection acted as a necessary factor for control to be applied effectively, but it was 
not a limiting factor if above 10% of the fields was surveyed. The interaction term 
between detection and control was not significant, showing that a substitution of 
control by greater detection efforts is not likely to yield the same velocity reduction. 
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Figure 5.5. – Regression tree analysis of the mean spread velocity of WCR invasion in Austria 
resulting from simulation experiments given different management strategies (Table 5.2). The 
explanatory variables considered were: proportion of fields surveyed; radius of the buffer zone 
where maize is forced to rotate twice in three consecutive years (BufferRadius); and type of 
management strategy (ManagementStrategy; a: control measures are applied both to nascent foci 
and the main body of the invasion and b: control measures are only applied to new nascent foci). 
The rules determining the partition of the data are located above each split.  The mean value of the 
response variable (mean spread velocity) within each terminal node is given below in m/year. The 
vertical length of the branches is proportional to the deviance explained by each split. 
 
5.4. Discussion 
 
WCR was found to spread following stratified diffusion where the two main 
mechanisms of spread were natural dispersal and human-assisted dispersal via 
inland-water, motorway or railway transport in the Danube basin. Maximum 
likelihood methods and predicted versus observed regressions generated strong 
evidence in favour of human-assisted LDD events in the Danube basin not explained 
only by transport within Austria (“terrestrial LDD model” presented a poor predicted 
versus observed regression results). 
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The main decision regarding the management of a NIS spreading by stratified 
diffusion is whether to focus on the management of the main body of the invasion 
(core population) or on the nascent foci. Theoretical and simulation models have 
indicated that focusing on new nascent foci is more effective to reduce spread 
velocity (Moody &  Mack, 1988; Taylor &  Hastings, 2004; Grevstad, 2005). However, 
metapopulation dynamics suggest that the focus of the control should be in the core 
population since it generates the majority of the propagules (Hulme, 2003). The 
model results suggested that the control of nascent foci on its own was highly 
ineffective, even if highly effective detection measures were available. Focusing on 
reducing the population density of the main body of the invasion was necessary for 
an effective management campaign. The explanation is that the infested regions 
generated a high propagule pressure that led to a high number of LDD events and 
new foci. This situation was aggravated because of human-assisted LDD mechanisms 
that allowed for a rapid reinvasion of areas where new foci had been removed. 
 
This result has implications for government agencies dealing with imports that pose 
a risk to ecosystems because of possibly carrying NIS. It will be more effective to 
invest on reducing the population of the NIS in the country of origin rather than 
eradicating the new colonies occurring in the importing country when the propagule 
pressure is very high, i.e. the NIS is difficult to detect at the pathway and the 
pathway allows for numerous propagules to reach the importing country and 
establish in many different locations. 
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The assumption by government authorities that WCR natural spread corresponded 
to 40km/year acted as a self-fulfilling prophecy because this assumption also 
influenced on the ineffectiveness of the management measures focusing on new 
nascent foci. This allowed for new foci to be misclassified as natural spread. Hence 
the populations in the new foci were allowed to build up and notably increase the 
mean spread velocity of the invasion. Model simulations showed that the main 
advancing front without human-assisted LDD had a mean spread velocity of 15-20 
km/year. This shows that the difficulty of differentiating the main body of the 
invasion and the new nascent foci has a strong impact on the effectiveness of the 
management programme. 
 
The model presented some caveats: (a) the effectiveness of detection activities was 
estimated indirectly using maximum likelihood methods. Further research at the 
field scale regarding the probability of detection of WCR adults with pheromone 
traps given trap and adult density over time would be necessary for further 
detection recommendations; (b) discerning about the mechanisms of LDD of WCR 
was not possible because motorways, boats and railways trajectories shared a 
common space in the river Danube basin; making it not possible to know which 
mechanism was the responsible of LDD; (c) WCR immature stages occur inside the 
soil. Soil temperatures are different to air temperatures and depend on the depth 
where the egg was laid, the movement of the larvae in the soil, soil type, soil 
wetness and ground cover. Immature mortalities represent a source of uncertainty 
that can affect population dynamics and could only be approximated in the present 
model; and (d) monthly temperature data were used instead of daily temperature 
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data because the latter were lacking. This might affect the accuracy of the 
predictions regarding population dynamics, however, similar parameters fit were 
obtained for the Davis’ emergence model (1996) (original fit done using daily 
temperature) using monthly temperature data. This indicates that the deviation in 
prediction accuracy because of using monthly temperature data was not relevant. 
 
The regression of the predicted versus observed date of district infestation was more 
effective at detecting differences in the predictive power of the models than the 
correct classification rate. This result agrees with the idea that it is easier to predict 
diffusive spread nearby the infested regions than to predict the LDD events exact 
location because of their low probability of occurrence (Clark et al., 2003; Muirhead 
et al., 2006). 
 
The model can be applied to other agricultural insect pests and be used as a “virtual 
laboratory” to test different control strategies. One advantage of the model is its 
process-based nature embedded in a Bayesian framework. This way, the existent 
information on the spread of the NIS can be fully combined from different sources 
(e.g. historical spread, field trials and literature). When information is lacking, the 
model can still be run and the range of potential outcomes regarding the existing 
uncertainty can be explored. In addition, one advantage of process-based models 
over empirical models is that they do not rely on extensive historical spread data, 
which is lacking for most invasive pests. Furthermore, the integration of spread with 
detection was advantageous because it allowed for the incorporation of the 
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historical irregularities of the detection activities (both spatially and temporally) in 
the parameterisation process. 
 
Biological invasions are a complex phenomenon that affects multiple interlinked 
systems: ecological, economic and social. However, biological invasions are not 
commonly regarded from the point of view of the pest risk manager, despite a 
growing recognition that their study should be carried out from a holistic 
multidisciplinary perspective (Liebhold &  Tobin, 2008). Spatial simulation models 
were shown to provide an excellent tool to develop holistic and integrative models 
of spread and management at the landscape scale. 
 
Alternative modelling approaches 
Spatial logistic regression models could have been used to model the invasion of 
WCR in Europe (Muirhead et al., 2006; Robinet et al., 2009), however, relevant 
information regarding the phenology of WCR and the heterogeneity of detection 
efforts could not have been incorporated. 
 
The case of the WCR invasion in Europe also has socio-economic implications 
because management measures pose a financial burden on farmers. These economic 
implications led to the adoption of a 40km/year threshold to classify the new 
nascent foci. Given the ineffectiveness of programmes to remove new foci and the 
high costs of employing buffer zones of 3km also on the core area of the invasion 
(despite its potential effectiveness), the results indicate that the invasion by WCR 
should just be accepted in the areas where there is a high propagule pressure. 
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However, to inform policy makers on the appropriate management strategy, 
research should account for the costs of detection and control, yields losses and 
economic impacts on farmers due to rotation. In the next chapter, the spread model 
is combined with an economic model that allows for the integration of spread with 
economic impacts. An agent-based model is employed to model each farmer 
individually and their spatial interaction with the invasion. 
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Appendix 5.A 
5.A.1. Sub-models used from literature and parameterisation from alternative 
data sources 
Table 5.A.1. Model parameterisation from literature and estimated from alternative data sets. 
Model 
subprocess 
Equations/ Methods Parameters 
Susceptible 
hosts
a 
Climate matching  (Baker et al., 2003) Degree day budget: 670 over 11⁰C 
Maize 
phenology
b 
PGS = add+bdd
2 
PGS: Maize development stage 
dd: degree days above 8⁰C 
a = 0.00346; b = 0.00000298 
Density 
independent 
immature 
mortality
c 
s1~ Binomial((1-mdi), EGGS) 
EGGS = Total eggs laid the previous year in the field. 
s1 = eggs becoming larvae 
mdi = 0.125 Density independent 
survival of eggs over winter 
Density 
dependent 
immature 
mortality
c 
mdd = 1/(1 + a(s1/10
6
Area)
0.7
) 
s2~ Binomial((1-mdd), s1) 
sfem~ Binomial((β), s1) 
a = 2.42; Area = area of the field (ha). 
s2 = larvae becoming teneral adults. 
β = 0.5 proportion of larvae becoming 
female. 
Emergence of 
adults
d 
p = 1/(1+ exp(a-bDD)) 
p = probability of emergence 
DD: degree days (above 11⁰C and below 18⁰C) 
a = 11.9 
b = 0.0153 
 
Mating
e 
pmate(FU→FM, d) = ln((1-α)
AMd
(1-(1- α)
FUd
)+(1- α)
FUd
)/(FUd(1- α)) 
AM = number of adult males in the field 
FU (FM) = number of females unmated (mated) in the field in 
day d. 
α = 0.01. Mate searching efficiency of 
males 
 
Cohorts aging
f 
Increase of cohort age given by daily temperature and use of a hazard function. See Elliott and Hein 
(1991) 
Mature 
mortalities
g 
See Elliott and Hein (1991) 
Feeding on maize at flowering stage: 
0.0064; at pre-flowering and maturity 
stages: 0.072. 
Eggs laying
h 
See Elliott and Hein (1991) 
Daily fecundity: 
 
Extended 
diapause
i 
Sdia~Binomial(η, EGGS) 
Sdia = number of eggs going through extended diapause 
η = 0.0021 
Alternative 
hosts
j Salter~Binomial(ρ, EGGS) 
Salter = number of eggs laid in alternative hosts in the proximity 
of the field 
ρ = 0.01. Proportion of population in 
each field developing on weed hosts. 
70% reduction of fecundity on the 
generated adults. 
Probability 
leaving field
l 
Maize flowering: 0.025; pre-flowering: 0.05; mature: 0.15 
Attraction to 
field
m 
Maize flowering: 10; pre-flowering: 2; mature: 5. 
a
(Baker et al., 2003); 
b
(Jones &  Kiniry, 1986); 
c
(Onstad, 2001); 
d
(Davis, 1996) Fitted to observed 
data; 
e
(Kuno, 1978); 
f
(Elliott &  Hein, 1991); 
g
(Elliott et al., 1990); 
h
(Elliott et al., 1990); 
i
(Krysan et al., 
1977); 
j
(Branson &  Ortman, 1970); 
l
(Godfrey &  Turpin, 1983; Naranjo, 1994); 
m
(Storer, 2003).  
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5.A.2. Model structure and scheduling 
 
The model was programmed using the object oriented Java language 
(http://java.sun.com). Following the object oriented programming paradigm, the 
model is structured in classes that can be used to generate many replicates that 
share the class attributes and methods (instantiation) (Baskent et al., 2001). The 
classes of the model are: World, Field and Government. The World class contains the 
methods for the dispersal sub-model (Figure 5.A.1: disperse()), calculates the 
statistics of the invasion and write them out to file (Figure 5.A.1: 
calculateInvasionStatistics()). The class Field contains the methods of the population 
dynamics model (Figure 5.A.1: e.g. getDailyTemp(), cohortsAging()). The class 
Government contains the methods for determing which fields are inspected and 
detected and which fields are forced to rotate (Figure 5.A.1: setDetected() and 
commandQuarantine()). As a result of control measures, a reduction of the 
population density is achieved, that is calculated by calcMortalities() in the Field 
class. 
 
Scales 
The model has a daily time step and the time horizon considered is flexible. In the 
case of reproducing the invasion by WCR in Austria, the time horizon was 7 years 
(from 2002 to 2008). The landscape is modelled explicitly and any geographic region 
can be considered. 
 
Stochasticity 
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The population dynamics processes, spread, farmer decisions, mortalities and 
location of detection efforts are stochastic. The processes are modelled as binomial 
and Poisson stochastic processes, using hazard functions from survival analysis and 
sampling from uniform distributions. The model is simulated using Monte Carlo 
simulation methods. 
 
Observation 
The simulation process is updated in real time on a GIS platform for visual inspection. 
The statistics of a simulated invasion are produced in addition to time series maps on 
the invasions’ evolution. 
 
Initialization 
The model is initialised by establishing colonies of the pest in the fields where WCR 
was detected in 2002 and 2003 in Austria. The population of WCR adults in the field 
is calculated as the expected population given the parameters of daily probability of 
detection. 
 
Inputs 
The distribution of the maize fields in Austria at the field or farm levels was not 
available. Instead a landscape composed of the fields where the official pheromone 
traps surveys were carried out and the areas of maize grown in each municipality in 
Austria was used. The total maize grown in a municipality is represented as a single 
field that is centred in the location of the municipality. 
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Scheduling 
Model scheduling has been developed following a nested loop structure. The 
sequence of the activation of the methods and the messages that each type of 
object apply to other objects or agents is depicted in Figure 5.A.1. At the beginning 
of the simulation loop, the government, landscape and fields are created by reading 
information from files. The year loop is nested into the simulation loop. At the 
beginning of each year the rotation state of the fields and detection measures 
applied are calculated. Furthermore, a loop within the fields updates them on the 
present year crops. The disperse() method (sub-methods regarding natural spread), 
population dynamics, mortality factors and pest detections are updated daily for 
every field. The method governing human-assisted long-distance dispersal is update 
only at the end of the year. Finally, at the end of the simulation the statistics of the 
invasion are calculated and written to file. 
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FieldWorld Government
eggsSurvWinter()
setCropPhenol()
setDetectionMeasure()
createGovernment()
getDailyTemp()
cohortsAging()
disperse()
setInitialInvasion()
createFields()
mating()
calcMortalities()
layEggs()
commandQuarantine()
calculateInvasionStatistics()
createMaps()
step()
areaInfested()
areaDetected()
 
Figure 5.A.1 – UML sequence diagram to represent the scheduling of the landscape extent spatially 
explicit stochastic simulation model for the invasion of WCR in Europe. Messages between the 
different objects are represented by arrows. 
 
5.A.3. Sub-models programming details 
 
Dispersal 
Initially, a stochastic binomial process determines the number of dispersing adults 
per day and field (probability = probability of an adult leaving the field (Godfrey &  
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Turpin, 1983; Naranjo, 1994); number of trials = adult population in the field). The 
spread algorithm selects the neighbour fields of the infested field within the 99th 
percentile of the daily dispersal distance and stores them in a dynamic collection 
(vector of objects that can change its size). For each field the probability of each of 
the dispersing adults reaching that field is calculated by means of the dispersal 
kernel and the arc of that field with respect to the circumference of radius the 
Euclidean distance between the infested field and the invaded field. All the 
probabilities in that collection are normalised to one. A random number between 
zero and one is produced and a loop goes through the cumulative probability 
function of all the fields in the dynamic collection until dispersal to a new field is 
assigned. To simulate the process of actually finding the field, a random number 
from an Uniform (0,1) distribution is generated. If it is less than the probability of 
finding the field, the adult gets to be part of the population of the receiving field, if 
not the adult is assumed to die. 
 
The method disperse() of the World class (Figure 5.A.1) controls dispersal. This 
method encompasses different sub-methods representing different dispersal 
mechanisms: natural dispersal and human-assisted long distance dispersal. 
 
Population dynamics 
 
The class Field contains the methods that govern the population dynamics of the 
pest. Figure 5.A.2 describes the structure of the population dynamics model. 
Monthly interpolated temperature grids drive the emergence of the adults, the aging 
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thorough teneral and post-teneral males and teneral (cohortsAging()), pre-
ovipositional, mated and mature females. The mating probability is calculated daily 
depending on the density of males and females in the field (see Table 5.A.1 for the 
sub-model describing mating). Daily mortalities are determined by the food sources 
available, where flowering maize leads to the lowest mortality (Table 5.A.1). Eggs 
laying depends on daily interpolated temperatures and the age of the mated female. 
All the eggs laid are stored in an attribute variable associated to each field object. 
Immature processes are divided between density independent mortality (due to 
winter conditions) and density dependent mortality (due to the competition of other 
larvae for food sources – i.e. the roots of maize available, Table 5.A.1). A method 
determines the proportion of larvae that are male and female. The larvae feed into 
the emergence methods to turn into adults. 
 
 
 
Figure 5.A.2. Diagram of the phenological submodel employed to model WCR population dynamics. 
Subprocesses: s(1:6): proportion of individuals advancing to the next phenological stage; mdi: 
immature mortality due to density independent factors; mdd: immature mortality due to density 
dependent factors; m(3:8): mortality due to extrinsic (food availability) and intrinsic factors in the 
adult stages; r(1:8): development rate function. r increases according to a degree-day over 11⁰C 
model (Elliott &  Hein, 1991). 
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CHAPTER 6 
 
Agent-based models: spatiotemporal integration of 
agricultural invasive pests spread with market models 
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Summary 
One of the most challenging areas of pest risk analysis (PRA) is estimating the 
generation of economic impacts due to the spread of invasive pests. The difficulty 
lies in the spatial and temporal interactions between invasive pest spread and 
farmers’ individual decisions regarding the invasion. In this chapter, an ex-ante 
agent-based model of the response of farmer agents to a spreading invasion is 
developed for farmer agents with spatially explicit locations. The farmers’ decisions 
are used to construct the supply curve of the affected commodity. The supply curve 
can vary according to the spatial distribution of the invasion, allowing for dynamic 
analysis of the welfare of the producers. The model is illustrated by the potential 
invasion of the western corn rootworm in the UK. The intensity of the control 
measures leads to higher avoidance of welfare losses both to producers and society 
because the invasion was effectively controlled or slowed down. The lowest 
producers and social welfare losses occurred for buffer zones of over 10 km radius. 
The developed method represents a novel bridge between spatially explicit models 
of invasive pests spread and economic analysis tools. 
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6.1. Introduction 
 
Probably the most challenging task when carrying out a pest risk analysis (PRA) is to 
estimate dynamically the economic impacts that result from the spread of an 
invasive pest (Baker et al., 2005). The construction of bioeconomic models that 
combine invasion ecology spread models with economic models would be of great 
help. 
 
The body of literature regarding the bioeconomic modelling of invasive species has 
increased recently. Established ecological models like reaction-diffusion, stratified 
diffusion and predator-prey have been integrated with the economic management 
of invasive pests and weeds (Sharov &  Liebhold, 1998; Barbier, 2001; Cacho et al., 
2008). A common feature of most of these models is the simplification through 
which economic impacts are related to the area invaded by the pest or the quantity 
of valuable host commodity affected. A more comprehensive study of the economic 
impacts due to the spread of invasive pests is attained by bioeconomic models that 
incorporate partial equilibrium market models of the host commodity (Heikkila &  
Peltola, 2004), as well as the export markets (Cook &  Fraser, 2002; Acquaye et al., 
2005; Cook &  Fraser, 2008); and that study the flow-on effects of the invasion to the 
rest of the economy using general equilibrium models (Wittwer et al., 2005). General 
equilibrium models assume perfect coordination of trading mechanisms and 
maximise a common sector utility function. Partial equilibrium models are quite rigid 
in their functioning, making it difficult to integrate them with spread models. For 
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such integration, it is necessary to use exogenous assumptions regarding the effect 
that the invasive pest will have on the supply curve of the host commodity, e.g. 
pivotal or parallel shifts (Acquaye et al., 2005). 
 
Alternative economic approaches that can be used to integrate spread with 
economic impacts are: (i) econometric models, which are based on historical data, 
thus making difficult the analysis of policies that did not exist in the past (which is 
the case for most invasive pests); and (ii) mathematical programming models that 
assume that the farmer attempts to maximise a profit function subject to a number 
of input constraints (e.g. labour, land) and output constraints (e.g. production 
quotas). Once the model is solved, the results are aggregated taking into account the 
number of farms of each representative farm type to estimate the overall changes in 
the total quantity supplied. This approach, however, often presents inconsistencies 
when aggregated into resulting market effects at higher levels of scale (Hazell &  
Norton, 1986).  
 
Apart from the problem of aggregation error, conventional mathematical 
programming models suffer from two weaknesses: First, they do not explicitly 
capture the interaction between individual farmers. Second, they do not take into 
account the spatial dimension of agricultural activities (Berger, 2001), which is 
especially relevant in the case of invasive pests modelling. Therefore, mathematical 
programming and general equilibrium models fail to account for local interactions 
between farms and individual farm’s adjustments processes (Stoker, 1993) and rely 
on exogenously given coordination devices such as representative agents or imposed 
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market equilibrium constraints (Tesfatsion, 2003). In addition, these models overlook 
the importance of farmers’ heterogeneity on the spread of the invasion. This latter 
aspect is relevant since biosecurity decisions by farmers are influenced by 
cooperation and interactions with other farmers (Gintis, 2000; Hennessy, 2008). 
 
 
 
Figure 6.1. Conceptual framework of the model. 
 
A modelling approach that can incorporate the heterogeneity of farmers, allows for 
scaling up the invasion into market models and can incorporate realistic spatially 
explicit spread models is agent-based modelling (Figure 6.1). Agent-based models 
(ABM) are computer systems composed of autonomous entities (e.g. representing 
humans) capable of taking decisions and interacting with the environment and other 
entities (Bousquet &  Le Page, 2004). Originally developed in the field of artificial 
Population dynamics and spread models 
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intelligence, ABMs have been employed for integrating human decisions as 
components of an ecosystem in several disciplines. Some examples are: PALM, which 
combines farmers decision making with soil dynamics (Matthews, 2006); GEMACE, 
which assists in the sustainable management of hunting regions (Mathevet et al., 
2003) and FEARLUS, for the modelling of land use dynamics (Gotts et al., 2003). They 
have also been applied to the fields of ecological and agricultural economics: e.g. 
ABMs have been used to evaluate the effect of agricultural practices on soil fertility 
(Schreinemachers et al., 2007); AGRIPOLIS was developed to study structural change 
in agriculture (Balmann, 1997) and ABMs were also used to study diffusion and 
adoption of new technologies in agriculture (Berger, 2001). Despite their potential 
for the economic modelling of NIS, ABMs have not been combined with models of 
NIS spread and management. An exception is provided in the related area of plant 
disease risk management. The EIM model (Elliston et al., 2005) used an ABM to 
evaluate the effectiveness of control strategies against an incursion of Karnal bunt in 
wheat in Australia. The results were linked to a twelve sector input-output model for 
the regional economy.  
 
In this chapter, an ABM that links spread of invasive pests with economic impacts 
both spatially and dynamically is developed (see Figure 6.1. for the conceptual 
framework of the model). Farmers’ responses to the invasion are aggregated to 
construct the supply curve of the affected commodity and to perform a dynamic 
analysis of producers’ welfare. The model is illustrated with the potential invasion by 
western corn rootworm, an important pest of maize, into the UK. The specific 
questions also dealt with are: Is it cost-effective to attempt to eradicate a potential 
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WCR invasion in the UK?, and: What are the most cost-effective levels of control and 
detection to be applied? 
 
6.2. Methods 
 
6.2.1. Model structure 
 
The model was programmed using the object oriented programming paradigm in the 
Java language (http://java.sun.com). The term class will be used in this chapter to 
refer to the general definition of an object type, and the terms object and agent for a 
specific instance of that class (e.g. the class “field” refers to a type of objects with 
field attributes and methods and the object “field 1” refers to an specific field). 
 
Figure 6.2 demonstrates the structure of the model using a Unified Modelling 
Language (UML) class diagram. The model is composed of the classes: World, 
Government, Field and Farmer. The class World extends the interface SimModel from 
the Repast agent-based modelling toolkit (North et al., 2006) and the class Farmer 
extends the interface GisAgent  from the SLUDGE model (Parker &  Meretsky, 2004). 
SimModel provides the World class with very useful methods to create, schedule and 
run agent-based models: the methods setup(), begin() and stop() allow the user to 
control the flow of the simulation from an interactive pane; the method 
getInitParam() allows the user to modify parameters interactively and  the method 
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schedule() allows the user to set the sequence of actions happening in the model 
according to an internal clock. 
 
The GisAgent interface was employed to allow the model to read the agent and 
environment information from a GIS shapefile so as to create the agents and to 
display the evolution of the simulations on GIS software. Whereas the instances of 
the Field class are objects, the instances of the Farmer and Government classes are 
agents. The difference between objects and agents is that, whereas agents have the 
capability to take decisions according to the state of the environment and have a 
partial knowledge of the system, objects are passive entities without decision 
capabilities. Both Farmer and Government agent classes are connected to each other 
and also to the Field class (Figure 6.2). 
+begin()
+getSchedule()
+getTickCount()
+setup()
SimModel
+getGisAgentIndex()
+getNeighbors()
GisAgent
+createFarmers()
+disperse()
+step()
+calcInvasionStatistics()
+createGovernment()
+recorder
+agentList
+schedule
World
+setDetectionMeasure()
+commandQuarantine()
-rotationPolicy
Government
-inspection()
-applyControl()
-IDFarmer
-rotationPattern
-fumigSkills
Farmer
-getDailyTemp()
-cohortsAging()
-calcMortalities()
-layEggs()
-IDField
-easting
-northing
-area
-teneralMales
Field
Interface2
1
*
*
Reads from files: 
abiotic factors, location, 
area and neighbours distances.
Interface2
 
Figure 6.2. Universal Modelling Language class diagram of the model. For clarity only essential 
methods and attributes are included for each class. 
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6.2.2. World 
 
World is composed of, and creates, the classes Farmer, Government and Field. It 
creates instances of them by reading data files on farm characteristics, neighbours, 
distances, environmental variables and government policy scenarios (see Figure 6.2: 
createGovernment() and createFarmers()). 
 
 
6.2.3. Government 
 
Detection 
Government efforts to detect the state of the invasion are determined by the 
detection budget available. The costs of trapping for WCR in Europe have been 
estimated considering the unit cost of the trap, costs of transport to the trap location 
and personnel cost for the time spent on monitoring and locating each trap (Vidal, 
2003). These costs vary according to the width of the buffer zone where the traps 
are located (Vidal, 2003). The total detection costs were calculated as: 
K
1
S travel trip trap trap trap
k
C p N p N w t
=
= ⋅ + ⋅ + ⋅∑                  [6.1] 
Where K is the total number of fields surveyed; ptravel is the unit cost of travel to the 
location of a trap within a buffer zone of certain radius width; Ntrip is the number of 
trips necessary per trap (locate, change lure and collect); ptrap is the price of the trap; 
Ntrap is the number of traps per field; w is the hourly wage of the personnel; and ttrap 
is the time necessary to locate, change lure and collect each trap. Plant health pest 
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risk analysts perform a semi-qualitative multi-criteria analysis to weight the trapping 
effort per region according to the risk factors: transport, climate, maize area and 
distance to outbreaks (MacLeod, 2004). In the model, the government agent updates 
trapping efforts per region depending on the trap results of the previous year. This 
way, once the presence of WCR is detected in a region, the trapping effort is 
increased the next year to better detect the range occupied by WCR. 
 
Control 
The Government agent evaluates the results of the trap surveys and determines 
which Farmer agents are forced to rotate according to the European Commission 
official buffer zones (Anonymous, 2003) (see Table 2.1). For simplicity, only buffer 
zones where rotation twice in three consecutive years and application of pesticides is 
enforced were considered (In this chapter, the term buffer zone will refer hence to 
“focus zone” in Anonymous, 2003).  
 
6.2.4. Farmer 
 
Farmer agents follow government quarantine decisions regarding the rotation and 
application of pesticides and have the capability to decide when to apply other 
private control measures (i.e the use of pesticides). 
 
The Farmer agents are assumed to follow “standard operating procedures” 
(Mumford &  Norton, 1984) because the Farmer agents are assumed to lack the 
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information to calculate the economic injury level or the level of insecticide that 
minimises the sum of costs due to yield losses and costs of control. 
 
The standard operating procedures consist of the application of pesticides if there 
are one or more adults per plant in August of the previous year (Stamm et al., 1985). 
 
Control costs 
 
Farmer agents can opt to treat against WCR with chlorpyrifos (8g active 
ingredient/100 l). Once the insecticide is applied, its concentration declines following 
a decay function, (Greaves et al., 1994) leading to a reduction of the mortality of 
WCR adults in the field (Zhu et al. 2005). The overall control costs (Czt) at time t, 
taking into account impacts due to yield losses (YL) for each farmer would be: 
( )( )zt z zC YL N z p p n A= ⋅ + ⋅ ⋅                    [6.2] 
where YL are the yield losses that depend on the density of WCR in the field (N) and 
the level of control applied (z); p is the price of maize; pz is the unit cost of control 
(pesticide, application costs and inspection the previous year per ha); nz is the 
number of applications; and A is the area where control is applied. 
 
Costs of compliance 
 
The EC official quarantine measures aimed at controlling WCR consist of the use of 
buffer zones (see Table 2.1) where growing maize continuously is not allowed. A 
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proportion of farmers present constraints to rotation that lead to private costs (see 
Table 6.1 for the proportion of farmers per region). 
 
The costs of establishment and production due to growing alternative crops (Table 
6.1) have been estimated (ADAS, 2004). This increase in the costs is due to 
management influences (ranging from 10% to 25%); namely: the farmer lacks the 
expertise to grow the alternative crop, or knowledge about the new land. 
Furthermore, the famer might need to buy food supplements for the cattle so that 
milk production does not decrease (if the alternative crops present lower nutritious 
qualities as forage). 
The overall private costs to farmer i (PCti) due to WCR are: 
ti zti tiPC C Q= +                      [6.3] 
where Qti are the financial impacts due to compliance with quarantine measures 
(impacts due to forced rotation). 
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Table 6.1. Parameters of the model. 
Symbol Description Value  
T Time horizon (years) 20 
r Discount rate 0.06 
Control 
pz 
a 
Costs of control per pesticide application (£/ha) 24.50 
nz 
a
 Number of applications 2 
γz
 d 
Externality costs of pesticide Chlorpyrifos (£/ha) 8.00 
Costs of rotation in farmers with constraints by alternative option 
Q1
 b 
Replace with grass (£/ha) 346 
Q2
 b Replace with wholecrop (£/ha) 369 
Q3
 b Grow on poor land (£/ha) 377 
Q4
 b Rent land (£/ha) 245 
Q5
 b Buy in maize (£/ha) 119 
Proportion of farmers with constraints to rotation per region 
b East Midlands (%) 5.20 
b West Midlands (%) 10.79 
b East of England (%) 5.14 
b South East (%) 35.06 
b South West (%) 36.40 
b Wales + North (%) 7.41 
Detection 
Ptravel
 c 
Unit cost of travel (£/trip) to locate a trap in a buffer 
zone between 1 and 5 km; between 5 and 10 km 
and over 10 km radius. 
5; 10; 20 
Ntrap 
a
 Number of traps per field 2 
Ntrip 
c
 Number of trips per trap for location, monitoring 
and collection. 
3 
ptrap 
c
 Cost of one trap (£). 5 
w 
c
 Mean salary of personnel (£/h). 17 
ttrap 
c
 Time personnel working on each trap. 2.4 h 
Forage maize production in the UK 
p Price (₤/t) 19-30 
 Total area of maize in England and Wales (ha) 121000 
 Mean yield of maize forage (t/ha) 30-45 
 Proportion of total maize area that is forage maize 0.9086  
   
(Sources: 
a
(MacLeod et al., 2003) (Nix, 2004); 
b
(ADAS, 2004);
c
(Vidal, 2003); 
d
Estimated from (Leach &  
Mumford, 2008) 
 
 
6.2.5. Field 
 
The Field object contains the population dynamics sub-routines encompassed in pest 
and host phenology models (see Chapter 5 Appendices 5.A.1 and 5.A.3 for a 
description of such sub-routines). To connect population dynamics with yield loss 
and consequently economic impacts, an empirical expression that related egg 
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density and proportion of maize loss was used (Davis, 1994). The UKCIP02 climate 
change forecasts  5km grid data for 2030 for the medium high emissions scenario 
(Hulme et al., 2002) was used to represent temperature conditions in the model 
simulations. The model only considered forage maize (90.86 % of maize production is 
forage maize, Table 6.1). Game cover maize was not considered because of the lack 
of data regarding its distribution. 
 
 
6.2.6. Supply curve aggregation and dynamic welfare analysis 
 
The market of the host commodity is assumed to have an insufficient size to 
influence the price of other domestic and international markets of related 
commodities (Cook &  Fraser, 2002). Two main types of host market model scenarios 
can be distinguished: 
Case (a): the market of the host commodity can be approximated as a closed 
economy where the price of the commodity varies due to the invasion (Figure 6.3 
a)). The price varies in response to shifts in the supply curve that are due to changes 
in the producers’ production costs. The demand curve can also shift if there are 
changes in the quality of the host commodity affected. The graphical analysis of 
Figure 6.3 a) shows that the producers’ welfare before the invasion and after the 
invasion is: ABp* and ACp*’; producer welfare variation is: p*ECp*’ – ABE; consumer 
welfare before and after the invasion is: p*BM and p*’CM; and consumer welfare 
variation is: p*ECp*’ 
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Case (b): the affected country is a small net importer of the host commodity 
(Figure 6.3 b)), i.e. variations in the quantity imported by the affected country do not 
affect the world price. The reductions in the quantity supplied by domestic 
producers are substituted by an increase of imported host commodity at the world 
price. The graphical analysis of Figure 6.3 b) shows that: producers’ welfare before 
the invasion and after the invasion is: FLpw and FJpw; producer welfare variation is: 
FLJ; consumer welfare before and after the invasion is: p*GI (there is no variation in 
the consumer’s welfare). 
 
The invasion by WCR in the UK corresponds to case b). Using the agent-based model, 
the variation of producer welfare (∆PW, FLJ in Figure 6.2 a)) can be calculated as: 
10
T N
rt
i
i
PW e PC dt−
=
 
=  
 
∑∫△                    [6.4] 
where T is the time horizon considered, r is the discount factor, PCi are the private 
costs of farmer i  (Equation 6.3) and N is the total number of farmers affected by 
WCR and the quarantine measures. 
 
The loss of welfare to society (∆SW) is calculated as: 
10
T N
rt
St z
i
SW e C z dtγ−
=
  
= +  
  
∑∫△                    [6.5] 
where CSt is the detection cost in the time period t (Equation 6.1); γz is the negative 
externality created by farmer i because of the use of pesticides to control for WCR 
and N is the number of farmers using pesticides to control WCR. 
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Figure 6.3. Stylized partial equilibrium model built from an agent-based model to estimate welfare 
changes due to the spread of an invasive pest. a) Closed economy with imperfect price transfer. b) 
The affected country is a net importer of the host commodity. The supply curve is built as the 
ranking of the production costs of the farmers growing the affected host commodity. For 
illustration, five farmers are represented: 1 and 2 are located in an uninfested region and 3, 4 and 5 
have their crops infested. The infested farmers present an increase of the production costs due to 
the pest and quarantine measures that is represented by the shaded bars. This increase in costs 
leads to a new ranking of the productions costs of the farmers and to complex variations in the 
form of the supply curve. p* and p*’: price of equilibrium before and after the invasion; S and S’: 
supply curve before and after the invasion; D: demand curve; pw: world price of the host 
commodity; Q* and Q*’: quantity traded at the equilibrium before and after the invasion. 
 
 
6.2.7. Analysis of the effect of management measures on welfare loss: regression 
meta-model 
Linear regression models are adequate in obtaining information about complex 
simulation models. A regression meta-model (a model of models) is a regression 
model that attempts to reflect the behaviour of the simulation model to changes in 
its parameters. Whereas a simulation model approximates reality, a regression 
meta-model approximates simulation models. This way, the explanatory variables of 
the regression meta-model are the parameters of the simulation model (Kleijnen &  
Groenendal, 1992). A regression meta-model that contains main effects and first 
order interactions of the management measures applied in the ABM was employed: 
( ) 10 1
1 1 1
M M M
ij m mj mh mj hj ij
M m h m
E y β β θ β θ θ ε−
= = = +
= + + +∑ ∑ ∑                 [6.6] 
( )2,0~ σε NID  
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where yij represents the prediction on the replicate i of the ABM corresponding to 
the parameter set j; E is the expectations operator; M is the total number of 
parameters considered; β0 is the intercept of the meta-model; β1m is the estimate of 
the main effects parameters of the meta-model; Θmj represents the value of the 
parameter m at the parameter set j; βmh  is the estimate of the first order interaction 
between parameters; εij is the fitting error of the regression meta-model in 
replication i and parameter set m. The error terms are assumed to be independent, 
normally distributed with zero expectation and with constant variance. 
 
The response variables were: y1j, the mean spread velocity of the invasion; y2j, the 
NPV of producers’ welfare loss and y3j, the society welfare loss. Given the 
stochasticity of the ABM, 30 replications per parameter set were performed and the 
values of the dependent variables obtained were averaged (E(yij)) (30 replicates 
showed adequate convergence of the estimated mean versus number of 
simulations). Averaging normally makes the assumption of normality hold (Kleijnen 
&  Groenendal, 1992). Different pseudorandom number seeds were used in each 
replication and parameter set simulation carried out in order to ensure the 
independency between the error terms εij. The values of the explanatory variables 
were obtained by using a factorial design experiment with four levels for the 
explanatory variables: buffer zone radius and detection budget (see Table 6.2). 
Multiple stepwise regression in the R environment was employed to estimate the 
meta-models’ parameters (R Development Core Team, 2005). 
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6.3. Results 
The regression meta-model analysis showed that invasion mean spread velocity was 
effectively reduced for greater detection budgets and buffer zone radius (Table 6.2).  
Table 6.2. Minimal adequate linear regression meta-model to explain mean spread velocity as a 
function of the management measures of WCR invasion in the UK. Residual standard error: 0.58 on 
14 degrees of freedom. Multiple R-squared: 0.61. 
 Estimate St. Error t value Pr(>|t|)     
Intercept 5.81 0.25 22.54 2.12∙10
-12
 
Buffer radius -1.22∙10
-4
 4.01∙10
-5
 -3.04 0.009 
Detection budget -3.66∙10
-5
 1.09∙10
-5
 -3.35 0.005 
 
Plotting the residuals versus fitted values indicated that a linear model was adequate 
for the regression meta-models and there was no indication of heteroscedasticity. 
The Q-Q plots indicated  normality of the errors. 
Table 6.3. Levels of detection budget and control (buffer zone radius) in the simulation experiment 
and the resulting mean annual spread velocity, producers’ net present value (NPV, 20 years time 
horizon and discount rate of 0.06) of welfare loss and society NPV of welfare loss due to the 
invasion of WCR in the UK under 2030 projected temperature conditions. CI: confidence interval 
(sample size = 30 and significance level = 0.05). 
 
Buffer zone 
radius (km) 
Detection 
budget 
(£/year) 
Mean spread 
velocity and CI 
(km/year) 
Producers NPV 
welfare loss 
(£10
6
)  and CI 
Society NPV 
welfare loss 
(£10
6
) and CI 
0 0 6.347 ± 0.073 5.852 ± 0.603 0.615 ± 0.009 
1+ 1500 6.012 ± 0.107 6.149 ± 0.284 0.585 ± 0.015 
1+ 5000 5.557 ± 0.102 5.511 ± 0.225 0.547 ± 0.014 
1+ 15000 4.939 ± 0.224 4.611 ± 0.256 0.567 ± 0.025 
1+ 35000 4.320 ± 0.181 3.986 ± 0.188 0.735 ± 0.019 
2 1500 5.986 ± 0.073 5.878 ± 0.282 0.586 ± 0.012 
2 5000 5.417 ± 0.127 5.419 ± 0.264 0.540 ± 0.017 
2 15000 4.852 ± 0.222 4.447 ± 0.211 0.554 ± 0.025 
2 35000 3.754 ± 0.797 3.598 ± 0.245 0.675 ± 0.064 
5 1500 5.172 ± 1.066 5.791 ± 0.370 0.499 ± 0.100 
5 5000 4.322 ± 1.138 4.907 ± 0.414 0.430 ± 0.100 
5 15000 3.564 ± 1.133 4.112 ± 0.297 0.449 ± 0.095 
5 35000 4.647 ± 0.170 4.252 ± 0.178 0.756 ± 0.019 
10 1500 5.224 ± 1.075 6.076 ± 0.278 0.508 ± 0.102 
10 5000 3.941 ± 1.250 5.156 ± 0.375 0.403 ± 0.112 
10 15000 3.545 ± 1.132 4.173 ± 0.353 0.446 ± 0.094 
10 35000 4.126 ± 0.219 3.936 ± 0.205 0.712 ± 0.022 
+
Minimum requirements of focus zone widths for the eradication measures of WCR in Europe 
(Anonymous, 2003). 
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For focus zones of radii of 10 km (lowest mean spread velocities Table 6.2), 
eradication was attained with a probability of 0.17 (eradication was not attained for 
smaller focus zone radii). A direct relationship between eradication probability and 
spread velocity reduction with the economic optimality of the management 
measures was identified: less detection efforts led to greater producers’ welfare 
losses (Table 6.4). The reason was that greater levels of detection led to a greater 
effectiveness of control measures (smaller area invaded) and hence smaller number 
of farmers were affected by WCR and had to comply with EC control measures. 
 
Table 6.4. Minimal adequate linear regression meta-model to explain producers’ welfare loss as a 
function of the management measures of WCR invasion in the UK. Residual standard error: 0.4161 
on 15 degrees of freedom. Multiple R-squared: 0.78. 
 Estimate St. Error t value Pr(>|t|)     
Intercept 5.67 0.14 39.41  < 2∙10
-16
 
Detection budget -5.57∙10
-5
   7.72∙10
-6
 -7.22 3∙10
-6
 
 
Because greater detection efforts decreased producers’ welfare loss (Table 6.4), total 
acceptance of the invasion was not the economically optimal management for the 
producers. A Wilcoxon rank sum test was used to compare the NPV of producers’ 
welfare loss with and without EC measures. The test showed that the NPV of total 
costs was significantly lower when control measures (buffer zones radii of 1 km) 
were in place (p-value = 3.89∙10-5). This was due to the benefits of slowing down the 
spread of WCR that benefited both to society and producers (Figure 6.4 illustrates 
the reduction of area invaded when management measures are in place).  
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Figure 6.4. Maps of the spread of WCR in the UK under 2030 projected temperature conditions. A, 
B, C and D: spread under a policy of acceptance where only private control is in place; E, F, G and H: 
spread under a policy of official control with a focus zone of 10km radius. A and E, B and F, C and G, 
D and H correspond to the 5
th
, 10
th
, 15
th
 and 20
th
 year of the invasion respectively. 
 
Higher buffer zones radii were shown by the regression meta-model to be also 
beneficial to society because they led to smaller social welfare losses (Table 6.5). The 
reason was that stricter control measures led to smaller areas invaded (or even to 
eradication) and to a reduction of the area where pesticides against WCR had to be 
applied (Figure 6.4). This reduced the negative externalities of pesticide use to 
society. Higher detection budgets, as expected, led to an increase of society welfare 
losses because detection was an expenditure borne by society (Table 6.5 and 
Equation 6.5). 
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Table 6.5. Minimal adequate linear regression meta-model to explain society’s welfare loss as a 
function of the management measures of WCR invasion in the UK. Residual standard error: 0.07 on 
14 degrees of freedom. Multiple R-squared: 0.65. 
 Estimate St. Error t value Pr(>|t|)     
Intercept 0.54 0.029 18.09 4.17∙10
-11
 
Buffer radius -1.17∙10
-5
 4.63∙10
-6
 2.54 0.02 
Detection budget 5.79∙10
-6
 1.26∙10
-6
 4.60  4.12∙10-4 
 
 
6.4. Discussion 
 
A policy of total acceptance of the invasion and private control was not beneficial to 
the producers and the society. From the point of view of the producers and the 
society, stricter management measures would lead to greater reductions of welfare 
losses since lower yield losses, lower number of farmers forced to rotate (because 
the invasion is kept small) and lower negative externalities due to private control (i.e. 
the use of pesticides) would occur. Detection and control measures reduced the 
mean spread velocity effectively, in contrast with findings in Chapter 6 where they 
were ineffective. The reason was that human-assisted long distance dispersal was 
not considered in the case of the invasion in the UK. 
 
Strict measures, however, might be controversial for the farmers presenting financial 
constraints to rotation, but would lead to the greatest avoidance of the welfare loss 
of both the producers and the society. This conclusion derives from the inferred 
effectiveness of the management measures if WCR would not present assisted long-
distance dispersal. If WCR presented high number of assisted long-distance dispersal 
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events, stricter management measures might not be able to slow down effectively 
WCR and would be cost-ineffective. 
 
The budget necessary to compensate farmers with constraints to rotation was 
calculated. In the case of buffer radii of 1km and 10km, and average NPV of £1.7 and 
£1.5 millions would be necessary respectively. This shows that stricter radii, that 
effectively control the invasion, are beneficial for the producers (less compensation 
is needed because fewer of them are forced to rotate). 
 
ABMs allow for the inclusion of complex features of the problem studied that cannot 
be dealt with when using mathematical analytical models. However, ABMs have 
been criticised because they do not obtain general results in the form of theorems as 
mathematical analytical approaches do, and because their results are difficult to 
interpret. Comprehensive model simulation under different model parameter values 
and statistical analysis has been suggested as a means to infer model results (Judd &  
Tesfatsion, 2006). Regression meta-modelling was shown to allow for the 
interpretation of complex ABM models behaviour and the inference of results from 
the model.  
 
The invasion by an agricultural pest in a managed ecosystem such as an 
agroecosystem is the result of the combination of multiple farmers’ individual 
decisions. The distribution of hosts in the landscape influences the spread of the 
pest. Thus, the spatial combination of behaviours and crop mixes determines the 
vulnerability of the agroecosystem to the pest invasion. Plant health policies might 
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alter land use distributions (e.g. by the use of buffer zones) influencing the 
vulnerability of the agricultural system to the pest. These aspects should be included 
in bioeconomic models of invasive pest management. 
 
Extensive research has been carried out on the use of economic models for the 
prediction of farmers supply responses in the area of agricultural policy analysis. The 
two main approaches are: (a) simultaneous equilibrium models; and (b) the 
representative independent farm approach which consists of a number of 
mathematical programming farm models that are independently calculated and then 
aggregated to a sector level (Janssen & van Ittersum, 2007). These modelling 
approaches, however, do not allow for integration with spatially explicit spread 
models of invasive pests. The main obstacle is that economic and invasion ecology 
models present different spatial and dynamic scales (Janssen et al., 2006). The model 
presented here illustrates how a spatial agent-based model can overcome that 
obstacle and offers the potential to facilitate the spatial and dynamic estimation of 
economic impacts due to the spread of an invasive pest in the context of pest risk 
analysis. 
 
Future research 
In the present chapter, the response of the farmers to the invasion was kept very 
simple. The classification of the different type of farms according to economic 
impacts could be obtained by independent studies (ADAS, 2004). Further research 
could aim at exploring in deep the different type of farms using cluster analysis, e.g. 
attending to the stage of the firm in the life cycle (e.g. Bremmer et al., 2006), and 
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how this characteristics could affect their decision-making regarding spread. The 
clusters identified from socioeconomic surveys can then be used to re-populate the 
landscape of farmers (Berger, T. & Schreinemachers, P., 2006). 
 
Agent-based models are also capable of capturing interactions between farmers, for 
instance, the exchange of information about control behaviour adopted with regards 
to quarantine policies. ABMs are very flexible and agent decision capabilities can be 
described using models based on microeconomic theory or experimental psychology. 
Further research will aim to endow the farmer agents with the capacity to imitate 
neighbours’ actions and to reflect on past experiences. The influence of farmers’ 
decision-making processes on spread velocity under compensation and insurance 
policies will also be studied. 
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CHAPTER 7 
 
General discussion and conclusions 
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7.1. Introduction 
The overall aim of the research was to develop quantitative models integrating 
spread, economic impacts and the management of harmful non-indigenous species 
(NIS). The models aimed to facilitate NIS management decision-making and 
contribute to increase the transparency and accuracy of pest risk analysis (PRA). 
 
The overall aim was divided into the 5 research objectives elaborated in Chapters 2 
to 6. Chapter 2 was concerned with the fitting of dispersal kernels and their use to 
evaluate WCR invasion management strategies. Chapter 3 dealt with the 
management of spreading invasions under severe uncertainty, focusing on the 
analysis of NIS characteristics and invasion starting conditions to estimate the time 
needed to cut off eradication campaigns. Chapter 4 extended Chapter 3 considering, 
in addition to spread, the management of the entry and establishment of multiple 
NIS. Chapter 5 relaxed the assumption of a homogenous landscape that was made in 
Chapters 2, 3 and 4. Relaxing this assumption led to the use of spatially explicit 
models. The effect of human-assisted long-distance dispersal in heterogeneous 
landscapes on the effectiveness of management was studied in Chapter 5. Finally, in 
Chapter 6 the analysis shown in Chapter 5 was extended by including the costs of 
control and economic impacts of the invasion, providing a bridge between biological 
invasion spread models and economic market models. 
 
This chapter begins by describing the insights gained with respect to the choice of 
model for studying the management and generation of economic impacts of NIS 
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spread. Then, the implications of the models results for the management of WCR 
invasion in Europe are discussed together with the integration of NIS spread and 
economic modelling. The potential for the model to be applied to other NIS is 
discussed. Finally, the general conclusions of the thesis and further research are 
examined. 
7.2. Choice of modelling approach 
 
The choice of which modelling approach to use in advising policy makers regarding 
the management of NIS depends on the final question that the model is intended to 
answer. A trade-off could be distinguished between model complexity as well as 
accuracy and the time taken to develop the model as well as the difficulty of its 
interpretation. For instance, simple dispersal kernels were sufficient to prove that 
current EC management measures to eradicate WCR in Europe were ineffective 
(Chapter 2). However, when the research question demanded more informed 
recommendations such as which were the more effective management measures at 
the landscape scale, highly complex models like spatial stochastic simulations 
coupled with phenology models were necessary (Chapter 5). The same trade-off 
could be identified regarding the economic analysis of NIS management. The simple 
and, to a certain extent, analytically tractable mathematical models developed in 
Chapters 3 and 4 could identify the type of economically optimal policy when facing 
NIS invasions, e.g. eradication, slowing down, acceptance or prioritising the exclusion 
of a certain NIS. However, more detailed questions such as the buffer zone radius 
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that would lead to a smaller producers’ welfare loss had to be answered with a 
complex agent-based model (Chapter 6). 
 
The different characteristics of a model which integrates spread, economics and the 
management of NIS invasions are discussed below.  
 
7.2.1. Should the model be analytically tractable or flexible?  
 
The nature of PRA demands a model with a flexible methodology to integrate 
theories from a variety of disciplines. Analytical spread models can be difficult to 
modify so as to incorporate ecological realism (Vance, 1984). They present fewer 
parameters to be estimated, although these parameters are difficult to estimate 
because they are aggregations of multiple sub-parameters (Chapters 3 and 4). 
However, the advantage is that such mathematical models are in some cases 
analytically tractable leading to general results. Empirically based models are also 
relatively simple (Chapter 2) and rely on historical data for parameter estimation. In 
most cases, however, such data are not available given the ex-ante nature of the PRA 
problem (although in some other cases historical spread in other regions can be 
used). Furthermore, empirical models lead to the estimation of parameters that in 
most cases do not have a theoretical interpretation (Higgins &  Richardson, 1996). 
The use of a Bayesian framework (Chapter 5) was preferable to purely empirical 
(statistical models) because it improved the flexibility of the model in using of all the 
data available while not having to rely completely on historical data availability. 
Other alternatives would be simulation models, in particular object oriented 
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simulation models that have been recognized as a flexible way to construct, modify 
and extend ecosystem management models (Baskent et al., 2001) (Chapters 5 and 
6). However, their results are difficult to interpret. This disadvantage can be 
overcome by the use of simulation under different parameter values following a 
design of experiments approach and statistical analysis techniques like tree models 
(Chapter 5) and regression meta-models (Chapter 6) (Kleijnen &  Groenendal, 1992). 
 
The question above, therefore, cannot be answered with a single modelling 
approach. The thesis showed that a combination of inductive and deductive 
approaches was necessary to answer the research questions. Mechanistic deductive 
models were developed based on existing theories (Chapters 3, 4, 5 and 6), 
parameterised using inductive statistical approaches (Chapters 2, 4 and 5) and then 
analysed mathematically (Chapters 3 and 4, in which numerical methods had to be 
used when the mathematical models were not analytically tractable) or simulated to 
generate new insights (Chapters 2, 5 and 6). Finally, the results generated were 
analysed by inductive methods again (Chapters 5 and 6). 
 
7.2.2. Should the model be spatially explicit? 
 
There is an increasing awareness that biological invasion spread models should 
incorporate spatial heterogeneities (Hobbs & Humphries, 1995; Hastings et al., 
2005). The potential for the use of spatially explicit models such as metapopulation 
and individual based models as spread and management models is gaining increasing 
evidence (Higgins &  Richardson, 1996; Breukers et al., 2006; Bogich &  Shea, 2008). 
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Furthermore, given that the ontogeny of poikilothermic organisms is controlled 
mainly by temperature, accounting for climate, spatial and temporal variability is 
essential to identify the hosts that are located in areas susceptible to the 
development of the NIS (Baker et al., 2000) (Chapter 5). In addition, landscape 
connectivity and fragmentation are known to be very influential in the dynamics of a 
biological invasion (With, 2002).  
 
The use of spatially explicit models, however, depends on the necessary degree of 
accuracy of the model. For instance, for an ex-ante estimation of plant health budget 
allocation for a determined NIS (or several, Chapter 4), the use of analytical models 
where the landscape is assumed homogeneous provides for helpful simplifications of 
the problem (Chapters 3 and 4). When detection and control activities must be 
managed on a current invasion, GIS and spatially explicit models are necessary 
(Chapters 5 and 6). Spatially explicit models are also necessary to identify human-
assisted long-distance dispersal mechanisms (Chapter 6), or economically vulnerable 
areas that might need compensation policies (Chapter 7). 
 
7.2.3. Should the model be stochastic and reflect uncertainty?  
 
Stochasticity plays a relevant role in biological invasions and in the estimation of an 
eradication campaign’s effectiveness (Liebhold &  Bascompte, 2003). In most cases 
PRA involves structural and parameter uncertainty that needs to be incorporated 
into the models (Baker et al., 2005). Info-gap theory was found to be a very helpful 
way to inform policy makers on NIS management under severe uncertainty (Chapter 
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3). One advantage of info-gap theory over the use of uncertainty distributions 
(Chapter 4) was that it was not necessary to assume a range of parameters to 
perform the analysis. PRA quantitative models should, therefore, account for 
stochasticity and uncertainty. 
 
7.2.4. Which should be the time scale of the model? 
  
Bioeconomic models have been applied to insect pest management (Hall, 1974; 
Shoemaker, 1981). Most bioeconomic models in integrated pest management, 
however, are focused on short-term revenues and rarely consider dynamic processes 
such as dispersal (Jeger, 1999), i.e. investment in pest management and crop harvest 
is assumed to occur in a short time span. For example, the concept of Economic 
Injury Level is applied to only one growing season (Pedigo, 1985, but see Mumford & 
Norton, 1984 for the consideration of longer time scales). The management of pest 
invasions at the landscape scale has long-term implications and, thus, the economic 
analysis should cover a longer period, i.e. long term economic analysis is required to 
identify optimal policy. To account for transition processes relevant to NIS spread 
rather than studying the equilibria of the system (the economic approach of partial 
and general equilibrium models), the concept of Net Present Value (NPV) needs to 
be employed (Sharov & Liebhold, 1998). 
 
The time-scale of the model and that of the invasion should match (e.g. seven years 
were sufficient to grasp the invasion by WCR in Austria but longer time periods might 
be necessary if for instance the invasive is a plant). In addition, the timing within a 
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season of phenological, detection and control events might be relevant in assessing 
the effect of the management policy on the overall invasion. Thus, a time horizon of 
several years and a high resolution time scale within each year might be necessary 
respectively (e.g. Chapters 6 uses a daily time step in a time horizon of 20 years). 
 
7.3. Implications for the management of western corn rootworm 
invasion in Europe 
Current minimal requirements of the official EC measures for the management of 
WCR invasion in Europe were shown to be ineffective in attaining the eradication of 
WCR by considering natural trivial dispersal at the field scale (Chapter 2). The general 
message was that WCR could not be eradicated from Europe with this strategy (very 
large buffer zone radii would be necessary and would make this strategy 
economically unpractical), and the question was instead one of which measures 
attained a cost-effective slow down of the invasion, or even if slowing down the 
invasion was economically advantageous. 
 
Two main cases were distinguished. If human-assisted dispersal methods played a 
relevant role on the spread of WCR and there was a large main body of invaded 
areas, control programmes that focused on satellite colonies were ineffective. In this 
case, it was shown that control should also focus on the reduction of the population 
density of the main infested areas (Chapter 5). If spread occurred only by means of 
natural dispersal and the initially invaded areas was small (e.g. invasion of the UK), 
control measures were shown to be effective at reducing the mean spread velocity 
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(Chapter 6). The analysis in Chapter 6 also dealt with the cost-effectiveness of the 
management measures, showing how, if no assisted dispersal occurs and the 
invasion can be effectively slowed down or eradicated, buffer radii greater than 
10km would lead to the lowest losses of welfare both to producers and to the 
society. 
 
The invasion by WCR is a complex case study where ecology, economics and social 
forces play a role. Management measures are very controversial among farmers who 
do not fully perceive the threat from WCR because WCR needs five years to reach 
economic injury levels (Vidal, 2003). Furthermore, some farmers can adopt rotation 
without considerable financial burdens and others cannot (reflecting the 
heterogeneity of the agents involved Chapter 6); society might also prefer to 
attempt to eradicate or slow down the invasion to avoid the negative externalities 
due to pesticides. The thesis suggests that (Chapters 2, 3, 5 and 6) total 
determination on the policy adopted is essential to obtain cost-effective results. If an 
attempt to eradicate, contain or effectively slow the WCR invasion was adopted, it 
would have to involve large buffer radii (over 10km focus zones Table 2.1) and 
reduction of the population densities in invaded areas. If these very strict measures 
were not contemplated, the alternative most cost-effective option is to accept the 
invasion and let the farmers apply private control. 
 
The models presented did not attempt to provide a total answer to the conflict of 
WCR invasion in Europe but to facilitate the discussion between farmers, 
government and other stakeholders. These discussions will also be different 
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depending on the importance of maize in different regions and the degree of 
infestation of nearby regions. Acceptance options seem to be the adequate measure 
in continental Europe (due to the advanced degree of infestation) but eradication 
might be feasible in the UK (current trap surveys indicate that an effective 
eradication of the WCR outbreaks in England might have occurred, Eyre et al., 2007). 
This situation presents similarities to the current extent of invaded regions by CB in 
Europe. 
7.4. Integration of invasive pest spread and economic impacts 
Two main disciplines must be combined for quantitative PRA modelling: invasion 
ecology and its management and economics. Recent efforts to combine both 
disciplines using established invasion ecology models have been insightful (Sharov &  
Liebhold, 1998; Higgins et al., 2000; Taylor &  Hastings, 2004; Breukers et al., 2008; 
Hyder et al., 2008) but scarce. Bioeconomic models with stronger economic 
components, however, have not made use of much of the invasion ecology theory 
available, probably to keep the models analytically tractable. The reason also resides 
in the very different scales in which economists and ecologists work (Janssen et al., 
2006). For instance, whereas ecologists long placed much more attention on the 
effect of space on ecological processes, economists have also recently started to 
explore the need to capture the spatial extent in their bioeconomic models 
(Balmann, 1997; Berger, 2001). Another reason is that, whereas there is a large body 
of literature regarding biological invasions modelling, bioeconomic models of NIS 
management have recently started to be developed. 
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The use of agent-based models is a promising alternative that overcomes the 
difficulties due to a mismatch of scales (Chapter 6). Their flexibility in combining NIS 
spread and disaggregated farmers’ economic decision-making opens up an 
unexplored venue of research to study the management of biological invasions and 
the estimation of economic impacts due to NIS invasions. 
7.5. Applicability of the models to other harmful non-indigenous 
species: generic quantitative models for pest risk analysis 
 
The models developed in the thesis combine established biological invasions theory 
(Hastings, 1996; Shigesada &  Kawasaki, 1997) and economic theory (Perrings et al., 
2002; Kim et al., 2006) and can be used to assist as generic models to quantitatively 
carry out PRAs. Other quantitative bioeconomic models with potential to be 
developed into generic models to assist PRA can be found, e.g. models by Rafoss, 
(2003); Waage et al., (2005); Breukers et al., (2006) and Harwood et al., (in press). 
 
For instance, the models developed in Chapters 3 and 4 can be used as generic 
models because they are based on established theories of biological invasion spread 
and management which are applicable to many different NIS. In addition, they 
present a transparent treatment of the uncertainties involved. Models such as those 
in Chapters 5 and 6 might seem more difficult to be developed into generic models 
that provide rapid predictions about new potential invasive pests. Certainly their use 
for NIS in general, including environmental impacts, would require relevant 
extensions to consider biotic interactions by adopting an ecosystems approach 
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(Hulme, 2006). Models in Chapters 5 and 6, however, are not far from a generic 
modelling framework for invasive agricultural pests and could be parameterised 
from expert opinion. One of their characteristics that increase their potential to be 
generic models is the modular nature of object oriented simulation models which 
allows for the rapid integration of new models with functioning parts (modules) of 
already made models. This leads to total flexibility to represent very different 
invasive pests. For instance, the interface GIS-Agent from the SLUDGE model (Parker, 
2007) greatly advanced the construction of the models in Chapters 5 and 6 (by 
providing the capability to link Java models with GIS software).  
 
Generic modules for the modelling of NIS in heterogeneous landscapes and their 
management could therefore be developed (e.g. models in Chapters 5 and 6). The 
generic model could be used to analyse potential new invasions in a rapid manner, at 
least to identify the greatest sources of parameter, data and structural uncertainty 
and how they impact the robustness of predictions. In this sense, the generic model 
could be used as a virtual laboratory or repository of knowledge (e.g. BenDor &  
Metcalf, 2006).  
 
The main sources of data needed to run the models for different NIS are the 
distributions of the host in the landscape, transport networks and climate data (e.g. 
temperature grids for poikilothermic organisms). The majority of these data is 
already available to government agencies. Further information on dispersal, ecology 
and the effectiveness of control of potential NIS would complete the information 
needed to rapidly parameterise and apply generic bioeconomic models for PRA. 
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7.6. Conclusions  
 
The overall aim of the research was to develop bioeconomic models that enhance 
the capability to predict NIS spread and economic impacts under different 
management measures. These models are increasingly needed to improve the 
accuracy and transparency of PRA. PRA is also increasingly important because it has 
been adopted by the  World Trade Organisation as the scientific basis to justify plant 
health measures. 
 
Objective 1 of the research was to develop models to evaluate buffer zone 
effectiveness in eradication programmes. This was done in Chapter 2 by combining 
dispersal kernels fitted to mark-release-recapture experiments with individual-based 
models. The current EC eradication programme was shown to be incapable of 
eradicating WCR in Europe. Objective 2 consisted of developing mathematical 
models to inform policy makers on the management of spreading NIS under severe 
uncertainty. Info-gap theory, which was first applied to the literature of NIS spread 
management, was utilized. It was found that eradication and containment 
programmes that are economically optimal without uncertainty were also the most 
robust measures to protect the government from unacceptable outcomes under 
severe uncertainty. In the Objective 3 the aim was to develop comprehensive 
bioeconomic models that considered the management of multiple NIS. An analytical 
equimarginal condition for the management of multiple NIS under a common budget 
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was obtained. It was also shown that groups of NIS where some of the NIS present 
Allee effects lead to lower total costs. The research indicated that PRA focusing on 
single NIS might lead to management alternatives that are not the optimal economic 
allocation if other NIS are considered. The consideration of management of multiple 
NIS invasions presenting Allee effects and stratified dispersal is new to the existing 
literature. To achieve Objective 4, spatial simulation models were developed to 
study the effectiveness of management and detection of NIS spreading by long-
distance assisted dispersal. The results demonstrated that control of satellite 
colonies is ineffective when a strong propagule pressure is continually generated 
from the main body of the invasion and that this effect is increased by the presence 
of human-assisted long-distance dispersal. These results have strong general 
management implications and advance the existing knowledge by incorporating the 
effect of human-assisted dispersal on management effectiveness. Objective 5 aimed 
to improve the estimation of economic impacts from NIS spread. Agent-based 
models were used to demonstrate a new approach where the farmer agents have an 
explicit spatial location and their decision-making influences the spread of the NIS. 
This approach allows the scale of analysis to be matched for spread and market 
models. 
 
Further research should aim at: (i) the application of info-gap theory to spatially 
explicit biological invasion models; (ii) the consideration of multiple NIS invasions 
management where the NIS are predator-prey or competitors, i.e. adopt an 
ecosystems approach to invasions management; (iii) the consideration of multiple 
NIS management using spatially explicit models; and (iv) agent-based models have 
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not been used to study the influence of the interactions between farmers on spread 
of NIS and diseases (imitation, experience learning or cooperation). This approach 
opens a promising gateway to the study of the effectiveness of policies aimed at 
managing biological invasions taking into account their spatial and temporal 
components. 
 
Models combining biological invasion spread theory with economic models and 
management are increasingly needed for quantitative pest risk analysis. This thesis 
represents a step forward in this direction by contributing to the field of 
bioeconomic modelling of harmful non-indigenous species management. 
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