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Abstract
Mixed-Integer optimization represents a powerful tool for modeling many optimization problems arising
from real-world applications. The Feasibility pump is a heuristic for finding feasible solutions to mixed
integer linear problems. In this work, we propose a new feasibility pump approach using concave non-
differentiable penalty functions for measuring solution integrality. We present computational results on
binary MILP problems from the MIPLIB library showing the effectiveness of our approach.
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1 Introduction
Many real-world problems can be modeled as Mixed Integer Programming (MIP) problems,
namely as minimization problems where some (or all) of the variables only assume integer val-
ues. Finding a first feasible solution quickly is crucial for solving this class of problems. In fact,
many local-search approaches for MIP problems such as Local Branching [13], guide dives and
RINS [10] can be used only if a feasible solution is available.
In the literature, several heuristics methods for finding a first feasible solution for a MIP problem
have been proposed (see e.g. [3]-[5], [7], [15]-[18], [20], [22] ). Recently, Fischetti, Glover and
Lodi [12] proposed a new heuristic, the well-known Feasibility Pump, that turned out to be very
useful in finding a first feasible solution even when dealing with hard MIP instances. The FP
heuristic is implemented in various MIP solvers such as BONMIN [8].
The basic idea of the FP is that of generating two sequences of points {푥¯푘} and {푥˜푘} such
that 푥¯푘 is LP-feasible, but may not be integer feasible, and 푥˜푘 is integer, but not necessarily
LP-feasible. To be more specific the algorithm starts with a solution of the LP relaxation 푥¯0
and sets 푥˜0 equal to the rounding of 푥¯0. Then, at each iteration 푥¯푘+1 is chosen as the nearest
LP-feasible point in ℓ1-norm to 푥˜
푘, and 푥˜푘+1 is obtained as the rounding of 푥¯푘+1. The aim of the
algorithm is to reduce at each iteration the distance between the points of the two sequences,
until the two points are the same and an integer feasible solution is found. Unfortunately, it
can happen that the distance between 푥¯푘+1 and 푥˜푘 is greater than zero and 푥˜푘+1 = 푥˜푘, and
the strategy can stall. In order to overcome this drawback, random perturbations and restart
procedures are performed.
As the algorithm has proved to be effective in practice, various papers devoted to its further im-
provements have been developed. Fischetti, Bertacco and Lodi [6] extended the ideas on which
the FP is based in two different directions: handling MIP problems with both 0-1 and integer
variables, and exploiting the FP information to drive a subsequent enumeration phase. In [1], in
order to improve the quality of the feasible solution found, Achterberg and Berthold consider an
alternative distance function which takes into account the original objective function. In [14],
Fischetti and Salvagnin proposed a new rounding heuristic based on a diving-like procedure and
constraint propagation.
An interesting interpretation of the FP has been given by J.Eckstein and M.Nediak in [7]. In
this work they noticed that the FP heuristic may be seen as a form of Frank-Wolfe procedure
applied to a nonsmooth merit function which penalizes the violation of the 0-1 constraints.
In this paper, taking inspiration from [23], we propose new merit functions and we include them
in the basic FP scheme [12]. A reported extended computational experience seems to indicate
that the use of these new merit functions improves the FP efficiency.
The paper is organized as follows. In Section 2, we give a brief review of the Feasibility Pump
heuristic. In Section 3, we show the equivalence between the FP heuristic and the Frank-Wolfe
algorithm applied to a nonsmooth merit function. In Section 4, we introduce new nonsmooth
merit functions and we discuss their properties. We present our algorithm in Section 5. Com-
putational results are shown in Section 6, where we give a detailed performance comparison of
our algorithm with the FP. Some conclusions are drawn in Section 7.
In the following, given a concave function 푓 : 푅푛 → 푅, we denote by ∂푓(푥) the set of supergra-
dients of 푓 at the point 푥, namely
∂푓(푥) = {푣 ∈ 푅푛 : 푓(푦)− 푓(푥) ≤ 푣푇 (푦 − 푥), ∀ 푦 ∈ 푅푛}.
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2 The Feasibility Pump Heuristic
We consider a MIP problems of the form:
min 푐푇푥
s.t.퐴푥 ≥ 푏 (MIP)
푥푗 ∈ {0, 1} ∀푗 ∈ 퐼,
where 퐴 ∈ R푚×푛 and 퐼 ⊂ {1, 2, . . . , 푛} is the set of indices of zero-one variables. Let 푃 = {푥 :
퐴푥 ≥ 푏} denote the polyhedron of the LP-relaxation of (MIP). The Feasibility Pump starts
from the solution of the LP relaxation problem 푥¯0 := argmin{푐푇푥 : 푥 ∈ 푃} and generates two
sequences of points 푥¯푘 and 푥˜푘: 푥¯푘 is LP-feasible, but may be integer infeasible; 푥˜푘 is integer,
but not necessarily LP-feasible. At each iteration 푥¯푘+1 ∈ 푃 is the nearest point in ℓ1-norm to
푥˜푘:
푥¯푘+1 := argminΔ(푥, 푥˜푘)
s.t.퐴푥 ≥ 푏 (1)
where
Δ(푥, 푥˜푘) =
∑
푗∈퐼
∣푥푗 − 푥˜푘푗 ∣.
The point 푥˜푘+1 is obtained as the rounding of 푥¯푘+1. The procedure stops if at some index 푙, 푥¯푙
is integer or, in case of failing, if it reaches a time or iteration limit. In order to avoid stalling
issues and loops, the Feasibility Pump performs a perturbation step. Here we report a brief
outline of the basic scheme:
The Feasibility Pump (FP) - basic version
Initialization: Set 푘 = 0, let 푥¯0 := argmin{푐푇푥 : 퐴푥 ≥ 푏}
If (푥¯0 is integer) return 푥¯0
Compute 푥˜0 = 푟표푢푛푑(푥¯0)
While (not stopping condition) do
Step 1 Compute 푥¯푘+1 := argmin{Δ(푥, 푥˜푘) : 퐴푥 ≥ 푏}
Step 2 If (푥¯푘+1 is integer) return 푥¯푘+1
Step 3 Compute 푥˜푘+1 = 푟표푢푛푑(푥¯푘+1)
Step 4 If (cycle detected) 푥˜푘+1 = 푝푒푟푡푢푟푏(푥˜푘)
Step 5 Update 푘 = 푘 + 1
End While
Now we give a better description of the rounding and the perturbing procedures used respectively
at Step 3 and at Step 4:
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Round: This function transforms a given point 푥¯푘 into an integer one, 푥˜푘. The easiest
choice is that of rounding each component 푥¯푘푗 with 푗 ∈ 퐼 to the nearest integer, while
leaving the continuous components of the solution unchanged. Formally,
푥˜푘푗 =
⎧⎨
⎩
[푥¯푘푗 ] if 푗 ∈ 퐼
푥¯푘푗 otherwise
(2)
where [⋅] represents scalar rounding to the nearest integer.
Perturb: The aim of the perturbation procedure is to avoid cycling and it consists in two
heuristics. To be more specific:
– if 푥˜푘푗 = 푥˜
푘+1
푗 for all 푗 ∈ 퐼 a weak perturbation is performed, namely, a random number
of integer constrained components, chosen as to minimize the increase in the distance
Δ(푥¯푘+1, 푥˜푘+1), is flipped.
– If a cycle is detected by comparing the solutions obtained in the last 3 iterations, or
in any case after 푅 iterations, a strong random perturbation is performed. For each
푗 ∈ 퐼 a uniformly random value is generated, 휌푗 ∈ [−0.3, 0.7] and if
∣푥¯푘+1푗 − 푥˜푘+1푗 ∣+max{휌푗 , 0} > 0.5
the component 푥˜푘+1푗 is flipped.
Remark 1 The objective function Δ(푥, 푥˜푘) discourages the optimal solution of the relaxation
from being “too far” from 푥˜푘. In practice, the method tries to force a large number of variables
of 푥¯푘+1 to have the same (integer) value as 푥˜푘 (see [12]).
3 The FP heuristic as a Frank-Wolfe algorithm for minimizing
a nonsmooth merit function
In a recent work J.Eckstein and M.Nediak [7] noted that the feasibility pump heuristic may be
seen as a nonsmooth Frank-Wolfe merit function procedure. In order to better understand this
equivalence we recall the unitary stepsize Frank-Wolfe method for concave non-differentiable
functions. Let us consider the problem
min 푓(푥)
푥 ∈ 푃 (3)
where 푃 ⊂ 푅푛 is a non empty polyhedral set that does not contain lines going to infinity in
both directions, 푓 : 푅푛 → 푅 is a concave, non-differentiable function, bounded below on 푃 .
The Frank-Wolfe algorithm with unitary stepsize can be described as follows.
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Frank-Wolfe - Unitary Stepsize (FW1) Algorithm
Initialization: Set 푘 = 0, let 푥0 ∈ 푅푛 be the starting point, compute 푔0 ∈ ∂푓(푥0)
While 푥푘 /∈ argmin
푥∈푃
(푔푘)푇푥
Step 1 Compute a vertex solution 푥푘+1 of
min
푥∈푃
(푔푘)푇푥
Step 2 Compute 푔푘+1 ∈ ∂푓(푥푘+1), update 푘 = 푘 + 1
End While
The algorithm involves only the solution of linear programming problems, and the following
result, proved in [24], shows that the algorithm generates a finite sequence and that it terminates
at a stationary point 푥★, namely a point satisfying the following condition:
(푔★)푇 (푥− 푥★) ≥ 0, ∀푥 ∈ 푃 (4)
with 푔★ ∈ ∂푓(푥★).
Proposition 1 The Frank-Wolfe algorithm with unitary stepsize converges to a vertex statio-
nary point of problem (3) in a finite number of iterations.
Now we consider the basic FP heuristic without any perturbation (i.e. without Step 4) and we
show that it can be interpreted as the Frank-Wolfe algorithm with unitary stepsize applied to a
concave, nondifferentiable merit function.
First of all, we can easily see that
Δ(푥, 푥˜푘) =
∑
푗∈퐼:푥˜푘푗=0
푥푗 −
∑
푗∈퐼:푥˜푘푗=1
푥푗 .
At each iteration, the Feasibility Pump for mixed 0-1 problems computes, at Step 1, the solution
of the LP problem
푥¯푘+1 ∈ argminΔ(푥, 푥˜푘)
s.t. 퐴푥 ≥ 푏 (5)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼.
Then, at Step 3, it rounds the solution 푥¯푘, thus giving 푥˜푘+1.
These two operations can be included in the unique step of calculating the solution of the
following LP problem:
min
∑
푗∈퐼:푥¯푘푗< 12
푥푗 −
∑
푗∈퐼:푥¯푘푗≥ 12
푥푗
s.t. 퐴푥 ≥ 푏 (6)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼,
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which can be seen as the iteration of the Frank Wolfe method with unitary stepsize applied to
the following minimization problem
min
∑
푖∈퐼
min{푥푖, 1− 푥푖}
s.t. 퐴푥 ≥ 푏 (7)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼.
4 New nonsmooth merit functions for the FP approach
As we have seen in the previous section, the basic Feasibility Pump is equivalent to minimizing
a separable nonsmooth function which penalizes the 0-1 infeasibility, namely
휓(푥) =
∑
푖∈퐼
휙(푥푖) (8)
where 휙 : 푅→ 푅 is a concave nonsmooth function given by
휙(푡) = min{푡, 1− 푡}. (9)
Taking into account the Remark 1, we propose new functions 휙 that should improve the ability
of the algorithm to force the new LP-feasible solution to have the same (integer) value as the
integer feasible solution obtained at the previous iteration. Our idea is to replace the linear
terms in 휙 with suitable nonlinear terms that lead to a merit function 휓 whose feature is that
of encouraging the change of a bunch of variables rather than distributing this change over all
the variables.
We start by giving an example in 푅2.
Example 1 Suppose we are given an integer point 푥퐼 = (0, 0)푇 and a value 0 < 훿 < 0.5.
Suppose to distribute the 훿 value between the variables in two different ways, namely 푥퐴 = (0, 훿)푇
and 푥퐵 = ( 훿2 ,
훿
2)
푇 . Consider now a suitable concave function such as
휙(푡) = min
{
ln(푡+ 휀), ln[(1− 푡) + 휀]}.
As we can see in Fig.1, we have
휓(푥퐴)− 휓(푥퐼) = 휙(0) + 휙(훿)− 2휙(0) < 2휙(훿/2)− 2휙(0) = 휓(푥퐵)− 휓(푥퐼),
or equivalently
휓(푥퐴) < 휓(푥퐵).
More in general, given a point 푥퐼 = (푥퐼0, . . . , 푥
퐼
푛) ∈ {0, 1}푛, a value 0 < 훿 < 0.5 and two points
푥퐴 = (푥퐼0, . . . , 푥
퐼
푖 + 훿¯, . . . , 푥
퐼
푛) and 푥
퐵 = (푥퐼0 +
훿¯
푛 , . . . , 푥
퐼
푛 +
훿¯
푛) with
훿¯ =
{
훿 if 푥퐼푖 = 0,
−훿 if 푥퐼푖 = 1,
choosing the concave function used in the Example 1
휙(푡) = min
{
ln(푡+ 휀), ln[(1− 푡) + 휀]},
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Figure 1: Behavior of the penalty term 휙(푡) = min
{
ln(푡+ 휀), ln[(1− 푡) + 휀]}.
we obtain
휓(푥퐴) < 휓(푥퐵).
On the other hand, since the terms inside the 휙 function of the Feasibility Pump are linear we
have
휓(푥퐴) =
∑
푖∈퐼
min{푥퐴푖 , 1− 푥퐴푖 } =
∑
푖∈퐼
min{푥퐵푖 , 1− 푥퐵푖 } = 휓(푥퐵).
The following theoretical result gives us a guideline for choosing the nonlinear terms for the 휙
function:
Proposition 2 Let 푓 : R→ R be a lower bounded concave function and let
푓ˆ = inf
푥∈R
푓(푥)
be its lower bound. Then, given 푥푖 ∈ R, 푖 = 1, . . . , 푛
푛∑
푖=1
(푓(푥푖)− 푓ˆ) ≥ 푓
(
푛∑
푖=1
푥푖
)
− 푓ˆ . (10)
Proof. See Appendix A. □
In this work, starting from Proposition 2 and the ideas developed in [23, 25], we replace the
term (9) by the following concave nonsmooth terms:
Logarithmic function
휙(푡) = min
{
ln(푡+ 휀), ln[(1− 푡) + 휀]} (11)
Hyperbolic function
휙(푡) = min
{− (푡+ 휀)−푝,−[(1− 푡) + 휀]−푝} (12)
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Concave function
휙(푡) = min
{
1− exp(−훼푡), 1− exp(−훼(1− 푡))} (13)
Logistic function
휙(푡) = min
{
[1 + exp(−훼푡)]−1, [1 + exp(−훼(1− 푡))]−1} (14)
where 휀, 훼, 푝 > 0. In Fig. 2, we compare the 휙 term related to the FP heuristic with those given
by (11)-(14).
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Figure 2: Comparison between the original FP term (dashed line) and the new terms (solid
line).
For the merit functions described above it is possible to prove the following equivalence result:
Proposition 3 Let 푓 be a Lipschitz continuous function bounded on P. For every penalty term
(11)-(14) a value 휀¯ > 0 exists such that, for any 휀 ∈]0, 휀¯], problem
min 푓(푥), s.t. 푥 ∈ 푃, 푥푖 ∈ {0, 1}, ∀푖 ∈ 퐼 (15)
and problem
min 푓(푥) + 휓˜(푥, 휀), s.t. 푥 ∈ 푃, 0 ≤ 푥푖 ≤ 1, ∀푖 ∈ 퐼 (16)
where
휓˜(푥, 휀) =
⎧⎨
⎩
휓(푥) if 휓 is given by (8) and 휙 by (11)-(12)
1
휀
휓(푥) if 휓 is given by (8) and 휙 by (13)-(14)
have the same minimum points.
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Proof. See Appendix A. □
This theoretical result, although not strictly related to the aim of the present work, highlights
the potentials of the merit functions (11)-(14). In fact, it indicates that the analysis carried out
in this paper can be extended to an exact penalty approach for solving MIP problems.
Remark 2 The penalty functions presented can be divided into two classes:
- Functions which tends to be unbounded from below as an inner penalty parameter goes to
zero, namely those obtained by (11) and (12) terms.
- Functions that are always bounded between zero and one, namely those obtained by (13)
and (14).
The FP merit function belongs to the second class.
5 A reweighted version of the Feasibility Pump heuristic
The use of the merit functions (11)-(14) defined in the previous section leads to a new FP
scheme in which the ℓ1-norm used for calculating the next LP-feasible point is replaced with a
“weighted” ℓ1-norm of the form
Δ푊 (푥, 푥˜) =
∑
푗∈퐼
푤푗 ∣푥푗 − 푥˜푗 ∣ = ∥푊 (푥− 푥˜)∥1, (17)
where
푊 = 푑푖푎푔(푤1, . . . , 푤푛)
and 푤푗 , 푗 = 1, . . . , 푛 are positive weights depending on the merit function 휓 chosen. The main
feature of the method is the use of an infeasibility measure that
- tries to discourage the optimal solution of the relaxation from being far from 푥˜ (similarly
to the original FP algorithm);
- takes into account, in some way, the information carried by the LP-feasible points obtained
at the previous iterations of the algorithm for speeding up the convergence to 0-1 feasible
points.
Here we report an outline of the algorithm:
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Reweighted Feasibility Pump (RFP) - basic version
Initialization: Set 푘 = 0, let 푥¯0 := argmin{푐푇푥 : 퐴푥 ≥ 푏}
If (푥¯0 is integer) return 푥¯0
Compute 푥˜0 = 푟표푢푛푑(푥¯0)
While (not stopping condition) do
Step 1 Compute 푥¯푘+1 := argmin{∥푊 푘(푥− 푥˜푘)∥1 : 퐴푥 ≥ 푏}
Step 2 If (푥¯푘+1 is integer) return 푥¯푘+1
Step 3 Compute 푥˜푘+1 = 푟표푢푛푑(푥¯푘+1)
Step 4 If (cycle detected) 푥˜푘+1 = 푝푒푟푡푢푟푏(푥˜푘)
Step 5 Update 푘 = 푘 + 1
End While
We assume that the round and perturb procedures are the same as those described in Section 2 for
the original version of the FP heuristic. Anyway, different rounding and perturbing procedures
can be suitably developed.
Following the same reasoning of Section 3, we can reinterpret the reweighted FP heuristic without
perturbation as the unitary stepsize Frank-Wolfe algorithm applied to the merit function 휓. Let
us now consider a generic iteration 푘 of the reweighted FP. At Step 1, the algorithm computes
the solution of the LP problem
푥¯푘+1 ∈ argminΔ푊 푘(푥, 푥˜푘)
s.t. 퐴푥 ≥ 푏 (18)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼.
Then, at Step 3, it rounds the solution 푥¯푘, thus giving 푥˜푘+1.
Similarly to the FP algorithm, these two operations can be included in the unique step of
calculating the solution of the following LP problem:
min
∑
푗∈퐼:푥¯푘푗< 12
푤푘푗 푥푗 −
∑
푗∈퐼:푥¯푘푗≥ 12
푤푘푗 푥푗
s.t. 퐴푥 ≥ 푏 (19)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼.
By setting
푤푘푗 = ∣푔푘푗 ∣
with 푔푘 ∈ ∂휓(푥¯푘), Problem (19) can be seen as the iteration of the Frank Wolfe method with
unitary stepsize applied to the following minimization problem
min휓(푥)
s.t. 퐴푥 ≥ 푏 (20)
0 ≤ 푥푗 ≤ 1 ∀푗 ∈ 퐼.
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Then the weighted distance can be interpreted as a way of “pumping” the integrality of 푥˜푘
into the new feasible point 푥¯푘+1, while somehow trying to discourage the integer-constrained
components of the LP-feasible point sequence {푥¯푘} from changing their values once they get
integer. In order to highlight the differences between the ℓ1-norm and the weighted ℓ1-norm we
report the following example:
Example 2 Consider the MILP problem:
min 푐푇푥 (21)
s.t. 푥 ∈ 푃
푥 ∈ {0, 1}3
where 푃 ⊂ [0, 1]3 is the polyhedron in Fig. 3. Let 푥퐿 = ( 920 , 18 , 18) be the solution of the linear
relaxation of (21) and 푥퐼 = (0, 0, 0) be its rounding. The minimization of Δ(푥, 푥퐼) = ∥푥− 푥퐼∥1
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Figure 3: Feasible set of Problem 21.
over 푃 leads to 푥푁 =
(
1
8 ,
1
8 ,
1
8
)
, since ∥푥푁 − 푥퐼∥1 < ∥푥− 푥퐼∥1, for all 푥 ∈ 푃 .
Consider now the weighted ℓ1-norm obtained using the logarithmic merit function
휓(푥) =
∑
푖∈퐼
min
{
ln(푥푖 + 휀), ln[(1− 푥푖) + 휀]
}
,
where 휀 is a small positive value. By minimizing the weighted distance between 푥 and 푥퐼 over
푃 , we obtain the point 푥퐹 = (1, 0, 0). In fact, we have
Δ푊 (푥
퐹 , 푥퐼) < Δ푊 (푥, 푥
퐼),
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for all 푥 ∈ 푃 . Thus the ℓ1-norm finds a solution which does not satisfy the integrality con-
straints, while the reweighted ℓ1-norm gets an integer feasible solution.
6 Numerical Results
In this section we report computational results to compare our version of the FP with the
Feasibility Pump algorithm described in [12]. The test set used in our numerical experience
consists of 43 instances of 0-1 problems from MIPLIB [2]. All the algorithms were implemented
in C and we have used ILOG Cplex [21] as solver of the linear programming problems. All tests
have been run on an Intel Core2 E8500 system (3.16GHz) with 3.25GB of RAM.
We compare the FP with the reweighted version in three different scenarios:
1 Randomly generated starting points: for the terms (9), (11)-(14), we solved the
corresponding penalty formulation (20) by means of the Frank-Wolfe algorithm using 100
randomly generated starting points. The aim of the experiment was to highlight the ability
of each penalty formulation in finding an integer solution.
2 FP vs RFP: in order to evaluate the effectiveness of the new penalty functions, we
compared the Feasibility Pump algorithm with the reweighted Feasibility Pump, in which
the distance Δ푊 (푥, 푥˜) is defined using the terms (11)-(14).
3 FP vs Combined RFP: we made a comparison between the Feasibility Pump algorithm
and the reweighted Feasibility Pump with the distance Δ푊 (푥, 푥˜) obtained combining two
different penalty terms. The aim of the experiment was to show that the combination of
two different functions can somehow improve the RFP algorithm performance.
We performed our experiments using:
- Penalty term (9) denoted by FP;
- Penalty term (11) denoted by Log, with 휀 = 0.1;
- Penalty term (12) denoted by Hyp, with 휀 = 0.1;
- Penalty term (13) denoted by Conc, with 훼 = 0.5;
- Penalty term (14) denoted by Logis, with 훼 = 0.1.
6.1 Computational results for randomly generated starting points
The results obtained on the 43 MIPLIB problems when using randomly generated starting points
are shown in Table 1, where we report, for each method,the number of feasible points detected
(♯ f.s.).
We can observe that the results obtained by means of the concave and the logistic functions, in
terms of number of integer feasible solutions found, are comparable with those of the FP penalty
function and slightly better than those obtained using the logarithmic and hyperbolic penalty
functions. Anyway, the logarithmic and hyperbolic functions find, for a consistent number of
12
problems, the highest number of integer feasible solutions, so giving a good tool for finding an
integer feasible solution.
This preliminary computational experience seems to confirm the validity of the new nonsmooth
penalty functions in the search for integer feasible solutions over a polyhedral set and show that
the functions here proposed can be a valid alternative to the FP penalty function. Furthermore,
we remark that a wider availability of efficient penalty functions is important since it can ease
the search of integer feasible solutions for different classes of problems.
6.2 Comparison between FP and RFP
The results of the comparison between the Feasibility Pump algorithm and the reweighted
version obtained using the penalty terms (11)-(14) are shown in Tables 2 and 3. On the vertical
axis of the tables, we have
∙ the number of iterations needed to find a solution (Iter),
∙ the objective function value of the first integer feasible solution found (Obj),
∙ the CPU time (Time).
We stop the algorithms if an integer solution is found or if the limit of 1500 iterations is reached.
In case of failure, we report “-” for both Obj and Time. For four problems (liu, mod011,
modglob, opt1217 ) the minimum-cost solution of the first LP relaxation is already an integer
feasible solution, then no iterations of FP and RFP algorithms are performed. Since these
problems are not meaningful for the comparison, we do not report the results in the tables.
By taking a look at the tables, we can notice that the RFP algorithm obtained using the
Conc penalty (Conc-RFP algorithm) and the one obtained using the Logis penalty (Logis-
RFP algorithm) are competitive with the FP in terms of both number of iterations and CPU
time. They are also better than the RFP algorithm with the Log penalty (Log-RFP algorithm)
and the one with theHyp penalty (Hyp-RFP algorithm) that, in addition, have a larger number
of failures. Despite these facts, Log-RFP and Hyp-RFP algorithms generally give good results
in terms of objective function value. In particular, the Log-RFP and the Hyp-RFP respectively
find the best objective function value for 15 and 17 instances over 43. The high number of
failures might be due to the strong nonlinearity of the Log and Hyp functions, for which
suitable perturbation heuristics should be developed.
6.3 Comparison between FP and combined RFP
As we have seen in Remark 2 the penalty functions can be divided into two classes:
(1) those generated by Log and Hyp terms;
(2) those generated by FP, Conc and Logis terms.
In this subsection, we show the effects of combining a function belonging to the first class, with
any function of the other class.
Given two penalty functions 휓1(푥) and 휓2(푥), we can combine their effects by defining, at
iteration 푘 of the RFP algorithm, the following terms for the matrix 푊 푘:
푤푘푗 = 휆
푘∣푔푘푗 ∣+ (1− 휆푘)∣ℎ푘푗 ∣ 푗 = 1, . . . , 푛
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with 휆푘 ∈ [0, 1], 푔푘푗 ∈ ∂휓1(푥¯푘) and ℎ푘푗 ∈ ∂휓2(푥¯푘). We report the results obtained combining the
following functions:
- Fp term and Log, denoted by FP+Log;
- Conc term and Log term, denoted by Conc+Log;
- Logis term and Log term, denoted by Logis+Log.
We set 휓1(푥) equal to the penalty function obtained using the Log term and 휓2(푥) equal to
the other penalty function. We start with 휆0 = 1 and we reduce it every time a perturbation
occurs. More precisely, we can have two different cases:
- Weak Perturbation Update: 휆푘+1 = 0.5휆푘
- Strong Perturbation Update: 휆푘+1 = 0.1휆푘
When a strong perturbation occurs, it means that the algorithm is stuck in a cycle. Then the
updating rule significantly changes the penalty term, so moving towards the function belonging
to the second class.
The results of the comparison between the Feasibility Pump algorithm and the combined RFP
algorithm are shown in Tables 4 and 5. On the vertical axis of the tables, we have
∙ the number of iterations needed to find a solution (Iter),
∙ the objective function value of the first integer feasible solution found (Obj),
∙ the CPU time (Time).
We stop the algorithms if an integer solution is found or if the limit of 1500 iterations is reached.
When a failure occurs, we report “-” for both Obj and Time. Also in this case, we do not report
the results for problems: liu, mod011, modglob, opt1217.
As we can easily notice from the results reported in the tables, the combined RFP is competitive
with the original version of the FP. Furthermore, the Log function combined with another
penalty function generally gives better results than the Log function by itself.
6.4 Benchmarking Algorithms via Performance Profiles
In order to give a better interpretation of the results generated by the various algorithms we
decided to use performance profiles [11]. We consider a set 퐴 of 푛푎 algorithms, a set 푃 of 푛푝
problems and a performance measure 푚푝,푎 (e.g. number of iteration, CPU time). We compare
the performance on problem 푝 by algorithm 푎 with the best performance by any algorithm on
this problem using the following performance ratio
푟푝,푎 =
푚푝,푎
min{푚푝,푎 : 푎 ∈ 퐴} .
Then, we obtain an overall assessment of the performance of the algorithm by defining the
following value
휌푎(휏) =
1
푛푝
size{푝 ∈ 푃 : 푟푝,푎 ≤ 휏},
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which represents the probability for algorithm 푎 ∈ 퐴 that the performance ratio 푟푝,푎 is within
a factor 휏 ∈ 푅 of the best possible ratio. The function 휌푎 represents the distribution function
for the performance ratio. Thus 휌푎(1) gives the fraction of problems for which the algorithm 푎
was the most effective, 휌푎(2) gives the fraction of problems for which the algorithm 푎 is within
a factor of 2 of the best algorithm, and so on. In Figures 4 and 5, we report the performance
profiles related to the comparison between FP and RFP, in terms of number of iterations and
CPU time, for 휏 ∈ [0, 휏¯ ], with 휏¯ = 2 and 휏¯ = 5. From Figure 4 it is clear that Conc-RFP,
Logis-RFP and Hyp-RFP functions have a higher number of wins with respect to FP both in
terms of number of iterations and computational time. Furthermore, if we choose to be within
a factor of 2, Conc-RFP and Logis-RFP are the best solvers and have a probability to solve a
problem within a factor 2 greater than 80%. When we consider a factor of 5 (see Fig. 5), FP,
Conc-RFP and Logis-RFP show similar performance.
In Figures 6 and 7, we report the performance profiles related to the comparison between FP
and combined RFP, in terms of number of iterations and CPU time, for 휏 ∈ [0, 휏¯ ], with 휏¯ = 2
and 휏¯ = 5. From Figure 6 we can notice that all the versions of the combined RFP algorithm
have a higher number of wins with respect to FP both in terms of number of iterations and
computational time. When we choose to be within a factor of 2, we have that
- Logis+Log-RFP show the best performance in terms of number of iterations;
- Logis+Log-RFP, Conc+Log-RFP and FP+Log-RFP are the best solvers in terms of CPU
time (with a probability greater than 90%);
Finally, if we choose to be within a factor of 5 (see Fig. 7), the combined RFP versions are
slightly worse than FP in terms of iterations, but show better CPU time performance.
7 Conclusions
In this paper, we started by interpreting the Feasibility Pump heuristic as a Frank-Wolfe method
applied to a nonsmooth concave merit function. Then, we proposed new concave penalty func-
tions that can be included in the FP scheme. Due to their nonlinear structure, these new
functions should speed up the convergence towards integer feasible points. We reported compu-
tational results on a set of 43 difficult 0-1 MIP problems. The numerical experience we reported
shows that the new version of the Feasibility Pump obtained by means of the proposed func-
tions compares favorably with the original version of the FP. Apart from the improvement in
efficiency, these experiments also highlight that the new merit functions are good alternatives
to the FP function. As a final remark, we point out that a wider availability of efficient penalty
functions is important since it can facilitate the search of integer feasible solutions for different
classes of problems.
Future work will be devoted to the definition of new perturbing procedures suitable to the
proposed functions, to the extension of our approach to MIP problems with general integer vari-
ables and to the development of new FP-like methods that, by taking into account the objective
function values, guarantee the improvement of the solution quality.
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Figure 4: Comparison between FP and the different RFP versions. Performance profiles (휏 = 2)
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8 Appendix A
For convenience of the reader we report the proofs of the theoretical results presented in the
paper.
Here is the proof of Proposition 2.
Proof of Proposition 2. Let
푥1 = 휃푦1 + (1− 휃)푧1,
푥2 = 휃푦2 + (1− 휃)푧2
with 휃 ∈ [0, 1] and 푦1, 푧1, 푦2, 푧2 as the following
푦1 =
푛∑
푖=1
푥푖, 푧1 =
푥1 − 휃(
∑푛
푖=1 푥푖)
1− 휃 ,
푦2 =
푥2 − (1− 휃)(
∑푛
푖=1 푥푖)
휃
, 푧2 =
푛∑
푖=1
푥푖.
Since 푓 is concave, we can write
푛∑
푖=1
(푓(푥푖)− 푓ˆ) = 푓(푥1) + 푓(푥2) +
푛∑
푖=3
(푓(푥푖)− 푓ˆ)− 2푓ˆ
= 푓(휃푦1 + (1− 휃)푧1) + 푓(휃푦2 + (1− 휃)푧2) +
푛∑
푖=3
(푓(푥푖)− 푓ˆ)− 2푓ˆ
≥ 휃푓(푦1) + (1− 휃)푓(푧2) +
푛∑
푖=3
(푓(푥푖)− 푓ˆ) + (1− 휃)푓(푧1) + 휃푓(푦2)− 2푓ˆ
= 푓
( 푛∑
푖=1
푥푖
)
+
푛∑
푖=3
(푓(푥푖)− 푓ˆ) + (1− 휃)(푓(푧1)− 푓ˆ) + 휃(푓(푦2)− 푓ˆ)− 푓ˆ
≥ 푓
( 푛∑
푖=1
푥푖
)
− 푓ˆ . (22)
The last inequality (22) follows since 푓(푥)− 푓ˆ ≥ 0, ∀푥 ∈ R. □
In order to prove Proposition 3, we recall a general result concerning the equivalence between
an unspecified optimization problem and a parameterized family of problems.
Consider the problems
min 푓(푥) (23)
s.t. 푥 ∈푊
min 푓(푥) + 휓(푥, 휀) (24)
s.t. 푥 ∈ 푋
We state the following
25
Theorem 1 Let 푊 and 푋 be compact sets. Let ∥ ⋅ ∥ be a suitably chosen norm. We make the
following assumptions.
A1) The function 푓 is bounded on 푋 and there exists an open set 퐴 ⊃ 푊 and a real number
퐿 > 0, such that, ∀ 푥, 푦 ∈ 퐴, 푓 satisfies the following condition:
∣푓(푥)− 푓(푦)∣ ≤ 퐿∥푥− 푦∥. (25)
The function 휓 satisfies the following conditions:
A2) ∀ 푥, 푦 ∈푊 and ∀ 휀 ∈ ℝ+,
휓(푥, 휀) = 휓(푦, 휀).
A3) There exist a value 휀ˆ and, ∀ 푧 ∈ 푊 , there exists a neighborhood 푆(푧) such that, ∀ 푥 ∈
푆(푧) ∩ (푋 ∖푊 ), and 휀 ∈]0, 휀ˆ], we have
휓(푥, 휀)− 휓(푧, 휀) ≥ 퐿ˆ∥푥− 푧∥, (26)
where 퐿ˆ > 퐿 is chosen as in (25). Furthermore, let 푆 =
∪
푧∈푊
푆(푧), ∃ 푥¯ /∈ 푆 such that
lim
휀→0
[휓(푥¯, 휀)− 휓(푧, 휀)] = +∞, ∀ 푧 ∈푊, (27)
휓(푥, 휀) ≥ 휓(푥¯, 휀), ∀ 푥 ∈ 푋 ∖ 푆, ∀ 휀 > 0. (28)
Then, ∃ 휀˜ ∈ ℝ such that, ∀ 휀 ∈]0, 휀˜], Problems (23) and (24) have the same minimum points.
Proof. See [23].
Now we give the proof of the Proposition 3, with
푊 =
{
푥 ∈ 푃 : 푥푖 ∈ {0, 1}, ∀푖 ∈ 퐼
}
, 푋 =
{
푥 ∈ 푃 : 0 ≤ 푥푖 ≤ 1, ∀푖 ∈ 퐼
}
.
Proof of Proposition 3. As we assume that the function 푓 satisfies assumption 퐴1) of Theo-
rem 1, the proof can be derived by showing that every penalty term (11)-(14) satisfies assumption
퐴2) and 퐴3) of Theorem 1.
Consider the penalty term (11).
Let 푐 be the cardinality of 퐼, for any 푥 ∈푊 we have
휓(푥, 휀) = 푐 ⋅ log(휀)
and 퐴2) is satisfied.
We now study the behavior of the function 휙(푥푖), 푖 ∈ 퐼, in a neighborhood of a point 푧푖 ∈ {0, 1}.
We distinguish three different cases:
1. 푧푖 = 0 and 0 < 푥푖 < 휌 with 휌 <
1
2 : We have that 휙(푥푖) = ln(푥푖 + 휀) which is continuous
and differentiable for 0 < 푥푖 < 휌, so we can use mean value Theorem obtaining that
휙(푥푖)− 휙(푧푖) =
(
1
푥˜푖 + 휀
)
∣푥푖 − 푧푖∣, (29)
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with 푥˜푖 ∈ (0, 푥푖). Since 푥˜푖 < 휌, we have
휙(푥푖)− 휙(푧푖) ≥
(
1
휌+ 휀
)
∣푥푖 − 푧푖∣. (30)
Choosing 휌 and 휀 such that
휌+ 휀 ≤ 1
퐿ˆ
, (31)
we obtain
휙(푥푖)− 휙(푧푖) ≥ 퐿ˆ∣푥푖 − 푧푖∣. (32)
2. 푧푖 = 1 and 1 − 휌 < 푥푖 < 1 with 휌 < 12 : We have that 휙(푥푖) = ln(1 − 푥푖 + 휀) which
is continuous and differentiable for 1 − 휌 < 푥푖 < 1, so we can use mean value Theorem
obtaining that
휙(푥푖)− 휙(푧푖) =
(
− 1
1− 푥˜푖 + 휀
)
(푥푖 − 푧푖) =
( 1
1− 푥˜푖 + 휀
)
∣푥푖 − 푧푖∣, (33)
with 푥˜푖 ∈ (푥푖, 1). Since 휌 < 12 and 푥˜푖 > 1− 휌 we have 11−푥˜푖 > 1휌 then
휙(푥푖)− 휙(푧푖) ≥
(
1
휌+ 휀
)
∣푥푖 − 푧푖∣. (34)
We have again that (32) holds when 휌 and 휀 satisfy (31).
3. 푧푖 = 푥푖 = 0 or 푧푖 = 푥푖 = 1: We have 휙(푥푖)− 휙(푧푖) = 0.
We can conclude that, when 휌 and 휀 satisfy (31),
휓(푥, 휀)− 휓(푧, 휀) ≥ 퐿ˆ
∑
푖∈퐼
∣푥푖 − 푧푖∣ ≥ 퐿ˆ sup
푖∈퐼
∣푥푖 − 푧푖∣ (35)
for all 푧 ∈푊 and all 푥 such that sup푖∈퐼 ∣푥푖 − 푧푖∣ < 휌.
Now we define 푆(푧) = {푥 ∈ R푛 : sup푖∈퐼 ∣푥푖−푧푖∣ < 휌} and 푆 =
∪푁
푖=1 푆(푧푖) where 푁 is the number
of points 푧 ∈푊 .
Let 푥¯ /∈ 푆 be such that ∃푗 ∈ 퐼 : 푥¯푗 = 휌 (푥¯푗 = 1− 휌) and 푥¯푖 ∈ {0, 1} for all 푖 ∕= 푗, 푖 ∈ 퐼.
Let {휀푘} be a sequence such that 휀푘 → 0 for 푘 →∞, we can write for each 푧 ∈푊 :
lim
푘→∞
[휓(푥¯, 휀푘)− 휓(푧, 휀푘)] = lim
푘→∞
(
[ln(휌+ 휀푘) + (푐− 1) ln(휀푘)]− 푐 ln(휀푘)
)
=
lim
푘→∞
(
ln(휌+ 휀푘)− ln(휀푘)
)
= +∞
and (27) holds.
Then ∀푥 ∈ 푋∖푆, and ∀휀 > 0 we have for the monotonicity of the logarithm:
휓(푥, 휀)− 휓(푥¯, 휀) =
∑
푖 ∕=푗
min{ln(푥푖 + 휀), ln(1− 푥푖 + 휀)} − (푐− 1) ln(휀)
+ min{ln(푥횥˜ + 휀), ln(1− 푥횥˜ + 휀)} − ln(휌+ 휀) ≥ 0,
where 휌 ≤ 푥횥˜ ≤ 1− 휌. Then (28) holds, and Assumption 퐴3) is satisfied.
The proofs of the equivalence between (15) and (16) using the other penalty terms follow by
repeating the same arguments used here. □
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