Considering both spatial and temporal partitioning, though potentially profitable, increases the complexity of the design space of applications for run-time reconfigurable architectures. In particular, the number of ways to partition is exponential and dynamic reconfiguration cost is difficult to estimate. These difficulties are particularly challenging for the implementation of neighborhood searches over the design space, such as the sheer amount of design space to be searched and time taken to evaluate each design point accurately. In order to address these challenges, this paper presents a framework that enables fast navigation of the design space using any neighborhood search schemes. The key is a neighborhood relation which spans the entire spatial and temporal partitioning design space. Computed over a SEQUITUR compressed loop trace structure, this relation enables the fast estimation of neighboring design points. We implemented two neighborhood searches, Hill-Climb and Tabu search, to evaluate our technique. On four non-trivial benchmarks, these searches are accelerated by up to two orders of magnitude when using our proposed technique while finding optimal results most of the time.
Introduction
Dynamically reconfigurable system-on-chip (SoC) solutions where an embedded processor core is tightly coupled with programmable logic (e.g., FPGAs, PLDs etc.) have recently become commercially viable. Examples include Virtex 4 FAX [1] . Typically, the programmable logic may be subjected to two forms of partitioning: spatial and temporal. Spatial partitioning allows multiple kernels to share the hardware at any single time instance. Temporal partitioning allows different configurations to be reconfigured at different time instances (thus employing dynamic run-time reconfiguration). The former has the advantage of high resource utilization but limits the speedup obtainable from each kernel. The latter has the advantage of resource virtualization but incurs the penalty of reconfiguration overhead. This paper seeks to combine the two by enabling the fast exploration of a design space that encompasses both approaches.
When considering both spatial and temporal partitioning, a design point may fall into one of the following categories, as shown in Figure 1 . Static Single-kernel(SS) is the case where a single kernel is implemented in hardware without dynamic reconfiguration. Neither spatial nor temporal partitioning is required. In Figure 1 , only loop a is selected to be realized in hardware. Static Multi-kernel(SM) is the case where the hardware is spatially partitioned among multiple kernels. There is no temporal partitioning. In Figure  1 , loops a and c share the hardware. the rest are executed in software. Dynamic Single-kernel(DS) is the case where the hardware is temporally partitioned such that at any point exactly one kernel occupies the entire hardware. There is no spatial partitioning in this case. In Figure 1 loop a and loop c occupy the hardware at time t 0 and t 2 , respectively. Loop b and d are executed in software. Finally, Dynamic Multikernel(DM) is the case where the Hardware is both spatially and temporally partitioned. In Figure 1 , loop a,b share the hardware between time t 0 and t 2 and they are swapped out by loops c, d at time t 2 .
Factors such as the application's runtime behavior, the available hardware resource and the reconfiguration overhead determines which of the four will yield better results. Restricting the search space to any one of these categories may result in sub-optimal results. The entire design space has to be explored in order to achieve the optimal solution. Furthermore, the estimation of the reconfiguration cost is non-trivial due to the non-deterministic nature of controlflow applications. These factors complicate the evaluation of the design point.
Neighborhood searches such as GRASP [5] and Tabu [6] have been used to solve complex combinatorial problems effectively. Thus one way to traverse the design space is to use some form of neighborhood search. A key insight in speeding up such searches is that all these techniques involve evaluating the neighbors of the current design point. Such evaluations are often time-consuming. In this paper, we will propose a way of speeding up such neighborhood searches. In particular, the main contributions of this paper are the following. Firstly, We define a neighborhood relationship among the design points that facilitates the navigation of the entire design space, both spatial and temporal. Secondly, We propose an efficient way of computing reconfiguration cost for the neighboring design points. Last but not least, Our experiments show that by employing our neighborhood estimation over a SEQUITUR-compressed loop trace, speeds up neighborhood searches by up to two orders of magnitude. Furthermore, it reports the optimal design point most of the time.
Preliminaries
In this section, we formally define notions used in the description of our technique in Section 3.
The design space
The design space in the context of this paper is defined in terms of the following parameters.
• K1 . . . KN : Candidate kernels (loops)
• ki,1 . . . ki,m i : Different hardware implementation instances of kernel Ki with varying area and performance
• a(ki,j): Area required by kernel instance ki,j
• s(ki,j): Savings in execution time due to choosing ki,j of kernel Ki over its software execution
• Loop trace indicating the run-time execution sequence of the candidate kernels
• A: Total hardware area constraint
• ρ: Time to perform one reconfiguration
The loop trace and candidate loops can be obtained through profiling [11] . The savings and area estimates of alternate hardware implementations can be obtained through behavioral synthesis and other methods of estimation. The details of profiling and estimation are beyond the scope of this paper and are orthogonal to its contribution. For particular architectures, we assume that ρ and A are constants.
Configurations and partitions
We define a configuration to be a non-empty set of kernels. A configuration instance is a particular implementation of a configuration. A configuration instance is obtained from a configuration by choosing particular instances corresponding to each member kernel. Using the example in Figure 1 , a configuration can be of the form {K a , K b } but configuration instance will be of the form {k a.i , k b.j }, where k a.i , k b.j are hardware instances of loops a and b, respectively. The total area required by all the kernel instances in a configuration instance must not exceed the hardware area constraint. Given a configuration, selecting an optimal configuration instance is a sub-problem of the entire designspace exploration problem. Switching from one configuration to another incurs a reconfiguration cost.
A set of configurations is called a partition. Similarly, a partition instance is a particular implementation of a partition. A partition instance is obtained from a partition by choosing particular instances corresponding to each member configuration. A partition consisting of a single configuration corresponds to static configuration. This is SS when the configuration is a singleton, and SM otherwise. A partition with more than one configuration implies dynamic reconfiguration. This is DS when all the configuration are singletons, and DM otherwise. An empty partition implies that no kernel was chosen for hardware implementation. It should be noted that a chosen partition implicitly implies that the other kernels have been designated for software implementation. For a partition P , we refer the set of kernels designated for hardware implementation as HW (P ) and the set of the kernels designated for software implementation as SW (P ) = {K 1 , . . . , K N } − HW (P ).
We have chosen to enforce a constraint that a loop kernel can appear in at most one configuration in a partition. The reason for such a constraint is if a loop is allowed to have multiple hardware versions, then it becomes necessary to dynamically infer the context under which a particular hardware version of the loop should be loaded, which further complicates the problem.
We now define the savings (in execution time) for configuration and partition instances.
Equation 1 shows the savings of a configuration instance. The savings of a configuration instance is simply the sum of the savings of its member hardware kernel instances. We compute the total savings of a partition instance in Equation 2 by offsetting the total reconfiguration time against the total savings of the member configuration instances. n(P ) is the expected number of reconfigurations for partition instance P and ρ is the time to perform one reconfiguration.
We shall now describe how our neighbors of a given current point in the design space can be evaluated over a SEQUITUR-compressed trace of loops.
Fast Evaluation of Neighboring Design Points
We consider the exploration of the design space described above using some neighborhood search scheme. One of the key components that is common among these search strategies is the evaluation of the design points within a certain neighborhood. We shall now describe a neighborhood relationship between partitions that both complete in coverage of the partitioning space and does not recompute unnecessarily when evaluating the neighbors of an evaluated partition. The necessary components of our techniques are 1)Loop traces encoded using SEQUITUR grammar, 2)Evaluation of a single partition (without any evaluated neighbors), 3)The neighborhood relationship proper and 4)Evaluation of a partition's neighboring points. We shall now describe each of these.
Evaluating a partition
We evaluate a partition by determining the optimal way to implement the partition. The savings of a partition instance depends on the savings of its member configuration instances and the number of reconfigurations. However, all the partition instances corresponding to a partition requires the same number of reconfigurations for a given loop trace. In the example shown in Figure 1 , if loops a and b are put in one configuration, and c and d are put in another, there will be only one reconfiguration per iteration of the outer while loop, regardless of the instances of the loops chosen to be implemented in hardware. Therefore, an optimal partition instance can be obtained by simply choosing optimal configuration instances. Given this insight, we need both a method for choosing an optimal configuration instance and a method for calculating the number of reconfigurations. These are described in the following subsections.
Computing optimal configuration instance
Each loop kernel is associated with a number of alternative hardware implementations. A naive approach to find the optimal instance corresponding to a configuration would be to enumerate all feasible instances. However, this approach does not scale either with the number of kernels or with the number of instances corresponding to each kernel.
We handle this problem by pruning the number of instances corresponding to a kernel. We only keep the paretooptimal instances corresponding to each kernel. Intuitively speaking, these instances are more efficient in terms of area utilization, giving better speedups with less area. After this pruning, the optimal configuration instance is found by an exhaustive enumeration of the remaining feasible configuration instances. We do not synthesize the configuration instances at this stage. Rather, the savings of a particular configuration instance is estimated using Equation 1 along with the area requirement.
Loop trace compression using SEQUITUR graph
We can compute the reconfiguration cost of any given partition by going through the entire trace. However, this step could be costly in terms of computation due to the size of the traces. Therefore, we compress the loop trace using SEQUITUR, in a format amenable for reconfiguration cost computation, as shown in the later subsections.
The SEQUITUR algorithm developed by NevillManning [12] compresses a sequences of symbols (loop ids) by building hierarchical structures of frequently repeated sub-sequences. The SEQUITUR algorithm represents a finite string σ as a context free grammar. whose language is a singleton set {σ}. The SEQUITUR grammar can be represented as a directed acyclic graph. Each leaf vertex in the DAG corresponds to a candidate loop. Each intermediate vertex in the DAG represents a sub-trace and the root vertex represents the entire loop trace. An in-order traversal of the sub-graph rooted at a vertex retrieves the corresponding sub-trace. For example, an in-order traversal of the graph shown in Figure 3 generates the sequence ababacacbcbcababacacbcbcd.
Computing the number of reconfigurations
We can efficiently compute the number of reconfiguration of a partition through a single bottom-up traversal of the SEQUITUR DAG G = (V, E) where V is the set of vertices and E the set of edges with complexity O(V +E). During the traversal for a particular partition, each vertex v in the DAG is labeled with the following: (1) 
) and 0 otherwise. The leaf vertices would be the base case where the loop sub-trace consists of only one candidate loop corresponding to the leaf vertex. Let v be a leaf vertex. n(v) would be 1 if the candidate loop has been designated for hardware, 0 otherwise. f (v) and l(v) would be the candidate loop if the candidate loop has been designated for hardware, null otherwise. At the end of the traversal, the label at the root vertex yields the number of reconfigurations corresponding to the entire loop trace.
The neighborhood relationship
The neighbor of a partition (in the design space) is obtained by either (1) removing a hardware kernel from any of the member configurations (removing the entire configuration if the configuration becomes empty) or (2) adding a kernel currently in software into the partition(thus designating it for hardware implementation), either into one of the existing configurations or as a new configuration containing only this new kernel. Figure 2 shows a partition {{a}, {b, c}} with all of its neighboring partitions. The removal of kernel c from the partition gives us the neighboring partition {{a}, {b}}. There are 3 ways to add kernel d into the partition. Thus, adding d gives us partitions {{a}, {b, c, d}}, {{a, d}, {b, c}} and {{a}, {b, c}, {d}}. Removal of kernel b gives us partition {{a}, {c}} and removing kernel a leaves us with {b, c}. There are 6 neighbors in all. The partition {{c}} cannot be {{a}, {b, c}'s neighbor because they differ by more than one kernel.
A partition {{K c }} cannot be P 's neighbor because they differ by more than one kernel. In general, a partition P has |SW (P )| × (|P | + 1) + |HW (P )| neighbors, where HW (P ) and SW (P ) are the set of hardware and software kernels for partition P , respectively. |P | is the number of configurations in partition P . This relationship is complete in the sense that any partition may be constructed starting from an empty partition (by adding the kernels one by one) and the empty partition may be reached by destructing any partition as well (by removing the kernels one by one).
From Figure 2 , we observe that the reconfiguration cost of the neighboring design points cannot be computed simply by adding or subtracting the number of occurrence of the kernel added or removed to the design point. For example, when kernel c is removed, the reconfiguration cost does not decrease by 2 even though c's occurrences in the loop trace is 2. In the next section, we propose a way to compute the reconfiguration cost of neighbors efficiently by making use of the SEQUITUR graph.
Evaluating the neighbors simultaneously
In Section 3.1.3, we have shown how to compute the number of reconfigurations of a partition efficiently using a compressed loop trace. However, the number of neighbors of a partition can be quite large. Therefore, traversing the SEQUITUR graph for each neighbor can be quite expensive. Instead, given a partition P , we propose a method to compute the reconfiguration cost of all its neighbors through a single bottom-up traversal of the SEQUITUR graph.
Our method is based on the observation that only certain sequences in the loop trace need to be considered in order to compute the reconfiguration cost of a neighboring partition. Let K be an arbitrary kernel in configuration C of partition P , i.e., K ∈ C ∈ P . The loop trace contains many sequences of the form of < K x , S, K, S , K y > where K x , K y ∈ HW (P ) and S, S are (possibly empty) sequences of software kernels. In each of these sequences, there are three mutually exclusive possibilities:
1. K x or K y is in the same configuration as K. In this case, removing K has no effect on the number of reconfigurations. 2. K x and K y are in the same configuration, but not in the same one as K. In this case, removing K results in the savings of two reconfigurations. 3. K x , K y and K are in distinct configurations. In this case, removing K results in the saving of one reconfiguration.
The effect of removing a kernel K can thus be computed after identifying all distinct sequences of the form s =< K x , S, K, S , K y > and the number of times, w(s), each of these sequences occurs in the trace. The decrease in number of reconfigurations d(s) can then be computed based on the three cases above. The total savings in number of reconfigurations is s d(s) × w(s). The effect of adding kernels can be computed in a similar way. Therefore, given a partition P , we need to enumerate all sequences of the form < K x , S, K i , S , K y > and their frequency for each candidate kernel K i . This will allow us to compute the number of reconfigurations of a partition obtained through addition (if in software) or removal (if in hardware) of kernel K i from partition P . By employing an extension of the labeling proposed in Section 3. can be performed through one bottom-up traversal of the SEQUITUR graph.
Extending the labeling and enumerating the sequences
We observe that these sequences < K x , S, K i , S , K y > will always span two consecutive sub-traces. The extreme case of these sub-traces would be one sub-trace having one loop and the other sub-trace having two loops. Given that the each vertex in the SEQUITUR graph represents a subtrace, we need to label the vertices in a way that allows such sequences to be identified easily. Consider sub-traces represented by (not necessarily distinct) vertices v i and v i+1 that are next to each other in the original trace (i.e. v i and v i+1 would be children of the same parent vertex direct siblings). Assume further that the sub-trace represented by v i to be < . . . , K 1 , S 1 , K 2 , S 2 > and the sub-trace represented by v i+1 to be < S 3 , K 3 , S 4 , K 4 , . . . > where K 1 , K 2 , K 3 , K 4 ∈ HW (P ) and S 1 , S 2 , S 3 , S 4 represents (possibly empty) sequences of software kernels. In order to enumerate the < K x , S, K, S , K y > sequence that spans these 2 sub-traces, we need to consider two cases. If K is in hardware, then both K 2 and K 3 are candidates for K. If K is in software, then all kernels occurring in S 2 and S 3 are candidates for K. We further note that once K i is identified, K x and K y can be easily identified by finding the nearest preceding and subsequent hardware kernel.
The above consideration leads to the conclusion that both the first two and the last two hardware kernels of the subtraces are needed to identify K x , K and K y . All software kernels in the sub-trace occurring before the first hardware kernel and after the last hardware kernel are also needed. Thus, we label each vertex, v i , with a H tag and an S tag, as shown in Figure 3 , where kernels a, c and d have been chosen for hardware implementation.
The H tag consists of two pairs of indices The first pair would be the first two hardware kernels of the sub-trace represented by v i . The second pair would be the last two hardware kernels in the same sub-trace. In cases when the sub-trace represented by the v i does not contain at least 2 hardware kernels (e.g., in the case of leaf vertices), the nonexistent hardware kernels would be labeled with ' '.
The S tag consists of two (possibly empty) sets of indices. The first set contains the software kernels that occur in the sub-trace represented by v i before the first hardware kernel. The second set contains the software kernels that occur in the sub-trace represented by v i after the last hardware kernel. In cases when the sub-trace does not contain any hardware kernels, all the kernels contained in the subtrace are added to both sets.
This labeling process, i.e., computing the H and S tags, is done in a single bottom-up traversal of the SEQUITUR tree. Assuming that all the children vertices of v i are properly labeled, the H and S tags of v i can be computed using the H and S tags of the first and last child of v i .
With the H and S tags in hand, we can now enumerate the < K x , S, K i , S , K y > sequences of v i . It turns out that this can be done in the same bottom-up traversal by examining the labels of v i 's siblings and concatenating the possible sequences. For example, according to the tags of vertex C, there is only one hardware kernel a that occurs in the sub-trace represented by vertex C and b is the only software kernel that occurs after a. According to the tags of vertex D, the first hardware kernel of the sub-trace represented by vertex D is a. Thus the sequence <a,b,a> spans the two sub-traces represented by vertex C and D. In fact, the sequence <a,b,a> also spans the sub-traces represented by two consecutive occurrences of vertex C. Thus, this sequence occurs twice in the sub-trace represented by vertex B and since vertex B itself has an occurrence count of 2, the sequence <a,b,a> occurs four times in total. With all the necessary sequences enumerated, all the neighbors of a design point can be evaluated easily based on Equation 2.
Putting it all together
A crucial step during a neighborhood search usually involved the following steps: evaluation of the current design point, comparison with neighboring design points and eventually selecting one particular neighboring design point to be the next step of the search. Figure 4 shows what happens during such a step in a search. It shows a partial view of the relevant design space, enumerated sequences and labeled SEQUITUR graph for 2 consecutive steps of a search. The current design point is shown in bold while the ignored design points during the step are shaded.
Initially, the current partition of the search is {{a}, {c, d}}. When considering the move of adding kernel b into configuration {a} (i.e. move to {{a, b}, {c, d}}), the occurrence count of enumerated sequences < a, b, a > and < c, b, c > used to compute the change in the reconfiguration cost in such a move. Since kernel a and b would be in the same configuration, the increase in reconfiguration count is 2. Similar computations can be made for the other neighbors and are left as an exercise for the reader. The partition {{a, b}, {c, d}} is selected(the criterion depends on the search algorithm) for the next step in the search. Consequently, the SEQUITUR tree needs to be relabeled according to the methods described in section 3.3.1. To complete the move, sequences < a, c, b > and < b, a, c > are enumerated to reflect the case that kernel b is now in hardware. The search can thus continue after the move is completed.
Experimental Evaluation

Experimental setup
We use four non-trivial benchmarks for our experimental evaluation: a JPEG encoder(cjpeg), a JPEG decoder (djpeg), an encryption key exchange program (dh), and an MPEG encoder (mpegenc). We use the Trimaran compiler infrastructure [7] to generate the input parameters for the design space exploration problem. In particular, we have implemented a loop profiler that selects a loop kernel (both inner and outer) as a candidate if its computation time exceeds more than 1% of the entire application.
In view of a lack of estimation tools, we have to pregenerate the area and timings estimation. We applied loop unrolling with various loop unroll factors to each candidate loop kernel. To obtain hardware performance and area required for each kernel instance, we automatically generate Handel-C code [2] from Trimaran's Elcor intermediate representation. The timings and area estimations of these alternate hardware implementations are subsequently obtained through synthesis using the Celoxica DK design suite and Xilinx ISE tools. The target FPGA for synthesis is the Xilinx 2000E model [1] . To evaluate our framework, we developed three searches: Exhaustive, Hill-Climb and Tabu. Exhaustive search In a pre-processing phase, we compute the optimal configuration instances corresponding to all possible configurations of the candidate kernels using the method described in section 3.1.1. The main phase then enumerates all possible partitions. The enumeration algorithm used is by Kreher and Stinson [10] . This algorithm ensures the proper enumeration of all the partitions. The savings of a partition is defined as the savings of its optimal instance. Evaluation of the savings of a partition is described in Section 3.1. The partition instance with the maximum savings is chosen as the optimal partition instance. It should be noted that apart from how the optimal configuration instances are chosen, the Exhaustive search algorithm does not make use of the rest of the framework. Hill-Climb search We start with an empty partition. This ensures that our solution is at least as good as an allsoftware solution to begin with. We then evaluate all its neighbors using the technique described in the previous subsection. We choose the neighbor with the maximum savings (i.e., minimum execution time). The search then moves to this new design point and examines its neighbors. We always maintain the best partition obtained so far. The search terminates at a design point if we cannot find any partition in the neighborhood that is better than the current best partition. It should be noted that our Hill-Climb search draws heavily on the framework described in Section 3, making full use of the neighborhood relationships and the efficient evaluation of the neighbors. Tabu search We modify the Hill-Climb search so that the search does not terminate when a local maximum is reached. Instead, we maintain a tabu list of design points which have been visited and the most profitable neighbor is always visited, regardless of whether the neighbor yields more savings than the current design point. If the particular neighbor design point is on the tabu list, the next most profitable neighbor not present on the tabu list is visited. The search terminates when the number of moves made reaches a certain limit. In our experimentation, d the number of entries on the tabu list is 100 and the maximum number of We have implemented the search algorithms in C++ compiled by gcc version 4.1.2. We run the experiments on a 2.8 GHz Pentium 4 machine in the GNU-Linux environment. All the run-time of the search algorithms reported are based on Pentium's hardware cycle counters. The Trimaran framework allows us to define a VLIW machine with 4 integer units, , 1 branch unit and 1 load/store unit. We obtain the cycle-accurate measure of the all-software solution based on the simulator reports of the Trimaran framework. Table 1 show the number of candidates kernels for each benchmark and the average running times of the implemented searches for all benchmarks. These values are obtained by running the experiments with varying input parameters described in section 4.2. This table demonstrates the infeasibility of the exhaustive search approach. The number of kernels increases the running exponentially, even though cjpeg has the smallest compressed trace among all the benchmarks, the running time was close to 4 hours to run the exhaustive search. Table 1 shows the average running time of the Hill-Climb search and Tabu search as well. It should be noted that the length of the trace dominates the running time when the number of kernels is the same. We can conclude this by observing that the running time of dh is longer compared to djpeg even though the number of kernels is the same. Our experiments show that Hill-Climb is able to find the optimal design point more than 90% of the cases while Tabu search found the optimal design point in all of our experiments. Both Figure 5 and Figure 6 plots the results of exhaustive search in order to give an idea of the design space. The lines on the graphs have been labeled with the benchmark name and the plotted points with shapes to indicate the type of the solution. For example, following Figure 5 , benchmark dh yields a SM partition under a resource constraint of 5K slices and then a DS partition under the resource constraint of 6K slices. Beyond, the resource constraint of 16K slices, dh is optimally implemented with SM. It should be noted that while many of the plotted points show DM to be the optimal partition, the kernels included in the partition are not uniformly the same for the same benchmark. Sometimes, as resource constraints increase or decrease, certain kernels has to be moved to software or hardware, though the resulting partition is still ostensibly DM. Figure 5 plots the speedups of the optimal design point through exhaustive search against increasing resource area. The reconfiguration time is set at 10 µseconds. We observe that placing multiple kernels in hardware yields the optimal results in most cases except for dh. For the dh benchmark, if the resource available goes beyond 15K slices, the SM will give better speedup than DM. This is because when the area is large enough to be shared by all the kernels, we no longer gain from dynamic reconfiguration. If the resources available decrease below 7K slices, DS and SM gives better speedup. This could be because the available resources becomes too small to hold multiple kernel. It should be mentioned that though the graph shows DM to be an optimal design point most of the time, the partition solutions for each benchmark are not the same throughout.
Figures 6 plot speedups of the optimal design point as reconfiguration time increases. The area is fixed at 10,000 logic slices. The speedups of cjpeg and djpeg remain almost constant because the optimal design point gives a partition which yields quite a small reconfiguration cost while achieving the speedup at the same time. As a result, the change in the reconfiguration cost is insufficient to alter the Table 2 . Slow-down of trace and seq Tabu and Hill Climb optimal design point. For the dh benchmark, if the reconfiguration time is small, it will still employ dynamic reconfiguration with multiple kernels. The trade-off between more kernels and reconfiguration cost comes in when the reconfiguration time increases beyond 15µseconds.
Impact of using SEQUITUR and the neighborhood relation
In order to demonstrate the difference made when the SEQUITUR compressed trace and neighborhood relationship are used, we implemented -trace and -seq versions of the Tabu and Hill-Climb search. The -trace version traverses the uncompressed loop trace to compute the reconfiguration cost of a design point. The -seq version traverses the compressed SEQUITUR loop trace and calculates reconfiguration cost without the neighborhood relationship, i.e. using the technique described in section 3.1.3 every time a design point is evaluated. Table 2 shows the various slow-downs of these implementation compared to the Tabu and Hill-Climb searches that employ both the SEQUITUR compressed trace and neighborhood relationship. The slow down is significant. Although using the -seq version gives about an order of magnitude of speedup compared with the -trace version, employing the neighborhood relationship makes the search a further order of magnitude faster in general, except in the case of Hill-Climb search for cjpeg.
Related Works
Research work on hardware-software partitioning may be categorized according to the granularity of computation being placed in reconfigurable logic. Many works [4, 3] have focused on partitioning acyclic task graphs (i.e. assigning task nodes to either software or hardware for execution). These approaches exploit task-level parallelism. The reconfiguration cost model considered is thus simple because each hardware task needs only be reconfigured once.
Other works [11, 13] focused on selecting loops for hardware implementation to exploit instruction level parallelism. Among these, Koch et al's [9] proposal of configuration merging is closest to our work. They proposed a dynamic programming algorithm that merges the configurations with minimal number of reconfigurations. However, minimizing reconfigurations does not imply maximal overall performance gain. More recently, Huynh et al. [8] proposed an iterative heuristic to partition applications for dynamically reconfigurable custom instruction sets.
Conclusion
We considered the problem of exploring the design space of dynamically reconfigurable architectures for spatial and temporal partitioning . Specifically, we proposed a means of speeding up neighborhood searches of such design spaces by a novel method of estimating the design points near the current one in a compressed trace. We showed that our technique works for both Hill-Climb and Tabu search. On 4 benchmarks, we found that using our proposed method, the searches were faster by up to two orders of magnitude while reporting near-optimal solution most of the time.
