There have been steady demands for a speech segmentation method to handle various speech applications. Conventional segmentation algorithms show reliable performance but they require a sufficient training database. This letter proposes a manner class segmentation method based on the acoustic event and landmark detection used in the knowledge-based speech recognition system. Measurements of sub-band abruptness and additional parameters are used to detect the acoustic events. Candidates of manner classes are segmented from the acoustic events and determined based on the knowledge of acoustic phonetics and acoustic parameters. Manners of vowel/glide, nasal, fricative, stop burst, stop closure, and silence are segmented in this system. In total, 71% of manner classes are correctly segmented with 20-ms error boundaries.
Introduction
A framework for a knowledge-based speech recognition system was described by Stevens [1] . In constrast to a traditional speech recognition system, this framework extracts acoustic events and acoustic cues for finding landmarks and distinctive features of speech signals that comprise the first steps in initiating the speech perception process. Since these distinctive features are only extracted at specific acoustic events, features provide both acoustic phonetic cues and timing information. Thus, a landmark and event detection algorithm can be efficiently applied to a segmentation algorithm.
Detection of landmarks was studied by Liu [2] and by Salomon [3] . They focused on finding glottal vibration and abrupt landmarks correlated with voiced speech, stop, fricatives, and nasals. In the studies of Howitt [4] and Chen [5] , landmark detection methods for vowels and nasal consonants were proposed, while a study on semivowels was carried out by Espy-Wilson [6] . In these studies, acoustic events and landmarks were conflated. Further study of acoustic event and landmark detection attempt to explicitly separate these layers [7] . Based on the acoustic events and landmarks, articulator-free features are extracted. The features include [vocalic] , [consonantal] , [sonorant] , [continuant] , and [strident] .
There have been steady demands for phoneme segmentation for various speech applications, such as speaker Manuscript recognition and text-to-speech conversion. Generally, segmentation methods based on Hidden Markov Models (HMMs) have been widely used [8] . Although the HMMbased method shows reliable performance, it requires a labeled training database. In contrast to the HMM-based approach, acoustic events and landmark detection are implemented based on the knowledge of phonetic information. Thus, the proposed system only requires a minimal training process.
In this letter, we propose a manner class segmentation method based on the knowledge-based speech recognition scheme. In Sect. 2, a manner class segmentation method based on acoustic events and speech landmarks detection is presented. Performance of segmentation is discussed in Sect. 3. In Sect. 4, we summarize and conclude this letter.
Manner Class Segmentation
HMM-based speech segmentation is conducted with a topdown approach. However, human perception of speech signals is processed as bottom-up. This system attempts to implement a segmentation system similar to the human perception process. When humans listen to uttered speech, timing information of acoustic events or landmarks are prominently perceived [1] . Thus, this study determines manner class segments by combining acoustic events and speech landmarks. We use acoustic event and landmark detection methods to extract the parameters [7] . Four types of acoustic events are extracted from the system: voicing (+/ − g), vocalic activity Copyright c 2014 The Institute of Electronics, Information and Communication Engineers (vpeak/vdip), sonorancy (+/− s), and frication burst (+/−b). Additionally, timing cues about vowel, glide, sonorant consonant, and obstruent consonant are detected. Overall, 85% of acoustic events and speech landmarks are correctly detected using acoustic event and landmark detection method.
The overall process of the proposed system is shown in Fig. 1 . The speech signal is segmented into manner classes, which are vowel/glide, nasal, fricative/affricate, stop burst, stop closer, and silence, based on the extracted acoustic events and landmarks. Segmentation is separately performed for voicing and unvoicing regions.
The voicing region that contains glottal vibration is determined by +g/ − g pairs. To reduce the errors caused by voicing stop, voicing probability (VP) and RMS (root mean square) energy parameters are tested. The decision rule for voicing regions are VP is higher than 0.9 and RMS energy is higher than the average RMS energy. In contrast to the voicing segments, the unvoicing region does not contain glottal vibration and is determined from the pairs of +b/ − b.
Feature Analysis
Additional parameters used in the decision step are the first formant (F1), relative energy, difference between low frequency and high frequency energies, spectral center of gravity (SCOG), and normalized zero-crossing rate (ZCR). Thresholds of additional features used in the segmentation process are determined by the analysis of 240 sentences selected from the 'SX' sentences in the TIMIT training set [9] .
ZCR for frame n is computed by followed equation:
where, F s and l denote sampling frequency and frame size. SCOG for frame n is computed by
where, S n (i) denotes the power spectral density of the ith frequency bin, f i denotes the frequency of ith index, and N denotes the frequency resolution. The energy ratio denotes the difference between low-frequency energy and high-frequency energy. Low-frequency energy is computed from the frequency range between 50 and 1000 Hz, and high-frequency energy is computed from the 3.5 to 7 kHz. Average values of additional features are tabulated in Table 2 . The ZCR has a relatively lower value for voicing segments compared to fricatives and stop. The variance of voicing segments and unvoicing segments is about 0.001 and 0.05, respectively. The SCOG has a similar pattern to ZCR. The variance of voicing segments is below 100 Hz, while those of unvoiced segments are about 1 kHz. For nasal segments, SCOG is noticeably smaller than other classes. The Energy ratio also effectively discriminate voicing and unvoicing segments. Furthermore, fricatives and stops can be classified from the features. F1 is only measured for voicing segments. As mentioned in previous studies [5] , [10] , minimum values of F1 are observed for nasal classes.
Segmentation of Voicing Region
Voicing segments generally include manners of vowel, glide, and nasal. As shown in Fig. 2 , nasals are segmented from voicing by sonorant events (+s/ − s pairs). For the locations of nasals and adjacent vowels, nasals can be divided into pre-vocalic, mid-vocalic, and post-vocalic. The candidates for the nasal segment are between +g and +s for pre-vocalic, between +s and −s for mid-vocalic, and between −s and −g for post-vocalic nasal. Detection of +/ − s events only use obstruent changes of sub-band energy; thus, it is insufficient to determine the segment of nasal consonants.
To enhance the accuracy of nasal segmentation, additional features are applied to the decision step. Nasal consonants have different characteristics for energy and frequency compared to vowels. Nasals have lower energy than adjacent vowels, and most energy is concentrated in frequency ranges between 200 and 400 Hz. Furthermore, changes in the low-frequency band energy is noticeably smaller than vowels [10] . To represent the characteristics of nasal, A1 − P0, A1 − P1, and the first formant (F1) are used in the decision step [5] . P0 and P1 denote peak amplitudes around 250 Hz and 1 kHz, respectively, and A1 denotes F1 amplitudes (0−788 Hz). The function of additional parameters are A1 − P0 < 0.07dB and A1 − P1 < 10dB. The F1 of nasals are less than other vowel classes. Average values of F1 for vowel and liquid are measured about 500 Hz, however, nasal consonants are 400 Hz. Additionally, SCOG and ZCR are added to detect the characteristics of the lowfrequency band concentration. The SCOG of nasal is below 500 Hz; however, other voicing classes are around 600 to 700 Hz.
The vpeak and vdip are marked as the vowel and glide location. However, glides such as /w/ and /y/, have an ambiguous region boundary; thus, these two manners are not strictly separated in this study. Landmarks of vowels and glides provide the cues of remaining voicing segments regardless of whether the segments are vowels or glides.
Segmentation of Unvoicing Region
Unvoicing segments contain manners of fricative, affricate and stop. The sequential steps of segmentation are depicted in Fig. 3 . Although acoustic events and landmarks provide only the timing information of associated classes, additional features are applied to the conversion of timing cues and segments. First, silence segments are determined for regions that are not associated with +/ − g and +/ − b events. Frication bursts associated with fricative (affricate) and stops are determined by the duration and relative energy parameters of each segment. Fricatives are observed at the acoustic events between +b and −b. In contrast to the voicing segments, fricatives and stops have different characteristics. Fricatives have a higher intensity than other consonant classes, and energy is distributed above 2 kHz. The duration of a fricative is longer than a stop consonant. Thus, additional features used in the decision process are relative energy, energy ratio, ZCR, and SCOG. Relative energy is computed by the ratio between current frame and average energy.
For candidates of obstruent consonants, decision rules of fricatives and affricates are relative energy > 0.75, energy ratio < 0.0, ZCR > 0.30, SCOG > 2.5kHz and duration > 60 ms. In decision rules of stop, relative energy < 0.75, en- ergy ratio > 0.0, 0.15 < ZCR < 0.28, 1.5 kHz < SCOG < 2.5kHz, and duration < 60ms are used. Additionally, stop closure segments are determined from the silence segments, which are located in front of the stop burst. In contrast to the silence segments, stop closure segments accompany abrupt changes at the end of a segment. Furthermore, stop bursts have a higher intensity at a frequency range above 1 kHz [11] and changes in SCOG also have local maximum values at the end of segments.
Experimental Results
In this section, we measured the performance of the proposed segmentation method. Performance measurement was evaluated based on phone labels from the TIMIT corpus [9] . 2310 sentences in the TIMIT training set are used for training HMM and SVM based systems. For performance evaluation, 840 sentences in the TIMIT test set are selected. Therefore, there is no overlap between training and testing data.
Error boundaries for acoustic event detection were limited to 20ms where the transcription corresponds with each type of TIMIT label. Performance was measured by correct and accuracy. The correct score was computed by the ratio of correct count to total count. Accuracy was obtained by subtracting the misdetection count from correct count.
Reference experiments using HMM were carried out using HTK [12] . We used 12-order mel-frequency cepstral coefficients (MFCC), including 0th coefficients, and their delta and acceleration coefficients for manner class segmentation. Three-state left-to-right HMMs were modeled with eight mixture Gaussian mixture models (GMM). Support vector machine (SVM)-based manner class segmentations using acoustic parameters [13] were also compared. In the SVM-based method, 13 acoustic phonetic parameters are trained and tested by SVM for various types of kernels. Segmentation results are compared in Table 3 . For comparison, sonorant (vowel/glide), stop, fricatives, nasal, and silence were tested. The conventional method using HMM achieved 69.7% correct and 64.9 % accuracy. The SVM-based system showed a better performance than HMMs with MFCC. Our proposed method obtained a slightly lower performance for the correct score than the SVM-based system; however, it had a higher accuracy than other methods. Table 4 shows the accuracy of each manner class for error boundaries. The fricatives, which include fricative and affricates, obtained about 71% accuracy. Voiceless consonants, such as /s/, /sh/ and /ch/, had a high segmentation accuracy. Most of the errors occurred in voiced consonants, such as /v/, /dh/, /jh/, and /z/. Similar to the fricatives, voiced stops, such as /b/, /d/, and /g/, had a lower accuracy than voiceless stop consonants. Figure 4 shows an example of the segmentation results. The first line marked "SEG" shows the label of the proposed segmentation, and the second line marked "PHN" denotes a TIMIT label. Notation of the segmentation results are described in the brackets of Table 4 . The segment marked "G" is the undetermined segments in +/ − g pairs, they include glottal stops and flap sounds. In this study, we exclude the irregular phoneme labels such as glottal stops, which is shown in /ix/ of Fig. 4 . Another difference between the TIMIT labels and the proposed segmentation is observed in /jh/. The affricates accompany the obstruent closure and obstruent burst. Thus, the result of the proposed method obtains "CL" and "H", however, TIMIT label has only one segment.
Conclusions and Future Work
This study describes a manner class segmentation method using the acoustic event and landmark detection algorithm. The proposed system is implemented based on the knowledge of acoustics phonetics; thus, it requires less training and a labeled database compared to the traditional segmentation method.
For manner class segmentation, the candidates of acoustic events and speech landmarks, such as +/−g, +/− s, and +/ − b, are extracted. Segmentation is performed by combining the extracted cues. In the decision process, decision rules are proposed for additional features, which include the spectral center of gravity (SCOG), energy ratio, relative energy, duration, voicing probability, and these rules are applied in the process. Manner classes, such as vowel/glide, nasal, fricative, stop burst, stop closure, and silence, are segmented from the speech signal. The performance of the proposed system has a higher correct rate and better accuracy than the HMM-based system and also has lower misdetection rate compared to the SVM-based system.
Acoustic events and landmarks detection mainly uses the abrupt changes of a spectrogram; thus, it is limited in its ability to segment the slowly changing manner classes, such as glide and diphthong. Furthermore, the proposed system segments speech using acoustic events and landmarks extracted from other algorithm, so accuracy of the system depends on the performance of acoustic event and landmark detection systems. In future work, improvement of glide detection is required, and detection of articulator-bound features should be applied to proposed system for segmenting specific phoneme classes. To reduce cumulative errors, a feedback search method will be addressed in the extended study.
