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Abstract
The dominant theme of this thesis is the construction of matrix representations
of finite solvable groups using a suitable system of generators. For a finite
group G, generated by n elements x1, . . . , xn, say, to know an F-representation
(ρ,V), we need to know only ρ(xi)’s. If V is finite dimensional, for the matrix
representation of ρ, we choose a basis of V, and w.r.t. that basis we need to
find matrices for ρ(xi)’s. If F is a field of characteristic 0 or prime to |G| and
(ρ,V) is an irreducible F-representation of G, then (ρ,V) lies as a minimal left-
sided ideal in the semisimple group ring F[G]. So for the matrix representation
of ρ, we find a basis of V as elements of F[G], and w.r.t. that basis we find
the matrices for ρ(xi)’s. We follow this procedure for constructing irreducible
matrix representations of finite solvable groups over C, the field of complex
numbers.
For a finite solvable group G of order N = p1p2 . . . pn, where pi’s are primes,
there always exists a subnormal series: 〈e〉 = Go < G1 < · · · < Gn = G such
that Gi/Gi−1 is isomorphic to a cyclic group of order pi, i = 1, 2, . . . , n. Associ-
ated with this series, there exists a system of generators consisting n elements
x1, x2, . . . , xn (say), such that Gi = 〈x1, x2, . . . , xi〉, i = 1, 2, . . . , n, which is called
a “long system of generators”. In terms of this system of generators and con-
jugacy class sum of xi in Gi, i = 1, 2, . . . , n, we present an algorithm for con-
structing the irreducible matrix representations of G over C within the group
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algebra C[G]. This algorithmic construction needs the knowledge of primitive
central idempotents, a well defined set of primitive (not necessarily central)
idempotents and the “diagonal subalgebra” of C[G]. In terms of this system of
generators, we give simple expressions for the primitive central idempotents,
a well defined system of primitive (not necessarily central) idempotents and a
convenient set of generators of the “diagonal subalgebra” of C[G].
For a finite abelian group, we present an algorithm for constructing the in-
equivalent irreducible matrix representations over a field of characteristic 0 or
prime to the order of the group and a systematic way of computing the prim-
itive central idempotents of the group algebra. Besides that, we give simple
expressions of the primitive central idempotents of the rational group alge-
bra of a finite abelian group using a “long presentation” and its Wedderburn
decomposition.
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Chapter 1
Introduction
The thesis mainly consists of the algorithmic construction of matrix representa-
tions of finite solvable groups and the computation of primitive central idem-
potents of semisimple group algebras. Two basic problems in ordinary repre-
sentation theory of finite groups are
1. construction of the inequivalent irreducible matrix representations of a
finite group over a field of characteristic 0 or prime to order of the group;
2. computation of the primitive central idempotents of a semisimple group
algebra.
The theme of this thesis work is to solve these two problems for certain classes
of groups over certain fields. This dissertation consists of the following works:
1. Let G be a finite group and F be a field of characteristic 0 or prime to |G|.
We show that F-conjugacy of an element of order n in G is the union of
certain conjugacy classes, and which can be determined by the decompo-
sition of n-th cyclotomic polynomial Φn(X) into irreducible polynomials
over F. We give a formula for computing the primitive central idempo-
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tents of F[G], in terms of ”F-conjugacy classes”, which can be obtained
from the ”F-character table” of G.
2. The classical approach to complex representations of finite solvable groups
is based on Clifford theory (see [3], [4], [14]). We study this approach in
details with various examples and note some important observations.
3. We present an algorithm for constructing the inequivalent irreducible ma-
trix representations of a finite solvable group over the field of complex
numbers using a ”long presentation”. In terms of ”system of long genera-
tors”, we obtain simple expressions for the primitive central idempotents,
a well-defined system of primitive (not necessarily central) idempotents
and a convenient set of generators of the ”diagonal subalgebra” of the
complex group algebra of a finite solvable group.
4. For a finite abelian group G and a field F of characteristic 0 or prime
to |G|, we present an algorithm for constructing the irreducible matrix
representations of G over F and present a systematic way of computing
the primitive central idempotents of F[G]. Besides that, we give simple
expressions of the primitive central idempotents in Q[G] using a ”long
presentation” of G and find its Wedderburn decomposition.
1.1 Definitions
We begin with some basic definitions, which can be found in [5], [28].
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1.1.1 Representations
Definition 1.1.1. Let G be a finite group and F be a field. Let V be a finite
dimensional vector space over F. An F-representation (ρ,V) of G is a homo-
morphism ρ : G → GL(V). The dimension of V is called the degree of the
representation (ρ,V), and is denoted by degρ.
Remark 1.1.1. If ρ : G → GL(V) is an F-representation of G, then to understand ρ
we do not need to know ρ(x) for every x in G. If G has a presentation
G = 〈 x1, x2, ..., xn | · · · 〉,
where x′is are certain generators, satisfying certain relations, then every element of G
can be expressed as a word in x1, x2, . . . , xn, not necessarily in a unique way. Then to
know ρ we need to know only ρ(xi)
′s.
1.1.2 Long presentations
Definition 1.1.2. A subnormal series of a group G is a chain of subgroups
〈e〉 = G0 < G1 < · · · < Gn = G
such that, for all i, Gi+1 is normal in Gi.
Definition 1.1.3. A finite group G is solvable if it has a subnormal series
〈e〉 = G0 < G1 < · · · < Gn = G
such that each factor group Gi+1/Gi is a cyclic group of prime order.
Definition 1.1.4. Let G be a finite solvable group. Then there is a subnormal
series 〈e〉 = G0 < G1 < · · · < Gn = G such that for i = 1, 2, . . . , n, we have
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Gi/Gi−1 is isomorphic to a cyclic group of prime order pi (say). Suppose that
xi is an element in Gi such that xiGi−1 is a generator of Gi/Gi−1. So G has a
presentation
〈 x1, x2, . . . , xn | xpii = wi(x1, x2, ..., xi−1), x−1i xjxi = wij(x1, x2, ..., xi−1) for j < i 〉,
where wi and wij are certain words in x1, x2, ..., xi−1. We call such a presen-
tation, a long presentation of G and {x1, x2, . . . , xn} is called long system of
generators or simply long generators.
Remark 1.1.2. Each element of G can be expressed uniquely as xa11 x
a2
2 ...x
an
n , where
0 ≤ ai < pi.
1.1.3 Primitive central idempotents
Let G be a finite group and F be a field. We consider all formal sums ∑g∈G αgg, αg ∈
F. We define operations on the formal sums by the rules
∑
g∈G
αgg+ ∑
g∈G
βgg = ∑
g∈G
(αg + βg)g
and
( ∑
g∈G
αgg)( ∑
h∈G
αhh) = ∑
g,h∈G
αgβhgh = ∑
t∈G
γtt, whereγt = ∑
g∈G
αgβg−1t.
We define α∑g∈G αgg = ∑g∈G ααgg, α ∈ F. With these definitions, it can be
shown that the set of all formal sums forms an F-algebra, which is denoted by
F[G] and is called the group algebra of G over F.
Artin-Wedderburn structure theorem on semisimple algebras (see [28], The-
orem 2.16) states that a semisimple group algebra F[G] is the direct sum of its
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minimal two sided ideals A1, A2, . . . , Ak (say), where each Ai is isomorphic to
a matrix ring over finite dimensional division algebra over F. Moreover, each
Ai is equal to F[G]ei , where ei, 1 ≤ i ≤ k satisfy the following properties:
(i) ei is an idempotent, i.e., e
2
i = ei;
(ii) ei is a central element of F[G], i.e., ei belongs to the center of F[G];
(iii) ei and ej are orthogonal, i.e., eiej = 0, for i 6= j;
(iv) 1 = e1 + e2 + · · ·+ ek;
(v) ei can not be written as ei = e
′
i + e
′′
i , where e
′
i and e
′′
i are orthogonal central
idempotents in F[G].
The set of elements of F[G] satisfying (i) − (v) is called the complete set of
primitive central idempotents of F[G].
1.1.4 PCI-diagrams
Let G be a finite group and H be a subgroup of G. Let F be a field with char-
acteristic 0 or prime to |G|. Let ΩG,F and ΩH,F denote the set of inequivalent
irreducible F-representations of G and H respectively. If (ρ,V) is a represen-
tation of G, then its restriction to H, denoted by ρ ↓GH or Res(V) ↓GH, is a
representation of H. There is an obvious correspondence φ : ΩG,F ⇀ ΩH,F,
which is associated with an irreducible representation ρ of G, the irreducible
components of ρ ↓GH .
Let
ρ ↓GH= ∑
i
miηi,
where mi is a natural number and ηi ∈ ΩH,F is the decomposition of ρ ↓GH into
irreducible representations of H over F. Then draw mi edges from ρ to ηi. We
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call this bipartite graph the restriction graph of the pair (G,H) and denote it
by Γ(G ↓ H). Pictorially, the directed restriction graph is:
•
•
• ...
...
...
ρ
ηr
η1
ΩG,F ⇀ ΩH,F
Γ(G ↓ H)
There is an adjoint correspondence ψ : ΩH,F ⇀ ΩG,F.
Let (η,W) be an irreducible representation of H. Then V := F[G]⊗F[H]W is
an F-vector space on which G starts acting from the left. Let {g1 = 1, g2, . . . , gn}
be a complete set of left-coset representatives of H in G. Then
V = (g1 ⊗W)⊕ (g2 ⊗W)⊕ · · · ⊕ (gn ⊗W) = W1 ⊕ · · · ⊕Wn.
To define action of G on V, it suffices to define action on elements of each
component gi ⊗W. Consider g ∈ G and gi ⊗ w ∈ gi ⊗W. Now ggi = gjh for
uniquely determined j (1 ≤ j ≤ n) and h ∈ H. Then we define g.(gi ⊗ w) =
ggi ⊗w. Notice that
ggi ⊗ w = gjh⊗ w = gj ⊗ hw ∈ gj ⊗W ⊆ V,
and this action is independent of a choice of left-coset representatives gi’s. The
corresponding representation is called the induced representation induced
from η, and is denoted by η ↑GH or Ind(W) ↑GH. Let
η ↑GH= ∑
j
njρj,
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where nj is a natural number and ρj ∈ ΩG,F, is the decomposition into ir-
reducible representations of G. Then we construct another directed bipartite
graph based again on the two sets ΩG,F and ΩH,F with nj edges joining η to
ρj. We call this directed bipartite graph, the induction graph of the pair (G,H)
and denote it by Γ(H ↑ G). Pictorially, the induction graph is:
•
•
•
...
...
...
η
ρs
ρ1
ΩH,F ⇀ ΩG,F
Γ(H ↑ G)
Theorem 1.1.1. (Frobenius Reciprocity) ([5], [7], [28], [25], [11]) Let G be a finite
group and H be a subgroup of G. Let F be a field of characteristic 0 or prime to the
order of G. Let (ρ,V) be a representation of G and (η,W) that of H. Then there is an
isomorphism of F-vector spaces
HomF[G](V, Ind(W) ↑GH) ≃ HomF[H](Res(V) ↓GH,W).
Corollary 1.1.1. Let G be a finite group and H be a subgroup of G. Let F be a field of
characteristic 0 or prime to |G|. Then the following statements are true.
(1) If the multiple edges are ignored, the directed bipartite graph Γ(G ↓ H) is same
as the directed bipartite graph Γ(H ↑ G) with arrows reversed.
(2) If F is an algebraically closed field, then the directed bipartite graph Γ(G ↓ H) is
same as the directed bipartite graph Γ(H ↑ G) with arrows reversed.
Definition 1.1.5. Let G be a finite group. Let F be a field with characteristic 0
or prime to |G|. Let
〈e〉 = G0 < G1 < G2 < · · · < Gn = G. (*)
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be a multiplicity free chain of subgroups. By Corollary 1.1.1, for each i =
1, 2, . . . , n, the restriction graph Γ(Gi ↓ Gi−1) is same as induction graph Γ(Gi−1 ↑
Gi) with arrows reversed, and ignoring arrows we abbreviate it simply by
Γ(Gi |Gi−1). There is 1 − 1 correspondence between the set of inequivalent
F-irreducible representations of Gi and the set of primitive central idempo-
tents in the semisimple group algebra F[Gi]. We attach to each vertex in
the undirected bipartite graph Γ(Gi|Gi−1), the corresponding primitive cen-
tral idempotent, and we call the resulting undirected bipartite graph a PCI-
diagram of the pair (Gi,Gi−1). We call the union of PCI-diagrams of all pairs
(Gi,Gi−1), i = 1, 2, . . . , n, a PCI-diagram of G over F associated with the series
(∗).
1.2 Motivation
In this section, we give the motivation of four works which are mentioned at
the beginning of this chapter.
(1) The Witt-Berman theorem (see [2], [5], Theorem 42.8) asserts that, for
a finite group G and a field F of characteristic 0, the number of irreducible
F-representations of G is equal to the number of ”F-conjugacy classes” of G,
which allows us to consider ”F-character table” like usual character table in
Frobenius theory on group representations. If F is an algebraically closed
field, there is a formula (see [29], [14], Corollary 2.1.7) for computing primitive
central idempotents of F[G] in terms of usual characters and usual conjugacy
classes. If F is non-algebraically closed field, there is also a formula for comput-
ing primitive central idempotents of F[G] (see [29], [14], Theorem 2.1.6), but we
express it in terms of irreducible F-characters and ”F-conjugacy classes”. Most
importantly, the complete set of primitive central idempotents of F[G] can be
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obtained from the ”F-character table”. When one asks for representations over
a non-algebraically closed field F, the arithmetic of F significantly comes into
play, in particular, the knowledge of which roots of unity lie in the field F. We
show that ”F-conjugacy class” of an element of order n is the union of certain
conjugacy classes of G, and which can be determined by the decomposition of
n-th cyclotomic polynomial Φn(X) into irreducible polynomials over F.
(2) The classical approach to representations of finite solvable groups over
algebraically closed fields is based on Clifford theory on group representations
(see [3], [4], [14], Section 3.6). But there is no such approach to represen-
tations of finite solvable groups over non-algebraically closed fields. To my
knowledge, there is no literature on it. In general, the rationality question
on group representations was answered by Schur (see [23], [24]). After read-
ing Schur’s work (see [23], [24]), we realized that to study representations of
solvable groups over non-algebraically closed fields it is important to under-
stand the algebraically closed situation. This motivated us to study the classical
approach in details and independently explore many results with various ex-
amples.
(3) Frobenius, one of the pioneers in group representations, besides con-
tributing to the development of general theory, as an illustration he classified,
up to isomorphism, the irreducible complex representations of Sn. But Frobe-
nius actually gave only the characters of irreducible representations of Sn. On
the other hand, Young (see [30]) dealt only with the representations of Sn. He
used natural inclusions S1 ⊂ S2 ⊂ · · · ⊂ Sn to construct irreducible matrix
representations of Sn over C. The crucial property of this chain is that Sk is
generated by adding a single element to Sk−1. The idea of ”long generators”
for finite solvable groups came from this chain. A new approach to the finite
dimensional irreducible complex representations of symmetric groups was de-
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veloped by Anatoly Vershik and Andrei Okounkov (see [26], [27]). We are
going to do something similar for finite solvable groups. Intrinsically, our phi-
losophy of constructing the irreducible matrix representations of finite solvable
groups over C is that of Young, but the details are much simpler.
(4) The connection between group representations and the structure the-
ory of group algebras was widely recognized after very influential papers (see
[17], [18]) by Emmy Noether. Artin-Wedderburn theorem of semisimple alge-
bras (see [6], Theorem 3.1, [28], Theorem 2.16) states that simple components of
a semisimple group algebra F[G] are in 1− 1 correspondence with irreducible
F-representations of G, and each simple component is generated by a primitive
central idempotent in F[G]. So, the problem of constructing irreducible F-
representations of G is closely related to the problem: Given a semisimple group
algebra F[G], compute the complete set of primitive central idempotents of F[G]? The
traditional approach (see [14], [29]) for computing the primitive central idem-
potents of F[G] involves characters and computations in algebraic extensions of
F. In view of computational difficulties for this method, the following problem
has been raised in recent years:
Problem: Find a character-free expression of the primitive central idempotents of
a semisimple group algebra F[G] and its Wedderburn decomposition.
In the last few years, this problem has been solved for certain class of groups
and for some specific fields. Jespers, Leal, Paques (see [12]) worked out expres-
sions of primitive central idempotents of nilpotent groups over Q . After we
studied their papers, we realised that their works could be explained much bet-
ter if a suitable system of generators of groups is used in a systematic way. In
fact, for a finite abelian group G, we give simple expressions of primitive cen-
tral idempotents of Q[G] using a long presentation of G and find its Wedder-
burn decomposition. Jespers, Leal and Paques (see [12] ) solved this problem.
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However, we solve it by using a long presentation of G. To my knowledge, a
systematic way of construction of irreducible representations of finite abelian
groups over arbitrary fields is not available in the literature. We give algorithm
for constructing the irreducible representations of a finite abelian group over
a field of characteristic 0 or prime to the order of the group and present a
systematic way for computing the primitive central idempotents of the abelian
group algebra.
1.3 Main results of the thesis
My thesis work starts from Chapter 3. We briefly touch upon the main results.
In Chapter 3, we show that ”F-conjugacy class” of an element of order n in
a group G is the union of certain conjugacy classes, and which is determined
by the decomposition of n-th cyclotomic polynomial Φn(X) into irreducible
polynomials over F. We give a formula for computing the primitive central
idempotents of a semisimple group algebra F[G] in terms of F-characters and
”F-conjugacy classes” of G, and which can be read from the ”F-character table”
of G.
Let L1, L2, . . . , Lr be the F-conjugacy classes of G. Let χ be an F-character of
G, and χ(Li) denote the common value of χ over Li. Let Li be the F-conjugacy
class of an element of x. We denote the F-conjugacy class of x−1 by Li−1. For
any subset S of G, S∗ denotes the formal sum of elements of S.
Theorem 1.3.1. Let G be a finite group and F a field of characteristic 0 or prime to
|G|. Let (ρ,V) be an irreducible F-representation of G with corresponding primitive
central idempotent e. Let χ be the character corresponding to ρ and EndF[G](V) = D,
dimD(V) = n. Then e =
n
|G| ∑
r
i=1 χ(L
−1
i )L
∗
i .
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In Chapter 4, we describe inductive construction of complex representations
of finite solvable groups using Clifford theory on group representations (see
[3], [4], [14]). Using the following theorem, one can inductively construct the
irreducible representations of a finite solvable group over C. This is a known
result (see [3], Theorem 13.52), but we have given an indirect proof and also
given many important consequences.
Theorem 1.3.2. (Index-p theorem) Let G be a group, and H a normal subgroup of
index p, p a prime. Let η be an irreducible representation of H over C.
(1) If the G/H-orbit of η is a singleton, then η extends to p mutually inequivalent
representations ρ1, ρ2, . . . , ρp of G over C.
(2) If the G/H-orbit of η consists of p points η = η1, η2, . . . , ηp then the induced
representations η1 ↑GH , η2 ↑GH , . . . , ηp ↑GH are equivalent, say ρ, which is an
irreducible representation over C.
Corollary 1.3.1. Let G be a solvable group. Then G has a subnormal series such that
the successive quotients are isomorphic to cyclic groups of prime order. The last but
one term in the subnormal series is a cyclic group of prime order. So all its irreducible
complex representations are of degree one. Then starting with degree one representa-
tions, we can build all the complex irreducible representations of G by the processes of
successive extension and induction.
Definition 1.3.1. Let G be a finite group. Let H be a subgroup of G and of index n. Let
η be an F-representation of H. An F-representation ρ of G is said to be a generalized
extension of η if ρ ↓GH= η ⊕ · · · ⊕ η︸ ︷︷ ︸
m copies
, where 1 < m ≤ n.
The following theorem is an analogue of the Index-p theorem in general
situation.
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Theorem 1.3.3. Let G be a group and H a normal subgroup of index p, a prime. Let
F be a field of characteristic 0 or prime to |G|. Let η be an irreducible F-representation
of H.
(1) If G/H-orbit of η is singleton, then there exists an irreducible F-representation
of G which is either an extension or a generalized extension of η.
(2) If the G/H-orbit of η consists of p points η = η1, η2, ..., ηp then the induced
representations η1 ↑GH , η2 ↑GH, ..., ηp ↑GH , are equivalent, say ρ, which is an
irreducible.
Corollary 1.3.2. Let G be a finite solvable group. Let F be a field of characteristic 0
or prime to |G|. Then every irreducible representation of G can be obtained starting
with an irreducible representation of a cyclic subgroup of prime order by the processes
of successive induction, extension and generalized extension.
In Chapter 5, we define notion of the ”diagonal subalgebra” (unique up to
conjugacy) of a group algebra over an algebraically closed field of characteristic
0. A finite solvable group always has a subnormal series whose successive
quotients are cyclic groups of prime order. By Theorem 4.2.1, such a subnormal
series is a multiplicity free chain of subgroups over C so that one can consider
the ”Gelfand-Tsetlin algebra” associated with that series. Moreover, ”Gelfand-
Tsetlin algebra” (see [26], Section 2) is the ”diagonal subalgebra” of the complex
group algebra. The following theorem gives a convenient set of generators of
the ”Gelfand-Tsetlin algebra” in terms of a long system of generators.
Theorem 1.3.4. Let G be a finite solvable group. Let
〈e〉 = G0 < G1 < · · · < Gn = G
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be a subnormal series with quotient groups Gi/Gi−1 are isomorphic to cyclic groups of
prime order pi and associated long presentation
G = 〈x1, . . . , xn | xpii = wi(x1, . . . , xi−1), x−1i xjxi = wij(x1, . . . , xi−1), j < i〉,
where wi and wij are certain words in x1, x2, . . . , xi−1. For each i = 1, 2, . . . , n, let
CGi(xi) denote the Gi-conjugacy class sum of xi in C[Gi]. Then
GZn = 〈 CG1(x1), CG2(x2), . . . ,CGn(xn)〉.
The following theorem (see [1]) is due to S. D. Berman. We give an indirect
proof of this theorem, which we do not find in any literature.
Theorem 1.3.5. Let G be a finite group and H be a normal subgroup of index p,
a prime. Let G/H = 〈xH〉, for some x in G. Let (η,W) be an irreducible C-
representation of H and eη be its corresponding primitive central idempotent in C[H].
We distinguish two cases:
(1) If eη is a central idempotent in C[G], then η extends to p distinct irreducible
representations ρ1, ρ2, . . . , ρp (say) of G. It follows that (CG(x))
peη = λeη ,
where CG(x) denotes the G-conjugacy class sum of x and λ 6= 0. For each
i, 1 ≤ i ≤ p, let eρi be the primitive central idempotent corresponding to the
representation ρi. Then
eρi =
1
p
(
1+ ζic+ ζ2ic2 + · · ·+ ζi(p−1)cp−1
)
eη,
where c =
CG(x)eη
p√
λ
and ζ is a primitive pth root of unity in C. Moreover,
eη = eρ1 + eρ2 + · · ·+ eρp .
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(2) If eη is not a central idempotent in C[G], then η ↑GH, ηx ↑GH , . . . , ηx
p−1 ↑GH are all
equivalent to an irreducible representation ρ (say) of G over C and in this case,
eρ = eη + eηx + · · ·+ eηxp−1 .
In Chapter 6, we present an algorithm for constructing the irreducible ma-
trix representations of a finite solvable group G over C. We briefly describe the
algorithm.
We first fix a subnormal series of G whose successive quotients are cyclic
groups of prime order. Associated with that series, we have long presentation,
long system of generators and PCI-diagram. Let (ρ,Vρ) be an irreducible C-
representation of G and eρ the corresponding primitive central idempotent in
C[G]. From the PCI-diagram, we can obtain the primitive central idempotent
eρ, a system of primitive (not necessarily central) idempotents whose sum is
eρ and the ”diagonal subalgebra” of C[G]eρ. Using them, we find an ordered
basis for the representation space V as elements of C[G]. Moreover, all of them
can be expressed in terms of the long system of generators. Finally w.r.t. that
basis, we find matrices for the long generators.
In Chapter 7, we present an algorithm for constructing the inequivalent
irreducible matrix representations of a finite abelian group over a field of char-
acteristic 0 or prime to the order of the group. For that, we first construct
the irreducible representations of a cyclic group and then consider the general
case.
The following theorem gives the inequivalent irreducible representations of
a cyclic group Cn over a field of characteristic 0 or prime to n.
Theorem 1.3.6. Let G = Cn = 〈x | xn = 1〉. Let F be a field of characteristic 0 or
prime to n. Let Xn − 1 = ∏ki=1 fi(X) be the decomposition into irreducible polyno-
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mials over F. Then G has k irreducible representations ρ1, ρ2, . . . , ρk, say, which are
defined by: ρi(x) = C fi(X), where C fi(X) denotes the companion matrix of fi(X).
The following theorem gives the faithful irreducible representations of a
cyclic group Cn over a field of characteristic 0 or prime to n.
Theorem 1.3.7. Let G = Cn = 〈x | xn = 1〉. Let F be a field of characteristic 0 or
prime to n. Let Φn(X) = ∏
k
i=1 fi(X) be the factorization into irreducible polynomials
over F. Then
1. There is a bijective correspondence between the set of faithful irreducible repre-
sentations of G over F and the set of irreducible factors Φn(X) over F.
2. If ρi is the faithful irreducible representation corresponding to the irreducible fac-
tor fi(X), then ρi is defined by: x 7→ C fi(X), where C fi(X) denotes the companion
matrix of fi(X).
The following theorem (see [8], Chapter 3, Theorem 2.3) is a known result,
which asserts that to construct the irreducible representations of a finite abelian
group, it is sufficient to construct the faithful irreducible representations of its
cyclic quotients.
Theorem 1.3.8. Let G be a finite abelian group. Let F be a field of characteristic 0
or prime to |G|. Then every irreducible representation of G over F factors through a
faithful irreducible representation of a cyclic quotient.
The following theorem gives a parametrization of the set of irreducible rep-
resentations of a finite abelian group.
Theorem 1.3.9. Let G be a finite abelian group. Let F be a field of characteristic 0
or prime to |G|. Let ΩG denote the set of irreducible F-representations of G. Let Cn
denote a cyclic group of order n. For d dividing |G|, letHd = {H ≤ G |G/H ∼= Cd}.
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Let ΩoCd denote the set of faithful irreducible representations of Cd. Then ΩG is in a
bijective correspondence with the set ∪d||G|(Hd ×ΩoCd).
By Theorems 1.3.7− 1.3.9, we give an algorithm for constructing the irre-
ducible representations of a finite abelian group.
Besides that, we give expressions for the primitive central idempotents of ra-
tional group algebra of a finite abelian group using a long presentation and its
Wedderburn decomposition. For that, it is sufficient to consider its p-primary
parts. We now briefly describe how to get the primitive central idempotents of
rational group algebra of a finite abelian p-group.
Let G be an abelian p-group of order pm, p a prime and m ≥ 1. Let us
consider a subnormal series:
〈e〉 = Go ≤ G1 ≤ · · · ≤ Gl ≤ Gl+1 · · · ≤ Gm = G
such that [Gi : Gi−1] = p. Associated with the above subnormal series, we have
a long presentation of G and let {x1, x2, . . . , xm} be the associated long system
of generators of G. We define exi = (1+ xi + · · ·+ xp−1i )/p and e′xi = 1− exi .
We stated four rules to draw the PCI-diagram of G over Q from which we can
read primitive central idempotents of Q[G].
Rule 0: Each non trivial primitive central idempotent at any stage can be expressed
in a product form and contains exactly one e
′
z as a factor, where z is a generator of the
chosen long presentation of G.
Rule 1: Let e be the trivial primitive central idempotent in the l-th stage of the PCI-
diagram. Let u be the new generator introduced in the (l + 1)-st stage of chosen long
presentation of G. Then e is adjacent to precisely two vertices eeu and ee
′
u in the
(l + 1)-st stage of PCI-diagram.
Rule 2: Let e be a non trivial primitive central idempotent in the l-th stage of PCI-
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diagram. Then e contains precisely one e
′
z as a factor, where z is a generator of the
chosen long presentation. Let u be the long generator introduced in the (l+ 1)-st stage
of PCI-diagram such that z = up
s
, for some positive integer s. Then e is adjacent to
itself in the (l + 1)-st stage of the PCI-diagram.
Rule 3: Let e be a non trivial primitive central idempotent in the l-th stage of PCI-
diagram. Then e contains precisely one e
′
z as a factor, where z is a generator of the
chosen long presentation. Let u be the long generator introduced in the (l+ 1)-st stage
of PCI-diagram such that z 6= ups , for any positive integer s. Then e is adjacent to
precisely p vertices eeu, eezu, . . . , eezp−1u in the (l + 1)-st stage of the PCI-diagram.
1.4 Organisation of the thesis
This thesis consists of nine chapters. We briefly touch upon the contents of
each chapter.
• In Chapter 2, ’Semisimple algebras’, we give a brief introduction to semisim-
ple algebras.
• In Chapter 3, ’F-conjugacy, F-character table, F-idempotents’, we present a
brief introduction to Schur’s theory (see [23], [24]) on group representa-
tions over a field with characteristic 0. We give a formula for comput-
ing primitive central idempotents in a semisimple group algebra F[G] in
terms of F-characters and F-conjuagcy classes in G, which can be obtained
from the ”F-character table”.
• In Chapter 4, ’Clifford theory’, we present the traditional approach to con-
struction of irreducible representations of finite solvable groups over alge-
braically closed fields, and which is based on Clifford theory (see [3], [4],
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[14]). We describe this approach in details and illustrate it with various
examples.
• In Chapter 5, ’Diagonal subalgebra’, we introduce the notion of ”diagonal
subalgebra” (unique up to conjugacy) of a group algebra over an alge-
braically closed field. We give an introduction to ”Gelfand-Tsetlin aleg-
bra” (see [26], Section 2) for an inductive chain of subgroups of a finite
group with ”simple branching”. A finite solvable group always has a sub-
normal series such that each successive quotient group is a cyclic group
of prime order, and which is a multiplicity free chain of subgroups. So,
one can consider long generators and ”Gelfand-Tsetlin algebra” associ-
ated with that. We find a set of generators of ”Gelfand-Tsetlin algebra”
(see [26], Section 2) of a solvable group using long generators.
• In Chapter 6, ’Algorithmic construction of matrix representations of a finite
solvable group over C’, we give an algorithm for constructing the irre-
ducible matrix representations of a finite solvable group G over C using
a long presentation.
• In Chapter 7, ’Representations of finite abelian groups’, we give an algorithm
for constructing the irreducible matrix representations and the primitive
central idempotents of a finite abelian group over a field of characteris-
tic 0 or prime to order of the group and give a systematic way of com-
puting the primitive central idempotents of the group algebra. Besides
that, using a long presentation, we give a character-free expression of the
primitive central idempotents of a rational group algebra of finite abelian
group and its Wedderburn decomposition.
• In Chapter 8, ’Examples’, we illustrate our algorithm and the approach
based on Clifford theory (see [3], [4], [14]) for constructing irreducible
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matrix representations of finite solvable groups over C with various ex-
amples.
• In Chapter 9, ’Summary and future work’, we give a summary of the thesis
and list few problems for future research work.
Chapter 2
Semisimple algebras
In this chapter, we present a brief introduction to theory of semisimple alge-
bras. We know that study of ordinary group representations is equivalent to
study of modules over semisimple group algebras. The main objective of this
chapter is to state Artin-Wedderburn structure theorem for semisimple alge-
bras and its applications to semisimple group algebras.
2.1 Basic definitions
Let F be a field. An algebra A over F is a ring with identity, which is also an
F-vector space such that
α(ab) = (αa)b = a(αb) (α ∈ F, a, b ∈ A).
The two basic examples of algebras which frequently occur in representation
theory (of groups) and which will also occur throughout the thesis are the
following.
(1) If D is a division ring with center F, then Mn(D), the set of n×n matrices
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over D, is an algebra over F with usual addition, multiplication and scaling of
matrices.
(2) If G is any group and F any field, consider F[G] the free F-module on
the set G. A typical element of F[G] is of the form ∑g∈G αgg with αg ∈ F and
αg = 0 for all but finitely many g ∈ G. Define multiplication in F[G] as follows:
(
∑
g∈G
αgg
)(
∑
g∈G
βgg
)
= ∑
g∈G
(
∑
hk=g
αhβk
)
g.
Then F[G] is an algebra over F.
With this definition and examples of algebra, we move to recall some well-
known notions associated to algebra. For this we fix an algebra A over a field
F. A subalgebra of A is a subspace of A, which is also a subring of A. The set
Z(A) := {z ∈ A | za = az for all a ∈ A}
is called the center of A. If Z(A) = A then the algebra A is said to be commuta-
tive. An element e in A is said to be an idempotent if e2 = e. there exists k ∈ N
such that nk = 0. A left ideal I of A is said to be nilpotent if there exists k ∈ N
such that
Ik :=
{
a ∈ A | a = ∑ms=1 a1,sa2,s · · · ak,s, m ∈ N, ai,s ∈ I
}
= 0.
The radical of A is defined as the sum of all nilpotent left ideals of A.
We are now ready to define special types of algebras. An algebra A is
semisimple if radA = 0. An algebra A is simple if the only two-sided ideals
of A are A and {0}. As an example, the algebra Mn(F), F any field, is a simple
algebra over F. If G is a finite group then C[G] is a semisimple algebra.
Remark 2.1.1. The radical rad A of an algebra A is a two-sided ideal of A and
2.1 Basic definitions 23
the factor A/rad A is a semisimple algebra.
Let A be an algebra. Let I, J be two-sided ideals of A. The ideals I and J
are said to be isomorphic if they are isomorphic as A-modules. The ideal I is
said to be minimal in A if I 6= {0} and I does not contain any two-sided ideal,
except 0 and I.
We now recall an important result regarding the structure of semisimple
algebras.
Theorem 2.1.1 (Structure of semisimple algebras). Let A be a finite-dimensional
semisimple algebra over a field F. For a minimal left ideal I of A, let BI denote the sum
of all minimal left ideals of A, which are isomorphic to I. Then the following holds.
1. Every BI is a simple algebra over F, and a minimal two-sided ideal of A.
2. The algebra A is direct sum of all minimal two-sided ideals BI , where I runs over
a full set of non isomorphic minimal left ideals of A.
3. The decomposition in (2) is unique up to the order of the summands, and the
algebras BI’s are called the simple components of A.
For proof of the theorem, one may refer to [5], Theorem 25.15.
Let A be a finite-dimensional semisimple algebra over a field F. By Theorem
1.1.1, A = B1 ⊕ B2 ⊕ · · · ⊕ Bk, where Bi’s are simple algebras over F. Let ei
denote the identity element of Bi. Then each ei is an idempotent in A and 1A =
e1 + e2 + · · · + ek, where 1A is the identity element of A. Further eiej = 0 for
i 6= j and ei ∈ Z(A) for all i. Note that from ei’s, one can get the simple algebra
Bi using the formula Bi = Aei. This observation suggests that the computation
of simple components of an algebra leads to the problem of determining a
system of primitive central idempotents of A.
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Theorem 2.1.2 (Structure of simple algebras). Let A be a finite-dimensional simple
F-algebra. Then there exists m ∈ N such that A is isomorphic to the algebra of m×m
matrices with entries in a finite dimensional division algebra D over F. There exists
minimal left ideals I1, I2, . . . , Im of A such that A = I1 ⊕ I2 ⊕ · · · ⊕ Im, and each of
which are isomorphic to Dm. Such a decomposition is unique up to isomorphism.
For proof of the theorem, see [5], Theorem 26.4.
Let A be a finite-dimensional simple F-algebra. Then the problem of the
computation of the Wedderburn decomposition of A can be reduced to the
problem of the extraction of a system of primitive idempotents {u1, u2, . . . , um}
in A. However, such idempotents are not central and the system is not in
general unique.
Theorem 2.1.3 (Wedderburn-Artin). Let A be a finite dimensional semisimple al-
gebras if and only if it is a direct sum of simple algebras, i.e., a direct sum of matrix
algebras over division algebras.
For proof of the theorem, see [5], Theorem 26.5.
2.2 Modules over an algebra
Let A be an algebra over a field F. A left module over A is an F-vector space
with an action δ : A×M −→ M such that, for all v, v′ ∈ V, a, a′ ∈ A, α ∈ F, the
following conditions hold.
1. a(v+ v′) = av+ av′;
2. (a+ a′)v = av+ av′;
3. a′(av) = (a′a)v;
2.2 Modules over an algebra 25
4. 1Av = v.
From now onwards, we just say A-module instead of left A-module.
If V and W are two A-modules, then an A-homomorphism is an F-linear
map φ : V → W such that φ(av) = aφ(v) for a ∈ A and v ∈ V. The set
of all A-homomorphisms from V to W is denoted by HomA(V,W) and is an
F-vector space. The set of all the A-endomorphism of V is an F-algebra and
is denoted with EndAV = HomA(V,V). An invertible A-homomorphism is
called an A-isomorphism. Two A-modules V andW are said to be isomorphic
if there exists an A-isomorphism φ : V −→W.
Let A be an F-algebra and let V be an A-module.
1. V is said to be irreducible if the only A-submodules of V are 0 and V;
otherwise, V is said to be reducible.
2. V is said to be decomposable if there exists A-submodules U, W of V
such that V = U ⊕W; when this happens, W is called a complement
of U in V. V is said to be indecomposable if it is not decomposable.
A decomposition of V into a direct sum of indecomposable is a total
decomposition of V.
3. V is said to be completely reducible if for every A-submodule U of V
there exist a complement for U in V. Equivalently, it can be shown that
V is completely reducible if it can be decomposed as a direct sum of
irreducible A-submodules of V.
Every A-module admits a total decomposition, but only completely re-
ducible have total decomposition made up of irreducible submodules. An
important fact about total decompositions is that they are unique up to iso-
morphisms. This is due to the following classical result:
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Theorem 2.2.1 (Krull-Schmidt). Let A be an Artinian algebra, and V a finite-
dimensional A-module. Consider two decompositions of V into direct sums of non-zero
indecomposable A-modules, namely: V = V1 ⊕ V2 ⊕ · · · ⊕ Vh = W1 ⊕W2 ⊕ · · · ⊕
Wk. Then h = k and there exist a permutation i 7→ ji of of {1, 2, . . . , h} such that
V1 ∼= Wj1 ,V2 ∼= Wj2 , . . . ,Vh ∼= Wjh .
For proof of the theorem, see [5], Theorem 14.5.
There are facts which are true for irreducible modules, but not for general
modules.
Lemma 2.2.1 (Schur’s lemma). Let A be an F-algebra, and V,W be irreducible A-
modules.
1. Let φ ∈ HomA(V,W). Then φ is either zero or an A-isomorphism;
2. If φ has an eigenvalue µ in F, then φ = µI. In particular, if F is an algebraically
closed, then HomA(V,V) is the set of scalar multiplications.
For proof of the lemma, see [25], Proposition 4.
It is important to establish a good class of algebras such that every A-
module is completely reducible. The following result tells us that a nice class
of such algebras are group algebras over fields with characteristic not dividing
|G|.
Theorem 2.2.2 (Maschke’s theorem). Let G be a finite group and F a field whose
characteristic does not divide |G|. Then every F[G]-module is completely reducible.
For proof, see [11], Theorem 8.1.
Let W be an A-module, and V an irreducible A-module.
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V-homogeneous component ofW is the sum of all irreducible A-submodules
of W that are isomorphic to V and is denoted by V(W). The module W is said
to be homogeneous if W = V(W) for some irreducible A-module V.
Consider now a completely reducible A-moduleW. ThenW = V1⊕V2 · · ·⊕
Vr, for some irreducible A-submodules Vi of W. Consider an irreducible A-
module V and the homogeneous component V(W). Then one can prove that
V(W) is the direct sum of those Vi’s which are isomorphic to V. It follows that
every completely reducible module is direct sum of its homogeneous compo-
nents. Every F-algebra A has a natural structure of left A-module, called the
regular module of A. The submodules of the regular left module A are exactly
the left ideals of A and it is possible to prove that the semi-simplicity of A is
equivalent to its complete reducibility as regular module. So, if characteristic
of F does not divide |G|, then the group algebra F[G] is a semisimple alge-
bra. A translation of the Wedderburn-Artin theorem in this context will give
us plenty of information about the structure of structure of a group algebra.
Theorem 2.2.3. Let G be a finite group and let F be a field such that characteristic of
F does not divide |G|. Then
1. F[G] is a direct sum of a finite number of minimal two-sided ideals {Bi}, 1 ≤
i ≤ r, the simple components of F[G]. Each Bi is a simple ring.
2. Each simple component Bi is isomorphic to a full matrix ring of the form Mni(Di),
where Di is a division ring containing an isomorphic copy of F in its centre, and
the isomorphism: F[G] ∼= ⊕ri=1Mni(Di) as an F-algebras.
For proof of the theorem, see [15], Theorem 3.4.9.
Chapter 3
F-conjugacy, F-character table,
F-idempotents
Let G be a finite group and F be a field with characteristic 0 or prime to |G|. Let
F be the algebraic closure of F. The complete set of primitive central idempo-
tents in F[G] is useful for constructing the irreducible F-representations of G.
The classical approach (see [6], [29]) involves computations in algebraic exten-
sions of F. In this chapter, we give a formula for computing the primitive cen-
tral idempotents of F[G] in terms of irreducible F-characters and ”F-conjugacy
classes” of G. Moreover, one can read the complete set of primitive central
idempotents in F[G] from the ”F-character table”.
3.1 Schur’s theory of representations of finite groups
In this section, we briefly recall Schur’s theory (see [23], [24]) of the representa-
tions of finite groups over fields of characteristic 0 (not necessarily algebraically
closed), which involves arithmetic aspects .
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Definition 3.1.1. Let L be a field extension of F and (ρ,V) an L-representation
of G. The representation (ρ,V) is said to be realizable over F if there exists an
F-representation (η,U) such that V ∼= U ⊗F L.
Definition 3.1.2. Let (ρ,V) be an irreducible F-representation of G with char-
acter χ, and let F(χ) denotes the algebraic extension of F obtained by adjoining
the character values {χ(g) : g ∈ G} to F. The Schur index of (ρ,V) with respect
to the field F is defined as
mF(χ) := min{[K : F(χ)] |V is realizable over K}
or equivalently it is the smallest positive integer m such that m(ρ,V) is defined
over F(χ).
Definition 3.1.3. Let (ρ,V) be an irreducible F-representation of G. We say
(ρ,V) is absolutely irreducible if for every extension L over F, V ⊗F L is L-
irreducible.
Definition 3.1.4. A field S is said to be splitting field for G if every irreducible
representation of G over S is absolutely irreducible.
Definition 3.1.5. Let (ρ,V) be an F-representation of G. Then the F-character
χρ corresponding to the representation (ρ,V) is a map from G into F, and for
any element x in G, χρ(x) is defined by trace of the linear operator ρ(x).
Definition 3.1.6. Suppose S is a Galois extension of F and a splitting field for
G. Let χ be an S-character of G and α ∈ Gal(S/F). The function χα : G → S
defined by χα(g) := α(χ(g)), for all g ∈ G, is an S-character of G, called an
algebraically conjugate of χ with respect to F.
Theorem 3.1.1 (see[23], Theorem 2). (Schur) Let G be a finite group and F be field
of characteristic 0 or prime to |G|. Let W an irreducible F[G]-module. Let V be an
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irreducible submodule of the F[G]-module W ⊗F F. Then
W ⊗F F ∼= s(V ⊕Vα1 ⊕ · · · ⊕Vαt),
where Vαi ’s are pairwise non-isomorphic algebraically conjugates modules, and s is an
integer. If V affords the character χ, then s = mF(χ). If W affords the character θ,
then
θ = mF(χ) ∑
α∈H
χα,
where H is the Galois group of F(χ) over F.
3.2 F-conjugacy classes
In this section, we define F-conjugacy and show F-conjugacy class of an ele-
ment of G depends on the arithmetic of the field F, in fact it depends on decom-
position of cyclotomic polynomials into irreducible factors over F. Throughout
this section we assume that F is a field of characteristic 0 or prime to |G|.
Definition 3.2.1. Two elements x, y in G are said to be F-conjugate: x ∼F y if
for all finite dimensional F-representations (ρ,V)with the associated characters
χρ, we have χρ(x) = χρ(y).
Definition 3.2.2. Let x be an element in G. The F-conjugacy class of x consists
of all those elements in G, which are F-conjugate to x. We denote F-conjugacy
class of x by CF(x) and conjugacy class of x by C(x).
Remark 3.2.1. By the Frobenius-Schur theory, when F is algebraically closed, then
F-conjugacy class is usual conjugacy class in purely group theoretic sense. When F is
not algebraically closed, F has arithmetic and then F-conjugacy depends on both the
structure of G and arithmetic of F.
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3.2.1 Decomposition of n-th cyclotomic polynomials over a field
F of characteristic not dividing |G|
Let n be a positive integer and F a field of characteristic 0 or prime to n. The n-
th roots of 1 in F form a cyclic group. Consider the n-th cyclotomic polynomial
Φn(X) ∈ Z[X], which is the monic irreducible polynomial over Z satisfied by
a primitive n-th root of unity in F¯. The cyclotomic polynomial Φn(X) can be
viewed an element in F[X]: if charF = 0 then this is clear since F contains
Q. If charF = p, a prime, then one considers the image of Φn(X) under the
isomorphism ψ : Z[X] 7→ Fp[X], which maps X to X and Z onto Fp by reduc-
tion modulo p of the coefficients. We denote again this image by Φn(X). We
describe the decomposition of Φn(X) into irreducible factors over F.
Proposition 3.2.1. Let Φn(X) = f1(X) f2(X) · · · fk(X) be the decomposition of
Φn(X) into irreducible factors over F. Then
1. The degrees of all fi(X)’s are same.
2. Let ζ be a root of one fi(X). Then all the roots of fi(X) are {ζr1 , ζr2 , . . . , ζrs},
where all ri’s are natural numbers with r1 = 1, and the sequence {r1, r2, . . . , rs}
is independent of irreducible factors of Φn(X) and any root of Φn(X).
Proof. The splitting field of the polynomial Φn(X) over F is F(ζ). The Galois
group Gal(F(ζ)/F), permutes all the roots of Φn(X). Then the set all the roots
of fi(X) is {σ(ζ) | σ ∈ Gal(F(ζ)/F)}. So the set of all the roots of fi(X) is
{ζr1 , ζr2 , . . . , ζrs}, where ri’s are natural numbers with r1 = 1. Therefore the
degree of fi(X) is s, and So the set of all the roots of fi(X) is {ζr1 , ζr2 , · · · , ζrs},
where ri’s are natural numbers with r1 = 1. Therefore the degree of fi(X) is s,
and hence the degrees of fi(X)’s are same. The sequence {r1 = 1, r2, · · · , rs} is
independent roots of fi(X) up to the order and also independent of fi(X).
32 Chapter 3, Section 3.2
Theorem 3.2.1. Let G be a finite group and F a field such that characteristic of F does
not divide |G|. Let x be an element of G, and the order of x is n. Then CF(x) is equal
to C(x) ∪ C(xr2) ∪ · · · ∪ C(xrs), where r1 = 1, r2, . . . , rs is the sequence associated
with Φn(X) as in the above proposition.
Proof. Fix x ∈ G with x of order n. We first prove that C(x) ∪ C(xr2) ∪ · · · ∪
C(xrs) ⊆ CF(x). Let ρ be an arbitrary F-representation of G, and χ be its
character. Let ζ be a primitive n-th root of 1 ∈ F (where n is the order of x).
Then χ(x) = ζu1 + ζu2 + · · ·+ ζut for some ui ∈ Z, and it belongs to F. Since ri
(2 ≤ i ≤ s) is relatively prime to n, σi : ζ 7→ ζri is an F-automorphism of F(ζ)
and
χ(xri) = ζriu1 + ζriu2 + · · ·+ ζriut ∈ F.
But then
χ(xri) = ζriu1 + · · ·+ ζriut = σi(ζu1 + · · ·+ ζut) = σi(χ(x)) = χ(x),
for every irreducible F-character χ, which shows that C(x) ∪ C(xr2) ∪ · · · ∪
C(xrs) ⊆ CF(x).
Let In denotes those distinct integers, relatively prime to n, which give all
the automorphisms in Gal(F(ζ)/F). Thus, In is a subgroup of (Z/nZ)
∗ . Define
following relations on G:
g ∼ h if g is conjugate to ha for some a ∈ In,
g ∼F h if χ(g) = χ(h) for all irreducible F-characters of G.
The relation ∼ is equivalence relation on G since In is a (sub)group. Let [g]∼
and [g]∼F denotes the equivalence classes of g under ∼ and ∼F respectively.
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Clearly [g]∼ ⊆ [g]∼F for all g ∈ G. Consider the sets
M = { f : G → F | f is constant on each ∼ equivalence class of G},
N = { f : G → F | f is constant on each ∼F equivalence class of G}.
Then M and N are F-vector spaces and we have the subspace relations:
span{φ1, . . . , φr} ⊆ N ⊆ M
where φ1, . . . , φr are all the distinct F-irreducible characters of G. We show that
M = span{φ1, . . . , φr}, which will imply that [x]∼ = [x]∼F and the proof of the
theorem will be complete.
Consider θ ∈ M. Since θ is constant on each conjugacy class of G, we can
write θ = ∑ki=1 ciχi where ci ∈ F(ζ) and χi’s are irreducible characters of G
over F(ζ). For a ∈ In, let σ denotes the F-automorphism ζ 7→ ζa of F(ζ). Then
for any g ∈ G, θ(g) = θ(ga), hence
k
∑
i=1
ciσ(χi(g)) =
k
∑
i=1
ciχi(g
a) = θ(ga) = θ(g) =
k
∑
i=1
ciχi(g).
Therefore ci = cj if and only if σ(χi) = χj (by independence of χi’s over F(ζ)).
Therefore θ is an F(ζ)-linear combination of φi’s, say
θ =
r
∑
i=1
diφi.
Claim: Each di belongs to F.
Since φ1, . . . , φr are linearly independent over F, there exists xj ∈ G for
j = 1, 2, . . . , r such that the r× r matrix (φi(xj)) is non-singular. Therefore, di’s
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are uniquely determined by the system of linear equations
θ(xj) =
r
∑
i=1
diφi(xj), j = 1, 2, . . . , r.
It follows that di = σ(di), for any F-automorphism σ of F(ζ).
Thus θ is an F-linear combination of φ1, . . . , φr, and now the proof of the
theorem is complete.
Corollary 3.2.1. The F-conjugacy class of x is uniquely determined by the roots
of just one irreducible factor of Φn(X) over F, where n is order of x.
Remark 3.2.2. In general CF(x) is not necessarily equal to the disjoint union of
C(xri), for i = 1, 2, . . . , s.
Example 3.2.1. Let F = Q. Then CQ(x) is equal to the union of C(x
i), where i
runs over the natural numbers relatively prime to n. This follows immediately
from the well known fact, Φn(X) is irreducible over Q.
Example 3.2.2. Let F = R. Then CR(x) is equal to the union of C(x) and
C(x−1).
Example 3.2.3. Let F = Fq, q = pr, p a prime and r is a positive integer. Let d
be the smallest positive integer such that qd ≡ 1 (mod n). If ζ is a root of one
irreducible factor of Φn(X) over Fq, then ζq, ζq
2
, . . . , ζq
d−1
are the other roots
which follows immediately from the well known fact that the automorphisms
of Fq(ζ) over Fq are ζ 7→ ζqi (0 ≤ i < d). Then CF(x) is equal to the union of
C(xq
i
) for i = 0, 1, . . . , d− 1.
3.3 F-character tables
In this section, we introduce the notion of ”F-character table”, where F is a
field of characteristic 0, which is an wonderful generalization of usual character
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table in the Frobenius theory. The following theorem is known as Witt-Berman
theorem (see [2], [5]). For the sake of completeness we now give a proof of this
theorem.
Theorem 3.3.1 ([5], Theorem 42.8). (Witt-Berman) Let G be a finite group and F be
a field of characteristic 0. Then the number of F-conjugacy classes of G is equal to the
number of irreducible F-representations of G.
Proof. Let ρ1, ρ2, . . . , ρr be all the inequivalent F-irreducible representations of
G and φ1, φ2, . . . , φr be their corresponding F-characters. Let s denotes the
number of F-conjugacy classes of G. We consider the F-space of mappings f
from G into F, which are constant on F-conjugacy classes of G, and is denoted
by M. Then of course the dimension of M is equal to s. By definition of
F-conjugacy classes it is clear that φ1, φ2, . . . , φr are all belong to M. Since
φ1, φ2, . . . , φr are F-linearly independent, we get r ≤ s. To complete the proof it
is enough to show M =span{φ1, φ2, . . . , φr}.
Let u be the exponent of G and ζ be a primitive u-th roots of unity in F.
The field L = F(ζ) is a splitting field for G. By Schur’s theory (see Theo-
rem 3.1.1), φi = mi(χ
i
1 + χ
i
2 + · · · + χiδi) is the decomposition of φi into irre-
ducible L-characters of G, where mi is the Schur index of χ
i
j (j = 1, 2, . . . , δi)
and χi1, χ
i
2, ..., χ
i
δi
are algebraically conjugate characters.
Let x be an arbitrary element of G. Then χij(x) = ζ
u1 + ζu2 + · · ·+ ζut(say).
Then for any positive integer a we get χij(x
a) = ζau1 + ζau2 + · · · + ζaut . Con-
sider a with (a, u) = 1 and let α be the F-automorphism of ζ 7→ ζa of L.
Then φi(x) = φi(x
a), and this is true for each i = 1, 2, . . . , r. So by definition
F-conjugacy, we get that x is F-conjugate to xa.
Since φ1, φ2, . . . , φr are F-linearly independent φi 6= 0 and mi is not divisible
by characteristic of F, χi1 + χ
i
2 + · · ·+ χiδi is an F-multiple of φi.
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It is to be proved that any element θ of M is an F-linear combination of
φ1, φ2, . . . , φr. Since θ belongs to M, θ is a class function on G into L. So we
can write θ = ∑i ciχi, where ci ∈ L and χi’s are distinct absolutely irreducible
characters of G. Let α be an F-automorphism of L and is defined to be ζ 7−→
ζa. Since x is F-conjugate to xa, then θ(x) = θ(xa). Now ∑i ciα(χi)(x) =
∑i ci(χi)(x
a) = θ(xa) = θ(x) = ∑i ciχi(x). So ci = cj if and only if α(χi) =
χj. Therefore θ is an L-linear combination of φi, say θ = ∑
r
i=1 diφi. Now
our claim is that each di ∈ F. As φ1, φ2, . . . , φr are linearly independent over
F, there exist xj ∈ G for j = 1, 2, . . . , r such that the matrix (φi(xj)) i, j =
1, 2, . . . , r is non-singular. Therefore di is uniquely determined by the system
of equations is θ(xj) = ∑
r
i=1 diφi(xj) for j = 1, 2, . . . , r. It follows that di =
α(di), implies that di ∈ F. So θ is an F-linear combination of φ1, φ2, . . . , φr.
Therefore M =span{φ1, φ2, . . . , φr}, as required. This completes the proof of
the theorem.
Since the number of F-conjugacy classes is equal to the number of F-irreducible
representations, and character determines the representation uniquely, we can
list the F-character values on F-conjugacy classes in the form of a square ma-
trix over F. This is called the F-character table. Thus the F-character table
is a square matrix with entries in F. The columns of F-character table are
parametrized by F-conjugacy classes, and the rows are parametrized by irre-
ducible F-characters. Since the number of F-conjugacy classes in general is
less than or equal to the number of conjugacy classes, the size of the matrix
representing F-character table is smaller than the usual character table. The
F-character table contains more information than the usual character table.
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3.3.1 Examples
Example 3.3.1. D8 = 〈x, y|x4 = y2 = 1, y−1xy = x−1〉.
The set of all Q-conjugacy classes of D8 are:
L1 = {e}, L2 = {x2}, L3 = {x, x3}, L4 = {y, x2y}, L5 = {xy, x3y}.
The Q-character Table of D8 is:
e x2 x y xy
ψ1 1 1 1 1 1
ψ2 1 1 1 -1 -1
ψ3 1 1 -1 1 -1
ψ4 1 1 -1 -1 1
ψ5 2 -2 0 0 0
Example 3.3.2. Q8 = 〈x, y|x4 = 1, x2 = y2, y−1xy = x−1〉.
The set of all Q-conjugacy classes of Q8 are:
L1 = {e}, L2 = {x2}, L3 = {x, x3}, L4 = {y, x2y}, L5 = {xy, x3y}.
The Q-character Table of Q8 is:
e x2 x y xy
ψ1 1 1 1 1 1
ψ2 1 1 1 -1 -1
ψ3 1 1 -1 1 -1
ψ4 1 1 -1 -1 1
ψ5 4 -4 0 0 0
Remark 3.3.1. The Q-character tables of D8 and Q8 are different, on the other hand
the usual character tables of D8 and Q8 are same.
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Example 3.3.3. SL2(3) is generated by x, y, z which satisfies following relations.
〈x, y, z|x4 = z3 = 1, x2 = y2, y−1xy = x−1, z−1xz = y, z−1yz = xy〉.
The set of all conjugacy classes of SL2(3) are:
S1 = {e}, S2 = {x2}, S3 = {x, x3, y, y3, xy, xy3}, S4 = {z, zx, zy, zxy},
S5 = {z2, z2x, z2y, z2xy}, S6 = {zx2, zx3, zx2y, zx3y},
S7 = {z2x2, z2x3, z2x2y, z2x3y}.
The usual character table of SL2(3) is:
e x2 x z z2 zx2 z2x2
χ1 1 1 1 1 1 1 1
χ2 1 1 1 w w
2 w w2
χ3 1 1 1 w
2 w w2 w
χ4 3 3 -1 0 0 0 0
χ5 2 -2 0 -1 -1 1 1
χ6 2 -2 0 -w -w
2 w w2
χ7 2 -2 0 -w
2 -w w2 w
The set of all Q-conjugacy classes of SL2(3) are:
L1 = {e}, L2 = {x2}, L3 = {x, x3, y, y3, xy, xy3},
L4 = {z, zx, zy, zxy, z2, z2x, z2y, z2xy},
L5 = {zx2, zx3, zx2y, zx3y, z2x2, z2x3, z2x2y, z2x3y}.
The Q-character table of SL2(3) is:
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e x2 x z zx2
ψ1 1 1 1 1 1
ψ2 2 2 2 -1 -1
ψ3 3 3 -1 0 0
ψ4 4 -4 0 -2 2
ψ5 8 -8 0 2 -2
3.4 F-idempotents
In this section, we give a formula for computing the primitive central idempo-
tents of the group ring F[G], where F is a field of characteristic 0, in terms of
irreducible F-characters and F-conjugacy classes of G. Let R = F[G]. Then R is
a semisimple F-algebra, and irreducible F-representations of G correspond to
simple R-modules. Let ei (i = 1, 2, . . . , r) be the primitive central idempotents
of R, then R = ∑ri=1 Rei. Each Rei is a minimal two-sided ideal of R. Each Rei is
a simple F-algebra with ei as the identity element. It is not an F-subalgebra of R
(unless r = 1). Each Rei is isotypical component of R. Let V denote one of these
simple R-modules and e be the corresponding primitive central idempotent in
R. Then by Schur’s lemma, EndF[G](V) is a division ring D, whose center E
contains F, and dimFE is finite. Let n = dimDV. Then Re is isomorphic to
Mn(Do), V is isomorphic to (Do)n, and Re is isomorphic to the direct sum of
n copies of V. Let dimF E = δ, and dimED = m
2. Then dimFV = δm
2n, and
dimF Re = δm
2n2.
Let L1, L2, . . . , Lr be the F-conjugacy classes of G and C1,C2, . . . ,Cs be the
conjugacy classes of G. Let χ be any F-character of G. Let χ(Li) denote the
common value of χ over Li. Let Li be the F-conjugacy class of x. We denote the
F-conjugacy class of x−1 by Li−1. For any subset S of G, S∗ denotes the formal
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sum of elements of S.
Theorem 3.4.1. Let G be a finite group and F a field of characteristic 0. Let (ρ,V) be
an irreducible F-representation of G with corresponding primitive central idempotent
e. Let χ be the F-character corresponding to ρ and EndF[G](V) = D, dimD(V) = n.
Then
e =
n
|G|
r
∑
i=1
χ(L−1i )L
∗
i .
Proof. By Theorem 3.1.1 the F-representation V ⊗F F splits into δ distinct ir-
reducible representations over F of degree mn, and multiplicity of each irre-
ducible representation is m. Let
V ⊗F F = ⊕mj=1⊕δi=1Ui,j
be the direct sum decomposition into irreducible F-representations G over F.
Let χi,j be the F-character corresponding to the representation Ui,j, where i ∈
{1, 2, . . . , δ }, and j ∈ {1, 2, . . . ,m}. Notice that for each i ∈ {1, 2, . . . , δ},
χi,1 = χi,2 = · · · = χi,m. Then the primitive central idempotent corresponding
to the F-representation Ui,j is
ei,j =
mn
|G|
s
∑
k=1
χi,j(C
−1
k )C
∗
k .
Notice that for each i ∈ {1, 2, . . . , δ}, ei,1 = ei,2 = · · · = ei,m. One can show the
primitive central idempotent corresponding to (ρ,V) (see [29]) is
e = e1,1 + e2,1 + · · ·+ eδ,1.
This implies that
e =
mn
|G|
s
∑
k=1
(
χ1,1 + χ2,1 + · · ·+ χδ,1
)
(C−1k )C
∗
k =
n
|G|
r
∑
i=1
χ(L−1i )L
∗
i .
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This completes the proof.
Corollary 3.4.1. Let e′′ = ∑x∈G χ(x−1)x. Then e′′ = {|G|/n}e, and e′′2 =
{|G|/n}2e2 = {|G|/n}2e = {|G|/n}e′′ . So if we know χ, then one can deter-
mine n. Therefore one can read the complete set of primitive central idempotents of
F[G] from the F-character table.
Remark 3.4.1. From the above theorem we see that a primitive central idempotent
in F[G] is an F-linear combinations of F-conjugacy class sums, and so is any central
idempotent.
Chapter 4
Clifford theory
In this chapter, we give a brief introduction to Clifford theory (see [3], [13], [14],
[6]) on group representations and its applications on representations of finite
solvable groups. In 1937, Alfred H. Clifford describes the relation between
representations of a finite group and those of a normal subgroup (see [4]). The
Clifford’s decomposition theorem (see [16], Theorem 4.4.1, [6], Theorem 14.1)
states that the restriction of any irreducible representation over an arbitrary
field of a finite group, to a normal subgroup, is a multiple of the direct sum of
all conjugates of an irreducible representation of the normal subgroup in the
whole group. As an application of this theorem, we construct the inequivalent
irreducible representations of a finite group with a normal subgroup of prime
index which helps us to inductively construct the irreducible representations
of a finite solvable group.
4.1 Clifford’s decomposition theorem
Let (ρ,V) be an irreducible representation of G. Let H be a subgroup of G.
In general, very little can be said about the restriction ρ ↓GH. The situation is
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quite different if H is normal in G. If H is a normal subgroup of G, then the
Clifford’s decomposition theorem gives a description of decomposition of ρ ↓GH
into irreducible representations of H.
Definition 4.1.1. Let H be a subgroup of G. Let (η,W) be a representation of
H. For g ∈ G, let Hg = gHg−1 be the g-conjugate of H. The representation
(ηg,Wg) of Hg on the same vector spaceW = Wg, defined by ηg(ghg−1) = η(h)
for all h ∈ H is called conjugate representation of H associated to g.
Proposition 4.1.1 ([16], Theorem 4.3.5). Let G be a group, and H a subgroup of G.
Let (η,W) be a representation of H. Let NG(H) denote the normaliser of H in G.
Then the set IW = Iη = {g ∈ NG(H) | (ηg,Wg) = (η,W)} is a subgroup containing
H, called the inertia group of the representation (η,W).
Proposition 4.1.2 ([16], Proposition 4.3.6). Let G be a group and H be a subgroup
of G. Let (η,W) be a representation of H. Then the representations induced by all the
conjugates of (η,W) are equivalent.
Let H be a normal subgroup of G. For a representation (η,W) of H, let Iη
be the inertia group of (η,W). Let {g1 = 1, g2, . . . , gm} be a complete set of left
coset representatives of Iη in G. Note that {(ηgi ,Wgi)}mi=1 is a complete set of
mutually inequivalent conjugate representations of (η,W). Each element g ∈ G
permutes the conjugates under the isomorphism (ηgi)g ∼= ηggi ∼= ηgj(i)yi ∼=
ηgj(i) , where ggi = gj(i)yi , yi ∈ Iη.
Theorem 4.1.1 ([16], Theorem 4.4.1, [6], Theorem 14.1). (Clifford’s decomposition
theorem) Let F be a field of arbitrary characteristic. Let (ρ,V) be an irreducible repre-
sentation of G. Suppose (η,W) is an irreducible representation of H in ρ ↓GH . Then
we have the following.
1. ρ ↓GH is the direct sum of conjugates of η. Up to equivalence, each conjugate
occurs with the same multiplicity, say e.
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2. Let (ρi,Vi) be the isotypical component of type (η
gi ,Wgi). Then
ρi = η
gi ⊕ · · · ⊕ ηgi︸ ︷︷ ︸
e
and ρ ↓GN=
m⊕
i=1
ρi = (
m⊕
i=1
ηgi)e.
3. G transitively permutes the isotypical components of ρ ↓GN.
4. The isotypical component (ρ1,V1) of type (η,W) is a F[Iη ]-module and ρ is
equivalent to ρ1 ↑GIη .
Corollary 4.1.1 (see [16], Corollary 4.4.2). The restriction of an irreducible represen-
tation (ρ,V) of G to H is isotypical if and only if the inertia group of any irreducible
component of (ρ,V) is G.
Corollary 4.1.2 (see [16], Corollary 4.4.3). Let (ρ,V) be an irreducible representa-
tion of G. Then we have the following.
(1) Either ρ ↓GH is isotypical,
(2) or else there exists a subgroup N with H ⊆ N 6= G and an irreducible represen-
tation (η,W) of N such that ρ = η ↑GN .
4.2 Representations of finite solvable groups
Let G be a finite group. Let F be the field of complex numbers. We denote the
set of conjugacy classes in G by CG and the set of irreducible representations of
G by ΩG. For an element g in G, we denote by CG(g) the G-conjugacy class of g.
Let H be normal subgroup of G. If h in H, let CH(h) denotes the H-conjugacy
class of h. Then G starts acting on CH by conjugation. For h ∈ H, and g in
G, the g-action on CH maps CH(h) onto CH(ghg−1). In fact, CG(h) is a union
of the H-conjugacy classes CH(ghg
−1) for all g in G. In the G-action on CH, H
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itself acts trivially so we have actually a G/H-action on CH; the G-conjugacy
leaves the complement G− H of H also invariant, and so G− H is also a union
of certain G-conjugacy classes. As remarked earlier, for a finite group G, ΩG
and CG contain the same number of elements, and these two sets are dual to
each other. When H is a normal subgroup of G, then G also starts acting on
ΩH by conjugation. Let η be in ΩH , and g in G. Then g · η(h) = η(ghg−1) is
also a representation of H, which is conjugate representation conjugating by g
in G. This action of G restricted to H is trivial, so we actually have the action of
G/H. A remarkable fact is that the G/H-actions on ΩH and CH have the same
number of orbits (see [14], Corollary3.6.20).
4.2.1 Index-p theorem
Definition 4.2.1. Let G be a group, and H a subgroup of G. Let (η,W) be a
representation of H. A representation (ρ,W) of G is said to be an extension of
(η,W) if ρ ↓GH= η.
The following theorem is well known, but for the sake of completeness we
give a proof of the theorem.
Theorem 4.2.1 ([3], Theorem 13.52). (Index-p theorem) Let G be a group, H a
normal subgroup of index p, p a prime and η an irreducible representation of H.
1. If the G/H-orbit of η is a singleton, then η extends to p mutually inequivalent
representations ρ1, ρ2, . . . , ρp of G.
2. If the G/H-orbit of η consists of p points η = η1, η2, . . . , ηp then the induced
representations η1 ↑GH, η2 ↑GH, . . . , ηp ↑GH, are equivalent, say ρ and ρ is irre-
ducible.
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Proof. Since H is a normal subgroup of index p, then G/H = 〈xH〉, for some
x ∈ G. Let (ρ,V) be an irreducible representation of G, and (η,W) be an
irreducible component of ρ ↓GH.
We first prove second statement of the theorem. We assume that the G/H-
orbit of η consists of p points, i.e., (η,W) ≇ (ηx ,Wx). So all the irreducible
representations {(ηxi ,Wxi)}i=p−1i=0 are pairwise inequivalent. Therefore (η,W)
is irreducible representation to H and is not equivalent to (ηs,Ws) for any
s ∈ G− H, hence by the Mackey irreducibility criterion (see [25], Chapter7,
Proposition23) η ↑GH is irreducible. By Frobenius reciprocity formula (see [25],
Chapter7, Theorem13), ρ = η ↑GH and also
ρ ∼= η ↑GH∼= ηx ↑GH∼= . . . ∼= ηx
p−1 ↑GH .
Now we assume, the G/H-orbit of (η,W) is singleton, that is, (η,W) ∼=
(ηx ,Wx). Then {(ηxi ,Wxi)}i=p−1i=0 are all equivalent H-representations. As
(ρ,V) is an irreducible representation of G, then V as G-representation equal
to W + xW + · · ·+ xp−1W. Now the representation on xiW is equivalent to ηxi
as H-representation. So by our hypothesis the restriction of the (ρ,V) to H i.e.,
VH is a direct sum of 1 or p copies of W. Again by the Frobenius Reciprocity
formula, VH cannot be a direct sum of p copies of W. So ρ is an extension
of η. In this case there are at most p extensions of an irreducible representa-
tion of H, since all these extensions must occur as sub-representations of the
representation of G induced from the representation (η,W) of H.
To complete the proof, we need to show that in the first case there are
exactly p distinct extensions of an irreducible representation of H. The proof is
indirect. We do not construct the p distinct representations, but simply count
the total number of irreducible representations of G obtained in this way.
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Let ηi be an irreducible representation of H such that ηi is not equivalent
to ηxi : Let degree of ηi = ni. The degree of the induced representation is pni ,
and we know that p representations of the form ηx
i
induce the same represen-
tation of G. So the contribution to |G| coming from these representations is
(1/p)p2n2i = pn
2
i .
Let ηk be an irreducible representation of H such that ηk is equivalent to
ηxk . Let degree of ηk = nk. The degree of the corresponding representation of
G is also nk. Let there be mk inequivalent extensions of ηk. We have |H| =
∑ n2i + ∑ n
2
k , and |G| = p ∑ n2i +mk ∑ n2k . = p|H|. We see that each mk must be
p, and there are p extensions of ηk.
Example 4.2.1. Let G = SL2(3), H = Q8, F = C. Here the index of H in G
is equal to 3. The group Q8 has four irreducible representations of degree 1
and one irreducible representation of degree 2. The trivial representation of
Q8 extends to three degree 1 representations of SL2(3). The three non-trivial
degree 1 representations of Q8 induce the same irreducible representation of
degree 3. The remaining degree 2 representation of Q8 extends to three distinct
degree 2 irreducible representations of SL2(3).
Theorem 4.2.2 ([3], Theorem 13.52). Let G be a finite group and H be a normal sub-
group of of G such that G/H is a cyclic group of order n. Let G/H = 〈xH〉, for some
x ∈ G. Let (η,W) be an irreducible representation of H over C. If (η,W) is equiv-
alent to (ηx ,Wx), then there are exactly n irreducible representations ρ0, ρ1, . . . , ρn−1
extending η and satisfy
η ↑GH∼= ρ0 ⊕ ρ1 ⊕ · · · ⊕ ρn−1.
Moreover, if χ0, χ1, . . . , χn−1 are linear character of the cyclic group G/H in a suitable
order, we have ρk = χ
k ⊗ ρ0, i.e., ρk(g) = χk(gH)ρ0(g) for all g ∈ G.
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Corollary 4.2.1. Let G be a solvable group. Then G has a maximal subnormal series
such that the successive quotients are isomorphic to cyclic groups of prime order. The
last but one term in the maximal subnormal series is a cyclic group of prime order. So
all its irreducible complex representations are of degree one. So starting with degree one
representations of subgroups, we can build all the irreducible complex representations
of G by the processes of extension and induction.
Definition 4.2.2. Let G be a finite group. Let H be a subgroup of G and of
index n. Let η be an F-representation of H. An F-representation ρ of G is said
to be a generalized extension of η if ρ ↓GH= η ⊕ · · · ⊕ η︸ ︷︷ ︸
m copies
, where 1 < m ≤ n.
Theorem 4.2.3. Let G be a group and H a normal subgroup of index p, a prime. Let
F be a field of characteristic 0 or prime to |G|. Let η be an irreducible F-representation
of H.
(1) If G/H-orbit of η is singleton, then there exists an irreducible F-representation
of G, which is either an extension or a generalized extension of η.
(2) If the G/H-orbit of η consists of p points η = η1, η2, ..., ηp, then the induced rep-
resentations η1 ↑GH, η2 ↑GH , ..., ηp ↑GH , are equivalent, say ρ and ρ is irreducible.
Proof. (1) By Frobenius reciprocity theorem (see [25], Chapter7, Theorem13),
there exists an irreducible F-representation ρ of G such that ρ ↓GH contains η. By
Theorem4.1.1, ρ ↓GH contains all the conjugates of η with the same multiplicity.
Since G/H-orbit of η is singleton, then each conjugate of η is equivalent to η.
So, ρ ↓GH is an isotypical component of type η, that is, ρ ↓GH= η ⊕ · · · ⊕ η, m
copies (say). Since ρ is a sub-representation of η ↑GH , implies m ≤ p. Therefore,
ρ is either an extension or a generalized extension of η.
(2) Follows from the proof of Theorem4.2.1.
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Corollary 4.2.2. Let G be a finite solvable group. Let F be a field of characteristic 0
or prime to |G|. Then every irreducible representation of G can be obtained starting
from an irreducible representation of a cyclic subgroup by the process of successive
inductions, extensions and generalized extensions.
Example 4.2.2. Let G = SL2(3), H = Q8, F = Q. The index of H in G is
equal to 3. Q8 has four Q-representations of degree 1 and one irreducible Q-
representation of degree 4. The trivial representation of Q8 extends to trivial
representation of SL2(3). Two copies of the trivial representation of Q8 extends
to degree 2 irreducible representation of SL2(3), that is, a genenalized extension
of degree 2. The three non-trivial degree 1 representations of Q8 induce the
same irreducible representation of degree 3. The degree 4 representation of
Q8 extends to a degree 4 irreducible representation of SL2(3). Two copies of
the degree 4 irreducible representations of Q8 extends to degree 8 irreducible
representation of SL2(3), that is, a generalized extension of degree 8.
4.2.2 Consequences of index-p theorem
Let G be a group and H a normal subgroup of G. Let ΩG and ΩH denotes the
set of irreducible complex representations of G and H respectively. Suppose
that G/H is isomorphic to a cyclic group Cp = 〈u〉, p a prime. In any Cp-action
on any set X, the orbits are of two types. Either a point x in X is fixed, i.e., its or-
bit is a singleton set {x}, or the orbit consists of p points {x, u(x), . . . , up−1(x)}.
Apply this observation to the G/H-action on the set CH of H-conjugacy classes
of H. Let there be k fixed points and l orbits each consisting of p points, and
therefore the cardinality of CH is equal to k+ lp. Again apply this observation
to the G/H-action on the set ΩH of irreducible representation of H. In this case
also, there are again k fixed points and l orbits each consisting of p points.
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By the Theorem 4.2.1, either every irreducible representation of H extends p
mutually inequivalent irreducible representations of G or p mutually inequiva-
lent irreducible representations induce the same irreducible representations of
G. Let η1, η2, . . . , ηk be the irreducible representations of H, which extends to an
irreducible representation of G. If ρi,0 is an extension of ηi, i = 1, 2, . . . , k, then
by Theorem4.2.2, ρi,0 ⊗ χ is also an extension of ηi, where χ is an irreducible
character of G/H, which is isomorphic to Cp. Thus there are p extensions ρi,r,
r = 0, 1, . . . , p − 1 of each ηi. Let ηj,1, ηj,2, . . . , ηj,p, l = 1, 2, . . . , l, be the irre-
ducible H-representations so that ηj,1, ηj,2, . . . , ηj,p induce the same irreducible
G-representation ρj. Thus there are k + lp irreducible H-representations, and
kp+ l irreducible G-representations.
Let s1, s2, . . . , sk be the H-conjugacy class representatives in H, which are
invariant under conjugation by G, i.e., CH(si) = CG(si), i = 1, 2, . . . , k. Let
tj,1, tj,2, . . . , tj,p (j = 1, 2, . . . , l) be the representatives of distinct H-conjugacy
classes in H, so that tj,1, tj,2, . . . , tj,p are conjugate in G. Thus there are k + l
many G-conjugacy classes in H, and since the number of conjugacy classes in
G is equals to the number of irreducible representations of G, therefore there
are (kp + l) − (k + l) = (p − 1)k many G-conjugacy classes in G − H. This
discussion can be summarized in the following remarks.
Remark 4.2.1. Let G be a group, and H a normal subgroup of index p, a prime. Let k
denotes the number of fixed points, and l denotes the number of orbits of size p under
the action of G/H on CH by conjugation. Then
(1) |ΩH | = k+ lp,
(2) |ΩG| = pk+ l,
(3) The number of G-conjugacy classes in G− H is (p− 1)k.
Chapter 5
Diagonal subalgebra
In this chapter, we find a convenient set of generators of a ”diagonal subalge-
bra” (unique up to conjugacy) of complex group algebra of a finite solvable
group in terms of a long system of generators. A finite solvable group always
has a subnormal series of which successive quotients are cyclic groups of prime
order. By Theorem 4.2.1, such a maximal subnormal series is a multiplicity free
chain of subgroups over C, so one can consider the ”Gelfand-Tsetlin algebra”
(see [26], Section 2) associated with that. We find a system of generators of the
”Gelfand-Tsetlin algebra”, which is a ”diagonal subalgebra”, in terms of a long
system of generators. Besides that, for a finite solvable group G, a deep theo-
rem due to S.D. Berman gives an inductive construction of the primitive central
idempotents of C[G], we give a proof of this theorem. To my knowledge, this
proof in not available in literatures.
5.1 Diagonal subalgebra of a group algebra
Let R be a ring with unity 1. A nonzero element x in R is called an idempotent
if x2 = x. An element x is called central if it belongs to center of R. An
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idempotent x in R is said to be primitive if it cannot be written as x = x1 + x2,
where x1, x2 are idempotents such that x1x2 = x2x1 = 0. In this case, x1 and
x2 are called orthogonal idempotents. For example, if x 6= 1 is an idempotent,
then 1− x is also an idempotent, and they are orthogonal to each other. A
central idempotent x in R is said to be centrally primitive if it cannot be written
as x = x1 + x2, where x1, x2 are central idempotents such that x1x2 = x2x1 = 0.
Question: Let F be an algebraically closed field with characteristic zero. Let V
be an n-dimensional vector space over F and EndV be the associative ring of
endomorphisms of V. What are all the central idempotents of End(V)?
Proposition 5.1.1. The idempotents in EndV are projection operators, and the only
central idempotent is identity.
Proof. Let A : V → V be a non-zero and non-identity idempotent operator, so
A2 = A. Then the minimal polynomial mA(x) of A divides x
2 − x = x(x− 1).
The minimal polynomial can not be x or x− 1 since A is neither 0 nor identity.
Thus mA(x) = x(x − 1), which has distinct roots. Thus V is direct sum of
eigenspaces of A with eigenvalues 0 and 1, and these eigenspaces are precisely
ker A and Im(A) = A(V). It follows that A is projection onto Im(A) along
ker A.
On the other hand, since the only central elements in End(V) are the scalar
transformations, it follows that the only central idempotent is identity. This
completes the proof.
Note that for any decomposition of V as a direct sum of two subspaces
W ⊕W ′, an element ~v in V can be written uniquely as ~v = ~w + ~w′, where
~w ∈ W and ~w′ ∈ W ′. Moreover ~v → ~w is simply the projection operator pW of
V onto the subspace W. Choose a basis e of W, and a basis e′ of W ′. Then
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f = (e, e′) is a basis of V, and the matrix of pW w.r.t. this basis is
[pW ] =

Im 0
0 0

 ,
where dimW is m. Thus a projection operator is an idempotent in EndV.
Conversely, from the matrix representation it follows that every idempotent in
EndV arises in this way. More precisely, the set of idempotents in EndV is in a
natural 1-1 correspondence with the set of ordered direct sum decompositions
into two subspaces of V.
Let R be ring with unity 1. If x 6= 1 is an idempotent, then 1− x is also
an idempotent and x, 1− x are orthogonal to each other. Notice that if x is a
central idempotent, then Rx is a two-sided ideal. In the ring Rx the element
x acts as the identity element. If x 6= 1 is a central idempotent in R, then
R = Rx⊕ R(1− x) is a direct sum of rings. A slight generalization: Let
1 = e1 + e2 + · · ·+ ek, (*)
where ei’s are central, pairwise orthogonal, idempotents. Then
R = Re1 ⊕ Re2 ⊕ · · · ⊕ Rek
is a direct sum of rings. Note that Rei’s are two sided ideals in R. A decom-
position of 1 as in (∗) is called a partition of unity, to borrow a phrase from
Differential Topology. It is easy to see that the set of partitions of unity is in a
natural 1-1 correspondence with the set of decompositions of R as a direct sum
of rings. We call an expression of 1 as in (∗), where ei’s are pairwise orthogonal
idempotents, not necessarily central, a weak partition of unity. Evidently, a
weak partition of unity gives rise to a direct sum decomposition into left-ideals
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Rei’s.
Now suppose R is a finite-dimensional F-algebra. Then the left ideals are
subspaces. So for any proper direct sum decomposition of R into left ide-
als, the dimensions of the summands must go down. So a maximal direct sum
decomposition of R into left ideals exists. So the maximal direct sum decompo-
sition cannot be properly refined further, and the corresponding idempotents
are actually primitive.
Now we apply these considerations to the case R = EndV, where V is an
n-dimensional space. In this case, IV is the only central idempotent (see The-
orem 5.1.1). So a proper direct sum decomposition of R into two-sided ideals
does not exist. However, a weak partition of unity, where the idempotents
are primitive, exists. Moreover, the primitive idempotents simply correspond
to projection operators onto one dimensional subspaces. So a maximal direct
sum decomposition of R into left ideals has exactly n summands.
Write a maximal weak partition of unity of the identity operator, IV =
f1 + f2 + . . .+ fn, where fi’s are primitive idempotents, which correspond to
projections operators onto 1-dimensional subspaces of V. The F-algebra D =
〈 f1, f2, . . . , fn〉 is called a diagonal subalgebra of EndV. The set { f1, f2, . . . , fn}
is a basis of D. Although its cardinality is n, it should not be confused with
a basis of V! In fact, if {e1, e2, . . . , en} is basis of V, and Wi = 〈ei〉, the 1-
dimensional subspace generated by ei, then the projection operators pWi form
a basis of a diagonal subalgebra. In geometric terms, we may call pWi ’s, the
basis-directions. Thus the set of basis directions is in a 1-1 correspondence
with the set of diagonal subalgebras of EndV. Note that {e1, e2, . . . , en} and
{u1e1, u2e2, . . . , unen}, where ui’s are non-zero elements of F correspond to the
same basis-directions.
Note that the group GL(V) acts on V, on EndV, on the set of bases of V,
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as well as on the set of basis-directions of V. This action is simply transitive on
the set of bases of V, whereas it is only transitive on the set of basis-directions
of V. In particular, two diagonal subalgebras are not only isomorphic, but they
are isomorphic by a GL(V)- conjugacy! So up to GL(V)-conjugacy there is a
unique diagonal subalgebra of EndV.
From a view point of algebraic groups, a diagonal subalgebra of EndV may
be characterized as a maximal abelian diagonalizable subalgebra of EndV. In
this subalgebra each operator has n linearly independent eigenvectors. This
maximal abelian subalgebra of EndV is unique up to GL(V)-conjugacy. A
curious reverse question: Can we recover V from EndV? That is, if we con-
sider R = EndV as an abstract ring, can we recover V? Before answering
this question, we need to ask what does the question mean? Starting with R,
we have a category of R-modules, which include the left ideals of R. So the
question can be made precise as an open-ended question: characterize V among
R-modules. The Skolem-Noether theorem asserts that GL(V) can be recovered
as the group of ring automorphisms of the ring R. The answer to the original
question is: Yes. There is a unique minimal R-module up to isomorphism; that
module is V! It can also be actually realized as a minimal left ideal in R.
5.2 Representation theory from the view point of
group rings
Let G be a group of order N and k be the number of conjugacy classes in G.
Let F be an algebraically closed field of characteristic zero. Then by Frobenius
theorem k is also the number of irreducible representations (ρi,Vi) of degree
di, where i runs over the set {1, 2, . . . , k}. Let χi be the character corresponding
to the representation (ρi,Vi).
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A representation ρ : G → GL(V) canonically extends to an F-algebra ho-
momorphism ρ∗ : F[G] → EndV, making V an F[G]-module. This makes
the representation theory of G categorically isomorphic to the theory of F[G]-
modules. The characters extend by linearity as F-valued functions on F[G].
If χ : G → F is the character of a representation, we denote its extension by
χ∗ : F[G] → F. For g in G, let C(g) denotes the conjugacy class of g in G. We
shall also write CG(g) for C(g) when we wish to note G specifically. Let Z de-
notes the center of F[G]. There is a good understanding of the subalgebra Z in
terms the internal structure of G, particularly the conjugacy classes in G. Note
that for any h in G, hC(g)h−1 = C(g), so hC(g) = C(g)h. Let C(g) denote an
element of F[G] which is a formal sum of elements in C(g). So hC(g) = C(g)h.
That is C(g) belongs to the center Z of F[G]. Converse is also true. Let gi,
i = 1, 2, . . . , k denotes the conjugacy class representatives in G. Since for i 6= j,
C(gi) ∩ C(gj) is empty, we see that C(gi)’s are linearly independent elements
in Z. So C(gi)’s from a basis of Z.
A major reinterpretation of the Frobenius theory is that F[G] is isomorphic
to a direct sum of End(Vi), i = 1, 2, . . . , k. Let ei be an element in F[G] which
corresponds to the identity elements of End(Vi). A beautiful formula relates ei
to χi: ei =
di
|G| ∑g χi(g
−1)g. These ei’s are all the primitive central idempotents
in F[G]. Let Di be a diagonal subalgebra of End(Vi). Then D = ⊕ki=1Di is
called a diagonal subalgebra of F[G]. Clearly Di = Dei, and D is unique up to
(GL(V1), . . . ,GL(Vk)))-conjugacy.
Let { fi1, fi2, · · · , fidi} be the unique set of basis-directions of Di. Then ei =
fi1 + fi2+ · · ·+ fidi is the maximal weak partition of unity in EndVi. Moreover,
Vi can be recovered from EndVi as the minimal left R-ideal R fij, for any choice
of j. The passage from Frobenius to Young is the same as
1. identifying in R the objects corresponding to fij,
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2. choosing a basis in R fij ∼= Vi, for any j,
3. writing down the matrices of ρi(x)
′s w.r.t. this basis.
Young did it for the Symmetric group Sn. He used the natural inclusions
1 = S1 ⊂ S2 ⊂ · · · ⊂ Sn. We do it for any finite solvable group algorithmically,
in terms of some of its subgroups.
5.3 Gelfand-Tsetlin algebras
We introduce Gelfand-Tsetlin bases and Gelfand-Tsetlin algebras (see [26],
Section 2) for an inductive chain of finite groups. Let
1 = G0 < G1 < · · · < Gn < · · ·
be an inductive chain of finite groups with simple branching, that is, the multi-
plicity of the restriction of an irreducible representation of Gn to Gn−1 is equal
to one or zero. Let ΩGn denotes the set of inequivalent finite dimensional com-
plex irreducible representations of Gn. Let V
λ denotes the irreducible C[Gn]-
module corresponding to the irreducible representation λ in ΩGn . Therefore,
Vλ is the representation space corresponding to the irreducible representation
λ. The Bratelli diagram of this inductive chain, whose vertices are the elements
of the set ⋃
n≥0
ΩGn
and two vertices µ, λ are joined by k directed edges from µ to λ whenever µ
in ΩGn−1 and λ in ΩGn for some n, and the multiplicity of µ in the restriction
of λ to Gn−1 is k. We write µ ր λ if there is an edge from µ to λ. From now
onwards, we assume that the branching multigraph defined above is actually
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graph, i.e., the multiplicities of all the restrictions are 0 or 1. In this case we say
that the branching or multiplicities are simple. Since the branching is simple,
the decomposition
Vλ =
⊕
µ
Vµ,
where the sum is over all µ in ΩGn−1 with µր λ, is a canonical decomposition.
Iterating this decomposition, we obtain a canonical decomposition of Vλ into
irreducible G1-modules
Vλ =
⊕
T
VT, (1)
where the sum is over all possible chains
T = λ0 ր λ1 ր · · · ր λn, (2)
with λi ∈ ΩGi and λn = λ. By choosing a nonzero vector vT in each one
dimensional space VT, we obtain a basis {vT} of Vλ and is called the Gelfand-
Tsetlin basis of Vλ. By definition of vT, we have C[Gi]vT = V
λi , i = 0, 1, . . . , n.
Also note that chains in (2) are in bijection with directed paths in the branching
graph from the unique element λ0 to λ.
We have identified a canonical basis up to scalars, the Gelfand-Tsetlin basis,
in each irreducible irreducible representations of Gn. A natural question at
this point is to identify those elements of C[Gn] that act diagonally on this
basis for every irreducible representation. In other words, consider the algebra
isomorphism
C[Gn] ∼=
⊕
λ∈ΩGn
End(Vλ). (3)
Let D(Vλ) consists of all linear operators on Vλ which are diagonalizable w.r.t.
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the Gelfand-Tsetlin basis of Vλ. Let Zr denotes the center of the algebra C[Gr],
r = 0, 1, . . . , n and set GZn = 〈Z0,Z1, . . . ,Zn 〉. Notice that GZn is commutative
subalgebra of C[Gn]. The algebra GZn is called the Gelfand-Tsetlin algebra
of the inductive family of group algebras C[Gi], i = 0, 1, . . . , n. We want to
emphasize that the notion of GZn-subalgebra of an algebra C[Gn] does depend
on the structure of the inductive family C[Gi], i = 0, 1, . . . , n, and not only C[Gn]
itself; so if we choose another inductive family inside C[Gn], then GZn also can
change.
The following theorem (see [26], Theorem 2.1) is known, but for our pur-
pose we state the theorem with proof.
Theorem 5.3.1 (see [26], Theorem 2.1). The Gelfand-Tsetlin algebra GZn is the
inverse image of ⊕λ∈ΩGnD(Vλ) under the isomorphism (3), that is, GZn consists
of all elements of C[Gn] which act diagonally in the Gelfand-Tsetlin basis in every
irreducible representation of Gn. Thus GZn is a maximal commutative subalgebra of
C[Gn] and its dimension is ∑
λ∈ΩGn
dimVλ.
Proof. Consider a chain T from (2) above. Let pλi denotes the primitive cen-
tral idempotent corresponding to the irreducible representation λi ∈ ΩGi ,
i = 0, 1, . . . , n. Note that each pλi ∈ Zi, i = 0, 1, . . . , n. We define pT by
pT = pλ0pλ1 . . . pλn ,
which is an element in GZn. A little reflection shows that the image of pT
under the isomorphism (3) is ( fµ : µ ∈ ΩGn), where fµ = 0, if µ 6= λ and fλ is
the projection of VT with respect to the decomposition of (1) of V
λ. Note that
pT is a primitive idempotent in C[Gn].
It follows that the image of GZn under (3) contains ⊕λ∈ΩGnD(Vλ), which is
a maximal commutative subalgebra of ⊕λ∈ΩGnEnd(Vλ). Since GZn is commu-
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tative, and GZn is the inverse image of ⊕λ∈ΩGnD(Vλ) under the isomorphism
(3), this implies that GZn is a maximal commutative subalgebra of C[Gn], and
its dimension is equal to ∑
λ∈Ωn
dimVλ.
Remark 5.3.1. The Gelfand-Tsetlin algebra GZn is a diagonal subalgebra of C[Gn]
w.r.t. the Gelfand-Tsetlin basis in every complex irreducible representation of Gn.
5.4 The diagonal subalgebra of a finite solvable group
We have seen that a finite solvable group always has a subnormal series whose
successive quotients are cyclic groups of prime order and a long presentation
associated with it. We find a convenient set of generators of the Gelfand-Tsetlin
algebra associated with such a maximal subnormal series in terms of a long
system of generators.
5.4.1 Berman’s theorem
Let G be a finite solvable group. Let us fix a subnormal series:
1 = G0 < G1 < · · · < Gn = G
such that successive quotient groups are cyclic groups of prime order. If all
the primitive central idempotents of C[Gt], 2 ≤ t < n are known to us, then
the primitive central of idempotents of C[Gt+1] can be constructed starting
from them. This construction is detailed in the following theorem due to S. D.
Berman (see [1]). For the sake of completeness, we give an indirect proof of the
theorem, which we do not find in any literature.
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Theorem 5.4.1 ([1]). (Berman) Let G be a finite group and H be a normal subgroup
of index p, a prime. Let G/H = 〈xH〉, for some x in G. Let (η,W) be an irreducible
representation of H over C. We distinguish two cases:
(1) If eη is a central idempotent in R, then η extends to p distinct irreducible repre-
sentations ρ1, ρ2, . . . , ρp (say) of G over C. It follows that (CG(x))
peη = λeη ,
where λ is a non-zero complex number. For each i, 1 ≤ i ≤ p,
eρi =
1
p
(
1+ ζic+ ζ2ic2 + · · ·+ ζi(p−1)cp−1
)
eη,
where c =
CG(x)eη
p√
λ
and ζ is a primitive pth root of unity in C. Moreover
eη = eρ1 + eρ2 + · · ·+ eρp .
(2) If eη is not a central idempotent in R, then all the representations η ↑GH , ηx ↑GH
, . . . , ηx
p−1 ↑GH are equivalent to an irreducible representation ρ (say) of G over
C. In this case,
eρ = eη + eηx + · · ·+ eηxp−1 .
Proof. (1) Since eη is a central idempotent in C[G], which implies that η ∼= ηx.
By Theorem 4.2.1, η extends to p distinct irreducible representations ρ0, ρ1, . . . ,
ρp−1 (say) of G. By Frobenius reciprocity theorem, the induced representation
η ↑GH∼= ρ0 ⊕ ρ1 ⊕ · · · ⊕ ρp−1, which implies that C[G]eη =
⊕p−1
i=0 C[G]eρi and
eη = ∑
p−1
i=0 eρi . Note that C[G]eη is a ring with identity eη. Notice that C[G]eη
is the direct sum of p minimal two-sided ideals C[G]eρi , i = 0, 1, . . . , p− 1, and
therefore C[G]eη contains p primitive central idempotents.
Since G/H = 〈xH〉, for some x ∈ G, this implies that xp ∈ H. Then one
can show that (CG(x))
p = xpa for some a ∈ C[H]. It follows that (CG(x))p is
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central element in C[H]. Hence, by Schur’s Lemma,
(CG(x))
peη = λeη , λx ∈ C.
Claim: The element x ∈ G− H can be chosen in such a way that λ 6= 0.
To prove the claim, let ρ be an extension of η, with corresponding character
χρ and the primitive central idempotent eρ. If χρ vanishes on G− H, then
eρ =
1
|G| ∑
g∈G
χρ(g
−1)g =
1
p
1
|H| ∑
h∈H
χη(g
−1)g =
1
p
eη,
and this implies that eρ is not an idempotent, a contradiction. Thus there exists
x ∈ G− H such that χρ(x) 6= 0.
If V is the representation space corresponding to η, then it is also a repre-
sentation space for the extension ρ. Extend ρ : G → GL(V) linearly to algebra
homomorphism C[G] → End(V), which we still denote by ρ. Similarly, extend
η to the algebra homomorphism η : C[H] → End(V). Now by Schur’s Lemma,
ρ(CG(x)) = µI for some µ ∈ C. Taking traces of both sides, we get
|CG(x)|χρ(x) = µdeg ρ.
Since χρ(x) 6= 0, we get µ 6= 0. Then
λI = ρ(λeη) = ρ((CG(x))
peη) = ρ((CG(x)eη)
p) = µp I 6= 0,
hence λ 6= 0. This proves the Claim.
For i = 0, 1, . . . , p− 1, let
fi =
1
p
(
1+ ζic+ ζ2ic2 + · · ·+ ζi(p−1)cp−1
)
eη,
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where c =
CG(x)eη
p√
λ
and ζ is a primitive pth root of unity in C. It is clear that all
fi’s are non zero. Since eη and C¯G(x) are central in C[G], then all fi’s are central
in C[G]. It is clear that
cpeη = eη. (*)
Suppressing the index i, let us write
f =
1
p
(1+ ζc+ · · ·+ ζ(p−1)cp−1)eη .
Then
c f =
1
p
(ceη + ζc
2eη + · · ·+ ζ(p−2)cp−1eη + ζp−1cpeη)
=
1
p
(ceη + ζc
2eη + · · ·+ ζ(p−2)cp−1eη + ζp−1cpeη)
=
1
p
(ceη + ζc
2eη + · · ·+ ζ(p−2)cp−1eη + ζ−1eη) (by (*))
=
ζ−1
p
(1+ ζc+ · · ·+ ζ(p−1)cp−1)eη
= ζ−1 f .
Thus for 0 ≤ i, k < p, we can deduce from above calculation that
ck fi = ζ
−ik fi. (**)
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Now we show that fi f j = δi,j f j.
fi f j =
1
p
( p−1
∑
k=0
(ζic)k
)
eη f j
=
1
p
( p−1
∑
k=0
ζik(ck f j)
)
eη
=
1
p
( p−1
∑
k=0
ζikζ−jk f j
)
eη (by (**))
=
1
p
( p−1
∑
k=0
ζ(i−j)k
)
f jeη
= δi,j( f jeη) = δi,j f j.
We now show that ∑
p−1
i=0 fi = eη.
p−1
∑
i=0
fi =
p−1
∑
i=0
( 1
p
p−1
∑
k=0
(ζic)k
)
eη
=
1
p
{
p+
( p−1
∑
i=0
ζi
)
c+
( p−1
∑
i=0
ζ2i
)
c2 + · · ·+
( p−1
∑
i=0
ζ(p−1)i
)
cp−1
}
eη
= eη
Notice that each fi belongs to C[G]eη . Therefore, { fi, i = 0, 1, . . . , p− 1} are mu-
tually pairwise orthogonal central idempotents of the ring C[G]eη , and whose
sum is eη. Since C[G]eη contains p primitive central idempotents, { fi, i =
0, 1, . . . , p− 1} are all the primitive central idempotents of C[G]eη . Hence, for
each i = 0, 1, . . . , p− 1,
eρi =
1
p
(
1+ ζic+ ζ2ic2 + · · ·+ ζi(p−1)cp−1
)
eη,
where c =
CG(x)eη
p√
λ
and ζ is a primitive pth root of unity in C. Moreover,
eη = eρ0 + eρ1 + · · ·+ eρp−1 .
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This completes the proof of (1).
(2) If eη is not a central idempotent in C[H], then η is not equivalent to
ηx. By Theorem 4.2.1 induced representations η ↑GH, ηx ↑GH, . . . , ηx
p−1 ↑GH are all
equivalent to ρ (say) and ρ is irreducible. Since the character χρ of ρ vanishes
outside normal subgroup H and χρ ↓GH= χη + χηx + . . .+ χηxp−1 , we have eρ =
eη + eηx + · · ·+ eηxp−1 . This completes the proof of (2).
Corollary 5.4.1. Let G be a finite group and H be a normal subgroup of prime index
p of G. Let ZG and ZH denote the centers of C[G] and C[H] respectively. Then
ZG = 〈ZH ,CG(x)〉.
Proof. Let η1, η2, . . . , ηk be the inequivalent irreducible C-representations of G
and eη1 , eη2 , . . . , eηk be their corresponding primitive central idempotents of
C[G]. Then ZH = 〈eη1 , eη2 , . . . , eηk〉. By Theorem 5.4.1, ZG = 〈eη1 , . . . , eηk ,CG(x)〉.
So, ZG = 〈ZH ,CG(x)〉.
The following theorem gives a convenient set of generators of the Gelfand-
Tsetlin algebra of group algebra of a finite solvable group associated with a
subnormal series whose successive quotients are cyclic groups of prime order.
Theorem 5.4.2. Let G be a finite solvable group. Let
〈e〉 = G0 < G1 < · · · < Gn = G
be a subnormal series with quotient groups Gi/Gi−1 isomorphic to cyclic groups of
prime order pi and associated long presentation
G = 〈x1, . . . , xn | xpii = wi(x1, . . . , xi−1), x−1i xjxi = wij(x1, . . . , xi−1), j < i〉,
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where wi and wij are certain words in x1, x2, . . . , xi−1. For each i = 1, 2, . . . , n, let
CGi(xi) denotes the Gi-conjugacy class sum of xi in C[Gi]. Then
GZn = 〈 CG1(x1), CG2(x2), . . . ,CGn(xn)〉.
Proof. By definition, GZn = 〈Z1,Z2, . . . ,Zn〉, where Zi denotes the center of
C[Gi]]. We use mathematical induction on n. Since G1 is a cyclic group of prime
order, then GZ1 = C[G1] = 〈CG1(x1)〉, the statement is true for n = 1. Assume
that the result is true for n− 1, that is , GZn−1 = 〈 CG1(x1), . . . , CGn−1(xn−1)〉.
We need to prove that GZn = 〈GZn−1,CGn(xn)〉. It is clear that 〈GZn−1,CGn(xn)〉 ⊆
GZn, as CGn(xn) belongs to Zn. So it suffices to show that Zn ⊆ 〈GZn−1,CGn(xn)〉.
By Corollary 5.4.1, Zn ⊆ 〈Zn−1,CGn(xn)〉, and hence Zn ⊆ 〈GZn−1,CGn(xn)〉.
Remark 5.4.1. Let G be a fnite solvable group. Let
< 1 >= G0 < G1 < · · · < Gn = G
be a subnormal series such that successive quotients are cyclic groups of prime order.
Then Gelfand-Tsetlin algebra GZn associated with the subnormal series is the diagonal
subalgebra of C[G] w.r.t. the Gelfand-Tsetlin basis of every irreducible C-representation
of G.
Remark 5.4.2. The elements CG1(x1),CG2(x2), . . . ,CGn(xn) are like Young-Jucys-
Murphy elements (see [27]) in the representation theory of symmetric groups.
Chapter 6
Algorithmic construction of matrix
representations of solvable groups
In this chapter, we describe an algorithm to construct the irreducible matrix
representations of a finite solvable group over C. We can construct the com-
plete set of primitive central idempotents and the diagonal subalgebra of the
complex group algebra of a finite solvable group in terms of a long system of
generators, which we have sen in the previous chapter. With the help of them,
we now describe the algorithm step by step in the following way.
6.1 An algorithm for constructing irreducible com-
plex representations of solvable groups
Step 1: Let G be a finite solvable group. Fix a subnormal series
〈e〉 = Go < G1 < · · · < Gn = G (*)
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such that Gi/Gi−1 is isomorphic to cyclic group of order pi, pi a prime. Then
G has a long presentation associated with the maximal subnormal series (∗)
〈x1, x2, . . . , xn | xpii = wi(x1, ..., xi−1), x−1i xjxi = wij(x1, ..., xi−1) for j < i〉,
where wi and wij are certain words in x1, x2, ..., xi−1.
Step 2: Let (ρ,Vρ) be an irreducible representation of G over C and eρ be the
corresponding primitive central idempotent in C[G]. By the Theorem5.4.1, we
inductively construct the PCI-diagram associated with the subnormal series
(∗). Then from the obtained PCI-diagram we get the primitive central idempo-
tent eρ.
Step 3: Let DG be the Gelfand-Tsetlin algebra of inductive family of group
algebras C[Gi], i = 0, 1, . . . , n, which is a diagonal subalgebra (unique up to
conjugacy) of the group algebra C[G]. Then by Theorem5.4.2 we get,
DG = 〈 CG1(x1), CG2(x2), · · · , CGn(xn)〉 as C−algebra.
Step 4: Let R be the group algebra C[G]. Then Reρ is the minimal two-sided
ideal of R. The algebra Dρ := DGeρ is the diagonal subalgebra of Reρ.
Step 5: Let d be the degree of the representation (ρ,Vρ). The diagonal sub-
algebra Dρ contains a unique system { f1, f2, . . . , fd} of primitive idempotents
such that f1 + f2 + · · ·+ fd = eρ. The unique system { f1, f2, . . . , fd} of primi-
tive idempotents can be obtained from the PCI-diagram associated to the above
subnormal series (∗). Then either of the minimal left-ideals R f1, R f2, . . . , R fd
serves as a model for the representation space Vρ. In fact, there are d num-
ber of paths from the vertex 1 to the vertex eρ in the PCI-diagram. Moreover,
if 1 = eo, e1, . . . , en = eρ are the vertices appear in one such path, then by
the proof of Theorem 5.3.1, eoe1 . . . en is the corresponding primitive idempo-
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tent, and which is a member of the unique system of primitive idempotents
{ f1, f2, . . . , fd}. So, the minimal left-ideal Reoe1 . . . en of R serves as a model for
the representation space Vρ.
Step 6: We can construct a basis of Vρ inside R, and in terms of this basis, we
can write the matrices of ρ(xi)
′s.
Remark 6.1.1. Let G be a finite group and F be an algebraically closed field of char-
acteristic zero. Let Vi, i = 1, 2, . . . , k denotes mutually non-isomorphic irreducible
representations of G. Then we know
F[G] ∼= ⊕ki=1End(Vi). (**)
Let Di be the inverse image of the diagonal subalgebra (unique up to conjugacy) of
End(Vi) under the above isomorphism (∗∗). Then D = ⊕ki=1Di is the diagonal
subalgebra (unique up to conjugacy) of the group algebra F[G].
Then with the help of the primitive central idempotents of F[G] and an well de-
fined set of primitive (not necessarily central) idempotents contained in the diagonal
subalgebra of F[G], we get the inequivalent irreducible matrix representations of G.
Chapter 7
Representations of finite abelian
groups
In this chapter, we give an algorithm for constructing the irreducible repre-
sentations of a finite abelian group over a field of characteristic 0 or prime to
the order of the group, and a systematic way to compute the primitive central
idempotents of the abelian group algebra. Besides that, for an abelian group
G, using a long system of generators of G, we obtain simple expressions of
the primitive central idempotents in C[G], the primitive central idempotents in
Q[G] and its Wedderburn decomposition.
7.1 Long presentations of abelian p-groups, p a prime
Let G be an abelian p-group of order pN , where p is a prime. Then G is
isomorphic to the direct sum of cyclic p-groups, say
G ≃ (Cpr1 ⊕ · · · ⊕ Cpr1 )︸ ︷︷ ︸
l1
⊕ (Cpr2 ⊕ · · · ⊕ Cpr2 )︸ ︷︷ ︸
l2
⊕ · · · ⊕ (Cprm ⊕ · · · ⊕ Cprm )︸ ︷︷ ︸
lm
,
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where r1 > r2 > · · · > rm ≥ 1. Note that
N = (r1 + · · ·+ r1)︸ ︷︷ ︸
l1
+ (r2 + · · ·+ r2)︸ ︷︷ ︸
l2
+ · · ·+ (rm + · · ·+ rm)︸ ︷︷ ︸
lm
is a partition of N written in decreasing order, and we may call it an ordered
partition of N. Thus, every isomorphism class of an abelian p-group of order
pN uniquely determines an ordered partition of N. Conversely, every ordered
partition of N determines an abelian p-group of order pN up to isomorphism.
There are three parameters associated with the above decomposition of G:
(1) the exponent of a homogenous component;
(2) the number of terms in each homogenous component;
(3) the number of homogenous components.
With respect to these three parameters, we write the decomposition of G as
G =
m
∏
i=1
li
∏
j=1
Cpri ,j, (7.1.1)
where Cpri ,j denotes the j-th factor of the homocyclic component of exponent
pri . We define a short presentation of Cpri ,j as 〈y(ri ,j)|y
pri
(ri,j)
= 1〉. Then a short
presentation of G is defined by
〈y(ri ,j) | y
pri
(ri ,j)
= 1, j = 1, . . . , li, i = 1, . . . ,m〉.
Notice that a short presentation contains the minimum number of generators.
We use three indices to represent a generator in a long presentation of G. We
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take a long presentation of Cpri ,j as follows:
〈
x{(ri,j),ri}, x{(ri,j),ri−1}, ..., x{(ri,j),1} | x
p
{(ri,j),ri} = x{(ri,j),ri−1},
x
p
{(ri,j),ri−1} = x{(ri,j),ri−2},
. . . ,
x
p
{(ri,j),1} = 1
〉
.
We call the set {x{(ri,j),ri}, x{(ri,j),ri−1}, ..., x{(ri,j),1}} a long system of generators
of Cpri ,j. Therefore a long presentation of G is
〈
x{(ri,j), ri}, x{(ri,j),ri−1}, . . . , x{(ri,j),1} | x
p
{(ri,j),ri} = x{(ri,j),ri−1},
x
p
{(ri,j),ri−1} = x{(ri,j),ri−2},
. . . ,
x
p
{(ri,j),1} = 1,
j = 1, . . . , li, i = 1, . . . ,m
〉
.
We call (s, j) the place index and a the power index of the long generator
x{(s,j),a}. An interesting thing is that, there is an enumeration in a system of
long generators with respect to the lexicographic order. A remarkable thing is
that every element of G can be expressed uniquely as the product of x
α{(s,j),a}
{(s,j),a}’s,
where 0 ≤ α{(s,j),a} ≤ p− 1.
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7.2 Primitive central idempotents of abelian p-groups,
p a prime, over algebraically closed fields
Let G be a finite abelian p-group, where p is a prime. Let F be an algebraically
closed field of characteristic 0 or prime to p. Then all the irreducible repre-
sentations of G are of degree 1. To compute the primitive central idempotents
of F[G], it is sufficient to compute the primitive central idempotents for its
cyclic components. The following two theorems give simple expressions of the
primitive central idempotents in F[Cpn ].
Theorem 7.2.1. Let G be Cpn . Let
G = 〈x1, x2, . . . , xn | xp1 = 1, x
p
2 = x1, . . . , x
p
n = xn−1〉
be the long presentation of G. Let F be an algebraically closed field with characteristic
0 or prime to p. Let ζn be a p
nth root of unity in F. Then every primitive central
idempotent of F[G] can be expressed as
e
ζ−11 x1
e
ζ−12 x2
. . . e
ζ−1n xn with ζ
p
n = ζn−1, . . . , ζ
p
2 = ζ1.
where eX = (1+ X + · · ·+ Xp−1)/p and X is an indeterminate.
Proof. Note that every element of G can be expressed uniquely as xi11 x
i2
2 . . . x
in
n ,
where ij’s takes values in {0, 1, . . . , p− 1}. Let ρ be an irreducible representa-
tion of G. Then ρ(xj) is a p
j-th root of unity, say ζ j, j = 1, 2, . . . , n. Therefore
ρ(x
p
j ) = {ρ(xj)}p = ζ
p
j = ζ j−1, j = 1, 2, . . . , n. Then the primitive central
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idempotent corresponding to ρ is
eρ =
1
pn
{
∑
p−1
i1=0
∑
p−1
i2=0
· · ·∑p−1in=0 ρ{(x
i1
1 x
i2
2 · · · xinn )−1}(xi11 xi22 · · · xinn )
}
=
1
pn
{
∑
p−1
i1=0
· · ·∑p−1in−1=0 ρ{(x
i1
1 x
i2
2 · · · xin−1n−1)−1}(xi11 xi22 · · · xin−1n−1)
}
(
1+
xn
ρ(xn)
+ · · ·+ x
p−1
n
ρ(xn)p−1
)
=
1
pn−1
{
∑
p−1
i1=0
· · ·∑p−1in−1=0 ρ{(x
i1
1 x
i2
2 · · · xin−1n−1)−1}(xi11 xi22 · · · xin−1n−1)
}
e
ζ−1n xn
.
If we keep continue this process, we get
eρ = eζ−11 x1
e
ζ−12 x2
. . . e
ζ−1n xn
, where ζ
p
n = ζn−1, . . . , ζ
p
2 = ζ1.
This completes the proof.
Theorem 7.2.2. Let G be Cpn , with the long presentation
G = 〈x1, x2, . . . , xn | xp1 = 1, x
p
2 = x1, . . . , x
p
n = xn−1〉.
Let H be the unique subgroup of index p of G with the long presentation
H = 〈x1, x2, . . . , xn−1 | xp1 = 1, x
p
2 = x1, . . . , x
p
n−1 = xn−2〉.
Let F be an algebraically closed field of characteristic 0 or prime to p. Let η be an irre-
ducible representation of H, and eη be its corresponding primitive central idempotent
in F[H]. Let eη = eζ−11 x1
e
ζ−12 x2
. . . e
ζ−1n−1xn−1
, where ζn−1 is a pn−1th root of unity in F,
with ζ
p
n−1 = ζn−2, . . . , ζ
p
2 = ζ1. Then
1. η extends to p mutually inequivalent irreducible representations ρ0, ρ1, . . . , ρp−1
of G.
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2. The primitive central idempotents associated with ρi’s are eηeǫ−iζ−1n xn
, where i
runs over the set {0, 1, . . . , p − 1}, ζn is a fixed p-th root of ζn−1 and ǫ is a
primitive p-th root of unity in F.
Proof. Since G is abelian, η extends to an irreducible representation of G. Sup-
pose that η extends to ρ, which implies that {ρ(xn)}p = ρ(xnp) = η(xnp) =
η(xn−1) = ζn−1. Therefore, ρ(xn) is equal to ǫiζn, where ǫ is a primitive p-th
root of unity, ζn is a fixed p-th root of ζn−1, and i runs over {0, 1, . . . , p− 1}.
For each i ∈ {0, 1, . . . , p− 1}, ρi : xn 7→ ǫiζn defines an extension of η and ρi, ρj
are mutually inequivalent for i 6= j. So, η extends in p distinct ways. This
completes the proof of (1).
Let eρi denote the primitive central idempotent corresponding to ρi. Then
for each i ∈ {0, 1, . . . , p− 1},
eρi =
1
pn
{
∑h∈H ρi(h−1)h+ · · ·+ ∑h∈H ρi(h−1)hρi(x−(p−1)n )xp−1n
}
=
{
1
pn ∑h∈H ρi(h
−1)h
}{
1+ xn
ρi(xn)
+ · · ·+ xp−1n
ρi(x
p−1
n )
}
=
eη
p
{
1+ xn
ρi(xn)
+ · · ·+ xp−1n
ρi(x
p−1
n )
}
=
eη
p
{
1+ xn
ρi(xn)
+ · · ·+ xp−1n
ρi(x
p−1
n )
}
= eηeǫ−iζ−1n xn
,
where ζn is a fixed p-th root of ζn−1 and ǫ is a primitive p-th root of unity in F.
This completes the proof of (2).
Remark 7.2.1. In terms of characters, the expression of every primitive central idem-
potents of F[Cpn ] has pn terms. Such an expression is a product of n factors, and
each factor containing p terms. So each primitive central idempotent in F[Cpn ] has an
expression containing pn terms.
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7.3 Wedderburn decomposition of abelian group al-
gebras
Let Φm(X) denote the m
th cyclotomic polynomial. Let ζm be a primitive m
th
root of unity in C. Then the mapping
Q[X]
〈Φm(X)〉 −→ Q(ζm) defined by X +
〈Φm(X)〉 7−→ ζm is an isomorphism. The field Q(ζm) is an extension of Q of de-
gree φ(m), which is known as a cyclotomic field. Since Xn − 1 = ∏m|n Φm(X)
is the factorization into irreducible polynomials over Q, we have
Q[Cn] ≃ Q[X]〈Xn − 1〉 =
Q[X]
〈∏
m|n
Φm(X)〉
≃⊕
m|n
Q[X]
〈Φm(X)〉 ≃
⊕
m|n
Q(ζm).
Theorem 7.3.1 ([15], Theorem 3.5.4). Let G be a finite abelian group of order n, and
let F be a field of characteristic 0 or prime to n. Then
F[G] ≃⊕
d|n
fdF(ζd),
where ζd denotes a primitive root of unity of order d and fd =
nd
[F(ζd):F]
. In this formula,
nd denotes the number of elements of order d in G.
Theorem 7.3.2 ([15], Corollary 3.5.5). Let G be a finite abelian group of order n.
Then
Q[G] ≃⊕
d|n
fdQ(ζd),
where ζd denotes a primitive root of unity of order d and fd is the number of cyclic
subgroups (or cyclic factors) of G.
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7.4 Pull back of idempotents
Let G be a finite group. Let F be a field of characteristic 0 or prime to |G|. For
a subgroup H of G, we define Ĥ = ∑h∈H h and eH = 1|H| Ĥ.
Theorem 7.4.1 ([15], Proposition 3.6.7). Let G be a finite group and N be a normal
subgroup of G. Let F be a field of characteristic 0 or prime to |G|. Then eN is a central
idempotent of F[G], F[G]eN ≃ F[G/N] and F[G] = F[G]eN ⊕ F[G](1− eN).
Proof. It is clear that eN is an idempotent of F[G]. As N is a normal subgroup
of G, then for any g ∈ G we have g−1Ng = N; therefore g−1N̂g = N̂. Thus
N̂g = gN̂, for all g ∈ G, which implies that eNg = geN, for all g ∈ G. This
shows that eN is central in G. Consequently, eNF[G] = F[G]eN , which implies
that eN is central in F[G]. Since we have shown that eN is a central idempotent
in F[G], it is clear that F[G] = F[G]eN ⊕ F[G](1 − eN). To see that F[G/N] =
F[G]eN , we shall first show that G/N ≃ GeN as groups. In fact, it is easy to see
that the map φ : G → GeN given by g 7−→ geN is a group epimorphism. Since
Ker(φ) = H, the result follows. As GeN is a basis of F[G]eN over F, we readily
have that F[G]eN ≃ F[G/N].
Definition 7.4.1. Let G be a finite group and N be a normal subgroup of G.
Let F be a field of characteristic 0 or prime to |G|. Let φ : F[G] −→ F[G/N] be
the projection map induced from the natural epimorphism: G −→ G/N. Let
e¯ ∈ F[G/N] be an element. Then an element e ∈ F[G] is called a lift of the
element e¯ if φ(e) = e¯, and the element eNe ∈ F[G] is called the pull back of e¯.
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7.5 Primitive central idempotents of Q[G], G an abelian
p-group
In this section, we give simple expressions for the primitive central idempotents
of rational group algebra of an abelian p-group, p a prime, in terms of a long
system of generators.
Let G be an abelian p-group of order pm, m ≥ 1. Let us consider a subnor-
mal series
〈e〉 = Go ≤ G1 ≤ · · · ≤ Gl ≤ Gl+1 ≤ · · · ≤ Gm = G
such that [Gi : Gi−1] = p. Associated with the subnormal series, we have a
long presentation of G. Let {x1, x2, . . . , xm} be the associated long system of
generators of G. We set eX = (1+ X + · · ·+ Xp−1)/p and e′X = 1− eX, where
X is an indeterminate.
Theorem 7.5.1. Let G be an abelian p-group of order pm, m ≥ 1. Then the following
hold true.
1. Every non-trivial primitive central idempotent of Q[Gl] can be written as a prod-
uct of some ex’s, where x ∈ Gl and exactly one e′xj with j ∈ {1, 2, . . . , l}.
2. If e is the trivial primitive central idempotent of Q[Gl], then it is the sum of two
primitive central idempotents eexl+1 and ee
′
xl+1
of Q[Gl+1].
Proof. (1) First assume that G is a cyclic p-group of order pm. Then Gl is also a
cyclic group, so it is sufficient to prove the result for G only. Let
G = 〈x1, x2, . . . , xm | xp1 = 1, x
p
2 = x1, . . . , x
p
m = xm−1〉
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be the long presentation of G. By Theorem 7.3.2, Q[G] ≃
m⊕
i=0
Q(ζpi), So Q[G]
has (m+ 1) primitive central idempotents. Note that for 1 ≤ i ≤ j,
(ex1ex2 . . . exi)(ex1ex2 . . . exj) = (ex1ex2 . . . exj).
Let eo = ex1ex2 . . . exm . Then for i ≥ 1,
e0ei = (ex1ex2 . . . exm)ei = (ex1ex2 . . . exm){(ex1 ex2 . . . exi−1)− (ex1ex2 . . . exi)} = 0.
Hence e0 is orthogonal to ei. For 1 ≤ i < j, we get
eiej = (ex1ex2 . . . e
′
xi
)(ex1ex2 . . . e
′
xj
)
= {ex1ex2 . . . exi−1(1− exi)}{ex1ex2 . . . exj−1(1− exj)}
= 0.
One can check that ∑mi=0 ei = 1. Thus e0, e1, . . . , em are (m + 1) pairwise or-
thogonal central idempotents whose sum is 1. So they are the complete set of
primitive central idempotents of Q[G].
Let G be a non-cyclic abelian p-group. We give arguments for G which can
be applied to each Gl. Let e be a non-trivial primitive central idempotent in
Q[G]. Since Q[G] is isomorphic to the direct sum of fields, Q[G]e is a field with
multiplicative identity e. The multiplicative group of Q[G]e contains the finite
subgroup Ge = {ge | g ∈ G}, which is necessarily cyclic. Let K = {g ∈ G | ge =
e}, then G/K ≃ Ge which is a cyclic group of order pn (say). We may consider a
long presentation of G/K: G/K = 〈x¯1, x¯2, . . . , x¯n | x¯p1 = 1, x¯
p
2 = x¯1, . . . , x¯
p
n = x¯n−1〉,
where x¯i is the image of xi in G/K. By Lemma 7.4.1, Q[G] = Q[G]eK ⊕
Q[G](1− eK) and since eKe = e, it follows that Q[G]e = Q[G]eKe is actually
a simple component of Q[G]eK. Thus by Lemma 7.4.1, e is also a primitive
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central idempotent of Q[G]eK ≃ Q[G/K].
Let ϕ : Q[G] → Q[G/K] be the natural homomorphism induced by the
natural map G → G/K. Recall that e = eKe 7→ φ(e) under the isomorphism
Q[G]eK → Q[G/K]. Thus φ(e) is a primitive central idempotent of Q[G/K].
Write e = ∑g∈G e(g)g, e(g) ∈ Q. Since e is the non-trivial primitive central
idempotent in Q[G], there exists some e(g) 6= 1/ | G |. Since ke = e, for any
k ∈ K, it follows that e(g) = e(kg), for any g ∈ G and k ∈ K, that is, coefficients
of elements of cosets of K in the sum of e are equal. Thus e = ∑
pn−1
i=0 αieKx
i
n, αi ∈
Q and αi/| K | 6= 1/ | G | for some i, which implies αi 6= 1|G/K| . Since ϕ(e) =
∑
pn−1
i=0 αi x¯
i
n, we have ϕ(e) 6= eG/K. Hence, we get ϕ(e) = ei = (ex¯1ex¯2 . . . ex¯i−1 −
ex¯1ex¯2 . . . ex¯i), for some i, 1 ≤ i ≤ n. Also, e = eK(ex1ex2 . . . exi−1 − ex1ex2 . . . exi),
which implies that e = eK(ex1ex2 . . . exi−1)(1 − exi), for some i. Again, eK can
be expressed as the product of a certain number of ex’s, x ∈ G. Hence each
non trivial primitive central idempotent at the l-th stage of PCI-diagram can
be written as a product of some ex’s, where x ∈ G and exactly one e′xj for some
j ∈ {1, . . . , l}. This completes the proof of (1).
(2) Let e be the trivial primitive central idempotent of Q[Gl]. Clearly, e is a
central idempotent in Q[Gl+1]. Hence Q[Gl+1]e is a two-sided ideal in Q[Gl+1],
which is the semisimple component of the induced representation induced
from the irreducible representation corresponding to e. The two-sided ideal
Q[Gl+1]e is the direct sum of minimal left ideals in Q[Gl+1]. It is clear that
Q[Gl+1]eexl+1 is one simple component of Q[Gl+1]e. Since Q[Gl+1]e is direct
sum of two simple components, Q[Gl+1]ee
′
xl+1
is another simple component of
Q[Gl+1]e, and so e = eexl+1 + ee
′
xl+1
. This completes the proof of (2).
Theorem 7.5.2. Let e be a non-trivial primitive central idempotent of Q[Gl]. By
Theorem 7.5.1, e can be expressed as the product of some ex’s, where x ∈ Gl and
exactly one e
′
xj
, for some j ∈ {1, 2, . . . , l}.
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1. If xj = x
ps
l+1, for some s ≥ 1, then e is a primitive central idempotent of Q[Gl+1].
2. If xj 6= xp
s
l+1, for any s ≥ 1, then e is the sum of p distinct primitive central
idempotents eexl+1 , eexjxl+1 , . . . , eexp−1j xl+1
of Q[Gl+1].
Proof. Since e is a non-trivial primitive central idempotent, e is pull back of
the primitive central idempotent of Q[Gl/K], where Gl/K is a cyclic group.
Moreover this corresponds to the unique faithful irreducible representation of
Gl/K. Since e contains e
′
xj
as a factor, it follows e = eKe
′
xj
.
(1) Let Gl/K ≃ Cpn . Since xj = xp
s
l+1, we have Gl+1/K ≃ Cn+1p . Note
that e
′
x¯j
, where x¯j = xjK, is the primitive central idempotent of Q[Gl+1/K]
corresponding to the unique faithful irreducible representation of Gl+1/K. The
pull back of the primitive central idempotent e
′
x¯j
of Q[Gl+1/K] is eKe
′
xj
. So, e is
a primitive central idempotent of Q[Gl+1]. This completes the proof of (1).
(2) Note that xj 6= xp
s
l+1, for any s ≥ 1, implies 〈K, xl+1〉, 〈K, xjxl+1〉, . . . ,
〈K, xp−1j xl+1〉 are p distinct subgroups of Gl+1. Also for each i, all the p quo-
tients Gl+1/〈K, xijxl+1〉 are isomorphic to Cpn . Then e
′
x¯j
, where x¯j = xj〈K, xijxl+1〉,
is the primitive central idempotent of Q[Gl+1/〈K, xijxl+1〉]. Moreover, this is
the primitive central idempotent corresponding to the unique faithful irre-
ducible representation of Gl+1/〈K, xijxl+1〉. Therefore, the pull back of e
′
x¯j
,
where x¯j = xj〈K, xijxl+1〉, is e〈K,xijxl+1〉e
′
xj
= eexijxl+1
. So, eexijxl+1
, i = 0, 1, . . . , p− 1
are p distinct primitive central idempotents of Q[Gl+1] whose sum is equal to
e. This completes the proof of (2).
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7.6 Rules to draw the PCI-diagram of an abelian p-
group
Let G be an abelian p-group of order pm, p a prime and m ≥ 1. Let us fix a
subnormal series
〈e〉 = Go ≤ G1 ≤ · · · ≤ Gl ≤ Gl+1 ≤ · · · ≤ Gm = G
such that [Gi : Gi−1] = p. Associated with the maximal subnormal series, we
always have a long presentation of G. We set eX = (1+ X + · · · + Xp−1)/p
and e′X = 1− eX, where X is an indeterminate. By Theorem 7.5.1 and Theorem
7.5.2, we state four rules to draw the associated PCI-diagram of G over Q.
Rule 1: Each non-trivial primitive central idempotent at any stage can be expressed
in a product form and contains exactly one e
′
z as a factor, where z is a generator of the
long presentation.
Rule 2: Let e be the trivial primitive central idempotent in the l-th stage of the PCI-
diagram. Let u be the new generator introduced in the (l + 1)-st stage of the long pre-
sentation of G. Then e is adjacent to precisely two vertices eeu and ee
′
u in the (l+ 1)-st
stage of the PCI-diagram.
e
eeu
ee
′
u
Rule 3: Let e be a non-trivial primitive central idempotent in the l-th stage of the
PCI-diagram. Then e contains precisely one e
′
z as a factor, where z is a generator of the
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long presentation. Let u be the long generator introduced in the (l + 1)-st stage of the
long presentation such that z = up
s
, for some positive integer s. Then e is adjacent to
itself in the (l + 1)-st stage of the PCI-diagram.
e e
Rule 4: Let e be a non-trivial primitive central idempotent in the l-th stage of the
PCI-diagram. Then e contains precisely one e
′
z as a factor, where z is a generator of the
long presentation. Let u be the long generator introduced in the (l + 1)-st stage of the
long presentation such that z 6= ups , for any positive integer s. Then e is adjacent to
precisely p vertices eeu, eezu, . . . , eezp−1u in the (l + 1)-st stage of the PCI-diagram.
e
eeu
eezu
...
eezp−1u
7.7 Wedderburn decomposition of Q[G], G an abelian
p-group
In this section, we compute the Wedderburn decomposition of rational group
algebra of an abelian p-group, p a prime.
Let G be an abelian p-group, p a prime. Let G = ∏nr=1 Gr, where Gr is a
product of ar copies of Cpr . By Theorem 7.3.2, Q[G] is isomorphic to direct
sum of fpi copies of cyclotomic fields Q(ζpi), i = 1, 2, . . . , n. We express the
coefficients fpi of Q(ζpi) in terms of multiplicities of homocyclic components.
Let br = ar + ar+1 + · · · + an and cr = a1 + 2a2 + · · · + (r − 1)ar−1. Let Br =
∏s<r Gs and then G = Br × ∏s≥r Gs. Let Ωr(G) = {g ∈ G | gpr = 1} and Hr
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be the product of br copies of Cpr . Then Ω
r(G) = Br × Hr. Let Er(G) = {g ∈
G | o(g) = pr}. Then |Er(G)| = |Ωr(G)| − |Ωr−1(G)|. So, the number of cyclic
subgroups of G isomorphic to Cpr is equal to |Er(G)|/φ(pr), where φ is Euler’s
phi function. The following result is known, but for the sake of completeness
we give a proof.
Proposition 7.7.1. The number of subgroups of G with factor groups isomorphic to
Cpr is equal to the number of cyclic subgroups of G isomorphic to Cpr .
Proof. Let H be a subgroup of G such that G/H ≃ Cpr . Let Ĝ denote the
dual group of G, the set of irreducible C-representations of G. We consider
H˜ = {χ ∈ Ĝ | χ = 1 on H}. Then clearly H˜ is a subgroup of Ĝ. Let ψ be an
isomorphism from Ĝ onto G, and assume that ψ(H˜) is equal to K (say). It is
easy to show that H˜ is isomorphic to Cpr , and hence K is isomorphic to Cpr .
Let H1 and H2 be two distinct subgroups of G such that both G/H1 and
G/H2 are isomorphic to Cpr . Then there exists h ∈ H1− H2, and therefore
H˜1 6= H˜2. So ψH˜1 6= ψH˜2, which implies the number of subgroups of G
with factor groups isomorphic to Cpr is equal to the number of subgroups G
isomorphic to Cpr .
Theorem 7.7.1. Let G be an abelian p-group, and of exponent pn. For r ≤ n, the coeffi-
cient of Q(ζpr ) in the Wedderburn decomposition of Q[G] is equal to pcr+(r−1)br−1(
pbr−1
p−1 ).
Proof. By Theorem7.3.2, the coefficient of Q(ζpr ) in the Wedderburn decom-
position of Q[G] is |Er(G)|
φ(pr)
, where φ is Euler’s phi function. But |Er(G)| =
|Br||Er(Hr)| = pcr (prbr − p(r−1)br) = pcr+(r−1)br(pbr − 1). So, the coefficient of
Q(ζpr ) in the Wedderburn decomposition is p
cr+(r−1)br(pbr − 1)/(pr − pr−1) =
pcr+(r−1)(br−1)( p
br−1
p−1 ).
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Corollary 7.7.1. The coefficient of Q(ζpr ) in the Wedderburn decomposition of Q[G]
is equal to pcr+(r−1)(br−1){1+ p+ · · ·+ p(br−1)}. Notice that first part of this poly-
nomial is a power of p, while on the other hand the second part is coprime to p.
7.8 Representations of cyclic groups
In this section, we construct the irreducible representations of a cyclic group G
over a field F of characteristic 0 or prime to |G|.
Theorem 7.8.1. Let G = Cn = 〈x|xn = 1〉. Let F be a field of characteristic 0 or
prime to n. Let Xn − 1 =
k
∏
i=1
fi(X) be the decomposition into irreducible polynomials
over F. Then G has k irreducible representations ρ1, ρ2, . . . , ρk, say and are defined by
ρi(x) = C fi(X), where C fi(X) denotes the companion matrix of fi(X).
Proof. Consider the map φ : F[X] −→ F[G] given by: f (X) 7→ f (x). Since φ is a
ring epimorphism, F[G] ≃ F[X]〈Ker(φ)〉 . It is easy to show that Ker(φ) = 〈Xn − 1〉.
So, we get
F[G] ≃ F[X]〈Xn − 1〉 =
F[X]
〈∏ki=1 fi(X)〉
.
Since F is a field of characteristic 0 or prime to n, Xn − 1 is a separable polyno-
mial and thus fi(X) 6= f j(X) if i 6= j. Using Chinese Remainder Theorem, we
can write
F[G] ≃
k⊕
i=1
F[X]
〈 fi(X)〉 .
Under this isomorphism, the generator x is mapped to the element (X +
〈 f1(X)〉,X + 〈 f2(X)〉, . . . ,X + 〈 fk(X)〉). Since for each i, 1 ≤ i ≤ k, fi(X) is
an irreducible polynomial,
F[X]
〈 fi(X)〉 is a field. So, F[G] has k simple components,
which implies G has k irreducible representations. Let ρi be the irreducible
representation corresponding to the simple component F[X]〈 fi(X)〉 . Then ρi(x):
F[X]
〈 fi(X)〉 −→
F[X]
〈 fi(X)〉 is defined by multiplication of [X] = X + 〈 fi(X)〉. Let d
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be the degree of the polynomial fi(X). Then {[1], [X], . . . , [Xd−1]} is an ordered
basis of
F[X]
〈 fi(X)〉 , and w.r.t. this basis the matrix for ρi(x) is C fi(X), where C fi(X)
denotes the companion matrix of fi(X). This completes the proof.
Theorem 7.8.2. Let G = Cn = 〈x | xn = 1〉. Let F be a field of characteristic 0 or
prime to n. Let Φn(X) =
k
∏
i=1
fi(X) be the factorization into irreducible polynomials
over F. Then we have the following.
1. There is a bijective correspondence between the set of faithful irreducible repre-
sentations of G over F and the set of irreducible factors Φn(X) over F.
2. If ρi is the faithful irreducible representation corresponding to the irreducible fac-
tor fi(X), then ρi is defined by x 7→ C fi(X), where C fi(X) denotes the companion
matrix of fi(X).
Proof. (1) Let F¯ be the algebraic closure of F. Then
F¯[G] ≃ F¯[X]〈Xn − 1〉 ≃
n−1⊕
i=0
F¯[X]
〈X − ζin〉
,
where ζn is a primitive n
th root of unity in F¯. Notice that the simple com-
ponents corresponding to the faithful irreducible F¯-representations of G are
F¯[X]
〈X−ζ in〉 , (i, n) = 1. Let ηi be the representation corresponding to the simple
component F¯[X]〈X−ζ in〉 . Therefore ηi is defined by x 7→ ζ
i
n, (i, n) = 1. Since each
ηi is of degree one, the character of ηi is ηi itself. By Theorem 3.1.1, for each
i, ⊕σ∈Gal(F(ηi)/F)σηi is an irreducible F-representation. Since for each i, σηi is a
faithful irreducible F¯-representation, ⊕σ∈Gal(F(ηi)/F)σηi is a faithful irreducible
F-representation. Also for each i, fi(X) is a separable polynomial, which im-
plies |Gal(F(ηi)/F)| = [F(ηi) : F] = deg fi(X). So there are at least k faithful
irreducible F-representations. Let ρ1, ρ2, . . . , ρk be those faithful irreducible F-
representations of G. It is quite clear that for each i, ρi is determined by the
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irreducible factor fi(X) of Φn(X). It remains to show that they are all the
faithful F-irreducible representations of G. If not, assume ρ is a faithful irre-
ducible F-representation, which is different from ρ1, ρ2, . . . , ρk. Then ρ⊗F F¯ is
also a faithful F¯-representation of G, and is the direct sum of some faithful
F¯-irreducible representations. So, some of the ηi’s must occur in the decompo-
sition, and which contradicts the assumption. Thus ρ1, ρ2, . . . , ρk are the only
faithful irreducible F-representations of G. This completes the proof of (1).
(2) Follows from Theorem 7.8.1.
Corollary 7.8.1. Let F be a field of characteristic 0 or prime to n. Then construction
of the faithful irreduicble F-representations of Cn reduces to explicit decomposition of
Φn(X) into irreducible factors. This depends on arithmetic of F.
7.9 Representations of finite abelian groups
In this section, we construct the irreducible representations of a finite abelian
group over a field of characteristic 0 or prime to the order of the group.
Lemma 7.9.1. Let G be a finite group. Let F be a field of characteristic 0 or prime to
|G|. If G has a faithful irreducible representation, then Z(G) is cyclic.
For the proof, see [8], Chapter 3, Theorem 2.2.
Theorem 7.9.1. Let G be a finite abelian group. Let F be a field of characteristic 0
or prime to |G|. For a divisor d of |G|, let Hd = {H ≤ G |G/H ≃ Cd}. Let ΩG
denote the set of irreducible F-representations of G and Ωod denote the set of faithful
irreducible F-representations of Cd. Then ΩG is in a bijective correspondence with the
set ∪d||G|(Hd ×Ωod).
Proof. Let (ρ,V) be an irreducible F-representation of G, and K be its kernel.
So, ρ factors through a faithful irreducible representation of G/K. By Lemma
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7.9.1, G/K is a cyclic group, and is isomorphic to Cd (say). So, ρ corresponds to
an element in ∪d||G|(Hd ×Ωod) and this correspondence is one-one. Let (ρ1,V1)
and (ρ2,V2) be two irreducible representations of G with kernel K1 and K2
respectively. So, ρ1 and ρ2 factor through faithful irreducible representations
η1 (say) of G/K1 and η2 (say) of G/K2 respectively. We can consider two cases:
G/K1 is isomorphic to G/K2 and G/K1 is not isomorphic to G/K2. In both the
cases, it is clear that η1 ≇ η2.
For a divisor d of |G|, let (η,W) be a faithful irreducible representation of
G/H ≃ Cd (say), where H is a normal subgroup of G. Then the pull back of
η by the natural group homomorphism: G → G/H, say ρ is an irreducible
representation of G. So, corresponding to an element in ∪d||G|(Hd ×Ωod) there
is an element in ΩG. This defines a correspondence from ∪d||G|(Hd ×Ωod) to
ΩG, which is one-one also. Therefore ΩG is in a bijective correspondence with
the set ∪d||G|(Hd ×Ωod). This completes the proof.
Remark 7.9.1. Note that Hd is an absolute invariant, depending only on G, whereas
Ωod depends on F.
Theorem 7.9.2 ([8], Chapter 3, Theorem 2.3). Let G be a finite abelian group. Let
F be a field of characteristic 0 or prime to |G|. Then every irreducible representation of
G over F factors through a faithful irreducible representation of a cyclic quotient.
Proof. Let (ρ,V) be an irreducible representation of G and K be the kernel of
ρ. Then ρ factors through a faithful irreducible representation of G/K. So, by
Lemma 7.9.1, Z(G/K) = G/K is cyclic. This completes the proof.
Corollary 7.9.1. Construction of the irreducible representations of a finite abelian
group reduces to construction of the faithful irreducible representations of its cyclic
quotients.
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7.10 Algorithmic construction of representations of
finite abelian groups
Let G be a finite abelian group. Let F be a field of characteristic 0 or prime to
|G|. Summarizing the previous two sections, we write an algorithm for con-
structing the irreducible F-representations of G in the following way.
Step 1: By Theorem 7.9.1, every irreducible representation of G factors through
a faithful irreducible representation of a cyclic quotient. So to construct the
irreducible representations of G it is sufficient to find faithful irreducible rep-
resentations of its cyclic quotients. We first find all the distinct cyclic quotients
of G.
Step 2: By Theorem 7.8.2, the faithful irreducible representations of a cyclic
quotient, say isomorphic to Cn (say), can be constructed from decomposition
of the nth cyclotomic polynomial Φn(X) into irreducible polynomials over F.
So, for each such n, we need to find the decomposition of Φn(X) into irre-
ducible polynomials. This is the arithmetic step, depending on the arithmetic
of F.
Step 3: By Theorem 7.8.2, if Φn(X) = ∏
k
i=1 fi(X) is the factorization into irre-
ducible polynomials over F, then there is a bijective correspondence between
the set of faithful irreducible representations of Cn and the set of irreducible
factors Φn(X), that is, { f1(X), f2(x), . . . , fk(X)}. If ρi is the faithful irreducible
representation corresponding to the irreducible factor fi(X), then ρi is defined
by: x 7→ C fi(X), where C fi(X) denotes the companion matrix of fi(X).
By following these three steps, we obtain all the irreducible F-representations
of G.
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7.11 Primitve central idempotents of abelian group
algebras
In this section, we describe a systematic way of computing the primitive central
idempotents of a finite abelian group G over a field F of characteristic 0 or
prime to |G|. By Theorem 7.9.2, every primitive central idempotent of F[G]
is pull back of the primitive central idempotent in F[G/K] corresponding to a
faithful irreducible representation of G/K, where G/K is isomorphic to a cyclic
group. Let G/K = 〈x¯|x¯n = 1〉 ≃ Cn, where x¯ = xK. Let e = ∑n−1i=0 αi x¯i be a
primitive central idempotent in F[G/K] corresponding to a faithful irreducible
representation of G/K. Then the pull back of e = ∑n−1i=0 αi x¯
i, that is, eK ∑
n−1
i=0 αix
i,
where eK = ∑k∈K k/|K| is a primitive central idempotent of F[G]. Thus the
problem reduces to computing the primitive central idempotents of a cyclic
group over a field of characteristic 0 or prime to the order of the group.
Let G = 〈x|xn = 1〉 be a cyclic group of order n. Let F be a field of character-
istic 0 or prime to n. Then F[G] is isomorphic to F[X]/〈Xn − 1〉. Let Xn − 1 =
∏d|n Φd(X) be the ”universal” decomposition into cyclotomic polynomials. For
Q, it is the decomposition into irreducible factors. In general, Φd(X) will de-
compose further. Let Xn − 1 = (X − 1) f2(X) . . . fk(X), with f1(X) = X − 1,
be the factorization into monic irreducible polynomials. Note that each fi(X)
is a monic irreducible factor of Φd(X) for some d|n. Then F[G] is abstractly
isomorphic to the direct sum of F-algebras F[X]/〈 fi (X)〉, i = 1, 2, . . . , k. For
a fixed i, let ζ1, ζ2, . . . , ζd be the roots of fi(X) in the algebraic closure of F.
Then the primitive central idempotent corresponding to fi(X) is the sum of
eζ jx, j = 1, 2, . . . , k, where eX = (1+ X + · · ·+ Xn−1)/n and X is an indetermi-
nate. By Newton’s formulae, power sums can be expressed in terms of elemen-
tary symmetric functions, which implies the coefficients of x, x2, . . . , xn−1 can
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be expressed in terms of the coefficients of the fi(X). So, computation of the
primitive central idempotents of F[G] reduces to factorization of Xn − 1 into ir-
reducible polynomials over F. By Theorem 7.8.2, the computation of primitive
central idempotents of F[G] corresponding to the faithful irreducible represen-
tations of G reduces to factorization of Φn(X) into irreducible polynomials over
F. This depends on the arithmetic of F.
Chapter 8
Examples
In this chapter, we give few examples which illustrate construction of the ir-
reducible matrix representations of a finite solvable group over C by using
Clifford theory (see [3], [4], [14]).
8.1 Symmetric group S3
Example 8.1.1. S3 is the group of symmetries of an equilateral triangle. Let x
be a rotational symmetry of the triangle with angle of rotation 1200. Let y be a
reflection in a line passing through a vertex and the midpoint of the opposite
edge. S3 has a maximal subnormal series
〈e〉 = Go < C3 = G1 < S3 = G2 (8.1.1)
The long presentation associated with the series (8.1.1) is
S3 = 〈x, y | x3 = y2 = 1, y−1xy = x−1〉.
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We obtain the primitive central idempotents in C[S3] and construct the irre-
ducible matrix representations of S3 using the long presentation.
The only primitive central idempotent in C[G0] is e = 1, and the correspond-
ing representation is trivial representation. The trivial representation of G0 ex-
tends to three mutually inequivalent irreducible representations of G1 = 〈x〉.
To obtain the corresponding primitive central idempotents, consider the group
algebra C[G1]. Since G1 is a cyclic group of order 3,
C[G1] ∼= C[X](x3−1) ∼=
C[X]
(x−1) ⊕
C[X]
(x−ω) ⊕
C[X]
(x−ω2)
∼= C ⊕C ⊕C,
where ω is a primitive cube root of unity. The identity elements in the last three
components correspond to three primitive central idempotents in C[G1] via
the above isomorphism. To obtain primitive central idempotents, write eX =
1+ X + X2/3, where X is an indeterminate. The primitive central idempotents
of C[G1] are
ex =
1+ x+ x2
3
, eωx =
1+ωx+ ω2x2
3
, eω2x =
1+ ω2x+ ωx2
3
.
PCI-diagram of G1: The PCI-diagram of G1 associated with the series: 〈e〉 =
Go < C3 = 〈x〉 = G1 is
•
• • •
e
ex eωx eω2x
G0
G1
Here, eX =
1+X+X2
3 ,X ∈ {x,ωx,ω2x},ω3 = 1, ω 6= 1.
We obtain the primitive central idempotents in C[G2] starting with primitive
central idempotents of C[G1]. The primitive central idempotents eωx and eω2x
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are primitive idempotents in C[G2] but not central. However, their sum e1 =
eωx + eω2x is a primitive central idempotent in C[G2]. The primitive central
idempotent ex of C[G1] is a central idempotent in C[G2]. Two primitive central
idempotents e2 = exey and e3 = exe−y, where ey = (1+ y)/2, e−y = (1− y)/2
correspond to two extensions of ex.
PCI-diagram of G2: The PCI-diagram associated with the series (8.1.1) is
•
• • •
• • •
e
ex eωx eω2x
exey exe−y eωx + eω2x
G0
G1
G2
Here, eX =
1+X+X2
3 ,X ∈ {x,ωx,ω2x}, eY = 1+Y2 ,Y ∈ {y,−y},ω3 = 1, ω 6= 1.
Irreducible representation of G2 corresponding to the primitive central idempotent
e1 = eωx + eω2x: Let ρ1 be the irreducible representation corresponding to e1.
The representation space Vρ1 of ρ1 is a two-dimensional vector space, and the
subspace 〈eωx, yeωx〉 of C[G2] can serve as a model for the representation space
Vρ1 of ρ1. Then, the values of ρ1 on the generators x, y of G2 are given by
ρ1(x) : eωx 7→ ω2eωx,
ρ1(x) : yeωx 7→ ωyeωx,
and
ρ1(y) : eωx 7→ yeωx,
ρ1(y) : yeωx 7→ eωx.
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Therefore w.r.t. the basis {eωx, yeωx} of Vρ1 , the matrix representation of ρ1 is
[ρ1(x)] =

 ω2 0
0 ω

 , and [ρ1(y)] =

 0 1
1 0

 .
Irreducible representation of G2 corresponding to the primitive central idempotent e2 =
exey : Let ρ2 be the irreducible representation corresponding to e2. The subspace
〈exey〉 of C[G2] can serve as a model for the representation space Vρ2 for ρ2.
Then, the values of ρ2 on the generators x, y of G2 are given by
ρ2(x) : exey 7→ exey,
ρ2(y) : exey 7→ exey.
Thus, the representation ρ2 is the trivial representation.
Irreducible representation of G2 corresponding to the primitive central idempotent e3 =
exe−y: Let ρ3 be the irreducible representation corresponding to the primitive
central idempotent e3. The subspace 〈exe−y〉 of C[G2] serves as a model for the
representation space Vρ3 of ρ3. Then the values of ρ3 on the generators x, y of
G2 are given by
ρ3(x) : exe−y 7→ exe−y,
ρ3(y) : exe−y 7→ −exe−y.
Therefore the matrix representation of G2 w.r.t. the basis {exe−y} of V3 is
[ρ3(x)] = 1 and [ρ3(y)] = −1.
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8.2 Dihedral group D8
Example 8.2.1. (1) We first construct the irreducible representations of D8 over
C by using Clifford theory.
Let us consider the maximal subnormal series
〈e〉 = Go < C2 = G1 < C2 × C2 = G2 < D8 = G3. (8.2.1)
The long presentation associated with the series (8.2.1) is
D8 = 〈x, y, z | x2 = 1, y2 = 1, xy = yx, z2 = 1, z−1xz = x, z−1yz = xy〉.
Therefore G0 = {1}, G1 = 〈x〉, G2 = 〈x, y〉 and G3 = 〈x, y, z〉. Since G2 is
a subgroup of index 2, one can construct the irreducible representations of
D8 starting with irreducible representations of G2. There are four irreducible
C-representations of G2 which are given by
η1(x) = 1, η1(y) = 1 η2(x) = 1, η2(y) = −1
η3(x) = −1, η3(y) = 1 η4(x) = −1, η4(y) = −1.
Since η1 ∼= ηz1 and η2 ∼= ηz2, then η1 and η2 extends to two representations of
D8. The two extensions of η1 are given by
ρ1(z) = 1, ρ2(z) = −1.
Similarly, the two extensions of η2 are given by
ρ3(z) = 1, ρ4(z) = −1.
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Since η3 ≇ η
z
3 and η
z
3
∼= η4, then η3, η4 induce the same irreducible representa-
tion ρ5 and is given by
[ρ5(x)] =

−1 0
0 −1

 , [ρ5(y)] =

1 0
0 −1

 , [ρ5(z)] =

0 1
1 0

 .
(2)We now construct the irreducible representations of D8 using our algorithm
(see Chapter6).
PCI-diagram of G2: Write eX =
1+X
2 , where X is an indeterminate. The complete
set of primitive central idempotents in C[G2] are
exey, exe−y, e−xey, e−xe−y.
The PCI-diagram of G2 associated with the series G0 < G1 < G2 is
•
• •
• • • •
e
ex e−x
exey exe−y e−xey e−xe−y
G0
G1
G2
PCI-diagram of G3: Let X and eX be as before. The complete set of primitive
central idempotents in C[G3] are
exeyez, exeye−z, exe−yez, exe−ye−z, e−xey + e−xe−y = 1− ex = e−x.
The PCI-diagram of G3 associated with the series (8.2.1) is
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•
• •
• • • •
• • • • •
e
ex e−x
exey exe−y e−xey e−xe−y
exeyez exeye−z exe−yez exe−ye−z e−x
G0
G1
G2
G3
Irreducible representation of G3 corresponding to the primitive central idempotent e1 =
e−x:
Let (ρ1,Vρ1) be the irreducible representation of G3 corresponding to e1.
Then dimC Vρ1 = 2 and the subspace 〈e−xey, ze−xey〉 of C[G3] can serve as a
model for the representation space for ρ1. Then the action of x, y, and z on the
basis {e−xey, ze−xey} is given by
ρ1(x) : e−xey 7→ −e−xey,
ze−xey 7→ −ze−xey,
ρ1(y) : e−xey 7→ e−xey,
ze−xey 7→ −ze−xey,
ρ1(z) : e−xey 7→ ze−xey,
ze−xey 7→ e−xey.
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Therefore w.r.t. the basis {e−xey, ze−xey}, the matrix representation of ρ1 is
[ρ1(x)] =

 −1 0
0 −1

 , [ρ1(y)] =

 1 0
0 −1

 , [ρ1(z)] =

 0 1
1 0

 .
The irreducible representations corresponding to the primitive central idem-
potents exeyez, exeye−z, exe−yez and exe−ye−z are all 1-dimensional, and can be
obtained in similar way. In the following table, e denotes a primitive central
idempotent in C[G3], (ρ,Vρ) denotes the corresponding irreducible represen-
tation. The model for the representation space Vρ is given as a subspace of
C[G3].
e (ρ,Vρ) Model for Vρ Action of ρ on V
e2 = exeyez (ρ2,Vρ2) 〈v〉 = 〈exeyez〉 ρ2(x) : v 7→ v, ρ2(y) : v 7→ v, ρ2(z) : v 7→ v
e3 = exeye−z (ρ3,Vρ3) 〈v〉 = 〈exeye−z〉 ρ3(x) : v 7→ v, ρ3(y) : v 7→ v, ρ3(z) : v 7→ −v
e4 = exe−yez (ρ4,Vρ4) 〈v〉 = 〈exe−yez〉 ρ4(x) : v 7→ v, ρ4(y) : v 7→ −v, ρ4(z) : v 7→ v
e5 = exe−ye−z (ρ5,Vρ5) 〈v〉 = 〈exe−ye−z〉 ρ5(x) : v 7→ v, ρ5(y) : v 7→ −v, ρ5(z) : v 7→ −v
8.3 Quaternion group Q8
Example 8.3.1. (1) We first construct the irreducible representations of Q8 over
C by using Clifford theory.
Let us consider the maximal subnormal series
〈e〉 = G0 < C2 = G1 < C4 = G2 < Q8 = G3. (8.3.1)
The long presentation of Q8 associated with the series (8.3.1) is
Q8 = 〈x, y, z | x2 = 1, y2 = x, z4 = 1, y2 = z2, z−1yz = xy〉.
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By construction, G1 = {1}, G1 = 〈x〉, G2 = 〈x, y〉 G3 = 〈x, y, z〉. Since G2 is
a subgroup of index 2 in Q8, we can construct all the inequivalent irreducible
matrix representations of Q8 starting with irreducible representations of G2.
There are four irreducible representations ηi (i = 1, 2, 3, 4) of G2 which are
given by
η1(y) = 1, η2(y) = −1, η3(y) = i, η4(y) = −i.
The representation η1 extends to Q8 in two ways, and are given by
ρ1(z) = 1, ρ2(z) = −1.
Similarly there are two extensions of η2, and are given by
ρ3(z) = 1, ρ4(z) = −1.
Since η3 ≇ η
z
3 and η
z
3
∼= η4, then η3 and η4 induce the same irreducible repre-
sentation ρ5, and is given by
[ρ5(x)] =

−1 0
0 −1

 , [ρ5(y)] =

 i 0
0 −i

 , [ρ5(z)] =

0 −1
1 0

 .
• We construct the irreducible representations of Q8 by our algorithm (see
Chapter6).
PCI-diagram of Q8: Write eX =
1+X
2 , where X is an indeterminate. The complete
set of primitive central idempotents of C[G2] are
exey, exe−y, e−xeiy, e−xe−iy (i =
√−1 ∈ C),
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The complete set of primitive central idempotents of C[G3] are
exeyez, exeye−z, exe−yez, exe−ye−z and e−xeiy + e−xe−iy = 1− ex = e−x.
The PCI-diagram associated with the series (8.3.1) is
•
• •
• • • •
• • • • •
e
ex e−x
exey exe−y e−xeiy e−xe−iy
exeyez exeye−z exe−yez exe−ye−z e−x1
G0
G1
G2
G3
Irreducible representation corresponding to the primitive central idempotent e1 = e−x:
Let (ρ1,Vρ1) be the irreducible representation corresponding to e1. Then the
subspace 〈e−xeiy, ze−xe−iy〉 of C[G3] can serve as a model for Vρ1 . The action of
ρ1 on the basis {e−xeiy, ze−xe−iy} is given by
ρ1(x) : e−xeiy 7→ −e−xeiy,
ze−xeiy 7→ −ze−xeiy,
ρ1(y) : e−xeiy 7→ ie−xeiy,
ze−xeiy 7→ −ize−xeiy,
ρ1(z) : e−xeiy 7→ ze−xeiy,
ze−xeiy 7→ −e−xeiy.
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Therefore w.r.t. the basis {e−xeiy, ze−xe−iy}, the matrix representation of ρ1 is:
[ρ1(x)] =

−1 0
0 −1

 , [ρ1(y)] =

 i 0
0 −i

 , [ρ1(z)] =

0 −1
1 0

 .
The irreducible representations corresponding to the primitive central idempo-
tents exeyez, exeye−z, exe−yez, exe−ye−z are all 1-dimensional, and can be obtained
in similar way. In the following table, e denotes a primitive central idempotent
in C[G3], (ρ,Vρ) denotes the corresponding irreducible representation, and the
model space for the representation space Vρ is given as a subspace of C[G3].
e (ρ,Vρ) Model for Vρ Action of ρ on V
e2 = exeyez (ρ2,Vρ2) 〈v〉 = 〈exeyez〉 ρ2(x) : v 7→ v, ρ2(y) : v 7→ v, ρ2(z) : v 7→ v
e3 = exeye−z (ρ3,Vρ3) 〈v〉 = 〈exeye−z〉 ρ3(x) : v 7→ v, ρ3(y) : v 7→ v, ρ3(z) : v 7→ −v
e4 = exe−yez (ρ4,Vρ4) 〈v〉 = 〈exe−yez〉 ρ4(x) : v 7→ v, ρ4(y) : v 7→ −v, ρ4(z) : v 7→ v
e5 = exe−ye−z (ρ5,Vρ5) 〈v〉 = 〈exe−ye−z〉 ρ5(x) : v 7→ v, ρ5(y) : v 7→ −v, ρ5(z) : v 7→ −v
8.4 Special linear group SL2(3)
Example 8.4.1. We construct the irreducible representations of SL2(3) over C
by using Clifford theory. Let us consider the maximal subnormal series
〈e〉 = Go < C2 = G1 < C4 = G2 < Q8 = G3 < SL2(3) = G4. (8.4.1)
The long presentation associated with the series (8.4.1) is
SL2(3) = 〈x, y, z, t | x2 = 1, y2 = x, y2 = z2, z−1yz = xy, t3 = 1, t−1yt = z, t−1zt = yz〉.
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The group Q8 is a normal subgroup of index 3 in SL2(3). Now we construct
the irreducible representations of SL2(3) starting with the irreducible represen-
tations of Q8.
Let ρ1, ρ2, ρ3, ρ4, ρ5 be the five inequivalent irreducible representation Q8
obtained in Example (8.3). The trivial representation ρ1 extends to three irre-
ducible representations of SL2(3), and are given by
θ1(t) = 1, θ2(t) = ω, θ3(t) = ω
2, whereω = e2πi/3.
Notice that ρ2, ρ3, ρ4 are conjugate to each other, so they induce the same
irreducible representation θ4 of degree 3, and is given by
[θ4(x)] = I3, [θ4(y)] =


1 0 0
0 −1 0
0 0 −1

 , [θ4(z)] =


−1 0 1
0 1 0
0 0 −1

 ,
[θ4(t)] =


0 0 1
1 0 0
0 1 0

.
Since ρt5
∼= ρ5, then ρ5 extends to three irreducible representations of SL2(3), let
these extensions be θ5, θ6, θ7. The matrix representations of θ5, θ6, θ7 are given
by
θk(x) =

−1 0
0 −1

 , θk(y) =

 i 0
0 −i

 , θk(z) =

0 −1
1 0

 (k = 5, 6, 7),
104 Chapter 8, Section 8.4
and
θ5(t) =

−1+i2 −1−i2
1−i
2
−1−i
2

 , θ6(t) = ω

−1+i2 −1−i2
1−i
2
−1−i
2

 , θ7(t) = ω2

−1+i2 −1−i2
1−i
2
−1−i
2

 .
(2) We construct the PCI-diagram associated with the series (8.4.1).
Primitive central idempotents in C[Q8] are
exeyez, exeye−z, exe−yez, exe−ye−z, e−xeiy + e−xe−iy = 1− ex.
Primitive central idempotents in C[SL2(3)] are
Let C(t) denotes the conjugacy class sum of t as an element of C[SL2(3)].
u1 =
e−x
3 +
1
3
{
C(t)
−2 +
(
C(t)
−2
)2}
e−x, u2 = e−x3 +
1
3
{
C(t)
−2 + ω
(
C(t)
−2
)2}
e−x,
u3 =
e−x
3 +
1
3
{
C(t)
−2 + ω
2
(
C(t)
−2
)2}
e−x, u4 = exeye−z + exe−yez + exe−ye−z,
u5 = exeyezewt, u6 = exeyezew2t, u7 = exeyezet,
where eX =
1+X
2 ; X ∈ {± x,± y,± z}; eY = 1+Y+Y
2
3 ; Y ∈ {t, ωt, ω2t}.
PCI-diagram of SL2(3): The PCI-diagram associated with the subnormal series
(8.4.1) is
8.5 Alternating group A4 105
•
• •
• • • •
• • • • •
• • • •u4 • • •
e
ex e−x
exey exe−y e−xeiy e−xe−iy
exeyez exeye−z exe−yez exe−ye−z e−x
u7 u6 u5 u3 u2 u1
G0
G1
G2
G3
G4
8.5 Alternating group A4
Example 8.5.1. We construct the irreducible representations of A4 over C by
using our algorithm (see Chapter6).
Let us consider the maximal subnormal series
〈e〉 = G0 < C2 = G1 < C2 × C2 = G2 < A4 = G3. (8.5.1)
The long presentation associated with the series (8.5.1) is
A4 = 〈x, y, z|x2 = y2 = 1, xy = yx, z3 = 1, z−1xz = y, z−1yz = xy〉.
Hence G0 = {1}, G1 = 〈x〉, G2 = 〈x, y〉 and G3 = 〈x, y, z〉.
The primitive central idempotents in C[G2], i.e., in C[C2 × C2] are
exey, exe−y, e−xey, e−xe−y.
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The primitive central idempotents of C[G3], i.e., in C[A4] are
exeyez, exeyeωz, exeyeω2z, e−xey + exe−y + e−xe−y = 1− exey,
where eX =
1+X
2 (X ∈ {± x,± y}), eY = 1+Y+Y
2
3 (Y ∈ {z,ωz,ω2z}).
PCI-diagram of A4: The PCI-diagram associated with the series (8.5.1) is
•
• •
• • • •
• • • •
e
ex e−x
exey exe−y e−xey e−xe−y
exeyez exeyeωz exeyeω2z e−xey + exe−y + e−xe−y
G0
G1
G2
G3
Here, eX =
1+X
2 (X ∈ {± x,± y}), eY = 1+Y+Y
2
3 (Y ∈ {z,ωz,ω2z})
Irreducible representation corresponding to the primitive central idempotent e1 =
1− exey: Let (ρ1,V1) be the irreducible representation corresponding to e1. The
subspace 〈exe−y, zexe−y, z2exe−y〉 of C[G3] can serve as a model for Vρ1 . The
action of ρ on the basis {exe−y, zexe−y, z2exe−y} is given by
ρ1(x) :exe−y 7→ xexe−y = exe−y,
zexe−y 7→ xzexe−y = −zexe−y,
z2exe−y 7→ xz2exe−y = −z2exe−y,
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ρ1(y) :exe−y 7→ yexe−y = −exe−y,
zexe−y 7→ yzexe−y = −zexe−y,
z2exe−y 7→ yz2exe−y = z2exe−y,
and
ρ1(z) :exe−y 7→ zexe−y = exe−y,
zexe−y 7→ z2exe−y,
z2exe−y 7→ z3exe−y = exe−y.
Thus, the matrix representation of ρ1 w.r.t. the basis {exe−y, zexe−y, z2exe−y} is
[ρ1(x)] =


1 0 0
0 −1 0
0 0 −1

 , [ρ1(y)] =


−1 0 0
0 −1 0
0 0 1

 , [ρ1(z)] =


0 0 1
1 0 0
0 1 0

 .
The representations corresponding to primitive central idempotents exeyez, exeyeωz
and exeyeω2z are all 1-dimensional, and can be obtained in similar way. In the
following table, e denotes a primitive central idempotent in C[G3], (ρ,Vρ) de-
notes the corresponding irreducible representation, and the model space for
the representation space Vρ is given as a subspace of C[G3].
e (ρ,Vρ) Model for Vρ Action of ρ on Vρ
e2 = exeyez (ρ2,Vρ2) 〈v〉 = 〈exeyez〉 ρ2(x) : v 7→ v, ρ2(y) : v 7→ v, ρ2(z) : v 7→ v
e3 = exeyeωz (ρ3,Vρ3) 〈v〉 = 〈exeyeωz〉 ρ3(x) : v 7→ v, ρ3(y) : v 7→ v, ρ3(z) : v 7→ ω2v
e4 = exeyeω2z (ρ4,Vρ4) 〈v〉 = 〈exeyeω2z〉 ρ4(x) : v 7→ v, ρ4(y) : v 7→ v, ρ4(z) : v 7→ ωv
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8.6 Symmetric group S4
Example 8.6.1. We construct the irreducible representations of S4 over C by
using Clifford theory. Let us consider the maximal subnormal series:
〈e〉 = G0 < C2 = G1 < C2 × C2 = G2 < A4 = G3 < S4 = G4 = G. (8.6.1)
The long presentation associated with the above series (8.6.1) is
S4 = 〈x, y, z, t | x2 = y2 = 1, y−1xy = x, z3 = 1, z−1xz = y, z−1yz = xy, t2 =
1, t−1xt = x, t−1yt = xy, t−1zt = z−1〉
We may consider x = (12)(34), y = (13)(24), z = (123), t = (12). By construc-
tion,
{e} = G0, G1 = 〈x〉, G2 = 〈x, y〉, G3 = 〈x, y, z〉, G4 = 〈x, y, z, t〉.
Let ρi (i = 1, 2, 3, 4) denote the matrix representations of G3 = A4 obtained
in Example 8.5, and starting from them, we construct the irreducible matrix
representations of S4. The trivial representation ρ2 of A4 extends in two ways
to a representation of S4, one is the trivial and the other is the sign represen-
tation of S4, and we denote them by θ1 and θ2. Since A4 is the commutator
subgroup of S4, they are the only 1-dimensional representations of S4. Since
ρ3 is not equivalent to ρ
t
3, and ρ4
∼= ρt3, then ρ3, ρ4 induce the same irreducible
representation of S4, denoted by θ3, and is given by
[θ3(x)] =

1 0
0 1

 , [θ3(y)] =

1 0
0 1

 , [θ3(z)] =

w 0
0 w2

 , [θ3(t)] =

0 1
1 0

 .
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Consider the representation ρ1 of A4. For the purpose, we rewrite it here
[ρ1(x)] =


1 0 0
0 −1 0
0 0 −1

 , [ρ1(y)] =


−1 0 0
0 −1 0
0 0 1

 , [ρ1(z)] =


0 0 1
1 0 0
0 1 0

 .
Since ρ1 ∼= ρt1, then ρ1 extends in two ways to an irreducible representation of
S4, denote them by θ4, and θ5. To determine θ4 and θ5, it is enough to determine
θ4(t) and θ5(t). For simplicity, let Yi = θi(t), i = 4, 5. Note that Yi ∈ Int(ρt1, ρ1),
the space of intertwining operators between ρt1 and ρ1 with Y
2
i = I3, for i = 4, 5.
Now using the relations
t−1xt = x, t−1yt = xy, t−1zt = z2
the images of ρt1 at x, y, z can be calculated from that of ρ1, which are given by
[ρt1(x)] =


1 0 0
0 −1 0
0 0 −1

 , [ρt1(y)] =


−1 0 0
0 1 0
0 0 −1

 , [ρt1(z)] =


0 1 0
0 0 1
1 0 0

 .
Now Yioρ
t
1(g) = ρ1(g)oYi for g ∈ 〈x, y, z〉 (i = 4, 5), considering these equations
for g = x, y, z and Y2i = I3, we get
Y4 =


1 0 0
0 0 1
0 1 0

 and Y5 =


−1 0 0
0 0 −1
0 −1 0


Thus, θi(t) = Yi (i = 4, 5) are the two extensions of the representation ρ1.
We have obtained the irreducible representations of S4 by using Clifford
theory, and now we obtain them by using our algorithm (see Chapter6).
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The primitive central idempotents in C[A4] are
exeyez, exeyewz, exeyew2z, exe−y + e−xey + e−xe−y = 1− exey.
Let C(t) ∈ C[S4] denote the conjugacy class sum of t in S4. The complete
set of primitive central idempotents in C[S4] are
b1 =
(1− exey)
2
+
1
2
{
C(t)(1−exey)
2
}
, b2 =
(1− exey)
2
+
1
2
{
C(t)(1−exey)
−2
}
,
b3 = exeyezet, b4 = exeyeze−t, b5 = exeyewz + exeyew2z.
PCI-diagram of S4: The PCI-diagram associated with the subnormal series (8.6.1)
is
• •• • •
•
• •
• • • •
• • • •
e
ex e−x
exey exe−y e−xey e−xe−y
exeyez exeyeωz exeyeω2z 1− exey
b3 b4 b5 b2 b1
G0
G1
G2
G3
G4
Irreducible representation corresponding to the primitive central idempotent b1: Let
(ρ1,Vρ1) be the irreducible representation corresponding to the primitive cen-
tral idempotent b1. The subspace 〈exe−yb1, zexe−yb1, z2exe−yb1〉 of C[G4] can
serve as a model for Vρ1 . The action of ρ1 on the basis {exe−yb1, zexe−yb1, z2exe−yb1}
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is given by
[ρ1(x)] =


1 0 0
0 −1 0
0 0 −1

 , [ρ1(y)] =


−1 0 0
0 −1 0
0 0 1

 , [ρ1(z)] =


0 0 1
1 0 0
0 1 0

 , [ρ1(t)] =


1 0 0
0 0 1
0 1 0

 .
Irreducible representation corresponding to the primitive central idempotent b2: Let
(ρ2,Vρ2) be the irreducible representation corresponding to the primitive cen-
tral idempotent b2. The subspace 〈exe−yb2, zexe−yb2, z2exe−yb2〉 of C[G4] can
serve as a model for Vρ2 . The action of ρ2 on the basis {exe−yb2, zexe−yb2, z2exe−yb2}
is given by
[ρ2(x)] =


1 0 0
0 −1 0
0 0 −1

, [ρ2(y)] =


−1 0 0
0 −1 0
0 0 1

, [ρ2(z)] =


0 0 1
1 0 0
0 1 0

, [ρ2(t)] =


−1 0 0
0 0 −1
0 −1 0

.
Irreducible representation corresponding to the primitive central idempotent b3 =
exeyezet: Let (ρ3,Vρ3) be the irreducible representation corresponding to b3.
Then dimC Vρ3 = 1. The subspace 〈exeyezet〉 of C[G4] can serve as a model for
Vρ3 . The action of ρ3 on {exeyezet} is given by
ρ3(x) : exeyezet 7→ xexeyezet = exeyezet,ρ3(y) : exeyezet 7→ yexeyezet = exeyezet,
ρ3(z) : exeyezet 7→ zexeyezet = exeyezet,ρ3(t) : exeyezet 7→ texeyezet = exeyezet.
Therefore, the representation ρ3 is the trivial representation of S4.
Irreducible representation corresponding to the primitive central idempotent b4 =
exeyeze−t: Let (ρ4,Vρ4) be the irreducible representation corresponding to b4.
Then dimC Vρ4 = 1. The subspace 〈exeyeze−t〉 of C[G4] can serve as a model for
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Vρ4 . The action of ρ4 on {exeyeze−t} is given by
ρ4(x) : exeyeze−t 7→ xexeyeze−t = exeyeze−t, ρ4(y) : exeyeze−t 7→ yexeyeze−t = exeyeze−t,
ρ4(z) : exeyeze−t 7→ zexeyeze−t = exeyezet, ρ4(t) : exeyeze−t 7→ texeyeze−t = −exeyeze−t.
Therefore, the representation of ρ3 is given by
ρ4(x) = 1, ρ4(y) = 1, ρ4(z) = 1, ρ4(t) = −1,
and which is the sign representation of S4.
Irreducible representation corresponding to the primitive central idempotent b5 =
exeyewz + exeyew2z: Let (ρ5,Vρ5) be the irreducible representation corresponding
to b5. Then dimC Vρ5 = 2. The subspace 〈exeyewz, texeyewz〉 of C[G4] can serve
as a model for Vρ5 . The action of ρ5 on 〈exeyewz, texeyewz〉 is given by
ρ5(x) :exeyewz 7→ xexeyewz = exeyewz,
texeyewz 7→ xtexeyewz = txexeyewz = texeyewz,
and similarly, one can see that
ρ5(y) : exeyewz 7→ exeyewz, ρ5(z) : exeyewz 7→ w2exeyewz, ρ5(t) : exeyewz 7→ texeyewz,
texeyewz 7→ texeyewz, texeyewz 7→ wtexeyewz, texeyewz 7→ exeyewz.
Therefore w.r.t. the basis {exeyewz, texeyewz} the matrix representation of ρ5 is
[ρ5(x)] =

1 0
0 1

 , [ρ5(y)] =

1 0
0 1

 , [ρ5(z)] =

w2 0
0 w

 , [ρ5(t)] =

0 1
1 0

 .
Chapter 9
Summary and Future work
In this chapter, we present summary of the thesis and directions for future
research work.
9.1 Summary of the thesis
This thesis started with an introduction which consists of definitions, motiva-
tion, main results of the thesis and organization of the thesis. All the results of
the Chapter 2, ’Semisimple algebras’ are well known.
In Chapter 3, ’F-conjugacy, F-character table, F-idempotents’, we presented a
brief introduction to Schur’s theory (see [23], [24]) on group representations
over a field with characteristic 0 or prime to |G|. We showed that F-conjugacy
class of an element of order n in a group G is the union of certain conju-
gacy classes, and which is determined by the decomposition of n-th cyclotomic
polynomial Φn(X) into irreducible polynomials over F. We gave a formula
for computing the primitive central idempotents of a semisimple group alge-
bra F[G] in terms of F-characters and F-conjuagcy classes in G, which can be
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obtained from the F-character table.
In Chapter 4, ’Clifford theory’, we described the classical approach to induc-
tive construction of the irreducible representations of a finite solvable group C,
and which is based on Clifford theory on group representations (see [3], [4],
[14]) with various examples. We noted some important consequences of this
approach.
In Chapter 5, ’Diagonal subalgebra’, we introduced the notion of a diagonal
subalgebra (unique up to conjugacy) of a group algebra over an algebraically
closed field of characteristic 0. We gave an introduction to Gelfand-Tsetlin aleg-
bra (see [26]) for an inductive chain of subgroups of a finite group with simple
branching. A finite solvable group always has a subnormal series such that suc-
cessive quotients are cyclic groups of prime order, and which is a multiplicity
free chain of subgroups. So, one can consider the Gelfand-Tsetlin algebra asso-
ciated with such a series, and in fact this is the diagonal subalgebra. We found
a convenient set of generators of the Gelfand-Tsetlin algebra using a long sys-
tem of generators. Apart from that we gave an indirect proof of the Berman’s
theorem (see [1]), which gives an inductive construction of the primitive central
idempotents of C[G], where G is a finite solvable group.
In Chapter 6, ’Algorithmic construction of matrix representations of a finite solv-
able group over C’, we gave an algorithm for constructing the irreducible matrix
representations of a finite solvable group over C using a long presentation.
For a finite solvable group G of order N = p1p2 . . . pn, where pi’s are primes,
there always exists a subnormal series: 〈e〉 = Go < G1 < · · · < Gn = G
such that Gi/Gi−1 is isomorphic to a cyclic group of order pi, i = 1, 2, . . . , n.
Associated with this series, there exists a long system of generators consisting
n elements x1, x2, . . . , xn (say), such that Gi = 〈x1, x2, . . . , xi〉, i = 1, 2, . . . , n. In
terms of this system of generators and conjugacy class sum of xi in Gi, i =
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1, 2, . . . , n, we presented an algorithm for constructing the irreducible matrix
representations of G over C within the group algebra C[G]. This algorithmic
construction needs the knowledge of the primitive central idempotents, a well
defined set of primitive (not necessarily central) idempotents and the diagonal
subalgebra of C[G].
In Chapter 7, ’Representations of finite abelian groups’, we gave an algorithm
for constructing the irreducible matrix representations of a finite abelian group
G over a field F of characteristic 0 or prime to order of the group. Since every ir-
reducible F-representation of G factors through a faithful irreducible represen-
tation of a cyclic quotient, so it is sufficient to construct the faithful irreducible
matrix representations of its cyclic quotients, which depends on arithmetic of
F. By using the same philosophy we gave a systematic way of computing the
primitive central idempotents of F[G]. Besides that using a long presentation,
we gave character-free expressions of the primitive central idempotents of a
rational group algebra of finite abelian group and its Wedderburn decomposi-
tion.
In Chapter 8, ’Examples’, we illustrate our algorithm and the classical ap-
proach based on Clifford theory for constructing the irreducible matrix repre-
sentations of finite solvable groups over C with various examples.
9.2 Future work
9.2.1 Representations of finite solvable groups over non- alge-
braically closed fields
To my knowledge, the classification of representations over non-algebraically
fields of finite solvable groups is not available in the literature. In this case, the
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arithmetic of the field will play significant role. First, I would like to consider
the irreducible Q-representations of finite solvable groups, then we consider
the general case.
9.2.2 Primitive central idempotents of finite solvable groups
over non-algebraically closed fields
Computation of the primitive central idempotents of the semisimple group al-
gebra of a finite group is an interesting problem. We have seen that there is
a nice formula (see [29]) for computing the primitive central idempotents of a
semisimple group algebra in terms of irreducible characters. In view of com-
putational difficulties of this method, the following problem has been raised in
recent years.
Problem: Is there a character-free method for computing the primitive cen-
tral idempotents of a semisimple group algebra F[G].
This problem has been solved for certain classes of groups and for some
specific fields. The primitive central idempotents in the group algebra of a
finite nilpotent group over a field F of characteristic 0 or prime to |G| has been
determined in [22]. This generates a natural interest in the following problem.
Problem: Let G be a finite solvable group and F be a field of characteristic
0 or prime to |G|. Compute the primitive central idempotents of F[G].
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