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a b s t r a c t
A family of eighth-order iterative methods for the solution of nonlinear equations is
presented. The new family of eighth-order methods is based on King’s fourth-order
methods and the family of sixth-order iteration methods developed by Chun et al. Per
iteration the new methods require three evaluations of the function and one evaluation of
its first derivative. Therefore this family of methods has the efficiency index which equals
1.682. Kung and Traub conjectured that a multipoint iteration without memory based on n
evaluations could achieve optimal convergence order 2n−1. Thusweprovide a newexample
which agrees with the conjecture of Kung–Traub for n = 4. Numerical comparisons are
made to show the performance of the presented methods.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this study,we apply iterativemethods to find a simple root x? of the nonlinear equation f (x) = 0,where f : D ⊂ R→ R
is a scalar function on an open interval D.
Newton’s method is the well-known iterative method to find x? by using
xn+1 = xn − f (xn)f ′(xn) , (1)
that converges quadratically in some neighborhood of x? (see [1]).
To improve the local order of convergence, many modified methods have been proposed in open literatures, see [2–8]
and references therein. King [2] developed a one-parameter family of fourth-order methods, which is written as:
yn = xn − f (xn)f ′(xn) ,
xn+1 = yn − f (xn)+ βf (yn)f (xn)+ (β − 2)f (yn)
f (yn)
f ′(xn)
,
(2)
where β ∈ R is a constant. In particular, the famous Ostrowski’s method [3,4] is a member of this family when β = 0. The
family of methods (2) is very interesting, since it only adds evaluation of the function at another point iterated by Newton’s
method but its order of convergence increases from two to four, and is free from second derivative. Recently, based on
King’s methods or Ostrowski’s method, some iterative methods have been proposed and analyzed for solving nonlinear
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equations [5–8]. Grau et al. [5] developed a sixth-order variant of Ostrowski’s method which is given by
yn = xn − f (xn)f ′(xn) ,
µ = [f (xn)− 2f (yn)]−1(xn − yn),
zn = yn − µf (yn),
xn+1 = zn − µf (zn).
(3)
Sharma et al. [6] considered another sixth-order family of modified Ostrowski’s methods which includes the method (3)
as a particular case. Another sixth-order family of methods which includes the above-mentioned sixth-order variants as
particular cases was proposed by Chun et al. in [7]
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)f (xn)− 2f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f ′(xn) ,
(4)
where µn = f (yn)f (xn) and H(t) represents a real-valued function with H(0) = 1, H ′(0) = 2 and |H ′′(0)| < ∞. Kou et al. [8]
presented a family of variants of Ostrowski’s method with seventh-order convergence, which is given by:
yn = xn − f (xn)f ′(xn) ,
H2(xn, yn) = [f (xn)− 2f (yn)]−1f (yn),
zn = yn − H2(xn, yn)(xn − yn),
Hα(yn, zn) = [f (yn)− αf (zn)]−1f (zn),
xn+1 = zn −
[
(1+ H2(xn, yn))2 + Hα(yn, zn)
] f (zn)
f ′(xn)
,
(5)
where α ∈ R is a constant. In this paper, based on two families of methods (2) and (4), we construct a new family of
eighth-order methods free from second derivative. The important characteristic of the new family of methods is that it only
adds evaluation of the function at another point iterated by (2), but its order of convergence increases from four to eight.
Therefore this family of methods has the efficiency index which equals 1.682 and is better than 1.587 of King’s methods (2),
1.565 of (3) and (4), and 1.627 of (5). It is worth mentioning that the iterationmethods (3)-(5) use four evaluations, but they
have convergence order of six or seven. Kung and Traub [9] conjectured a multipoint iteration without memory based on
n evaluations to achieve optimal convergence order 2n−1. We provide a new example which agrees with the conjecture of
Kung–Traub for n = 4. Finally, we employ the new family of methods to solve some nonlinear equations and compare it
with some well-known methods.
2. The methods and analysis of convergence
In order to construct new methods, we need the knowledge of divided differences. Let f (x) be a function defined on I ,
where I is the smallest interval containing k + 1 distinct nodes x0, x1, . . . , xk. The divided difference f [x0, x1, . . . , xk] with
kth-order is defined as follows [10]:
f [x0] = f (x0),
f [x0, x1] = f [x1] − f [x0]x1 − x0 ,
. . .
f [x0, x1, . . . , xk] = f [x1, x2, . . . , xk] − f [x0, x1, . . . , xk−1]xk − x0 .
(6)
It is clear that the divided difference f [x0, x1, . . . , xk] is a symmetric function of its arguments x0, x1, . . . , xk. Moreover if
we assume that f ∈ C (k+1)(Ix), where Ix is the smallest interval containing the nodes x0, x1, . . . , xk and x, then
f [x0, x1, . . . , xk, x] = f
(k+1)(ξ)
(k+ 1)! , (7)
for a suitable ξ ∈ Ix. Specially, if x0 = x1 = · · · = xk = x, then
f [x, x, . . . , x, x︸ ︷︷ ︸
k+2
] = f
(k+1)(x)
(k+ 1)! . (8)
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Now, we consider an iteration scheme of the form,
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)+ βf (yn)f (xn)+ (β − 2)f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f ′(zn) ,
(9)
where µn = f (zn)f (xn) and H(t) represents a real-valued function.
By using the Taylor expansion, f (zn) and f ′(zn) in (9) can be approximated by
f (zn) ≈ f (yn)+ f ′(yn)(zn − yn)+ 12 f
′′(yn)(zn − yn)2, (10)
f ′(zn) ≈ f ′(yn)+ f ′′(yn)(zn − yn). (11)
Then
f ′(zn) ≈ f (zn)−f (yn)zn−yn + 12 f ′′(yn)(zn − yn) = f [zn, yn] + 12 f ′′(yn)(zn − yn). (12)
In order to avoid the computation of the second derivative, we approximate f ′′(yn) as follows,
f ′′(yn) ≈ 2f [zn, xn, xn] = 2
(
f [zn, xn] − f ′(xn)
)
zn − xn , (13)
where zn and xn are sufficiently close to yn when n is a sufficiently big integer.
Substituting (13) into (12) and replacing f ′(zn) with approximation in (12), we can construct a new family of methods
by (9), (12) and (13) as follows:
yn = xn − f (xn)f ′(xn) ,
zn = yn − f (xn)+ βf (yn)f (xn)+ (β − 2)f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − H(µn) f (zn)f [zn, yn] + f [zn, xn, xn](zn − yn) ,
(14)
whereµn = f (zn)f (xn) andH(t) represents a real-valued function.We can state the following convergence theorem for the family
of methods (14).
Theorem 1. Assume that f ∈ C5(D). Suppose x? ∈ D, f (x?) = 0 and f ′(x?) 6= 0. If the initial point x0 is sufficiently close
to x?, then the sequence {xn} generated by any method of the family (14) converges to x?. If H is any function with H(0) = 1,
then the convergence order of any method of the family (14) is seven. Further, if H is any function with H(0) = 1, H ′(0) = 2,
|H ′′(0)| <∞ and β = − 12 , then the convergence order of any method of the family (14) arrives to eight.
Proof. Let en = xn − x?, e˜n = yn − x? and dn = zn − x?. Denote ck = f (k)(x?)k!f ′(x?) , k = 2, 3, . . .. Using the Taylor expansion and
taking into account f (x?) = 0, we have
f (xn) = f ′(x?)[en + c2e2n + c3e3n + c4e4n + c5e5n + O(e6n)], (15)
f ′(xn) = f ′(x?)[1+ 2c2en + 3c3e2n + 4c4e3n + 5c5e4n + O(e5n)]. (16)
Dividing (15) by (16), we get
f (xn)
f ′(xn)
= en − c2e2n + [2c22 − 2c3]e3n + [7c2c3 − 4c32 − 3c4]e4n + [8c42 − 20c22c3 + 6c23 + 10c2c4 − 4c5]e5n + O(e6n),(17)
and hence, we have
e˜n = c2e2n + [2c3 − 2c22 ]e3n + [4c32 − 7c2c3 + 3c4]e4n + [−8c42 + 20c22c3 − 6c23 − 10c2c4 + 4c5]e5n + O(e6n). (18)
It is similar to (15), we get
f (yn) = f ′(x?)[e˜n + c2e˜2n + O(e˜3n)]
= f ′(x?)[c2e2n + (2c3 − 2c22 )e3n + (3c4 + 5c32 − 7c2c3)e4n
+ (−12c42 + 24c22c3 − 10c2c4 − 6c23 + 4c5)e5n + O(e6n)]. (19)
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With (15), (16) and (19), we obtain that
f (xn)+ βf (yn)
f (xn)+ (β − 2)f (yn)
= 1+ 2 c2e
2
n + (2c3 − 2c22 )e3n + (3c4 + 5c32 − 7c2c3)e4n + O(e5n)
(en + c2e2n + c3e3n + c4e4n + O(e5n))+ (β − 2)(c2e2n + (2c3 − 2c22 )e3n + (3c4 + 5c32 − 7c2c3)e4n + O(e5n))
= 1+ 2c2en + [4c3 − 2(β + 1)c22 ]e2n + 2[(β(β + 2)c32 − 2(1+ 2β)c2c3)+ 3c4]e3n + O(e4n), (20)
and
f (yn)
f ′(xn)
= c2e2n + [2c3 − 4c22 ]e3n + [13c32 − 14c2c3 + 3c4]e4n + [−38c42 + 64c22c3 − 12c23 − 20c2c4 + 4c5]e5n + O(e6n).
(21)
From (14), (20) and (21), it follows that
dn = e˜n − f (xn)+ βf (yn)f (xn)+ (β − 2)f (yn)
f (yn)
f ′(xn)
= [(2β + 1)c32 − c2c3]e4n + [−2(β2 + 6β + 2)c42 + 4(3β + 2)c22c3 − 2c2c4 − 2c23 ]e5n + O(e6n). (22)
Similarly to (19), we obtain
f (zn) = f ′(x?)[dn + c2d2n + c3d3n + c4d4n + O(d5n)], (23)
and
f [zn, yn] = f (zn)− f (yn)dn − e˜n =
f ′(x?)
[
dn + c2d2n + c3d3n + O(d4n)− (e˜n + c2e˜n2 + c3e˜n3 + O(e˜n4))
]
dn − e˜n
= f ′(x?) [1+ c2dn + c2e˜n + c3e˜2n + O(e6n)]
= f ′(x?) [1+ c22e2n + (2c2c3 − 2c32 )e3n + ((2β + 5)c42 − 7c22c3 + 3c2c4) e4n + O(e5n)] . (24)
Moreover, by (15) and (24), we have
f [zn, xn] = f (zn)− f (xn)dn − en =
f ′(x?)
[
dn + c2d2n + c3d3n + c4d4n + O(d5n)− (en + c2e2n + c3e3n + c4e4n + O(e5n))
]
dn − en
= f ′(x?) [1+ c2(en + dn)+ c3(e2n + endn + d2n)+ c4(e3n + e2ndn + end2n + d3n)+ O(e4n)] , (25)
and by (16) and (22), we get
f [zn, xn, xn] = f [zn, xn] − f
′(xn)
dn − en
= f ′(x?) [c2 + c3 (en + (dn + en))+ c4 (e2n + (dn + en)en + (d2n + dnen + e2n))+ O(e3n)]
= f ′(x?) [c2 + 2c3en + 3c4e2n + O(e3n)] . (26)
Then by (22) and (26), we have
f [zn, xn, xn](zn − yn) = f ′(x?)
[
c2 + 2c3en + 3c4e2n + O(e3n)
]
(dn − e˜n)
= f ′(x?) [−c22e2n + 2(c32 − 2c3c2)e3n + (c42 (2β − 3)+ 10c22c3 − 4c23 − 6c2c4) e4n + O(e5n)] . (27)
Thereby, with (24) and (27), we obtain that
f [zn, yn] + f [zn, xn, xn](zn − yn) = f ′(x?)
[
1− 2c2c3e3n +
(
2(2β + 1)c42 + 3c22c3 − 4c23 − 3c2c4
)
e4n + O(e5n)
]
. (28)
From (15) and (23), we have
µn = f (zn)f (xn) =
dn
en
− c2dn + O(e5n). (29)
Using the Taylor expansion and |H ′′(0)| <∞, we get
H(µn) = H(0)+ H ′(0)µn + O(µ2n) = H(0)+ H ′(0)
(
dn
en
− c2dn
)
+ O(e5n), (30)
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and with (14), (22), (23) and (28)–(30), we can obtain that
dn
en
= [(2β + 1)c32 − c2c3]e3n + [−2(β2 + 6β + 2)c42 + 4(3β + 2)c22c3 − 2c2c4 − 2c23 ]e4n + O(e5n), (31)
and the error equation:
en+1 = dn −
[H(0)+ H ′(0) dnen − H ′(0)c2dn + O(e5n)][dn + c2d2n + O(d3n)]
1− 2c2c3e3n + [2(2β + 1)c42 + 3c22c3 − 4c23 − 3c2c4]e4n + O(e5n)
= dn −
[
H(0)+ H ′(0)
(
dn
en
− c2dn
)]
(dn + c2d2n)
[
1+ 2c2c3e3n −
(
2(2β + 1)c42
+ 3c22c3 − 4c23 − 3c2c4
)
e4n
]+ O(e9n)
= [1− H(0)]dn −
[
H ′(0)
dn
en
+ 2H(0)c2c3e3n
]
dn
− [H(0)− H ′(0)]c2d2n − [−2(2β + 1)c42 − 3c22c3 + 4c23 + 3c2c4]H(0)e4ndn + O(e9n)
= [1− H(0)]dn − [H ′(0)(1+ 2β)c32 + (2H(0)− H ′(0))c2c3]e3ndn + [H ′(0)− H(0)]c2d2n
+ [2H ′(0) ((β2 + 6β + 2)c42 − (6β + 4)c22c3 + c2c4 + c23)
+ H(0) ((4β + 2)c42 + 3c22c3 − 4c23 − 3c2c4)] e4ndn + O(e9n). (32)
This means that the convergence order of any method of the family (14) is seventh-order with H(0) = 1 and the error
equation is
en+1 =
[
2c2c3
(−(1+ 2β)c32 + c2c3)− H ′(0) ((2β + 1)c32 − c2c3)2] e7n + O(e8n), (33)
and if H is any function with H(0) = 1, H ′(0) = 2, and β = − 12 , then the convergence order of any method of the family
(14) arrives to eight, and the error equation is
en+1 = (3c52c3 + 2c32c23 − c22c3c4)e8n + O(e9n). (34)
The proof is completed. 
Remark 2. Any method of the family (14) uses four evaluations per iteration, and has eighth-order convergence with
H(0) = 1, H ′(0) = 2, and β = − 12 , which accord with the conjecture of Kung–Traub that a multipoint iteration without
memory based on n evaluations achieves optimal convergence order 2n−1 for n = 4.
3. The concrete iterative methods
In what follows, we give some concrete iterative forms of (14).
Method 1. For the function H defined by
H(t) = 1+ 2t
1+ αt , (35)
where α ∈ R, it can easily be seen that the function H(t) of (35) satisfies conditions of Theorem 1. Hence we get a new
one-parameter eighth-order family of methods
yn = xn − f (xn)f ′(xn) ,
zn = yn − 2f (xn)− f (yn)2f (xn)− 5f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn − f (xn)+ (2+ α)f (zn)f (xn)+ αf (zn)
f (zn)
f [zn, yn] + f [zn, xn, xn](zn − yn) .
(36)
Method 2. For the function H defined by
H(t) = 1+ 2t + αt2 + γ t3, (37)
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where α, γ ∈ R, it can easily be seen that the function H(t) of (37) satisfies conditions of Theorem 1. We get another new
two-parameter eighth-order family of methods
yn = xn − f (xn)f ′(xn) ,
zn = yn − 2f (xn)− f (yn)2f (xn)− 5f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn −
[
1+ 2 f (zn)
f (xn)
+ α f
2(zn)
f 2(xn)
+ γ f
3(zn)
f 3(xn)
]
f (zn)
f [zn, yn] + f [zn, xn, xn](zn − yn) .
(38)
Method 3. For the function H defined by
H(t) = 1
(1− αt) 2α
, (39)
where α 6= 0, it is clear that the function H(t) of (39) satisfies conditions of Theorem 1. We get another new one-parameter
eighth-order family of methods
yn = xn − f (xn)f ′(xn) ,
zn = yn − 2f (xn)− f (yn)2f (xn)− 5f (yn)
f (yn)
f ′(xn)
,
xn+1 = zn −
(
f (xn)
f (xn)− αf (zn)
) 2
α f (zn)
f [zn, yn] + f [zn, xn, xn](zn − yn) .
(40)
The families (36), (38) and (40) achieve eighth-order convergence. Per iteration the presented methods require three
evaluations of the function and one evaluation of its first derivative. We consider the definition of efficiency index [11] as
p
1
w , where p is the order of the method and w is the number of function evaluations per iteration required by the method.
If we assume that all the evaluations have the same cost as function one, we have that the family of methods (14) has the
efficiency index of 4
√
8 ≈ 1.682 which is better than √2 ≈ 1.414 of Newton’s method, 3√4 ≈ 1.587 of King’s methods,
4√6 ≈ 1.565 of somemethods with sixth-order convergence [5–7], and 4√7 ≈ 1.627 of some variants of Ostrowski’s method
with seventh-order convergence [8].
4. Numerical examples
Now, Method 1 (G81), (36), Method 2 (G82), (38), and Method 3 (G83), (40) are employed to solve some nonlinear
equations and compared with Newton’s method (G2), (1), King’s methods (G4), (2), Grau et al.’s method (G6), (3) and Kou
et al.’s method (G7), (5). Table 1 shows the difference of the root x? and the approximation xn to x?, where x? is the exact root
computed with 350 significant digits and xn is calculated by using the same total number of function evaluations (TNFE) for
all methods. The absolute values of the function (|f (xn)|) and the computational order of convergence (COC) are also shown
in Table 1. Here, COC is defined by [12]
ρ ≈ ln |(xn+1 − α)/(xn − α)|
ln |(xn − α)/(xn−1 − α)| . (41)
Table 2 shows the number of function evaluations (NFE) required such that |xn − x?| < 10−300 and the computational time
(CT) in parentheses, where the unit of the computational time (CT) is one second. The superiority of the proposed family
(14), illustrated by these results, agrees with the theory of efficiency analysis developed in the previous section.
The following functions are used:
f1(x) = x5 + x4 + 4x2 − 15, x? ≈ 1.3474280989683050.
f2(x) = sin(x)− 13x, x
? ≈ 2.2788626600758283.
f3(x) = 10xe−x2 − 1, x? ≈ 1.6796306104284499.
f4(x) = cos(x)− x, x? ≈ 0.7390851332151607.
f5(x) = e−x2+x+2 − 1, x? ≈ −1.0000000000000000.
f6(x) = e−x + cos(x), x? ≈ 1.7461395304080124.
f7(x) = ln(x2 + x+ 2)− x+ 1, x? ≈ 4.1525907367571583.
f8(x) = arcsin(x2 − 1)− 12x+ 1, x
? ≈ 0.5948109683983692.
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Table 1
Comparison of various iterative methods under the same total number of function evaluations (TNFE) required by all methods
G2 G4 G6 G7 G81 G82 G83
β = 0 α = 0 α = 1 α = γ = 1 α = 1
f1, x0 = 1.6
|xn − x?| 9.75e−41 3.00e−186 2.23e−141 4.39e−218 6.55e−304 8.24e−304 9.60e−304
f (xn) 3.61e−39 1.11e−184 8.25e−140 1.62e−216 2.43e−302 3.05e−302 3.55e−302
COC 2.0000000 4.0000000 5.9999947 6.9999986 7.9999989 7.9999989 7.9999989
f2, x0 = 2.0
|xn − x?| 4.27e−57 7.30e−210 5.44e−166 1.15e−244 0.00e+00 1.00e−349 0.00e+00
f (xn) 4.20e−57 7.18e−210 5.35e−166 1.14e−244 4.00e−350 5.00e−350 4.00e−350
COC 2.0000000 4.0000000 5.9999971 7.0000011 8.0000000 8.0000000 8.0000000
f3, x0 = 1.8
|xn − x?| 4.41e−58 4.20e−237 3.39e−187 4.84e−282 0.00e+00 0.00e+00 0.00e+00
f (xn) 1.22e−57 1.16e−236 9.37e−187 1.34e−281 0.00e+00 0.00e+00 0.00e+00
COC 2.0000000 4.0000000 5.9999997 7.0000001 8.0000000 8.0000000 8.0000000
f4, x0 = 1.0
|xn − x?| 1.80e−83 4.21e−296 2.46e−237 0.00e+00 0.00e+00 0.00e+00 0.00e+00
f (xn) 3.00e−83 7.05e−296 4.12e−237 0.00e+00 0.00e+00 0.00e+00 0.00e+00
COC 2.0000000 4.0000000 6.0000000 7.0000000 8.0000000 8.0000000 8.0000000
f5, x0 = −0.5
|xn − x?| 3.46e−27 5.52e−108 1.09e−79 2.98e−118 3.12e−222 1.20e−221 2.98e−221
f (xn) 1.04e−26 1.66e−107 3.28e−79 8.94e−118 9.36e−222 3.61e−221 8.93e−221
COC 2.0000000 4.0000000 5.9993296 6.9996157 8.0000580 8.0000594 8.0000603
f6, x0 = 2.0
|xn − x?| 7.97e−85 9.03e−280 1.37e−223 1.11e−338 0.00e+00 0.00e+00 0.00e+00
f (xn) 9.24e−85 1.05e−279 1.58e−223 1.29e−338 3.00e−350 3.00e−350 3.00e−350
COC 2.0000000 4.0000000 5.9999999 7.0000000 8.0000000 8.0000000 8.0000000
f7, x0 = 3.2
|xn − x?| 4.66e−74 5.73e−260 1.74e−207 4.78e−312 1.00e−349 1.00e−349 1.00e−349
f (xn) 2.81e−74 3.45e−260 1.05e−207 2.88e−312 0.00e+00 0.00e+00 1.00e−349
COC 2.0000000 4.0000000 5.9999997 7.0000001 8.0000000 8.0000000 8.0000000
f8, x0 = 1.0
|xn − x?| 1.68e−54 2.51e−188 9.91e−166 1.22e−215 3.00e−350 5.83e−346 1.68e−341
f (xn) 1.78e−54 2.66e−188 1.05e−165 1.30e−215 3.00e−350 6.17e−346 1.78e−341
COC 2.0000000 4.0000000 6.0000028 7.0000052 8.0000012 8.0000009 8.0000014
TNFE= 12.
Table 2
Comparison of various iterative methods required such that |xn − x?| < 10−300
NFE (CT)
G2 G4 G6 G7 G81 G82 G82 G83
β = 0 α = 0 α = 1 α = γ = 1 α = γ = 0 α = 1
f1, x0 = 1.6 18 (0.109) 15 (0.093) 16 (0.109) 16 (0.109) 12 (0.077) 12 (0.108) 12 (0.094) 12 (0.094)
f2, x0 = 2.0 18 (0.219) 15 (0.203) 16 (0.218) 16 (0.311) 12 (0.186) 12 (0.187) 12 (0.187) 12 (0.186)
f3, x0 = 1.8 18 (0.250) 15 (0.141) 16 (0.157) 16 (0.250) 12 (0.141) 12 (0.156) 12 (0.125) 12 (0.140)
f4, x0 = 1.0 16 (0.172) 15 (0.141) 16 (0.172) 12 (0.139) 12 (0.139) 12 (0.141) 12 (0.140) 12 (0.141)
f5, x0 = −0.5 20 (0.093) 15 (0.062) 16 (0.092) 16 (0.078) 16 (0.078) 16 (0.062) 16 (0.062) 16 (0.062)
f6, x0 = 2.0 16 (0.281) 15 (0.234) 16 (0.235) 12 (0.235) 12 (0.218) 12 (0.219) 12 (0.217) 12 (0.217)
f7, x0 = 3.2 18 (0.156) 15 (0.141) 16 (0.156) 12 (0.186) 12 (0.141) 12 (0.141) 12 (0.141) 12 (0.141)
f8, x0 = 1.0 18 (0.234) 15 (0.218) 16 (0.234) 16 (0.312) 12 (0.203) 12 (0.203) 12 (0.203) 12 (0.203)
As shown in Tables 1 and 2, the proposed family (14) is preferable to Newton’s method, King’s methods, some
methods with sixth-order convergence [5–7] and some variants of Ostrowski’s method with seventh-order convergence
[8] by numerical tests. As shown in Table 3, the proposed family (14) has high convergence order with any value of
parameters.
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Table 3
Comparison of various iterative methods under the same total number of function evaluations (TNFE) required by all methods for f1(x) = 0
α G81 G82 G82 G82 G82 G82 G82 G83
γ = −5 γ = −3 γ = −1 γ = 1 γ = 3 γ = 5
−50 3.50e−301 5.28e−304 6.16e−304 7.18e−304 8.37e−304 9.75e−304 1.13e−303 9.89e−306
−40 1.26e−301 5.27e−304 6.14e−304 7.16e−304 8.34e−304 9.72e−304 1.13e−303 2.78e−305
−30 4.15e−302 5.25e−304 6.12e−304 7.14e−304 8.32e−304 9.69e−304 1.13e−303 7.24e−305
−20 1.24e−302 5.24e−304 6.11e−304 7.12e−304 8.29e−304 9.66e−304 1.13e−303 1.77e−304
−10 3.28e−303 5.22e−304 6.09e−304 7.10e−304 8.27e−304 9.63e−304 1.12e−303 4.07e−304
10 1.53e−304 5.19e−304 6.05e−304 7.06e−304 8.22e−304 9.58e−304 1.12e−303 1.86e−303
20 2.55e−305 5.17e−304 6.03e−304 7.04e−304 8.20e−304 9.55e−304 1.11e−303 3.71e−303
30 3.44e−306 5.16e−304 6.02e−304 7.01e−304 8.18e−304 9.52e−304 1.11e−303 7.12e−303
40 3.61e−307 5.14e−304 6.00e−304 6.99e−304 8.15e−304 9.50e−304 1.11e−303 1.32e−302
50 2.80e−308 5.13e−304 5.98e−304 6.97e−304 8.13e−304 9.47e−304 1.10e−303 2.37e−302
TNFE= 12.
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