Abstract. An explicit time differencing technique is introduced to approximate nonlinear conservation laws. This differencing technique links together an arbitrary number of space regimes containing fine and coarse time increments. Previous stability requirements, i.e. the CFL condition, placed a global bound on the size of the time increments. For scalar, monotone, approximations in one space dimension, using this variable step time differencing, convergence to the correct physical solution is proven given only a local CFL condition.
(1-1)
Jf + 1 ^f,(x,t,w) = g(x,t,w), w(x,0) = w0(x).
Here x = (x(l>,.. .,x{d)) G RJ, wix, t) is an w-vector of unknowns and each flux function, fix, t, w), is vector-valued having m components. The system (1.1) is said to be hyperbolic when all eigenvalues of every real linear combination of the Jacobian matrices are real. It is well known that solutions of (1.1) may develop discontinuities in finite time, even when the initial data are smooth. Among the numerical methods used to approximate discontinuous solutions of (1.1), those based on shock capturing have proved most successful. However, convergence of any explicit method can be possible only under a restrictive CFL condition. Another possibility is to use one of a variety of unconditionally stable implicit methods. One soon discovers that, in general, a nonlinear inversion must be implemented at each time step. Aside from the inherent computational complexity introduced by implementing such inversions, these techniques often fail to perform well for large time steps when nonsteady discontinuities are present.
For these reasons we shall consider explicit finite difference methods which use locally varying time grids. The global CFL restriction is replaced by a local restriction. Our goal is to develop a differencing technique at interface points between regions of distinct time increments. To do this we study the numerical flux function from a finite volume viewpoint. Here we stress that the finite volume construction yields an algorithm which is in conservation form, and in the scalar case satisfies a discrete version of the entropy inequality when applied to monotone numerical fluxes. Hence, no nonphysical limit solutions appear. In Section 2 we will introduce a simplified version of our algorithm. We will adapt a standard explicit three-point conservation form difference scheme to a one-dimensional mesh containing two distinct time increments. This will motivate the more general version of our technique which will be discussed in Section 3. In Section 4 we will state and rigorously prove a convergence theorem (Theorem 3), for the scalar one-dimensional problem.
2. Preliminary Motivation. We begin our discussion by considering a simple yet illuminating example. Consider the one space dimensional scalar Cauchy problem:
Many commonly used discrete approximations to this problem are obtained by a three-point conservation form difference scheme. Schemes of this type may be written as
where u" approximates wijAx, nAt), h¡ is one of various numerical flux functions and A+ denotes the forward difference operator. We now consider a mesh which contains two time increments, Ai and Ai/2. For this example we shall use Ai for j <y0 and Ai/2 for y s*y0 + 1, where j0 is some arbitrary integer.
Given uj, we may obtain u"+x forj <y0 -1 via the difference equation (2.2). For j >j0 + 2 one can replace Ai in (2.2) with Ai/2. This gives the difference equation
For these values of j, u"+x can be obtained from u" by composing (2.3) with itself. Schematically, the resulting difference stencil is: n + 1 n + 2
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The only quantities whose evaluations require some thought are u"o+1 and «"0+'i> the so-called interface values.
By way of motivation we briefly return to a mesh with constant time increments. The grid functions, u", may be regarded as the values of a step function, uA(;c, t), defined by (2.4) u\x,t) = un]
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use when x G [jAx,ij + l)Ax) and t G [«Ai,(w + l)Ai). We now make a standard, but important observation. The difference equation (2.2) may be written in terms of the step function (2.4). We write
The formulation (2.5) now allows us to derive a scheme to combine (2.2) with (2.3). For x < if0 + l)Ax we define the step function «A(x, i) to be This example motivates the construction for the general problem (1.1) which is contained in Section 3.
The simple one-step predictor will, in general, be replaced by an M -1 step predictor. We shall allow an arbitrary number of local refinements in time when advancing between time steps i" and i"+1.
3. The Finite Volume Method. A notion fundamental to our approach is that of the numerical flux. We exemplify this by considering the one space dimensional problem:
We partition the real line into intervals ij= {x:xj_x/2^x<xJ+x/2}, with AXj = xj+1/2 -Xj_ 1/2 and Xj the midpoint of ¡L Assume that w(x, i0) is given. We then integrate (3.1) over ¡L divide by Axj and arrive at (3.2) V--T-fw(x,t)dx\,_.
Here, we recall the forward difference operator is defined to be Let «A(x, i) be a semidiscrete approximation to w defined by (3.4) u*(x,t) = 2»f(<)xi,(x).
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The superscript A is equal to max^A.^ and will denote the measure of grid refinement. We then replace/in (3.2) by a numerical flux function hf, and let wA(i), which is to approximate il/AxJ)jiwix,t)dx, evolve via the system of ordinary differential equations:
The numerical flux function, hf, is defined for every smooth w-vector /. It is furthermore assumed to be a Lipschitz continuous function of x, t, Uj and u. , subject to the consistency requirement (3.6) hf(x,t,u,u) =f(x,t,u).
Examples of such numerical fluxes will be given below. We note that the dependence of hf is only on the two values of t/A adjacent to the boundary. This may restrict the accuracy of the approximation. Nevertheless, several of these approximations perform exceptionally well for flows having strong shocks, provided that the flow is close to steady state [1] , [7] , [16] .
Next we consider the general multi-dimensional problem (1.1). We decompose Rî nto nonoverlapping polyhedra Rd = U Qf 7 for A a measure of refinement to be defined below and ßA a polyhedron.
We assume the following property: If p(ßA) (resp. p(£2A)) is the smallest (largest) diameter of the ball containing (contained in) fiA, there exists a positive constant K] such that (3.7) tff'A < infp(i2A) < supp(QA) < ä:,A.
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We also define | fiA | to be the volume of each fiA. The analogue of (3.2) for the multi-dimensional problem is
Here F is the m X d matrix The surface integral in (3.8) is approximated in the following manner. On each planar segment of boundary, P*, we approximate /SF' nf,i)(xA0,Hx,t0))ds pj.i by (3.11) ¡ hFns\[x,t0,üf"uf)ds. pjj
Here, tif, is the outer trace of ma(x, i0) on PL¡, and uf, is the inner trace of «a(jc, i0) onP£, '
In this manner we may start from any one space dimensional numerical flux function and create a multi-dimensional finite volume algorithm. This is done by obtaining hFnat all boundaries.
In the case when F ■ n does not depend explicitly on the tangential component of x, the right-hand side of (3.11) is trivially computed since the integrand is piecewise constant.
The semidiscrete finite volume approximation to (1.1) is obtained by writing (3.12) uA(x,t) = 2uf(t)x^x) 7 and allowing ufit) to evolve via the system of ordinary differential equations:
In the scalar case it is not difficult to justify this construction when h¡ corresponds to a monotone flux function. The resulting numerical flux function (3.10) is said to be monotone if it is both nonincreasing in «, and nondecreasing in u2.
We pause for a moment to present three examples of such numerical flux functions.
(A) The Godunov scheme [6] . Here the true solution to the Riemann initial value problem is computed and evaluated at x = x,x/2, t > t0 for t -i0 small. The Riemann initial data is w(x, i0) = w,_, for x < Xj-i/2 an<l w(x, lo) -uj f°r x > Xy_i/2-The true solution satisfies the entropy condition (E) [9] , [10] , [13] . In the present case, this procedure yields a similarity solution which is constant along rays ix -Xj_x/2)/it -tQ) = constant. Thus the numerical flux function is defined by (3.14) *,(«,,«,_,) =f(w(xj_V2,t¿ )) = limf(w(Xj_1/2,t)).
For nonconvex / this algorithm can become fairly complicated. Furthermore the numerical flux function does not have continuous first partial derivatives with respect to its arguments. The derivatives are discontinuous when Uj and u ■_, are connected by a single steady shock [5] . In general this scheme does resolve steady shocks with a one-point transition.
(B) The Engquist-Osher sheme [3] , [4] . Let the increasing and decreasing parts of flu) be computed exactly by
where/is normalized so that/(0) = 0. Then we define
This flux function will in general be less complicated than Godunov's. It will have continuous first partial derivatives and will in general resolve steady shocks with a two-point transition. These two properties are related, see [5] .
(C) The Lax-Friedrichs scheme [10] . Although this scheme was originally derived as an explicit time marching algorithm, we can construct a semidiscrete analogue with (3.17) hf(Uj, Uj_x) =\(f(uj) +/(«,_,)) -yty -«,_,)
for some positive constant K such that |/'(") Is* K.
This numerical flux function is the simplest to compute and is smooth. However, the resulting algorithm smears discrete shocks excessively, [8] , [4] .
We can now state two theorems and a remark concerning semidiscrete monotone finite volume approximations for the scalar and homogeneous version of (1.1). The proofs of Theorem 1 and Theorem 2 below were given in [14] for the Engquist-Osher scheme. However, there is no difficulty extending these results to any monotone scheme. Theorem 1. Let ma(jc, t) and uA(x, i) be defined by (3.12) [15] .
We now turn to the time discretization of this method. A simple explicit method is obtained by defining ufit") in the usual fashion with Ai" = t"+x -t" and approximating the differential system (3.18) ^r = %(xJ,t,üf,uf)\t=r by (3.19) uf(tn+x) = ufit") + At"%(Xj, f, ufit"), ufit")).
The drawback here is that the convergence of this method is possible only under a restrictive CFL condition. The analogues of Theorem 1, Theorem 2 and Remark 1 above can be proven [14] , [15] under the restriction: (3.20) max7o4;/ ^AhF.n)(x,t,ü,u)ds<l.
(For F explicitly independent of x, t, the condition need only be checked for all u contained in the convex hull of the initial data. For nondifferentiable but Lipschitz continuous flux functions, the derivative may be replaced by the Lipschitz constant.) This global restriction, (3.20) , is what we shall remove below by using local explicit time discretization.
3.2. Local Time Discretization. We begin this section by considering the autonomous and homogeneous versions of (3.1).
Partition the space axis into a union of disjoint intervals R = U Sj.
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At each time level t", decompose this partition into two subsets U ee»i-and U ge"i , where G" is any subset of the integers (possibly dependent on n). The time increment [tn, i"+1) is associated with those y"s belonging to G". Otherwise, we partition [t", i"+1) into U^~x[t"+1>', tn+r>'*'), where tn+r» is defined below, and associate these time increments to those yr's not belonging to G". Let {ok)^=x be a sequence of positive numbers such that _™=xok = 1. Define T/,= a, H--r-rj/WithT/o = 0. We now define i"+r"+l = t"+r" + a/+1Ai".
We propose to advance from time level t" to time level i"+1 via a predictor-corrector type method.
The predictor is as follows:
ForÄ:= \,...,M-1
Uj{t" W'^-^V^+.a+m^'"^",-,^')), j$e\
where X" will be defined as At"/Axj and, from now on, the superscript A will be ignored. The corrector is:
This approach will later be justified. We note that if y -l,y and y + 1 all belong to G" the algorithm reduces to (3.23) uJif+x) = Uj(t") -XjA+h^Ujit»), uj_x(f)).
Furthermore, for y not belonging to G", the algorithm may be written inductively as (3.24) uJ(t"+^') = uj(r+^)-X"Jok+]A+h(uJ(t"+^),uJ_i(t"+^)), for k = 0,..., M -1. Thus, the necessary computer programming is quite simple.
Values of m at the same time level depend only on the values of «,_,, Uj and uJ+, at the previous time level, except when y belongs to G" and either y -1 or j + 1 does not. We call such points Xj interface points. For these points, we must store the associated neighboring values of uy at all M -1 intermediate time levels so that Uj may be advanced from t" to t"+x. In Section 4 we shall prove convergence for the scalar and monotone versions of this algorithm subject to a local CFL condition. The remainder of the present section will be devoted to motivation and generalization of the previous algorithm (3.21), ( 
3.22).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Suppose that we integrate (3.8) over the time interval [i', t"). We then obtain -I w(x, t") dx Jo IQ/I-T,, 1 ft" dsdt (3.25) =j=-Jüw(x,t')dx-Wlf'lQ(F.n)(x,t,w(x,t)) + TcT\i' ( g(xA,w(x,t))dxdt.
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Next, we partition R^ as before, again decomposing this partition into two subsets U ,ee»Qj and U.gg.ßy. For y belonging to G" define (3.26 ) Uj(t) = Ujit"), whení g[í", i"+1),
and fory not belonging to G" define (3.27) Uj(t) = Uj(tm+*), wheniG[i"+"\i"+," + ')-
In (3.25) we let t' = t" and t" = i"+l fory G G" or fory £ Q" we let t' = i"+I" and t" = t"+Ví+', 0 < k < M -1. Formally substituting hFn for F ■ n and inserting (3.26) and (3.27) into (3.25), we obtain a discrete finite volume approximation to (1.1): Fory G G" we have (3.28) Uj(f'+X) = Uj(t") -tÍ-t/'"'/ hFn(x, t, üj(t), uj(t)) dsdt I "y I Jt" •'an, + T7T,r+,( g{x,t,"j(t"))dxdt. 
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Throughout this section, we assume that the numerical flux function, hfiux,u2), is monotone, (that is, hf is nonincreasing in u, and nondecreasing in u2), locally Lipschitz continuous in both u, and u2 and consistent (that is, hfiu, u) = flu)).
We now have the following theorem: where the definition of G is implied. It should be noted that in the case above we have used the fact that uj+1>' = uj for 0 < I < M -I. Fory g G" we find that See [2] for the analogous uniform grid result.
Three preliminary facts will prove useful. Fact I. Given (4.5), where A"+rik is replaced by max(a, /?), we have
The proof of this fact is obvious in view of (4.5) and the monotonicity of h¡. Fact II. If aj+r" < c < b¡+1", we have (4.14) \g(uJÏ1", u"+r", «7-J"; "/+1") -c\ <\uj+r» -c\-pJn+,"A+(\A';+r"\-\BJ"+,>'\).
To prove II we note the definition of G to write the left-hand side of (4.14) as Using the triangle inequality, this can be bounded above by Fact III. The conclusion of Fact III remains valid for Vc G R. The proof follows by observing that, in view of the maximum (minimum) principle (4.11), inequality (4.14) becomes an equality for c £ [aJ+Vl, bj+1>'].
Fact III applied to (4.9) yields inequality (4.12) for the case y G G". Fact III applied to (4.10) recursively yields (4.12) for the case when y £ G". Now, if we set c = 0 in (4.12), multiply this by Axj and sum the result ony, we find that the V norm «A(x, t") is nonincreasing. This establishes estimate (4.8.2). We next prove the key estimate of this paper. We shall establish estimate (4.8.3). Define Cj = \{hf(uj, Uj) -hf(Uj, Uj_x)) and Dj = Xj(hf(uJ+x, Uj) -hf(uj, Uj)).
In the case when y and y + 1 belong to G", we use This follows by first noting that the left-hand side of (4.16) is bounded above by \uJ+i -Uj -aCJ+l + ßD} + ß\Cj\ + a\DJ+x\.
Applying the result of Fact I to this first term above completes the proof of Fact IV. We now apply Fact IV to Eq. (4.15). Taking the absolute value of both sides of The nontrivial cases occur at the interface; that is for y G G" andy + 1 £ G" or fory iß" andy + 1 G G". We consider only the former case since the latter follows in a symmetric fashion. For details see [15] or [2] . It is widely known that (4.8.1) through (4.8.4) implies that every sequence of {wA}, with A tending to zero, has a convergent subsequence in the space L°°([0, T\, L'loc(R)). See [15] , or [2] . What remains to be shown is that the limit of each subsequence satisfies the entropy condition, as used by Kruzkov [9] . This entropy condition implies both the uniqueness of each subsequence's limit and that the limit is a weak, entropy satisfying, solution of (4.1).
To complete the proof of Theorem 3, we therefore need only show for all (¡p G C0'(R X R+ ), <p s* 0 and all real numbers c, that , c) -hf(c, c) ).
