A central concern of network operators is to estimate the probability of an incident that affects a significant part and thus may yield to a breakdown. We answer this question by modeling how a failure of either a node or an edge will affect the rest of the network using percolation theory. Our model is general in the sense that it only needs two inputs: the topology of the network and the chances of failure of its components. These chances may vary to represent different types of edges having different tendencies to fail. We illustrate the approach by an example, for which we can even obtain closed form expressions for the likelihood of an outbreak remaining bounded or spreading unlimitedly.
Introduction
Information and communication technology (ICT) infrastructures as well as utility networks (such as water supply, etc.) are commonly modeled as graphs, representing networks of interconnected components. Failure of one or more sensitive components may cause an essential damage, while a breakdown of other components may hardly affect the network performance or functionality. To estimate the risk of a breakdown of the entire network, it appears informative to investigate the impact of an arbitrary but known failure scenario that involves the breakdown of a component (network node) or an interconnection (network edge). The impact to the overall infrastructure is determined by the way in which the problem is "transmitted" from where it occurred to other parts of the network. The particular form of such error propagation may be determined by malfunctions that cause further malfunctions as well as information (e.g., notifications) that spread in the network. The process can therefore be viewed similarly to the spread of an epidemic [1] . This perspective is particularly adopted in economics [2, 3] , however and somewhat surprisingly, it has not yet seen much application in risk management. In this work, we take first steps to close this gap.
To understand how certain events trigger other events in a network, percolation theory [4] has evolved into an indispensable tool. Especially models of disease spreading [1, 5] in terms of percolation have become popular over the last decades. Most of these models are built for a specific class of networks such as scale-free networks [6] , [7] or lattices [8] (one treatment of a general networks can be found in [9] ). Moreover, it is a common assumption that all contacts are equally likely to transmit the disease. While this might be a reasonable simplification to treat disease problems, such assumptions (and hence the resulting models) are too restrictive to properly model the situation in ICT and utility networks. There, components have a much better understood heterogeneity, which strongly affects how an error in one component can (or cannot) affect other touching components 1 .
Hence we here propose a model for error propagation that accounts for more diversity, in the sense that we can classify and distinguish network components in terms of (common) properties that are relevant for error propagation. As a very simple example, we may divide the components in a utility network into those of "high significance", meaning that a failure may have devastating consequences, and those of "low significance", which could mean that a failure can be instantly covered by a redundant fall-back subsystem taking over the functionality of the broken component. Practical classifications may of course be much more complex and sophisticated.
Applying percolation theory to such a setting has been attempted in the past: In [10] , nodes may fail with different probabilities but the arguments are merely heuristic. In [11] , the standard assumption has been softened by allowing both directed and undirected contacts, yielding a so called semi-directed network. In our work we use similar argumentation based on generating functions but our model differentiates from theirs in the following fundamental aspects: We deal with a fully directed network as an undirected edge can be interpreted as a pair of directed edges pointing in opposite directions. Moreover, we consider different classes of edges having different probabilities to transmit an error. These classes can be seen as a characterization of different types of links, i.e. links made of different materials or links that enjoy different levels of protection.
Under these assumptions, we compute the probability that an error affects a significant number of components, which will be termed an epidemic, as well as how many nodes are indeed affected in this case. In this context an epidemic means an unlimited outbreak, or equivalently, an unbounded propagation of errors.
Preliminaries and Notation
Throughout the paper, we denote vectors by bold printing, and functions by calligraphic letters. Sets, matrices and random variables appear as uppercase letters.
The topology of a network can be described by its degree distribution P (k), giving the probability of a node having exactly k neighbors. A directed network is analogously characterized by the joint probabilities P (j, k) that a node has exactly j ingoing and k outgoing edges. Furthermore, we will need to consider the excess degree distribution, usually denoted by Q(k) or Q(j, k), respectively, which describes the following situation: if we arrive at a random node via an edge, what is the distribution of the remaining degree, i.e. how many edges remain when we exclude the one we traveled along? Due to the biased situation (nodes with higher degree are more likely to be reached) this distribution is not just a reduced version of the original degree but is going to be calculated in the next section.
Our main focus will be on "occupied" edges, denoting those edges that are affected by the failure under consideration. Together with the nodes incident to them, they build up the so called "occupied" network, as opposed to the "original network" in which no incident has yet occurred. In what follows, we add the superscript "o" (for "original") to quantities corresponding to the network state before a failure. Variables describing the network after failure (the occupied state) have no such superscript.
Working with probability distributions directly is possible, yet it turns out that a different representation greatly simplifies matters here: each discrete probability distribution P (k) of a random variable with realizations k ∈ N can conveniently be represented by a so called generating function, defined for the distribution P as,
These functions are easier to handle then the distributions themselves and are therefore applied in many different fields [12] , including the analysis of networks (see e.g. [13] for an overview). Generating functions exhibit many nice properties, one of which comes most handy for our analysis here:
If the function G generates the degree distribution of a node, then the power G m generates the distribution of the total degree of m independent nodes.
In the following, we will denote the generating function of a (ordinary) degree distribution by G and the corresponding generating function of the excess degree distribution by H.
Modeling Non-Uniform Failures
Let a physical network be modeled as a graph G(V, E), where V is a finite set of nodes and E is the set of edges between them. Since we consider error propagations being determined by the different nature of interaction between nodes, we partition the full edge set E into n classes of edges. Hereafter, we say that an edge is "of type i", to distinguish it from other edges with different properties. The index i thus ranges over n classes of edges, rather than the physical edges themselves. Edges of the same type are indistinguishable, while edges of different types have distinctive properties related to the error propagation.
Notice that this partitioning of edges does not need to be extended to nodes as well. To see this, simply consider a problem that reaches node v ∈ V over an edge e ∈ E. If v reacts robustly in the sense of blocking the error from further spreading, then this is equal to assume that e already blocked the error. Likewise, if v fails and the error propagates further, then this effect becomes visible by the other edges transporting the problem to their end points, and so on. If only a node fails but the error is not further propagated, then we can model this effect by thinking of the node with an internal edge that can bound the error within the node and prevents its further propagation to outgoing nodes from this edge (this is a standard modeling trick that is, for example, also applied to compute maximal flows in graphs with vertex rather than edge capacities).
When investigating communication networks under random failures, it has been a common assumption that edges fail (in the sense of forwarding an error from node i to its neighbor) independently of each other and with uniform probability p [14] [15] [16] [17] [18] . Using the formalism introduced in Section 1.1, the network of occupied edges is then described by the degree distribution
where P o denotes the original degree distribution before any failure, and j o , k o denote the number of incoming and outgoing edges in that network, respectively. In reality, edges are usually not equally likely to fail. We account for this by our partitioning of E into edges of different types i ∈ {1, 2, . . . , n}. Each type i has a specific probability p i to fail, or be "occupied" as we denote it here (see Section 1.1 again), and its breakdown is assumed to be independent of that of any other edge. In this case we have to replace the single binomial distribution by a product of binomial distributions and the degree distribution of the occupied network P (j, k) := P (j 1 , . . . , j n ; k 1 , . . . , k n ) with vectors j = (j 1 , . . . , j n ) and k = (k 1 , . . . , k n ) computes as
(1) where j o ≥ j is a shorthand for the component-wise inequalities j o i ≥ j i for all i. Similarly as before, j i and k i denote the number of incoming and outgoing edges of type i and p i is the probability that an edge of type i conveys an error. We assume this probability to be only dependent on the type, hence incoming and outgoing edges of the same type have equal probability to fail.
Starting from a different point of view, a similar model has been proposed by [11] for semi-directed networks. Still, our models are different in at least two ways: by considering an undirected edge as a pair of one incoming and one outgoing edge, we restrict our attention to fully directed networks. Further, we do not limit ourselves to two types of edges but allow for any finite number n of classes.
Knowing the degree distribution after random failure of edges, statements about expected size of an outbreak or the probability of an epidemic can be made with help of generating functions as introduced in Section 1.1. Let the generating function for the original distribution P o be G o , which is
As average in-and out-degrees have to match for all types of edges, we get the constraints
for all i. Furthermore we will use generating functions H o i for the excess degree distributions. These are especially handy when dealing with occupied edges (see Section 1.1), since they relate to the possible paths (edges) along which an error can further propagate after it has reached a node along an edge of type i. To find the generating function of these excess degree distribution we note that it is more likely to arrive at a random node with higher degree j i of incoming edges. Once an edge has transmitted an error the corresponding degree reduces by one, thus we get (by direct calculation) a relation to the generating function of the original network by
On the other hand, the generating function for the degree distribution of occupied edges is defined by G(x 1 , . . . , x n ; y 1 , . . . , y n ) = j,k≥0
where P (j, k) is given in (1) . This function can be expressed in terms of the generating function of the original distribution by straightforward calculation G(x 1 , . . . , x n ; y 1 , . . . , y n )
with use of the binomial theorem. Similarly, one finds a relation between the generating functions for excess degrees for all i:
as the average degrees of occupied edges of type i are z i = z o i p i .
Predictions for Small Scale Outbreaks
Based on these generating functions, we can now predict the influence of an error spreading over the network. Especially, we are interested in the average number of nodes affected by an error starting to spread from a given node as well as the probability that it affects an extensive number of nodes (i.e. it causes an epidemic). Let H i denote the generating functions for the size w of an outbreak (measured in the number of nodes affected) arising from failure of an edge of type i. A relation to the degree distributions of occupied edges can be found based on the following decomposition. Assume we arrive at a node with occupied degree (j 1 , . . . , j n ; k 1 , . . . , k n ), then each of the k i edges of type i may convey the error and the corresponding probability is by Lemma 1.1 described by the function (H i (w) ) ki . Thus we get
for all edge types i. Correspondingly, one computes the generating function G for the distribution of outbreak sizes originating from an infected node as
With the help of these equations, we can now set out to compute the average size of an outbreak resulting from any possible failure.
If an edge of type i failed we have to solve the linear equation system
to find the expected number S i of affected nodes
Similarly, the expected size of an outbreak starting from a random node is given by
for the case of finite outbreaks (the fraction of nodes affected by an epidemic are determined later).
In both cases, we need to solve a linear system and hence adapt the usual notation Ax = b to describe it. The system (2) is than determined by b = (1, . . . , 1)
T and the coefficient matrix with
on the diagonal. This system can be solved numerically and the solution can then be plugged into equation (3) .
Example 3.1. If we adapt the well known Erdős-Rényi model [19] for all edges with probabilities q i for existence of en edge of type i, we get the generating function for the joint degree distribution before failure
which agrees with the generating function H i for the excess degree distribution since z i = nq i . As before, we denote by p i the probability that an edge of type i fails. Then, the matrix of the system to be solved has entries
The determinant of this matrix A can be computed for example via induction on n and turns out to be 1 − np 1 q 1 − . . . − np n q n . Note, however, that neither the p i 's nor the q i 's do have to sum to one as they do not describe a probability distribution but rather denote different parameters. At the same time, p i q i can be thought of as the probability for existence of an edge of type i transporting an error in the network, thus belonging to the 'infected' part of the network after failure.
The resulting equation system is easy to solve for this specific matrix: a direct computation shows that (1, . . . .1)
T is an eigenvector with eigenvalue det(A), hence x = 1/ det(A) · (1, . . . , 1)
T is the sought solution for (H 1 (1), . . . , H n (1)) T . Thus, the expected size of an outbreak after failure of an edge of type i is for all i. So the critical threshold corresponds to the situation where the terms p i q i sum to 1/n (i.e. the denominator is not zero).
The solution of these systems always contains a factor 1 det(A) from inversion of A and hence the expected size of an outbreak will become extensive if this determinant vanishes. From the identity ∂ ∂y j H i (x 1 , . . . , x n : y 1 , . . . , y n ) = ∂ ∂y j H o i (x 1 , . . . , x n : y 1 , . . . , y n ) · p j for all i, j ∈ {1, . . . , n}, we get a condition on the probabilities p i that represents the beginning of a possible epidemic. On the other hand we can say that an epidemic is avoided, if the determinant is strictly positive.
