There are several approximate tests proposed such as Welch's F-test (W), the Parametric Bootstrap Test (PB) and Generalized F-test (GF) for comparing several group means under heteroskedasticity. These tests are powerful and have nominal type 1 error rates but they are not performing satisfactorily under non-normality caused by outlier(s). To handle this problem, we investigate tests that are powerful and provide nominal type 1 error rates by using robust estimators both for location and scale parameters. The performance of the modied tests are examined with Monte-Carlo simulation studies. Results of simulations clearly indicate that Generalized F-test modied with Huber's M-estimators achieves the nominal type 1 error rate and provide higher power than alternative methods.
Introduction
Classical F-test (CF) is most commonly used procedure in testing the equality of group means when the assumptions are hold. When one or more of these assumptions are violated, CF test can give wrong results. Some modications based on weighting are used for solving this problem especially in the case of violation of variance homogeneity [2] [3] [17] [20] [31] . Welch (1951) proposed a test procedure based on weighting for comparing the several population means with unequal variances. Welch recalculated the test statistics of Classical F-test with the ratio of sample sizes and sample variances. Equality of group means under heteroskedasticity can be tested safely by Welch procedure. With the developments in the computer simulations, many procedures are improved in the statistical analysis such as bootstrap methods. Krishnamoorthy (2007) proposed the Parametric Bootstrap test based on bootstrap sampling for comparing the group means under heteroskedasticity. Also, Weerahandi (1995) improved the Generalized F-test (GF) based on generalized p-value (GPV) method that can be calculated with Monte-Carlo simulations for comparing group means under heteroskedasticity. Generalized p-value method proposed by Tsui and Weerahandi (1989) provides test statistics independently of nuisance(unknown) parameters. Besides the Generalized F-test, many procedures are proposed based on GPV method for comparing the group means [10] [23] [28] [30] . Gamage and Weerahandi (1998) compared the performance of the tests used for comparing the group means under heteroskedasticity with Generalized F-test and they indicated GF test is more powerful than the alternatives. GF test is not only used for normal distributed groups but also used for skewed distributions such as log-normal, inverse normal [10] [25] . PB is not only used for normal distributed groups [4] [5] .
Some approximate tests such as W, PB and GF are considered in this study for comparing of group means. These tests are constructed on normality assumption so the violation of that assumption may cause the decrement in the power of the tests. Normality can be violated by many reasons. One of the most common reason of this violation is outlier. Outlier can be explained as extremely high or low value in the data [1] . Outlier has been a basic problem for statistical analysis for many decades. After detection of the outlier, it is ignored in the analyses in earlier studies. Later, some transformation methods are used for rasping the eect of the outlier. Robust methods are improved without using any ignoring or transformation since these methods cause missing information. First Box (1953) proposed several robust methods which can be used in the presence of outlier.
In this study, it is aimed that to obtain powerful methods for comparing group means under heteroskedasticity and non-normality caused by outlier. Although approximate tests are powerful under heteroskedasticity, power of the tests are decreasing in the case of violation of normality and type 1 error rates of the tests inate. [6] We modify the approximate tests because of the performance of the robust procedures in the presence of outlier. For obtaining these modications, the maximum likelihood mean and variance estimators are replaced with robust estimators such as trimmed mean and variance, median and median absolute deviation, Huber's M-estimators. There are many studies that includes modied tests based on robust estimators [2] [18] [19] [31] [32] [33] [41] . Tan and Tabatabai (1985) proposed the modied Brown-Forsythe test with Huber's M-estimators and compared it with previous methods for presenting the eciency of the proposed method. Wilcox (1995) proposed modication to F-test using with trimmed mean towards the outlier eect. Fan and Hancock (2012) proposed Robust Mean Modelling approach. Karagoz (2015) tried to compare Weibull distributed group means with modied Welch F-test using with robust estimators. Karagoz and Saracbasi (2016) proposed a modication to Brown-Forsythe test for the same purposes.
In this study, we modied the Generalized F-test, Parametric Bootstrap Test and Welch's F-test to handle the outlier(s) by replacing the MLE estimators with some robust estimators. The performances of these tests are examined in detail in terms of power of the test and type 1 error rates with Monte-Carlo simulations.
The paper is organized as follows. The approximate tests are introduced in Section 2. Some robust estimators will be replaced in test statistics are given in the Section 3. The results of the Monte-Carlo simulations are presented in Section 4. In the last section, the performance of the modied tests are explained in detail.
Methodology
Consider the problem of comparing the means of k populations. Assume Xi1, Xi2, ..., Xni 1 , i = 1, 2, ..., k are observations of k independent groups from the normal distribution N (µ, σ 2 i ). The sample means and the sample variances of the k independent groups are denoted asX = (X1,X2, ...,X k ) and S 2 = (S 
The observed values of these random variables arex = (x1,x2, ...,
The hypotheses of this problem as follows
ni is the total number of observations andx = k i=1x i is the grand mean average of all observations. F test statistic has an F distribution with k − 1 and n − k degrees of freedom. [38] When the population variances are equal σ
k , the classical F-test is appropriate for testing the equality of the group means. Nevertheless, the assumption of variance homogeneity is frequently violated in practice. Some approximate tests given in below are proposed for handling this violation.
2.1. Welch test. Welch proposed a test based on weighting for comparing several group means under heteroskedasticity. The weights wi = n i s 2 i are used to dene population characteristics. The sample mean is estimated by weighted mean as follows
Now let vi = ni − 1 be the degrees of freedom in the i.th sample and a correction of degrees of freedom in the test statistics is stated as follows
and the Welch F-test statistic is
has F distribution with degress of freedom v1 = k − 1 and v2 = (k 2 − 1)/3C under the null hypothesis of equality of group means. [40] 2.2. Parametric bootstrap test. Bootstrap 
where Parametric Bootstrap test statistics, P B is distributed chi-squared distribution with (k − 1) degrees of freedom. [20] 2.3. Generalized F-test. Generalized F-test is proposed by Weerahandi in the presence of nuisance parameter and test statistic is computed by the simulation methods. Consider standardized the sum of squares between groups
Let the nuisance parameter s 2 i replaced by random chi-squared variables χ
where Generalized F-test statistic, GF is distributed chi-squared distribution with (k −1) degrees of freedom and the expectation is taken with respect to the independent Yi random variables. The computation of the test statistic can be given in the following steps:
(1) Generate a sample of large number of random numbers from each chi-squared random variable Yi ∼ χ
(2) For each sample compute the t = χ
Compute their averagest t is the test statistic of Generalized F-test, distributed by chi-squared distribution with (k − 1) degrees of freedom. [37] 3. Robust estimators Robust procedures provide methods not eected by outliers or departures from assumptions. In the case of data include outlier(s), classical estimators show poor performance so these procedures are preferred in estimating of location and shape parameters. There are some measurements for comparing the eectiveness of estimators, used in robust theory.
Let X1, X2..., Xn be a random sample and we want to estimate location and scale parameters of this sample with robust estimators.
3.1. Trimmed mean and trimmed variance. Let X1, X..., Xn be a random sample and let X (1) ≤ X (2) ≤ ... ≤ X (n) be the observations in ascending order. The value X (i) is called the ith order statistic. The trimmed mean is computed by removing the r largest and the r smallest observations and averaging the remain values as classical mean computation. The trimmed mean isXt = X (r+1) + X (r+2) + ... + X (n−r) /(n − 2r). Trimmed variance is calculated with the based on winsorized variance. Although of the trimmed, the idea of winsorized calculates after replacing the observations at he high and low point with the most extreme remaining values. Consider the random sample in above, it is converted X (r) ≤ X (r) ≤ X (r) ≤ ... ≤ X (n−r) ≤ X (n−r) ≤ X (n−r) with winsorization. Winsorized variance can be used instead of trimmed variance as follows
where W is the winsorized mean and Wi's are winsorized observations. [41] 3.2. Median and median absolute deviation. Median is the most popular location estimator in robust statistics. It is easily obtained as the middle observation on the data. Therefore, it is not eectted from outliers as much as the mean. Median absolute deviation is computed based on median as follows
The constant b in above is needed to make estimator consistent for the parameter of interest. In the case of Normal distribution is present, the value of constant is 1.4826. Median Absolute Deviation is used instead of standard deviation so we can use its squared instead of variance.
3.3. Huber's M-estimators. Let X1, X2, ..., Xn be a random sample from a distribution of the type (1/σ)f ((x − µ)/σ). Huber proposed a method to estimate location parameter µ as follows
If the functional form of f is known, the Maximum Likelihood estimator of µ is the solution of the equation
Writing wi = wi(z) = ξ(zi)/zi so the equation is above can be written as
The m-estimation equation can be solve by iteration with the known function ξ(z). The choice of c is 1.345 for normal distribution in the tails [29] . Also, Huber suggested changing M AD to M AD/0.6745 estimator of σ. [34] Wu (1985) examined the estimator in his study according to their robustness properties in detail. It is very extensive study for comparing the estimators with variety aspects. We emphasize the performance of the estimators on the data include outlier(s). Median and its derivatives and Huber's M-estimators show similar performance according to breakdown point and inuence function. This study revealed the Huber's M-estimator is better than others according to their relative eciencies in case of outlier(s) is present.
Modied tests for comparing of group means under non-normality
There many procedures are proposed for comparing of group means under heteroskedasticity such as Welch F-test, Parametric Bootstrap test and Generalized F-test. In the case of violation of normality caused by outlier, instead of these procedures, some modied tests are developed with robust estimators. Modied tests are considered in this secton respectively.
Modied Welch's F-test. Welch proposed the Welch F-test that can be shown
as Equation 2.5. In this test statistic, the sum of squares between groups is calculated as the follows 
where xi and s
Simulation study
The performances of the modied tests are investigated under heteroskedasticity and non-normality caused by outlier(s). Powers and type 1 error rates of the proposed tests are calculated by Monte-Carlo simulations with 1000 replications for the nominal value α = 0.05. In this study, three conguration factors were taken into account to evaluate the performance of type 1 error rates and powers; sample size, eect size and outlier. In the following subsections, the performance of the tests and modied tests are examined in details. is taken for computing type 1 error rates. Box-Whisker plot is used for generating outlier in simulations. The observations are dened as outliers sample variance distance from the whiskers. After 1000 replications, power of the tests and type 1 error rates are calculated and tabulated. In the tables, (o1, o2, o3) display the number of outliers in the groups and (µ1, µ2, µ3) display the population means. According the results in the Table 1 , tests lose their powers in the presence of outlier(s). The decreasing of powers is higher in the balanced designs. Besides the decreasing power of the tests, the type 1 error rates are higher than nominal level in the presence of outlier. For handling this problem, some modications will be proposed using the robust estimators in the following sections. Similar to previous section, the power of the modied tests with median and median absolute deviation are higher but type 1 error rates are higher than the nominal level. Thus, this modication is also can not be recommended instead of approximate tests under heteroskedasticity and nonnormality. In the next section, Huber's M-estimator modication will be tried to obtain modied tests. The modied tests with Huber's M-estimators have expected performance in terms of power of the test and type 1 error rates as seen on Table 7 and Table 8 . Type 1 error rates of the modied tests with Huber's M-estimators are close to nominal level. Especially, modied generalized F-test are more powerful than others and its type 1 error rate is closest to nominal level. It is suggested that, the modied generalized F-test with Huber's M-estimators can be used for comparing group means under heteroskedasticity and nonnormality.
Results and conclusions
The motivation of this study is to propose a powerful test for comparing several group means under heteroskedasticity and nonnormality caused by outlier(s). There are many procedures developed for comparing group means under required assumptions. In the real life, these assumptions are not realistic. Most encountered violation is heteroskedasticity for comparing group means procedures. Handling with heteroskedasticity, various alternative procedures are proposed such as Welch F-test, Brown-Forsythe test, Parametric Bootstrap test and Generalized F-test called approximate tests. Although approximate tests show better performance under heteroskedasticity, it is negatively eected from the violation of the normality assumption. Powerful tests can be obtained by oering some modications to the approximate tests. Cornerstone modication approach is provided by replacing maximum likelihood estimators with robust estimators in the test statistic. In this study Welch F-test, the Parametric Bootstrap test and the Generalized F-test are modied with trimmed mean and variance, median and median absolute deviation, Huber's M-estimators. The performance of the modied tests are compared in terms of power of the tests and type 1 error rates by various Monte-Carlo simulations.
It has been shown in Section 4.1, approximate tests did not perform enough under heteroskedasticity and nonnormality caused by outlier by the Monte-Carlo simulation studies. To overcome this problem, approximate tests are modied with replacing maximum likelihood estimators for location and scale parameters in the test statistics with robust alternatives. Trimmed mean and variance, median and median absolute deviation, Huber's M-estimators are considered for location and scale parameters respectively. As seen on Section 4, while modied tests with trimmed mean and variance, median and median absolute deviation achieve expected level of power, but the type 1 error rates of them are not close to nominal level. According to these results, using of modied tests with mentioned modications can cause the wrong decisions when comparing the group means under heteroskedasticity and nonnormality. Huber's M-estimators modication to the approximate tests provide powerful test procedures and have nominal type 1 error rates.
Especially for small sample sizes, modied generalized F-test can be safely used for comparing group means under heteroskedasticity and nonnormality caused by outlier. It has better power and provides nominal type 1 error rates comparing with the alternatives.
