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K Y B E R N E T I K A — V O L U M E 32 ( 1 9 9 6 ) , N U M B E R 5, P A G E S 4 2 5 - 4 4 1 
ON T H E M O R G A N P R O B L E M W I T H STABILITY1 
JAVIER RUIZ 2 , P E T R ZAGALAK AND VASFI ELDEM 
The row-by-row decoupling of linear multivariable systems with stability is considered. 
We provide necessary and sufficient conditions for this problem to have a solution, based 
on the polynomial equations approach. 
1. INTRODUCTION 
We shall consider a linear time-invariant system (C, A, B) governed by 
x(t) = Ax(t) + Bu(t) 
y(t) = Cx(t) 
where A e MnXn, B 6 IRn x m and C € B p x n . All the matrices are over H and we 
assume that rank B = m, rank C = p, and that the system is controllable. As we 
are interested in the problem of decoupling, which will be precisely defined below, 
we also suppose that the system (C,A,B) is right invertible, i.e. rankT(s) = p, 
where 
T(s) = C(sI-A)-1B (1) 
is the transfer function of (C, A,B). 
Let T(s) be factorized as 
T(s) = CN1(s)D-
1(s) (2) 
where the polynomial matrices Ni(s) and D(s) form a normal external description 
(NED) of (C, A H ) ; see [11]. The matrices N(s) := CNx(s) and D(s) then form, not 
necessarily coprime, a matrix fraction description (MFD) of (C,A,B). Recall that 
Ni(s) and D(s) are right coprime with D(s) being column reduced. The column 
degrees, Cj := degciD(s), i = 1,2,... ,m, are the controllability indices of (C, A, B). 
We shall further assume (see [8] for more details) that V* = TV, where TV denotes 
the maximal controllability subspace lying in Ker C and V* is the maximal (A,B)-
invariant subspace contained in Ker C. 
^ h i s work was partially supported with a grant from TUBITAK-DOPROG, TURKEY. 
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It has already been mentioned that we are interested in the problem of decoupling, 
or more precisely, in the Morgan problem with stability (MPS), which is defined as 
follows. 
MPS . Given a system (C, A,B), does there exist a (nonregular) state feedback 
u(t) = Fx(t) + Gv(t) (3) 
where F G IRm x n and G G JRmxp with rankG = p, such that the transfer function 
TF,G(S) of the closed-loop system (C, A + BF, BG) is of the form 
TF,G(S) =C(sIn-A-BF)-
lBG 
= T(s) [Im - FNx(s) D-
l(s))-^G (A) 
= disig{wi(s),..., wp(s)} =: W(s) 
where Wi(s), i = l,2,...,p, are strictly proper and stable rational functions, and 
(C, A + BF, BG) is internally stable, i. e. (A + BF) is stable? 
The Morgan problem has a long history going back into sixtieths when Morgan 
[13] gave the first precise definition of the problem. We do not want to review all 
the results concerning the problem; the reader is referred to the work of Morse and 
Wonham [14] for a more detailed historical background. But still it is necessary to 
mention at least the work of Falb and Wolovich [6] where necessary and sufficient 
conditions for solvability of decoupling in the case of square systems are given. 
Morse and Wonham [14] used the geometric approach to tackle the block decoupling 
problem, Descusse et al [2] established explicit necessary and sufficient conditions in 
the case of the so-called shifted systems and Zagalak et al [17] gave implicit necessary 
and sufficient conditions for there to exist a solution to the Morgan problem as 
defined above, where W{(s) = s~Ti with r; > n i e , i = l,2,...,p, n i c 's being the 
essential orders of (C,A,B). Thus the Morgan problem remains unsolved in its most 
general case. 
The main purpose of this paper is to tackle the Morgan problem with stability. To 
this end, we shall generalize the approach of Zagalak et al [17] including the stability 
issue and we shall also show why it is so difficult to establish explicit necessary and 
sufficient conditions of solvability in this case. 
As far as the notation of the paper is concerned , the symbols we use are defined 
where needed. Some of them, however, are used without extra definition, namely the 
symbols :=, IR, C, IR(s) and IR[s] standing for the defining equality, the fields of real 
numbers, complex numbers, rational functions over IR, and the ring of polynomials 
over IR. 
2. BACKGROUND 
As we are going to deal with the stability issue, we introduce first some basic concepts 
concerning the ring of proper and stable rational functions over IR, hereafter denoted 
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IRpS(s), the basic mathematical tool we shall use. For this and other purposes, we 
define first the subset I R A ( S ) of the field IR(s) by the following property. I R A ( S ) 
consists of all f(s) E IR(s) having its poles in a symmetric set A C(D U {oo}, i .e. A 
contains at least one point of the real axis, and if a E A then a* (complex conjugate) 
lies in A, too. As a special case we define A = {00}. 
It is well known [15] tha t I R A ( S ) is an Euclidean domain with the degree function 
(denoted by deg f, f E I R A ( S ) ) defined by 
deg f := the number of zeros of / lying outside of A (including those at infinity), 
which means, in other words, tha t I R A ( S ) has similar properties as the well-known 
ring of polynomials IR[s]. In fact, IR[s] is a special case of E A ( S ) for A = {00}. Now 
the ring IRpS(s) is just the ring I R A ( S ) with A = (D~, where (D~ denotes the open 
left half complex plane. In some literature, the symmetric set is called Hurwitz and 
enables us to introduce a fairly general notion of stability. We say that / E IR(s) is 
A-stable i f / E 1RA(S) . 
Another important concept is the notion of a unit of I R A ( S ) , which is defined as 
follows 
/i E I R A ( S ) is a unit of I R A ( S ) if the inverse of h belongs to I R A ( S ) . 
As an immediate consequence of this definition, we have that h E I R A ( S ) is a unit 
of I R A ( S ) if and only if deg h = 0. The set of all units of I R A ( S ) is a multiplicative 
subgroup of I R A ( S ) . There are many other interesting properties of the ring I R A ( S ) 
and the reader is referred to [16] for more details. 
Going back to the ring IRp s(s) , the subsequent proposition summarizes some 
important facts about IRps(s) (which can easily be generalized to I R A ( S ) , too). 
P r o p o s i t i o n 1. Let the ring IRpS(s) be given. Then 
(i) Any / E IRp s(s) can be written in the form 
TTKf 
where kf := deg f, hf is a unit of IRpS(s), af E IR[s] is an antistable polynomial 
(i.e. a/(a) = 0 => Re a > 0), ix : = ( s + /?), /?E(D& Re j3 > 0. We say that / 
is monic if hf = 1. 
(ii) Given f,g E JRpS(s),g ^ 0, we say that g divides / (g < f) if there exists 
x E IRp s(s) such tha t / = gx. 
Using the above notation, g < f if and only if as = agw for some w E IR[s] 
and kf > kg + deg w. 
(iii) (Algorithm of division) Given / , g G IRP5(s), g ^ 0, then there exist q, r E 
IRp^s) such tha t 
/ = 9Q + " 
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with deg r, < deg g (or r = 0.) 
(Notice that the division algorithm is defined for any two elements f,g£ 
-M*),s#o.) 
(iv) Any r £ IR(s) can be written in the form r = f/g, f,g £ IRpS(s). 
(v) A common divisor of any two elements f,g £ IRpS(s) is defined as an element 
b £ IRpS(s) such that b < f and b < g. The greatest common divisor of / and 
g (gcd(f,g)) is an element d £ IRpS(s) such that b < d where 6 is a common 
divisor of / and g. Clearly, we have 
deg d < min(deg / , deg g) 
fox f,g^0. 
As far as the matrices over IRpS(s) are concerned, the well-known properties of 
polynomial matrices will hold, with more or less obvious changes, in this case, too. 
We shall briefly describe those of them which will be subsequently used. 
A matrix B(s) £ IRmXm(s) is called IRmxm(s)-unimodular (or, shortly, IRpS(s)-
unimodular, biproper and bistable) if B~1(s) exists and H-1(s) £ lRm X m(s) , i.e. 
det B(s) is a unit of IRpS(s). The biproper and bistable matrices are units of the ring 
]Rm x m(s) and are generated by a sequence of row or column elementary operations 
performed on Im over IRpS(s). (These operations are defined similarly as those over 
lR[s], i.e. there are three types of them, namely 
1. interchanging two rows (columns) 
2. multiplying a row (column) by a unit of IRps(s) 
3. multiplying the row (column) i by a g £ TRpS(s),g -£ 0, and adding it to the 
row (column) j , i ^ j). 
Propos i t ion 2. Given T(s) £ IR^xm(s) of rank p, there exists an IRpS (s)-unimodular 
matrix B(s) such that 
T(s)B(s) = [^7\s),0], (5) 
Pi iM (0) : 
• r ' W - ; . (o) > (6) 
Vp\ ••• <PPp(s) : 
where 
<Pij(s) £ IRpS(s) 
<Pii(s) := - ^ - , C-(s) GlR[s] is antistable (7) 
V.i(s) := 7^7". °»'i(s) e *&[•]> a n d f o r { > h hi < ki, j = 1 , 2 , . . . , « - 1. 
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The above introduced form is called the (right generalized, right 7T-) Hermite form 
of T(s). This form depends on the term 7r; for a fixed 7r it is unique. The matrix 
<3>s(s) is called the (generalized, 7r-) interactor of T(s). 
Let qi denote the infinite zero order of the row i of T(s) and Zi be the number 
of unstable zeros (with multiplicities included) of the same row of T(s). Then, as 
B(s) in (5) does not change these quantities, the numbers qi and Zi are given by 
the greatest common divisors of <pn, <pi2,..., <pu• Thus, if gi := gcd(ipn,..., <pu), we 
have 
qi + Zi = deggi. (8) 
The number z» is also called [12] the content of the unstable zeros of the row i of 
T(s). 
Using biproper and bistable matrices on both sides of T(s), we can obtain the 
(generalized, 7T-) Smith form of T(s), which again resembles that known from the 
theory of polynomial matrices. 
Proposition 3. Given P(s) £ IRmx"(s) of rank r, then there exist biproper and 
bistable matrices U(s) and V(s) such that 





where /i < I2 < • • • < /r are unique (for a given 7r) monic elements of IRp. (s) of the 
form 
< ~ i 
Л = -ЗГ, г- = l , 2 , . . . , r (11) 
7Г ' 
with ai being antistable. 
The 7r-Smith form is an important tool when investigating the structure at infinity 
and the structure of unstable zeros of the system (C, A, B). Indeed, bringing T(s) 
into its 7r-Smith form, the numbers 
m := ki - degai, i=l,...,p (12) 
define the infinite zero orders of (C, A, B), while the polynomials a\ < 02 < • • • < ap 
define the structure of the unstable zeros of (C,A,B). The sums Coo '^ .CiLi n* 
and C+ := Y%=i ^eS ai a r e called the content of (C, A, B) at infinity and the content 
of the unstable zeros of (C,A,B), respectively, elsewhere [12]. 
Generalizing the concept of a biproper and bistable matrix to I R m X m ( s ) , we can 
define a IRm x m(s)-unimodular matrix as a matrix U(s) whose determinant is a unit 
of IRA(S). This enables us to define the following kinds of equivalences. 
Let A be fixed, P(s), Q(s) G I R m X n ( s ) , and let U(s) be IRm x m(s)-unimodular 
and V(s) be IR^^s^unimodular . Then we shall say that 
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I. P(s) is left equivalent to Q(s) with respect to IRA(S) if P(s) = U(s) Q(s), 
II. P(s) is right equivalent to Q(s) with respect to IRA(S) if P(s) = Q(s) V(s), 
III. P(s) is equivalent to Q(s) with respect to IRA(S) if P(s) = U(s) Q(s) V(s) 
(or shortly, IRA(s)-(left/right) equivalent). 
For example, if A =(D then IRA(S) is the ring of proper rational functions IRp(s). 
Then T(s) £ IRpxm(s), rankT(s) = p, is IRp(s)-equivalent to the well-known Smith-
McMillan form of T(s) at infinity, 
rw~[Soo,o]f (13) 
Soo := diag{s-n>}pi=l 
where the integers 0 < ni < n-i < • • • < np are the infinite zero orders of T(s). 
If we put A = {oo} then IRA(S) is just the ring of polynomials IR[s] and we get 
the Smith-McMillan form of T(s), i.e. 





where U(s), V(s) are unimodular over IR[s], 9i, ipi 6 IR[s], i = l,2,...,p, and 




where 0(s) := diag{6i}pi=v tf(s) := diag{^i}
p
i=l. 
The Smith-McMillan form reveals the so-called finite zero structure of T(s), which 
is a synonym for the set of the elementary divisors of 6(s) . Similarly, we define the 
finite pole structure of T(s) as the set of the elementary divisors of ^(s). 
If we consider the same structures with respect to the system (C,A,B), then 
they represent what is usually known as the transmission structures. However, when 
considering the infinite zero structure, which is defined via the Smith-McMillan form 
at infinity, then this structure of T(s) and that of (C,A,B) coincide. 
The aforementioned unstable zero structure of T(s), given by the antistable poly-
nomials a;, i = 1,2,.. .,p, in (11) is of course nothing else than a substructure of 
the finite zero structure of T(s) defined by 0;'s in (14) since a; < #,-, i = 1, 2 , . . . ,p. 
The unstable pole structure is defined in a similar way. 
3. MAIN RESULTS 
The relationship (4) is not very convenient for getting the matrices F and G. Actu-
ally, this is not an equation since the functions Wi(s),s are not known yet. However, 
we shall treat (4) as an equation and specify the functions Wi(s) later on. Thus, 
write (4) in the form 
T(s)C(s) = W(s) (15) 
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where C(s) := B(s)G with B(s) := [Im - ENi(s) LT^s)]"
1. The matrix B(s) 
is clearly biproper (IRp(s)-unimodular), which means that C(s) has a left prop-
er inverse. Such matrices will be called column biproper (column or right IRp(s)-
unimodular). 
The main idea is to solve the equation (15) over the ring IRpS(s). This will 
guarantee the internal stability of T(s) C(s) since all operations performed in this 
ring keep both the unstable pole and zero structures unchanged. There is no loss 
of generality if we suppose that (C,A,B) is a stable system. If not, a preliminary 
stabilizing feedback u(t) = Fx(t) -\-v(t) can be used (since (C,A,B) is controllable) 
to ensure its stability. Then, T(s) is a stable matrix and C(s) is right IRps(s)-
unimodular, or column biproper and bistable. The stability of T(s) also implies 
that D(s) has no unstable zero structure, i.e. D~1(s) G IRm x m(s) . 
Now, as rank N(s) = p, there exists a right inverse of N(s), say N(s), which can 
be written in the form 
N(s) = No(s) + N,(s)Tp(s) (16) 
where No(s) is a particular inverse and Nk(s) forms a basis for Ker N(s). Tp(s) 
stands for a rational parameter. Using (16), the equation (15) can be rewritten into 
the form 
M(s) [N0(s) + Nk(s) Tp(s)] W(s) = Z (17) 
where 
M(s) = XD(s)+YN1(s) (18) 
with X G JRmXm nonsingular, Y G IRmXn, and Z 6 IRmXp monk such that 
F=-X~1Y and G = X~1Z. (19) 
The relationships (17), (18) and (19) represent a basic formulation of the Morgan 
problem. Once we find W(s), a monic Z, and M(s), M~l(s) G IRm x m(s) , that is 
column reduced with the same column degrees as D(s), we are able to compute F 
and G using (18) and (19); see [10] for more details. The problem is how to find 
M(s) and W(s). To this end we shall use the concept of the extended system [17]. 
Let U(s) be IR[s]-unimodular such that 
N(s)U(s) = [Q(s), 0] (20) 





It was shown in [17] that U(s) can be chosen such that 
Te(s)=K(s)D~
l(s) 
is strictly proper and, as D~l(s) G IRm x m(s) , it follows that Te(s) G IR
m x m(s) , too. 
The matrix Te(s) is called an extension of T(s) and a realization of Te(s), with 
the same order as (C, A, B), is called an extended system. 
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Lemma 1. Let ^e'
1(s) be the right 7r-Hermite form, see (5), of Te(s), i.e. 
Te(s)Be(s) = ^(s) (22) 
for some Hp5-unimodular matrix Be(s). Then the matrix $e(s) is called the extended 




where $i(s) is the 7r-interactor of T(s) and $ 3 (s) = diag{Tr
ffi}ҷT1
p where the list 
{<Ji}7=\> ls t n e Morse list I 2 , which is defined as the set of column minimal indices 
of the system matrix 
" sln - A -B 
C 0 
P(s) := 














Q(s) 0 J 
forms a basis for Ker P(s). Making D2(s) column reduced, it implies that the basis 
is minimal. Hence, c,- = degciD2(s), i = 1, 2, . . . , m — p, form the Morse list II2. 
Now, from (22), we have 
Фe(S)A'(s) = He-Ҷs)D(s) (23) 
The matrix B~1(s) D(s) is clearly stable, which means that the matrix <J>e(s)A'(s) is 
stable, too. On the other hand, $e(s) is a rational matrix having just unstable poles, 
and K(s) is polynomial. This means that all the unstable poles of $ e (s) have to be 
canceled out and hence, the product $e(s)K(s) is polynomial. Thus, B~
1(s)D(s) 
is polynomial, too. Moreover, degci B~
1(s) D(s) = c,-, i = 1, 2, . . . , m since B~1(s) 
is biproper. 
Next, postmultiplying (23) by U(s), it follows that 
degci ®s(s) = degci D2(s) = ait i = 1, 2, . . . , m - p. 
The diagonality of $ 3 (s) follows from the fact that D2(s) is column reduced. • 
On the Morgan Problem with Stability 433 
Now the assumption V* = IV should become clearer. The role of the extended 
system is to reveal IV, the hidden part of (C, A, B), and use it for decoupling. 
Going back to the equation (17), the characterization of M(s) seems to be much 
easier. Indeed, write first N(s) in the form 
N(s) = K~\s) [N0(s) + NkTp(s)}, 
where 





(see [17] for details), to get 
M(s)K~l(s) [No + NkTp(s)} W(s) = Z 
Noticing further that 
M(s) = [X + YNi(s) D-^s)} D(s), 
where the matrix [ x + YNi(s) D~1(s)} is IRp.(s)-unimodular, we can write M(s) in 
the form 
M(s) = V(s)$e(s)K(s) (25) 
with a biproper and bistable V(s) yielding M(s) polynomial. Substituting (25) into 
(24) we arrive at the equation 
V(s) 
with the constraint 
Фi(s)WҶs) 
. Ф2(s)W(s) + Ф3(s)Tp(s) 
V(s)Ф e (s)N(s)ЄІR
m > < m [s] 
(26) 
(27) 
The relationship (26) is nothing else than the Bezout identity for matrices over 
IRpo(s). Thus, if we find a diagonal matrix W(s) £ IRp*p(s) and a rational matrix 
Tp(s) such that 
" nw Y(s) := 
ВД J' 
where Y^s) := ^1(s)W(s), Y2(s) := $ 2 (s) W(s) + $3(s)Tp(s), is right IRp s(s)-
unimodular, then V(s) will be IRpS(s)-unimodular and (26) will hold. To achieve 
that, consider first the interactor $i(s) . We can factorize it as 
$i(s) = r(s)diag 
1 
Л І ( * ) І І = I 
(28) 
where hi(s) £ JRpS(s), i= l,2,...,p, and T(s) G IR
p
5
xp(s). Let h{(s), i = 1,2,...,p 
be the lowest-possible-degree functions satisfying (28). Certainly such /ij(s)'s exist 
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and are unique up to units of IRps(s). We shall call the degrees of hi(s) (which are 
indeed unique) the s-essential orders of (C, A, B) and they will be denoted as 7iie,s. 
The s-essential orders determine the lower bounds for the degrees of the functions 
Wi(s) e Mps(s) of W(s) for which $i(s) W(s) e Kps
xp(s). Good candidates for such 
u>;(s)'s are just the functions hi(s)'s, or the functions -u;;(s)'s satisfying 
hi(s)<wi(s), i = l,2,...,p. (29) 
Without loss of generality we shall consider that all these functions are monic. 
We shall say that W(s) = diag{wi(s)}p=1 is an admissible matrix if Wi(s), i = 
1,2,... ,p satisfy the conditions (29). 
The problem now is if there exists a rational parameter Tp(s) such that Y(s) is 
right Hps(s)-unimodular. 
Lemma 2 . There exists Tp(s) e U
(m~p)xp(s) such that Y(s) is right IRpS(s)-
unimodular if and only if there exists an admissible W(s) such that the number of 
the unit invariant factors of $i(s) W(s), say k, satisfies 
m > 2p — k (30) 
P r o o f . (Neccesity.) Let Y(s) be right IRps(s)-unimodular. Then $i(s)W(s) G 
Iftp*P(s)> which implies that W(s) is admissible. Thus, we have to show that m > 
2p — k. To that end, let Hi(s) and B2(s) be IRps(s)-unimodular matrices that bring 








Without any loss of generality, we may suppose that 
Sn(s) 81W o 
0 82 W 
where S\(s) := Ik and S2(s) contains the nonunit factors. Partition y2(s)H2(
s) a s 
S2(s) 
L2(s) 
is right IRpS(s)-[Li(s) L2(s)], compatible with Sn(s). This implies that 
unimodular. The claim now easily follows. Since rank S2(s) = p — k and L2(s), 
which is of the dimensions (m — p) x (p — k), has p — k unit invariant factors, it 
follows that m — p > p — k. 
(Sufficiency.) Put 
where 
E=[0Eo], EQ = 
Tp(s) = $žl(s) [EB~\s) - * - W W(s)] 
Eг 
0 
emtm-p)x(j>-k)t ^dEien(s>-k)x(p-k) 1 S n o n s i n g u l a r . 
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Then 
r c /,\ i r D. fA n 1 r v./.\ i 
B2(s) 
S,{8) ' ' Bi(в) 0 ' Yi{*)
E U lтn—p . Y2(S) 
is clearly right IRpS(s)-unimodular and the claim follows. • 
It is to be noted that the above matr ix E\ is not the only one we can choose. 
Generally, for E\ we can take any stable matr ix such that S2 (s) and E\ are right 
coprime. 
Once the existence of Tp(s) such that (26) holds is guaranteed, we must consider 
the constraint (27), too. T h e first observation we can do is that the matr ix $e(s)K(s) 
can be written in the form 
*.(«)-*(«) = Bo(*) diag{Trc>}Zi (31) 
where c t , i = 1,2,... ,m, are the controllability indices of (C,A,B). This im­
mediately follows from using the transformation s = ir — /3 and from the fact t h a t 
$e(s)K(s) is column reduced with column degrees c t, i = 1,2, •• -,m. The matr ix 
BO(TT) is a IRp(7r)-unimodular matr ix with entries of the form a & , ^ (named as the 
7r-form) where a,ij G IR[7r]. 
Next, considering monic functions Wi(s) and the entries of Y2(s) in the form 
-YQ-, they can always be chosen in these forms, we can bring all the elements in 
the 7r-form. Then the entries of V will also be in the 7r-form. Hence, the product 
V'(7r) = V(TT) Bo(n) is IRp(7r)-unimodular having all its entries in the 7r-form J}V. 
Let di := ma.x{dji, j = l , 2 , . . . , m } . Then, the polynomiality condition (27) 
reduces to the form 
di < Ci, i = 1,2,... , m . (32) 
Based on (32) we can state the following. 
T h e o r e m 1. Given a right invertible, stable, and controllable system (C,A,B), 
then (with the above notat ion) there exists a solution to MPS if and only if there 
exists an admissible W(s) such t h a t (30) and (32) hold. 
Some remarks are in order now. 
R e m a r k 1. Theorem 1 parallels t h a t s tated in [17], which is valid for the case 
without stability. This fact is not surprising since the basic algebraic properties of 
the rings IRp(s) and IRp.(s) are the same. 
T h e most difficult question here is the problem of a realization of a given pre-
compensator C(s), which is right IRpS(s)-unimodular (or right IRp(s)-unimodular if 
we consider the Morgan problem without stability), by state feedback (3). Consider 
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the polynomiality condition (2 r ) T h i s c o n d i t i o n i s equivalent to the existence of 
some constant matrices X G IR^xm^ rankX _ a n d ? e n™xn g u c h t h a t 
[X^YN1(s)D;
1(s)] = V(s) 
where D^s) := $e(s)K(s). Substituting now (33) into (26), we get 
(33) 
[X + ÝKl{s)D-i{s)]Y(8) = 
which decomposes as 
and 
XY0 = 
\ӮЩ*)D;Ҷ8)]Y(8) = -XŸ{8) 
(34) 
(35) 
Y(s), and Ӯ(s) is where YQ denotes the constant part of Y(s), i.e. YQ := lims. 
the strictly proper part of Y(s), Y(s) = Y(s) — YQ. 
The equations (34) and (35) describe just the situation in which the compensator 
Y(s) is realizable by the static state feedback (3) if we put F = — X~1Y and 
- v - i G = X ; see [7] for details. 
Remark 2. Lemma 2 guarantees, for an admissible W(s), the existence of Tp(s) 
such that (26) holds if (30) is satisfied. However, the construction of V(s) satisfying 
(27) is not clear. What one should do is to construct first a right IRps(s)-unimodular 
Y(s) and IRps(s)-unimodular V(s) satisfying (26). Then, the equation (35) can be 
used to check if V(s) satisfies (27). If not, then Y(s) and V(s) must be reconstructed 
again. Unfortunately, no explicit procedure for obtaining Y(s) and V(s) satisfying 
both (26) and (27) is available yet and this calls for further study. 
Remark 3. As far as decoupling with stability by dynamic state feedback is con­
cerned, the approach developed in this paper, which works within the ring IRpS(s), 
leads naturally to the so-called "strong stability" case where both the feedback sys­
tem and the feedback compensator F(s) are required to be stable. As a result, the 
feedback term [Im — F(s) Ni(s) Z )
_ 1 ( s ) ] - 1 is biproper and bistable since the system 
is supposed to be stable. 
Necessary and sufficient conditions for the dynamic state feedback 
u(s) = F(s) x(s) + Gv(s), F(s) e H C x n ( s ) 
to decouple the system (C, A, B) with stability are given by (30). The procedure to 
find such a feedback is the following. 
i) Complete Y(s) :-
ВД. 
to be right IRps(s)-unimodular and calculate a 
biproper and bistable V(s) satisfying that V(s) Yi(в) 
YM 
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ii) Construct M(s) = V(s)$e(s)K(s), which is a rational and stable matrix. 
iii) Premultiply M(s) by a constant nonsingular matrix X ~ IRmXm such that 
(XM(s))hc — Dhc, where (XM(s))hc (Dhc) denotes the highest column-degree 
coefficient matrix of XM(s) (D(s)). 
iv) Find a proper and stable solution to the equation 
y(s )N i ( s ) = M(s) 
where M(s) = XM(s) - D(s). 
Observe that there always exists such a solution. For instance, write M(s) = 
M+(s) + M~(s), where M+(s) denotes the polynomial part of M(s) and 
M~(s) is the strictly proper and stable part of M(s). One solution is given by 
Y(s) = Y0 + [M~(s) R(s), 0] Hi(s) 
where y"o is a constant solution to the equation yoNi(s) = M+(s) (Y0 always 
exists since degci Ni(s) > degci M
+(s) and Ni(s) forms a polynomial basis), 
R(s) € IRm x m(s) is a diagonal matrix such that Ni(s) R(s) is column biproper 
and bistable, and Hi(s) is a unit of BpX n (s) such that Hi(s) Ni(s) R(s) = 
" Im " 
0 
v) Put F(s) = Y(s) and G = X 
0 
On the other hand, if only the feedback system is required to be stable, but 
not necessarily F(s), which is of course proper, then [I + F(s) Ni(s) D~l(s)]-1 is 
biproper and stable, but not bistable. The solution for decoupling by dynamic state 
feedback in this case ("weak stability") is the well known condition 
m>2p—k 
where k is the rank at infinity of <&(s)W(s), and <E>(s) is the system interactor (see 
[3])-
The previously indicated procedure can also be applied here, with the differ-
ence that V(s) is a unit of lRm x m (s) and Y(s) in step iv) is a proper matrix (not 
necessarily stable). 
R e m a r k 4. The distinction between weak and strong stability is also evident when 
dynamic output feedback is used for decoupling. In this case, the control law is given 
by 
u(s) = F(s)y(s)+Gv(s) 
where F(s) is proper and G is constant. 
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As it can be expected, the problem here is more involved than the case of decou-
pling by dynamic state feedback. In order to show that, let us consider equation 
(35), which under dynamic output feedback becomes 




W(s) then, since N(s)A'-1(s) = [I, 0], If we express Y(s) as Y(s) = &e(s) 
the above equation can be rewritten as 
Y(s) = -XY(s)W-1(s). 
Since we are seeking for a proper Y(s) (or equivalently, a proper F(s)), the choice 
for W(s) and Tp(s) should be such that XY(s)W~
1(s) is proper. This condition 
is similar to the results given in [4]. In fact, it is equivalent to finding G and W(s) 
such that 
$ i ( s ) - $ i ( s ) T ( s ) G P ¥ - 1 ( s ) (36) 
is proper. The details for the construction of G and W(s) are given in [5]. 
If the same problem is considered under the constraint of weak stability, then it 
is necessary and sufficient that (36) holds and F(s)[I — T(s) E(s)]-1 is proper and 
stable. If we let F(s) := [Y0 —Be(s)Y(s)] W~
1(s), then the latter condition becomes 
F(s) [I - T(s) F(s)]~l = [Y0 - Be(s) Y(s)] [T(s) y 0 ]
- 1 
as T(s) Be(s)Y(s) = W(s). Thus, Tp(s) and W(s) are to be chosen such that 
[y"o — Be(s)Y(s)][T(s)Yo]~




being proper and stable (see [1]). 
If the stability of F(s) is further required (the so-called strong stability case), 
then the necessary and sufficient condition for the solvability of this problem is the 






are proper and stable. For the details the reader is again referred to [1]. 
Remark 5. If the regular static state feedback u(t) = Fx(t) + Gv(t), G G IRmXm, 
rank G = m, is used for decoupling, we can derive explicit necessary and sufficient 
conditions for the existence of a solution. To this end, notice that the nonsingularity 
of G implies that $i(s) is m x m, which means that 3>i(s) W(s) must be IRp.(s)-
unimodular. From that, 3>i(s) is diagonal, we conclude. Thus, the proper and stable 
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rational functions hi(s) in (28) are just the inverses of the diagonal terms of <E>i(s), 
i.e. 
hi(s) = ^P~, z-=l,2, . . . ,m (37) 
where aj(s) £ H[s], i = 1,2, . . . , m , are antistable polynomials. As the matrix 
N(s) £ JRmxm[s], with rankN(s) = m, the product ^1(s)N(s) £ K
m X m [ s ] , which 
means that all unstable zeros of N(s) are canceled out. Hence, the polynomials 
di(s) describe the same unstable zero structure as the unstable parts of the invariant 
factors of N(s). We have proved the following result. 
Theorem 2. A square, invertible and stable system (C, A, B) is decouplable with 
stability by a regular static state feedback if and only if its associated 7r-interactor 
<$(s) is diagonal. 
The problem of decoupling a system with stability by regular static state feedback 
is also solved in [12] using a geometric approach. The authors provide necessary and 
sufficient conditions for this problem in terms of the infinite and unstable contents of 
the system. The following result shows that Theorem 2 of this paper and Theorem 6 
of [12] are equivalent. 
Theorem 3. The 7r-interactor of the system (C, A,B) is diagonal if and only if 
the following two conditions hold 
p 




C+(C,A,B) = J2C+(Ci,A,B). (39) 
i rs l 
P r o o f . (Necessity.) From (5) and (9) it follows that 
deg[det S^s)] = deg[det *71(«)]. (40) 
Then, supposing that 3>.(s) is diagonal, we have 
p p 
j> , - + r,) = j)(ft + Zi) (41) 
i r s l issl 
where rii (qi) are the infinite (row-infinite) zero orders of the system, Zi is the number 
of row-unstable zeros, and r% := deg di(s) where a,i(s) are the antistable polynomials 
i n a n -
Since the system is decouplable with stability ($s(s) is diagonal), then it is also 
decouplable without stability, i.e. 
X> = X> (42) 
issl 1 = 1 
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and, from t h a t and (41), 
i>=x> <4 3) 
i=l i=l 
It readily follows t h a t (42) and (43) are equivalent to (38) and (39), respectively. 
(Sufficiency.) From (38) and (39), we have 
^2(m + n) = ^2(qi + ZІ). 
»'=i i=i 
Next, by (8), 
qi + Zi = deg gi 
where g{ = gcd(tpn}...,<pa). 
Then, because of the property (7), it is clear t h a t 
qi + Zi < deg(pa(s) 
with equality holding just if <fa(s) is the only nonzero element in the row i of <I>71(s). 
Let us suppose t h a t §~l(s) is not diagonal. This means t h a t 




2J(9. + Z0 < ^Z(ni + Ti) 
i-\ i=l 
contradicting our assumption. D 
4. CONCLUSIONS 
Implicit necessary and sufficient conditions for the solution to the Morgan problem 
with stability are obtained. The approach used here takes advantage of the properties 
of IRp.(s). Connections with some other well known results are also mentioned. 
(Received February 14, 1996.) 
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