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Abstract 
 
The two most important aspects of any image-
based steganographic system are the imperceptibility 
and the capacity of the stego image. This paper 
evaluates the performance and efficiency of using 
optimized quantization tables instead of default 
JPEG tables within JPEG steganography. We found 
that using optimized tables significantly improves the 
quality of stego-images. Moreover, we used this 
optimization strategy to generate a 16x16 
quantization table to be used instead of that 
suggested in [1]. The quality of stego-images was 
greatly improved when these optimized tables were 
used. This led us to suggest a new hybrid 
steganographic method in order to increase the 
embedding capacity. This new method is based on 
both [1] and Jpeg-Jsteg methods. In this method, for 
each 16x16 quantized DCT block, the least two-
significant bits (2-LSBs) of each middle frequency 
coefficient are modified to embed two secret bits. 
Additionally, the Jpeg-Jsteg embedding technique is 
used for the low frequency DCT coefficients without 
modifying the DC coefficient. Our experimental 
results show that the proposed approach can provide 
a higher information-hiding capacity than the other 
methods tested. Furthermore, the quality of the 
produced stego-images is better than that of other 
methods which use the default tables.  
 
1. Introduction 
 
Message transmissions over the Internet still have 
data security problems. Therefore, secure and secret 
communication methods are needed. Cryptography 
scrambles the message so that it cannot be 
understood. However, it makes the message 
suspicious enough to attract eavesdropper’s 
attention. Steganography hides the secret message 
within other innocuous-looking cover files (i.e. 
images, music and video files) so that it cannot be 
observed.  
There are two kinds of image steganographic 
techniques: spatial domain and frequency domain 
based methods. The schemes of the first kind directly 
embed the secret data within the pixels of the cover 
image such as Least Significant Bit (LSB) insertion. 
The schemes of the second kind embed the secret 
data within the cover image that has been 
transformed such as DCT (discrete cosine 
transformation). The DCT coefficients of the 
transformed cover image are quantized, and then 
modified according to the secret data [10]. 
Capacity and stego-image quality 
(imperceptibility) are the two most important 
requirements of any steganographic system. Capacity 
is the amount of data embedded within a given image 
while the imperceptibility means that the hidden 
message cannot be perceived by the human visual 
system or other statistical means. Furthermore, 
increasing the capacity while maintaining the 
imperceptibility is still a challenge. However, many 
novel embedding techniques have been suggested in 
order to enhance the security and increase the 
capacity of steganographic methods [4, 10, 11, 18, 
21].  
One of the most popular image formats widely 
used on the Internet and World Wide Web (WWW) 
is JPEG. JPEG compression provides a large 
compression ratio and maintains high image quality. 
Moreover, JPEG has been widely used within the 
steganographic community as a cover image [15, 16, 
18, 19].   
In JPEG compression, the image is divided into 
disjoint blocks of 8x8 pixels, a 2-dimensional DCT 
is applied to each block, and then the DCT 
coefficients of these blocks are quantized and coded 
[8]. Most of the steganographic techniques used for 
JPEG images adopt the standard JPEG compression. 
The cover image is divided into non-overlapping 
blocks of 8x8 pixels in order to perform DCT and 
provide compressed images [2, 11, 12, 15, 16, 18, 
19]. 
Although the JPEG standard uses 8x8 
quantization tables, it does not specify default or 
standard values for quantization tables. Specifying 
the quantization values is left up to the application. 
However, the JPEG standard provides a pair of 
quantization tables (luminance and chrominance) as 
examples tested empirically and found to generate 
good results (Table1 for luminance). Since this 
quantization table is widely used, it will be called the 
JPEG default quantization table. However, there are 
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no samples for larger quantization tables in the JPEG 
standard.  
In order to balance between image quality and 
compressed image size, a "Quality Scaling Factor" 
can be applied to the quantization table (equation 
(1)) [18]. Table 2 represents the default table (Table 
1) but with quality factor 2
F
Q = . 
                       ,, [ ]
X Y
X Y
F
Q
Q round
Q
′ =          (1) 
 
The human visual system (HVS) is more sensitive 
to lower frequency noise since the energy of natural 
images is concentrated on the lower frequency 
components [2]. In image compression with a JPEG 
baseline system, the quantization step maintains the 
DCT coefficients needed to achieve the desired 
image quality whilst it zeroes out most of high 
frequency DCT coefficients and discards information 
that is visually irrelevant [20]. Therefore, 
quantization table influences image quality. 
Since the quantization table is not part of the 
JPEG standard, users are allowed to design or 
redefine the quantization table to control the quality 
of the reconstructed image and the compression ratio 
[3]. Miano states that “If you are implementing a 
JPEG encoder you can come up with your own 
scaling or use any other method you want for 
generating quantization values”. Therefore, a 
quantization table can be arbitrarily generated [13]. 
Many different methods have been proposed to find 
the optimum quantization table for JPEG 
compression because the loss of fidelity in JPEG 
coding occurs entirely in the quantization step [20].  
In this paper, we evaluate the impact of using 
optimized quantization tables (OQT) instead of the 
default quantization tables (DQT) on the 
performance of JPEG steganography. Moreover, we 
propose a new steganographic method with higher 
embedding capacity and better stego-image quality 
compared with the other methods tested in this paper. 
The rest of this paper is organized as follows. 
Section 2 will review the related work on methods of 
JPEG steganographic and quantization tables’ 
optimization. Section 3 will propose our data hiding 
scheme based upon JPEG. Section 4 will show our 
experimental results and will discuss the attributes of 
our proposed method. Finally, the conclusion will be 
presented in Section 5.   
 
2. Related work 
 
The method proposed in this paper optimizes the 
steganographic method of [1] in terms of capacity 
and stego-image quality. Moreover, it optimizes 
Jpeg-Jsteg and Chang et al. methods. Therefore, 
these methods are discussed in this section. 
Furthermore, the optimization methods of JPEG 
quantization table are described here as well. 
 
2.1 Steganographic methods 
 
The widely known JPEG-based steganographic 
tool Jpeg-Jsteg divides the cover image into non-
overlapping blocks of 8x8 pixels. It embeds the 
secret data in the LSB of the quantized DCT 
coefficients of each block. Since it embeds only one 
bit in each quantized coefficient whose value is not 
1, 0, or -1, the capacity of this method is very limited 
[21].  
Since the energy of images is concentrated in the 
lower frequency coefficients, modifying such 
coefficients may cause a quality degradation of 
output image. However, high frequency coefficients 
will be discarded due to the quantization process. 
Accordingly, Chang et al. [2] developed a 
steganographic method based upon JPEG and 
modified 8x8 quantization table (Table 3) in order to 
improve the hiding capacity of Jpeg-Jsteg method. 
They utilized the middle frequency for embedding in 
order to achieve better hiding capacity and 
acceptable stego-image quality. For each quantized 
DCT block, the least two-significant bits (2-LSBs) of 
each middle frequency coefficient were modified to 
embed two secret bits.  
In previous work [1], we proposed a 
steganographic method based upon JPEG 
compression and DCT transformation. We divided 
the cover image into disjoint blocks of 16x16 pixels 
instead of blocks of 8x8 pixels. Furthermore, we 
suggested a 16x16 quantization table (Table 4) and 
used the middle frequency coefficients for data 
embedding. For each quantized DCT block, the least 
two-significant bits (2-LSBs) of each middle 
frequency coefficient were modified to embed two 
secret bits. We got better results in terms of capacity 
16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99
8 6 5 8 12 20 26 31
6 6 7 10 13 29 30 28
7 7 8 12 20 29 35 28
7 9 11 15 26 44 40 31
9 11 19 28 34 55 52 39
12 18 28 32 41 52 57 46
25 32 39 44 52 61 60 51
36 46 48 49 56 50 52 50
Table 1. The default JPEG quantization table 
Table 2. The default JPEG quantization table 
2.FQ =  
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and imperceptibility than the previous two methods 
discussed. 
 
2.2 Optimizing JPEG quantization tables 
 
In image compression with a JPEG baseline 
system, it is possible to control the image quality and 
compression ratio by controlling values in 
quantization table [7]. Therefore, it is useful to find a 
quantization table with better image quality than 
obtained by the JPEG default tables [5]. We now 
describe some methods for optimizing the JPEG 
quantization table. 
The relationship between quantization tables and 
reconstructed JPEG images’ quality was investigated 
in [17]. The quantization table was partitioned into 
four bands by frequency. Subsequently, each value in 
each band was changed and then the quality of image 
was examined. As a result, it was found that the DC 
coefficient has an important effect on the image 
quality while the higher frequency coefficients have 
only a secondary importance. In another piece of 
work, a statistical method was used in [7] to propose 
a better quantization table than the default tables of 
JPEG compression (medical ultrasonic echo images) 
in order to improve the compression ratio. 
In related work, Chang et al. proposed a novel 
  
approach for designing an image independent JPEG 
quantization table. They derived a perceptual 
quantization table by incorporating the human visual 
system (HVS) with the uniform quantizer. This 
HVS-based quantization table was superior to JPEG 
default quantization table in terms of the perceptual 
quality of the reconstructed image as well as the 
Peak Signal-to-Noise Ratio (PSNR) [3]. 
Additionally, a model for generating a JPEG 
quantization table was proposed in [5] to improve the 
PSNR of the final image. The quality of the 
reconstructed image using this quantization table was 
better than the quality of image using the default 
JPEG quantization table. 
Finally, a general strategy for modeling optimal 
quantization tables was presented in [14]. This 
method was designed for adaptive DCT image 
coding. Moreover, it can be used both for the JPEG 
image compression standard and for an extension of 
the JPEG approach to image block sizes other than 
8x8 pixels. These optimized tables produced 
considerably improved compression performance 
compared to the default JPEG quantization table. 
In conclusion, using an optimized quantization 
table for JPEG compression provides a reconstructed 
image with better quality than using the default 
JPEG table. Therefore, by using such optimized 
quantization tables, we can either get stego-images 
with better quality or hide more data while 
maintaining the stego-image quality.  
 
3. The proposed method 
 
The majority of research in the JPEG 
steganography area uses the default JPEG 
quantization table or a modified version of this table 
[2, 15, 18, 19]. However, an arbitrary and modified 
16x16 quantization table was proposed in [1]. 
 
 
Table 4. The quantization table suggested by [1] 
8 6 5 8 1 1 1 1
6 6 7 1 1 1 1 28
7 7 1 1 1 1 35 28
7 1 1 1 1 44 40 31
1 1 1 1 34 55 52 39
1 1 1 32 41 52 57 46
1 1 39 44 52 61 60 51
1 46 48 49 56 50 52 50
Table 3. The modified quantization table of [2]
 
16 8 7 6 6 1 1 1 1 1 1 1 1 1 1 1
7 7 6 6 1 1 1 1 1 1 1 1 1 1 1 30
7 6 6 1 1 1 1 1 1 1 1 1 1 1 30 28
6 8 1 1 1 1 1 1 1 1 1 1 1 32 35 29
8 1 1 1 1 1 1 1 1 1 1 1 32 35 32 28
1 1 1 1 1 1 1 1 1 1 1 35 40 42 40 35
1 1 1 1 1 1 1 1 1 1 35 44 42 40 35 31
1 1 1 1 1 1 1 1 1 35 44 44 50 53 52 45
1 1 1 1 1 1 1 1 31 34 44 55 53 52 45 39
1 1 1 1 1 1 1 31 34 40 41 47 52 45 52 50
1 1 1 1 1 1 30 32 36 41 47 52 54 57 50 46
1 1 1 1 1 36 32 36 44 47 52 57 60 60 55 50
1 1 1 1 36 39 42 44 48 52 57 61 60 60 55 51
1 1 1 39 42 47 48 46 49 57 56 55 52 51 54 51
1 1 41 46 47 48 48 49 53 56 53 50 51 52 51 50
1 43 47 47 48 48 49 57 57 56 50 52 52 51 50 50
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In this paper we propose a hybrid steganographic 
method based on both [1] and Jpeg-Jsteg. Moreover, 
an optimized quantization table is used instead of 
that arbitrary generated one. Furthermore, the impact 
of using such optimized quantization tables with the 
other stego methods is examined against the image 
quality and capacity. 
 
3.1. Optimized quantization tables 
 
Having shown the importance of the quantization 
table in the JPEG compression system, we are going 
to investigate and evaluate the effects of using 
optimized quantization tables on JPEG 
steganography. 
Since we are going to optimize the steganographic 
method proposed in [1], we need an optimized 16x16 
quantization table. The optimization strategy 
proposed in [14] is an appropriate method to be used 
because it can produce quantization tables with 
various dimensions rather than just 8x8 tables. 
 
 
 
 
Table 6.A. The optimized quantization table 
Table 6.B. The optimized and modified quantization table 
Table 5.A. The optimized quantization table 
8 8 8 9 1 1 1 1
8 8 9 1 1 1 1 14
8 9 1 1 1 1 14 15
9 1 1 1 1 14 15 16
1 1 1 1 14 15 16 18
1 1 1 14 15 16 18 20
1 1 14 15 16 18 20 22
1 14 15 16 18 20 22 23
Table 5.B. The optimized and modified 
quantization table 
8 8 8 9 10 10 11 12
8 8 9 10 10 11 12 14
8 9 10 10 11 12 14 15
9 10 10 11 12 14 15 16
10 10 11 12 14 15 16 18
10 11 12 14 15 16 18 20
11 12 14 15 16 18 20 22
12 14 15 16 18 20 22 23
7 7 7 7 7 7 8 8 9 9 10 11 12 13 14 15
7 7 7 7 7 8 8 9 9 10 11 12 13 14 15 17
7 7 7 7 8 8 9 9 10 11 12 13 14 15 17 18
7 7 7 8 8 9 9 10 11 12 13 14 15 17 18 20
7 7 8 8 9 9 10 11 12 13 14 15 17 18 20 22
7 8 8 9 9 10 11 12 13 14 15 17 18 20 22 24
8 8 9 9 10 11 12 13 14 15 17 18 20 22 24 26
8 9 9 10 11 12 13 14 15 17 18 20 22 24 26 28
9 9 10 11 12 13 14 15 17 18 20 22 24 26 28 30
9 10 11 12 13 14 15 17 18 20 22 24 26 28 30 33
10 11 12 13 14 15 17 18 20 22 24 26 28 30 33 36
11 12 13 14 15 17 18 20 22 24 26 28 30 33 36 39
12 13 14 15 17 18 20 22 24 26 28 30 33 36 39 42
13 14 15 17 18 20 22 24 26 28 30 33 36 39 42 45
14 15 17 18 20 22 24 26 28 30 33 36 39 42 45 49
15 17 18 20 22 24 26 28 30 33 36 39 42 45 49 52
7 7 7 7 7 1 1 1 1 1 1 1 1 1 1 1
7 7 7 7 1 1 1 1 1 1 1 1 1 1 1 17
7 7 7 1 1 1 1 1 1 1 1 1 1 1 17 18
7 7 1 1 1 1 1 1 1 1 1 1 1 17 18 20
7 1 1 1 1 1 1 1 1 1 1 1 17 18 20 22
1 1 1 1 1 1 1 1 1 1 1 17 18 20 22 24
1 1 1 1 1 1 1 1 1 1 17 18 20 22 24 26
1 1 1 1 1 1 1 1 1 17 18 20 22 24 26 28
1 1 1 1 1 1 1 1 17 18 20 22 24 26 28 30
1 1 1 1 1 1 1 17 18 20 22 24 26 28 30 33
1 1 1 1 1 1 17 18 20 22 24 26 28 30 33 36
1 1 1 1 1 17 18 20 22 24 26 28 30 33 36 39
1 1 1 1 17 18 20 22 24 26 28 30 33 36 39 42
1 1 1 17 18 20 22 24 26 28 30 33 36 39 42 45
1 1 17 18 20 22 24 26 28 30 33 36 39 42 45 49
1 17 18 20 22 24 26 28 30 33 36 39 42 45 49 52
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The optimized tables of Monro and Sherlock are 
represented by a three parameter model as following 
[14]:  
For 8x8 blocks:     FxyQ A Dz= +      (2)                            
where x and y are the DCT coefficient indices, 
z x y= +  is the Manhattan distance of a coefficient 
from (0,0), and A, D, and F are three model 
parameters; 
       5.43 2.15 RA C= +  
       20.0969 0.0565 0.00749R RD C C= − +  
       1.83F =  
For 16x16 blocks: 7 / 15x x→  and 7 / 15y y→  
        10.7 1.34 RA C= +  
        20.129 0.0117 0.00188R RD C C= − + +  
        2.70F =  
Equation (2) is used to generate the optimized 8x8 
and 16x16 quantization tables. In order to get 
approximately the same compression ratio as with 
the default quantization table, we selected the 
compression ratio to be 12RC =  and the quality 
factor to be 4FQ =  (Table 5.A and Table 6.A).  
 
3.2. The embedding and extracting 
procedures 
 
The procedure of embedding a secret message in 
a cover image for our proposed steganographic 
method can be described as follows:  
1. The message (M) to be embedded in the cover        
image is randomly generated. 
2. The cover image is divided into non-overlapping 
blocks of 16x16 pixels and then the DCT is used to 
transform each block into DCT coefficients.  
3. The DCT coefficients are scaled by the optimized 
and modified 16x16 quantization table (Table 6.B). 
In this quantization table, the values of (1) represent 
the middle frequencies to be used for embedding 
(242 bits). The quantized DCT coefficients of each 
block are rounded to the nearest integers and then set 
in zigzag scan order. 
4. Jpeg-Jsteg embedding is applied to the low 
frequency coefficients (top left part, 14 coefficients, 
of each block) without using the DC coefficient for 
embedding.  
5. The least two-significant bits of each middle 
frequency coefficient in the quantized DCT blocks 
are modified to embed two secret bits. 
6. The JPEG entropy coding (DPCM, Run-Length 
coding, and Huffman coding) is applied to compress 
these resultant blocks, and then the JPEG file is 
obtained.  
In our method, the procedure of extracting the 
embedded message from the JPEG can be described 
as follows:  
- The JPEG file (stego-image) is entropy decoded 
using the coding tables (Huffman tables) located in 
the image header. As a result we get the blocks of 
quantized DCT coefficients modified according to 
the secret message.  
- From each pre-defined middle frequency 
coefficient of each block we retrieve the least two-
significant bits (secret bits).  
- From each low frequency coefficient of each block 
(where its value does not equal to 0, 1, or -1), we 
retrieve the LSB. 
- We put these retrieved bits in the same order of 
embedding to get the secret message (M). 
 
4. Evaluation and discussion 
 
Experiments were conducted in order to evaluate the 
efficiency of our method. Five gray-level images: 
Lena, Tiffany, Couple, Peppers, and Baboon (Fig 1, 
Fig 2, Fig 3, Fig 4, and Fig 5 respectively), each of 
512x512 pixels were used as cover images. 
 
 
 
 
Fig 2. Tiffany Image 
Fig 3. Couple Image Fig 4. Peppers Image 
Fig 5. Baboon Image 
Fig 1. Lena Image 
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The four methods ([1, 2], Jpeg-Jsteg, and our 
proposed method) were coded in Matlab R2007a (V 
7.4.0) and run on a PC Pentium 4 with 1GB of RAM 
under the Windows XP operation system. 
One of the methods used to evaluate the quality of 
images is the human evaluation techniques. In these 
techniques, humans are asked to observe some 
images and then to evaluate or assess the visual 
quality of these images. However, the visual 
sensitivity varies from person to another and it 
changes over time in anyone. Therefore, different 
viewers will behave differently [6]. Consequently, 
most researchers use Peak Signal to Noise Ratio 
(PSNR) and Mean Square Error (MSE) criteria to 
measure the quality of image coding and 
compression [9].  The PSNR and MSE for an NxN 
gray-level image are defined as [2]:  
  
2
10
255
10. logPSNR db
MSE
=                (3) 
( )2 2
1 1
1 N N
ij ij
i j
MSE X X
N = =
= −∑ ∑⎛ ⎞⎜ ⎟⎝ ⎠           (4) 
 
ijX : The pixel values of the cover image. 
    ijX : The pixel values of the stego-image. 
 
 
 
4.1 Performance evaluation  
 
In order to evaluate the performance and 
efficiency of the optimized quantization tables, we 
used them with Jpeg-Jsteg, [2], and [1] methods. 
Table 7 shows the capacity (bits) of the cover images 
using these three methods once with the default 
tables (Table 2, Table 3, and Table 4 respectively) 
and once with the optimized tables (Table 5.A, Table 
5.B, and Table 6.B respectively). The Jpeg-Jsteg 
method does not embed a fixed number of secret bits 
within a given cover image. However, the capacity 
varies from one block to another, so this method 
includes code to count the number of secret bits 
embedded within each cover image. The method in 
[2] uses the 2-LSB of each predefined middle 
frequency coefficient (set to be 1 in Table 3 & Table 
5.B) for embedding. Each block of 8x8 pixels can 
embed 2x26 secret bits. Therefore, a cover image of 
512x512 pixels can hold 52x (512x512)/ (8x8) 
=212992 secret bits. However, the method in [1] can 
embed 242 secret bits in each block of 16x16 pixels 
using the same technique (Table 4 & Table 6.B). 
Therefore, the capacity of a cover image of 512x512 
pixels is 242x (512x512)/ (16x16) = 247808 secret 
bits.  
Table 8 shows the quality of stego-images for 
these three methods. It is obvious that the quality of 
Method (Table) / Image Lena Tiffany Couple Pepper Baboon 
Jpeg-Jsteg. (DQT) 33.8 32.9 31.8 32.7 27.9 
Jpeg-Jsteg (OQT) 34.8 34.4 33.4 33.8 30.6 
[2] (DQT) 36.9 35.4 35.2 34.9 29.8 
[2] (OQT) 37.9 37.4 37 36.1 35 
[1] 36.9 35.2 35 34.7 29.7 
[1] (OQT) 37.6 36.4 36.3 35.3 32.5 
Our Method (OQT) 37.1 36 35.8 35 32.3 
Table 7. The capacity of steganographic methods (Bits) 
Table 8. The quality of stego-images, PSNR (db) 
Method (Table) / Image Lena Tiffany Couple Pepper Baboon 
Jpeg-Jsteg. (DQT) 21917 20939 31006 21042 51554 
Jpeg-Jsteg (OQT) 21607 21590 33508 20395 68373 
[2] (DQT) 212992 212992 212992 212992 212992 
[2] (OQT) 212992 212992 212992 212992 212992 
[1] 247808 247808 247808 247808 247808 
[1] (OQT) 247808 247808 247808 247808 247808 
Our Method (OQT) 255558 255283 257298 256066 258977 
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all stego-images produced were considerably 
improved when the optimized quantization tables 
were used instead of the default ones. 
 
4.2 The novel method suggested 
 
The improvement in the stego-image quality of 
method [1] was exploited to increase the capacity of 
embedding. Therefore, we suggested the hybrid 
stego method which involves the technique in [1] 
(for the middle frequencies) along with the Jpeg-
Jsteg technique (for the low frequencies without the 
DC coefficient). 
Table 7 and Table 8 respectively show the 
capacity and stego-image quality of this novel stego 
method. Our suggested method along with the 
optimized quantization table (Table 6.B) can embed 
much more information in the cover images than 
other methods tested. Using our method, the quality 
of the produced stego-images was better than that of 
other methods (which use the default tables). Since 
the capacity and imperceptibility represent the two 
main requirements of any steganographic technique 
[22], our steganographic method provides larger 
embedding capacity and better stego-images’ quality. 
 
5. Conclusion and future work 
 
In this paper, we proposed a new steganographic 
method to improve the imperceptibility and increase 
the capacity of our method previously proposed in 
[1]. The suggested method was based on both [1] and 
Jpeg-Jsteg methods. It was shown that our new 
method can embed considerably more secret 
information than other stego methods tested. 
Furthermore, the quality of our method’s stego-
images was better than that of other methods which 
use the default quantization tables. However, 
determining the optimal quantization table for 
steganography still represents a challenge and 
requires further   investigation. 
Almost always the color space YCbCr is used to 
store JPEG images. The component Y (luminance) 
represents the intensity of the image. However, the 
components Cb and Cr (chrominance) specify the 
blueness and redness of the image respectively. 
Using only the Y component in such color model 
(YCbCR) produces a gray-level representation of the 
color image [13]. Therefore, gray-level images 
represent special cases of color images. As a result, 
color images can be used as cover images but we 
have to take all of these components (Y, Cb, and Cr) 
into consideration. In this case, each of the 
chrominance components (Cb and Cr) should have 
the same coding procedures that Y component has. 
In our future work we will consider color images and 
investigate the feasibility of using the chrominance 
components for data hiding. Moreover, we will 
investigate the impact of using optimized 
quantization tables on the size of JPEG stego-
images. 
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