We describe a Big Data-practical, SQL-implementable algorithm for efficiently determining connected components for graph data stored in a Massively Parallel Processing (MPP) relational database. The algorithm described is a linear-space, randomised algorithm, always terminating with the correct answer but subject to a stochastic running time, such that for any ǫ > 0 and any input graph G = V, E the algorithm terminates after O(log |V |) SQL queries with probability of at least 1 − ǫ, which we show empirically to translate to a quasi-linear runtime in practice.
Introduction
Connected component analysis [14] , the assignment of a label to each vertex in a graph such that two vertices receive the same label if and only if they belong to the same connected component, is one of the tent-pole algorithms of graph analysis. Its wide use is in applications ranging from image processing (e.g., [17, 29, 23, 32] , to name a few recent examples) to cyber-security (e.g., [9, 24, 13, 33] ). The most well-known theoretical result regarding connectivity analysis is perhaps the Union/Find algorithm [15, 30, 4] , ensuring that labels can be maintained per vertex in an amortised complexity on the order of the inverse Ackermann function per edge, which is the theoretical optimum. In real-world settings, however, large graphs such as those analysed in Big Data data science are stored in ways that make them ill-suited for the Union/Find algorithm. For example, Union/Find involves following long linked lists which may refer to disparate locations on a disk drive, or, more generally, may reside on separate disks altogether.
On the other hand, the potential to be stored on large servers or on multiple machines also entails certain advantages. For example, in such an environment one should be able to process data in parallel. Indeed, many researchers have long tried to optimise connected component finding for parallel computing environments (e.g., [12] ). Most suited for this pursuit from a theoretical perspective is the theoretical framework of the Parallel Random Access Machine (PRAM) [7, 26] . PRAM algorithms for connected components finding were presented, e.g., in [28, 31, 1] . In [8] , it was noted that randomised algorithms may have an advantage in this problem. The best result obtained by the randomised approach is [10] , where a randomised EREW PRAM algorithm is presented that finds connected components of a graph G = V, E in O(log |V |) time using an optimal number of O((|V | + |E|)/ log |V |) processors. Its result is always correct and the probability that it does not complete in O(log |V |) time is at most n −c for any c > 0. However, as observed by Eppstein and Galil [6] , the PRAM model is "commonly used by theoretical computer scientists but less often by builders of actual parallel machines". Its assumptions, which are idealisations of the parallelised computation set-up, do not accurately reflect the realities of parallel computing architectures, making its algorithms unrealistic to implement or not truly attaining the reported performance complexity bounds.
Indeed, the papers that explore connected components algorithms for large-scale practical architectures (e.g., [2, 25, 18, 19] ) do so using decidedly different algorithms. Also, some popular architectures [11] were developed expressly with the intent of creating specialised solutions to support graph processing.
Nevertheless, most of the world's transactional business data is stored natively in large, relational, SQLaccessible databases, and is only treated as graph data in certain contexts. It is therefore beneficial to have an efficient solution for graph algorithms, and particularly for the connected components algorithm, within the framework of relational databases, and specifically within the framework of Massively Parallel Processing (MPP) databases [5] where the architecture is designed for efficient parallel processing. Such a solution obviates the need for data duplication in a separate storage system and for supporting multiple data storage architectures (usually from different vendors). It also avoids the potential for data conflicts, as well as the problems of having to perform data analysis in two disparate systems that may not be able to communicate intermediate results optimally (thus hampering analysis that requires tools from both worlds). As we demonstrate here, by running all processing natively in an MPP database, the algorithm will smoothly scale out to Big Data, whereas most other solutions (e.g., NoSQL databases) presently do not scale as well.
The present paper presents a new algorithm for connected components analysis, Randomised Contraction. It uses SQL queries as its basic building blocks and is designed to minimise the number of such queries needed. It uses (for any input graph) an expected logarithmic number of queries, running over exponentially decreasing amounts of data, which our empirical results show to run, in total, in quasi-linear time, making the algorithm practical in the context of in-database Big Data analytics.
A further criterion for the practicality of an in-database algorithm is that it does not unduly expand the amount of required storage by introducing considerable intermediate data. Typical database maintenance does not use all available space for storage (because many standard database operations create temporary tables), but does use some bounded fraction of available space. Thus, practical in-database algorithms for use on mass data should not create intermediate data that is more than linear in the amount of data being processed. Our algorithm satisfies this criterion, too.
Like the PRAM algorithms of [8, 10] , our algorithm is randomised. It is guaranteed to terminate and to do so with a correct answer, and for any ǫ > 0 guarantees to terminate in O(log |V |) with probability at least 1 − ǫ, where |V | is the number of vertices in the input graph. The algorithm's space requirements are linear deterministically, not merely in expectation, and it can be implemented to use temporary storage not exceeding four times the size of the input plus O(|V |), this being essentially a five-fold blow-up, which is within the typical range for standard database operations.
Our empirical results show that Randomised Contraction outperforms other leading connected components algorithms when implemented in an MPP database. Furthermore, the in-database implementations use fewer resources than the native implementations of those algorithms in other distributed computing environments, allowing them to scale up to larger datasets and resulting in faster execution.
The paper is structured as follows: in Section 2, we describe the problem formally. In Section 3, we discuss naive approaches to a solution and show where they fail. In Section 4, we describe our new algorithm, Randomised Contraction, with several refinements, and analyse its theoretical performance in Section 5. Section 6 gives empirical results. A short conclusions section follows.
Problem description
A graph G = V, E is typically stored in a relational database in the form of two tables. One stores the set of vertices V , represented by a column of unique vertex IDs and optionally more columns with additional vertex information. Another table stores the edge set E in two columns containing vertex IDs and optionally more columns with additional edge information. Graphs are taken to be undirected, so an (x, y) edge is considered identical to a (y, x) edge. For simplicity we present our algorithm such that its only input is an edge table containing two columns with vertex IDs from which the set of vertices is deduced. Isolated vertices can be represented in this table as "loop edges", (v, v), if necessary.
The output of the algorithm is a single table with two columns, vertex and representative, containing one row per vertex. In each row vertex is a vertex ID and representative is a label uniquely identifying the connected component the vertex belongs to. A correct output of the algorithm is one where any two vertices share the same representative value if and only if they belong to the same connected component. Connected component analysis does not make any specific requirement regarding the values used to represent components, except that they be comparable.
Simple solution attempts
Perhaps the simplest approach to performing in-database connected components analysis is to begin by choosing for each vertex a representative by picking the vertex with the minimum ID among the vertex itself and all its neighbours, then to improve on that representative by taking the minimum ID among the representatives of the vertex itself and all its neighbours, and to continue in this fashion until no vertex changes its choice of representative. We refer to this naive approach as the "Breadth First Search" strategy: after n steps each vertex's representative is the vertex with the minimum ID among all vertices in the connected component that are at most at distance n from the original vertex.
Though the algorithm ultimately terminates and delivers the correct result, its worst-case runtime makes it unsuitable for Big Data. Consider, for example, the sequentially numbered path graph with IDs 1, 2, . . . , n. For this graph, Breadth First Search will take n − 1 steps.
To remedy this, consider an algorithm that calculates G 2 , i.e., the graph over the same vertex set as G, whose set of edges includes, in addition to the original edges, (x, z) for every x and z for which there exists a y such that both (x, y) and (y, z) are edges in G.
Calculating G 2 can be done easily in SQL by means of a self-join. A tempting possibility is therefore to repeat the self-join and calculate G 4 , G 8 , etc.. Such a procedure would allow us to reach neighbourhoods of radius 2 n in only n steps. Unfortunately, this second approach does not yield a workable algorithm, either. The reason for this is that in G k each vertex is directly connected to its entire neighbourhood of radius k in G. For a single-component G, the result is ultimately the complete graph with |V | 2 edges. This is a quadratic blow-up in data size, which for Big Data analytics is unfeasible.
Our aim, in presenting a new algorithm, is therefore to enjoy the best of both worlds: we would like to be able to work in a number of operations logarithmic in the size of the graph, but to require only linear-size storage.
The new algorithm
We present our new algorithm for calculating connected components, Randomised Contraction, by starting with its basic idea and refining it in several steps.
The basic idea
Let G = V, E be a graph. The algorithm contracts the graph to a set of representative vertices, preserving connectivity, and repeats that process until only isolated vertices remain. These then represent the connected components of the original graph.
Denote by N G [v] the closed neighbourhood of a vertex v, i.e., the set of all vertices connected to v by an edge in E plus v itself. Let G 0 = V 0 , E 0 be the original graph.
At step i, map every vertex v to a representative The aim is to choose the representative functions r i in such a way that the graph shrinks as much as possible at each step. Repeat this contraction process until reaching a graph G k that contains only isolated vertices. At that stage each of these represents one of the connected components of the original graph. Applying all the maps r i in sequence maps each vertex to an identifier unique to its connected component: the composition of the representative functions r k • r k−1 • · · · • r 1 is the output of the algorithm.
Randomisation
Assume the vertices of the graph are ordered. The basic idea for the choice of representatives is to choose
. Unfortunately, this approach still suffers from the same worst case as the breadth first search strategy described in Section 3: it will take n − 1 steps on a sequentially numbered path graph with n vertices.
The solution for avoiding this worst case is to randomise the order of the vertices at each step of the algorithm. We will show in Section 5 that the graph will then, in expectation, shrink to at most a constant fraction γ of its vertices with γ < 1, leading to an expected logarithmic number of steps.
To attain these performance bounds, random reordering must occur prior to each contraction step. This keeps the probabilities governing each contraction independent from each other, allowing the good properties that we will prove for each individual step to also manifest as global properties. As a result, the algorithm behaves well for any input, as opposed to other algorithms that rely on a worst case input being "unlikely". Consider, however, adversarial scenarios, where such a worst case can be exploited to the attacker's advantage.
We remark that this randomisation, critical to our algorithm, would not have aided the simple solution attempts described in Section 3. The complexity of Breadth First Search, for example, is bounded by the diameter of the analysed graph, regardless of how vertices are labelled.
In a practical implementation, choosing a random permutation of the vertices is itself a nontrivial task, especially in a distributed computing scenario such as an MPP database. One way to achieve this is the random reals method. At step i, generate for each vertex v a random real h i (v) uniformly distributed in [0, 1]. The choice of the representative then becomes r i (v) = arg min
This method in theory achieves full randomisation, a uniform choice among all |V |! possible orderings of the vertices, for which the best performance bounds can be proved (see Appendix A). A practical implementation, however, uses pseudo-random numbers, creating the problem that the total number of random bits required by the method far exceeds the entropy content of any practical pseudo-random number generator. Furthermore, it generates its random "reals" with only limited precision, creating a nonzero probability that the values assigned to distinct vertices are not unique.
The advantage of the random reals method over brute-force random permutation generation is that the table of random numbers can be created in parallel in a distributed database. While this process takes time and requires additional space, its main disadvantage is that in order to pick representatives this table has to be distributed to all machines in the cluster, creating an additional communication cost.
A more efficient idea is to pick a pseudo-random permutation by means of an encryption function on the domain of the vertex IDs. This obviates the need to generate the random data and to communicate it across the network, as each processor can compute it independently. If the vertex IDs are 64-bit integers, a suitable choice is the Blowfish algorithm [27] which can be implemented in a database as a user-defined function. Let e k denote an encryption function on the domain of the vertex IDs with key k. The encryption method then works as follows: at step i, choose a random key k i . Let r i (v) = min w∈NG i−1 [v] e ki (w).
Note that because of the use of min instead of arg min, r i (v) is no longer a vertex ID from the original graph but a randomly generated integer. This does not affect the correctness of the algorithm, because the ultimate connected component labels are not required to be vertex IDs, but merely to satisfy uniqueness. Uniqueness is guaranteed by the fact that an encryption function is always a bijection. If it is for some reason preferable to stick to the original vertex IDs, min can be be replaced by arg min above, leading to a slightly more complicated implementation in SQL.
While encryption functions are designed to be "as random as possible" and work well in practice, it is hard to rigorously prove for them the required graph contraction properties. Also, they are computationally expensive. We therefore present as the final refinement of the Randomised Contraction algorithm the finite fields method. Assume the domain of the vertex IDs is a finite field F with any ordering. To determine the representatives at step i, choose 0 = A i ∈ F and B i ∈ F uniformly at random and let r i (v) = min w∈NG i−1 [v] h i (w) where h i (w) = A i w + B i . Again, min can be replaced by arg min if desired to choose the representatives among the original vertex IDs. Because h i is calculated in a field, it is a bijection, guaranteeing the uniqueness of the representative choices.
In practice, if the vertex IDs are fixed-size integers with b bits this data type can be treated as a finite field with 2 b elements. Since finite field arithmetic over this field is awkward to implement in SQL, we wrote a fast implementation in C and loaded it as a user-defined function into the database. An SQL-only implementation could alternatively choose a prime number p known to be larger than any vertex ID and use F = GF(p), which amounts to using normal integer arithmetic modulo p. Note that while the calculation of h i (w) is performed in the finite field F, the result is stored as an integer, and the calculation of the minimum (or arg min) is done with reference to integer ordering.
Pseudocode of the algorithm as described is shown as Algorithm 1. Here, the list of edges, E, is given as the input, and the vertices are inferred from E. Isolated vertices may be represented in the input as "loop edges", (v, v), if desired. Note that the algorithm begins with the duplication of all edges, as internally each edge of the graph is treated as a pair of directed edges.
Algorithm 1 Randomised Contraction using finite fields (deterministic space usage)
procedure
Database implementation
An implementation of the Randomised Contraction algorithm in a relational database represents lists of edges as tables with two columns for the vertex IDs. The data type of these columns is denoted by F, expressing the fact that we need addition and multiplication operations on the domain of the vertex IDs that give it the structure of a finite field. 64-bit integers are a natural choice.
In a distributed database, when creating an edge table it is important to use a distributed by annotation to distribute this table by the first column. This causes all rows with the same value in the first column to be stored on the same machine, allowing the aggregate function min over the second column to be calculated locally for each first-column value and in parallel on all machines.
Functions like r, written in mathematical notation in the pseudocode, are represented as two-column tables in the database with one column containing a vertex ID v and the other one containing the representative r(v).
Applying a representative function r ′ to a vertex ID v, as required for the contraction step, is implemented by joining the edge table to the representative table and (r(v) ). This is performed in SQL as a left outer join of the tables r and r ′ . We set the result to h(r(v)) where r ′ (r(v)) is undefined. Note that the edge table E gets smaller at each step: duplicate edges are removed and isolated vertices are effectively excluded from further computation by dropping loop edges (v, v). The table representing r, however, stays at the same size, having an entry for each vertex of the input graph. Algorithm 2 shows a faster way of implementing the same idea using some more intermediate storage. 5 Performance analysis
Algorithm 2
Randomised Contraction using finite fields (faster, stochastic space usage) procedure RandomisedContractionF(E) ⊲ assuming E = ∅ E ← E ∪ {(w, v) | (v, w) ∈ E} ⊲ setup i ← 0 while E = ∅ do i ← i + 1 choose random 0 = A ∈ F and B ∈ F and let hi (v) = Av + B r i (v) ← min h i (v), min (v,w)∈Ei−1 h i (w) for all v E ← {(r i (v), r i (w)) | (v,w) ∈ E and r i (v) = r i (w)} end while r ← r i discard r i while i > 1 do i ← i − 1 r ← r • r i ⊲ note implementation details discard r i end while return r end procedure
Time complexity
The critical observation regarding the Randomised Contraction algorithm is that at each iteration the number of vertices drops at least by a constant factor γ < 1, in expectation. Here we will prove γ ≤ 3/4 for the random reals method and the finite fields method. A better bound of 2/3 is proved in Appendix A in case of full randomisation, such as with the random reals method. Note that we only need to consider graphs without isolated vertices since all isolated vertices get removed at every step of the algorithm.
Proof. Let h(v) denote either the random number allotted to v by the random reals method or the pseudorandom number Av + B assigned by the finite fields method. Dividing the range of this function into an upper and a lower half divides the vertices into "high" and "low" vertices.
For a vertex v to choose a high vertex as its representative, it must (1) itself be a high vertex, and (2) have only high vertices as neighbours. Given that v is not isolated, let us pick an arbitrary neighbour of it, w, and consider a weaker condition than (2): w must be a high vertex. The first condition occurs with probability 1/2 and the revised second condition occurs with independent probability 1/2 for the random reals method and with probability less than 1/2 for the finite field method. [25] O(log |V |)
Thus, in expectation, no more than 1/4 of the vertices choose a high vertex as a representative, proving that in total no more than 1/4|V | high vertices will be chosen as representatives. Even if all low vertices are representatives, this still amounts to an expected number of no more than 3/4|V | representatives in total.
Given that the expected number of vertices that remain in any non-trivial connected component shrinks at least by a factor of γ < 1 in every iteration, for some constant γ, the expected number of such vertices is bounded by γ k |V | after k steps. This, in turn, bounds from above the probability of the algorithm not terminating after k steps. We see, therefore, that for any fixed ǫ > 0, the algorithm reaches a termination probability of at least 1 − ǫ after log γ |V | + O(1) iterations, which is O(log |V |).
Space requirements
The Randomised Contraction algorithm can be implemented in two variants described above as Algorithm 1 and 2, both using the finite fields method. Both require Θ(|E|) space for storing the edge table E. Note that the size of this edge table decreases at each step of the algorithm.
Algorithm 1 uses one table r of size Θ(|V |) and another table r ′ starting at the same size and strictly shrinking throughout the algorithm, so that space usage for these tables is bounded deterministically by Θ(|V |). If the random reals method is used instead, both algorithms require an additional Θ(|V |) for storing a random number for each vertex, which does not change the overall space complexity.
In summary, since |V | ≤ |E|, the space complexity of Algorithm 1 is Θ(|E|) deterministically while it is Θ(|E|) + expected Θ(|V |) for Algorithm 2.
In practice, if the algorithms are implemented as shown, the edge table is blown up two-fold in the setup stage. Also, at every iteration, a new edge table has to be generated before the old one is deleted, so up to 4|E| space is required for storing the edge tables.
Empirical evaluation
To evaluate the practical performance of our Randomised Contraction algorithm we used the open source MPP database Apache HAWQ (incubating) which runs on an Apache Hadoop cluster. Since SQL does not natively support any control structures, we implemented Algorithm 2 as a Python script that connects to the database and does all the "heavy lifting" using SQL queries. Finite field arithmetic over 64-bit integers was implemented as a user-defined SQL function in C.
We compare Randomised Contraction to three other leading algorithms for calculating connected components in a distributed computation setting. Their proven time and space complexities are summarised in Table 1 . Hash-to-Min and Two-Phase were implemented by their authors in MapReduce [20] whereas Cracker uses Spark [16] .
MapReduce algorithms can be translated to SQL by writing the key-value messages of the map stage to temporary tables, telling the database to distribute them by key, and using aggregate functions for the reduce phase. We implemented the two MapReduce algorithms in SQL in this way and similarly translated the Cracker algorithm.
For Cracker, we were able to compare the performance of our database algorithm directly with the original implementation published in [19] . The results of this comparison are that the translation to database language not only substantially increased the speed of the algorithm but also reduced its memory requirements, allowing it to scale up to much larger input graphs. In fact, the original implementation of [19] did not succeed executing on even the smallest input graph in our test bench. The authors of [25] and [18] did not publish original code, nor can we compare results-to-results because they did not document their cluster configuration. [18] provides only relative timing results, but qualitative descriptions given suggest that for these algorithms, too, the database implementation improved scalability and at the very least did not reduce speed.
We compare the in-database performance of all four algorithms, showing that Randomised Contraction consistently scales as expected. With the exception of a single (synthetic) input graph, Randomised Contraction outperformed the other algorithms, and often by large factors.
For completeness, we also implemented our algorithm in Spark SQL. Results show that this version also scales to larger graphs but is slower than the native database implementation.
Datasets
The datasets used are summarised in Table 2 . To obtain real world examples of non-trivial size with interesting properties we used the connected components algorithm as a simple image segmentation technique. We converted a Gigapixel image (69, 536 × 22, 230 px) of the Andromeda galaxy [21] to a graph by generating an edge for every pair of horizontally or vertically adjacent pixels with a colour difference below a certain threshold. The vertex IDs were chosen at random so that they would not reflect the physical neighbourhood of pixels within the original image.
The same technique can be applied to three-dimensional images such as medical images from MRI scans, or to video. We used a 4K-UHD video of a flight through the CANDELS Ultra Deep Survey Field [22] and converted some frames of it to a graph using pixel 6-connectivity (x, y, and time), again randomising the vertex IDs. By using an increasing number of frames we generated a series of datasets (Candels10 . . . Candels160) with similar properties and of increasing size for evaluating scalability of the algorithms.
All datasets created from images or video share the property that they contain a wide variety of component sizes with a roughly scale-free distribution; see Figure 1 for an example (the single outlier is the black background). By contrast, the degrees of the vertices are mostly the same because of the construction of the graph: 4 for images, 6 for video.
To provide example graphs with a more diverse degree distribution, we used the R-MAT method [3] with parameters (0.57, 0.19, 0.19, 0.05), which are the parameters used in [18] . With this method, we generated two graphs based on an adjacency matrix of size 2 26 and 2 28 respectively (RMAT26 and RMAT28). Again, vertex IDs were randomised to decouple the graph structure from artefacts of the generation technique.
As shown in the theoretical analysis, Randomised Contraction maintains its logarithmic and quasi-linear performance bounds on any input graph, making it immune to adversarial attacks. By contrast, all other algorithms examined have known worst-case inputs that exploit their weaknesses. To evaluate the impact of these weaknesses, we have also included in our test bench the worst-case graphs. Path100k is a path graph with 100,000 sequentially numbered vertices causing large space usage in Hash-to-Min and Cracker. PathUnion10 is a union of path graphs of different lengths, which is the worst case for the Two-Phase algorithm. 
In-database benchmark results
For performance measurements we used a database cluster consisting of five virtual machines with 64 GB of RAM and 12 CPU cores (Intel Xeon E3 @ 2.6 GHz) each, running HAWQ version 2.2.0.0 as part of the Hortonworks Data Platform 2.6.1. The tests were run on an otherwise idle database.
We have run each of the algorithms three times on each of the target data sets and measured the mean and the standard deviation of the computation time. Like any other parallel processing, in-database execution entails its own inherent variabilities, for which reason we did not expect even the deterministic algorithms to complete in precisely consistent run-times. We did, however, expect the randomised algorithm to have somewhat higher variability in its completion time. Observing the relative standard deviation (i.e., the ratio between the standard deviation and the mean), the average value for Randomised Contraction was 1.9% as compared to 1.4%, 1.2%, and 1.4% for Hash-to-Min, Two-Phase, and Cracker, respectively. We conclude that the variability added by randomisation is not, comparatively, very high. Table 3 and Figure 2 show the average runtimes in seconds. Hash-to-Min did not finish on the Andromeda and Candels160 datasets with the available resources. On all real world datasets Randomised Contraction performed best, leading by a factor of 2 to 8 compared to the other algorithms. On the random graph RMAT26 the advantage is not as pronounced and on RMAT28 it takes 30% longer than Two-Phase.
The Two-Phase algorithm performs particularly well on RMAT28 because the R-MAT method generates graphs with atypically small diameters. This allows the Two-Phase algorithm to finish in only 8 steps for RMAT28. Randomised Contraction, on the other hand, took 20 or 21 steps, the typical number for graphs having this number of vertices.
The sequence of Candels datasets, roughly doubling in size from one to the next, demonstrates the scalability of the Randomised Contraction algorithm. Its runtime is essentially linear in the size of the graph. The large space usage of Hash-to-Min and Cracker on their worst case path graph also leads to a large runtime. PathUnion10 demonstrates the worst case of the Two-Phase algorithm leading to 10 times the runtime compared to Randomised Contraction.
Real world space usage of the algorithms has two aspects. Table 4 shows the size of the input dataset and the maximum amount of storage used by the algorithms at any given time, taking into account the amount of space freed by deleting temporary tables. Here the Two-Phase algorithm uses the least space on all datasets, taking 2 times or less than the storage of the input data set. Our time-optimised implementation of the Randomised Contraction algorithm stays within the expected bounds.
Another, arguably more important metric for database implementations is the total amount of data written to the database while executing the algorithms, detailed in Table 5 . Here Randomised Contraction is best in the worst case and real world cases and performs worse only on the artificial RMAT graphs.
This number is significant if the whole algorithm is implemented as a transaction in a database. A transaction combines a number of database operations into one atomic operation that either succeeds as a whole or gets undone completely (rollback ). In order to achieve this behaviour, most databases delete temporary tables only at the successful completion of the whole algorithm, and therefore the actual amount of storage needed is as stated in Table 5 .
Database performance vs. Spark
In [19] , Lulli et al. implement Cracker, an optimised version called Salty-Cracker, Hash-to-Min, and several other algorithms in the distributed computing framework Spark [16] . Their published source code is memory intensive and works within our resources only on smaller graphs.
For their most highly optimised version of the Cracker algorithm the dataset with the highest runtime was "Streets of Italy" (19 M all algorithms compared. We ran our Randomised Contraction algorithm on this same dataset in-database and it finished in 143 seconds. Our database implementation of the Cracker algorithm took 261 seconds. Note the considerable difference between resources used: The implementation of [19] ran on five nodes with 128 GB of RAM and 32 CPU cores each. Our database cluster had half the RAM and less than half the CPU cores. Also the database was configured as it might be in a real-world production environment, never allocating more than 20% of the resources to a single query.
This demonstrates that in-database analytics is not merely a curiosity but a viable and scalable way of efficiently executing algorithms on Big Data. As opposed to a hand-crafted implementation of an algorithm in low-level Spark, an implementation in an MPP database profits from mature query optimisation, and this advantage is likely to only increase due to the continuous, ongoing improvements in database technology.
Formulating one's algorithm in the form of SQL queries also has advantages beyond in-database implementation, as it allows utilising it in other SQL and SQL-like execution environments. As an example, we implemented the Randomised Contraction algorithm in Spark SQL using Spark 2.1.1 and ran it on the Candels10 dataset, exported from the database as a distributed set of text files. This allowed the algorithm to scale up properly, but we note that it was still slower in Spark SQL than when executing in the database. The runtime on our cluster was roughly 2.3 times as long for the Spark SQL implementation as for the in-database one, despite both executing the same SQL code. We conjecture that the main reason for this is the higher level of maturity of the query optimisation that databases such as HAWQ provide.
We note that even this factor of 2.3 does not take into account the amount of time required to export the data from the database for analysis or to re-import the results back into the database, operations that would likely be required in a real world implementation.
Conclusions
We describe a novel algorithm for calculating the connected components of a graph that can be implemented in SQL and efficiently executed in a massively parallel relational database. Its robustness against worst case inputs and its scalability make it practical for Big Data analytics. The performance measured is not only due to our algorithm's ability to use a minimum number of SQL queries and to minimise the amount of data handled by each query, but also due to the work of the database's native, generic query execution optimiser.
With relational databases poised to remain the standard for storing transactional business data and with query execution engines improving year to year, the Randomised Contraction algorithm demonstrates that indatabase processing can be a viable and competitive alternative to the more widely used Big Data processing technologies. It does not require data replication into dedicated analysis environments, saving not only the cost associated with this but also eliminating the problem of ensuring data consistency.
A Bounds on graph contraction
The Randomised Contraction algorithm requires a random ordering of the vertices at each step to guarantee that the number of representatives for the non-isolated vertices is, in expectation, not more than a constant fraction γ of the non-isolated vertices. In the body of the paper we have proved γ ≤ 3/4, requiring only the weaker form of randomisation that is achieved by the finite fields method. In this appendix we take a closer look at graph contraction under full randomisation and prove a better bound of γ ≤ 2/3.
We generalise graph contraction to directed graphs. In a directed graph, let N + (v) be the out-neighbourhood of a vertex v, i.e., the set of vertices w that are connected to v by an arc v → w. We note that we do not know of any natural interpretation for the result of running the Randomised Contraction algorithm using this definition on a directed graph. Certainly, the output is not a division into connected components.
Theorem A.1. For every directed graph G with n vertices v that have nonempty N + (v), the expected number of representatives for these vertices is at most γn, where γ = 2/3. This is a tight bound.
Proof. We will prove that the probability for any vertex v to not become a representative at all is at least as large as for the same vertex to become the representative of exactly one vertex (possibly itself).
To do this, we have to consider the n! possible orderings of the vertices. We define an injective mapping, f , from the orderings that lead to the latter case to those leading to the former, noting that the probability is proportional to the number of such orderings. To represent a certain ordering, let L(v), the "label" of v, be its ordinal number and denote by r L the representative choices under this ordering.
Let v be a vertex which is the representative of exactly one vertex. Then there are two possibilities:
1. The vertex is its own representative, 2. The vertex is the representative of another vertex.
In the first case, for all
, and let f map this labelling, L, to the new labelling, L ′ , obtained by exchanging the labels of v andũ. In the new labelling,ũ is the representative of v and v cannot have become the representative of any other vertex because its label is larger than before.
In the second case, v is the representative of exactly one vertex
. Let L ′ be the labelling obtained by exchanging the labels of u and v. Then v is no longer the representative of u and again it cannot have become the representative of any other vertex. Furthermore, u is its own representative and is the largest-labelled in-neighbour of v with that property.
In order to prove that f is injective, we show that it can be inverted. Let ′ (w), so u ′ =ũ. Note that because L(ũ) < L(v) < L(u), these three vertices are known to be distinct. We conclude that The only vertices to change their labels between L and L ′′ are u, v andũ. In particular, because we know from L(ũ) < L(v) = L(r L (u)) thatũ is not in N + (u), we can infer that for all w ∈ N + (u) \ {v},
Together with (1), we conclude that r L ′′ (u) = v. This implies that L ′′ is not a valid case 1 labelling, showing that L ′ emerged from case 2, so exchanging the labels of v and u in L ′ will restore the original labelling L.
Let R 0 be the expected number of vertices that are not representatives of any vertex, let R 1 be the expected number of vertices that are representatives of exactly one vertex, and let R 2+ be the expected number of the remaining vertices:
Because f is injective, we know R 1 ≤ R 0 , so we get
By counting the number of vertices being represented by each vertex we have
Summing the last two equations and dividing by 3 we get
which is the desired conclusion because R 1 + R 2+ is exactly the expected number of representatives.
To prove that the bound is tight, consider that γ = 2/3 is attained when G is the directed 3-cycle.
Note that the proven bound is only tight for directed graphs. The worst-case (highest) value of γ for undirected graphs is an open question. The graph with the highest γ value known is the one depicted in Figure 3 . It has γ = 81215/144144 ≈ 56.343%.
B Implementation in Python/SQL
In this section we show an excerpt of the implementation of the Randomised Contraction algorithm we used to run the experiments. It has been stripped of some of the benchmarking instrumentation and all of the surrounding infrastructure code. In the excerpt shown, dataset contains the name of the input table which is assumed to contain the edge list of the graph in two columns v1 and v2, each containing a 64-bit vertex ID.
r . log exec () executes the SQL query passed as the third parameter and returns the number of rows generated. r .log drop() drops the indicated table. r .execute() executes miscellaneous SQL queries. r .axplusb(A,x,B) computes the expression Ax+ B using finite field arithmetic over 64-bit integers. The user-defined SQL function axplusb(A,x,B) does the same in the database.
r . l o g e x e c ( " s e t u p " , 0 , """ \ c r e a t e t a b l e c c g r a p h as s e l e c t v1 , v2 from {0} uni on a l l s e l e c t v2 , v1 from {0} d i s t r i b u t e d by ( v1 ) ; """ . format ( d a t a s e t ) ) roundno = 0
r . e x e c u t e ( " a l t e r t a b l e tmp rename t o {} " . format ( c c r e p s r ) ) r . e x e c u t e ( " a l t e r t a b l e c c r e p s 1 rename t o c c r e s u l t " ) r . l o g d r o p ( " c c g r a p h " )
