Abstract-The authors recently presented a novel microwave tomography method for creating quantitative images of the electromagnetic properties of the interior of unknown objects [1] . This method is based on a time-domain inverse solver which uses the multi-illumination technique and includes the dispersive and heterogeneous characteristic of the object. The Frequency Dependent Finite Difference Time Domain ((FD) 2 TD) and Genetic Algorithm (GA) technique were utilized for determining unknown characteristics of the object. In the present paper, the calibration of measured data are described and image reconstruction results for preliminary experiments performed at the University of Manitoba's Microwave Tomography Laboratory and at the Institut Frsenel are presented.
INTRODUCTION
MicroWave Tomography (MWT) has received intense attention as an imaging modality. Therefore, extensive research has been conducted in this field during the last 40 years. This is due to the versatility and suitability of this imaging technique for a wide range of applications such as industrial non-destructive testing [2] , medical imaging [3] , and through-wall imaging [4] . The use of electromagnetic fields for the purpose of quantitatively determining the inner structure of objects leads to inverse mathematical problems.
The challenge of inverse problems, however, is that it involves the solution of an ill-conditioned non-linear problem which is often computationally intensive and might not have a unique solution [5] . The non-linearity is due to the fact that at the frequencies of the microwave radiation, the electromagnetic waves scatter multiple times, refract through and diffract around the Object of Interest (OI), and generally do not follow straight paths within the imaging region. Iterative techniques are among the best options for solving the nonlinear inverse scattering problems and for producing quantitative images using permittivity and conductivity. In iterative techniques, the solution is found by minimizing the norm of the error with respect to the scattered field's value (cost-function). There are two different categories of iterative approaches that have been successfully used to solve the inverse scattering problem. These two approaches are also distinguished by the absence of, or the use of, a forward solver. In the first approach the cost-function is defined based on both scattered fields outside of the object and total fields inside the object [6] [7] [8] . However, the number of unknowns in this approach is greater than that in second approach, and therefore, it requires much more iterations to converge [6] . The second approach for solving the inverse scattering problem measures the scattered field outside the object and tries to minimize the error calculated for a possible solution using a forward solver [9, 10] . This approach is computationally intensive because the system of equations that is used to calculate the scattered fields (whether using Integral Equations (IE) or Partial Differential Equations (PDE)), has to be built at each iteration. Furthermore, in order to minimize the cost-function and retrieve the unknown objects from the measurements, different deterministic (local optimization) [11] [12] [13] [14] [15] and stochastic (global optimization) [16] [17] [18] [19] approaches have been proposed. The local-based optimization imaging techniques produce accurate and reliable results only if the starting trial solution is not far from the real solution. In many practical cases, it is not possible to guess the proper initial point, and therefore, the optimization may return a non-true solution that locally minimizes the cost function. The stochastic approaches are potentially able to obtain the global minimum which most probably corresponds to the true solution. In addition, they are able to reach the global minimum of the cost-function regardless of the starting point. Recently, the authors developed the numerical simulation method based on Frequency Dependent Finite Difference Time Domain ((FD) 2 TD) and Genetic Algorithm (GA) for creating a map of dielectric properties of an object of interest [1] . The contribution of this paper is to demonstrate the ability of proposed technique by utilizing it to reconstruct images using measured noisy data.
The paper is organized as follows. In next section, we explain the hardware setup required to collect the necessary field for MWT imaging and also different calibrations needed to be performed before inverting the scattered field data. Then we present the image results from experimental data followed by conclusion in Section 3.
EXPERIMENTAL INVERSION RESULTS

Experimental Data from University of Manitoba Microwave Tomography System
The University of Manitoba (UM) imaging group recently developed and constructed an MWT prototype. This system includes a plexiglass cylindrical shell with 44 cm diameter and 50.8 cm height. A circular array of 24 antennas is mounted inside the plexiglass cylinder. A twoport Agilent 8363B PNA-Series Vector Network Analyzer (VNA) is used to measure the S-parameters between each antenna pairs, and a 2 × 24 mechanical switch is used for connecting two ports of network analyzer into 24 antennas. The data acquisition is automated, and for each frequency the measurement takes about one minute. For more details about this system see [20] . Fig. 1 shows the UM MWT setup with 24 Vivaldi antennas. As an initial phantom experiment, we utilized a wooden block with square cross-section and 87×87×300 mm 3 dimensions. The relative permittivity of the wood is around 1.8 at 3 GHz, and the conductivity is very low. We considered the wooden block as a loss-less material in simulation. The wood was placed at the center of the UM MWT chamber within air, as shown in Fig. 1 . The measurement was taken at the frequencies between 3-6 GHz, with step of 0.5 GHz.
(a) (b) Figure 1 . UM MWT system using 24 Vivaldi antennas, (a) side view, (b) top view [20] .
Calibration
It is well-known that in MWT the measured data must be calibrated. This is due to the elimination of antennas in the inversion algorithm. Calibration can be divided into "hardware calibration", "field calibration", and "model calibration". Hardware calibration is the process to compensate the systematic errors in the network analyzer, adapters, and cables during measurements [21, 22] . Hardware calibration has a significant role in the reliability and repeatability of the measure data sets and is an important prerequisite of field calibration. Field calibration is used to determine the electric field intensity values from measurements of S-parameters by the VNA. VNA has a unity output voltage and the field component of interest can be assumed to be proportional to the induced voltage at the port of the antenna. Therefore:
where (E measured nm ) OI is the measured electric field for the OI object when the antenna number m is transmitting and antenna number n is receiving the signal. (S measured nm ) OI is the transmission coefficient from S parameters for the OI object, collected by VNA when the transmitting antenna is connected to port m and receiving antenna is connected to port n. The factor AF refers to the factor that would convert the S nm measurement from incident field or scattered field of a reference object to its associated electric field values:
where ( 
To perform the field calibration, we first calibrated the MWT system using the AF correction coefficient (2) . For this purpose, we simulated the entire MWT system using the 3D WIPL-D solver (Fig. 2) [23] . Fig. 3 compares the transmission coefficient values for the 3D simulation data and the raw measured data at 3 and 6 GHz for the 87 mm square wooden block when antenna number 1 is transmitting. From the Fig. 3 , it is observed that the simulation and measurement results do match at a 3 GHz, but not at 6 GHz. This means that the calibration factor is a function of frequency, as expected. Table 1 shows the average error between the transmission coefficient values from simulation and measured data at different frequencies. Therefore, the model calibration is necessary to compensate for the discrepancy between the measured and simulated field values. Model calibration is the process of applying a correction coefficient to the measured data to correct the assumption in modeling and inversion algorithm. This correction coefficient can be obtained by comparing the simulated field values at the observation points for an assumed model with the measured field value from the same model at those receiver points. This correction factor is then applied to the measured scattered field data to compensate for the discrepancy between the measured and simulated field values. In order to calculate this factor, either the incident field or the scattered field of a known reference object has been suggested and used by researchers. Different reference objects such as an empty chamber (incident field) [24] , a metallic cylinder [20, 25] , nylon, or polyvinyl chloride [26] , have been successfully used for different imaging algorithms.
Here, as an example, we have utilized two Perfect Electric Conductor (PEC) cylinders with diameters of 38.4 mm and 50.9 mm, as well as incident field as a reference object. We used these reference objects due to the ease of characterization. Fig. 4 compares the simulated and calibrated data for different reference objects at 3 GHz and 3.5 GHz. It should be noted that at 3 GHz, where the coupling between antennas is low [20] , the calibrated data is well matched with the simulation, compared to the results obtained at 3.5 GHz. However, even at 3 GHz, where the coupling seems to be minimal, there is still some discrepancies between simulated and measured fields, which might be due to the assumption of a plane-wave incident field (in inverse simulation) as a source instead of real antennas' fields. Besides, at other frequencies where the antenna-coupling was high the results were much worse. This means that the antenna coupling effects are not entirely removable by the calibration procedure, and they are major sources of error. Note that the 3D WIPL-D software is employed to calculate the calibration factor only, and for the inversion algorithm a 2D ((FD) 2 TD) code is used as a forward solver.
Inversion Results
The single-frequency 3 GHz reconstructed image of the wooden block object is shown in Fig. 5 . For image reconstruction, we considered four different transmission angles (0 • , 90 • , 180 • , and 270 • ) and 23 receiving angles within 15 • ≤ Φ ≤ 345 • with respect to the transmitter (Φ is the angle of the observation point from the axis of the incident wave). The reconstructed map of permittivity is generally correct; however, in some parts the exact values are not obtained, but the results are close to real values. To obtain usable frequencies for our inverse scattering experiment, we selected those frequencies where the coupling was minimum [20] . We expect that when the MWT system is filled with a matching material, the antenna coupling will become significantly less noticeable due to losses. In this example as a-priori information, we considered the reconstructed relative complex permittivity to be within physical ranges r ≥ 1.0 and σ = 0.0 S/m, with 1 decimal point accuracy. As an image quality indicator, we define the mean-squared error between the true image and the reconstructed image as follows:
number of cells (3) where i and j are the cell numbers in the x and y directions, respectively, and r is the relative permittivity. In this example the Error at 3 GHz is ≈ 4% assuming a constant permittivity inside the wooden block. However, we speculate that the wooden block is a heterogeneous object and the permittivity varies within the block. Therefore, the reconstructed permittivity map is probably closer to the real values.
Experimental Data from Institut Frsenel's MWT System
In order to test the blind inversion capabilities of the proposed algorithm for solving the inverse scattering problem, we present inversion results from 2D experimental scattering data collected by the Institut Frsenel. In 2005, the Centre Commun de Ressources Micro-Ondes (CCRM) at the Institute Fresnel in Marseilles, France provided an invaluable public database of experimental multifrequency electromagnetic field data from multiple scatterers. This database has been used by many researchers around the world for evaluating their MWT algorithms. For more details about the measurement data including system dimensions, transmitting and receiving antennas, frequencies, polarizations, and targets, see reference [27] . This data set was collected for Transverse Electric (TE) and Transverse Magnetic (TM) polarizations in free-space. For this measurement, a double ridged horn antenna was used in an anechoic chamber setup with a frequency of 1-18 GHz. Antenna was 1.67 meters away from the center of the imaging region. The two antennas mechanically rotated around the OI and collected the data at 241 positions per transmitter. The measured data was then calibrated such that the transmitted field by antennas can be approximated by a plane-wave and the effects of the antenna's radiation patterns are removed. To calibrate this data, the offset calibration method was used [28] . In this type of calibration, a single correction factor is used for all transmitter/receiver pairs. Such a calibration has provided good results in far-field measurement systems [29] . and 270 • . The inversion of this dataset using the (FD) 2 TD/GA method is shown on the grid of 8 × 8 in Fig. 8 . We considered that the location, size, and material of the foam cylinder is known. Therefore, the material for those cells outside of the foam cylinder and circular shape of the boundary are known. We also constrained the inversion process for loss-less material and the relative permittivity of the scatterers to be in the range of 1-10 (1 < r ≤ 10). We utilized multiple frequencies in our techniques for the frequency band between 2-8 GHz in 2 GHz steps. While the (FD) 2 TD method has been used in the forward solver, the data for all frequencies are used simultaneously. As a proof of concept, we considered only one transmitter at Φ = 0 • and 241 receiver antennas within 60 • ≤ Φ ≤ 300 • . However, it is expected that using multi-view techniques will provide significantly better results. The search space area was divided into 64 square cells, with 1 cm side. As it can be seen in Fig. 8 , the algorithm accurately reconstructs the location of the target. In terms of dielectric properties of the object, the reconstructed image is close enough to the actual one, but there are still differences in some parts of the image. In this example the Error at 2 GHz is ≈ 7.6%. For this shape of the scatterer, there is a discrepancy between the actual image and the reconstructed image. This inaccuracy in the result of shape and dielectric properties can be decreased if the cell size is decreased at the price of increasing the runtime. According to the results obtained with the Institut Frsenel's MWT system, a target of 1 cm was imaged, which corresponds to a resolution of λ/9 at 2 GHz. This high resolution is achieved through the use of far-field data as well as the use of a nonlinear inversion algorithm that accounts for multiple scattering. In previous example, we were able to detect a target of 1.24 cm which corresponds to a resolution of λ/6 at 3 GHz using near-field data. In fact, as it has been suggested in [30, 31] that the true resolution limit for MWT is governed by the achievable signal-to-noise ratio of the measurements and not the wavelength. It is important to note that the noise is not simply receiver thermal noise and that the "modeling errors" are much more important sources of noise. Therefore, while the resolution limit for MWT technology is not currently known, perhaps improving the data acquisition techniques, measurement calibration methods, and imaging algorithms would allow for significant improvement in the resolution of MWT.
CONCLUSION
We have introduced a novel method based on stochastic approaches without any simplification in the non-linear wave equation, in order to circumvent the inverse problem. The proposed technique deals with an object that has a complex distribution of dielectric properties and provides an image of permittivity and conductivity, as well as a quantitatively reconstructed frequency-dependent profile of these properties. This method is based on the time domain iterative approach to solve an inverse scattering problem that is efficient and accurate for dispersive and heterogeneous media. The proposed technique is capable of using multi-frequency and multi-illumination techniques for the reconstruction of the dielectric properties profile to improve image quality. We presented preliminary image reconstruction results for experiments performed by the University of Manitoba's and the Institut Frsenel's MWT systems.
Although further analysis should be performed for a complete assessment of the methodology, the obtained results indicate the potential of MWT as an effective imaging technique deserving further investigations.
