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Resumen: Uno de los principales problemas en la investigacio´n sobre generacio´n
automa´tica de resu´menes (GAR) es la falta de utilizacio´n de conocimiento de do-
minio, que se refleja en la incorrecta interpretacio´n sema´ntica del documento y la
baja calidad de los resu´menes obtenidos. En este trabajo se propone un me´todo de
extraccio´n de oraciones para la GAR de art´ıculos biome´dicos, mediante el mapeo
del documento a los conceptos de la ontolog´ıa UMLS, y la representacio´n del do-
cumento y de sus oraciones como grafos. La seleccio´n de las oraciones relevantes se
realiza a partir de la conectividad de los conceptos que contienen en el grafo del
documento. Se muestran los resultados emp´ıricos preliminares de la aplicacio´n de
distintas heur´ısticas para la seleccio´n de las oraciones del resumen, y se identifican
algunos problemas y l´ıneas de trabajo futuras.
Palabras clave: Generacio´n automa´tica de resu´menes, Unified Medical Language
System(UMLS), redes libres de escala, art´ıculo biome´dico, ontolog´ıa.
Abstract: One of the main problems in research on automatic summarization is
the inaccurate semantic interpretation of the source, which is reflected in the de-
ficiencies shown by the resulting summaries. Using specific domain knowledge, as
that supplied by ontologies, can considerably alleviate the problem. In this paper,
we introduce an ontology-based extractive method for summarization. It is based on
mapping the text to concepts in the ontology and representing the document as a
scale-free graph. To assess the importance of the sentences we compute the centrality
of their concepts in the text. We have applied our approach to summarize scientific
biomedical literature, taking advantage from free resources as UMLS. Preliminary
empirical results are presented and pending problems are identified.
Keywords: automatic summarization, degree-based methods,Unified Medical Lan-
guage System(UMLS), scale-free network, biomedical article, ontology.
1. Introduccio´n
En la sociedad actual, la cantidad de
documentacio´n electro´nica accesible desde
cualquier lugar y cualquier dispositivo crece
de manera exponencial. Gracias a los avances
tecnolo´gicos de las u´ltimas de´cadas, su alma-
cenamiento y acceso ya no suponen un pro-
blema, pero el tiempo sigue siendo un bien
valioso y limitado. Esta realidad afecta espe-
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Universidad Complutense de Madrid y la Direccio´n
General de Universidades e Investigacio´n de la Co-
munidad Auto´noma de Madrid (CCG07-UCM/TIC-
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cialmente al campo de la medicina, en el que
los recursos digitales son muchos y muy va-
riados. Es obvio que en este contexto, la ge-
neracio´n automa´tica de resu´menes (en ade-
lante, GAR), ya sean informativos o mera-
mente indicativos, puede ser de gran utilidad.
Durante el ejercicio de la medicina, dispo-
ner de resu´menes de los historiales de los pa-
cientes puede ayudar a los profesionales a ac-
tuar con mayor celeridad en el tratamiento de
urgencias sanitarias; mientras que, durante la
formacio´n y la investigacio´n, los resu´menes
pueden ser u´tiles para determinar si un do-
cumento resulta de intere´s, y si merece o no
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una lectura exhaustiva.
Durante los u´ltimos an˜os, y como res-
puesta a esta explosio´n de informacio´n, han
aparecido nuevos recursos lingu¨´ısticos para su
tratamiento. Diccionarios, tesauros, bases de
datos le´xicas y grandes bases de conocimiento
biome´dico, muchos de ellos de disponibilidad
pu´blica, facilitan la construccio´n de sistemas
de procesamiento de lenguaje natural y les
confieren mayores garant´ıas de e´xito.
Por otra parte, construir resu´menes
gene´ricos y totalmente independientes del
contexto es un ideal au´n lejos de alcanzar.
Restringir el problema a un dominio concre-
to, la biomedicina, y un tipo de documentos
espec´ıfico, el art´ıculo cient´ıfico, sin duda re-
duce la complejidad del proceso y redunda en
una mayor calidad de los resu´menes.
En este trabajo se propone un me´todo
de extraccio´n de oraciones para la GAR de
art´ıculos biome´dicos, mediante el mapeo del
documento a los conceptos de la ontolog´ıa
biome´dica UMLS, y la representacio´n del do-
cumento y de sus oraciones como grafos. La
seleccio´n de las oraciones relevantes se realiza
a partir de la conectividad de los conceptos
que contienen en el grafo del documento.
El resto del documento se organiza co-
mo sigue. En el apartado 2 se ofrece una
panora´mica general de la problema´tica de la
GAR y del estado del arte. En el aparta-
do 3 se describen algunas de las bases de
conocimiento biome´dico ma´s populares y se
justifica la eleccio´n de UMLS para el traba-
jo que nos ocupa. El apartado 4 presenta el
me´todo de GAR desarrollado. En el apartado
5 se muestran los resultados y la evaluacio´n
del sistema. Finalmente, en el apartado 6 se
analizan las conclusiones extra´ıdas y se sub-
rayan algunas posibles l´ıneas de trabajo fu-
turo.
2. Trabajo Previo
Segu´n Sparck-Jones (Sparck-Jones, 1999),
un resumen consiste en la transformacio´n de
un texto a trave´s de la reduccio´n de su con-
tenido, bien por seleccio´n o por generaliza-
cio´n de lo que es importante. La informa-
cio´n presentada en el resumen dependera´ de
las necesidades del usuario. Mientras que los
resu´menes adaptativos seleccionan los con-
tenidos que son de intere´s para el lector, los
resu´menes gene´ricos tratan de preservar el
punto de vista del autor y la organizacio´n
original del texto. Por otra parte, en funcio´n
del nu´mero de documentos que intervienen
en la elaboracio´n del resumen, cabe hablar
de resu´menes mono-documento y resu´menes
multi-documento. A pesar de que los traba-
jos ma´s recientes centran su atencio´n en estos
u´ltimos, lo cierto es que los resultados en ge-
neracio´n mono-documento au´n presentan no-
tables deficiencias en cuanto a contenido y
coherencia gramatical se refiere.
Una clasificacio´n de alto nivel de los sis-
temas de GAR es la que distingue entre aque-
llos que utilizan te´cnicas de extraccio´n; es de-
cir, generan resu´menes compuestos ı´ntegra-
mente por material del documento original, y
aquellos que utilizan te´cnicas de abstraccio´n;
es decir, generan resu´menes que incluyen con-
tenidos que no esta´n presentes, al menos ex-
pl´ıcitamente, en la entrada. Aunque t´ıpica-
mente los humanos realizan resu´menes medi-
ante abstraccio´n, la mayor parte de la inves-
tigacio´n hoy d´ıa sigue siendo en extraccio´n.
Los sistemas basados en extraccio´n de ora-
ciones realizan un ana´lisis superficial del tex-
to, y no van ma´s alla´ del nivel sinta´ctico.
Los primeros trabajos se limitaban a localizar
segmentos clave en el original, utilizando cri-
terios estad´ısticos, como la frecuencia de las
palabras en el documento(Luhn, 1958; Ed-
mundson, 1969); criterios posicionales, te-
niendo en cuenta la posicio´n que ocupa ca-
da oracio´n (Brandow, Mitze, y Rau, 1995);
y criterios lingu¨´ısticos, que evalu´an la pre-
sencia de ciertas expresiones o palabras in-
dicativas (Edmundson, 1969). Muchos traba-
jos (Edmundson, 1969) combinan algunos o
todos los criterios anteriores, mientras que
los enfoques ma´s sofisticados utilizan te´cnicas
de aprendizaje automa´tico para determinar
el conjunto de atributos que mejor se com-
portan en la extraccio´n (Kupiec, Pedersen, y
Chen, 1995; Lin, 1999).
En los u´ltimos an˜os, han cobrado relevan-
cia los enfoques que, al igual que este tra-
bajo, utilizan algoritmos basados en grafos
para representar la estructura de los docu-
mentos y elaborar el resumen (Yoo, Hu, y
Song, 2007). Un trabajo muy representativo
de este tipo de aproximaciones se presenta
en (Erkan y Radev, 2004), donde se aborda
el problema de la GAR multi-documento. Los
autores proponen la construccio´n de un grafo
para el conjunto de los textos, en el que exis-
te un ve´rtice por cada oracio´n, representa-
da por sus vectores de frecuencias (tf*idf ), y
calculan la similitud entre ellas utilizando la
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me´trica del coseno. No obstante, el enfoque
anterior presenta algunos problemas impor-
tantes, derivados de la no consideracio´n de la
estructura sema´ntica del documento y de las
relaciones entre los te´rminos que lo componen
(sinonimia, hiperonimia, homonimia, coocur-
rencias o asociaciones sema´nticas). Para ilus-
trar alguno de estos problemas, consideremos
las siguientes oraciones extra´ıdas de (Yoo,
Hu, y Song, 2007).
1. Cerebrovascular disorders during preg-
nancy results from any of three major
mechanisms: arterial infarction, hemor-
rhage, or venous thrombosis
2. Central nervous system diseases during
gestation results from any of three major
mechanisms: arterial infarction, hemor-
rhage, or venous thrombosis
Puesto que ambas secuencias contienen
te´rminos diferentes, con una aproximacio´n
basada en las frecuencias de los te´rminos re-
sulta imposible determinar que las dos ora-
ciones presentan una sema´ntica comu´n.
El me´todo que se propone trata de sol-
ventar este problema. Para ello, se ha adop-
tado un enfoque basado en la representacio´n
del documento en forma de grafo, utilizan-
do los conceptos de UMLS asociados a sus
te´rminos, extendidos con sus correspondi-
entes hipero´nimos y relaciones asociativas.
A diferencia de los trabajos de (Yoo, Hu, y
Song, 2007; Erkan y Radev, 2004), que se cen-
tran en la construccio´n de clusters de ora-
ciones para determinar los temas comunes en
mu´ltiples documentos, y en la identificacio´n
de las oraciones centrales de cada cluster, en
este trabajo el algoritmo de clustering es apli-
cado a la identificacio´n de grupos de con-
ceptos estrechamente relacionados, que de-
limitan los distintos subtemas que se tratan
dentro de un texto, y cuya presencia en las
oraciones determinara´ su grado de relevan-
cia. El enfoque presenta la ventaja adicional
de ser fa´cilmente extensible a la GAR multi-
documento.
3. Ontolog´ıas y Recursos
Lingu¨´ısticos para Biomedicina:
UMLS
Las ontolog´ıas biome´dicas proveen un
marco organizativo de los conceptos involu-
crados en entidades y procesos biolo´gicos,
en un sistema de relaciones jera´rquicas y
asociativas que permite razonar sobre el
conocimiento del dominio. Sin duda alguna,
las ma´s utilizadas en recuperacio´n de infor-
macio´n, son SNOMED1, UMLS2 y MeSH3.
En este trabajo se ha utilizado UMLS
(Unified Medical Language System), un sis-
tema desarrollado por la Biblioteca Nacional
de Medicina de los Estados Unidos, com-
puesto por tres aplicaciones: el meta-tesauro,
que es una base de datos multilingu¨e con in-
formacio´n sobre conceptos biome´dicos y sus
relaciones; la red sema´ntica, que proporciona
una clasificacio´n de los conceptos representa-
dos en el meta-tesauro; y el lexico´n especiali-
zado, que incluye te´rminos biome´dicos junto
con informacio´n sinta´ctica, morfolo´gica y or-
togra´fica sobre los mismos.
UMLS presenta algunas ventajas frente
a las otras ontolog´ıas mencionadas. En
primer lugar, proporciona una mayor riqueza
sema´ntica, al recopilar el vocabulario y la or-
ganizacio´n de distintas ontolog´ıas, incluyendo
MESH y SNOMED. En segundo lugar, per-
mite restringir las fuentes de conocimiento
que se desea consultar, posibilitando la com-
paracio´n entre distintas terminolog´ıas. En
tercer lugar, contempla vocabularios en dis-
tintos idiomas, lo que resulta muy interesante
de cara a futuros trabajos en acceso a infor-
macio´n multilingu¨e. Finalmente, se encuadra
en un proyecto muy activo, y que cuenta con
el respaldo de un considerable nu´mero de
aplicaciones que lo utilizan (PubMed, Index-
ing Initiative de NLM o Enterprise Vocabu-
lary Services del NCI).
4. Generacio´n Automa´tica de
Resu´menes
En este apartado se presenta el me´todo
propuesto para resolver la tarea, a trave´s de
las distintas etapas que conducen a la elabo-
racio´n del resumen. Los documentos utiliza-
dos en la experimentacio´n proceden del cor-
pus desarrollado por la editorial BioMed Cen-
tral4, especialmente concebido para la inves-
tigacio´n en miner´ıa de texto. Esta´ compuesto
por ma´s de 23900 art´ıculos completos publi-
cados, incluyendo una versio´n etiquetada y
1SNOMED International. URL:
http://www.snomed.org/snomedct
2NLM Unified Medical Language System (UMLS).
URL: http://www.nlm.nih.gov/research/umls
3NLM Medical Subject Headings (MeSH). URL:
http://www.nlm.nih.gov/mesh/
4BioMed Central: http://www.biomedcentral.com/
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estructurada de los mismos en XML, que per-
mite identificar los distintos elementos que
conforman el art´ıculo (t´ıtulo, abstract, au-
tores, secciones, palabras clave, etc.)
Como paso previo, el art´ıculo es sometido
a una etapa de preprocesamiento en la que
el texto se divide en tokens, se realiza su eti-
quetado morfosinta´ctico y se divide el texto
en en oraciones. Para ello, se han utilizando
los mo´dulos Tokenizer, Part of Speech Tagger
y Sentence Splitter de la librer´ıa GATE5. Fi-
nalmente, se eliminan las palabras gene´ricas
utilizando una lista de parada6, as´ı como los
te´rminos que presentan una alta frecuencia
en el documento, puesto que no van a ser de
utilidad a la hora de discriminar entre con-
tenidos importantes e irrelevantes.
Con el objetivo de clarificar el fun-
cionamiento del algoritmo, a lo largo
de la exposicio´n se hara´ referencia a un
ejemplo concreto de GAR desarrollado
para uno de los documentos del corpus.
A continuacio´n se muestra un extracto
del documento utilizado. El texto completo
presenta un total de 60 oraciones, y puede en-
contrarse en el sitio web de BioMed Central7.
In April 2000, the first results of the Antihypertensive and
Lipid Lowering Treatment to Prevent Heart Attack Trial (ALL-
HAT) were published summarizing the comparison between two
of the four drugs studied (chlorthalidone and doxazosin) as ini-
tial monotherapy for hypertension [¡abbr bid=”B1!!1¡/abbr¿]. This
prospective, randomized trial was designed to compare a diuret-
ic (chlorthalidone) with long-acting (once-a-day) drugs among dif-
ferent classes: angiotensin-converting enzyme inhibitor (lisinopril);
calcium-channel blocker (amlodipine); and alpha blocker (doxa-
zosin)...
4.1. Construccio´n del Grafo del
Documento
El objetivo de esta etapa es construir una
representacio´n del documento en forma de
grafo, en la que los ve´rtices representan los
conceptos en UMLS asociados a cada te´rmi-
no, y las aristas representan las relaciones isa
existentes entre los conceptos.
Para ello, los te´rminos de las oraciones
del documento se traducen a conceptos de
la ontolog´ıa, utilizando Metamap8(Aronson,
2001). MetaMap es una herramienta desa-
rrollada por la National Library of Medicine
(NLM), inicialmente pensada para su uso
5GATE (Generic Architecture for Text Engineer-
ing): http://gate.ac.uk/
6PubMed StopWords:http://www.ncbi.nlm.nih.gov/
entrez/query/static/help/pmhelp.html#Stopwords
7BioMed Central: www.biomedcentral.com/content/
download/xml/cvm-2-6-254.xml
8MetaMap Transfer(MMTx):
http://mmtx.nlm.nih.gov/
en indexacio´n y recuperacio´n de art´ıculos en
MEDLINE, y hoy en d´ıa utilizada en todo
tipo de tareas de PLN en biomedicina. El
uso de MetaMap en este proyecto presenta
dos atractivos fundamentales. En primer lu-
gar, MetaMap utiliza el lexico´n especializa-
do de UMLS para normalizar los te´rminos
del documento, considerando todas sus posi-
bles variantes morfolo´gicas antes de obtener
el concepto asociado en el meta-tesauro. En
segundo lugar, y puesto que ante un mismo
te´rmino el meta-tesauro de UMLS puede re-
cuperar distintos conceptos, realiza la desam-
biguacio´n necesaria para determinar cua´l es
el concepto correcto de acuerdo con el con-
texto de la oracio´n. Adema´s, la indexacio´n
se realiza seleccionando n-gramas en lugar de
te´rminos individuales. De este modo, no so´lo
se consigue una mayor precisio´n en la inter-
pretacio´n sema´ntica, sino que se reduce con-
siderablemente el taman˜o del grafo.
A continuacio´n, los conceptos extra´ıdos se
expanden con sus hipero´nimos a trave´s de las
relaciones isa de la ontolog´ıa, y se construye
la jerarqu´ıa que representa a la oracio´n. La
Figura 1 muestra el a´rbol correspondiente a
la oracio´n ”The goal of the trial was to as-
sess cardiovascular mortality and morbidity
for stroke, coronary heart disease and conges-
tive heart failure, as an evidence-based guide
for clinicians who treat hypertension.”
Seguidamente, a cada arista que une un
concepto con su padre se le asigna un pe-
so que es proporcional a la profundidad del
concepto en la jerarqu´ıa; es decir, sera´ tanto
mayor cuanto mas espec´ıficos sean los con-
ceptos que conecte. El ca´lculo de los pesos se
realiza utilizando una medida de la similitud
entre conjuntos (Rada et al., 1989), de acuer-
do con la expresio´n (1), donde α representa el
conjunto de todos los ancestros de un concep-
to determinado, incluido el propio concepto,
y β representa el conjunto de todos los ance-
stros del concepto del nivel inmediatamente
superior(Figura 2).
|α ∩ β|
|α ∪ β| =
|β|
|α| (1)
Finalmente, los grafos de las distintas ora-
ciones se fusionan en un u´nico grafo, que
se completa con las relaciones associated-
with entre los grupos sema´nticos de UMLS
a los que pertenecen los conceptos. El pe-
so de estos enlaces se calculara´ siguiendo
el criterio adoptado para las relaciones isa.
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Figura 1: Grafo de una oracio´n
Por ejemplo, los conceptos trial y hyperten-
sion esta´n asociados, ya que sus respectivos
tipos sema´nticos(Research Activity y Disease
or Syndrome) presentan una relacio´n asso-
ciated with en UMLS (Figura 2).
Figura 2: Asignacio´n de pesos y relaciones
associated with
4.2. Clustering de Conceptos.
Identificacio´n de Subtemas
El propo´sito de esta etapa es realizar una
agrupacio´n de los conceptos del grafo del do-
cumento, utilizando un algoritmo de cluste-
ring basado en la conectividad (degree-based
method) (Erkan y Radev, 2004), donde ca-
da cluster puede verse como una red de con-
ceptos que mantienen una estrecha relacio´n
sema´ntica entre s´ı. En este contexto, cada
cluster representa un theme o tema del do-
cumento; y dentro de ellos, los conceptos
centrales (centroides) aportan la informacio´n
necesaria y suficiente de cada tema.
Se parte de la hipo´tesis de que el grafo
obtenido constituye un ejemplo de red libre de
escala (Barabasi y Albert, 1999). Una red li-
bre de escala es un tipo espec´ıfico de red com-
pleja en la que algunos nodos esta´n altamente
conectados (nodos hub); es decir, poseen un
gran nu´mero de enlaces a otros nodos, aunque
el grado de conexio´n de casi todos los nodos
es bastante bajo.
Siguiendo a (Yoo, Hu, y Song, 2007) se
define el prestigio o salience de cada ve´rtice
(vi) como la suma de los pesos de todas las
aristas (ej) que tienen como origen o destino
a dicho ve´rtice, de acuerdo con la expresio´n
(2).
salience(vi) =
∑
ej |∃vk∧ejconecta(vi,vk)
weight(ej)
(2)
A continuacio´n, se seleccionan los n
ve´rtices de mayor salience, y se agrupan for-
mando Hub Vertex Sets (HVS), que consti-
tuira´n los centroides de los clusters a cons-
truir. El resto de ve´rtices se asignan al cluster
para el que presenten la mayor conectividad
con alguno de sus ve´rtices, reajustando los
HVS y los ve´rtices asignados en un proceso
iterativo. Para el ejemplo que nos ocupa, se
han generado 4 clusters.
Finalmente, se asigna cada oracio´n del do-
cumento a uno de los clusters anteriores. Para
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ello, es preciso definir una medida de la simi-
litud entre el cluster y el grafo de la oracio´n.
Es importante aclarar que, puesto que ambas
representaciones son muy distintas en cuan-
to a taman˜o se refiere, las me´tricas cla´sicas
de similitud entre grafos (i.e. la distancia de
edicio´n) no resultan adecuadas. En su lugar,
se utiliza un mecanismo de votos (Yoo, Hu, y
Song, 2007). Cada ve´rtice (vk) de una oracio´n
(Oj) asigna a cada cluster (Ci) en el que
se encuentra presente una puntuacio´n (pi,j)
distinta dependiendo de si pertenece o no al
HVS de dicho cluster (3).
similitud(Ci, Oj) =
∑
vk|vk∈Oj
wk,j (3)
donde
{
wk,j=0 si vk $∈Ci
wk,j=γ si vk∈HV S(Ci)
wk,j=δ si vk #∈HV S(Ci)
Los valores de γ y δ se han establecido
a 1,0 y 0,5 respectivamente, lo que significa
que se atribuye el doble de importancia a los
conceptos que pertenecen a los HVS que a los
restantes.
4.3. Seleccio´n de Oraciones
Relevantes
El u´ltimo paso del algoritmo consiste en
extraer oraciones completas del texto original
en funcio´n de su distancia sema´ntica a los dis-
tintos clusters. El nu´mero total de oraciones a
seleccionar (N ) dependera´ de la tasa de com-
presio´n utilizada. En esta etapa, se han in-
vestigado tres heur´ısticas.
Heur´ıstica 1: Todos los clusters con-
tribuyen a la construccio´n del resumen
con un nu´mero de oraciones (ni) propor-
cional a su taman˜o. Por lo tanto, para
cada uno de los clusters, se seleccionan
las ni oraciones con las que presenta ma-
yor similitud.
Heur´ıstica 2: El cluster de mayor
taman˜o (esto es, el que representa el
theme principal en el documento), es el
u´nico que deber´ıa tenerse en considera-
cio´n para la generacio´n del resumen. Por
lo tanto, se seleccionan las N oraciones
con las que presenta mayor similitud.
Heur´ıstica 3: Para cada oracio´n, se cal-
cula el total de sus votaciones a todos
los clusters, ponderadas por el taman˜o
de estos u´ltimos, segu´n la expresio´n (4).
Se seleccionan las N oraciones con ma-
yor puntuacio´n total.
score(Oj) =
∑
Ci
similitud(Ci, Oj)
|Ci| (4)
El problema de la ordenacio´n de las ora-
ciones es trivial al tratarse de un resumen
mono-documento, y se resuelve toma´ndolas
en el mismo orden en el que aparecen en el
documento original.
5. Resultados y Evaluacio´n
En este apartado se analiza un ejemplo del
extracto generado con las distintas heur´ısti-
cas, para el documento presentado al inicio
del apartado 4, utilizando una tasa de com-
presio´n del 20%.
La tabla 1 recoge las oraciones selec-
cionadas por cada heur´ıstica, junto con su
puntuacio´n. Si bien los resultados obtenidos
no son estad´ısticamente significativos, su
ana´lisis muestra algunos aspectos en los que
el algoritmo se comporta satisfactoriamente.
Llama la atencio´n que las heur´ısticas 1 y 3
presentan a la oracio´n 0 como la ma´s rele-
vante, con una puntuacio´n muy superior al
resto de oraciones. Esto concuerda con el
criterio posicional adoptado en muchos tra-
bajos de seleccionar la primera oracio´n del
documento para el resumen, por ser la que
generalmente contiene informacio´n ma´s sig-
nificativa. El motivo por el que la heur´ıstica
2 no selecciona esta oracio´n es que el clus-
ter de mayor taman˜o (es decir, aquel del que
dicha heur´ıstica extrae todas las oraciones)
es el nu´mero 2, mientras que la oracio´n 0
pertenece al cluster 0. La nu´mero 58 pre-
senta un claro ejemplo de oracio´n que, es-
tando posicionada al final del documento,
recoge conclusiones sobre la exposicio´n, y por
lo tanto, tiene un alto contenido informati-
vo. Por su parte, la nu´mero 19 ejemplifica
la sobrevaloracio´n de oraciones de gran lon-
gitud. En esta oracio´n, el mapeo al meta-
tesauro de UMLS da como resultado un to-
tal de 23 conceptos, cuando el resto de ora-
ciones presentan en torno a 10-12 concep-
tos. Por ello, y a pesar de que la mayor´ıa
de los conceptos que contienen no son cen-
trales (es decir, no pertenecen a los HVS),
recibe una puntuacio´n elevada(20.0). Otro as-
pecto a destacar es que las heur´ısticas 1 y
3 comparten un gran nu´mero de oraciones;
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en concreto, 9 de las 12 seleccionadas, mien-
tras que la heur´ıstica 2, por su parte, se ale-
ja bastante de las otras dos. De hecho, un
ana´lisis detallado del resultado de la segun-
da heur´ıstica demuestra que esta estrategia
ignora algunos to´picos importantes del tex-
to original. Por u´ltimo, la oracio´n 28 pone
de manifiesto los problemas de inconsisten-
cia t´ıpicos de los me´todos de extraccio´n, al
tratarse de una oracio´n que no es autocon-
tenida, y que no tiene sentido incluir en el
resumen si no se incluye tambie´n la oracio´n
que la precede.
Dado que los art´ıculos del corpus se pre-
sentan acompan˜ados del resumen elaborado
por su autor, resulta interesante realizar una
comparacio´n entre e´ste y los resultados de
las distintas heur´ısticas. A pesar de que las
longitudes de los resu´menes var´ıan significa-
tivamente (de las 3 oraciones del abstract a
las 12 oraciones del resumen automa´tico), se
observa que las heur´ısticas 1 y 3 cubren la to-
talidad de los temas tratados en el abstract.
En primer lugar, las oraciones 0 y 4 presen-
tan el punto de partida del estudio, mien-
tras que las oraciones 15, 17, 19, 20 y 25
presentan resultados de distintas investiga-
ciones en ALLHAT, y de tratamientos con
doxazosin. Ambos grupos de oraciones abar-
can el contenido de la primera oracio´n del ab-
stract. Por su parte, las oraciones 43 y 58 ad-
vierten de la poca efectividad de las terapias
con doxazosin contra las enfermedades car-
diovasculares (oraciones 2 y 3 del abstract).
La heur´ıstica 2, por su parte, no cubre satis-
factoriamente el contenido del abstract.
6. Conclusiones y Trabajo Futuro
En este art´ıculo se ha presentado un me´to-
do para la GAR de textos biome´dicos, basado
en la representacio´n del documento como un
grafo extendido de conceptos y relaciones de
UMLS, y en el ca´lculo de la relevancia de las
oraciones a extraer en relacio´n al prestigio o
salience de los conceptos que las componen
en este grafo. De este modo, se construye una
representacio´n ma´s rica en conocimiento que
la que se tendr´ıa utilizando un modelo del
espacio vectorial, y se consiguen solventar los
problemas identificados en el apartado 2.
En el apartado 5, se han evaluado distintas
heur´ısticas para la extraccio´n de las oraciones
del resumen. Como resultado, se ha compro-
bado que la heur´ıstica nu´mero 2 no cubre to-
dos los contenidos importantes, a la vez que
selecciona oraciones de poca relevancia relati-
va. Por lo tanto, se concluye que no es va´lida
para la resolucio´n del problema. En cuanto a
las heur´ısticas 1 y 3, y a falta de evaluarlas
formalmente, se observa que presentan resul-
tados muy similares y que cubren todos los
to´picos importantes.
Por otra parte, el trabajo realizado hasta
el momento ha puesto de relieve la gran com-
plejidad de la tarea, y subrayado algunas defi-
ciencias y posibles mejoras. En primer lugar,
el me´todo extrae oraciones completas, lo que
implica que las de mayor longitud, al contener
un mayor nu´mero de conceptos, tienen mayor
posibilidad de ser seleccionadas. Una solucio´n
a considerar ser´ıa dividir la puntuacio´n de las
oraciones entre el nu´mero de conceptos que
las componen.
En segundo lugar, los conceptos con un
significado muy general no aportan informa-
cio´n a la hora de identificar los to´picos y de
discriminar entre oraciones relevantes e irrel-
evantes. Por lo tanto, pueden ser eliminados
de los grafos, consiguiendo representaciones
ma´s compactas, y en consecuencia, mejorar
el rendimiento de la aplicacio´n. Los tipos
sema´nticos de UMLS se pueden utilizar para
identificar los te´rminos asociados a conceptos
muy generales. Por ejemplo, se podr´ıan igno-
rar los te´rminos correspondientes a los tipos
functional concept, temporal concept, entity,
idea or concept y language.
Otro problema a resolver ser´ıa el de
la extraccio´n de oraciones cuyo contenido
este´ relacionado con el de otras oraciones que
no hayan sido seleccionadas. Para solucionar
este tipo de inconsistencias, podr´ıa imple-
mentarse una estrategia basada en detectar
palabras o grupos de palabras que actu´an co-
mo conectores de oraciones, y no seleccionar
las oraciones que las contengan a menos que
tambie´n se seleccione la oracio´n inmediata-
mente anterior.
Asimismo, se esta´ estudiando una posi-
ble modificacio´n del algoritmo para gener-
ar resu´menes adaptados al usuario. Para
ello, se necesitar´ıa disponer de un mode-
lo del usuario, entendido como una repre-
sentacio´n de sus intereses y preferencias (Dı´az
y Gerva´s, 2004).
Otra l´ınea de trabajo futura sera´ la exten-
sio´n del me´todo poder realizar resu´menes a
partir de mu´ltiples documentos sobre un mis-
mo tema. Como ya se menciono´ en el aparta-
do 2, las modificaciones no supondra´n cam-
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Heur´ıstica 1
Oraciones 0 4 19 58 7 28 25 20 21 8 43 15
Puntuacio´n 99.0 20.0 19.0 18.5 17.0 16.5 16.0 15.5 15.5 13.5 13.5 12.0
Heur´ıstica 2
Oraciones 19 28 20 12 35 5 41 51 38 52 57 59
Puntuacio´n 19.0 16.5 15.5 12.5 12.0 10.5 9.0 9.0 7.5 7.0 7.0 7.0
Heur´ıstica 3
Oraciones 0 4 19 58 7 28 21 33 25 17 20 43
Puntuacio´n 98.8 18.7 17.9 16.3 15.3 14.5 13.4 13.0 13.0 12.7 12.7 12.2
Tabla 1: Resultados
bios sustanciales, aunque debera´n resolverse
algunos problemas adicionales derivados de
la consideracio´n de varias fuentes (evitar la
redundancia, ordenar las oraciones, etc.)
Finalmente, para garantizar la adecuacio´n
del me´todo, se esta´ realizando una evaluacio´n
a gran escala sobre los documentos del cor-
pus de BioMed, basada en el ca´lculo de las
medidas ROUGE-1, ROUGE-L y ROUGE-
W (Lin, 2004), utilizadas en las conferen-
cias DUC (Document Understanding Confer-
ences)9. Esta evaluacio´n servira´ para el ajuste
de para´metros, as´ı como para evaluar ob-
jetivamente la bondad de cada una de las
heur´ısticas definidas.
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