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SOLUCIONES POSITIV AS DE UN MODELO DE
COMPETENCIA DE ESPECIES.
VICTOR MANUEL ARDILA DE LA PENA
ABSTRACT. Positive solutions are given for an elliptic system
which models a predator-prey situation, utilizing The methods
of super and subsolutions, and global bifurcation.
§ 1. INTRODUCCION.
Consideremos el sistema eliptico con condiciones de frontera dado por :
(I)
-~u = u [a - alu - a2v ] en n,
-~v = v [ b - bl v + b2u ] en n,
u I 8n == 0, v I 8n == O.
con aI' a2, bl, b2, a, y b, constantes positivas; n ~ IRN, n un conjunto
abierto conexo (dominio) acotado, con frontera 8n E C2+ 0:, (0 < 0: < 1)
y u,v E C2+O:(O).
Este es un problema de competencia de especies, del tipo Volterra-
Lotka, donde u y v representan respectivamente las concentraciones en n
de la presa y del depredador; a es la rata de crecimiento de la presa, b la
del depredador y aI' a2, bl y b2 son coeficientes de interaccion entre dichas
especies.
EI problema (I) ha sido tratado por Leung [6], donde se ha
demostrado la existencia de soluciones en C2+O:(O), positivas en n, bajo
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En 10 anterior A1 es el autovalor principal del problema siguiente:
-Llu = AU en n,
u Ion == 0,
con autofuncion <Po tal que II <Po 1100 = 1 y 'Po > 0 en n.
Leung utiliza el metodo de las sub y supersoluciones, (Ver referencias
para est as al final de la seccion 2).
Blat y Brown [3], trabajan un problema similar y usan la Teoria de
bifurcacion global. (Ver una referencia para esta al final de la seccion 2).
En este trabajo, demostraremos que el problema (I) tiene soluciones
positivas en n, bajo las hipotesis siguientes:
(1)
(2)
(3) Para b = b+b2uO' 0 < ~ < 1, donde ~ es el autovalor principal del
problema dado por
(II)
-Llu = A b (x) u en n
u Ion == 0
u > 0 en n
siendo uo, la {mica solucion positiva en n, del problema:
(III)
-Llu = u [ a - a1u] en n, a =: a - aro,
u Ion == O.
La existencia de un autovalor para (II) es consecuencia de un conocido
teorema acerca de operadores positivos (Ref. [5], teorema 2-5) y de un
Principio del Maximo. (Ver referencias para este al final de la seccion 2).
La hipotesis (2) es similar a.la iv) de Leung. Ademas, si A1 < b,
obviamente se tiene que 0 < j < 1. Por esto, nuestras hipotesis son un
poco mas suaves que las de Leung en [6].
Aqui . usaremos el metodo de las sub y supersoluciones para determinar
supersoluciones de (I) y el de bifurcacion global para la determinacion de
subsoluciones de(I). (Algunas pruebas mas detalladas de varios lemas
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pueden consultarse en la Ref.[2]).
§ 2. NOTACIONES Y RESULTADOS.
Usaremos los espacios usuales de funciones Hdlder-continuas CQ'(O),
Cl+Q(O) y C2+Q'(O) con 0 < 0' < 1. Tarnbien usaremos el cono dado
por P = {u E CQ(O) I u ~ 0 en O} y la definicion usual de punto de
bifurcacion global por soluciones positivas respecto a IP (Ver referencia
para esto al final de esta seccion), Notaremos con j al operador dado por j
= io 0 (-~rl, donde i.Qes la inyeccion canonica de C2+0(O) en CO(O) y
(-~rl: CO(O) -+ C2+0(O).
Utilizaremos los siguientes dos truncamientos: 17*y 17**, dados para
v E IP y x E 0, mediante:
17*(v) (x) = {V(X) .si v(x) :5 /,
/ SI v(x) > 't,
donde
{
V(X) si v(x) :5 ~,
17**(v) (x) = b. b 1
j) S1 v(x) > j).
1 1
El resultado central del articulo sera el siguiente:
[2.1]. TEOREMA: Baja las hipatesis (1), (2) y (3) dadas en la
Introduccion, el problema (1) iiene al menos una solucion (u, v) can u,v E
dl+O(O), y u,v > 0 en O.
Para la demostracion de este teorema requeriremos de varios lemas,
los cuales enunciaremos y probaremos en la siguiente seccion. Con alguna
frecuencia utilizaremos los siguientes tres resultados:
[2.2]. Existe C > 0, tal que para toda
f E C2+Q'(O), II f 110 :5 C II Lf 1100,
donde L es un operador uniformemente eliptico de la forma Lf =
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(-~f) + rf, con r > O. (Esto es consecuencia del Teorema de Inmersion
de Sobolev (Ref. [1], teorema 5.4) y del estimativo de Agmon-Douglis-
Niremberg (Ref. [6], teorema A3-3)). .
[2.3]. Si L es un operador como en [2.2], entonces para cada funcion
g E Ca(O), el problema dado por:
{
LU = g(x~ en 0,
u Ion = 0,
tiene una unica solucion u E C2+a(0) y existe una constante Ko > 0,
independiente de g, tal que: II u II2+a ::; Ko II gila' (Ref. [6], teorema
1.3-3).
f2.4]. Si 0 < Q' < f3 < 1, entonces el operador de inclusion il:
Cl+.L3(O)--+ cl+a(n) es completamente continuo. (Ref. [1], teorema 1-
31).
Tambien haremos uso de las siguientes definiciones y propiedades, las
cuales referenciamos a continuacion:
Supersoluciones y subsoluciones (Ref. [6], pag. 45).
Punto de bifurcacion global (Ref. [4], seccion 29.2, pag. 402).
Un Principio del Maximo (Ref. [7], teorema 6, pag. 64).
Un teorema de comparacion (Ref. [2], teorema 0-25, pags. 10 y 48).
§ 3. LEMAS PRELIMINARES.
3.1. LEMA: Si 1!, u, .!!, v E C2(O), satisfacen las desigualdades
siguientes:
a) -~y ::; y (a - al1! - a2v) en 0,
b) -~u ~ n ( a - alu - a2.!!) en 0"
c) -~y ::; y ( b - bI.!! + b21! ) en 0,
d) -~v ~ v ( b - blv + b2u) en 0" y
e) 0 ::; 1! ::; u; 0 ::; .!! ::; v en 0,
entonces ezisie una solucion (u, v) de (I) tal que u, v E c!l+a (0), y :
1! ::; u ::; s , y , .!! ::; v ::; v en 0.
Demostracibn: Sean p y a los truncamientos definidos para u,v E
Ca(O) y x E 0 por:
{
u(x) si u(x) > u(x),
(pu)(x) = u(x) si y(x) ::; u(x) ::; u(x),
y(x) si u(x) < y(x)
SOLUCIONES POSITIV AS DE UN MODELO... 285
{
v(x) si v(x) > v(x),
(O"v)(x) = v(x) si y(x) ~ v(x) ~ v(x),
_ y(x) si v(x) < y(x)
Para u,v E CO(n), definamos tarnbien el operador T asi :
Consideremos ahora el problema siguiente:
-~u = (pu) [a - a1 (pu) - a2(O"v)] en n
-~v = (cv) [b - b1(O"v) + b2(pu)] en n
[3.2] u I an == 0
v I an == 0
Definamos ahor~ el espacio iE = {(u,v) E CO(n) x CO(Q)
an, u(x)=O, v(x)=O r
Para (u,v) E iE, consideremos la norma dada por
I "Ix E
II (u,v) IliE =: max {Ilulia ' Ilvlla}.
Es facil vel' que iE es un espacio de Banach con esta norma, que T aplica iE
en iE, y que T es completamente continuo. POl' [2.2] y el Teorema del
Pun to Fijo de Schauder podemos encontrar u,v E c2+0(n), tales que (u,v)
es solucion de [3.2]. POl' el Principio del Maximo (referenciado en la
seccion 2), las hipotesis acerca de !!, U, Y Y v, Y por reduccion al absurdo,
se prueba que pu = u Y av = v en n, 10 que termina de pro bar el lema. 0
Consideremos el problema:
[3.3] -~u = u [ m*a - a1 u] en n, m" = max { 2, ~ },
ulan == O.
3.4. LEMA: Existe una unica solucion () E d+O(n), del problema
[3.3], tal que () > 0 en n.
Demostracion: Si v es una supersolucion y w es una subsolucion del
problema [3.3] en C2(Q), con w ~ v en n, entonces pOl' el Principio del
Maximo (ya referenciado en la seccion 2) y [2.3], existen sucesiones {!!n} y
{un} en c2+0(n) tales que:
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y para cada n E Z+:
{L2Un+t = g(un) en n: un+! Ion ~ O}L21!n+! = g(1!n) en n, 1!n+t Ion = 0 .
w ~ 1!n ~ v en OJ W ~ un ~ v en 0,
un 2: un+t en ~,
1!n ~ 1!n+! en_n,
1!n ~ un en n,
donde L2u = -6.u + ru, g(u) = u(m*a + r - atu) y r > 0
suficientemente grande tal que g resulte creciente en el intervalo [Inf W ,
Syp v]. n
n
Por [2.2], [2.3] y [2.4], obtenemos que dichas sucesiones son de Cauchy
en C2+Q(O), luego existen funciones fl, ~ E C2+Q(O), soluciones de [3.3],
tales que W ~ U ~ ~ ~ v en O. Por induccion y usando la monotonia
de g y otra vez el Principio del Maximo, se demuestra que cualquier
solucion z E C2+Q(O) de [3.3] que satisfaga w < z < v en 0, tambien
satisface u < z ~ ~ en O.
= m*a m*a - At
Como u = a- y .1! = 60 'Po con 0 < 60 < a' ~on
respectivamente sup~r y sUbsolucion en C2(O) de [3.3], entonces e~isten B,
BE c2+Q(O), soluciones de [3.3], tales que j; ~ j; ~ B ~ ITen 0:
Del Teorema de Comparacion (referenciado en la seccion 2), existe una
unica solucion de [3.3], positiva en n. 0
Consideremos el siguiente problema:
-6.u = u ( m*a - atu - a2v ) en n,
[3.5] -6.v = v ( m*a - b.v + b2u ) en n,
u I on == OJ v I on == O.
[3.6]. LEMA: Sea B la solucion de [3.3], con B > 0 en n, dada por el
lema 3.4, entonces el problema [3.5], iiene al menos una solucion (u,v),
con u > 0, v > 0 en n.
Demostracion : Supongamos que u = atB, y, v = {JtB, con at y (Jt a
determinar, tales que (u,v) es solucion de [3.5]. Entonces tenemos que:
at(-6.B) = atB (m*a - atatB - a2{JtB) en n,
(Jt(-6.B) = {JtB (m*a - bt{JtB + b2atB) en n.
Adernas, u I on == 0 y v I on == O. Tenemos que:
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al( O[am"'- alO] ) = 0'1° (m"'a - alaIO - a2{3l0) en 0,
(3l( O[am"'-alO] )= {3l0 (m"'a - bl{3l0 + b2alO) en O.
Luego si aI' {3l i 0, obtenemos de las dos ecuaciones anteriores, que
{
-al = -alaI - a2{3l'
-al = -bl{3l + b20'1'
Este sistema tiene como solucion :
albl - ala2 a~ + alb2
0'1 = b b ' {3l = --ib=---O"""';'=-al 1 + a2 2 al I + a2 b2
Ademas, es claro que si u = 0'1°, Y v= {3lB, con 0'1 y {3l dados antes,
(u,v) es solucion de [3.5], y tam bien tenemos que u > 0 y v > 0 en 0, ya
que {3l > 0 es obvio, y 0'1 > 0, ya que por la Hipotesis General (2),
>
b
(1 +~) a m"'aal 2
a
Esto term ina de demostrar el Lema. 0
Usando la funcion (J''''definida en la seccion 2, enunciamos el siguiente
problema para cada v E IP:
-~u = u [a - alu - a2 (J''''(v) ] en 0, a = a - aro'
[3.7] u 180 == O.
[3.8). L~MA: Para cada v E IP, exisie una unica [uncion u = U(v) E
P n C +°(0), tal que u es solucion de [3.7] y u > 0 en O.
Demostracion : Se efectua un procedimiento similar al del Lema 3.4. 0
[3.9]. I.EMA: Eziste una unica solucion en C2+0(0), del problema
(IIJ), la cual es positiva en 0.( La llamaremos uo)'
Demostracion : Es una consecuencia inmediata del lema 3.8. 0
[3.10]. LEMA: Si VI' V2 E IP Y VI ~ v2 en 0 y para cada V E ~, U(v)
es la [uncion definida por ellema 3.8, entonces U(vl) ~ U(v2) en O.
Demostracion : Supongamos que VI' v2 E IP, y que VI ~ v2;
entonces es sencillo ver primero que (J''''(vI) ~ (J''''(v2)· Denotemos con WI
= U(vl) y W2 = U(v2), entonces:
-~Wl = wl[a - alwl - a2(J''''(vl)] ~ wI[a - alwl - a2(J''''(v2)],
entonces WI es una supersolucion de [3.7], para V = v2; se toma y = b<Pos WI' subsolucion de [3.7] para V = v2' entonces, b<Po ~ w2 ~ WI' 0
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[3-11]. LEMA: Si 0 < a < (3 < 1 - ~, ezisie un operador lineal
T1:
COrn) -- C1+f3(n), continuo, tal que TIl earn == (-~rl, y eziste CE
R+independiente de u tal que //Tdu}/11+f3 -:;. b Ilulloo' para cada u E
CO(0.).
Demostracion: Para u E CO(0.), existe una sucesion {fn} en J\ =
CQ(n), tal que lim Ilfn - ulloo = O. Por [2.2], existe una constante
positiva C, tal quen~a cada n E Z+, II(-~rl(fn)IIl+f3 ~ C Ilfnlloo' Para
cada n E Z+, sea vn = (-~rl(fn)' Por 10 anterior, tenemos que Ilvn -
vmlll+f3 s ~ l/fn - fmlloo' luego la sucesi~n {vn} es de Cauchy en el
espacio c'+f3(0), de donde existe v E Cl+f3(O) tal que: lim IIvn - vlll+f3= O. Definamos el operador TI, mediante la igualdad sig~~'iae: TI(u) = v,
Entonces es claro que T I: CO(0.) __ Cl+f3(n). Con un procedimiento de
rutina, podemos comprobar que T1 esta bien definido, es lineal continuo,
que la restriccion de T I a J\ es precisamente (-~rl y que para todo u E° -C (0), I/TI(u)IIl+f3 s C Ilulloo' 0
[3.12]. LEMA: Con la notacion del lema 3.8, si Vo E P, entonces:
lim IIU(v) - U(vo)lloo = 0
Ilv-volloo .....O
Demostracion. Sea {sn} una sucesion en P, tal que :
lim II sn - Vo 1100 = O.n-+OO
Sea {U(sn )} una subsucesion arbitraria de { U(sn) }. Para cada k E
Z+, sea wk = ~n .
k
Por [2.4] obtenemos que existe {U(wk.)}' subsucesion de {U(wk)}'
convergente a una funcion t E Cl+Q(n); s\ llamamos Zj = wk. = sn ,
entonces : 1 kj
.lim II U(Zj) - t IIl+Q = O.
1.....00
Consideremos ahora el operador TI : CO(n) __ C
I+{3(n), dado en el
lema anterior.
Entonces, para cada i E Z+:
U(Zj) = T1 (U(Zj) [ a: - al U(Zj) - a2u*(zj) ]) en 0,
U(zJ lao == O.
Tomando limite cuando tiende a +00 en las igualdades anteriores,
tenemos que:
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Como t [a: - a1 t - ~ O'*(vo)] E CO'(n) ,
que
entonces obtenemos
Por ellema 3.10, es facil ver que: t > 0 en n.
Por la un~idad de U(vo) dada por el lema 3.8, concluimos que
t = U(vo) en n.
De esto, y como { U(sn ) } es cualquier subsucesion de {U(snn,
entonces tenemos quenli.%11 U(~n) - U(vo) Ih+O' = 0, 10 cual implica que
lim II U(v) - U(vo) 1100= O. 0llv - volloo-+O
[3.13]. LEMA: Con las notaciones del lema 3.8, se cumple que:
lim II U(v) - uo Iia = 0, donde Uo es dada en ellema 3.9.IIvlla-+O
Demostrecion: Sea {vn} es una sucesion en IP, con lim II vn Iia = 0,
entonces, es claro que lim II 0'*( vn ) lIa = O. Sea{tJl~ n cualquier
subsucesion de {U(vnn. n-+oo k
Por [2.4] tenemos que existen {U(vn n subsucesion de {U(vn n, y
wE CO'(n), tales que .limll U(vn ) - w IrhO'= o. k1-+00 k.
1
Denotando wi == U(vn ), entonces .lim II wi - w Iia = O.k- 1-+00
1
Usando el lema 3.10, podemos demostrar que w > 0 en n. Es facil
ver que la sucesion {wJ es de Cauchy en C2+O'(n), luego existe wE
C2+O'(n), tal que:
i!i~ II wi - W Ib+a = O. Por 10 tanto w E C2+O'(n).
Como para todo i E Z+, wi satisface : -Llwi = wi [ a: - a1wi -
a20'*(vnk) ) en n,entonces tomando limite cuando i--+oo, obtenemos :
-Llw = ;..r [ a: - a1w ) en n.
De esto y la unicidad de Uo dada par el Lema 3.9, entonces : w = Uo
en n. Luego,
lim II U(vn) - Uo Iia = 0.0n-+OO
[3.14]. LEMA: Si { es el a~ovalor mw.:ionado en la hipotesis general
(9), y F0 se define para x E n, v_E ~O'(n) y A ~ 0 como FO(A, v) =
AR(v) + G1(A,V), donde R(v) = j[bv), b(x) = b + b2uO(x), G1(A, v) = A
G(v), G(v) = j [(-b10'**(v) + b2(U(v) - uo)) v), y U(v) y Uo son las
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dadas por los lemas en [3.8] y [3.9], respectivamente, entonces tenemos que
(..\, 0) es un punto de bijurcacion global por soluciones positivas respeeto al
cono IP, del problema dado par:
v = Fo (.A , v)
Demostrecion : Es claro que R: C<l'(O) __ C<l'(O) es un operador lineal
completamente continuo, don de R esta dado en el enunciado. Adernas por
el Principio del Maximo (ya mencionado antes), R es un operador positivo
respecto al cono P.
II b2(U(v) - uo) v lIaAhora, para v E IP, IIvlla < 3b211 U(v) - Uo Ila,
entonces usando el Lema 3.13, tenemos que:
lim II b2(U(v) - uo) v lIa = O.
Ilvlla-+o Ilvlla
Por 10 tanto, con A en subconjuntos compactos de [0, +00), GI(A, v) =
o(lIvlla) cuando IIvlla -- 0, uniformemente en \ donde GI esta definido
en el enunciado del lema.
Por [2.2], [2.3] y el lema 3.12, podemos demostrar que el operador GI
es continuo, considerado de [0, +00) x IP en C<l'(O). Tarnbien es facil ver
que GI, considerado de [0, +00) x IP en C<l'(O), es completamente
continuo.
Ademas, el unico punta fijo en IP del operador GI(O, v) es v == O.
Tomemos ahora (A, v) E [0, +00) X IP, entonces :
(-~)( FO(A, v)) = A [ Ev - bl v O"**(v) + b2v ( U(v) - Uo ) ]
= AV [ b - bl O"**(v) + b2 U(v) ] :::::O.
Adernas, es_claro que F0(\ v) 180. == 0; por 10 tanto, tenemos que FO(A,
v) ~ 0 en n.
Como ademas Fo(\ v) E C2+<l'(O), entonces FO(A, v) E !P, si (A, v) E
[0, +00) x IP.
Por resultados conocidos acerca de operadores positivos (Ref. [5],
teoremas 2-10 y 2-11), pod em os probar que 4- es un autovalor simple del
operador R lIP' A
Por un resultado basico sobre bifurcacion global por, soluciones
positivas (Ref. [4], teorema 29.2), pod em os concluir que (A, 0) es un
punto de bifurcacion global por soluciones positivas (respecto al cono IP),
para el problema dado por: v = Fo(A, v). 0
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§ 4. DEMOSTRACION DEL TEOREMA DADO EN [2-1].
PO: ~l lema 3.1, es suficiente demostrar que existen funciones u. IT, y,
v E C (0), que satisfagan las desigualdades que aparecen en el enunciado
de dicho lema, con !!, y > 0 en O.
Definamos IT y v asi : IT = 0'1 0; v = 131 0 en n, segun fueron dadas en
el lema 3.6. Resta definir y., y y . Para ello, partiremos del resultado del
lema 3-14, segun el cual existe una sucesion {u } en [0, +(0), Y existe
n •
una sucesion { tn } en IP - { 0 }, de tal forma que: lim I un - A I = 0,
n~1I tn 110 = 0, y para todo n E 1+, tn = FO(un, tn),nt~a: -~tn = untn
[ b(x) - b1u**(tn) + b2 ( U(tn) - Uo ) ] en 0 y tn Ion == O.
Pero esto equivale a: -~tn = untn [ b - b1u**(tnJ + b2 U(tn) ] en 0;
tn 100 == o.
Sean y = tn ' y y. = U(tn ), donde no E 1+, se escoge de tal forma
que: 0 < uno ? 1, (aqui se '6sa la hipotesis general (3)), y ::; ~, y ::;
'Y Y Y ::; v en O. 1
Del lema 3.6, es claro que: -~v 2:: v [ b - b1v + b2IT ] en O.
Como a - a2v 2:: a - a2yen 0, entonces -~IT 2:: IT [ a - a1 IT - a2:Y. ]
en 0 y tam bien -~!!::;!! [ a - a2v - a1!! ] en O.
Por la definicion de y, tenemos tam bien que:
Por 10 tanto por el lema 3.1, existe (u,v) solucion de (I), tal que u,v E IHI,
u ::; u ::; IT, y Y ::; v ::; v en OJ de estas desigualdades y como !!, y >
o en 0, tenemos que tambien u,v > 0 en O.D
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