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Abstract
Principal components analysis (PCA) is a fundamental algorithm in data analysis. Its online version
is useful in many modern applications where the data are too large to fit in memory, or when speed
of calculation is important. In this paper we propose ROIPCA, an online PCA algorithm based on
rank-one updates. ROIPCA is linear in both the dimension of the data and the number of components
calculated. We demonstrate its advantages over existing state-of-the-art algorithms in terms of accuracy
and running time.
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1 Introduction
Principal components analysis (PCA) [10] is a popular method in data science. Its main objective is
reducing the dimension of data while preserving most of their variations. Specifically, PCA finds the
orthogonal directions in space where the data exhibit most of their variance. These directions are called
the principal components of the data. In the classical setting, also called batch PCA or offline PCA, the
input to the algorithm is a set of vectors {xi}ni=1 ∈ Rd , which are centred to have mean zero in each
coordinate. PCA then solves the following optimization problem. The first principal component, denoted
here by v1 ∈ Rd , is the solution to
v1 = argmax
‖v‖=1
n∑
i=1
(vTxi)
2. (1)
The other components are obtained iteratively using the same formula (1) by requiring orthogonality to
the components already calculated, namely,
vk = argmax
‖v‖=1
v⊥v1,...,vk−1
n∑
i=1
(vTxi)
2. (2)
Dimensionality reduction is essential if the dimension of the data is too large to be processed efficiently,
to discard uninformative coordinates, or to preserve only the “relevant” features. Examples where pre-
processing using PCA is typically used include algorithms for clustering such as k-means [2], regression
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algorithms such as linear regression [15] and SVR [16], and classification algorithms, such as SVM [5] and
logistic regression [12]. Additionally, PCA is known to denoise the data which is by itself an important
reason to use it before further analysis.
Classical PCA is typically implemented via the eigenvalue decomposition of the sample covariance
matrix of the data, or the singular value decomposition (SVD) of the centred data itself. These decompo-
sitions are computed using algorithms that generally require O(ndmin(n, d)) floating point operations,
where n is the number of samples and d is the dimension of the data. In many cases, however, the
data are low-rank and the number of required principal components is much smaller than d . If m is the
number of required principal components, approximate PCA decompositions using algorithms such as
the truncated SVD can be computed in O(ndm) floating point operations [8, 9]. Another consideration
regarding the batch PCA algorithm is its memory requirements. All batch PCA algorithms will require
the entire dataset to fit either in the random-access memory (RAM) or in the disk, resulting in O(nd)
space complexity. Algorithms based on the covariance matrix will require an additional O(d2) space to
store it. Because of its time and space complexity, batch PCA is essentially infeasible for large datasets.
In the big data era, fast and accurate alternatives to the classical batch PCA algorithms are essential.
In the online PCA setting, the vectors {xi}ni=1 ∈ Rd are presented to the algorithm one by one. For
each vector presented, the algorithm updates its current estimate of the principal components without
recalculating them from scratch. In particular, the memory requirements of the algorithm are not allowed
to grow with n . Online PCA algorithms, as we will see shortly, are usually faster and are less memory
intensive compared to batch PCA algorithms.
The online setting is useful in various scenarios. Examples for such scenarios include cases where the
data are too large to fit memory, when working with data streams whose storage is not feasible, or if the
computation time of batch PCA for each new point is too long for the task at hand.
Online PCA algorithms usually start by an initial dataset X0 ∈ Rn0×d , where rows correspond to
samples and columns to features. The principal components of this dataset are calculated by any batch
PCA algorithm and are used as the basis for the online algorithm. Usually, only the few top principal
components are calculated. Then, the online algorithm processes new data samples one at a time and
updates the principal components accordingly.
Many algorithms for online PCA were proposed in the literature. A comprehensive survey of these
methods is given in [6]. One class of methods is gradient-based [11, 1, 14] and so requires parameters
tuning, with the exception of CCIPCA [19], which does not require parameter tuning. Other classes
of algorithms are based on perturbation methods [18] and on reduced rank approximations, such as
IPCA [1], where the latter usually perform well in practice if the data are low-rank but does not provide
any guarantees if not. We will show that our approach is more accurate than the existing ones, and is
usually faster. Additionally, our method is equipped with a rigorous error analysis.
The paper is organized as follows. In Section 2, we describe the rank-one update problem, which
is used as a building block in our algorithm. In Section 3, we present our algorithm. In Section 4, we
illustrate numerically the advantages of our approach for both synthetic and real data.
2
2 Rank-one updates
We denote by X = [x1x2 · · · xn] a matrix expressed by its column vectors, and by X(m) = [x1 · · · xm]
its truncated version consisting only of its first m columns, m ≤ n . Let A be an n × n real symmetric
matrix with real (not necessarily distinct) eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn and associated orthogonal
eigenvectors q1, . . . , qn . We denote its eigendecomposition by A = QΛQ
T , with Q = [q1q2 · · · qn] and
Λ = diag(λ1, . . . , λn). The problem of (symmetric) rank-one update is to find the eigendecomposition of
A+ ρvvT , ρ ∈ R, v ∈ Rn, ‖v‖ = 1. (3)
We denote the updated eigenvalues of (3) by t1 ≥ t2 ≥ · · · ≥ tn and their associated orthogonal
eigenvectors by p1, . . . , pn to form the decomposition A + ρvv
T = PTP T , with P = [p1p2 · · · pn] and
T = diag(t1, . . . , tn). In subsequent derivations, we denote approximated objects (whether scalars or
vectors) by an overtilde. For example, an approximation for x is denoted by x˜ .
The relation between the decompositions before and after the rank-one update is well-studied, e.g.,
[4, 7]. Without loss of generality, we further assume that λ1 > λ2 > · · · > λn and that for z = QT v we
have zj 6= 0 for all 1 ≤ j ≤ n . The deflation process in [4] transforms any update (3) to satisfy these
assumptions. Given the eigendecomposition A = QΛQT , the updated eigenvalues t1, ..., tn of A + ρvv
T
are given by the n roots of the secular equation [4]
w(t) = 1 + ρ
n∑
i=1
z2i
λi − t , z = Q
T v. (4)
The corresponding eigenvector for the k -th root (eigenvalue) tk is given by the explicit formula
pk =
Q∆−1k z∥∥∥Q∆−1k z∥∥∥ , z = Q
Tv, ∆k = Λ− tkI. (5)
2.1 Rank-one update with partial spectrum
Formulas (4) and (5) require the entire spectrum of the matrix A . In various settings, as we will see in the
next section, we know only the top m eigenvalues and eigenvectors of A , making the classical formulas
inapplicable in these cases. The authors in [13] provided adjusted formulas for rank-one updates with
partial spectrum, summarized in the following propositions.
Proposition 2.1. Let µ ∈ R be a fixed parameter (described below). The eigenvalues of (3) can be
approximated by finding the roots of the first order truncated secular equation
w1(t;µ) = 1 + ρ

 m∑
i=1
z2i
λi − t +
1−∑mi=1 z2i
µ− t

 . (6)
The error in each approximated eigenvalue is of magnitude O
(
maxm+1≤j≤n
∣∣λj − µ∣∣ ) . Furthermore, the
3
eigenvectors of (3) can be approximated by the formula
p˜i = Q
(m)(∆
(m)
i )
−1(Q(m))T v +
1
µ− ti r, r = v −Q
(m)(Q(m))T v, (7)
for 1 ≤ i ≤ m. The error in each approximated eigenvector is of magnitude O(maxm+1≤j≤n∣∣λj − µ∣∣ ) .
Proposition 2.2. Let µ ∈ R be a fixed parameter (described below), and let
s = vTA
(
I −Q(m)(Q(m))T
)
v. (8)
The eigenvalues of (3) can be approximated by finding the roots of the second order truncated secular
equation
w2(t;µ) = 1 + ρ

 m∑
i=1
z2i
λi − t +
1−∑mi=1 z2i
µ− t −
s− µ(1−∑mi=1 z2i )
(µ− t)2

 . (9)
The error in each approximated eigenvalue is of magnitude O
(
maxm+1≤j≤n
∣∣λj − µ∣∣2 ) . Furthermore, the
eigenvectors of (3) can be approximated by the formula
p˜i = Q
(m)(∆
(m)
i )
−1(Q(m))T v +
(
1
µ− ti +
µ
(µ − ti)2
)
r − 1
(µ− ti)2Ar, r = v −Q
(m)(Q(m))T v, (10)
for 1 ≤ i ≤ m. The error in each approximated eigenvector is of magnitude O(maxm+1≤j≤n∣∣λj − µ∣∣2 ) .
Formulas (6)–(10) are based on a parameter µ . Three options were proposed in [13] for choosing µ .
When the data are known to be low-rank, choose µ = 0. Otherwise, choose either
µmean =
∑n
i=m+1 λi
n−m =
tr(A)−∑mi=1 λi
n−m , (11)
which is the mean of the unknown eigenvalues, or,
µ∗ =
∑n
i=m+1 z
2
i λi∑n
i=m+1 z
2
i
=
s
1−∑mi=1 z2i , (12)
where z is given by (4) and s is given by (8). The value µ∗ of (12) is optimal under some assumptions.
For more details see [13]. In Section 3.2 we will discuss the choice of µ that is most suitable to our setting.
2.2 Fast rank-one update with partial spectrum
We next derive another approximation to the eigenvectors formulas (7) and (10). This approximation
will be faster to compute (see Section 3.4) and will have accuracy similar to (7) and (10) (see Section 4).
The main result is summarized in the following proposition.
Proposition 2.3. Let 1 ≤ i ≤ m and let η ∈ R be a fixed parameter. The term Q(m)(∆(m)i )−1(Q(m))T v
in the eigenvectors formulas (7) and (10) can be approximated by
(
1
λi − ti − η
)
qiq
T
i v + η(v − r). (13)
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The error in this approximation is of magnitude O
(
max1≤j≤m,j 6=i
∣∣∣ 1λj−ti − η
∣∣∣ ) .
Proof. The first term in (7) and (10) can be written as
Q(m)(∆
(m)
i )
−1(Q(m))T v =
m∑
k=1
〈qk, v〉
λk − ti qk =
〈qi, v〉
λi − ti +
m∑
k=1,k 6=i
〈qk, v〉
λk − ti qk. (14)
Let us replace the terms { 1
λk−ti }mk=1,k 6=i by the estimate η ∈ R whose optimal value will be determined
shortly. Then,
Q(m)(∆
(m)
i )
−1(Q(m))T v ≈ 〈qi, v〉
λi − ti qi +
m∑
k=1,k 6=i
η〈qk, v〉qk (15)
=
〈qi, v〉
λi − ti qi + η
m∑
k=1,k 6=i
〈qk, v〉qk (16)
=
〈qi, v〉
λi − ti qi + η
(
Q(m)(Q(m))T − qiqTi
)
v (17)
=
〈qi, v〉
λi − ti qi + η
(
v − r − qiqTi v
)
(18)
=
(
1
λi − ti − η
)
qiq
T
i v + η(v − r). (19)
Using the orthogonality of the eigenvectors, the squared error in the approximation (15) is given by
e2 =
∥∥∥∥∥∥
m∑
k=1,k 6=i
〈qk, v〉
λk − ti qk −
m∑
k=1,k 6=i
η〈qk, v〉qk
∥∥∥∥∥∥
2
=
m∑
k=1,k 6=i
(
1
λk − ti − η
)2
z2k ≤ max
1≤j≤m,j 6=i
∣∣∣∣∣ 1λj − ti − η
∣∣∣∣∣
2
(20)
as needed.
The new update formulas for the eigenvectors are summarized in the following corollary.
Corollary 2.4. Let 1 ≤ i ≤ m. The approximation (13) gives rise to the fast first order eigenvectors
formula,
p˜i =
(
1
λi − ti − η
)
qiq
T
i v + η(v − r) +
1
µ− ti r, r = v −Q
(m)(Q(m))T v, (21)
and to the fast second order eigenvectors formula,
p˜i =
(
1
λi − ti −η
)
qiq
T
i v+η(v−r)+
(
1
µ− ti +
µ
(µ − ti)2
)
r− 1
(µ− ti)2Ar, r = v−Q
(m)(Q(m))T v (22)
The error terms for the updates (21) and (22) are
O
(
max
1≤j≤m,j 6=i
∣∣∣∣∣ 1λj − ti − η
∣∣∣∣∣+ maxm+1≤j≤n∣∣λj − µ∣∣
)
(23)
and
O
(
max
1≤j≤m,j 6=i
∣∣∣∣∣ 1λj − ti − η
∣∣∣∣∣+ maxm+1≤j≤n∣∣λj − µ∣∣2
)
, (24)
respectively.
We now address choosing the optimal η . Let 1 ≤ i ≤ m . A reasonable choice for η would be the ηi
that minimizes
η∗i = argmin
η∈R
∥∥∥∥∥∥
m∑
k=1,k 6=i
〈qk, v〉
λk − ti qk −
m∑
k=1,k 6=i
η〈qk, v〉qk
∥∥∥∥∥∥
2
. (25)
By standard methods we get
η∗i =
∑m
k=1,k 6=i
z2
k
λk−ti∑m
k=1,k 6=i z
2
k
. (26)
Note that for each 1 ≤ i ≤ m we get a different optimal minimizer.
3 Rank-one incremntal PCA - ROIPCA
We assume for now that the input data points are already centred. This assumption will be addressed in
the next section. Our algorithm is based on the following observation. Let Xn be an n× d matrix whose
rows correspond to data points. Let xn+1 ∈ Rd be a new data point, and denote by Xn+1 the matrix
consisting of Xn and xn+1 as its last row. Denote by xˆn+1 the normalized xn+1 , i.e., xˆn+1 =
xn+1
‖xn+1‖ .
Then, recalling that
cov(Xn) =
1
n
XTnXn ∈ Rd×d, (27)
we have that
cov(Xn+1) =
n
n+ 1
(
cov(Xn) +‖xn+1‖2 xˆTn+1xˆn+1
)
. (28)
Here, the covariance matrix of the data, cov(Xn), replaces A of (3). We conclude that introducing a new
data point to the covariance matrix is, up to a multiplicative constant, a rank-one update to the original
covariance matrix. The proof is straightforward. Following this observation, we conclude that in order to
compute the PCA in an online fashion, one can use any of the formulas in Section 2 for rank-one update.
This approach is most attractive when the data are low-rank or when we wish to calculate only a subset
of the principal components.
3.1 Recentering
Recall that the covariance matrix of the data is calculated after centering each of its column by its mean.
In the online setting, the mean of the entire dataset is usually not known in advance and needs to be
estimated on the fly. As more data arrive, the estimate of the mean may change considerably and thus
a recentring procedure may be essential to better approximate the principal components of the entire
dataset.
Denote by 1m the m-dimensional vector whose all entries are 1. Assume that the columns of Xn were
centered by the vector µ1 ∈ Rd , i.e., column i of Xn was subtracted by the i-th entry of µ1 . Assume
further that we wish to center Xn by a different vector µ2 ∈ Rd , i.e., we are interested in the eigenpairs
of the covariance of the modified matrix X¯n defined by
X¯n = Xn − 1mµT3 , µ3 = µ2 − µ1 ∈ Rd. (29)
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We will see that the update (29) can be reduced to two rank-one updates of the covarinace matrix of
Xn , and can thus be treated with the framework we propose. The following derivation is based on [17].
Denoting by a the d-dimensional vector whose i-th entry is the sum of the i-th column of X , we note
that
X¯Tn X¯n = X
T
nXn + aµ
T
3 + µ3a
T + nµ3µ
T
3 . (30)
Rewriting (30) in a block-matrix form and diagonalizing the 2×2 matrix on the second term below leads
to
X¯Tn X¯n = X
T
nXn +
(
µ3 a
)n 1
1 0



µT3
aT

 = XTnXn + (µ3 a)U

ρ1 0
0 ρ2

UT

µT3
aT

 , (31)
with
U =

n−√n2+42 n+√n2+42
1 1

 , ρ1 = n−
√
n2 + 4
2
, ρ2 =
n+
√
n2 + 4
2
. (32)
Denoting
(
b c
)
=
(
µ3 a
)
U =
(
n−√n2+4
2 µ3 + a
n+
√
n2+4
2 µ3 + a
)
yields
X¯Tn X¯n = X
T
nXn + ρ1bb
T + ρ2cc
T , (33)
which is indeed two rank-one updates of the original covariance matrix.
3.2 Choosing and updating µ
We next discuss the effects that the choice of µ (see Propositions (2.1) and (2.2)) has on the algorithm.
Choosing µ = 0 requires no additional calculations. On the other hand, formulas (11) and (12) require
the knowledge of A , which is the covariance matrix of the data observed thus far in the online PCA
setting. Since the covariance matrix may not be readily available, more thought need to be taken when
choosing either of these possibilities.
Choosing µ∗ of (12) requires to store and update the covariance matrix of the data, which is a d × d
matrix, hence requiring an additional O(d2) space for data of dimension d .
Choosing µ = µmean of (11) requires only tr(A) and can thus be calculated on-the-fly as follows. Following
the notation in (28), we have that
tr(XTn+1Xn+1) = tr(X
T
nXn) +‖xn+1‖2 . (34)
Thus, µmean can be updated on-the-fly without additional memory. For full implementation details see
Section 3.3.
3.3 Algorithms
We provide a summary of our methods in Algorithm 1 and Algorithm 2. The first variant, Algorithm 1,
is covariance free, that is, does not require to store in memory the covariance matrix of the data. It may
be used when we wish to use the first order approximations (6), (7) or (21) and choose the parameter µ
7
to be either µ = 0 or µmean . It is usually faster and less memory intensive, but is generally less accurate
than Algorithm 2.
The second variant, Algorithm 2, is not covariance free and needs to store and update the covariance
matrix of the data observed thus far. It may be used when we wish to use the second order approxima-
tions (9), (10) or (22), or use the parameter µ∗ of (12). This algorithm is suitable for datasets given as
online streams, but where d is small enough to fit a d×d covariance matrix in memory. For convenience,
we assume from now on that the parameter µ∗ may be used only in Algorithm 2.
Algorithm 3 summarizes the recentring procedure described in Section 3.1.
Algorithm 1 ROIPCA - covariance free rank-one incremental PCA
Input: m leading eigenpairs {(λi, qi)}mi=1 of cov(X0), where X0 is the initial dataset, boolean RECEN-
TER that determines whether to perform recentring.
Output: An approximation {(t˜i, p˜i)}mi=1 of the eigenpairs of cov(Xn), where Xn is the data matrix after
n updates.
1: Set µ0 ∈ Rd as the vector whose coordinates are the mean of each column of X0
2: Set T = tr
(
cov(X0)
)
3: for all {xi}ni=1 do
4: Set xi = xi − µ0
5: Set µi ∈ Rd as the vector whose i-th coordinate is the mean of the i-th coordinate of all data
points seen so far
6: Set ρ =‖xi‖2 (see (3))
7: Set v = xi/‖xi‖ (see (3))
8: Choose a parameter µ (i.e., µ = 0 or µmean (11))
9: if µ = µmean then
10: T = T +‖xi‖2
11: end if
12: Calculate the m largest roots {(t˜i}mi=1 of a truncated secular equation (6)
13: for all {qi}mi=1 do
14: If using formula (21) then calculate ηi of (26)
15: find p˜i by a truncated eigenvectors formula (7) or (21)
16: end for
17: Set qi = p˜i and λi = t˜i for 1 ≤ i ≤ m
18: if RECENTER then
19: Update {(λi, qi)}mi=1 based on Algorithm 3 with µ1 = µ0 and µ2 = µi
20: Set µ0 = µi
21: end if
22: end for
23: return {(t˜i, p˜i)}mi=1
3.4 Time and memory complexity
Based on the analysis given in [13], the time complexity of each iteration of Algorithms 1 and 2 using
eigenvecors formulas (7) or (10) is O(m2d). The time complexity of the eigenvectors formulas (21)
and (22) is O(md). All ROIPCA algorithms need to store the m eigenvectors being updated, requiring
O(md) memory. Algorithm 2 requires an additional O(d2) memory to store the covariance matrix. A
theoretical comparison of the algorithms’ time and space complexity is given in Table 1.
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Algorithm 2 ROIPCA - rank-one incremental PCA using the covariance matrix
Input: m leading eigenpairs {(λi, qi)}mi=1 of cov(X0), where X0 is the initial dataset, boolean RECEN-
TER that determines whether to perform recentring.
Output: An approximation {(t˜i, p˜i)}mi=1 of the eigenpairs of cov(Xn), where Xn is the data matrix after
n updates.
1: Set µ0 as the vector whose coordinates are the mean of each column of X0
2: Set C = cov(X0) (the initial covariance)
3: Set T = tr (C)
4: for all {xi}ni=1 do
5: Set xi = xi − µ0
6: Set C = C + xTi xi (the updated covariance)
7: Set µi ∈ Rd as the vector whose i-th coordinate is the mean of the i-th coordinate of all data
points seen so far
8: Set ρ =‖xi‖2 (see (3))
9: Set v = xi/‖xi‖ (see (3))
10: Choose a parameter µ (i.e., µ = 0 , µmean (11) or µ∗ (12))
11: if µ = µmean then
12: T = tr(C)
13: end if
14: Calculate the m largest roots {(t˜i}mi=1 of a truncated secular equation (9)
15: for all {qi}mi=1 do
16: If using formula (22) then calculate ηi of (26)
17: find p˜i by a truncated eigenvectors formula (10) or (22)
18: end for
19: Set qi = p˜i and λi = t˜i for 1 ≤ i ≤ m
20: end for
21: if RECENTER then
22: Update {(λi, qi)}mi=1 based on Algorithm 3 with µ1 = µ0 and µ2 = µi
23: Set µ0 = µi
24: end if
25: return {(t˜i, p˜i)}mi=1
4 Numerical results
In this section, we compare our algorithm to other online PCA algorithms in terms of both accuracy and
running time. We will compare the algorithms on both synthetic and real-world datasets, and demonstrate
the superiority of our approach. A comprehensive comparison between online PCA algorithms is given
in [6], which concludes that the method of choice is either IPCA or CCIPCA. We will compare all of
the ROIPCA variants to these algorithms. In all of our experiments we used µ = µmean , and the data
was given already centered. When using either formula (21) or formula (22) for the eigenvectors, we will
denote our algorithm as fROIPCA.
As our first example, we reproduce the main example given in [6]. In this example, each sample is
drawn from a Gaussian distribution with zero mean and covariance matrix Γ =
(
min(k, l)/d
)
1≤k,l≤m .
In each simulation, a number n of independent realisations of X was generated with n = 500 and
d ∈ {10, 100, 1000}. All tested online PCA algorithms were initialised by the batch PCA of the first
n0 = 250 observations, and then ran on the remaining n − n0 observations. The number of estimated
9
Algorithm 3 Recentering
Input: m leading eigenpairs {(λi, qi)}mi=1 of cov(Xn), where Xn is the current dataset, µ1 ∈ Rd the
vector the dataset was centred with, and µ2 ∈ Rd is the new vector we wish to center the dataset
with.
Output: An approximation {(t˜i, p˜i)}mi=1 of the eigenpairs of cov(Xn), after Xn was recentred using
µ2 ∈ Rd .
1: Set µ3 = µ2 − µ1
2: Set a ∈ Rd to be the vector whose i-th entry is the sum of the ith column of Xn
3: Set ρ1 =
n−√n2+4
2 , ρ2 =
n+
√
n2+4
2 , b =
n−√n2+4
2 µ3 + a and c =
n+
√
n2+4
2 µ3 + a
4: Choose a parameter µ (i.e., µ = 0 , µmean (11) or µ∗ (12))
5: Set ρ = ρ1‖b‖2 (see (3))
6: Set v = b/‖b‖ (see (3))
7: Calculate the m largest roots {t˜i}mi=1 of a truncated secular equation (6) or (9)
8: for all {qi}mi=1 do
9: Find p˜i by a truncated eigenvectors formula (7), (10), (21) or (22)
10: Set qi = p˜i and λi = t˜i for 1 ≤ i ≤ m
11: end for
12: Repeat (5)– (11) for c instead of b and ρ2 instead of ρ1
13: return {(t˜i, p˜i)}mi=1
Runtime complexity (per iteration) Space complexity
IPCA O(m2d) O(md)
CCIPCA O(md) O(md)
ROIPCA (Algorithm 1) O(m2d) O(md)
ROIPCA (Algorithm 2) O(m2d) O(m2 +md)
fROIPCA (Algorithm 1) O(md) O(md)
fROIPCA (Algorithm 2) O(md) O(m2 +md)
Table 1: Comparison of runtime and space complexity of the online PCA algorithms. CCIPCA and
fROIPCA have superior runtime by a factor of m . All algorithms have space complexity of O(md)
except for Algorithm 2 whose space complexity is O(m2 +md).
eigenvectors was m = 5. As our metric to compare the results of the different algorithms, we consider the
relative error in the estimation of the eigenspace associated to the m largest eigenvalues of Γ using batch
PCA. Let Pm = UU
T be the orthogonal projector on this eigenspace. Given a matrix U˜ of estimated
eigenvectors, we consider the orthogonal projector P˜m = U˜ U˜
T and measure the eigenspace estimation
error by
L(P˜m) =
∥∥∥P˜m − Pm∥∥∥2
F
‖Pm‖2F
, (35)
where ‖·‖F denotes the Frobenius norm. Table 2 summarizes the accuracy and mean runtime of all tested
algorithms, using our own implementation of the IPCA and CCIPCA algorithms.
We next demonstrate our algorithms using real-world datasets. The first dataset is the MNIST dataset,
consisting of grey scale images of handwritten digits between zero and nine. Each image is of size 28× 28
pixels, and so when considered as a vector its dimension is 784. We initialised all algorithms by the batch
PCA of the first n0 = 500 observations and then ran the algorithms on additional 2000 observations. The
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Error Runtime [s]
d = 10 d = 100 d = 1000 d = 10 d = 100 d = 1000
IPCA 6.62e-03 1.80e-03 3.91e-03 3.13e-05 3.10e-05 8.32e-03
CCIPCA 6.73e-03 2.01e-03 3.92e-03 2.02e-04 2.00e-05 1.21e-03
ROIPCA (Algorithm 1) 6.61e-03 1.72e-03 4.11e-03 1.40e-03 9.09e-05 1.82e-03
fROIPCA (Algorithm 1) 6.82e-03 1.79e-03 4.20e-03 8.91e-04 6.22e-05 1.11e-03
ROIPCA (Algorithm 2) 3.02e-04 6.11e-04 1.31e-03 1.40e-03 9.02e-05 1.83e-03
fROIPCA (Algorithm 2) 3.15e-04 6.21e-04 1.50e-03 9.05e-04 6.02e-05 1.23e-03
Table 2: Accuracy and runtime of the algorithms tested using the example in [6]. We can see that IPCA,
CCIPCA and Algorithm 1 are comparable in their accuracy, while Algorithm 2 is about an order of
magnitude more accurate. The accuracy scores of ROPICA and fROIPCA are comparable.
MNIST Poker Wine quality Superconductivity
IPCA 6.13e-03 6.13e-01 8.00e-06 5.22e-04
CCIPCA 9.05e-03 6.15e-01 8.80e-06 1.05e-03
ROIPCA (Algorithm 1) 6.11e-03 4.12e-01 6.60e-06 5.06e-04
fROIPCA (Algorithm 1) 6.31e-03 4.12e-01 6.60e-06 5.10e-04
ROIPCA (Algorithm 2) 3.21e-03 2.38e-01 7.38e-09 2.04e-04
fROIPCA (Algorithm 2) 3.91e-03 2.38e-01 7.38e-09 2.14e-04
Table 3: Accuracy of the algorithms tested on real-world datasets. We can see that our approach is
superior to both IPCA and CCIPCA in its accuracy, while Algorithm 2 is at least an order of magnitude
more accurate. The accuracy scores of ROPICA and fROIPCA are comparable.
number of estimated eigenvectors is m = 5. The second dataset is the poker hand dataset, where each
record is a hand consisting of five playing cards drawn from a standard deck of 52 cards. Each card is
described using two attributes (suit and rank), for a total of 10 predictive attributes. We again initialized
all algorithms by the batch PCA of the first n0 = 500 observations and then ran the algorithms on
additional 2000 observations. The number of estimated eigenvectors was m = 1. The third dataset is the
wine quality dataset, consisting of 4898 samples. Each sample corresponds to a variant of a Portuguese
wine, where the 11 attributes are numerical characteristics of the wine such as acidity, pH, residual sugar
etc. For this dataset, we initialized all algorithms by the batch PCA of the first n0 = 500 observations
and then ran the algorithms on additional 2000 observations. The number of estimated eigenvectors was
m = 1. The last dataset for this example is the superconductivity dataset that contains 81 features
extracted from 21263 superconductors. Its purpose is to determine the temperature of a superconductor
whilst tested. For this dataset, we initialized all algorithms by the batch PCA of the first n0 = 500
observations and then ran the algorithms on additional 2000 observations. The number of estimated
eigenvectors was m = 1. Table 3 summarizes the error at the final iteration, and Table 4 summarizes
the mean runtime (per iteration) of all the algorithms tested. Figure 1 shows the error of each algorithm
after each iteration, compared to batch PCA on the known samples at that point.
In our third example, we wish to demonstrate the advantage of our approach when the data are not
low rank. We draw samples from a Gaussian distribution with zero mean and a diagonal covariance matrix
whose 5 largest eigenvalues are distributed uniformly at random between 5 and 6 while the remaining 95
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MNIST Poker Wine quality Superconductivity
IPCA 1.50e-03 1.04e-04 1.19e-04 2.42e-04
CCIPCA 2.70e-04 9.51e-05 1.15e-04 2.21e-04
ROIPCA (Algorithm 1) 5.02e-04 1.09e-04 1.20e-04 5.45e-04
fROIPCA (Algorithm 1) 3.02e-04 1.09e-04 1.20e-04 2.45e-04
ROIPCA (Algorithm 2) 4.88e-04 1.02e-04 1.09e-04 4.54e-04
fROIPCA (Algorithm 2) 3.02e-04 1.02e-04 1.09e-04 3.00e-04
Table 4: Runtime of the algorithms tested on real-world datasets. CCIPCA has the fastest runtime. Our
approach is faster than IPCA for the high dimensional dataset MNIST, whereas IPCA is faster for the
other, low dimensional, datasets. Foe these datasets the runtime of the fROIPCA variants is comparable
to the runtume of IPCA.
Error
IPCA 5.61e-03
CCIPCA 8.11e-03
ROIPCA (Algorithm 1) 6.67e-04
fROIPCA (Algorithm 1) 1.01e-03
ROIPCA (Algorithm 2) 2.02e-05
fROIPCA (Algorithm 2) 3.97e-04
Table 5: Error of the tested algorithms for data that are not low rank.
eigenvalues are distributed uniformly between 0 and 1. We initialized all algorithms by the batch PCA of
the first n0 = 500 observations and then ran the algorithms on additional 1000 observations. The number
of estimated eigenvectors is m = 5. The accuracy results are given in Table 5, and the error after each
iteration is given in Figure 2.
In our last example, we wish to compare the running time of our approach to that of IPCA and
CCIPCA. Our experiments show that while some methods share the same theoretical runtime complexity,
in practice, there might be a significant difference in the running times of the different methods, dependent
on the data dimension d . In each experiment, we draw n = 10, 000 samples from a d-dimensional
Gaussian distribution with mean zero and a diagonal covariance matrix whose 10 largest eigenvalues are
distributed uniformly at random between 1 and 2 while the remaining d − 10 eigenvalues are zero. The
dimension d varies between 100 and 1500. We calculate the top 10 principal components of the entire
data, and then update them using 50 additional points drawn from the same distribution, using each of
the tested algorithms. We measure the mean runtime of each method after each update. The results are
presented in Figure 3.
Conclusions
In this paper we have introduced a novel online PCA algorithm called ROIPCA that is based on rank-one
updates of the covariance matrix. We have introduced four variants of this algorithm that differ in their
accuracy, runtime, and space requirements. We have analyzed theoretically the error introduced by each
variant and demonstrated numerically that all of our variants are superior in their accuracy to state-of-
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(d) Superconductivity dataset
Figure 1: Error of the tested algorithms at each iteration. We can see a clear advantage to our methods,
with Algorithm 2 being superior to Algorithm 1
the-art methods such as IPCA and CCIPCA. The CCIPCA algorithm is the fastest among all methods
tested, but it is usually inferior in terms of accuracy. The faster variants of ROIPCA are comparable in
their runtime to CCIPCA but are significantly more accurate.
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