Symmetric level-index arithmetic was introduced to overcome the problems of overflow and underflow in the floating-point system. The purpose of this paper is to improve the algorithm performance of SLI arithmetic by introducing an approximation scheme using Taylor's expansion. Following a brief summary of the SLI system and its algorithm for addition/subtraction, the deduction and analysis of Taylor approximation are presented. Also some results from numerical experiments and timing comparisons on possible implementations show the advantage of the approximation method.
Introduction
Almost ever since the floating-point (FLP) system of computer arithmetic replaced fixed point as the standard environment for scientific computing, there has been work aimed at relieving the problems of overflow and underflow. For many routine calculations these exceptions are infrequent. For many years now it has been common to simply replace underflow values by zero. With the common adoption of gradual underflow, using unnormalized numbers at the minimum exponent value, this approach has been satisfactory for many computational situations and was adopted as a part of the floating-point standard IEEE 754/854 (1987) . At the other end of the floating-point range, overflow to infinity in which overflow values are replaced by either ±∞ has also been widely adopted. Again there are many computational problems where this approach is satisfactory. A recent paper Feldstein & Turner (2006) presents a possible scheme for gradual overflow that essentially mirrors the effect of gradual underflow at the large end of the floating-point range. Like gradual underflow, this scheme loses one of the principal virtues of floating-point arithmetic from the viewpoint of error analysis-the relative representation error bound is no longer constant. In the symmetric level-index (SLI) system the representation precision is adjusted in a smooth manner throughout its much greater range.
Although IEEE arithmetic is satisfactory for many purposes, there are good examples where better treatment of very large or very small quantities is both appropriate and necessary for the successful completion of computation. One example where underflow is critical was presented in Lozier & Turner (1992) where contour plotting for a flame front in turbulent combustion failed completely using IEEE floating-point arithmetic due to the variation in scales and all values in the region of critical interest underflowing to zero. Another example where overflow restricts the computation was presented in 585 Chen et al. (2004) where the precision was limited in computing multifractal spectra using IEEE floating-point arithmetic without any special treatment of the numbers. There are many other examples of software developments where standard computations such as vector norm or binomial probability routines must be programmed with extreme care-and complication-in order to avoid the impact of overflow or underflow exceptions. The analysis of frequencies of floating-point exceptions (Feldstein & Turner, 1986 under the assumption of the logarithmic distribution of floating-point numbers (Barlow & Bareiss, 1985; Turner, 1982 Turner, , 1984 also shows that we might anticipate unusually large numbers of such exceptions in the context of experimental computation where the right choice of units and scale is not yet known.
Recognizing the limitations of the floating-point system has resulted in several proposals for alleviating the difficulties caused by overflow and underflow in particular. Extensions or modifications of the floating-point system itself have been suggested regularly-perhaps beginning with Morris' tapered floating-point representation in Morris (1971) . More recently, Matsui & Iri (1981) and then Hamada (1983 Hamada ( , 1987 and Yokoo (1991) developed a variety of schemes to render floating-point overflow and underflow free. Recognizing the connections between range and precision issues, Hull and coworkers in an extensive series of papers (see Hull & Cohen, 1987, e.g.) presented a software environment for variable range and precision floating-point arithmetic using the decimal base.
Logarithmic arithmetic has been proposed in many slightly varying forms as in Arnold et al. (2003) , Barlow & Bareiss (1985) and Lewis (1999) . Again a primary motivation is to extend the floating-point range in a manner that has some smoothness in its representation errors. In many senses, level-index arithmetic and its symmetric counterpart, SLI, are a blend of logarithmic and extended floating-point formats. Matsui and Iri's proposal can be seen as extending the floating-point system to a floatingpoint level 1 in which the exponent is itself represented in floating-point form. The level-index schemes continue this process, but in an implementation that is more reminiscent of logarithmic arithmeticusing repeated logarithms to enable an essentially infinite representable range.
The particular advantages offered by the symmetric level-index scheme are a mathematical elegance and simplicity to the representation. The representation function has a continuous first derivative throughout its range. The arithmetic system is closed under the four basic arithmetic operations when working to any conceivable implemented precision. The cost is that the arithmetic operations are more complicated to perform. There has been extensive work on developing the SLI arithmetic algorithms and extending them to complex and vector arithmetic operations in Turner (1993) . This paper presents a further advance in the implementation of the basic arithmetic of SLI by adopting a low-order Taylor polynomial approximation in appropriate parts of the 2D domain of the addition and subtraction functions. We see that these approximation schemes are applicable over large parts of the SLI representation range. The Taylor approximations use initial calculations similar to those of the basic SLI arithmetic algorithms presented in Clenshaw & Turner (1988) and so would not put significant additional demands on potential SLI hardware.
The LI (level-index) representation of numbers, and its algorithms for arithmetic operations, were introduced in Clenshaw & Olver (1984 . The symmetric form of the LI system was presented in Clenshaw & Turner (1988) . Anuta, Lozier, Schabanel and Turner developed the algorithm for SLI (symmetric level-index) arithmetic, and parallel implementation of it, in Anuta et al. (1996) , Turner (1989 Turner ( , 1991 and . See also the survey .
The idea of the SLI system is to represent a real number X as
where 0 f < 1 and the process of exponentiation is performed l times.
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The first '±' denotes the sign of X and is associated with f . f = ± f is called the index of X. The second '±' stands for the reciprocal and is related to l. l = ± l is called the level of X.
The generalized logarithm function, defined as
maps (0, ∞) onto itself monotonically and so it is invertible on this interval. The inverse, the generalized exponential function, is defined by
Formally, we can define the SLI representation for an arbitrary non-zero X as 4) where s X is the sign and r X is the reciprocal sign as in the following equations:
As the level increases, the SLI number grows rapidly. In level 7, a number could be as large as Ω = 10ˆ(10ˆ(10ˆ(10ˆ1000000))), and from symmetry, a level −7 number could be as small as 1/Ω. As a result, we may say that both overflow and underflow are essentially impossible in SLI arithmetic.
The implementation of SLI arithmetic requires efficient methods for performing arithmetic operations on numbers represented by their SLI images. In the following sections, we restate the full algorithm for addition/subtraction, then introduce the first-and second-order Taylor approximation to improve the performance. This is followed by a brief section of error analysis. Some numerical experiments will show how the approximation works. And we conclude with a few implementation suggestions with some timing comparisons.
The full algorithm for arithmetic operations
Due to the nature of the SLI number representation, to perform the arithmetic operations in the SLI system is slower than in the FLP system. The question is how to implement SLI arithmetic in an efficient manner such that the loss of speed is controlled to an acceptable level. Fixed-point arithmetic is used in the internal operations of hardware implementation in order to get the best efficiency. But for simplicity of discussion, we use floating-point arithmetic in describing an algorithm. Also, working in the floatingpoint system obtains the highest speed in a software implementation.
Our task is complete if we can devise an acceptable algorithm for addition/subtraction, because other basic operations are essentially equivalent to these. For instance, if
take logarithms of both sides of the equation, we will get
Taking logarithm again, we have
Thus, powering, multiplication and addition are equivalent operations at different levels. Now we need only to consider the simplest operation, addition/subtraction. The problem is to solve the equation
For simplicity, we restrict that
Then there are three cases, depending on the values of r X and r Y :
We use l X , l Y and l Z to denote the levels of X , Y and Z , while f X , f Y and f Z denote the corresponding indices. We define the sequences
The a-and b-sequences are generated by
and
14)
Then we calculate the starting value of the c-sequence Normally, r Z = r X . But it is possible that r Z = −r X in some cases of large subtraction, mixed subtraction or small addition. We call these exceptional cases flipover cases. We may notice that
So it is easy to see that flipover occurs when c 0 < a 0 in large and mixed cases, and when a 0 c 0 1 in small cases. In large and mixed flipover cases, we define the h-sequence as
which is generated by 2.19) until 0 h j < 1, then we set z = j + h j and complete the algorithm.
In small flipover cases, we simply set z = 1 + ln a 0 c 0 to complete the algorithm. Now consider the cases where flipover does not occur. If l X = 1, we generate the h-sequence and obtain z as mentioned above, but with a different starting value h 1 = f X + r X ln c 0 . If l X > 1, we need to generate the c-sequence as follows.
(2.20)
The procedure stops under either of the following two situations.
I) j l X − 1 and c j < a j . Then we set z = j + c j a j and complete the algorithm.
II) j = l X − 1 and c j a j . Then the generation of the h-sequence is required with h l X = f X + ln c l X −1 as the starting value.
In the single-precision system (32-bit words), two bits are needed for signs and three for the level (see Olver, 1987 , for reason), leaving 27 bits for the index. In order to preserve the expected precision in large arithmetic, we may store the b-and c-sequences with absolute precision 2 −31 , and store the a-sequence to absolute precision 2 −35 in large arithmetic, while using absolute precision 2 −34 and 2 −36 for the a-sequence in mixed and small arithmetic, respectively. For the details of working precision, see Clenshaw & Turner (1988) . There are some special algorithms available in generating these sequences. Refer to Olver & Turner (1987) and Turner (1986) for possible schemes of hardware implementation.
We can do a very similar analysis in the double-precision system (64-bit word). Results for double precision are included, but we focus on the single-precision system, just because it is easier to do simulations. At the current time, software implementations of the SLI system need some FLP arithmetic. But SLI representation has an index of 59 bits in the double-precision system. This is beyond the computation capability of the double-precision FLP system, which has a 52-bit mantissa.
A modified algorithm which is better for parallel computing is described in Anuta et al. (1996) . But we use the original algorithm for ease of comparison with the Taylor approximation presented in the next section.
Taylor approximation for addition/subtraction
In a finite working precision, we may notice that a large SLI number remains unchanged by the addition to it (or subtraction from it) of a smaller number. For example, to the implied precision, φ(4.45000) + φ(3.98765) = φ(4.45000).
(3.1)
We say that in this case, addition is trivial. Further we notice that a large x value usually changes little in additions. Additions to φ(4.45000) are trivial for all the numbers less than φ(4.44391). And the change is still limited to the last 2 digits even when adding the same number to itself φ(4.45000) + φ(4.45000) = φ(4.45076).
( 3.2) For those addition/subtraction cases where x changes little, making an approximation, instead of doing the full algorithm, can probably generate sufficient precision in the results, so that the algorithm performance would be improved. The following analysis gives such a method of approximation based on the Taylor expansion.
First-order Taylor approximation
For simplicity, we first consider a large addition/subtraction problem without flipover
3)
Using the generalized logarithm function ψ, it is equivalent to start with
The former approach shows that an estimation works for a small change of x in addition/subtraction, which is the motivation of our approximation method. However, the latter approach gives a nicer and more computationally efficient formula for the second-order Taylor approximation. Thus, the latter approach is used in the rest of this paper for consistency reasons.
The differentiation of the generalized exponential function can be deduced recursively as follows
then we have
where a 1 , a 2 , . . . , a l x −1 and b 0 are computed as described in the full addition algorithm. This multiplication can be quickly performed using fixed-point arithmetic, since all the factors have magnitudes less than 1. Using the Taylor approximation above, the addition/subtraction is completed without generating the c-and h-sequences. For those addition/subtractions where the Taylor approximation yields accurate answers, this procedure offers a considerable improvement in both time and space complexity of computing. The numerical experiments in Section 4 show that the approximation method can give accurate results in most addition/subtraction cases of numbers at least level 4 or at most level −4.
Taylor approximation can also be used in mixed or small cases. In a mixed addition/subtraction without flipover,
Similarly,
Finally, in a small addition/subtraction without flipover,
Taking the reciprocal of both sides of the equation yields
Thus,
and then we get
Possible occurrences of cancellation in subtraction will not cause problems in this approximation method because φ(x) and φ(y) cannot be too close if the Taylor approximation is to be useful in practice, except for the case of trivial addition/subtraction. Some details about this will be shown in Section 4. From the results of our numerical experiments, it is safe to assume b 0 = φ(x) φ(y) < 1 2 when performing Taylor approximation in a small subtraction.
Therefore, in the final expressions of mixed and small addition/subtractions, we still have all the factors with magnitudes smaller than 1. Fixed-point arithmetic can work well for these multiplications.
Error analysis
The purpose of this section is to analyze the range of applicability of this approximation method. It is quite obvious that the Taylor approximation can benefit most of the mixed addition/subtractions. The applicability for small addition/subtractions should be very similar to the one for large cases, if we think of small cases as addition/subtractions between SLI-small numbers, and consider the symmetry of the SLI number system. Here we only show the error analysis of large additions, since the differences between addition and subtraction are slight in cases where the Taylor approximation is useful.
From Taylor's theorem, the positive large addition satisfies
Here ξ lies somewhere between x and z. So 3.17) and the error is bounded as
We know (3.19) where the equal sign possibly applies only if k = 0. And therefore,
As the level of φ(x) gets bigger, 1 φ (x−1) gets smaller much faster, thus the error gets smaller. From this simple estimation of the error bound, we can expect the error to be very small at high levels so that the Taylor approximation shall yield accurate answers. And the approximation method should also work well for high-level SLI-small numbers because of the symmetry of SLI number representation. We will see that the numerical experiments described in the next section support this conclusion.
Advantages and disadvantages
Clearly the advantage is the higher speed of performing addition/subtractions. In the full algorithm, most addition/subtraction cases need the generation of c-and h-sequences. The cost to generate these two sequences will be relatively high because of the logarithm operations in the procedure. Without generating the c-and h-sequences, Taylor approximation reduces the computation cost. For example, the approximation method could save up to 5 logarithmic function evaluations for a level 5 number addition/subtraction.
However, Taylor approximation can only work for the cases where y is small enough compared to x. For any fixed x, we need to predict whether the error for a y value is acceptable. And from the above error analysis, we know x must be big enough, so that the error may be negligible for most cases. The numerical experiments show that for SLI numbers beyond levels 4 and −4, this approximation can cover most of the addition/subtraction cases and yields accurate results. For numbers in between, the region where Taylor approximation works is too small to give a substantial benefit. So the usefulness of the approximation is limited.
Second-order Taylor approximation
We can extend the idea to the second-order Taylor expansion in order to gain higher accuracy in the approximation and therefore extend its domain of usefulness. For large addition/subtraction, let
Then we get
where ε 1 = φ(y) φ (x) , and is the ε value we have already computed in the first-order Taylor approximation. Similarly, in the mixed case, 25) and in the small case,
where
Both ε 1 values are consistent with the corresponding ε values in the first-order Taylor approximation.
So far we have shown that ε 2 for all three addition/subtraction cases can be written in the same form
with the appropriate choices of ε 1 . The approximation method is ready for use if we show that
is also computable. Since
we have
Note that the computation of a 1 a 2 · · · a l X −1 is already needed for ε 1 , and we can get all the partial products without any extra effort, so the only added work to compute this expression is the division and additions.
The second-order Taylor approximation yields even better results, with the extra cost of 1 more division, 3 more multiplications and l X more addition/subtractions in the fixed-point arithmetic. It is still more efficient than performing the full algorithm in most cases. The efficiency will be even better if we can do parallel computing, since the numerator can be computed easily via Horner's Rule as
in parallel with the process of generating the a-sequence, and this will not slow down the algorithm at all. We may also do a similar error analysis as we did for the first-order Taylor approximation. From Taylor's theorem, the positive large addition satisfies
So the error of second-order Taylor approximation is bounded as
Note that the error of the first-order Taylor approximation is bounded by
For a high-level number x which makes Taylor approximation applicable, say l X = 4, both 1 +
are only a little larger than 1. Hence, the error bound is about half of the one for the first-order Taylor approximation, though the actual error should be much smaller.
Numerical experiments
The goal of our numerical experiments is a computational analysis of the range of applicability of Taylor approximation. Then we may be able to tell whether the approximation scheme is applicable for any pair of x and y. Furthermore, for a fixed x, all the possible values of y less than x can be divided into two parts by a critical value y(x). The approximation can yield an answer with at least the expected precision for a y value less than y(x), but for y values greater than y(x), the approximation may not give accurate results. So the domain of addition can be decomposed into two regions by considering all values of x. In the lower region, Taylor approximation works, while the full algorithm is required in the upper one.
Taylor approximation is used as an alternative to the full algorithm of addition/subtraction, thus it has to achieve at least the expected precision in applications. In another word, the error of results must be no more than 2 −59 in the double-precision system or 2 −27 in the single precision system.
The numerical experiments were carried out using MATLAB. We programmed both the full algorithm and the Taylor approximation for addition/subtraction. Assuming the full algorithm yields perfect results, we compare the results from Taylor approximation to those from the full algorithm. The approximation is considered to be applicable only if the results perfectly match at the expected precision level.
With the help of the symbolic toolbox in MATLAB, it is not hard to give the results in the doubleprecision system. However, most of our experiments are done with only single precision. The reason is that we can only implement the single-precision SLI arithmetic efficiently, under the constraints of the current floating-point arithmetic in most programming languages. The single precision results data are helpful to simulate a single-precision SLI system, in which people can do some more realistic experiments.
In the later part of this section, some results with double precision will be shown to compare with the ones with single precision. But most of the following results are for the single-precision SLI system. That means we deem an approximation to be precise when the results from the full algorithm and the approximation differ by less than 2 −27 .
The most important task is to see whether the approximation can be widely used to gain precise results. When the larger number x is given, we use a bisection method to find the largest possible number y(x), which makes the first-order Taylor approximation yield a precise answer when added to x. The results in the following table show such y(x) for each given x. The experiments used x ranging from −4.9 to 4.9, with the step of 0.1.
In order to show the results more clearly, we display these results as graphs. Figure 1 shows the addition cases where the first-order Taylor approximation gives accurate results for large-SLI numbers (i.e. SLI numbers at least level 1). In the addition algorithm, y is always smaller than x, so the region below the straight line y = x contains all the possible cases of addition. The lower curve in the graph connects the y(x) values corresponding to the SLI-large numbers in Table 1 . And thus the shaded area marks the region where the first-order Taylor approximation yields accurate results.
If x is below level 4, the working range of Taylor approximation does not cover many of the addition cases. But just before reaching level 4, the situation changes dramatically. Almost the whole area under the line y = x is in the working range, which means performing the full algorithm can be mostly avoided in additions with the larger number being level 4 or higher. This improvement is valuable because these are the cases where the full algorithm works hardest. Figure 2 shows the working range of the first-order Taylor approximation for SLI-small numbers. Similarly, we may see that the approximation works extremely well for additions with the larger number at level −4 or lower.
The working range of approximation method is almost the same for subtraction. If we repeat the above experiments for subtraction instead of addition and provide results in similar figures, it is impossible to tell the difference between the figures for subtraction and the ones for addition with the human eye.
The data above are based on the first-order Taylor approximation. If the second-order Taylor approximation is used, we can get even better results as expected. Figure 3 shows that the corresponding working range of the second-order Taylor approximation is clearly extended. Figure 3 only gives the working range for level 4 SLI numbers. The darker shaded region is where the first-order Taylor approximation does not work but the second-order Taylor approximation gives sufficient precision.
All the above results are for single-precision SLI arithmetic. When the precision increases, we would need the approximation to give more digits of accurate results, in order to have it still applicable to the higher precision. This implies that the working range of the Taylor approximation will be smaller for the higher precision.
Using symbolic toolbox in MATLAB, we can repeat all the above experiments in the doubleprecision SLI system, so that we can tell if the approximation method remains applicable as the precision increases. To answer this question, the investigation on the working range for level 4 SLI numbers is required, since the coverage of applicable first-order Taylor approximation changes significantly somewhere in level 4. As seen in Fig. 4 , the working range of first-order Taylor approximation for smaller level 4 SLI numbers is clearly reduced in the double-precision SLI system, as expected. But the working range of second-order Taylor approximation is not much different. Also, the figure remains almost the same for larger level 4 numbers.
According to these results, we may conclude that the increase of precision does not significantly affect the advantages of the Taylor approximation, since we can use more second-order Taylor approximation in the double-precision system, or choose a larger switching threshold in a hybrid system, which will be described in Section 5.
Implementation
When put into implementation, the Taylor approximation cannot work alone. The algorithm must be a combination of several schemes for performing arithmetic operations, such as the full algorithm of SLI addition, first-and second-order Taylor approximation, even FLP additions. The idea is to decompose the domain of addition into several regions, those are distinguishable by some interpolation schemes, and then use an appropriate addition method in each region. In this section, we will give a little detail on the structure of implementation.
First-order Taylor approximation or full algorithm
The Taylor approximation is not a universal scheme for addition/subtraction arithmetic, and the full algorithm is still needed for some addition/subtraction cases even in level 4 or higher, as shown in the figures above. The new algorithm must be a combination of the Taylor approximation and the original algorithm. Thus, there will be a decision problem concerning which algorithm should be used for each addition/subtraction.
For each positive number there is a critical value less than it, which distinguishes the ranges where Taylor approximation or full algorithm is used. A practical solution is to store the critical points for some numbers, and find others using interpolation. For example, in a single-precision system, we may divide the interval from SLI number 4.0 to 5.0 into 64 subintervals so that each of them has the length of 1/64, and store those 65 corresponding critical points.
The interpolation method we would choose is linear interpolation. It is safe to use linear interpolation because the curve of the working range (see Fig. 3 ) is concave downward, and the interpolated points are always under the curve. It will not lose much benefit of using Taylor approximation, since the curve is close to a straight line in any interval with length 1/64 after the SLI number 4.0. The advantage of linear interpolation is that the computation is trivial in the whole process, while other interpolation schemes such as cubic spline add noticeable work, considering the algorithm is for simple addition/subtraction arithmetic.
In conclusion, a suggested algorithm of addition/subtraction now works as follows:
Note that the b-sequence defined in this paper does not allow the parallel computation with asequence completely. However, if the b-and c-sequences are redefined as in Anuta et al. (1996) , the aand b-sequences can be computed in parallel. The Taylor approximation gives the same benefit to the modified algorithm. We chose the original definitions in this paper to avoid irrelevant details caused by the modifications.
The new algorithm has considerable performance improvement for the cases where the Taylor approximation is applicable. For example, if we do a level 4 addition, which means both the addends and the sum are level 4 SLI numbers, the cost of linear interpolation is clearly less than the cost of generating the a-and b-sequences. Then the extra time cost of computing ε is only the time of performing 1 multiplication and 1 addition/subtraction. On the other hand, the full algorithm requires 3 steps for the generating the c-sequence and 1 step of h-sequence, with the total cost of 5 addition/subtractions, 3 multiplications and 4 logarithms.
Note that one logarithm operation costs much more than one addition/multiplication. Take the Intel Pentium (or later) floating-point unit as an example. The most efficient way to perform a natural logarithm takes 32-122 CPU clock cycles, without considering possible overlapping instructions, while it takes only 3 clock cycles to do an addition, subtraction or multiplication. We may claim that the Taylor approximation nearly saves all the time cost of generating the c-and h-sequences, if parallel computing is allowed.
Since φ(4.0) ≈ 3.8143 × 10 6 , the addends need not be very big in order to apply the approximation method in the single-precision SLI arithmetic. Actually the working domain of the Taylor approximation is exactly where we need its benefit, because we may use floating-point arithmetic for small numbers in a hybrid system (see Section 5.3).
We would suggest a different number to start considering Taylor approximation for the doubleprecision system, say at least 4.25, so that linear interpolation still works well to distinguish the cases where the Taylor approximation could be used. The working range is indeed reduced with double precision. However, this choice of starting point will not slow down the arithmetic at all in a hybrid system.
Incorporation with second-order Taylor approximation
The second-order Taylor approximation covers more cases of addition/subtraction than the first-order one, but has more computational complexity. For the decision of which order to use, we may do two interpolations. If y is in the range where the first-order Taylor approximation works, then the first order should be used. Otherwise do a second interpolation to decide whether using the second-order Taylor approximation or the full algorithm is needed. This way, the potential of Taylor approximation is fully realized.
The algorithm using the second-order Taylor approximation can be revised from the one in the last section. In step 2, we compute expression (3.31) in parallel as well. In step 3, if the first-order Taylor approximation is not applicable, do the 2nd linear interpolation to decide if the second-order Taylor approximation should be used. These two modifications are done in parallel and faster than generating the a-and b-sequences. Thus, they will add no time cost.
Then we add a branch to compute ε 2 using (3.28) with the appropriate choice of ε 1 , if the linear interpolations indicate the usage of the second-order Taylor approximation. The extra time cost is the cost of 1 division, 4 multiplications and 2 addition/subtractions, as long as computations can be done in parallel.
Suppose we simulate the algorithm using a similar hardware design as the Intel Pentium floatingpoint unit, but allow parallel computing. Then the time costs of different branches in the algorithm are comparable in CPU clock cycles. For simplicity, we assume that there is no instruction overlap, and the cost of logarithm or exponentiation is the median of the possible timing range. The approximate timings of arithmetic operations used in the algorithm are shown in Table 2 , and the operation counts together with the total time cost of each branch's longest path for a level 4 addition are shown in Table 3 . The comparison shows that the time cost of first-order Taylor approximation is only about 3/5 of the cost of the full algorithm, and the second-order Taylor costs about 2/3 as the cost of the full algorithm. Therefore, the overall performance of the new algorithm is much better in level 4, since the approximation method can be used for most addition/subtractions in this domain.
Hybrid system
Considering the facts that the computational complexity of SLI arithmetic is reduced by the Taylor approximation beyond level 4 and −4 in a single precision system, and there are no overflow or underflow problems in the FLP system for numbers between level 4 and −4, we may use a hybrid system to obtain the advantages of both SLI and FLP. At some numbers of level 4 and −4, we do the switch between these two number systems. Then the overflow and underflow problems are avoided while the performance of the whole system remains good.
Since it is appropriate to start using Taylor approximation at SLI number 4.25 in double precision, and φ(4.25) ≈ 1.1819 × 10 16 , this idea also works for a double-precision system. We can still avoid the full addition/subtraction algorithm for most cases by choosing a threshold larger than 4.25 to switch between SLI and FLP.
Conclusion
In this paper, we have reviewed the full algorithm for SLI addition/subtraction and described an approximation method based on Taylor expansion to improve the performance of addition/subtraction.
The Taylor approximation has a simple form of expression and uses similar initial calculations as the full algorithm, while the time cost of using approximation is considerably less than the cost of performing the full algorithm. The analysis shows that the error can be very small if φ(x) is large, which is consistent with the results from the numerical experiments.
The numerical experiments have shown that Taylor approximation performs very well beyond level 4 or −4. The expected time saving could be as high as 30-40% compared to the full algorithm for a level 4 addition. Using Taylor approximation together with the full algorithm in a hybrid system, the full algorithm is avoided for nearly all cases, and we shall be able to put the SLI arithmetic into a sound implementation.
