Abstract. Concept lattices are well-known conceptual structures that organise interesting patterns-the concepts-extracted from data. In some applications, such as software engineering or data mining, the size of the lattice can be a problem, as it is often too large to be efficiently computed, and too complex to be browsed. For this reason, the Galois Sub-Hierarchy, a restriction of the concept lattice to introducer concepts, has been introduced as a smaller alternative. In this paper, we generalise the Galois Sub-Hierarchy to n-lattices, conceptual structures obtained from multidimensional data in the same way that concept lattices are obtained from binary relations.
Introduction
Formal Concept Analysis [1] is a mathematical framework that allows, from a binary relation, to extract interesting patterns called concepts. Those patterns form a hierarchy called a concept lattice.
The size of the lattice, potentially exponential in the size of the relation, is one of the main drawbacks in its use as data representation. In some cases, it is possible to avoid using the whole lattice, as it contains redundant information [2] . The AOC-poset (or Galois Sub-Hierarchy) is a sub-order of the lattice that preserves only some of its key elements [3] . Its size is potentially much smaller than the size of the associated concept lattice [4] and it can be used in place of the concept lattice to perform certain tasks [5, 6] .
The generalisation of FCA to the n-dimensional case, Polyadic Concept Analysis [7] , focuses on multidimensional data, i.e. n-ary relations.
In this paper, we generalise the notion of AOC-posets to n-lattices. In Section 2, we provide the definitions and notations that we use throughout the paper. Section 3 is dedicated to the definition of introducer concepts in n-lattices, and some properties about those concepts. In Section 4, we present an algorithm to compute the introducer sub-order, and study its complexity. Finally, we conclude and discuss some future works.
Definitions and Notations
In this section, we introduce classical definitions and notations from Formal Concept Analysis and Polyadic Concept Analysis. They can also be found in [1] and [7] .
Formal Concept Analysis
From now on, we will omit the brackets in the notation for sets when no confusion is induced by this simplification.
A (formal) context is a triple (S 1 , S 2 , R) in which S 1 and S 2 are sets and R ⊆ S 1 × S 2 is a binary relation between them. The elements of S 1 are called the (formal) objects and those of S 2 the (formal) attributes. A pair (x 1 , x 2 ) ∈ R means that "the object x 1 has the attribute x 2 ". A context can be represented as a cross table, as shown in Fig. 1 . For instance, object 1 has attributes a and b, and attribute b is shared by objects 1 and 2.
A formal concept is a pair (X 1 , X 2 ) where X 1 ⊆ S 1 , X 2 ⊆ S 2 , X ′ 1 = X 2 and X ′ 2 = X 1 . This corresponds to a maximal set of objects that share a maximal set of attributes and can be viewed as a maximal rectangle full of crosses in the formal context, up to permutations on the elements of the rows and columns. X 1 is called the extent of the concept, while X 2 is called the intent.
The set of all concepts of a context ordered by the inclusion relation on either one of their components forms a complete lattice. Additionally, every complete lattice is isomorphic to the concept lattice of some context [1] . The concept lattice associated with the formal context from Fig. 1 is shown in Fig. 2 .
In an application, the size of the concept lattice might be a drawback. For this reason, Godin et al. [3] introduced a sub-hierarchy of the lattice, the Galois sub-hierarchy. This sub-hierarchy was introduced and is most often used in the field of software engineering, but is also used in other fields, such as Relational Concept Analysis (RCA) [8] and data mining [5] . Additionally, the Galois subhierarchy is integrated in some FCA tools, such as Latviz [9] , Galicia [10] , RCAExplore 1 or AOC-poset Builder 2 .
We say that this concept introduces o.
An Attribute-Concept is a concept (a ′ , a ′′ ) with a ∈ S 2 . We say that this concept introduces a.
A concept can introduce both attributes and objects, or it can introduce neither. We call the sub-order restricted to the introducer concepts an AttributeObject-Concept partially ordered set (AOC-poset), or Galois Sub-Hierarchy (GSH). While a concept lattice can have up to 2 min(|S1|,|S2|) concepts, the associated GSH has at most |S 1 | + |S 2 | elements. Several algorithms exist to compute the GSH [11] [12] [13] [14] .
Polyadic Concept Analysis
Definition 2. An n-context is an (n + 1)-tuple C = (S 1 , . . . , S n , R) in which S i , i ∈ {1, . . . ,
n}, is a set called a dimension and R is an n-ary relation between the dimensions.
An n-context can be represented by a |S 1 |×· · ·×|S n | cross table as illustrated in Fig. 3 .
such that i∈{1,...,n} X i ⊆ R and there are no i ∈ {1, . . . , n} and k ∈ S i \ X i such that {k} × j∈{1,...,n}\{i} X j ⊆ R. An n-concept can be viewed as a maximal n-dimensional box full of crosses up to permutations on the elements of the dimensions. We denote by T (C) the set of n-concepts of a n-context C. Definition 4 (From [15] ). S = (S, 1 , . . . , n ) is an n-ordered set if for A ∈ S and B ∈ S :
For the Antiordinal Dependency condition to be respected, it is sufficient to have i, j ∈ {1, . . . , n}, i = j such that A i B and B j A.
The set of all the n-concepts of an n-context together with the n quasi-orders i induced by the inclusion relations on the subsets of each dimension forms an n-ordered set. Additionally, the existence of some particular joins makes it a complete n-lattice. Every n-lattice can be associated with some n-context [7] .
Definition 5. Let x ∈ S i be an element of a dimension i. We denote by C x the (n − 1)-context C x = (S 1 , . . . , S i−1 , S i+1 , . . . , S n , R x ) where (s 1 , . . . , s i−1 , s i+1 , . . . , s n ) | (s 1 , . . . , s i−1 , x, s i+1 , . . . , s n ) ∈ R} With the previous definition, C x is the (n − 1)-context corresponding to element x, represented by the shaded area in Fig. 5 . 
Introducer concepts in n-Lattices
In this section, we define introducer concepts in n-lattices. In the next definitions, we will call dimension i the height, while all other dimensions are called the width.
Definition 6. Let x ∈ S i be an element of a dimension i. The concepts with maximal width such that x is in the height are the introducer concepts of x. The set of introducer concepts of x is denoted by I x .
In the Fig. 4 example, we have I α = {(αβ, 13, a), (α, 1, ab)}.
We denote by I(S i ) = x∈Si I x the set of concepts that introduce an element of dimension i and by I(C) = i∈{1,...,n} I(S i ) the set of all introducer concepts of a context C.
As in the 2-dimensional case, irreducible elements are introducer concepts. However, I(C) is not always strictly the set of irreducible elements as some applications expect the context not to be reduced. Proposition 1. (I(C), 1 , . . . , n ) is an n-ordered set.
Proof. Let A and B be in I(C). We recall that A i ⊆ B i ⇔ A i B and that
Without loss of generality, let A ∈ I(S i ) and B ∈ I(S j ).
If ∀k ∈ {1, . . . , n}, A ∼ k B, then ∀k ∈ {1, . . . , n}, A k = B k , so A = B (Uniqueness Condition).
If A and B are distinct, ∃k ∈ {1, . . . , n} such that A k B or B k A. Without loss of generality, suppose A k B. Suppose that there is no ℓ ∈ {1, . . . , n} such that B ℓ A. That implies that all the components of A are included in the components of B. Then this is in contradiction with the maximality condition implied by A being a concept. Thus ∃j ∈ {1, . . . , n} \ i such that B j A (Antiordinal Dependency).
⊓ ⊔
As in the 2-dimensional case where concept lattices and GSH are respectively complete lattices and partially ordered sets, in the n-dimensional case we have complete n-lattices and n-ordered sets.
Proof. We suppose, without loss of generality, that x ∈ S 1 . The (n − 1)-concepts of C x are of the form (X 2 , . . . , X n ). If (x, X 2 , . . . , X n ) is an n-concept of C, then it is minimum in height and maximal in width and is thus an introducer of x.
If (x, X 2 , . . . , X n ) is not an n-concept of C, as (X 2 , . . . , X n ) is a (n−1)-concept of C x , then (x, X 2 , . . . , X n ) can be augmented only on the first dimension. As such, there exists an n-concept ({x} ∪ X 1 , X 2 , . . . , X n ) that is maximal in width and is thus an introducer of x.
Suppose that there is an X = (X 1 , . . . , X n ) ∈ I x , x ∈ X 1 , that is not obtained from an (n − 1)-concept of C x by extending X 1 . It means that (X 2 , . . . , X n ) is not maximal in C x (else it would be an (n − 1)-concept). Then, there exists an
This is a contradiction with the fact that X is an introducer of x. ⊓ ⊔ Proposition 2 states that every (n − 1)-concept of C x maps to an introducer of x in C, and that every introducer of x is the image of an (n − 1)-concept of C x .
Algorithm
In this section, we present an algorithm to compute the introducer concepts in an n-context. Algorithm 1 computes the introducers for each element of a dimension i. For a given element x ∈ S i , we compute T (C x ). Then, for each (n − 1)-concept X ∈ T (C x ), we build the set X i needed to extend X into an n-concept. An element y is added to X i when y × j =i X j ⊆ R, that is if there exists an (n − 1)-dimensional box full of crosses (but not necessarily maximal) in R, at level y. The final set X i always contains at least x.
Algorithm 1: IntroducerDim(C, i)
Input: C an n-context, i ∈ {1, . . . , n} a dimension Output: I(Si) the set of introducer concepts of elements of dimension
Algorithm 2 calls Algorithm 1 on each dimension. This ensure that each element of each dimension will be scanned for its introducer concepts. Algorithm 2 computes the introducer set I(C) for n-context C.
Algorithm 2: Introducers(C)
Input: C an n-context Output: I(C) the set of all introducer concepts for
Algorithm 1 requires the computation of the (n−1)-concepts from an (n−1)-context. Several algorithms exist to complete this task [16] [17] [18] . Proof. The S i are finite. The set of (n−1)-concepts of an (n−1)-context resulting from fixing an element is also finite. Algorithm 1 passes through each element x ∈ S i and on each concept of T (C x ) exactly once. The maximality test on dimension i looks at the elements of S i , which is finite. Thus, the algorithm ends.
Proposition 2 ensures that every introducer of x can be computed from the concepts of C x . Thus, every introducer of an element of the dimension S i is returned.
⊓ ⊔
At the time of writing, the only known bound for the number of n-concepts of an n-context (S 1 , . . . , S n , R) is i∈{1,...,n}\k 2 |Si| with k = argmax k∈{1,...,n} |S k |. Let K n be the maximal number of n-concepts in an n-context. Computing C x from C is in O(|R|). Building the set X i that extends an (n − 1)-concept of C x into an introducer of x can be done in O(|S i | × j =i |X j |).We denote by T the complexity of computing T (C x ) from C x .
Thus the complexity of Algorithm 1 for context C = (S 1 , . . . , S n , R) and dimension i is O |S i | × T + K n−1 × j∈{1,...,n} |S j | and the complexity of Algorithm 2 is O i∈{1,...,n} |S i | × T + K n−1 × j∈{1,...,n} |S j | .
Conclusion
In this paper, we introduced the n-dimensional equivalent of Galois Sub-Hierarchies or AOC-posets. We showed that the set of introducer concepts, together with the n quasi-orders induced by the inclusion on each dimension, forms an n-ordered set. We provided an algorithm to compute the set of introducer concepts from an n-context.
Although our approach was not initially motivated by an applicative problem, it would be interesting to use the notion of introducer concepts in n-dimensions to address some specific problems in software engineering or data mining.
It would be interesting to experiment on datasets (real and generated) to evaluate the gains (in term of number of concepts) of the restriction to introducer concepts.
