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Abstract – We propose a system made of three quantum harmonic oscillators as a compact
quantum engine for producing mechanical work. The three oscillators play respectively the role
of the hot bath, the working medium and the cold bath. The working medium performs an Otto
cycle during which its frequency is changed and it is sequentially coupled to each of the two
other oscillators. As the two environments are finite, the lifetime of the machine is finite and
after a number of cycles it stops working and needs to be reset. Remarkably, we show that this
machine can extract more than 90% of the available energy during 70 cycles. Differently from
usually investigated infinite-reservoir configurations, this machine allows the protection of induced
quantum correlations and we analyse the entanglement and quantum discord generated during
the strokes. Interestingly, we show that high work generation is always accompanied by large
quantum correlations. Our predictions can be useful for energy management at the nanoscale,
and can be relevant for experiments with trapped ions and experiments with light in integrated
optical circuits.
Introduction. – The recent renewed interest in quan-
tum aspects of out-of-equilibrium thermodynamics [1–6]
has triggered an intensive research program to design and
realise thermal engines whose working substance is a quan-
tum system [7–30]. Most of the proposals employ a few
qubits or quantum harmonic oscillators as the working
substance but a few works explore the possibility of using
quantum many-body systems [31]. The interest in quan-
tum thermal engines has received a huge thrust thanks to
the experimental realisation of prototypes with trapped
ions [32,33] and solid state devices [34,35]. A remarkable
open problem is whether quantum effects, such as coher-
ence, entanglement or more general quantum correlations
like discord, improve the engines’ performance compared
to their classical counterparts. A unified response to the
question is still lacking as many of the results found in the
literature are model dependent.
In all these proposals, the hot and cold environments re-
quired for the functioning of the machine are assumed to
be infinite although not necessarily in equilibrium. In this
work, we challenge this paradigm and consider a compact
quantum engine made entirely of three quantum harmonic
oscillators (see Fig. 1(a)). One of them, the working sub-
stance, interacts sequentially with each of the other oscil-
lators, acting as the hot and cold reservoirs, and is subject
to a compression and expansion stage, thus realising the
Otto cycle. Contrary to a recent proposal employing a
few qubits subject to dephasing for the hot and cold reser-
voir [29], the time evolution of our three-oscillator engine
is always unitary. Thermalisation of quantum systems in
contact to finite structured environments has been dis-
cussed in the past [36,37]. The modelling of open quantum
system dynamics in the presence of a small environment
used as a calorimeter has been studied in Ref. [38].
In our model, due to the finiteness and harmonicity of
the environments, the working substance does not ther-
malise in the isochoric strokes and does not evolve in a
perfect cyclic fashion. Nevertheless, we show in the fol-
lowing that our harmonic engine is capable of performing
many cycles and producing more than 90% of the maxi-
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Fig. 1: (a) Schematic setup of the harmonic engine made of
three oscillators. The central oscillator performs an Otto cycle:
1. compression, its frequency is changed from ω3 to ω1 > ω3;
2. heating, it is coupled resonantly to the hot oscillator; 3. ex-
pansion, its frequency is changed from ω1 to ω3; 4. cooling, it is
coupled resonantly to the cold oscillator. (b) Proposed experi-
mental setup of the system utilising optical circuits. Frequency
changes and oscillator interactions are performed via optical
frequency shifters and evanescent coupling fields respectively.
mum extractable work. An important consequence of the
finiteness of the reservoirs is that the working substance
becomes and remains quantum correlated with the reser-
voirs as we show using entanglement negativity and quan-
tum discord, which we analyse using initial thermal and
squeezed states.
Our engine is self-contained and can be embedded in a
larger quantum system without the need of controlled ex-
ternal reservoirs. Thanks to the simplicity of the model,
which can be solved exactly, we believe that our engine
could be implemented in any experiment with controlled
quantum harmonic oscillators as, for example, trapped
ions or optical modes (see Fig. 1(b)). Detailed discus-
sion of these experimental proposals follow.
Model. – We consider three quantum harmonic os-
cillators of equal mass m and frequency ωi subject to the
local Hamiltonians Hii = mω
2
i x
2
i /2 + p
2
i /2m. The posi-
tion and momentum operators for oscillator i are given by
xi =
√
~/2mωi(ai + a†i ) and pi = −i
√
~mωi/2(ai − a†i ),
respectively, with ai (a
†
i ) the annihilation (creation) op-
erators satisfying [ai, a
†
j ] = δij corresponding to the vac-
uum state |0〉i. We have set ~ = 1 everywhere. The
interaction Hamiltonian between oscillators i and j is
Hij = αij
(
a†iaj + aia
†
j
)
characterised by the coupling
strength αij . If the oscillators are resonant (ωi = ωj), it
follows that [Hii +Hjj , Hij ] = 0 such that turning the in-
teraction on and off does not change the energy of the sys-
tem or require external work. The oscillators are initially
uncorrelated and each prepared either in a thermal state
with density matrix ρi = e
−βiHii/Zi where βi = 1/(kBTi)
is the inverse temperature, kB the Boltzmann constant (we
set kB = 1 everywhere) and Zi = Tr
(
e−βiHii
)
the corre-
sponding partition function, or in a squeezed vacuum state
|ri〉 = exp[ri(a2i − a†2i )/2] |0〉i with real squeezing parame-
ter ri.
The total Hamiltonian is a quadratic form of the os-
cillators’ positions and momenta: H =
∑3
ij=1Hij =∑6
α,β=1 hαβRαRβ , with R = {x1, x2, x3, p1, p2, p3}. As
a consequence, the state of the three oscillators is always
Gaussian and can be fully characterised by the covariance
matrix σ, with elements: σαβ = 1/2〈RαRβ + RβRα〉 −
〈Rα〉〈Rβ〉. The time evolution of the covariance matrix is
governed by the Lyapunov equation:
σ˙(t) = Aσ(t) + σ(t)AT , (1)
where A = Ωh and Ωαβ = −i[Rα, Rβ ].
The cycle. – We study the Otto cycle, described by
two isentropic and two isochoric processes, or strokes. In
our finite environment model oscillators 1, 2 and 3 play
the role of the hot environment, the working medium and
the cold environment respectively. The frequencies of os-
cillators 1 and 3 are constant in time ω1 > ω3, while the
frequency of the second oscillator is changed in time dur-
ing the compression/expansion strokes between ω1 and ω3.
Initially all couplings are zero, αij = 0.
Using the notation E
(s)
2i,f to denote the energy of the
second oscillator at either the initial or final time of the
stroke s, and noticing that E
(s)
2f ≡ E(s+1)2i , the Otto cycle
can be described as follows (see Fig. 1(a)):
1. Compression: The frequency of the second oscillator
is changed from ω3 to ω1 in a time τcomp according
to the schedule: ω22(t) = ω
2
3 + (ω
2
1 − ω23)t/τcomp. The
work done on the system during this stroke is defined
as W1 = E
(2)
2i − E(1)2i .
2. Heating: The first and second oscillators are suddenly
coupled for a time τH with coupling constant α12 6= 0,
transferring energy between them. The energy trans-
ferred in this stroke is Q1 = E
(2)
2i − E(3)2i .
3. Expansion: The frequency of the second oscillator is
reduced back to ω3: ω
2
2(t) = ω
2
3 +(ω
2
3−ω21)(t−τcomp−
τH)/τexp in a time τexp = τcomp. The work done is
W2 = E
(4)
2i − E(3)2i .
4. Cooling: The second and third oscillators are sud-
denly coupled for a time τC with coupling constant
α23 6= 0, transferring energy Q2 = E(4)2i − E(4)2f .
The evolution of the covariance matrix during each
stroke can be calculated analytically. For the heating and
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cooling strokes, when two oscillators are coupled, the evo-
lution operators can be computed by performing a Bo-
goliubov transformation from the local coupled modes to
the normal uncoupled modes. For the schedule we are
considering the evolution operators for the compression
and expansion strokes can be expressed in terms of Airy
functions [39]. Details are provided in the Supplementary
Material. Two extreme cases, the instantaneous change of
frequency and the very slow ramp, are particularly sim-
ple and we will discuss them in detail in the next sec-
tion. According to our definition negative work means ex-
tracted/produced and negative heat means absorbed by
the working medium.
Contrary to conventional engines, at the end of the Otto
cycle it is not guaranteed that the second oscillator has
returned to its initial state, so the energy balance dictated
by the first law reads: W1 +W2 = Q1 +Q2 + ∆U , where
∆U = E
(4)
2f − E(1)2i is the variation of the internal energy
of the second oscillator in each cycle. Although at each
cycle the amount of work generated and heat exchanged
might be different, we define a cycle efficiency as the ratio
of the work W = W1 +W2 produced in one cycle plus the
variation of the internal energy ∆U and the heat absorbed
from the two environmental oscillators:
η =
max(0,−W + ∆U)∑
Qi<0
|Qi| (2)
Thus, the machine has a positive efficiency if it produces
work or if it accumulates energy in the working medium
(like a battery) to be used in a subsequent cycle. Thanks
to the energy balance 0 ≤ η ≤ 1 and η = 1 when both
Q1 and Q2 are negative, i.e. no heat is released. In the
standard case with infinite reservoirs Q1 < 0 and Q2 > 0
we obtain the more common formula: η = 1−Q2/|Q1|.
Looking at the whole system of three quantum oscil-
lators as a driven system initially in a non passive state
(the product of local thermal passive states is not nec-
essarily passive), we can assess the performance of the
process by looking at the ratio of the work done, if
any, and the ergotropy ε, which we compute numerically
[40,41]. Erogotropy is described as the maximum amount
of work that can be extracted from a quantum system
through a unitary operation. Briefly, consider the ini-
tial state of a system ρi =
∑
j qj |qj〉 〈qj | with Hamilto-
nian H =
∑
j j |j〉 〈j | where we assume the ordering
qj ≥ qj+1 and j ≤ j+1. With this ordering, the least
energetic state that can be obtained with a unitary opera-
tion can be written as ρf =
∑
j qj |j〉 〈j |. The ergotropy
can then be defined as the work extracted in the process:
ε =
∑
ij
qji
(
|〈qj |i〉|2 − δij
)
. (3)
One cycle. – We start our analysis with the case in
which the interactions between the oscillators are very
small thus mimicking the weak coupling regime of open
quantum systems. In this regime we can expand all our
expressions up to second order in αijτH,C . We start with
the case in which the compression/expansion strokes are
instantaneous. We also assume that the second and third
oscillator are initially thermalised (β2 = β3) for ther-
mal states or have the same initial squeezing parameter
(r2 = r3) for squeezed states. Under these assumptions
the total work obtained after one cycle for thermal states
is given by:
Wth =
τ2H
(
ω21 − ω23
)
4ω1ω3
[
ω1(α
2
12 + ω
2
1 − ω23)c3 − α212ω3c1
]
,
(4)
where for ease of notation we have written ci =
coth (βiωi/2). The equivalent expression for initially
squeezed states is given by:
Wsq =
τ2H
(
ω21 − ω23
)
4ω1ω3
×[
ω1(α
2
12 + ω
2
1 − e4r3ω23)e−2r3 − α212ω3e2r1
]
. (5)
In order for work to be extracted, we require Eqs. (4, 5)
to be negative. In the limit of zero initial temperature
(similarly zero squeezing) in oscillators two and three, the
special case we will consider here, the following inequality
must be satisfied:
X >
ω1
ω3
(
1 +
ω21 − ω23
α212
)
, (6)
where X = coth (β1ω1/2) for initially thermal states and
X = e2r1 for initially squeezed states. This inequality
holds for sufficiently large temperatures T1 or for large
initial squeezing r1. Since X represents the excitation en-
ergy of the first oscillator, inequality (6) is a requirement
on the initial available energy of the hot oscillator.
For these two cases we address the entanglement gen-
erated during the heating stroke between the first and
second oscillator. This is the largest entanglement cre-
ated during the process since the following strokes dete-
riorate or destroy it. For Gaussian states it is convenient
to use the logarithmic negativity as a measure of entan-
glement [42]. For two oscillators i and j, this is defined
as Eij = max(0,− log |2νij |) where νij is the smallest
symplectic eigenvalue of the partially transposed covari-
ance matrix: σTj = PσijP , where σij is the restriction
of the full covariance matrix to the oscillators i and j and
P = diag(1, 1, 1,−1). Notice that entanglement is nonzero
only if νij < 1/2.
When the oscillators are initially prepared in thermal
states we obtain:
ν12 =
c3
[
(1 +A)ω1ω3c
2
1 −A(ω21 + ω23)c1c3 − (1−A)ω1ω3c23
2ω1ω3(c21 − c23)
]
(7)
with A = 2 (α12τH)
2
. If we consider T3 = 0 such
that c3 → 1, the condition for entanglement generation
p-3
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Fig. 2: (a) The ratio between the total work accumu-
lated WT and the ergotropy ε of the initial state for
each cycle in the optimised case. The parameters are:
ω3 = 0.1ω1, τcomp = 85.02ω
−1
1 , τH = 0.59ω
−1
1 , τC =
0.9996ω−11 , α12 = 0.038ω1, α23 = 10
−4ω1. (b) The Gaussian
discord dynamics between the first and second oscillator, D12,
with these parameters.
(ν12 < 1/2) becomes coth (β1ω1) < (ω
2
1 + ω
2
3)/(2ω1ω3)
which happens for low enough temperatures. However,
due to Eq. (6), there is no work produced. Thus for ini-
tial thermal states, work extraction and entanglement are
incompatible. As we will see later, however, other forms
of quantum correlations might arise in the process.
If the first oscillator is instead in an initial squeezed
state the symplectic eigenvalue ν12 takes the form:
ν12 =
1
2
−
√
Ae−(r1+r3) |Φ|
2
√
2ω1ω3
+
Ae−2(r1+r3) |Φ|2
8ω1ω3
, (8)
where Φ =
(
ω1 − e2(r1+r3)ω3
)
.
For quasi-static compression/expansion, using the
asymptotic formulae presented in the Supplementary Ma-
terial, we find that work is always extracted after the first
cycle:
Wth = −1
2
α212τ
2
H (ω1 − ω3) (c1 − c3) , (9)
if we have c1 > c3, when the oscillators are initially pre-
pared in thermal states. For oscillators prepared in ini-
tially squeezed states, the expression for work extraction
after the first cycle is given by:
Wsq = −α
2
12τ
2
H(ω1 − ω3)
4
(
e2r1 − e2r3) (1− e−2(r1+r3)) ,
(10)
which is negative for r1 > r3.
The symplectic eigenvalue between the first and second
oscillator for the quasi-static case is given by, for thermal
states,
ν12 = coth
(
β3ω3
2
)12 − α212τ2H
 sinh
(
β1ω1−β3ω3
2
)
sinh
(
β1ω1+β3ω3
2
)
 .
(11)
Taking T3 = 0, for which we would expect a higher value
of entanglement between the first and second oscillators,
the limit of this function is strictly greater than 1/2, so no
entanglement is generated.
For initially squeezed states the expression for the low-
est symplectic eigenvalue is too lengthy to report here.
However, preparing the second and third oscillator with
zero initial squeezing, entanglement generation is guar-
anteed between the first and second oscillator: ν12 =
1
2 − α12τH sinh r1 for non-zero r1. To summarise, to get
entanglement created in the initial heating stroke it is suf-
ficient, but not necessary, to prepare the first oscillator in
a squeezed state.
In all the cases discussed under the weak coupling ap-
proximation, we find that Q2 = 0 and thus, if W < 0 ,
η = 1. However it is important to stress that since these
analytical calculations refer to a single cycle, the work ex-
tracted to ergotropy ratio is very small. In the following we
discuss our numerical results in a more general scenario.
Many cycles. – To fully characterise the perfor-
mance of the engine over many cycles we use numerical
optimisation to enhance work extraction in our machine.
We set β1 = 10
−2ω−11 , β2,3 → ∞ and ω1 = 1. For
values of 0 < ω3 < ω1, the variables to be optimised
are the coupling values αij and corresponding coupling
times τH,C as well as the compression/expansion time
τcomp. To this end, we employ the built-in Mathemat-
ica function NMinimize [43]. To avoid large interaction
times and large coupling values, which would result in a
short-lived engine, each parameter was restricted to a fi-
nite interval: 10−4 ≤ αijω−11 ≤ 0.05, 10−3 ≤ ω1τH,C ≤ 1,
1 ≤ ω1τR ≤ 100.
For ω3 = 0.1ω1, the result of the optimisation is shown
in Fig. 2(a) where the total work extracted to ergotropy
ratio is shown. The machine extracts work until the 70th
cycle and then reverses itself absorbing work and dumping
heat into the first oscillator, returning almost completely
to its initial state. At the end of the 70th cycle the total
work extracted from the engine isWT ' −89.5ω1, approx-
imately 91% of the ergotropy of the initial state. It should
be noted that the parameters reported in the caption of
Fig. 2 are not unique and other sets of parameters can
provide a similar amount of work extraction.
Due to the small value of α23 we find that the heat
exchanged to the third oscillator is negligible: Q2 ∼ 0,
thus the thermal efficiency of the machine is practically 1.
For an optimised engine such as the one presented here, Q2
will always be small as most of the energy will be extracted
during the expansion stroke of the cycle. This feature is
specific to an optimised engine: there exist other sets of
parameters, leading to a functioning engine, albeit with a
smaller value of extracted work, that have larger values of
α23 giving Q2 small but non-zero. It is interesting that we
obtain the same result for the total work extracted, within
our working precision, by eliminating the third oscillator
altogether. This is a consequence of the non-cyclic nature
of the engine.
The choice of preparing the first and second oscillators
in their vacuum states is not accidental, we found this case
allows for the highest work to ergotropy ratio. However,
p-4
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Fig. 3: Ratio between optimised total extracted work and er-
gotropy as a function of ω3.
non-zero initial values of T2,3 also allows for the extraction
of work. In fact, we found that for T2 = T3 > 0, and disal-
lowing instances where the second oscillator can “ignore”
the third with small coupling values and/or times (such
as the case presented above) optimal work extraction de-
creases linearly with T3. Setting T3 = 0 and T2 > 0 we
found that maximum work extraction is identical to that
presented above: WT ' −89.5ω1. However, the work to
ergotropy ratio is lower.
As shown in the previous section entanglement be-
tween initially thermal states is not present in a regime
where work can be extracted, and so we evaluate the non-
classicality of this process via the Gaussian quantum dis-
cord [44–49]. We provide a brief, mathematical definition
of Gaussian quantum discord in the Supplementary Ma-
terial. Figure 2(b) shows the discord dynamics between
the first and second oscillator as a function of time. It is
symmetric about the point of reversal for the engine and
is the only non-classical correlation present in the engine
with D23, D13 = 0. Detailed information on the internal
energies of the three oscillators performing many cycles
can be found in the Supplementary Material.
Figure 3 shows optimised work extraction for changing
values of ω3. The maximum amount of extractable work,
as a proportion of the ergotropy of the initial state, de-
creases linearly with increasing ω3, until it disappears for
ω3 ∼ ω1. While work extraction is possible for any value
of ω3 < ω1, clearly our machine operates better in the
regime ω3  ω1.
Quantum correlations. – The optimised case pre-
sented above provides an insight on the performance of
the engine for maximum work production. While this is
arguably the most important aspect of any machine, it is
unclear on what connection, if any, exists between work
extraction and non-classical correlations in the system.
In order to investigate any link between thermodynamic
quantities (work, efficiency) and non-classical correlations
(entanglement, discord) we simulate the engine working
with random parameters.
We consider two cases: initially thermal states and ini-
tially squeezed states. We fix the frequency of the first
oscillator (ω1 = 1) and the initial temperatures (squeez-
ing parameters) for thermal (squeezed) states. The vari-
ables to be randomized are ω3, the coupling strengths
αij and times τH,C and τcomp. The engine is prepared
with these random variables and performs Otto cycles
until the criteria W < 0 is no longer satisfied. This
process is repeated ten thousand times. For thermal
states, we have chosen variables β1 = 10
−2ω−11 and
β2,3 → ∞. For squeezed states, we fix r2,3 = 0 and
r1 = 1/2 arccosh
[
coth(β1ω1/2)
]
so the initial energy of
the first oscillator is equal in both cases.
For initial thermal states, there is no significant gener-
ation of entanglement and we assess the amount of quan-
tum correlations between any two oscillators using quan-
tum discord. For initial squeezed states, instead we show
entanglement measured by the logarithmic negativity de-
fined above.
For thermal states, Fig. 4(a-b-c) show the scatter plots
of the maximum discord generated between any two oscil-
lators at the end of a cycle and the total work produced
with a given set of parameters. The discord D12 between
the first two oscillators show a clear pattern: high values
of work are necessarily accompanied by large quantum dis-
cord. In order to produce work, there must be a coherent
energy transfer between the first and second oscillator that
can only happen if the two oscillators become correlated.
This is also reminiscent of synchronisation phenomena in
coupled harmonic oscillators (see for example [50–54]). In
contrast, the quantum discords of the other pairs of os-
cillators do not show such a connection, and large values
of work are not necessarily followed by large values of dis-
cord. Notice also that the discord D13 created between the
first and third oscillator is mediated through the central
oscillator.
For initial squeezed states, the results for the maximum
negativity created are shown in Fig. 4(d-e-f). As in the
case of initial thermal states, a strong entanglement be-
tween the first two oscillators is necessary for extracting
work. There also seems to be a maximum value of en-
tanglement that can be created connected to the initial
amount of squeezing of the first oscillator. Entanglement
between the second and third oscillator and between the
first and third oscillator tends to be low and correlated
to small values of total work. This suggests a minimal
involvement of the third oscillator in the work extraction.
Implementation. – Our self-contained engine can be
implemented in any experiment with controlled quantum
harmonic oscillators. Two platforms fit especially well
our proposal: trapped ions and integrated optical circuits.
With trapped ions, the role of each oscillator is played
by the ion displacement from equilibrium. The trapping
frequency and the ions distance, determining their inter-
actions, can be accurately controlled [55]. Thanks to the
advance in state engineering, it is possible to prepare the
ions in thermal and squeezed states [56].
Integrated optical circuits are another interesting can-
didate. The time evolution of a quantum oscillator can
p-5
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be mapped to the propagation of an electromagnetic field
in a single mode nanofibre. Preparation of thermal and
squeezed states has been well mastered in quantum optics
[57, 58]. The circuit proposal in Fig. 1(b) allows opti-
cal states to undergo frequency shifting and coupling via
evanescent fields which realise Hij [59]. The main dif-
ficulty with this system is to shift the frequency of the
oscillators. For frequency shifting based on acoustic-optic
effect only a modulation of a few percent can be reached
with high efficiency [60]. Frequency conversion is an active
field of research and new methods based on doped fibres
have been recently developed, allowing for a larger fre-
quency modulation but still with smaller efficiency [61–63].
Conclusions. – In this work we have designed the
simplest quantum engine made of three quantum har-
monic oscillators and performing the Otto cycle. This
machine does not require the use of external infinite ther-
mal reservoirs but it operates thanks to an initial non-
passive state. As such it can be integrated in a larger
quantum machine that needs mechanical work in a very
localised region of space. Since its resources are finite so
is its lifetime. However we have shown that the optimised
engine works for about 70 cycles before stopping, extract-
ing approximately 91% of the available energy. Our inves-
tigation confirms the common belief, although not con-
clusively proven, that quantum correlations enhance work
extraction as evidenced numerically in our Fig. 4.
Our research opens a new avenue in the study of quan-
tum thermodynamic devices with finite reservoirs. Ex-
tending the lifetime of the engine could be achieved by
coupling more oscillators onto the first and third oscilla-
tors, thus increasing the size of the energy reservoirs [64].
It has also been shown that systems coupled to a finite
reservoir can mimic the action of a system connected to
an infinite reservoir [65]. Finally, it would be interesting
to extend a program such as the one we presented here to
spin systems and many-body lattice systems.
∗ ∗ ∗
We acknowledge illuminating discussions with O. Abah,
A. Ferraro, A. Hewgill, V. Parigi, J. P. Paz and A. J.
Roncaglia. GDC thanks the CNRS and the group Theory
of Light-Matter and Quantum Phenomena of the Labo-
ratoire Charles Coulomb for hospitality during his stay
in Montpellier. BR would like to thank S. Campbell for
illuminating discussions. This work was supported by
the EU Collaborative project TherMiQ (grant agreement
618074), the John Templeton Foundation (grant ID 43467)
the French ANR (ACHN C- Flight), the UK EPSRC and
the Professor Caldwell Travel Scholarship.
REFERENCES
[1] Campisi M., Ha¨nggi P. and Talkner P., Rev. Mod.
Phys., 83 (2011) 771.
[2] Esposito M., Harbola U. and Mukamel S., Rev. Mod.
Phys., 81 (2009) 1665.
[3] Goold J., Huber M., Riera A., del Rio L. and
Skrzypczyk P., J. Phys. A: Math. Theor., 49 (2016)
143001.
[4] Vinjanampathy S. and Anders J., Contemporary
Physics, 57 (2016) 545.
[5] Millen J. and Xuereb A., New Journal of Physics, 18
(2016) 011002.
[6] Benenti G., Casati G., Saito K. and Whitney R. S.,
Physics Reports, 694 (2017) 1 .
[7] Alicki R., Journal of Physics A: Mathematical and Gen-
eral, 12 (1979) L103.
[8] Kosloff R., The Journal of Chemical Physics, 80 (1984)
1625.
[9] Scully M. O., Zubairy M. S., Agarwal G. S. and
Walther H., Science, 299 (2003) 862.
[10] Allahverdyan A. E., Serral Gracia` R. and
Nieuwenhuizen T. M., Phys. Rev. E, 71 (2005) 046106.
[11] Quan H. T., Liu Y.-x., Sun C. P. and Nori F., Phys.
Rev. E, 76 (2007) 031105.
[12] Linden N., Popescu S. and Skrzypczyk P., Phys. Rev.
Lett., 105 (2010) 130401.
[13] Venturelli D., Fazio R. and Giovannetti V., Phys.
Rev. Lett., 110 (2013) 256801.
[14] Gelbwaser-Klimovsky D., Alicki R. and Kurizki G.,
Phys. Rev. E, 87 (2013) 012140.
[15] Skrzypczyk P., Short A. J. and Popescu S., Nature
Communications, 5 (2014) 4185.
[16] Correa L. A., Palao J. P., Alonso D. and Adesso
G., Scientific Reports, 4 (2014) 3949.
[17] Del Campo A., Goold J. and Paternostro M., Sci-
entific Reports, 4 (2014) 6208.
[18] Roßnagel J., Abah O., Schmidt-Kaler F., Singer
K. and Lutz E., Phys. Rev. Lett., 112 (2014) 030602.
[19] Zhang K., Bariani F. and Meystre P., Phys. Rev.
Lett., 112 (2014) 150602.
[20] Mari A., Farace A. and Giovannetti V., Journal of
Physics B: Atomic, Molecular and Optical Physics, 48
(2015) 175501.
[21] Hardal A. U¨. and Mu¨stecaplıog˘lu O¨. E., Scientific
Reports, 5 (2015) 12953.
[22] Leggio B., Bellomo B. and Antezza M., Phys. Rev.
A, 91 (2015) 012117.
[23] Doyeux P., Leggio B., Messina R. and Antezza M.,
Phys. Rev. E, 93 (2016) 022134.
[24] Leggio B. and Antezza M., Phys. Rev. E, 93 (2016)
022122.
[25] Kosloff R. and Rezek Y., Entropy, 19 (2017) .
[26] Watanabe G., Venkatesh B. P., Talkner P. and del
Campo A., Phys. Rev. Lett., 118 (2017) 050601.
[27] Newman D., Mintert F. and Nazir A., Phys. Rev. E,
95 (2017) 032139.
[28] Bissbort U., Teo C., Guo C., Casati G., Benenti G.
and Poletti D., Phys. Rev. E, 95 (2017) 062143.
[29] Uzdin R., Gasparinetti S., Ozeri R. and Kosloff R.,
arXiv:1610.02671, (2016) .
[30] Roßnagel J., Abah O., Schmidt-Kaler F., Singer
K. and Lutz E., Phys. Rev. Lett., 112 (2014) 030602.
[31] Campisi M. and Fazio R., Nature communications, 7
(2016) 11895.
[32] Roßnagel J., Dawkins S. T., Tolazzi K. N., Abah
p-6
A self-contained quantum harmonic engine
��
�( ��
)
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘∘
∘
∘ ∘
∘∘
∘∘∘∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘ ∘ ∘
∘
∘∘
∘∘
∘∘
∘∘
∘∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘∘∘∘ ∘∘ ∘∘ ∘
∘
∘
∘
∘∘ ∘∘∘
∘∘
∘
∘∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘ ∘∘∘ ∘∘∘ ∘
∘
∘∘∘
∘
∘ ∘∘ ∘
∘
∘∘∘ ∘∘ ∘ ∘ ∘∘
∘
∘∘
∘
∘ ∘∘∘ ∘∘
∘
∘∘
∘
∘ ∘
∘
∘
∘ ∘∘∘ ∘ ∘∘ ∘∘
∘
∘
∘∘
∘ ∘ ∘
∘
∘
∘
∘ ∘
∘
∘∘∘ ∘∘∘
∘∘
∘ ∘∘ ∘
∘
∘
∘
∘
∘ ∘∘∘∘∘ ∘∘ ∘∘ ∘ ∘∘∘∘ ∘∘∘ ∘ ∘ ∘ ∘∘∘ ∘∘ ∘∘∘ ∘∘ ∘ ∘∘
∘
∘∘ ∘ ∘∘∘ ∘∘ ∘∘ ∘
∘
∘∘ ∘ ∘∘ ∘ ∘∘ ∘∘ ∘ ∘∘∘∘ ∘ ∘∘ ∘∘ ∘∘ ∘∘∘ ∘ ∘∘
∘ ∘ ∘∘ ∘ ∘∘ ∘∘∘∘
∘∘ ∘∘ ∘ ∘∘ ∘∘∘ ∘∘ ∘∘ ∘ ∘ ∘ ∘∘ ∘ ∘∘
∘ ∘∘∘ ∘∘∘∘ ∘ ∘∘ ∘∘ ∘ ∘∘
∘
∘ ∘∘
∘
∘ ∘∘∘ ∘∘∘∘ ∘ ∘ ∘∘∘ ∘∘ ∘∘∘∘ ∘ ∘∘ ∘∘∘
∘ ∘∘
∘
∘∘ ∘ ∘∘ ∘∘ ∘∘
∘∘
∘∘∘ ∘∘ ∘∘ ∘
∘
∘∘ ∘∘ ∘∘∘ ∘∘∘ ∘∘∘∘ ∘∘ ∘ ∘∘
∘∘ ∘∘∘ ∘∘
0 20 40 60 80
0.0
0.2
0.4
0.6
0.8
∘
∘
∘ ∘
∘∘
∘∘∘∘
∘∘ ∘∘
∘
∘∘ ∘∘∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘ ∘
∘∘
∘∘ ∘∘∘ ∘
∘∘∘
∘∘∘ ∘
∘ ∘∘∘
∘
∘∘
∘∘ ∘∘ ∘
∘
∘∘∘ ∘∘ ∘∘ ∘∘ ∘
∘
∘∘∘∘
∘∘ ∘∘∘
∘
∘ ∘
∘
∘∘∘∘∘
∘ ∘ ∘∘ ∘
∘
∘∘∘ ∘ ∘∘
∘∘
∘ ∘
∘
∘ ∘∘ ∘∘∘ ∘∘ ∘∘ ∘
∘∘ ∘
∘
∘ ∘∘
∘
∘
∘∘ ∘∘ ∘
∘
∘
∘
∘∘ ∘
∘
∘
∘∘
∘∘ ∘∘∘∘
∘∘∘ ∘∘∘ ∘∘∘∘ ∘ ∘∘ ∘∘ ∘
∘
∘
∘
∘∘
∘ ∘∘∘∘
∘
∘∘
∘ ∘∘∘∘ ∘
∘
∘ ∘ ∘∘∘∘
∘
∘∘ ∘ ∘ ∘∘∘
∘∘ ∘∘ ∘∘∘∘ ∘∘ ∘∘ ∘ ∘∘∘
∘ ∘ ∘∘∘ ∘
∘
∘
∘∘ ∘ ∘
∘
∘
∘∘
∘ ∘ ∘∘ ∘∘
∘
∘ ∘∘ ∘∘
∘
∘ ∘ ∘∘ ∘∘∘ ∘∘
∘∘ ∘ ∘∘∘ ∘∘ ∘∘∘ ∘ ∘∘∘ ∘ ∘∘ ∘ ∘ ∘∘ ∘∘∘∘∘ ∘
∘∘∘ ∘∘
∘
∘∘
∘
∘∘∘ ∘∘∘ ∘ ∘ ∘∘ ∘∘ ∘∘ ∘
∘
∘
∘∘ ∘∘
∘
∘∘∘ ∘ ∘∘ ∘∘∘
∘∘ ∘∘ ∘ ∘∘∘ ∘∘∘
∘ ∘∘ ∘∘ ∘∘∘
∘∘
∘∘ ∘∘ ∘∘
∘∘∘ ∘∘ ∘∘∘ ∘∘ ∘∘∘ ∘∘ ∘ ∘∘∘ ∘∘∘ ∘∘∘ ∘∘∘∘ ∘∘ ∘∘
∘ ∘∘ ∘
∘∘
∘
∘ ∘ ∘∘
∘∘∘∘ ∘
∘∘∘ ∘∘ ∘ ∘∘ ∘∘∘∘∘
∘ ∘∘ ∘ ∘∘
∘
∘
∘∘
∘
∘ ∘∘ ∘∘ ∘∘∘ ∘∘∘ ∘∘ ∘∘ ∘∘ ∘∘∘∘∘ ∘∘ ∘∘
∘∘∘ ∘ ∘∘∘
∘ ∘∘
∘ ∘ ∘∘∘ ∘∘∘
∘∘ ∘∘
∘∘∘ ∘∘ ∘ ∘∘ ∘ ∘∘ ∘ ∘∘ ∘
∘
∘∘ ∘ ∘∘ ∘ ∘ ∘∘∘∘ ∘∘
∘∘ ∘ ∘∘∘ ∘
∘∘∘∘ ∘ ∘∘∘ ∘∘ ∘∘∘
∘∘ ∘∘∘ ∘∘
∘ ∘∘
∘
∘∘
0 20 40 60 80
0.82
0.84
0.86
0.88
0.90
(�)
||/ω�
��
�( ��
)
∘
∘∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘∘
∘
∘∘
∘
∘∘
∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘∘
∘
∘∘∘ ∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘∘∘ ∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘∘∘
∘
∘
∘
∘∘ ∘
∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘∘
∘∘∘
∘
∘∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘∘∘ ∘
∘
∘ ∘
∘
∘
∘∘
∘ ∘
∘
∘
∘∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘∘∘
∘∘∘
∘
∘
∘∘
∘
∘∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘ ∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘ ∘ ∘
∘
∘
∘∘
∘
∘ ∘∘
∘ ∘∘
∘
∘
∘∘
∘∘
∘
∘∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘∘
∘
∘ ∘∘
∘ ∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘ ∘
∘
∘∘
∘
∘∘ ∘
∘ ∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘∘
∘∘
∘
∘∘
∘ ∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘∘ ∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘∘ ∘∘
∘∘
∘
∘
∘
∘
∘
∘∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘ ∘
∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘
∘
∘ ∘∘
∘
∘
∘∘
∘ ∘
∘ ∘∘
∘
∘ ∘
∘ ∘
∘
∘
∘∘∘∘
∘
∘
∘ ∘
∘ ∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘
∘∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘ ∘ ∘∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘
∘∘∘∘
∘
∘
∘∘
∘∘
∘
∘∘
∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘ ∘ ∘ ∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘ ∘
∘∘
∘ ∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘∘ ∘∘
∘∘
∘
∘∘
∘ ∘∘
∘
∘∘
∘∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘∘∘∘
∘
∘∘
∘
∘∘
∘
∘ ∘
∘
∘
∘ ∘∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘
∘ ∘
∘
∘
∘
∘ ∘∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
∘ ∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘ ∘
∘
∘
∘
∘ ∘∘
∘
∘
∘ ∘∘
∘ ∘
∘
∘
∘∘
∘∘
∘ ∘∘
∘∘
∘∘
∘ ∘ ∘
∘∘ ∘
∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘∘
∘∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘∘
∘
∘
∘ ∘
∘ ∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘∘∘
∘
∘ ∘ ∘ ∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘∘ ∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘∘ ∘∘
∘∘
∘
∘∘ ∘
∘∘
∘∘
∘ ∘
∘ ∘
∘
∘
∘∘
∘
∘ ∘
∘∘
∘
∘
∘ ∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘
∘ ∘
∘ ∘∘
∘∘
∘ ∘
∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘∘∘
∘∘
∘ ∘∘
∘ ∘∘ ∘
∘∘
∘∘∘
∘
∘
∘
∘
∘
∘∘
∘
∘∘
∘ ∘∘
∘∘ ∘
∘ ∘ ∘∘
∘
∘ ∘ ∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘∘∘ ∘ ∘
∘
∘ ∘
∘
∘
∘∘ ∘∘∘ ∘∘ ∘
∘
∘∘ ∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘
∘ ∘
∘∘ ∘
∘
∘
∘
∘
∘
∘∘ ∘∘
∘
∘
∘
∘
∘∘ ∘∘ ∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘ ∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘∘∘∘
∘
∘∘
∘ ∘
∘∘
∘
∘
∘∘
∘ ∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘ ∘
∘∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘ ∘∘ ∘
∘
∘
∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘∘∘
∘
∘
∘∘
∘
∘
∘
∘ ∘∘
∘
∘∘ ∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘∘
∘
∘
∘ ∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘∘ ∘∘ ∘ ∘
∘
∘ ∘∘ ∘∘
∘∘
∘∘∘
∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘ ∘∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘ ∘ ∘
∘ ∘
∘
∘
∘
∘ ∘∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘ ∘
∘
∘∘
∘ ∘
∘
∘
∘∘ ∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘ ∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘∘ ∘∘
∘∘
∘∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘∘
∘
∘ ∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘∘ ∘
∘
∘
∘
∘
∘ ∘∘ ∘
∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
0 20 40 60 80
0.0
0.2
0.4
0.6
0.8 (b)
||/ω�
��
�( ��
)
∘
∘∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘
∘∘
∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘ ∘∘∘
∘
∘∘
∘
∘∘∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘∘ ∘
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘∘
∘
∘
∘∘ ∘∘
∘
∘∘ ∘
∘∘
∘
∘
∘ ∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘
∘
∘∘
∘∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘ ∘∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
∘∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘ ∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘∘
∘ ∘ ∘
∘ ∘
∘
∘∘
∘
∘∘
∘∘ ∘ ∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘
∘
∘
∘ ∘∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘ ∘
∘
∘
∘∘ ∘ ∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘ ∘
∘∘
∘
∘ ∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘ ∘
∘
∘∘∘
∘
∘∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘∘
∘∘
∘ ∘∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘∘
∘
∘
∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘ ∘
∘∘ ∘
∘ ∘
∘
∘
∘∘
∘∘ ∘ ∘
∘∘
∘
∘
∘
∘
∘
∘∘
∘∘
∘
∘ ∘∘ ∘
∘ ∘
∘∘
∘ ∘
∘∘
∘∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘∘
∘ ∘∘
∘∘
∘
∘
∘
∘∘∘
∘∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘∘∘
∘∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘ ∘∘
∘
∘
∘
∘∘ ∘
∘
∘
∘∘
∘ ∘
∘ ∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘∘∘∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘∘
∘∘∘ ∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘ ∘∘
∘
∘
∘∘
∘∘
∘
∘
∘
∘∘ ∘ ∘
∘∘ ∘
∘∘∘
∘∘
∘
∘∘
∘
∘
∘ ∘
∘∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘ ∘∘
∘
∘
∘ ∘
∘ ∘∘∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘∘∘ ∘
∘ ∘
∘∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘∘ ∘
∘∘
∘
∘
∘ ∘∘
∘
∘
∘∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘ ∘
∘ ∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘ ∘ ∘
∘ ∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘∘
∘
∘
∘∘∘
∘∘
∘
∘∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘∘
∘ ∘
∘∘
∘ ∘
∘
∘ ∘
∘∘
∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘ ∘∘ ∘∘ ∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘
∘
∘
∘∘
∘
∘
∘∘
∘ ∘∘
∘∘∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘
∘ ∘∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘∘∘∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘∘
∘
∘∘
∘
∘∘
∘
∘∘
∘
∘
∘∘ ∘ ∘ ∘∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘ ∘
∘
∘
∘∘∘
∘
∘ ∘
∘
∘∘∘
∘∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘ ∘
∘
∘
∘
∘
∘ ∘
∘∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘ ∘∘
∘∘ ∘∘ ∘
∘
∘
∘
∘ ∘∘
∘
∘
∘
∘∘ ∘
∘ ∘
∘
∘
∘ ∘∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘
∘∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘ ∘∘
∘∘
∘
∘
∘
∘
∘
∘
∘∘ ∘ ∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘ ∘∘ ∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘∘∘∘
∘
∘
∘
∘∘
∘
∘
∘ ∘∘
∘ ∘∘
∘∘
∘∘
∘∘
∘∘
∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘ ∘∘
∘ ∘
∘∘
∘∘
∘
∘
∘
∘ ∘
∘
∘∘ ∘
∘
∘
∘ ∘
∘
∘
∘∘ ∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘∘
∘∘
0 20 40 60 80
0.0
0.2
0.4
0.6
0.8 (c)
||/ω�
��
�(ℰ ��) ∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘∘
∘∘ ∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘
∘
∘∘∘
∘ ∘∘
∘
∘∘
∘
∘∘
∘ ∘
∘ ∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘ ∘
∘ ∘∘ ∘ ∘
∘ ∘
∘ ∘∘
∘
∘∘
∘ ∘
∘∘
∘ ∘∘
∘
∘
∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘∘
∘
∘∘
∘
∘∘ ∘∘
∘
∘
∘∘ ∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘ ∘∘ ∘∘
∘
∘
∘
∘
∘
∘
∘ ∘∘ ∘∘∘ ∘∘∘
∘∘∘∘
∘
∘∘
∘
∘
∘∘ ∘∘ ∘∘∘
∘
∘
∘
∘
∘
∘∘∘ ∘∘∘
∘
∘ ∘∘
∘
∘ ∘ ∘
∘ ∘
∘
∘ ∘
∘
∘∘
∘ ∘
∘
∘∘
∘∘∘
∘
∘
∘∘∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘
∘
∘∘
∘ ∘∘
∘
∘
∘∘∘
∘
∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘∘ ∘
∘ ∘∘
∘
∘
∘
∘ ∘∘
∘
∘∘∘∘
∘
∘ ∘∘
∘
∘∘∘ ∘ ∘
∘
∘ ∘∘
∘ ∘
∘ ∘∘
∘
∘
∘
∘ ∘∘ ∘
∘∘
∘
∘
∘∘
∘
∘
∘∘ ∘∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘∘
∘∘∘
∘
∘∘∘
∘
∘
∘ ∘
∘
∘ ∘
∘∘∘∘
∘∘
∘ ∘∘∘
∘
∘ ∘
∘∘
∘∘
∘∘
∘
∘∘ ∘∘∘∘ ∘ ∘∘∘∘
∘∘∘ ∘∘
∘∘ ∘ ∘∘ ∘
∘
∘
∘
∘
∘∘
∘∘∘ ∘∘ ∘ ∘
∘
∘∘∘ ∘∘
∘∘∘
∘
∘∘
∘∘ ∘∘
∘∘
∘
∘
∘
∘ ∘
∘ ∘
∘ ∘∘
∘
∘∘ ∘∘∘
∘
∘∘
∘
∘
∘
∘∘
∘∘ ∘
∘
∘
∘∘∘
∘
∘ ∘∘∘ ∘∘ ∘
∘∘∘ ∘
∘
∘
∘∘∘ ∘
∘
∘
∘∘∘
∘∘
∘
∘
∘
∘
∘∘
∘
∘∘ ∘
∘
∘ ∘∘
∘
∘∘
∘
∘ ∘∘
∘
∘
∘
∘∘
∘
∘
∘∘ ∘
∘
∘ ∘∘∘
∘ ∘
∘ ∘
∘ ∘ ∘ ∘∘ ∘
∘
∘
∘
∘ ∘
∘
∘ ∘∘ ∘
∘∘ ∘∘∘
∘∘
∘∘∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘ ∘
∘
∘ ∘∘
∘ ∘∘
∘ ∘
∘
∘ ∘∘∘ ∘
∘∘∘
∘ ∘∘
∘∘
∘∘∘ ∘∘∘ ∘∘ ∘∘∘
∘ ∘
∘∘
∘
∘ ∘∘
∘∘
∘
∘
∘ ∘
∘∘ ∘∘∘
∘∘
∘ ∘
∘ ∘∘
∘
∘∘
∘ ∘∘
∘∘ ∘∘ ∘∘
∘ ∘ ∘∘ ∘ ∘ ∘∘ ∘
∘
∘∘
∘∘
∘∘
∘ ∘
∘
∘ ∘
∘∘
∘
∘ ∘
∘∘
∘
∘ ∘∘
∘
∘
∘
∘
∘ ∘∘
∘
∘∘ ∘
∘∘∘∘ ∘∘
∘∘∘ ∘
∘
∘
∘
∘∘ ∘
∘
∘∘∘
∘
∘ ∘ ∘∘∘
∘∘ ∘∘
∘
∘∘
∘
∘
∘∘
∘∘
∘
∘
∘ ∘
∘∘ ∘
∘ ∘
∘
∘ ∘∘∘∘
∘
∘ ∘∘ ∘∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘∘∘∘ ∘∘∘∘
∘ ∘
∘∘∘
∘
∘
∘
∘
∘∘∘ ∘∘∘ ∘∘∘∘ ∘
∘
∘
∘ ∘∘
∘
∘∘∘
∘
∘
∘
∘
∘
∘∘∘ ∘
∘
∘
∘ ∘ ∘
∘∘∘
∘∘
∘
∘∘ ∘
∘
∘∘∘
∘∘∘
∘
∘∘
∘ ∘
∘∘
∘ ∘
∘
∘∘
∘∘
∘∘
∘∘ ∘
∘
∘
∘∘ ∘
∘∘ ∘ ∘
∘
∘∘∘ ∘ ∘∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘ ∘∘ ∘ ∘
∘ ∘ ∘∘
∘ ∘∘
∘∘
∘
∘ ∘∘ ∘
∘
∘∘
∘∘
∘
∘ ∘∘∘ ∘∘
∘ ∘∘∘
∘
∘∘∘ ∘
∘
∘
∘
∘ ∘ ∘
∘∘∘
∘
∘ ∘∘ ∘
∘ ∘∘ ∘
∘ ∘
∘
∘ ∘
∘
∘ ∘
∘
∘
∘ ∘∘
∘
∘∘ ∘∘
∘ ∘ ∘∘ ∘∘∘
∘∘∘∘ ∘∘∘
∘
∘∘
∘
∘
∘∘∘∘
∘∘
∘∘
∘ ∘
∘ ∘
∘
∘∘ ∘∘ ∘
∘ ∘∘
∘ ∘
∘
∘ ∘ ∘
∘
∘∘ ∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘∘∘
∘
∘∘
∘ ∘
∘
∘
∘
∘ ∘
∘
∘
∘
∘ ∘ ∘∘∘
∘
∘∘ ∘∘ ∘
∘∘
∘
∘ ∘∘ ∘
∘
∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘∘ ∘
∘
∘
∘
∘∘∘
∘
∘
∘ ∘
∘∘∘
∘
∘ ∘ ∘∘ ∘∘ ∘∘
∘
∘
∘
∘
∘∘
∘ ∘
∘∘∘∘ ∘ ∘
∘∘
∘∘∘
∘
∘
∘ ∘∘
∘ ∘
∘ ∘
∘
∘∘∘
∘∘∘∘∘
∘
∘
∘ ∘∘∘∘
∘
∘
∘
∘∘
∘
∘
∘∘ ∘∘
∘ ∘
∘∘∘
∘
∘
∘∘
∘
∘
∘
∘∘ ∘∘
∘∘∘
∘ ∘∘∘ ∘
∘∘
∘
∘∘
∘ ∘ ∘
∘∘∘∘∘ ∘∘
∘∘
∘
∘ ∘∘
∘
∘∘ ∘
∘
∘∘
∘ ∘∘
∘∘∘ ∘
∘∘ ∘
∘∘
∘∘
∘
∘
∘∘ ∘
∘
∘
∘∘ ∘
∘
∘∘ ∘∘ ∘
∘
∘∘
∘∘
∘
∘
∘
∘
∘ ∘
∘∘
∘ ∘ ∘
∘
∘
∘∘ ∘ ∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘
∘ ∘
∘ ∘
∘
∘
∘∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘
∘∘
∘
∘ ∘ ∘ ∘∘
∘
∘
∘∘
∘∘
∘ ∘ ∘
∘ ∘∘
∘∘
∘ ∘ ∘∘ ∘∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘∘
∘
∘
∘
∘
∘∘ ∘ ∘∘∘
∘
∘
∘
∘∘
∘ ∘∘
∘ ∘
∘∘
∘
∘ ∘∘ ∘∘∘
∘ ∘
∘ ∘
∘
∘ ∘∘∘
∘
∘ ∘
∘ ∘∘
∘
∘ ∘∘
∘∘
∘ ∘
∘
∘
∘ ∘∘ ∘∘ ∘
∘∘
∘ ∘
∘
∘
∘∘
∘ ∘∘
∘ ∘
∘ ∘
∘
∘∘ ∘
∘
∘∘∘
∘∘
∘
∘ ∘∘ ∘ ∘
∘ ∘
∘∘ ∘ ∘∘∘
∘
∘∘ ∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘∘
∘
∘∘∘
∘ ∘
∘
∘
∘ ∘
∘
∘∘∘∘ ∘
∘
∘∘ ∘
∘ ∘
∘∘ ∘∘∘
0 20 40 60 80
0.0
0.5
1.0
1.5
2.0
2.5
3.0
(d)
||/ω�
��
�(ℰ ��)
∘∘ ∘∘∘ ∘∘ ∘∘ ∘∘ ∘ ∘∘
∘
∘
∘∘
∘∘∘ ∘∘
∘
∘ ∘∘ ∘∘ ∘∘ ∘∘ ∘∘∘ ∘∘∘ ∘ ∘
∘
∘ ∘
∘ ∘∘ ∘ ∘ ∘∘
∘
∘
∘ ∘∘ ∘ ∘∘
∘
∘
∘
∘ ∘ ∘
∘ ∘
∘
∘ ∘ ∘∘ ∘∘
∘
∘ ∘∘ ∘∘∘ ∘∘
∘
∘ ∘∘ ∘∘∘∘
∘
∘ ∘∘∘ ∘ ∘∘ ∘∘ ∘∘
∘
∘ ∘∘∘∘
∘
∘ ∘
∘
∘∘ ∘∘ ∘
∘
∘∘ ∘∘ ∘∘∘ ∘∘
∘
∘∘ ∘
∘∘∘ ∘ ∘∘∘∘ ∘
∘ ∘
∘∘ ∘∘∘ ∘ ∘
∘
∘∘∘∘∘
∘
∘∘∘ ∘ ∘∘
∘
∘
∘ ∘∘ ∘∘
∘ ∘
∘ ∘∘ ∘∘
∘
∘ ∘
∘
∘∘
∘
∘
∘∘
∘
∘ ∘ ∘
∘
∘
∘∘
∘
∘∘ ∘ ∘∘
∘
∘
∘
∘ ∘∘
∘∘
∘∘ ∘ ∘
∘
∘ ∘∘
∘
∘∘ ∘ ∘∘∘ ∘ ∘ ∘
∘ ∘
∘ ∘∘ ∘∘ ∘∘∘ ∘ ∘∘ ∘∘ ∘ ∘ ∘∘∘
∘
∘ ∘∘
∘ ∘∘ ∘ ∘ ∘ ∘
∘
∘ ∘∘ ∘ ∘
∘
∘
∘
∘ ∘∘ ∘
∘
∘
∘
∘∘
∘ ∘∘
∘∘ ∘∘ ∘∘∘∘∘ ∘∘ ∘
∘
∘ ∘
∘∘
∘
∘∘
∘
∘ ∘ ∘
∘ ∘
∘
∘
∘ ∘∘ ∘
∘
∘ ∘∘ ∘∘∘ ∘∘ ∘
∘
∘ ∘∘ ∘∘ ∘
∘
∘ ∘∘∘
∘
∘∘ ∘∘
∘
∘
∘ ∘∘∘∘ ∘∘ ∘∘∘ ∘
∘
∘ ∘ ∘
∘
∘ ∘∘ ∘ ∘∘∘ ∘∘
∘
∘∘∘ ∘∘
∘
∘
∘
∘∘
∘
∘
∘
∘∘ ∘∘∘ ∘∘
∘∘ ∘∘
∘
∘
∘ ∘∘
∘
∘∘ ∘
∘
∘
∘
∘
∘
∘∘∘ ∘ ∘
∘
∘ ∘∘
∘ ∘∘ ∘
∘
∘∘∘ ∘∘
∘
∘
∘
∘ ∘∘
∘
∘∘ ∘∘∘ ∘
∘
∘∘
∘
∘
∘
∘
∘ ∘∘ ∘∘∘ ∘∘∘
∘ ∘
∘∘
∘
∘
∘
∘
∘
∘ ∘∘∘∘ ∘
∘
∘
∘
∘∘ ∘
∘∘
∘
∘ ∘∘ ∘
∘ ∘
∘∘
∘
∘
∘ ∘
∘∘ ∘∘ ∘∘∘
∘
∘
∘
∘
∘ ∘
∘∘∘ ∘
∘
∘∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘ ∘ ∘∘ ∘∘ ∘∘ ∘ ∘
∘
∘
∘
∘
∘∘∘
∘ ∘∘∘
∘
∘
∘
∘ ∘ ∘ ∘
∘
∘
∘∘
∘ ∘∘∘
∘
∘∘ ∘∘∘∘ ∘
∘ ∘
∘∘
∘
∘∘
∘
∘ ∘
∘∘ ∘
∘
∘∘∘ ∘∘
∘
∘
∘
∘
∘
∘
∘∘ ∘∘∘
∘
∘ ∘
∘
∘ ∘∘ ∘
∘∘
∘
∘ ∘ ∘
∘ ∘ ∘∘
∘
∘
∘
0 20 40 60 80
0.0
0.5
1.0
1.5
2.0
2.5
3.0 (e)
||/ω�
��
�(ℰ ��)
∘∘
∘
∘ ∘ ∘∘∘ ∘ ∘
∘
∘∘∘ ∘ ∘∘
∘
∘∘ ∘∘∘ ∘∘ ∘ ∘∘∘ ∘∘∘∘∘
∘ ∘ ∘∘∘∘∘ ∘
∘
∘ ∘ ∘
∘
∘∘∘ ∘∘ ∘∘ ∘∘ ∘ ∘∘ ∘
∘∘ ∘∘∘
∘
∘∘
∘
∘∘
∘
∘∘∘
∘∘
∘∘ ∘∘∘ ∘∘ ∘ ∘ ∘
∘ ∘∘∘ ∘ ∘∘∘ ∘∘∘ ∘
∘
∘ ∘∘ ∘ ∘∘∘ ∘∘
∘
∘∘∘ ∘
∘∘∘ ∘∘ ∘∘ ∘∘
∘
∘∘∘ ∘ ∘∘
∘
∘∘ ∘ ∘∘ ∘∘∘∘ ∘∘
∘
∘ ∘∘∘
∘
∘∘
∘∘ ∘ ∘∘ ∘
∘
∘∘ ∘
∘
∘∘ ∘∘ ∘
∘
∘∘ ∘
∘∘ ∘∘
∘
∘
∘ ∘
∘
∘ ∘∘
∘ ∘ ∘∘∘ ∘ ∘
∘
∘
∘
∘∘∘ ∘∘ ∘∘∘ ∘
∘
∘∘ ∘∘∘ ∘
∘
∘∘ ∘ ∘∘ ∘
∘
∘∘
∘
∘
∘ ∘
∘∘ ∘∘ ∘ ∘∘
∘
∘
∘ ∘ ∘
∘
∘ ∘ ∘∘ ∘
∘
∘∘∘ ∘∘ ∘
∘
∘∘ ∘∘∘ ∘∘∘∘∘
∘
∘ ∘∘∘∘ ∘
∘
∘∘∘
∘ ∘
∘∘ ∘∘∘ ∘
∘
∘∘ ∘ ∘∘ ∘ ∘∘ ∘∘ ∘ ∘∘ ∘∘∘∘
∘∘
∘
∘
∘∘
∘
∘
∘
∘ ∘ ∘
∘∘
∘
∘∘ ∘∘ ∘ ∘ ∘ ∘∘
∘
∘∘∘ ∘
∘
∘∘∘ ∘ ∘∘
∘
∘
∘ ∘
∘
∘∘ ∘
∘
∘ ∘∘
∘
∘
∘ ∘∘ ∘
∘
∘∘
∘
∘∘ ∘ ∘
∘
∘ ∘∘
∘∘∘ ∘∘ ∘ ∘∘∘ ∘
∘ ∘∘ ∘∘
∘
∘
∘
∘
∘
∘
∘
∘
∘
∘ ∘∘∘∘∘ ∘∘ ∘∘∘∘
∘
∘∘ ∘∘
∘∘ ∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘∘
∘
∘∘ ∘
∘
∘
∘∘
∘
∘∘ ∘
∘∘ ∘ ∘∘∘
∘∘∘ ∘ ∘
∘
∘
∘
∘
∘∘
∘
∘
∘∘∘ ∘ ∘
∘ ∘∘ ∘
∘
∘∘ ∘∘
∘ ∘
∘
∘ ∘
∘
∘
∘
∘ ∘∘ ∘∘ ∘
∘
∘∘∘ ∘∘
∘∘∘ ∘ ∘
∘ ∘∘ ∘∘∘ ∘ ∘∘
∘ ∘∘∘∘
∘
∘∘
∘
∘∘ ∘
∘
∘ ∘ ∘∘∘∘
∘
∘ ∘∘
∘
∘
∘ ∘∘∘
∘ ∘
∘
∘∘
∘
∘
∘
∘∘∘ ∘∘ ∘ ∘
∘
∘∘ ∘∘
∘
∘
∘ ∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘∘
∘ ∘∘ ∘
∘
∘
∘
∘
∘
∘ ∘ ∘ ∘
∘
∘∘
∘
∘ ∘
∘
∘
∘ ∘∘
∘
∘ ∘ ∘
∘
∘ ∘
∘
∘
∘ ∘
∘∘
∘
∘∘
∘ ∘ ∘∘
∘
∘ ∘∘ ∘ ∘ ∘ ∘
∘ ∘∘
∘ ∘∘ ∘
∘∘ ∘ ∘∘
∘∘
∘
∘∘ ∘ ∘
∘
∘
∘ ∘ ∘
∘
∘∘ ∘
∘
∘ ∘∘
∘ ∘
∘∘ ∘ ∘
∘
∘
∘∘ ∘∘
∘∘∘ ∘
∘ ∘ ∘ ∘ ∘
∘ ∘∘ ∘ ∘
∘
∘
∘
∘∘
∘ ∘
∘∘
∘
∘ ∘∘ ∘∘∘
∘∘
∘∘
∘∘
∘
∘∘
∘∘
∘
∘
∘
∘
∘
∘ ∘
∘
∘ ∘ ∘
∘
∘
∘∘
∘
∘∘
∘
∘ ∘∘
∘∘ ∘∘∘∘ ∘ ∘
∘ ∘
∘∘ ∘ ∘
∘
∘ ∘∘∘
∘∘
∘
∘
∘∘ ∘∘
∘∘∘∘ ∘∘ ∘∘
∘
∘ ∘ ∘∘∘ ∘∘ ∘
∘
∘ ∘∘ ∘
∘
∘ ∘∘ ∘
∘ ∘
∘∘∘∘ ∘
∘
∘∘ ∘
∘
∘∘ ∘ ∘ ∘∘ ∘ ∘∘
∘
∘∘ ∘
∘
∘
∘ ∘
∘∘
∘∘∘ ∘
∘
∘
∘ ∘∘∘ ∘ ∘
∘ ∘
∘
∘
∘
∘
∘
∘∘ ∘ ∘
∘
∘ ∘
∘ ∘∘∘
∘
∘∘ ∘ ∘∘
∘
∘∘ ∘∘ ∘
∘
∘ ∘∘ ∘
∘
∘
∘ ∘ ∘
∘ ∘
∘ ∘
∘ ∘
∘
∘
∘
∘∘
∘
∘
∘∘
∘
0 20 40 60 80
0.0
0.5
1.0
1.5
2.0
2.5
3.0 (f)
||/ω�
Fig. 4: Scatter plots of quantum correlations versus the total work extracted in thermal machines with random parameters.
Panels (a-b-c) show the maximum quantum discord between the first and second oscillators (a), second and third (b) and first
and third (c). Panels (d-e-f) show the maximum logarithmic negativity between the first and second oscillators (d), second and
third (e) and first and third (f).
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Supplementary Material
Evolution operators for the various strokes. – In this section we find analytically the evolution operators
needed to evolve the covariance matrix in time. To this end we need to solve the Lyapunov equation σ˙(t) = Aσ(t) +
σ(t)AT . For a time independent Hamiltonian, i.e. the matrix A is constant, the solution is simply:
σ(t) = exp(At)σ(0) exp(AT t) (12)
This is the case of the heating and cooling strokes when two resonant oscillators are coupled. When the first and
second oscillators, both at frequency ω1, are coupled α12 6= 0 and α23 = 0. The matrix A reads:
A =

0 0 0 1 α12/ω1 0
0 0 0 α12/ω1 1 0
0 0 0 0 0 1
−ω21 −α12ω1 0 0 0 0
−α12ω1 −ω21 0 0 0 0
0 0 −ω23 0 0 0
 (13)
and we obtain:
exp(At) =
cosα12t cosω1t − sinα12t sinω1t 0 1/ω1 cosα12t sinω1t 1/ω1 sinα12t cosω1t 0
− sinα12t sinω1t cosα12t cosω1t 0 1/ω1 sinα12t cosω1t 1/ω1 cosα12t sinω1t 0
0 0 cosω3t 0 0 1/ω3 sinω3t
−ω1 cosα12t sinω1t −ω1 sinα12t cosω1t 0 cosα12t cosω1t − sinα12t sinω1t 0
−ω1 sinα12t cosω1t −ω1 cosα12t sinω1t 0 − sinα12t sinω1t cosα12t cosω1t 0
0 0 −ω3 sinω3t 0 0 cosω3t

(14)
A similar expression for A and expAt is obtained as well when α23 6= 0, α12 = 0 and ω2 = ω3.
Now let us consider the compression/expansion strokes. In this case the oscillators are uncoupled and the second
oscillator is subject to a time-dependent frequency. The reordered Hamiltonian matrix is:
A(t) =
(
03 13
−ω2(t) 03
)
(15)
where 03 and 13 are the 3× 3 zero and identity matrices, respectively, while ω2(t) = diag(ω21 , ω22(t), ω23). The solution
to the Lyapunov equation (1) is thus σ(t) = Uσ(0)UT , where:
U =
(
a b
c d
)
(16)
and
a = diag(cosω1t, y(t), cosω3t) (17)
b = diag(1/ω1 sinω1t, x(t), 1/ω3 sinω3t) (18)
c = a˙ (19)
d = b˙ (20)
The functions x(t) and y(t) fulfil the equations:
x¨(t) = −ω22x(t), x(0) = 0, x˙(0) = 1 (21)
y¨(t) = −ω22y(t), y(0) = 1, y˙(0) = 0 (22)
These equations can be solved analytically for the schedule ω22(t) = ω
2
in + (ω
2
fin − ω2in)t/τ . Their solutions are given in
terms of Airy functions:
x(t) = −pi
(
τ
ω2in − ω2fin
)1/3
{Ai[z(t)] Bi(w)−Ai(w) Bi[z(t)]} (23)
y(t) = −pi {Bi[z(t)] Ai′(w)−Ai[z(t)] Bi′(w)} (24)
p-9
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where
w = −ω2in
[
τ
ω2in − ω2fin
]2/3
(25)
z(t) = −ω22(t)
[
τ
ω2in − ω2fin
]2/3
(26)
In our calculations we specialise to two extreme cases, one in the limit τ → 0 in which case we simply have U = 16
and the other for very slow ramp: τ  max(ω−1in , ω−1fin ). In this case we can use the asymptotic expansion of the Airy
functions for large arguments. Under this approximation the evolution operator takes the form:
U =

cosω1τ 0 0 1/ω1 sinω1τ 0 0
0
√
ωin
ωfin
cosφ 0 0 sinφ√ωinωfin 0
0 0 cosω3τ 0 0 1/ω3 sinω3τ
−ω1 sinω1τ 0 0 cosω1τ 0 0
0 −√ωinωfin sinφ 0 0
√
ωfin
ωin
cosφ 0
0 0 −ω3 sinω3τ 0 0 cosω3τ

(27)
where we have set
φ =
2
3
τ
ω2fin + ωinωfin + ω
2
fin
ωfin + ωin
. (28)
Equation (27) can be interpreted as the evolution operator for the free evolution of oscillators 1 and 3 with their
respective frequencies for a time τ times a squeezing operator dependent on the ratio ωin/ωfin combined with a phase
space rotation with angle φ.
Definition of Gaussian discord. – In this section we will give a brief mathematical definition of Gaussian
discord [44–48]. For convenience, we use a different ordered basis from the main text, R˜ = (x1, p1, x2, p2), and recall
that the elements of a covariance matrix of two oscillators are defined as σαβ = 1/2〈R˜αR˜β + R˜αR˜β〉 − 〈R˜α〉〈R˜β〉. For
a bipartite covariance matrix in this basis,
σ =
(
A C
CT B
)
, (29)
where A, B and C are 2 × 2 matrices, the matrix A (B) relates only to the mean values in subsystem 1 (2) and the
matrix C relates to correlations in these mean values. The Gaussian quantum discord of this state can then written
as
D = h
(√
I2
)
− h(d−)− h(d+) + h
(√
Emin
)
(30)
where we have
h(x) =
(
x+ 1
2
)
log
(
x+ 1
2
)
−
(
x− 1
2
)
log
(
x− 1
2
)
, (31)
d2± =
1
2
(
λ±
√
λ2 − 4I4
)
, (32)
λ =I1 + I2 + 2I3 (33)
for I1 = det(A), I2 = det(B), I3 = det(C) and I4 = det(σ). The quantity Emin is given by the following formula:
Emin =

(
|I3|+
√
I23−(I1−4I4)(I2−1/4)
2(I2−1/4)
)2
if (I1I2 − I4)2 ≤ (I1 + 4I4)(I2 + 1/4)I23
1
I2
(
I1I2 − I23 + I4 −
√
(I1I2 + I4 − I23 )2 − 4I1I2I4
)
otherwise
. (34)
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Fig. 5: The internal energy dynamics for the first (a), second (b) and third (c) oscillators.
Internal energy and quantum correlations for the optimised many-cycle engine. – In this section, we
present the internal energy dynamics of each oscillator for the optimised many cycle case presented in the main text.
We also analyse the discord dynamics between each of the oscillators. The parameters used are ω3 = 0.1ω1, τcomp =
85ω−11 , τH = 0.59ω
−1
1 , τC = 0.9996ω
−1
1 , α12 = 0.038ω1, α23 = 10
−4ω1. Figure 5 shows the internal energy dynamics
Ei = 〈Hi〉 for each oscillator plotted against time in units of the Otto cycle time τ = τH + τC + 2τcomp. The system
performs 70 Otto cycles satisfyingW < 0 and the plots also show the subsequent Otto cycles where the engine reverses.
At the end of the 140th Otto cycle each oscillator has almost returned to its initial state. As the coupling strength
between the second and third oscillator is extremely weak, the internal energy of the third oscillator does not change.
The efficiency of this process is unity, as Q2 = 0.
The number of cycles shown in Fig. 5 makes the fine details of the dynamics difficult to parse. Figure 6 shows a
closer view of the internal energies of the first and second oscillators from the 40th to the 44th stroke. The internal
energy of the first oscillator is shown in Fig. 6(a). As it is only interacting with the second oscillator during the heating
stroke its energy is constant for most of the cycle. Due to the disparity of the time scales of the compression, expansion
stages and the heating, cooling stages the latter appear instantaneous on this scale. In Fig. 6(b) the internal energy
of the second oscillator is shown. The large slopes of each arch correspond to the energy increase and decrease caused
by the compression and expansion stages. The small peak at the top of each arch corresponds to the heating stroke,
where the height of each peak corresponds directly to the height of each energy reduction in panel 6(a).
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Fig. 6: The internal energies of the first (a) and second (b) oscillators during the 40th to the 44th Otto cycle in Fig. 5.
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