Abstract. We generalize the strong Hanani-Tutte theorem to clustered graphs with two disjoint clusters, and show that an extension of our result to flat clustered graphs with three disjoint clusters is not possible. We also give a new and short proof for a result by Di Battista and Frati about efficient c-planarity testing of an embedded flat clustered graph with small faces based on the matroid intersection algorithm.
Introduction
Nowadays, it is a folklore result that testing whether a graph admits an edge crossing free drawing in the plane can be done in polynomial time. However, for various notions of planarity the existence of an efficient testing algorithm was neither proved nor disproved assuming that P = NP. One of the most prominent of such planarity notions is clustered planarity. Roughly speaking, an instance of the problem in this case is a graph whose vertices are partitioned into clusters. A clustered graph is clustered planar (or briefly c-planar) if it can be drawn in the plane so that the vertices from the same cluster belong to the same region and no edge cuts through a region that a cluster corresponds to.
More precisely, a clustered graph is a pair (G, T ) where G = (V, E) is a graph and T is a rooted tree whose set of leaves is the set of vertices of G. The non-leaf vertices of T correspond to the clusters. For v ∈ V (T ), let T v denote the subtree of T rooted at v. A drawing of G is a representation of G in the plane such that every vertex is represented by a unique point and every edge e = uv is a Jordan arc joining two points that represents u and v. We assume that in a drawing no edge passes through a vertex, no two edges touch and every pair of edges cross in finitely many points. The drawing of A clustered drawing (resp. embedding) of a clustered graph (G, T ) is a drawing of (G, T ) (resp. embedding) satisfying (i)-(iv). See Fig. 1(a) and Fig. 1(b) for an illustration. The notion of clustered planarity appeared for the first time in the literature in the work of Feng, Cohen and Eades [10, 11] under the name of c-planarity. Since then an efficient algorithm for c-planarity testing or embedding has been discovered only in some special cases. The general problem whether the c-planarity of a clustered graph can be tested in polynomial time is wide open.
Solved cases A clustered graph (G, T ) is c-connected if every cluster of (G, T ) induces a connected subgraph. In order to test a c-connected clustered graph (G, T ) for c-planarity, it is enough to test whether there exists an embedding of G in which for every v ∈ V (T ) all vertices u ∈ V (G) such that u ∈ V (T v ) are drawn in a single face of the subgraph of G corresponding to T v [11] . This condition can be tested in polynomial time and remains true if the clustered graph consists only of two non-trivial clusters forming a partition of the vertex set regardless of the cluster connectivity. Cortese et al. [4] gave a structural characterization of c-planarity for c-connected clustered graphs and provided a linear-time algorithm. Gutwenger et al. devised an efficient algorithm in a more general case of almost connected clustered graphs [13] . Biedl [2] gave a linear-time algorithm for several variants of c-planarity with two clusters, including the case of straight-line or y-monotone drawing. Other special cases of c-planarity testing were treated in [5, 15] . See [6] for further references.
Hanani-Tutte theorem Hanani-Tutte theorem [14, 25] is a classical result that provides an algebraic characterization of planarity with interesting algorithmic consequences. The theorem says that a graph is planar as soon as it can be drawn in the plane so that no pair of independent edges crosses an odd number of times. Moreover, its weaker variant, also known as the weak Hanani-Tutte theorem [3, 19, 21] , states that if we have a drawing of a graph G so that every pair of edges cross an even number of times then G has an embedding that preserves the cyclical order of edges at vertices from the given drawing. Thus, the weak variant is slightly stronger in some sense. On the other hand, the strong Hanani-Tutte theorem was used to prove the correctness of a planarity testing algorithm (see e.g [ [23] , Section 1.
4.2])
The weak version seems to have direct algorithmic consequences in planarity testing only for sub-cubic graphs.
Other variants of the Hanani-Tutte theorem were proved for surfaces of higher genus [20, 22] , x-monotone drawing [12] , partially embedded planar graphs, and simultaneously embedded planar graphs [24] . Here, it is interesting to note that we are not aware of any variant of Hanani-Tutte theorem, for which it is proved that either the weak or the strong version holds. Usually it was either proved that both variants holds, e.g. [12, 20] , or as in the case of general closed surfaces, only the weak version was proved [22] , and the general version is open. See [23] for a recent survey on its applications and related results.
We prove a variant of Hanani-Tutte theorem for cluster graphs consisting only of two clusters. Our results give polynomial-time algorithms for c-planarity testing in the corresponding special cases based on linear algebra. The algorithms are analogous to the planarity testing algorithm based on the Hanani-Tutte theorem. The running time of our algorithm for the case of two clusters can be only proved to be in O(|V (G)| 6 ) (by the analysis from [ [23] , Section 1.4.2]), which does not beat the linear time algorithm from [2] . Thus, the algorithm has the same running as a straightforward Hanani-Tutte based algorithm for planarity testing. Nevertheless, we think that our algorithm is much simpler and the proof of its correctness less cumbersome. We remark that there exist more efficient algorithms for planarity testing based on the Hanani-Tutte theorem such as the one in [8] , which runs in a linear time. Hence, Hanani-Tutte based approach proved to have also some practical aspects. A slightly different Hanani-Tutte based approach towards clustered planarity was taken recently in [24] .
Notation In the present paper we assume that G = (V, E) is a (multi)graph. We use a shorthand notation G−v, and G∪E , respectively, for (V −{v}, E −{e ∈ E| e = vw}), and (V, E ∪ E ). If it leads to no confusion we do not distinguish between a vertex or an edge and its representation in the drawing and we will use the words "vertex" and "edge" in both contexts. Similarly, we will be using the word "cluster" for both the topological discs and a finite set of vertices. The graph is planar if it admits an embedding. The rotation at a vertex v is the clockwise cyclic order of the end pieces of edges incident to v. The rotation system of a graph is the set of rotations at all its vertices. We say that two embeddings of a graph are the same if they have the same rotation system up to switching the orientations of all the rotations simultaneously. We say that a pair of edges in a graph is independent if they do not share a vertex. We say that a pair of edges in a drawing of a graph is even if they cross an even number of times. A drawing of a graph is even if every pair of edges in the drawing cross an even number of times.
Hanani-Tutte for clustered graphs A clustered graph (G, T ) is two-clustered if the root of T contains exactly two siblings having only leaves as children. We show the following generalization of the weak Hanani-Tutte theorem for graphs whose vertex set is partitioned into two sets, A and B.
Theorem 1. If a two-clustered graph (G, T ) admits an even clustered drawing then (G, T ) is c-planar. Moreover, there exists a clustered embedding of (G, T ) with the same rotation system as in the even clustered drawing.
Analogously we extend the strong version of the Hanani-Tutte theorem. A drawing of a graph is independently even if every pair of independent edges in the drawing cross an even number of times.
Theorem 2. If a two-clustered graph (G, T ) admits an independent even clustered drawing then (G, T ) is c-planar.
We say that a cluster graph (G, T ) is flat if no non-root cluster of (G, T ) has a non-trivial sub-cluster; that is, every root-leaf path in T has exactly three vertices, or every root-leaf path in T has exactly two vertices, in which case the graph is not even clustered.
On the other hand, in Section 5 we give an example of a flat clustered cycle on three clusters that is not c-planar, but admits a clustered drawing in which every pair of edges crosses an even number of times. Thus, a straightforward extension of Theorem 1 or Theorem 2 to more than two clusters is not possible.
Embedded clustered graph
is a clustered graph and D(G) is an embedding of G in the plane. The embedded clustered graph (D(G), T ) is c-planar if there exists a clustered embedding of (G, T ) in which the embedding of G is the same as D(G). In the rest of the present paper we will use a shorthand notation (G, T ) for an embedded clustered graph instead of (D(G), T ).
We give an alternative polynomial time algorithm for deciding c-planarity in the case of embedded flat clustered graphs with small faces by reproving a result of Di Battista and Frati [1] . Our algorithm does not outperform the one from [1] in the running time, since that one has a linear running time in |V (G)|, while the running time of ours is O(|V (G)| 3.5 ) by [7] . However, our algorithm is based on the Matroid intersection theorem, and thus, the algorithm itself and the proof of its correctness are much simpler.
is an embedded flat clustered graph such that all its faces are incident to at most five vertices, then we can decide whether (G , T ) has a c-planar drawing with the same embedding in polynomial time.
Organization The rest of the paper is organized as follows. In Section 2 we describe an algorithm for c-planarity testing of two-clustered graphs based on Theorem 2. In Section 3, we give the proof of Theorem 1. In Section 4, we give the proof of Theorem 2. In Section 5 we provide a counter-example to a variant of the Hanani-Tutte theorem for clustered cycles on three clusters. In Section 6 we prove Theorem 3.
We conclude with some remarks in Section 7.
Algorithm
Let (G, T ) be a clustered graph belonging to a class of clustered graphs for which the strong Hanani-Tutte theorem holds. As we proved the strong variants of Hanani-Tutte theorem for two-clustered graphs, (G, T ) is assumed to be two-clustered. Our algorithm is an adaption of the algorithm for planarity testing from [ [23] , Section 1.4.2]. Hence, the algorithm tests whether we can continuously deform a given clustered drawing D of (G, T ) into an independently even clustered drawing D of (G, T ). By the corresponding variant of the strong Hanani-Tutte theorem the algorithm is correct.
Observe that during our deformation the parity of crossings between a pair of edges is affected only when an edge e passes over a vertex v, in which case we change the parity of crossings of e with all the edges adjacent to v. Let us call such an event an edge-vertex switch. Thus, for our purpose the continuous deformation of D can be represented by a set S of edge-vertex switches. In S, an edge-vertex switch of an edge e with a vertex v is represented as the ordered pair (e, v). Let S(e) denote the set of vertices v of V such that (e, v) ∈ S. Similarly, a clustered drawing of (G, T ) can be represented as a vector v in the vector field Z M 2 , where M denotes the number of unordered pairs of independent edges, i.e., edges not sharing a vertex, such that the component of v corresponding to a pair e and f is 1 iff e and f cross an odd number of times. An edge-vertex (e, v) switch is represented as a vector w in the vector field Z M 2 so that the component of v corresponding to a pair e and f is 1 iff f is incident to v.
The algorithm tests if we can obtain the all-zero vector from v by adding to it some vectors corresponding to edge-vertex switches. However, we have to be a bit careful here. Since the resulting drawing D of (G, T ) has to be a clustered drawing, for an edge e we allow to perform edge-vertex switches freely only with vertices belonging exactly to the same cluster(s) as the endpoints of e. For the vertices belonging to the other cluster, e performs the edge-vertex switches either with all of the vertices belonging to a particular cluster, or with none of them.
The previous paragraph captures all the differences between the planarity testing and c-planarity testing algorithm based on the strong Hanani-Tutte theorem. It is easy to see that the algorithm amounts to solving a system of linear equations over Z 2 of polynomial size.
Weak Version
First, we prove a stronger version of a special case of Theorem 1 in which G is a bipartite graph with the parts corresponding to clusters. In this stronger version, which is an easy consequence on the weak Hanani-Tutte theorem, we assume only the existence of an arbitrary even drawing of G that does not have to be a clustered drawing.
Let C denote a closed Jordan curve drawn in the plane. We say that a pair of points p and q is separated by C if p and q belong to distinct connected components of the complement of C in the plane. Lemma 1. Let (G, T ) denote a two-clustered bipartite graph in which clusters induce independent sets. If G admits an even drawing then (G, T ) is c-planar. Moreover, there exists a clustered embedding of (G, T ) with the same rotation system as in the given even clustered drawing of G.
Proof of Theorem 1
The proof is inspired by the proof of the weak Hanani-Tutte theorem from [21] .
Let A and B denote the partition of V corresponding to the clusters of (G, T ). We assume that G is connected, since we can embed the connected parts separately. We proceed by induction on the number of vertices. Thus, suppose that we have an even clustered drawing of (G, T ).
First, we discuss the inductive step. If we have an edge e between two vertices in the same part (either A or B), we contract e = uv by moving v along e towards u in the initial drawing of (G, T ) while dragging all the other edges incident to v along e as well. By the fact that our drawing is even, this operation does not introduce any pair of edges crossing an odd number of times, and it also does not change the rotation at any vertex. Thus, the resulting drawing is still a clustered drawing. We might create a self crossing of an edge, though. However, a self-crossing of an edge can be easily eliminated by cutting the edge at the self-crossing and reconnecting the severed ends in an appropriate way. Finally, we apply the induction hypothesis and decontract the contracted edge, which can be done without introducing any edge crossing.
In the base step, G is a (multi)graph consisting of a bipartite graph H with parts A and B and possible loops at some vertices. By Lemma 1, we can embed H. It remains to embed the loops. Note that after the contractions, no loop crosses a boundary of a cluster. Each loop l divides the rotation at its corresponding vertex v(l) into two intervals. We claim that one of these intervals contains no end piece of an edge connecting A with B. Indeed, otherwise l would cross some edge of H an odd number of times. Call such an interval a good cyclic interval in the rotation at v(l). Observe that there are no two loops l 1 and l 2 with v(l 1 ) = v(l 2 ) = v whose end-pieces would have the order l 1 , l 2 , l 1 , l 2 in the rotation at v, as otherwise the two loops would cross an odd number of times. Hence, at each vertex the good intervals of every pair of loops are either nested or disjoint.
We use induction on the number of loops to draw all the loops at a given vertex v without crossings and without changing the rotation at v. For the induction step, we remove a loop l whose good cyclic interval in the rotation at v is inclusion minimal. Such an interval contains only the two end-pieces of l. By induction hypothesis, we can embed the rest of the loops without changing the rotation at v. Finally, we can draw l in a close neighborhood of v within the face corresponding to the good interval of l. This concludes our discussion of the base step of the induction and the proof of the theorem.
Strong Version
Let (G, T ) denote a two-clustered graph. Let A and B denote the partition of V = V (G) corresponding to the clusters of (G, T ). Let G[V ], V ⊆ V , denote the subgraph of G induced by V . The hypothesis of Theorem 2 allows us to apply the strong Hanani-Tutte theorem on the graph G thereby getting an embedding of G. The problem is that in such an embedding G[B] does not have to be contained in a single face of G[A] and vice-versa. Hence, we cannot guarantee that a clustered embedding of (G, T ) exists so easily.
We first present a lemma which is an easy consequence of the strong Hanani-Tutte theorem. Later in the proof of Theorem 2 the lemma allows us to concentrate only on graphs G in which both G[A] and G[B] do not induce a cycle with a subdivided chord. Proof. Let C denote the union of C of G[A] with all the edges connecting it with B. By contracting all the vertices of C belonging to B to a single vertex v we obtain a graph, which we denote by C . Observe that we can still use the strong Hanani-Tutte theorem on C and thereby we get an embedding D of C inducing the desired embedding of C. Indeed, we can take the independent even drawing of C − v, and draw all the edges in C incident to v so that inside the cluster corresponding to A they closely follow the former edges between A and B they correspond to. Hence, we do not introduce any pair of independent edges crossing an odd number of times.
Proof of Theorem 2
The proof is inspired by the proof of the strong Hanani-Tutte theorem from [21] and its outline is as follows.
Let G denote a subgraph of G such that both G[A] and G[B] do not contain a cycle with a subdivided chord. We apply the strong Hanani-Tutte theorem on a graph which is constructed from G by turning certain cycles in G[A] and G[B] into wheels, and by splitting certain vertices of G into edges. The wheels in G serve double purpose. First, they guarantee that everything that was removed from G in order to obtain G could be inserted back. Second, they allow us to embed G such that G such that all the vertices v ∈ V (C i ), that are incident to an edge having the other end vertex in B (resp. A), are incident to the single face, let's say, the outer-face. Let C i denote the subgraph of C i we get by deleting from C i all the vertices and edges not incident to the outer-face of C i in D(C i ).
Let G denote the subgraph of G that is the union of C i -s from the previous paragraph. Let D denote the drawing of G that we obtain from the drawing of G, whose existence is guaranteed by the hypothesis of the theorem, by deleting the edges and vertices of G not belonging to G . Thus, every pair of non-adjacent edges in D cross an even number of times.
In what follows we process the cycles of G [A] and G [B] one by one. We will be modifying G and therefore also the drawing D . At each stage of this process some cycles of G [A] and G [B] will be labeled as processed and some will be labeled as unprocessed. We start with all the cycles in G Let us two-color the connected regions in the complement of C so that no two regions sharing a non-trivial part of the boundary receive opposite colors. We say that a point not lying on C is "outside" of C if it is contained in the region in the complement of C having the same color as the unbounded region. Otherwise, such a point is "inside" of C. We correct the rotations at the vertices of C in the drawing D so that all the edges of C cross every other edge an even number of times. Note that every path joining C with a vertex in B and otherwise vertex disjoint from C has to start at a vertex of C on the "outside" of C. We add a vertex v C into A that is drawn very close to an arbitrary vertex of C "inside" of C. We connect v C with all the vertices of C by the edges that closely follow edges of C on the "inside". Note that the new edges connecting v C can introduce an odd crossing pair only with an edge e that starts at a vertex v of C on the "inside" of C.
Since G [A] does not contain a cycle with a subdivided chord, it follows that the vertex v is a cut vertex in G [A] and that the endpoint of e different from v belongs to a connected component C of G [A − v] none of whose vertices is joined with a vertex in B by an edge in G . Thus, we can shrink the drawing of
is drawn very close to v and none of its edges crosses an edge in the rest of the graph. Moreover, by shrinking G [V (C ) ∪ v] we do not introduce a pair of edges crossing an odd number of times. We label all the cycles in G [V (C ) ∪ v] as processed. By repeating this for all the troublesome cut-vertices of C we modify D so that none of the edges incident to v C crosses another edge an odd number of times, and afterwards we label C as processed.
If C shares a vertex v with an already processed cycle C p we split the vertex v as follows. We replace the vertex v with two new vertices v and v belonging to A such that v is connected by an edge with v and with the neighbors of v starting on the "inside" of C p and on C p , and v is connected to the rest of the neighbors of v. The cycle that was obtained from C p by replacing v with v is then labeled as processed. Note that we can do such a vertex-splitting in D without introducing any pair of edges crossing an odd number of times by drawing v and v very close to the spot where v was drawn.
Since G [A] does not contain a cycle with a subdivided chord, after performing a finite number of vertex-splits all the cycles in G [A] become vertex disjoint. Thus, if we still have an unprocessed cycle in G [A], we eventually obtain a modified graph, in which there exists an unprocessed cycle not sharing a vertex with an already processed cycle.
Let G denote the graph we obtain from G after processing all the cycles of G [A] and G [B] . By applying the strong Hanani-Tutte theorem on G we obtain an embedding which can be, due to the wheels, easily modified so that G [A] is drawn in the outer-face of G [B] and vice-versa. In the resulting embedding we delete all the vertices v C that were added for the cycles C in G [A] and G [B] , and we contract the edges between the pairs of vertices that were obtained by vertex-splits. We perform contractions by dragging edges incident to a vertex of a contracted edge e along e without changing the rotations at the vertex obtained by the contraction. Thus, we obtain an embedding of G in which G [A] is drawn in the outer-face of G [B] and vice-versa, as well. By inserting the removed parts of G back to G we obtain an embedding of G in which G[A] is drawn in the outer-face of G[B] and vice-versa. Note that this can be done without introducing any edge crossing. Thus, by the observation from [11] discussed in the introduction the theorem follows.
Counterexample on Three Clusters
In this section we construct a family of even clustered drawing of flat clustered cycles on three clusters that are not clustered planar. Thus, a straightforward variant of HananiTutte on three clusters is not possible. In our clustered drawing the clusters are drawn as regions bounded by a pair of rays emanating from the same vertex p. We call p the center of our drawing.
Our family of counter-examples are clustered cycles winding k times, where k is odd, around the center of the drawing.
In Fig. 2 , we give a counter-example for k = 5, which can be easily generalized for any odd number k > 1. 
Small faces
In this section we show that c-planarity can be decided in polynomial time for embedded flat clustered graphs if all faces are incident to at most five vertices. This reproves a result of Di Battista and Frati [1] . Our approach seems quite different from theirs, as we use (a corollary of) the matroid intersection theorem [9, 16] , that the largest common independent set of two matroids can be found in polynomial time. See e.g. [18] for further references.
Let (G, T ) denote a flat embedded clustered graph. A saturator of (G, T ) is a subset F of V 2 disjoint from E(G) such that (G ∪ F, T ) is planar, every cluster of (G ∪ F, T ) is connected, and the edges in F can be embedded so that every cluster of (G ∪ F, T ) is in the outer-face of every other cluster. We have the following simple observation regarding saturators.
Observation A flat embedded clustered graph (G, T ) is c-planar if and only if (G, T ) has a saturator.
From Observation we can easily conclude the following lemma.
Lemma 3. An embedded flat clustered graph (G, T ), all of whose faces are incident to at most five vertices, can be augmented by adding edges into an embedded flat clustered graph (G , T ) such that (G, T ) is c-planar if and only if (G , T ) is c-planar, and the following holds for (G , T ). If (G , T ) is c-planar then (G , T ) has a saturator F whose edges can be embedded so that at most one edge of F is inside each face of G .
Proof of Theorem 3
We give an algorithm for deciding c-planarity for flat embedded clustered graphs satisfying the hypothesis of the claim.
By an algorithmic version of Lemma 3, from the given embedded flat clustered graph (G , T ) we obtain a new embedded graph (G, T ) such that every minimal saturator of (G, T ) has at most one edge inside each face and (G, T ) is c-planar if and only if (G , T ) is c-planar. This can be done easily in a linear time in the number of vertices, which follows from the proof of Lemma 3 omitted in this abstract. Thus, it is enough to show that we can decide c-planarity of (G, T ) in polynomial time.
Since (G, T ) is a flat clustered graph, by Observation, it is enough decide whether we can saturate G so that all the clusters are connected, and every cluster is drawn in the outer-face of every other cluster. Clearly, the latter can be tested in a linear time in the number of vertices. In order to test the existence of a saturator let us define the two matroids for which we will use the matroid intersection algorithm. The ground set of each matroid is the set of non-edges of G, denoted by E.
The first matroid, M 1 , is the direct sum of graphic matroids constructed for each cluster. More precisely, denote the clusters by C i , i = 1, . . . , k, and let v ∼ i u if u and
Denote by G i the multigraph obtained from G = (V, E) by deleting the vertices not in C i , contracting the ∼ i -equivalent vertices into new vertices, and deleting all loops. Now, the ground set of the graphic matroid M (G i ) can be identified with the set of edges from E that go between two vertices from C i belonging to distinct connected components of C i . The rank of M (G i ) is the number of vertices of G i minus one.
Since the matroids M (G i ), i = 1, . . . , k, are pairwise disjoint, their direct sum, M 1 , is also a matroid and its rank is the sum of the ranks of M (G i )-s. The second matroid, M 2 , is a partition matroid. A subset of E is independent in M 2 if it has at most one edge in every face of G.
Let M be the intersection of M 1 and M 2 . If M has the same rank as M 1 then there exists a saturator of (G, T ) that has at most one edge inside each face. Thus, (G, T ) is c-planar by Observation, and that in turn implies that (G , T ) is c-planar as well. On the other hand, if (G , T ), and hence (G, T ), is c-planar then there exists a minimal saturator F of G that has at most one edge inside each face by the property of G guaranteed by Lemma 3. Thus, F witnesses the fact that the rank of M 1 and the rank of M are the same. Hence, M has the same rank as M 1 if and only if (G, T ) is c-planar and the theorem follows by the matroid intersection algorithm.
Concluding remarks
By the construction in Section 5 we cannot hope for the fully general variant of the Hanani-Tutte theorem for clustered graphs. Nevertheless, it is still interesting to ask, whether the weak or strong Hanani-Tutte theorem holds in the case of flat clustered graphs, if the graph obtained by contracting clusters does not contain a cycle (after deleting loops and multiple edges).
More formally, given a flat clustered graph (G, T ) let G denote the simple graph whose vertices correspond to clusters of (G, T ), in which two distinct vertices u and v are joined by an edge if and only if there exists an edge in G with one endpoint in the cluster corresponding to u and one endpoint in the cluster corresponding to v.
Conjecture If G does not contain a cycle we have the following. If (G, T ) admits an (independent) even clustered drawing then (G, T ) is c-planar. a c-planar drawing of (G ∪ {vu}, T ). Note that if such a vertex u does not exist, every minimal saturator of G can contain at most one edge belonging to the interior of f .
Next, we consider the case when G contains a face f , whose boundary is formed by C 4 , and one additional vertex v not connected with the rest of the graph. If v is in the same cluster as a vertex u ∈ C 4 , then (G − v, T − v) is c-planar if and only if (G, T ) is c-planar. Thus, we are done in this case. Otherwise, the required property of a minimal saturator holds f .
If G has a face f , whose boundary is connected, incident to more than three vertices, whose facial walk contains C 3 , we proceed as follows. If there exists a vertex v incident to all the vertices incident to f , we can augment G by adding the edges inside f between consecutive neighbors of v in its rotation whenever they belong to different components of the same cluster. It is easy to see that the required property of a minimal saturator holds for newly created faces in the obtained clustered embedded graph.
Otherwise, it is a very simple, but somewhat tiring, case analysis to see that we can augment G by adding edges inside f such that in the obtained embedded clustered graph no minimal saturator has an edge inside f .
If G has a face f , whose boundary is formed by C 3 , and two additional vertices or an edge not connected with the rest of the graph we can again easily augment G by adding edges inside f such that in the obtained embedded clustered graph no minimal saturator has an edge inside f .
Similarly we can proceed if G has a face whose facial walk does not contain a cycle, in which case the graph G can have at most 5 vertices.
