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Abstract
Piping systems are commonly designed to withstand the first transient pressure peak,
which is unaffected by dissipation. However, for multiple operations of control equip-
ment, e.g., pump start-up following pump shutdown, load acceptance following load
rejection on hydraulic turbines, etc., an accurate prediction of the dissipation of pres-
sure oscillations is needed to determine a suitable time for the second operation. For
this purpose, a method is presented to compute the dissipation of pressure oscillations
in piping system following a simple procedure used for computing the dissipation of
vibrations of bridges and other structures. Similar to structural engineering, this
method is simple to apply, does not require simulation of the entire system, is not
computationally intensive, and gives reasonable results for practical applications for
a complex phenomenon mechanics of which is not well understood. An empirical
equation for the damping ratio is developed by using the dimensional analysis and by
nonlinear regression. Comparisons of the computed and experimental results for 17
tests conducted in laboratories all over the globe show good agreement. It is found
that the damping ratio increases with increase in Reynolds number or Mach number
but decreases with diameter to length ratio of the pipeline. The uncertainty of the
model to determine the damping of pressure head oscillations following a sudden valve
closure in a simple piping system in pressurized closed conduit using Bayesian infer-
ence is quantified. The joint probability density of the model parameter is estimated
based on experimental results published in the literature as well as from experiments
performed at the University of South Carolina. A Markov Chain of the posterior joint
distribution of the model parameters is calculated and used to predict the pressure
v
head oscillations. The prediction is based on a probabilistic analysis to estimate an
interval of pressure as a function of time, rather than estimating a single point if
simple regression analysis is done. The 95% high posterior density of the damping
ratio is found to range between 1% to 6%. Uncertainty analysis shows that the model
predicts the value of the damping ratio successfully.
vi
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Whenever the flow is disturbed in the pressurized flows in closed conduits, waves
are generated that propagate back and forth in the piping system until dissipated
due to energy losses. This phenomenon, called waterhammer or hydraulic transient,
is unsteady nonuniform. Transient flow is the intermediate state flow when the flow
conditions are changing from one initial steady state to another steady state. In
waterhammer, kinetic energy transforms into pressure energy. This energy could be
significant, and if it is not controlled properly, it may damage the piping system,
pumps or regulators.
To illustrate the risk of transient event occurring in a piping system, let’s assume
the following in a piping system: Initial flow velocity, V = 1 m/s, length of the pipe,
L = 1000 m, cross-sectional area , A = 1 m2, and fluid mass density = 1000 kg/m3.
By applying Newton’s second law, i.e., the change in momentum per unit time is
equal to the net force, the change in pressure may be calculated as
∆P = −ρL∆V∆t (1.1)
If the flow velocity at a point in the pipe changes suddenly from 1 m/s to zero due to
the closing of a valve in one second, the change in the pressure is equal to (106) N/m2
which is about a hundred plus/minus the initial pressure in the system. This explains
why piping systems may fail when a transient event happen. Also, Newton’s second
1
law can be used to derive Joukovsky formula to show that the change in pressure
(Chaudhry, 2014). It may be expressed as
∆P = −ρa∆V (1.2)
where a is the wave velocity.
Another example mentioned by Karney (1990) to asses and visualize the mag-
nitude of the energy transformation during a transient event in a piping system,
supplies substantial physical insight: For V = 2 m/s with the same piping system
parameters mentioned above, momentum of 2 (106) kg.m/s, and kinetic energy of 2
(106)J are generated in the system. For the same previous valve scenario, the rate
of transformed energy would be about 2 MW. This high rate of energy are common
during transient events (Karney, 1990).
Researchers have been studying hydraulic transients for more than a century, and
in the last few decades, significant advances have been made. Furthermore, model-
ing of transient conditions in closed conduits has considerably progressed especially
during the era of powerful computers. The following paragraphs until the end of this
section are based on material presented in Khilqa et al. (2019).
If the assumptions for the governing equations, i.e., the continuity and the mo-
mentum equations, are valid and the restrictions (e.g., stability and accuracy criteria)
on the numerical procedures are satisfied, the computed results are reliable and may
be used with confidence for design and operation of the systems. Most likely max-
imum and the minimum pressure peaks occur during the first cycle of the pressure
head oscillations and usually, the first peak is used for design.
In the steady or quasi-steady friction approaches, the energy losses are attributable
to wall friction. These losses are modeled using Darcy-Weisbach formula with a
constant friction factor that can be determined from Reynolds number and relative
roughness in Moody diagram for the initial steady flow state.
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Piping systems are commonly designed to withstand the first transient pressure
peak, which is unaffected by dissipation as discussed above. However, for multiple
operations of control equipments, e.g., pump start-up following a power failure in a
pumping system, load acceptance following load rejection on hydraulic turbines, etc.,
an accurate prediction of the dissipation of pressure oscillations is needed to determine
a suitable time for the second operation. Therefore, including the dissipation in the
simulation is very important. Transient conditions may become worse for multiple
operations than that for a single operation.
Regardless of the significant advances in the modeling of transient flows in pressur-
ized closed conduits in recent years as discussed above, the dissipation in computed
transient oscillations with time is slower than that in real-life applications. In other
words, the observed pressure head oscillations dampen faster than the computed re-
sults. The reason for the differences between the experimental data and computed
results appears to be the use of steady-friction in simulations.
As discussed in detail in the next chapter, three different models or approaches
have been used to simulate transient events for a sudden or gradual valve closure.
However, the models have shortcomings in applicability, and thus they are not used
extensively with confidence. Some of these models are computationally intensive and
need huge memory. Others, depend on calibrated coefficients to model the dissipation
accurately. The values of these coefficients vary over a wide range, and no formula
or criteria is available to specify them for design. Also, to implement these models,
a numerical solution of the governing equations (i.e., the continuity and momentum
equations) for the entire piping system is required. Moreover, all available models
provide a deterministic solution, i.e., a single value of pressure head oscillations at
a specific time. It is a fact that all measurements or estimated values of different
parameters have some uncertainty (Taylor, 1997). For example, the wave velocity
may change 50% due to the amount of air in the system (Pearsall, 1965). In other
3
words, a universal computational procedure that is suitable for real-life applications
by practitioners or precise estimation of parameters are not presently available.
Faced with a similar situation, structural engineers have been utilizing a simple
technique for many years to handle the dissipation of vibrations of large structures,
such as bridges, buildings, sports arenas, etc. Following this approach, a similar at-
tempt is presented. In structural dynamics, damping is also a complex phenomenon
similar to transient pressurized flows. For the dynamics of buildings and other com-
plex structures, there is no specific methodology to simulate the damping for each
structure. However, this complex problem is simplified by using a second-order linear
ODE to track the displacements with an assumed damping ratio. In transient flow,
using an ordinary differential equation to track the pressure oscillations is a satis-
factory assumption (Jaeger, 1948). The author assumes that the damping and the
pressure head oscillations are similar to those in structural dynamics. Even though
damping is a complex problem, it may be simplified as a free vibrating spring. This
simplification representing underdamped oscillations of lumped systems is adopted
for simulating the pressure head oscillations in transient pressurized flows although
this is a complex phenomenon, mechanics of which is not well-understood. Admit-
tedly a gross simplification; but perhaps worth the effort for real-life applications
until a more elegant procedure becomes available. The advantages of this simple
model are: it is easy to apply, not necessary to analyze the entire system, it is not
computationally intensive, and reasonable results suitable for practical applications
are obtained. On the other hand, the limitations of the model are: it is used for a
single pipe and it is an approximate method.
1.2 Objectives and scope of the dissertation
Based on the preceding discussion, a new model is needed to simulate a simple
reservoir-pipe-valve system. The new model should be simple, reliable and practical
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for real-life applications, and it should not be computationally intensive. Further-
more, the uncertainty should be quantified to apply the model with confidence.
The objective of the present work may be summarized as follows:
1. Develop a new model to simulate pressure head oscillations in closed conduits
for a reservoir-pipe-valve system that is simple, and reliable for real-life appli-
cations.
2. Investigate the effect of different parameters on the damping of the pressure
head oscillations.
3. Study the applicability of the model for the case of instantaneous or gradual
valve closure.
4. Quantify the uncertainty of the model using Bayesian inference approach.
5. Determine the one-coefficient and two-coefficients values for 17 experiments.
6. Determine the damping percent due to using one- coefficient or two- coefficients
models.
1.3 Structure of dissertation
In this dissertation, chapter 1 is an introduction to transient flows in pressurized
closed conduits. Chapter 2 is an extensive literature review for the available models
to simulate the pressure head oscillations in pressurized closed conduits. Chapter 3
represents a new model study to simulate the pressure head oscillations in pressurized
closed conduit, followed by Chapter 4 to quantify the uncertainty for pressure head
oscillations using Bayesian inference approach. Then Chapter 5 covers applications for





There are three main categories of models to simulate pressure head oscillations
in piping systems: Steady one and two-dimensional models, Convolution integral
(CB) models and Instantaneous Acceleration-based (IAB) models. These models are
discussed in more details in the following sections.
2.1 Quasi one and two-dimensional models
The steady models, the friction force is calculated from the steady friction formula
in solving the continuity and momentum equations that describe transient pressurized
flows or so-called waterhammer phenomenon in closed conduits, i.e., these models as-
sume that the wall-shear to averaged velocity in steady-state flows are valid at every
instant during transient flow. In other words, steady model use the steady friction
formula in solving classical waterhammer equations where the friction forces are sim-
ulated with a constant friction factor. In these models, Darcy-Weisbach equation is
usually utilized to handle the friction losses. Usually steady-one-dimensional models
are used to calculate the first and the second peaks of pressure head oscillations. The
reason for the lack of agreement between the damping in computed and experimental
or field data results appears to be mainly due to the use of steady friction formula to
describe the dissipation (Ghidaoui et al., 2005). This modeling error in these models
can be significant (Axworthy et al., 2000).
The two-dimensional models are computationally intensive, and assume that the
flow has an axisymmetric profile and turbulence models are used to solve for the
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velocity profile (Nixon and Ghidaoui, 2007). Since these models are computation-
ally intensive, they have been used for simple piping system and simple boundary
conditions (Reddy et al., 2011). Many researchers have reported these models such
as (Vardy and Brown (2003), Vardy and Hwang (1991), Silva-Araya and Chaudhry
(1997), Pezzinga (2000), and Zhao and Ghidaoui (2003)).
2.2 Convolution integral models
These are also called Convolution-Based (CB) methods or physically-based un-
steady friction models. In addition to the steady friction resistant forces, these mod-
els use weighting functions and previous fluid local accelerations, named as unsteady
friction, to include the resistant forces in solving the continuity and momentum equa-
tions of transient pressurized flows. In other words, the total instantaneous wall-shear
stress consists of the quasi-steady friction as well as weighting function for the past
acceleration. Therefore, they provide better simulation of damping as compared to
that in the previous models. Unsteady friction, Ju, may be expressed mathematically








(t∗)W (t− t∗)dt∗ (2.1)
where ν = kinematic viscosity, D = pipe diameter, g = gravitational acceleration, V
= flow velocity, and t = time, t∗ = convolution time. Because these models account
for the past velocity changes at every pipe section, many coefficients of the weighting
function need to be stored in the memory of the computer. In addition, they are
computationally intensive and time consuming and are mainly used for laboratory
use.
These models become demanded especially with respect to the computer storage
and performance (Storli and Nielsen, 2010). Many researchers have been interested
in these model and have made significant contributions such as Zielke (1968), Trikha
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(1975), Schohl (1993), Ghidaoui et al. (2002) and Vardy and Brown (2003, 2004) to
increase their efficiency and accuracy. However; these are at the expense of compu-
tational speed (Vítkovskỳ et al., 2006).
2.3 Instantaneous Acceleration-based (IAB) Models
These are also called empirical-based models. The energy losses during the tran-
sient state in these models are considered as the sum of steady friction and unsteady
friction due to instantaneous accelerations. The unsteady friction in these models
caused by the temporal (local) acceleration and the convective (spatial) acceleration
of the fluid. These models may be further divided into two categories: one-coefficient
and the two-coefficient models. A model combining the effect of the temporal and
the convective acceleration together is called one-coefficient model, while one consid-
ering the effect of the temporal and the convective accelerations separately is called
two-coefficients model. These models do not consider the past acceleration step but
rather on the instantaneous flow acceleration. Mathematically, the one-coefficient


















where K = instantaneous flow acceleration damping coefficient, a = wave velocity,
Sign(V ) = ±1, and x = distance in x-direction along the pipe. A formula for the



















Kut and Kux are coefficients for the temporal and convective accelerations, respec-
tively.
Many researchers have developed these models such as, Daily et al. (1955), Brunone
et al. (1991), Pezzinga and Scandura (1995), and Vítkovskỳ et al. (2006). These mod-
els are faster than CB models, and thus different boundaries can be easily analysed. In
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addition, they are easy for numerical computations (Adamkowski and Lewandowski,
2006). On the other hand, the main shortcoming of these models is the selection of
the values of K, Kut, and Kux which may vary over a wide range. Therefore, proper
selection of these coefficients has been challenging due to the absence of any formula
or criteria in this purpose. For examples, Reddy et al. (2011) report that K ranges
from 0.015 to 0.060, Kut varies between 0.006 to 0.057, and Kux varies between 0.025
to 0.053, Bergant and Simpson (1994) report a range between 0.033 to 0.085 for K,
Bughazem and Anderson (1996) report values between 0.065 to 0.15 for K. Vardy
and Brown (1996) proposed theoretical values between 0.00827 to 0.138 for K. More-
over, these coefficients may change based on the method for solving the momentum
and the continuity equations describing the transient pressurized flows.
2.4 Unsteady Friction
Since the 1950s, researchers have been developing models for hydraulic transient
analyses, taking into consideration the losses due to unsteady friction. An outstand-
ing paper on the review of the unsteady friction models by Ghidaoui et al. (2005).
Summarized review contributions as follows:
1. Daily et al. (1955) are the pioneers for including the unsteadiness effects in
computing the energy losses, by adding a term to account for the unsteady
friction effect. They proposed an equation to compute Ju as






where Js is the steady friction factor. Daily et al. (1955) reported values for K
between 0.2 to 1.2 for decelerating and accelerating turbulent flows, respectively.
2. Holmboe and Rouleau (1967) report the effect of viscous shear to be frequency-
dependent and presented data for laminar and turbulent transient flows, which
became a benchmark for later studies.
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3. Zielke (1968) is the first researcher who provided an analytical solution for the
transient pressurized laminar flow. Zielki applied Laplace transform and found
that weighting functions act on the velocity profile under the assumption that
unsteady laminar flows are stable. His solution was the foundation to develop
models, called later as CB models.
4. Trikha (1975) simplified Zielki’s solution by using an exponential relationship
to approximate the solution in order to reduce the number of computations.
His solution improves the computational speed; however, it is at the expense of
accuracy (Vítkovskỳ et al., 2006).
5. Kita et al. (1980) proposed a variable eddy viscosity for Reynolds stress. They
indicate that the predicted magnitude of the instantaneous friction factor is
greater than that during the steady state for accelerating flows, while it is
smaller, for decelerating flows.
6. Kagawa (1983) presented an efficient approximation method for simulating fric-
tion for transient laminar flow for Zielke’s exact weighting function.
7. Suo and Wylie (1989) presented a numerical method for the impulse response
to compute transients using frequency-dependent friction.
8. Brunone et al. (1991) postulated that the energy losses due to the unsteady
friction are caused by the local and convective acceleration of the flow. Their












9. Eichinger and Lein (1992) presented a procedure to improve unsteady friction
term by computing the velocity gradient in the radial direction for laminar and
turbulent flows.
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10. Vardy and Hwang (1991) verified the accuracy of Zielke model for one-dimensional
expression for laminar flow. Vardy and Hwang (1993) extended the previous
work to moderate turbulent flow. Then the work is extended further to include
turbulent flow at high Reynolds number (Vardy and Brown, 1996). Overall,
this work depends on the eddy viscosity region and how it can be split into two
or five regions in order to simulate the Reynolds stresses.
11. Pezzinga and Scandura (1995) provided an analytical solution for frictionless
pipelines with additional pipe of high-density polyethylene (HDPE) of unsteady
flow oscillations. Besides, they found that using such viscoelastic pipe in a
piping system reduces the unsteady flow oscillations.
12. Bughazem and Anderson (1996) studied the model presented by Brunone et al.
(1991) and indicated the need for a simple unsteady friction model for complex
piping systems.
13. Silva-Araya and Chaudhry (1997) developed a two-dimensional model to com-
pute the unsteady friction losses in transient flow where the energy dissipation
is estimated from the velocity profile. The model is applicable for both laminar
and turbulent flows. A good agreement between the computed results and the
experimental measurements was obtained, but required significant of computa-
tional effort.
14. Das and Arakeri (1998) observed forming a helical vortex which makes the
velocity profiles during the transient event unstable with reverse flow near the
wall of the pipe. They postulated that the unsteady boundary layer separation
at high Reynolds numbers is due to instability of the reverse flow region.
15. Brunone et al. (2000) measured the velocity profile at different times during the
transient state in a polyethylene pipe. They reported values of K = 0.11 and
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0.25 for their experiments.
16. Pezzinga (2000) reported charts analogous to Moody diagram to aid in deter-
mining the value of the unsteady friction coefficient as a function of Reynolds
number and relative roughness of the pipe. He applied dimensional analysis to
determine the dimensionless parameters for unsteady friction.
17. Vítkovskỳ et al. (2000) investigated different numerical schemes. They pre-
sented a new model to overcome the shortcomings of the original Brunone et al.












18. Bergant et al. (2001) investigated Zielke’s model and verified it for low Reynolds
number. Ramos et al. (2004) analyzed the unsteady friction in turbulent regimes
and presented an approach based on the empirical corrective coefficients for local
and convective acceleration in unsteady friction models.
19. Bughazem and Anderson (2000) investigated Brunone et al. (1991) model and
demonstrated it can be used in practical waterhammer codes that gives good
agreements with experimental results over a wide range of transient events.
20. Ghidaoui and Mansour (2002) derived an equation to approximate Vardy-Brown
unsteady friction. This approximation is more efficient as compared to (CB)
model from computational speed perspective.
21. Brunone et al. (2004) discussed unusual characteristics of transient laminar flow,
and presented a good literature review prior to 2004. In addition, they pointed
out that for viscoelastic pipes, K is only constant in turbulent transient flows.
22. Ramos et al. (2004) analyzed the unsteady friction in turbulent regimes and
presented an approach based on the empirical corrective coefficients for local
and convective acceleration in unsteady friction models.
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23. Abreu and Almeida (2004) calculated wall shear stress from the cross-sectional
distribution of axial velocities, and showed theoretically that unsteady contri-
bution has two components: a dissipation component and a mostly dominant
inertial component.
24. Adamkowski and Lewandowski (2006) presented a comparison between quasi-
steady friction model and the following five different models: Zielke (1968),
Trikha (1975), Vardy and Brown (2003), Zarzycki (1994), and Brunone et al.
(1991).
25. Vítkovskỳ et al. (2006) tested unsteady friction models for eight different types
of transient events by using convolution based (CB) and instantaneous accel-
eration based (IAB) models. They reported that the CB is valid for all events
but IAB showed poor matches for the transients caused by instantaneous valve
opening.
26. Nixon and Ghidaoui (2007) studied the unsteady friction in simple system with
external fluxes due to demands, leaks, and other system elements. They showed
that the unsteady friction effect may be neglected when the initial lateral flow
is greater than 30% of the mean pipe flow. They concluded that the effect of
unsteady friction is not critical for systems with large external flow.
27. Bergant et al. (2008a,b) develop a mathematical model and studied a number
of cases to include the effects of different parameters that are not included in
the classical waterhammer equations.
28. Pothof (2008) presented an idea for modeling under the CB models, and dis-
cussed different approaches of unsteady friction. He reported that unsteady
friction is dominant during valve closure while steady friction models show rea-
sonable damping for Reynolds number greater than 100,000.
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29. Duan et al. (2010) presented an analysis for the visco-elastic pipes. They re-
ported that the damping of pressure head oscillations is attributable to visco-
elastic effects which becomes dominant in damping and phase shift at later
stages, while the unsteady friction is relatively comparable with the visco-elastic
effects during initial stages.
30. Vardy and Brown (2010) re-examined Zielke’s model and presented a simple
method to eliminate the error without using small grid for the integration time
step.
31. Storli and Nielsen (2010, 2011) investigated Zielk’s model and claimed that
the reason of reporting a wide range of K belongs to changing local unsteady
friction due changes in the pipe length. Also, they reported that both Kut and
Kux vary with respect to space and time.
32. Reddy et al. (2011) developed an equation by using genetic algorithms to es-
timate unsteady friction coefficients for (IAB) models for instantaneous valve
closure in elastic pipes.
33. Duan et al. (2012) investigated the importance of pipe system scale, the ratio of
the pipe diameter to the length, on unsteady friction factor and found that the
implication of the role of unsteady friction on the damping rate of the transient
envelope diminishes with the pipe length and pipe diameter ratio.
34. Meniconi et al. (2014) presented a model that does not depend on the heuristic
data and derived formulas to estimate the damping of the transient envelope by
solving the governing one-dimensional transient flow equations in a dimension-
less form; however, their formulas are limited to rapid valve closure cases. One
of their formulas is for the case of the smooth pipe and another for the rough
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pipe. Their formulas to compute total damping are somewhat complicated,
thereby making it difficult for real-life applications.
35. Martins et al. (2016) used computational fluid dynamic model to investigate
transient energy dissipation. They reported that CB models describe the pres-
sure signals better than IAB models due to the past time step.
36. Duan et al. (2017) investigated the importance of the unsteady friction for
different models. They concluded that the use of unsteady friction or turbulence
models is necessary for transient flow simulation in small scale pipe systems with
high frequency behavior. They reported that the IAB model are more accurate
than CB models to simulate the maximum and minimum envelopes. However,
for designing piping system, the CB model are more reliable.
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Chapter 3
Damping in Transient Pressurized Flows ∗
3.1 Introduction
Significant advances have been made during recent years in the modeling of tran-
sient flows in pressurized closed conduits initiated by changes in the settings of the
flow controls equipment. If the assumptions that form the basis of the governing
equations are satisfied and the stability and accuracy criteria for the numerical pro-
cedures are observed, the computed results are reliable and may be used with con-
fidence for system design and operation. However, the dissipation of the transient
oscillations with time is not completely understood at present, and the dissipation
in the computed results is usually slower than that in the real-life systems. Mostly,
this difference between the computed and measured results is attributed to the use
of steady-state friction equation to compute energy losses during the transient state
in which the damping is calculated using the steady friction formula while solving
the continuity and momentum equations that describe transient-flows phenomenon
in closed conduits.
The first peak in transient state pressures is usually not affected by the dissipation
of pressure oscillations. The dissipation of pressure oscillations is not considered very
important in most cases and this peak pressure is typically utilized for design and
operations. However, for multiple control operations in a system, such as starting
∗Khilqa, S., M. Elkholy, M. Al-Tofan, J. M. Caicedo, and M. H. Chaudhry
(2019). Damping in transient pressurized flows. Journal of Hydraulic Engineering,
http://doi.org/10.1061/(ASCE)HY.1943-7900.0001624. Reprinted here with permission from ASCE
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the pumps following power failure or pump shutdown, opening or closing of control
valves following the closing or opening operations in piping system, or load acceptance
following load rejection on turbines in a hydro-power plant, it is very important to
determine the dissipation of the pressure oscillations so that the second operation
is started in time to reduce the severity of the subsequent transient conditions. If
this is not done properly, the resulting transient conditions may be worse than that
for a single operation. Therefore, knowing the magnitude of the dissipated pressure
oscillations at different times after the first or the second peak is important in multiple
operations (Chaudhry, 2014).
The inclusion of energy losses in the computations of transient flows has been
investigated for many decades worldwide and several computational procedures have
been reported. However, in the authors’ opinion, a universal computational procedure
that is suitable for real-life applications by practitioners is not presently available.
This is because transient flows are very complex and extremely rapid. In addition,
instrumentation for the precise measurement of various variables of interest or for the
visualization of flow for understanding the mechanics of various process are not avail-
able. For similar situations to predict the dissipation of vibrations of large structures,
such as bridges, buildings, sports arenas, etc., structural engineers have been utiliz-
ing a simple technique for many years. Following this approach, a similar method is
presented in this paper to handle the complex phenomenon of dissipation in transient
flows, the mechanics of which are not well-understood at present. A simple equation
describing under-damped oscillations of lumped systems is utilized for this purpose.
This is admittedly a gross simplification; but perhaps worth the effort and suitable
for consideration for real-life applications until a more elegant procedure becomes
available.
Three classes of methods used to simulate the dissipation of transient pressures
are: two-dimensional models, the convolution integral methods and the instantaneous
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acceleration-based methods. All of these methods require the simulation of transients
in the entire system. The first two are computationally intensive and the selection
of the suitable coefficients for the third is somewhat difficult and challenging. As a
result, these methods have not been adopted for general, real-life applications (Reddy
et al. (2011), Adamkowski and Lewandowski (2006), Zhao and Ghidaoui (2004) and
Ghidaoui et al. (2005)). Although some of these models give satisfactory results for
the damping of pressure oscillations in a simple piping system, they may not be reli-
able and applicable in complex cases. Quasi two-dimensional models and convolution
based integral models are computationally intensive (Chaudhry, 2014; Weinerowska-
Bords, 2015). Nowadays, most researchers are using instantaneous-acceleration-based
(IAB) models. These models may be classified further as one-coefficient or two-
coefficient models. Proper selection of the coefficients for the one- or two-coefficient
models has been challenging. The coefficients vary over a wide range. In addition,
the implementation of these models requires the simulation of the entire system.
Pezzinga and Scandura (1995) presented an analytical solution for frictionless
pipelines and for high-density polyethylene (HDPE) pipe, by considering both as
elastic. Bughazem and Anderson (1996) studied the model presented by Brunone
et al. (1991) and indicated the need for a simple, unsteady friction model for complex
piping systems. Pezzinga (2000) prepared charts similar to Moody diagram to select
the unsteady coefficient depending on the Reynolds number and the relative rough-
ness of the pipe and applied dimensional analysis to determine the dimensionless
parameters for unsteady friction. Bergant et al. (2001) investigated Zielke’s model
and verified it for low Reynolds numbers. Ramos et al. (2004) analyzed the unsteady
friction in turbulent flows and presented an approach based on the empirical cor-
rective coefficients for local and convective acceleration in unsteady friction models.
Adamkowski and Lewandowski (2006) presented a comparison between quasi-steady
friction model and the following five different models: Zielke (1968), Trikha (1975),
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Vardy and Brown (2003), Zarzycki (1994), and Brunone et al. (1991) models.
Recently Meniconi et al. (2014) presented a model that does not require the heuris-
tic data and derived formulas to estimate the damping of the transient envelope; it
instead solves the governing one-dimensional transient flow equations in a dimen-
sionless form; however, Meniconi et al.’s formulas are limited to instantaneous valve
closure. One of their formulas is for a smooth pipe and another for a rough pipe. Their
formulas to compute total damping are somewhat difficult for real-life applications.
The objective of the present work is to present a simple, reliable model that is
not computationally intensive and can predict the dissipation of the pressure head
oscillations. For illustration purposes, the model is applied to a simple reservoir-
pipeline-valve system for instantaneous and gradual valve closure. In this paper, a
dissipation method is developed following a method used for computing the dissipa-
tion of structural vibrations. Subsequently, an expression for the damping ratio is
developed using dimensional analysis and by non-linear regression. The computed re-
sults are compared with the experimental measurements and discussed in detail, then
the uncertainty quantification is discussed, followed by a summary and conclusions.
3.2 Under-damped System
The closure of a downstream valve in a reservoir-pipeline-valve system results in
pressure head oscillations at the valve that are similar to the oscillations of the mass
in a spring-mass-damper system (Fig. 3.1). The displacement of the oscillating mass
exhibits an exponential decay due to viscous damping which may be studied as free
vibrations, i.e., no external force. For example, damping in a single degree of freedom
of a structure may be simulated as a linear viscous damper (Chopra et al., 2012).
The following governing equation describes the displacement, x, of mass, m (Fig.
3.1) with respect to time, t.








 Fig. (2): Vibrating spring with a single degree of freedom 
m k 
x
Figure 3.1: Spring-mass system
This is a second-order ordinary differential equation in which c = damping constant
as a measure of the energy dissipation and k = spring constant. Equation 3.1 may
be rewritten in its auxiliary form (Kreyszig, 2010) as
m r2 + c r + k = 0 (3.2)









c2 − 4 m k
2m (3.3b)
The following three cases of damping are possible depending on the value of (c2 − 4mk):
overdamped if c2 − 4mk > 0; critical damping if c2 − 4mk = 0; and underdamped if
c2 − 4mk < 0. The dissipation of pressure head oscillations at a section in a pip-
ing system are similar to that in the underdamped case (Similarities and differences
between a vibrating spring-mass and hydraulic systems are explained in Chaudhry
(2014)) as follows. The damping of the pressure head oscillations is similar to those in
structural dynamics where displacement is described as a free vibrating spring-mass.
Even though in structural (building) dynamic the damping is a complicated problem,
it is simplified as a free vibrating spring-mass problem. The authors follow this sim-
plification for simulating the pressure head oscillations in transient pressurized flows.
The current study focuses on formulating a model to determine the damping ratio,
ζ, of the pressure heads oscillations in a reservoir-pipe system due to closure of the
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downstream valve, assuming that a lumped system describes the pressure variation
in the time domain.






+ k h = 0 (3.4)
where H is the pressure head at the downstream valve and Hs is the head at the
upstream reservoir (static head). Equation 3.4 is a linear, second-order ordinary dif-
ferential equation. Although equations that describe the transient flow are nonlinear,
this linear approximation is acceptable as long as the goal is to estimate the damping
of the transient envelope. In addition, this approximation is considered satisfactory






t (c1 cos (ωt) + c2 sin (ωt)) (3.5)
This solution has the same form as the analytical solution developed by Duan et al.
(2012) to investigate the unsteady friction damping of transient pressures in one-
dimensional flow. They linearized the non-linear quasi-friction term and found that
the pressure head in the frequency domain, H∗(x∗, ω∗), may be written as
∂2H∗
∂x∗2
+ CL H∗ = 0 (3.6)
where x∗ = x/L is the relative distance with L as the length of the pipe; ω∗ is the
frequency of the pressure head oscillations and CL is a lumped parameter for wave
propagation. The solution of this equation has the following form
H∗(x∗, ω∗) = H∗o e(Ka+iKp)x
∗ω∗ (3.7)
where Ka and Kp are factors of wave attenuation and phase shift, respectively and
H∗o , H/Ho, is the relative pressure head oscillation, and Ho is the steady state head.
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The last equation is similar to Eq. 3.5, which means that the current approach may
be utilized for the pressure head oscillations.





t sin (ωt+ φ) (3.8)
in which A is the amplitude of the pressure head at t = 0, ω is the frequency of
the pressure oscillations, and φ is the phase shift of the wave. For the pressure head






t sin (ωt) (3.9)
The sinusoidal wave solution for Eq. 3.4 is an odd function and a square wave can





t( sin (ωt) + 13 sin(3ωt) + 15 sin (5ωt) + 17 sin (7ωt) + ...
)
(3.10)
The exponent (c/2m) is an unknown quantity with the dimension of (1/s) and
it represents the rate of decay of pressure oscillations. This term equals to (ζ ωn)
(Chopra et al., 2012) where ωn is the natural frequency of the pressure oscillations at
the valve . For simplicity, the fundamental harmonic is used in this paper. Equation
3.10 may then be written as
h(t) = Ae−ζωnt sin (ωdt) (3.11)
where ωd is the frequency of pressure oscillations if damping is included and is called
damped frequency, ωd = ωn
√
1− ζ2. Since ζ is small, ωd may be assumed equal to ωn
(Humar, 2012). For an instantaneous valve closure at t = 0, A, may be determined
from the Joukowsky formula; for gradual valve closure, a procedure to compute A is
presented later.
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For instantaneous valve closure, ∆h = ±a∆V/g in which ∆h is the increase in
pressure head at t = 0, a is the wave speed, ∆V is instantaneous variation of the
flow velocity at the valve, and g is the gravitational acceleration. In this, A ∼= ∆h.
This value of A is an approximation for sinusoidal oscillations since the instantaneous
closure results in square waves. The term e−ζωnt represents damping of the oscilla-
tions, and the head deviation at the valve, h, approaches zero as t tends to infinity.
In other words, Eq. 3.11 is an exponential decay function with ζ as the damping
ratio, which is a function of the system parameters and boundaries, flow rate, and
fluid properties. This equation may be used to compute the dissipation of pressure
oscillations. The advantages of this model are: it is easy to apply, the entire system is
not analyzed, it is not computationally intensive, and reasonable results suitable for
practical applications are obtained. On the other hand, the limitation of the model
is an approximate method that is applicable to a single pipeline.
3.3 Experimental Data
Two data sets are used in this paper: The first data set is obtained from the ex-
periments conducted in the Hydraulic Laboratory at the University of South Carolina
(USC), and the second set is from experiments reported in the literature. The USC
experimental setup consists of a pressurized tank at the upstream end, a 158.71 m
long copper pipe, 0.0254 m in diameter with 0.001 m wall thickness and a ball valve
at the downstream end of the pipe, as shown in Fig. 3.2. To generate a transient
condition, the ball valve at the downstream end is closed by a spring, triggered by a
magnetic switch which allows for the closure of the valve in approximately 0.026 sec-
onds. The pressure in the pipe is measured by a TJE pressure transducer, mounted
on the pipe, just upstream of the valve. The pressure transducer is manufactured by
Honeywell International Incorporation and has a pressure rating (design pressure) of
140 m with an accuracy of 0.1%. An electronic sensor is installed on the valve to
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measure the variation of the valve angle with time during the closure. The pressure
transducers and the electronic sensor are all wired to a data-acquisition board that
has three digital hardware timers and triggers, assuring accurate timing for the valve
closure and signal acquisition. The experiment is run until the flow in the pipe be-
comes steady. The magnetic switch is then triggered, creating a rapid valve closure
and generating a transient state. A total of seven experiments are carried out. In
this data set, Reynolds number ranges from 4,348 to 7,845. Table 3.1 lists the system
data for these experiments. The second set of data is from experiments conducted in
various laboratories all over the world. This data set covers a wide range of Reynolds
number, ranging from 5,731 to 239,957, Mach number, and D/L. Table 3.2 lists the


















Figure 3.2: USC experimental setup. (All dimensions are in m)
Table 3.1: System data for present experiments
Test Hs Vo Re0 a Ma ×10−4 PNo. (m) (m/s) (VoD/ν) (m/s) (Vo/a)
1 34.36 0.309 7845 1194 2.58 6.83
2 33.59 0.255 6482 1216 2.10 8.15
3 30.34 0.310 7876 1215 2.55 6.90
4 16.08 0.171 4348 1147 1.49 10.86
5 17.54 0.220 5597 1154 1.91 8.83
6 21.10 0.213 5410 1181 1.81 9.21
7 12.68 0.194 4918 1109 1.75 9.40
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Table 3.2: System data for experiments reported in literature
Test L D Hs Vo Re0 areported ω acomp Ma PNo. (m) (m) (m) (m/s) (VoD/ν) (m/s) (1/s) (m/s) ×10−4
8a 98.11 0.016 127.5 0.34 5731 1298 20.329 1270 2.68 6.42
9a 98.11 0.016 127.5 0.631 10635 1298 19.894 1243 5.08 3.65
10b 62.50 0.0127 61.0 0.485 5750 1250∗ 30.241 1203 4.03 10.57
11c 143.7 0.0532 24.8 0.18 8398 1360 14.504 1327 1.36 29.18
12c 77.80 0.0532 25.0 0.18 8398 1363 26.745 1325 1.36 53.81
13d 38.08 0.0254 10.0 0.240 7207 1350 58.758 1350 1.81 42.25
14e 60.00 0.10 102.0 0.31 31000 1248.4 30.308 1158 2.68 82.08
15f 4170 0.26 260 0.375 97584 1210 0.451 1198 3.13 2.07
16f 4170 0.26 260 0.524 136139 1210 0.451 1198 4.37 1.48
17f 4170 0.26 260 0.923 239957 1210 0.449 1191 7.75 0.84
Superscripts: a = Adamkowski and Lewandowski (2006); b = Bughazem and Anderson (1996);
c = Pezzinga and Scandura (1995); d = Holmboe and Rouleau (1967);
e = Carlsson (2016); f = Meniconi et al. (2014);
∗ = (1250 ± 40);
Pipe wall material: Tests No. 8, 9, 10 and 13 are copper; Tests No. 11 and 12 are zinc-plated steel;
Tests No. 14, 15, 16 and 17 are steel.
3.4 Damping Ratio
Assuming the damping ratio is a function of the system characteristics
ζ = ψ (L,D, Vo, µ, ρ,K,E, e, ε, g) (3.12)
where L is the length and D is the diameter of the pipe; Vo is the initial steady state
flow velocity; µ is the dynamic viscosity of the fluid; ρ is the fluid density; ε is the
absolute roughness of the pipe; K is the bulk modulus of elasticity of the fluid; E
is Young modulus of elasticity; and e is the pipe thickness. A relationship by using















where Re0 is the Reynolds number; Ma is the Mach number = Vo/a; ε/D is relative
roughness of the pipe (Vo2
Dg
) represents Froude number squared. The effect of Froude
number is insignificant in transient pressurized flow, and is dropped. In the dimen-
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sional analysis, K, E, and e represent the wave speed, which appears in the Mach
number. Therefore, it is appropriate to consider them in terms of wave velocity in
Ma in Eq. 3.13. The pipe inertia and axial pipe motion are not considered, which
is acceptable for properly anchored piping systems (Tijsseling, 1996). The relative
roughness is dropped for the following reasons: 1) In most of the tests done, the
flows are hydraulically smooth; 2) Since the relative roughness is based on the pipe
material, age, use and other factors, its value is not precisely known for inclusion
it in the analysis; 3) Even if the relative roughness is taken into consideration, the
exponent of its term is small (i.e., approximately 0.001) and can thus be practically
neglected; 4) The change in the velocity profiles is the main factor for the damping
in transient flows (Discussion of Plant et al. (1963) (typically flows near the wall and
in the core move in opposite directions and vortices form at the separation zones). In
addition, this is confirmed by numerical modeling by several authors (Brunone et al.,
1991, 2000; Silva-Araya and Chaudhry, 1997; Vítkovskỳ et al., 2006).







where, θ1, θ2, and θ3 are parameters.
For the damping ratio, a best fit technique is used to determine the corresponding
value of the damping ratio for each experiment listed in Tables 3.1 and 3.2. Maxi-
mum value of the correlation coefficient, R2, between the experimental data and the
simulated results using Eq. 3.11 is used for the best fit. The damping ratio for the
experimental measurements is obtained by using the best fit, and it is called, ζbf .
Using non-linear regression analysis for the experimental data for 17 experiments
and corresponding, ζbf , a relationship is developed for the damping ratio, ζ, as a
function of the non-dimensional groups of Eq. 3.14 as







The correlation coefficient, R2, between ζbf and ζ of Eq. 3.15 is 0.83. Figure 3.3
shows a comparison between ζbf that is obtained from the best fit technique for the
experiments, and ζ computed from Eq. 3.15. The range of Re0, Ma, and D/L used
in this analysis are (4.35 × 103 to 2.40 × 105), ( 1.36 × 10−4 to 7.81 × 10−4), and
(6.24× 10−5 to 1.67× 10−3), respectively. It is worth mentioning that the data used
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Figure 3.3: Comparison between the best fit and computed damping ratio
3.5 Gradual Valve Closure
In real-life applications, valves are opened or closed gradually to minimize tran-
sient pressures. However, Eq. 3.11 cannot be used directly because Joukowsky for-
mula is not applicable and thus the value of A cannot be computed from this equation.





ωe−ζωt cosωt− ζωe−ζωt sinωt
]
(3.16)
The slope of pressure heads oscillations, (dh/dt), may be computed at the start of
the first cycle of pressure oscillations i.e., t = 0, as shown in Fig. 3.4. Note that this
time is not the same as that for the start for transients following instantaneous valve





























Method of characteristics is used in the quasi-steady model to simulate the pres-
sure head oscillations at the start of the first cycle, i.e., at t = 0. These computed
results are used to determine the slope (dh/dt) by calculating it from two successive
points. As stated earlier, steady friction formula is used in the quasi-steady model.
To find the slope from experimental data, it is smoothed first. The smoother the
data, the more accurate are the results. Moreover, it is intuitive that the slope is
maximum or minimum when t = 0. For downstream valve closure, maximum slope
is used to find the value of A, and for upstream valve closure, minimum slope is used
to find the value of A.
To obtain data for verification, a number of experiments are conducted in USC
Hydraulic Laboratory on the setup described previously. The valve is connected to a
DC stepper motor which is controlled by a programmed code using LabVIEW (Kalk-
man, 1995) to allow for gradual valve closure (GVC). Three experiments are carried
out along with an additional experiment from the literature. Table 3.3 lists the sys-
tem data for these experiments and Fig. 3.5 shows the pressure oscillations for these
experiments. In this table, Tc is the valve closure time.
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Table 3.3: System data for gradual valve closure experiments
Test No. Hs (m) Re0 Ma D/L Tc (s) Reference
1 6.80 24183 0.00114 0.00016 3.5 present study
2 6.80 24183 0.00115 0.00016 10 present study
3 6.80 24183 0.00115 0.00016 18 present study















Tc = 3.5 s
Tc = 10 s
Tc = 18 s
Figure 3.5: Pressure oscillations following gradual valve closure
3.6 Discussion
The effect of non-dimensional parameters, Re0, Ma, and D/L on the damping
ratio is investigated individually. Figure 3.6 shows the relationship between ζbf and
Re0. This figure shows that the damping ratio increases with increase in Reynolds
number. However, the rate of increase is small for the low Re0 turbulent region, but
it has a steep gradient for Re0 > 40,000. The experimental damping ratio varies from
0.007 to 0.017 for Re0 < 40,000 and from 0.018 to 0.029 for higher Re0. The sudden
increase in the damping ratio for Re0 > 40,000 may be due to the formation of helical
vortices that make the flow unstable (Das and Arakeri, 1998). Since flow instability
alters the flow structure and the strength of the turbulence during transient flow
(Ghidaoui and Kolyshkin, 2001), the rate of damping may increase considerably.
To investigate the behavior of damping ratio, a parameter, P , representing the
ratio between the diffusion timescale and the waterhammer timescale is calculated.
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This dimensionless parameter proposed by Ghidaoui et al. (2002), is expressed math-




, where f is the steady state Darcy Weisbach
friction factor. P measures the acceptability of the quasi-steady assumption in the
modeling of transient flows. This shows that the quasi-steady assumption is accept-
able for P  1, and this assumption is questionable when P is of the order of 1. The
variation of damping ratio, ζbf , with P is shown in Fig. 3.7. In this figure, for P
ranging from 0.8 to 10, the change of the damping ratio is significant. Following ear-
lier investigations, this may be due to the vorticity generated by the wave and to the
mixing of the turbulence structure by the subsequent pressure waves (Pothof, 2008).
It diffuses all the way to the pipe core and changes the pre-existing turbulent state
(Duan et al., 2010). Figure 3.7 and Tables 3.1 and 3.2, indicate that the damping
ratio in real-life systems is high with P approximately 4. However, for laboratory
systems, the damping ratio is low and for corresponding P is much higher. This
confirms findings by Ghidaoui et al. (2002) and Pothof (2008) that for 0.1 < P < 10
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Figure 3.6: Damping ratio, ζbf , (present study) and Kro (Meniconi et al. (2014)) as
function of Re0
As mentioned in the introduction, Meniconi et al. (2014) derived an analytical



















Figure 3.7: Damping ratio, ζbf vs. P






































where, Re0 is the initial Reynolds number, Tw = L/a is the wave timescale, and
Tdv = D2/ν is the radial diffusion timescale, and ν is the kinematic viscosity. Their
equations recommended the use of the instantaneous Reynolds number rather than
the initial one since turbulent conditions during transients keep on changing. How-
ever, comparing the above equations using the initial Reynolds number shows good
agreement with the damping factor, ζ estimated from Eq. 3.15. The ratio, Kr0/ζ =
4.2±1.8 is estimated and the deviation here may be attributed to many other factors
besides including the necessity of using instantaneous Reynolds number rather than
the initial one. This comparison is shown in Fig. 3.6.
Figure 3.8 shows that ζbf increases with the increase in Ma. From the figure,
it may be concluded that reducing the wave speed or increasing the Mach number
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Figure 3.8: Damping ratio, ζbf vs. Ma
The variation of damping ratio, ζbf , with D/L is shown in Fig. 3.9. It shows
that the ζbf decreases as D/L increases. For small ratio of D/L, ζbf has relatively
high value and vice versa. The laboratory systems for D/L is greater than that for
real-life systems due to the length of the pipe, because pipe length in laboratory is
shorter as compared to the pipe length in the field.
Friction effects influencing the damping ratio may be divided into two parts: The
first part is the damping due to steady friction, and due to unsteady friction. The
length of the pipe plays an important role due to not only its effect on D/L ratio
but also due to its effect on the frequency where it is inversely proportional to the
frequency of the pressure head oscillations (frequency of the waterhammer wave). For
a long pipe (i.e., real-life systems), the product of ω and ζbf is small (i.e., < 0.1). In
contrast, for a relatively short pipe (i.e., laboratory systems), the product of ω and
ζbf is large, and thus, another source for damping may be necessary. For example,
the product ω×ζbf for tests No. 15 and No. 17 is 0.017 and 0.013, respectively, while
it is 0.17 and 0.50 for tests No. 1 and No. 10, respectively.
In Table 3.2, the wave speeds, areported, are listed in relevant reference. For this

































Figure 3.9: Damping ratio, ζbf vs. D/L
averaging wave speed for different cycles.
Figure 3.10 shows the comparison of the pressure head variations at the down-
stream valve for several tests between the experimental measurements and the results
computed from Eq. 3.11 using ζ computed from Eq. 3.15. This figure shows that
the simulation is in good agreement with the experimental measurements. However,
some of the experimental and the computed values differ due to the use of the best-
fit technique for calculating the damping ratio and the uncertainty in the nonlinear
regression.
Figure. 3.11 compares the sinusoidal part of the pressure oscillations and corre-
sponding experimental results for the gradual valve closure experiments. The slope
is calculated by using quasi-steady model, A from Eq. 3.17, and ζ from Eq. 3.15.
Then Eq. 3.11 is used to determine the pressure head oscillations. The comparison
shows a good agreement between the experimental and computed results. Therefore,
this method may be used to predict the pressure oscillations for gradual valve clo-
sure since the damping ratio is not a function of valve closure time. However, some
discrepancies are noted between the experimental and computed results. This may
be due to the calculation of the amplitude, A, which depends on the slope computed
numerically. The slope of the pressure head oscillation is steeper for experiments
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with short wave timescale, L/a, than those with long wave timescale, as shown in
Fig. 3.11(d), where the length of the pipe is relatively short.
Additional experimental results for systems with different boundary conditions or
for series systems are needed to verify the applicability of the developed relationship
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Uncertainty Quantification for Damping in
Transient Pressure Oscillations∗
4.1 Introduction
In Chapter 3, a model for computing the damping of pressure head oscillations fol-
lowing instantaneous valve closure in a simple piping system is presented. The model
is developed by using dimensional analysis and verified by comparing the computed
results with experimental measurements using the equation






where Re0 is the Reynolds number, Ma is the Mach number, D/L is the ratio of
diameter to length of the pipe, and Θ = {θ1, θ2, θ3} is a vector of unknown parameters.
The known values of ζ can then be used to determine the pressure head at any time
following a sudden valve closure from using the equation
h(t) = A exp−ζωnt sin(ωdt) (4.2)
where A is the amplitude of the oscillation, ωn is the natural frequency of the system,
and ωd = ωn
√
(1− ζ2). In Chapter 3, we considered Θ as a vector of deterministic
variables, and estimated their values by a non-linear regression analysis of the error
between the model predictions and available experimental data. While this analysis
∗Khilqa, S., M. Elkholy, M. AlTofan, J. M. Caicedo, and M. H. Chaudhry (2019). Uncer-
tainty Quantification for Damping in Transient Pressure Oscillations. Journal of Water Resources
Planning and Management, http://doi.org/10.1061/(ASCE)WR.1943-5452.0001089. Reprinted here
with permission from ASCE
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provides an estimate of the rate of decay of the pressure head, the model does not
give the uncertainty of the predictions. That is, Eq. 4.1 result in a single value of
damping for a set of Re0, Ma and D/L. This value of ζ yields a single value of h(t)
for each time t without providing the possible variations of the prediction. Ideally,
the model should provide the uncertainty associated with the prediction of h(t). This
prediction would be helpful for risk analysis and decision making. For example, a
probabilistic model could be used to estimate the probability that the pressure head
would be higher than a particular value of interest.
In this paper, Θ is expressed as a vector of random variables. The joint probability
density function of these parameters is estimated using Bayesian inference (a brief
introduction to the terms is given in the next section) and using the experimental
data discussed in chapter 3. The joint distribution is described by the probability
density considering all parameters (Θ), rather than independent distributions for each
parameter (Ang and Tang, 2007). The resulting joint distribution from the analysis is
then used for probabilistic predictions of the pressure head after the valve is suddenly
closed. This estimates the probability density function of h(t) for any value of t.
Bayesian inference has been applied to estimate uncertainty in a variety of settings,
including updating structural models (Beck and Katafygiotis, 1998; Katafygiotis and
Beck, 1998), damage identification in structural systems (Behmanesh et al., 2017;
Ching and Beck, 2004), leak detection in piping systems (Poulakis et al., 2003; Puust
et al., 2008), hydrology (Thyer et al., 2009), droughts (Kim et al., 2017) and the
calibration of water distribution models (Kapelan et al., 2007), among others.
4.2 Statistical inference
Before describing the Bayesian methodology used in this study, a number of terms
in Bayes inference are introduced, readers interested in more details should see Beck
and Katafygiotis (1998), Gelman et al. (2014), and Jaynes (2003). Uncertainty (or
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lack of certainty) limits our capability to model a system. Uncertainty is classified as
aleatory (or Type I) and epistemic (or Type II). Epistemic uncertainty stems from
the gaps of knowledge while aleatory uncertainty is attributed to unknown varia-
tions when an experiment or physical phenomenon is repeated. Within a modeling
context, the assumptions made during the development of a model, such as the as-
sumed boundary conditions and material characteristics, result in epistemic uncer-
tainty. Aleatory uncertainty is often modeled as a random variable added to the
output of a model and it is used to express the “normal variation” observed when the
same experiment is performed more than once. Although some believe that system
parameters should be modeled considering both aleatory and epistemic uncertainty
(Der Kiureghian and Ditlevsen, 2009), others believe that all uncertainty is epistemic
and that uncertainty can always be reduced by learning more about the system.
Currently, there are two main statistical approaches based on how probability is
defined. These two different approaches result in different methods to determine the
probability of model parameters based on experimental data. Probability in a fre-
quentist sense is understood as the chances that an event will occur. Parameters have
a “true” value, and measurements are the outcomes of a random variable describing
this parameter. For example, in the context of a single piping system discussed in
this paper, the damping ratio ζ has a “true” value when analyzed from a frequentist
perspective, and the uncertainty associated with its estimation should consider both
epistemic and aleatory uncertainty. The epistemic aspects of the uncertainty could
be reduced by performing more experiments and discovering new knowledge about
the system. However, uncertainty can only be decreased to certain extend because
aleatory uncertainty is always present.
Probability from a Bayesian perspective is interpreted as a state of knowledge.
Random variables express our knowledge about the model parameters rather than
expressing their “true” values. In this perspective, uncertainty is only epistemic and
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can always be reduced by increasing our knowledge. Measurements are not viewed
as the outcome of a random variable but as observations of the system. Bayesian
analysis was first published by Thomas Bayes in 1763. Recently, it has been applied
to problems in different domains after the seminal work by Jaynes (2003). Prior
knowledge about the problem at hand plays an important role in Bayesian inference.
Data is not analyzed in a vacuum from the analysts’ beliefs; rather, data is used
to update the belief of the analyst and the result of the analysis summarizes both
the experience of the analyst and new knowledge provided by the data. Arguably,
Bayesian probability provides a way to utilize the expertise of the analyst, which can
be significant in engineering fields where experts have developed knowledge about the
system behavior based on their prior work. However, it is to note that expressing
this prior knowledge should be made with care. Otherwise, the results of the analysis
could be biased. However, since the analyst’s experience is utilized, it is possible to
estimate model parameters based on data from only a few experimental values. The
ability to estimate probabilities with few experiments is of particular interest for large
systems because the experimental data from these real-life systems can be difficult
and expensive to obtain.
Overall both Frequentist and Bayesian approaches are important and are suitable
for statistical analysis (Bayarri and Berger, 2004). Bayesian method allows the use
of prior knowledge engineering judgment. In contrast, the frequentist approach is
not based on prior knowledge and lets the data “speak for itself”. In this work, a
Bayesian approach is adopted to for a probabilistic model for the dissipation ratio,
ζ, for transient pressure oscillations.
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4.3 Bayes inference
Bayesian inference is based on the Bayes theorem expressed by the equation (Bayes
and Price, 1763):
P (Θ|∆, ζ) = P (ζ|Θ,∆) P (Θ|∆)
P (ζ) (4.3)
where ∆ = {Re0,Ma,D/L} and ζ represents the experimental data; P (Θ|∆, ζ) is the
posterior probability density function (PDF), which is the updated belief of the prob-
ability of the model parameters Θ given the experimental data ∆ and ζ. P (ζ|Θ,∆)
is the likelihood PDF. P (Θ|∆) is the prior PDF and expresses the prior knowledge
about the parameters. Note that this prior distribution is conditional to the range of
values of ∆; P (ζ) is the model evidence and, in some cases, it is treated as a normal-
ization constant for convenience. Instead of assuming a distribution for the posterior,
a distribution is drawn based on the prior distribution, an assumed distribution of
the likelihood, and the data. Even though prior distribution affects the posterior, it
does not constrain the posterior to be a specific type of PDF. For example, assuming
a Gaussian distribution for P (Θ|∆) does not limit P (Θ|∆, ζ) to follow a Gaussian
distribution. Furthermore, assuming a prior distribution where the parameters θ1, θ2
and θ3 are uncorrelated does not constrain the covariance matrix of the joint posterior
distribution to be diagonal. The posterior indicates correlation between parameters
if supported by the data and the model.
4.4 Methodology
The methodology followed in this paper may be summarized as a three-step ap-
proach (Gelman et al., 2014): (1) develop models for the prior distribution; (2) update
the model parameters; and (3) perform a posterior prediction check of the developed
model. For this purpose, the experimental data is divided into three groups. Because
of the limited number of experimental data sets, most of the experiments are used
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to inform the prior PDF and update the model. Therefore, the first group of data
(∆a, ζa) is from six experiments and is used to inform the prior distributions. This
group includes at least one experiment with value of Re0 greater than 31,000 to make
sure that the prior PDF is informed using laboratory and field data. The specific tests
to be used are selected randomly from the available tests. The second group (∆b, ζb)
is used to update the parameters and includes nine experiments. The third group
(∆c, ζc) is used to validate the model predictions and consists of two experiments.
This group is also forced to have data for Re0 greater than 31,000. This allows check-
ing that the models are able to predict both small (laboratory) and large (project)
experiments. The overall process of informing the prior PDF, updating the model,
and performing the posterior predictive check is repeated three times to confirm that
the model is validated regardless of which data was used for each data set. Tables
4.1, 4.2 and 4.3 list the characteristics of each experiment for each of the three trials.
The value of ζbf in these tables are obtained by optimizing the value of ζ from Eq.
4.2 such that the values of h(t) match the measured experimental pressure head. The
values of ζbf are considered as the observed values in the Bayesian analysis.
The likelihood function needed in Eq. 4.3 is assumed to be a normal distribution
defined by the equation
P (ζ|Θ,∆) = 1√
2πσ2l




where ζ(Θ,Re0, etc.) is as defined in Eq. 4.1. The standard deviation of the likelihood,
σl, may be considered as a free parameter and added to the list of unknown parameters
to be estimated. Therefore, in the reminder of this paper, Θ = {θ1, θ2, θ3, σl}.
Prior PDF P (Θ|∆) may be defined by eliciting information from an expert (O’Hagan,
1998; Garthwaite et al., 2005), defining uninformative priors (Jaynes, 2003), or using
past information. The prior distribution is assumed as a multinomial distribution of
independent parameters. P (θi) follows a Normal distribution with parameters esti-
mated using the first set of experiments, ∆a. The mean, µθi , is estimated using a
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Table 4.1: Data sets for the first trial
Test no. Re0 Ma D/L ζbf
Data to inform the prior PDF (∆a, ζa)
1 7,845 2.58×10−4 1.60×10−4 0.014
4 4,348 1.49×10−4 1.60×10−4 0.016
8 5,731 2.68×10−4 1.63×10−4 0.016
17 239,957 7.75×10−4 6.24×10−5 0.029
12 8,398 1.36×10−4 6.84×10−4 0.008
9 10,635 5.08×10−4 1.63×10−4 0.017
Data for updating (∆b, ζb)
2 6,482 2.10×10−4 1.60×10−4 0.014
11 8,398 1.36×10−4 3.70×10−4 0.007
3 7,876 2.55×10−4 1.60×10−4 0.013
7 4,918 1.72×10−4 1.60×10−4 0.017
10 6,160 4.03×10−4 2.03×10−4 0.017
13 7,207 1.81×10−4 7.04×10−4 0.007
14 31,000 2.68×10−4 1.67×10−3 0.010
6 5,410 1.80×10−4 1.60×10−4 0.016
5 5,597 1.91×10−4 1.60×10−4 0.016
Data for validation (∆c, ζc)
16 136,139 4.37×10−4 6.24×10−5 0.022
15 97,584 3.13×10−4 6.24×10−5 0.018
nonlinear fitting of the model and the standard deviation σθi is estimated using a
coefficient of variation of 0.4. The parameters of the prior distribution for each of
the three trials are listed in Table 4.4. A Normal or Gaussian distribution is adopted
because this distribution maximizes the entropy when the normal and standard de-
viation can be approximated (Jaynes, 2003); that is, it includes the least information
about the problem, allowing the data to shape the posterior distribution. An inverse
gamma distribution is adopted for P (σl) because the standard deviation is a positive
number and the inverse gamma distribution supports positive numbers only. This
distribution has two parameters: shape α and scale β. The value of α is chosen by
trial and error and is set equal to 3.1 for all the three trials. The value of β is found
as the mean squared error of the fitting process to find the prior PDFs for θ1, θ2, and
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Table 4.2: Data sets for the second trial
Test no. Re0 Ma D/L ζbf
Data to inform the prior PDF (∆a, ζa)
1 7,845 2.58×10−4 1.60×10−4 0.014
17 239,957 7.75×10−4 6.24×10−5 0.029
9 10,635 5.08×10−4 1.63×10−4 0.017
3 7,876 2.55×10−4 1.60×10−4 0.013
10 6,160 4.03×10−4 2.03×10−4 0.017
11 8,398 1.36×10−4 3.70×10−4 0.007
Data for updating (∆b, ζb)
14 31,000 2.68×10−4 1.67×10−3 0.010
4 4,348 1.49×10−4 1.60×10−4 0.016
12 8,398 1.36×10−4 6.84×10−4 0.008
13 7,207 1.81×10−4 7.04×10−4 0.007
5 5,597 1.91×10−4 1.60×10−4 0.016
2 6,482 2.10×10−4 1.60×10−4 0.014
6 5,410 1.81×10−4 1.60×10−4 0.016
7 4,918 1.72×10−4 1.60×10−4 0.017
8 5,731 2.68×10−4 1.63×10−4 0.016
Data for validation (∆c, ζc)
15 97,584 3.13×10−4 6.24×10−5 0.018
16 136,139 4.37×10−4 6.24×10−5 0.022
θ3. The values of β are 0.00199, 0.00058 and 0.00161 for the first, second and third
attempts, respectively.
4.5 Sampling the posterior
Markov Chain Monte Carlo (MCMC) are used to draw samples from the posterior
distribution. Markov chains are sequences of random variables Θ(1), Θ(2), ... Θ(k)
where the probability of Θ(k) only depends on Θ(k − 1). MCMC methods produce
Markov chains that have a distribution that converges to that of the distribution
being sampled. A number of MCMC methodologies are reported in the literature,
including Metropolis-Hastings (Metropolis et al., 1953; Chib and Greenberg, 1995),
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Table 4.3: Data sets for the third trial
Test no. Re0 Ma D/L ζbf
Data to inform the prior PDF (∆a, ζa)
5 5,597 1.91×10−4 1.60×10−4 0.016
3 7,876 2.55×10−4 1.60×10−4 0.013
2 6,482 2.10×10−4 1.60×10−4 0.014
14 31,000 2.68×10−4 1.67×10−3 0.010
8 5,731 2.68×10−4 1.63×10−4 0.016
16 136,139 4.37×10−4 6.24×10−5 0.022
Data for updating (∆b, ζb)
7 4,918 1.72×10−4 1.60×10−4 0.017
6 5,410 1.81×10−4 1.60×10−4 0.016
10 6,160 4.03×10−4 2.03×10−4 0.017
9 10,635 5.08×10−4 1.63×10−4 0.017
4 4,348 1.49×10−4 1.60×10−4 0.016
1 7,845 2.58×10−4 1.60×10−4 0.014
13 7,207 1.81×10−4 7.04×10−4 0.007
11 8,398 1.36×10−4 3.70×10−4 0.007
12 8,398 1.36×10−4 6.84×10−4 0.008
Data for validation (∆c, ζc)
17 239,957 7.75×10−4 6.24×10−5 0.029
15 97,584 3.13×10−4 6.24×10−5 0.018
Table 4.4: Priors for trial
Trial Parameter µθi σθi
1 θ1 0.070 0.0280
θ2 0.600 0.2400
θ3 -0.030 0.0120
2 θ1 0.038 0.0152
θ2 0.704 0.2816
θ3 -0.144 0.0576




Gibbs sampling (Tanner and Wong, 1987), Hamiltonian MCMC (Neal et al., 2011),
NUTS (Hoffman and Gelman, 2014) and many others. In this paper, Gibbs sampling
is used to draw MCMC chains of 1 × 106 samples. The first 10000 samples of the
chain are not considered to let the chain reach its equilibrium. Furthermore, one
of each 7 subsequent samples are used for the analysis. A Z-score (Geweke et al.,
1991) is used to check the convergence of the chains to stationarity. This conver-
gence diagnostic metric identifies if sufficient numbers of samples have been drawn to
describe the posterior distribution. Typical values of these scores are shown in Fig.
4.1. A chain is considered to have converged if the value of the Z-score is between ±2.











Figure 4.1: Z-score for θ3
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4.6 Posterior predictions
The probability of a new value of damping ratio, ζ̃, may be used by marginalizing
all the other values of the model,
P (ζ̃) =
∫
P (ζ̃ ,Θ,∆)dθ =
∫
P (ζ̃|Θ,∆)P (Θ)dΘ (4.5)




P (ζ̃|Θ,∆)P (Θ|ζ,∆)dΘ (4.6)
Eq. 4.6 corresponds to the probability of an estimated damping ratio ζ̃ given the
experimental data utilized for updating and the characteristics of the system, ∆, and
it is often called the posterior predictive distribution (Gelman et al., 2014). This
estimation is conditional to the prior observations of ζ and the characteristics of the
system, ∆. P (Θ|ζ,∆) is the posterior PDF defined by Eq. 4.3, and P (ζ̃|Θ,∆) is the
likelihood function (Eq. 4.4) evaluated in ζ̃. The quality of the model is assessed
by predicting the values of the data for validation, ζc, given the parameters of those
systems (∆c) and comparing the prediction with the experimental damping ratio.
The posterior prediction of ζ̃ is also used to estimate the values of pressure head h̃(t)
from Eq. 4.2.
4.7 Results and Discussion
The posterior for the second trial (See Table 4.2) is shown in Fig. 4.2 and is
found to be similar to the other trials. The figures in the diagonal are the marginal
distributions for each parameter while the figures off the diagonal show the pairwise
PDF relationship between the two variables. The parameters are not independent
when the shape of the plot between the two parameters is close to an oval. That is,




























Figure 4.2: Posterior distributions of σl, θ1, θ2 and θ3 for the second trial
value of the second parameter. When the shape is closer to a circle, the parameters
are independent. The posterior shows a strong inverse relationship between θ3 and
θ2 with correlation coefficient of −0.94 indicating that the model could be further
simplified. (The other trails are shown in appendix C).
Figure 4.3 shows the posterior prediction of ζ for the three tests used for the
validation. The experimental data is shown by a continuous vertical line and the 95%
highest posterior density interval (HPD) is shown by the dashed lines. The HPD (or
credible interval) is equivalent to the confidence intervals in a frequentist approach.
This is, the dashed lines indicates the region where there is a 95% change for the value
of ζ. The range of the 95% HPD depends on the values of ∆ for each experiment. In
some cases, such as Test 17 [Fig. 4.3(c)], the uncertainty in the prediction is larger
than that in the other tests, such as Tests 15 and 16 [Fig. 4.3(a and b)]. The range of
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95% HPD varies from approximately 1% to 6% depending on the test. This level of
uncertainty is not surprising because of the difficulty in estimating the damping ratios,
as reported in the literature (Hernandez and Nestor, 2016). Nevertheless, knowing
the uncertainty in the estimation provides engineers operating large pipe systems with
additional information—for example, the probability that a certain critical value of
pressure head oscillation might be surpassed, as described later in the paper. All of
the experimental data falls within the 95% HPD, indicating that the probabilistic
model predicts the value of ζ satisfactorily with the available data. While in some
cases the experimental value of ζ is close to the peak of the posterior prediction
density [e.g., Fig. 4.3(a and b)], the peak of the PDF and the experimental value do
not completely match those in [Fig. 4.3(c)]. The shape of the posterior prediction
density also changes with the values of ∆. The shape of the posterior prediction
density also changes with the values of ∆, and these shapes of Tests 15 and 16 are
somewhat symmetric while the shape of the posterior prediction for Test 17 is not
symmetric. This is reasonable since the damping ratio cannot be negative and higher
skewness would be expected for smaller values of damping. In addition, the mean
of the posterior prediction of ζ is higher than the experimental damping ratio values
in these three tests. This indicates that the model is biased towards producing high
values of damping ratio.(ζ distributions predicted by the model for all trails are shown
in appendix C).
Figures 4.4 (a and b) show the predicted pressure head for Tests 16 and 17. The
shaded region is the predicted 95% HPD using the model and the dots represent
the experimental data. These tests are for high Re0. The model has limitations in
predicting the pressure during the first half-cycle of the experimental data for Test
16 and Test 17. This is possibly due to errors in the estimation of the value of A
in Eq. 4.2, which is considered a deterministic parameter in this study, or to the
process of digitizing the data points from the literature. The 95% HPD prediction
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FIG. 5: Distribution of ζ predicted by the model.
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Figure 4.3: Distri f ζ predicted by the model
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represents the following cycles satisfactorily; then it becomes slightly off for the last
few cycles. It is worth mentioning that the uncertainty in the prediction increases
with time, expressed by a narrower band close to t = 0, and by a larger band towards
the end of the record. The experimental data is close to the mid point between the
upper and lower limits of the 95% HPD at the beginning of the experiment and close
to the lower limit at the end.
























FIG. 6: 95% HPD predicted by the model and experimental data.
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Figure 4.4: 95% HPD predicted by the model and xperimental data
The probabilistic model may be used to make decisions for the operation of a
piping system. For example, prediction of the dissipation of transient pressures is
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needed to determine a suitable time for the second operation. The probability that
the pressure head is less than a specific value may be determined from the MCMC
chains and from the exponential decay of Eq. 4.2. By calculating the envelopes of the
pressure oscillations from the exponential term in Eq. 4.2, and using the parameters
of the probabilistic model developed in this study, it is possible to determine the time
needed to restart a system. Fig. 4.5(a) hows the envelope of the predictions for the
system of Test 16 drawn from the exponential term in Eq. 4.2, and Fig. 3.7(b) shows
the probability of the pressure head being less than 10 m as a function of time. The
MCMC chain is the same as that used to estimate 95 % HPD shown in Fig. 4.5(a)
for Test 16. The probability shown in Fig. 4.5(b) increases as time passes and the
pressure in the pipe decreases. Engineers may specify a reasonable level of probability
to decide when to restart the system based on this value. For this particular test, the
model shows that there is a 75% probability that h ≤ 10.00 m after 130.0 seconds.
This work may be considered the seed for more future work on complex piping
system. It would be a good idea to extend this study for such systems to obtain more
reliable results with less chance of failure than those obtained using deterministic
models.
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(a) Envelops of the pressure oscillation of Test 16















FIG. 7: 95% HPD predicted by the model and experimental data.
35 Khilqa et al.
Time (s)






Since Daily et al. (1955) pointed out the difference between damping in the steady
and unsteady flows, researchers have presented models that add significant amount to
steady damping to match experimental or field data. Here, the unsteady friction mod-
els that include the unsteady friction term, Ju, such as Instantaneous-Acceleration-
Based (IAB) models are discussed. In the following sections, an IAB model is con-
sidered for evaluating the effects of Ju on the attenuation of peaks and and the time
variation of pressure head variations along a pipeline.
















+ Js + Ju = 0 (5.2)
where a = wave speed; g = gravitational acceleration; v = flow velocity; x = distance
in the downstream x-direction along the pipe; t = time; h = pressure head in the
pipe; Js =
fv |v|
2gD = the steady friction term; f = Darcy’s-Weisbach friction factor;
D = the pipe diameter and Ju = the unsteady friction term. The one-coefficient IAB
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where K = is the decay coefficient for one-coefficient IAB model and Kut and Kux
are the decay coefficients for the local and convective acceleration, respectively for
two-coefficients IAB model. The relationship between the continuity and momentum
equations may be written with the multiplier, λ, as
λ . (L1 ≡ Continuity eq.) + (L2 ≡ Momentum eq.) = 0 (5.4)
Note that these coefficient are assumed constant with respect to time and space.
5.2 Two-Coefficients IAB model





















+ Js = 0 (5.5)










































2a2 + 4a2 (1 +Kut)
2a2 (5.8)
By dropping the higher terms, K2ux, and using a binomial expansion, λ for the case
of tow-coefficients IAB model may be written as
λ = −Kux.φ± (2 +Kut)2a








The partial derivatives in unsteady friction term are approximated by finite-
difference approximations on the characteristic grid. They are chosen such that they
do not affect on adjacent computational sections and are therefore unaffected by
proximity to the boundaries or pipe junctions. For this case, a condition has to be
satisfied for the characteristic slope according to the sign of φ: If φ = 1, then the
slope, λ+ is positive if (Kut + 2−Kux > 0). And as long as the slope, dt/dx ≥ 1/a,
the data from the previous time step are used to update the head and velocity at the
next time interval. Moreover, if φ = −1, then the solution is stable as long as the
Kut ≥ Kux.
Mathematically, the finite differences considered for each characteristic are as follows:
The positive characteristic equation, C+, may be written as
dv
dt

















vP = CP − CmL.hP (5.12)
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and the negative characteristic equation, C−, as
dv
dt












vP = CN − CmR.hP (5.15)
where, vL and vR are the velocities at the previous time step for the nodes on the
left-and right-hand sides, respectively; hP is the pressure head oscillation at the next
time step, i.e., at t + ∆t and hL and hR are the head at the previous time step for
the nodes on the left-and right-hand sides node, respectively;
CmL =
g (−Kuxφ+ 2 +Kut)
2a (1 +Kut)
(5.16)












The Kut adjusts the temporal acceleration term to match the time variation of exper-
imental and computed pressure head oscillations, while Kux adjusts the convective
acceleration term that produces the damping.
5.3 One-Coefficient IAB model
Following the same procedure as before, the multiplier for the one-coefficient IAB
model equals to
λ = −kφ± (K + 2)2a (5.20)
Then, the positive characteristic equation, C+, may be written as
dv
dt





(1 +K) = 0 (5.21)
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or as function of the unknown, vP , as




a (Kφ+K + 2) (5.23)
Cp = vL + CaLhL −RvL|vL| (5.24)
and the negative characteristic equation, C−, as
dv
dt





(1 +K) = 0 (5.25)
or as function of the unknown, vP , as:




a (Kφ−K − 2) (5.27)
Cp = vR + CaRhR −RvR|vR| (5.28)
R = f∆t2D (1 +K) (5.29)
These coefficients in IAB models increase the amplitude of the pressure head by a
factor of (1 +K) at t = 0. This can be proof it mathematically as follows
Let R = f/ (2gD) and CaL = g/a. If K = 0 and f = 0, then R = 0.














where, the term aVo/g represents the change in pressure head according to Joukowsky
relationship.
Now, let’s assume K 6= 0 and f = 0 and thereby R = 0. When φ = 1, CaL =
g
a(1 +K) , which gives
Cp = vR + CaLhR − 0.0 (5.33)










∆h = a(1 +K)Vo
g
(5.37)
The IAB models multiply the amplitude ∆h at t = 0 by (1 + K) whether it is
one-coefficient or two-coefficients models. In addition to the effect of one- or two-
coefficients models on Joukowsky pressure rise, ∆h as shown in Eq. 5.37, IAB models
affect the natural frequency of the pipeline system by changing the wave speed and
gravitational acceleration (Vítkovskỳ et al., 2006). They found that these changes





Both one-coefficient and two-coefficients models are used to simulate the pressure
head oscillations for each experiment listed in Tables 3.1 and 3.2. As mentioned
earlier, the static head is subtracted from pressure head oscillation data; as a result,
the pressure head oscillations are either positive or negative every 2L/a. The wave
speed for each data listed in 3.1 and 3.2 is the average value of the wave speed
computed from a = 1/N ∑Ni=1 (2L/ti) by calculating the wave speed, ai = 2L/ti, for
each half cycle, i.e., 2L/a during the entire simulation period of the measurements.
59
This wave speed represents the wave speed for the system even if there is entrained or
trapped air in the piping system. The wave speed computed in this manner insures
that the simulation results and the experimental measurements match in time. This
may be shown by comparing the results of the one-coefficient and two-coefficients
models, as shown in Fig. 5.1 a, where the values of these coefficients are equal.
Therefore, hereinafter, Kux and Kut are referred to as k. In addition, this figure shows
that the time variation between the experimental data and the computed results with
either one-coefficient or two-coefficient match satisfactorily after the first few cycles,
but it matches poorly during the last several cycles. This is expected because the
one-coefficient or two-coefficients models adjust the wave speed as mentioned above.
Another examples of the comparison are shown in Fig 5.1 b and c.
As mentioned above, data listed in Tables 3.1, 3.2 and Eqs 5.1, 5.2. are used to
simulate pressure head oscillations; Test number 15, 16, and 17 are excluded. The
reason for this exclusion is that the number of tests conducted in the laboratory is
significantly greater than those for real-life applications. Note that these data are for
the turbulent flow, elastic pipes material, and the boundary conditions are a closing
valve either at the downstream end or at the upstream end.
In Table 5.1, k is determined by trial and error until the best fit between the
experimental data and the computed results are obtained, f is the steady state Darcy-
Weisbach friction factor. In the table, DJs and DJs,Ju are the percent of damping
due to using only the steady friction, and both steady friction and unsteady friction
together, respectively. The percent of damping of the former may be computed as
the difference in area under the curve of the pressure head oscillations for frictionless
system and the area of the pressure head oscillations using only the steady friction
divided by the area under the curve for frictionless system.




























































Figure 5.1: Comparison of experimental and computed pressure oscillation by one-
coefficient and two-coefficients models
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Table 5.1: The values of k and other parameters related to the importance of unsteady
friction
Test




1 0.040 0.033 0.350 0.668 0.318 0.48 6.83 0.053 25 D/S
2 0.041 0.035 0.387 0.728 0.341 0.47 8.15 0.046 33 D/S
3 0.035 0.033 0.468 0.776 0.308 0.40 6.90 0.053 42 D/S
4 0.064 0.039 0.374 0.827 0.453 0.55 10.86 0.036 39 D/S
5 0.049 0.036 0.440 0.827 0.387 0.47 8.84 0.043 45 D/S
6 0.045 0.037 0.397 0.777 0.379 0.49 9.21 0.042 38 D/S
7 0.050 0.038 0.384 0.776 0.392 0.50 9.40 0.041 36 D/S
8 0.040 0.036 0.220 0.432 0.212 0.49 6.40 0.059 11 D/S
9 0.020 0.031 0.307 0.430 0.082 0.21 3.65 0.097 11 D/S
10 0.065 0.0091 0.091 0.493 0.402 0.82 10.57 0.018 12 D/S
11 0.022 0.035 0.057 0.254 0.197 0.78 29.18 0.013 9 U/S
12 0.022 0.035 0.054 0.363 0.309 0.85 53.81 0.007 17 U/S
13 0.030 0.034 0.015 0.111 0.096 0.87 42.25 0.009 4 D/S
14 0.025 0.023 0.013 0.164 0.152 0.92 82.08 0.004 7 U/S
∗ = instantaneous valve closure.
N is the number of cycles of the pressure head-oscillations multiplied by two; hjo is
the pressure computed by using the continuity and momentum equations, 5.1 and 5.2,
for frictionless system, i.e., Js and Ju = 0. The pressure head, hjs , is computed using
Eqs., 5.1 and 5.2 that accounts for only friction losses due to steady state condition,
i.e., Js 6= 0 and Ju = 0, and dt is defined as the time step. The limit of the integrals
is between two points on the time axis when the pressure head oscillations change
from positive to negative and vise versa. The percent of damping due to using both











where hjs,ju is the pressure head oscillation computed from the continuity and mo-
mentum equations that accounts for energy loss due to steady friction and unsteady
friction, i.e., Js 6= 0 and Ju 6= 0. DJu = DJs,Ju − DJs ; Γ is the percent of damping
due to unsteady friction relatively to the total damping due to both steady friction
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and unsteady friction, i.e., Γ = (DJu/DJs,Ju); Sc stands for simulated cycles and is
4L/acomp, rounded to the nearest integer.
To study the significance of the assumption of unsteady friction as compared
to steady friction in the modeling of transient flows, two dimensionless parameters
are presented in the literature. The first one, P , indicates the acceptability of the
steady assumption presented by Ghidaoui et al. (2002). P as defined in the earlier
chapters is the ratio of radial diffusion time scale of vorticity, Tdv, to pipe core to time
scale of the wave propagation from one end of the pipe to the other end, Tw (Zhao
and Ghidaoui, 2004), and may be expressed mathematically as P = 2D/(
√
fLMa).
The second parameter, I, is presented by Duan et al. (2012) which is a lumped
dimensionless parameter and indicates the relative importance of unsteady friction
in transient flows. As I increases, unsteady friction losses decrease and ultimately
becomes insignificant. This may be expressed mathematically as I = fRe0Tw/Td =
fMaL/D.
Figure 5.2 shows the pressure oscillations following instantaneous valve closure for
different tests to illustrate the percent of the damping due to steady and unsteady
friction modeling on the damping of pressure oscillations as compared to a frictionless
system and experimental data. It is clear from Fig. 5.2 a and b that the difference in
the percent of the damping due to steady friction and unsteady friction modeling is
significant. In addition, it is noticed in this figure that the effect of steady or unsteady
friction on the damping is insignificant for the first or second pressure cycles. In other
words, energy losses due to wall friction and convective acceleration are small during
the first two cycles. Furthermore, the effect of unsteady friction on the damping
becomes significant after the first two cycles. This means that for design purposes,
first transient pressure peak in piping system is unaffected by dissipation as mentioned
earlier in chapter 3.



















































Figure 5.2: Comparison of experimental and computed pressures by different numer-
ical models
This figure also shows that k depends on Re0 ≤ 10,635. The range of k is between
0.020 and 0.065 for Re0 ranging from 4348 to 10635. This is within the range men-
tioned in chapter 2. It is worth mentioning that Test no. 14 is neglected due to the
gap in Re0 where more data are needed to show the variation of k for Re0 ≥ 10,635.
At present, clear physical explanation for this behavior for the damping ratio is not
available except that presented in the previous chapter. Even though Fig. 5.3 shows
a defined relationship between Re0 and k, it is not confirmed that this relationship
may be applied for other systems due to the change in the structure of the flow dur-
ing the transient state. In addition, k values are not indicative of the significance of
64
the damping due to unsteady friction. For example, for Test no. 13, the percent of
damping due to unsteady friction, Γ, is 87% for k equals 0.03, while Γ is 48% for k
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Figure 5.3: Re0 vs. k
As mentioned earlier, P measures the acceptability of the steady assumption in
the modeling of transient flow. Figure 5.4 shows the variation of k vs. P : For P <
11, k depends on P , while for P > 29, k appears to be constant. For the modeling of
transient flows, Ghidaoui et al. (2002) indicated that the steady-state assumption is
acceptable if P  1. In this figure, P > 29, which confirms this assumption. However,
the information is not sufficient to confirm that the steady-state assumption to model
the transient flows is acceptable as shown in Fig. 5.4. The average values of k for P >
29 is approximately 0.025. This value does not indicate how much k contributes to the
damping of the pressure oscillations, and thus, the acceptability of using steady-state
assumptions for modeling transient flows is not confirmed for P > 29 in this figure.
To further clarify this, Fig. 5.5 shows that there is no obvious defined relationship
between k and its damping percent, Γ. Moreover, Fig. 5.6 shows that the damping
due to unsteady friction, Γ, increases as P increases. This contradicts the findings of
Ghidaoui et al. (2002).
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Figure 5.6: k vs. Γ
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sient flows; typically flows near the wall and in the core move in the opposite directions
and vortices form at the separation zones. This was pointed by Fox in the discus-
sion of Plant et al. (1963) and confirmed by numerical modeling by several authors
(Brunone et al. (1991, 2000); Silva-Araya and Chaudhry (1997); Vítkovskỳ et al.
(2006)). Therefore, investigating the part of the damping due to unsteady friction
during the transient may help to understand the phenomenon.
To indicate the percent of damping due to unsteady friction, Fig. 5.7 shows the
variation of Γ vs. I. It is shown clearly that as I increases, Γ decreases. For example,
for I ≤ 0.007, Γ ≥ 85%, while for I ≥ 0.036, Γ ≤ 55%. This confirms the finding of
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Figure 5.7: I vs. Γ
In chapter 3, the damping ratio, ζbf was introduced. As mentioned earlier, the
damping ratio consists of steady and unsteady friction, and since the damping ratio
is computed from pre-transient state, it is worth illustrating the variation of damping
ratio vs. k. Figure 5.8 shows that as ζbf increases, k increases. In this figure, test no.
9 is excluded due to anomalous behavior. Furthermore, Fig. 5.9 shows the variation
of ζbf vs. Γ which shows that as Γ increases, ζbf decreases. This behavior may explain
that the damping due to unsteady friction may become insignificant in some transient
pressurized flows conditions.
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To conclude, the results shows that transient pressurized flows are complex and ex-
tremely rapid and making conclusions that fit for every cases are difficult. Therefore,
additional experiments are needed to universally cover transient pressurized flows.
Reynolds number, Mach number and D/L should have wide range with relatively















































































6.1 Damping in Transient Pressurized Flows
In addition to the maximum and minimum transient pressures in a piping system,
the dissipation of the transient oscillations with time is important to initiate properly
multiple operations in a system. This study presents the computation of damping
of pressure oscillation in a simple piping system following the methodology used for
the computation of the dissipation of vibrations of structures such as bridges, caused
by impulse loading, such as earthquakes. A simple, reliable model to predict the
dissipation of the pressure head oscillations is developed for the case of instantaneous
valve closure as well as caused by gradual valve closure.
Conclusions are summarized as follows:
1. This model is not computationally intensive.
2. The model does not depend on the history of computed results.
3. The model does not require the simulation of the entire system.
4. Damping ratio is determined by using Reynolds number, Mach number, and
the ratio of the diameter to the length of the pipe.
5. Damping ratio depends significantly on Reynolds number for, Re0 greater than
40,000.
6. Damping ratio is linearly proportional with Mach number.
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7. Damping ratio is inversely proportional to the ratio of the diameter to length
of the pipe.
8. The length of the pipe plays an important role due to its effect on the frequency
of the pipeline system.
9. The effect of relative roughness is small and may be neglected. The damping
ratio obtained from the experiments varies from 0.007 to 0.017 for Reynolds
number less than 40,000 and from 0.018 to 0.029 for higher Reynolds numbers.
10. The damping ratio increases significantly when the dimensionless parameter,
P , between 0.8 to 10.
6.2 Uncertainty Quantification for Damping in Transient
Pressurized Flows
A methodology is presented to estimate the uncertainty in a model to determine
the dissipation of pressure oscillations in simple piping systems. The model devel-
oped uses a wide range of Re0, Ma and D/L. The model parameters are updated
using Bayesian inference and experimental data from laboratory and field studies.
The resulting probabilistic model may be used to estimate the probability of the
damping ratio and the pressure head oscillation for a pipeline following sudden valve
closure. The probabilistic model is validated using data from field studies. The 95%
highest posterior density of the predicted damping ratio includes the experimental
data in the cases tested. The range of the 95% highest posterior density estimate of
ζ is approximately between 1% and 6%. Lower values of damping appear to have
lower variation than higher values of damping. The model is applied to determine
the probability of the time for a specific pressure to occur in order to restart a system
after transient condition produced by an earlier operation.
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6.3 Applications of Instantaneous Acceleration Based Model
In this study, applications for Instantaneous Acceleration Based models are pre-
sented. This includes the one-coefficient and the two-coefficient models. For 14
different experiments, the unsteady friction are determined by trail and error to fit
the experimental data. For Re0 ranging between 4,348 to 31,000, the unsteady coeffi-
cient, k, is between 0.020 to 0.065. Using these models affect the natural frequency of
the pipeline system by multiplying the magnitude of the wave speed and Joukowsky
pressure rises as well. It is found that as Re0 increases, the coefficient for unsteady
friction decreases. The damping percent due to unsteady friction relatively to the
total damping is computed by the area under the curves of the pressure oscillations.
In addition, the percent of the damping due to unsteady friction is greater than 85%
for a parameter, I ≤ 0.007, which describes the importance of unsteady friction.
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Appendix A
Underdamped Pressure Head Oscillations
Closing or opening a valve in a reservoir-pipeline-valve system results in pressure
oscillations at the valve that may be describe as the oscillations of the mass in a
spring-mass-damper system. The equation describes these pressure oscillations is
derived below. Underdamped equation for pressure oscillations may be written as
m ḧ(t) + c ḣ(t) + k h(t) = 0 (A.1)
where m is mass; h is pressure head oscillation; c is damping constant as a measure
of the energy dissipation; t is time and k is spring constant. Let us assume that
h = Aert (A.2)
ḣ = Arert (A.3)
ḧ = Ar2ert (A.4)
By substituting Eqs. A.2, A.3 and A.3 into Eq. A.1, we obtain
mAr2ert + cArert + kAert = 0 (A.5)
Aert
(
mr2 + cr + k
)
= 0 (A.6)
Since Aert 6= 0, therefore
mr2 + cr + k = 0 (A.7)




























to b = ζωn, where ccr is critical damping constant, ζ is damping ratio and ωn is the
natural frequency of the piping system which is equal to a/(4L), in rad/sec. L is the
length of the pipe and a is the wave velocity.




4b2 − 4 ω2n
2 , r1 = b+
√




4b2 − 4 ω2n
2 , r2 = b−
√
b2 − ω2n (A.9b)
when b2 < ω2n, the damping case of the pressure head oscillations is underdamped and
the roots of the Eq. A.7 are complex numbers; therefore,
r1 = b+
√
b2 − ω2n i (A.10a)
r2 = b−
√
b2 − ω2n i (A.10b)
where i is imaginary number, i.e.,
√
−1. Let us define, α = −b and β =
√
ω2n − b2,
then substituting α and β into A.10a and A.10b (Kreyszig, 2010)
r1 = α + β i (A.11a)
r2 = α− β i (A.11b)
The general solution of Eq. A.1 for underdamped case
h = c1e(α+βi)t + c2e(α−βi)t (A.12)
where c1 and c2 are arbitrary constants. By applying Euler’s formula, (eθi = cosθ +
isinθ), Eq. A.12 becomes
h = c1eαt (cosβt+ i sinβt) + c2eαt (cosβt− i sinβt) (A.13a)
h = eαt [(c1 + c2) cosβt+ (c1 − c2) i sinβt] (A.13b)
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Let us assume (c1 + c2) = A sinφ and (c1 − c2) = A cosφ (Mittal, 2010), then
h = eαt (A sinφ cosβt+ A cosφ sinβt) (A.14)




2 [sin (βt+ φ) + sin (βt− φ)] +
A
2 [sin (βt+ φ)− sin (βt− φ)]
}
(A.15)
Eq. A.15 may be simplified as
h = Ae−btsin
√
ω2n − b2 t (A.16)
Substituting b = ζωn into Eq. A.16 gives
h = Ae−ζωnt sin
√
ω2n − ω2nζ2 t (A.17)
The term
√
ω2n − ω2nζ2 = ωd, where ωd is damped frequency. Since ζ is small, ωd may
be assumed equal to ωn (Humar, 2012). Eq. A.17 may be written as
h = Ae−ζωnt sin (ωnt) (A.18)
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Appendix B
Dimensional Analysis For Damping Ratio
Dimensional analysis is used to find the dimensionless parameter affecting the
damping in pressure oscillations. This analysis is shown below.
Assuming the damping ratio is a function of the system characteristics
ζ = ψ (L,D, Vo, µ, ρ,K,E, e, ε, g) (B.1)
where L is the length and D is the diameter of the pipe; Vo is the initial steady state
flow velocity; µ is the dynamic viscosity of the fluid; ρ is the fluid density; ε is the
absolute roughness of the pipe; K is the bulk modulus of elasticity of the fluid; E is
Young modulus of elasticity; and e is the pipe thickness.
ψ (ζ, L,D, Vo, µ, ρ,K,E, e, ε, g) = 0 (B.2)
The repeating variables are: ρ, Vo, D. The following dimensionless numbers (groups),
π, are obtained. It should be mentioned that M , L and T stand for mass, length and
time dimensions, respectively.









= M0L0T 0 (B.3b)
x− 1 = 0 (B.3c)
−3x+ y + z + 1 = 0 (B.3d)
−y + 1 = 0 (B.3e)






where Re0 is Reynolds number.





(L)z (L)−1 = M0L0T 0 (B.5b)
x = 0 (B.5c)
−3x+ y + z − 1 = 0 (B.5d)
−y = 0 (B.5e)














= M0L0T 0 (B.7b)
x = 0 (B.7c)
−3x+ y + z − 1 = 0 (B.7d)
−y + 1 = 0 (B.7e)





where Fr is Froude number.





(L)z (L)−1 = M0L0T 0 (B.9b)
x = 0 (B.9c)
−3x+ y + z − 1 = 0 (B.9d)
−y = 0 (B.9e)






π5 = ζ (B.11)









= M0L0T 0 (B.12b)
x+ 1 = 0 (B.12c)
−3x+ y + z − 1 = 0 (B.12d)
−y − 2 = 0 (B.12e)





In the dimensional analysis, K, E, and e represent the wave speed which may ex-
pressed as Mach number. Therefore, it is appropriate to consider them in terms of
wave velocity, a. The pipe inertia and axial pipe motion are not considered which is
acceptable for rigidly anchored piping systems (Tijsseling, 1996), i.e., the effect of E
is neglected. This gives the following dimensionless group









= M0L0T 0 (B.14b)
x = 0 (B.14c)
−3x+ y + z − 1 = 0 (B.14d)
−y + 1 = 0 (B.14e)





where Ma is Mach number.

















The effect of Froude number is insignificant in transient pressurized flow, and is
dropped. The relative roughness term is dropped for reasons aforementioned in
Chapter 3, section 4. Nonlinear regression analysis is used to show the physical
dependence of the non-dimensional numbers derived by using the Buckingham theo-
rem and a nominal expression, which satisfies the absolute significance of the relative
magnitude of the π-numbers only if it has the power-law form (Sonin, 2001). To










In this appendix, the other two trails of the posterior distributions are shown, and
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Figure C.2: Posterior distributions of σl, θ1, θ2 and θ3 for the third trial.
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Figure C.3: Distribution of ζ  predicted by the model of first trial: (a) Test 16;    
(b) Test 15
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Figure C.4: Distribution of ζ predicted by the model of first trial: (a) Test 15; (b)
Test 16
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Figure C.5: Distribution of ζ predicted by the model of third trial: (a) Test 17; (b)
Test 15
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