Abstract|A variety of analytic and probabilistic models in connection to Markov random elds (MRFs) have been proposed in the last decade for solving low level vision problems involving discontinuities. This paper presents a systematic study on these models and de nes a general discontinuity adaptive (DA) MRF model. By analyzing the Euler equation associated with the energy minimization, it shows that the fundamental di erence between di erent models lies in the behavior of interaction between neighboring points, which is determined by the a priori smoothness constraint encoded into the energy function An important necessary condition is derived for the interaction to be adaptive to discontinuities to avoid oversmoothing. This forms the basis on which a class of adaptive interaction functions (AIFs) is de ned. The DA model is de ned in terms of the Euler equation constrained by this class of AIFs. Its solution is C 1 continuous and allows arbitrarily large but bounded slopes in dealing with discontinuities. Because of the continuous nature, it is stable to changes in parameters and data, a good property for regularizing ill-posed problems. Experimental results are shown.
I. Introduction S MOOTHNESS is a generic assumption underlying a wide range of physical phenomena. It characterizes the coherence and homogeneity of matter within a scope of space (or an interval of time). It is one of the most common assumptions in computer vision models, in particular, those formulated in terms of Markov random elds (MRFs) 1], 2], 3] and regularization 4]. Its applications are seen widely in image restoration, surface reconstruction, optical ow and motion, shape from X, texture, edge detection, region segmentation, visual integration and so on.
The assumption of the uniform smoothness implies the smoothness everywhere. However, improper imposition of it can lead to undesirable, oversmoothed, solutions. This occurs when the uniform smoothness is violated, for example, at discontinuities where abrupt changes occur. It is necessary to take care of discontinuities when using smoothness priors. Therefore, how to apply the smoothness constraint wile preserving discontinuities has been one of the most active research areas in level vision (see, e.g. 5 This paper presents a systematic study on smoothness priors involving discontinuities. The results are based on an analysis of the Euler equation associated with the energy minimization in MRF and regularization models. Through S. Z. Li is currently with the School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore 2263. Email: szli@ntuix.ntu.ac.sg . the analysis, it is identi ed that the fundamental di erence among di erent models for dealing with discontinuities lies in their ways of controlling the interaction between neighboring points. Thereby, an important necessary condition is derived for any regularizers or MRF prior potential functions to be able to deal with discontinuities.
Based on these ndings, a so-called discontinuity adaptive (DA) smoothness model is de ned in terms of the Euler equation constrained by a class of adaptive interaction functions (AIFs). The DA solution is C 1 continuous, allowing arbitrarily large but bounded slopes. Because of the continuous nature, it is stable to changes in parameters and data. This is a good property for regularizing ill-posed problems. The results provide principles for the selection of a priori clique potential functions in stochastic MRF models and regularizers in deterministic regularization models. It is also shown that the DA model includes as special instances most of the existing models, such as the line process (LP) The study of discontinuities is most sensibly carried out in terms of analytical properties, such as derivatives. For this reason, analytical regularization, a special class of MRF models, is used as the platform for it. If we consider that regularization contains three parts 21]: the data, the class of solution functions and the regularizer, the present work addresses mainly the regularizer part. In Section II, regularization models are reviewed in connection to discontinuities. In Section III, a necessary condition for the discontinuity adaptivity is made explicit; based on this, the DA model is de ned and compared with other models. In Section IV, an algorithm for nding the DA solution is presented, some related issues are discussed. Experimental results are shown in Section V. Finally, conclusions are drawn.
II. Smoothness, Regularization and Discontinuities
In MRF vision modeling, the smoothness assumption can be encoded into an energy via one of the two routes: analytic and probabilistic. In the analytic route, the encoding is done in the regularization framework 4], 22]. From the regularization viewpoint, a problem is said to be \ill-posed" if it fails to satisfy one or more of the following criteria: the solution exists, is unique and depends continuously on the data. Additional, a priori, assumptions have to be imposed on the solution to convert an ill-posed problem into a well-posed one. An important assumption of such assumptions is the smoothness 23]. It is incorporated into the energy function whereby the cost of the solution is de ned.
From the probabilistic viewpoint, a regularized solution corresponds to the maximum a posteriori (MAP) estimate of an MRF 1], 24]. Here, the prior constraints are encoded into the a priori MRF probability distribution. The MAP solution is obtained by maximizing the posterior probability or equivalently minimizing the corresponding energy.
The MRF model is more general than the regularization model in (1) that it can encode prior constraints other than the smoothness and (2) that it allows arbitrary neighborhood systems other than the nearest ones. However, the analytic regularization model provides a convenient platform for the study of smoothness priors because of close relationships between the smoothness and the analytical continuity.
A. Regularization and Discontinuities
Consider the problem of restoring a signal f from the data d = f + e where e denotes the noise. The regularization formulation de nes the solution f to be the global minimum of an energy function E(f), f = arg min f E(f).
The energy is the sum of two terms
The closeness term, U(d j f), measures the cost caused by the discrepancy between the solution f and the data d
where (x) is a weighting function and a and b are the bounds of the integral. The smoothness term, U(f), measures the cost caused by the irregularities of the solution f, the irregularities being measured by the derivative magnitudes jf (n) (x)j. With identical independent additive Gaussian noise, U(f j d), U(d j f) and U(f) correspond to the energies in the posterior, the likelihood the prior Gibbs distributions of an MRF, respectively 24].
The smoothness term U(f), also called a regularizer, is the object of study in this work. It penalizes the irregularities according to the a priori smoothness constraint encoded in it. It is generally de ned as
where U n (f) is the n th order regularizer, N is the highest order to be considered and n 0 is a weighting factor.
A potential function g(f (n) (x)) is the penalty against the irregularity in f (n?1) (x) and corresponds to prior clique potentials in MRF models. Regularizers di er in the denition of U n (f), more speci cally in the selection of g.
A.1 Standard Regularization
In the standard regularization 23], 4], the potential function takes the pure quadratic form g q ( ) = 2 (4) With g q , the more irregular f (n?1) (x) is at x, the larger jf (n) j, and consequently the larger potential g(f (n) ) contributed to U n (f). The standard quadratic regularizer can have a more general form
where w n (x) are the pre-speci ed non-negative continuous functions 23]. It may also be generalized to multidimensional cases and to include cross derivative terms. The quadratic regularizer imposes the smoothness constraint everywhere. It determines the constant interaction between neighboring points and leads to smoothing strength proportional to jf (n) j, as will be shown in the next section.
The homogeneous or isotropic application of the smoothness constraint inevitably leads to oversmoothing at discontinuities at which the derivative is in nite.
If the function w n (x) can be pre-speci ed in such a way that w n (x) = 0 at x where f (n) (x) is in nite, then the oversmoothing can be avoided. In this way, w n (x) act as continuity-controllers 6]. It is further suggested that w n (x) may be discontinuous and not pre-speci Deterministic approaches often use some classical gradient based methods. Before these can be applied, the combinatorial minimization problem has to be converted into one of real minimization. By eliminating the line process, Blake and Zisserman 10] convert the previous minimization problem into one which minimizes the following function containing only real variables (9) where the truncated quadratic potential function g ( ) = minf 2 ; g (10) shall be referred to as the line process potential function.
Blake and Zisserman introduce a parameter p into g ( ) to control the convexity of E, obtaining g (p) ( ). The parameter p varies from 1 to 0, which corresponds to the variation from a convex approximation of the function to its original form.
Koch 
As the temperature decreases toward zero, l i approaches l i : lim !0 + l i = l i .
Geiger and Girosi 17] approximate the line process using mean eld theory. They introduce a parameter into (8) , giving an approximated posterior probability
Using the saddle point approximation method, they derive mean eld equations which yield the approximated line process variables which are identical to (13) . The solution is found in the limit when ! 1.
Li 15] proposes a continuous adaptive regularizer model. There, the smoothness constraint is applied without the switch-o as the LP model. Its e ect is decreased as the derivative magnitude becomes larger and is completely o only at the true discontinuities where the derivative is innite. This is an earlier form of the DA model in this work.
B. Other Regularization Models
Grimson and Pavlidis 7] propose an approach in which the degree of interaction between pixels across edges is adjusted in order to detect discontinuities. Lee and Pavlidis 11] investigate a class of smoothing splines which are piecewise polynomials. Errors of t are measured after each successive regularization and used to determine whether discontinuities should be inserted. This process iterates until convergence is reached. Besl et al. 29] propose a smoothing window operator to prevent smoothing across discontinuities based on robust statistics. Liu and Harris 30] develop, based on a previous work 31], a computational network in which surface reconstruction, discontinuity detection and estimation of rst and second derivatives are performed cooperatively.
Mumford and Shah 8] de ne an energy on a continuous domain
where and are constants, k is the number of discontinuities and the sequence a = a 0 < a 1 < ::: < a k < a k+1 = b
indicates the locations of discontinuities. The minimal solution (f ; fa i g ; k ) is found by minimizing over each value of the integer k, every sequence fa k g, and every function f(x) continuously di erentiable on each interval a i x a i+1 . The minimization over k is a hard problem.
Using the minimal description length principle, Leclerc 13] presents the following function for restoration of piece- (17) where ( ) 2 f0; 1g is the Kronecker delta function. To minimize the function, he approximates the delta function with the exponential function parameterized by (18) and approaches the solution by continuation in toward 0.
III. The Discontinuity Adaptive MRF Model
By analyzing the smoothing mechanism in terms of the Euler equation, it will be clear that major di erence between di erent models lies in their way of controlling the interaction between neighboring points and adjusting the smoothing strength. The DA model is de ned based on the principle that wherever a discontinuity occurs, the interaction should diminish. A. De ning the DA Model We focus on the models which involve only the rst order derivative f 0 = f (1) and consider the general string model A potential function g is usually chosen to be (a) even such that g( ) = g(j j) and (b) the derivative of g can be expressed as the following form g 0 ( ) = 2 h( ) (24) where h is called an interaction function, . Obviously, h thus de ned is also even. With these assumptions, the Euler equation can be expressed as
The magnitude jg 0 (f 0 )j = j2f 0 h(f 0 )j relates to the strength with which a regularizer performs smoothing; and h(f 0 (x)) determines the interaction between neighboring pixels. Let 4 = f 0 (x). A necessary condition for any regularization model to be adaptive to discontinuities is
where C 2 0; 1) is a constant. The above condition with C = 0 entirely prohibits smoothing at discontinuities where ! 1 whereas with C > 0 allows limited (bounded)
smoothing. In any case, however, the interaction h( ) must be small for large j j and approaches 0 as j j goes to 1.
This is an important guideline for selecting g and h for the purpose of the adaptation.
De nition 1. An adaptive interaction function (AIF) h parameterized by (> 0) is a function that satis es:
The class of AIFs, denoted by IHI , is de ned as the collection of all such h . 2
The continuity requirement (i) guarantees the twice differentiability of the integrand u(f j d) in (20) with respect 1 In this work, the continuity of (x) and d(x) and di erentiability of f(x) are assumed for the variational problems de ned on continuous domains 32], 33]. However, they are not necessary for discrete problems where a; b] is quantized into discrete points. For example, in the discrete case, (x i ) is allowed to take a value in f1,0g, indicating whether datum d(x i ) is available or not. The energy function (19) with g = g is called an adaptive string. The following are some properties of g : Basically, g is one order higher than h in continuity; it 2 See 33] for a comprehensive discussion about the continuity of solutions of the class of problems to which the DA belongs. is even, g ( ) = g (? ); its derivative function is odd, g 0 ( ) = ?g 0 (? ); however, it is not necessary for g (1) to be bounded. Furthermore, g is strictly monotonically increasing as j j increases because g ( ) = g (j j) and g 0 ( ) = 2 h ( Table I instantiates four possible choices of AIFs, the corresponding APFs and the bands. Fig.1 shows their qualitative shapes (a trivial constant may be added to g ( )). Fig.2 gives a graphical comparison of the g( )'s for the quadratic, the LP model and the rst three DA models listed in Table I and appealing because they have some inherent advantages over nonconvex models, both in stability and computational efciency. 
Thus in this situation of su ciently small 2 = , the adaptive model inherits the convexity of the quadratic model.
The interaction function h also well explains the differences between various regularizers. For the quadratic regularizer, the interaction is constant everywhere h q ( ) = 1 (31) and the smoothing strength is proportional to j j. This is why the quadratic regularizer leads to oversmoothing at discontinuities where is in nite. In the LP model, the interaction is piecewise constant h ( ) = 1 j j < p 0 otherwise (32) Obviously, it inhibits oversmoothing by switching o smoothing when j j exceeds p in a binary manner. (34) where > 0 plays a similar role to in g . The above is a convex function and has the rst derivative as: g 0 ( ) = 2 h ( ) = 2 for j j , and g 0 ( ) = 2 h ( ) = 2 =j j for other . Comparing g 0 ( ) with (24), we nd that the corresponding AIF is h ( ) = 1 for j j and h ( ) = =j j for other . This function allows bounded but nonzero smoothing at discontinuities. The same function has also been applied by 38] to curve tting. A comparative study on the DA model and robust statistics can be found in 39], 27].
The approximation (18) of Leclerc's minimal length model 13] is in e ect the same as the DA with APF 1. Eq.(17) may be one of the best cost functions for the piecewise constant restoration; for more general piecewise continuous restoration, one needs to use (18) with a nonzero , which is a DA instance. Regarding the continuity property of domains, Mumford and Shah's model 8] and Terzopoulos' continuity-controlled regularization model 9] can also be de ned on continuous domains as the DA model. (36) where c is a constant. From the above, the solution f is determined by the following f 00 (x) = 0 x i?1 < x < x i ; 1 < i m (37) f(x + i )?f(x ? i ) = 0 1 < i < m (38) In the above, h (f 0 ) = 1 or 0, depending on and the con guration of f . When jf 0 (x)j 2 is close to for some x, a small change may ip h over from one state to the other. This is due to the binary non-linearity of h . The ip-over leads to a signi cantly di erent solution. This can be expressed as
where 0(x) is a function which is constantly zero in the domain a; b]. The variation f with respect to may not be zero for some f and , which causes instability. However, the DA solution, denoted f , is stable
where f denotes the DA solution. Conclusion on the stability due to changes in parameter can be drawn similarly. The same is also true with respect to the data. Given 
?
The solution f (t) takes prescribed values at the boundary points at i = 1 and i = m to meet the boundary condition (22) and the values may be estimated from data d i near the boundaries. With initial f (0) , the solution is in the limit f = f (1) .
Equation (49) helps us see more of how the DA works.
The smoothing at i is due to 
X (x;y)2Ni;j (f (t)
x;y ? f (t) i;j )h(f (t)
x;y ? f (t) i;j ) g where N i;j = f(i?1; j); (i+1; j); (i; j?1); (i; j+1)g is the set of the four neighboring points 5 of (i; j). The updating on 2D grid can be performed on the white and black sites of a checkerboard alternatively to accelerate convergence. 5 With the 4-neighborhood system, the model considers derivatives in the horizontal and vertical directions. With the 8-neighborhood system, the regularizer also includes the diagonal derivatives weighted by 1= Fig. 3 . A GNC algorithm for nding the DA solution.
There are three parameters in (49) which shall be determined for the DA model: , and . Parameter is related to the convergence of the relaxation algorithm. There is an upper bound for for the system to be stable. There also exists an optimal value for 10]. The DA model with C = 0 leads to non-convex dynamic systems and direct minimization using gradient descent only guarantees to nd a local minimum. A GNC-like algorithm can be constructed for approximating the global solution.
Because a convex g guarantees a convex energy function E(f), it is useful to study the convexity of E by analyzing the convexity of g . The expansion (30) The graduation from an initially convex approximation of g to its target form can be implemented by continuation in from a big value to the target value. A GNC-like algorithm using this heuristic is outlined in Fig.3 . Given d, and a target value target for , the algorithm aims to construct a sequence f (t) g with (1) ! target , and thus ff (t) (t) g to approach the global minimum f = lim t!1 f (t) (t) for which E(f ) = min. In the algorithm, is a constant for judging the convergence, and is a factor for decreasing (t) towards target , 0 < < 1. The choice of controls the balance between the quality of the solution and the computational time. In principle, (t) should vary continuously to keep a good track of the global minimum. In discrete computation, we choose 0:9 0:99. More rapid decrease of (t) (with smaller ) is likely to lead the system to an unfavorable local minimum. Witkin et al. 45 ] present a more sophisticated scheme for decreasing by relating the step to the energy change: (t+1) = (t) ? c 1 e ?c2jrEj where c 1 and c 2 are constants. This seems reasonable.
C. Analog Network
The computation can be performed using an analog network. Let f i be the potential of neural cell i. Let As can be seen, there is only a little di erence between the solutions obtained with and without such noise. This demonstrates not only the stability of the network circuit but also the error-tolerance property of the DA model.
V. Experiments
Two experimental results are presented in the following 6 . The rst is the reconstruction of a real image of size 256 256 (Fig.5) . Here, APF 1 (g 1 ) is used and the parameters are empirically chosen as = 50, = 2. The result shows that the reconstructed image is much cleaner with discontinuities well preserved.
The second experiment is the detection of step and roof edges from a simulated noisy pyramid image of size 128 128 (Fig.6) . The detection process runs in three stages: 1) regularizing the input image and computing images of rst derivatives in the two directions from the regularized image using nite di erence, 2) regularizing the derivative images and 3) detecting steps and roofs by thresholding the regularized derivative images. APF 2 (g 2 ) is used and the parameters are empirically chosen as = 10, target = 10 for the rst stage of the regularization and = 100, target = 0:002 for the second stage. Edges in the horizontal and vertical directions are best detected while those in the diagonal directions are not so well done. This is because only derivatives in the two axes directions are considered in the DA discussed so far; changes in the diagonal directions are largely ignored. Regularizers using the 8-neighborhood system (see the footnote for Eq.(51) should help improve the detection of diagonal changes.
Results in Fig.7 show the behavior of the analog DA network under component defects such as manufacturing inadequacy, quality changes, etc. The defects are simulated by adding 25% evenly distributed random noise into R, C, and T in (55). The data d is shown in triangles with 50% missing rate; the locations of the missing data, for which i = 0, are indicated by triangles at the bottom. The noise As can be seen, there is only a little di erence between the solutions obtained with and without such noise. This demonstrates not only the stability of the network circuit but also the error-tolerance property of the DA model. Step and roof edges (right) detected from a pyramid image (left).
Step edges are shown in dots and roof edges in crosses.
VI. Conclusion
Through an analysis of the associated Euler equation, a necessary condition is made explicit for MRF or regularization models to be adaptive to discontinuities. On this basis, the DA model is de ned by the Euler equation constrained by the class of adaptive interaction functions (AIFs). The de nition provides principles for choosing deterministic regularizers and MRF clique potential functions. It also includes many existing models as special instances. The DA model has its solution in C 1 and adaptively overrides the smoothness assumption where the assumption is not valid, without the switching-on/o of discontinuities in the LP model. The DA solution never contains true discontinuities. The DA model \preserves" discontinuities by allowing the solution to have arbitrarily large but bounded slopes. The LP model \preserves true discontinuities" by switching between small and unbounded (or large) slopes.
Owing to its continuous properties, the DA model possesses some theoretical advantages over the LP model. Unlike the LP model, it is stable to changes in parameters and in the data. Therefore it is better than the LP model in solving ill-posed problems. In addition, it is able to deal with problems on a continuous domain. Furthermore, it is better suited for analog VLSI implementation.
