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Series Geométricas Generalizadas 
.\Iarisol Gómez - Esteban Induráin 
Resumen : Persiguiendo fines didácticos, analizamos distintas generaliza-
ciones del concepto de serie geométrica. haciendo aparecer conexiones profundas 
con distintas ramas de la . fatemática. 
l. Introducción. 
El trabajo que aquí presentamos está inspirado en parte de un curso que el 
segundo coautor impartió en el Instituto de Matemática Aplicada de la 'C niver-
sidad Nacional de San Luis (Argentina), en agosto de 1997. El curso iba dirigido 
a la Formación del Profesorado en ~Iatemáticas. Con este espíritu se pensó que 
una buena técnica didácticcL para el aprendizaje de las matemáticas puede ser 
la persecución de un buen teorema a lo largo de las distintas ramas clásicas del 
saber científico, buscando tanto aplicabilidad como intudisciplinaricdac(. Por 
un "buen teorema·', en el sentido anterior, entendemos aquél que haciendo uso 
de conceptos y técnicas elementales. dé lugar a aplicaciones múltiples no trivia-
les de amplio espectro y variedad. 
El juego didáctico consistiría entonces no sólo en e;¡_·poner uno de esos twre-
mas y sus consecuencias e implicaciones. sino también en eer analogias y buscar 
aplicaciones "exóticas" a base de rastrear tablas de materias de distintos libros 
donde podamos pensar que tal teorema haya podido ser empleado. 
En nuestro caso. el teorema de referencia o punto de partida que se es-
cogió para el curso en cuestión fue el Principio de la Aplicación Contracfi¡;a, 
también conocido como Teorema del Punto Fijo de Banach. Tal resultado des-
cansa fundamentalmente en dos ideas básicas: una idea es tan simple como la 
de sumar progresiones geométricas, mientras que la otra es la de completitud 
en espacios métricos. Entre las aplicaciones de dicho teorema de punto fijo se 
encuentran resultados clásicos del Análisis ~!atemático. como el teorema de la 
función implícita el teorema de la función inversa, teoremas de existencia de 
solución para determinados sistemas de ecuaciones diferenciales o integrales. 
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aproximación numérica de raíces de una función real de variable reaL análisis 
numérico matricial, análisis input-output en Teoría Económica. conjuntos frac-
tales, etc. (Puede verse esto en Gómez et al. [1993)). 
En el presente trabajo sin pretender desarrollar el curso sobre aplicaciones 
contractivas, y, pensando además en un público menos especializado. entre-
sacamos una serie de ideas que creemos simples y motivadoras. Podemos re-
sumirlas en un intento de respuesta a la pregunta. aparentemente inocente: 
¿ Sabe usted sumar una serie gwmétrica! 
Como veremos, la idea de serie geométrica. al pensar en analogías o gene-
ralizaciones, va mucho más allá de una serie de números reales del tipo 
A+ A· A.+ A· E 2 + ... +A· A·n +... (A .. E E R). 
Eso nos lleva al título que hemos propuesto para el presente trabajo. 
2. Series geométricas: Concepto, analogías y generalizaciones. 
Situémonos en la recta real R. U na serie geométrica se define como una serie 
numérica de término general an tal que existe una constaute k E R. llamada 
razón de la serie geométrica, de manera que an+l = k· an (n E N). Así. 
las sumas parciales de una tal serie vienen dadas por Sn = a 1 + ... + an = 
a¡ + a¡ · k) + a 1 · k 2 + ... a 1 · kn-l = a 1 · ( 1 + k + k 2 + ... kn-l ). Si k :f= l. la 
. ' . S 1- kn 
expreswn antenor es n = a 1 · ( 1 
_ k ). 
Salvo en el caso trivial en que a 1 = O vemos que la com.:ergencia de uua 
serie geométrica va a depender de la existencia del límite lim kn. Este límite 
n-oc. 
vale O si lkl < 1, y vale 1 si k = l. En otros casos. la sucesión no tiene límite 
finito. Además en el caso k = l. el término general de la serie es an = a 1 i= O. 
luego la serie diverge. 
En definitiva: 
Una serie geométrica de términos no nulos y ra::ón k E R COIWf.rge si y sólo 
si lkl < l. 
La suma de la serie geométrica. o valor limite en el caso de convergencia. es 
a¡ 
1 - k " 
2-! 
Observamos que la condición clave para la convergencia indica una con-
tracción en los términos o sumandos de la serie: al pasar del sumando un al 
siguiente an+l ha actuado una ··razón de contracción"' de módulo lkl < l. 
Ahora que ya sabemos lo que ocurre en la recta real R. el siguiente paso es 
anali::ar en profundidad, buscando analog(as, la situación anterior. En primer 
lugar observamos que la clave viene dada por una expresión del tipo: 
a+ a· k+ a· k2 + ... +a· kn + ... (a, k E R). 
En esta expresión debemos destacar cuatro hechos notables: Aparece un 
conjunto numérico (R). Sobre él hay definida una operación binaria asociativa 
("+"). También hay definida otra operación binaria asociativa ( ··:· ). distribu-
tiva respecto de la anterior, y que da sentido también a expresiones como "kn ... 
Hay por último una idea de convergencia o paso al límite que nos permitirá 
hablar de suma de la serie geométrica, cuando ésta sea convergente. 
Claramente, aparecen conceptos algebraicos (conjunto con dos operaciones 
binarias internas. con determinadas propiedades estructurales). y. al menos. un 
concepto topológico (idea de paso al límite, o de cont·ergencia de una sucesión 
de elementos de un conjunto). 
Resulta que incluso en conjuntos desprovistos de topología. podemos definir 
una idea primitiva de convergencia. basada en los conceptos de lbnite superior y 
límite infe1·ior de familias de subconjuntos, como sigue: Siendo X un conjunto 
y (Xn)nEN una sucesión de subconjuntos de X, se llama /Imite superior de 
(Xn)neN a n (U Xn) y se llama Hmite inferior de la sucesión a U ( n Xn)· 
kEN n>k kEN n>k 
Cuando ambos límites coinciden el conjunto que determina esa coincidencia se 
denomina límite de la sucesión de subconjuntos, de la que a su vez se dice que 
es convergente. En el caso de sucesiones ( x,dneN de elementos de X, se puede 
dar en llamar límite de la sucesión de elementos a. cuando exista, el límite de 
la sucesión de subconjuntos unipuntuales ( {xn} )neN· 
Aunque a primera vista esta idea de convergencia pueda dejarnos satisfechos 
en nuestra intención de generalizar los hechos que se dan en una serie geométrica 
de números reales . de manera. que pasemos a necesitar tínicamente generali::ar 
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los aspectos algebraicos (relativos a dos operaciones binarias). una simple ob-
servación nos hace ver que esta primera aproximación a una conrergencia es 
extremadamente pobre: En efecto. si una sucesión converge en el sentido an-
terior, debe ser cuasiconstante esto es, sus términos so u todos iguales a partir 
de cierto término. 
Al particularizar esto para las series geométricas del tipo a+ a. k+ a . k 2 + 
. . . + a · kn + . . . (a. k E X) sobre un conjunto abstracto X dotado de dos 
operaciones binarias ·'+" y '·.",observamos que a partir de cierto n0 E N. y 
siendo 
Sr= a+a·k+a·k2 + ... +a·kr, debe ser Sn = Sn+I (n 2: n0 ). Podemos pensar 
en algo así como que a · kn = O ( n > no). pero ocurre que incluso el elemento 
.. 0" puede no tener sentido en la estructura algebraica (X,+.·). es decir, podría 
suceder que la operación binaria '·+'' carezca de elemento neutro. Vemos un 
ejemplo en esta dirección: Sea X = {a, b. e} con la operación conmutativa ··+ ·· 
dada por a+ a= a; a+b = b. a+c =e: b+b = b; c+c =e; y la operación··:·. 
también conmutati\·a, dada por a· a= a; a· b =a, a· e= a: b. b = b: b. e= 
b; c·c =c. Aquí por ejemplo, la serie '·geométrica" a+a·b+a·bl+ ... +a·bn+ ... 
converge al valor a E X. 
En este ejemplo anterior, es interesante obsen·ar que :t: + ;¡; = .t: = :t: .. r. 
para todo x E X. A este tipo de estructuras algebraicas (X + .. ) podemos 
denominarlas estructuras de doble idempotencia. Y no son infrecuentes. De 
hecho aparecen en multitud de contextos. ( n caso destacado son las álgebras 
de Boole: Para fijar ideas. podemos decir que se trata de la estructura aloe-
o 
braica que se da en la familia de subconjuntos de un conjunto dado X . con las 
operaciones de unión ( 'U ) e intersección ( '·n·') de subconjuntos. En los caso-
de álgebms de Boole. el orden en que considerarnos las operaciones internas "'+ ·· 
Y '·."' es indiferente: La estructura (X.+.·) resulta ser isomorfa a la estructura 
(X,·,+). Las operaciones binarias involucradas son asociativas, conmutati\·as. 
y distributivas una de cada otra. 
Otra situación de doble idempotencia (aunque no necesariamente un álaebra 
o 
de Boole) se da en un conjunto totalmente ordenado con las operaciones .. tomar 
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el máximo" y "tomar· el mínimo ·". El ejemplo previo es de este último estilo sin 
más que considerar en X el orden total "--< .. definido por a ~ b --< c. 
Pasando a un ejemplo de otra naturaleza hay que hacer notar también 
que, aun existiendo un elemento neutro en (X.+). el hecho de que a · kn = 
O (n 2: no) no implica ni que a = O ni tampoco que k = O. La situación 
puede darse en estructuras de anillo con divisores de cero. Por ejemplo, en el 
anillo Z4 = {0, 1, 2, 3} de los enteros módulo 4, donde se verifica que 2 + 2 =O . 
resulta que la serie ''geométrica" 3 + 3 · 2 + 3 · 22 + ... + 3 · 2n + ... converge 
al valor 3 + 3 . 2 = 3 + 2 = L Obsérvese además que si n 2: 2 se tiene que 
3 · 2n = O , 3 ;f O , 2 ;f O. 
Ciertamente, ejemplos semejantes pueden resultar extraños, y. tal vez, des-
provistos del interés práctico que despiertan las series geométricas de números 
reales, punto de partida de nuestro estudio. El lector podría investigarlos sis-
temáticamente por su cuenta. " esotros los hemos incluido con la idea de dejar 
patente que el conjunto de contextos en los que pueden llegar a considerarse 
series geométricas convergentes es amplio y variado. incluso no exento de cierto 
exotismo llegando a tener sentido hasta en ciertas estructuras en las que el 
conjunto base es finito, como ocurre en los dos ejernplos concretos que hemos 
expuesto. En la linea del segundo ejemplo. y buscando algún resultado alge-
braico general, apuntamos a título de muestra un resultado que el lector puede 
verificar por su cuenta: 
"Sea (X,+,·) una estructura algebraica de anillo. Sean a. k E X tales que 
ni a ni k coinciden con el elemento neutro. que de notaremo, ·· O·". de (X,+). 
Entonces, la serie geométrica a+ a· k+ a · k 2 + ... a· k71 + ... conrerge. tll el 
sentido anterior· de coincidencia de límites superior e inferior. si y sólo si k e, 
un divisor de cero a derecha en (X,·), es decir, existe un elemento l E .\ tal 
que 1· k= O". 
).lás aún: "La existencia de una serie geométrica con ruge nte del tipo a n-
terior a+ a. b +a. b2 + ... +a· bn + .... (a . b E .\\{O}) caracteri::a el r¡ue 
un anillo (X,+,·) no sea un dominio de integridad. esto es. tenga divisores de 
cero". 
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Volviendo otra vez a las series geométricas de números reales, nos llevamos 
la desagradable sorpresa de que con esa idea vaga y primitiva de converyencia 
entendida mediante coincidencias de límite superior e inferior, resulta que sólo 
convergerían las series a+a·k+a·k2 + ... +a·kn+ ... (a, k E R) cuasiconstantes. 
lo que exige que a partir de cierto n0 E N sea a · kn = O ( n ~ no). forzando. 
aquí sí, a que o bien a = O, o bien k = O. (Xótese además. en la ünea del 
resultado algebraico anterior. que (R.+.·) es cuerpo, y, por tanto. dominio de 
integridad). En ambos casos (a = O . k = O) llegamo a que la única sNie 
geométrica convergente sería aquélla con todos sus térruiuos 11ulos. sah·o quizá 
el primer término. Ciertamente. es una situación muy pobre, que uos hace sacar 
como conclusión que: Es necesario disponer a priori de una buena topologia o. 
al menos, de un buen concepto de convergencia. en el conjunto sobre el que se 
vaya a considerar una ide.a de serie geométrica generalizada. Claramente, estas 
topologías o com·ergencias dadas a priori pueden tener muy poca relación co!l 
la convergencia mediante coincidencia de ümites superior e inferior que hemos 
definido anteriormente. 
En el caso de la recta real R, la topología usual o euclidea viene dada por 
la métrica d: R x R- [O.+oc) dada por d(.1:.y) = jx- yj (x.y E R). Los 
abiertos de esta topología son uniones de intervalos abiertos simétricos del tipo 
(x-o , x +o:) donde x E R, a > O. En esta topología, una sucesión (x
11 
)ueN 
com·erge a un \·alor L E R si para todo a > O podemos encontrar no E N 
tal que lxn - Ll < a para cualquier n ~ no. Puede comprobarse además que 
esta convergencia coincide con una del tipo .. coincidencia de ümite superior e 
inferior", tras modificar en la dirección siguiente las definiciones <.le los con-
ceptos básicos límite superior e inferior: Lim Sup(.!:n) = infneN(SilPk>n {.tk} ): 
Lim!nf(xn) = supnE -(infk~n{x.t.-}). donde dado A~ R. por sup(A)- inf(A) 
denotamos respectivamente el supremo (menor cota superior) e infimo (mayor 
cota inferior) de A en la topología eucüdea usual. 
Otro hecho fundamental que se da en R, y que forma parte de su propia 
axiomática. es el postulado de continuidad, que podemos traducir por el hecho 
de que el espacio métrico que la distancia eucüdea deternúna en R es compl€/o. 
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Esto significa que toda sucesión fundamental (también llamada sucesión de 
Cauchy) en R es convergente algún ümite L E R. Por sucesión fundamental 
entendemos aquella ( Xn )neR tal que para todo o > O existe 11 0 E N de forma 
que lxn- Xml < o:. para cualesquiera n. m~ n0 . 
Es con estos conceptos de espacio métrico y de compl€titud con los que puede 
generalizarse convenientemente el concepto de serie geométrica al estilo de las 
series geométricas de números reales. Para ello necesitamos alguna definición . 
previa. 
Definición: Consideremos X un conjunto no vacío. (;na distancia o métrica 
en X es una aplicación d : X x X - [O. +oo) verificando las propiedades 
siguientes: 
(i) d(x, y)= O ~ x = y (x, y E X), 
(ii) d(x,y) = d(y,x) (x,y E X) 
(iii) desigualdad triangular: d(x,z) ~ d(x,y) + d(y,z) (x,y,z E X). 
Al par (X, d) se le denomina espacio métrico. Se le dota de una topología 
cuyos conjuntos abiertos son uniones de bolas abiertas. La bola abierta de centro 
en xEX y radio o:>O se define como el conjunto B0 (x)={y E X:d(x,y)<a}. 
Una sucesión (xn)neN se dice conrergente aL E_\ si para todo n >O existe 
no E N tal que d(xn, L) < a (n ~ no). Se dice sucesión fullllanuntal si para 
todo a> O existe no E N tal que d(x 11 , Xm) <a (n, m~ no). El espacio (X. d) 
se dice completo si toda sucesión fundamental con\'erge a algún valor L E _\. 
Como primer ejemplo tenemos que por el propio postulado de continuidad de 
la recta real, ésta es un espacio métrico completo con la métrica eucüdea. 
Veamos ahora cuál es la idea cilwe, por otra parte muy sencilla y natural. 
de la generalización que pretendemos desarrollar: 
"Si tenemos un espacio métrico completo (X, d) en el que además hay 
definidas dos operaciones binarias internas "+" y ... -, en el momento que ww 
serie geométrica de la forma a+ a· k+ a· k 2 + ... +a· kn +... (a. k E_\) sw 
tal que llamando Sn = a+ a-/;+ a· k 2 + ... +a· k"- 1 (a k E .Y . n E N , n ~ l) 
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Volviendo otra vez a las series geométricas de números reales, nos llevamos 
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la convergencia mediante coincidencia de ümites superior e inferior que hemos 
definido anteriormente. 
En el caso de la recta real R, la topología usual o euclidea viene dada por 
la métrica d: R x R- [O.+oc) dada por d(.1:.y) = jx- yj (x.y E R). Los 
abiertos de esta topología son uniones de intervalos abiertos simétricos del tipo 
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11 
)ueN 
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se tenga que la sucesión de sumas parciales ( Sn )neN sea fundamental. entonces 
la serie geométrica en cuestión es convergente al mlor límite de la sucesión dé. 
sumas parciales". 
En esta dirección, y con el ánimo de encontrar también alguna buena idea 
que pueda ser fácilmente generalizada a este contexto de espacios métricos com-
pletos, cabe regresar otra \·ez al punto de partida de las series geométricas de 
números reales, analizándolas desde esta perspectiva de convergencia. Como ya 
indicamos, una serie numérica del tipo 1 +k+ k 1 + ... + /,: 11 + ... (k E R) es 
convergente si y sólo si lkl < l. Si n, m E N . n ~ m resulta que 
jkjn + jkjn+l + ... + jk¡m-1 < jkjn + jkjn+I + ... = jkjn 
- 1-lkl 
Como quiera que, al ser lkl < 1 se tiene que lim jknl = O. se concluye que 
n-oo (Sn)neN es sucesión fundamental. Como vemos. la clave radica nuevamente en 
el hecho lkl < l. 
Teniendo presente esta observación, y utilizando la desigualdad triangular 
en un espacio métrico completo (X, d) nos damos cuenta de que siendo '·+ .. " 
operaciones binarias en X dada una serie geométrica de la forma a + a . b+ 
a·b2 + .. . +a·bn+ .. . , (a bE X), si podemos encontrar una constante k E [0.1) 
con d(Sn, Sn+!) ~ kn (n E N). entonces la serie geométrica en cuestióu será tal 
que su sucesión de sumas parciales es fuudamental y, por ende. couvergente a uu 
valor que pasaría a considerarse "suma de la serie geométrica-. . átese también 
que esto es análogo a encontrar k E [0,1) tal que d(Sn+l• Sn+2) ~ k·d(Sn. Sn+l ). 
Esto nos lleva a una idea con la que abríamos esta seeción, a saber. la posibilidad 
de encontrar un factor de contracción, de forma que al pasar de d(Sn. Sn+l) a 
d( Sn+l, Sn+2) este último valor aparezca "contraido maliante d factor k" con 
respecto al valor anterior". Estamos ya muy próximos a enunciar el importante 
resultado conocido como "Principio de la Aplicación Contractim-. también 
llamado 'Teorema del Punto Fijo de Banach", al cual le dedicamos la siguiente 
sección. 
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3. Aplicaciones contractivas. 
A la vista del final de la sección anterior, siendo (X. d) un espacio métrico 
completo dotado de dos operaciones binarias .. +·· y .. _.. que den sentido a series 
aeométricas de la forma a+ a· b +a· b2 + ... +a· bn + .... (a,b E X), que-o 
remos estudiar cuándo puede existir alguna constante k E [0, 1) de manera que 
d(Sn+l Sn+2) ~k· d(Sn, Sn+d· Podemos pensar intuitivamente en la aparición 
de una determinada función f : X - X que transforme Sn en S'n+l ( n E N). 
Esa intuición nos haría imaginar el comportamiento de f sobre los elementos de 
la sucesión de sumas parciales ( Sn )neN, pero no su comportamiento global en 
X. Así, con un grado mayor de imaginación y buscando una definición clara Y 
precisa, podemos llegar al concepto de aplicación contractim, que introducimos 
a continuación. 
Definición: Sea (X, d) un espacio métrico. Una aplicación F : X - X se 
dice contractiva si existe una cierta constante k E [0. 1) tal que d( F( :r ). F( y)) ~ 
k· d(x, y) para cualesquiera x, y E X. 
Pasamos a continuación a enunciar el importante resultado conocido como 
"Principio de la Aplicación Contractit'a ·". Como veremos se trata de un ffo-
rema de punto fijo y no de una colección de técnicas de sumación de series 
geométricas. Así, a primera vista, la introducción de tal resultado podría pare-
cer ajena al tema que nos ocupa. Sin embargo, como veremos. en la prueba de 
este resultado interviene decisivamente el concepto de serie geométrica. l\lás 
aún. veremos que ciertas series geométricas en determinados espacios métricos 
completos resultan ser con\'ergentes al proYenir de adecuadas aplicaciones con-
tractivas que determinan su comportamiento. 
Teorema 1. (Principio de la aplicación contracti\·a o Teorema del punto fijo de 
Banach): Sea (X, d) un espacio métrico (no vacío) completo y sea F : X - X 
una aplicación contractiva. Entonces, existe un punto fijo de F. es decir. un 
elemento z E X tal que F(z) = z. Además, este punto fijo es único. 
Demostración: Probaremos en primer lugar la unicidad del punto fijo (supuesto 
existente). A continuación, probaremos su existwcia. 
31 
se tenga que la sucesión de sumas parciales ( Sn )neN sea fundamental. entonces 
la serie geométrica en cuestión es convergente al mlor límite de la sucesión dé. 
sumas parciales". 
En esta dirección, y con el ánimo de encontrar también alguna buena idea 
que pueda ser fácilmente generalizada a este contexto de espacios métricos com-
pletos, cabe regresar otra \·ez al punto de partida de las series geométricas de 
números reales, analizándolas desde esta perspectiva de convergencia. Como ya 
indicamos, una serie numérica del tipo 1 +k+ k 1 + ... + /,: 11 + ... (k E R) es 
convergente si y sólo si lkl < l. Si n, m E N . n ~ m resulta que 
jkjn + jkjn+l + ... + jk¡m-1 < jkjn + jkjn+I + ... = jkjn 
- 1-lkl 
Como quiera que, al ser lkl < 1 se tiene que lim jknl = O. se concluye que 
n-oo (Sn)neN es sucesión fundamental. Como vemos. la clave radica nuevamente en 
el hecho lkl < l. 
Teniendo presente esta observación, y utilizando la desigualdad triangular 
en un espacio métrico completo (X, d) nos damos cuenta de que siendo '·+ .. " 
operaciones binarias en X dada una serie geométrica de la forma a + a . b+ 
a·b2 + .. . +a·bn+ .. . , (a bE X), si podemos encontrar una constante k E [0.1) 
con d(Sn, Sn+!) ~ kn (n E N). entonces la serie geométrica en cuestióu será tal 
que su sucesión de sumas parciales es fuudamental y, por ende. couvergente a uu 
valor que pasaría a considerarse "suma de la serie geométrica-. . átese también 
que esto es análogo a encontrar k E [0,1) tal que d(Sn+l• Sn+2) ~ k·d(Sn. Sn+l ). 
Esto nos lleva a una idea con la que abríamos esta seeción, a saber. la posibilidad 
de encontrar un factor de contracción, de forma que al pasar de d(Sn. Sn+l) a 
d( Sn+l, Sn+2) este último valor aparezca "contraido maliante d factor k" con 
respecto al valor anterior". Estamos ya muy próximos a enunciar el importante 
resultado conocido como "Principio de la Aplicación Contractim-. también 
llamado 'Teorema del Punto Fijo de Banach", al cual le dedicamos la siguiente 
sección. 
30 
3. Aplicaciones contractivas. 
A la vista del final de la sección anterior, siendo (X. d) un espacio métrico 
completo dotado de dos operaciones binarias .. +·· y .. _.. que den sentido a series 
aeométricas de la forma a+ a· b +a· b2 + ... +a· bn + .... (a,b E X), que-o 
remos estudiar cuándo puede existir alguna constante k E [0, 1) de manera que 
d(Sn+l Sn+2) ~k· d(Sn, Sn+d· Podemos pensar intuitivamente en la aparición 
de una determinada función f : X - X que transforme Sn en S'n+l ( n E N). 
Esa intuición nos haría imaginar el comportamiento de f sobre los elementos de 
la sucesión de sumas parciales ( Sn )neN, pero no su comportamiento global en 
X. Así, con un grado mayor de imaginación y buscando una definición clara Y 
precisa, podemos llegar al concepto de aplicación contractim, que introducimos 
a continuación. 
Definición: Sea (X, d) un espacio métrico. Una aplicación F : X - X se 
dice contractiva si existe una cierta constante k E [0. 1) tal que d( F( :r ). F( y)) ~ 
k· d(x, y) para cualesquiera x, y E X. 
Pasamos a continuación a enunciar el importante resultado conocido como 
"Principio de la Aplicación Contractit'a ·". Como veremos se trata de un ffo-
rema de punto fijo y no de una colección de técnicas de sumación de series 
geométricas. Así, a primera vista, la introducción de tal resultado podría pare-
cer ajena al tema que nos ocupa. Sin embargo, como veremos. en la prueba de 
este resultado interviene decisivamente el concepto de serie geométrica. l\lás 
aún. veremos que ciertas series geométricas en determinados espacios métricos 
completos resultan ser con\'ergentes al proYenir de adecuadas aplicaciones con-
tractivas que determinan su comportamiento. 
Teorema 1. (Principio de la aplicación contracti\·a o Teorema del punto fijo de 
Banach): Sea (X, d) un espacio métrico (no vacío) completo y sea F : X - X 
una aplicación contractiva. Entonces, existe un punto fijo de F. es decir. un 
elemento z E X tal que F(z) = z. Además, este punto fijo es único. 
Demostración: Probaremos en primer lugar la unicidad del punto fijo (supuesto 
existente). A continuación, probaremos su existwcia. 
31 
Si z1 , z2 fuesen puntos fijos de F resultaría que d( z1 , z2) = d( F( Zt ), F( z2)) ~ 
k· d(z1,z2 ). Al ser lkl < 1 se sigue que d(z1 ,z2l =O. Luego. por la delütic:ión 
de distancia, se concluye que z1 = z2 . 
Para probar la existencia. tomemos un elemento cualquiera :ro E X. Consi-
deramos la sucesión (xn)neN definida recurrentemente mediante Xn+I = F(.l:n) 
( n E N). Se tiene que dados n. m E N . n ::; m. resulta 
d(xn, X m) ~ d(xn. Xn+t) + d(xn+l· Xn+2) + · · · + d(Xm-1· .l:m) ~ 
d(xn, Xn+d + d(xn+h Xn+2) + ... + d(xm-1, Xm) + ... = 
d(xn, Xn+d + d(F(.rn). F(xn+t )) + d( F(F(xn)), F(F(~·n+t))) + ... ~ 
2 d(xn, X11+t) (d(xn,Xn+d)·(l+k+k + ... )= 1 _1.: . 
Por otra parte, y de manera análoga, resulta que d(xn Xn+t) ~ kn ·d(xo, x1 ). 
Así se llega a d(xn, X m) ~ kn · d(xo, x¡). Comoquiera que al ser lkl < 1 se tiene 
lim kn = O, se concluye que (xn)neN es sucesión fundamental, y, por tanto. es 
n~oo 
convergente a un valor z E X. 
Para ver que z = F(z) basta comprobar que d(z,F(z)) =O, o, equivalente-
mente, que para todo a > O se tiene que O ~ el( z, F( z)) < a. Tomemos pues 
a 
a> O y sea no E N tal que d(.l:n,=) < l para todü n ~no. Eligiendo 11 > 11 0 
cualquiera, por la desigualdad triangular de la distancia se tiene que 
d(z,F(z)) ~ cl(z,.?:n+t) + d(xn+t,F(z)) = d(z,xn+d + d(F(.rn),F(z)) ~ 
Q o 1+1.: Q d(zx +t)+k·d(x z)<-+k·-=--·-<a. 
' n n, 2 2 2 2 
Esto concluye la demostración. 
Notas 1 
i) En la prueba del resultado anterior puede observarse que aparece un algo-
ritmo de convergencia hacia el punto fijo que estamos buscando: Se parte 
de un elemento xo cualquiera, y se \·an calculando recurrentemente las 
distintas iteradas de la aplicación F actuando sobre .1:0 • esto es, se hallan 
los valores xo, F(:ro), F(F(.ro)), ... dando lugar a. la sucesión (xn)neN 
donde Xn+l = F(xn) (n E N). 
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ii) El hecho de que podamos partir de cualquier .r0 E X de forma que la 
convergencia, independientemente de este valor de partida, sea siempre 
hacia el punto fijo de F, hace que podamos afirmar que el algoritmo 
anterior "[[e¡,·a incorporado un código corrector de errores". En efecto, 
si en los cálculos de las distintas iteradas de F sobre un valor inicial 
x0 cometemos un error, calculando un dato --falso., Yo E X, podemos 
empezar de nuevo con este dato y0 como si fuera el dato inicial. \·olviendo 
a aplicarle el algoritmo, y sabiendo que, debido a esa independencia del 
dato inicial, se debe alcanzar también la comergencia al punto fijo de F. · 
iii) Vemos que en la prueba del resultado anterior se han utilizado de manera 
decisiva dos conceptos, a saber, serie geométrica de números reales. y 
completitud en espacios métricos. 
iv) Si en el espacio métrico completo (X, el) hay definidas dos operaciones 
"+" y "·" que den sentido a la consideración de series geométricas como 
las que hemos ido manejando, y siendo además (X,+) una estructura de 
grupo (por tanto está definida la operación "-", (-) : X x X - X de 
forma que x-y = z con z único tal que z+ y = x (x, y E X)), entonces si 
F : X ----+ X es una aplicación contractiva, y xo es un elemento cualquiera 
de X, la evolución de la sucesión (xn)neN (.?:n = F(.t·n-1 ). 
n E N) puede entenderse como la evolución de una '·serie en X" de la 
formaxo+(xt-Xo)+(x2-.r¡)+(x3-X2)+ ... +(.?:n-Xn-t)+ ... (n E N). 
Si bien esta "serie" no tiene por qué ser geométrica, sí que ocurre que 
algunas series geométricas, de frecuente aparición en contextos diversos. 
responden al esquema anterior, y. por consiguiente. son convergeutes en 
virtud del principio dt' la aplicación co11tracti\a. 
v) El resultado en cuestión apareció en la tesis doctoral (19:20) del matemático 
polaco Stefa.n Banach, en la Universidad de L'vov. Se publicó en lengua 
francesa en 1922. (Véase Banach [1922]). 
Veamos ahora alguna aplicación del teorema del punto fijo de BaHach al es-
tudio de ciertas familias de series geométricas en determinados espacios métricos 
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hacia el punto fijo de F, hace que podamos afirmar que el algoritmo 
anterior "[[e¡,·a incorporado un código corrector de errores". En efecto, 
si en los cálculos de las distintas iteradas de F sobre un valor inicial 
x0 cometemos un error, calculando un dato --falso., Yo E X, podemos 
empezar de nuevo con este dato y0 como si fuera el dato inicial. \·olviendo 
a aplicarle el algoritmo, y sabiendo que, debido a esa independencia del 
dato inicial, se debe alcanzar también la comergencia al punto fijo de F. · 
iii) Vemos que en la prueba del resultado anterior se han utilizado de manera 
decisiva dos conceptos, a saber, serie geométrica de números reales. y 
completitud en espacios métricos. 
iv) Si en el espacio métrico completo (X, el) hay definidas dos operaciones 
"+" y "·" que den sentido a la consideración de series geométricas como 
las que hemos ido manejando, y siendo además (X,+) una estructura de 
grupo (por tanto está definida la operación "-", (-) : X x X - X de 
forma que x-y = z con z único tal que z+ y = x (x, y E X)), entonces si 
F : X ----+ X es una aplicación contractiva, y xo es un elemento cualquiera 
de X, la evolución de la sucesión (xn)neN (.?:n = F(.t·n-1 ). 
n E N) puede entenderse como la evolución de una '·serie en X" de la 
formaxo+(xt-Xo)+(x2-.r¡)+(x3-X2)+ ... +(.?:n-Xn-t)+ ... (n E N). 
Si bien esta "serie" no tiene por qué ser geométrica, sí que ocurre que 
algunas series geométricas, de frecuente aparición en contextos diversos. 
responden al esquema anterior, y. por consiguiente. son convergeutes en 
virtud del principio dt' la aplicación co11tracti\a. 
v) El resultado en cuestión apareció en la tesis doctoral (19:20) del matemático 
polaco Stefa.n Banach, en la Universidad de L'vov. Se publicó en lengua 
francesa en 1922. (Véase Banach [1922]). 
Veamos ahora alguna aplicación del teorema del punto fijo de BaHach al es-
tudio de ciertas familias de series geométricas en determinados espacios métricos 
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completos. 
Un primer ejemplo va a ser Rn = {(x 1 •... xn); x¡ E R (i = L .... n)}. 
Podemos dotar a este conjunto de las operaciones ··+"' y ··:· dadas, repectiva-
mente, por la suma y producto coordenada a coordenada. También podemos 
dotarle de distintas distancias que hagan de él un espacio métrico completo, 
como por ejemplo d((x¡, ... , Xn) , (y¡, .... Yn)) = ma.ri=l , ... . n {jx;- y;j}. He-
sulta inmediato ver que una serie geométrica en este contexto no es más que 
una colección de n series geométricas de números reales, que pueden tratarse 
individualmente. Si tenemos (a 1 , ... ,an). (b¡ ..... bn) E Rn la serie geométrica 
(a¡, ... , an) +(a¡, ... , Un)· (b¡, .... bn) +(a¡ .... , an) · (b¡ .... , ba)2 + ... + 
(a¡, ... ,an) · (b 1 , •.• ,bn)P + ... da lugar a n series a¡+ a¡· b; +a¡· b~ + ... + 
a¡ · bf + . . . ( i = l. ... , n). En consecuencia, la serie converge si y sólo si 
max;=1, ... ,n{lb;j} < l. Obsérvese también que, en este caso, la aplicación 
F: Rn-----.. Rn dada por F(.c 1 , ..• ,.cn) = (.r¡ ·b¡, ... ,Xn ·bn) es contractiva. 
luego en virtud de la nota l. iv) anterior podríamos haber deducido también 
de aquí la convergencia de la serie en R n. 
La siguiente familia de ejemplos proviene del concepto de espacio normado. 
más restrictivo que el de espacio métrico. Introducimos este concepto a conti-
nuación. 
Definición: Sea (X,+,·) un espacio vectorial sobre el cuerpo de los números 
reales. (Aquí "+' denota la operación interna que hace de (X,+) un grupo 
abeliano, mientras que '·" denota la operación externa con dominio de opera-
dores en R). Llamaremos norma definida sobre X a una aplicación 11·11 :X -
[0, +oo) que cumpla las propiedades siguientes: 
i) llxll = O ~ x = O (elemento neutro de (X.+)). 
ii) IIA · xll = jAj .· llxll, para todo A E R . ;¡; E X. 
iii) llx + Yll ~ llxll + IIYIL para todo :r,y E X. 
Al par (X, 11 · 11) se le denomina espacio nornwdo. A la aplicación D : 
X X X --+ R dada por D( x, y) = llx- Yll ( x y E X) se le denomina distancia 
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asociada a la norma. 
Puede comprobarse que, en efecto, (X, D) es un espacio métrico. En el 
caso especial en que (X. D) sea espacio métrico completo, decimos que es uu 
espacio de Banach. Ejemplos de esta situación son R con la norma llxll = 
jxj (x E R) y R 11 donde pueden definirse distintas normas, como es el caso de 
ll(x¡, ... ,xn)ll = 17WXi=l · ···,n{jx;j}, (x¡, ... ,xn) E an. 
Ejemplos más sofisticados son lp = {(x¡, ... ,x¡, ... ) : x; E R. i E N, 
00 (X) 
1 ~ p < oo ,2::.:jx;jP < oo}, con la norma ll(x1, ... ,x¡, ... )ll = (2::.:jx;jP)~, o 
1 
también C([O, 1]) = {!: [0, 1]--+ R, f continua} con la norma 
11!11 = supxE[O,IJ{If(x)j}, ejemplos que el lector puede consultar en cualquier 
libro introductorio de Análisis Funcional. como Jameson [197-l]. 
Siendo (X, 11 · llx) e (Y, 11 · llv) espacios de Banach, también es espacio de 
Banach el conjunto L(X, Y)= {f: X__,. Y , f lineal y continua} con la norma 
llfll = SUP{xEX, llxllx~l}llf(x)IIY· 
Un caso particular de especial atención aparece cuando X = Y = R n, dado 
que las aplicaciones lineales (que resultan ser siempre continuas) de R n en R n 
pueden identificarse con el espacio Mn de las matrices cuadradas de n filas y n 
columnas de números reales. 
En este conjunto Mn nos podemos plantear la convergencia de .. series geo-
métricas" de tres tipos: 
i) 1 + A + A 2 + A 3 + ... + A" + . . .. A E Mn 
ii) A+ A· B +A· B 2 +A· B3 + ... +A· B" + ... , A, BE M 71 • 
iii) A+ B ·A+ B 2 ·A+ B 3 ·A+ ... + B" ·A+ ... , A, BE Mn· 
Las de este último tipo iii) vienen a ser equivalentes a. las del tipo ii) sin 
más que tomar matrices traspuestas. En cuanto al tipo ii), al haber divisores 
de cero en (!v1n, +, x) (aquí "x" denota el producto de matrices) puede haber 
series con A, B matrices no nulas, que sean "trivialmente' suma bles al ser A· B 
la matriz nula, incluso aunque la serie 1 +A+ A 2 + A3 + ... +A"+ .... A E Mn 
no sea sumable. Un ejemplo típico de esta situación aparece tomando 
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A = C-1-1
1
) y B = G D .
Por su interés, nos centraremos en el estudio de las series geométricas ma-
triciales del tipo i). 
Aplicando razonamientos anteriores, podemos pensar que una matriz A E 
Mn es un elemento de L(R n , Rn). En este espacio se consideran normas 
matriciales como IIAII = sup{XER" , IIXIIRn:Sl} {IIA · XIIR" }. Las normas que 
se obtienen dependen, en consecuencia. de las normas 11 · IIR" que se ha~·au 
considerado en Rn. 
A tal respecto, puede demostrarse el resultado siguiente: 
Proposición l. 
i) Si en Rn se toma la norma 11-II,I dada por ll(x¡, .. -, Xn)III = lx1l +-. -+ 1-rnl 
( x 1 , • •• , Xn) E R n, entonces en Mn se genera como norma asociada: 
IIA = (aiiki=l, ... ,niiMn = maxj{2=?=1 laijl} = max{laul + la21l +-.- + 
lanlJ, lad + lad + ... + lan2l,- ·- la1nl + la2nl +--- + lannl}-
ii) Si en R n se toma la norma ll·lloo dada por ll(xl, ... , Xn)ll .:x> = max{l.rlJ, 
... ,lxnl}, (xl,--- .. rn) E Rn, entonces en rvrn se genera LOI110 norma 
asociada: 
" 
II A - (a .. )· · 11M - IJ z,J:::l, ... ,n n j=l 
la1nJ, la21l + la22l +.- · + la2nJ,- · ·, lan1l + lanll +- ·- + lannl}-
iii) Si en Rn se toma la norma 11-112 dada por ll(x1,- .. , .rnlll1 = 
V(lx¡l2 + ... + lxnl 2), (x1, ... , Xn) E Rn, entonces en Mn se genera una 
norma asociada que verifica: 
estricta. 
n L laiil 2- donde la desigualdad puede ser 
i,j=1 
Demostra ció n : Puede ,-erse en Gómez et al. [1993]. También puede verse en 
Gasea [1987]. En p. 12 de Isaacson y Keller [1966] se calcula explícitamente la 
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norma matricial que aparece en el caso iii). Puede probarse que este valor es 
max{ v'fXj : ). es un autovalor de AT ·A, siendo AT la traspuesta de A.}. 
Pensando nuevamente en los resultados obtenidos sobre aplicaciones con-
tmctivas, podemos ver que, dada una matriz A. E Mn, al entenderla como 
un elemento de L(Rn , R n) pasa a ser contracti,·a en el momento que para 
cualesquiera X. Y E R 11 se tenga que ex.ista una constante /.; E [0.1) tal que 
IIA.-X -A-YII:::; 1.:-IIX -}'11- Como resulta que, por la propia definición de norma 
matricial, se tiene ll.:-1· X- A- Yll:::; IIAII-IIX- Yll, vemos que una condición 
suficiente de contractividad es que IIAII < 1 para alguna norma matriciaL Y en 
este caso, por tanto, se tiene que la serie de tipo i) I +A+ A2 + __ . + AP + ... 
es convergente. Obsérvese como corolario de la Proposición 1, que si tenemos 
una matriz A E Mn tal que la suma de los valores absolutos de cualquiera de 
sus filas es menor que 1, entonces la serie I +A+ .rl2 + ... + AP + .. _converge. 
Lo mismo pasa si la suma de los valores absolutos de cualquier columna de A 
es menor que l. También ocurre si la suma de los cuadrados de los elementos 
de A. es menor que l. Un ejemplo de esto último, que no entra en las situa-
ciones anteriores de acotación estricta por 1 de las sumas de valores absolutos 
de elementos de filas o columnas es A = ( ~ :) 
Formalizamos la discusión anterior, con algún resultado adicional, en la 
Proposición 2 que enunciamos a continuación, y en las Notas 2 que le siguen: 
Proposició n 2. Si para alguna norma matricial ocurre que IIAII < 1, siendo 
_ A. E Mn, entonces la serie geométrica I +A+ A 2 + _ ._ + AP +. _.es com·ergente. 
y tiene por valor de convergencia(!- A)-1 , matriz inversa de I- A. 
Demostración: La convergencia de la serie se sigue inmediatamente del he-
cho de resultar contractiva la aplicación que A determina como elemento de 
L(R n , R n) . Si hacemos ahora el cálculo, para cada pE N, de la expresión 
(I- A.)-(!+ A.+ A.2 + ... + AP-1 ) obtenemos I- AP. Por la propia definjción 
de norma matricial es fácil probar que IIAPII :::; (IIAIJ)P (p E N). de donde 
al ser IIAIJ < 1 se sigue que lim IIAPII = O, y por -la definición general de 
p~oo 
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norma se concluye que lim AP = (0). matriz nula en M . (Para más de-p-oo n 
talles véase la sección 5.6 de Horn y Johnson [1992]). Concluimos entonces 
que lim(I-A)·(I+A-t-A2 + ... +AP- 1 ) = lim(f-AP) = I lueuo 
p-oo p-= o 
lim (J +A+ A2 + ... + AP- 1 ) = (I- A)- 1 • de manera que la serie geométrica p-oo 
converge a este valor (I- A)- 1 . 
Notas 2 
i) En el caso de ser n = 1 las ·'matrices reales de una fila y una columna .. 
obviamente pasan a identificarse con los números reales. Recuperamos 
así como caso particular el resultado de partida que afirma que si lkl < 1 
la serie geométrica de números reales 1 +k+ k2 + ... + J..:P + ... converue 1 o ' 
y lo hace precisamente a--. 
1-k 
ii) El recíproco de la Proposición 2 es cierto. esto es. si siendo A E !vln 
la serie matricial I + A + A 2 + ... + AP + ... converge y lo hace pre-
cisamente a (I - A)-1 entonces existe alguna norma matricial tal que 
IIAII < l. Sin embargo, la prueba de este hecho requiere técnicas avan-
zadas de análisis matricial. Incluimos brevemente los pasos que habría 
que dar para demostrar el recíproco: (i) Si la serie com·erge a (f- ... l)-1 
entonces P~~ AP =(O): (ii) Siendo p(A) el mayor valor absoluto de los au-
tovalores de A, si lim AP =(O) entonces p(.-l) < 1 : (iii) Para cada 0 >O p-oo . 
puede encontrarse una adecuada norma matricial tal que IIAII ::; p(A) +a. 
Esto permite ya concluir. Los resultados a utilizar pueden verse en Horn 
y Johnson [1992]. 
iii) )lo es cierto que si la serie I +A+ A 2 + ... + AP + ... converge a (I _A ¡-I 
entonces para cualquier norma matricial es IIAII < l. rn ejemplo se tiene 
para A= (~ t) , matriz para la que alguna de las normas que hemos 
ido manejando toma el valor l. 
iv) Puede demostrarse también que, sieudo A E M 71 • si la serie geométrica 
I + A + A 2 + ... + AP + ... converge ento11ces forzosamente lo hace 
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a (I- A)- 1 . La prueba de este hecho se obtiene como sigue: (i) La 
convergencia de I +A+ A 2 + ... + AP + ... conlleva que lim AP = (O) : p-oo 
(ii) lim AP = (O) conlleva que p(A) < 1 : (iii) a su vez p(A) < 1 conlleva 
p-oo 
que exista una norma matricial para la que IIAII < 1 ; (iv) la Proposición 
2 permite concluir. 
Terminamos esta sección comentando que los resultados que acabamos de 
ver para matrices A E Mn, identificables con elementos de L(Rn , R 11 ) pueden 
todavía extenderse a espacios de dimensión infinita. Así si E es un espacio de 
Banach real, y f E L( E, E) con 11 fll < 1, siendo I el operador identidad de E 
en E, se tiene que la "serie geométrica" I + f + P + ... + fP + ... ,donde por 
JP se entiende la composición reiterada del operador f consigo mismo p veces, 
converge a un operador g : E ~ E que resulta ser el operador inverso de I- J. 
La demostración sigue esencialmente los mismos pasos que la de la Proposición 
2, y puede verse en p. 175 de Jameson [1974]. Un hecho a destacar, de nuevo. 
es la gran analogía entre las distintas generalizaciones que se han ido haciendo: 
En el caso de números reales, si la serie 1 +k+ k2 + ... + kP + ... converge, lo 
hace al valor ~k = (1- k)-1 . En el caso de matrices A E Mn, si la serie 1- . 
I +A+A2 + ... +AP+ ... converge, lo hace a (I -A)- 1 • En el caso de un operador 
contractivo f en un espacio de Banach E, la serie I + f + j2 + ... + fP + ... 
converge a g = (I- J)- 1 . La analogía salta a la vista. 
4. Otras familias de series geométricas. 
Abandonamos ahora el estudio de aplicaciones contractivas en espacios nor-
mados, y pasamos a consi-derar "series geométricas" en otros ámbitos impor-
tantes. El primer caso que vamos a considerar apareció ya citado en la sección 
2. Se trata de las estructuras denominadas álgebras de Boole. 
Definición Se denomina álgebra de Boo/e a una estructura que consta de un 
conjunto no vacío A y dos operaciones internas, "+' y ' ·' definidas en todo 
A x A verificando las propiedades siguientes: i) ambas son asociativas con-
mutativas, y distributivas una de otra; ii) existe un elemento O E A tal que 
a+ O = a, para todo a E A; iii) existe un elemento 1 E A tal que a· 1 = a, 
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norma se concluye que lim AP = (0). matriz nula en M . (Para más de-p-oo n 
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p-oo p-= o 
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Notas 2 
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1-k 
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a (I- A)- 1 . La prueba de este hecho se obtiene como sigue: (i) La 
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para todo a E A; iv) O =1 1; v) dado a E A existe un elemento a E A tal que 
a + a = 1 ' a . a = o. 
Un ejemplo de esta estructura es el conjunto P(X) de todos los subconjun-
tos de un conjunto dado X, con las operaciones de unión de conjuntos "U"' e 
intersección de conjuntos "n·•. El papel de O lo juega aquí el conjunto vacío (0). 
mientras que el papel de 1lo juega aquí el conjunto universal (X). En un álgebra 
de Boole ocurre siempre que a+ a = a· a = a, para todo a E A. lo que lleva con-
sigo que cualquier "serie geométrica· del tipo a+ a· ó +a. b2 + ... +a· bP + ... sea 
cuasi constante, luego trivialmente convergente al valor a+ a. b. Pero además, 
en todo álgebra de Boole se verifican las denominadas leyes de absorción. a 
saber, a+ a· b = a· (a+ b) = a, para cualesquiera a, b E A. Eso lleva consigo 
que: "En un álgebra de Boole cualquier serie geométrica conrerge trivialmente 
al primer término de dicha serie". 
Estudiamos ahora otro contexto importante en el que las series geométricas 
juegan un papel relevante: Sea X un conjunto no vacío. Sea R(X) = {R : Res 
una relación binaria definida sobre X}. Obviamente R(X) puede identificarse 
con el conjunto P(X x X) de todos los subconjuntos del producto cartesiano 
X X X. Y, por lo visto anteriormente. este conjunto con las operaciones de 
unión (U) e intersección ( n) de conjuntos resulta ser un álgebra de Boole. Sin 
embargo, en lo que sigue nos vamos a referir al conjunto R(X), pero no con las 
operaciones "U, n' sino con las operaciones 'U, o", donde dadas R, S E R(X) se 
define RoS como {(x, y) E XxX : existe z E X tal que (x, z) E R, (z, y) E S}. 
(Utilizaremos también la notación habitual xRy en vez de (:z:. y) E R). Así .. o· 
se interpreta como la composición de 1·elaciones binariw;. 
Pues bien, en este contexto ocurre que series geométricas como 
R U (R) 2 U.:. U (R)P U .... 
donde (R) 2 = Ro R y recurrentemente (R)P = (R)P- 1 o R (p E N p 2: 2), 
tienen una interpretación importante. Definen lo que se denomina la clausura 
transitiva de la relación binaria R, concepto que precisamos con más rigor a 
continuación . 
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Definición Dada una relación binaria R en un conjunto X se define la clausura 
transitiva de R como la relación binaria RR defi1úda en X mediante xRRy si 
existen z1 , ... , Zn E X para cierto n E N tales que xRz1 . z1 Rz2 z2Rz3, ... , 
Zn-1 Rzn , ZnRy. ~o es difícil ver que RR es una relación transitiva, y que 
coincide con R si y sólo si R es una relación transiti\·a. Para más información 
puede consultarse Rodríguez-Palmero [1997]. Hay que hacer notar que este 
tipo de series geométricas de relaciones binarias fue introducido hace más de 
un siglo por el propio G. Boole (1815-186-t) en su libro "Análisis .\/atemático 
de la Lógica". (Véase Boole [1984]). 
Resulta curioso saber que cuando X es finito, el cálculo de RR puede hacerse 
mediante técnicas matriciales, lo que de alguna manera completa el estudio 
sobre series geométricas de matrices que hemos realizado en la sección anterior. 
Veamos ahora cómo proceder: 
En primer lugar observemos que si X tiene n elementos, la serie geométrica 
RU(R)2u ... u(R)Pu ... coincide con la expresión finita Ru(R) 2 u ... u(R¡n-l. 
Teniendo esto presente, escribimos la relación binaria R como una matriz A de 
dimensiones n x n en la que en la casilla a¡i escribimos 1 si x¡RXj y escribimos O 
en otro caso, siendo X = { x1 , ... Xn}, ( i, j = 1, ... n). Estas matrices de ceros y 
unos se "suman y multiplican en sentido Booleano", esto es, mediante las reglas 
O+ O = O ·O = O· 1 = O ; O+ 1 = 1 + 1 = 1 · 1 = l. Con estas reglas es fácil 
obtener la expresión matricial de RR. Obsérvese, por ejemplo, que el producto 
booleano de la matriz que represente a R por sí misma da como resultado la 
matriz que representa a (R)2 , y así sucesivamente. Naturalmente aquí ya no 
tiene sentido hablar de matrices contractivas en el sentido de la sección anterior. 
Otro contexto interesante donde aparecen series geométricas generalizadas 
es el relativo a series de funciones. Por ejemplo, si f es una función real de 
variable real, uno puede preguntarse acerca de la convergencia de expresiones 
funcionales del tipo f + f 2 + ... + fP + .... Esto nos plantea. para cada x en el 
dominio de J, si la serie numérica f(x) + (f(x ))2 + ... + (f(x))P + ... es o no es 
convergente. La forma habitual de trabajar globalmente con estas situaciones 
es considerar funciones en algún espacio métrico completo funcional (por ejem-
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plo, el ya mencionado espacio de Banach C([O, 1])), y aplicar las técnicas ya 
introducidas en contextos generales de espacios métricos, por ejemplo, las rela-
tivas a aplicaciones contractivas. (Véase por ejemplo Garay, Cuadra y Alfara 
[1974], pp. 285 y ss.). 
Un último contexto, con el que cerramos este trabajo, corresponde al es-
tudio de conjuntos fractales, y puede verse con detalle en Barnsley [198 ]: Si 
(X, d) es un espacio métrico completo, el conjunto F(X) de los subconjuntos 
compactos no vacíos de X resulta también ser un espacio métrico completo con 
una adecuada métrica que se denomina métrica de Hausdorff. Por fijar ideas, 
supongamos que X= Rn , y sea f: Rn ___,. Rn una determinada función con-
tinua, que, como sabemos, transforma compactos en compactos, de manera que 
puede interpretarse como una aplicación f : F(X) ___,. F(X). El estudio de 
"series geométricas" de la forma f(A) U J(J(A)) U ... U fP(A) U ... donde A. 
es un determinado compacto no vacío de R n y fP es la composición reiterada 
p veces de la función f consigo misma, se suele trabajar en base al estudio de 
la contractividad de f, o de alguna función asociada a f, en esa métrica de 
Hausdorff. En el caso de que f sea contractiva a su punto fijo único según el 
Teorema 1 (principio de la aplicación contractiva), se le dice conjunto /metal 
asociado a f. (Para más detalles véase Gómez et al. [1993] o bien Barnsley 
[1988]). 
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