Landslides of Taiwan occur frequently in high mountain areas. Soil disturbance causes by the earthquake and heavy rainfall of the typhoon seasons often produced the earth and rock to landslide in the upper reaches of the catchment area. Therefore, the landslide near the hillside has an influence on the catchment area. The hyperspectral images are effectively used to monitor the landslide area with the spectral analysis. However, it is rarely studied how to interpret it in the image of the landslide. If there are no elevation data on the slope disaster, it is quite difficult to identify the landslide zone and the bareland area. More specifically, this study used a series of spectrum analysis to identify the difference between them. Therefore, this study conducted a spectrum analysis for the classification of the landslide, bareland, and vegetation area in the mountain area of NanXi District, Tainan City. On the other hand, this study used the following parallel study on Support Vector Machine (SVM) for error matrix and thematic map for comparison. The study simultaneously compared the differences between them. The spectral similarity analysis reaches 85% for testing data, and the SVM approach has 98.3%.
Introduction
Landslides cause a great loss of human lives and properties. Landslides are frequent phenomena in Taiwan in which a more effective solution to estimate landslide area is desired through considering the remote sensing data [1] [2] [3] . Conventionally, monitoring of landslides for their locations and distributions are generally used in situ or field geotechnical techniques through aerial photos by human-power or unmanned aerial devices [4] [5] [6] . In the past, the investigation of landslide areas requires much manpower, material resources, and funding, and is very time-consuming. Various modeling approaches have been taken in the form of multivariate statistical analyses or Data Mining techniques of landslide characteristics corresponding to past landslide records. Many researchers studied the landslide through various evaluation/estimation through a Geographic Information System [7, 8] with different techniques. The usage of aerial images in large-scale land cover surveys is of great help to the problem [9] [10] [11] . Nowadays, spatial information technology is the most proper solution for spatial analysis, which is to effectively and accurately judge the landslide through remotely-sensed images [12] . Hyperspectral image data have been developed for more than 20 years. Hyperspectral image data combine the spectrum shape and image data. In general, the wavelengths of spectrum are divided into visible, near-infrared, and part-short-wave infrared-three different parts. Those instruments recorded the spectral reflection information of the material to obtain complete geospatial information quickly and extensively [13] . Due to the high spectral resolution of hyperspectral images, it can provide rich material details in landslide analysis [14, 15] . Landslides cause lots of human life and economic losses every year. With the progressing techniques of spatial data survey in geosciences, large amounts of data for observing the change in the landslide area can easily be collected. Accordingly, the advancement and development of science and technology have enabled remotely to obtain large-scale and high-resolution quantitative information in a short period of time. To find the most valuable knowledge from the target, statistical classification and data mining techniques are usually used to predict the results of the analysis [2, 4, 8] . The aim of this research is to produce landslide susceptibility mapping by remote sensing data processing and GIS spatial analysis. To identify the unknown species, the spectral reflection diagram of the ground object could be used [16, 17] . This action is like to discover the identification code of the ground object which can help us identify different features of land cover. Hyperspectral Imaging has a large number of bands and is almost continuous, which displays a relatively narrow on the spectral range of each band is relatively narrow. The amount of data obtained is huge and it can completely show slight differences in the spectrum of different features.
Due to the lack of accurate DEM (Digital Elevation Modeling) map/data in this study, only the hyperspectral with multi-band data is used to identify landslide and bareland based on a series of spectral intensities of the band reflection (see Figure 1 ). Therefore, the study aims to answer the question on whether the hyperspectral data can substitute for DEM data or not. On the other hand, landslide and bareland differentiation have drawn more attention to scientists and researchers. Landslide and bareland both have the same ingredient of soil but are usually at different locations on the hill. If the spectrum similarity analysis can be done to determine these two different categories, it could reduce a great amount of time in generating the DEM data/Map. Water 2019, 11, 2414 2 of 15 complete geospatial information quickly and extensively [13] . Due to the high spectral resolution of hyperspectral images, it can provide rich material details in landslide analysis [14, 15] . Landslides cause lots of human life and economic losses every year. With the progressing techniques of spatial data survey in geosciences, large amounts of data for observing the change in the landslide area can easily be collected. Accordingly, the advancement and development of science and technology have enabled remotely to obtain large-scale and high-resolution quantitative information in a short period of time. To find the most valuable knowledge from the target, statistical classification and data mining techniques are usually used to predict the results of the analysis [2, 4, 8] . The aim of this research is to produce landslide susceptibility mapping by remote sensing data processing and GIS spatial analysis. To identify the unknown species, the spectral reflection diagram of the ground object could be used [16, 17] . This action is like to discover the identification code of the ground object which can help us identify different features of land cover. Hyperspectral Imaging has a large number of bands and is almost continuous, which displays a relatively narrow on the spectral range of each band is relatively narrow. The amount of data obtained is huge and it can completely show slight differences in the spectrum of different features.
Due to the lack of accurate DEM (Digital Elevation Modeling) map/data in this study, only the hyperspectral with multi-band data is used to identify landslide and bareland based on a series of spectral intensities of the band reflection (see Figure 1 ). Therefore, the study aims to answer the question on whether the hyperspectral data can substitute for DEM data or not. On the other hand, landslide and bareland differentiation have drawn more attention to scientists and researchers. Landslide and bareland both have the same ingredient of soil but are usually at different locations on the hill. If the spectrum similarity analysis can be done to determine these two different categories, it could reduce a great amount of time in generating the DEM data/Map. In parallel studies, this study intends to use data mining methods: Support Vector Machine (SVM). A total of 72 spectral data of hyper-spectrum remote sensing images are distinguished from the traditional high-resolution data of traditional R, G, B and IR images which can clearly resolve the topography of the surface. If each category is carefully determined, it will be beneficial to compare them by similarity analysis. Between the classification of landslide and bareland, various machine learning classifiers may have different characteristics and solutions. The classification of the image can be conducted either in stage or in combination with each other. Therefore, the study intends to adopt the following two approaches: (a) Spectrum analysis and (b) Support Vector Machine (SVM). In parallel studies, this study intends to use data mining methods: Support Vector Machine (SVM). A total of 72 spectral data of hyper-spectrum remote sensing images are distinguished from the traditional high-resolution data of traditional R, G, B and IR images which can clearly resolve the topography of the surface. If each category is carefully determined, it will be beneficial to compare them by similarity analysis. Between the classification of landslide and bareland, various machine learning classifiers may have different characteristics and solutions. The classification of the image can be conducted either in stage or in combination with each other. Therefore, the study intends to adopt the following two approaches: (a) Spectrum analysis and (b) Support Vector Machine (SVM). These two approaches are used to compare the outcomes in advantages and disadvantages, respectively.
Data Collection for Study Plan and Area
The study area is located in Zhuzizao Mountain, Nanxi District, Tainan City, Taiwan. It is located at the northeastern end of Tainan City, north of Dongshan District and Taipu Township of Chiayi, adjacent to Nanhua District in the east, Liujia District and Dazhong District in the west and the south of Yujing District. Nanxi District is located at the tail edge of the Alishan Mountain. The central part is the Dawu Ridge Basin. The hyperspectral image telemetry can reach a large area of the empirical area. To achieve the control and prediction of the collapse disaster, this study used the image data from the Chung-Hsing measurement Company in 2016. They purchased the UAV (Unmanned Aerial Vehicle), which is used to capture the hyperspectral image of Zhuzishan Mountain in Nanxi District, Tainan City for the study material.
Geomorphology
According to the plan of the Tainan City Landslide and Geostrophic Geological Sensitive Area (2014), the Nanxi District belongs to the river valley zone. Owing to the river originating from the Eastern Mountain, it shows a remarkable stream of excavation. At the same time, the cliff end with erosion is produced. A series of river bank terraces are formed under the action of undercut and side erosion; therefore, a small-scale vertical valley development is formed. The study area is located in the east of Meiling Scenic Area with an elevation of 1110 m. To the west, overlooking the Jianan Plain, the northwest side overlooks the Zengwen Reservoir, and the southeast is the Nanhua Reservoir. The terrain of this area has a large height difference in elevation, which is mainly composed of hilly terrain and plain terrain. The average elevation is between 800 and 1300 m. The geology is mainly composed of accumulated soil, and there are faults on both sides-the east and west. The earthquake-induced landslide caused this area soil condition to be very fragile.
Hydrographic System
The rivers in Tainan City include Bazhangxi, Jiushuixi, Zengwenxi, Yanxi, and Errenxi. The Ziwen River Basin originates from the Alishan Mountains. The drainage area is 1176.6 square kilometers and the longest is 138.5 km. The average slope of the riverbed is 1/200. The main tributaries are Houtunxi, Caixixi, and Guantianxi. It flows through Dongshan, Liujia, Annan, Yujing, Nanhua, Zuozhen, Shanshang, Dain, Guantian, Shanhua Madou, Anding, Xigang, and Qiqi on the Nanxi District of the study area, respectively. The study area is located near Tainan County in which there is Zengwen Reservoir (the largest reservoir in southern Taiwan). The mainstream originates from the Alishan Mountains, flows south to Zengwenxi, and flows southwest through the mountainous area to the Zengwen Reservoir. The strip has a total length of 138.5 km, an average slope of 1/57, and an average annual rainfall of about 2726 mm.
Geological Structure
The Tainan City Regional Disaster Prevention Plan (2016) is based on the data released by the Central Geological Survey of the Ministry of Economic Affairs in December 2016. It attributes to the historical landslide and ground slide area of about 69.11 square kilometers with landslide or ground slip conditions (with a sloping slope). The area is about 50.4 square kilometers with the buffer zone of 5 m is about 21.99 square kilometers, and the demarcation range is about 0.62 square kilometers. The total area is about 135.45 square kilometers (about 6.18% the total of area city).
In Figure 2 , the location map of the landslide and geostrophic geological sensitive area in Tainan City is a plan for the Tainan landslide and geostrophic geological sensitive area (2016). The figure shows that, to increase the terrain steepness and aspect, the base map is overlaid with topographic shadow maps and the adjacent administrative boundaries. 
Research Material
The spectral application image used in this study is the hyperspectral image of the Compact Airborne Spectrographic Imager (CASI) of the Bamboo-Waste Mountain in Nanxi District, Tainan City, which was provided by Taiwan Chung-Hsing Measurement in January and April 2016 as shown in Figure 3 . The image scanning system CASI-1500 is manufactured by ITRES of Calgary, AB, Canada. The CASI-1500 instrument has a series of spectral wavelengths between 365 nm and 1050 nm, which is equivalent to the visible of near-infrared range. It can acquire 72 bands for this study with a spectral resolution of 3 nm and a spatial resolution of 1 m. Each band has its range and attribute of color, which is presented in Figure 3 . Thus, the corresponding number of bands in the latter parts of this study is the same number presented here. 
Research Method

Spectrum Similarity Analysis
We carefully selected 240 sampling data for vegetation areas (trees, grass, etc), bareland area, and landslide area, respectively. Spectrum similarity analysis becomes a well-accepted approach to reduce the data dimensionality of hyperspectral imagery. It retrieves several bands of important patterns in some sense by taking advantage of the all high spectral correlation. Verified by classification accuracy, it was expected that, just using a part of original bands, the accuracy is obtained rationally, whereas computational work is significantly reduced [18, 19] . 
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Spectrum Similarity Analysis
We carefully selected 240 sampling data for vegetation areas (trees, grass, etc), bareland area, and landslide area, respectively. Spectrum similarity analysis becomes a well-accepted approach to reduce the data dimensionality of hyperspectral imagery. It retrieves several bands of important patterns in some sense by taking advantage of the all high spectral correlation. Verified by classification accuracy, it was expected that, just using a part of original bands, the accuracy is obtained rationally, whereas computational work is significantly reduced [18, 19] . Figure 4a shows the entire research step. It includes two parallel approaches. One of the approaches is considering finding the similarity of the image bands width to attain the classification outcomes [20] . Figure 4b shows the similarity of image bands. The vegetation index threshold is found based on clustering analysis. The non-vegetation of the image is attained, which includes the bareland and landslide. All this is part of data normalization. Then, the progress of the similarity spectrum analysis is carried out. Two of the image layers are obtained (D 1 and D 2 ). The latter part of this paper will introduce the details on how the similarity classification of each pixel is identified.
found based on clustering analysis. The non-vegetation of the image is attained, which includes the bareland and landslide. All this is part of data normalization. Then, the progress of the similarity spectrum analysis is carried out. Two of the image layers are obtained (D1 and D2). The latter part of this paper will introduce the details on how the similarity classification of each pixel is identified. Figure 5a presents the original investigation on the site for observing the location of landslide. All the image data for similarity were carefully checked by in situ investigation and compared to remote sensing data [21] . It was decided to extract serval samples as mentioned above for landslide and bareland. Thus, Figure 5b shows the longitude and latitude of the position of study and the accurate place of landslides. This area landslide belongs to block-slide. Bock slide is a kind of translational slide. The moving mass of soil and rocks has serval related units that move downslope as a relatively coherent mass. The largest size of the landslide is about 8 × 12 m 2 , which is roughly measured by image data.
The parallel study was used the SVM (Support Vector Machine) to access the classification on bareland and landslide. The thematic map is compared and the error matrix is also calculated. 
Brief on Support Vector Machine
Support vector machines (SVMs) are well-accepted supervised learning methods used for classification [22] . The study considers the concept of improving statistical learning theory, generally applied as an effective classifier to solve many practical problems [23] . A special feature of this Figure 5a presents the original investigation on the site for observing the location of landslide. All the image data for similarity were carefully checked by in situ investigation and compared to remote sensing data [21] . It was decided to extract serval samples as mentioned above for landslide and bareland. Thus, Figure 5b shows the longitude and latitude of the position of study and the accurate place of landslides. This area landslide belongs to block-slide. Bock slide is a kind of translational slide. The moving mass of soil and rocks has serval related units that move downslope as a relatively coherent mass. The largest size of the landslide is about 8 × 12 m 2 , which is roughly measured by image data.
  .
A soft margin problem for the case of SVMs is to handle the linearly non-separable data by Vapnik [22] . They concluded that the restriction of each training vector of a given class on the same side of the optimal hyperplane that applies the value. In ξi ≥ 0, the SVM algorithm for the hyperplane maximizes the margin. At the same time, it minimizes a quantity proportional to the number of misclassification errors. This trade-off function between margin and misclassification error is also governed by a positive constant C such that ∞ > C > 0. Thus, for non-separable data, Label (6) can be written as
where the μi are the Lagrange multipliers introduced to force the ξi to be positive. The solution of (7) is determined by the saddle points of the Lagrangian, by minimizing with respect to w, x, and b, and maximizing with respect to ξi ≥ 0 and μi ≥ 0. 
Results
As aforementioned, we select 120 of sampling data for training the model of vegetation, bareland, and landslide, respectively. The 40 pieces of data of each (vegetation, bareland, and landslide) categories to build the model. The study also randomly selects 40 pieces of data to verify the model as testing data. The study has been broken into two parts: spectral similarity analysis and The parallel study was used the SVM (Support Vector Machine) to access the classification on bareland and landslide. The thematic map is compared and the error matrix is also calculated.
Brief on Support Vector Machine
Support vector machines (SVMs) are well-accepted supervised learning methods used for classification [22] . The study considers the concept of improving statistical learning theory, generally applied as an effective classifier to solve many practical problems [23] . A special feature of this classifiers is to minimize the empirical classification error and maximize the geometric margin, simultaneously. Therefore, it is also known as a maximum margin classifier [24, 25] .
Linearly separable classes are the simplest cases for the analysis of three various classes (vegetation, landslide, and bareland). Assume the training data with k number of samples are presented as x i , y i , where x ∈ R N with an n-dimensional space, and y ∈ {+1, −1} is the class label. These training patterns are linearly separable if there exists a vector w (determining the orientation of a discriminating plane) and a scalar b (determine the offset of the discriminating plane from the origin) such that
The hypothesis space is defined by the set of functions given by:
If the set of examples is linearly separable, the goal of the SVMs is to minimize the value ||w i ||. It is equivalent to finding the separating hyperplanes for which the distance between the classes of training data. It also measured along a line perpendicular to the hyperplane.
This distance is called the margin. The data points that are closest to the hyperplane are used to measure the margin. Thus, these data points are also called support vectors. Consequently, the number of support vectors should be small.
The problem of minimizing ||w i || is solved by applying standard quadratic programming (QP) optimization techniques. It also trasforms the problem to a dual space by using Lagrangian multipliers. The Lagrangian is presented by introducing positive Lagrange multipliers λ i , i = 1, . . . k. The solution of the optimization problem is attained by considering the saddle point of the Lagrange function
The solution in Equation (5) needs L(w,b,λ) to be minimized with respect to w and b and maximized with respect to λ i ≥ 0. Therefore, for a two-class problem, the decision rule separates the two classes that can be written as:
A soft margin problem for the case of SVMs is to handle the linearly non-separable data by Vapnik [22] . They concluded that the restriction of each training vector of a given class on the same side of the optimal hyperplane that applies the value. In ξ i ≥ 0, the SVM algorithm for the hyperplane maximizes the margin. At the same time, it minimizes a quantity proportional to the number of misclassification errors. This trade-off function between margin and misclassification error is also governed by a positive constant C such that ∞ > C > 0. Thus, for non-separable data, Label (6) can be written as
where the µ i are the Lagrange multipliers introduced to force the ξ i to be positive. The solution of (7) is determined by the saddle points of the Lagrangian, by minimizing with respect to w, x, and b, and maximizing with respect to ξ i ≥ 0 and µ i ≥ 0.
Results
As aforementioned, we select 120 of sampling data for training the model of vegetation, bareland, and landslide, respectively. The 40 pieces of data of each (vegetation, bareland, and landslide) categories to build the model. The study also randomly selects 40 pieces of data to verify the model as testing data. The study has been broken into two parts: spectral similarity analysis and support vector machine. As previously mentioned in Figure 1 , the landslide mostly occurred on the slope that has the different responses of reflection on hyper-spectrum image data. Compared to the bareland, the ingredient of soil is the same as the landslide; however, most of them are located in the flat area. Thus, the reflection on hyper-spectrum image data must be different to a landslide. This is the objective to classify them by applying the similarity of a spectrum [26] .
Water 2019, 11, 2414 8 of 15 To introduce the overall accuracy, it can be formulated as Ac = TP + TN All the samples , (6) where TP is the true positive and TN is the true negative.
Spectral Similarity Analysis
The spectrum analysis entire study is divided into the following two steps:
1.
Classify the vegetated areas and non-vegetated areas (similar to [18] ).
2.
Use the clustering analysis to separate bareland areas and landslide areas from non-vegetated areas (similar to [19] ).
To achieve this task, the developed program scans all the bands to find the largest discrepancy of vegetation and non-vegetation for discriminating between these two categories. The program calculates and finds that the 34th band has the largest difference. The green lines in Figure 6a are rationally extracted. Figure 6b is generated to extract out vegetation parts (green line). The r-value on the y-axis is the response value of the reflection for various categories (vegetation, bareland, and landslide).
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Spectral Similarity Analysis
1. Classify the vegetated areas and non-vegetated areas (similar to [18] ). 2. Use the clustering analysis to separate bareland areas and landslide areas from non-vegetated areas (similar to [19] ).
To achieve this task, the developed program scans all the bands to find the largest discrepancy of vegetation and non-vegetation for discriminating between these two categories. The program calculates and finds that the 34th band has the largest difference. The green lines in Figure 6a are rationally extracted. Figure 6b is generated to extract out vegetation parts (green line). The r-value on the y-axis is the response value of the reflection for various categories (vegetation, bareland, and landslide). To obtain the best classification outcomes, the 1-72 bands are scanned to find the best part to distinguish the landslide and bareland. The developed program scans the data in Figure 6c to find the maximum discrepancy for landslide and bareland. A single cannot clarify the mixup data for landslide and bareland. Thus, a combination set of bands are requested to approach the goal. It is found that 38 to 42 bands are the best part in the spectrum analysis to attain the classification outcomes. First, the program adds the 38-42 bands of each data as a single band data (transfer the five-dimensional data to the one-dimensional data).
Then, the program generates a parametric r-value as an interval to attain three parts of the data: (a) lower the threshold(landslide), (b) upper the threshold(bareland), and (c) intersection part (mix-up part). Please refer to Figure 6b ; Figure 6c ; Figure 6d ; and Figure 6e . The program gradually increases the r value to approach the optimal classification outcomes for landslide and bareland. For example, the program starts r = 80 and ∆r = 5 and finds the error rate between classification on landslide and bareland. That is, the program gains r = 95, which is the best allowable value to cut the data into these three parts. The strategy is to approach the largest number of lower the threshold and upper the threshold. The minimal lowest number of intersection part is also requested. The program calculates each data after the summation and sets them as less than 95 as one group and greater than 95 as another. The strategy is the number of data of the largest group to the total number of data must be greater than 40%. The number of data of the smallest group to the total number of data must be smaller than 40%. Because in Data Mining, the portion of the number of data for each decision should be as close as possible. Applying these sets of data can be fairly and uniformly to develop the model.
Then, the program three parts for summing up band 38 to 42 is
Lower than intersection ≤ 4105 . . . landlside Greater than intersection ≥ 4828 . . . bareland intersection > 4105 and < 4828 . . . mixup parts .
After screening the band data, it is found that the data density variety is not uniform. Hence, different stepwise of a grouping data strategy is needed. In the mix-up parts, the program restarts to find the discrepancy between landslide and bareland. The solution takes a set of band values and uses the clustering technique to search the optimal set of possible outcomes. For instance, we found that the band numbers from 45 to 52 has the largest discrepancy. Then, the program sieves out the 45, 46, 48, 50, and 51 bands are the most useful information. That is, 47, 49, and 52 bands are eliminated from the data set. The program found that the band values in 45, 46, 48, 50, and 51 have the largest discrepancy between landslide and bareland. Then, the intersection ranges of bands of each piece of data are summed into a single value (five multi-band data into one-dimensional data). The summed maximum and maximum values are calculated, and the binary classification is executed. It is found that a finer value of 30 can be gradually increased as a stepwise to each line attribute for each categories (landslide and bareland). Then, the accuracy of each segmentation value is step-by-step calculated as the classification accuracy until the highest accuracy is approached. Each band of the data in the intersection range is clustered based on the rule of a finer interval being less than 30; the other group is greater than 30.
Determination value of 45, 46, 48, 50 and 51 sum r : ≥ 6995 . . . landslide sum r : < 6995 . . . bareland .
The training data for generating this similarity model have 100% accuracy. The thematic map (see Figure 7) is generated by inputting are the band data into the program. Green presents the vegetation, red for landslide and white for bareland. The major landslide areas (comparing in Figure 5 ) are almost found, and bareland is clearly found. The computational time is fast and a rough result is qualified. We also randomly picked 40 testing data to verify our spectrum analysis model. The error matrix is presented in Table 1 . The overall accuracy is about 85%. 
SVM
As part of the study, the Support Vector Machine is used as a parallel approach to examine the spectrum analysis. The objective of the support vector machine algorithm is to generate a hyperplane in n-dimensional space (n is the number of features) that accurately classifies the data points. The following steps are:
Step1: Normalization
The original data of the collected data sets (such as hyperspectral, multi-spectral, etc.) are normalized, and the values of the attribute data are standardized within the same range. This study converts all attribute values between −1 and 1, using the formula: 
SVM
Step1: Normalization
The original data of the collected data sets (such as hyperspectral, multi-spectral, etc.) are normalized, and the values of the attribute data are standardized within the same range. This study converts all attribute values between −1 and 1, using the formula:
Step2: Cross-Validation
This study uses K-Fold Cross-Validation to first split the initial sample into K sub-samples (each sub-sample is independent from each other). A single sub-sample is the data for the validation model with the remaining K−1 samples. One of those sets of sub-samples is used for training. After repeating the above procedure K times, the K group classification correct rate will be obtained. In final, the data of the K group for the correct rate average value are estimated.
Step3: Model Selection for a Core Function
The functions of the support vector machine can be divided into four types: linear functions, polynomial functions, radial basis functions, and S functions. The user should select the core function based on different conditions. The parameters are adjusted for different kernel functions that are also different. The user has to adjust the kernel function and parameters according to the situation, which will have a significant impact on the prediction accuracy rate. In this study, the Radial Basis Function kernel (RBF) is taken for consideration. To obtain better model parameters, the Grid Search method repeats the test parameters C = 4.2 (penalty parameter) and g = 0.32 (gamma function) for possible combination and calculate the correct rate of its parameters (C, g). If it meets its condition, end the repeated test and output its best C and g parameters; otherwise, re-substitute with the new parameters until the combination is found.
This step is to optimize the optimal classification model obtained in the previous step. The testing data of the unknown result are substituted into the classification model construct by the previous step, and the obtained result will be aggregated in which the overall classification accuracy rate is calculated for performing the evaluation. It explores the effectiveness of machine learning under its selection points and different attribute data. The accuracy assessment of this study is divided into two parts: (1) the thematic map and (2) the error matrix. Figure 8 presents the thematic map for the overall condition in three categories. Green presents the vegetation, red for landslide, and white for bareland. Comparing Figure 8 to Figure 7 , based on the image data in Figure 5 , it presents a clearer and better accurate rate for the thematic map. The error matrix is also calculated in Table 2 . The overall accuracy is 98.3%.
Comparing Figures 7 and 8 for the thematic map, the difference is clear. For instance, the blue rectangle part in Figure 7 renders a better interpretation of detecting the bareland. In the inventory map ( Figure 5 ), this part presents as a bareland. The similarity analysis spectrum seems to provide a better prediction. However, SVM has a better interpretation of the integrity on landslide and bareland. The spatial information is a fundamental multi-temporal approach. The method can successfully be applied to serval periods of this area or another area. Thus, if the based rule of similarity spectrum can be developed successfully, the approximated location of landslide mapping can be rapidly generated. under its selection points and different attribute data. The accuracy assessment of this study is divided into two parts: (1) the thematic map and (2) the error matrix. Figure 8 presents the thematic map for the overall condition in three categories. Green presents the vegetation, red for landslide, and white for bareland. Comparing Figure 8 to Figure 7 , based on the image data in Figure 5 , it presents a clearer and better accurate rate for the thematic map. The error matrix is also calculated in Table 2 . The overall accuracy is 98.3%. 
Conclusions
The landslide and bareland are the most interesting topics that draw great attention to scientists and researchers. They both have the same soil ingredient but different locations on the hill. Landslides mostly displayed on the hill, which may produce destructive disasters for human beings. Owing to the lack of accurate DEM (Digital Elevation Modeling) map/data in this study, the hyperspectral data have been proved to identify landslide and bareland according to spectral intensities of reflection. A parallel study is designed to compare the spectral analysis approaches.
The study has three major contributions:
(a) The study proved that the hyperspectral image data can replace the DEM data by considering different land cover categories. (b) The spectral similarity analysis can classify 100% of the vegetation area. Most of the landslide and bareland area is also being detected with a satisfactory level of the overall accuracy of 85%. (c) The support vector machine is a superior classifier. However, the problem is that each of the training sample data must be supervised data. That is, each piece of in situ sampling data must be carefully labeled. The overall accuracy is 98.3%.
