ABSTRACT A novel method is described that can be used to recognize the phoneme of a singing voice (vocal) in polyphonic music. Though we focus on the voiced phoneme in this paper, this method is design to concurrently recognize other elements of a singing voice such as fundamental frequency and singer. Thus, this method is considered to be a new framework for recognizing a singing voice in polyphonic music. Our method stochastically models a mixture of a singing voice and other instrumental sounds without segregating the singing voice. It can also estimate a reliable spectral envelope by estimating it from many harmonic structures with various fundamental frequencies (F0s). The results of phoneme recognition experiments with 10 popular-music songs by 6 singers showed that our method improves the recognition accuracy by 8.7 points and achieves a 20.0% decrease in error rate.
INTRODUCTION
Music is an important media content in both industrial and cultural aspects, and a singing voice (vocal) is one of the most important elements of music. Among the many other considerable elements of a singing voice, we deemed the lyrics, voice quality (or name of a singer), and fundamental frequencies (F0s) to be the most fundamental elements of a singing voice. To develop a computer that can recognize a singing voice, we have been working on an automatic synchronization method for singing voice and lyrics [1] , an automatic singer identification method [2] , and an F0 estimation method for a singing voice [3] . As a stepping stone to further develop these methods, we propose a novel framework for recognizing a singing voice within polyphonic music, which is named the W-PST (Weighted-composition of Probabilistic Spectral Template) method. We also verify the effectiveness of W-PST method by conducting a phoneme recognition experiment on condition that correct F0s are given. Although we mainly focused on lyrics, we designed W-PST method to be applicable in recognizing F0s and names of singers.
Research in automatic lyric recognition from polyphonic music is important because it can be directly applied to a new music information retrieval system. Even if perfect lyric recognition cannot be achieved, the basic techniques for recognizing the phonemes can be used in an automatic synchronization method for lyrics and music. However, automatic recognition of lyrics (or phonemes) of a singing voice is more difficult than that of speech because a singing voice fluctuates wildly due to the vibrato, a wide range of fundamental frequencies (F0s), and the emotional expression of singers. Furthermore, other instrumental sounds, which are usually accompanied with the singing voice, also degrade the performance of lyric (or phoneme) recognition.
We previously developed a method for automatically synchronizing lyrics with the corresponding singing voice [1] . Although This research was supported in part by CrestMuse, CREST, JST. this method segregated the singing voice from polyphonic music to reduce the negative influence of the accompaniment sound, it is generally based on conventional speech recognition techniques. That is, it extracts feature vectors that represent the spectral envelopes, such as Mel-frequency cepstral coefficients (MFCCs), and calculates the likelihood of the feature vectors using the Gaussian mixture models (GMMs).
Our previous method, however, exhibits the following two problems: Problems of segregation The performance of singing voice segregation critically affects that of the recognition because the F0 estimation errors deteriorate segregation quality, and it cumulatively degrades recognition performance. Besides, the segregation process discards the other components of the spectrum, which include important information about the background noise (accompaniment sound) such as the S/N ratios and the degree of vocal distortion it causes. Inaccurate estimation of spectral envelope Our previous method estimated a spectral envelope from a given (segregated) harmonic structure and calculated the distance between estimated envelopes. However, the harmonic components are considered to be points sampled from their original spectral envelopes at an interval of F0 along the frequency axis, and the perfect reconstruction of the spectral envelope from the harmonic structure is generally impossible. Therefore, it was difficult to calculate the distance of high-pitched sounds, such as a female singing voice.
Gruhne et. al. [4] have worked on a phoneme recognition problem. They also segregated a vocal using a similar method used in [1] . Several studies have been done on automatic synchronization between music and lyrics [5, 6, 7, 8] . These methods usually use conventional speech recognition techniques or more simplified techniques and try to improve performance by integrating other information such as characteristics of the target language and structure of the music.
We propose a novel method for overcoming these problems. Our method neither segregates a singing voice nor reconstructs a spectral envelope from a single harmonic structure. Instead, it expresses the observed spectrum of a singing voices "as is", by stochastically modeling the generation process of the spectrogram of a singing voice with accompaniment sounds. In the training process, we develop a method that can estimate a more accurate spectral envelope by estimating it from many harmonic structures.
W-PST METHOD FOR RECOGNIZING SINGING
VOICE As shown in Figs. 1 (c) and (d), we assume that the observed spectrum of polyphonic music is generated from a set of probability distributions, which is called the probabilistic spectral template. That is, the power of each spectral bin follows a probabilistic distribution, and forms of the probabilistic distributions differ from bin to bin. Assuming the additivity of the power spectrum, we consider that probabilistic spectral templates are produced by adding two different probabilistic spectral templates in a linear scale; a Figure 2 . Example of vocal spectral template, which generated from the vocal envelope template and the harmonic filter.
vocal spectral template ( Fig. 1 (a) ), which generates the spectrum of a singing voice, and a noise spectral template ( Fig. 1 (b) ), which generates the spectrum of accompaniment sounds. By introducing gain parameters for both templates and taking their weighted sum, we can represent the spectrum of various S/N ratios and volumes. A vocal spectral template is produced by multiplying a vocal envelope template ( Fig. 2 (a) ), which represents the spectral envelope, by a harmonic filter ( Fig. 2 (b) ), which represents the harmonic structure. The shape of the harmonic filter is controlled by an F0 parameter. The likelihood of observed spectrum for this probabilistic model can be calculated if the parameters of this modelthe F0 of the harmonic filter and the gain parameters of the vocal and noise spectral templates -are given. Thus, we can estimate a phoneme involved in observed spectrum by preparing vocal envelope templates of various phonemes and selecting the most likely one (Fig. 3 ). We can also estimate the F0 of a singing voice by estimating the most likely value. The novelties of W-PST method are summarized as follows:
• It does not segregate singing voice, but our framework recognizes a singing voice directly from polyphonic sound mixtures. Since humans understand a singing voice without segregating it, this process is natural from the standpoint of human perception.
• It is robust against fluctuations in accompaniment sound because it estimates the S/N ratio of the moment. It becomes more robust if we prepare various types of noise spectral templates and select the most likely one.
• It is robust against high-pitched sounds because it does not estimate an envelope from a single harmonic structure.
• It is easy to integrate unvoiced consonants by only preparing new templates for these phonemes (without using the harmonic filter). Figure 3 . Overview of phoneme estimation process.
FORMULATION
• how to optimize gain parameters (volumes). Our approaches to overcome these issues are as follows,
• We assume the distributions of a probabilistic spectral template as log-Gaussian distributions.
• We approximate that the sum of probability variables that follow the log-Gaussian distributions also follows the log-normal distribution 1 .
• We optimize the parameters using the quasi-Newton method.
Probabilistic spectral template
We assume a spectrum of polyphonic sound mixture, y(f ), is generated from the probabilistic variables Y f . We call these variables the probabilistic spectral template. Here, f represents a frequency in log scale, and y represents a spectral power in log scale.
We then assume that Y f can be divided into two different probabilistic spectral templates, Y v,f and Y n,f , by the following equation,
where Y v,f represents the spectrum of a vocal, which is called the vocal spectral template, and Y n,f represents that of other instrumental sounds, which is called the noise spectral template. Here, g v and gn represent the gain parameters. By changing gv and gn, this model can be used to control the S/N ratio of the vocal and noise spectral templates. Note that we assume the additivity of the power spectrum in linear scale.
We assume that Y v,f and Y n,f follow the Gaussian distribution (in log scale) and are represented by
where N (y; μ, σ 2 ) represents the Gaussian distribution with mean μ and variance σ 2 . Assuming the source-filter model, we consider the harmonic sound Y v,f (singing voice) to be a sum of the probabilistic model of the envelope and a filter function, which represents the harmonic structure in log scale (Fig 2) .
where
v,f ) represents probabilistic variables of the vocal envelope, which is called the vocal envelope template, and H(f ; f 0) represents the filter of F0, f0, which is called the harmonic filter. Note that the harmonic filter H(f ; f0) is not a probabilistic variable.
Approximation of sum of two spectral templates
Since a probabilistic spectral template Y f , which is expressed in (1) , is difficult to calculate, we approximate Y f using the Gaus-sian distribution. The first-order Taylor series of the function f (x1, x2) = log(exp(x1) + exp(x2)) at (μ v,f + gv, μ n,f + gn) can be denoted by linear combination of x1 and x2. Since linear combination of probabilistic variables that follow the Gaussian distribution also follows the Gaussian distribution, thus,
Phoneme recognition and F0 estimation
To recognize a phoneme by using this model, first, an indivisual template, θ p v , for each phoneme p has to be prepared. Given the F0 of the singing voice f0 and the observed spectra y(f ), we can estimate the phoneme,p, involved in the spectra by the following equation,
where u f and σ f are defined by (8) and (9), respectively. Although we did not evaluate F0 estimation in the experiments in this paper, we can concurrently estimate F0 and a phoneme by taking the argmax of f 0. When determining individual singers, we prepare an individual template for each singer.
Optimization using quasi-Newton method
We optimize the parameter θ = (g v , gn) using the quasiNewton method based on the BFGS (Broyden-Fletcher-GoldfarbShanno) method, which is a class of hill-climbing optimization techniques. Given the observed spectrum s(f ), the target function to be minimized, Q(θ), becomes as follows;
ESTIMATION OF SPECTRAL ENVELOPE
We estimate a spectral envelope that is represented by Y v,f in (4). The spectral envelope of the singing voice cannot be directly observed because what we can observe is a harmonic structure which is considered to be points sampled from its original spectral envelope. Thus, it is difficult to estimate its original spectral envelope from a single harmonic structure in general. We overcome this difficulty and estimate a reliable spectral envelope using many harmonic structures with various F0s. Moreover, since we estimate the spectral envelope as a set of probabilistic distributions, the estimated envelope is robust against the fluctuation of the singing voice and the difference in conditions between the training and testing data.
Since volumes could differ from frame to frame, we need a scheme to normalize such volume differences when we estimate the envelope from many harmonic structures. We consider the volume of each frame as an unknown parameter, and estimate it concurrently with the parameters of the model for estimating the spectral envelope.
Mixture of Experts
For a spectral template model, we use the mixture of experts (MoE) model [9] based on the linear regression model. This model represents μ v,f and σ 2 v,f of a spectral template as
is the output of the gating network, and we use a normalized Gaussian function [10] defined by 
Here, {ψm, μm, σ
m } is a set of unknown parameters, where ψm satisfies ψm ≥ 0 and P m ψm = 1. These parameters can be estimated using the expectation-maximization (EM) algorithm.
Iterative Parameter Estimation
When we observe harmonic structures s i(i = 1, . . . , I), which consist of the log power of the h-th harmonic component, y i,h , and its frequency,
the target likelihood function to be maximized is defined by
where ki represents the offset parameter, which normalizes the volume of the harmonic structure. Since it is difficult to estimate both k i and the parameters of MoE at the same time, we update them sequentially. The procedure of parameter estimation is summarized as follows.
Step 0 Set k i = 0 and initialize the other parameters.
Step 1 Update parameters of the MoE using the EM algorithm.
Step 2 Update k i using the following equation,
Step 3 Go back to step 1. Figure 4 shows an example of the parameter estimation process. As for the noise spectral envelope, we can estimate the parameter in the same manner by considering the spectrum as s i(i = 1, . . . , I).
EXPERIMENTS
We conducted experiments on phoneme recognition by using 10 Japanese songs performed by 6 singers (3 male, 3 female) taken from the "RWC Music Database: Popular Music" (RWC-MDB-P-2001) [11] . The target phonemes were 5 Japanese vowels; "a", "i", "u", "e", and "o". We conducted 6 fold cross validation, that is, when we evaluated a song of a singer, the vocal and noise templates (we call them phoneme model) were trained using songs of the other 5 singers. We used a manually annotated phoneme label of the songs for both training data and ground-truth. Accuracy is defined as the ratio of the number of frames that are correctly estimated to the total number of frames. Only frames that involve the target 5 vowels are used for calculating the accuracy. We used the gender-dependent phoneme models here, that is, we trained the phoneme models for male and female separately. When testing, we calculate a likelihood for each phoneme model and select a result of the most likely model. We tested our method under the following 3 conditions. (i) Baseline 1 Extract MFCCs, ΔMFCCs, and ΔPower from polyphonic audio signals and recognize them using the GMMs.
(ii) Baseline 2 Use the feature extraction method used in [1] ; segregate the singing voice based on the harmonic structure before extracting MFCCs, ΔMFCCs, and ΔPower and recognize them using the GMMs. (iii) Proposed Use the W-PST method proposed in this paper. Note that manually-annotated F0s of the singing voice were used for conditions (ii) and (iii) for both training and testing.
In condition (iii), we used the wavelet transform with the Gabor wavelet for spectrum analysis, and set the number of mixture of the MoE to 10. The vocal and noise templates were created by combining the templates that are trained using each of the songs used for training. Therefore, there were a number of templates for each phoneme in the templates. The vocal templates were trained using the vocal-only tracks of the songs, and the noise template was trained using a karaoke (without vocal) track of the songs. In condition (i) and (ii), we used the Short Time Fourier Transform for spectrum analysis, and set the number of mixtures of GMMs and the number of dimensions of MFCCs to 12 and 32, respectively. As for condition (ii), the data used for training GMMs were also segregated based on the harmonic structures.
The results are summarized in Table 1 . We can see that our method increased the average accuracy by 8.7 points compared to the result of condition (ii). We can also see that there was no song of which the accuracy was decreased. As shown in Table 1 , our method was able to select the model of the proper gender for all songs, while baseline methods failed to select the model of the proper gender for some songs. Inspection of the incorrect frames with our method (condition (iii)) and the correct frames with the baseline method (condition (ii)) showed that 52.6% of incorrect frames of our method was correctly recognized using the baseline method. By this fact, we can say that there is a possibility to further improve performance by combining our method with the baseline method.
DISCUSSION AND CONCLUSIONS
We have developed the W-PST method for recognizing the phonemes of a singing voice in polyphonic music. Although we evaluated this method through only phoneme recognition experiments, it is directly applicable to F0 estimation and singer identification tasks. Thus, W-PST method can be considered as a new framework for recognizing singing voice in polyphonic music. The underlying idea of this framework is that humans do not segregate the target sound when listening to it. Unlike the typical framework for polyphonic sound recognition, which first segregates the target and then recognizes it, our framework recognizes a singing voice directly from a polyphonic sound mixture. This policy takes advantage of the characteristics of noise to improve the performance, which is generally discarded in conventional methods.
The W-PST method has a commonality with the parallel model combination (PMC) technique [12] used in research of automatic speech recognition, which decompose noisy speech hidden Markov models (HMMs) from clean speech and noise HMMs. The advantage of our method is that it estimates the S/N ratio of a vocal and noise at every frame, while the PMC technique is used to decompose HMMs on a fixed S/N ratio beforehand.
Our goal is to develop an automatic lyrics recognition system. To achieve this goal, we will expand our method to achieve higher performance. For example, we plan to introduce a 3-D template that consists of not one frame but a number of consecutive frames to represent the dynamic features of a singing voice. This idea is promising because many researchers have proven the importance of the delta features for speech recognition.
