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RÉSUMÉ 
Les marqueurs d'arguments de l'arabe standard possèdent plusieurs propriétés qui nous per­
mettent de les traiter comme des pronoms. Malgré cette étiquette qui explique les similarités 
tant distributionnelles que morphologiques entre ces unités, les marqueurs de sujet se distinguent 
nettement des marqueurs d'objet sur plusieurs plans. Ces différences, qui se reflètent dans les 
différents niveaux d'analyse, sont reliées aux différences dans le statut morphologique. En fait, 
si les marqueurs de sujet sont des affixes, les marqueurs d'objet sont des clitiques. Sur un plan 
purement morphosyntaxique, par contre, les deux sortes d'unités peuvent être des arguments 
de la tête qui est leur hôte phonologique, mais peuvent également être des non-arguments. Les 
marqueurs de sujet, plus précisément ceux de la troisième personne du singulier, jouent le rôle 
de marqueurs d'accord dans certains contextes. Les marqueurs d'objet de troisième personne du 
singulier peuvent, pour leur part, jouer le rôle d'explétifs ou de thèmes lorsqu'ils sont attachés à 
certaines têtes fonctionnelles. 
L'analyse de ces unités dans le cadre de la grammaire syntagmatique endocentrique I-IPSG 
nous a permis de consolider cette théorie basée sur les contraintes en démontrant que son appli­
cation sur une langue sémitique ne nécessite pas l'adoption de solutions ad hoc et n'exige pas cie 
modifications notables au formalisme et à la théorie. Cela prouve la flexibilité des grammaires 
à base de contraintes et leur puissance formelle, Cjui en font des théories linguistiCjues capables 
d'exprimer des analyses linguistiques provenant de plusieurs familles de langues. 
Nous avons implémenté cette analyse linguistique dans une grammaire LKB pour en tester la 
validité et nous avons ainsi pu démonter que l'analyse lexicaliste basée sur les structures de traits 
typées et la hiérarchie de types à héritage multiple sont non seulement possibles mais également 
souhaitables. 
MOTS CLÉS: marqueurs d'arguments, arabe, clitiques, affixes, HPSG, LI<B. 
INTRODUCTION 
Les langues naturelles présentent certains morphèmes dont le statut grammatical est ambigu. 
Ces morphèmes se présentent sous la forme d'éléments attachés morphophonologiquelllent à des 
hôtes forts dont ils dépendent. Ces formes font office, par ce fait même, d'éléments d'interface 
entre les différents modules de l'analyse grammaticale en faisant appel ft la phonologie, ft la 
morphologie et ft la syntaxe. Souvent regroupées sous l'étiquette de clitiqll.es (pronominaux), ces 
unités ont occupé les débats linguistiques depuis plusieurs années comme le signalent Heap et 
Roberge (2001). 
Le débat portant sur l'origine rie ces formes rlites clitiques, clans le cadre génératif chomskyen, 
a opposé deux courants de pensée: la génération ft la base du système (dans le lexique), une hy­
pothèse adoptée, entre autres, par Cummins et Roberge (1994), .Jaeggli (1982) et Rivas (1977), et 
l'analyse syntaxique transformationnelle par déplacement, une hypothèse défendue, entre autres, 
par Cardinaletti et Starke (1994), Chomsky (1995) et Kayne (1975). La première analyse, dite 
affixale ou morphologique l, prend l'attachement morphologique de ces unités pour la propriété 
dominante a.Iors que la deuxième prend les propriétés argumentales de ces unités pour dominantes, 
comme le souligne Bouchard (2002). 
POlir illustrer l'analyse qui prône une génération ft la base, nous prenons pour exemple l'ap­
proche de .1aeggli (1982). Cet auteur propose en effet que les clitiques soient directement générés 
sur le verbe et qu'ils soient reliés à une position occupée par l'élément vide PRO. Cette position 
correspond à celle du sujet dans le cas des clitiques sujets et à celle de l'objet dans le ca.s des 
clitiques objets. Nous pouvons illustrer cette analyse dans la structure arborescente suivante: 
(1) SV 
~ 
Cl+V PRO 
Les analyses transformationnelles proposent, par contre, un déplacement qui affecte le clitique 
ou le verbe. l<ayne (2000) par exemple, et en se basant sur l'analyse antisymétrique proposée dans 
1 Jaeggli (1982) affirme que l'approche affixale fournit une explication des phénomènes du redoublement (du 
c1itique par un argument lexical). Ce lien entre le redoublement et le statut du c1itique (comme argument ou 
marqueur d'accord) constitue l'un des arguments les plus utilisés pour défendre l'approche affixale. Voir, par 
exemple, les travaux de Auger (1994) et Miller (1992). Il faut noter, en outre, que l'approche affixale n'est pas 
une invention de la linguistique moderne et se trouve énoncée dans des textes aussi vieux qlle la grammaire de 
Port-Royal. Voir Heap et Roberge (2001). 
2 
son ouvrage Kayne (1994), défend une idée selon laquelle le clitique doit toujours s'adjoindre à 
gauche d'une catégorie fonctionnelle telle que AGR. 
Il faut toutefois noter que la majorité des analyses sont en réalité hybrides et font la distinction 
entre le statut grammatical des clitiques sujets (réalisés sous le nœud l, ou INFL) et celui des 
clitiques objets (attachés au verbe) : Auger (1994), Borel' (1984), Everett (1985), Roberge (1986) 
et Sportiche (1983). 
L'apport cie la théorie grammaticale syntagmatique endocentrique HPSG à ce débat est consi­
dérable. L'hypothèse qui a été la plus exploitée dans ce cadre est affixale. Les clitiques ne sont, 
selon cette hypothèse, que des affixes attachés il leurs hôtes dans le lexique. C'est l'idée défendue, 
entre autres, par Auger et ],vIiller (1994), }.tIiller (1992), lVIiller et Monachesi (2003), ivIiller et Sap; 
(1997, 1995) et iVIonachesi (1998a) pour les langues romanes. Toutefois, l'idée préconçue selon 
laquelle tous les chercheurs qui travaillent dans ce cadre s'accordent à réserver un traitement 
affixal/lexical aux clitiques ne se vérifie pas quand on prend en considération certains travaux, 
dont ceux de Crysmann (2000) et Kupsc (2000, 1999). Ces deux auteurs ont en fait travaillé 
sur le polonais et le portugais européen respectivement et sont parvenus ft une hypothèse non 
affixale concernant certains des clitiques étudiés. Il semble donc que la langue étudiée influence 
les analyses adoptées, ce qui témoigne ci 'un souci empirique louable 2 les données orientent la 
théorie et non le contraire. 
Les marqueurs d'arguments 3 de l'arabe standard 4 sont longtemps restés en périphérie par 
rapport à ces débats. Bien que leur statut grammatical soit problématique, peu de travaux y 
sont consacrés. Pour les désigner, certains anteurs utilisent des termes comme clitique, affixe, 
pronom et marquev:r d'accord. Cette terminologie n'est pas toujours soutenue par une analyse 
linguistique systématique du statut et du rôle de ces unités clans la grammaire de l'arabe. En 
outre, les analyses sont des fois implicites et sous-tendent des travaux sur d'autres unités de la 
langue, telles que les types de phrases, les complémenteurs ou encore Je système de l'accord. 
Nous pensons que la meilleure façon d'aborder la question de ces marqueurs est de poser des 
2 Nous mettons l'accent sur ce souci empirique dans le premier chapitre, section (1.3.2). 
3 Nous définissons les marqueurs d'arguments comme étant les morphèmes qui encodent le genre, le nombre 
et la personne et qui réfèrent il des arguments, il savoir au sujet ou il l'objet. Cette appellation englobe donc les 
marqueurs de sujet et les marqueurs d'objet. Par ailleurs, l'emploi de ce terme se veut neutre par rapport au statut 
grammatical de ces éléments, un problème qui sera soulevé dans les chapitres 3 et 4. 
·1 Nous référons it cette variété par le mot arabe et nous employons les qualificûtifs standard ct dialectal chaque 
fois qu 1 une distinction entre ces variétés est nécessaire. Llarabe standard réfère auX deux variétés historiques que 
sont l'arabe classique et l'arabe moderne. Ce choix est motivé par le fait qu'il n'existe, à notre connaissance, aucune 
différence entre ces cieux variétés en ce qui a trait aux marqueurs dlargument.s. 
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questions concernant leur statut grammatical, d'évaluer l'impact des réponses à ces questions sur 
le système grammatical de la langue étudiée et d'intégrer ces réponses dans une théorie linguistique 
capable d'exprimer des universaux. 
En choisissant ces marqueurs comme sujet de recherche, nous visons à atteindre plusieurs 
objectifs. Nous avons pour but, tout d'abord, de fournir une description exhaustive des marqueurs 
de sujet et des marqueurs d'objet de J'arabe en nous appuyons sur un corpus effectif et sur notre 
intuition. La raison qui motive ce choix réside dans le fait qu'un grand nombre des analyses qui 
traitent de ces marqueurs ne prennent en compte qu'un nombre restreint de données à la fois. 
Bien que ce choix méthodologique permette dans certains cas de se concentrer sur l'essentiel, il a 
j'inconvénient de ne pas prendre en compte des données pouvant être importantes, voire cruciales. 
La couverture empirique de telles analyses reste donc un objectif à atteindre. À l'inverse, nous 
voulons que notre description (et également notre analyse) englobe le plus de données possil)les 
pour assurer une couverture empirique adéquate. 
Ensuite, ce volet descriptif de notre travail nous permettra d'atteindre notre deuxième objectif, 
à savoir contribuer à la compréhension de certains phénomènes morphologiques et syntaxiques 
impliquant les marqueurs d'arguments de l'arabe. Nous visons surtout ;\ contribuer au débat 
sur les asymétries de l'accord 5. Nous sommes d'avis qu'une analyse adéquate des marqueurs 
d'arguments nous permettra de mieux cerner cette problématique. 
Enfin, nous visons à contribuer non seulement à l'étude des marqueurs d'arguments de l'arabe, 
mais également il. l'étude des clitiqucs en généra!. Cet objectif peut être atteint en questionnant 
la validité des notions théoriques développées pour statuer sur le rôle grammatical des clitiques, 
comparés aux pronoms dits forts et aux syntagmes nominaux, le lien entre les trois étant très 
instructif en arabe, et nous y consacrons, par conséquent, une grande part de notre description. 
La description mène à une analyse et l'analyse que nous visons à développer s'inscrit dans 
le cadre de la grammaire HPSG. Étant une théorie développée à l'origine pour les langues ger­
maniques, à savoir essentiellement l'anglais, son utilisation pour modéliser les phénomènes lin­
guistiques dans d'autres familles de langues, surtout la famille slave et la famille romane, a 
permis d'enrichir les outils théoriques et formels dont dispose cette grammaire. Nous pensons 
que la famille sémitique peut enrichir davantage cette théorie snrtou t en prenant en compte les 
particularités de sa morphologie non concaténative (appelée morphologie à schèmes) et l'ordre 
~ Voir le deuxième chapitre pour une introduction à ce phénomène. 
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relativement libre dont jouissent les constituants dans cette famille de langues. Pourtant, très 
peu d'études ont été consacrées à la modélisation des phénomènes linguistiques rencontrés dans 
les langues sémitiques dans le cadre de cette grammaire. De ce fait, nous poursuivons un double 
objectif: démontrer que ce cadre théorique est applicable à cette famille de langues et contribuer 
au développement de ce modèle et des recherches linguistiques sémitiques. 
Le travail que nous entreprenons dans notre thèse est basé sur un certain nombre d'hypothèses: 
1.	 Le statut morphologique des marqueurs d'arguments doit être séparé de leur statut mor­
phosyntaxique, les affixes n'étant pas forcément des marqueurs d'accord. Notre analyse 
apportera des arguments supplémentaires en faveur de cette hypothèse, défenclue également 
par Auger (1994) clans sa thèse sur les marqueurs d'arguments du frnnçais parlé informel. 
2.	 On ne peut traiter les marqueurs cI'arguments cie manière uniforme. Les marqueurs de sujet 
diffèrent des marqueurs d'objet sur plusieurs plans et doivent être analysés en prenant en 
compte ces différences. Les marqueurs de sujet sont des affixes flexionnels alors que les 
marqueurs d'objet sont des c1itiques. Cette différence de statut morphologique est h notre 
avis la source des asymétries observées quand nous comparons le comportement cie ces 
unités. 
3.	 On ne peut traiter les marqueurs d'objet comme c1es affixes. À l'encontre cie la majorité 
des analyses des clitiques dans le cadre cie HPSG, qui tendent à dissoudre ces unités sous 
l'étiquette affixale, nous pensons qu'il y a lieu de postuler l'existence d'une catégorie au­
tonome, ceUe des clitiques, différente de celle cles affixes. L'impact de cette distinction se 
voit au niveau de l'analyse syntaxique, où seuls les clitiques constituent des nœuds clans la 
structure arborescente. 
4.	 Les marqueurs de sujet sont des affixes flexionnels faisant partie des entrées lexicales des 
verbes qui en sont les hôtes. Ils sont donc insérés en lexique et ne constituent pas de nœuds 
syntaxiques, même quand ils sont des arguments du verbe. 
Notre thèse est organisée comme suit. Nous présentons notre cadre théorique, la grammaire 
syntagmatique endocentrique HPSG, clans le premier chapitre. Cette présentation se concentre sur 
les aspects théoriques et formels qui nous servent dans l'analyse des phénomènes à l'étude. Nous 
présentons ainsi les principes de base, les notions fondamentales et quelques exemples d'analyse en 
relation à notre sujet: l'analyse des clitiques en général et le traitement de quelques phénomènes 
impliquant la langue arabe clans ce cadre. 
Le deuxième chapitre est de nature descriptive. Nous y présentons le système pronominal 
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de l'arabe en mettant l'accent sur les deux sortes d'éléments qui composent ce système: les 
pronoms indépendants et les marqueurs d'arguments. Cette présentation est basée sur des données 
effectives tirées de notre corpus de vérification et comporte également des exemples que nous avons 
construi ts. 
La défense de nos hypothèses de recherche est entreprise dans les chapitres III et IV. Dans le 
chapitre III, nous posons la question que nous qualifions de morphosyntaxique : les marqueurs 
d'arguments sont-ils mieux traités comme arguments ou comme non-arguments? Le statut des 
marqueurs d'objet est ainsi comparé à celui des marqueurs de sujet et plusieurs analyses précé­
dentes sont exposées et critiquées. Nous testons également la validité de nos hypothèses quant à la 
morphosyntaxe des marqueurs d'arguments en en inspectant les effets sur le système de l'accord 
de l'arabe et sur certains aspects ue la variatiun dialecLale. 
Nous consacrons le quatrième chapitre à la question que nous qualifions de morphologique 
les marqueurs d'arguments sont-ils mieux trai tés comme affixes ou comme non-affixes? Nous 
répondons à cette question en faisant appel aux critères et aux tests de deux principaux auteurs: 
Arnold Zwicky et Philip Miller. 
Le cinquième chapitre est une formalisation des hypothèses défendues dans les cieux chapitres 
précédents en employant les outils fournis par HPSG. Cette formalisation à base lexicaliste prouve 
que la théorie adoptée est assez flexible pour rendre compte des phénomènes étucliés même si 
elle a été conçue à l'origine avec, en tête, des langues très différentes de celles de la famille 
sémitique. Pour tester cette formalisation, nous consacrons une seconde partie de ce chapitre 
à j'implémentation cie l'analyse dans une grammaire informatisée. Cette implémentation se fait 
dans le système LKB et démontre que notre analyse se justifie dans un système de performance. 
CHAPITRE l 
CADRE THÉORIQUE 
More surprising, however, is the fundamental observation that from a broad range 
of research directions -from varied work within linguistics, artificia! intelligence, and 
computer science- researchers are converging upon a single approach to grammar of 
great fiexibility and power. (Shieber 1986, p. 67) 
Introduction 
Notre travail de recherche porte sur la modélisation des marqueurs d'arguments de l'arabe 
standard clans le cadre des grammaires basées sur les contraintes, et notamment la grammaire 
syntagmatique enclocentrique (connue également sous le nom de la grammaire syntagmatique 
guidée par les têtes) HPSG (pour I-Iead-Driven Phrase Structure Grammar). Nous consacrons ce 
premier chapitre ft introduire ce cadre théorique ainsi que le traitement des clitiques et l'étude cie 
la langue arabe dans ce cadre. Cette introduction ne peut être que partielle et se concentre sur 
les aspects qui nous serviront dans l'analyse 1 
Ce chapitre est divisé comme suit: après avoir motivé notre choix de ce cadre dans la section 
(1.1) et présenté le paradigme des grammaires ft base de contraintes dans la section (1.2), nous 
présentons les propriétés formelles et les notions fondamentales de HPSG dans la section (1.3). 
Suit la section (1.4), où nous présentons le traitement des clitiques dans le cadre de HPSG. 
La section subséquente, (1.5), est consacrée à la rencontre entre le cadre théorique et la langue 
étudiée. Nous y présentons les quelques travaux qui ont porté sur la langue arabe dans le cadre 
de la grammaire HPSG. 
1 Le lecteur est iuvité à consulter les ouvrages cités pour plus de détails. 
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1.1 Le choix du cadre 
En plus de sa puissance formelle, nous avons choisi de travailler dans le cadre de ErSe pour 
plusieurs raisons. Tout d'abord, les auteurs qui travaillent dans ce cadre ont consacré un grand 
effort à l'étude des clitiques et des morphèmes semblables, et ce, dans des langues appartenant 
à des familles différentes (romanes et slaves essentiellement). En outre, et grâce à l'adoption des 
structures de traits 2, la modélisation des données dans ce cadre prend en compte les divers aspects 
du signe linguistique. Ainsi, sonL représentés dans une même structure les traits phonologiques, 
morphologiques, syntaxiques, sémantiques et pragmatiques. Nous verrons que les marqueurs d'ar­
guments de l'arabe impliquent plusieurs de ces aspects, notamment la phonologie, la morphologie, 
la syntaxe et les interfaces entre ces systèmes (à savoir la morphophonologie et la morphosyntaxe). 
De plus, si nous savons que cette théorie a évolué en étant confrontée à des langues non SVO 
(essentiellement le gallois, une langue VSO), nous pouvons mesurer l'importance de travailler sur 
l'arabe, une langue à verbe initial, mais qui, comme l'anglais et le français, autorise également 
l'ordre dit SVO. Nous verrons que le traitement des marqueurs d'arguments implique également 
le trai tement de la question de l'ordre de surface. 
Finalement, HPSe est une théorie linguistique appropriée à l'implémentation informatique. 
Elle est même la théorie linguistique la plus utilisée dans ce domaine. L'implémentation infor­
matique n'est pas un but en soi, mais elle nous permettra de tester l'analyse adoptée dans un 
système de performance. 
1. 2 Les grammaires à base de contraintes 
EPse est l'une des théories linguistiques regroupées sous l'appellation générale de grammaires 
basées sur les contraintes.] Elle représente même l'exemple typique de ces grammaires pour 
certains auteurs. De ce fait, il va sans dire que l'introduction au style d'analyse adopté par HPSe 
passe ipso facto par une introduction à ces grammaires. 
Les grammaires basées sur les contraintes sont nées de la confluence de l'informatique et de la 
linguistique formelle comme le souligne Shieber (1992, 1991, 1986). La convergence de ces sources a 
2 Nous présentons ce formalisme dans la section (1.3.4). 
3 Ce terme désigne désormais ce qui était auparavant connu sous dlautres appellations qui se sont avérées moins 
adéquates , à savoir gram,m.a.ù'es basées sur l''infonnabon et g7'o.mma:i7'es basées SU7' l'unifica.tion, voir Pollard (199A) 
et Sag et al.. (2003). 
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donné naissance à plusieurs approches qui ont exploité la richesse formelle offerte par ce paradigme 
pour développer plusieurs outils et théories linguistiques 4. Parmi les outils linguistiques éminents, 
les plus connus sont PATR II, présenté par Shieber et al. (1983), la Grammaire Fonctionnelle de 
l'Unification (ou FUG, pour Functional Unification Grammar) présentée par Kay (1979) et la 
Grammaire à Clauses Définies (ou DCG, pour Definite Clause Gramm.ar) utilisée surtout avec le 
langage de programmation logique PROLOG et présentée, entre autres, par Abramson et Dahl 
(1989). Parmi les théories, la grammaire lexicale fonctionnelle (ou LFG, pOUl' Lexical Functional 
Grammar) (Bresnan, 1982), la grammaire syntagmatique généralisée (ou GPSG, pour Generalized 
Phrase Structure Grammar) (Gilzdar et al.) 1985), HPSG et la grammaire d'arbres adjoints (ou 
TAG, pour Tree-Adjoining Grammars), présentée, entre autres, par Joshi et Schabes (1997), sont 
les plus représentatives. 
1.3 La grammaire syntagmatique endocentrique HPSG 
La grammaire HPSG est l'œuvre des deux linguistes Carl Pollard et Ivan A. Sag. Elle a connu 
trois versions ponctuées par la publication des deux ouvrages « fondateurs» de Pollard et Sag 
(1994, 1987). La première version (appelée également HPSG 1) a vu le jour avec la publication 
de l'ouvrage de Pollard et Sag (l 987), dans lequel les auteurs ont posé les fondements théoriques 
et formels de cette grammaire. À cette étape, les auteurs ont défini le formalisme choisi (les 
structures de traits typées) et présenté des analyses linguistiques de phénomènes tels que la 
sous-catégorisation. Ils ont également dissocié les règles de préséance linéaire (PL) des règles de 
dominance immédiate (DI) et proposé une organisation hiérarchique du lexique. 
La deuxième version (appelée HPSG II) est représentée par les huit premiers chapitres de 
l'ouvrage de Pollarel et Sag (1994). Dans cette version, la grammaire comporte une O"leilleure 
organisation des structures de traits avec, notamment, la fusion des deux attributs SYN(taxe) 
et SEM(antique) en un seul attribut SYNSEM. Plusieurs changements ont également touché les 
principes de la grammaire, dont l'adoption de nouveaux principes (le principe de marquage et le 
principe des traces) et l'affinement d'autres principes déjà présents dans la 1re version (dont le 
principe des traits non locaux). 
4 Selon Shieber (1986), les outils linguistiques se distinguent par des mécanismes généraux destinés à accroître 
leur pouvoir expressif alors que les théories linguistiques ont tendance à incorporel' des instrument.s définis pOlir 
des besoins spécifiques, liés aux hypothèses linguistiques auxquelles ces théories adhèrent. La compréhension des 
choix conceptuels faits dans les formalismes du l"r type est relativement indépendante des analyses linguistiques 
qu'ils servent à formuler. Au contraire, ces deux aspects sont intimement liés dans les formalismes du 2" type, où 
les choix formels sont censés exprimer des principes linguistiques universels. 
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La troisième version de la théorie (appelée I-IPSe III) est présentée dans le chapitre 9 de 
l'ouvrage de Pollard et Sag (1994) Reflections and Revisions. Les deux changements majeurs 
dans cette version consistent dans J'abandon de certaines catégories vides (comme les traces) 
dans l'analyse de certaines dépendances non bornées et une modification de la description de la 
sous-catégorisation. Cette modification adoptée sous l'influence des travaux de Rol)ert Borsley, 
surtout Borsley (1987), consiste à partitionner j'attribut SUBCAT (pour la sous-catégorisation) en 
trois attributs: SPR (pour les spécifieurs), SUB] (pour les sujets) et COMPS (pour les compléments). 
Ces changements n'ont toutefois pas touché les idées principales qui étaient à l'origine de cette 
théorie et que nous présentons dans les paragraphes suivants. 
1.3.1 Les traits distinctifs de la grammaire 
EPse se présente comme une théorie linguistique dont les principales propriétés sont le fait 
d'être basée sur les contraintes plutôt que sur les règles, l'orientation surfaciste, l'éclectisme et le 
lexicalisme au sens fort. 
1.3.1.1 Une théorie à base de contraintes 
HPse est une grammaire générative basée sur les contraintes. Cette spécificité signifie que 
la grammaire ne fournit pas les règles de production, mais J'ensemble des contraintes qu'une 
séquence doit satisfaire pour être bien formée, comme le souligne Abeillé (1993). Les contraintes 
n'ont pas à être ordonnées étant donné qu'elles doivent toutes être « satisfaites}) simultanément, 
à la différence des règles transformationnelles. La satisfaction des contraintes n'est par ailleurs 
pas destructive, en ce sens qu'elle n'altère pa.'> les structures (par effacement ou par déplacement). 
I-Ipse emploie les contraintes de manière systématique et la tendance à fonder une théorie 
complètement basée sur ces dernières est explicitée dans le chapitre XVI de l'ouvrage de Sag 
et Wasow (1999) From Rule to Sign. Dans ce chapitre, le modèle a évolué vers une version où 
aucune règle lexicale n'est employée pour relier les structures. Tout est désormais modélisé en 
termes de contraintes sur la bonne formation des signes, décrites par des structures de traits 
typées et hiérarchisées. 
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1.3.1.2 Une orientation surfaciste 
La réhabilitation des structures de surface constitue l'une des propriétés essentielles des gram­
maires basées sur les contraintes. EPSG partage cette propriété avec les autres grammaires du 
même paradigme et n'a recours aux catégories vides que le moins possible. L'évolution du modèle 
révèle clairement cette tendance surfaciste. En effet, alors que Pollard et Sag (1987) lég"itiment 
la catégorie vide Trace (t) pour rendre compte cles dépendances non bornées, on aboutit à un 
moclèle sans traces dans HPSG III. 
HPSG partage son orientation surfaciste et l'importance accordée aux contraintes avec les 
autres grammaires du même paradigme, mais elle possède des propriétés qui lui sont propres. 
Parmi celles-là, le caractère éclectique et le lexicalisme au sens fort sont les traits les plus pro­
éminents. 
1.3.1.3 Une théorie éclectique 
HPSG est née de la rencontre de plusieurs théories linguistiques et formelles, dont la plus 
influente est GPSG telle que présentée par Gazdar et al. (1985). On y trouve également des 
influences cie certaines théories syntaxiques, dont GB telle que conçue par Chomsky (1982), LFG, 
décrite par Bresnan (1982) par exemple, et les grammaires catégorielles CG, dont une version 
est défendue par Steedman (2000). Certaines théories sémantiques ont également participé ft 
façonner cette grammaire, dont la Situation Semantics de Barwise et Perry (1083) et la Discoursc 
Representation Theory DRT de Kamp et Reyle (1993). Pollard et Sag (1987) sont d'avis que cet 
éclectisme permet d'atteindre les deux objectifs suivants: profiter des avantages de plusieurs 
traditions cie recherches, et démontrer que toutes ces traditions, aussi disparates puissent-elles 
paraître, font en fin de compte partie du même projet scientifique. C'est donc dans cet esprit de 
continui té que Pollard et Sag ont bâti les fondements de cette grammaire qui a su intégrer un 
grand nombre de notions qui ont prouvé leur force dans d'autres théories, telles que le schéma 
X-barre, le principe des traits de tête et celui de la valence. 
1.3.1.4 Une théorie !exicaliste au sens fort 
Le deuxième trait particulier à HPSG est son lexicalisme. En fait, cette grammaire localise la 
plupart de l'information grammaticale et sémantique dans le lexique et plus précisément dans les 
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entrées lexicales. Ces entrées lexicales correspondent directement aux mots réalisés en S1J.rface et 
les informations contenues dans ces entrées sont très riches et déterminent, de ce fait, la structure 
sémantique et syntaxique en conformité avec un nombre limité de principes (tels que le principe de 
traits de tête 5 ou le principe de valence 6). C'est pour cette raison que plusieurs des phénomènes 
traités syntaxiquement par d'autres théories trouvent leur place dans le lexique en HPSG. C'est 
le traitement réservé, par exemple, aux phénomènes du liage dans les relations à longue distance 
ainsi que dans le traitement du passif et des explétifs. Le passif en anglais, par exemple, est traité 
par Sag et al. (2003) en faisant appel à une entrée lexicale, celle de la copule be, et à une règle 
lexicale 7 qui relie les deux formes active et passive du verbe. 
Our treatment of the active/passive alternation in Englbh is based on a rela­
tionship between verb forms. We formalize this with a derivational lexical rule that 
modifies the lexeme type, the morphology, the argument structure, and some details 
of the HEAD values. (Ibid., p. 327) 
Dans les sections suivantes, nous présentons le formalisme et la grammaire développés dans 
le cadre de HPSG. Pour ce faire, nous introduisons les traits saillants du formalisme ainsi que les 
notions fondamentales de structures de traits et de principes de bonne formation. Ces définitions 
proviennent essentiellement des ouvrages de Pollard (1997, 1996), Pollard et Sag (l994) et Sag 
et al. (2003). 
1.3.2 Les traits saillants du formalisme 
Selon Shieber (1986), tout formalisme grammatical qui se réclame du paradigme basé sur les 
contraintes s'engage à respecter les choix généraux suivants: ce formalisme doit être surfaciste 8, 
informatif 9 , ind uctif 10 et déclaratif 11 . Ces quatre choix distinguent les théories génératives basées 
sur les contraintes des autres courants qui s'inscrivent dans la lignée du programme génératif. 
Par ailleurs, le formalisme adopté dans HPSG (et dans toute grammaire basée sur les contraintes), 
" NOliS présentons ce principe dans la section (1.3.5.2).
 
G NOliS présentons ce principe dans la section (1.3.5.3).
 
7 NOliS définissons les règles lexicales et nous en donnons quelqlles exemples dans la section (1.:3.7).
 
8 « Providing a direct characterization of the actual surface order of string elements in a sentence. » (Shieber,
 
1986, p. 6) 
!} Ce caractère revient à associer aux éléments manipulés par la théorie une information provenant d'un domaine 
informationnel donné (Shieber, 1986, p. 7). 
JO Les grammaires basées sur les contraintes procèdent de manière inductive (Oll bottom-up) en ceci qu'elles 
obtiennent des généralisations à partir des phénomènes observés an lien de commencer par énoncer de grandes 
généralités (Oll des principes) et d'essayer par la sllite de trouver des phénomènes qui les confirmp.nt. 
Il Le caractère déclaratif (vs procédural) revient à exiger que la grammaire fournisse un modèle des entités 
linguistiques possibles et non Ull modèle de la manière dont ces entités sont traitées « defining the associa­
tion between strings and informational elements in terms of what associations are permissible, not haw they are 
compllted. )) (Shieber, 198fi, p. 7) 
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selon Pollard (1996) est caractérisé par les huit traits suivants: 
1.	 La générativité : HPSG est une grammaire générative en ceci qu'elle se conforme aux trois 
critères qui définissent cette sorte de grammaires. Ces critères sont les suivants: 
(a)	 La structure mathématique: la grammaire générative détermine avec précision quelles 
sont les structures candidates qui seront considérées comme bien formées ou mal for­
mées par la grammaire. Ce sont les structures de traits typées dans HPSG, telles 
que cléfinies par Carpenter (1992). Ces structures de traits représentent, selon Shiel)er 
(1986), le domaine informationnel sur lequel tout le système grammatical est basé. 
(b)	 La théorie formelle: la grammaire générative se base sur une théorie formelle bien 
définie, comme la logique des traits en ce qui concerne EPSG. 
(c)	 La décidabilité: la grammaire générative nous permet cie clécider devant une structure 
donnée si cette dernière satisfait la grammaire ou non. 
2.	 L'expressivité. la langue dans laquelle sont exprimées les grammaires à base de contraintes 
est expressivement riche (et peut être une langue formelle, comme PROLOG ou LISP, ou 
une langue naturelle quelconque). Toutefois, la condition suivante est respectée: la langue 
choisie ne doit pas imposer de contraintes sur la théorie, puisque c'est cette dernière qui est 
tenue de les imposer. 
3.	 L'adéquation empirique: la priorité de la théorie basée sur les contraintes est d'obtenir des 
généralisations empiriques qui englobent plusieurs faits réels et attestés. Faire découler ces 
généralisations d'un principe plus ({ profond» reste un objectif secondaire: 
Make a precise, falsifiable hypothesis that accounts for a wicle rang'e of facts 
(i.e. get the cletails right for a subpart of the language), then revise the hypothesis 
to expand coverage. (Pollard, 1997) 
HPSG's methodology insists upon accepting linguistic analyses as explanatory 
only when they can be shown to be compatible with a broad ancl representative 
database of facts from a given language. (Webelhuth et Q.I., 1999, p. 3) 
4.	 La responsabilité psychologique: les grammaires à base de contraintes ont pour but l'inves­
tigation de la compétence linguistique de l'être humain et non la manière dont le langage 
humain est traité (par le cerveau). Autrement dit, l'objectif est le suivant: 
to construct a scientific theory of the system of knowledge that is embodied 
in the humél.n mindjbrain which makes language possible. This is distinct from 
constructing a psycholinguistic theory (a theory of how the mincljbrain knowledge 
to produce and interpret utterances). (Pollard, 1997) 
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Toutefois, même si la grammaire n'est qu'un modèle de compétence, elle est tenue de ne 
pas être basée sur des calculs que le locuteur ne pourrait accomplir. 
5.	 L'absence de l'effet destructeur: les opérations auxquelles font référence ces grammaires 
(telles que l'unification) n'engendrent pas la destruction de structures linguistiques déjà 
existantes. 
6.	 La localité: pour déterminer si une structure est bien formée ou non, les grammaires à 
base de contraintes ne font pas référence à d'autres structures en compétition avec cette 
structure, comme dans la théorie de l'optimalité par exemple. 
7.	 Le parallélisme: les grammaires basées sur les contraintes font référence à différents niveaux 
de l'analyse linguistique, mais elles admettent que ces niveaux existent en parallèle et non 
(lérivés les uns (les autres. 
8.	 La non-autonomie radicale (vs l'autonomie de la syntaxe) : ces théories traitent tous les 
facteurs linguistiques pertinents que ces derniers soient phonétiques, morphologiques, syn­
taxiques, sémantiques ou pragmatiques. La syntaxe n'a donc pas l'autonomie dont elle jouit 
dans d'autres théories: « HPSG is not syntactocentric. » (Ibid.) 
1.3.3 Types, contraintes et hiérarchies 
Les objets modélisés par la grammaire HPSG sont organisés en types regroupés dans une 
hiérarchie à héritage multiple. En recourant au typage, toute grammaire I-IPSG (loit inclure ce 
qui suit selon Ginzburg et Sag (2000) 
1.	 Une ontologie linguistique: une énumération des types reconnus par la grammaire. 
2.	 Des conditions d'appropriation: définir quels sont les attributs appropriés à chaque type et 
quelles sont les valeurs appropriées à chaque attribut. 
3.	 Des contraintes : définir les contraintes imposées à chaque objet d'un type donné. Ces 
contraintes peuvent être de deux sortes: des contraintes non violables et des contraintes 
par défaut (violables) selon Sag et al. (2003). Les premières sont des contraintes que les types 
supérieurs dans la hiérarchie transmettent aux types inférieurs de façon monotone, alors que 
les dernières sont évaluées avant chaque héritage et ne se transmettent que lorsqu'elles sont 
compatibles avec les contraintes imposées aux types inférieurs. 
4.	 Une hiérarchie: lcs typcs sont organisés dans unc hiérarchie à héritage multiplc. L8s typ8S l8s 
plus spécifiques (appelés les sous-types ou les descendants) héritent les contraintes imposées 
à un ou à plusieurs types plus généraux (appelés les super-types ou les parents). 
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Pour comprendre comment se construit une hiérarchie des types, nous prenons pour exemple celle 
qui a été proposée par Sag et al. (2003). Dans cette hiérarchie, le type le plus général reconnu par 
la théorie est str-traits (pour ({ structure de traits}) 12). Ce type, qui constitue la racine de l'arbre 
représentant la hiérarchie des types, possède plusieurs sous-types, dont expression, p-dise (pour 
({ parties du discours}») et synsem (pour ({ syntaxe-sémantique»). Le sous-type p-dise hérite les 
contraintes non violables et les contraintes par défaut compatibles de son super-type immédiat 
str-traits. Il possède, à son tour, plusieurs sous-types, dont pdise-ugr (pour parties du discours qui 
participent à des relations d'accord). Ce dernier type, qui est plus ba~ dans la hiérarchie, hérite à 
la fois les contraintes imposées à son super-type immédiat p-dise et celles imposées au super-type 
supérieur str-traits. La figure (1.1) représente une partie de cette hiérarchie. 
str-traits 
expression 
[TÊTE] 
~~---------------------
mot ,\}'ntagmepdisc-agr préposition 
[T~ 
nom verbe 
FIGURE 1.1: Une hiérarchie partielle des types 
Cette hiérarchie est à héritage simple, puisque chaque type hérite d'un seul parent à la fois. 
Dans un héritage multiple, chaque type peut hériter de plus d'un seul super-type. 
Ce que fournit une telle hiérarchie c'est surtout une déclaration des types admis par la gram­
maire. Certaines contraintes sont également déclarées. Pour le type pdise-agr, par exemple, la 
contrainte notée IAGR] exige que les objets de ce type soient porteurs de l'attribut AGR (cet at ­
tribut modélise les traits d'accord). De même, le type expression est contraint à avoir l'attribut 
TÊTE parmi ses attributs appropriés. 
12 Nous définissons les structures de traits dans la section subséquente de ce travail. 
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Il existe toutefois une autre représentation qui déclare à la fois les types et les contraintes 
imposées aux types, comme le tableau en (1.1), où est indiqué pour chaque type son super-type 
immédiat (STI) ainsi que les contraintes directement imposées à ce type (et qui s'ajoutent aux 
contraintes imposées par le super-type). 
1 1 1Types Contraintes STI 
slr-Irails 
p-disc slr-lraits 
expression ['ffrTS] slr-lraits 
pdisc-agr [AGR] pdisc 
nom pdisc-agr 
verbe pdisc-agr 
mot expression 
syntagme expression 
TABLEAU 1.1: Les déclarations des traits et les contraintes sur les types (version siml)lifiée) 
Cette hiérarchie n'est qu'un exemple simplifié, une hiérarchie plus complète sera présentée 
dans les sections subséquentes. 
Les types ont un statut particulier dans la théorie étant donné qu'ils représentent une aug­
mentation formelle aux structures mathématiques du formalisme, dans le but cl 'exprimer des 
généralisations que les seules structures en questions ne peuvent exprimer. 
Après avoir présenté la manière dont la théorie organise le lexique, nous consacrons la sous­
section subséquente aux structures mathématiques du formalisme. 
1.3.4 Les structures mathématiques: les structures de traits 
Loin d'être une invention de la théorie HPSG, les structures cie traits représentent le noyau 
formel clu modèle et revêtent une grande importance puisqu'elles servent à représenter non seule­
ment les objets linguistiques étudiés, mais également les principes de la théorie et même ses 
différentes règles. 
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1.3.4.1 Définitions 
Les structures de traits sont une représentation formelle, et très souvent partielle, des pro­
priétés des objets linguistiques modélisés par la théorie. Nous pouvons lire ce qui suit dans (Sag 
et al., 2003, p. 561) : 
A standard way of representing linguistic information is in terms of complexes of 
features and values. A feature can be thought of as a dimension along which different 
linguistic entities (such as words, phrases, or sentences) may differ, and values identify 
locations on those dimensions. A feature-value pair models a property of a linguistic 
entity that distinguishes it in a linguistically interesting way from some other entities. 
Ces objets peuvent être des lexèmes, des mots, des syntagmes, des phrases et même des 
contraintes et des principes. Pour les linguistes travaillant dans ce cadre, ces objets sont des 
signes. Ce terme à saveur saussurienne laisse entrevoir une rencontre entre la forme et le sens. 
vVe conceive of signs as structured complexes of phonologieal, syntactic, semantic, 
discourse, and phrase-structura.! information. (Pollard et Sag, 1994, p. 15) 
Si les objets linguistiques manipulés par la théorie sont de nature complexe et englobent des 
informations de différents types, il est normal que les représentations formelles de ces objets soient 
elles aussi complexes. C'est d'ailleurs ce qui caractérise les structures de traits. Ces dernières, à 
la différence des arbres syntaxiques, par exemple, ne représentent pas seulement l'information 
syntaxique. On y trouve également des informations de nature phonologique, morphologique, 
sémantique et pragmatique. 
Formellement, une structure de traits est un ensemble d'attributs et de leurs valeurs (chaque 
paire attribut-valeur constitue un trait). Pour représenter le type expression, par exemple, deux 
attributs sont appropriés: PHON et SYNSEM. Le premier est une représentation de la forme de 
l'expression, c'est-à-dire des propriétés qui servent de base à son interprétation phonétique et pho­
nologique. La valeur de cet attribut est une liste constituée de chaînes de phonèmes. Le deuxième 
attribut a pour valeur un complexe d'informations syntaxiques et sémantiques représentées par 
plusieurs trai ts. 
D'autres attributs sont également reconnus dans la théorie. Parmi ces derniers, citons j'attribut 
STR-ARG, qui modélise la structure argumentale (la liste des arguments sélectionnés) d'un ol)jet 
donné et n'est approprié qu'à certains types lexicaux (mot ou lexème). L'attribut LOC modélise 
les traits réalisés localement (à la différence des traits non locaux) et n'est approprié qu'aux objets 
de type synsem. L'attribut CAT modélise la catégorie de l'objet linguistique étudié, ses traits de 
sous-catégorisation (modélisés par l'attribut VAL) et ses traits de tête (modélisés par l'attribut 
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TÊTE). L'attribut CONT modélise les propriétés sémantiques de l'objet et l'attribut CTXT ses 
propriétés pragmatiques. Notons également les trois attril)llts qui constituent avec leurs valeurs 
la valeur de l'attribut VAL: SU] (qui modélise le sujet), COMPS (qui modélise les compléments) et 
SPEC (qui modélise le spécifieur). 
Les structures de traits sont représentées de manière standard sous forme de matrices d'attributs­
valeurs (ou AVM pour Attribute- Value Matrices) 13 Ainsi, la structure de traits qui décrit le type 
expression peut être représentée dans l'AVM (1.1). 
(1.1) expression 
PH ON ()
 
SYNSEM synsem
 
1.3.4.2 Les contraintes sur les structures de traits 
Les structures de traits utilisées dans le cadre de EPSe doivent satisfaire trois contraintes 
formelles selon Pollard et Sag (1994) : 
1. Ces structures doivent être typées: 
This means simply that each node is labelled with a sort symbol that tells what 
type of objecL the structure is modelling; that is, there is one sort symbol for each 
basic type (ontological category) of construct. (Pollard et Sag, 1994, p. 17) 
Dans la structure de traits représentée en (1.1), par exemple, deux types sont explicités 
expression et synsem. Dans l'AVM représenté en (1.2), l'attribut SYNSEM, approprié aux 
objets de type synsem, a pour valeur des attributs qui lui sont appropriés, dont l'attribut 
Loc(al). Ce dernier a, à son tour, les attributs CAT(ég"Ol"ie), cONT(enu) et CTXT (contexte) 
comme valeurs. Chacun de ces attributs modélise un objet d'un type donné (l'attribut 
LOC modélise un objet cie type loc, par exemple, et cet objet est une structure de traits 
comportant les attributs CAT, CONT et CTXT et leurs valeurs). 
13 Les conventions typographiques suivantes sont respectées dans ce formalisme: les attributs sont écrits en 
petites majuscules, les types en italiques, les indices atomiques en chiffres «rabes encadrés et les indices de listes 
en lettres majuscules encadrées. 
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(1.2) expression 
PHON 0 
synsem 
lac 
cat 
TÊTE 
SYNSEM CAT SUJ 0 
LOC 
VAL COMPS 0 
SPEC 0 
CONT cont 
CTXT ctxt 
2.	 Les structures de traits doivent être bien typées. Cela revient iL exiger que les traits utilisés 
dans une structure donnée soient déterminés par le type de l'objet linguistique modélisé par 
cette structure. Ainsi, par exemple, l'attribut CAT ne peut se retrouver que dans la structure 
de traits qui modélise un objet de type lac. 
3.	 Les structures de traits doivent être complètes: « 'l'Vhat this means is that they are total 
(not merely partial) models of the objects they represent. » (Pollard et Sag, 1994, p.18). 
Il est cependant possible de représenter une structure de traits partielle pour modéliser un 
objet en mettant l'accent sur certains traits seulement. C'est le OiS de la structure en (1.1) 
par exemple, où plusieurs traits non pertinents pour cette présentation sont omis. 
En plus de ces contraintes, les structures de traits utilisés dans la grammaire HPSG possèdent 
deux propriétés formelles importantes: la récursivité et le partage de valeurs. En effet, la valeur 
d'un attribut donné peut être atomique ou complexe. Un exemple d'une valeur atomique est la 
valeur de l'attribut CAS, approprié aux objets de type nominal. Les valeurs atomiques possibles 
de cet attribut en arabe, par exemple, sont nom(inatij), acc(usCLtlj) et gén(itij). 
Quand la valeur c1'un attribut est complexe, elle consiste en une nouvelle structure de traits 14 
(qui comporte donc d'autres couples attributs-valeurs), ce qui illustre la récursivité de ces struc­
tures. Dans la structure en (1.2), par exemple, la valeur de l'attribut LOC est une structure de 
traits. 
14 Lorsque plusieurs structures de traits constituent la valeur d'un attribut donné, elles peuvent être regroupées 
dans une liste notée <>, auquel cas l'ordre des éléments est pertinent, ou dans un ensemble noté {}, où l'ordre 
n'est pas significatif. 
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Le parta.ge de valeurs (ou la ré-entrance) se réalise lorsque deux chemins 15 ou plus mènent 
à la même valeur. Ce partage se note par des chiffres arabes encadrés ou des lettres majus­
cules encadrées dans les AVM. Dans l'exemple suivant, qui représente l'entrée lexicale lG simpli­
fiée du verbe émettre, les deux chemins SS 171LocicATIVALIsUJ et SSILoclcONTIÉMETTEUR abou­
tissent à des valeurs identiques. C'est également le cas des chemins SSILoclcATlvALlcOMPS et 
SSILOClcONTIMESSAGE ainsi que des chemins sslLOclcATlvALIcOMPS et SSILoclcONTIRÉCEPTEUR. 
Ce partage de valeurs (ou de structures) est indiqué par la lettre majuscule encf1.drée A et les 
deux chiffres encadrés 1 et 2 18 . 
(1.3) PHON ( émettre) 
su.! 
CAT 1 VAL
 
COMPS
 
ss 1 LOC ÉMETTEUR Cil 
CONT MESSAGE ITJ 
RÉCEPTEUR [2] 
1.3.4.3 Les opérations sur les structures de traits 
Les structures de traits peuvent entrer dans plusieurs relations les unes avec les autres, dont 
la subsomption et l'unification. 
Viewed intuitively, a feature-structure D subsumes a feature-structure D' (notated 
D ç D') if D contains il. subset of the information in D'. (Shieber, 1986, p. 15) 
Ainsi, si nous prenons les deux structures de traits complexes (1.4) et (1.5), nous pouvons 
affirmer que la première subsume la deuxième). 
(1.4) [CAT SN] 
1G Le chemin est la liste des attributs qui mènent vers lIne valeur donnée. 
16 Dans cette perspective, une entrée lexicale est une description d'une structure de traits de type mot (le 
sous-type immédiat de signe). 
17 55 : abréviation de 5YN5CM. 
18 Cet exemple illustre les liens entre la syntaxe et la sémantique dans ce cadre. 
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(15) 1CAT SN 
lACCORD [NOMBRE 
L'unification 19 consiste à enrichir la description d'un objet en combinant les informations de 
deux structures de traits qui le décrivent partiellement. Formellement, 
Vle clefine the unification of two feature structures D'and D" RS the most general 
fea.ture structure D, such that D' ç D ancl D" ç D. We notate this D = D' u D". 
(Shieber, 1986, p. 17-18) 
Ainsi, nous pouvons unifier la structure cie traits en (15) et la structure de traits en (16) 
pour obtenir la structure en (17). L'unification des deux structures (15) et (18) échoue à cause 
cie l'incompatibilité cles valeurs cie l'attribut NOMBRE. 
(16)	 CAT SN 
ACCORD [CENRE mu"u"n]] 
(1.7)	 CAT SN 
[NOMBRe 'in,u""1ACCORD
 
GENRE masclLlin
 
(18)	 rCAT SN 
ACCORD [NOMBRE PlUrid]l 
L'unification est l'opération formelle qui a clonné son nom aux grammaires à base cie contraintes 
cla.ns les années 80; on parlait alors cie grammaires basées sur ['unification. Pourtant, comme le 
notent Sag et al. (2003) et Shieber (1986), ce n'est pas la seule opération utilisée clans ces for­
malismes, puisque ces derniers ont recours à d'autres opérations, comme la généralisation, la 
substitution, la disjonction et la réécriture par surcharge; l'unification est toutefois l'opération 
centrale. 
L!J Cette notion ne doit pas être confondue avec celle d'union. En réalité, l'unification s'opère entre des structures 
de traits compatibles et peut aboutir à un échec si les valeurs des attributs des structures sont différentes. L'union 
est. une opérat.ion formelle qui ne peut vérifier la valeur des attributs et consiste en une combinaison de structures 
qui ne peut écho lier parce qu'elle est « aveugle» au contenu de ces dernières. 
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1.3.5 Les principes de bonne formation 
Mot et syniagme sont les deux sous-types immédiats du type expression et constituent la base 
de la grammaire en RPSG. 
Renee, the lexical entries and construction rules work together : the lexical entries 
define a set of words; the construction rules define a set of phrases built from words 
or phrases. (Ginzburg et Sag, 2000, p. 18) 
La bonne formation des signes du premier sous-type dépend de la satisfaction de plusieurs 
contraintes lexicales, dont le principe de la réalisation des arguments (appelé ARP, pour Argmnent 
Realizaiion Principlel, que nous présentons dans la section (1.3.5.1). 
La bonne formation des signes syntagmatiques dépend également de la satisfaction d'un certain 
nombre de contraintes présentées sous forme de principes. Ainsi, une structure syntagmatique ne 
peut être reconnue comme bien formée que si elle satisfait tous les principes de la grammaire, ce 
qui inclut les principes dits universels et les principes spécifiques à ]a langue étudiée. Les principes 
universels reconnus dans ce cadre ne sont pas nombreux, mais ils ont une large couverture. Parmi 
ces principes, le principe des traits de tête (désormais PTT) et le principe de la valence (clésonnais 
PV) et le principe généralisé des traiis de tête (PGTT) sont les plus représentatifs. 
1.3.5.1 Le principe de la réalisation des arguments 
Pour traiter les variations observées entre les langues en ce qui a trait à la structure argumen­
tale 20, cette information est encodée dans un principe qui constitue une contrainte sur le type 
mot. Ce type est en fait contraint à avoir un attribut particulier STR-ARG. Ce dernier modélise la 
grille de sous-catégorisation (la structure argumentale) d'un mot donné dans une liste qui conca­
tène les arguments qu'il sélectionne en commençant par l'argument le moins oblique (le sujet/le 
spécifieur, le complément direct, le complément indirect, dans cet ordre). Ce principe peut être 
représenté dans la structure suivante: 
20 Les arguments ne sont pas toujours des nœuds syntaxiques dans les différentes langues. lis peuvent en rait 
être des affixes comme le démontrent Auger (1994), Auger et Miller (1994), Miller (1992) et Miller et Sag (1997), 
entre autres auteurs, ou être nuls selon Sag et al. (200:3). 
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(1.9) SUJ 
ss 1 LOC 1 CAT 1 VAL SPR 
mot => 
COMPS [Q] 
STR-ARG 
This formulation of the ARP sim ply ensures that ail arguments are realized on 
the appropriate valence list - and hence are selected by a given word in a headecl 
construction. (Ginzburg et Sag, 2000, p. 23) 
lv[anning et Sag (1999) ont plaidé pour la dissociation entre la valeur cie l'attribut STR-ARG 
et la valeur cie l'attribut VAL. Autrement dit, la valence d'un mot peut ne pas contenir tous les 
éléments sélectionnés dans sa liste argumentale. Cela est possible quand les arguments en question 
sont réalisés comme cles affixes ou sont nuls. 
Par ailleurs, permettre à la liste STR-ARG cI'exprimer des informations qui ne sont pas expri­
mées dans la liste des traits de valence résout les problèmes posés par la modélisation cie l'ordre 
des mots puisque l'attribut STR-ARG encocle l'ordre de réalisation des arguments. 
1.3.5.2 Le principe des traits de tête 
Ce principe fait appel au caractère endocentrique de la grammaire (une grammaire guidée 
par les têtes). La tête syntaxique constitue un postulat de la théorie. Elle se définit intuitivement 
comme étant le constituant le plus important du syntagme, celui qui détermine sa catégorie et 
plusieurs de ses propriétés syntaxiques et sémantiques (Sag et al., 2003, p. 562). 
Pour comprendre le rôle de ce principe dans la grammaire HPSG, il faut noter que les syn­
tagmes sont dotés d'un attribut non approprié aux mots: FILLES. Cet attribut prend pour valeur 
une structure de traits de type str-cons (structure de constituants), qui modélise les consti­
tuants immédiats du syntagme. Ce type (str-cons) domine, pour sa part, plusieurs sous-types qui 
dépendent des relations structurales qu'entretiennent les constituants au sein du syntagme. Le 
sous-type qui nous importe ici est celui qui modélise les constructions endocentriques, à savoir 
le type str-tête (structures à tête). Les attributs appropriés à ce dernier type sont FILLE-TÊTE 
et FILLES-COMPS. Le premier prend pour valeur un seul signe (la tête lexicale) puisque chaque 
syntagme possède une seule tête alors que le deuxième prend une liste de signes pour valeur 21. 
21 Dans cette list.e, les compléments sont ordonnés en commençant par le moins oblique. 
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Le principe des traits de tête intervient pour garantir la bonne formation cles syntagmes clu 
type STR-TÊTE en imposant un partage des valeurs de ['attribut TÊTE clu syntagme en question 
(ou la mère) et de celles de l'attribut TÊTE cie sa l'ILLE-TÊTE. Ce principe peut être énoncé sous 
hl forme d'une structure cie traits, comme celle en (1.10). 
(Ua) stT-tête 
PH ON () 
SS 1 LOC 1 CAT 1 TÊTE [j] 
FILLES 1 FILLE-TÊTE 1 SS 1 LOC 1 CAT 1 TÊTE [j] 
Ce principe garantit que les valeurs cie l'attribut TÊTE cie la phrase soient partagées par 
l'attribut TÊTE clu syntagme verbal (SV). Dans l'exemple suivant, qui présente une structure cie 
traits partielle cie la phrase Michel éternue, les traits cie tête de la fille-tête (le SV éternue) sont 
partagés par l'attribut TÊTE de la mère (la phrase). 
(1.11 )	 stT-tête 
PHON <Michel, éternue> 
SS 1 LOC 1 CAT 1TÊTE ŒJ 
PHON <éternue>]
FILLES 1 FILLE-TÊTE 
[ SS 1 LOC 1 CAT 1 TÊTE [j]veTbe 
Les traits cie tête 22 se propagent 2.1 clonc de la fille ft la mère cie manière inductive bottom-up. 
Le principe cie la valence illustre un autre cas où la théorie se montre inductive. 
1.3.5.3 Le principe de la valence 
Ce principe impose la contrainte suivante sur les objets cie type syntagme la valeur cie 
l'attribut VAL de la fILLE-TÊTE cI'un syntagme cie type stT-tête est la somme qui résulte cie la 
concaténation cie la valeur cie l'attribut VAL de la mère et des valeurs cles attributs SYNSEM des 
filles compléments FILLES-COMPS. 
22 Parmi les traits de tête qui se propagent de la fille à la mère, citons le trait IF"lNI approprié aux têtes verbales. 
Ainsi, dans notre exemple, le verbe éleTnue, le SV éleTnue et la phrase Michel éleTnue sont marqués II'INI. 
23 Il (auL	 prendre ce terme dans un sens non dérivationnel, puisqu'il s'agit essentiellement d'une opérntion 
d'unification lors de laquelle les valeurs des traits de tête de la mère et de la fille sont unifiées. L'échec d'une telle 
unification signifie uue violation de ce principe et le syntagme qui en résulte ne peut être considéré COlOme un 
syntagme à tête. 
24 
The effect of this principle is to 'check off' the subcategorization requirements of 
the lexical heacl as they become satisfiecl by the complement claughters of its phrasai 
projections. At the same time, the SUBCAT elements themse[ves are token-iclentical to 
the SYNSEM values of the corresponcling complements. (Pollarcl et Sag, 1994, p. 34) 
Ce principe peut être représenté sous la forme d'une structure de traits, cornme celle en (1.12). 
(1.12) syntagme 
SS 1 LOC 1 CAT 1 VAL (ITJ) 
FILLE-TÊTE 1 SS 1 LOC 1 CAT 1 VAL (ITJ E"J 11]) 
FILLES 
FILLES-CaM PS ([2]) 
Dans l'exemple Michel donne une pomme à Marie, les compléments sélectionnés par la tête 
verbale donne sont [e sujet, le premier complément et le deuxième complément. Ces compléments 
sont encodés clans la liste cles arguments clu verbe sous l'attribut STR-ARG. Nous constatons 
également leur présence comme valeurs cie ['attribut FILLES-COMPS. En montant clans [a structure 
pour aboutir à la mère, le SV donne une pomme à Marie, les cieux compléments sont retirés de 
la liste de valence, le seul élément qui reste étant le sujet Michel. Finalement, au niveau de la 
phrase, nous aboutissons à un syntagme saturé sans valence et la liste-valeur de l'attribut VAL est 
vide < >. Le principe de la valence permet de retirer cie la liste de valence du syntagme tous les 
arguments réalisés par les filles, de telle manière qu'au niveau de [a mère, cette liste soit saturée 
(notée par la liste vicie < ». Ces effets sont représentés dans la figure (1.2) 24 
24 Dans cet arbre, l'on représente la téte par la branche qui porte le symbole T et les compléments par les branches 
portant le symbole C. Ces symboles illnstrent les attributs PILLE-TÊTE el PILLES-CO~lrs. Les nŒuds terminaux, par 
exemple N/-icheL, sont ulle expression spatiale de l'attribut PHON et de ses valeurs. 
25 
rÊTEITJl 
~AL <::J 
~ [2] fTÊTE[I] l 
1 ~AL <[2]] 
Michel 
T C2 
~[l]ITÊTEDJverbeLfin~ 
\yAL<[2],[],[1J>J 11 
une pomme à Marie 
1 
donne 
FIGURE 1.2: Une représentation arborescente cie Michel donne llne pomme à Marie 
Cet arbre illustre en même temps les effets clu principe des traits cie tête. La tête donne porte 
la valeur [FIN] qui se propage au SV (sous forme de l'indice 1) et à la phrase (en utilisant le même 
indice que celui sur le SV). 
1.3.5.4 Le principe généralisé des traits de tête 
Ce principe a fait son apparition dans les derniers développements de la théorie et surtout dans 
l'ouvrage de Ginzburg et Sag (2000) et a été employé dans des travaux comme celui de Alexo­
poulou et Kollialcou (2002). Formulé pour simplifier la grammaire et permettre aux contraintes 
d'être redéfinies en annulant l'effet des principes généraux (tels que le principe de tmits de tête), 
ce principe introduit une contrainte violable sur les structures à tête. Le fait que cette contrainte 
soit violable permet à d'autres principes de défaire ses effets à un niveau plus bas de la hiérarchie 
des types syntagma tiques. 
Ce principe requiert que la valeur de l'attribut SYNSEM d'un syntagme à tête et la valeur du 
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même attribut de sa fille tête soient identiques par défaut, comme l'illustre cette structure de 
trai ts 25 : 
(1.13) stT-tête 
SYNSEM lill 
FILLE-TÊTE [SYNSEM ill] 
Cette contrainte peut ainsi être défaite par les contraintes imposées aux sous-types de stT­
tête. Parmi ces derniers la théorie reconnaît, par exemple, les types stT-tête-camp, stT-tête-suj, 
stT-tête-spT, etc. 
1.3.6 Les schémas de dominance immédiate 
Un quatrième principe universel joue un rôle important dans la théorie. Il s'agit du principe 
de dominance immédiate (ID) énoncé comme suit par Pollard et Sag (1994, p. 399) 2G : {( Chaque 
syntagme de type str·-tête doi t satisfaire un [seuil schéma de dominance immédiate. » 
En effet, si les entrées lexicales décrivent des structures de traits de type mot, les schémas de 
dominance immédiate (désormais schémas DI) sont une description des structures de traits de 
type syntagme. Nous pouvons également les considérer comme des contraintes disjonctives sur 
la constitution immédiate des syntagmes (Ibid., p. 38). Elles sont disjonctives en ceci qu'un seul 
schéma DI à la fois peut décrire la constitution d'un syntagme donné. 
Le nombre de ces schémas est limité, ne dépassant pas six, mais leur couverture empirique 
est très large. Ils peuvent ainsi décrire les relations structurales entre la tête, les différents com­
pléments, les marqueurs, les adjoints et les éléments qui entretiennent des relations à longue 
distance. Nous présentons ici les six schémas proposés par Pollard et Sag (1994) : le schéma tête­
sujet (schéma DI1), le schéma tête-complément (schéma DI2), le schéma tête-sujet-complément 
(schéma DI3), le schéma tête-marqueur (DI4), le schéma tête-adjoint (DIS) et le schéma tête-filin 
(DI6). 
25 La notation « / » indique lIne contrainte par défaut que cl1autres contraintes peuvent annuler. 
2G Traduction libre. 
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1.3.6.1 Schéma DIl 
Ce schéma légitime un signe syntagmatique saturé dont la valeur de l'attribut FILLE-TÊTG est 
un syntagme et la valeur de l'attribut FILLES-COMPS est un singleton (une liste constituée d'un 
seul élément). Il est l'équivalent HPSG du schéma X-barre en ceci qu'illégitime un syntagme avec 
deux filles: la première est une tête syntagmatique et la deuxième un com[)lément. Ce schéma27 
décrit en fait des syntagmes saturés dont les constituants immédiats sont une tête et un sujet 
ou une tête et un spécifieur Dans le premier cas, le schéma décrit la constitution d'une phrase 
qui comporte un sujet préverba[ (dans l'ordre SV). Dans le deuxième cas, le schéma décrit la 
consti tu tion d'un SN (où la tête sous-catégorise un déterminant). 
(1.14) str-tête 
SSILoclcAT [TÊTE m] 
VAL () 
synt(lgrne 
FILLE-TÊTE VAL 1 (SU.l V SPR) 
SS LOC 1 CATFILLES [ [ TÊTE :]] 
FILLES-COMPS ([1]) 
Ce schéma est également présentable sous la forme d'un arbre où l'on précise les branches 
tête (T) et complément (C), par exemple pour la phrase Michel mrnasse des fleurs. Voir la figure 
(1.3). 
1.3.6.2 Schéma DI2 
Ce schéma légitime un signe syntagmatique non saturé (ayant satisfait toutes les exigences 
de sous-catégorisation à l'exception d'une seule, celle qui concerne le sujet ou le spécifieur), et 
dont la valeur de l'attribut FILLE-TÊTE est un signe lexical. Ce schéma peut en fait décrire la 
27 La disjonction est marquée par le signe v. 
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G;~EPJ 
C~ 
2/ \TÊTE 1 l ~ ~AL <~>j
 
Michel 1 
ramasse des fleurs 
FIGURE 1.3: Le schéma de DI 1 
constitution du syntagme verbal en français, par exemple. Ce c1emier est un syntagme non saturé 
ayant lIne tête lexicale non syntagmatique (le verbe) et sous-catégorisant un SN sujet. 
(115) 
str-tête 
ss 1 LOC 1 CAT [TÊTE m] 
VAL 1 (SU.! V SPR) rn 
mot 
( SU.! V SPR) 
FILLE-TÊTE VAL 
ss 1 LOC 1CAT [ COMPSFILLES 
TÊTE III 
FILLES-COMPS (rn ...(!'iJ) 
Suivant ce schéma, nous pouvons présenter le syntagme verbal ramasse des fleurs clans ]'mbre 
en (14). 
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h-ÈTEO] l 
~AL <DJ~ 
~.~~ 
[TÈTEDJ l [l]~AL < ~ ,[l]j 1 
1 des fleurs 
ramasse 
FIGURE 1.4: Le schéma DI 2 
1-3.6.3 Schéma DI3 
Ce schéma décrit un signe syntagmatique saturé [VAL <>] dont la tête est un signe lexical 
(de type mot). Dans les premières versions de la théorie, ce troisième schéma décrivait à la 
fois l'inversion du sujet et de l'auxiliaire en anglais et les structures à verbe initial dans certaines 
langues, comme le gallois. Cependant, les révisions apportées à la théorie dans sa troisième version, 
et sous j'influence des travaux de Robert Borsley et surtout Borsley (1987), ont mis en doute la 
validité de ce schéma pour décrire les structures appelées VSO. L'arahe étant une langue à verbe 
initial, comme le gallois, nOLIs pensons qu'il faudrait vérifier la validité de ce schéma pour décrire 
ces structures. 
(1.16) str-tête 
TÊTE m]
SS 1 LOC 1 CAT
 
[ VAL 0
 
mot 
FILLE-TÊTE VAL 
1 COMPS / l1J .. 'ŒIl)] 
FILLES SS 1 LOC 1 CAT _ \ 
TETE mr 
!'ILLES-COMPS \ l1J ...ŒIl) 
3D 
La représentation arborescente de la phrase anglaise avec inversion can Kim go? se trouve 
dans la figure (1.5). 
~;IEp> ]
 
T;/~ 
./' -----~ 
rÊTEQ] l [TI rn 
~AL<OJ,~j 1 1 
1 Kim go 
can 
FIGURE 1.5: Le schéma DI 3 
1.3.6.4 Schéma DI4 
Pour comprendre ce schéma, il faut commencer par introduire le traitement réservé aux com­
plémenteurs dans cette grammaire. Ces derniers sont modélisés par un attribut particulier MAR­
QUEUR. Dans cette conception, les complémenteurs sont considérés comme des signes saturés [VAL 
< >] avec, comme valeur de j'attribut TÈTE, une structure de traits de type marqllellr sélection­
nant comme spécifieur un objet de type phrase à condition que cette phrase ne soit pas marquée 
(n'étant pas elle-même précédée d'un autre complémenteur). Les complémenteurs ont également 
un attribut particulier MARQUAGE dont la valeur est la forme phonologique du complémenteuL 
Ces contraintes sur ]e type marquenr sont exemplifiées en (1.17) pour le complémenteur anglais 
that (Pollard et Sag, 1994, p. 46). 
(1.17) 
marque'llr ]
TÈTE 
[SPEC phrasefnon-mU'rqnéej 
VAL () 
Mf\RQUAGE that 
Le quatrième schéma de dominance immédiate légitime les syntagmes de type str-tête-marqueur 
et décrit justement les phrases introduites par un complémenteur. Le syntagme en question doit 
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comporter une fille marqueur (notée NI dans le schéma) dont la valeur de j'"ttribut SPR est parta­
gée avec la valeur de l'attribut SYNSEM de la fille-tête et dont la valeur de l'attribut MARQUAGE est 
partagée avec celle de la mère, L'arbre en (1.6) est une représentation de la complétive française 
que Michel étenwe selon le schéma DI4, 
'ÊTE mj
VAL <@]> 
1vlARQUAGE DJ ~ 
M /~~",,-T 
/ rr~ mlÈTE IJ1nrqlll'lIr(SPR rn [1]~J\L <@]:j 
VAL < > 
MARQUAGE [I]lJ1nrqllée [ ~ J 
1 Michel éternue 
que 
FIGURE 1.6: Le schéma DI 4 
1.3,6,5 Schéma DI5 
Ce scl1érna introduit le traitement réservé par la théorie aux adjoints, Pollard et Sag (1994, p, 
55) considèrent, comme c'est le cas d"ns la grammaire catégorielle, que les adjoints sélectionnent 
1" tête avec laquelle ils forment une structure particulière appelée structure tête adjoint, dont 
le type est str-tête-adjoint, un sous-type de str-tête dont la valeur de l'attribut FILLES-COMPS 
est spécifiée < > et qui a un attribut supplémentaire FILLE-ADJOINT. Pour que l'adjoint puisse 
sélectionner la tête, les auteurs introduisent un nouvel attribut MOD(ifié), un "ttribut réalisé sous 
l'"ttribut TÊTE, La v"leur de cet attribut est partagée avec la valeur de l'attribut SYNSEM de la 
tête pour refléter cette relation de sélection, 
Dans cette perspedive, le schéma DI5 légitime les syntagmes de type str-tête-adjoint et impose 
la contrainte suivante sur ces syntagmes: la valeur de l'attribut MOD de la fille adjoint doit être 
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identique à la valeur de l'attribut SYNSEM de la fille tête. La représentation arborescente dans la 
figure (1.7) du SN français petite fille est un exemple de l'application de ce schéma 28 
~ÈTE []J 
~~
 ~IOD [I]J ~ETE []J 
1 1 
petite fille 
FIGURE 1.7: Le schéma DI 5 
1.3.6.6 Schéma DI6 
Ce schéma introduit le traitement réservé par la grammaire aux phénomènes appelés d'ex­
traction ou encore les constructions à dépendance non bornée selon Pollard et Sag (1994). Ces 
constructions englobent, entre au tres, la topicalisation, les questions wh et les relatives. Les 
exemples suivants illustrent quelques-uns de ces phénomènes 29 
(1.18) a. Kim, Sandy loves. 
b. l wonder who Sandy loves. 
c. It's Kim who Sa.ndy loves. 
Ces constructions sont dites « filler-gap » en référence à la présence d'un élément extrait en 
quelque sorte en laissant un trou syntagmatique (le « gap») dont le contenu est identifié grâce 
à la présence d'un autre élément appelé ici « filler 30 ». La relation entre ces deux éléments est 
28 La branche A est une représentation de la fille adjoint. 
20 (Pollard et Sag, 1994, p. 157) 
:.!O Les constructions appelées « fiUer-gap » ne représentent en réalité qu'un seul groupe des dépendances non 
bornées. Le cieuxième groupe englobe des structures où le « filler » est un argument alors que ce dernier est 
non argumentai dans les constructions du premier type. Nous ne donnons ici qlle des exemples des constructions 
« flller-gap )~ par souci de concision. 
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non locale, d'où l'emploi de l'attribut NON-LOCAL, qui reflète cette réalité. Parmi les attributs 
appropriés à la structure de traits de type non-local, l'attribut SLASH encode les traits de l'élément 
absent de la structure. La valeur de cet attribut est un ensemble (noté par le symbole { }) de traits 
partagés avec la valeur de l'attribut LOCAL du « l'iller )}. La construction contenant un élément 
slashé est dite str-tête-filler, décrite par Je schéma de dominance immédiate 6, dont une forme 
simplifiée est présentée dans la structure de traits suivante et une représentation arborescente est 
faite dans la figure (1.8) : 
(1.1 9) str-tête-filler 
l'lLLES 
FILLE-FILLER 1 SS 1 LOCAL 
FILLE-COMPS 
[TI 
() 
TÊTE-FILLE 
Q,OC ITJ] 
~
 
r.- 0 !LOC ITJO~OC ITJ ~LASH ITJ 
1 ~ 
Kim Sandy loves 
FleURE 1.8: Le schéma DI 6 
En plus de l'ontologie linguistique exprimée dans la hiérarchie des types et des contraintes de 
bonne formation exprimées dans les principes, les schémas de dominance immédiate définissent 
les limites de l'universel dans la grammaire HPSG. Cette grammaire laisse néanmoins de la place 
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à l'expression des spécificités de cha.que langue. Ainsi, chaque langue effectue un choix parmi 
les choix universellement disponibles. La spécificité s'exprime également dans le lexique, où les 
entrées lexicales peuvent être reliées, produites ou transformées par des règles de redondance 
lexicale. Nous présentons ce dispositif formel dans le paragraphe suivant. 
1.3.7 Les règles lexicales 
Le lexique en EPSG est organisé dans une hiérarchie de types. Cette hiérarchie n'est ce­
pendant pas capable de rendre compte des opérations morphologiques de ba!:ie, telles que celles 
qui impliquent la dérivation d'un mot à partir d'un autre. Pour que le lexique hiérarchisé soit 
capable de rendre compte des relations morphologiques entre les items lexicaux, la hiérarchie 
devrait contenir toutes les formes possibles d'un même mot (pensons, par exemple, aux formes 
conjuguées d'un même verbe). En optant pour une telle solution, on a!:isisterait à l'éclatement 
du lexique et la hiérarchie ne pourrait exprimer les généralisations et les liens évidents entre les 
items. Pour remédier à cette situation, la théorie a recours aux règles lexicales 31 pour dériver 
de nouveaux types à partir des types de base présents dans la hiérarchie. Ces règles modélisent 
ainsi la productivité lexicale et constituent le locus des relations morphologiques (telles que la 
dérivation et la flexion). Ainsi, 
Families of related words - such as the c\ifferent inllectionaJ fonns of a verb - can 
be derived From a single lexical entry by means of lexical rules. (Sag et al 2003, p. 
5(4) 
Deux remarques s'imposent concernnnt ces règles à saveur transformntionnelle. Tout d'abord, 
elles n'ollt pas cessé d'alimenter le débat entre les linguistes travai1lant dnns Je cadre de EPSG. Si 
certains auteurs, dont Pollard et Sag (1994, 1987), lvliller et Sag (1997) et jv[onache!:ii (1998a), les 
emploient non seulement pour modéliser les relations morphologiques, mais également pour relier 
des structures syntaxiques, d'autres, dont Krieger et Nerbonne (1903), Koenig (1999) et Smets 
(2000), trouvent que leur utilisation est une modélisation non optimale des relations lexicales. 
Ensuite, leur conception a grandement évolué. Pour Pollurd ct Sng (1987), elles prenaient 
la forme d'opérations reliant deux structures de traits. La règle lexicale suivante, par exemple, 
modélise la dérivation d'une forme verbale à la 3" personne du singulier (3S) en anglais: 
(1.20)	 La règle lexicale de la 3S 
31 Cc, règles sont éi';alell1ent dites règles de redondance lexicale, comme on pellt lire dans Pollard et Sag (1987, 
p. 209). Ce terme p;itrde vivant l'origine du concept, redevable à Jackendoff (1975). 
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base 
PHON [j] 35 
38 : 35 [l] ---> PHON h S' (1], [l]) 
[LOC 1 CAT 1 VAL 55 [LOC 1 CAT 1 VAL Q] cont GJ]
55 
CONT @]1
Cette règle repose sur une fonction phonologique f3s qui prend deux arguments la forme 
phonologique du verbe et la désinence cie la 3S (ici os). Cette fonction produit le mot gives à 
partir du lexème 32 give. Il va de soi que cette fonction sera redéfinie différemment pour les verbes 
réguliers et les verbes irréguliers. 
Les règles lexicales, telles que conçues dans HPSG l et I-IPSG II ne sont en fin de compte que 
des opérations formelles affectant des structures de traits. Cette conception a été critiquée par 
plusieurs auteurs, dont Krieger et Nerbonne (1993), Koenig (1999) et Smets (2000). Krieger et 
Nerbonne (1993), par exemple, défendent: l'idée selon laquelle les règles lexicales doivent: être dé­
crites par des structures de traits et non en tant qu'opérations sur ces dernières. Les structures de 
traits restent de ce fait j'outil de description et cie représentation des connaissances par excellence 
dans la théorie: « vVhere Pollard and Sag viewed lexical rules as operators on feature structures, 
we propose defining lexical rules pUl·ely in terms of feature structures. » (Ibid., p. 92) 
Koenig (1999) propose d'éliminer les règles lexicales parce qu'elles posent deux problèmes: un 
problème de parcimonie de la théorie et un problème de principe. En ce qui a trait à la parcimonie 
de la théorie, l'auteur pense que ces règles nécessitent souvent des ajouts ad hoc pour modéliser la 
productivité lexicale et leur coût théorique devient donc trop élevé. Le cleuxième problème posé 
par ces règles est celui de la dépendance à l'ordre, une dépendance qui mène dans certains cas à 
des paradoxes quand deux règles doivent être appliquées l'une à la suite de l'autre (en relation 
d'alimentation). 
Prenant en compte les problèmes soulevés par ces auteurs, Sag et al. (2003) ont grandement 
transformé la conception des règles lexicales en les intégrant entièrement dans le système gram­
matical. Ces règles s'expriment désormais cie manière déclarative comme des contraintes sur un 
type donné. Étant des contraintes, elles peuvent prendre la forme d'une structure cie traits dont 
les attributs principaux sont INTRANT et EXTRANT. Les règles lexicales sont a.insi conçues comme 
32 Le lexème est conçu comme étant J1ullité abstraite qui donne naissance à plusieurs mots reliés entre eux. Ainsi} 
le lexème ma.1"cher donne lieu aux mot.s marche, nU.1Tches, ma.rchions, marcha.ient, eussent marché, etc. reliés au 
premier grâce aux règles lexicales de Aexion. 
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des objets linguistiCJues cl 'un type donné T-lexicale et ce type a 3 sous-types: T-c1eTiv (règles dé­
rivationnelles, reliant un lexème à un lexème), T-ftex (règles flexionnelles, reliant un lexème à un 
mot) et T-pftex (règles post-flexionnelles, reliant un mot à un mot). Ainsi, la règle lexicale en 
(1.20) appartient au 2" sous-type r-ftex et prend la forme suivante dans le modèle défendu par 
Sag et al. (2003) 33 : 
(1.21) La règle lexicale de la 3S 
T-ftex 
[NTRANT ([Il, [lxm-veTbal]) 
FORM 
EXTRANT ( F" ([j]), [,*oc 1 CAT 1T'TE fin]] )
[ AGR 35 
Notons, dans cet AVIVI, l'introduction des deux traits de tête [FORM] et [AGR]. Le premier 
modélise les traits aspectuels et temporels du verbe alors que le deuxième modélise ses traits 
d'accord. Un nouveau type est également introduit: lxm-verbal pour lexème verbal, qui modélise 
la forme lexémique du verbe avant toute flexion. 
Nous employons, dans notre travail, des règles lexicales déclaratives dont la forme est semblable 
à celle présentée en (1.21). Ces règles sont ainsi conçues non comme des opérations affectant des 
structures de traits, mais comme des structures de traits à part entière obéissant fi. des contraintes 
de bonne formation rencontrées ailleurs dans la grammaire. 
La grammaire syntagmatique HPSe fournit non seulement un cadre formel solide pour la 
modélisation des phénomènes linguistiques en vue d'une implémentation clans les systèmes de 
performance, mais également et surtout une théorie linguistique qui accorde L1ne grande impor­
tance à la validation empirique des analyses adoptées. Ces caractéristiques s'observent dans les 
analyses de différents phénomènes syntaxiques, comme les clépendances à longue distance ou en­
core l'emplacement des clitiques. Ce dernier problème a fait l'objet cI'un grand nombre cie travaux 
dans ce cadre. Nous y consacrons la section suivante étant donné ses liens avec notre sujet de 
33 Certains détails sont omis de cette présentation, par exemple les traits sémantiques préservés entre l'intl"ant 
et l'extrant. Voir pOlir plus de détails (Sag et al., 200.3, p. 25ô-) 
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recherche. 
1.4 La modélisation des clitiques 
Les clitiques pronominaux les plus étudiés dans le cadre de HPSG sont les clitiques des langues 
romanes. Ces derniers sont caractérisés par un certain nombre cie propriétés singulières que nous 
présentons ici. 
1.	 Le statut morphologique: les clitiques pronominaux dans les langues romanes sont une 
catégorie à part à cause de leur comportement morphologique spécial. En effet, ils ont à la 
fois les propriétés des mots indépendants eL celles des affixes. 
2.	 Le statut syntaxique les clitiques pronominaux en français, par exemple, peuvent appa­
raître dans des positions différentes des SN auxquels ils correspondent. Cette propriété fait 
d'eux des « clitiques spéciaux» au sens de Zwicky (1977). 
3.	 Le statut phonologique les clitiques pronominaux dépendent prosodiquement d'autres 
éléments; ce sont des éléments non accentués qui ont besoin d'un hôte fort. Qui plus est, 
l'ordre cie réalisation des clitiques dans une suite est extrêmement idiosyncrasique et semble 
ne pas être explicable par un principe indépendant de la grammaire. 
Ces propriétés singulières ont fait de ces clitiques un objet d'étude très controversé et ont donné 
lieu à des questions qui ne cessent d'alimenter les débats théoriques dans quel composant de 
la grammaire sont formés ces clitiques? Est-ce la syntaxe, la morphologie (ou le lexique) ou la 
phonologie? Et quel impact aura ce choix sur la théorie en général? Et si ces clitiques n'étaient 
en fin de compte que des éléments d'interface qui impliquent toutes les composantes de la gram­
maire? Quelle est donc la relation entre ces modules (dans une conception modulaire)? Doit-on 
restreindre la portée des opérations syntaxiques et doit-on, par contre, leur permettre de « voir» 
à l'intérieur des mots? Etc. 
Bien que l'étude de ces clitiques soit depuis longtemps un sujeL de choix dans la grammaire 
générative chomskyenne, elle n'a commencé à intéresser les linguistes de HPSG qu'après la publi­
cation de ta thèse de Philip lVriller 34 , qui se situait encore dans le cadre de la grammaire GPSG, 
mais présentait des perspectives intéressantes pour les grammaires à ba.':>e de contraintes et pour 
les théories qui se veulent. lexkalistes. En fait, tous les trava.ux que nous allons présenter sont une 
adaptation des idées de Miller au cadre de la grammaire HPSG, ce qui est fait, de plus, par },ililler 
34 Voir Miller (1992). 
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lui-même dans Abeillé et al. (1998) et Miller et Sag (1997, 1995). Des versions antérieures de ces 
travaux circulaient dans la communauté scientifique depuis 1993 et ont inspiré Paola IVlonachesi, 
qui a proposé une analyse lexicaliste des clitiques italiens qui s'apparente à celle de Philip IvIil­
1er dans Monachesi (1999a, 1998a,b). Paola Monachesi a également essayé cl 'appliquer ce genre 
d'analyse au roumain et a obtenu des résultats semblables dans Monachesi (1999b). La réussite 
qu'ont connue ces travaux sur les clitiques des langues romanes était à l'origine des tentatives 
d'application sur d'autres familles de langues. C'est le cas du polonais (de la famille slave) dans 
Kupsc (2000, 1999) et du serbo-croate (également de la famille slave) dans Peml (1999a,b). 
Nous commencerons par présenter les grandes lignes de l'analyse lexicaliste cles pronoms cli­
tiques défendue dans le cadre de HPSG, essentiellement pour les langues romanes dans la section 
(1.4.1). Cette analyse repose sur l'hypothèse suivante: les clitiques sont eles arTixes Ilexionnels, petr 
conséquent ils trouvent leur place dans la morphologie (ou le lexique) plutôt que dans la syntaxe. 
Nous présentons la particularité cles analyses proposées pour les clitiques d'autres familles que la 
famille romane clans la section (1.4.2). 
1.4.1 Une analyse lexicaliste au sens fort 
Le lexicalisme au sens fort repose sur une approche selon laquelle les mots sont les atomes de 
la syntaxe et qu'ils sont, par conséquent, invisibles aux opérations syntaxiques et aux contraintes 
qui opèrent dans la syntaxe. Les mots sont en fait traités clans le lexique et comportent toutes les 
informations nécessaires pour former les syntagmes et les phrases selon des principes universels 
et des schémas de dominance qui définissent les constructions bien formées. Cette orientation 
lexicaliste est expliquée par Miller et IVlonachesi (2003) comme suit: 
Nous adopterons l'hYI)othèse lexicaliste, selon laquelle les mots mo!'[)11010giquement 
complexes sont construits clans le lexique par la morphologie et insérés tels quels dans 
les construct.ions syntaxiques. 
Les clitiques sont, clans cette perspective, construits clans le lexique par la morphologie et 
insérés tels quels sur les têtes verbales avant que ces dernières ne soient insérées dans des structures 
syntagmatiques. Le stat.ut qui leur confère cette possibilité est leur affixalité. Les clitiques des 
langues romanes sont considérés comme des affixes flexionnels créés dans le lexique et insérés 
dans la matrice du verbe comme information morphologique (ou morphosyntaxique). Miller et 
Sag (1995) affirment: 
Les soi-disant « pronoms clitiques » du français sont en fait des affixes flexion­
nels lexicalement attachés et non des clitiques post-lexicaux (c'est-à-clire des mots 
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indépendants dont les propriétés prosodiques sont telles qu'ils sont rattachés postsyn­
taxiquement à un mot environnant). 
Les arguments pour soutenir une telle thèse proviennent en grande partie cie l'application cles 
critères de Zwicky 30 et des modifications proposées à ces critères par Ivliller (1992). Ainsi, le degré 
de sélection de l'hôte, les trous arbitraires dans l'ensemble des combinaisons possibles, les idio­
syncrasies morphophonologiques, l'ordre rigide dans tes suites, l'applicabilité des règles lexicales 
phonologiques et la coordination semblent démontrer que les clitiques des langues romanes sont 
mieux traités comme affixes. 
La majorité des travaux qui ont traité les c1itiques des langues romanes dans ce cadre théorique 
s'accordent sur l'analyse linguistique de ces unités et adoptent l'hypothèse affixale. T1s diffèrent 
cependant sur la formalisation de cette hypothèse et par conséquent sur les outils employés pour 
implémenter cette analyse dans le cadre de HPSG. Nous pouvons ainsi grouper ces travaux en 
deux classes: dans la première, nous citons les travaux qui proposent un trnitement en termes 
de règles lexicales. Ces travaux constituent les premières tentatives dans le cadre de HPSG de 
formaliser les c1itiques pronominaux des langues romanes. Cette étape était surtout marquée par 
les travaux suivants Abeillé et al. (1998), Miller et Sag (1995) et Monachesi (1998a,b). Dans 
le deuxième groupe, nous trouvons un seul travail, celui de Miller et Sag (1997), dans lequel les 
auteurs proposent une implémentation exempte cie règles lexicales et entièrement formulée en 
termes de contraintes sur des structures de traits typées. 
1.4.1.1 Une analyse basée sur les règles lexicales 
Nous prenons un exemple représentatif pour montrer les prOI)fiétés d'une formalisation qui 
repose sur les règles lexicales: l'article de Miller et Sag (1995). La modélisation proposée dans cet 
article essaie de capter la relation empirique entre l'extraction des compléments et la cliticisation 
en français 3G. Pour ce faire, les auteurs proposent deux règles lexicales en relation d'alimentation: 
l'extrant de la première, la règle lexicale de l'extraction des compléments en (1.22), sert d'intrant 
pour la deuxième, la règle lexicale de l'affixation des compléments en (1.23). 
(1.22) La règle lexicale de l'extraction des compléments 
:j~ Nous présentons ces tests clans le quatrième chapitre. 
:1(; CetLe relation se voiL dans le cas des pronoms clitiqu€s objets de cette langue, qui subissent Iô. mOlltée syn­
taxique. 
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COMPS (.. , ... )
COMPS \ .. , ~ [LOC Ill, SLASH ol·.)
 
'* STR-ARG (., ~[LOC Ill, SLASH STR-ARG (.., rn,.) 
SLASH	 SLASH {Œ}u ~ 
(1.23)	 La règle lexicale de l'affixation des compléments 
TÊTE verbe 
TÊTE veT&e
 
SLASH
SLASH S2 S2;(rn] Où rn E S2
'* 
PRM'S Si PRAFS Si U {ru} 
La règle lexicale de l'extraction des compléments intervient pour dériver les entrées verbales 
dont les compléments sont extraits. Elle enlève un élément de la valeur de l'attribut COMPS et le 
place comme valeur de l'attribut SLASH. Dans cet environnement intervient la règle lexicale de 
l'affixation des compléments, qui enlève un élément de la liste SLASH et le place comme valeur 
dans la liste PRAFS 37 
Deux remarques s'imposent ici. Premièrement, cette analyse reprend une idée qui a vu le jour 
dans Miller (1992), selon laquelle il existe un rapport entre la cliticisation et les phénomènes de 
l'extraction en français. Cette hypothèse, qui fait de la cliticisation un exemple des dépendances 
non locales (appelées également dépendances non bornées), est contestée par Abeillé et al. (1998), 
qui ont démontré que les clitiques impliquent des phénomènes de dépendance locale bornée, même 
dans les cas de montée, où le clitique semble ne pas être localement lié à son hôte. 
Deuxièmement, les deux règles lexicales proposées ne concernent que les clitiques objets; 
les auteurs ne fournissent aucune analyse des clitiques sujets. Par contre, Miller et Sag (1997) 
fournissent un traitement en termes de contraintes qui prend en compte toutes les sortes de 
clitiques pronominaux du français, dont les clitiques sujets. 
1.4,1.2 Une analyse	 basée sur les contraintes 
Les hypothèses présentées par Miller et Sag (1997) sont basées sur une hiérarchie des types 
lexicaux conjuguée avec des contraintes sur ces types et avec des principes universels de bonne 
37 Cet attribut modélise les objets de type affixal, il savoir ici les pronoms affixes. 
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formation. 
1.4.1.2.1 La hiérarchie des types lexicaux 
Cette hiérarchie est adaptée au français et diffère quelque peu de celle proposée par Pollard 
et Sag (1994, 1987) pour l'anglais. Elle repose, en outre, sur trois classifications des mots tléchis : 
•	 Une classification selon la réalisation du clitique : le type mot possècle cieux sous-types qui 
sont pl-wd (les mots simples) et cl-wd (les mots cliticisés). Le type cl-wei, pOUl' sa part, 
possècle cieux sous- types: su- cl-wd (les mots cio tés cie cli tiques sujets) et ns-cl-wd (les mots 
cio tés cie c1itiques non sujets). 
•	 Une classification selon la flexion: ce typage spécifie la forme flexionnelle d'un lexème clonné, 
par exemple 3sg-pres-indic-vb (verbe fléchi pour la 3c personne du singulier au présent cie 
l'indicatif). 
•	 Une classification du lexème qui définit la ba.<;e morphologique, la partie clu cliscours, la 
structure argumentale et le sens commun à une famille de formes fléchies. 
À la lumière de cette hiérarchie, et pour rendre compte de la clifférence entre les verbes hôtes cie 
clitiques eL les verbes qui ne le sont pas, les auteurs cla.<;sent les verbes français en cieux types 
différents: 
1.	 Le type pl-wd : les contraintes associées à ce type exigent que chaque élément de la structure 
argurnentale clu verbe corresponde à un syntagme qui se combine syntaxiquement avec la 
tête verbale, il cloit par conséquent être présent clans la liste sU.J ou COMPS de ce verbe, en 
même temps que dans sa liste cie ses arguments ARC-ST. 
2.	 Le type cl-wd : ce type corresponcl à cles verbes qui ont, au moins, un argument réalisé 
morphologiquement (en forme d'affixes) plutôt que syntaxiquement. Ces arg'uments appa­
raissent alors dans la liste ARC-ST, mais pas comme valeurs des attributs SU.J ou COMPS. 
Rien ne garantit, toutefois, la présence cles affixes appropriés clans la forme phonologique cles 
mots cliticisés (cl-wd). POUl' résoudre ce problème, les iluteUl'S proposent une classification cles 
objets SYNSEM en sous-types selon deux critères: la canonicité et l'affixalité. Ces sous-types sont 
présentés dans la figure (1.9). 
Les synsem canoniques sont le type correspondant à tous les signes linguistiques « cano­
niques n. Les synsem non canoniques correspondent à des membres de la structure argumentale 
qui ne sont pas réalisés comme des clépenclants syntaxiques locaux de la tête. Les sous-types 
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sYl1Sem 
~.
 
CANONICITÉ AFFIXALITE 
noncllt/ t/on-arf 
canon gap aJ! 
~ .. 
a-a!! p-ail 
FICURE 1.9: Une hiérarchie partielle cles types proposée par Miller et Sag (1997) 
regroupés sous ce type sont aff (affixes) et gap (clans les phénomènes d'extraction, par exemple). 
Ce typage modélise l'insertion des affixes (c'est-à-dire les clitiques) clans les formes verbales. Il 
suffit, en fait, qu'il existe des éléments de type a.ff.J8 clans la liste argumentale (STR-ARC) clu 
verbe pour cléclencher la réalisation des affixes pronominaux qui corresponclent il. l'information 
morphologique contenue clans l'entrée lexicale clu verbe. Dans cette conception, le passage cle mots 
ft des signes syntagmatiques bien formés est assuré par le principe cles traits cie tête et le principe 
de la valence, présentés clans les sections (1.3.5.2) et (1.3.5.3). 
Ces cieux principes, en concorcl'1.nce avec la hiérarchie des types lexicaux, modélisent la réali­
sation des clitiques pronominaux sur les têtes verbales. D'autres contrnintes s'ajoutent ft ces deux 
principes et au typage lexical, des contraintes plus spécifiques sur les types cl-wd et ses cieux 
sous-types (sll-cl-wd et ns-cl-wd). 
1.4.1.2.2 Les contraintes spécifiques 
Miller et Sag (1997) proposent les contraintes suivantes sur le type cl-wd (1.24) 
38 Les deux types p-aff (pronoms personnels ;,ffixes) et a-aff (affixes anaphoriques) servent à rendre compte 
des phénomènes clu liage. En effet, quand la morphologie réAexive est présente sur le verbe, l'un cles membres de 
la structure argument.ale de ce verbe cloit être réalisé comme un élément a-aff, cI'Où la possibilité d'appliquer le 
principe A de la théorie du liage. Par contre, quand le verbe contient, dans sa structure argument;,le, Lill élément 
cie type p-afJ, c'est le principe B qui est en vigueur. La conception de ces deux principes d;,ns le c;,dre cie 1;, théorie 
I-IPSG est présentée dans l'ouvrage de Pollard et Sag (1994). 
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(124) Contraintes sur le type cl-wd 
FORM FpnAF
 
MORPH
 
[ I-FORM [Q]
 
TÊTE verbe
 
cl-wd ~
 
SUJ 
SYNSEM LOC CAT VAL l1J ] 
[ COMPS [1]1 iste (non-aff) 
STR-ARG (l1J El! [l)) ITDnelist(aff) 
Ces contraintes garantissent ce qui suit: 
•	 Que tous les membres de la liste COM PS ne sont pas des affixes puisque la valeur cie cet 
attribut est une liste (potentiellement vide) d'éléments du type non-afJ. Cela évite aux 
éléments affixaux d'apparaître dans la Jjste de valence; ils ne sont encodés que dans la 
liste-valeur de la structure argumentale. 
•	 Que la valeur de l'attribut STR-ARG comporte une liste non vicie (nelist) d'éléments affixaux 
(un ou plusieurs clitiques). 
•	 Que la phonologie cles cl-wd est déterminée par la fonction Finn!, qui exige que la valeur 
de l'attribut FORM soit reliée à la valeur de l'attribut f-FORM (la forme flexionnelle) via 
l'affixation pronominale appropriée. 
Les auteurs proposent également les deux contraintes suivantes sur les sous-types su-cl-wd (1.25) 
et ns-et-wd (1.26) : 
(1.25)	 Contraintes sur le type su-et-wd 
rVAL 1SUJ 0 11 
,u-d-wd ~ [SYNSEM LOC CAT1 1 
lSTR-ARG \laff,nomJ, .. )JJ 
(1.26) Contraintes sur le type ns-et-wâ 
'U-dwd ~ [SYNSE" 1 LOC 1 CAT [:::~::' (m,)11 
Ces contraintes garantissent: 
•	 Que le type sv,-et-wd ait une liste SUJ vicie et un premier argument cie type afJ qui porte le 
cas nominatif, sans exclure la possibilité que d'autres arguments soient cie ce type affixal. 
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•	 Que le premier argument cie type ns-cl-wrl apparaisse sur la liste SUL Cet élément peut être 
soit de type canon soit de type gap (correspondant dans ce cas au sujet extrait). De plus, 
et parce que le type ns-cl-wd hérite les contraintes du type supérieur cl-wd, il doit contenir 
au moins un élément de type afJ dans sa structure argumentale. 
Ces contraintes, en harmonie avec les contraintes universelles sur la formation des syntagmes 
à partir des informations contenues dans les entrées lexicales des mots, modélisent les relations 
qu'entretient le cJitique avec son hôte. Nous exposons la manière dont interagissent ces compo­
SiJ.ntcs formelles à. partir d'un exemple concret dans la section suivante. 
1.4.1.2.3 Un exemple d'application 
En combinant les contraintes sur le type cl-wd et l'entrée lexicale du verbe donner en (1.27), 
l'entrée lexicale obtenue est celle en (1.28) pour lui-donnera : 
(1.27)	 L'entrée lexicale de donner 
pl-wd & donner 
FORM donner]
MORPH 
[ I-FORM donner 
verbe 
TÊTE 
[VFORM 'nfin 
SUl551 LOC 1 CAT (CO) jVAL 
COMPS (ll:1, Q]) 
STR-ARG (COSN[NOM], [1]SN[ACC], SN[Àl]) 
(1.28)	 L'entrée lexicale de lui-donnera 
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ns-cl-wd f:j donner f:j 3sg-fut-indic-vb 
MORPH [FORM lUi-donnera]
 
j-FORM donnera
 
verbe ]
TÊTE 
[VFORM indic 
ss 1 Loci CAT fSUJ (rn)l
VAL (œ)JlCOMPS 
STR-ARC <ŒJSNf3sgj, œSNfaccj, SNfp-a!!j, àl, 38g> 
Dans cette structure, le complément du verbe est obligatoirement réalisé comme clitique atta­
ché à la tête verbale. Il apparaît seulement clans la liste ARC-ST et non comme valeur cie l'attribut 
COMPS. Les contraintes en (1.28) exigent que le premier élément de la liste ARC-ST doive appa­
raitre dans la liste SU.J (l'élément indicé 1). Cette entrée respecte également une contrainte héritée 
du type supérieur cl-wcl, à savoir l'appartenance d'au moins un argument au type aif. 
Ces contraintes modélisent, d'une manière élégante, la réalisation des clitiques sur les têtes 
verbales, mais ne nous informent pas sur la réalisation morphologique du verbe. Qu'est-ce qui 
garantit que la forme morphologique obtenue pour l'entrée lexicale en (1.28), [Jar exemple, est 
lui-donnera et non pas *donnem-l'ui 7 La théorie a besoin d'au tres outils pour implémenter ces 
faits. 
1.4.1.2.4 La réalisation morphologique 
La fonction F''R;\F contraint la formation des mots de type cl-wd. C'est une fonction à trois 
arguments: la valeur de l'attribut j-FORlvI fournie par le type flexionnel, la v<1leur de l'at.tribut 
TÊTE du verbe et la valeur de la liste ARC-ST du mot. l'vIiller et Sag (1997) présentent cet.te 
structure en (1.29) : 
(1.29) Contraintes sur le type cl-wd 2 
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MORPH 
FORM Fp RAF (ÜiJ,[I],I1JJ] 
[I-FORM [ill 
c/-wd => 
SS 1 LOC 1 CAT 
[ 
TÊTE 
STR-ARC 
ru ] 
11) aff-liste 
Les valeurs de l'attribut r-ORM définies par la fonction F"""" sont des objets de type cl­
fm (forme clitique). Ce type possède deux sous-types: pracl-fm (pour les proclitiques) et encl­
fm (pour les enclitiques). Ces structures de traits spécifient j'information en termes de traits 
de l'attribut BASE, dont la valeur est une forme fléchie (valeur d'I-FORM) et sept attributs de 
« position » (slot) dont les valeurs sont les clitiques (ou bien J'ensemble vide). La structure 
suivante résume ces valeurs: 
(1.30)	 cl-fm 
BASE infl-form 
SL-l	 {je, tu, il, elle, on, nous, vous, ils, elles, [ 1} 
SL-2	 { me,te,nous,vous,se,[ I} 
SL-3	 { le,la,les,[ 1} 
SL-4 {lui,Leur,[ I} 
SL-S { moi, toi, nous, vous,11} 
SL-6 {y,Zy,[ ]} 
SL-7 {en,zen,ll} 
Pour modéliser J'ordre des clitiques, Miller et Sag (1997) proposent des contraintes sur les 
types procl-fm et encl-fm qui garantissent cette position en termes morphologiques. Pour ce faire, 
ils proposent lIne définition de la fonction FPit",.. : 
(1.31)	 La définition de la fonction FpRAF (où X est une forme fléchie, Y est la valeur de 
l'attribut TÊTE et Z la valeur de la liste ARC-ST) : 
FPRAF(X,Y,Z) = W où W 
(1) = X si Y = [Vl"üRM past-p], 
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(2) end-J7n ] . VFÜRM 
SI Y =
 
[BASE X [ NEC
 
(3) prOcl-lm ] 
autrement.
 
[BASE X
 
Cette définition est conjuguée avec des contraintes supplémentaires sur W. Parmi ces contraintes, 
nous prenons comme exemple celles qui déterminent les formes des clitiques sujets en 3L-1 .10 : 
30 C : abréviatioll du mot condit7:on. 
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(1.32) La valeur W de l'attribut F est v, seulement si Z contient Cl< et Y satisfait H, où: 
C1a: 3L-1 je fp-aff, 1sg, nom! tensé 
C1b: 3L-1 tu fp-aff, 2sg, nom) tensé 
CIc: 3L-1 il fp-aff, 3sgm, nom'; tensé 
CId: 3L-1 elle fp-aff, 3sgl, nom! tensé 
CIe: 3L-1 on fp-aff, 3sgm, nom! teusé 
CIf: 3L-1 nous fp-alj~ lpl, nom! tensé 
C1g: 3L-1 vous fp-aff, 2pl, nom} tensé 
C1h: 3L-1 ils fp-ajj; 3plm, nom! tensé 
C1i: 3L-1 elles fp-aff, 3plf, nom! lensé 
Ce tableau se lit comme suit pour la première ligne par exemple: la condition Cla doit être 
interprétée comme garantissant que la valeur de 3L-1 de l'extrant de FpRAF \IV soit je seulement 
quand: 
1.	 Z contient un élément de type p-ajj' qui est spécifié également comme [PEn 1], [NUM S9], et 
[CAS nom], et 
2. Le cL-wd en question est spécifié [VFORM tensé]. 
3i nous conjuguons ces contraintes avec celles du type slL-cL-wd en (1.25), on garantit que les 
pronoms clitiques sujets apparaissent seulement quand le premier argument du verbe est un sujet 
à la 1Te personne du singulier au nominatif. Ces contraintes garantissent du même coup le fait 
que les clitiques sujets doivent apparaître avant tous les autres types de clitiques. Pour modéliser 
le comportement des clitiques non-sujets, IV[iller et 3ag proposent les contraintes suivantes 40 : 
4U Dans ce tableau, le super-type cie obj est cas et ses sous-types sont acc et dat. 
49 
(1.33) La valeur W de l'attribut F est v, seulement si Z contient Ct et Y satisfait w où : 
C2a: SL-12 me (aff, 1sg, obj} (pracl-fm} 
C2b: SL-2 te (aff,2sg,obj} (pracl-fm} 
C2c: SL-12 nous (aff, 1pl, obj} (pracl-fm} 
C2d: SL-2 vous (aff,2pl, obj} (pracl-fm} 
C2e: 3L-2 se (a-aff, 3, obj} fr!racl-fm} 
C3a: SL-3 la (p-aff, 35gf, ace} 
C3b: SL-3 le (p-ajf, 35gm, ace} V (p-aff, +PRED} 
C3c: SL-3 les (p-aff, 3pl, ace} 
C4a: SL-4 lui (p-aff, 3sg, à1} 
C4b: SL-4 leur (p-ajf, 3pl, à1} 
C5a: SL-5 moi (aff,1sg,obj} (encl-fm} 
C5b: SL-5 toi (afj~2sg,obj} (encl-/rn} 
C5c: SL-5 nous (aff, 1pl, obj} (encl-frn} 
C5d: SL-5 vous (aff,2pl, obj} (encl-fm} 
C6a: SL-6 y (p-aff,à2} (pracl-fm} 
C6b: SL-6 zy (p-aff,à2} (end-fm,) 
C7a: SL-7 en (p-aff, de} (pracl-fm} 
C7b: SL-7 zen (p-afj~ de} (en,cl-fm,} 
De plus, les auteurs proposent une autre contrainte sur l'ordre de l'apparition des clitiques 
dans une suite: 
(1.34)	 Contrainte sur l'ordre des clitiques non-sujets 
CS : si SL-2 ou SL-6 est non vide, alors SL-4 est vide, 
La violation cie cette contrainte engendre l'agrammaticalité des exemples suivants: 
(1.35) a,	 "Il me lui présente, 
b, *Préscntcz-moi-Iui! 
c, *Présentez-lui-moi 1 
d, "Ils se lui présentent. 
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La fonction F PRAF se charge donc, non seulement de la forme morphologique du mot et de 
la réalisation de certains de ses arguments comme éléments de type aff, mais également, et grâce 
ft l'interaction avec d'autres contraintes d'ordre, de contraindre l'ordre dans lequel apparaissent 
les clitiques en combinaison avec leur hôte. 
L'approche de Miller et Sag (1997) est la plus complète concernant les c1itiques du français 
dans le cadre de la grammaire HPSe et elle est souvent citée comme étant la ba.'ie de l'étude 
de l'interface morphologie/syntaxe clans ce cadre. Exempte cie règles lexicales, cette approche est 
entièrement basée sur les contraintes. Les auteurs proposent ainsi des contraintes morphologiques, 
morphosyntaxiques et syntaxiques qui gèrent l'emplacement cles clitiques clans cette langue et 
proposent une modélisation non seulement des c1itiques objets, mais également des clitiques sujets. 
Cependant, cette modélisation n'est pas exempte des problèmes suivants. En effet, et comme 
le souligne Smets (2000), la combinaison d'un système de types et d'une fonction phonologique 
(F)%",) ne garantit pas que seules les suites de clitiques grammaticales .'ieront permises. D'ailleurs, 
d'autres contraintes fonctionnent comme des filtres pour rejeter les suites mal formées. Ces 
contraintes sont indépendantes de la définition des types et constituent des stipulations indé­
sirables. De plus, le statut formel cie certaines cie ces contraintes et conditions est problématique. 
Celles en (1.33), par exemple, ne sont en fin de compte qu'une liste de conditions auxquelles la 
fonction phonologique centrale doit avoir accès d'une manière ou d'une autre. 
Finalement, la modélisation de J'ordre des clitiques dans les suites est fortement inspirée 
du modèle proposé par Perlmutter (1971) et repose donc sur des schèmes descriptifs 41 Aucun 
principe grammatical ne semble intervenir dans cette modélisation, qui reste dépendante, après 
tout, des filtres 42 comme celui en (1.34). 
41 Le schème proposé par cet auteur pOlir les c1it.iques cie l'espagnol repose sur llll système de posit.ions pour 
ordonner les c1itiques dans des suites bien formées: SE " l ,,1. 
Ainsi, les c1itiques sont assignés à différentes classes de posit.ions et ils apparaissent dans J'ordre prescrit par 
ces classes. Ce schème impose en même temps une contrainte forte sur cet ordre puisque chaque position ne 
peut accueillir pius d'un seul c1itique de la même classe à la fois. Évidemment, ce système de positions n'est pas 
suffisant pour éliminer tout.es les suites mal formées et J'auteur a donc besoin de filtres 'lui stipulent 'lue certaines 
combinaisons ne sont pas possibles. 
42 Les filtres font partie du dispositif formel mis au point par Perll1lutter (1971) lui-même. 
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1.4.2 Une mise en question de l'hypothèse affixale 
Les approches que nous avons présentées dans les sections précédentes prennent exclusivement 
les cli tiques des langues romanes comme objet d'étude. Il existe tou tefois d'au tres travaux dans 
le cadre de HPSG qui ont porté sur d'autres familles de langues. Anna Kupsc (Kupsc, 2000, 
1999) a, par exemple, consacré plusieurs travaux, dont sa thèse de doctorat, au développement 
d'une approche aux clitiques du polonais, fidèle aux principes cie la théorie HPSG. Gerald Penn a 
également mené des travaux (Penn, 1999b,a) sur les clitiques clu serbo-croate dans le même cadre 
théorique. Ces deux langues appartiennent à la famille slave et constituent un défi lorsqu'il s'agit 
de porter des analyses proposées à l'origine pour les langues romanes. Dans cette section, nous 
présenterons quelques problèmes qu'a révélés l'étude du polonais par Anna Kupsc, en guise de 
comparaison avec les résultats obtenus pour les langues romanes. 
Les approches aux clitiques romans da.ns le cadre de HPSG sont basées sur l'hypothèse affixale: 
ces clitiques sont des a.ffixes flexionnels 43. Kupsc (2000, 1999) n'adhère pas à cette hypothèse. Elle 
considère en fait que les clitiques (les pronoms faibles) du polonais sont des items syntaxiques 44 
qui correspondent à des signes (ou à cles mots inclépendants). Celi'!. a un effet sur la hiérarchie cles 
types lexicaux, comme nous pouvons le constater dans la figure (1.10). 
synsem 
~. 
canonzque 
~ 
non-clitique clitique 
FIGURS 1.10: La hiérarchie (partielle) des types lexicaux du polonais proposée par Kupsc (2000) 
Cette hiérarchie place le type clitique comme sous-type de canonique, ce qui diffère énormément 
43 Cette affirmation n'est pas absolue. En italien, par exemple, les c1itiques sont quelque peu mixtes. Sn effet, 
pOUl' Monachesi (199Sa), les c1itiques monosyllabiques de cette langue sont des affixes flexionnels alors que le 
c1itique dissyllabique lOTO est un mot indépendant. Par ailleurs, Crysmann (2000), qui a. étudié les clitiques du 
portugais européen, propose que ces derniers représentent un éta.t de transition oll ils ont déjà acquis les propriétés 
morphologiques des affixes alors que leurs règles de placement restent essentiellement syntaxiques. 
44 Selon cette auteure, les propriétés générales des pronoms c1itiques du polonais sont les suivantes: ils sont pro­
sodiquement déficients et apparaissent comme des enclitiques, mais ils ne forment pas une unité lexicale prosodique 
avec leur hôte. Ils peuvent, par ailleurs, êt.re effacés et n'ont pas de position fixe dans la phrase. 
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de la hiérarchie proposée par Miller et Sag (1997) pour le français. Par contre, un seul pronom 
clitique polonais est lexicalement introduit dans la structure. Il s'agit du réfléchi sire (se) des verbes 
pronominaux inhérents dans l'exemple (1.36) 4S, qui reçoit un traitement lexical et constitue le 
seul clitique de cette langue qui se comporte comme les pronoms clitiques romans. Les autres 
pronoms clitiques polon<lis reçoivent donc un traitement syntaxique selon l'nn<llyse de Kupsc, 
parce qn'ancun mécanisme lexical n'est nécessaire pour assurer la bonne représentation de ces 
clitiques. Formellement, cela a l'effet suivant: ces clitiques apparaissent dans la liste COMPS de 
leur prédicat, tout comme les éléments de type non-clitiqll.e. Les principes nécessaires pour rendre 
compte de leurs propriétés sont, par conséquent, les mêmes principes syntaxiques qui servent à 
introduire les mots indépendants dans la structure. Kupsc relègue ainsi certains clitiques polonais 
à la syntaxe et n'en fait pas un objet d'étude morphologique. 
(1.36) Jan chee sie przestac go flOC 
.1ean veut se arrêter lui avoir.peur
 
« .1ean veut arrêter d'avoir peur de lui })
 
Cette comparaison entre les clitiques des langues roma.nes et les clitiques cles langues slaves, 
et entre les approches des différents auteurs qui ont trava.illé sur ces entités, nous révèle que 
l'a[)partenance au même cadre théorique ne signifie pas forcément l'adoption des mêmes analyses 
linguistiques. Les clitiques qui appartiennent à des famil.les de langues clifférentes reçoivent ainsi 
des analyses différentes. On s'attendrait donc à ce que ce soit le cas cles marqueurs d'arguments 
de l'arnbe. 
1.5 HPSG et l'arabe 
Parmi les recherches menées sur la langue arabe dans ce cadre, nous citons Moosally (1994), 
qui a étudié les pronoms résomptifs, Smets (2000), qui a formalisé certnins aspects de la morpho­
logie non concaténative de cette langue et Beller (2006), qui a étudié l'accord appr.l1lvTi en arabe 
moderne. 
Malgré ces efforts, il n'existe, à notre connaissance, aucune grammaire de l'arabe formalisée 
dans le cadre de EPSe. Les études que nous venons de mentionner sont généralement partielles 
ou sont basées sur des approches informatiques et non des analyses linguistiques. Nous nous 
'1~(I<IIPSC, 1999, p. 77) 
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devons ainsi de citer les travaux de Aloulou (2003), Aloulou el al. (2002, 2003) et Bahou et al. 
(2006), qui ont développé un analyseur de textes arabes non voyellés syntaxe, I)asé sur EPSG, 
dans le cadre du système maspar. Citons également le travail accompli par Ivlutawa et al. (2007) 
pour analyser les phrases nominales simples de l'arabe dans ce cadre. La base de ces travaux 
est cependant informatique et grammaticale dans le sens scolaire du terme. Par ailleurs, les 
seules analyses qui touchent de près à notre objet d'étude, comme l'analyse de Smets (2000), 
ne prennent en considération qu'une seule dimension des marqueurs d'arguments, à savoir la 
dimension morphophonologique. 
1.5.1 Une analyse des pronoms résomptifs de l'arabe 
Dans son mémoire de maîtrise, IVloosally (1994) a étudié les pronoms résomptifs de l'arabe 
dans le cadre de EPSG. Elle a également aborclé la question des asymétries cie l'accord et celle de 
l'ordre de surface. Sans contribuer au débat soulevé par ces problèmes, l'auteure adopte certaines 
analyses déjà proposées dans la littérature et les formalise en utilisant les outils fournis dans 
l'ouvrage de Pollard et Sag (1994). Elle stipule ainsi que l'arabe est une langue pro-drop de type 
VSO. Le seul argument par lequel l'auteure justifie son choix d'inclure une catégorie vide dans 
la liste cles catégories pronominales possibles en arabe (en plus des pronoms indépendants et cles 
pronoms clitiques) est d'ordre théorique. En effet, si elle n'adopte pas l'analyse proposée dans le 
cadre de LFG par Fassi Fehri (1988) (et selon laquelle les marqueurs de sujet sont des pronoms 
sujets) c'est que cette approche ne pourrait, selon elle, être formalisée dans le cadre de EPSG. 
Elle propose la structure de traits suivante pour décrire l'entrée lexicale de ce pronom nul 4G . 
(1.37) L'entrée lexicale du pronom nul 
46 Les abréviaLions employées dans cet AVrvl sont les suivante.s ppTO pOllf pronolll personnel et norn pOlir le ca.s 
nominatif. 
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PHON 0 
TÊTG [pp" n,mlCAT CAS
 
VAL 0
 
SYNSGM LOC
 ppro 
PERS 
CONT 
INDEX NBRE 
GRE 
La contrainte casuelle (le nominatif) sur ce pronom nul (la valeur de l'attribut PHON est une 
liste vide) est censée l'empêcher d'apparaître autrement que postverbal (la position du sujet). 
Cependant, le sujet n'a pas le monopole du cas nominatif en arabe et rien dans cette représentation 
n'empêche donc le pronom nul d'être préverbal. Les descriptiom prupŒées par l'auleure onl 
l'inconvénient de permettre la réalisation du pronom nul en position préverbale, étant un sous-
type de ppro (pronom personnel). 
1.5.2 Une modélisation de la morphologie de l'arabe 
Smets (2000) a proposé une théorie morphologique pour la grammaire HPSG basée sur l'ap­
proche paradigmatique (appelée l'approche par lvlot et Paradigme WOTd an.d Paradigm) qui soit 
indépendante des processus morphologiques particuliers. Pour ce faire, !'auteure a testé sa théo­
rie non seulement sur une langue connue pour sa morphologie concaténative (le français et, plus 
particulièrement, les pronoms clitiques de cette langue), mais également sur une langue connue 
pour sa morphologie à schèmes (l'arabe). Il va SDns dire que l'arabe combine les deux sortes de 
processus morphologiques: la concaténation et le recours aux schèmes. 
L'auteure a consacré le se chapitre de sa thèse à deux phénomènes de l'arabe.: le pluriel dit brisé 
et la morphologie verbale. Pour des raisons évidentes, nous choisissons de présenter son travail sur 
la morphologie verbale. L'auteure a en fait repris l'analyse proposée par McCarthy (1981) dans le 
cadre de la phonologie autosegmentale et l'a implémentée c\Dns sa théorie morphologique basée sur 
l'unification. Le point crucial de l'analyse de Jl/fcCarthy c'est que, constatant que les différentes 
composantes de la forme verbale en <"trabe expriment des informations de différents ordres (le 
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schème verbal est associé à l'information sémantique et aux propriétés de sous-catégorisation de 
la racine, la mélodie vocalique est associée aux catégories verbales comme l'aspect et la voix et la 
racine fournit le sens général), il faudrait être capable de représenter ces différentes informatiolls 
de manière indépendante. La représentation adoptée par NIcCarthy repose de ce fait sur trois 
niveaux (tiers) : un pour représenter la racine consonantique, un pour la mélodie vocalique et un 
troisième pour représenter le schème morphologique. 
Implémentée dans la théorie morphologique de lvIartine Smets, l'analyse de McCarthy donne 
lieu à une redéfinition de certains attributs. L'attribut PHON(ologie) a pour valeurs possibles trois 
autres attributs: RACINE, VOCAL(isme) et PATRON (qui correspond au schème) 47. 
Cette analyse constitue un bon point de départ pour modéliser la morphologie verbale de 
l'arabe. Sa couverture empirique reste néanmoins limitée. Elle ne prend en compte que les 10 
premiers schèmes de la dérivation verbale (les plus productifs) appliqués à trois verbes à racine 
trilitère et ne se préoccupe que cie la formation morphologique de ces verbes. Elle délaisse ainsi 
toute information morphosyntaxique ou syntaxique associée aux rnorphèmes qui entrent dans la 
composition de ces verbes: « The account of Arabic verbal mOf[)hology is thus limited to the 
del1nition of helping and main paradigms. » (Smets, 2000, p. 114 ) Ce type d'information nous 
importe ici puisque nous entreprenons de modéliser non seulement la morphophonologie mais 
également la morphosyntaxe des marqueurs d'arguments. 
1.6 Conclusion 
Nous avons consacré ce premier chapitre à l'introduction du cadre théorique et formel dans 
lequel nous proposerons notre analyse, la grammaire HPSG. Cette théorie est dotée cie plusieurs 
propriétés qui lui procurent une grande flexibilité dans le traitement des phénomènes langagiers 
en préservant sa puissance formelle. Cette flexibilité et cette puiss<tnce émanent essentiellement 
de l'adoption d'une seule structure de données, les structures de traits typées, et d'une opération 
formelle centrale, l'unification. De plus, les dispositifs formels fournis clans ce caclre, à savoir 
essentiellement la hiérarchie de types à héritage multiple et les règles lexicales, permettent cie 
mocléliser une grand nombre de phénomènes, cie l'encire compte des généralisations et de faire 
place à l'expression de la variation linguistique. Un lexique riche, un formalisme bien défini et un 
47 Ces attributs ne sont cependant valables que pour les entrées verbales. Les attributs valeurs de PHON sont 
issus des notions elllployées dans la morphologie prosodique (syllabes et pieds) en ce qui concerne le plmiel brisé 
(et donc pom les entrées nominales). 
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apport provenant de plusieurs théories et de plusieurs clisciplines colorent HPSG d'une couleur 
unique parmi les grammaires génératives, mais également parmi le paradigme des grammaires il 
base de contraintes. 
Cette introduction de notre cadre théorique ne saurait être complète sans illustrer ses apports 
à la recherche linguistique. Nous avons effectué un choix et ce dernier n'était pas arbitraire. Nous 
avons en fait choisi Je problème des clitiques, puisqu'il a des liens évidents à notre sujet d'étude, 
les marqueurs d'arguments de l'arabe standard. Nous avons mis l'accent sur le traitement de la 
cliticisation dans la famille romane et dans la famille slave et nous avons identifié quelques pro­
blèmes que connaissent ces analyses. Nous pensons que ce qu'il faudrait retenir cie ces analyses 
c'est surtout le respect du domaine empirique, à savoir les données pertinentes de la langue étu­
diée, lorsque l'on propose une ana.lyse ou une autre. Ainsi, même si l'hypothèse affixale seml)le 
privilégiée en ce qui a trait aux langues romanes, les langues slaves suggèrent une approche diffé­
rente et cette approche trouve sa place dans la théorie et clans le fonnalisrne, puisque 1'hypothèse 
affixale ne fait partie ni de la théorie ni du formalisme. 
Nous avons également présenté quelques analyses cie phénomènes propres à l'arabe dans le 
cadre de cette grammaire et nous avons conclu que beaucoup de travail reste à faire pour écrire une 
grammaire HPSG de cette langue. Le peu de travail déjà accompli souffre de lacunes théoriques 
reclevables surtout à l'absence cie la climension linguistique et à la prépondérance cie l'analyse 
grammaticale traditionnelle ou de l'aspect purement informatique. Les quelques analyses pouvant 
être qualifiées de linguistiques ont également leur lot de problèmes, c'est le cas notamment de 
l'approche de lVloosally (1994) clans son étude des pronoms résomptifs de l'arabe. 
Avant cI'entreprendre l'analyse et la modélisation des marqueurs cI'arguments cie l'arabe, nous 
les présentons clans le deuxième chapitre en établissant les faits les plus saillants les impliquant. 
Ces faits s'établissent à cieux niveaux au niveau cie la morphophonologie et au niveau de la 
morphosyntaxe. 
CHAPITRE II 
LE SYSTÈME PRONOMINAL DE L'ARABE 
tl/Jake a precise, falsifiable hypothesis that accounts for a wide range of facts (i.e. 
get the details right for a subpart of the language), then revise the hypothesis to 
expand coverage. (Pollard, 1997) 
Introduction 
L'arabe (dans ses variétés classique et contemporaine) présente des formes que nous qualifions 
de pronoms personnels en suivant la définition proposée par Bresnan (2001) : 
V/hat universally characterizes a pronoun are its referenti,ll role and functions, 
not its phrase-structure category. Some elements which resemble clitic pronouns, such 
as the indirect object clitic copies in Spanish, are not pronominal in content, but 
simply markers of grammatical agreement. Likewise, some elements which resernble 
non-pronouns, such as deictics used anaphorically in many languages or bouncl agree­
ment morphology on verbs, may actually function ilS pronominals. 
En effet, selon cette auteure, trois types de propriétés définissent les pronoms: sémantiques, 
informationnelles et morphosyntaxiques. Sémantiquement, un pronom est caractérisé par sa capa­
cité de changer de référent et par son anaphoricité. Ses propriétés informationnelles se résument 
dans son rôle dans la structure de l'information, en ceci qu'il peut référer à un topique 1. Les 
propriétés morphosyntaxiques, quant à elles, se résument dans le fai t que les pronoms sont mor­
phologiquement distinguables (et classifiables) selon leurs traits morphosyntaxiques (de personne, 
de genre et cie nombre). 
En arabe, les formes que nous considérons comme pronominales 2 suivant cette définition se 
présentent sous deux formes : des formes indépendantes et des formes conjointes. Les formes 
l Par opposition au commentaire, ce terme désigne la partie dont on parle dans un énoncé donné. Voir Givon 
(198.3), Lambrecht (1994) et Li et Thompson (1976). 
2 NOliS ne traiterons que les pronoms personnels. D'autres pronoms, démonstratifs et relatifs) sont attestés en 
arabe, mais ne font pas partie de notre sujet d'étude. 
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indépendantes, que nous désignons par l'appellation pronoms indépendants, sont des proformes 
phonologiquement et morphologiquement indépendants qui remplacent des syntagmes nominaux. 
Les formes conjointes, que nous désignons par le terme marqueurs d'aTguments, emprunté à Auger 
(1994), sont des morphèmes prosodiquement déficients qui encodent les traits des arguments 
auxquels ils sont associés ou qu'ils remplacent. Les deux formes peuvent changer de référents, 
référer à des topiques et être classées selon leurs traits morphosynt.axiques, se conformant ainsi à 
la définition des pronoms proposée par Bresnan (2001). 
Nous consacrons ce chapitre à la description de ces pronoms et nous le subdivisons comllle 
suit. Dans la section (2.1), nous introduisons notre corpus et les sources cie nos données. Suit une 
section, la (2.2), clans laquelle nous faisons une présentation brève des deux sortes de pronoms 
personnels de l'cll'<tbe. La secLion (2.3) est consacrée iL ulle présentation plus détü.illée des propriétés 
morphologiques et syntaxiques des pronoms indépendants, alors que le section (2.4) est consacrée 
à une présentation semblable des marqueurs d'arguments. Finalement, nous consacrons la section 
(2.5) à une comparaison entre ces deux sortes de pronoms. 
2.1 Sources des données 
Bien que la majorité cles exemples présentés clans ce travail soient construits (con formes ft 
notre intuition) ou proviennent cles travaux cités 3, nous nous appuyons également sur trois corpus 
écri ts : 
1.	 Une anthologie classique: 7al 'liqdu I-fari:d cie Ibn abd rabbih, auteur et poète des IX" et 
xe siècles. 
2.	 Un roman contemporain: ma.wsim IhiJJsra ila J.fama:1 cie tajjib s'a:litl. 
3.	 Un corpus écrit à l'origine, mais lu à haute voix. Ce dernier sert à vérifier la pertinence 
de l'analyse des structures appelées SVO en Mabe. Il se compose de textes classiCJues 
et modernes lus par différents nanateurs. Les textes cla.ssiques proviennent clu site Vieb 
http://www.alwaraq.net.. qui constitue une bibliothèyue virtuelle du patrimoine arabe écrit. 
Ce site comporte également des enregistrements auclio cie 12 récits cJa<;siques populaires d'à 
peu près 5 minutes chacun. Nous avons également un corpus auclio cie textes contemporains 
provenant des médias. Il s'agit d'un documentaire scientifique de 25 minutes diffusé sur la 
3 Nous n'"vons exclu aucune source possible de données. Ainsi, les livres de grammaire écrits par 1 . premiers 
grammairiens arabes et ceux écrits clans l'époque contemporaine sont consultés. NOliS nOliS sommes également 
basés sur les travaux des linguistes contemporains et de certains Orientalistes. 
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chaîne qa.tariote Al Jazeera et d'une émission de nouvelles de 7 minutes diffusée sur la même 
chaîne le 11 avril 2007. 
2.2 Une brève présentation 
En nous basant sur nos sources de données et sur notre intuition, nous classons les pronoms 
personnels cie J'arabe en deux sortes, à la présentation desquelles nous consacrons cette section. 
Nous commençons par les formes pronominales autonomes, que nous qualiAons cie pronoms inclé­
penclan ts. 
2.2.1 Les pronoms indépendants 
Ces pronoms peuvent porter un accent principal inclépendant. Ils peuvent, en outre, avoir 
deux cas possibles et prennent donc des formes différentes suivant ces deux cas. Le pronom de la 
3TvIS, par exemple, est /wwa au nominatif et ?ijja:hu à l'accusatif. 
Les pronoms indépendants prennent par ailleurs des formes différentes selon la spéciAcation de 
leurs traits lllorphosyntaxiques. Ainsi, le pronom indépendant nominatif de la troisième personne 
du singulier masculin prend la forme huwa, alors que le pronom inclépendant nominatif de la 
troisième personne du singulier féminin prend la forme hija. Cependant, certains de ces marqueurs 
ne sont pas discriminés en fonction clu genre et prennent la même forme au masculin et au féminin: 
les pronoms cie la Fe personne (au nominatif? ana: : moi; nahnu : nous) et les pronoms clu duel 4 
(au nominatif natmu : nous cieux MlF; ? antuma: : vous cieux MlF; huma: eux deuxlelles deux). 
Introduits clans la structure, les pronoms indépendants peuvent être essentiels, comme dans 
la phrase équative" en (2.la), et peuvent être optionnels dans les autres cas, comme en (2.lb), 
d'où la possibilité cie (2.lc). A noter que nous adoptons la méthode suivante pour les gloses 
les pronoms indépendants sont glosés par les pronoms forts du français. Nous utilisons, selon le 
contexte, les clitiques et les pronoms forts du français pour gloser les marqueurs d'objet. Les 
4 Le duel est propre il l'arabe standard; il a complètement disparu de l'arabe dialectal. 
5 Les phrases dites « équatives » ne comportent pas de verbe ni de copule verbale. Elles sont cOllstruites par la 
juxtaposition d'ull sujet et d'un prédicat (pouvant êt.re un nom prédicat.if, un adjectif prédicatif ou Ull syutagme 
prépositionnel prédicatif). tous deux au nominatif, sans copule verbale (Shulte-i'iafch, 200'1). Le terme « phrase 
équativE'» est différent du tenne t.raditiollnel « phrase nominale)} en ceci qu'il n'englobe pas les phras('s introduites 
par des verhes « déficients ». Ce terme ne désigne pas non plus les phrases construites selon l'ordre de mots dit 
SVO, traditionnellement considérées comme des phrases nominales. 
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marqueurs cie sujet sont toujours glosés par les traits morphosyntaxiques qu'ils représentent clans 
leur contexte. 
(2.1) a. huwa 'lalijj -un ?ibn -u muhammad -in 
lui Ali -NOM fils -NOlv1 Mohammecl -GÉN 
« Il est Ali fils de Mohammed» 
b. ?anta ?akal -ta Jaba:b -a -ka 
toi manger.PER -2MS jeunesse -ACC -ta 
« Toi, tu as dila.pidé ta jeunesse» 
c. ?akal -ta Jaba:b -a -ka 
manger. PER -2rv18 jeunesse -ACC -ta 
« TL1 as dilapidé ta jeunesse» 
Une liste complète de ces proformes est présentée dans le tableau (2.1). Nous remarquons, 
dans ce tableau, qu'à la 1re personne, l'arabe ne fait pas de distinction cie genre alors que cette 
distinction est opérée à la 2c personne. Cette propriété semble être une particularité de la famille 
sémitique et elle se rencontre en hébreu également, comme le mentionne (8hlonsky, 1997). 
Singulier Duel Pluriel 
NOM ACC NOM ACC NOM ACC 
1 ?ana: ?ijja:ja narmu ?ijja:na: nahnu ?ijjn:na: 
21'1 ?anta ?ijja:ka ?antuma: ?ijja:kuma: ?antum ?ijja:kum 
2F ?anti ?ijja:ki ?antuma: ?ijja:kuma: ?antunna ?ijja:kunna 
31'1 huwa ?ijja:hu huma: ?ijja:huma: hum ?ijja:hum 
3F hija ?ijja:ha: huma: ?ijj<l:huma: hunna ?ijja:hunna 
TABLEAU 2.1: Les pronoms indépendants (nominatifs et accusatifs) 
Nous présentons les marqueurs d'arguments clans la section suivante. 
2.2.2 Les marqueurs d'arguments 
Le deuxième groupe de pronoms personnels est constitué de marqueurs phonologiquement 
dépendants d'autres catégories et ne se rencontrant dans la langue que dans un éUtt d'attachement. 
Ces marqueurs sont de deux sortes des marqueurs cl 'objet et des marqueurs de sujet. Nous 
commençons notre présentation par les marqueurs d'objet. 
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2.2.2.1 Les marqueurs d'objet 
Les marqueurs d'objet peuvent être accusatifs ou génitifs, mais ils ont toujours la même forme 
phonologique dans les deux cas, à une exception près, à savoir avec le marqueur d'objet de 1S, 
qui prend la forme -ni: quand il est attaché aux verbes (donc à l'accusatif) et -i: (-ja) quand il est 
attaché aux autres parties du discours (au génitif). Notons ici que les termes nominatif, accusatif 
et génitif correspondent gTOSSO modo à ce qu'ils signifient dans les langues indo-européennes. 
Cette correspondance n'est cependant pas parfaite; le génitif, par exemple, désigne aussi bien 
le génitif que d'autres cas comme l'oblique et le datif. Les trois cas retenus ici correspondent 
aux trois Aexions casuelles possibles pour le nom (et les autres catégories reliées au nom) . -u 
pour le nominatif, -a pom l'accusatif et -i pour le génitif. Concernant les pronoms personnels, les 
désinences casuelles ne sont pas visibles; ces pronoms prennent toutefois des formes phonologiques 
différentes suivant leurs fonctions dans la phrase et s'ils sont remplacés par des SN, ces derniers 
prennent les désinences associées aux trois cas mentionnés. 
Les marqueurs d'objet sont des pronoms toujours postposés à la tête de laquelle ils dépendent 
(se comportant ainsi comme cles enclitiques). Comme pom les pronoms indépendants, nous remar­
quons ici également la présence de formes communes: les distinctions de genre sont neutralisées 
à la Ir" personne et au duel. La forme de la 1S (valable pom le Iv! et le 1'), par exemple, est -i:, 
également réalisée -ni: et -ja dans certains contextes. 
Les exemples suivants illustrent quelques emplois possibles de ces marquems. En (2.2a), le 
marqueur d'objet de 3FS -ha: est attaché à une tête verbale (à laquelle est déjà attaché le marqueur 
de sujet -ta), son cas est l'accusatif et sa fonction est celle dé complément du verbe. En (2.2b), le 
marqueur d'objet -ha: est attaché à la préposition min « de», son cas est le génitif et sa fonction 
est celle de complément de préposition. 
(2.2) rt. hal m'?aj 
est-ce-que voir.PER 
« L'as-tu vue '7 » 
-la 
-21v[S 
-ha: 
-la 
? 
b. xif -tu 
avoir. peur. PER -1S 
« .J'ai eu peur d'elle» 
min 
de 
-ha: 
-elle 
Une liste complète des marquems d'objet est présentée dans le tableau (2.2). 
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D Singulier 1Duel 1Pluriel 1 
1 -i: (-ni:, -ja) -na: -na: 
2M -ka kuma: kum 
2F -ki kuma: kunna 
3M -hu huma: hum 
3F -ha: huma: hunna 
TABLEAU 2.2: Les marqueurs d'objet 
Nous serons amené A comparer ces marqueurs d'objet aux marqueurs de sujet sur les plans 
morphologique et syntaxique. Pour ce faire, nous présentons ces derniers dans la section suivante 
2.2.2.2	 Les marqueurs de sujet 
Avant cie présenter les marqueurs de sujet, nous pensons qu'une introduction à la formation 
morphologique des mots en arabe, et surtout à celle des verbes, apporte un éclairage indispensable. 
En arabe, et dans les langues sémitiques en général, la formation des mots repose sur deux 
ingrédients la racine et le schème morphologique. La racine est une suite (le phonèmes qui 
définissent la base lexicale des mots qui en sont dérivés. Cette suite, très souvent trilitère, se 
compose de consonnes dans un ordre précis. Ces consonnes forment un morphème discontinu qui 
exprime plus ou moins un concept de base reconnaissable dans les mots dérivés. L'exemple que 
nous prenons pour illustrer cette propriété est la racine /ktbj. Cette suite consonantique exprime 
le concept de « l'écriture» et sert à dériver un grancl nombre cie noms et cie verbes, comme les 
suivants: 
(2.3)	 a. Des verbes 
kataba: « il a écrit» 
kutiba: « il a été écrit }) 
jaktubu : « il écrit ) 
jataka:tabu:na : « ils s'écrivent ) 
b.	 Dcs noms 
kita:b : « livre» 
kutub : « livres» 
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kutajjib « petit livre»
 
kutta:b « école coranique»
 
ka:tib : « écrivain»
 
maktab « bureau »
 
?iktita:b : « enregistrement »
 
Pour former ces mots, la suite consonantique, qui compose la racine, est combinée à des 
voyelles, à d'autres consonnes et à une information morphophonologique qui précise les mocli­
fications que doivent subir les consonnes de la racine (dans klttta: b, par exemple, la deuxième 
consonne de la racine est géminée) et leur position par rapport aux éléments insérés. Cette infor­
mation, ces voyelles et ces consonnes constituent le schème morphologique. Ce dernier précise en 
fait quoi ajouter à la racine, où J'ajouter et sous quelles conditions. Le schème est par conséquent 
une sorte de morphème discontinu G ; sa notation se fait traditionnellement en remplaçant les 
consonnes de la racine par les trois consonnes abstraites /f')l/ (dont le sens général est celui de 
« faire») et en consignant les voyelles et les consonnes ajoutées ainsi que tout autre changement 
que peut subir la racine. Ainsi, kutta:b, par exemple, possède le schème morphologique jlL'l')a:l et 
kataba le schème fa'J'ala. L'arabe comporte environ 150 schèmes et tous les mots de cette langue 
(à l'exception des morphèmes grammaticaux, dont les pronoms) peuvent être analysés comme 
issus de l'entrelacement d'une racine et d'un schème. 
Les verbes sont formés selon le même modèle, c'est-à-dire en combinant des racines et des 
schèmes. Cependant, l'analyse morphologique des paradigmes verbaux révèle l'existence de formes 
« intermédiaires» qui servent de base à la conjugaison. Ces formes invariables dans chaque para­
digme sont les radicaux. Le radical se compose des consonnes de la racine ainsi que des voyelles 
et des consonnes ajoutées par le schème. Les seuls morphèmes qui ne font pas partie du ra.dical 
sont des morphèmes variables qui véhiculent des informations concernant les trois traits morpho­
syntaxiques (la personne, le genre et le nombre) et le mode. De la racine jktbj, par exemple, est 
dérivé le verbe perfectif kataba « il a écrit». Cette forme conjuguée peut être analysée en isolant 
le radical katab et le morphème -a de la 3MS. Le même radical est employé dans la forme katabna: 
« nous avons écrit» combiné au morphème -na: de la 1iVIP. 
En prenant l'aspect comme critère typologiqne, nous classons les formes verbales possibles en 
G SelonHoberman (1988), lvJarusic (2002), lvlcCarthy (1981) et Prunet et al. (2000), les langues sémitiques en 
général connaissent le phénomène des morphèmes discontinus. Ces derniers peuvent être de deux sortes: des mor­
phèmes discontinus fonctionnels (des circumAxes) et des morphèmes discontinus lexicaux (la racine consonantique). 
Les premiers ne sont pas possibles dans une langue donnée sans les deuxièmes selon !vlarusic (2002). 
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arabe en trois groupes: le perfectif 7 , l'imperfectif (avec ses trois modes: l'indicatif, le subjonctif 
et le jussif) et l'impératif (que nous pouvons considérer comme une forme de l'imperfectif). Les 
paragraphes qui suivent sont consacrés aux marqueurs de sujet attachés à ces différentes formes 
verbales. 
2.2.2.2.1 Les marqueurs de sujet au perfectif 
À la forme perfective, les marqueurs de sujet sont suffixés <lU radical verbal et précèdent ainsi 
tout autre morphème (comme les marqueurs d'objet) qui pourrait être attaché au verbe, comme 
dans l'exemple (2.2a), répété ici en (2.4). 
(2.4) hal ra?aj -ta -ha: ? 
est-ce-que voir.PER -nifS -la 
« L'as-tu vue? » 
Les marqueurs de sujet de la forme perfective sont classifiables selon leurs traits morphosyn­
taxiques en mnrqueUl'S de lS (-tu), de 2tvIS (-ta), de 2FS (-ti), etc. Il existe cependant, et comme 
nous ['avons déjà mentionné concernant les pronoms indépendants et les marqueurs d'objet, des 
formes communes notamment à la Fe personne et à la 2D. 8 
Ces marqueurs peuvent par ailleUl's être référentiels dans des exemples comme le suivant, où 
le marqueur de sujet du perfectif -11,: de 3iVIP réfère au pronom indépendant topique préverbal 
h'Um. « eux » . 
(2.5) h'Um; daxal -11,:.; 
eux entrer.PER -3MP 
« Eux, ils sont entrés» 
Une liste complète des marqueurs de sujet à la forme perfective est présentée dans le tableau 
(2.3) sous forme de la conjugaison perfective du verbe kei.tab « écrire». Dans ce tableau, les 
marqueurs de sujet sont en caractères gra.~. 
7 La distinctioll entre le perfectif et j'imperfectif (ou entre l'acl"Dlnpli et ['inaccompli selon certains auteurs) 
est llne distinction aspectuelle et 110n temporelle. Le perfectif exprirne une action achevée alors que l'imperfectif 
exprime le fait que « l'action est en train de se réaliser» selon Blacilère et Caudefroy-Oemombines (2004). 
8 Cependant, les formes sont discriminées à la 3D, avec -a: pour la 3MO et -ata: pour la 3FO. 
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1D Singulier 1Duel Pluriel 
1 katab-tu katab-na: katab-na: 
2M katab-ta katab-tuma: l<atab-tum 
2F l<atab-ti katab-tuma: l<atab-tunna 
3M l<atab-a l<atab-a: i<atab-u: 
3F l<atab-at katab-ata: l<atab-na 
TABLEAU 2.3: La conjugaison perfective du verbe katab « écrire )} 
2.2.2.2.2 Les marqueurs de sujet à l'imperfectif 
Nous partons d'un exemple qui illustre la forme la plus simple d'un verbe à l'imperfectif. De la 
racine /ktb/ «écrire», par exemple, est issu le verbe imperfectif indicatif jaktubu. Le radical étant 
aktub, nous constatons la présence d'un préfixe j- et d'un suffixe -lL. Le préfixe est le marqueur de 
sujet et il exprime les traits de la 3MS. Le suffixe est probablement le morphème de mode. Ce qui 
appuie cette idée c'est que ce suffixe subit un changement au subjonctif (j-aktub-a) et est tronqué 
au jussif (j-aktub0). Pour sa part, le préfixe varie selon les tmits morphosyntaxiques exprimés: 
?-aktub-u (IS), n-aktb-u (IP), t-aktub-u (3FS ou 21vIS), etc. 
Avec certaines formes, la composition de l'imperfectif est plus complexe. À la 2FS, par exemple, 
l'imperfectif indicatif issu de la racine /ktb/ est taktubi:na. Dans cette forme, nous reconnaissons 
la présence du radical commun aktub. Nous pouvons également isoler le morphème -na et postuler 
qu'il est le morphème de mode pour la simple raison qu'il est tronqué au subjonctif et au jussif 
dans la forme commune taktubi:. Ce morphème est également présent à la 2l'vlP (taktubu:na) et 
à la 3MP (jakt1J.lm:na) de l'indicatif et sul)it les mêmes changements au subjonctif et ,UI jussif 
(taktubu: et jaktubu: respectivement). 
Cependant, à la 2FP et à la 3FP, le morphème -na résiste à la troncation. L'imperfectif indicatif 
issu de la racine /ktb/ à la 2FP est taktubna, mais le subjonctif et le jussif sont également takt1Jbna. 
Cette persistance de la forme prouve que -na n'est pas un morphème de mocle à la 2FP et à la 3FP 
Pour préserver la régularité du paradigme, nous pouvons supposer qu'un morphème de mode -na 
(caractéristique du pluriel) a subi une haplologie: *taktub-na-na =>tal<tub-0-na. Ce qui pourrait 
motiver une telle prise de position est l'haplologie du morphème de mode -na constatée avec la. 
forme énergétique de l'imperfectif: 
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taktubu:na (IMP.INO.3MP) + nna (le suffixe de l'énergétique) =>taktub-u:nna =>taktubu-nna 
(abrègement de la voyelle dans une syllabe lourde fermée). 
Au duel, le morphème que nous pouvons postuler qu'il est le morphème de mode est -ni, 
visible à l'indicatif de la 20 taktuba:-ni, par exemple, et tronqué au subjonctif et au jussif dans 
la forme commune taktuba:. 
La question qui se pose à présent concerne les autres suffixes amalgamés aux suffixes de mode. 
À l'imperfectif indicatif issu cie la racine Iktvl à la 2FS taktuvi:na, par exemple, et après avoir 
isolé le radical aktuv et le morphème de mode -na, nous constatons la présence d'un préfixe t ­
et d'un suffixe -i:. Ces affixes se retrouvent aux trois modes et ne peuvent donc faire partie des 
affixes de mode. Ils varient par ailleurs en fonction des trai ts morphosyntaxiques : t- est remplacé 
par j. il la 3)VIS jaletuv'a, et -i: est remplacé par -a: à la 20 taktuva:ni. S'il est traditionnellement 
admis que les préfixes cie l'imperfectif expriment le trait de la personne et les suffixes ceux du 
genre et du nombre, cette affirmation ne peut s'avérer justifiée dans ce cas précis. Le préfixe t- à 
la 2FS porte également une indication de genre (le féminin par opposition au masculin exprimé 
par le préfixe j- ). 
Cette complexité morphologique cie l'imperfectif pose plusieurs problèmes à toute tentative de 
définir les frontières des marqueurs de sujet et leur composition interne. Les grammairiens de la 
tradition ont, par exemple, proposé un traitement des affixes présentés ici en termes de pronoms 
conjoints. Cependant, cette étiquette n'était valable, selon eux, que pour les suffixes suivants 
-i: (2FS), -0: (0[-1]), ou: (MP[-l]) ct -na (2FP et 3FP), qui apparaissent adjacents au radical 
verbal et précédant les suffixes de mode. Les préfixes de l'imperfectif ne sont, toujours selon 
ces grammairiens, que des marqueurs d'aspect. Cette analyse de la morpholog'ie de l'imperfectif 
est toutefois confrontée au problème suivant: si les préfixes de l'imperfectif sont des marqueurs 
d'aspect, pourquoi prennent-ils des formes différentes selon les traits de genre, de nombre et 
de personne? Leur variation suivant ces traits morphosyntaxiques prouve qu'ils représentent 
beaucoup plus qu'une simple information aspectuelle. 
Une autre analyse de ces affixes est proposée par Lumsden et Haleform (2003). Ces auteurs 
affirment que les préfixes de l'imperfectif sont des pronoms sujets (qu'ils considèrent comme 
clitiques) alors que les suffixes sont une sorte de marqueurs d'accord liés aux premiers. 
Finalement, une troisième hypothèse est défendue. Selon cette dernière hypothèse défendue, 
entre autres, par Fassi Fehri (1993), Habash (2007) et Noyer (1997, 1992), les préfixes et les suffixes 
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appartiennent à une même entité morphologique et constituent des morphèmes discontinus que 
nous pouvons qualifier de circumfixes en adoptant la définition de (Anderson, 1992, p. 327), qui 
définit les circumfixes comme étant: « simultaneous prefixation and suffixation corresponding 
to a single unit of morphological form. ». Ce qui pourrait appuyer ce point de vue c'est que 
d'autres morphèmes discontinus sont attestés en arabe, à l'instar du morphème du pluriel non 
concaténatif (appelé pluriel brisé), du morphème qui représente la racine, celui qui représente 
le schème morphologique, mais également le morphème cie la négation ma: ... -J retl'Ouvé dans 
certaines variétés dialectales. 
Nous signalons que les marqueurs de sujet de l'imperfectif, et quelle que soit l'approche que 
l'on adopte pour traiter leur morphophonologie, sont classifiables selon les trois traits morpho-
syntaxiques de genre, de nombre et de personne. Les trois tableaux suivants nous présentent la. 
liste complète cie ces formes. Dans le tableau (2.4), nous présentons la conjugaison imperfective 
à l'indicatif du verbe kata.b « écrire», le tableau (2.5) présente le subjonctif et le tableau (2.6) le 
jussif. Dans ces tableaux, les morphèmes que nous pouvons considérer comme marqueurs cie sujet 
sont en caractères gras. 
D Singulier 1 Duel 1 Pluriel 
1 
2M 
'{-aktub-u 
t-aktub-u 
n-aktub-u 
t-aktub-a:-ni 
n-aktub-u 
t-aktub-u:-na 
2F 
3M 
3F 
t-aktub-i:-na 
j-aktub-u 
t-aktub-u 
t-aktu b-a:- ni 
j-akt ub-a:-ni 
t-aktul)-a:-ni 
t-aktul)-na 
j-aktub-u:-na 
j-aktub-na 
TABLEAU 2.4: L'imperfectif indicatif clu verbe katab « écrire» 
c::::::::J Sing u lie r Duel Pluriel1 1 
1 (Ian) 7-aktub-a (lan) n-aktu b-a (Ian) n-aktu b-a 
2M (Ian) t-aktub-a (lan) t-aktub-a: (Ian) t-aktul)-u: 
2F (lan) t-aktub-i: (Ian) t-aktub-a: (Ian) t-aktub-na 
3M (Ian) j-aktub-a (Ian) j-aktub-a: (Ian) j-aktub-u: 
3F (Ian) t-aktub-a (Ian) t-aktul)-a: (lan) j-aktul)-na 
TABLEAU 2.5: L'imperfectif subjonctif clu verbe ka.tab « écrire» 
Nous terminons cette présentation brève des marqueurs de sujet à l'imperfect.if en signalant 
que ces derniers sont, comme on s'y attendrait, semblables aux marqueurs de sujet au perfectif, 
aux marqueurs d'objet et aux pronoms indépendants en ceci qu'ils peuvent référer à des topiques, 
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1 1 1Singulier Duel Pluriel 
1 (lam) ?-aktub (lam) n-aktub (lam) n-aktub 
2M (lam) t-aktub (lam) t-aktub-a: (lam) t-aktub-u: 
2F (lam) t-aktub-i: (lam) t-aktub-a: (lam) t-aktub-na 
3M (lam) j-aktub (lam) j-aktub-a: (lam) j-aktub-u: 
3F (lam) t-aktub (lam) t-aktub-a: (lam) j-aktub-na 
TABLEAU 2.6: L'imperfectif jussif clu verbe katab « écrire }) 
comme dans les exemples suivants, où les marqueurs de sujet t- et j- réfèrent aux pronoms 
indépendants topiques !mwa et hiJo respectivement: 
(2.6) a. Iwwai fi - ll.tl ibb -lI ha:dha: 
lui 31vI8- ai mer. IlvI P -ind cei
 
« Lui, il aime ceci })
 
b. hZJG.-; t;- u.h ibb -u. Iw:dha: 
elle 3F8- aimer.IlvIP -ind ceci
 
« Elle, elle aime ceci »
 
2.2.2.2.3 Les marqueurs de sujet à l'impératif 
Pour les grammairiens cie la tradition, il n'y avait nul cloute que l'impératif est clérivé cie l'im­
perfectif jussif ,\ la 2" personne moyennant la troncation du préfixe, l'n.5similation de la première 
voyelle du raclical avec la dernière voyelle et l'insertion d'un coup de glotte (noté par le ?-). Voici 
un exemple qui illustre la formation de l'impératif: de la forme taktllu, qui est la conj ugaison 
imperfective (au jussif) issue de la racine /ktb/ à la 21vr8, l'impératif est formé en tronquant le 
préfixe t-, en assimilant les deux voyelles clu raclical (a ---> u) et en insérant un coup cie glotte en 
début de mot. La forme obtenue est ?u.ktu.b « écris 1 ». 
NOLIS pouvons considérer que le radical de l'impératif est la forme réalisée à la 2M8. Les 
quatre autres formes sont dérivées par l'insertion des suffixes de l'imperfectif que les grammairiens 
considéraient comme pronoms sujets. Ces suffixes de ln 2C personne ne varient qu'en nombre et 
en genre: -i: (F8), -na (FP) et -u: (MP). Cependant, le suffixe -a: ne marque que le nombre (le 
duel) et garde la même forme au masculin et au féminin. Le tableau en (27) présente les formes 
rencontrées à l'impératif. Dans ce tableau, les marqueurs de sujet sont écrits en caractères gras. 
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D Singulier 1Duel Pluriel1 
2M ?uktub ?uktub-a: ?uktub-u: 
2F ?uktub-i: ?uktub-a: ?uktub-na 
TABLEAU 2.7: L'impératif du verbe katab « écrire» 
L'impératif, en tant que conjugaison, ne se réalise qu'A la 2" personne 9. Pour la 1"" et la 3" 
personnes, le rôle discursif de l'impératif peut être assumé par l'injonctif 10, A savoir l'emploi de 
l'imperfectif jussif précédé de la particule li- (que). Le tableau (2.8) présente J'injonctif 
c::::::::J Singulier 1 Duel 1 Pluriel 
1 li-?-ùktub li-n-aktub li-n-aktub 
2M li-t-aktub li-t-aktub-a: li-t-aktub-u: 
2F li-t-aktub-i: li-t-aktub-a: li-t-aktub-na 
3M li-j-aktub li-j-aktub-a: li-j-aktub-u: 
3F li-t-a\<tub li-t-aktub-a: li-j-aktub-na 
TABLEAU 2.8: L'injonctif du verbe katau « écrire» 
Cet emploi justifie un traitement unifié de l'impératif et de l'imperfectif, d'autant plus que ce 
lien est indéniable quand nous prenons en compte la forme de l'impératif négatif (ou le prohibitif). 
Cette dernière s'obtient par l'emploi de ['imperfectif jussif (Ala 2" personne) précédé de la particule 
de prohibition/négation la: « ne pas », comme le montre le tableau ell (2.9). 
Singulier Duel Pluriel 
2M la: t-aktub la: t-aktub-a: la: t-aktub-u: 
2F la: t-aktub-i: la: t-ak tu b-a: la: t-a\<tub-na 
TABLEAU 2.9: Le prohibitif du verbe kalau « écrire )} 
Cette relation entre l'impératif et l'imperfectif jussif est visible syntaxiquement dans les sys­
tèmes hypothétiques, où les deux formes sont corrélées « comme dans le célèbre: ?aslim laslam 
(convertis-toi Al'islam, tu seras sauvé) » (Larcher, 2003) : le premier verlJe 7aslim est à l'impératif 
alors (lue le deuxième laslam est à l'imperfectif jussif 
De cette présentation brève des marqueurs de sujet attachés au perfectif, à l'imperfectif et à 
l'impératif, nous pouvons conclure que ces formes s'insèrent dans deux paradigmes différents: le 
paradigme du perfectif et celui de l'imperfectif (l'impératif pouvant être déduit de l'imperfectif 
U Cela semble être une caractéristique universelle dans les langues naturelles. 
Il> L'injonctif n'est cependant pas restreint à ces deux personnes, comme le montre le tableau (2.8). 
70 
jussif). 
Une autre possibilité est de traiter l'impératif et le perfectif comme faisant partie du même 
paradigme, étant donné que les deux sont formés selon le modèle [radical+suffixeJ, alors que 
l'imperfectif est formé selon le modèle [préfixe+radicaJ+(suffixe)]. 
Nous avons brièvement présenté les pronoms indépendants et les marqueurs d'arguments. Les 
pronoms indépendants sont répartis en deux sous-groupes selon leur cas des pronoms indé­
pendants nominatifs et des pronoms indépenclants accusaW·s. Les marqueurs cl 'arguments sont 
répartis en deux sous-groupes également: des marqueurs de sujet et des marqueurs d'objet. Cette 
présentation nous a permis de soulever certains problèmes qui touchent la composi tion morpho­
logique et la catégorisation de ces marqueurs. L'un de ces problèmes concerne les marqueurs de 
sujet à l'imperfectif. Nous avons signalé l'existence de trois approches concernant leur morpho­
logie : selon l'une d'elles, les suffixes sont les seuls marqueurs de sujet dans ce contexte; selon 
une autre approche, seuls les préfixes le sont et selon les tenants de la troisième, les deux sortes 
d'affixes font partie d'un même morphème discontinu. Ce problème mérite plus d'attention et 
sera par conséquent exposé dans la sous-section suivante. 
2.2.2.3 La morphologie de l'imperfectif 
Nous avons des raisons de soutenir l'hypothèse selon laquelle les marqueurs de sujet à l'im­
perfectif sont les morphèmes que nous isolons dans le tableau (2.10). 
D Singulier Duel Pluriel 
1 7­ n- n­
2M t- t­ .. -a: t- ... -u: 
2F t- ..-i: t- ...-a: t- ...-na 
3M j- j- ..-a: j- ... -L1: 
3F t­ t- ..-a: j- ...-na 
TABLEAU 2.10: Les marqueurs de sujet à l'imperfectif 
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Selon cette hypothèse, les marqueurs de sujet à l'imperfectif sont constitués à la fois de pré­
fixes et de circumfixes 11. Il n'est pas surprenant d'avoir les deux sortes d'affixes dans le même 
paradigme morphologique étant donné que la morphologie de la langue arabe n'est pas stricte­
ment concaténative. Le morphème du pluriel, par exemple, peut être un suffixe concaténé au nom 
singulier (ce qui forme le pluriel concaténatif, appelé également le pluriel sa.in). Ce morphème se 
réalise également sous forme de morphème discontinu (c'est le pluriel non concaténatif, appelé 
également le pluriel brisé). Le pluriel du nom singulier kita.?b « livre », par exemple, est formé 
de manière non concaténative en changeant le schème morphologique du singulier pour obtenir 
k'utub. Le pluriel du nom déverbal qa:n.? « lecteur» est, par contre, concaténa tif et s'obtient par 
l'ajout du suffixe -u:na au singulier. Il en résulte la forme qa.:n.?u:na. « lecteurs ». 
En outre, la morphophonologie de ces marqueurs de sujet nous rappelle les formes de la 
conjugaison perfective, du paradigme des marqueurs d'objet et même de celui des pronoms in­
dépendants. Pour ne prendre qu'un seul exemple représentatif, comparons les formes suivantes 
toutes de la 2!'VID : la première est le pronom indépendant nominatif 7a.ntuma.:, la deuxième est le 
marqueur d'objet -kuma.:, la troisième est le marqueur de sujet au I)erfectif -tUTTW: et la dernière 
est le marqueur de sujet à J'imperfectif (un morphème discontinu) t- ... -a:. 
Si nous maintenons que le tableau (2.10) représente bel et bien les marqueurs de sujet à 
l'imperfectif, nous constatons néanmoins que la distribution des traits cie nombre, de genre et 
de personne se fait différemment selon que l'on est en présence de morphèmes discontinus ou en 
présence de préfixes: 
1.	 Dans les morphèmes discontinus, le préfixe exprime généralement la personne, à l'exception 
des cieux marqueurs de sujet de 3TvID et de 3FD, où les cieux préfixes j- et t- expriment le 
genre également (le masculin et le féminin respectivement). Le suffixe exprime, quant à lui, 
les deux autres traits, à J'exception des suffixes du duel, qui n'expriment que le nombre. 
2.	 Quand le marqueur de sujet est un préfixe, il exprime plus d'un seul trait: la personne et 
le genre (j- et t-) ou la personne et le nombre (7- et n-). 
Cette distributiun singulière des traits morphosyntaxiques semble contredire les conclusions de 
Fassi Fehri (2000), qui affirme que le trait de nombre n'est jamais réalisé par un préfixe et que le 
trait de personne n'est jamais réalisé par un suffixe alors que le genre est libre d'apparaître dans 
l'une ou l'autre de ces deux positions selon lui. 
li D'autres langues comportent également des marqueurs de sujet morphologiquement mixtes. En wolof, par 
exemple, les clitiques sujets sont composés cie proclitiques et de morphèmes discontinus ma... -a (18), nga (28), 
mu (38), nu (IP), ngeen ... -een (2P) et àu (3P). Voir (N'Diaye-Correard, 2003). 
72 
Cette distribution donne lieu à deux phénomènes morphosyntaxiques : l'impératif, dans lequel 
le suffixe qui caractérise l'imperfectif est absent, et la possibilité de l'insertion d'un SN nominatif 
postverbal avec les préfixes de 3S. Les deux paragraphes suivants constituent un examen de ces 
deux points. 
2.2.2.3.1 L'impératif et les marqueurs de sujet 
Nous avons avancé l'idée selon laquelle l'impératif et l'imperfectif font partie du même pa­
radigme, étant donné que le premier peut être déduit du deuxième au mode jussif. Cependant, 
une question se pose ici: si c'est le cas, comment alors expliquer cette différence entre une conju­
gaison traditionnellement désignée comme étant une conjugaison à préfixes (l'imperfectif) et une 
conj ugaison à s1JJfixes (le pel' fecti f) ? 
L'absence de préfixes dans la conjugaison impérative pourrait nous amener à conclure, comme 
le font Lumsden et Haleform (2003), que ces morphèmes sont les marqueurs de sujet, puisqu'ils dis­
paraissent à l'impératif, un comportement que nous pouvons reconnaître dans plusieurs langues, 
dont le français comme dans l'exemple suivant: 
(2.7) vous sortez ---; sortez 1 
En (2.7), Je pronom clitique sujet vous est omis à l'impératif alors que le suffixe -ez est réalisé 
à l'indicatif et à l'impératif. Le même phénomène toucherait l'impératif en arabe dans l'exemple 
suivant: 
(2.8) Lam t- aXTlLt5 -u: 
---; ?uxntt!5 -u: ' 
ne.pas 2 sortir.HvlP 2lVIP sortir.IMPÉ -2îvlP
 
« Vous n'êtes pas sortis» « Sortez 1 )}
 
Cependant, nous pensons que cet argument est empiriquement inadéquat. En fait, si nous 
restons dans le cadre d'une comparaison entre l'arabe et le français, nous pouvons constater que 
le français emploie une stratégie différente de celle employée par la langue arabe quand il s'agit 
du prohibitif (une forme d'impératif). Le pronom clitique sujet est absent de l'impératif négatif 
français: ne sortez pas! alors que le préfixe de l'imperfectif ne subit pas le même sort en arabe: 
La: t-m:TlLt5-u: ! 
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Nous avons donc cles raisons cle penser que les préfixes ne peuvent constituer à eux seuls les 
marqueurs de sujet quancl un suffixe est également réalisé. En ce qui concerne J'impératif (clans 
sa forme la plus simple), l'absence de préfixes va de soi: puisque cette conjugaison n'est possible 
qu'à la 2C personne, le locuteur n'a pas besoin d'exprimer la personne par un morphème distinct, 
une information déjà présente dans la situation du discours et déduite de la conjugaison même 
du verbe. 
2.2.2.3.2 Les SN et les marqueurs de sujet 
IV[aigré la différence morphologique entre l'impératif et l'imperfectif, ces deux conjugaisons 
ont le point commun suivant: un marqueur de sujet spécifié pour le nombre (ou pour un trait de 
nombre différent du Singulier) ne peut se réaliser en même temps que le SN nominatif postverbal 
qui constitue son référent, et ce, clans les contextes non marqués. Ce comportement, qui pour­
rait être motivé pragmatiquement 12 en ce qui concerne l'impératif, est très révélateur en ce qui 
concerne l'imperfectif. Ainsi, seuls les deux préfixes j- et t- de l'imperfectif peuvent coexister ­
dans les contextes non marqués - avec des SN nominatifs postverbaux. Ces derniers peuvent être 
au singulier (2.911.), au cluel (2.9b) ou au pluriel (2.9c et d) : 
(2.9) a. j- akl-ub -u so.:m.i: riso.:lal -a -n 
3IvI- écrire.IMP -Ind Sarni lettre -ACC -Indé
 
« Sami écrit une lettre»
 
b. t- aklub -u l-vinta:ni Tisa:lal -a -n 
3F- écrire.Ii'vIP -Ind les-deux.filles lettre -ACC -Inclé
 
« Les deux filles écrivent une lettre »
 
c. t- aktuv -u n-nis:? -u Tisa: lat -a -n 
3F- écrire.IMP -Incl les-femmes-NOM lettre -ACC -Indé
 
« Le~ fennnes écrivent une lettre»
 
cl. j- akluv -u l-?awla:d-u risa:lal -o, -n 
3Iv[- écrire.Ilv[P -Ind les-garçons-N0 IvI lettre -ACC -Indé
 
« Les garçons écrivent une lettre »
 
Aucun autre marqueur de sujet à l'imperfectif ne partage cette distribution avec les deux 
préfixes j- et t-. Les mêmes remarques sont valables pour les marqueurs de sujet au perfectif. 
12 Dans le chapitre intitulé la nature des pronoms, Benveniste (19(jô) dist.ingue les pronoms de 11"e et de 2e 
personne, qui réfèrent à de::. ent.it.é~ pré~e.lltes dans le discours, et les pronoms de 3e personne, qui réfèrent. à 
des « non-personnes» ({ LA. troisième personne représente en fuit le membre non marqué de la corrélation de 
personne. » (Benveniste, 19ôô, p. 254) De par leur fonction discursive, les pronoms ont donc lin comportement 
syntaxique différenL : les pronoms de 3C personne peuvenL coexister avec des SN alors que les pronoms de 11"<' eL 
de 2c personne ne le peuvent pas. 
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En fait, les deux marqueurs de sujet -fi et. -rd, Clili sont des marqueurs du perfectif, exhibent ces 
mêmes propriétés distributionnelles, comme l'illustrent les exemples suivants: 
(2.10) a. katab -a sa:mi: risc,:lat -a -n 
écrire.PER -3rA Sami lettre -ACC -Indé 
(( Sami a écrit une lettre )} 
b. katab -at l-binta:ni risa:lat -a -n 
écrire. PER -3F les-deux filles lettre -ACC -Indé 
« Les deux filles ont écrit une lettre )} 
c. katab -at n-nis:?-u risa:la.t -a -n 
écrire.PER -3F les-femmes-NOiVI lettre -ACC -Indé 
« Les femmes ont écrit une lettre )} 
d. katnb -a l-?awla:d-u risa:lat -n -n 
écrire.PER -311/[ les-garçons-NOr-./[ lettre -ACC -Indé 
« Les garçons ont écrit une lettre )} 
Que tous ces marqueurs soient à la 3e personne peut s'expliquer par l'hypothèse cie Benveniste 
(1966). Ce qui pose problème c'est qu'ils s'accordent en genre et en personne seulement avec le SN 
postverbal. Cela. n'est qu'une facette d'un problème plus large appelé les asymétries de l'accord, 
que nous traiterons clans le troisième chapitre. Notons cependant que le degré de spécification des 
traits pourrait fournir une piste de réponse: les seuls marqueurs cie sujet du singulier qui peuvent 
coexister avec des SN postverbaux nominatifs dans les contextes non marqués encodent le genre 
d'une manière marquée: -a et j- pour le masculin et -at et t- pour le féminin. 
Ce comportement singulier cles marqueurs de sujet cie 3S pourrait expliquer, en partie clu 
moins, la diversité des approches par rapport à ces affixes: Wright (1898), paT exemple, consi­
dère que seul -at est un pronom, -a n'étant, selon lui, qu'une marque morphologique aspectuelle 
distinctive du perfectif. Fassi Fehri (1993) propose deux analyses possibles des deux marquelils 
de sujet -a et -nt: il les considère comme des pronoms qurtncl ils n'apparaissent pas avec des SN 
nominatifs post verbaux non marqués, auquel cas ils sont spécifiés pour tous leurs traits (3MS 
pour -a et 3rS pour -at). Quand ils apparaissent avec cie tels SN, il les considère comme des 
marqueurs d'accord, auquel cas ils ne sont spécifiés que pour le trait de genre (M pour -a et F 
pour -at). Lumsden et Haleform (2003) considèrent que les préfixes cie l'imperfectif sont des pro­
noms clitiques, alors que la majorité cles grammairiens les considèrent comme étant cles marqueurs 
morphologiques qui clésignent j'imperfectif (les appelant ainsi TIlLon,:! lmuçl.a:nl « les particules cie 
l'imperfectif)} ). 
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2.2.3 Les formes retenues 
Les tableaux suivants présentent les formes qui constituent notre objet d'étude dans ce cha­
pitre: le tableau (2.11) est une reproduction du tableau (2.1) (les pronoms indépendants), le 
tableau (2.12) est une reproduction du tableau (2.3) (les marqueurs cie sujet au perfectif) et du 
tableau (2.10) (les marqueurs de sujet à l'imperfectif) et le tableau (2.13) est une repl'Oduction 
du tableau (2.2) (les marqueurs cI'objet). 
Singulier Duel Pluriel 
NOM ACC NOM ACC NOM ACC 
1 Jana: ?ijja:ja nahnu ?ijja:na: narlnu ?ijja:na: 
2M ?anta ?ijja:ka ?antuma: ?ijja:kuma: ?antull1 ?ijja:kull1 
2F ?anti ?ijja:ki '1antuma: '1ijja:kuma: '1antunna ?ijJa:kunna 
3M huwa ?ijja:hu huma: '1ijja:huma: hum ?ijja:hurn 
3F hija ?ijja:ha: huma: ?ijja:huma: hunna ?ijja:hunna 
TABLEAU 2.11: Les pronoms indépendants (nominatifs et accusatifs) 
Singulier Duel Plurielc=J 
PER IMP PER IMP PER IMP 
1 - tu '1- -na: n- -na: n­
2M -ta t- -tuma: t- ... -a: -tum t- . .-u: 
2F - ti t- ... -i: -tuma: t- ... -a: -tunna t- .,-lla 
3M -a j- -3.: j- ... -a: -u: j- ..-u: 
3F -at t- -ata: t- ... -a: -na j-. ,-na 
TABLEAU 2.12: Les marqueurs de sujet 
D Singulier Duel Pluriel1 1 1 
1 -i: (-ni:, -ja) -na: -na: 
2M -ka -kLuna: -kum 
2F -ki -kuma: -kunna 
3M -hu -huma: -hum 
3F -ha: -huma: -hunna 
TABLGAU 2.13: Les marqueurs d'objet 
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Dans les sections qui suivent, nous abordons la morphologie et la syntaxe de ces différentes 
formes. Nous montrons que les marqueurs d'arguments et les pronoms indépendants sont étroite­
ment reliés; nous ferons également la part des diHérences et des ressemblances entre les marqueurs 
d'objet et les marqueurs de sujet. La section (2.3) est consacrée aux pronoms indépendants et 
à leur distribution, la section (2.4) est consacrée aux marqueurs d'arguments et la section (2.5) 
aux relations lllorphophonologiques et morphosyntaxiques entre les marqueurs cI'arguments et les 
pronoms indépendants. 
2.3 Les pronoms indépendants 
Dans cette section, nous présentons, avec plus de détails, les deux sortes cle pronoms in­
dépendants : les nominatifs et les accusatifs. Nous mettons l'accent, essentiellement, sur leur 
d istri bu t.ion. 
2.3.1 Les pronoms indépendants nominatifs 
Les pronoms indépendant.s nominatifs (désormais NOI"I) n'ont pas la même distribution selon 
le type de phrase (équative 13 ou verbale 14). Ils sont toujours non essentiels dans la phn~e verbale, 
mais ils peuvent constituer un élément essentiel de la phrase équative. 
2.3.1.1 Dans la phrase verbale 
Les pronoms indépendants NOM ne peuvent faire partie des constituants immécliats cie la 
phrase verbale. Autrement dit, ils ne peuvent occuper la fonction du sujet et leur présence dans 
ce genre de phrases est conditionnel à l'emploi des marqueurs de sujet (2.11a) ou d'objet (2.11b). 
Étant a.ssocié à des effets d'emphase, cie topicalisation ou de focalisation 15, leur emploi dans 
13 La phrase é'luative, dans notre travail: désigne toute phrase construite sans verbe et dont la tête est nomillale 
14 NOliS entendons par « phrase verbale" toute phrase dont la tête est verbale, que son élément initial soit ce 
genre de tête ou lIll élément dont la tête est nominale. 
lG La traduction des exemples en français reflète ces différences pragma.tiques. La traduction par la tournure 
" c'est .'. qui/que» exprime une focalisation, alors qlle les traductions par lin SN ou un pronom fort détaché 
expriment une topicnlisation. 
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ce contexte est pragmatiquement marqué. Cela s'observe quand ils sont préposés, comme en 
(2.11a,b), ou postposés, comme en (2.11c,cl) : 
(2.11)	 a. /wwa; katab -a; Tisa: lat -a -n 
lui écrire.PER -3MS lettre -ACC -Inclé
 
{( Lui, il a écrit une lettre»
 
b. hUWŒi. m?aj -tu -hui. ?amsi 
lui voir.PER -lS -le hier
 
{( Lui, je l'ai vu hier»
 
c. katab -a; huwai Tisa:lat -a -n 
écrire.PER -3IvIS lui lettre -ACC -Inclé
 
{( Il a écrit une lettre, lui»
 
cl. m?aj -tu -hui hU7JJa.; ?amsi 
voir.PER -lS -le lui hier
 
« .Te !',ü vu hier, lui»
 
Nous pouvons cie ce fait postuler que ces pronoms sont péTiphéTiques IG clans la phrase ver­
baIe; ils sont ainsi préclisposés à être associés non seulement à cles marqueurs cle sujet, comme en 
(2.11a,c), mais également à cles marqueurs d'objet, comme en (2.11b,cl). Leur caractère périphé­
rique les prive d'être cles arguments cle la tête verbale et constitue un argument pour consiclérer 
les marqueurs d'arguments en (2.11) comme étant les arguments du verbe. Cette hypothèse sera 
exposée et cléfenclue clans le troisième chapitre. 
2.3.1.2 Dans la phrase équative 
Dans la phrase équative, les pronoms indépendants NOî'd peuvent jouer plusieurs rôles qui 
affectent la spécification de leurs traits morphosyntaxiques et leur clegré cle référence. Ils peuvent 
en fait occuper l'une ou l'autre des deux fonctions principales (le sujet et le prédicat), auquel cas 
ils s'accorclent en tous traits avec le syntagme qui occupe l'autre fonction. Un exemple est clonné 
en (2.12). 
(2.12)	 hunna ?axawa:t -u 1- mUT/BiT -z 
elles sœurs -NOlvI le- îvlundhir -GÉN 
« Elles sont les sœurs d'El Nlunclhir »
 
lG Ce terme est employé dans un sells proche de ce que Adger et al. (2004) appellent les péT'iphé7-ies.
 
78 
Par ailleurs, les pronoms indépendants NOlvl de 3C personne peuvent jouer un rôle dans la 
phrase équative qui nous rappelle celui joué par les marqueurs de sujet de la 3c personne 17 Ils 
marquent un accord en nombre et en genre seulement entre le sujet et le prédicat et peuvent 
être employés avec un sujet à la 1rc personne, comme en (2.13a), ou à la 2c personne, comme en 
(2.13b). Ils sont ainsi sous-spécifiés pour la personne, tout comme les marqueurs de sujet de 3C 
personne peuvent être sous-spécifiés pour le nombre, et n'assument pas de rôle référentiel. 
(2.13) a. ?ana: 
moi 
huwa 
lui 
/­
le-
fa:'ii/ 
faiseur 
-u 
-NOM 
(l'n, personne) 
« C'est moi le malfaiteur » 
b. ?anta 
toi 
huwa 
lui 
/­
le-
fa:'ii/ 
faiseur 
-u 
-NOM 
(2" personne) 
« C'est toi le malfaiteur » 
c. zajd -un huwa /­
Zayd -NOlvl lui le­
« C'est Zaycl le malfaiteur 
fa: 'ii/ 
faiseur 
» 
-lL 
-NOlvl 
(3" personne) 
Dans un troisième contexte, les pronoms indépendants NOlvl de la 3c personne peuvent être 
cles explétifs dénués de toute référentialité, comme dans les exemples suivants 18 
(2.14) a. huwa /- kawn -u twjj -'IL -'Il. 
lui 1'- univers -NOrvl vivant -NOlvl -Indé 
« Le fait est que l'univers est un vivant » 
b. hija /- ?1Lmm -u madmsat -'IL -'Il. 
elle Ia- mère -NOlVI école -NOM -Indé
 
« Le fait est que la mère est une [véritablel école »
 
Ils s'accordent ainsi avec le premier élément de la phrase équative qu'ils introduisent, en genre 
et en personne seulement, puisque seuls les pronoms de 38 peuvent être employés clans ce contexte. 
Les pronoms indépendants NOrvl ont donc une distribution très élargie; ils peuvent être des 
a.rgllments ou des éléments périphériques cla.ns la strurtlll'e et ils a.ppamissent aussi hien (I",ns les 
phrases verbales que dans les phrases équatives. Nous constatons, dans la section suivante, que 
la distribution des pronoms indépendants accusatifs est plus restreinte. 
J7Yoir Fassi Fehr; (1992).
 
18 L'exemple en (2.11b) provient de (Hassan, 1987, tome 1, p. 253).
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2.3.2 Les pronoms indépendants accusatifs 
L'ordre non marqué en arabe est VSO. Dans cet ordre, l'objet est postverbal dans les contextes 
non marqués, comme en (2.l5a). Toutefois, quand l'objet est pronominalisé sous forme de pronom 
indépendant accusatif (désormais ACC), ce dernier doit être topicalisé (2.l5c) 19 et ne peut rester 
postverbal (2.15d). Notons que le SN également peut être préposé 8. la tête verbale, comme 
en (2.15b). Cette topicalisation de l'objet est associée 8. une valeur pragmatique marquée, que 
l'élément topicalisé soit le SN ou le pronom indépendant. 
(2.15) a. qara? -tu T- Tisa? lat -a 
lire.PER -lS la- lettre -ACC 
« .l'ai 1u la lettre )} 
b. ? aT- Tisa? lat -a qaTa? -tu 
la- lettre -ACC lire.PER -lS 
« C'est la lettre que j'ai lue (et non le roman) }} 
c. ?ijja:ha: qnm? -ln 
elle(ACC) lire.PER -lS
 
« C'est elle que j'ai lue (et non une autre) }}
 
d. *qnra? -tu ?ijja:ha: 
lire.PER -lS elle(ACC) 
La pronominalisation du SN objet se fait par le recours à un marqueur d'objet dans les cas non 
marqués. Ce marqueur d'objet est alors postposé à la tête verbale comme illustré par l'exemple 
suivant: 
(2.16) qara? -tu -ha: 
lire.PER -lS -la 
« .le l'ai lue )} 
L'argument interne du verbe (l'objet) est donc postverbal quand il est un marqueur d'objet et 
préverba! quancl il est. 1111 pronom inclépendant ACC. L'argumentalité des pronoms indépendants 
ACC ne se limite cependant pas à ce contexte. Dans les structures à double objet, lorsque deux 
marqueurs d'objet forment une suite, le deuxième complément peut se réaliser comme un pronom 
indépendant ACC, comme en (2.17b) 20 : 
10 La topicalisation est entendue ici comme étant le procédé par lequel un constituant est préposé. 
20 La différence entre l'emploi du marqueur d'objet et l'emploi du pronom indépendant est surtout une différence 
de registre, comme expliqué dans la section (2.5.2.1). 
so 
(2.17) a. wahab -tu -ka -ha: 
donner.PER -1S -te -la 
« .le te l'ai clonnée » 
b. wahab -tu -ka ?ijja:ha: 
donner.PER -lS -te elle(ACC) 
« .le te l'ai clonnée » 
Nous avons présenté la distribution des pronoms indépendants NOrvl et ACC dans le but cie les 
comparer aux marqueurs d'arguments. La question cie l'argumentalité des uns et des autres sera 
au coeur cie cette compamison. tvlais avant d'examiner cette question, nous avons besoin d'avoir 
une meilleure compréhension du comportement des marqueurs d'arguments. La section (2.4) est 
dédiée à une étude descriptive de la distribution et de la morphosyntaxe cie ces marqueurs. 
2.4 Les marqueurs d'arguments 
Les marqueurs cl 'arguments constituent un groupe homogène quand ils sont contrastés aux 
pronoms indépendants. Toutefois, ce groupe comporte plusieurs i1symétries qui le scindent en 
deux sous-groupes distincts. La section (2.4.1) portera sur les ressemblances distributionnelles et 
morphologiques entre ces cieux sortes de marqueurs alors que ln section (2.4.2) mettra l'accent 
sur les différences. 
2.4.1 Les symétries 
Les marqueurs cI'arguments partagent certaines propriétés distributionnelles dont la plus im­
portante est celle mentionnée pM Eloussfourri (1998). L'auteure souligne que les deux sous­
classes de marqueurs se comportent de la même manière vis-à-vis de certaines structures. Dans 
les contextes non ma.rqués, quand un marqueur d'argument est spécifié pour le nombre, il ne 
peut coexister avec un SN nominatif postposé dans les cas non marqués. En (2.18a), le marqueur 
d'objet de 3tvlS -hu et le SN MS s'adi:qi: « mon ami» sont coréférentiels mais incompatibles. La 
phrase qui en résulte est agrammaticale. Ce comportement caractérise également le marqueur de 
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sujet de 3MP -11: en (2.18b), qui ne peut co-apparaître avec le SN IvIP ?as'diqa:?i: « mes amis» 
dans les contextes non marqués: 
(2.18)	 a. *ra?j -tl1 -h1l-i s'adi:q -i:'i (marqueur d'objet) 
voir.PER -IS -le ami -mon 
a', m?j 
voirPER 
-tu 
-IS 
-hu 
-le 
« Je l'ai vu » 
a". m?j 
voirPER 
-tu 
-1S 
s'adi:q 
ami 
-i: 
-mon 
« .J'ai vu mon ami» 
b. *na'-5 at1 
réussir. PER 
-U:i 
-3MP 
?as'diqa:? 
amis 
-i:i 
-mes 
(marqueur de sujet) 
b'. nactah -u: 
réussir.PER -3MP 
« Ils ont réussi )} 
bU. na(san -()..i ?as 'diqa:? -i:; 
réussirPER -31\11 amis -mes 
« IvIes amis ont réussi» 
En plus de cette distribution particulière, les deux sortes de marqueurs, quand ils sont spécifiés 
pour le nombre, peuvent coexister avec de tels SN si ces derniers ne sont pas (les arguments de la 
tête dont dépend Je marqueur. Cela est éga.lement possible avec des pronoms indépendants. Ces 
derniers ont, en outre, la particularité d'être au cas nominatif même si le marqueur coréférentiel 
est à l'accusatif: 
(2.19) a.	 m?aj -tu -hUi huwai (marqueur d'objet) 
voir.PER -IS -le lui(NOrv1) 
« .Je l'ai vu, lui» 
b. m(sa) -(Li huwn;	 (marqueur cle sujet) 
revenir.PER -3MS lui (NOM) 
« Il est revenu, lui )} 
Ce qui est commun aux marqueurs cl 'a.rguments dans ces contextes c'est que leur présence 
clans la structure rend la présence des SN et des pronoms indépenda.nts superflue et les confine à 
la périphérie de la phrase, où ils ne peuvent constituer cles arguments cle la tête. 
82 
Une autre similitude distributionnelle s'observe dans la coordination. Les deux classes de 
marqueurs d'arguments ne peuvent être coordonnés les uns aux autres et il faut plutôt les répéter 
sur leurs hôtes, comme le montrent les exemples suivants: 
(2.20)	 a. *m?aj -tu -hu wa -ha: (marqueur d'objet) 
voir.PER -13 -le et -la 
b.	 m?aj -tu -hu wa m?aj -tu -ha: 
voir.PER -13 -le et voir.PER -13 -la
 
« .le j'ai vu et je l'ai vue»
 
c.	 "c))û -tu wa -ta (marqueur de sujet) 
venir.PER -13 et -2!\l13 
d.	 c5 Û -tu wa c5Û -ta 
venir.PER -13 et venir.PER -2J\l13
 
« .le suis venu et toi également»
 
Finalement, les marqueurs de sujet, tout comme les marqueurs d'objet, ne peuvent être ac­
centués, focalisés ou mis en valeur, comme le soulignent Bloch (1986) et Eloussfourri (1998). 
Ils sont toujours pragmatiquement neutres et seuls leurs équivalents indépendnnts peuvent être 
accentués: 
(2.21)	 n. *m?aj -tu -HU (marqueur d'ol)jet focalisé) 
voir.PER -13 -LE 
b.	 ?ijja:hu m?aj -tu (Pro.lnd.ACC focnlisé) 
lui(ACC) voir.PER -13
 
« C'est lui que j'ai vu »
 
c.	 *nim -TU (marqneur de sujet focalisé) 
dormir.PER -13 
d.	 ?an:a nim -tu (Prolnd.NOI\l1 focalisé) 
moi dormi! .PER -13
 
« C'est moi qui me suis endormi»
 
Les similitudes distributionnelles mentionnées dans cette section nous donnent des raisons de 
penser que les marqueurs de sujet et les marqueurs d'objet, même s'ils sont contrastés sur plus 
d'un plan, appartiennent à une certaine classe commune de formes, et c'est cette cla.'3se que nous 
appelons ici marqueurs d'arguments. 
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2.4.2 Les asymétries 
Les marqueurs d'arguments sont hétérogènes 21 sur plus d'un plan: sur le plan phonologique, et 
en prenant en considération les différents hôtes possibles de ces formes prosodiquemenl déficientes, 
les marqueurs de sujet sélectionnent un seul type d'hôte, à savoir les verbes fléchis, alors que les 
marqueurs d'objet sélectionnent des hôtes de plusieurs catégories (section 2.4.2.1). Sur le plan 
morphologique, seuls les marqueurs de sujet sont analysables dans ce module de la grammaire. 
Cela s'explique par le fait qu'ils s'attachent à. un radical verbal pOlir former un mot (Il' vprbl' 
fléchi), alors que les marqueurs d'objet s'attachent à un mot déjà formé (section 2.4.2.2). Sur 
le plan rnorphosyntaxique, seuls les marqueurs de sujet ont un comportement et des fonnes 
semblables à ceux de certains marqueurs morphosyntaxiques, à savoir les marqueurs d'accord 
nominaux (section 2.4.2.3). Et finalement, sur le plan syntaxique, le comportement des marqueurs 
de sujet et des marqueurs d'objet est dissemblable dans certaines structures, à savoir notamment 
dans la corroboration (section 2.4.2.4). 
2.4.2.1 L'asymétrie des hôtes 
Les marqueurs d'objet peuvent s'attacher à plusieurs catégories: les verbes (2.22a), les nomi­
naux (2.22b), les prépositions (2.22c) et les complémenteurs (2.22d) : 
(2.22) a. katah -ta -ha: 
écrire. PErl -21\113 -la
 
« Tu l'as écrite»
 
b. kita:b -1L -ha: 
livre -NOiVl -son
 
« son livre»
 
c. xi! -tu min -ha: 
craindre.PER -lS de -elle
 
({ J'ai eu peur d'elle»
 
d. ?inna -ha: qari: bal -u -n 
que -elle proche -NO]v[ -Indé 
« Elle est proche, certes» 
21 Mullen (1986) a signalé la présence d'asymétries semblables en amharique, la deuxième langue sémitique la 
plus parlée au nloncle, après l'arabe. Cette langue est parlée en Éthiopie par une majorité de la population, mais 
égnlcmcnt pa.r des minorités dispersées duns plusieurs pays, dont l'Égypte et l'Érythrée. 
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Les marqueurs de sujet n'ont, quant à eux, qu'un seul hôte possible: le verbe fléchi perfectif 
(2.23a), imperfectif (2.23b) et impératif (2.23c). Ils ne peuvent s'attacher ni à des noms, ni à cles 
prépositions, ni cl des complémenteurs : 
(2.23) a. nu5r/i' 
revenir.PER 
-u: 
-3MP 
« Ils sont revenus» 
b. j­
3­
anj)~) 
revenir.IMP 
-u: 
-lvIP 
-na 
-Incl 
« Ils reviennent » 
c. ?1:nj)i'1 
revenir.HvIPÉ 
« Revenez 1 » 
-u: 
-n/IP 
À cet égard, les marqueurs de sujet se comportent comme les clitiques verbaux des langues 
romanes. Leur domaine syntaxique d'attachement est le verbe. Le domaine d'attachement des 
marqueurs d'ol>jet n'est cependant pa'> limité aux verbes. Ils peuvent, à cet égard, être rapproché::; 
du clitique du possessif anglais 's22 
2.4.2.2 La morphologie des marqueurs d'arguments 
Prenant en compte ce que nous avons avancé par rapport à la formation cles mots en arabe, 
nous pouvons affirmer que seuls les marqueurs de sujet peuvent être considérés comme des atomes 
cie la morphologie ils font partie intégrante de la forme morphologique des verl>es fléchis. En 
fait, les marqueurs cie sujet s'attachent au radical verbal pour former le verbe fléchi, alors que 
les marqueurs d'objet sont attachés une fois que les premiers le sont et ne font clone pas partie 
du verbe en tant qu'unité morphologique. Cette atomicité morphologique des marqueurs de sujet 
se traduit dans le fait que le verbe sélectionne un SN, un pronom indépendant ou un marqueur 
cl'objet seulement quancl il comporte déjà un marqueur de sujet. Cette propriété est captée par 
le concept cie l'incorporation de Fassi Fehri (1993) 23, mais également par l'hypothèse postulant 
que les marqueurs de sujet sont des affixes (faisant partie cle la tête verbale). 
Les exemples suivants mettent l'accent sur la formation morphologique des verbes avec des 
marqueurs d'arguments des deux sortes discutées ici. En (2.24a), selll 1111 marqueur de sujet est 
22 Ce clitique s'attache à un SN en position finale comme enclitique, mais son hôte phonologique (le dernier 
élément du SN) peut être de plusieurs types catégoriels. Voir Zwicky (1987). 
23 L'incorporation dont il s'agit ici est lm déplacement de tête ft tête à la Baker (1988). 
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attaché au radical verbal ko,tab et compose avec ce radical la forme morphologique du verbe 
fléchi. En (2.24b), un marquem d'objet est attaché immédiatement à droite du marqueur de 
sujet. Nous pouvons avancer que cet attachement est de deux ordres: il est tout d'abord d'ordre 
phonologique et sert à pallier la déficience accentuelle du marqueur d'ol)jet; il est également 
d'ordre syntaxique et sert de ce fait à fournir Je complément du verbe. Cet attachement n'a 
cependant aucun caractère morphologique. Ce qui le prouve c'est que l'attachement du seul 
marqueur d'objet produit une forme agrammaticale (2.24c), et que la violation de cet ordre 
(radical + ma.rqueur de sujet + marqueur cl 'ohjet) est tout aussi agrammaticale (2.24d) 24. En 
(2.24e), nous avons un exemple plus complexe où le radical verbal aktuu est muni clu marqueur de 
sujet discontinu t- ... -a:, du morphème de l'indicatif -ni et d'un marqueur d'objet -/W:. Ici encore, 
le marqueur d'objet est attaché à J'extérieur des frontières morphologiques du verbe. 
(2.24) a. katab -tu 
écrire.PER -lS
 
« J'ai écrit })
 
b.	 katab -tu -ha: 
écrire.PER -lS -la
 
« .le J'ai écrite»
 
c.	 *katau -ha:
 
écrire.PER -la
 
d.	 *katau -ha: -tu
 
écrire.PER -la -lS
 
e.	 t- aktub -a: -ni -ha: 
2- écrire.IMP -lvlD -Ind -la
 
« Vous (deux) l'écrivez »
 
L'atomicité morphologique des marqueurs de sujet ainsi que leur attachement à une seule 
catégorie (les verbes) en font des candidats éligibles à J'étiquette d'affixes. Cette question sera 
discutée dans le quatrième chapitre. 
Les marqueurs d'objet sont différents des marqueurs de sujet sur les deux plans phonologique 
et morphologique. lVIorphosyntaxiquement, une troisième différence vient approfondir cette hété­
rogénéité; elle se résume dans les liens entre les différents marqueurs d'arguments et les marqueurs 
cl 'accord. 
24 Une comparaison avec les c1itiques sujets du français s'impose ici. Cn fait, ces clitiques sont toujours attachés 
au verbe et ne peuvent en être séparés que par des c1itiques objets. Ce comportement donne lieu à des phrases 
comllle je te le donne, où le c1itique sujet est attaché à l'extérieur des deux c1itiques objets. 
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2.4.2.3 Marqueurs d'arguments et marqueurs d'accord 
Les marqueurs de sujet, à l'opposé des marqueurs d'objet, ressemblent très visiblement aux 
marqueurs d'accord que l'on trouve sur les noms et les adjectifs. Cette ressemblance est mise 
en relief dans les exemples en (2.25). En (2.25a), le marqueur d'accord -lcna attaché au nom l­
mu~' allim-u:na (les enseignants) se décompose en deux morphèmes: -u: et -na. Le premier est un 
morphème portemanteau qui exprime à la fois trois traits: le cas (NOtl'1), le genre (le masculin) et 
le nombre (le pluriel). Le deuxième est un indicateur de l'ét,ü libre du nom (le fil.it. qll'jl n'entre pas 
dans un état construit avec un autre nom). Un morphème composé semblable -u:na fait partie du 
verbe imperfectifj-u','a:dir-u:-na « ils quittent ». Il se laisse décomposer en deux morphèmes: -11.: 
et -na. Le premier de ces deux morphèmes exprime le genre (le masculin) et le nombre (le I)luriel), 
alors que le deuxième est le morphème de l'indicatif. Le suffixe -u: exprime clonc les mêmes traits 
morphosyntaxiques (cie genre et cie nombre) que son hôte soit un verbe ou un nom. Le fait qu'il 
désigne le cas nominatif du nom pellt servir d'indicateur important si nous considérons que le 
marqueur de sujet ù l'imperfectif est un pronom sujet (et donc au nominatif), hypothèse dont 
nous discuterons dans le troisième chapitre. En (2.25b), le même constat est valable en ce qui a. 
trait all duel masculin marqué sur le verbe et sur le nom par le même suffixe -a:. Ce dernier est 
également le morphème qui exprime le nominatif sur le nom. Le suffixe -ni dans ces formes est 
comparable au suffixe -na en (2.25a). 
(2.25) cl. ?al­mu)' allimu:na j- u','a.:dir -u: -na l­qa:"!. at -a 
les- enseignants 3­ quitter.IMP -p/LP-Ind la- salle -ACC 
« Les enseignants, ils quittent la salle» 
b. ?al­mu'îallima:ni j 1I.','a:dir -a:-ni l- qa:'îat-a 
les- deux.enseignants 3- quitter.IlvIP -fvID-Ind la- salle -ACC 
« Les deux enseignants, ils quittent la salle» 
La. ressemblance est toutefois limitée à l'imperfectif indicatif. Cette conjugaison est en effet 
appelée? alm.lIJJa:ri'î (littéralement « la forme qui ressemble à celle des noms») par les gram­
mairiens pour mettre l'accent sur cette ressemblance. Notons également que les marqueurs de 
l'accord (qui s'attachent aux noms et aux adjectifs) -u:na et -a:ni sont propres au cas nominatif 
et qu'ils se réalisent -i:na 20 et -ajni respectivement aux autres cas. L'alternance est autre pour 
les marqueurs de sujet formés en partie de -u:na et de -a:ni, qui subissent lIne troncation de leur 
2" syllabe \lU subjonctif et au jussif2G 
20 La forme -i:na. se retrouve dans la conjugaison imperfective des verbes à la 2FS.
 
2G La troncation de cette même syllabe se produit quand Je nom qui porte les marqueurs d'accord -,,:na, --i:na.,
 
-a:ni et -ajni est en état construit, comme dans ]lexempie suivant 
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Nous pouvons, par ailleurs, signaler d'autres ressemblances entre les marqueurs cie sujet et les 
marqueurs d'accord en isolant les morphèmes qui encodent le genre, par exemple. Le féminin est 
généralement marqué par le morphème -t sur les noms et les adjectifs. Ce même morphème semble 
entrer clans la composition de plusieurs marqueurs de sujet de la 3c personne pour distinguer le 
féminin du masculin, comme illustré dans le tableau (2.14). 
1 1Singulier Duel 
Perfectif 3M katab-a katab-a: 
Perfectif 3F katab-at katab-ata: 
Imperfectif 3M j-aktub-u j-aktu b-a:- ni 
Imperfectif 3F t-aktub-u t-aktub-a:-ni 
TABLEAU 2.14: L'alternance MlF dans quelques marqueurs de sujet 
Toutefois, au pluriel de la 3e personne et aux autres personnes, cette relation est moins transpa­
rente. Le paradigme contient en fai t un trou morphologique: à la Fe personne, aucune distinction 
n'est faite entre le masculin et le féminin, alors qu'aux autres personnes les moyens acloptés sont 
variables. À la 2e personne, par exemple, la distinction des deux genres se fait par l'alternance 
vocalique a/i (entre -ta 2MS et -li 2FS) ou le marquage clu féminin par un morphème spécifique 
(-i: à l'imperfectif). À la 3e personne du pluriel, la stratégie supplétive est adoptée -u: pour la 
3lvrp et -na pour la 3FP, etc. 
2.4.2.4 La corroboration par des réfléchis 
Le comportement des marqueurs de sujet et des marqueurs cl 'objet dans les structures à appo­
sition corroborative 27 fournit un appui important aux asymétries signalées dans les paragraphes 
précédents. Seuls les marqueurs cI'objet peuvent en fait être corroborés par les réfléchis 28 En 
(2.26a), le marqueur c1'objet accusatif -Iw. est corroboré par Je réfléchi nafs-a-hu « lui-même ». En 
(2.26b), le marqueur d'objet génitif -hu est corroboré par le réfléchi nafs-i-hi. Cette corroboration 
est impossible pour les marqueurs cie sujet, d'où l'agrammaticalité de (2.26c), où le marqueur de 
sujet -u: du perfectif est corroboré par le réfléchi ?anJus-u-hum. Ce comportement caractérise les 
marqueurs cie sujet attachés à l'imperfectif et à l'impératif également 
(i) qa:ri?a:ni - qa:l'i?a: r-risa:lat-i 
lecteurs.NOM.D ~ lectelll's.NOi'vI.D la-Iettre-GÉN 
" Les deux lecteurs cie la lettre» 
27 La corroboration se fait par cles réAéchis ou par des quantifielll's en arabe. Senle la corrohoration par des 
réfléchis donne lieu à [lasymétrie observée dans ce paragraphe. La corroboration par un quantifieUf, comme ku.il 
«( tOllt/chaque», est possible pour les deux sortes de marqueurs d1arguments. 
28 Les réfléchis sont formés de certains noms, comme naIs, oa:t et Clajn 1 qui signifient « âme» et {( personne », 
t'lnnexés à un marqueur d'objet. 
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(2.26) a. qa:bal -tu -hu nais -a -hu (marqueur d'objet ACC) 
rencontrer.PER -IS -le âme-ACC-son 
« .le l'ai rencontré, lui-même )} 
b. farar -tu min -hu nais -i -hi (marqueur d'objet GÉN) 
fuir.PER -IS de -lui âme-GÉN-son 
« .le l'ai fui, lui-même )} 
c. *t5a:? -u: ?anfus -1l -hum (marqueur de sujet) 
venir.PER -3MP âmes-NOM-Ieurs 
Pour accomplir la corroboration dans la phrase (2.26c), un pronom indépendant NONl, coré­
férentiel avec le marqueur de sujet, doit obligatoirement être inséré, comme l'illustre l'exemple 
suivant: 
(2.27) t5a:? -u: hum., ?anfus _ou -hum, 
venir.PER -3t1iIP eux âmes-NOivI-leurs 
« Ils sont venus, eux-mêmes» 
Ces exemples montrent une hétérogénéité syntaxique entre le:; deux :;orte:; de marqueurs d'ar­
guments qui vient s'ajouter aux autres asymétries morphologiques et morphosyntaxiques déjà 
présentées. 
De ce qui précède, les marqueurs d'arguments semblent constituer Ulle c1a.<;se homogène, Ils 
présentent en fait certaines propriétés qui les distinguent nettement des pronoms indépendants 
sur le plan morphophonologique, sur le plan (morpho):;yntaxique et sur le plan sémantique. Sur 
ce dernier point, notons que les marqueurs d'arguments ne sont jamais associés à des valeurs 
pragmatiques marquées, alors que les pronoms indépendants NOM et ACC le sont dans la majorité 
de leurs emplois. Les grammairiens de la tradition affirmaient, par ailleurs, cette valeur ajoutée 
par l'emploi des pronoms indépendants en déclarant: « ne pas recourir aux pronoms indépendants 
si l'on peut employer les pronoms conjoints » 20 La section suivante apporte plus d'éléments à 
cette comparaison. 
2V (Sibawayhi, 1977, auteur du Xille siècle), traduction libre. 
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2.5 Relations entre pronoms indépendants et marqueurs d'arguments 
Les marqueurs d'arguments de l'arabe entretiennent plusieurs rapports avec les pronoms in­
dépendants. Sur un plan purement morphophonologique, ces derniers sont majoritairement com­
posés de marqueurs d'arguments agglutinés à d'autres éléments, ce qui témoigne d'un processus 
diachronique probable de dérivation. Sur le plan morphosyntaxique, les deux sortes cie formes 
encodent des trai ts semblables, à savoir les traits de genre, de nombre et de personne, en plus 
de la pertinence de la discrimination sur la base du cas morphologique. Sur le plan syntaxique, 
finalement, si certains contextes admettent l'emploi de l'une ou l'autre de ces deux formes, il n'est 
généralement pas possible de les substituer les unes aux autres. 
2.5.1 La morphophonologie des pronoms 
Nous remarquons une relation morphophonologique incontestable entre plusieurs marqueurs 
d'arguments et les pronoms indépendants équivalents. Dans le tableau (2.15), nous mettons l'ac­
cent sur la composition des marqueurs d'objet eL des pronoms indépendants ACC. Il s'avère que 
ces derniers sont invariablement formés selon le modèle suivant: le support ?ijj(l: - :30 suivi d'un 
marqueur d'objet. 
1 Pers. 1 Gre 1 Nbre ~ Marqueur d'objet 1 Pronom indépendant ACC 1 
1 MlF S -(n)i: (-ja) ?ijja:-ja 
D/P -na: ?ijja:-na: 
2 M S -ka ?ijja:-ka 
D -kuma: ?ijja:-kuma: 
P -kum ?ijja:-kum 
F S -ki ?ijja:-ki 
D -kuma: ?ijja:-kuma: 
P -kunna ?ijja:-kunna 
3 M S -hu ?ijja:-hu 
D -huma: ?ijja:-huma: 
P -hum ?ijja:-hum 
F S -ha: ?ijja:-ha: 
D -huma: ?ijja:-huma: 
P -hunna ?ijja:-hunna 
TABLEAU 2.15: Les pronoms indépendants ACC et les marqueurs d'objet 
Cette relation est également transparente dans le cas (les pronoms indépendants NOM. Ces 
30 Ce support serait à l'origine un démonstratif, ce qui appuie l'hypothèse des historiens des langues sémitiques 
selon laquelle les pronoms sont issus de démonstratifs en arabe (Fleisch, 1979). 
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pronoms sont en fait formés des marqueurs de sujet du perfectif précédés du SUPI)Ort ?an_·31 pour 
la. 2" personne et d'autres supports pour la 1re et la 3e personnes. 
11 Pers. 1 Gre Nbre ~ Marqueur de suj. PER 1 Pronom indépendant NOM 
1 MlF S - tu ?ana: 
D/P -na: nahnu 
2 M S -ta ?an-ta 
D -tuma: ?an-tuma: 
P -tum ?an-tum 
F S -ti ?an-ti 
D -tun1a: ?an-tuma: 
P -tunna ?a.n-tunna 
3 M S -a huwa 
D -a: huma: 
P -u: hum 
F S -al. hija 
D -ata: huma: 
P -na hunnu 
TABLEAU 2.16: Les pronoms indépendants NOM et les mùrqueurs de sujet 
Bien que certains marqueurs de sujet (par exemple, à la 13 et à la 33) ne semblent I)as être 
directement reliés aux pronoms indépendants équivalents, nous ne pouvons nous empêcher de faire 
un rapprochement entre les cIeux formes sur la base de leur constitution morphophonologique. 
Cette ressemblance est plus frappante si nous prenons les formes protosél11itiques qui sont censées 
être à l'origine des formes actuelles, telles que reconstituées par Gray (1934), par exemple, dans 
le ta.bleau (2.17) 32 
1 Pers. 1 Gre 1 Nbre 1 MSu IMP 1 MSu PER 1 Pro. ind. NOM 1 
1 
2 
MlF 
MlF 
M 
S 
D/P 
S 
?­
n­
t­
-ku 
-na: 
-t-a 
?an-a:(ku) 
nah-nu 
?an-t-a 
F S t-" .-i: -ti: ?an-t-i 
M P t­ -t-um-u ?an-t-ulTl-u 
F P t­ -t.inn-a ?an-L-inn-a 
TABLEAU 2.17' Les formes protosémitiques (Gray, 1934) 
Ces observations sont à j'origine cIe j'hypothèse suivante qu'on retrouve dans plusieurs ou­
vrages, dont Fleisch (1979), Gray (1934) et Moscat.i (1964) le système cIes marqueurs de sujet 
cIe l'arabe a vraisemblablement résulté de ['incorporation des pronoms indépendants nominatifs 
au verbe. Fleisch (1979), par exemple, affirme que les préfixes cIe l'imperfectif et les suffixes du 
31 Un hornophone de ce support ?an est employé comme complémenteur. 
32 Cité dans (Benmamoun, 2000b, p. nO). 
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perfectif sont des lxonoms réduits agglutinés au verbe. 
À la lumière de cette relation morphophonologique avérée entre les marqueurs d'arguments 
et	 les pronoms indépendants, nous nous posons la question suivante existe-t-il un pendant 
syntaxique à cette relation? Nous consacrons la section suivante à cette question. 
2.5.2 La syntaxe 
2.5.2.1 Marqueurs d'objet et pronoms indépendants 
Les marqueurs d'objets et les pronoms indépendants ACC Il 'occupent généralement pas les 
mêmes fonctions. Seuls les marqueurs d'objet peuvent être des compléments cie nom, de préposi­
tion et de complémenteur et des compléments directs postposés au verbe, comme le montrent les 
contrastes suivants: 
(2.28) a. bajt -u -ha: 
maison -NOM -sa
 
« sa maison )}
 
a'.	 *bojt -u ?ijja:ha: 
maison -NOlV! elle 
b.	 min -ha: 
de -elle 
« d'elle» 
b'. "min ?iJja:ha:
 
de elle
 
c.	 ?annŒ -ha: 
que -elle 
« qu'elle )} 
c'.	 *?ŒnnŒ ?ijja:ha:
 
que elle
 
d.	 IŒqi: -tu -ha: 
trouver.PER -1S -la
 
« .Te l'ai trouvée )}
 
d'.	 *IŒqi: -tu ?ijja:ha:
 
trouver.PER -1S elle
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Nous pourrions penser à une distribution complémentaire, mais une structure semble contre­
dire cette conclusion. Il s'agit du deuxième complément des verbes dits de don. D'autres verbes 
sélectionnent deux compléments en arabe, mais le deuxième complément ne peut se réaliser sous 
la forme d'un marqueur d'objet. Il s'agit notamment des verbes dits de croyance comme xa:la 
« croire» dans les exemples suivants: 
(2.29) a. xii -tu r- 7'(U-5ul -a 
croire.PER -18 1'­ homme -ACC 
« .l'ai confondu l'homme avec un voleu
lis's' 
voleur 
r » 
-a 
-ACC 
-n 
-Indé 
b. xii -tu -h.u lis 's' -a 
croire.PER -18 -le voleur -ACC 
« .Te l'ai confondu avec un voleur » 
-n 
-Indé 
b. *xil 
croire.PER 
-tu 
-18 
-hu 
-le 
-lm 
-le 
Quand le deuxième complément des verbes de don est pronominalisé, les deux structures avec 
un marqueur d'objet et avec un pronom indépendant sont grammaticales: 
(2.30) a. wahab -tu. -ka /- kita:b -a 
donner.PER -18 -te le-livre-ACC 
« j8 t'ai donné le livre» 
b. wah.ab -tu -ka -hu 
donner.PER -18 -te -le 
« .Te te l'ai donné» 
c. wahab -tu -ka ?ijja:hu 
donner.PER -18 -te lui(ACC) 
« .Te te l'ai donné» 
Les deux exemples en (2.30b) et en (2.30c), bien qu'ils expriment le même sens, représentent 
deux registres différents de la langue. Le premier est archiisant alors que le deuxième est plus 
souvent rencontré dans le style contemporain. Attendu cette différence de registre et la différence 
entre les verbes de don et les verbes de croyance, nous pou vons maintenir 1'hypothèse selon laquelle 
les marqueurs d'objet et les pronoms indépendants ACC sont en distribution complémentaire. 
2.5.2.2 Marqueurs d'objet et SN 
8i la distribution des marqueurs d'objet et des pronoms indépendants ACC est complémen­
taire, la COml)araison des contextes dans lesquels sont insérés des SN (non nominatifs) et des 
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ma.rqueurs d'objet donne lieu à une conclusion différente. En fait, et comme le montrent les 
exemples en (2.31), les marqueurs d'objet occupent les mêmes fonctions qu'occupent les SN, à 
condition qu'ils soient réalisés à droite de la tête. Quand le SN est à gauche de la tête, et ce n'est 
possible qu'avec une tête verbale, seul un pronom indépendant ACC peut remplacer Je SN : 
(2.31) a. bajt -u zajd -in 
maison -NOiVI Zayd-GÉN
 
{( la maison de Zayd »
 
a'. bajt -u -hu 
maison -NOM -sa
 
{( sa maison»
 
b. 'îinda zajd -in 
chez Zaycl-GÉN
 
{( chez Zayd»
 
b'. 'îinda -hu 
chez -lui
 
{( che7- llii »
 
c. ?anna zajd -an 
que Zayd-ACC
 
{( que Zayd»
 
c'. ?anna -hu 
que -il
 
{( qu'il»
 
d. laqi: -tu zajd -an 
trouver.PER -lS Zayd-ACC
 
{( .l'ai trouvé Zayd»
 
d'. laqi: -tu -hu
 
trouver.PER -lS -le
 
« Je l'ai trouvé»
 
e. zajd -an laqi: -tu 
Zayd-ACC trouver.PER -lS
 
{( C'est Zayd que j'ai trouvé (et non Michel) »
 
e'. ?ijja:hu laqi: -tu
 
lui(ACC) trouver.PER -lS
 
{( C'est lui que j'ai trouvé (et non elle) »
 
Nous pouvons donc conclure que, pour remplacer un SN (dont le cas est autre que le nominatif) 
par un pronom, le choix se fait entre les pronoms indépendants ACC et les marqueurs d'objet. 
Quand le SN est à droite de la tête, seul un marqueur d'objet peut le remplacer en préservant 
94 
cette position. À gauche de la tête, par contre, seul un pronom indépendant peut rem[)lacer le 
SN. 
Nous pouvons ainsi comprendre [)ourquoi le deuxième com[)lément pronominal en (2.30c) est 
indépendant. N'étant pas adjacent à la tête verbale, il n'est pas forcé de s'y attacher. Cette 
indépendance est même obligatoire dans certains contextes où l'ordre des marqueurs d'objet 
constitue une violation de la contrainte thématique 33 ou de la contrainte de la personne 34, comme 
dans les exemples suivants: 
(2.32)	 a. *wahab -tu. -hu -ka 
donner.PER -lS -lui -te 
G. wu/wu -[u -hu ?ijja:ka 
donner.PER -lS -lui toi
 
« .Te t'ai donné à lui»
 
Cette indépendance est également obligatoire avec les verbes de croyance, comme le montre 
le contraste entre les exemples suivants: 
(2.33) a.	 :ril -tn -ka lis's'-a-n 
croire.PER -lS -te voleur-ACC-Indé
 
« .T'ai cru que tu étais un voleur "
 
b. *xil -t11 -ka -hu 
croire.PER -lS -te -le 
c. xii -tu -ka ?ijja:hu 
croire.PER -lS -te lui
 
« .T'ai cru que tu l'étais»
 
Par ailleurs, nous pouvons également rendre compte de la relation morphophonologique entre 
les marqueurs d'objet et les pronoms indépendants ACC. Ainsi, nous pouvons postuler qu'en 
arabe, les pronoms objets sont toujours attachés à la tête qui constitue un hôte potentiel (c'est­
à-dire une tête adjacente à gauche du pronom) quand un tel hôte est disponible; autrement, 
ils apparaissent attachés au support morphologique 7ijja:-, et forment avec ce dernier une unité 
pronominale autonome (le pronom indépendant). 
33 Dans une suite de marqueurs d'objet, le bénéficiaire doit précéder le thème. 
3'1 Dans lIne suite de marqueurs d1objet) les personnes doivent être ordonnées comme suit. 1 < 2 < 3. 
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Nous n'avons discuté dans cette section que de la syntaxe des marqueurs d'objet et surtout des 
relations distributionnelles entre ces pronoms, les pronoms indépendants et les syntagmes nomi­
naux que ces deux sortes de pronoms sont censées remplacer. Aussi ces remarques ne concernent­
elles en réalité que les marqueurs d'objet. Les marqueurs de sujet ont une tout autre histoire et 
nous ne pouvons envisager d'étudier leur syntaxe sans soulever plusieurs problèmes qui concernent 
leur statut morphosyntaxique. 
2.6 Conclusion 
Nous avons présenté les deux classes qui forment ce qlle nOlis pOllvons considérer comme étant 
le système des pronoms personnels de l'arabe, à savoir les nlarquem:; li 'argullients et les pronoms 
indépendants. De cette présentation, nous pouvons tirer plusieurs conclusions. 
Ce système comporte deux sortes cie pronoms personnels morphophonologiquement et mor­
phosyntaxiquement reliés: les marqueurs d'arguments et les pronoms indépendants. L'étiquette 
de pronoms attribuée aux marqueurs d'arguments pourrait être motivée par leurs propriétés ré­
férentielles et par leur expression des traits de noml)re, de genre et cie personne. Elle pourrait 
également être contestée en ce qui concerne certains marqueurs de snjet, étant donné que quatre 
de ces derniers (il savoir les marqueurs de sujet cie la 3c personne clu singulier) peuvent coexister 
avec des SN postposés dans les contextes non marqués. Cette question est reliée à celle de la 
morphosyntaxe de ces marqueurs et sera traitée dans le troisième chapitre. 
Cette typologie cles pronoms personnels de l'arabe met l'accent sur les similarités et les diffé­
rences morphophonologiques et syntaxiques. Elle nous permet non seulement de bien comprendre 
les rôles endossés par ces deux classes, mais également de bien situer les marqueurs d'arguments, 
notre sujet d'étude, dans un système plus global. 
Les marqueurs d'a.rguments partagent certaines propriétés du fait de leur appartenance à cette 
sous-classe, mais ils ne sont pas homogènes et se divisent en deux sous-groupes les marqueurs 
de sujet et les marqueurs d'objet. Plusieurs asymétries morphologiques et syntaxiques appuient 
cette typologie. Parmi ces asymétries, nous pensons que le comportement vis-à-vis des structures 
à corroboration par des réAéchis revêt une grande importance. Les marqueurs c1e sujet ne peuvent 
en fait être corroborés par des réAéchis que lorsqu'on insère un pronom indépendant NOrvI équi­
valent entre le marqueur de sujet et le syntagme qui Je corrobore. Cette exigence ne concerne 
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cependant que les marqueurs de sujet; les marqueurs d'objet peuvent être corroborés librement 
sans l'insertion d'un pronom indépendant. 
Cette hétérogénéité qui caractérise les marqueurs d'arguments sera exploitée pour répondre à 
deux questions: quel est le statut morphosyntaxique de ces marqueurs? Et quel est leur statut 
morphologique? Autrement dit doit-on considérer que ces marqueurs sont des arguments du 
verbe ou des marqueurs d'accord? Et doit-on les traiter comme des affixes ou comme c1es nOI1­
affixes (clitiques ou mots indépendants)? Ces questions seront soulevées dans les cieux chapitres 
subséquents. 
CHAPITRE III 
LE STATUT MORPHOSYNTAXIQUE DES MARQUEURS D'ARGUMENTS 
There is a large body of lare concerning the notion [of subject], and any propo­
sed definition must at !east largely agree with the traditional, and to some extent, 
pretheoretical usage of the term. (Keenan, 1976, p. 306) 
Introduction 
Pour modéliser le comportement des marqueurs d'arguments dans le cadre de la théorie HPSG, 
il nous faut prendre certaines décisions concernant la relation entre ces éléments et leurs hôtes. 
Nous avons essentiellement besoin de savoir s'ils sont des arguments des têtes desquelles ils dé­
pendent ou de simples dépendants phonologiques. Nous avons également besoin de savoir s'ils 
font partie de ces têtes-mots (en étant des atomes morphologiques invisibles il la syntaxe l, par 
exemple des affixes) ou constituent des nœuds syntaxiques autonomes (des atomes syntaxiques, 
par exemple des mols ou des cJitiques). 
Dans le cadre de la grammaire HPSG, les informations concernant les arguments de la tête sont 
consignées dans deux attributs: STR-ARG, approprié aux objets de type leûme et VAL, approprié 
aux objets de type mot. Dans le premier attribut sont listés les arguments sélectionnés par la 
tête dans un ordre précis. Quand la tête est réalisée comme mot, ces arguments sont projetés 
(mapped) comme valeurs de l'attribut VAL, à condition qu'ils ne soient pas nuls ou affixes, comme 
le soutiennent iVliller et Sag (1997). 
Deux ordres de questions se posent donc concernant les marqueurs d'arguments de l'arabe: ces 
marqueurs sont-ils des arguments ou des non-arguments? Et sont-ils des atomes de la morphologie 
(des affixes) ou des atomes cie la syntaxe (des non-affixes)? La première question est d'ordre 
morphosyntaxique alors que la deuxième est d'ordre morphologique. 
l Llhypothèse en vigueur est lexicaliste au sens fort. 
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Ces r1ellx t'l'lestions établissent une distinction que nous empruntons Ft. Auger (1994) dans 
son étude des clitiques du français parlé informel du Québec. En effet, l'auteure distingue deux 
dimensions dans l'étude de ces clitiques : une dimension morphosyntaxiCJue et une dimension 
morphologique. La distinction morphologique se fai t entre des éléments qui dépendent morpho­
logiquement d'autres éléments (typiquement, des affixes) et des éléments qui jouissent d'une 
indépendance morphologique (des clitiques ou des mots indépendants). La distinction morpho­
syntaxique se fait, quant à elle, entre des arguments et des non-arguments. En ce qui a trait aux 
clitiqu€s étudiés pal' .1ulie Auger, cette dernière étiquette désigne surtout des marqueurs d'accord. 
L'auteure affirme que les affixes ne sont pas forcément cles marqueurs cI'accord et que les 
mots indépendants ne sont pas forcément des arguments. Elle donne COlllllle exemple les suffixes 
verbaux des verbes synthétiques clans les langues celtes. Ces suffixes ne sont jamais employés avec 
un sujet lexical, laissant ainsi croire qu'ils sont des arguments de ces verbes ({ Vve thus have 
a case of a.n affixal element which functions like a syntactic argument. » (Auger, 1994, p. 27). 
Par ailleurs, certains éléments morphologiquement indépendants peuvent fonctionner comme des 
marqueurs d'accord. Les exemples donnés par l'auteure proviennent surtout des constructions à 
redoul)lement du clitique en polonais, en pirahà et en nganhcara. Ces divergences entre le statut 
morphologique et le statut morphosyntaxique sont représentées dans le tableau (3.1) 2 
Ce tableau montre également que certains affixes fonctionnent comme des marqueurs d'accord 
et que certains non-affixes fonctionnent comme des arguments, ce qui constitue lù corrélation 
attendue. 
Séparer la dimension morphologique de la dimension morphosyntaxique est important pour 
plusieurs raisons. Tout d'abord, en ce qui concerne les marqueurs d'objet, nous avons des raisons 
de nous interroger sur leur statut morphosynta.xique et leur statut morphologique. Devrions-nous 
toujours les traiter comme arguments, ce qui va à l'encontre de certaines données empiriques 
comme nous le verrons clans ce chapitre? Et devrions-nous les considérer comme cles affixes ou 
comme des c1itiques, les cieux termes ayant déjà servi dans la littérature pour les désigner? 
En ce qui il. trait aux marqueurs de sujet, séparer ces deux dimensions est. une nécessité. 
Certaines étiquettes employées pour les classer cachent, en fait, un amalgame entre la morpho­
logie et la morphosyntaxe. Celle de pronoms conjoints, par exemple, employée surtout par les 
grammairiens, laisse croire qu'ils sont des arguments d'un certain type, à savoir des arguments 
2 (Auger, 1994, p. 48). 
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1 1Marqueurs d'accord Arguments 
Affixes Ivlarqueurs de sujet rvlarqueurs d'objet en 
en français parlé informel FPI 
(FPI) Pronoms clitiques en 
Suffixes d'accord avec le français standard 
sujet et marqueurs d'ob­ Marqueurs d'objet di­
jets indirects (OI) en espa­ rect (OD) en espagnol 
gnol Marqueurs d'objet en 
Marqueurs de sujet dans chichewa 
les langues bantoues Ivlarqueurs de sujet 
dans les langues celtiques 
Suffixes possessi fs en 
finnois 
Non-affixes Clitiques OI en nganh­ Pronoms en anglais 
(clitiques ou cara Pronoms en allemand 
mots indé­ Marqueurs de 2C et 3" 
pendants) personnes en pirahii 
Clitiques du 2" type en 
yagua 
.Marqueurs de sujet en 
polonais archaXque 
TABLEAU 3.1: La divergence entre la morphologie et la morphosyntaxe 
conjoints, subordonnés à d'autres éléments, sans toutefois l)[éciser la nature de cette subordi­
nation. L'étiquette de marqv.e-urs d'accord, employée par certains linguistes laisse entendre une 
subordination morphologique, alors que la corrélation entre le rôle morphosyntaxique et la nature 
morphologique n'est pas biunivoque, comme le démontre .Tulie Auger dans sa thèse de doctorat. 
Ce chapitre est consacré à la question de la morphosyntaxe des marqueurs d'arguments de 
J'arabe 3. Nous démontrons que ces derniers ne sont pas morphosyntaxiquement homogènes. La 
majorité des marqueurs de sujet sont des arguments, mais quatre d'entre eux appartiennent à deux 
types d'objets différents: des arguments pronominaux et des marqueurs d'accord. Les marqueurs 
d'objet assument également des rôles morphosyntaxiques différents. Ils peuvent ainsi fonctionner 
comme arguments, comme explétifs ou comme topiques. 
Ce chapitre est organisé comme suit: nous commençons par introduire certaines notions clés 
dans l'étude de la morphosyntaxe des marqueurs d'arguments. Nous abordons, par la suite, la 
question du statut des marqueurs d'objet. Suit une section dans laquelle nous abordons la question 
3 La question du statut morphologique sera abordée dans le quatrième chapitre. 
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tant débattue du statut des marqueurs de sujet. Nous testons la validité de l'hypothèse que nous 
y proposons dans une section consacrée aux implications de cette approche. 
3.1 Définitions 
Nous introduisons dans cette section quatre notions clés qui nous permettront d'étudier la 
morphosyntaxe des marqueurs d'arguments: arguments, marqueurs d'accord, redoublement, dis­
location et topicalisation. 
3.1.1 Arguments et marqueurs d'accord 
Nous définissons le marqueur d'accord comme étant un élément dépourvu de fonction syn­
taxique propre. Cet élément réfère à un autre, avec lequel il partage certains traits 4 grammaticaux 
dans une configuration donnée (Auger, 1904, p. 27). Le marqueur d'accord fait donc typique­
ment partie d'un mot (ou d'un syntagme) qui, lui, occupe une fonction syntaxique. C'est pour 
cette raison que certains auteurs, comme Kaiser (1994) 5, considèrent que les marqueurs d'accord 
doivent être des affixes, puisqu'ils sont nécessairement attachés à un autre élément. D'autres, 
au contraire, Auger (1994) et Stump (1980) par exemple, insistent sur la nécessité de séparer 
les deux dimensions puisque certains marqueurs d'accord ne sont pas des affixes et que certains 
affixes fonctionnent comme des arguments. 
Nous définissons l'argument syntaxique ici comme étant un objet. linguistique sélectionné par 
une tête et qui est donc le complément de cette tête, en notant que le terme « complément» a 
une acception large dans la théorie HPSG et désigne tout dépendant de la tête (complément au 
sens classique, sujet, spécifieur, etc.). 
3.1.2 Redoublement, dislocation et topicalisation 
La question de la morphosyntaxe des marqueurs d'arguments est reliée h celle de la dislocation, 
du redoublement et de la dislocation des SN et des pronoms indépendants qui constituent les 
4 Ces traits varient d\me langue à J'autre et peuvent varier d'une variété d'une langue à LIlle autre variété. 
Le cas! par exemple, constitue un trait d'accord nominal en arabe standard, mais il ne fait pas partie des traits 
d'accord nominal dans les dialectes arabes contemporains. Nous constaterons que l'accord entre le sujet et le verbe 
en arabe standard exclut le nombre, alors que ce trait est activé dans les dialectes. 
G C'est également l'approche qui sous-tend l'analyse de Shlonsky (1997) dans son étude des marqueurs de sujet. 
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antécédents de ces marqueurs. En effet, le fait d'affirmer qu'un marqueur d'argument est un 
argument ou un marqueur d'accord présuppose une analyse du rôJe syntaxique joué par le SN ou 
le pronom indépendant antécédents si ces derniers sont également présents dans la structure. Et 
puisque c'est souvent Je cas en arabe, nous entreprenons une telle analyse chaque fois que nous 
serons amené à étudier la morphosyntaxe des marqueurs d'arguments. 
Le redoublement est entendu ici comme étant la coexistence du marqueur d'argument et d'un 
constituant (SN ou pronom indépendant) associé (= co-indicé / coréférentiel) à ce marqueur, à 
condition que ce constituant soit à droite du marqueur d'argument et qu'il n'y ait pas de couplll'e 
intonatoire qui placerait le constituant en question à la périphérie cie la phnlse. Cette coupure 
est souvent notée par une virgule à l'écrit et marquée IMr une pause Fi. l'oral, comme le notent 
Philippaki-V/arblll'ton d ul. (2002). Un exemple cie redoublement est clunné en (3.1) de 1',~miJe 
tunisien, où le SN l-wla:d ({ les garçons» reclouble le marqueur d'objet -hlLm ({ eux» 
(3.1) a. wi:n -hum l-wla:ad 
où -eux les-garçons
 
({ Où sont les garçons? »
 
b. wi:n -hum 
où -eux
 
« Où sont-ils? »
 
c. ? ?wi:n l-wla:ad 
où les-garçons
 
({ Où sont les garçons? »
 
Dans cet exemple, le redoublement se fait sans recourir Fi. l'insertion d'une préposition dite 
explétive devant Je SN redoublé. Guerssel (1995) signale un comportement semblable en berbère 
tamazight. Toutefois, dans d'autres langues, le redoublement n'est possible que lorsqu'une pré­
position est insérée devant le SN. C'est le cas de l'espagnol et des dialectes arabes du Levant. En 
arabe libanais, comme mentionné par Aoun (1996), et en a.ra.be palestinien, comme mentionné 
par Shlonsky (1997), par exemple, Je SN qui redouble un marqueur d'objet est obligatoirement 
précédé d'une préposition. L'exelIlple en (3.2) est de l'arabe palestinien. Dans cet exemple, le 
marqueur d'objet est -Iw: ({ la» et le SN qui le redoul)le est l-m'l'alme ({ l'enseignante». Ce SN est 
obligatoirement précédé de la préposition la G, comme le montre le contraste entre les exemples 
suivants: 
G(Shlollsky, 1997, p. 194). 
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(3.2) a. fhim 
comprendre.PER 
-t 
-lS 
-ha:; 
-la 
la.­
à­
1­
l' ­
m'lalme.; 
enseignan te 
{( .T'ai compris l'enseignante }) 
b. *fhim 
comprendre.PER 
-t 
-lS 
-lw:, 
-la 
1­
1'­
m'la.lme, 
enseignante 
En (3.1) et en (3.2), les structures présentées sont conformes à la définition du redouble­
ment adoptée ici. Le SN associé au marqueur d'objet apparaît à droite de ce dernier et il n'est 
accompagné d'aucune coupure intonatoire perceptible à l'écrit ou à l'amI. 
La dislocation s'apparente au redoublement, mais s'en distingue par une coupure intonatoire 
qui détache le SN du reste de la phrase, ce dernier pouvant alors se retrouver à la périphérie 
gauche ou à la périphérie droite (Philippaki-Warburton et al., 2002, p. 58). Cette structure est 
associée à cles effets {( pragmatiques}), comme le contraste, l'emphase ou le changement cie topique, 
comme le démontre Auger (1994). La dislocation est connue en français standard dans le.~ phrases 
suivantes, par exemple: 
(3.3) a . .Te lui ai mconté mes secrets, le traître. 
b. .Te lui ai raconté mes secrets, au traître. 
c. lVlartine le lit, le livre. 
Finalement, la topicalisation consiste à antéposer un argument sans qu'il soit associé à un 
marqueur d'argument. Dans l'exemple suivant, le SN objet '? aT-Tisa: tat-rt {( la lettre}) est topicalisé. 
Ce SN est en fait antéposé au verbe tout en gardant sa marque cie l'accnsatif et sans être co-inclicé 
avec un marqueur d'argument: 
(3.4) 7o.T- riso.:lo.t -a qara7 -tu 
la- lettre -ACC lire.PER -lS 
? {( La lettre, j'ai lu }) 
Prenant ces définitions en considération, nous traitons la question du statut morphosyntaxique 
des marqueurs d'arguments dans deux sections. La première est consacrée aux marqueurs d'objet. 
Nous montrons qu'ils peuvent être des arguments d'une tête lexicale, cles tOI)iques ou des explétifs 
attachés à une tête fonctionnelle. La deuxième section sera consacrée aux marqueurs cie sujet. 
Le débat concernant l'al'gumentalité de ces derniers touche plusieurs problèmes syntaxiques, tels 
que la légitimation des pronoms vides, la syntaxe des SN pré- et postverlJHUX, mais également 
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les structures de redoublement et de dislocation. Nous passons en revue l'approche des auteurs 
qui considèrent que tous les marqueurs de sujet sont des marqueurs d'accord. Nous présentons 
également l'approche de ceux qui soutiennent que ce sont plutôt des arguments, du moins dans 
certains contextes. Nous présentons finalement les arguments qui nous incitent à soutenir une 
approche selon laquelle, si la majorité des marqueurs de sujet sont des arguments pronominaux, 
quatre d'entre eux sont des homophones des marqueurs d'accord verbaux. Cette approche a 
plusieurs répercussions dont nous discutons dans la section (3.4). 
3.2 Les marqueurs d'objet 
Comme nous l'avons montré dans le deuxième chapitre, les marqueurs d'objet peuvent occuper 
plusieurs fonctions, qui sont toutes des fonctions de compléments: d'un verbe (3.5a), d'un nominal 
(3.5b), d'une préposition (3.5c) ou d'un complémenteur (3.5el,e) 
(3.5) a. katab 
écrire.PER 
-lu 
-lS 
-ha: 
-la 
{( .1e l'ai écrite» 
b. bajt 
maison 
-u 
-NOIV! 
-ha: 
-sa 
{( sa maison» 
c. xi! 
cra.inclre.PER 
-tu 
-18 
min 
de 
-ha: 
-elle 
{( .J'ai eu peur d'elle» 
cl. ?inna 
que 
-hu 
-il 
c.5u:? 
venir.PER 
-u 
-3Ivf 
-na: 
-nous 
rmgu/ 
homme 
-u 
-NOM 
-n 
-Indé 
{( Le fait est qu'un homme est venu vers nous» 
e. ?inna -ka t- uri:d -u 1- 'lira:k -a 
que -toi 21V18- vouloir.IMP -Ind la- zizanie -ACe 
« Toi, tu cherches la zizanie, certes» 
Toutefois, en fonction de la nature de l'hôte, ces marqueurs exhibent certaines différences 
distributionnelles qui nous incitent à les grouper en trois sous-classes: les compléments clu verbe, 
les compléments ele nominaux ou de prépositions et les compléments de têtes fonctionnelles. Nous 
consacrons les sections suivantes ù la moq)hosyntaxe cie ces trois sous-classes en mettant l'accent 
sur les structures à recloublernent et celles où il y a dislocation. 
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3.2.1	 Les compléments du verbe 
3.2.1.1 Le redoublement 
Les marqueurs d'objet attachés au verbe ne peuvent être redoublés par des SN ou des pronoms 
indépendants en arabe. Pour que ce redoublement soit possible, il faudrait que les conditions citées 
dans la définition du redoublement soient réunies, à savoir la coréférence, la position du double 
à droite du marqueur d'objet et l'absence de toute coupure intonatoire réalisable à l'oral ou à 
l'écrit. Ces conditions ne peuvent être réunies dans le cas des compléments du verbe. Ici les traits 
du SN ou du pronom indépendant en question, à savoir le fait que ces composants soient animés 7 
ou non, ne changent rien à l'impossibilité du redoublement, comme le montrent les exemples 
suivants: 
(3.6)	 a. *kalab -lu -ha: r-risa:lal-a / ?ijja:alw: 
écrire.PER -IS -la la-Iettre-ACC / elle(ACC) 
b.	 *m?aj -lu -ha: mba:b -a / ?ijja:aha:
 
voir.PER -IS -la Rc"1bab-ACC / elle(ACC)
 
De même, la cléfinitucie et la spécificité n'ont aucun impact: 
(3.7) a.	 *kalCLb -lu -ha: risCL:1aii -Q -n 
écrire.PER -IS -la lettre -ACC -Indé
 
(Pour signifier « .l'ai écrit une lettre»)
 
b.	 *katab -tu -ha:., risa:lai, -Q fukr -1 -!J:. 
écrire.PER IS -la lettre -ACC remerciement -GÉN -Indé
 
(Pour signifier: « .l'ai écrit une lettre de remerciement»)
 
Cette distribution des marquems d'objet compléments cie verbes nous permet d'affirmer que 
ces pronoms sont des arguments et non des marqueurs d'accord puisqu 'jls ne peuvent être redou­
blés. Ils peuvent toutefois être associés à des SN ou à des pronoms indépendants disloqués. 
7 Ce trait a, par contre, un effet sur la possibilité du redoublement dans certaines langues. En espagnol, par 
exemple, seuls les pronoms objets directs animés sont obligatoirement redoublés (Suner, 1992). 
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3.2.1.2 La dislocation 
Les marqueurs d'objet compléments du verbe peuvent apparaître dans des structures où des 
SN ou des pronoms indépendants sont disloqués et co-indicés avec ces marqueurs. Ces structures 
sont 8 pragmatiquement marquées et expriment l'emphase ou le contraste. 
L'élément disloqué (le SN ou le pronom indépendant) apparaît au nornimltif, comme dans les 
exemples en (3.8) 
(3.8) a. ? aT -risa:lat; -]j, katab -tu -ha:; 
la- lettre -NŒvI écrire.PER -lS -la 
« La lettre, je l'ai écrite» 
b. /ÜJai 
~(NŒVI) 
koJab 
écrire.PER 
-tu 
-lS 
-ha:i 
-la 
« Elle, je l'ai écrite» 
c. katab 
écrire.PER 
-tu 
-lS 
-ha:i. 
-la 
T-
la-
Tisa: lat; 
lettre 
-u 
-NONI 
« .le l'ai écrite, la lettre )} 
d. katab -tu. -ha:; 
écrire.PER -lS -la 
« .lc l'ai écritc, clIc» 
hija; 
elle (NOM) 
Le cas nominatif de l'élément disloqué constitue un critère déterminant pour ne pas le considé­
rer comme le complément du verbe. Dans les deux structures, le marqueur d'objet est un argument 
de la tête verbale, alors que le SN et le pronom indépendant ne le sont pas. Nous verrons dans la 
section suivante que ces remarques sont valables pour les marqueurs d'objet compléments d'autres 
têtes lexicales malgré certaines différences de distribution. 
3.2.2 Les compléments de nominaux et de prépositions 
Les marqueurs d'objet compléments de nominaux et de prépositions ont un comportement 
semblable à celui des marqueurs d'objet compléments de verbes en ce qui a trait à l'impossibilité 
du redoublement et sous les mêmes conditions. Cependant, certaines différences émergent dans 
les structures où il y a dislocation de l'antécédent. 
8 Pour une élude détaillée de ces structures en arabe et clans d'autres langues) voir (Aoull et Benmall1oun, 
1998), ainsi que Alexopollioll et al. (2004) et Adger et al. (2004). 
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3.2.2.1 Le redoublement 
Les marqueurs d'objet compléments de nominaux el de prépositions ne peuvent être redoublés 
par des SN, comme en témoignent les exemples suivants: 
(3.9)	 èl. *ha:àa: bajt -u -ha:, raba: b -{l.i. 
celle-ci maison -NOlv! -sa Rabab-GÉN 
b. ha:àa: bajt -u -ha: 
celle-ci maison -NOM -sa
 
« Celle-ci est sa maison »
 
c. ha:àa: bajt -u raba:b -a 
celle-ci maison Rabab 
-GÉN
 
« Celle-ci est la maison de Rabab »
 
Cette impossibilité du redoublement démontre que ces marqueurs d'objet sont des arguments 
de la tête qui constitue leur hôte. 
3.2.2.2 La dislocation 
Les possibilités cie clisloca.tion des SN ou des [)ronoms indépendants ilssociés à ce type de 
marqueurs d'objet sont limitées. La dislocation il gauche n'est possible Cjue lorsque le composant 
disloqué est au nominatif, auquel cas ce composant est un topique au sens Cjue confèrent Li et 
Thompson (1976) et Lambrecht (1994) à ce terme: 
(3.10) a. mba:b -u, ?axawa:t -u -ha:, 'laJr -u -71. 
Rabab-NOivI sœurs -NO!vI -ses dix -NOlv! -lndé
 
« Rabal), ses sœurs sont au nombre de dix»
 
b. hija; ?a.Ta,wa:t -u -ha:, 'laJr -u -n 
elle sœurs -NO!vI -ses dix -NOlv! -lndé
 
« Elle, ses sœurs sont au nombre de dix»
 
À droite, j'élément disloqué ne peut être qu'un pronom indépendant nominatif et j'emploi 
d'un SN quel que soit son cas morphologique est proscrit: 
(3.11) a. ?axawa:t -u -ha:; hija.;. 'laJr -'U ·n 
sœurs -NOlvI -sa ëIT;(NOJVl) dix -NOlvI -lnclé
 
« Ses sœurs à elle sont au nombre de dix»
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b. *7 axawa: t -u -ha:, raba:b -Qi. '\ aJr -u -n 
sœurs -NOM -ses Rabab-GÉN clix -NONI -Inclé 
Les marqueurs d'objet en (3.10) et en (3.11a) demeurent des arguments cie la tête ft l<tquelle 
ils s'attachent. Les SN et les pronoms indépendants co-indicés avec ces marqueurs d'objet sont 
disloqués, d'où le cas nominatjf et les valeurs pragmatiques marquées qu'ils expriment. En (3.10), 
la dislocation peut exprimer un changement de topique ou un contraste selon le contexte et en 
(3.11a) la clislocation exprime l'emphase. 
3.2.3 Les compléments de têtes fonctionnelles 
L'attachement des marqueurs cl'objet à un complémenteur se fait clans trois sortes cle struc­
tures. Us peuvent en fait s'attacher à un complémenteur qui introcluit une phrase équative, comme 
en (3.12a), à un complémenteur qui introduit un topique, comme en (3.12b), ou il un complémen­
teur qui introduit un explétif, comme en (3.12c). 
(3.12) a. ?inna -hu s'adiiq -i: 
que -lui ami -mon 
« Il est mon ami, certes» 
b. ?inna -hu j- u'flibb -u 
que -lui 3ivlS­ aimer.IMP -Ind 
« Lui, il aime plaisnnter, certes » 
1­
la­
muza?tl 
plaisanterie 
-0. 
-ACC 
c. ?innn. 
que 
-ha: 
-elle 
'i' lul 
revenir.PER 
-nt 1­ jn/II.: /.n:ni 
-3F les- deux.l'illes.NOivl 
« Le fait est que les deux filles sont revenues» 
Les marqueurs d'objet dans ces exemples sont ft l'accusatif, un cas qui leur est assigné par 
le complémenteur. Ils ne sont toutefois pas des arguments clu verbe. Dans la phrase en (3.12a), 
aucun verbe ou pnrticule verbale ne sont réalisés. Le marqueur d'objet est le sujet a de la phrilse 
équative et il remplace un SN accusatif qui pourrait être lexicalisé, comme clans l'exemple suivant: 
(3.13) ?inno. zajd -an s'adi:q -i: 
que Zayd -ACC ami -mon 
« Zayd est mon ami, certes» 
o Le problème qui se pose est évidemment celui du con Ait apparent entre le cas morphologique (l'accusatif) et 
la fonction du marqueur d'objet (le sujet de la phrase équative). Ce problème peut être résolu si nous éliminon$ 
toute correspondance biunivoque entre la fonction et le cas morphologique dans les phrases équatives. Cette 
correspondance est d'autant superHue dans le cas de ces phras0s que les deux éléments qui les composellt (c'est-à­
dire le sujet et le prédicat) peuvent tour à tour être au nominatif ou à l'accusatif. 
108 
Dans la phrase (3.12b), malgré la présence d'un verbe, le marqueur d'objet n'en est pas 
l'argument 10 11 est plutôt un topique disloqué et il remplace un SN accusatif que nous pouvons 
lexicaliser, comme dans l'exemple suivant: 
(3.14) ?inna zajd -an j ­ uhibb -u 1­ 7nv.za:h -a 
que Zayd -ACC 3MS­ aimer.IMP -Ind la- plaisanterie -A CC 
« Zayd, il aime plaisanter, certes» 
En (3.12c), le marqueur d'objet est un explétif. Il ne peut s'agir d'un topique disloqué puisCju'il 
n'est pas lié à un pronom résomptif équivalent en termes cIe traits. En outre, cet explétif demeure 
à la 3S et s'accorde en genre avec un constituant principal (comme le sujet) de la phrase ainsi 
introdui te, comme le montrent les exemples suivants: 
(3.15) a. ?inna -hu 'la:d -a /- fitjat -u 
Cjue -il revenir.PER -31\11 les- jeunes.garçons -NOtlfI 
« Le fait est que les jeunes garçons sont revenus» 
b. ?inna -ha: 'l a:d -at n- nisa:? -u 
que -elle revenir.PER -3F les- femmes -NOM 
« Le fait est que les femmes sont revenues» 
Les marqueurs d'objet attachés aux complémenteurs représentent les seuls ca.s où ces mar­
queurs ne sont pas des arguments, notamment quand ils remplacent des SN topiques disloCjués 
et quand ils sont cles explétifs. Dans la phrase équative, leur statut est toutefois comparable à 
celui des pronoms indépendants nominatifs en ceci qu'ils représentent un élément essentiel cie la 
phrase. 
D'un autre côté, les marqueurs d'objet attachés aux complémenteurs ne sont pas différents 
des marqueurs d'objet attachés aux autres catégories en ceci qu'ils écartent toute possibilité 
de redoublement tout en ayant la possibilité d'avoir pour antécédents des SN ou des pronoms 
indépendants disloqués: 
(3.16) a. zajr1 -un ?inna -hu s'adi:q -i: 
Zayd-NOM que -lui ami -mon 
« Zayd, il est mon ami, certes» 
10 Les auteurs qui considèrent le marqueur d'objet comme étant le sujet du verbe juhibbu se heurtent au problème 
de justifier le CilS accusatif assigné à ce marqueur Le même problème se pose avec le SN accusatif zajdan dans la 
phrase en (3.14). Voir Letourneau (1993). 
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b. ?ax-i: '?inna -hu j ­ 'unibb -u l­ muza:n -a 
frère-mon que -lui 3MS­ aimer.IMP -Ind la- plaisanterie -ACC 
« Mon frère, lui, il aime plaisanter, certes» 
Nous avons présenté plusieurs structures dans lesquelles peuvent être réalisés des marqueurs 
d'objet. Parmi ces structures, nous avons mis l'accent sur le redoublement et la dislocation. 
Nous avons montré que le redoublement de ces marqueurs est impossible en arabe standard et 
que, lorsqu'ils apparaissent coréférentiels avec des SN ou des pronoms inclépendants, ces derniers 
sont disloqués (à gauche ou à droite). Nous pouvons ainsi affirmer que les marqueurs d'objet 
ne peuvent fonctionner comme des marqueurs d'accord]]. Ils peuvent cependant fonctionner 
comme des arguments, comme des explétifs ou comme des topiques disloqués. Cette richesse des 
possibilités provient de leur capacité à remplacer des SN dans un grand nombre de contextes et 
de la diversité de leurs hôtes possibles. 
Même si leur distribution est en réalité plus restreinte, le statut morphosyntaxique des mar­
queurs de sujet représente un plus grand défi. En effet, ils n'appara.issent attachés qu'au verbe, 
d'où les deux approches qui les considèrent comme des arguments incorporés au verbe et comme 
des marqueurs d'accord avec les arguments de ce dernier. 
3.3 Les marqueurs de sujet 
Rappelons, en quelques lig'nes, la distribution des marqueurs de sujet. Ces marqueurs peuvent 
être redoublés pa.r des SN (3.17a) et peuvent également être associés à des éléments disloqués 
(3.17b) 
(3.17) a. katab -a l­ walad -u risa:lat -a -n (redoublement) 
écrire.PER -3M le- garçon -NOM lettre -ACC -Indé 
« Le garçon a écrit une lettre» 
b. kata.b -a h.uwa risa: lat -a -n (dislocation) 
écrire.PER -3MS lui lettre -ACC -Indé 
11 Selon Shlonsky (1997), les marquems d'objet sont des têtes AGRo (une forme d'accord). Toutefois, cette 
hypothèse 11 'est pas corroborée par une étude exhaustive des strllctlll'es dans lesquelles apparaissent ces marqllelll's. 
L'auteur consacre son effort à l\-lnalyse syntaxique qui en découle et affirme: {( Semitic clitics are Agr O elements 
to which a lower head adjoins as it l'aises out of the complement of AgI'O » (lb-id., p. 187) 
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{( TI a écrit une lettre, lui» 
Leur statut morphosyntaxique dans un cas comme dans l'autre pose problème, d'où les deux 
approches suivantes. La première, que nous appelons ici l'approche arglLmentale, est adoptée par 
les grammairiens aralJes, comme Astarabaadii (1978), Hassan (1987) et Sibmvayhi (1977), et par 
Akkal (1996), Bulk (2004), Fassi Fehri (1993), .lamari (1993) et Lumsden et Haleform (2003). 
Malgré certaines différences quant au nombre et à la nature des marqueurs de sujet reconnus 
comme tels par ces auteurs, ils ont en commun cette hypothèse qui considère qu'au moins certains 
marqueurs de sujet sont des arguments du verbe. 
La deuxième approche, que nous appelons ici l'approche flexionnelle, est adoptée dans les 
travaux de Shlonsky (1997) et de Eloussfourri (1998) sur la nature flexionnelle des marqueurs de 
sujet et de Benmamoun (1995), Eid (1993), .lelinek (2002) et Kenstowicz (1989) sm la légitimation 
du pronom nul pro en arabe. Elle constitue égn\ement l'une des prémisses des analyses consacrées 
aux asymétries de l'accorcl en arabe, comme Ackema et Neeleman (2003), Aoun et al. (1994, 
1999), Bahloul et H,1l'bert (1992) et Harbert et Bahlou] (2002), et se retrouve également dans 
les ouvrages de grammaire arabe écrits p,lr des orienUtlistes, tels que Fleisch (1979). Ces divers 
auteurs sont d'avis que les marqueurs de sujet de l'arabe sont cles marqueurs d'accord avec un 
sujet lexical ou nul, et ce, dans tous les contextes. 
Nous présentons ces cIeux approches dans les sections subséquentes. Nous commençons par 
l'approche flexionnelle, que nous présentons et dont nous discutons dans la section (3.3.1) et 
nous discuterons des arguments ,'\Vancés pour soutenir cette hypothèse. Nous présentons, par la 
suite, l'approche argumentale dans la section (3.3.2) et nous y discutons des fondements de cette 
hypothèse. Finalement, nous présentons nos hypothèses sur la question clans la section (3.3.3). 
3.3.1 L'hypothèse flexionnelle 
Nous ne donnons ici ([u 'un seul exemple que nous trouvons représentatif de l'npproche flexion­
nelle, il savoir celle de Sillonsky (1997) 12 Cet auteur stipule que l'arabe, et les langues sémitiques 
en général, ne connaissent pns le phénomène typiquement roman des c1itiques sujets puisque, se­
lon lui, les marqueurs de sujet ne sont. pas attachés au verbe dans la composante syntaxique, 
comme les clitiques postlexicaux, mais clans la composante lexicale avant toute projection syn­
12 Implicitement, l'auteur est d'avis que les éléments introduits lexicalement (les affixes) ne peuvent être des 
arguments et croit donc à une relation biunivoque entre le statut morphologique et le statut morphosyntaxique. 
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taxique. Pour appuyer cette approche, l'auteur avance plusieurs arguments. Il discute de certains 
phénomènes en hébreu et en berbère 13 et généralise cette discussion pour inclure les phénomènes 
observés en arabe. 
En hébreu, ['autcur souligne que la particule de négation ?ejn peut être suivie d'un pronom 
indépendant sujet ou d'un marqueur de sujet, comme dans les exemples suivants 14 
(3.18) a. ?ejn ?ani ?ohev xacilirn 
NÉG moi aimer(BENONI) JvI3 CLuoergi Iles 
« .Je n'aime pas les aubergines» 
b. '/ ejn (on)i? ohev XIlcilim. 
NÉG 13 a.imer(BENONl).lVI3 aubergines 
« .Te n'aime pas les aubergines » 
En se basant sur ces exemples, il soutient que, si l'on considère que (,m)i en (3.181)) est 
un pronom sujet, on ne pourrait expliquer pourquoi, à la 3e personne, la phrase en (3.19b) est 
agrammaticale, alors que (3.19c) est tout à fait grammaticale, et ce, grâce à la lexicalisation (lu 
sujet: 
(3.19) a. ?ejn hu ?ohev xacilim (pronom indépendant) 
NÉG lui aimer(BENONI).M3 aubergines 
« Il n'aime pas les aubergines» 
b. *?ejn -0 ?ohev xacilim (marqueur de sujet) 
NÉG -3M3 aimer(BENONI).M3 aubergines 
c. hu ? ejn -0 ? ohev xacilim 
lui NÉG -3M3 aimer(BENONI) aubergines 
« Il n'aime pas les aul)ergines » 
Il affirme: 
The paradigm strongly suggests that the suffix on ?ejn should not be analysed 
as an incorporated pronoun but, rather, as an infJectional marker, a manifestation or 
subject agreement. (Ibid., p. 184). 
L'auteur en conclut que l'obligation d'insérer un sujet lexical avec les marqueurs de sujet de 
la 3" personne de l'hébreu suggère un traitement unifiant dans lequel tous les marqueurs de sujet 
13 L1auteur adresse pal' ailleurs la critique suivante à llapproche argurnentale, et plus précisément à Fassi Fehri 
(1993) : si les marqueurs de sujet sont des pronoms incorporés, la question se pose de savoir pourquoi ces n,,'rqueurs 
sont inAuencés par l'aspect du verbe. Nous traitons cette question dans la section (3.4.1). 
J" (Shlonsky, 1997, p. 184). 
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(même ceux qui ne sont pas à la 3e personne) doivent être considérés comme des marqueurs 
d'accord et non comme des arguments. 
Cependant, nous pensons que généraliser cette analyse en essayant de l'appliquer à l'arabe 
pose un problème, et non des moindres. En fait, l'arabe se distingue cie l'hébreu en ceci que 
l'emploi des sujets lexicaux avec les marqueurs de sujet de 3e personne n'est pas requis. Comme 
le reconnaît l'auteur lui-même, l'hébreu est une langue qu'on peut qualifier de semi pro-drop, où 
le sujet doit être lexicalisé à la 3" personne: « Nul! sul)jects are admittecl in conjunction with first 
and second person, but not with third person inflection. }) (Ibid., p. Ill). L'arabe, au contraire, 
n'impose pas cette contrainte. La possibilité d'une phrase, comme celle en (3.20), où seul un 
marqueur de sujet de 3" personne -u: est réalisé sans avoir besoin d'un sujet lexical, illustre cette 
particularité de la langue arabe, comparée à l'hébreu: 
(3.20) sa? al -u: -ni: s '­ s'ajh -a fa- s'afah -[·u 
demander.PER -3iVIP -me le- pardon -ACC et­ pardonner.PER -lS 
« Ils m'ont demandé pardon et j'ai pardonné }) 
Cette différence entre j'hébreu et l'arabe mine le premier argument avancé par Shlonsky. Son 
deuxième argument, basé sur des observations du berbère Jo, connaît le même sort. En effet, 
l'auteur souligne qu'en berbère tamazight d'Ait-Seghrouchen JG, tout comme en arabe standard, 
les pronoms objets directs sont toujours attachés à l'extérieur cles marqueurs de sujet, comme 
l'illustrent les exemples suivants 17 : 
(3.21) a. llci -x aysum 
manger.PER -lS viande 
« .T'ai mangé cie la viande » 
b. llci -x -t 
manger.PER -lS -la 
« .T'en ai mangé » 
Puisque les marqueurs d'objet du berbère, à la clifférence des marqueurs cie sujet, doivent 
occuper la 2c position dans la proposition (c'est-à-dire à droite du verbe quand ce dernier est 
initial, ou à gauche du verbe quand ce dernier est précédé d'un membre d'une certaine catégorie), 
Shlonsky en conclut que le marqueur cie sujet -x en (3.21) n'est pas un pronom clitique parce qu'il 
15 Langue llon sémitique de la famille afro-asiatique. 
16 Voir Glierssei (1985). 
17 (Shlonsky, 1997, p. 18li) 
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n'a pas cette position variable. Il a.ffirme : « Subject agreement in Berber is a conjugation, while 
object clities are second position clitics. » (Ibid., p. 187). En généralisant cette analyse, l'auteur 
affirme que les marqueurs de sujet de l'arabe se comportent comme leurs semblables du berbère 
et doivent donc être analysés de la même manière. 
La conclusion à laquelle aboutit l'auteur repose sur une prémisse que nous ne pouvons partager 
avec lui. Il suppose en fait que les différents pronoms clitiques d'une langue donnée doivent 
avoir une distribution similaire. Transposée aux langues romanes, cette affirmation s'affaiblit. En 
français, par exemple, les clitiques sujets n'ont pas la même distribution que les clitiques objets 18, 
sans que cela ne soit interprété de manière que les clitiques objets soient les seuls pronoms clitiques 
de cet te langue. 
NOLIS avons donc des raisons de penser que les arguments avancés par Shlonsky (HJ97) ne 
peuvent justifier ses prises de position en faveur de l'approche Aexionnelle. Le seul argument 
à prendre en considération est alors le suivant: tout affixe est passible d'être un marqueur 
d'accord, jamais un argument. Nous pensons, tout comme le font Auger (1994) et StUI11P (1980), 
que le statut morphologique ne doit pas être corrélé au statut morphosyntaxique. Les données 
de plusieurs langues, dont l'arabe, appuient cette hypothèse. Faudrait-il donc pencher vers une 
approche mdicalement opposée à celle de Shlonsky (1997) et prétendre que les marqueurs de sujet 
sont des arguments? Nous examinons cette question dans la section subséquente. 
3.3.2 L'hypothèse argumentale 
La deuxième approche à la question du statut morphosyntaxique des marqueurs de sujet 
considère que ces entités sont des arguments et non des marqueurs d'accord, ne semit-ce que 
dans certains contextes. Cette hypothèse est défendue dans la tradition gnunmaticale arabe, 
mais également dans plusieurs recherches linguistiques contemporaines. Pour exposer les idées 
principales qui fondent cette approche, nous prenons comme exemple la vision grammaticale 
traditionnelle de la morphosyntaxe des marqueurs de sujet. 
La pronominalité de certains marqueurs cie sujet ne faisait aucun cloute pour les grammairiens 
depuis l'apparition du premier livre de grammaire arabe au VIII" siècle, le kilo.: b de Sibawayhi, 
publié dans Sibawayhi (1977). Cet auteur a commencé une longue tradition dans Inquelle j'on 
18 Nous pensons, entre autr8s l à deux différences importantes: les clitiques sujet.s sont toujours proc:litiques , 
alors que les clitiques objets peuvent être enclitiques également. De plus, seuls les clitiques objets peuvent subir 
une {( montée » syntaxique. Les clitiques sujets sont toujours attachés à leur hôte verbal. 
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reconnaissait deux sortes de pronoms: des pronoms indépendants (mu.nfus'ila) et des pronoms 
conjoints (muttas'ûu). Les pronoms conjoints sont à leur tour analysés comme appartenant à 
deux types des pronoms conjoints visibles et des pronoms conjoints invisibles (mustatiru). Ils 
sont également classés selon le cas en pronoms conjoints nominatifs et pronoms conjoints non 
nominatifs. Dans cette conception, les pronoms conjoints invisibles sont une sous-classe des pro­
noms conjoints nominatifs. Le tableau (3.2) présente la liste traditionnelle des pronoms conjoints 
nominatifs visibles. 
Singulier Duel Pluriel 
PER IMP PER IMP PER IMP 
1 -tu 7­ -na: -na: 
2M -ta -tuma: -a: -tum -u: 
2F -ti -i: -tuma: -a: -tunna -na 
3M -a: -a: -u: -u: 
3F -ata: -<.1: -na -na 
TABLEAU 3.2: Les pronoms conjoints nominatifs dans la tradition grammaticale 
Les pronoms conjoints invisibles sont censés remplir les cases vides dans ce tableau et com­
pléter le paradigme de la conjugaison impérative à l<1 2îvIS (la seule forme à laquelle le verbe 
est complètement nu de tout autre morphème que le radical). La tradition grammaticale a donc 
proposé une solution (tU problème posé par les 4 marqueurs de sujet de 33 du perfectif et cie 
l'imperfectif en les excluant de la classe des pronoms; ils ne sont, pour les grammairiens, que des 
marques morphologiques aspectuelles (c'est le cas des marqueurs cie sujet cie 33 -a, j- et t-) et qui 
marquent le féminin par opposition au masculin (c'est le cas du marqueur de sujet de 3FS -at). 
Cette conception des pronoms conjoints comporte également une proposition de solution au 
problème de la conjugaison imperfective; selon les grammairiens, les préfixes ne sont pas des 
pronoms, mais des marqueurs d'aspect. Nous avons critiqué cette conception dans le deuxième 
chapitre étant donné qu'elle n'explique pas la variabilité de ces marqueurs d'aspect en genre et 
en personne. 
Cette approche a cependant plusieurs avantages. Tout d'abord, les pronoms conjoints qui y 
sont reconnus comme tels sont des suffixes pour la majorité d'entre eux. Ensuite, une contrainte 
forte est mise sur les pronoms invisibles: ces pronoms sont une sous-classe des pronoms conjoints 
nominatifs et ils ne sont pas légitimés par la présence d'une morphologie riche sur le verbe, mais 
par l'absence d'une telle morphologie. Cette conception est donc très différente de l'approche 
contemporaine concernant les pronoms nuls. Elle garde en fait un aspect empirique important: 
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on ne stipule pas l'existence de pronoms nuls si des candidats lexicalisés sont présents dans la 
structure. 
Ivlalgré ces avantages, l'approche grammaticale est confrontée à un certain nombre de pro­
blèmes. Elle reste, en fait, très influencée par sa propre conception de la morphologie du verbe en 
arabe. En classant les verbes en figés (mabni)ja) et fléchis (muhaba), elle ne pouvait se détacher 
de l'idée de trouver les marques de figement, qui sont généralement la voyelle ou la consonne 
finale. Dans le cas du perfectif, le marqueur de sujet -a a été pris pour une marque de figement 
caractéristique de l'aspect perfectif. Cet élément ne pouvait donc être un pronom conjoint pour 
les grammairiens, qui stipulaient que le pronom conjoint sujet est invisible dans ce contexte. 
3.3.3 La mixité des marqueurs de sujet 
Nous avons des raisons de penser que le terme marqueurs Ile s?.ljel couvre deux réalités difl'é­
rentes. Il sert en fait d'étiquette à des arguments pronominaux et à des marqueurs d'accord ver­
baux. Quatre parmi les éléments du premier type sont des homophones d'éléments du deuxième 
type, ce qui leur confère un statut morphosyntaxique apparemment mixte. Ces marqueurs ho­
mophones sont ceux de la 38 19 perfectifs (-a et -at) et imperfectifs (j- et t-). Les deux tableaux 
suivants illustrent cette hypothèse. 
D Singulier Duel Pluriel 
PER IMP PER IMP PER IMP 
1 -tu 7­ -na: n­ -na: n­
2M -ta t­ -tuma: t- .. -a: -tum t- ...-u: 
2F -ti t- ...-i: -tuma: t- .. -a: -tunna t- ... -na 
3M -(1. j ­ -a: j- ...-a: -u: j- .. -u: 
3F -at t­ -ata: t- ...-a: -na j- .. -na 
TABLEAU 3.3: Les marqueurs de sujet pronominaux 
19 Le fait que ces marqueurs sont à la 3(: personne pourrait slexpliquer pnl' )a relatioll d'accord qui se fait entre 
le sujet et le verbe. Le sujet encode la 3" personne puisque c'est un SN et le verbe encode le même trait pour 
réaliser cette relation. 
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D Perfectif Imperfectif 
-a j­~
 3F -a t t-
TABLEAU 3.4: Les marqueurs d'accord verbaux 
Cette approche se distingue des deux approches précédentes en ceci qu'elle envisage le sys­
tème pronominal de l'arabe dans sa totalité, qu'elle intègre la question des asymétries de l'accord 
et qu'elle traite le problème du statut du SN/pronom indépendant préverbal/postverbal en em­
ployant des critères indépendamment motivés. Ainsi, nous ne contentons pas d'exposer notre 
vision de la morphosyntaxe des marqueurs de sujet et d'y fournir des arguments, nous examinons 
également les répercussions de cette approche sur le système pronominnl, le système de l'accord 
et l'analyse des données dialectales. 
Nous commençons par présenter les notions d'accord grammatical, d'accord anaphorique et 
d'ambiguïté fonctionnelle proposées par Bresnan et 1I/!chombo (1987) et nous utilisons les tests 
cités clans leur travail pour appuyer l'hypothèse suivnnte les marqueurs de sujet entrent dans 
deux relations d'accord différentes; Ulle relation d'accord anaphorique, dans laquelle ils jouent 
le rôle d'arguments, et une relation d'accord grammatical, dans laquelle ils jouent le rôle de 
marqueurs d'accord. Cette mixité illustre un cas de ce que ces auteurs appellent « ambigulté 
fonctionnelle» . 
3.3.3.1 Relations d'accord et ambiguïté fonctionnelle 
Bresnan el Mchombo (1987) r1ist.ingnent. deux sortes d'accorel : l'accord grammatical et l'accord 
anaphorique. Dans l'accord grammatical entre un SN et un marqueur de sujet, le SN est l'argument 
du verbe alors que le marqueur sur ce dernier exprime d'une manière redondante la personne, 
le nombre et le genre de ce SN. Dans l'accord anaphorique, par contre, le marqueur est un 
argument pronominal incorporé et le SN coréférentiel n'est donc pas argumentai; il fonctionne 
ainsi comme un adjoint du pronom incorporé ou comme un focus ou un topique de la proposition 
ou de la strncture discursive. Cette approche de l'accord s'inscrit dans le cadre de la grammaire 
lexicale fonctionnelle (LFG) et sert à fournir une analyse cles marqueurs de sujet/d'objet du 
chichewa (une langue bantoue). Les auteurs nous démontrent que ces marqueurs n'exhibent pas 
la même sorte d'accord. si les marqueurs d'objet sont toujours employés pour marquer un accord 
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ani1phorique et qu'ils sont toujours des pronoms incorporés, les mi1rqueurs de sujet sont employés 
d'une manière ambiguë pour marquer les deux sortes d'i1ccord; ils sont des pronoms incorporés 
dans certains contextes et des marqueurs d'accord dans d'autres. Le critère décisif est ici la 
présence ou l'absence d'un SN sujet, ou dans les termes des auteurs: « the 3rd person pronominal 
interpretation of S[ubject] Mlarkerl will arise when and only when there is no subject NP in 
the phrase structure» (Ibid., p. 745). De plus, plusieurs tests permettent de distinguer l'accord 
anaphorique de l'accord grammatical, comme la localité, le statut (périphérique vs central) du 
SN co-indicé avec le marqueur et l'appartenance de la langue étudiée à un type donné. Nous 
présentons ici Je test de la localité et nous abordons la question de la typologie de la langue 
arabe 20. 
Seloliles auteurs, les relations d'accord grammatical sont toujours locales alors que les relations 
d'accord anaphorique peuvent ne pas j'être. La localité est entendue ici en termes de proximité 
des éléments ell relation d'accord clans la prOIJosition : 
A local agreement relation is one which holds IJetween elements of the same simple 
clause, while a non-local agreement relation is one which may hold between elements 
of different clauses. (Ibid., p. 752). 
Ce critère implique que si le SN ou le pronom inclépenclant co-indicés avec le marqueur de 
sujet sont placés en dehors de la proposition qui contient ce dernier, la relation d'accord entre les 
deux est anaphorique et non grammaticale. 
Pour que ce critère soit valable en arabe, il faut que ses prédictions soient correctes en ce qui 
a trait à ces deux types d'accord clans cette langue. Il est donc primordial cie vérifier si l'accord 
anaphorique (par exemple, entre un marqueur d'objet et un SN ou un pronom indépendant 
coréfércmtiels) peut ne pas iltre local et si l'accord grammatical (par exemple, entre un SN et un 
acljectif) est toujours local. 
En ce qui il tl,)it il l'accord anaphorique, nous avons déjà signalé que le redoublement d'un 
marqueur d'objet par un SN ou un pronom indépendant est impossible, mais que la dislocntion 
est possible. Les exemples suivants illustrent des cas de dislocation 
(3.22) a. raba:b -u 
Raba-NOM 
?axawa:t 
sœurs 
-v. 
-NOIVI 
-ha: 
-ses 
'1aIr 
dix 
-u 
-NOM 
-n 
-Indé 
« Rabab, ses sœurs sont au nombre de dix» 
20 Les alltres tests sont. également concluants. 
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b. hiJa ?axawa:t -u -ha: 'i' aIr -u -11. 
erre sœurs -NOM -ses dix -NOM -Indé 
{( Elle, ses sœurs sont au nombre de dix» 
Le SN en (3.22a) et le pronom indépendant en (3.22b) sont co-indicés avec le marqueur d'objet 
-ha:. L'accord ici est anaphorique et non grammatical. En outre, le SN et le pronom indépendant 
ne se trouvent pas dans le même domaine de localité que le marqueur d'objet puisqu'ils sont 
disloqués. 
L'accord grammatical entre un SN et un adjectif exige une stricte localité: les cieux doivent se 
trouver au sein du même SN, comme le montre le contra~te suivant, où (3.23b) est agrammaticale 
malgré le fait que l'arabe est une langue à ordre (relativement) libre: 
(3.23) a. ?inna -ha: lajlat -u -n t'awi:lat -u -11. 
que -elle nuit -NOiVI -Inclé longue -NOivI -Indé 
{( C'est une longue nuit, certes» 
b. *t'awi:lat -1}. -11. ?i7ma -ha: lajlat -1, -11. 
longue -NOM -Indé que -elle nuit -NONl -Inclé 
Nous pouvons clone affirmer que le test de la localité reflète des propriétés réelles dans le 
système de t'accord de l'arabe. En l'a.ppliquant aux marqueurs de sujet, nous découvrons que la 
relation cI'accorcl entre les marqueurs de sujet et le SN/pronom indépendant préverbal/postverbal 
n'est pas toujours locale. Quancl le composant co-inclicé avec le marqueur de sujet est clisloqué, 
il se trouve dans une relation d'accord non local avec le marqueur cie sujet et nous pouvons 
ainsi parler d'accord anaphorique. Toutefois, ce composant se trouve clans certa.ins contextes en 
proximité clu marqueur de sujet dans une relation que nous pouvons qualifier de locale. L'accord, 
dans un tel cas, est donc grammatical. Ces contextes sont cependant très limités. Le cOmpos<lnt 
en question cloit être un 3N postverbal et le marqueur cie sujet à la 33, comme clans les exemples 
suivants: 
(3.24) a. za:r -a -na: l-wa:li: 
visiter.PER -31\'( -nous le-gouverneur 
{( Le gouverneur nous a renclu visite » 
b. za:r -a -na: l-wa:lija:ni 
visiter.PER -3M -nous les-deux.gouverneurs 
{( Les deux gouverneurs nous ont rendu visite » 
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c. za:r -a -na: l-wula:la:t -u 
visiter.PER -31V1 -nous les-gouverne urs-NOM 
« Les gouverneurs nous ont rendu visite» 
Les eXeml)les en (3.24) pourraient être traités comme des cas de redoublement puisqu'ils 
sont conformes à la définition du redoublement qu'on a adoptée dans la section (3.1.2). Ce n'est 
cependant pas à strictement parler un redoublement étant donné que ces exemples échouent 
au critère suivant, appelé critère des dépendances à longue distance: un SN qui redouble un 
marqueur de sujet ne peut entretenir une relation à longue distance avec son hôte selon Aoun et 
Benmamoun (1998). Toutefois, les SN en (3.24) peuvent entretenir de telles relations (quand ils 
sont remplacés par des éléments Qu Il Wh»), comme le montrent les exemples suivants: 
(3.25) a. man;. za:r -ai. -kum 
qui visiter.PER -31\11S -vous 
« Qui vous a rendu visite? » 
b. man;. za:r -a:;, -kum 
qui visiter.PER -3J'v1D -vous 
« Qui sont les deux personnes qui vous ont rendu visite? » 
c. m.an; uer -u:; -hum. 
qui visiter.PER -3Iv1P -vous
 
« Qui sont les personnes qui vous ont rendu visite? »
 
L'accord n'est pas local en (3.25). Il s'agit donc d'un accord anaphorique. Le marqueur de 
sujet est, dans ces structures, un argument incorporé au verbe et associé à un élément Qu (lui­
même non argumentai). D'autres exemples de cet accord anaphorique sont donnés en (3.26) et 
en (3.27) et impliquent des SN et des pronoms indépendants préposés et postposés. Il s'agit dans 
tous ces cas de dislocations à gauche ou à droite: 
• Dislocation à gauche: 
(3.26) a. ?al- wcd2Ja:ni za:r 
les- deux.gouverneurs.NOM visiter.PER 
« Les deux gouverneurs, ils nous ont rendu v
-a: 
-3MD 
isite» 
-na: 
-nous 
b. Iml1w: 
eux.deux 
za:r 
visiter.PER 
-a: 
-31V1D 
-na: 
-nous 
« Eux deux, ils nous ont rendu visite» 
• Dislocation à droi te : 
(3.27) a. za:r -a: -na: 1- wa:lija:ni 
visiter.PER -3MD -nous les- deux.gouvernenurs.NOlV1 
« Ils nous ont rendu visite, les deux gouvernenurs » 
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b.	 za:r -a: -na: huma: 
visi ter. PER -3IvID -nous eux.deux
 
« Ils nous ont rendu visite, eux deux»
 
Nous pouvons donc avancer que les marqueurs de sujet exhibent deux sortes d'accord: un ac­
cord grammatical, auquel cas ils SOllt ùes /Ilàrqueurs d'accord avec un SN postposé (l'argument 
nominatif) et un accord anaphorique, auquel cas ils sont des pronoms incorporés à la tête verbale 
et associés àllaphoriquement à des SN ou à des pronoms indépendants disloqués (non argumen­
taux). Ce double rôle joué par certains marqueurs de sujet (à savoir ceux de la 3S) illustre ce que 
Bresnan et Mchombo (1987) appellent l'ambiguïté fonctionnelle. 
Il 110us est, par voie de cOllséquence, possible d'affirmer que l'arabe est une langue qui incorpore 
les pronoms à la tête verbale, comme le fait le chichewa. L'arabe présente, cI'ailleurs, les trois traits 
qui distinguent de telles langues: 
1.	 La possibilité cie j'omission du SN sujet, et ce, grâce à la présence d'un marqueur cie sujet 
pronominal muni de tous les traits, clont le nombre. 
2.	 Le verbe n'assigne pas cie cas au SN/pronom inciépendant avec lequel le marqueur s'<1.ccorde 
anaphoriquement étant clonné que ces composants sont périphériques. Ils apparaissent ainsi 
toujours au nominatif en arabe, un cas assigné par défaut. 
3.	 Dans les langues qui connaissent deux sortes de formes pronominales ann.phoriques, les 
formes au contenu phonétique le plus complexe sont employées pour exprimer le contraste, 
l'emphase ou la focalisation. En arabe, ce rôle est joué par les pronoms indépendants. 
3.3.3.2 Le statut du référent 
En chichewa, les marqueurs de sujet qui entrent dans une relation d'accord grammatical (avec 
des SN) sont coréférentiels avec des sujets, alors que les marqueurs de sujet qui entrent dans une 
relation d'accord anaphorique sont coréférentiels avec des topiques: 
When the Slubject] Mlarker] is used as a grammatical agreement, it agrees with 
a nominal that has the SUB.1IECT] function; when the SM is used for anaphoric 
binding, its antecedent within the sentence has the TOPlle] function. (Bresnan et 
IVIchombo, 1987, p. 757) 
Par conséquent, on s'attendrait à ce que les référents des marqueurs de sujet anaphoriques 
de l'arabe soient des topiques et à ce que les référents des marqueurs de sujet grammaticaux 
soient des sujets. Pour vérifier la validité de cette hypothèse, nous proposons l'emploi de tests 
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indépendamment motivés pour opérer la distinction entre le sujet et le topique 21. Li et Thompson 
(1976) proposent de tels tests. L'application cie ces derniers nous permet de conclure que le SN 
postverbal référent cl 'un marqueur cie sujet à la 3S est le sujet alors que le SN préverbal et le 
pronom indépendant NOM (qu'ils soient préverbaux ou postverbaux) sont des topiques 22 
Sept tests sont proposés par Li et Thompson (1976) : la définitude, la sélection, la détermina­
tion, l'accord avec le verbe, la position initiale et les processus grammaticaux. Nous en présentons 
ici trois: la définitude, la position initiale et les processus grammaticaux. 23 
3.3.3.2.1 La définitude 
Selon Li et Thompson (1976), le topique est obligatoirement défini alors que le sujet n'a pas 
à se plier à cette condition. En arabe, le SN postverbal référent (que nous pouvons considérer 
comme étant le sujet) peut être indéfini comme en (3.28a) et peut également être défini comme 
en (3.28b) 
(3.28) a. (5a:? 
arrivel.PER 
-11 
-3iV! 
rac5ul 
homme 
-u 
-NOlv! 
-n 
-!ndé 
(sujet indéfini) 
« Un homme est arrivé» 
b. cga:? 
arriver.PER. 
-a 
-3M 
T­
1'-
Taegul 
homme 
-u 
-NOM 
(sujet défini) 
« L'homme est arrivé» 
Le SN préverbal référent doit toutefois être défini 24 (3.29a). Quand le SN préverba! est indéfini, 
il faut que le contexte soit marqué, sinon la phrase est agrammaticale, comme c'est le ca~ en 
(3.29b). Par ailleurs, le SN/pronom indépendant topique doit être défini qu'il soit associé à un 
marqueur de sujet comme en (3.29a) ou à un marqueur d'objet comme en (3.29c) 
(3.29) a. ?aT- rajul; -u cga:? -0.., (topique cléfini) 
1'- homme -NO]vI venir.PER. -3iVIS 
« L'homme, il est arrivé» 
21 Lambrecht (1994, p. 118) affirme ce qui suit concernant [a différence entre ces deux notions: "Topies are not 
necess2I.l'ily grammatical subjects 1 and grammatical subjects are Ilot necessnrily topies. » Le terme « sujet» que 
nouS employons ici est une abrévia.tion du tenne « sujet grammatical » tel qu 'employé par Larnbl'echt. 
22 Toutefois, dans plusieurs travaux, dont ceux de Ackema et Neelelllan (2003), Aoun et aL. (1994) et Harbert et 
Bahloul (2002), l'on défend l'idée selon laquelle le SN ou le pronom indépendant NOM associés aux marqueurs de 
sujet sont des arguments nominatifs (sujets) quelle que soit. leur emplacement. 
23 Les autres tests sont également concluants) mais nous nOliS contenterons ici de ces exemples. 
24 De même, le pronom indépendant est défini. 
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25b.	 *rucgul -'l.J, -n cB a:? _a (topique indéfini) 
homme -NOM -indé venir.PER -3IvIS 
c. ?ar­ rw/)uL; -u ra7j -tu -lm, (topique objet défini) 
1'­ homme -NOt'''1 voir.PER -lS -le 
« L'homme, je l'ai vu )} 
Selon ce premier critère, nous avons des raisons de soutenir l'idée selon laquelle le SN/pronom 
préverbal sont des topiques alors que le SN postverbal est le sujet. Les deux tests suivants mènent 
à la même conclusion. 
3.3.3.2.2 La position initiale 
Selon les auteurs, la position initiale clans la phrase est la position sui generis des topiques. 
Le sujet peut lui aussi apparaître dans cette position (en français, par exemple), mais il peut 
également apparaître dans d'autres positions (le verbe peut être initial en arabe et, en malgache, 
le verbe apparaît en position finale). Nous pouvons donc en déduire que la tendance générale du 
topique est d'être en position initiale 2G En arabe, le constituant préverbal référent a toutes les 
chances d'être un topique par le simple fait qu'il est en position initiale et le SN référent postposé 
a de fortes chances d'être Je sujet. Ce test est bien évidemment insuffisant et doit être jumelé à 
d'autres tests, comme celui notamment des processus grammaticaux. 
3.3.3.2.3 Les processus grammaticaux 
Selon Li et Thompson (1976), le sujet, et non le topique, peut être impliqué dans certains 
processus grammaticaux spécifiques au domaine interne d'une phwse. Parmi ces processus, les 
auteurs citent la formation des pronoms réfléchis, du passif et de l'impératif. L'exemple du passif 
est très représentatif de ces processus. En fait, la formation de ce dernier dans plusieurs langues 
implique le sujet et non le topique. C'est le cas en français, mais également en arabe. Dans 
cette langue, le passif s'obtient par le changement du patron (ou schème) morpllOlogique du 
2°(Ackema et Neeleman. 2003) cit.ent un exemple semblable qu'ils considèrent grammatical baqarat-u-n 
takallarna-at. (vache-NOM-Indé parler.PER-3FS) « Une vache a parlé ». Cette construction n'est possible en arabe 
que lorsque le contexte est marqué. Dans ce cas-ci, le locuteur relate un événement hors du commun et doit, à 
J'and, opérer une coupure intonatoire nette. 
26 li s'agit bien snr d'une tenciance générale. Lambrecht (1994) cont.este ce critère pourtant accepté par plusieurs 
auteurs. 
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verbe, doublé d'une élision du sujet et de la promotion du complément du verbe en sujet 27 (une 
promotion accompagnée de l'assignation du cas nominatif). En (3.30a), nous avons un exemple 
d'une phrase à la voix active avec à la fois un topique (le SN préverbal) et un sujet (le marqueur de 
sujet). Seul ce dernier contribue à la formation du passif en (3.30b) alors que le premier demeure 
inchangé: 
(3.30) a. ?al- Jalla:!l -u:na nalab -11,: baqara:t -2 -him 
les- agricul teurs -NOM traire.PER -31v1P vaches -ACC -leurs 
« Les agriculteurs, ils ont trait leurs vaches» 
b. ? al- Jalla:!l -u:na !lUlib -al. baqam:t -11, -hum 
les- agriculteurs -NOM traire.PASSIF.PER -3F vaches -NOM -leurs 
« Les agriculteurs, leurs vaches ont été t.raites » 
La phrase passive reliée à une phrase verbale sans SN topique disloqué à gauche est différente 
de la phrase obtenue en (3.30b), comme en témoignent les cieux exemples suivants: 
(3.31) a. !lalab -a l- Jalla:il -u:na l- baqa.ra:t -i 
traire.PER -31v1 les- agriculteurs -NOlvI les- vaches -ACC
 
« Les agriculteurs ont trai t les vaches»
 
b. ilUlib -al. l- baqara: t -11, min qibal -2 l-
traire.PASSIF.PER -3F les- vaches -NOM de la.part -GÉN les-
Jalla:!l -i:na 
agricul te urs -GÉN
 
« Les vaches ont été traites par les argriculteurs »
 
Dans ces exemples, le SN post verbal de la phrase passive, que nous considélOns comme étant 
le sujet, donne lieu à une sorte de complément d'agent dans la phrase passive, démontrant ainsi 
son rôle syntaxiqu8 de sujet. 
En appliquant les tests de Li et Thompson (1976), nous sommes en mesure de soutenir l'hy­
pothèse selon laquelle le SN/pronom indépendant nominatif pré verbal associé à un marqueur de 
sujet est un topique. 
27 Les grarnmairiens de la tradition parlent, dans ce cas, dJun « délégué du sujet », Ce constitunnt se comporte 
comme le sujet en ce qui a trait à raccord. 
124 
Nous avons également utilisé les tests de Bresnan et lv!chombo (1987) pour statuer sur la nature 
de l'accord observé entre le composant nominal ou pronominal nominatif et les marqueurs de sujet. 
Il s'est avéré que ces marqueurs de sujet sont mieux traités comme des pronoms incorporés à la 
tête verbale et que l'accord observé est anaphorique et non grammatical, sauf dans un contexte: 
celui où le SN redouble le marqueur de sujet. Cette hypothèse s'inscrit dans la lignée des idées 
avancées par plusieurs auteurs qui ont étudié la grammaticalisation des pronoms dans les langues 
naturelles. Moravcsik (1974) et Givon (1976), par exemple, ont défendu l'hypothèse selon laquelle 
l'accord entre le verbe et ses arguments résulte de la grammaticalisation cie IJronoms qui étaient 
redoublés par ces arguments 28 Le statut des marqueurs de sujet de l'arabe est compatible avec 
cette hypothèse. Cette dernière nous permet par ailleurs de résoudre le problème soulevé par 
la question de savoir pourquoi les marqueurs cl 'objet de cette langue ne donnent pas lieu à des 
marqueurs d'accord: les marqueurs d'objet ne peuvent être redoublés par des arguments lexicaux, 
et cela ne constitue P,LS un contexte propice au déveloPI)ement de marqueurs d'accord. 
Ces hypothèses ont des répercussions sur le traitement de plusieurs phénomènes morphosyn­
taxiques en arabe. En fait, si nous considérons que la seule relation d'accord possible entre le 
sujet et le verbe est celle qui implique un accord paTliel (avec un marqueur de sujet toujours au 
singulier), il faudrai t justifier cette hypothèse. La question des asymétries de l'accord reste par 
ailleurs entière pourquoi le nombre n'est encodé que lorsque le verbe n'est pas initial? Nous 
abordons ces questions dans la section subséquente. 
3.4 Les implications 
Quatre marqueurs de sujet sont ambigus, à savoir -a, -al, j- et 1-, et peuvent entrer dnns 
deux sortes de relations d'accord un accord grammaticnl et un accord anaphorique. L'accord 
entre le sujet et le verbe est de nature grammaticale et ne se réalise que clans la configuration 
V+SN. Lorsque le pronom indépendant nominatif est postverbal, dans les deux configurntions 
où le verbe n'est pas initial et lorsque seul le marqueur de sujet est présent, ce marqueur est un 
pronom incorporé argumentai et le SN ou le pronom indépendant, si présents, sont disloqués. 
Cette vision de l'accord entre le sujet et le verbe en arabe pourrait poser certains problèmes. 
L'un de ces problèmes est le suivant 20 : si les marqueurs de sujet sont des argnments (autrement 
dit, sujets) dans certains contextes du moins, pourquoi prennent-ils des formes différentes selon 
28 Voir également Miller et Monachesi (2003).
 
29 Voir (Shlonsky, 1997, p. 185).
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l'aspect? N'est-ce pas là la preuve qu'ils sont plutôt des marqueurs d'a.ccorcl qui s'amalgament 
aux autres marqueurs clu verbe (les marqueurs de mode, de temps, d'aspect, etc.)? Nous déclions 
la section (3.4.1) à cette question. 
Un autre problème concernerait l'accord en lui-même; on s'attencirait en fait ft ce que l'accorcl 
authentique soit riche et non partiel. Comment peut-on justifier le fait que l'accorcl entre le sujet 
et le verbe en arabe est partiel, alors que cette langue est traditionnellement considérée comme 
étant une langue à morphologie riche? Nous consacrons la section (3.4.2) à cette question. 
Le dernier problème que nous soulevons est le suivant: compte tenu de cette analyse, comment 
rendre compte des asymétries de l'accord? Nous tentons cie répondre à cette question clans la 
section (343) 
3.4.1 Les marqueurs de sujet et l'aspect 
Le premier problème se pose surtout quand nous comparons les marqueurs cie sujet cie l'arabe 
aux clitiques sujets de certaines langues romanes. En effet, les cJitiques cie ces langues semblent 
prendre les mêmes formes quels que soient le mode et le temps de conjugaison et semblent clonc 
indépenclants de la morphologie du verbe. Les marqueurs de sujet cie l'arabe, c1'uu antre côté, 
sont influencés par les propriétés flexionnelles du verbe et apparaissent tantôt comme des suffixes 
(avec le perfectif et l'impératif), tantôt comme des préfixes et des circllmfixes claus la conjugaison 
imperfective, comme illustré clans le tableau (3.5). 
c=J Singulier Duel Pluriel 
PER IMP PER IMP PER IMP 
1 - tu 7­ -na: n­ -ua: n­
2M -ta t­ -tuma: t- ... -a: -tum t­ .. -u: 
2F -ti t- ..-i: -tuma: t- ..-a: -tunna t­ ..-na 
3M -a j­ -a: j- .,-a: -u: j- .. -u: 
3F -at t­ -ata: t- o,-a: -na j- ... -na 
TABLEAU 3.5: Les marqueurs cie sujet 
Ce comportement pourrait paraître singulier, mais les marqueurs de sujet de l'arabe ne sont 
pas uniques en leur genre. Étant des morphèmes qui interagissent avec le verbe, il n'est pas 
surprenant qu'ils soient influencés par les propriétés flexionnelles cie <:;e dernier. Les cJitiqlles des 
langues romanes, qui ont également le verbe pour hôte, sont influencés dans une large mesure par 
les propriétés flexionnelles de cet hôte. Ainsi, le choix entre la proclise et l'enclise, par exemple, 
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clans cles langues telles que l'italien, le catalan, l'espagnol et le roumain, comme le soulignent 
Miller et lVIonachesi (2003), dépend de la flexion du verbe: l'enclise est obligatoire avec l'infinitif 
et la proclise est exigée avec les verbes finis. Les exemples suivants de l'italien illustrent cette 
influence: 
(3.32) a. Martina vuale leggerlo 
Martine veut lire-le
 
« IVlartine veut le lire»
 
b. Martina lo legge 
Martine le lit
 
« lVlartine le lit l)
 
En français standard, par contre, la proclise est de mise avec l'Illfinitif, le participe présent 
et l'impératif négatif, alors que l'enclise est de mise avec l'impératif affirmatif. C'est dire que le 
site d'attachement de ces marqueurs d'arguments est influencé par la morphologie de cet hôte 
particulier qu'est le verbe et que cette influence peut être différente cl 'une langue il l'autre, même 
au sein cI'une même famille. 
En outre, si nous restons dans le cadre restreint des marqueurs cie sujet, nous remarquons 
d'autres ressemblances avec la famille romane. Les dialectes clu Norcl italien SOllt probablement les 
clialectes les plus étudiés quand il s'agit des pronoms clitiques sujets. Dans certains de ces dialectes, 
les pronoms clitiques sujets peuvent avoir cles formes différentes selon qu'ils sont proclitiques ou 
enclitiques. Dans le dialecte de Padua, par exemple, selon Carclinaletti et Repetti (2006), le 
clitique sujet cie 3MS a la forme el quand il est proclitique et la quand il est enclitique: 
(3.33) a. el magna 
il mange
 
« Il mange )l
 
b. magne-lo 
mange-il
 
« Mange-t-i1? l)
 
La ressemblnnce avec l'arabe est d'autant plus frappante que le pronom c1itique sujet dans le 
dialecte parlé à Milan, par exemple, se compose de deux parties: un proclitique et un enclitique, 
comme l'illustre l'exemple suivant 30 : 
30 Cité par Heap ()997). 
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(334) Ti te parle -t 
toi tu parles -23
 
« Toi, tu parles»
 
Dans cette construction, l'enclitique -t fait partie de la morphologie verbale, le proclitique te 
est obligatoire et le pronom indépendant li exprime l'emphase. 
En poussant la comparaison un peu plus loin, nous découvrons que l'ml<llyse de certains 
clitiques sujets dans ces dialectes du Nord italien par certains auteurs se fait suivant If!s mêmes 
lignes que celles que nous avons adoptées pour l'analyse des marqueurs de sujet de l'ambe. Ainsi, 
Brandi et COl'din (1982), cités par Ramiro (1986), soutiennent une idée selon laquelle, dans les 
deux dialectes trentin et florentin, les clitiques sujets sont des arguments en absence de tout sujet 
lexical et des flexions verbales (des marqueurs d'accord) quand un sujet préverbal ou postverbal 
est réalisé. D,lns les exemples suivants, la présence d'un sujet lexical (le pronom indépendant lei, 
qui ne déclenche pas une lecture emphatique) en (3.35a) force une analyse du clitique sujet la 
comme étant un marqueur d'accord. Ce même clitique est analysé comme un argument du verbe 
en l'absence d'un sujet lexical dans l'exemple ,JI (3.35b) : 
(3.35) a. Lei la paTta 
elle elle parle
 
« Elle parle»
 
b. La parla 
elle parle 
{( Elle parle » 
Nous sommes de ce fait en mesure d'affirmer que les marqueurs de sujet de l'arabe, dans leur 
ambiguYté fonctionnelle et dans leur sensibilité aux propriétés flexionnelles de leur hôte verbal, ne 
sont en aucun cas uniques. Un comportement semblable est observable dans la famille romane. 
3.4.2 L'accord partiel 
L'accord entre le sujet et le verbe ne se réalisant que lorsqu'un SN postverbal NOM associé au 
marqueur de sujet est réalisé, il s'ensuit que cet accord se fait seulement en genre et en personne 
(excluant ainsi le nombre). Nous avons des raisons de penser que cela est dü non à un statut 
31 (Ramiro, 198fl, p, 207), 
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particulier de ce trait en arabe, mais à une propriété singulière de l'accord en général dans cette 
langue. 
Plusieurs auteurs, dont Cantarino (1975) et Mohammad (2000), signalent que, dans les struc­
tures où le sujet est séparé clu verbe par un autre constituant (l'objet par exemple), l'accord en 
genre peut être neutralisé si bien qu'on obtient un accorcl au masculin avec un sujet au féminin, 
comme clans l'exemple suivant: 
(3.36) j ­ askun -u 1­ '!im:q -u ?umam -1! -n m1!xtaliJat-u 
31\1­ habiter.IMP -Ind 1'- Irqa -ACC peuples -NOlvI -Indé différents -NOlVI 
-n 
-Indé 
« Différents peuples hahit.ent l'Imq )} 
En (3.36), le sujet est ?umamun muxtalifatun. Ce pluriel collectif est t.raité comme un féminin 
singulier en arabe, comme le montre l'accord avec l'adjectif muxtaliJatun (( différente)}, donc FS). 
Cependant, le verbe imperfectif juskunu porte le trait du masculin et non du féminin (rappelons 
qu'à la 3FS le préfixe de l'imperfectif est t- et qu'à la 3lVIS Je préfixe est j-). 
D'une manière plus générale, comme le montrent Blachère et Gaudefroy-Demombines (2004), 
plusieurs contextes permettent d'accorder un sujet féminin comme s'il était masculin en arabe. 
Ces contextes sont les suivants: le sujet est un singulier ou un duel d'objet asexué ayant une ter­
minaison tYI)ique du féminin (3.37a), un pluriel interne (3.37b) ou un collectif naturel (3.37c) 32 : 
(3.37) a. ôahau -a sa:'! ai -u -n mina 1- la)l -z 
partir.PER -31vl heure -NOM -Indé de la- nuit -GÉN 
« Une fraction de la nuit s'écoula )} 
b. qut~) -a ?a)di: -him 
trancher. PASSIF -3~/! mains -leurs 
« Leurs mains furent tranchées )} 
c. ua';· aS -a qUT(!jf -un 
envoyel.PER -3M Quraych -NOIV! 
« Quraych envoya ... H 
Blachère et Gaudefroy-Dernombines (2004) emploient le terme « accord flottant » pour dési­
gner ce comportement, puisque le genre féminin est possible dans ces mêmes contextes: 
32 (Blachère et Gaudefroy-Demombines, 2004, p. 301). 
129 
(3.38) a. oa.hab 
partir.PER 
-al 
-3F 
sa.: '1 at -11 -n 
heure -NOM -Indé 
mina. 
de 
1­
Ja­
lajl 
nuit 
-i 
-GÉN 
« Une fraction de la nuit s'écoula» 
b. qut '2) 
trancher.PASSIF 
-al 
-3F 
? ajdi: -him 
mains -leurs 
« Leurs mains furent tranchées » 
c. ba.'1 ue -al qurajJ -un 
envoyerPER -3F Quraych -NOiV! 
« Quraych envoya ... » 
Cet accord flottant n'est p8S propre à l'accord entre le sujet et le verbe (ou l'accord verbal). 
L'accord entre le nom et l'adjectif (ou l'accord nominal) présente les mêmes propriétés. En (3.39a), 
nous présentons un exemple de J'accord nalninitl flottitnt en genre et en nombre' 
(3.39) a. ?aJt!3a:r -u -n '1U;J,a:m -u -n 
m'bres -NO},/! -Indé grands -NOiV[ -Inclé 
« de grands arbres» 
b. ?aJt!3a:r -u -n 'i'açli:mal -u -n 
arbres -NOM -Indé grande -NOM -Indé 
« de grands 8rbres )} 
En arabe, le pluriel 33 des noms non animés est considéré comme étant au féminin singulier aux 
fins de l'accord. Cependant, en (3.39a), l'adjectif qui devrait porter les traits FS pour s'accorder 
avec le nom non animé ?aJt!3a:r-u-n « arbres)} porte les traits MP. L'exemple en (3.39b) présente 
un accord nominal régulier. 
Cette similitude entre l'accord verb81 et J'accord nominal est d'autant plus notable que nous 
retrouvons les mêmes asymétries dans les deux systèmes. Dans les exemples suivants, l'accord 
entre le déverbal et le SN ne se fait pas en nombre: 
(3.40) a. ra.l!\ul -'0. -n qa:dim -u -7), ?axu: -hu 
homme -NOrv! -Indé arrivant -NOM -Inclé frère -son 
« un homme dont le père est en train d'arriver» 
b. rat511.1 -u -n qa.:dim -1/, -n ?axawa: -hu 
homme -NOM -Indé arrivant -NOM.D -Indé frères.NOM.D -ses 
« Un homme dont les deux frères sont en train d'arriven> 
,'3:..l Au singulier , lUI nOln non animé peut être au mi:1Sculin (comme qala.m « crayon ») ou au féminin (comme 
ma:?ida.t « table»). 
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c. *rQ%ul -u -n qa:dim -a:ni ?axawa: -hu 
homme -NOM -Indé arrivants -NOiVI.D frères.NOM.D -ses 
d. Ta%ul -11 -n qa:dim -u -n ?ixwat -u -hu 
homme -NOM -Indé arrivant.S -NOM -Indé frères.P -NOM -ses
 
« un homme dont les frères sont en train d'arriver»
 
e. *Ta%ul -u -n qa:dim -u:na ?ixwat -u -hu 
homme -NOiVI -Indé arrivant.P -NOM-Indé frères.P -NOiVI -ses 
Le déverbal (un participe actif) dans ces eXeml)les est placé il. gauche du nom qu'il qualifie. 
La relation entre les deux est morphosyntaxiquement une relation d'accorel entre un SN et un 
adjectif, mais sur le plan sémantique c'est une relation entre un prédicat et son argument. Le 
participe actif ne s'accorde pas en nombre avec le SN, d'où le singulier qui nous rappelle l'accord 
partiel entre le sujet et le verbe quand le verbe est initial. 
Dans les exemples suivants, Je l)articipe actif est placé il. droite du SN. L'accord en nombre 
obtenu clans ce contexte est semblable il. l'accord obtenu dans l'ordre dit SVO (un accord riche) : 
(3.41) a. Tat13'ul -'U -n ?axu: -hu qa:dim -u -n 
homme -NOIVI -Indé frère -son arrivant -NOM -Indé
 
« un homme dont le frère est en train d'arriver»
 
b. '*Tat13ul -1L -n C? axawa: -hu qa: dim -u -n 
homme -NOM -Indé frères.NOM.D -ses arrivant -NOM.D -Inclé 
c. ratB1d -u -n ?axawa: -hu qa:dim -a:ni 
homme -NOM -Indé frères.NOiVI.D -ses arrivants -NOM.D
 
« un homme dont les deux frères sont en train d'arriver»
 
d. *rat13ul -u -n ?ixwat -u -hu qa:dim -u -n 
homme -NOM -Indé frères.P -NOiVI -ses arrivant.S -NOIVI -Indé 
e. ratBul -u -n ?ixwat -u -hu qa:dim -u:na 
homme -NOM -Indé frères.P -NOM -ses arrivantP -NOiVI-Indé
 
« un homme dont les frères sont en train d'arriver»
 
Ce comportement n'est pas l'apanage du participe actif. Les aeljectifs qualificatifs, comme 
kari:m « généreux» dans les exemples suivants, ont la même distribution que le participe actif 
concernant l'accord (riche/partiel selon l'ordre) : 
(3.42) a. Tat13ul -u -n kari:mat -u -n ?uxta: -hu 
homme -NOM -Indé généreuse.S -NOM -Indé soeurs.NOM.D -ses
 
« un homme dont les deux soeurs sont généreuses»
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b.	 *rac15ul -u -n kari:m -ata:ni ?uxta: -hu 
homme -NOI'vI -Indé généreuses -NOlvJ.D sœurs.NOrvJ.D -ses 
c.	 rmSul -u -n ?uxta: -hu kari:m -aat:ni 
homme -NOlvI -Indé sœurs.NOlvJ.D -ses généreuses -N01VJ.D 
« un homme dont les deux sœurs sont généreuses» 
L'accord en arabe, qu'il soit verbal ou nominal, clone partiel clans bien des cas. Cette caracté­
ristique se rencontre dans d'autres systèmes également. Si nous prenons le système des nombres, 
par exemple, nous constatons que l'accord entre le nombre et le SN quantifié tient plus du désac­
cord que de l'accord. Les nombres 1, 2 et la s'accordent en genre avec le SN quantifié, mais les 
nombres de 3 à 9 se désaccordent avec le SN quantifié en genre, comme le montre le tableau (3.6). 
1 Nombre 1 SN quantifié Exemples1 
Féminin IVIasculin	 8a1a:8at-u riQ:;a:l -in 
trois.F -NOM hommes-GÉN 
« trois hommes » 
rVlasculin Féminin	 8ala:8 -u nisa:? -in 
tmis.M -NOrvI femmes -GÉN 
« trois femmes » 
TABLEAU 3.6: L'accord des nombres entre 3 et 9 
Les nombres entre 11 et 19 sont composés de deux parties. Pour les nomlJres 11 et 12, les 
deux parties s'accordent en genre avec le SN quantifié, mais les nombres entre 13 et 19 ont un 
comportement différent: seule la 2C partie du nombre composé s'accorde avec le SN, la Fe partie 
se désaccorde comme avec les nombres entre 3 et 9, comme le montre le tableau (3.7). 
1 l'" partie 1 2" partie 1 SN quantifié 1 Exemples 
Féminin l'vlasculin Masculin 8ala:8ata 'laJara rat))ulan 
trois.F dix.M homme 
« treize hommes » 
IVlasculin Féminin Féminin Gala:8a aJrata mra?atan 
trois.IVI dix.F femme 
« treize femmes » 
TABLEAU 3.7: L'accord des nombres entre 13 et 19 
Ces exemples démontrent que le système de l'accord en arabe est basé sur plusieurs asymétries. 
Il n'est donc pas surprenant que l'accord entre le sujet et le verbe soit partiel, voire dans certains 
cas absent (quand ni le nombre ni le genre ne sont spécifiés). 
En somme, l'accord en arabe est plus partiel que ne le laissent présager certains auteurs. L'ac­
cord entre le verbe et le sujet, qui ne s'obtient que lorsque le verbe est initial, est un accord partiel 
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qui n'implique qu'une Sl)écification morphosyntaxique minimale des traits d'accord classiques 34. 
Nous avons démontré que cet état de fait n'est pas propre à l'accord entre le sujet et le verbe et 
qu'il se trouve dans d'autres systèmes en arabe: l'accord nominal et l'accord entre les nombres et 
les SN quantifiés. Une question reste en suspens cependant: si l'accord entre le sujet et le verbe 
ne se réalise que partiellement et dans l'ordre dit VSO, peut-on encore parler d'asymétries de 
l'accord entre le sujet et le verbe? Nous consacrons la section (3.4.3) à cette question. 
3.4.3 Les asymétries de j'accord 
Les asymétries de l'accord constituent le problème le plus débattu de la linguistique arabe. 
Ce problème, connu depuis l'aube de la grammaire arabe, a alimenté plusieurs débats dans le 
cadre de la théorie du gouvernement et du liage et dans le cadre du programme minimaliste, sans 
que les différentes approcbes proposées ne soient capables de le résoudre, et ce, en partie parce 
que certaines données ne sont pas prises en considération pm certains auteurs. Nous essaierons 
dans cette section de donner une image complète de la question et des différentes approches pro­
posées pour la résoudre. Nous contribuons également au débat en proposant quelques éléments 
de réflexion en rapport avec notre étude des marqueurs de sujet. Dans la section (3.4.3.1), nous 
présentons les cionnées qu'il faucirait prendre en considération quand on aborde la question (les 
asymétries de l'accord. Les sections (3.4.3.2) et (3.4.3.3) seront consacrées ft donner quelques 
exemples représentatifs des analyses proposées dans le cadre du programme de recberches chorn­
skyen et des quelques propositions dans le cadre des grammaires ft base de contraintes. La section 
(3.4.3.4) comportera ce que nous pensons être une voie qui mène vers une solution possible de ce 
problème. 
34 Blachère et Gaudefroy-Demombines (2004) ont c",àyé d'expliquer ces singularités du système de l'accord en 
arabe par l'évolution diachronique de cette langue: 
On peut penser (.. ) qu)à une époque ancienne J'arabe connaissait seulement la construction 
verbe+sujet , où le verbe restait toujours à la 3e pers. du Inasc. sing.) verbe et sujet formaient alors 
un tout dans lequel le premier exprimait le procès et le second l'agent réalisant le procès ou le 
subissant ( ... ) À côté de cette construction) slen rencontre toutefois une autre sujet+verbe , clalls 
laquelle le second joue le rôle d'un véritable attribut et s'accorde comme tel. II semble que lorsqne 
l'arabe est libre entièrement de son choix, il préfère la première construction (verbe+sujet) il. la 
seconde (sujet+verbe). (Ibid., p. 299) 
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3.4.3.1 Les données de l'arabe standard 
3.4.3.1.1 L'accord avec des SN 
Depuis Sibawayhi au VIII" siècle et son maître ?al-xali:l, les linguistes intéressés par la langue 
arabe et surtout par la variété standard, se sont posé plus d'une question face à cles phrases 
comme celles en (3.43) à (3.48) 30. 
(3.43) a.. ?al- ?awla:d -u daxal -u:	 (lVIP) 
les- garçons -NOi\J! entrer.PER -3MP
 
« Les garçons, ils sont entrés»
 
b.	 daxal -a l- ?awla:d-u 
entrer.PER -31vl les- garçons -NOM 
« Les garçons sont entrés» 
c.	 '7al- ?awla:d -u daxal -a 
les- garçons -NOlv! entrer.PER -3MS 
cl.	 *daxal -u: l- ?awla:d-u
 
entrer.PER -31vIP les- garçons -NO~d
 
(3.44) a. '1al- bana:t -u daxal -na	 (FP) 
les- filles -NOM entrer.PER -3FP
 
« Les filles, elles sont entrées»
 
b.	 daxal -at l- ?bana:t-u 
entrer.PER -3F les- filles -NŒd
 
« Les filles sont entrées»
 
c.	 '7 al- 7bana: t -u daxal -at
 
les- filles -NOM entrer.PER -3FS
 
cl.	 *daxal -na l- '1bana:t-u 
entrer.PER -3FP les- filles -NŒd 
(3.45) a. 7al- walad -a:ni daxal -a:	 (MD) 
les- garçons -NO}.II.D entrer.PER -3MD
 
« Les cieux garçons, ils sont entrés »
 
b.	 daxal -a l- ?walad -a:ni 
entrerPER -3M les- garçons -NOM.D 
« Les garçons sont entrés» 
35 Llag'rammaticaJité des pllrases avec un SN postverbal s'obtient dans un contexte non marqué, sans recourir à 
la dislocation. 
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c.	 *?al- ?walad -a:ni daml -a 
les- garçons -NotliI.D entrer.PER -3MS 
cl.	 *daml -a: 1- ?walad -a:m
 
entrer.PER -3MP les- garçons -NOI-/l.D
 
(3.46) a. ? 0,1- bint -a:ni daTai -ata:	 (FD) 
les- filles -NOM.D entrer.PER -3FD
 
« Les cieux filles, elles sont entrées»
 
b.	 daxal -at 1- ?bint -a:ni 
entrer.PER -3F les- filles -NOM.D
 
« Les deux filles sont entrées»
 
c.	 ~7al- ?bint -a:ni daTai -at 
les- filles -NotvI.D entrer.PER -3FS 
d.	 *daml -ata: 1- ?bint -a:ni entrer.PER -SFP 
les- filles -Nm/l.D 
(3.47) a. ?al- walad -1L daml -a	 (MS) 
le- garçon -NOM entrer.PER -3MS
 
« Le g8rçon, il est entré»
 
b.	 daxal -a 1- walad -1L 
entrer.PER -3lvI \e- garçon -NOM 
« Le garçon est entré » 
(3.48) a. ?0,1- bint -u daTai -at	 (FS) 
la- fille -NOM entrer.PER -3FS
 
« La fille, elle est entrée »
 
b.	 daml -at 1- bint-u 
entrer.PER -3F la- fille -NOM
 
« La fille est entrée »
 
Nous avons varié ces exemples selon deux paramètres: 
1.	 L'orore des mots: un SN nominatif est tantôt préverbal, tantôt postverbal. 
2.	 Les traits de genre et de nombre de ce SN . les combinaisons possibles sont IvIP, FP, MD, 
FD, II/IS et FS 
Cette variation entraîne des changements dans les marqueurs de sujet, qui varient en fonction 
des traits du SN et en fonction de S8 position. En effet, dans l'ordre SN+V, et. quelles que soient 
les valeurs des traits nombre et genre du SN, le marqueur de sujet porte les mêmes traits que 
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ce SN (nous parlons ici d'accord riche). C'est le cas dans les exemples (3.43a), (3.44a), (3.45a) 
et (3.46a). Toutefois, dans l'ordre V+SN, le marqueur de sujet ne seml)le pilS spécifié pour le 
nombre (nous pmlons ici d'accord partiel). Les traits de genre et de personne ont par contre les 
mêmes valeurs que celles sur le SN en question: (3.43b), (3.44b), (3.45b) et (3.46b). Les phrases 
en (3.43c), (3.44c), (3.45c) et (3.46c), dans lesquelles le SN préverbal ne dicte pas tous les traits 
d'accord sur le marqueur de sujet, sont agrammaticales. Les phrases en (3.43d), (3.Ll4d), (3.45d) 
et (3.46d) sont agrammaticales parce que le SN postverbal dicte ces traits. Dans les cas où le SN 
est singulier, dans les exemples en (3.47) et (3.48), nous pouvons généraliser en considérant que 
le marqueur de sujet n'exprime pas le nombre dans l'ordre V+SN et qu'il l'exprime dans l'ordre 
SN+V 
3.4.3.1.2 L'accord avec des pronoms indépendants 
Cette asymétrie entre l'accord partiel et l'accord riche ne concerne que lil distribution des 
SN. Le remplacement de ces SN par des pronoms indépendants nominatifs ne donne pas lieu aux 
mêmes phénomènes, comme le montrent les exemples suivants: 
(3.49) a. hum damL -u:	 (!VIP) 
eux entrer. PER -3MP
 
« Eux, ils sont entrés )}
 
b.	 *daxaL -a hum
 
entrer.PER -3i\/1 eux
 
c.	 *hum daxal -a 
eux entrer.PER -3MS 
d.	 daxal -u: hum 
entrer.PER -3IvIP eux
 
« Ils sont entrés, eux»
 
(3.50) !\. hunna daxaL -na	 (FP) 
elles entrer.PER -3FP
 
« Elles, elles sont entrées )}
 
b.	 *doxal -at lw.nna
 
entrer.PER -3F elles
 
c.	 *lnmna da:wl -at 
elles entrer.PER -3FS 
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d. daxai -na hunna 
entrer.PER -3FP elles
 
« Elles sont entrées, elles»
 
(3.51) a. /wma: daxal -a: 
eux.D entrer.PER -3MD 
« Eux deux, ils sont entrés» 
b. "daxal -a huma: 
entrer.PER -3M eux.D 
c.	 "huma: daxal -a 
eux.D entrer.PER -3MS 
d. daxal -a: huma: 
entrer.PER -3MP eux.D 
« Ils sont entrés, eux cieux» 
(3.52) a. huma: daxal -ata: 
elles.D enLrel'.PER -3FD 
« Elles deux, elles sont entrées» 
b. "daxal -at huma: 
entrer.PER -3F elles.D 
c.	 "huma: daxal -at 
elles.D entrer. PER -3FS 
d.	 daxal -ata: huma: 
entrer.PER -3FP elles.D 
( Elles sont entrées, elles deux» 
(3.53) a. hU11la daxal -a 
lui entrer.PER -3MS (MS) 
« Lui, il est entré ~) 
b. da:cal -a huwa 
entrer.PER -3M lui 
« Il est entré, lui» 
(3.54) a. hija daTai -at 
elle entrer.PER -3FS 
« Elle, elle est entrée » 
b.	 daxal -at hija 
entrer.PER -3F elle 
« Elle est entrée, elle» 
(MD) 
(FD) 
(FS) 
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Dans l'ordre pronom indépendant + V, le marqueur de sujet montre un accord riche avec le 
pronom indépendant préverlxll, tout comme si c'était un SN dans les phrases (3.49a), (3.50a), 
(3.51a), (3.52a), (3.53a) et (3.54a). Cependant, il exhibe la même sorte d'accord dans l'ordre 
V+pronom indépendant, c'est-à-dire un accord riche dans les exemples en (3.49d), (3.50d), 
(3.51d), (3.52d), (3.53b) et (3.54b). Ce comportement instaure une ,"\Symétrie entre les SN et 
les pronoms indépendants. 
3.4.3.1.3 Questions de recherche 
L'accord entre le SN/pronom indépendant NOIVI préverbal/postverbal et le verbe est carac­
térisé par plusieurs asymétries en arabe standarcl. Cet accord peut être partiel ou riche selon 
deux paramètres principaux: l'ordre des mots (verbe initial vs verbe non initial) et la nature du 
constituant nominatif associé au marqueur de sujet. Selon le premier paramètre, un SN préverbal 
déclenche un accord riche alors qu'un SN postverbal déclenche un accord partiel dans les contextes 
non marqués. Selon le deuxième paramètre, si le constituant en question est un SN, son ordre 
par rapport au verbe cléclencl1e l'asymétrie accord riche / accord partiel. iVlais si ce consti tuant 
est un pronom indépendant, aucune asymétrie de ce genre n'est déclenchée et l'accord est riche 
dans les deux positions. Ce comportement pose deux problèmes: pourquoi l'orclre des mots a-t-il 
une incidence sur l'accord? Et pourquoi le pronom indépendant ne se comporte pas de la même 
manière qu'un SN dans ces structures? 
Pour répondre à ces questions, plusieurs approches étaient proposées. Nous en présenterons 
ici quelques exemples représentatifs que nous groupons en deux catégories: des approches dans le 
cadre génératif chomskyen et des approches dans le cadre des grammaires à hase de contraintes. 
La première catégorie regroupe des approches essentiellement syntaxiques préminimalistes dans 
]esquelles les auteurs tentent cie résoudre les problèmes posés par les asymétries cie l'accord en 
se h,"\Sant sur les représentations syntaxiques, les niveaux d'analyse et les relations configuration­
nelles (le gouvernement vs ]a relation entre le spécifieur et la tête). Les tenants des approches 
minirnalistes proposent des analyses qui font intervenir les interfaces, notamment l'interface FP 
(Forme Phonologique). Les auteurs qui ont travaillé dans le cadre de la grammaire HPSG ont 
proposé des analyses essentiellement lexicalistes. Lors de notre présentation de ces approches, 
nous serons amené à introduire de nouvelles données qui proviennent des dialectes, ce qui nous 
permettra dans un deuxième temps de discuter d'autres données et de proposer des éléments de 
réponse. 
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3.4.3.2 Les analyses syntaxiques 
Les premières analyses purement syntaxiques des phénomènes cle l'accorcl en aral)e sont pro­
posées clans le caclre cle la théorie du gouvernement et clu liage (ou GB). Dans le caclre de ces 
analyses, l'on se posait la question de savoir dans quelle position syntaxique apparaissent les 
SN préverbal et postverbal et quelle est la nature cle la relation qu'entretiennent ces SN avec le 
verbe. Ainsi, pour Aoun et al. (1994, 1999) et IVlohammad (1990), l'accorcl se réalise clans une 
relation entre le spécifie\\[ et la tête (selon Je schéma X), alors qu'il se réalise clans une relation 
cle gouvernement pour Bahloul et Harbert (1992) et Hm'bert et Bahloul (2002). Cela a clonné lieu 
à plusieurs hypothèses clont nous n'exposerons que les plus représentatives, à savoir l'hypothèse 
explétive cle tvIohammacl (1990) clans le paragraphe (3.4.3.2.1), l'hypothèse cle la perte cl'accord 
de Aoun et al. (1994, 1999) clans le paragraphe (3.4.3.2.2) et l'hypothèse clu gouvernement de 
Bahloul et Harbert (1992) et Harbert et Bahloul (2002) clans le paragraphe (3.4.3.2.3). Nous 
exposons également une analyse minimaliste, celle de Benmamoun et Lorimor (2006), clans le 
pitragraphe (3.4.3.2.4). 
3.4.3.2.1 L'hypothèse explétive 
L'hypothèse cléfendue par Moharnmacl (1990) peut être énoncée cle la manière suivante: l'orclre 
de base est SVO 30 et clans cet ordre le SN préverbal en (3.55a) 37 est réalisé clans la position clu 
spécifieur cle IP et entretient clone une relation Spec-tête avec la tête 1 (sous laquelle le verbe est 
réalisé), d'où l'accorcl riche observé clans ce contexte. Quancl le SN est postverbal, en (3.55b), la 
position [Spec, IPI est remplie par un pronom explétif nul. L'accorcl se fait donc entre le verbe et 
cet explétif nul, ce qui clonne lieu, selon l'auteur, à un accord partiel et à une phrase avec cleux 
sujets: un sujet réel et un sujet explétif. 
(355) a. SV : [IP Subj j Vi+I [VP Lj t i · .1] 
b. VS: IIP proEXPL Vi+I [IIP Subj ti .. ·11 
Pour justifier cette analyse, l'auteur souligne que cet explétif nul est lexicalisé clans certains 
contextes et apparaît clone en même temps que le SN postverbal considéré comme sujet, comme 
en (3.56) 38 où l'explétif -hu attaché au complémenteur ?anna apparaît en position préverbale et 
JG L'auteur reconnaît que J'ordre VSO est J'ordre pragmatiquement neutre (non marquéL mais pense que j'ordre 
SVO est J'ordre de base. 
37 Ces représentations proviennent de Soltan (2004). 
38 (Ivlohammad, 1990, p. 110). 
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le SN sujet r-rili5ul-1I, apparaît en position postverbale : 
(3,56)	 ?idda\'a: ?ahmad -u ?anna -hu t!;a:? -a r- mC5u1 
prétendre,PER,3tVl Ahmed -NOM que -il venir,PER -31vl 1'- homme 
-lt 
-NOlvl
 
« Ahmed a prétendu que l'homme est arrivé »
 
Pour que deux sujets puissent être présents dans la même phrase, l'un d'eux ne doit pa," avoir 
de rôle thématique, en conformité au critère thêta, et c'est justement le cas de l'explétif, selon 
l'auteur, 
Toutefois, pour que cette analyse soit acceptable, il faudrait que les explétifs soient toujours 
sous-spécifiés pour le nombre en aral)e, ce qui n'est pas le cas, comme le souligne Fassi Fehri 
(1993), En fait, les explétifs peuvent avoir plusieurs valeurs pour les traits genre et nombre selon 
le contexte, comme le montrent les exemples suivants: 
(3,57) a. /wm(u) 1- t!;un:d -11, (lvlP) 
eux les- soldats -NOM 
« Ce sont les soldats » 
b, hunna n- nisa:? -li (FP) 
elles les- femmes -NOlvl 
« Ce sont les femmes » 
Par ailleurs, cette analyse ne rend pas compte de l'asymétrie entre les SN et les pronoms indé­
pendants postverbaux, Les deux constituants sont censés être réalisés dans la position [Spec, VP] 
dans l'ordre VSO, selon l'auteur, Or, l'accord dans cet ordre se ferait avec l'explétif préverbal, qui 
est le même que le constituant postverbal soit un SN ou un pronom indépendant, On s'attendrait 
donc à un accord partiel avec les deux constituants, ce qui n'est pas le cas, 
L'hypothèse explétive, en plus d'être une solution peu élégante (l'existence de deux sujets 
dans une même phrase), ne prédit pas toutes les données déjà mentionnées, mais également des 
données supplémentaires qui proviennent des dialectes arabes contemporains, C'est pour rendre 
compte de cette variation dialectale que Aoun et a/' (1994) ont proposé une analyse syntaxique 
différente de celle que défend Mohammad (1990), 
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3.4.3.2.2 L'accord perdu 
Aoun et aL. (1994) soutiennent, tout comme Mohammad (1990), que l'accord est une relation 
structurale entre la tête et le spécifieur. Cependant, l'approche adoptée par ces auteurs se veut 
plus globale, et ce, en embrassant un plus grand nombre de données, et notamment des données 
dialectales. Les structures qui intéressent les auteurs sont les deux suivantes 39 : 
(358) ,1. SN V 
b. V SN 
Les variétés étudiées sont l'arabe libanais (désormais AL), J'arabe marocain (désormais AM) 
et l'arabe standard (désormais AS). Le tableau (3.8) récapitule ces données. 
SNV V SN 
AS Accord riche Accord partiel 
A]VI et AL Accord riche Accord riche 
TABLEAU 3.8: Les asymétries et la variation dialectale 
Nous avons vu des exemples qui illustrent ces structures pour AS dans la section (3.4.3.1). En 
ce qui a trait aux dialectes, les exemples suivants illustrent les phénomènes de l'accord avec un 
SN préverbal (3.59a) et un SN postverbal (3.59b). Ces données sont de l'arabe tunisien (désor­
mais AT), une variété dialectale qui exhibe le même comportement que les deux autres variétés 
discutées par les auteurs 40 
(3.59) a. 1- wla:d xu'n)) ou: (SN V) 
les- garçons sortir.PER -3MP 
({ Les garçons sont sortis >) 
b. xuT"Cfi ou: 1- wla:d (V SN) 
sortir.PER -3MP 1es- garçons 
({ Les garçons sont sortis» 
Aoun et al. (1994) fournissent les réponses suivantes aux questions qui concernent les asymé­
tries de l'accord: les traits de J'accord sont légitimés dans une relation entre la tête et le spécifieur. 
Cette légitimation s'obtient aux différents stades de la dérivation. Ainsi, en AS, J'accord en genre 
dans l'ordre V+SN est légitimé parce que le sujet et le verbe étaient en reiD.tion de spécifieur à 
3U (Aoun et aL, 1994, p. 195). Les auteurs traitent également la question de l'accord du premier conjoint dans 
les structures [SN 1 et SN2 VI et IV SN 1 et SN2]. Nous ne traitons pas cette question ici. 
40 Voir Mahfoudhi (2002). 
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tête à un certain stade de la dérivation avant le déplacement du verbe vers une position de tête 
par-dessus le sujet 41. Dans ce même ordre des mots, l'accord en nombre n'est pas légitimé parce 
que cette information est perdue en cours de dérivation, suite au déplacement de la tête verbale 
en dehors d'une relation de spécifieur à tête (la relation qui légitime les traits d'accord selon les 
auteurs). Cette explication est censée être valide pour les dialectes également: en AL et en AM, 
le verbe ne subit pas le déplacement supplémentaire qu'il subit en AS, d'où la préservation de 
tous les traits d'accord, y compris le trait nombre, et J'accord riche observé en (3.59b). L'accord 
riche dans l'ordre SN+V découle du même principe puisque le verbe et le slljet. se t.rollvent en 
relation de spécifieur à tête dans cette structure. 
Le problème de cette approche, comme le soulignent Munn (1999) et Soltan (2004), c'est que 
la perLe de l'accunl eu nombre suite au déplacement du verbe est ad hoc et ne découle d'aucun 
principe général, surtout si on prend en compte deux restrictions à cette « perte 1> : la première 
intervient avec un pronom indépendant postverbal, où aucune « perte» de l'accord en nombre 
ne se produit malgré le déplacement présumé du verbe, et la deuxième est dans les dialect.es qui 
accordent le verbe et le SN sujet de la même manière que l'AS accorde le verbe et le pronom 
indépendant postverbal, 
Cela dit, les deux analyses de j\!Iohammad (1990) et de Aoun et al. (1994) ont en commun 
une vision syntaxique de l'nccord qui le relie à une relation entre la tête verbale et son spécifieur, 
Il suffit que cette relation soit établie à un niveau ou à un autre de la dérivation syntaxique 
pour légitimer les traits d'accord observés en surface, Nous ,wons vu qu'une telle apl)J'oche ne 
saurait rendre compte de toutes les données reliées aux asymétries de l'nccorel, notamment l'accorel 
avec un pronom indépendant nominatif postverbal et la variation dialectale, D'autres analyses 
syntaxiques ont essayé d'éviter ces problèmes en proposant le gouvernement comme étant la 
relation qui légitime l'accord. Les auteurs qui ont mis l'accent sur cette relation sont surtout 
Bahloul et Harbert (1992) et Harbert et Bahloul (2002). 
3.4.3.2.3 Accord et gouvernement 
Bahloul et Harbert (1992) et Harbert et Bahloul (2002) défendent l'hypothèse suivante: les 
asymétries de l'accord attribuables à l'ordre de surface s'expliquent par le fait que l'accord se 
réalise sous des conditions syntaxiques différentes d,\ns les configurations dites VSO et SVO. 
41 Cette position est la tête F selon les auteurs (tête de FP). Notons que ce choix de tête indique l'el11balTl\S face 
à cette position vers laquelle se déplace le verbe en dehors de IP. 
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Dans l'ordre dit SVO, l'accord encode une relation entre la tête (le verbe) et son spécifieur (le 
sujet), alors que dans l'ordre dit VSO, l'accord est légitimé dans une relation de gouvernement 
entre ces éléments. De plus, la différence dans la morphologie de l'accord (entre un accord partiel 
et un accord riche) se produit parce que les ensembles de traits accessibles sous ces deux types 
d'accord ne sont pas les mêmes. 
Pour expliquer cette différence, les auteurs ont recours il. la théorie de Ritter (1997) sur la 
projection d'une tête fonctionnelle Num (le nombre) en NumP. En adopta.nt cette théorie, les 
deux auteurs défendent l'idée selon laquelle la différence entre les deux trai ts genre et nombre 
est une différence entre un trait inhérent aux têtes nominales (le genre) et un trait acquis lors 
d'un déplacement dans un nœud fonctionnel (le trait nombre). Lors de la dérivation, le trait de 
genre, en tant que trait inhérent aux noms, est associé il. la strate inférieure de la projection, a.lors 
que le trait de nombre est associé il. la strate supérieure. Seuls les traits de la strate inférieure 
d'un système de projection sont visibles à l'accord sous gouvernement, alors que tous les traits 
de genre, de nombre et de personne sont visibles à l'accord dans la configuration Spécifieur-Tête. 
Les auteurs affirment: 
Gender features originate on lexical Ns, hence on the Bases of Projection Systems. 
They are th us visible for agreement under government. Number features are features 
of the functional head Num. They are accordingly not features of the Base node in 
Projection Systems terminating in lexical Ns, and are invisible to such agreement. 
(H<ubert et Bahloul, 2002, p. 47) 
Cependant, cette théorie n'explique pas encore l'asymétrie entre les SN et les pronoms indé­
pendants nominatifs postverbaux. Pour y parvenir, et pour expliquer cette particularité qu'a le 
pronom indépendant (sujet, selon les auteurs) à déclencher un accord riche, Harbert et Bahloul 
(2002) soutiennent que le trait nombre est inhérent aux pronoms alors qu'il est acquis en cours 
de dérivation en ce qui concerne les SN. Comme tout trait inhérent, ce trait est donc accessible 
dans une configuration de gouvernement, d'où l'accord en genre, en nombre et en personne entre 
le pronom indépendant et le verbe qui le gouverne. 
Qù'en est-il des dialectes discutés dans Aoun el al. (1994)? Rappelons qu'en AM, en AL et en 
AT, l'interdiction cIe l'accord en nombre avec le SN sujet postverbal est levée. Peut-on affirmer 
que le trait nombre est inhérent aux têtes nominales dans ces dialectes alors qu'il est acquis en 
cours de dérivation en arabe standard? Une telle solution aurilit besoin d'arguments forts pour 
la justifier. Aussi, les auteurs se contentent-ils de signaler cette différence entre les variétés de 
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l'arabe sans essayer de l'expliquer. 
Les trois analyses syntaxiques présentées ici ne sont que des exemples des approches stric­
tement syntaxiques adoptées pour résoudre les nombreux problèmes soulevés par les asymétries 
de l'accorcl en arabe, Que ces analyses choisissent cle consiclérer l'accorel comme une relation qui 
s'obtient dans une configuration de gouvernement ou dans une relation de la tête avec son spé­
cifieur, le résultat est presque le même: on n'arrive pas il embrasser toutes les données, Il faut 
dire que ces données sont complexes, surtout quand on prend en compte les variétés dialectales, 
Les approches minimalistes ont tenté de remédier il ces problèmes en proposll.nt de prendre en 
considération les interfaces (l'interface FP, surtout), Nous présentons un exemple de ces analyses, 
ce]]e de Benmamoun et Lorimor (2006), dans la section suivante, 
3.4.3.2.4 L'accord encore une fois perdu 
Selon Benmamoun (2000a) ct Bcnmamoun et Lorimor (2006), les items lexicaux entrent dans 
la dérivation syntaxique avec tous leurs traits (y compris le trait de nombre) et l'opération de 
fusion (Merger) se produit dans le composant morphologique postsyntaxique pour fusionner les 
membres de la séquence VS (verbe-sujet), Ainsi, la fusion du verbe et clu sujet à l'interface FP 
(forme phonologique), cette interface où les traits morphosyntaxiques sont épelés selon la théorie 
de la morphologie distribuée, donne lieu à !'épe]]ation du trait de nombre déjà contenu comme 
trait inhérent au SN : « the merger of the verb and the subject amounts to spelling-out the 
number feature, making the presence of the number affix rec!ullliant, » (Bellmamuull, 2000a, p, 
11), Cette hypothèse n'est pas sans nous rappeler l'approche de Aoun et ul, (1994), selon laquelle 
l'accord en nombre est perdu en cours de dérivation. Cepenclant, si ce trait est perclu à cause d'un 
déplacement supplémentaire de la tête verbale en dehors du IP selon Aoun et al. (1994), il est 
perdu lors de la fusion du verbe avec le SN sujet (portant lui-même ce trait) selon Benmamoun. 
De plus, cette perte se produit dans une composante morphologique postsyntaxique et non dans 
la composante syntaxique, comme le soutiennent Aoun et al. (1994), 
Cette approche n'explique cependant pas pourquoi il y aurait fusion entre le sujet et le verbe 
en arabe standard seulement quand le sujet est postverbal. Rappelons que cette fusion est censée 
expliquer l'accord partiel dans l'ordre VSO, Qu'est-ce qui empêcherait le sujet et le verbe de 
fusionner dans l'ordre dit SVO? En fait, l'auteur ne fournit aucune théorie spécifique de la fusion 
à l'interface FP, Les SN préverbaux sont adjacents au verbe eux également, il n'est donc pas clair 
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ce qui devrait empêcher la fusion et la suppression du trait de nombre dans ce contexte, comme 
le signalent Ackema et Neeleman (2003). 
Admettons qu'un principe syntaxique motive la fusion dans l'ordre VSO seulement, alors si 
Je trait de nombre est ({ perdu» dans l'ordre VSO parce qu'il est devenu redondant à l'interface 
FP, comment explique-t-on le fait que cette fusion du sujet et du verbe ne produise pas ce même 
effet dans les variétés dialectales? Pourquoi Je trait de nombre semble être redondant en AM, en 
AL et en AT et non en AS? Benmamoun répond à ces questions en stipulant tout simplement 
que l'opération de fusion est propre à l'AS et absente des dialectes: 
Moroccan Arabic hels one single option to spell-out number agreement on the verb, 
whiJe Standard Arabic has t\Vo options, affixa.tion ancl merger between the verb and 
the subject. (Benmamoun, 2000a, p. 133) 
Nous pensons que cette affirmation manque d'éléments de conviction et d'arguments pour !'elP­
puyer. Notons, par ailleurs, la place du trait de nombre dans cette analyse. Ce trait est en fait 
censé être un trait inhérent à la tête nominale, suivant Chomsky (1995) Cette idée est diffi­
cilement conciliable avec les données qui impliquent des pronoms indépendants nominatifs en 
position postverl)ale. Peut-on en fait affirmer que ce trait ne fait pas partie eles traits inhérents à 
ces pronoms, contre toute apparence? 
Les différentes approches syntaxiques qui ont tenté de résoudre le problème des asymétries 
de l'accord, qu'elles soient dans Je cadre de GB ou dans le cadre du programme minimaliste, 
al)portent des éléments de réponse qu'il faudrait considérer. Elles ne parviennent cependant pas 
à englober toutes les données pertinentes sur la question. 
3.4.3.3 Les analyses lexicalistes 
Les analyses lexicalistes de la question eles asymétries de l'accorel optent pour eles méthodes 
d'analyse différentes que celles employées dans le cadre syntaxique strict des approches déjà 
présentées. Elles apportent également une contribution notable à ce débat et méritent sans doute 
qu'on s'y attarde. 
Les seules analyses lexicalistes dont nous connaissons l'existence sont les deux que nous pré­
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sentons ici: l'analyse de IVloosally (1994) et celle de BelIer (2006). 
3.4.3.3.1 L'ordre VSO est dérivé 
Ï\lloosally (1994) est d'avis que l'Ol'dre non marqué en arnbe est l'ordre VSO Pour concilier 
cette analyse avec les données empiriques (le fait que le verbe ne puisse être initial dans certains 
cas) et en restant fidèle au type d'approche admise dans Pollard et Sag (1994), elle propose 
d'employer le schéma de dominance immédiate 3, déjà présenté en (1.16) et répété ici en (3.60), 
pour décrire les structures VSO en arabe. 
(3.60) str-tête 
SSILOclCAT [TÊTE m]
 
VAL () 
mot 
FILLES 
FILLE-TÊTE 
SS 1 LOC 1 CAT 
rV~L 1 COMPS (~ ~)j 
TETE IJJ 
FILLES-COMPS (~ ...@]) 
Ce schéma il. été proposé pour décrire les structures en anglais où il y a inversion du sujet 
et de l'auxiliaire. Quand ['entrée lexicale d'un verbe auxiliaire comporte le trait [+INV], cette 
spécification déclenche l'inversion. De même, Moosally propose que chaque verbe 42 en arabe 
possède deux entrées lexicales: une entrée avec le trait I-INV] pour les structures dites SVO et 
l'autre avec le trait I+INVI pour les structures VSO. Quand l'entrée lexicale comporte le trait 
[-INV], l'auteure propose qu'elle soit sujette au schéma DIl, alors que les entrées comportant le 
trait [--INV] sont sujettes au schéma DI3. Pour illustrer cette analyse, nous présentons les deux 
entrées lexicales du verbe darasa « il a étudié», que l'auteure propose 43. 
(3.61) L'entrée lexicale de clamsa (1) 
42 Théoriquemenl, chaque verbe en arabe peut apparaître dans l'un ou l'autre des deux ordres dits VSO et SVO. 
43 SN : une abréviation de tous les sous-types cie N-J01-m incluant pp'ro (pronom personnel), npm (non pronomi­
nal) et apm (pronom anaphorique). 
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PHON \ DARASA) 
TÈTE [""h' ]INV + 
CAT 
ppro m[3MS]) 
VAL (SYNSEM LOC 
npro m[M] 
psoa 
CONT	 RELN étudier 
ÉTUDIANT IJJ 
(3.62) L'entrée lexicale de darasa (2) 
PHON \ DARASA) 
TÊTE ["'Ch' ]
INV ­CAT 
VAL (SN m[3MS])SYNSEM LOC 
psoa 
CONT	 RELN étudier 
ÉTUDIANT m 
Ces deux entrées lexicales sont censées refléter deux propriétés empiriques différentes: 
•	 Le fai t que les sujets préposés déclenchent un accord riche est reflété clans la liste cie sous­
catégorisation du verbe, dont le trait de tête est [-rNv] (cette liste ne coml)ortant pas les 
compléments du verbe dans cette représentation). 
•	 Le fait que l'accord dans l'ordre VSO soit partiel est capté par les traits d'accord du sujet 
des verbes dont les traits de tête comportent la spécification [+INV]. Le sujet peut ainsi être 
un ppro (incluant ainsi les pronoms nuls) ou un npTO (un SN plein). Dans le premier cas, 
l'accord est riche, alors qu'il est partiel dans le dernier (seul le genre est accordé). 
Cette analyse repose sur des présupposés que nous ne partageons pas avec ]'auteure. Parmi ces 
présupposés, le statut morphosyntaxique des SN préverbaux et des pronoms indépendants pose 
plus d'un problème. En out.re, traiter l'ordre VSO comme étant un « dérivé» de J'ordre SVO 
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ne repose pas sur une analyse de la structure syntagmatique de l'arabe. Si l'inversion est traitée 
par l'ajout de l'attribut INV dans Je cas des auxiliaires en anglais c'est qu'il y a justement une 
inversion. L'ordre VSO en arabe, au contraire, ne comporte aucune inversion. 
3.4.3.3.2 Le rôle de la structure argumentale 
Belier (2006) utilise les outils théoriques et formels fournis par Sag et oJ (2003). Il propose 
une contrainte additionnelle sur l'accord qui relie l'accord entre le sujet et le verbe à la structure 
argumentale et teste les implications de cette prise de position sur des structures de l'anglais. Il 
propose également une nouvelle règle lexicale pour modéliser l'alternance dans l'ordre des mots. 
L'auteur est d'avis que l'alternance VSO/SVO est une alternance lexicale et non syntaxique 
et il ln modélise, par conséquent, par une règle lexicale dont ]'intrant est un verbe avec des valeurs 
pour les attributs SU.J et SP8C et dont l'extrant est un verbe dont le sujet est placé comme premier 
membre de la liste COMPS. On remarquera dans cette règle que la liste COivlf'S est sous-spécifiée 
pour permettre de modéliser les verbes quelle que soit leur valence (intransitifs, transitifs, etc.). 
Par ailleurs, la valeur de l'attribut NBRE de la tête dans ]'extrant est sinq(ulier). Cette valeur est 
censée être la valeur par défaut quand aucun accord ne se réalise avec le sujet, selon l'auteur 44 
(3.63) La règle lexicale de VSO 
44 Cette règle est dérivationnelle par opposition aux règles lexicales flexionnelles. Cette ciistinction est faite par 
Sag et al. (2003), qui insistent sur le fait 'I"e ces règles relient en réalité deux séqucnces lexicales et Ile créellt pas 
lIne séquence à partir d 1 une autre. Dans la structure de tra.its qui décrit ces r0.g1e~l deux attributs sont appropriés 
INTRf\NT et EXTRANT, c10nt les valeurs sont des listes de lexèmes. Les lexèmes en question dans la règle présenl.t~(' 
ici sont verbaux (de type Lexème-verba.l). Dans cette représentation, la lettre ellcacll'ée A renvoie à ulle liste. Les 
chiffres a.rabes encadrés revoient à des items. 
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règle-dérivationnelle 
lexème- verbal 
INTRANT SYN(~, [VAL [SPEC (0])]] ) 
STR-ARC GJ 
lexème-verbal 
SYN [TêT, [ACCORD [NBRE 'in9]]
 
EXTRANT (~, )
SPEC 
o 1 
COMPS 
VAL (rn ... )r 
STR-ARC GJ 
Pour modéliser l'accord qu'il appelle appauvri dans l'ordre VSO, il propose une contrainte 
(ASAP, pour Argument Structure Agreement Principle) sur ]e type le:I:ème-verbal qui contraigne 
un mot à s'accorder avec le premier membre de sa structure argurnentale, qui est le s'ujet dans les 
deux ordres VSO et SVO . « ASAP tags the AGR fentmes PER <1nd GEND of a ]exeme with the 
PER and GEND features of the flfSt member of that ]exeme's ARC-ST (STR-ARC) ]ist ». (Beller, 
2006, p. 22) 45 : 
(3.64) ASAP lexème-verbal 
SYN [ACCORD [PC rn]] 
STR-ARC ([ACCORD [PC rn]l··-) 
L'accord en nombre n'est pas garanti par cette contrainte, Ce rôle est donc légué par l'auteur 
à la contrainte SHAC 4G (Specifier Head Agreement Constraint) proposée par Sag et al. (2003) 
pour modéliser l'accord entre le sujet et le verbe dans J'ordre dit SVO. 
4G Dans cette contrainte 1 Pattribut PC modélise un sous-type de accord qui englobe les deux traits personne et 
genre, 
46 L1auteur n1est cepelldant pa.s SÙI' que le pm'Lage de pouvoirs entre les deux contraintes soit aussi direct et 
déclare: 
The ASAP must cOllstrain the PC features, person and gender, and the SHAC must millimally 
constrain number agreement, It is hard to discern whether the SI-lAC only constrains nllmber or 
constrains ail of the ACR features, (Belier, 2006, p, 25) 
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(3.65) SHAC rn]Tf:TE [ACCORD 
VA' [SPEe ([ACCORD rn])] 
Cette modélisation des asymétries de j'accord de l'arabe ne rend pas compte de toutes les 
données, puisque l'auteur ne soulève pas les problèmes posés par les pronoms indépendants. De 
plus, en niant toute différence pragmatique (ou de sens) entre les structures dites SVO et les 
structures dites VSO 47, et en considérant que l'ordre VSO est d'une manière ou d'une autre 
dérivé de l'ordre SVO, l'auteur s'expose aux mêmes problèmes qu'affronte l'analyse proposée par 
IVloosally (1994). 
Les analyses syntaxiques et lexicalistes que nous avons présentées ici partagent certains pro­
blèmes dont deux nous paraissent particulièrement importants: le traitement de l'ordre dit SVO 
et l'aspect partiel des données couvertes. En ce qui a trait au premier point, ces analyses s'ac­
cordent presque toutes ft considérer que les structures ft verbe initial en arabe sont dérivées d'un 
ordre universel où le sujet précède le verbe. Cette dérivation, qu'elle soit syntaxique ou lexicale, 
cache une différence importante entre les deux sortes de structures, qui est une différence dans 
l'interprétation et dans la fonction pragmatiques. 
Le deuxième problème concerne la couverture empirique cie ces analyses. La majorité de ces 
dernières utilisent en effet les mêmes exemples et ne traitent pas soit les asymétries impliquant 
des pronoms, soit les données dialectales, soit les deux. 
La section suivante comporte quelques éléments qui contribuent ft la question des asymétries 
de l'accord en essayant d'éliminer les défauts des a.nalyses précédentes. 
3.4.3.4 Éléments pour une solution 
Nous proposons une analyse qui s'inspire, certes, de certaines des approches précédentes et 
surtout concernant la position du SN préverbal, le statut du marqueur de sujet et la nature de 
47 L'auteur s'appuie sur les travaux de deux auteurs qui ne signalent pas, selon lui, cette différence, à savoir 
Benmamoull (2000a) et Mohallllllacl (2000). 
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la relation d'accord entre le sujet et le verbe en arabe. Nous intégrons les données des dialectes 
en plus des données de l'arabe standard, les données de l'accorel nominal en plus des données de 
j'accord verbal et les propriétés des marqueurs d'arguments en plus des propriétés des marqueurs 
d'accord. Nous détaillons notre approche en plusieurs points en nous biLsant sur les idées déjà 
avancées dans les sections précédentes et dans le deuxième chapitre: 
1.	 Le SN préverbal est un topique disloqué: dans l'ordre dit SVO, le « S » est en réalité un 
topique disloqué (un non-argument) et non un sujet (un argument du verbe). 
2.	 Le marqueur de sujet dans l'ordre dit SVO est un pronom incorporé: en nous appuyant 
sur les critères de Bresnan et Mchombo (1987), nous avons démontré que J'accord constaté 
entre le SN préverbal et le marqueur de sujet est un accord anaphorique et non un accord 
grammatical. Étant un accord anaphorique, il implique un topique et un pronom incorporé 
et il ne s'agit donc pas d'un accord entre le sujet et le verbe. 
3.	 Le marqueur de sujet est un marqueur d'accord dans l'ordre dit VSO (avec un SN postverbal 
NON! que nous considérons le sujet) : l'accord dans ce cas est grammatical C'est la seule 
relation d'accord entre le sujet et le verbe en arabe standard. Le fait que cet accord est 
partiel découle des propriétés générales du système de l'accord dans cette langue. 
4.	 Le pronom inclépendant NOM dans l'ordre elit SVO et dans l'orelre dit VSO est disloqué: 
nous avons décrit la distribut.ion de ces pronoms da.ns le deuxième chapitre et nous avons 
conclu que leur apparition clans la phrase verbale est toujours marquée et qu'ils sont dislo­
qués à gauche ou à droite. L'argument dans ce contexte est le marqueur de sujet incorporé 
au verbe et l'accord observé ici est un accord anaphorique et non grammatical. 
Il nous est donc possible d'avancer l'hypothèse suivante: ce que l'on appelle les asymétries de 
l'accord n'est en réalité que l'expression de deux sortes d'accord au sein du même système des 
marqueurs d'arguments: un accord grammatical et un accord anaphorique. L'asymétrie entre les 
SN et les pronoms indépendants peut être décrite de manière différente de celle pour laquelle 
optent plusieurs auteurs. En fait, on ne peut comparer les SN postverbaux aux pronoms indépen­
dants postverbaux. Ces derniers sont toujours disloqués alors que les premiers peuvent être des 
arguments quand les marqueurs de sujet marquent l'accord verbal et disloqués quand ces derniers 
sont des a.rguments pronominaux. 
Nous pensons que cette hypothèse rend compte de toutes les elonnées déjà discutées. Elle 
reste cependant incapable d'expliquer les différences entre l'arabe standa.rd et l'arabe dialecta.l. 
Rappelons que la différence principale entre ces deux variétés est [a suivante: dans les dialectes, le 
151 
SN postverbal peut apparaître avec l'accord riche sans qu'il soit disloqué. C'est dire que l'accord 
entre le sujet et le verbe est riche, à l'encontre de ce que nous constatons en arabe standard. 
Pour résoudre ce problème, il faut noter ce qui suit 
1.	 L'accord dans les dialectes arabes n'est pas partiel, comme il l'est en arabe standard. L'ac­
cord en genre est strict même avec les collectifs. Le système de l'accord semble donc plus 
riche qu'en arabe standard et implique plus de traits. 
2.	 Le redoublement des marqueurs d'objet est possible dans certains dialectes, dont l'arabe 
maltais et l'arabe tunisien. En arabe tunisien, par exem[)le, ce redoublement peut se faire 
sans l'insertion d'une préposition 48 devant le SN double, comme dans les exemples suivants: 
(3.66) a. wi:n -hum: 1- wla:d, 
où -i ls les- garçons
 
« Où sont les garçons? »
 
b.	 ma- lda: -ha:., lu:nis, 
que- belle -elle TUnisie
 
« Que la T\misie est belle 1 »
 
Nos informateurs, qui parlent ce dialecte, nous ont confirmé qu'aucune coupure intonatoire ne 
se produit dans ce contexte. C'est le cas également quand le SN redouble un marqueur de sujet 
exhibant un accord riche, comme clans l'exemple suivant: 
(3.67) dixl -u:, 1- wla:d, 
entrer.PER -3MP les- garçons
 
« Les garçons sont entrés»
 
Il	 est clair que l'arabe dialectal (du moins l'arabe tunisien) permet le redoublement des ar­
guments. De manière plus générale, la différence entre la variété standard et la variété dialectale 
semble être la suivante l'arabe standard n'autorise aucun redoublement des arguments pro­
nominaux incorporés, alors que les dialectes le permettent. Nous pensons que l'explication de 
cette différence ne pellt être différente de l'explication des différences observées entre les dialectes 
également. En effet, et si nous ne prenons en considération qlle les dialectes arabes cOl1tem[)O­
rains 40, ces dialectes peuvent être classés en trois sous-groupes concernant les possibilités du 
48 Les dialectes arabes du Levant permettent une forme de redoublement avec insertion d'une préposition. L'arabe 
tunisien et l'arabe maltais semblent donc différents à la fois de ces dialectes et cie l'arabe standard. Cela pronve 
que la variation existe même au sein des groupes qu'on considère homogènes (les dialectes). 
4~ Au VIII" siècle, Sibawayhi nOlis "l'prenait l'existence d'un dialecte dont le comportement était semblable à 
celui des dialectes arabes contemporains: il l'appelle le dialec;te de 7o.kal-u:-ni: l-uo.'·a:vi:0 « *ils m'ont dévoré les 
puces ». Ce parlé est différent de la nonne grammaticale défendue par Sibawayhi et tous Ie-s grammairiens depuis 
cette époque sur deux plans: l'accord riche dans l'ordre VSO et l'accord du pluriel d'un nom non-animé (qui doit 
être all fS dans la variété standard) comme lin nom animé (au lvIP). 
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redoublement. : 
1.	 Des dialect.es qui permet.t.ent. le redoublement. des marqueurs de sujet., mais ne permet.tent. 
aucun redoublement. des marqueurs d'objet. (que ce soit. par l'insertion d'une préposit.ion ou 
de manière directe) : l'arabe marocain appart.ient. à ce groupe. 
2.	 Des dialect.es qui permet.t.ent le redoublement. des marqueurs de sujet. et qui permettent. le 
redoublement. des marqueurs d'objet. à condit.ion que le redoul)lement. se fasse par l'insert.ion 
d'une préposit.ion : l'arabe du Levant. appart.ient. à ce groupe. 
3.	 Des dialect.es qui permettent le redoublement. des marquelll'S de sujet. et. des marqueurs 
d'objet., sans que le redoublement. ne soit. conditionnel à l'insert.ion d'une préposit.ion : 
l'arabe t.unisien appart.ient. à ce groupe. 
Nous pouvons désormais met.t.re l'arabe st.andard à la tête de cett.e list.e comme ét.ant. la va­
riét.é qui ne permet. aucun redoublement. des argument.s pronominaux incorporés. Ces clifférences 
s'expliquent.-elles sur un axe diachronique? Nous pensons que la diachronie fournit des éléments 
de réponse. Tl s'<'lgit du processus de grammat.icalisat.ion ment.ionné par plusieurs aut.eurs, dont. 
Ariel (2000), Givon (1976), Hale (1973), Ivleillet. (1912) et Zwicky (1977) : 
(3.68) mot -----> clit.ique -----> affixe 
After t.he development. from independent. word t.o clit.ic, the next st.ep is, of course, 
t.he incorporat.ion of clit.ics int.o morphology proper : what. is a clit.ic at one st.age is 
reint.erpret.ed as a derivational or inflect.ional afFix at. t.he next.. (Zwicky, 1977, p. 6) 
Les t.rois ét.apes de cet.t.e évolut.ion sont. représentées dans les variét.és de l'arabe. Les pronoms 
indépendant.s sont. des mot.s et. ils ont. vraisemblablement. donné naissance aux différent.s marqueurs 
d'argument.s. Par ailleurs, cert.ains des marqueurs d'argument.s ont. changé ou sont. en cours cie 
changement. pour ne clevenir que des marqueurs d'accord. Les quat.re marqueurs cie sujet. de l'arabe 
st.andard -a, -at, j- et. t- ont. cet.t.e part.icularit.é de pouvoir êt.re employés comme arguments ou 
comme marqueurs d'accord. Tous les marqueurs cie sujet des clialect.es sont. clevenus cie simples 
marqueurs d'accord. Et finalement., les marqueurs d'objet de cert.ains dialectes (en l'occurrence 
l'arabe tunisien) sont. fonct.ionnellement. ambigus et. peuvent. fonct.ionner comme des arguments 
ou comme des marqueurs d'accord. Cette affirmat.ion est confirmée l)a.r les données empiriques: 
l'accorcl clans les dialectes est. plus riche, que ce soit. clans le syst.ème nominal ou clans le syst.ème 
verbal, alors que l'accord (clonc la grammat.icalisat.ion complèt.e des pronoms) rest.e part.iel en 
ara be st.andard. 
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Il est évident que ces hypothèses ont besoin de plus d'investigations et qu'une étude plus 
poussée de cette question pourrait révéler d'autres découvertes. Nous pensons cependa.nt que les 
quelques éléments de réponse que nous fournissons ici sont sur la bonne voie. 
3.5 Conclusion 
Nous avons consacré ce chapitre à une étude morphosyntaxique des marqueurs d'arguments 
de l'arabe standard. Les résultats de cette étude peuvent être résumés dans le tableau (3.9) 
Marqueurs d'accord Arguments Explétifs, topiques 
- Marqueurs cie sujet co-indicés avec 
un élément disloqué. 
- Marqueurs d'objet
- Marqueurs de sujet employés seuls. 
- l'vlarqueurs de sujet compléments de têtes 
- l'vlarqueurs d'objet compléments de 
co-indicés avec un sujet fonctionnelles
têtes lexicales.lexical. introduisant des phmses 
- i'vlarqueurs d'objet compléments de 
verbales.
têtes fonctionnelles introduisant des 
phrases équatives. 
TABLEAU 3.9: La morphosyntaxe des marqueurs cI'arguments 
Les marqueurs de sujet sont fonctionnellement ambigus et quatre d'entre eux peuvent ainsi 
fonctionner comme arguments et comme marqueurs d'accord. Ils sout des arguments (du verbe) 
quand le SN ou le pronom indépendant auquel ils sont associés sont disloqués (fonctionnant 
comme des topiques ou des fonls) et quand ils apparaissent seuls sans être co-indicés avec ces 
constituants. Ils sont des marqueurs d'accord quand la structure comporte un SN sujet, lequel 
est postverbal. L'accord entre le sujet et le verbe se réalise ainsi seulement dans l'ordre de surface 
VSO (où S :=: SN). Quand le verbe n'est pas initial, le constituant préverbal est disloqué ft gauche 
et il ne pent donc être l'argument du verbe. 
Cette analyse de la morphosyntaxe des marqueurs de sujet a plusieurs implications, dont deux 
nous ont paru importantes: la pauvreté généralisée cie l'accord en arabe standard et ce qui est 
communément appelé les asymétries de l'accord. En ce qui a trait à ces dernières, nous avons si­
gnalé qu'elles sont la manifestation de l'ambiguYté fonctionnelle des marqueurs de sujet et done de 
la. coexistence de cieux sortes d'accord: un accord grammatical et un accord anaphorique. L'accord 
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grammatical implique "emploi de marqueurs d'accord alors que l'accord anaphorique implique 
des arguments pronominaux dont les antécédents sont des constituants non argumentaux. 
Les marqueurs d'objet ne connaissent pas cette ambiguïté fonctionnelle qui caractérise les 
marqueurs de sujet. De par cette propriété, les SN ou les pronoms inclépendants associés aux 
marqueurs d'objet sont des non-arguments disloqués et l'accord observé est donc toujours un 
accord anaphorique. 
Cette analyse morphosyntaxique des marqueurs d'arguments doit logiquement être suivie 
d'une analyse morphologique pour expliciter la nature de l'attachement observé entre les mar­
queurs d'arguments et leurs hôtes. Est-ce un attachement morphologique, auquel cas les mar­
queurs en question sont des affixes, ou un attachement phonologique, auquel cas ils sont cles 
clitiques? Nous consacrons le quatrième chapitre au traitement cie cette question en nous basant 
essen tiellement sur les tests de Zwicky. 
CHAPITRE IV 
LE STATUT MORPHOLOGIQUE DES MARQUEURS D'ARGUMENTS 
It is easy to mistake the nature of familial' tests for membership (... ). The temp­
tation is to see these tests as necessary and sufFicient conditions for the applicability 
of a theoretical term, i.e. as DEFINITIONS of the term. But what is normally inten­
dec1, when such tests are appealed to, is more analogous to medical diagnosis than to 
operations using an axiomatic system. The tests poinL to characteristic SYMPTOMS 
of a linguistic state of affairs, not to invariant concomitants of it. (Zwicky et Pullum, 
1983, p. 284-285) 
Introduction 
En étudiant la morphosyntaxe des marqueurs d'arguments de l'arabe standard, nous avons 
proposé de les traiter comme des unités appartenant à deux classes hétérogènes. Les marqueurs 
d'objet sont morphosyntaxiquement c1es arguments, des explétifs ou des topiques suivant la tête 
de laquelle ils sont compléments. Les marqueurs de sujet sont caractérisés par une i1.mbiguïté 
fonctionnelle qui touche certains d'entre eux. En fait, les deux marqueurs du perfectif -a et -at et 
les deux marqueurs de l'imperfectif j- et t- couvrent deux réalités différentes: celle d'arguments 
pronominaux et celle de marqueurs d'accord. Certains marqueurs de sujet pronominaux sont ainsi 
des homophones de marqueurs d'arguments. 
Si nous adoptons l'approche de Anderson (2005), qui affirme que les marqueurs cie sujet qui 
excluent tout argument nominal sont dotés de propriétés pronominales, nous pouvons affirmer 
que les marqueurs d'objet sont des pronoms puisqu'ils ne peuvent être recloublés. Nous pouvons 
également affirmer que les marqueurs cie sujet arguments le sonL au même titre que les marqueurs 
cI'objet. Les quatre marqueurs d'accord verbal ne sont cie toute évidence pas des pronoms selon 
cette analyse. Cela rejoint ég<1.lement la définition des pronoms avancée par Bresnan (2001) 1. 
1 Voir l'introduction du deuxième chapitre de notre travail. 
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Suite au travail accompli dans le troisième chapitre, nous savons désormais que certains mar­
queurs d'arguments font partie des arguments de leurs hôtes. Cela se traduit dans la théorie HPSG 
par l'encodage de ces éléments dans la liste qui constitue la valeur de l'attribut STR-ARG. Il s'agit 
des marqueurs d'objet compléments de verbes, de noms et de prépositions, en plus des marqueurs 
de sujet argumentaux. Les non-arguments, à savoir les marqueurs d'accord, les explétifs et les 
topiques, ne peuvent, cependant, être membres de cette liste. 
Dans la théorie HPSG standard, les a.rguments sélectionnés par la. tête ne sont pas toujours 
« projetés» dans la structure syntagmatique, cette projection qui se traduit par l'encodage des 
éléments projetés comme valeurs de J'attribut vAL(ence). Pour que cette « projection » soit pos­
sible, les arguments sélectionnés ne doivent pas être des affixes, puisque les affixes font partie du 
mot et ne peuvent constituer des filles (ou des nœuds indépendants) dans ['arbre. Nous n'avons 
cependant pas encore abordé la question du statut morphologique des marqueurs d'arguments. Le 
problème se pose dans ces termes: les arguments de la tête sont-ils forcément tous projetés dans 
la liste cie valence? Certains auteurs parlent d'affixes en désignant les marqueurs d'arguments, 
est-ce motivé? Peut-on, comme le font certains, les désigner par le terme « clitiques » ? 
Notre objectif dans ce quatrième chapitre est d'assembler le plus grancl nombre possil)le cie 
tests et de critères nous permettant de traiter ces marqueurs d'arguments sous l'une ou l'autre 
des étiquettes suivantes: affixes ou non-affixes (essentiellement clitiques). 
La distinction entre les affixes et les non-affixes n'est toutefois pas des plus aisées. Plusieurs 
auteurs ont essayé de proposer des critères qui permettent d'opérer de telles distinctions entre 
des unités qui sont en apparence très semblables et qu'on regroupe souvent sous les appellations 
« clitiques », « particules» et « affixes ». En incluant les modifications proposées par Anderson 
(2005), I<lavans (1995, 1985, 1983) et IvIiller (1992), nous utilisons les critères cie Zwicky, proposés 
par Zwicky (1977, 1985b,a) et Zwicky et Pullum (1983), pour soulever le problème du statut 
morphologique des marqueurs d'arguments de l'arabe. Nous commençons par présenter ces critères 
dans la section (4.1). De cette présentation, nous retenons quelques tests, dont nous prouvons lit 
validité puur la langue arabe. Ces tests seront appliqués dans la section (4.2) pour montrer que 
les marqueurs d'arguments de l'arabe sont marqués par une hétérogénéité morphologique les 
marqueurs de sujet sont des affixes alors que les marqueurs d'objet sont mieux traités comme des 
non-affixes (en l'occurrence, des clitiques). 
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4.1 Les tests du statut morphologique 
Les travaux de Zwicky concourent à prouver que les c1itiques sont à cheval entre les mots 
et les affixes. Ce statut intermédiaire est, depuis, reconnu comme étant la pierre angulaire de la 
défiuition de ces unités. L'auteur est parvenu à cette conclusion dès son ouvrage de 1977, où il a 
tenté de fournir des critères qui servent à distinguer les affixes des mots. Les idées exprimées dans 
cet ouvrage seront raffinées a.u fil du temps et l'auteur sera amené à proposer d'autres critères 
pour distinguer les affixes des c1itiques et les c1itiques cles mots. 
4.1.1	 Les affixes, les clitiques et les mots 
4.1.1.1 Les affixes et les mots 
Zwicky (1977) marque le début de l'étude moderne des c1itiques dans le cadre génératif. Ce 
manuscrit a servi de base pour les recherches ultérieures et les idées ainsi que la terminologie de 
l'auteur ont longtemps constitué un véritable programme de recherche pour les travaux ultérieurs 
selon Anderson (2005). La question qui était à l'origine cie cette longue tradition concernait le 
morphème réduplicatif R du lliadurais 2 est-ce un mot ou un affixe? Pour répondre à cette 
question, Zwicky a proposé six cri tères pour distinguer les affixes des mots: 
1.	 L'orclre : l'ordre cles affixes dans un mot est rigide alors que l'ordre des mots clans un 
syntagme pent. être variable d'une langue à l'autre. En outre, un changement dans l'ordre 
des affixes entraîne un changement de sens, alors que le changement de l'ordre des mots 
n'entraîne pas forcément un tel changement. En ce qui a trait au morphème R, Zwicky 
observe que ce dernier se comporte comme un mot: il peut être ordonné cie plusieurs 
manières par rapport à certains autres morphèmes, comme le préfixe causatif pa- sans que 
le sens change. Dans les exemples suivants, cette variabilité de l'ordre est mise de l'avant: 
le radical est kumul « ramasser». 
(4.1)	 a. 1:- pa- pul- kumul
 
passif- causatif- R- raclical
 
b.	 ),- pul- pa- kumul 
passif-	 R- causatif- radical 
2 Une langue austronésienne parlée essentiellement en Indonésie dans l'île de Mad 1.1"', 
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c.	 pul- i- pa­ kumul
 
R- passif- causatif- radical
 
2.	 Le Sanclhi interne: les règles cl 'ajustement phonologique caractéristiques cles frontières entre 
les mots n'ont pas d'effet il j'intérieur des mots. Le morphème R du madurais se comporte 
comme un mot il cet égard: les règles qui affectent les frontières des morphèmes il l'intérieur 
du mot (comme l'harmonie vocalique et la syllabation) n'affectent pas les frontières qui 
séparent R des morphèmes adjacents. 
3.	 L'attachement les morphèmes qui sont toujours attachés il d'au tres éléments sont des 
affixes; les mots sont libres. Le morphème R se comporte comme un affixe il cet égarcl ; il ne 
peut être isolé en réponse il une interrogative ou séparé des morphèmes auxquels il s'attache 
par une parenthèse par exemple. 
4.	 La construction avec cles affixes: si un élément est construit avec un affixe, il doit être 
un radical ou lui-même un affixe. Le morphème R est un affixe il cet égard, puisqu'il est 
construit avec des affixes. 
5.	 L'immunité aux règles d'effacement: les règles syntaxiques, par exemple l'effacement sous 
identité, n'affectent pas les affixes. Les exemples que donne l'auteur proviennent de l'anglais: 
les affixes -ish et -ing cloivent être répétés sur leurs hôtes et ne peuvent être effacés clans la 
coordination (4.2). Le morphème R, tout comme ces affixes de l'anglais, ne peut subir un 
tel effacement. 
(4.2) a. yellowish or greyish 
b.	 *yellow or greyish 
c.	 dancing and singing 
d.	 *dance and singing 
6.	 L'accent: les éléments non porteurs d'accent indépendant sont des affixes et non des mots. 
R est un affixe il cet égard n'étant pas porteur d'accent indépendant. 
Le morphème R serait donc un mot selon les cieux critères 1 et 2 et un affixe selon les autres 
critères. Par ailleurs, l'auteur reconnaît que certains des six critères ont besoin d'être raMinés. 
Ce raffinement est d'autant plus nécessaire qu'il existe certains morphèmes qui ne peuvent être 
clairement classés selon ces critères, ni parmi les mots indépendants, ni parmi les affixes: ce sont 
les clitiques 3 spéciaux, les clitiques simples et les morphèmes conjoints. 
3 L'auteur emploie le terme « clitique » dans un sens préthéorique, c'est-à-dire sans émettre des hypot.hèses sur 
la nature lexicale ou syntaxique de ces unités. 
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Les di tiques spéciaux sont des formes conjointes non accentuées qui sont des variantes de 
formes libres accentuées, gardant un sens et une constitution phonologique semblables, tout en 
exhibant une syntaxe spéciale. Parmi les exemples que donne Zwicky, nous trouvons les marqueurs 
d'objet cie l'arabe égyptien familier: -(a)k « te » et -ha: « la » dont les variantes libres sont ?-inl.a 
« toi » et hijja « elle». Il explique les différences de distribution entre ces deux sortes de pronoms 
dans les termes suivants: « the enclitic pronouns are objects or possessives, while the independent 
pronouns are normally subjects, though they can be used with possessive enclitics for enlphasis. » 
(Zwicky, 1(77). En fait, la forme disjointe est typiquement employée quand on fait appel ft lin 
pronom accentué pour des raisons syntaxiques ou sémantiques, en particulier quand un pronom 
doit être accentué ou quand il doit être isolé (par exemple, dans les réponses ft des questions). 
Cette syntaxe, dite spéciale, est plus claire dans le cas des clitiques objets du français standard: ces 
derniers apparaissent dans des positions que ne peuvent occurer leurs équivalents indépendants 
(la série des pronoms forts moi, loi, etc.), ni, dans certains contextes, les SN objets. Finalement, 
la phonologie de ces clitiques est spéciale également; ils ne sont pas dérivés des formes libres 
correspondantes par des règles phonologiques d'une portée générale (= indépendantes). 
Les clitiques simples sont le résultat de la réduction phonologique cie morphèmes lil)res. Cette 
réduction est accompagnée d'un affaiblissement prosodique et le c1itique simple finit par s'attacher 
ft un autre morphème avoisinant. Cette réduction est généralement conditionnée par le style. Elle 
se rencontre, par exemple, dans le système pronominal de l'anglais: les pronoms objets him. et 
!leT ont des variantes réduites (les clitiques simples 'm et 'T). Ces clitiques n'exhibent pas de 
syntaxe spéciale: ils apparaissent dans les mêmes positions que leurs variantes libres. De plus, 
leur réduction se fait selon des règles phonologiques d'une portée générale. 
Les mots conjoints sont des morphèmes qui apparaissent toujours dans cet état, qui sont tou­
jours non accentués et qui montrent une liberté syntaxique considérnble, en ceci qu'ils peuvent 
être attachés ft des mots de plusieurs catégories morphosyntaxiques. Ces morphèmes sont géné­
ralement localisés aux marges des mots, se situant même ft l'extérieur des affixes flexionnels. Les 
exemples que donne l'auteur sont la particule latine -que, les particules du tagalog (les indica­
teurs de fonction, quelques particules adverbiales, les monosyllabes et quelques conjonctions) et 
le possessi f anglais '8. 
Ces trois sortes de morphèmes peuvent être considérées comme des c1itiques. Ils constituent 
des cas d'exceptions aux six critères de distinction entre les mots et les affixes parce qu'ils repré­
sentent des mixtes de ces critères. Une première définition de ce qui est un clitique, dans un sens 
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préthéorique, se laisse entrevoir 4 
(4.3)	 Les clitiques sont des morphèmes qui ne sont pas clairement identifiables comme des mots 
indépendants ou comme des affixes puisque leurs propriétés sont un complexe composé des 
propriétés des uns et cie celles des autres. 
Suivant cette définition, Zwicky considère que le morphème R du madurais est un clitiqlle, 
puisqu'il se comporte comme un mot indépendant eu égard aux deux premiers critères (l'ordre 
alternatif et le manque de Sandhi) alors qu'il se comporte comme un affixe eu égarel aux autres 
critères. 
Le tableau (4.1) résllme les points communs et les points de divergence entre les trois sortes 
de clitiques reconnues par l'auteur. 
1	 1 1 1Déficience accentuelle Position spéciale Allomorphe 
Clitiques specIaux + + + 
Clitiques simples + - + 
Mots conjoints + - ­
TABLEAU 4.1: Les clitiques selon Zwicky (1977) 
La déficience accentuelle est le seul point commun entre ces trois sortes de clitiques. À noter que 
c'est également un critère qui distingue les affixes des mots indépendants. La position syntaxique 
spéciale est le critère décisif pour distinguer les clitiqlles spéciaux des deux autres sortes de 
clitiques. L'existence d'un allomorphe indépendant semble distinguer les clitiques (spéciaux et 
simples) des mots conjoints. Cependant, ce critère resl;e le moins significatif, comme le prOllve 
Anderson (2005). C'est sans doute pour cette raison que Zwicky et Pulillm (1983) ont aboli cette 
distinction tripartite pour ne garder que deux sous-classes de clitiqlles : les clitiques spéciaux et 
les clitiques simples. 
Dellx dimensions semblent donc définir un clitique : la dimension phonologique (la déficience 
accentuelle) et la dimension morphosyntaxique (la position spéciale Oll ordinaire). Ces dellx di­
mensions constitllent la base de la définition des clitiques dans plusieurs travaux, dont Anderson 
4 C'est la dénnition première de ce qui est un clitique dans plusieurs ouvrages, dont Miller et lvlonachesi (2003) : 
Dans la grande majorité des langues , on trouve certains éléments dont le statut est problém(l.tique 
parce que leur comportement est en apparence intermédiaire entre celui des mots indépendants et 
celuÎ des affixes habituels. S'ils semblent jouir d\me plus grande autonomie que ces derniers l ils 
s\tppuient phonologiquel'llent à un hôte, contrairement aux mots, et forment avec lui un seul mot 
prosodique. 
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(2005). L'auteur définit ce qu'il entend par clitique phonologique (4.4a) G et clitiq-ue morphosyn­
taxique 6 (4.4 b) 7 : 
(44)	 a Clitique phonologique 
Un élément linguistique dont la forme phonologique est déficiente et qui est privé d'une 
structure prosodique au niveau du mot (prosodique). 
b.	 Clüique morphosyntaxique 
Un élément linguistique dont la position est régie pal' un ensemble de principes distincts 
de ceux qui régissent les positions des éléments indépendants dans la langue. 
La contribution de Zwicky à l'étude des clitiques n'est pas restreinte à ses critères de dis­
tinction entre les mots et les affixes; ses travaux ultérieurs ont été voués à fournir des critères 
qui permettent de distinguer les clitiques des affixes et les clitiques des mots. Ces critères seront 
présentés dans les deux sections suivantes. 
4.1.1.2 Les affixes et les clitiques 
La déficience accentuelle caractérise aussi bien les clitiques que les affixes. Les deux types 
de morphèmes a.pparaissent en fait toujours attachés à d'autres constituants, d'où la nécessité 
d'établir des critères distinctifs explicites. De même, cette nécessité émane d'une I)roblématique 
posée par les auxiliaires contractés 8 et le négatif contracté 'nt en anglais. La question cie recherche 
derrière l'article de Zwicky et Pullum (1983) est la suivante: ces morphèmes sont-ils mieux traités 
comme affixes ou comme clitiques? Pour répondre à cette question, six critères sont proposés: 
Critère A Les affixes sont très sélectifs de leurs radicaux alors que les clitiques peuvent montrer un 
moindre degré de sélection par rapport à leurs hôtes. Le degré de sélection n'étant pas 
quantifiahle, il signifie tout au plus qu'un morphème qui appanLît avec n'importe quel mot 
est moins sélectif qu'un morphème qui apparaît avec seulement des verbes, par exemple. Ce 
fi (Ibid., p. 23). traduction libre. 
6 Nous verrons cependant que ces deux dimensions ne sont pas suffisAntes pOlir entièrement dist.inguer les 
c1itiques des affixes, par exemple. La définition du c1itique phonologique en (4.4a) est applicable aux affixes éga­
Iement. De plus, comme le signale J<lavans (1983), certains c1itiques reconnus cornille tels ne sonL pas déficients 
prosodiqllement au niveau du mot. Nous pourrions conclure que la dimension Illorphosyntaxique est décisive dans 
la définition des c1itiques, mais cette conclusion exclut les c1itiques simples (dont la position n'a rien de spécial). 
Pour remédier à cette situation, nous pensons qu'il est possible de changer la dimension rnorphosyntaxique pour 
englober tous les c1itiques post.lexicaux, que ces derniers soient spéciaux ou simples. 
7 (Tbid., p. 31), traduction libre. 
S Un exemple est ]lauxiliaire have, qui peut avoir une renne contractée 've dans Vtey've done. Notons 'lue la 
variante contractée pellt être considérée comme un c1itique simple dans les termes de Z\vicky. 
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dernier est à son tour moins sélectif qu'un morphème qui n'apparaît qu'avec une sous-classe 
de verbes Et ce dernier est moins sélectif qu'un morphème qui apparaît avec quelques verbes 
en particulier Zwicky (1985a) utilise ce test et les cinq tests suivants pour s'interroger sur 
le statut morphologique des morphèmes de mode (qu'il note iVI) en hidatsa. Ces derniers 
se comportent comme des affixes étant donné qu'ils n'apparaissent attachés qu'après des 
verbes. Ce même critère a permis à d'autres auteurs, comme Miller (1992) et flililler et 
Sag (1997, 1995), d'affirmer que les clitiques verbaux du français ont certaines propriétés 
affixales de par leur attachement exclusif il des verbes. En anglais, les affixes du pluriel ne 
s'attachent qu'à des noms, les affixes du passé ne s'attachent qu'à des verbes et les affixes du 
superlatif ne s'attachent qu'à des a.djectifs et des adverbes. Par contre, les c1itiques simples 
s'attachent à plusieurs catégories lexicales, comme le montrent les exemples suivants 9 . 
(4.5)	 a. The person l was talking to's going to be angrY with me. 
b.	 The baIl you hit's just broken my clining room window. 
c.	 Any ans WeI' not entirely right's going to be marked as an error. 
cl.	 The drive home tonight's been really easy. 
Critère B Les trous dans la distribution sont plus caractéristiques cles composés [radical+affixe] que 
des composés [hôte+clitique]. En anglais, comme le mentionnent les auteurs, aucune com­
binaison possible entre un hôte et un clitique simple ne manque à l'appel. Par contre, les 
paradigmes flexionnels souffrent de tels trous. Ainsi, le verbe stride, par exemple, n'a pas de 
participe passé en anglais. Certains auteurs ont employé ce critère pour démontrer le statut 
affixal des c1itiques des langues romanes. Ces derniers sont caractérisés par plusieurs trous 
qui se manifestent de deux manières: 
•	 Dans la combinaison des clitiques les uns avec les autres. L'italien, par exemple, ne permet 
pas la combinaison d'un clitique accusatif de la première ou de la deuxième personne avec 
un c1itique datif, d'où l'agrammaticalité de (4.6) 10 
(4.6)	 "'Murlina gli mi presenla..
 
Martine le(ACC) me(DAT) présente
 
•	 Dans la combinaison des clitiques avec leurs hôtes. En français, par exemple, pour la plu­
part des verbes, il n 'y a pas de forme acceptable pour l'inversion de la première personne 
du singulier je et d'un verbe au présent de l'indicatif, en opposition aux autres personnes, 
d'olt le contraste en (4,7) 1J 
9 (Zwicky et PlIlllllll, 1983, p. 504).
 
10 (lvfonachesi, 1998a).
 
Il (Miller et Sag, 1997).
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(4.7) a. Sors-tu? Chantes-tu? 
b. *Sors-je? * Chante-je? 
Critère C Les idiosyncrasies morphophonologiques sont plus caractéristiques des composés [radical+aF6xe] 
que des composés [hôte+clitique]. En anglais, quand un clitique simple est attaché à un hôte 
donné, ce dernier n'est pas affecté par cet attachement et aucune forme phonologique inat­
tendue n'émerge de cette cliticisation. Les aF6xes, par contre, provoquent des changements 
phonologiques d'une grande ampleur qui peuvent aller jusqu'à l'apparition de formes sup­
plétives. Parmi les exemples fournis par les auteurs, citons les formes idiosyncra.,iques du 
pluriel dans les mots dice, oxen et Jeet et du passé dans les verbes slept, though.t et went. 
Des idiosyncrasies semblables ont été observées dans les combinaisons des clitiques romans 
avec leurs hôtes verbaux. Citons comme exemple la réalisation idiosyncrasique de je suis en 
c1wis, forme possible seulement avec le verbe/auxiliaire être et non permise avec suivre. 
Critère D Les idiosyncrasies sémantiques sont plus caractéristiques des composés lradical+affixe] que 
des composés [hôte+clitique]. Ainsi, en anglais, la contribution sémantique des clitiques 
simples 've et 's, par exemple, n'est pas différente de la contribution sémantique de leurs 
allomorphes indépendants have et is/has. Cependant, la flexion ne préserve pas toujours le 
sens de son hôte et la combinaison des deux n'est souvent pas compositionnelle. Un exemple 
est celui du superlatif anglais last (dérivé de l'adjectif latc), qui a la syntaxe d'un superlatif, 
mais un sens idiosyncrasique. Ainsi, l'expression last words signifie « mots finals» et non 
pas « mots très en retard» ou « mots récents». 
Critère E Les règles syntaxiques peuvent affecter les composés [mdical+affixeJ, mais ne peuvent af­
fecter les composés [hôte+clitique]. Ainsi, aucune opération syntaxique ne traite les mots 
composés des clitiques simples 've et 's et de leurs hôtes comme des ullités, alors que c'est le 
cas cles affixes du pluriel, clu passé et du superlatif, Cjui forment avec leurs hôtes des unités 
manipulées par la syntaxe. 
Critère F Les clitiques peuvent s'attacher à du matériel qui contient déjà des clitiques, mais les affixes 
ne le peuvent pas. Les clitiques simples peuvent ainsi s'attacher à des hôtes qui contiennent 
des clitiques, comme en (4.8) 12, ce qui n'est pas possible pour des affixes: 
(4.8) 1'(l've done it ifyou'd asked me. 
Les critères E et F sont le résultat de l'adoption de l'hypothèse suivante· toute cliticisation est 
postsyntaxique et aucune opération syntaxique n'est possil)le après la cliticisation. Nous pouvons 
12 (Zwicky et Pullum, 1983, p. 50fi). 
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également postuler que tous les critères, y compris E et F, clécoulent cie l'hypothèse lexicaliste. 
Telle qu'elle est explicitée par Anderson (2005), cette hypothèse repose sur deux prémisses. La 
première est que les mots (et toute affixation) sont formés dans le lexique. Par conséquent, l'af­
fixation a accès à la forme et au sens des radicaux et peut les affecter de manière idiosyncrasique 
(d'où les différentes idiosyncrasies qui caractérisent les mots affixés). La deuxième prémisse est 
que les mots sont combinés les uns aux autres postlexicalement. La syntaxe ne peut donc avoir 
accès à la composition interne cles mots. 
Sans cette hypothèse, les 6 critères de Zwicky et Pullum (1983) ne sont que des observations 
descriptives concernant les différences entre cieux types de morphèmes. Adopter ces critères revient 
donc en quelque sorte à adopter l'hypothèse qui les sous-tend, cl savoir l'hypothèse lexicaliste. Il 
n'est donc pas surprenant de voir plusieurs auteurs qui travaillent dans le cadre d'une théorie 
lexicaliste comme HPSG employer ces critères: Kupsc (2000), Miller (1992), Miller et Sag (1997, 
1995) et Monachesi (1999b). 
L'application de ces critères par Zwicky et Pullum les a conciuits cl considérer que le négatif 
contracté cie l'anglais 'nt (dans isn't, don't, won't, etc.) est un affixe flexionnel et non un clitique 
simple. Ivliller (1992), ainsi que Miller et Sag (1997,1995), sont arrivés il la même conclusion par 
rapport aux c1itiques du français moyennant quelques changements aux six critères. Abu Nahleh 
(1985) et Broselow (1983) ont utilisé ces mêmes tests clans leurs études de variétés dialectales de 
l'arabe (l'arabe palestinien cie Ramallah et l'ara.be égyptien du Caire respectivement). 
Pour compléter la. pn.noplie des tests cie Zwicky, nous consacrons la section suivante aux tests 
qui servent à distinguer les clitiques (les mots. En effet, si les clitiques sont postlexicaux par 
cléfinition, il conviendrait d'avoir des critères explicites pour les distinguer des mots qui le sont 
également. 
4.1.1.3 Les mots et les clitiques 
Constatant que certa.ins morphèmes sont à tort classés parmi les particules, comme si ces 
dernières constituaient une catégorie ft part entière, Zwicky (1985b) s'interroge sur le statut 
morphologiCjue de plusieurs de ces pa·rticules. Pour ce faire, il propose des tests susceptibles de 
distinguer les c1itiques des mots et ainsi compléter la série de t.ests qui existent déjà pour distinguer 
les affixes des mots et les clitiques des affixes. Ces tests, comme d'aiJleurs les précéclents, doivent 
être pris comme un diagnostic médical, qui repose sur des symptômes observés, nous prévient 
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l'auteur. Ces tests sont groupés dans six catégories: des tests phonologiques, un test accentuel, 
des tests comparatifs aux affixes, des tests syntaxiques, un test dérivé des conditions sur les 
interfaces et un test en forme de métaconsidération, au cas où les autres tests seraient insuffisants 
et non concluants. 
4.1.1.3.1 Tests phonologiques 
Les tests phonologiques sont basés sur une considération générale: les combinaisons de mots 
[mot+mot] forment un syntagme phonologique, alors que les combinaisons [mot+clitique] forment 
un mot phonologique. Les opérations (et les règles) phonologiques permises au sein d'un mot 
phonologique ne sont pas les mêmes opérations permises au sein d'un syntagme phonologique, 
d'où les tests phonologiques suivants: 
•	 Sandhi les règles de Sandhi interne s'appliquent à l'intérieur des mots phonologiques (et 
affectent donc les clitiques) alors que les règles de Sandhi externe s'appliquent entre les mots 
phonologiques (et affectent les mots indépendants). 
•	 Les domaines prosodiques: le domaine dans lequel un trait prosodique est attribué peut 
être soit le mot phonologique soit le syntagme phonologique (ou une autre unité prosodique 
comme la sylbbe). Par conséquent, si un élément est consicléré comme appartenant à un 
mot phonologique à des fins d'assignation de l'accent, du ton ou de la longueur, alors il 
devrait être un clitique. Si un élément est considéré comme appartenant à un syntagme 
phonologique pour ces fins, il devrait être considéré comme un mot. 
•	 Les domaines segmentaux certaines règles (par exemple, l'harmonie vocalique) affectent 
les traits segmentaux, mais elles sont prosodiques en nature, puisque leur domaine d'ap­
plicabilité est une certaine unité prosodique. Par conséquent, si un élément est considéré 
COlllllle appartell<lIlt à un mot phonologique aux fins de telles règles, alors il devrait être un 
clitique. Si un élément est considéré comme appartenant à un syntagme phonologique à ces 
fins, alors il cievrait être un mot indépendant. 
4.1.1.3.2 Test accentuel 
Ce test est de loin le plus utilisé, mais il est également le moins fiable. Il s'agit de distinguer 
un mot d'un clitique par leurs propriétés accentuelles: si une unité est dépourvue d'accent et 
apparaît dépendante d'une autre unité pour recevoir un accent, elle a toutes les chances cl'être un 
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clitique et non un mot. Si, au contraire, une unité est accentuellement indépendante, elle a toutes 
les chances d'être un mot. Ainsi, les marqueurs de discours en anglais (par exemple, weil, oh, like, 
uh, say etc.) sont prosodiquement indépendants et doivent par conséquent être considérés comme 
des mots et non comme des c1itiques, selon l'auteur 
Zwicky (1985b) signale deux problèmes posés par ce test: un problème mineur et un problème 
majeur. Le problème mineur c'est que certaines langues permettent. aux c1itiques d'être accen­
tués dans certains contextes 13. Le problème majeur consiste dans Je fait que plusieurs unités 
considérées comme mots ne portent pas d'accent indépenda.nt. Tel est le cas des prépositions, 
des déterminants et des auxiliaires en anglais. Compte tenu de ces deux problèmes, l'auteur nous 
invite à ne jamais prendre ce test en isolation; il peut, t.out au plus, appuyer des résultats obtenus 
grâce aux autres tests. 
4.1.1.3.3 Tests comparatifs 
Ces tests s'appuient sur les similitudes entre les affixes et. les clit.iques. Autrement dit, un 
clitique a certaines propriétés de par sa ressemblance aux affixes (surtout Aexionnels) qu'un mot 
n'a pas. Les cinCj tests suivants découlent de cette COml)araison : 
1.	 L'attachement: les éléments conjoints ont plus de chances d'être des clitiCjues, alors que les 
éléments lil)res ont plus de chances d'être des mots. Ce test a permis de traiter certaines 
« particules» de l'allemand (par exemple, doch «oui») comme mots et non comme c1itiques, 
étant donné que ces dernières peuvent être isolées en réponse à des questions, par exemple. 
2.	 Le verrouillage: t.ypiquement, certains affixes Aexionnels verrouillent les mots devant toute 
affixation supplémentaire. Par conséquent, un élément qui constitue une clôture pour les 
combinaisons devant une affixation ou une cliticisation supplémentaire est probablement un 
clitique. 
3.	 La construction: les affixes Aexionnels se combinent avec des radicaux ou des mots entiers, 
alors que les mots se combinent avec d'autres mots ou avec des syntagmes. 
4.	 L'ordre: on ne change pas l'ordre des morphèmes dans Ull mot sans affecter le sens. L'ordre 
des mots est cependant stylistique et n'affecte pas le sens. Par conséquent, si un élément est 
strictement ordonné par rapport à des morphèmes a.djacents, il est probablement un c1itique 
13 Klav8ns (1983) et Anderson (2005) citent des exemples oi. des c1itiques reçoivent l'accent par des règles 
générales d'accentuation, par emphase ou par contraste. 
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(ou un affixe), alors qu'un élément dont l'ordre est libre par rapport à d'autres mots est 
certainement un mot indépendant. 
5.	 La distril)ution les affixes ont généralement un principe simple qui gouverne leur distri ­
bution, alors que la distribution des mots ne peut généralement p<1.S être décrite pM un tel 
principe. Les clitiques ont des principes de combinaison simples, comme « combiner avec 
la tête verbale d'une proposition}), « combiner avec le premier mot cl 'une proposition» ou 
« combiner avec un SN », etc. Il s'en suit qu'un élément avec une simple distribution est 
probablement un clitique (ou un affixe) et qu'un élément avec une distril)ution complexe 
est presque sürement un mot indépendant. 
6.	 La complexité: les mots sont morphologiquement complexes en ceci qu'ils peuvent être 
analysés comme étant composés de deux morphèmes ou plus. Les unités affixales le sont 
rarement. À cet égard, les clitiques se comportent comme les affixes. 
4.1.1.3.4 Tests syntaxiques 
Ces tests sont basés sur l'hypothèse suivante: un mot peut servir de constituant syntaxique 
et donc être sujet aux processus syntaxiques. Le clitique devrait être immunisé contre cie tels 
processus. 11 s'ensuit les trois tests syntaxiques suivants: 
1.	 L'effacement: les parties d'un mot ne sont pas sujettes à l'effacement sous identité; les mots 
entiers peuvent (clans certains contextes) être effacés. Les combinaisons [clitique+mot] sont 
également immunisées contre l'effacement: « lt follows that, in an X+ y combination, if 
either X or Y is cleletable under identity, then X ancl Y are words; neither is a clitic. » 
(Zwicky, 1985b, p. 288) 
2.	 Le remplacement: les parties d'un mot ne sont pas sujettes à remplacement par une proforme 
sous identité (à l'encontre des mots entiers). Les parties cles combinaisons [mot+clitique] 
sont également immunisées contre ce remplacement: « lt follows that, in a X+y combina.­
tion, if either X or Y is repla.ceable by a pro-fOlm, then X and Y are words; neither is a 
cli tic. }) (Ibid, p. 2~!)) 
3.	 Le déplacement les parties de mots ne sont pas sujettes aux « règles de déplacement», 
c'est-à-dire qu'ils ne peuvent servir cie gaps clans des relations à longue distance (ou non 
bornées) fllleT-gaps avec d'autres constituants. Les mots entiers (dans les circonstances 
appropriées) peuvent participer à de telles relations. De même, les parties des combinaisons 
[mot+clitique] ne peuvent pas entrer dans cie telles relations: « lt f01l0ws that, in an X+Y 
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combination, if either X or Y can be moved without the other, then X and Y are words; 
neither of them is a clitic. )} (Ibid., p. 289) 
4.1.1.3.5 Test dérivé des conditions sur les niveaux d'analyse 
L'auteur défend l'idée selon laquelle toute cliticisation est postsyntaxique. Il s'en suit que 
les règles syntaxiques ne devraient pas faire appel à des composés Imot+clitique] et que, le cas 
échéant, l'unité combinée au mot n'est pas un clitique. 
4.1.1.3.6 Métaconsidération 
Cette métaconsidération est appelée à régler les cas dans lesquels aucune évidence ne nous 
permet de clairement statuer qu'une unité est un mot ou un cJitique. Dans de tels cas, il faudrait 
supposer que cet élément est un mot. Pourquoi? L'auteur fait appel à la faculté du langage: les 
clitiques sont plus marqués que les affixes flexionnels et les unités syntaxiques indépendantes (les 
mots). Deux arguments appuient cette hypothèse: la morphologie flexionnelle est plus marquée 
que la syntaxe et plusieurs langues sont entièrement isolantes l4 (analytiques), mais aucune langue 
n'est presque totalement synthétique. En prenant cette métaconsidération en compte, le test que 
propose Zwicky est le suivant « An item whose standing is unclear is most likely to be an 
independent word, next most likely to be an inflectional affix, and least likely to I)e a clitic. » 
(fbid., p. 289) 
Nous avons présenté les trois séries de tests proposés par Zwicky pour établir une distinction 
claire et fondée entre trois catégories apparentées: les mots, les affixes et les cJitiques. Dans la 
première série de tests, la distinction se fait entre les mots et les affixes, dans la deuxième le 
souci est de distinguer les clitiques des affixes et dans la troisième la distinction se fait entre 
les mots et les clitiques. Nous retrouvons, dans cette dernière, des critères qui étaient présentés 
dans la première, surtout quand j'auteur fait appel aux propriétés communes aux affixes et aux 
1,1 Une langue isolante est une langue clans laquelle les mots ont tendance à être invariables} avec Ulle morphologie 
pauvre (comme c'est le cas en chinois). Une langue synthétique combine plusieurs morphèmes au sein du mot de 
manière agglutinante ou fusionnelle. 
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clitiCIues Klav~ns (1995, 1985, 1983) a basé son étude des clitiques en grande partie sur ces 
critères typologiques. Elle propose en outre un nouvea.u terme pour caractériser les clitiques, celui 
d'affixes syntagmatiques, qui efface certaines frontières entre les clitiques (dans le sens des tests 
de Zwicky) et les affixes. 
4.1.2 Clitiques et affixes syntagmatiques 
Selon Klavans (1985), a.ucun critère ne peut à lui seul définir ce qui est un clitique et la 
déficience accentuelle est un exemple de ces critères qu'on ne peut tenir pour décisifs puisque 
certains clitiques peuvent être accentués par des règles phonologiques générales, alors que certains 
mots peuvent être dépourvus d'accent indépenrln.nt Ce qui dénnit le clitique pom cet auteur est 
le fait qu'il est plutôt un affixe d'un certain type: un affixe syntagmatique. 
Ce qui a amené l'auteure à fa.ire cette proposition dans Kla.vans (1983) c'était sa conception 
du placement des clitiques. Les positions possibles étant limitées, les paramètres responsables 
de ce placement sont limités également et ils sont au nombre de trois: les deux premiers sont 
syntaxiques et le dernier est phonologique. 
Pl	 La dominance (initial/final) la possibilité qu'un clitique s'attache au constituant initial 
ou final dominé par un syntagme spécifique. Le possessif 's de l'anglais, par exemple, est 
toujours dominé par un nœud SN alors que les hôtes des clitiques de deuxième position sont 
toujours dominés par un nœud P (phrase). 
P2	 La préséance (avant/après) : ce paramètre spécifie si un clitique apparaît avant ou après 
l'hôte choisi par Pl. 
P3	 La liaison phonologique (proclitique/enclitique) : ce paramètre précise la direction de l'at­
tachement phonologique; c'est la propriété du clitique en tant que tel. 
Ces paramètres 15 ne permettent que 8 possibilités de cliticisation, comme illustré dans le 
tableau (4.2). 
15 Anderson (1992) propose une nouvelle caractérisation de ces paramètres comme suit: 
1.	 Le clitique est localisé dans un constituant syntaxique qui représent.e son domaine. 
2.	 Ce domaine peut être une P(hrase), un SN, un SV, etc. 
3.	 Le c\itique est localisé en se référant à un élément spécifique de ce domaine. 
4.	 Cet élément peut alors être le premier, le dernier ou la tête. 
5.	 Le c\itique précède ou suit ce point de référence. 
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Pl P2 P3 Exemples11	 1 1 
Type l Initial (sous N') Avant Enclitique Les marqueurs de SN du kwakwala 
Type 2 Initial (sous N') Avant Proclitique L'article en grec 
Type 3 Initial (sous P) Après Enclitique Les enclitiques du ngiyambaa 
Type 4 Initial (sous P) Après Proclitique Le clitique =an du tepecano 
Type 5 Final (sous P) Avant Enclitique Les clitiCJues du nganhcara 
Type 6 Final (sous P) Avant Proclitique Les préverbes du sanskrit 
Type 7 Final (sous V[-T]) Après Enclitique Les clitiques pronominaux de l'espagnol 
Type 8 Final (sous P) Après Proclitique Le négatif grec ou= 
TABLEAU 4.2: Les types de clitiques selon Klavans 
Étant donné que le domaine de la cliticisation (défini par Pl) est le plus souvent un N'ou un 
P, Klavans en conciut que la cliticisation est en réalité une affixation au niveau syntagmatique. 
Le seul problème auquel cette analyse semble ne pas trouver de solution est celui des clitiques 
des langues romanes. Ces derniers semblent en fait attachés à une catégorie mineure (le verbe) et 
non à des syntagmes (des SV, par exemple). Cette remarque a poussé l'auteure à proposer que 
ces clitiques soient en réalité des traits du verbe et qu'ils soient en voie de devenir des affixes au 
niveau du mot (par contraste aux affixes syntagmatiques). 
Le terme d'affixe syntagmatique a été repris par plusieurs auteurs del)llis qu'il a été proposé 
par Klavans. Parmi ces derniers, citons Anderson (2005, 1992), Nevis (1988) et Zwicky (1987). 
Anderson (1992), par exemple, emploie ce terme pour démontrer que les clitiques ne sont pa.s très 
différents des affixes. Ces derniers semblent en fait occuper certaines positions suivant des para­
mètres qui nous rappellent les pélfamètres responsables du placement des clitiques. Les paramètres 
de placement des affixes sont les suivants selon l'auteur : 
1.	 L'affixe est localisé dans un domaine. Ce dernier peut être soit un constituant morpholo­
gique (la tête structurale du mot ou le mot entier), soit un constituant prosoclique (le mot 
prosodique). 
2.	 L'affixe est localisé en se référant à un élément {premier vs dernier vs accentué} d'un type 
donné dans le constituant dans lequel il apparaît. 
3.	 L'affixe {précède vs suit} ce point de référence. 
There are very substantial simiJarities between the principles governing the pla.ce­
ment of clitics and those for the placement of affixes: in fact, the two sets of parameters 
appear to be identicùJ in their essence. Prefixes and suffixes obviously correspond to 
initial and final clitics. (Anderson, 1992, p. 210) 
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L'auteur pousse cette comparaison plus loin en nous ral)pelant que la déficience accentuelle 
unit les deux types d'affixes et que la typologie des clitiques (la distinction faite entre des clitiques 
simples et des cliticjues Sl)éciaux) ressemble beaucoup à la distinction bien connue entre les affixes 
dérivationnels et les affixes flexionnels. 
Klavans (1983) et Anderson (1992) ne sont pas les seuls auteurs à parler des clitiques comme 
étant des affixes syntagmatiques. Nevis (1988) a proposé de remplacer le terme peu clair cie 
« clitique )} par deux notions distinctes: les mots conjoints et les affixes syntagmatiques. Zwicky 
(1987) reprencl cette même distinction et démontre que Je seul critère qui puisse distinguer un 
affixe syntagmatique d'un affixe flexionnel est leur position les uns par rapport aux autres· les 
affixes syntagmatiques sont toujours localisés à l'extérieur cles affixes flexionnels. Ce critère n'est 
en réalité qu'une refürJmllation clu test proposé par Zwicl<y eL Pullum (1983) pour distinguer les 
affixes cles clitiques : le critère F. 
Nous pouvons conclure que la désignation cles c1itiques en tant qu'affixes syntagmatiques, bien 
qu'il nOlis permette de cerner certaines propriétés communes entre les aHixes et les clitiques, ne 
peuL refléter toutes les propriétés des clitiques eux-mêmes, d'autant plus qu'il exclut les clitiques 
des langues romanes (qui ne sont de toute évidence pas cles affixes syntagmatiques). NOliS pensons 
donc qu'il est possible de garder le terme c/itique, puisque c'est un terme plus général qui embrasse 
la réalité de plusieurs langues. Toutefois, certains auteurs, dont i'vriller (1992), ont réexaminé les 
tests de Zwicky à la lumière cie cette proposition pour en fin cie compte les adapter aux données 
empiriques des langues étucliées. 
4.1.3 Les tests de Miller 
Dans une approche entièrement lexicaliste des clitiques sujets et objets du français, Miller 
(1992) discute des critères proposés par Zwicky et Pullum (1983) et propose cl'autres critères 
l)lus appropriés au français. Selon l'auteur, le critère A (le degré cie sélection) a perdu beaucoup 
de Sit vali(lit.é ft la lumière cles propositions de Nevis (H)88) et de Zwicky (1987). Le fait que 
les clitiques sont clésormais considérés comme des affixes syntagmatiques efface cette distinction 
entre les affixes et les clitiques sur la base de leur sélectivité. Les critères B, C et D (les trous 
arbitraires et les idiosyncrasies) ont, selon Miller, l'inconvénient de ne jamais rendre possible la 
décision en faveur clu statut de clitique, puisque l'absence des trous arbitraires et des idiosyncrasies 
morphophonologiques et sémantiques ne rend pas le statut d'affixe possible, ni celui de c1itique 
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nécessaire 16 En fait, si la présence de telles idiosyncrasies peut constituer un argument pour le 
statut affixal, leur absence n'est pas concluante. L'auteur propose par ailleurs de se passer du 
critère D puisque, comme l'a démontré Labelle (1985), les expressions idiomatiques françaises en 
forme de SV contenant des clitiques (par exemple, se la couler douce, l'échapper belle, etc.) n'ont 
pas un statut différent des autres expressions idiomatiques en forme de SV qui contiennent des 
SN pleins. Il n'y a donc aucune raison de penser que les combinaisons [hôte+clitique] ont plus 
d'idiosyncrasies sémantiques que les combinaisons qui contiennent des SN pleins. 
Le critère E est également discrédité par [Vriller. Selon ce dernier, le fait qu'une règle syntaxique 
peut s'appliquer à Ull groupe formé d'un hôte et d'un c1itique ne peut distinguer le statut affixal 
du statut de clitique postlexical, à moins qu'il n'existe des raisons indépendantes de croire que le 
clitique et l'hôte se trouvent dans des constituants différents en syntaxe. 
Finalement, le critère F est jugé trop faible en raison des contre-exemples fournis par Klavans 
(1985) : certains mots composés d'un radical et d'un affixe constituent des hôtes de clitiques. 
En dépit de ces critiques, l'auteur garde les critères A, B, C et E et ajoute les critères suivants: 
l'haplologie, la coordination, la liaison, l'accent, l'ordre rigide et l'applicabilité des règles lexicales 
phonologiques. 
1.	 L'haplologie 17 Ce phénomène consiste à n'exprimer qu'une seule fois des sons ou des 
groupes de sons identiques (ou partiellement identiques) qui se succèdent immédiatement. 
Selon Miller, les pronoms clitiques du français subissent cette règle, comme dans l'exemple 
suivant· 
(4.9) a. Il remplit un verre de ce vin. 
b.	 Il en (*en) remplit un. 
lb sont mieux traités comme affixes pour cette raison. Le statut affixal s'explique par le 
fait que les éléments qui subissent une telle règle ne peuvent être que des affixes puisque 
ces derniers obéissent à un principe général: on ne peut avoir plus d'une seule réalisation 
affixale du même trait morphosyntaxique. 
2.	 La coordination. Ce critère est dérivé du critère E de Zwicky et Pullurn (1983), qui exclut 
deux configurations: une coordination de clitiques attachés à un hôte, et un clitique avec une 
large portée sur une coordination d'hôtes. Selon [Vriller, exclure la 1re configuration n'est pas 
empiriquement adéquat en français puisque certains affixes peuvent être coordonnés devant 
16 Voir également Labelle (1985)
 
17 Voir également Zwicky (1987).
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un hôte (exemples: bi- et trihebdomadaire, pré- ou infra-vie, etc.). C'est la 2" configuration 
qu'il retient donc, d'où les trois sous-critères suivants: 
(a)	 Un item qui ne peut avoir une large portée sur une coordination d'hôtes ne peut être 
un clitique postlexical, mais un affixe. (iVIiller, 1992, p. 155) 
(b)	 Un c1itique postlexical peut être répété sur chaque conjoint de son hôte s'il forme avec 
son hôte un constituant syntaxique dans la phrase correspondante qui ne contient pas 
de coordination. (Ibid., p. 156) 
(c)	 Quand la rél)étition sur chaque conjoint est obligatoire, alors l'item en question est un 
affixe et ne peut être un clitique postlexical. (Ibid., p. 157) 
3.	 La liaison. La liaison obligatoire est un critère qui prouve l'attachement lexical en français. 
Dans cette langue, les prépositions monosyllabiques (telles que dons et sons) et les auxiliaires 
monosyllabiques (tels que est) n'exhibent pas de liaison obligatoire même s'ils sont les 
meilleurs candidats pour être considérés comme des clitiques postlexicaux. 
4.	 L'accent. Si l'unité formée de l'item dont on veut connaître le statut et cie son hôte fonctionne 
comme un mot eu égard aux règles de l'assignation de l'accent, alors cet item est un affixe 
et non un clitique postlexical. 
5.	 L'ordre. L'ordre rigide est caractéristique des affixes et non des c1itiques postlexicaux. 
6.	 L'applicabilité des règles lexicales phonologiques. Si l'unité formée de l'item dont on veut 
connaître le statut et de son hôte subit des règles lexicales phonologiques typiques des 
com bi naisons [radical+affixeJ, alors 1'i tem en question est un affixe. iVIi 11er ci te trois de ces 
règles: la formation des glissantes, la règle cie Littré et la liaison de la consonne nasale ln], 
Il faut noter que jV/i1ler (1992) établit des critères pour distinguer les affixes des clitiques postlexi­
caux, Il emploie le terme clitique dans un sens théorique précis absent cles critères de Zwicky (du 
moins dans son ouvrage de 1977). Ce dernier employait le terme dans un sens qu'il qualifiait de 
préthéorique, c'est-à-dire sans émettre des hypothèses sur la nature lexicale ou syntaxique de ces 
unités, Miller, au contraire, l'emploie pour désigner des entités dépourvues d'accent autonome 
et formées dans une composante postlexicale, Les affixes sont selon lui des unités dépourvues 
d'accent autonome et formées dans la composante lexicale. De cette distinction découlent tous les 
critères qu'il retient dans son étude du statut morphologique des pronoms clitiques du français, 
Dans des travaux ultérieurs (par exemple, Miller et Monachesi (2003)), le terme préféré pour 
désigner les clitiques postlexicaux est celui de « clitiques }) (sans le qualificatif). 
En	 somme, les critères de Miller sont, dans leur majorité, une adaptation des critères de 
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Zwicky aux données empiriques du français. Ces critères ont constitué un caclre de travail pour 
d'autres auteurs qui ont étudié les clitiques du français comme Miller et Sag (1997, 1995), de 
l'italien comme iv!onachesi (1999b), clu roumain comme Tvlonachesi (l 999b) et du polonais comme 
I<upsc (2000, 1999), pour ne citer que quelques exemples Nous pouvons donc les utiliser dans 
l'étude clu statut morphologique des marqueurs d'arguments cie l'arabe tout en gardant à l'esprit 
qu'il faudrait les adapter aux particularités empiriques de cette langue. Dans la section qui suit, 
nous apportons des arguments basés sur ces critères pour prouver qu'il est préférable de traiter 
les marqueurs de sujet comme affixes et les marqueurs cl 'objet comme clitiques. 
4.2 Le statut morphologique des marqueurs d'arguments 
4.2.1	 Prémisses 
Avant d'exposer notre hypothèse concernant le statut morphologique des marqueurs d'argu­
ment, nous présentons des définitions de ce que nous entendons par les termes « clitique » et 
« affixe» en nous basant essentiellement sur les travaux de Anderson (2005), Auger (1995) et 
Miller (1992). 
(4.10)	 a. Un clitique est un morphème qui n'est pas clairement identifiable comme un mot 
indépendant ou comme un affixe puisque ses propriétés sont un complexe composé des 
propriétés de l'un et de celles de l'autre. 
b.	 Un affixe est un morphème qui fait partie d'un mot et qui n'est pas accessible aux 
règles syntaxiques. Tout comme le clitique, il n'est pas accentué de façon autonome. 
La différence principale entre les clitiques et les affixes réside clans le fait que les clitiques 
constituent des nœuds syntaxiques alors que les affixes sont invisibles à la syntaxe et ne peuvent 
constituer de branches (ou filles) dans l'arbre. Cette différence l)résuppose l'adoption de l'hypo­
thèse lexicaliste : la structure cles mots et la structure syntagmatique sont gouvernées par des 
principes différents, ou autrement dit, la syntaxe n'a pas accès à la structure interne des mots 18 
Cette clistinction entre les affixes et les clitiques donne un sens à l'affirmation selon laquelle 
les clitiques ont un statut intermédiaire entre celui des mots et celui des affixes ID Tout comme 
18 Voir Anderson (2005) et Sag et al. (2003). 
19 Halpern (1995, p. 1) définit les clitiques dans ces termes: « the term is used here as a rough-and-ready label 
for an item which is problematic for callonical approaches to defining a word or affix. » 
175 
les affixes, les clitiques ne reçoivent pas d'accent autonome et apparaissent toujours attachés à 
des hôtes phonologiques pour pallier cette déficience. Cependant, à la différence des affixes, mais 
tout comme s'ils étaient des mots, les clitiques sont sensibles aux contraintes syntaxiques. En 
outre, si les clitiques sont accessibles aux contraintes syntagmatiques et les affixes aux contraintes 
de formation des mots, alors on s'attendrait il ce que les combinaisons qui impliquent des affixes 
exhibent plus d'idiosyncrasies morphophonologiques et de phénomènes tYI)iques il la phonologie 
lexicale que les combinaisons qui impliquent des clitiques. 
Dans la section qui suit, nous nous basons sur ces définitions ainsi que sur les tests et critères de 
Zwicky et de ]vliller pour démontrer que les marqueurs d'arguments de l'arabe sont hétérogènes: 
les marqueurs de sujet sont mieux tra.ités comme a.ffixes alors que les marqueurs d'objet sont 
mieux traités comme clitiques. Les deux Ile peuvent être considérés comme des mots pour les 
raisons que nous exposons dans la section suivante. 
4.2.2 Les marqueurs d'arguments et les mots 
Les marqueurs d'objet ont une distribution semblable à celle des mots indépendants il certa.ins 
égards. Étant des pronoms objets, ils remplacent des SN et s'insèrent d<'tns les mêmes positions 
que ces derniers. Dans les exemples suivants, les mêmes positions occupées par des SN ell (4.11a) 
sont occupées par des marqueurs d'objet en (4.11b) 
(4.11) a. 'linna d- dali:l -a 
que le- guide -ACC 
l· qas 'r -i 
le- palais -GÉN 
j ­
3MS­
aqu:d 
guider.IMP 
-u 
-Incl 
n- na:s -a 
les- gens -ACC 
'lila: 
vers 
« Le guide, il dirige les gens vers le palais, certes » 
b. 'linna 
que 
-hu 
-lui 
j ­
3MS­
aqu:d 
guider.IMP 
-u 
-/lld 
-hum 
-les 
?ilaj 
vers­
-hi 
lui 
« Lui, il les y dirige, certes» 
Toutefois, il n'est pas toujours possible cie remplacer un SN par un marqueur d'objet, comme 
en témoignent les exemples suivants: 
(4.12) a. kull -a jawm -i -n 
chaque -ACC jour -ACC -Indé 
« chaque jour » 
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a'. *kull -a -hu
 
chaque -ACC -le
 
b.	 kita:b -u t'- t'ibb -i 
livre -NOM la- médecine -GÉN
 
« le livre de médecine»
 
b'.	 *kita:b -u -hu 
livre	 -NOi'vl -le 
c.	 ra? aj -tu ?umm -a zajd -in 
voir.PER -IS mère -ACC Zayd -GÉN
 
« .l'ai vu la mère de Zayd»
 
c'.	 *ra? aj -tu -ha: zayd -in
 
voir.PER -IS -la Zayd -GÉN
 
Cette disparité de distribution démontre que les marqueurs d'objet, même s'ils présentent 
certaines propriétés caractéristiques des mots, restent différents de ces derniers. Ils présentent, en 
fait, certaines propriétés affixales qui nous permettent d'affirmer qu'ils ont un statut intermédiaire 
entre celui des mots et celui des affixes: leur ordre est très rigide, ils sont toujours attachés à des 
hôtes et ils ont une prosodie déficiente. 
4.2.2.1 L'ordre rigide 
L'ordre des mots est relativement libre en arabe grâce à la visibilité du cas morphologique. 
Les ordres possibles étant SVO, VSO, SOV, VOS, etc. L'ordre des marqueurs d'arguments est 
toutefois rigide. Cette rigidité se manifeste, en ce qui concerne les marqueurs de sujet, dans le 
fait qu'ils sont toujours attachés au radical verbal dans un site d'attachement immuable. Les 
marqueurs d'objet attachés aux verbes le sont à la combinaison Iradical+marqueur de sujet] et 
aucun autre ordre n'est permis. Quand ils sont attachés aux autres catégories, ils apparaissent 
toujours postposés (hôte+marqueur d'objet). Finalement, quand plusieurs marqueurs d'objet sont 
attachés, leur ordre les uns par rapport aux autres est très rigide. Deux contraintes régissent cet 
ordre: la contrainte de la personne et la contrainte thématique. 
(4.13)	 a. La contrainte de la personne 
Les marqueurs d'objet sont ordonnés en commençant par la personne la plus proche du 
locuteur selon cette hiérarchie: 1 < 2 <3. 
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b, La contrainte thématique 
Les marqueurs d'objet sont ordonnés comme suit: B < T (B : bénéficiaire, T : thème). 
Ces deux contraintes s'appliquent de façon simultanée pour éliminer les suites ma] formées, 
comme celles en (4.14), et accepter les suites bien formées, comme celles en (4.15) : 
(4.14)	 1:1.. *wahab -tu -hu -ka 
donner.PER -lS -le -te 
b,	 *wa/wb -La -hu: -ni:
 
donner.PER -2i\rlS -le -me
 
(4.15) a..	 wa/wb -tu -ka -/lU 
donner.PER -lS -te -le
 
« .Je te l'ai donné»
 
b.	 wahab -ta -ni: -hi 
donner.PER -2Iv!S -me -le
 
« Tu me l'as donné»
 
Cette rigidité de l'ordre des marqueurs d'objet les rend plus susceptibles d'être des affixes ou 
des clitiques que des mots. Le même résultat est obtenu en appliquant Je critère de l'attachement. 
4.2.2.2	 L'attachement 
Selon Zwicky (1977), l'attachement phonologique est un critère décisif dans la distinction entre 
les affixes/clitiques et les mots. Les éléments morphologiques qui n'apparaissent que dans un état 
d'attachement il. d'autres éléments ont toutes les chances d'être des affixes ou des clitiques, alors 
que les mots sont généralement libres. 
Les marqueurs d'a.rguments de l'arabe sont toujours attachés il. d'autres éléments (verbaux, 
nominaux, prépositionnels, etc,) et n'ont aucune existence dans la langue en tant qu'éléments 
libres, Ils sont donc plus susceptibles d'être des affixes ou des clitiques que d'être des mots, 
4.2.2.3	 La prosodie 
Ce troisième critère a été souvent attaqué comme étant inadéquat dans la distinction entre 
les affixes/clitiques et les mots, puisque certains affixes/clitiques peuvent porter un accent et que 
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certains mots sont prosodiquement déficients, comme le mentionne à juste ti tre Klavans (1985). 
Nous prenons donc ce test seulement comme complément des cieux premiers. Si les marqueurs 
d'arguments sont des affixes ou des clitiques selon ces derniers et qu'ils sont généralement dépour­
vus d'accent autonome, alors il faudrait les considérer comme des affixes ou comme des clitiques 
et non comme des mots. C'est justement le cas ici, puisque les marqueurs d'arguments ont toutes 
les propriétés qui définissent les affixes/clitiques et qu'ils sont généralement dépourvus d'accent. 
Il faut toutefois noter que ces marqueurs peuvent porter un accent de par leur appartenance à 
un mot phonologique. En fait, suivant les règles d'assignation de l'accent en arabe, l'accent peut 
être assigné à un marqueur d'argument. Ces règles 2U sont les suivantes: 
(4.16)	 Mettre l'accent sur la syllabe ultime quand cette dernière est très lourde (CVCC ou 
CVVC), 
sinon sur la syllabe lourde (CVV ou CVC) non finale la plus à droite, 
sinon sur la première syllabe. 
Dans les exemples en (4.17), des marqueurs d'argurnents sont accentués ou consti tuent le 
noyau de syllabes accentuées. L'accent est ainsi assigné de manière « aveugle» 21 quand la suite 
de syllabes formée de l'hôte et du marqueur fournit un contexte approprié à l'application de la 
règle de l'assignation de l'accent. En (4.18), par contre, les marqueurs d'arguments ne portent 
pas d'accent ou ne font pas partie de syllabes accentuées: 
(4.17) a. ki/ta:/bu 
livre-NOM 
-/kun/na 
-votre(FP) 
(marqueur d'objet) 
« Votre livre» 
b. ka/tab 
écrire.PER 
-tun/na 
-3FP 
(marqueur de sujet) 
« Vous(F) avez écrit» 
(4.18) a. ki/ta:/bu -hu	 (marqueur d'objet) 
livre-NOr,,! -son 
« son livre» 
b. kâ/ta/b-u:	 (marqueur de sujet) 
écrire.PER-3MS 
« Ils ont écrit» 
20 Voir McCarthy (1985, p. 127). 
21 Voir Klavans (1983). 
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Nous constatons que, dans les deux cas, l'hôte et le marqueur d'argument sont considérés 
comme faisant partie du même mot prosodique eu égard aux règles de l'assignation de l'accent. 
Ce comportement est caractéristique des affixes et des c1itiques et non des mots indépendants. 
L'ordre rigide, l'attachement et la prosodie des marqueurs d'arguments prouvent que ces 
derniers ne peuvent être considérés comme mots indépendants. Ils sont mieux traités comme 
affixes ou comme clitiques. 
4.2.3 Le statut des marqueurs d'arguments 
En nous basant sur l'hypothèse lexicaliste, de laquelle découlent plusieurs des critères de 
Zwicky et de Miller, nous démontrons que les marqueurs d'arguments sont hétérogènes: si les 
marqueurs de sujet sont mieux traités comme affixes, les marqueurs d'objet sont mieux twités 
comme c1itiques. Les premiers présentent des propriétés qui ne sont compatibles qu'avec un statut 
affixal, alors que les derniers présentent des propriétés mixtes (d'<1ffixes et de mots). Cette ap­
proche est appuyée par plusieurs tests: les idiosyncrasies et les trous arbitraires (section 4.2.3.1), 
la coordination (section 4.2.3.2) et ['appartenance catégorielle (section 4.2.3.3). 
4.2.3.1 Les idiosyncrasies et les trous arbitraires 
Selon Miller (1992) et Zwicky et Pullum (1983), les idiosyncrasies sont caractéristiques des 
combinaisons [radical+affixe). Cette vision de la morphologie (et donc du lexique), comille étant 
le locus des irrégularités, est très caractéristique de la grammaire générative, dans le sens le 
plus large de ce terme. Les affixes, étant des éléments attachés dans le lexique, exhibent plusieurs 
irrégularités que les éléments introduits par des contraintes syntagmatiques n'exhibent pas. Parmi 
ces idiosyncrasies, Zwicky et Pullum (1983) ont signalé des idiosyncrasies rnorphophonologiques et 
sémantiques, ainsi que la présence des trous arbitraires dans J'ensemble des combinaisons possibles. 
Miller (1992) a, avec raison, fortement critiqué la validité des idiosyncrasies sémantiques et a 
également amoindri ['importance des trous arbitraires, puisque l'absence de ces derniers ne rend 
pas le statut de clitique Ipostlexical] obligatoire. Il a toutefois utilisé ce critère en conjonction à 
d'autres tests clans le but de démontrer le statut affixal des c1itiques du français. Nous optons pour 
cette solution et nous exposons ici certains trous arbitraires qui caractérisent les combinaisons 
[hôte+marqueur cl 'argument), ainsi que certaines idiosyncrasies morphophonologiques. Ces trous 
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et ces idiosyncrasies supportent l'idée selon laquelle les marqueurs d'arguments présentent des 
propriétés typiques des affixes. 
4.2.3.1.1 Les trous arbitraires 
Parmi les trous arbitraires que nous pouvons recenser, nous en signalons deux sortes: des trous 
dans les relations entre les marqueurs d'arguments et leurs hôtes et des trous dans les relations 
entre les marqueurs d'arguments. 
En ce qui a trait au premier type de trous, nous signalons que les marqueurs d'objet ne 
peuvent être attachés à certains hôtes, et cette interdiction ne peut être expliquée par un principe 
général. En fait, certaines préposi tions ne peuvent être des hôtes de ces marqueurs. Ce sont les 
prépositions [latta:, ka, wa rubba, wa du sermon, ta du sermon, mu.a et mu.nôu 22 . 
(4.19)	 fl. "hotta: -hu 
jusque -lui 
b. *ka -hu 
comme -lui 
Pourtant, ces prépositions peuvent être hôtes de c1itiques non pronominaux, comme clans les 
exemples suivants· 
(4.20) a.	 hatta: -ma 
jusque -quoi 
({ Jusqu'à quand 7 » 
b. ka -m.a: 
comme -cela 
({ Comme cela» 
Elles peuvent également former des syntagmes prépositionnels avec des SN, comme dans les 
exemples suivants. 
(4.21) a. [latta: 1­ masa:? -i 
jusque le- soir -GÉN 
({ Jusqu'au soir» 
22 Voir (Haysharii, 2003, p. 2(;0-261). 
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b. ka s- sajl -i 
comme le- Auide -GÉN
 
« comme le Auide »
 
Les combinaisons des radicaux avec des marqueurs de sujet connaissent certains trous arbi­
traires dans les formes possibles également. Tout comme en anglais, où aucun affixe du participe 
passé ne peut s'attacher au radical du verbe stride, nous constatons qu'en arabe aucun marqueur 
de sujet du perfectif ne peut s'attacher au radical dérivé de la racine verbale Iwd'll « laisser». La 
conjugaison perfective n'étant pas possible pour ce verbe, un autre verbe (avec un sens proche) est 
employé: taraka « laisser». Ce trou est d'autant plus smprenant que la conjugaison imperfective 
est possible (et par conséquent l'iml)ératif également) : j-ada'l-lL « il laisse ». Un autre exemple 
est celui de la racine /uiJrj « laisser », clont on ne peut obtenir la forme perfective. 
En ce qui a trait aux relations entre les marquems cI'arguments, nous constatons que certaines 
suites ne sont pas possibles. Par exemple, si le premier de la suite est le marqueur cI'objet -ki 
(2FS), aucun marqueur d'objet de 3" personne ne peut le suivre. Si le premier est le marqueur 
-k1Lnna (2FP), le deuxième ne peut être -hunna (3FP). De plus, on ne peut avoir une suite dont 
le premier membre est -/w (3J"13). Ces combinaisons proscrites ne peuvent être éliminées par cles 
contraintes syntaxiques puisque les contraintes syntaxiques qui régissent les suites de marqueurs 
d'objet en arabe ne font pas référence à la forme phonologique cie ces marqueurs. Cette tâche 
doit, par contre, être assumée par une composante lexicale de la grammaire. 
4.2.3.1.2 Les idiosyncrasies morphophono\ogiques 
Parmi les idiosyncrasies morphophonologiques qui caractérisent les composés [hôte+marqueur 
d'argument], nous citons les exemples apparents d'harmonie vocalique. En fait, ce qu'on pourrait 
croire être une harmonie vocalique authentique s'avère une icliosyncrasie clans les combinaisons 
cie certaines prépositions avec des marqueurs d'objet. Dans les exemples suivants, les marqueurs 
cI'objet cie 3" personne dont le noyau vocalique est /ul subissent un changement cie ce noyau en 
Iii en s'assimilant au noyau cie la préposition b'i « avec, par » 
(4.22) bi +	 -hu ---> bi-hi / *bi-hu 
« avec lui» 
bi + -hum ---> bi-him / *bi-hum 
« avec eux» 
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bi + -huma: --> bi-hima: / *bi-huma: 
({ avec eux (deux) )} 
bi + -hunna --> bi-hinna / *bi-hunna 
({ avec elles )} 
Cependant, ce comportement est très singulier et ne consiste probablement pas en une har­
monie vocalique. En fait, les marqueurs d'objet de 2" personne, qui sont phonologiquement très 
semblables aux marqueurs d'objet de 3e personne, ne subissent pas ce changement: 
(4.23)	 bi + -kum -+ bi-kum / *bi-kim 
({ avec vous(JvI) )} 
bi + -kuma: -+ bi-kuma: / *bi-kima: 
({ avec vous (deux) » 
bi + -kunna -+ bi-kunna / *bi-kinna 
({ avec vous(F) » 
On ne peut formuler une règle d'harmonie vocalique qui tienne compte des traits l1lorphosyn­
taxiques puisque les règles phonologiques sont censées être aveugles au contenu des items phono­
logiques. Nous pouvons cependant être amené à penser à cette règle en termes phonologiques en 
rendant notre règle d'harmonie sensible à la présence des phonèmes ft (dans les marqueurs d'objet 
de 3" personne) et k (dans les marqueurs d'objet de 2" personne). Le problème que pose cette 
solution c'est <1"e cette dist,indion n'est pns prorlllctive aillellrs r1l1ns Iii langlle, l'nl<\be n'él:l1nt pl1S 
de toute façon une langue à harmonie vocalique 23. Nous pouvons en conclure que le changement 
que subissent les ml1rqueurs d'objet de 3c personne est sans doute idiosyncrnsique. 
Une autre idiosyncrasie morphophonologique s'observe avec le marqueur d'objet -i: (18) quand 
ce dernier est attaché à certaines prépositions ou à des verl)es. Dans ces deux contexL lS, une 
consonne n est insérée entre le marqueur et son hôte· 
(4.24)	 a. Avec un verbe: 
laqij-a + -hu -+ laqij-a-hu 
trouver .PER-31VI8-le 
({ Il l'a trouvé » 
23 Les principales langues qui connaissent J' harmonie vocalique sont les langues agglutinantes de la famille oUl'alo­
altaïque (le turc} le mongol, etc.)! certaines langues bantoues j les langues nigéro-congolaises et le télougou. 
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laqij-a + -i: --> laqij-a-ni: 
trouver.PER-3MS-me 
« Il m'a trouvé» 
b.	 Avec une préposition:
 
min + -hu --> min-hu
 
de-lui
 
« de lui»
 
min + -i: ---> min-ni:
 
de-moi
 
« de moi»
 
li + -i: ---> li: / *li-n-i:
 
à-moi
 
« à moi)}
 
L'insertion du n, bien qu'elle soit productive avec de~ verbe~, est idiosyncrasique en ce qui 
concerne les hôtes prépositionnels. De plus, cette insertion est optionnelle avec certaines particules 
comme dans les exemples suivants: 
(4.25)	 a. ka?anna + -i: ---> ka?anna-ni: / ka?ann-i: 
comme.si-moi 
« Comme si j'étais» 
b.	 la'lalla + -i: --> la'lalla-ni: / la'lall-i:
 
peut.être-moi
 
« .le suis peut-être )}
 
c.	 ?inna + -i: --> <linna-n-i: / ?inn-i:
 
que-moi
 
« .le suis, certes, ... »
 
Ces idiosyncHlsies, en plus des trous arbitraires, qui caractérisent les composés [hôte+marqueur 
d'argument] démontrent que ces marqueurs présentent certaines propriétés typiques des affixes. 
Le test de la coordination apporte un argument supplémentaire à cette affirmation et sera exposé 
dans le paragraphe suivant. 
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4.2.3.2 La coordination 
La coordination est très révélatrice de la structure syntaxique; elle dénote généralement une 
parité syntaxique entre les éléments coordonnés et peut donc constituer un critère crucial dans la 
décision concernant le statut des éléments qui entrent dans ce type de relation, ou qui ne peuvent 
le faire. Selon Zwicky (1977), les règles syntaxiques, l'effacement sous identité par exemple, n'af­
fectent pas les affixes et peuvent affecter les mots. lVliller (1992) récupère ce critère, en garde une 
interprétation en termes de portée (large vs restreinte), et le dissout en trois sous-critères: 
A Un item qui ne peut avoir une portée large sur une coordination d'hôtes ne peut être un 
clitique postlexical, mais un affixe. (Ibid., p. 155) 
B Un clitique postlexical peut être répété sur chaque conjoint de son hôte s'il forme avec ce 
dernier un constituant syntaxique dans la phrase correspondante qui ne contient pas de 
coordination. (Ibid., p. 156) 
C	 Quand la répétition sur chaque conjoint est obligatoire, alors l'item en question est un affixe 
et ne peut être un clitique postlexical. (Ibid., p. 157) 
Selon le critère A, un affixe ne peut avoir une portée large sur une coordination d'hôtes, ou 
dans les termes de Zwicky (1977), un affixe ne peut être effacé sous identité. L'application de ce 
critère démontre que les marqueurs cl 'arguments se comportent comme les affixes il cet égard. Ce 
comportement caractérise aussi bien les marqueurs de sujet que les marqueurs d'objet, comme le 
montrent les contrastes suivants: 
(4.26) ël. kita.:b -'0. -ha: wa. qa.la.m -u -ha: (marqueur d'objet) 
livre -NOM -son et crayon -NOM -son 
« son livre et son crayon» 
b. *kita:b -u -ha: wa. qalam -u 
livre -NOj'vl -son et crayon -NOM 
c.	 *kita:b -jL wo. qalam -u -ha: 
livre -NOM et crayon -NOM -son 
(4.27) a. 7a.ko.l -tu wo. Jarib -tu	 (marqueur de sujet) 
manger.PER -18 et boire.PER -lS 
« .J'ai mangé et j'ai bu » 
b.	 *7a.ko.l -tu wa Jahb 
manger.PER -lS et boire.PER 
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c.	 *7akal wa Jarib -tu
 
manger.PER et boire.PER -lS
 
Cependant, les marqueurs d'objet et les marqueurs de sujet présentent une différence impor­
tante concernant la coordination: (4.26c) est une structure acceptable pour certains locuteurs. 
l\!lalgré la résistance des grammairiens et des puristes de la langue, cette structure est très ré­
pandue dans les écrits et dans les médias et s'emploie en alternance avec des structures dans 
lesquelles des SN ont une portée large, comme en (4.2811.) 
(4.28) a. maqtal -u wa Q)artl -1( /- 'i' afm:t -z 
mort -NOM et blessure -NOM les- dizaines -GÉN
 
« La mort et la blessure cle dizaines Ide gens] »
 
b.	 maqtal -1L 1- 'i' afra: t; -i wa <kartl -u -hum; 
mort -NOM les- dizaines -GÉN et blessure -NOM -leur
 
« La mort et la blessure de dizaines Ide gensJ »
 
La structure acceptable d'un point de vue grammatical est (4.28b), mais (4.2811.) fait partie de 
la grammaire de nombreux locuteurs de J'arabe moderne (surtout dans les médias). La grammaire 
de ces locuteurs permet donc à un marqueur d'objet d'avoir une portée large sur une structure 
de coordination, tout comme s'il était un mot indépendant. Il faut noter, en outre, CJue cette 
possibilité d'avoir une large portée sur une structme cie coordination caractérise ce que Zwicky 
(1977) appelle les clitiques simples. Ces derniers peuvent porter sur deux éléments coordonnés 
comme dans les deux exemples 24 suivants de l'anglais: 
(4.29) a. IPat and Leslie]'ll be there. 
b.	 IPat and LeslieJ's father 
Les deux critères B et C de Miller reviennent ft affirmer que les affixes doivent être obligatoi­
rement répétés sur chaque conjoint alors que les clitiCjues peuvent l'être sous certaines conditions. 
Si nous consiclérons qlle la grammaire cie l'arabe accepte aussi bien les structures en (4.2630) que 
celles en (4.26c), nous pouvons affirmer que les marqueurs d'objet se comportent ft cet égard 
comme des clitiques simples. Les marqueurs de sujet n'ont, quant à eux, qu'une seule option: il 
faut les répéter sur leurs hôtes, ce qui constitue le symptôme d'un état affixal. 
24 Voir Ivliller et Sag (1997). 
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4.2.3.3 L'appartenance catégorielle 
Selon Zwicky et Pullum (1983), la différence essentielle entre un affixe et un clitique réside dans 
les rapports qu'entretiennent ces deux unités avec leurs hôtes. Les affixes sont ainsi considérés 
comme plus sélectifs et n'apparaissent généralement qu'avec une classe limitée d'hôtes. Ce critère, 
même s'il perd de sa force dans les langues où les clitiques tendent à être des affixes syntagmatiques 
(tout aussi sélectifs cie leurs hôtes syntagmatiques que les affixes ordinaires de leurs radicaux), 
garde son effet diagnostique dans les langues où les clitiques ne sont de toute évidence pas attachés 
à des syntagmes. C'est le cas en français, mais également en antbe. Dans cette dernière langue, les 
marqueurs de sujet sont très sélectifs de leurs radicaux et ne s'attachent qu'à des radicaux verlmux. 
Les marqueurs d'objet sont par contre très peu sélectifs et peuvent s'attacher à des verbes, à des 
nominaux, à des prépositions et à des complémenteurs ((4.30). Nous pouvons par conséquent 
considérer que les premiers présentent des symptômes compatibles avec un statut affixal alors que 
les deuxièmes présentent des symptômes compatibles avec un diagnosUc de clitique. 
(430) a. ra?aj -tu -ha: 
voir.PER -lS -la 
« .Te l'ai vue» 
b. kita: b -u -ha: 
livre -NOlvI -son 
« son livre» 
c. min -ha: 
de -elle 
« d'elle» 
d. ?inna -ha: 
que -elle 
« Elle est certes ... » 
Ce test comporte également une autre facette déjà contenue dans le critère 4 de Zwicky 
(1977) et que nous pouvons formuler ainsi: un clitique s'attache à un mot qui, autrement, peut 
apparaître indépendamment de la présence du clitique. Un clitique ne complète donc pas la forme 
morphologique d'un mot, alors que l'affixe en fait partie. 
Prenant ce cri tère en considération, nous constatons que les marqueurs d'arguments de l'arabe 
sont de deux sortes· les marqueurs de sujet s'attachent à des radicaux qui, autrement, ne forment 
pas de mots complets d'un point de vue morphologique. Les marqueurs d'objet s'attachent à des 
mots déjà complets qui peuvent, autrement, apparaître sans ces marqueurs. 
187 
Cette différence entre les deux sortes de marqueurs d'arguments est très révélatrice: les 
marqueurs de sujet sont plus proches des affixes que ne le sont les marqueurs d'objet et ces 
derniers semblent plus susceptibles d'être des clitiques que des affixes. 
4.3 Conclusion 
Nous avons appliqué certains des tests de Zwicky et de J\!liller sur les marqueurs d'arguments 
de l'arabe pour identifier leur statut morphologique. Les tests que nous avons retenus sont les plus 
significatifs alors que d'autres sont inadéquats ou sans effet; c'est le cas des tests de l'haplologie 
et de la liaison, par exemple, qui sont uniquement adéquats pour des langues qui connaissent ces 
phénomènes, comme le français. 
Les critères ainsi retenus nous ont permis d'affirmer que les marqueurs d'arguments sont hé­
térogènes : certains sont des affixes (les marqueurs de sujet) alors que d'autres sont des clitiques 
postlexicaux (les marqueurs d'objet). Cette conclusion découle de plusieurs observations concer­
nant le comportement de ces unités eu égard aux règles de l'assignation de l'accent, à l'ordre 
observable, à l'attachement et à la distribution. 
Par ailleurs, nous pouvons désormais fournir un appui à J'hypothèse qui prône une distinction 
entre le statut morphologique et le statut morphosyntaxique. Les affixes ne sont en fait pas forcé­
ment des marqueurs d'accord (c'est le cas des marqueurs de sujet argumentaux) et les arguments 
ne sont pas forcément postlexicaux. 
Cette hétérogénéité reflète les asymétries des marqueurs d'arguments que nous avons présen­
tées dans le deuxième chapitre. Ces asymétries trouvent ainsi un début d'explication. En outre, 
nous sommes désormais en mesure de remplir le tableau (4.3), qui résume nos hypothèses quant 
aux statuts morphosyntaxique et morphologique des marqueurs d'arguments de l'arabe. 
Nous pouvons désormais désigner les marqueurs de sujet argumentaux par le terme « pronoms 
affixes» et les marqueurs d'objet par le terme « pronoms clitiques ». 
Comment ces éléments doivent-ils être traités dans une grammaire monostratale comme 
HPSG? Quels principes régissent leur distribution et leur placement? Nous apportons des ré­
ponses à ces questions dans le cinquième chapitre. 
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Marqueurs Arguments Explétifs, 
d'accord topiques 
Affixes	 - Marqueurs de - Marqueurs de sujet 
sujet co-indicés co-indicés avec un 
avec un sujet élément disloqué. 
lexical. - rvlarqueurs de sujet 
employés seuls. 
Clitiques	 - Marqueurs d'objet - IVlarquems 
compléments cie têtes d'objet 
lexicales. compléments de 
- lvlarqueurs (l'objet têtes fonctionnelles 
compléments cie têtes introci uisant des 
fonctionnelles phrases verbales. 
introduisant des phrases 
équatives. 
TABLEAU 4.3: Le statut cles Illarqueurs ci'arguments 
CHAPITRE V 
LA MODÉLISATION DES MARQUEURS D'ARGUMENTS 
Introduction 
Les deux chapitres précédents nous ont permis d'établir les liens qui unissent les marqueurs 
d'arguments et leurs hôtes en morphologie et en syntaxe. Ici nous traduisons l'analyse linguistique 
défendue dans ces chapitres dans les termes du formalisme et de la théorie linguistique proposés 
dans le cadre de HPSG. 
Nous avons proposé de traiter les marqueurs de sujet, ceux de la 3S, comme appartenant à 
deux classes d'éléments d'nn point de vlle morphosynt,nif]lIe . des pronoms (arguments) et des 
marqueurs d'accord. En termes morphologiques, ces deux classes sont des affixes et font partie 
intégrante de leurs hôtes verbaux. 
En ce qui a trait aux marqueurs d'objet, nous avons proposé de les traiter comme arguments ou 
comme explétifs et topiques en morphosyntaxe et comme clitiques postlexicaux en morphologie. 
Les marqueurs d'objet arguments sont des compléments de verbes, de noms et de prépositions et 
de têtes fonctionnelles introduisant des phrases équatives. Les marqueurs d'objets compléments 
de têtes fonctionnelles introduisant des phrases verbales ne sont cependant pas des arguments. 
Cette analyse linguistique des marqueurs d'arguments est modélisé dans ce chapi tre en s'ins­
pirant de l'approche de Miller et Sag (1997) et en s'inscrivant dans le cadre de la grammaire 
HPSG telle que conçue par Ginzburg et Sag (2000), Pollare! et Sag (1994, chapitre IX) et Sag 
et al. (2003). 
Ce chapitre est organisé comme sui t : nous proposons, dans la première section, une modéli­
sation des marqueurs d'arguments. Nous commençons, d'abord, par aborder certains problèmes 
communs aux deux types de marqueurs et nous explicitons notre conception de la structure syntag­
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matique de l'arabe standard. Nous consacrons, ensuite, une première sous-section aux marqueurs 
d'objet après avoir passé en revue les données empiriques déjà discutées dans les chapitres II, III 
et IV. Nous consacrons, enfin, une deuxième sous-section aux marqueurs de sujet en prenant soin 
de préciser le domaine empirique auquel s'applique la théorie. 
La deuxième grande section de ce chapitre est dédiée à l'implémentation informatique de l'ana­
lyse et du formalisme adoptés afin d'en tester la validité dans un système de performance. Nous 
présentons l'environnement de développement grammatical choisi, à savoir LKB, et nous montrons 
comment notre grammaire est capable de reconnaître les séquences bien fonnées contenant des 
marqueurs (l'arguments et de rejeter celles qui sont mal formées. Cette grarnmaire est également 
capable de générer des suites grammaticales et rien d'autre que des suites grammaticales. 
5.1 Modélisation 
La grammaire que nous proposons est lexicaliste en ceci qu'elle réduit le nombre (les règles 
syntagmatiques au profit d'un lexique riche et hiérarchisé. Aussi démontrons-nous qu'en adoptant 
une analyse à la b,1se de laquelle se trouve le lexique avec ses entrées lexicales, ses hiérarchies de 
types et ses contraintes sur ces types, nous pouvons convenablement modéliser le comportement 
des marqueurs d'arguments de l'arabe. Nous démontrons également que, dans sa forme actuelle, 
la théorie HPSG dispose des outils théoriques et formels nécessaires pour aborder les questions 
qui touchent la famille sémitique, telle la morphologie non concaténative. Les principes universels 
reconnus dans ce cadre ne perdent pas leur universalité en abordant les phénomènes syntaxiques 
et morphosyntaxiques de l'arabe. Seul le lexique demeure le locus de la spécificité. 
Cette analyse lexicaliste des marqueurs d'arguments repose, en une grande part, sur la richesse 
des informations contenues dans les entrées lexicales des mots, eux-mêmes organisés dans une 
hiérarchie de types. La structure syntagmatique est analysée selon le même modèle, en optant 
non pou r des règles syntaxiques, mais pour une hiérarchie de types syntagmatiques conjuguée à 
des contraintes de bonne formation imposées à ces types. 
5.1.1 Les types syntagmatiques 
Nous proposons, suivant Alexopoulou et Kolliakou (2002), Ginzburg et Sag (2000), et Sag 
et al. (2003), de décrire les syntagmes non en termes de schémas de dominance immédiate, qui ne 
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sont en fin de compte que l'expression de règles syntagmatiques, mais comme appartenant à un 
type faisant partie d'une hiérarchie. Les types syntagmatiques de l'arabe peuvent être représentés 
dans la figure (5.1) l 
syntagme 
~,~ 
syn-sans-tête syn-a-tete 
syn-t-c syn-t-s syn-t-sp syn-t-ad syn-t-j 
FIGURE 5.1: Une hiérarchie des types syntagmatiques 
Au sommet cie cette hiérarchie se trouve le type syntagme. Ses cieux sous-types immécliats 
sont syn-sans-tête, qui couvre les structures avec coordination 2, et syn-à-tête, qui couvre les 
syntagmes dotés cie têtes. Ce dernier type possède 5 sous-types selon l'élément avec lequel la 
tête entre en relation: un complément (syn-t-c), un sujet (syn-t-s), un spécifieur (syn-t-sp), un 
adjoint (syn-t-ad) ou un « filler » (syn-t-J). Chaque type est associé à cles contraintes spécifiques 
que les sous-types héritent de façon monotone ou par défaut de leur super-type. Ainsi, tOllS les 
syntagmes à tête héritent la contrainte imposée au super-type immédiat, à savoir l'appropriation 
de l'attribut FILLES [FILLES filles]. Les contraintes sur les types syn-t-c, syn-t-s, syn-t-sp, syn-t-ad 
et syn-t-j seront explicitées au besoin. 
Cette hiérarchie permet d'exprimer les contraintes sur les mots, les lexèrnes, les règles lexicales 
et les syntagmes dans un système formel unifié. Ce formalisme nous permettra d'aborder plusieurs 
questions qui touchent l'analyse des marqueurs d'arguments de l'arabe, dont la question de l'ordre 
des mots. Dans la mesure où cette question touche à la fois les marqueurs de sujet et les marqueurs 
d'objet, nous y consacrons la sous-section suivante. 
5.1.2 L'ordre des mots en arabe 
En surface, plusieurs ordres de mots sont possibles en arabe. Cependant, deux sont princi­
paux : VSO (le verbe est initial) et l'ordre clit SVO (le verbe n'est pas initial). Nous proposons, 
dans cette section, une modélisation de notre analyse de ces deux ordres en arabe standard. Il 
s'avère que l'ordre VSO est l'ordre non marqué et qu'il peut être décrit comme un syntagme ap­
l Cette hiérarchie est une adaptation de celle qui est proposée par Ginzburg et Sag (2000). 
2 Il va cie soi que la question de savoir si les syntagmes à coordination comportent une tête ou non reste ouverte 
ici. Nous nous prononçons pas sur cette question puisqu'elle dépasse le cadre de notre travail. 
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partenant au type syntagmatique syn-t-s (syntagme-tète-sujet). L'ordre dit SVO n'est par contre 
que l'expression de phénomènes syntaxiques bien connus sous le nom de dislocation à gauche et 
peut par conséquent ètre décrit en faisant appel au type syn-t-j (syntagme-tète-filler), qui rem­
place, dans cette analyse, le recours au schéma DI6. Rappelons que ce schéma, déjà présenté dans 
la section (1.3.6) du premier chapitre, décrit les syntagmes qui comportent des relations à longue 
distance (ou des dépendances non bornées), telles que la dislocation et la topicalisation. 
5.1.2.1 L'ordre VSO 
Nous considérons que l'ordre non marqué des mots en arabe standard est l'ordre VSO, comme 
l'illustre l'exemple suivant: 
(5.1) katab -a 1- walad -'U Tisa: lat -a -TL 
écrire.PER -3lvI le- garçon -NOM let tre -ACC -Indé
 
« Le garçon a écrit une lettre »
 
Cette phrase est la réponse que l'on obtient en posant la question « qu'est-il arrivé 7 ». N'étant 
pas pragmatiquement marquée, cette phrase ne peut servir pour mettre l'emphase sur le sujet 
par exemple. Cette mise en relief est cependant possible en antéposant le SN nominatif dans une 
structure que nous qualifions de dislocation à gauche. 
Nous optons pour une analyse non dérivationnelle. L'ordre VSO n'est pas dérivé de l'ordre dit 
SVO, comme le propose lVIoosally (1994). Certes, le lien entre les deux est indéniable, mais nous 
pouvons concevoir ce lien sans recourir à la dérivation 3. Nous n'optons également pour aucune 
inversion dans l'ordre VSO, comme le laisse entendre cette auteure. Nous pensons que l'ordre de 
surface VSO peut convenablement ètre décrit par un syntagme de type syn-t-s et que la contrainte 
suivante est imposée à ce type syntagmatique en arabe: 
3 De toute façon, si dérivation il y a, l'ordre dit SVO serait dérivé cie l'ordre VSO en arabe et non l'inverse 
puisque le premier comporte une valeur marquée absente du second. 
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(5.2) syn-t-s 
TÊTE CD 
SU] 1\1iJ)]
VALFILLES FILLE-TÊTE 1 SS 1 LOC 1 CAT
 
[ COMPS (. .. )
 
STR-ARG \ 1iJ, ... ) 
Dans cette contrainte, le sujet est lexicalisé par défaut, mais il est requis dans la structure 
argumentale de la tête verbale. Cela laisse la place il. la possibilité de réaliser le sujet comme 
affixe. Le sujet affixal, à l'encontre du sujet lexical, ne constitue pas un nœud syntaxique et ne 
peut donc être encodé comme valeur cie l'attribut SU.!. Il fait cependant partie des membres de 
la liste STR-ARG puisqu'il est un argument. Cette possibilité est illustrée dans l'exemple suivant, 
où la phrase en (5.3b) constitue une réponse possible à la question posée en (5.3a) : 
(53) a. ma:ôa: fa'lal -a l- ?awla:d -'Il ? 
que faire.PER -3IvI les- garçons -NOM
 
« Qu'ont fait les garçons?»
 
b. xame)) -'Il: 
sortir.PER -3MP
 
« Ils sont sortis. »
 
La question de l'accord entre le verbe et le sujet reste à clariner à la lumière cie cette mo­
délisation, ce que nous ferons dans la section (5.1.4.4) en nous basant sur la modélisation des 
marqueurs de sujet que nous proposerons dans la section (5.1.4). 
5.1.2.2 L'ordre dit SVO 
L'ordre qui paraît en surface comme étant 3VO n'est en réalité qu'une dislocation à gauche. 
Cette dislocation est exemplinée dans les phrases suivantes: 
(5.4) a. '1 al- walad -'Il katab -a risa:lat -a -n 
le- garçon -NOlvl écrire.PER -3M3 lettre -ACC -lnclé
 
« Le garçon, il a écri t une lettre»
 
b. '1 al- walad -'Il m?aj -tu -!tu 
le- garçon -NOM voir.PER -13 -le
 
« Le garçon, je l'ai vu »
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L'élément disloqué à gauche, ici le SN ?alwaladu « le garçon », est associé il un pronom 
argumentai attaché à la tête verbale. Ce pronom est un marqueur cie sujet en (5.4a) et un marqueur 
d'objet en (5.4b). Nous proposons de traiter ces cieux structures, avec marqueur de sujet et avec 
marqueur d'objet, comme étant cles syntagmes de type syn-t-f et impliquant donc une forme de 
dépendance il longue distance (ou non bornée). 
Nous basons notre analyse sur celle qui a été proposée par Alexopoulou et Kolliakou (2002) 
pour renclre compte des phénomènes appelés CLLD (pour Clitic-Left Dislocation) en grec. Nous 
n'optons cependant pas pour une analyse qui considère que le pronom dans ces structures est 
toujours un affixe étant donné que seuls les marqueurs de sujet le sont comme nous l'avons 
démontré dans le chapitre IV. 
Pour expliquer les fondements cie cette analyse, nous explicitons ici la théorie adoptée dans 
le cadre de la grammaire EPSG pour rendre compte des phénomènes de dépendance non bor­
née, essentiellement par Ginzburg et Sag (2000) et wliller et Sag (1997). Dans cette théorie, les 
arguments de la tête peuvent être réalisés de difl'érentes manières: 
•	 Les arguments peuvent être réalisés localement comme sœurs de la tête, auquel cas la valeur 
de l'attribut VAL et celle de l'attribut STR-ARG sont identiques. Ces arguments sont dits 
canoniques dans ce cas-ci, comme le proposent Miller et Sag (1997) . 
•	 Les arguments non réalisés ou réalisés en tant que dépendants non locaux de la tête sont 
dits non canoniques. Ils peuvent de ce fait être des gaps ou des affius, auquel cas ils 
n'apparaissent que dans la liste STR-ARG. 
Alexopoulou et Kolliakou (2002) partent de cette théorie et proposent d'encoder la relation entre 
le pronom clitique attaché au verbe et l'élément disloqué il gauche en grec en faisant appel à 
un attribut non local, équivalent à l'attribut SLASH utilisé pour rendre compte cles phénomènes 
d'extri\ction dans la grammaire EPSG standard. Cet attribut approprié aux objets cie type non­
local est CL 4 (pour clitique). Ainsi, l'affixe argumentai partage avec l'élément disloqué ft gauche 
(le « filler ») la valeur de cet attribut. Cela les amène à proposer la contrainte suivante sur les 
objets de type affixe: 
4 Les auteurs insistent sur le fait que les affixes et les « gaps» ne doivent en aucun cas être tr(\ités de la 
même manière compte tenu des diA'érences qui les distinguent. Parmi ces dernières, citons le fait que les affixes 
(argumentaux) peuvent apparaître dans des phrases qui ne contiennent pas de « filler n, alors que les « gaps" ne 
sont légitimés qu'en présence cJ1un autre élémenL) le « filler » 
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(5.5) affixe 
nominal 
CAS cas 
CATI TÊTE ITJ 
INDEX 
PERS pers 
ACCORD NBRE nbre 
GRE 97-e 
[pmnom
CONT i]INDEX 
CL { (ITJ) } 
La valeur de l'attribut CL d'un argument affixal contient optionnellement un seul objet partagé 
avec la valeur cie l'attribut TÊTE de l'affixe. Ce dernier est de type nominal et porte de ce fait 
l'attribut CAS. Suivant Sag et Wasow (1999), les auteures emploient également un attribut de 
tête ACCORD (qui encode les valeurs de nombre, de genre et de personne). L'attribut INDEX, 
inclus dans les traits de tête cie l'affixe, sert à l'encire compte du partage du rôle thématique 
entre le « filler » et l'affixe pronominal. Les ,LUteures unifient ainsi la valeur de cet attribut à celle 
cie l'attribut INDEX (approprié aux objets cie type cont(enu)) puisque ce dernier est l'attribut 
impliqué dans l'assignation des rôles thématiques en HPSG selon ce que proposent Pollard et Sag 
(1994). 
Étant un trait non local, CL est sujet à la contrainte de propagation des traits non locaux 
(Non-Local Amalgamation Constraint) de Ginzburg et Sag (2000). Cette contrainte définit la 
valeur des traits non locaux des mots en fonction cie la v<lleur cles traits non locaux cie leurs 
arguments (contenus dans la liste STR-ARG) de la manière suivante: la valeur de chaque trait 
non local F d'un mot est égale il. la. somme des valeurs des traits non locaux des arguments que 
ce mot sélectionne. Cette contrainte, imposée aux ol)jets cie type slash et cl, est une contrainte 
violable et peut donc être outrepassée par d'autres contraintes propres il. certains mots. 
(5.6) Pour chaque trait non local F mot 
/ SYNSEi'd [F 2:1 U.. U2:n] 
/ STR-ARG ([F 2:1],' [F LJ) 
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En outre, la propagation des traits non locaux de la fille à la mère, qui est en réalité une 
unification de ces traits, s'opère grâce à un deuxième principe universel, le principe généralisé des 
traits de tête, tel que nous l'avons défini dans la section (1.3.5.4) : la valeur de l'attribut SYNSEM 
de la mère d'un syntagme à tête est identique, par défaut, à la valeur de l'attribut SYNSEM de la 
fille. 
Compte tenu des différences entre les deux types non canoniques slash et cl, ces objets ap­
paraissent dans deux sortes de syntagmes à tête que les auteures nomment respectivement head­
filler-phrase (syn-t-J) et clitic-Iejt-dislocation-phrase (syn-clld). Ces types sont sous lajougue des 
contr<l.intes suivantes, qui défont l'effet du principe généralisé des traits de tête. La contrainte 
sur le type syn-t-j impose le partage des traits locaux entre le « gap » et Je « filler », alors que 
la contrainte sur le type syn-clld impose le partage des traits de tête entre l'élément disloqué 
et le clitique, ce qui inclut dans cette théorie la valeur cie l'attribut INDEX (imposant ainsi la 
coréférentiali té). 
(5.7) syn-t-f 
SLASH I:2
 
LOC
 ŒJ 
synta.gme 
TÊTE 'VerbeFILLES 1 FILLE-TÊTE 
SLASH {ŒJ~ I:2 
(5.8) syn-clld 
CL I:2 
TÊTE [TI 
syntagme 
TÊTE 'verbeFILLES 1 FILLE-TÊTE 
CL {ŒJ~ I:2 
En arabe, nous pouvons considérer que les syntagmes dans lesquels un SN préverbal disloqué 
est associé à un marqueur de sujet ou à un marqueur d'objet sont des instances cl II type syn-clld 
et sont donc régis par la contrainte en (5.8). Cette contrainte exige que le « filler» (l'élément 
disloqué) et le pronom attaché au verbe partagent la valeur de l'attribut TÊTE, à savoir leur cas, 
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l'index et les traits d'accord. Le cas est toutefois sous-spécifié puisque le SN préverbal disloqué 
est toujours nominatif alors que le pronom peut être nominatif (dans le ca" des marqueurs de 
sujet) ou non nominatif (dans le cas des marqueurs d'objet). Le partage de J'index a:;:;ure que les 
deux éléments (le pronom et le SN) réfèrent à la même entité et le partage des trait:; d'accord 
assure la relation d'accord anaphorique dans les termes de Bresnan et Mchombo (1987). 
Après avoir pré:;enté la théorie syntagmatique qui sou:;-tend notre apl)roche et analysé les 
structures à verbe initial et celles où le verbe est précédé d'un SN disloqué G, nous consacrons 
le:; sections subséquentes à la moclélbation de phénomènes propres à chacun de:; deux types de 
marqueurs. Nous commençons par le:; marqueurs d'objet en adoptant une approche lexicaliste. 
5.1.3 Les marqueurs d'objet 
5.1.3.1 Rappel des données 
Les faits suivants constituent le domaine empirique de référence en ce qui a trait ft la modéli­
sation des marqueurs cl 'objet de l'arabe: 
1.	 Ces marqueurs ont une phonologie déficiente en raison de laquelle ils apparaissent toujour:; 
at tachés à cles hôtes forts. 
2.	 Ils ont un :;tatut morphologique de clitique:; et s'insèrent donc dan:; des nœuds syntaxicjues 
autonomes (cles filles). 
3.	 Ils ont un statut rnorphosyntm\ique d'arguments, d'explétif:; ou de topiques. 
4.	 Ils peuvent faire partie d'une suite d'au plus 2 marqueurs cI'objet avec les verbes de don, de 
type donner, offrir, etc. Dans ces suites, l'ordre est régi par la contrainte de personne et la 
contrainte thématique. 
5.	 Certaines différences clistributionnelles existent entre les marqueurs d'objet ACC et les mar­
queurs d'objet GÉN. Les premiers peuvent être coordonnés, mais pas les cleuxièmes. 
S Les structures avec un pronom indépendant nominatif disloqué sont traitées suivant la même analyse que Pon 
adopte pour les SN disloqués. 
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5.1.3.2 La hiérarchie des types 
Nous adoptons une analyse lexicaliste à la base de laquelle se trouve le lexique avec une 
hiérarchie des types et les entrées lexicales auxquelles sont associés les marqueurs d'objet. Nous 
présentons la hiérarchie de types partielle comportant ces marqueurs dans la ngure (5.2). 
pro-pers 
~ 
marq-obj pro-ind 
~ 
proind-nom proind-nnom 
FIGURE 5.2: Une hiérarchie partielle des types pronominaux 
Dans cette hiérarchie, le type racine est pro-pers (pour pronom personnel), lui-même sous-type 
de pronom. Deux contnl.intes sont imposées aux objets de type pron-pers, à savoir [TÊTSIACCOR.DI PER.S] G 
et [TÊTElcAS]. PERS est un attribut à valeurs atomiques parmi les suivantes: 1,2 ou 3. CAS est 
un attribut qui peut prendre pour valeurs nom(inatif) et n-nom (non nominatif). 
(5.9) pro-pers 
ACCORD [PERS pers] 
CAS cas 
Les pronoms personnels à l'étude ici sont de deux types: marq-obj (pour les marqueurs cl 'objet) 
et pro-ind (pour les pronoms indépendants) 7. Ces cieux sous-types héritent cie leur super-type 
les deux contraintes déjà mentionnées, mais une contrainte supplémentaire est imposée il chacun 
de ces deux types. Ainsi, marq-obj est spécifié [FORM 8 enclitique] alors que pro-ind est spécifié 
[FORM libre]. Les objets de type enclitique ont une prosodie déAciente et s'attachent à droite de 
leurs hôtes en phonologie alors que les objets de type libre sont phonologiquement indépendants. 
CCela. dbtillgue les pronoms personnels des pronoms démonstratifs} par exemple, qui ne sont pas spécifiés pour 
la personne tout en encodant le genre et le nombre en arabe. La contrainte casuelle se justifie également lorsque 
nous comparons les pronoms personnels, qui changent généralement de forme en changeant de cas, aux pronoms 
démonstratifs qui gardent la même forme quelle que soit leur cas morphologique. 
7 Ce dernier domine deux sous-types 1JToind-nom et proind-nn01n.. 
~ Cet attribut sert à modéliser la forme ll1orphophonologique d'un objet linguistique donné. Il va de soi que 
les différences entre les marqueurs d'objet et les pronoms indépendants ne sont pas que morphophonologiques. 
Dans une nJodélisation complète du système pronominal de l'arabe, il faudrait également prendre en compte les 
différences distributionnelles entre ces deux sortes de pronoms. Cette tache dépasse le cadre de notre thèse, mais 
pourrait être accomplie en se basant sur la description et l'analyse linguistique fournies dans les chapitres Il et III 
et sur la modélisation faite dans le présent chapitre. 
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5.1.3.3 Les marqueurs d'objet argumentaux 
Pour illustrer l'effet cie ces contraintes sur le type marq-obj, nous prenons un exemple cie 
syntagme prépositionnel où le complément de la préposition est un marqueur cl 'objet bi-ha: 
« avec elle H. La préposition bi est associée à l'entrée lexicale en (5.10) et le marqueur cI'objet 
-ha: à l'entrée en (5.11). L'unification de ces cieux structures cie traits donne lieu à la structure 
partielle en (5.12), qui décrit le syntagme prépositionnel bi-ha:, cie type syn-l-c (syntagme-tête­
complément). Ditns cette structure, la disjonction est marquée par le symbole V. 
(5.10)	 L'entrée lexicale de la préposition bi prépos'ilion 
PH ON < bi > 
TÊTE p7'éposilion 
STR-ARC <SN[n-nom] V rnarq-obj[n-nom]> 
(5.11)	 L'entrée lexicale de -ha:1 marq-obj 
PHON < ha: > 
CRE fém 
ACCORD NBRE sin:; 
TÊTE 
PERS 3 
CAS n-nom 
FORiVI enclitique 
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(5.12)	 syn-t-c 
PHON < bi-ha: > 
SS 1 LOC 1 CAT 1 TÊTcŒJ préposition 
FILLE-TÊTE (ITJ) 
marq-obj 
GRE fém 
FILLES ACCORD NBRE sinq 
FILLES-COMPS TGTE(	 )PERS	 3 
CAS n-nom 
FOR!"l	 enclitique 
La préposition bi est spécifiée dans le lexique comme devant sélectionner un seul argument non 
nominatif qui peut se réaliser sous la forme d'un SN 9 ou d'un marqueur d'objet. Cette spécification 
permet à cette préposition de sélectionner le marqueur d'objet -ha: comme complément, ce qui 
donne lieu à un syntagme prépositionnel dont la fille tête est la préposition et la fille complément 
est le marqueur d'objet. La relation d'attaellement entre les deux est relillue par l'attrilJut FORM 
qui précise le site d'attachement du marqueur. 
5.1.3.4 Les marqueurs d'objet non argumentaux 
Les marqueurs d'objet peuvent, par ailleurs, être des explétifs ou des topiques. Cela est possible 
quand ils sont attachés à des têtes fonctionnelles et plus précisément à des complémenteurs. Ces 
derniers sont introduits clans le cadre de la théorie HPSG par J'attribut ~'IARQUEUR. Dans ce cadre, 
le complémenteur arabe 7inna 10, par exemple, peut être associé à l'entrée lexicale suivante: 
U Nous employons cette abréviation pour référer il. une structure de traits de type nominal dont la tête est un 
nom. Les contraintes imposées à ce genre de structure de traits devraient faire partie d'une théorie complète et 
détaillée portant sur ce genre de syntagmes en arabe. 
la Ce cornplémenteur peut sélectionner deux sortes de phrases en arabe: des phrases verbales (modélisées par 
le type ph-veTb) spéciAées [TÊT!': verbe] et des phrases nominales (modélisées par le type ph-nom) spéciAées [TÊT!': 
nominall. Ces deux types sont des sous-types de phra.se, lui-même sous-type de syntagme. 
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(5.13) marqu.eur ]
TÊTE
 
[SPEC phrasefnon-marquéef
 
VAL () 
MARQUAGE 7inna 
Ce complémenteur sélectionne comme spécifieur une phrase elle-même non introcluite pa.r un 
autre complémenteur. Le syntagme qui en résulte est cie type syn-t-sp (syntagme-tête-spécifieur). 
Pour rendre compte clu fait que les cieux marqueurs cI'objet -hu (3iVIS) et -ha: (3FS) s'emploient 
dans deux sortes différentes cie structures, à savoir comme arguments (compléments de verbe, cie 
préposition, cie nominal ou de complémenteur clans les phrases équatives) et comme non arguments 
(attachés à cles complémenteurs, comme topiques et comme explétifs, clans les phrases verbales), 
nous proposons une modélisation selon laquelle chacun de ces deux marqueurs est associé il deux 
entrées lexicales différentes. Dans la première, celle en (5.11), ces marqueurs sont spécifiés pour 
tous leurs tmits d'accord (genre, nombre et personne). Dans la deuxième, ces [)l'onoms ne sont 
spécifiés que pour la personne et le genre, comme en témoignent les exemples suivants 11 
(5.14) a. ?innu. -Iw.: daxal -at leila 
que -elle entrer.PER -3F Leila
 
« Le f,li t est que Leila est entrée )}
 
b. 7inna -hu daxal -a 1- ?u.wla:d-u 
que -il entrer.PER -3M les- garçons -NOM
 
« Le fait est que les garçons sont entrés )}
 
Ainsi, l'entrée lexicale de l'explétif -ha: en (5.14a) prend la forme suivante: 
(5.15) L'entrée lexicale de -ha:2 marq-ob.i 
TÊTE 
[CRE :m]ACCORD 
PERS 
CAS n-nom. 
FORM enclitique 
NOliS modifions ainsi la hiérarchie des types pour inclure deux sous-types cie marq-ob.i, à savoir 
mo-comp (marqueurs-d'objet-complets) et rno-par (marqueurs-cl'objet-partiels). Le premier est 
11 Voil' la section (3.2.3) clans le chapit.re III pour plus cie clétails. 
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spécifié pour les traits cie tête NBRE, CRE et PERS, alors que le cleuxième est spécifié pOlir df!lIx 
attributs seulement, CRE et PERS. La hiérarchie présentée dans la figure (5.3) inclut ces nouveaux 
types. 
pro-pers 
marq-obj pro-ind 
~~ 
mo-comp mo-par proind-nom proind-nnom 
FIGURE 5.3: La hiérarchie des types pronominaux (version révisée 1) 
Cependant, les marqueurs d'objet peuvent également être des topiques comme dans ['exemple 
suivant: 
(5.16) ?inna -hum j- adxv.l -u: -na 1- manzil -a 
que -eux 3- entrer.IlvlP -lvlP -Incl la- maison -ACC
 
« Eux, ils entrent dans la maison, certes»
 
Les topiques, tout comme les explétifs, ne sont pas des arguments de la tête. Cela nous 
permet de classer les éléments non argumentaux, cle type non-arg, en cleux sous-types topique et 
explétif Le premier est spécifié pour les trois traits cl'accord alors que le deuxième, comme nous 
l'avons déjà mentionné concernant le marqueur d'objet -ha:, n'est spécifié que pour cleux traits. Le 
croisement entre cette hiérarchie et celle présentée clans la figure (5.3) nous clonne une hiérarchie 
à héritage multiple où le type mo-comp ICRE, NBRE, PERSI hérite cie cleux super-types: lopiq'ue 
et arg(umental). Le type mo-par ICRE, PERS] est le seul sous-type cle explétif, lui-même sous-type 
cie non-arg(umental). Cette hiérarchie des marqueurs d'objet est présentée dans la figure (5.4). 
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marq-obj 
1ARGUMENTALITE 1 
arg non-arg 
topique explétif 
mo-camp 
FIGURE 5.4: La hiérarchie des marqueurs cl'objet 
Les marqueurs d'objet de type rna-par sont deux: -hu (311,11) et -ha: (3F). Ils sont les homo­
phones des deux marqueurs d'objet de type mo-camp, à savoir -!Lu (3MS) et -ha: (3FS). Cette 
homophonie caractérise également les marqueurs de sujet et les pronoms inclépendants nominatifs 
de 3S, comme le souligne Fassi Fehri (1992). 
Pour modéliser le comportement des marqueurs d'objet de l'arabe, le trai temellt que nO\ls 
avons proposé est entièrement lexicaliste. Grâce à la richesse des entrées lexicales et aux possibili­
tés que fournissent les hiérarchies de types, nous n'avons eu recours à aucune règle syntagmatique 
ou de réécriture. Les contraintes imposées au type lexical marq-obj et à ces sous-types sont suffi­
santes pour modéliser le comportement des unités étudiées dans deux environnements différents: 
lorsqu'ils sont des arguments et lorsqu'ils ne le sont pas. Cette modélisation ne couvre cependant 
pas d'autres questions qui touchent les marqueurs d'objet, dont celle des suites de clitiques, à 
laquelle nous consacrons la section subséquente. 
5.1.3.5 Les suites de clitiques 
En arabe, les suites de clitiques sont possibles avec une seule classe de verbes à deux complé­
ments, à savoir les verbes dits cie don, clont la structure argumentale comporte un bénéficiaire et 
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un thème. Ces verbes ont donc des entrées lexicales qui reflètent cette propriété. Le verbe wahaba 
« donner, offrir}), par exemple, est associé à j'entrée lexicale présentée en (5.17), olt sont précisés 
ses différents arguments. 
(5.17) L'entrée lexicale de wahaba verbe-don 
TÊTE verbe 
ss 1 LOC 1 CAT VAL 
/ 
[su, 
COMPS 
(m) ](mm) 
STR-ARG ([TI, mm) 
L'ordre des compléments, lorsque l'un cl'eux au moins est un SN ou un pronom indépendant, 
est régi par la contrainte thématique: le bénéficiaire précède le thème. Cette contrainte prend la 
forme suivante, où nous introduisons les attributs sémantiques BÉNÉF et THÈME: 
(5.18) La contrainte thématique 
verbe-don 
TÊTE verbe 
CAT 
SYNSEM 1 LOC 
DONNEUR [I]
 
CONT 1 RESTRICTIONS BÉNÉF III
 
THÈME [l]
 
Une deuxième contrainte intervient lorsque les deux compléments sont des marqueurs cl 'objet : 
la contrainte de la personne. Cette dernière instaure un ordre qui prend en compte la valeur de 
l'attribut PERS, de manière que la première personne précède toujours la deuxième et que cette 
dernière précède la troisième. Cette contrainte prend la forme suivante: 
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(5.19) verbe-don 
TÊTE verbe 
SU] I(m) 
VAL ([l], [l])SS 1 LOC 1 CAT COMPS 
j j
? [marq-Ob ] . [marq-Ob ])STR-ARG CD, [l] ,[l]
( 
PERS 0; PERS f3 
Où 0; ::; f3 
La contrainte de la personne instaure un ordre entre les cieux compléments clitiques cles verbes 
cie don cie telle manière que le premier de la suite peut être de personne inférieure ou strictement 
égale à la personne du cleuxième. Les suites suivantes sont clonc acceptables puisqu'elles satisfont 
cette contrainte: 
(5.20) èl.	 wa/wb -ta -ni: -h.i 
of!"rir.PER -2IVIS -me -le
 
« 1\1 me l'as offert»
 
b.	 wahab -tu -ka -lm 
offrir.PER -lS -te -le
 
« .le te ]'ai offert»
 
c.	 lIIahab -tu -ha: -h11 
offrir.PER -lS -la -le
 
« .le le lui ai offert (à elle) »
 
Notons que la suite en (5.20c) est possible avec deux marqueurs d'objet cie 3e personne. Les 
suites suivantes sont agrammaticales parce qu'elles violent la contrainte de la personne: 
(5.21)	 a. "wu/wb -ta -hu: -ni: 
offrir.PER -21VIS -le -me 
b.	 *wn/wu -tu -hu -ka
 
offrir.PER -lS -le -te
 
c.	 *wa/wb -a -ka -ni:
 
offrir.PER -3IVIS -te -me
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Les suites qui respectent la. contrainte de personne respectent du même COUI) la contrainte 
thématique. Toutefois, certaines suites sont a.grammaticales même quand ces deux contraintes 
sont respectées Nous avons signalé dans le chapitre IV que cette agrarnrnaticalité constitue un 
trou arbitraire et nous avons mentionné les cas suivants: 
•	 Les deux marqueurs ne peuvent avoir la même forme phonologique (exemple' *-hu-hu). 
•	 Si le premier de la suite est le marqueur d'objet -ki (2FS), aucun marqueur d'objet de 3" 
personne ne peut Je suivre. 
•	 Si le premier est le marqueur -kunna (2FP), le deuxième ne peut être -/mnnn. (3FP) 
• On ne peut avoir une suite dont le premier membre est -/IU. (3MS). 
Étant des idiosyncrasies (probablement explicables en termes phonologiques et historiques), ces 
suites ne peuvent être éliminées par les deux contraintes thématique et cie personne. Elles doivent 
donc être filtrées par un autre procédé. La grammaire I-IPSG utilise des contraintes de filtres, 
comme celles proposées par l'vriller et Sag (1997) dans le traitement des suites de clitiques du 
français. Cependant, si ces deux auteurs ont recours à ces filtres pour éliminer toutes les suites 
non acceptables, nous y avons recoUl'S seulement pOUl' compléter l'effet des deux contraintes 
thématique et de personne précitées. Les filtres que nous proposons prennent la forme d'une 
contrainte sur le type verbe-don: 
(5.22) Contraintes sur le type verbe-don 
verbe-don
 
TÊTE verbe
 
/	 SU] ([TI) 
VAL 
1 1SS LOC CAT COMPS ([1], rn) 
STR-ARG (mm[:::':], m[:":'~ ]) 
Où l1J =J []]; si l1J = -ki alors (3 =J 3; si l1J = -kunna alors []] =J -hunna; et [l] =J -hu. 
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Pour analyser le comportement et le placement des marqueurs d'objet de l'arabe dans le 
cadre de HPSG, les éléments essentiels à cette analyse sont de type lexicnl la hiérarchie des 
types, les entrées lexicales et les contraintes sur les types. Seul le lexique est spécifique à la 
langue étudiée, alors que les principes universels de la grammaire restent valides. L'unification des 
différentes entrées lexicales, par exemple d'une préposition et d'un marqueur d'objet pour former 
un syntagme prépositionnel, se fait en respectant et ces principes et les contraintes imposées aux 
types contenus dans la hiérarchie. La modélisation des marqueurs cie sujet se fait en respectant 
ces lignes directrices, comme nOlis le démontrons clans la section subséquente. 
5.1.4 Les marqueurs de sujet 
5.1.4.1 Rappel des données 
Les faits suivants constituent le domaine empirique de référence en ce qui a trait à la modéli­
sation des marqueurs de sujet de l'arabe: 
1.	 Les marqueurs de sujet sont des affixes et doivent donc être traités comme tels par la théorie. 
2.	 Ces marqueurs couvrent deux réalités différentes en ce qui a trait à quatre d'entre eux (les 
mùrqueurs de 3S) : des arguments et des non arguments. 
3.	 Les arguments sont des pronoms affixes pleinement spécifiés pour leurs traits d'accord. 
4.	 Les non-arguments, en l'occurrence les marqueurs d'accord, ne sont pas spéciflés pour le 
nombre et peuvent donc être uniflés avec des SN sujets c10nt la valeur cie l'attril)Llt NBRE 
est variable. 
5.	 Ces propriétés soulèvent des questions sur l'ordre de surface et son inAuence sur le marqueur 
de sujet sélectionné par la tête verbale et sur ['accord entre le sujet et le verbe. 
Nous proposons une modélisation des marqueurs de sujet qui tient compte des propriétés du 
domaine empirique et qui reste fidèle au modèle adopté, basant notre analyse ainsi sur la richesse 
du lexique. La première question que nous traitons ici, en rapport avec le statut affixal de ces 
marqueurs, est celle de la morphophonologie des verbes de l'arabe. 
5.1.4.2 La morphophonologie des verbes de l'arabe 
Étant donné que les marqueurs de sujet ont un statut morphologique d'affixes, nous pouvons 
postuler qu'ils sont insérés avec leurs hôtes dans la structure syntagmatique. Cela revient à dire 
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que les marqueurs de sujet ne sont pas des items lexicaux indépendants et n'ont donc ni type 
ni entrée lexicale. Pour rendre compte de ces propriétés et de la distribution des marqueurs de 
sujet paT rapport aux SN et aux pronoms indépendants, nous devons tout d'abord modéliser la 
formation morphologique des hôtes de ces marqueurs, à savoir les verbes 12 
La théorie de Smets (2000), présentée en partie dans le premier chapitre dans la section 
(1.5.2), constitue notre point de départ dans la modélisation de la formation des verbes de l'arabe. 
Basée sur une théorie morphologique bien établie, celle de rV!CCarthy (1981), cette analyse couvre 
exclusivement les aspects morphophonologiques. Les aspects morphosyntaxiques et syntaxiques 
constituent notre contribution à cette théorie. 
5.1.4.2.1 La morphologie à patrons 
Nous commençons par présenter les données sur lesquelles Srnets (2000), et avant elle McCar­
thy (1981), ont basé leur analyse et leur formalisme. En arabe, chaque verbe possède l'un des 
schèmes représentés dans le tableau (5.1) 1] 
Les 10 premiers schèmes trilitères sont les plus productifs. Toutefois, ce ne sont pas toutes les 
racines qui peuvent donner lieu à des verbes dans chacun de ces schèmes. La racine jdrsj, par 
exemple, ne peut être combinée qu'avec les schèmes l, II, III, VI et VII selon Smets (2000, p. 
111). 
Ces données sont connues et discutées clans la grammaire arabe depuis ses débuts au VIII" 
siècle. L'apport de McCarthy (1981) à la question réside clans le fait qu'il a défini un patron 
prosodique duquel tous les schèmes précités sont issus. Le patron en question est celui en (5.23) 14 : 
Ce patron est tellement général qu'il sur-génère des formes non attestées et l'auteur se voit 
12 Il va de soi que cette modélisation ne touche que les marqueurs de sujet puisque ces derniers fonL partie de la 
structure morphologique des verbes. Les marqueurs d'objet peuvent avoir d'autres catégories comme hôtes et ne 
font pas partie de la structure morphologique de leurs hôtes verbaux. 
13 Nous avons choisi de représenter ces schèmes en nOLIs basant sur les trois consonnes abstraites utilisées par les 
grammairiens de la tradition dans le même but: f, )' 1 1. Nous avons également allégé la présentation en excluant 
les schèmes du participe (actif et passif). La question de savoir si ce que lvIcCarthy (1981) appelle le participe est 
une forme verbale ou nominale 1l 1est pas soulevée ici et mériterait plus d1investigations. 
1'1 (lvlcCarthy, 1981, p. :387). Dans ce patron, la notation [+seg] déuote un segment quelconque, à savoir un 
élément conSollantique Ol! vocalique. 
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Verbes trilitères 
Schèmes Perfectif Imperfectif1 1 
Actif Passif Actif Passif 
l faSal fu 'j'i1 af'1al uf'1al 
II fa'1'1 al fu '1'1i1 ufa'1 '1 il ufa'1'l'al 
III fa:'1al fu:'i'il ufa:'1il ufa:'1al 
IV ?aJ'1al ?uf'1il uf'1il uf'i'al 
V tafa'1'1al tufu'1'1il atafa'1'l'al utafa'1'1al 
VI tafa:'1al tufu:'i'il atafa:'1al u tafa:'i'al 
VII nfa'1al nfu'l'il anfa'1il unfa'1al 
VIII fta'1al ftu'lil afta'lil ufta'l' aJ 
IX f'1,,1,,1 - af'1alal ­
X staf)'al stuf'ï'il astaf'1il ustalY,,1 
XI ftaSal - "fta:'i'il ­
XII ftalV'Ial - "ftalV'lïl 
­
XIII f'lawlVal - af'1awlVil 
­
XIV f'1anlal - af'1anlil 
­
XV f'l'anlaj - af'l'anlij 
­
Verbes quadrilatères 
QI faSlal fu'1lil ufa'1lil ufa'1lal 
QI! tafa'l'Ial tufu'l'lil atafa'l'lal uLafaSlal 
QIII f'l'anlal f'1unlil af'1anlil uf'l'anlal 
QIV f'l'allal f'1ullil af'i'allaJ uf'l'allal 
TABLEAU 5.1: Les schèmes morphologiques des verbes trilitères et quadrilatères 
donc contraint d'ajouter une règle phonologique ad hoc qui restreint l'application du patron 
général. Cette règle élimine le schème non attesté CVCVCVC et prend la forme suivante lG : 
(524) V ----+ 0 / [CVC_CVe] 
Les schèmes ainsi "cceptables sont les suivants: CVCVC, CVCCVC, CVVCVC, CVCVCCVC, 
CVCVVCVC,CCVCVCetCCVCCVC 
La deuxième contribution majeure de IV!CCarthy (1981) réside dans sa définition de conventions 
universelles qui associent les racines et les vocalismes aux patrons morphologiques de gauche à 
droite, comme dans l'exemple suivant, qui représente l'association de la racine /ktb/ au patron 
du schème l lG 
1(; Ibid.
 
IG Ibid., p. 388.
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(5.25) 
cvcvc 
\1/
ktb 
\V 
).l 
Cepenclant, un problème se pose en ce qui a trait au VIlle schème: le matériel l, qui est préfixé 
ailleurs, est infixé clans ce schème. McCarthy (1981) résout ce problème en postulant J'existence 
cI'une règle propre à cet affixe et au schème VIII. Une autre règle ad hoc est stipulée par J'auteur 
pour l'encire compte cles particularités cles schèmes II et V. Il clispose ainsi cI'un appareillage 
composé cles ingréclients suivants pour renclre compte cie la morphologie non concaténative cie 
l'arabe: 
•	 Un patron prosoclique. 
•	 Une règle d'effacement cie la voyelle clans le contexte CVC_CVC. 
•	 Les affixes 7, l, n et st. 
• Les cieux règles cI'ajustement cles schèmes VIII, II et V. 
Cette théorie repose sur l'hypothèse suivante, cléjà exprimée clans la traclition grammaticale arabe: 
ln racine, le schème et la mélodie vocalique véhiculent des informations différentes. La racine ex­
prime le sens général du verbe. Le schème exprime toute modification dans le contenu sémantique 
et dans les propriétés cie sous-catégorisation de la racine. La mélodie vocalique est, finalement, 
associée à la catégorie clu verbe (l'aspect et la voix). 
5.1.4.2.2 La formalisation de la morphologie à patrons 
Smets (2000) CL formalisé cette théorie autosegmentale de la morphologie non concaténative 
cie J'arabe. Le formalisme qu'elle propose reste fidèle à la théorie cie IvfcCarthy (1981) sur cieux 
points: 
1.	 Son choix des attributs reflète la distinction faite entre les trois paliers: racine, schème et 
vocalisme. 
2.	 Seul l'aspect morphophonologique est pris en compte dans cette formalisation Les informa­
tions morphosyntaxiques et syntaxiques associées aux morphèmes en étude ici ne sont pas 
prises en consiclération. 
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Les attributs introduits par Smets (2000) sont au nombre de trois: RACINE, voc(alisme) et 
PATRON (pour le schème). Ces trois attributs constituent des valeurs de l'attril)llt PHON, mais 
pourraient également servir de valeurs de l'attribut MORPH en introduisant une composante mor­
phologique dans le formalisme. 
En plus de définir ces attributs, ]'auteure définit deux sortes de paradigmes: des paradigmes 
sources et des paradigmes principaux. Dans les premiers, elle définit les paradigmes de patrons 
possibles et les paradigmes des mélodies vocaliques. Les paradigmes principaux combinent, par 
unification, les premiers pour obtenir les formes spécifiées cie la langue. 
Les paradigmes sources 
L'auteure définit un paradigme de patron pour chacun des deux aSI)ects : le I)erfectif et "im­
perfectif. Le paradigme en (5.26) cléfinit les patrons communs aux dix premières formes trilitères, 
les plus productives. La spécialisation de ces patrons en fonction de l'aspect est introduite en 
(5.27) pour le perfectif et en (5.28) pour l'imperfectif. 
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(526) PS-radic-trilit 
RACINE [[TIC 1,rnC2 ,QJC3]
 
PHON &
 
VOC [[ilV 1,@]V2]
 
SCHÈME 1 [PHON [PATRON [ITJ,[il,~mQJ ]]] 
SCHÈME II [PHON [PATRON [[TI,[il,~,rnmQJ ]]] 
SCHÈME III [PHON [PATRON [ITJ,[il,[il,~.@1,QJ 1]] 
SCHÈME IV [PHON [PATRON [7 ,[ilm,~mQJ 1]] 
[Tm[TI,[il,~,~,[II,[] 1]]SCHÈME V [PHON [PATRON 
SCHÈME VI : [PHON [PATRON [T,GJ,ITJ,GJ,GJ,m@],QJ 1]] 
SCHÈME VII : [PHON [PATRON [NmHJ,~,@],QJ J]] 
SCHÈME VIII: [PHON [PATRON [[TI,T,[il,mmOJ JJ] 
SCHÈME IX : [PHON [PATRON [[TI,mljJ,QJJ3],[] ]]] 
SCHÈME X : [PHON [PATRON [s,T,[il,ITJ,I1J.@1,Q] J]] 
(5.27) PS-perf-trilit 
PERF: [PH ON [PATRON [TI]]
 
MOT [TI
 
Cette formalisation du perfectif repose sur l'hypothèse suivante: en ce qui a trait au perfectif 
des verbes trilitères, la forme du radical précisée dans le paradigme (5.26) et la forme du mot 17 
son\, identiques. L'imperfectif se distingue du perfectif par la présence d'une voyelle qui précède 
le radical et cette propriété est donc rendue par le paradigme suivant: 
17 L'allteure emploie Ce terme de manière informelle ici en voulant parler du radical verbal, qui, lui, n'est pas en 
réalité un mot. 
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(5.28) PS-imper-trilit 
1PH ON 1RADICAL OJ 11IMPER:
 
l lMOT
 [vm] 
En plus de ces paradigmes, l'auteure définit des paradigmes sources pour les mélodies voca­
liques possibles en optant pour la même partition entre le perfectif et l'imperfectif. Le paradigme 
suivant est celui de la mélodie vocalique du perfectif: 
(5.29) PS-mélodie-perj 
[PATRD,
PHON ru] & 
MOT OJ 
perf & actif & schème 1 : [PHOH [voc [ruvl~21]] 
VOCI IOJ,[ll] 
perf & actif & non-schème 1 : [PHON [VOC [a,aJ] ] 
perf & passif & non-schème IX : [U,iJ]][PHON [VOC 
Ce paradigme reflète les observations empiriques suivantes: les schèmes de II à X partagent la 
mélodie [a,a] au perfectif actif et [u,i] au perfectif passif. Pour le schème l, la qualité des voyelles 
n'est pa.> prévisible et doit donc être spécifiée clans les entrées lexicales de chaque verl)e. 
Le paradigme suivant représente la mélodie vocalique de l'imperfectif 18 :
 
lS P : patron.
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(5.30) 
PS-mélodie-'imper 
VOC Inil,[I]Vl] 
imper &. actif &. schème 1 : PHaN VOY-I [ŒJI 
MOT [a,P] 
[voc 1';1 ]]imper &. actif &. { schème II v schème III v schème IV} : 
MOT [u,P]["'0" 
[vocimper &. actif &. { schème V v schème VI} : 1"1 ]]['HO" MOT [a,P] 
[vocimper &. actif &. { schème III v schème VIII v schème IX v schème X } : la,i1 ]]['HO" MOT [a,PI 
imper &. passif &. schème 1 : lailal]]['HO" [voc MOT [u,P] 
[voc [a,al ]]imper &. passif &. non-scème 1 &. non-schème IX : ['HO" MOT [u,PJ 
La mélodie vocalique de l'imperfectif est caractérisée par les faits suivants: la mélodie du 
radical de l'actif dans les schèmes II à IV est [a,i) et la voyelle préfixée est lu). Dans Jes sr.hèmes V 
et VI, les voye]]es du radical et de l'affixe sont [a] alors que dans les schèmes VII à X, les voyelles 
du schème sont [a,i] et celle du préfixe est [a). À la voix passive, la mélodie du radical est [a,a) 
dans les schèmes autres que 1 et IX et la voyelle du préfixe est lu]. 
Encore une fois, le schème 1 présente une exception parce que la voyelle du radical actif n'est 
pas prévisible. L'auteure propose d'encoder cette information clans l'entrée lexicale des verbes, 
dans la valeur de l'attribut VOY-I, La voyelle du préfixe dans ce schème est [a]. Au pa.ssif, la 
voyelle du radical est [al et celle du préfixe est [u]. 
En somme, ces paradigmes fournissent les patrons de conjugaison possibles pour chacun des 10 
premiers schèmes des verbes trilitères ainsi que les mélodies vocaliques possibles. Ces paradigmes, 
différents pour le perfectif et l'imperfectif, peuvent être unifiés en respectant certaines contraintes 
que l'auteure désigne par le terme « paradigmes principaux». 
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Les	 paradigmes principaux 
Le rôle de ces paradigmes est d'unifier les informations provenant des paradigmes sources 
pour définir des formes acceptables. Le paradigme suivant combine des paradigmes définissant les 
schèmes et les mélodies vocaliques pour donner lieu à des verbes trilitères. 
(5.31)	 PP-verbe-trilil : 
PS-radic-tri/it fj PS-perrtrilit fj PS-mélodie-perf 
PS-nJ.d'ic-trilit fj PS-imper-trilit fj PS-mélodie-imper 
Ce paradigme définit ainsi les combinaisons possibles. La première entrée, par exemple, lé­
gitime l'unification de chaque entrée du paradigme PS-radic-tri/il avec chacune des entrées des 
deux paradigmes PS-perf-trilit et PS-mélodie-peTf. Pour donner un exemple de cette unification, 
considérons la première entrée du paradigme source des verbes trilitères PS-mdic-tril'il, celle du 
schème 1. Cette entrée peut être unifiée avec la seule entrée du paradigme PS-perf-trilit, qui 
est en réalité une contrainte sur la réalisation du perfectif, et la première entrée du paradigme 
PS-mélodie-perf (perf fj actif & schème 1). Il en résulte la structure de traits suivante: 
(532) V perfectif actif 
RACINE [WC 1,[1]C2,WC3]
 
VOC [a,a]
 
PI-ION 
PATRON !il[[],a,[1],a,w]
 
MOT !il
 
verbe
 
TÊTE ASPECT perfectif
 
VOIX actif
 
FORM V 
Les entrées lexicales des verbes 
Dans le cadre de cette théorie de la morphophonologie arabe, les entrées lexicales de chaque 
verbe doivent encoder un certain type d'informations morphophonologiques qu'on ne peut inférer 
à partir des paradigmes précités et de l'unification des entrées de ces paradigmes. Parmi ces 
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informations, citons le vocalisme cles verbes du premier schème et les schèmes possibles pour 
chaque racine. Sur ce dernier point, il faut noter que la combinaison cie certains schèmes et de 
certaines racines clonne lieu à cles formes non attestées. Le fait cI'encocler cette information clans 
l'entrée lexicale cie chaque verbe permet d'éliminer ces formes. 
Smets (2000) prencl l'exemple du verbe daras « étudier ». Dans l'entrée lexicale de ce verbe 
sont précisés la racine consonantique, les schèmes possibles que le verbe peut prenclre et le sens 
associé à chaque schème ainsi que le changement cie sous-catégorisation qui en résulte. 
(5.33)	 L'entrée lexicale cie daras 
PHON [RACINE Id, r,s/] 
1:	 [PHON [VOCI /a,a),IYOW lu), COMPS /SN,SP), CONT /étudier quelque ChOSe)]] 
JI :	 [COMPS /SN,SP), CONT /enseigner q-u,elque ChOSe)] 
JII :	 [COM PS /SN), CONT /étudier avec qUelqU'un)] 
VI :	 [COMPS /SN), CONT /étudier attentivement avec quelqU'un)] 
VII:	 [COMPS /), CONT /disparaître)] 
Cette formalisation cie la morphologie verbale de l'arabe permet, tout en maintenant un sys­
tème minimal basé sur les paradigmes et une seule opération, l'unification, cie rendre compte cie 
l'aspect morphophonologique de la formation cles verbes. Les aspects syntaxiques et morphosyn­
taxiques sont cependant absents. Les entrées lexicales des verbes, telles que conçues par Smets 
(2000), et même si elles contiennent une information de type syntagmatique (la valeur de l'attri ­
but COMPS), ne fournissent aucune information sur les marqueurs de sujet. Ces derniers devant 
faire partie de l'entrée lexicale cie chaque verbe, nous avons à étendre ce formalisme pour les in­
clure. La section suivante propose une manière de traiter la morphosyntaxe des verbes cie l'arabe, 
compatible avec l'approche de Smets (2000). 
5.1.4.3 La morphosyntaxe et l'insertion des marqueurs de sujet 
La formation des verbes en arabe peut être conçue comme impliquant deux étapes. Dans 
la première, le radical est formé en unifiant les différentes entrées fournies clans les paradigmes 
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sources selon la spécification contenue dans le paradigme principal. La deuxième étape est de 
nature concaténative. Lors cie cette phase, les affixes qui expriment les différents traits morpho­
syntaxiques ainsi que les affixes de mode, en ce qui concerne l'imperfectif, sont concaténés au 
radical de trois manières différentes. Dans la première, celle qui caractérise le perfectif et l'impé­
ratif, un suffixe est concaténé au radical. Dans la deuxième, un préfixe est concaténé en plus d'un 
affixe de mode. Dans la troisième, un préfixe et un suffixe sont concaténés en plus de l'affixe de 
mode. Ces deux derniers processus sont caractéristiques de l'imperfectif. 
Nous traitons les différents affixes concaténés au radical verbal, une fois que ce radical est 
bien formé par l'unifica.tion (les entrées contenues dans les paradigmes sources, comme étant (les 
affixes flexionnels. Le traitement que nous proposons de la flexion est purement lexical et fait 
appel à des règles lexicales de flexion en premier lieu. 
5.1.4.3.1 Les règles lexicales flexionnelles 
Pour modéliser la flexion verbale, nous introduisons trois règles lexicales flexionnelles qui 
relient un radical (pouvant être considéré comme un lexème) à un mot bien formé (le verbe 
fléchi). Ces règles ont pour intrant un objet de type mdiml et pour extrant UI1 objet de type 
veTbe-mot. 
La forme générale d'une règle lexicale flexionnelle est la suivante: 
(5.34) T-fiex-veTbe 
INTRANT [radical] 
EXTRANT [veTbe-mot] 
Le type auquel appartient cette règle est T-fiex-veTbe. Trois sous-types SOllt dominés par ce 
type: T-flex-perf/impé, T-flex-impeT 1 et T-flex-impeT2. Les règles du premier type servent à conca­
téner un suffixe flexionnel au radical du perfectif ou de l'impératif, les règles du deuxième type 
à concaténer un préfixe flexionnel et un suffixe de mode au radical de l'imperfectif et les der­
nières concatènent un préfixe et un suffixe flexionnel en plus d'un suffixe de mode au radical de 
l'imperfectif. 
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(5.35) r-flex-perf/impé 
INTRANT [;di'"'] 
verbe-mot 
PHON (ITJ E& SUFFIXE) 
EXTRANT ASPECT perfectif 
TÊTE [l] 
STR-ARG C·) 
(5.36) r-flex-im.per1 
[;d~m]
INTRANT 
verbe-mot 
PHON (PRÉFIXE E& ITJ E& SUFFIXE-MODE) 
EXTRANT	 ASPECT imperfectif 
TÊTE [l] 
STR-ARG C·)
 
(537) r-flex-imper2 
INTRANT [;di,"'] 
verbe-m.ot 
PHON (PRÉFIXE E!1 ITJ $ SUFFIXE E!1 SUFFIXE-MODE) 
EXTRANT	 ASPECT imperfectif 
TÊTE [l] 
STR-ARG C·)
 
La valeur de l'attribut STR-ARG n'est pas spécifiée dans ces règles et fera l'objet d'une discus­
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sion plus loin dans ce chapitre. 
Dans ces règles, les objets de type radical sont le résultat de l'unification des entrées contenues 
clans les paradigmes sources selon les spécifications que fournissent les paradigmes principaux. 
5.1.4.3.2 Les modes de l'imperfectif 
Les marqueurs cie mode sont introcluits par les deux règles lexicales T-flex-impeTl et T-flcx­
impeT2. Cependant, seuls les verbes au mode indicatif, au singulier et à la IP du mode subjonctif 
portent des marqueurs de mode. Au jussif et aux autres personnes du subjonctif, les marques de 
mode sont absentes. Ce comportement suggère une certaine sensibilité des marqueurs de mode 
aux traits morphosyntaxiques en ce qui a trait au subjonctif. L'indicatif et]e jussif sont semblables 
en ceci que le premier possède de marqueurs de mode alors que le deuxième n'en il pas. 
Pour modéliser ce comportement, nous proposons la hiérarclJie de types présentée clans la 
figure (5.5). 
verbe-mot 
perf imper impé 
~ ind subj jUSS 
FIGURE 5.5: Une hiérarchie de types pour les verbes de l'arabe 
Les contraintes suivantes sont imposées à ces types de verbes imperfectifs: 
(5.38) [ind 
MORPH [ SUFFIXE-MODE +]1 
(5.39) lU'; 
MORPH [ SUFFIXE-MODE ]1 
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(SAD) r:~::pH	 [SUHlXE-MODE " (b"'}]1 
Où Ct = + si [NBRE sing] ou [NBRE plurie~ et [PERS 1], sinon ex = ­
Ces contraintes garantissent que chaque verbe imperfectif sera doté des affixes de mode appro­
priés à son type. Les verbes jussifs ne contiennent pas de tels affixes du fait de leur appartenance 
au type juss. Les verbes à l'indicatif et au subjonctif comportent les affixes de mode appropriés 
à leurs types respectifs ind et subj. Ces affixes interagissent avec les traits lI1orphosyntaxiques 
exprimés par les marqueurs de sujet, que nous modélisons dans le paragraphe suivant. 
5.1.4.3.3 Les	 traits morphosyntaxiques 
Nous avons, jusqu'à présent, modélisé l'aspect proprement morphophonologique de l'affixation 
des marqueurs de mode. Les traits exprimés par les marqueurs de sujet et leur eFFet sur la structure 
syntagmatique ne sont pas pris en compte. Une manière d'y arriver est de modifier les règles 
lexicales flexionnelles pour introduire les traits de genre, de nombre et de personne. Ces traits 
sont en relation avec la structure argumentale du verbe puisque la réalisation du trait cle nombre 
permet à l'affixe d'apparaître dans la valeur de la liste STR-ARG (en tant qu'argument). Un affixe 
non spécifié pour le nombre n'est pas un argument et ne constitue donc pas un membre de cette 
liste. 
Pour modéliser cette analyse, nous faisons appel à la typologie de Miller et Sag (1997) J à savoir 
leur distinction entre des types canoniques et des types non canoniques. Dans cette typologie, le 
type aff (pour les affixes) est un type non canonique puisqu'il peut correspondre à des éléments 
memlJres de la structure argumentale qui ne sont pas réalisés en tant que dépendants syntaxiques 
de la tête. Cette tYI)oJogie est représentée clans la figure (1.9) et reprise ici clans la figure (5.6). 
Conjointement à cette hiérarchie partielle, nous proposons d'imposer la contrainte en (5.41) 
au type verbe-mol. : 
(5.41)	 verbe-·mol. 
[CORM F p 7'n.! CITJ ,.)JMORPH 
I-FORM m 
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s)'/1sem 
~
 
CANONICITÉ AFFIXALITE 
nO/1can non-a(( 
cano/1 gap al! 
~.-
a-aff p-af! 
FIGURE 5.6: Une hiérarchie partielle des types proposée par lvriller et Sag (1997) 
Cette contrainte morphologique nous garantit que la valeur de l'attribut FORM soit le résultat 
de l'application d'une fonction phonologique dont l'un des arguments est la valeur de l'attribut 
[-FORM. Cette contrainte exige ainsi que la valeur de l'attribut FORM soit reliée à la valeur de 
l'attribut I-FORM par le biais de l'affixation flexionnelle appropriée. 
Nous proposons Cjue le type verbe-mot possède deux sous-types selon le type de l'affixe flexion­
nel qui y est attaché verbe-mat-accord et verbe-rnot-lvfS. Les cieux contraintes suivantes sont 
imposées à ces deux types: 
(5.42) verbe-mat-accord 
[G", 9~ ]TÊTE 1 ACCORD 
PERS pers 
SUl (m)
VAL 
COMPS (.) 
STR-ARG 
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(5.43) verbe-mat-MS 
GRE gre 
TÊTE 1 ACCORD PERS pers 
NBRE nbrc 
su 
COMPS 
VAL r ' ()( .. )1 
STR-ARG \[a~, ... ) 
Les contraintes sur le type verbe-mat-accord assurent la réalisation d'un sujet lexical (appa­
raissant à la fois dans la liste de valence et dans la structure argumentale) quand le marqueur de 
sujet est sous-spécifié pour le nombre. 
Les contraintes sur le type verbe-mot-MS assurent la réalisation du sujet (le premier membre 
de la liste STR-ARG) en tant qu'affixe. Dans ce cas-ci, l'attribut NBRE est présent dans les traits 
de tête du verbe. 
La différence entre ces deux sous-types implique que les verbes arabes munis de marqueurs de 
sujet de 3lVIS et de 3FS aient deux entrées lexicales différentes selon leur appartenance à J'un ou 
à J'autre de ces deux sous-types. Ainsi, le verbe kataba « il a écrit n, par exemple, est compatible 
avec deux lectures possibles: dans l'une, le marqueur cle sujet est un marqueur d'accord et, clans 
l'autre, ce dernier est un pronom sujet incorporé et fait partie des arguments de cette tête. Cette 
double lecture possible se reAète dans les deux entrées lexicales en (5.44) et (5.45). D'un autre 
côté, le verbe katabna « elles ont écrit n, par exemple, n'est compatible qu'avec une seule lecture 
et n'a, de ce fait, qu'une seule entrée lexicale, celle en (5.46). 
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(5.44) verbe-mat-NIS 
PHON <kataba> 
TÊTE 1 ACCORD 
GRE 
PERS 
NBRE 
masc 
3 
sing 
VAL 
STR-ARG 
l'" (1 1COMPS (m) 
( (afj} œm) 
(5.45) verbe-mat-accord 
PH ON <kataba> 
TÊTE 1 ACCORD 
VAL 
STR-ARG 
[GRE ;''':PERS 
[,u" (m) 
COMPS (œ) 
(mEl1œ) 
(5.46) verbe-mat-MS 
PHON <katabna> 
TÊTEIACCORD 
GRE 
PERS 
NBRE 
fém 
3 
pLUT 
VAL 
STR-ARG 
l'"' (1 1(œ)COMPS 
( (aff/ œœ) 
Par application du principe des traits de tête et du principe de la valence, les effets syntag­
matiques de ces entrées lexicales sont les suivants: 
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• Un verbe dont l'entrée lexicale spécifie le nombre ne peut se combiner avec un sujet lexical 
(un SN). Si un tel composant est présent, il ne peut faire partie de la liste des arguments 
du verbe et sera donc disloqué. Le syntagme qui en résulte est de type syn.-l-f 
• Un verbe dont l'entrée lexicale ne spécifie pas le nombre peut se combiner avec un sujet lexi­
cal (un SN). Ce dernier fait ainsi partie de la liste des membres de la structure a.rgumentale 
du verbe et est réalisé comme membre de la liste de valence. 
Ainsi, notre grammaire élimine toute possibilité d'unifier la structure de traits qui (Iécrit un SN 
plein avec celle qui décrit un verbe de type ve-rbe-mot-JvfS da.ns un syntagme de type syn-l-s Elle 
permet par contre l'unification d'un SN et d'un verbe-mot-accord dans ce type de syntagme et 
d'un SN et d'un ve-rbe-mot-l\1S dans un syntagme de type syn-t-f 
Cette analyse repose clairement sur notre conceptioll de l'accord entre le sujet et le verbe, 
à savoir la position initiale du verbe et la sous-spécification du nombre sur ce dernier. Nous 
proposons une modélisation de cette analyse dans la section subséquente. 
5.1.4.4 L'accord entre le sujet et le verbe 
Nous avons avancé une hypothèse selon laquelle l'accord entre le sujet et le verbe ne s'obtient 
que dans l'ordre VSO en arabe. Le sujet ici est un SN et le verbe porte un marqueur d'n.ccord 
pa.rtiel (non spécifié pour le nombre). Pour rendre compte de cette particularité, nous avons stipulé 
que les verbes portant de tels marqueurs de sujet possèdent des entrées lexicales différentes des 
verbes portant des marqueurs de sujet pronominaux (spécifiés pour le nombre). Ainsi, chaque 
verbe conjugué à la troisième personne du singulier possède deux entrées lexicales et chacune de 
ces entrées donne lieu à une structure syntagmatique particulière. L'entrée lexicale où le nombre 
est sous-spécifié donne lieu à une structure où un SN est l'argument sujet. Ce SN s'accorde avec le 
verbe en genre et en personne seulement. Cette modélisation ne fournit cependant aucun moyen 
de s'assurer que les phrases agrammaticales, telles que celle en (5.47c) et celle en (5.47d) soient 
exclues: 
(5.47) a. daxal -a 1­ walad -u 
entrer.PER -3M le- garçon -NOM 
« Le garçon est entré )} 
b. daxal -ai 1­ bint-u 
entrer.PER -3F la- fille -NOM 
({ La fille est entrée » 
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c.	 *daxal -a 1- bint -u
 
entrer.PER -3M la- fille -NOlvl
 
cl.	 *daxal -at 1- walad -u
 
entrer.PER -3F le- garçon -NOlv]
 
En (5.47c) et (5.47d), le sujet et le verbe portent des in['ormations incompatibles sur le genre 
et aucune unification n'est possible clans ces contextes. Pour exclure ces phrases, nous avons 
besoin d'une contrainte qui assure que les traits d'accord, essentiellement le genre, sur le sujet 
et ceux sur le verbe sont compatibles et peuvent donc être unifiés. Pour y parvenir, nous devons 
tout d'abord rappeler la théorie de j'accord développée essentiellement par Pollard et Sag (1994), 
Katho! (1999), Sag et Wasow (1999) et Sag el al (2003). 
Le	 traitement de l'accord en HPSG 
HPSG conçoit l'accord dans une perspective non dérivationnelle. En fait, au lieu de le concevoir 
comme un processus qui copie certains traits du donneur à la cible, la théorie avance l'idée selon 
laquelle l'accord se réalise quanclles cleux éléments qui entrent clans ce genre de relation spécifient 
une information partielle concernant le même objet linguistique : « Agreement is simply the 
systematic variation in form that arises from the fact that information coming l'rom two sources 
about a single object must be compatible. }} (Pollarel et Sag, 1994, p. 60). 
Dans les premières versions de la théorie, ce partage de structures concerne essentiellement la 
valeur de l'attribut INDEX (qui est un attribut sémantique réalisé sous l'attribut local CONT) 19 
Dans cette approche, l'accord entre le sujet et le verbe est conçu comme étant le partage des 
valeurs de l'attribut INDEX de ces deux constituants. Ce partage est illustré dans la structure de 
traits suivante pour la phrase française les cigales chantent: 
lU Pollill'd et SaIS (1994) définissent trois sortes d'accord: l'accord des indices, la concordance (l'accord en cas, par 
exemple) et. J'accord pragmat.ique. Cet.t.e distinction est censée rendre compt.e des cas de l'accord hybride comme 
dans l'exemple français « vous èt.es belle », où l'accord ent.re Je sujet. et. le verbe est. un accord d'indices et. celui 
entre le sujet et. le prédicat est pragmatique. Voir I<at.hol (1999). 
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(5.48) PHaN < les cigalent chantent> 
SS 1 LOC 1 CONT 1 INDEX ITJ 
NBRE 
FILLE-TÊTE 1 SS 1 LOC 1 CONT 1 INDEX ITJ 
FILLES [ PERS 
FILLE-COMPS 1 SS 1 LOC 1 CONT 1 INDEX ITJ 
Notons que l'accord entre le sujet et le verbe en français n'implique que deux traits de J'index: 
le nombre et la personne. 
L'évolution du modèle a amené un changement dans cette théorie de J'accord. Sag et Wasow 
(l999) et Sag et al. (2003) proposent un nouvel attribut AGR (que nous traduisons ici par ACCORD) 
approprié aux objets de type verbe, nominal et déterminant en anglais. Ces trois catégories 
sont ainsi regroupées sous le même type lexical agr-cat (une catégorie pour laquelle l'accord est 
approprié). Ce nouveau trait de tête [AGR agr-cat] joue le rôle jadis assumé par l'index. 
Dans cette théorie, l'accord entre le sujet et le verl)e est conçu dans les mêmes lignes que 
l'accord entre le déterminant et le nom. Le sujet et le déterminant étant regroUI)és sous le même 
attribut SPEC (spécifieur), cela permet aux auteurs d'imposer une contrainte lexicale aux lexèmes 
fléchis 2U de l'anglais, qui appa.rtiennent au type lexical infl-h-m, la contrainte de l'accord entre le 
spécifieur et la tête ou la SHAC (pour Specifier-Head Agreement Constmint) 21 
(5.49) infl-lxm 
TÊTE 1 ACCORD ITJ 
VALlsPEC \[TÊTEIACCORD ITJJ) 
Les effets de cette contrainte sont tels que chaque élément du lexique qui sélectionne un 
spécifieur s'accorde avec ce spécifieur (le sujet ou le déterminant). 
La modélisation de l'accord entre le sujet et le verbe 
La SHAC est une contminte lexicale et elle fait donc partie des contraintes propres à une 
langue donnée (ici l'anglais). Elle clevrait de ce fait être modifiée pour rendre compte des faits 
211 Cela exclut les lexèmes non Aéchis d'être affectés par cette contrainte, tels les noms propres et les pronoms, 
qui appartiennent à un autre type. 
2) (Sag et al., 200:3, p. 238) 
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suivants propres à l'arabe: 
1.	 Il n'y a aucune raison de regrouper le déterminant et Je sujet sous la même catégorie, 
étant donné que les déterminants dans cette langue ne s'accordent pas avec la tête 22 Nous 
pouvons ainsi stipuler que l'attribut approprié pour encoder le sujet en arabe est SU.J (et 
non SPEC) 23. 
2.	 Cet accord implique deux attributs que sont le genre et la personne. 
3.	 La contrainte ne concerne en réalité que les verbes en arabe. 
Pour rendre compte de ces particularités, nous proposons une contrainte sur l'accord entre le 
sujet et le verbe, imposée au type lexical verbe-mat-accord et qui prend la forme suivante: 
(5.50) verbe-ntot-accord 
TÊTEjACCORD W[GRE 9" ]
 
PERS pers
 
VALISUJ ([TÊTE 1 ACCORD w] ) 
Cette contrainte impose un partage de structures entre les traits d'accord de hl tête verbale et 
ceux du sujet sélectionné par cette tête. Les traits d'accord en question sont définis comme étant 
le genre et la personne seulement. 
Un exemple d'application 
Pour illustrer les effets de cette contrainte sur la sélection opérée par un verbe de son sujet, 
nous donnons l'exemple suivant: 
(5.51) da,xal -at 1- bana:t -u 
entrer.PER -3F les- filles -N01Vr
 
« Les filles sont entrées»
 
Deux entrées lexicales sont associées aux verbes conjugués à la 33, dont l'une seulement est 
sujette à la contrainte proposée en (5.50), étant donné que cette contrainte impose des restrictions 
22 Rappelons que le déterminant défini ?a.l- en arabe est le méme qnels que soient les traits du nom. Le déter­
minant indéfini on. est également invariable. 
23 Il va de soi que nOlis avons besoin d'une théorie de ce que nous pouvons appeler {( spécifieul' ). en arabe. Cette 
théorie dépasse le cadre de notre travail. 
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sur la réalisation du type verbe-mat-accord. L'entrée lexicale du verbe daIalat, qui nous concerne 
ici, est présentée clans ]a structure de traits partielle suivante: 
(5.52)	 verbe-mat-accord 
PHON <daxalat> 
CRE	 }3ém]TÊTE 1	 [DACCORD 
[ PERS 
VAL [SUJ (m[ACCORD m])] 
STR-ARC (IJJ) 
Cette entrée lexicale est légitimée par la contrainte en (5.50). Le sujet compatible avec cette 
entrée lexicale doit contenir une information compatible clans ses traits d'accord, c'est-à-dire ICRE 
fém] et [P8RS .'7]. Ce SN peut contenir une information supplémentaire concernant son nombre 
INBRE sing V duel V plurieiJ en préservant la possibilité de l'unification avec l'entrée lexicale du 
verbe en (5.52). Le SN présent dans notre phrase contient une information compatible puisqu'il 
est ft la 3FP : 
(5.53)	 syntagme 
PHON <lbana :tu> 
CRE fém 
ACCORD NBRE pluriel 
FILLES FILLE-TÊTE 1 ss 1 LOC 1 CAT 1 TÊTE 
PERS	 3 
CAS nom 
La structure de traits suivante représente la phrase qui résulte de cette unification: 
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(554)	 syntagme 
PHON <daxalat lbana :atu> 
[TÔTE	 m]SS 1 LOC 1 CAT 
VAL	 0 
[1][DrÊTE 1 ACCORD 
FILLE-TÊTE 
VAL Il1JsUJ ([~CCORD [CRE ;m]])FILLES 
PERS 
rnFlLLE-COMPS [TÊTE 1 ACCORD [1]] 
Cette "tructure de traits illustre l'effet de deux principes et d'une contrainte lexicale. Les deux 
principes sont le principe de traits de tête, qui impose l'unification des valeurs de l'attribut TÊTE 
de la mère et de la fille, une unification rendue par le chiffre encadré 1, et le principe de la valence, 
qui annule les éléments de la valence réalisés par les filles (ici le sujet) une fois que ce" élément" 
sont réalisés pour aboutir à un syntagme saturé (la phrase dans notre exemple) [VAL < >1· L'effet 
de la contrainte sur le type verbe-mot-accord s'observe sur la fille tête, dont les valeur" d'accord 
sont partagées avec les valeurs d'accord de la seule FILLE-COMPS (le sujet), un partage exprimé 
par le chiffre encadré 2. 
5.2 Implémentation 
La modélisation des marqueurs d'arguments que nous avons proposée dans ce chapitre re­
pose en grande partie sur le lexique. Les entrées lexicales et la hiérarchie des types, en plus des 
contraintes sur ces types, constituent les éléments essentiels qui nous permettent d'analyser les 
marqueurs d'objet et les marqueurs de sujet. 
Pour comprendre comment intemgissent les différents modules qui composent la grammaire 
proposée pour légitimer des suites bien formées contenant des marqueurs d'arguments, nous avon" 
recours à l'implémentation de cette grammaire dans un système de performance qui permet de la 
tester. Cette implémentation est faite dans un système informa.tique conçu pour les grammaires fi. 
base de contraintes, à savoir LKB (pour Linguistic Knowledge Building). Ce "ystème nous permet 
non seulement d'analyser des suites bien formées et de rejeter celle" qui sont mal formées, mais 
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encore de générer des suites bien formées et rien d'autres que celles-là. La génération est un test 
fort efficace de la grammaire proposée, puisqu'elle permet de vérifier si les suites produites selon 
les informations linguistiques fournies au système sont grammaticales ou non et, par conséquent, 
de vérifier les forces et les faiblesses de la grammaire implémentée. 
Cette implémentation a pour seul but de tester notre analyse linguistique et sa faisabilité 
dans un système de performance. Nous n'avons donc pas J'intention de développer une gram­
maire complète de l'arabe, une tâche qui dépasse le cadre restreint cie notre travail. Toutefois, 
l'implémentation d'une grammaire des marqueurs d'arguments nous permettra de proposer un 
noyau qui pourmit servir il développer une grammaire à plus grande échelle, puisque ces mar­
queurs sont des éléments d'interfaces et font appel à plusieurs composantes de la grammaire de 
l'arabe. 
LKB n'étant pas la seule option disponible quand il s'agit de choisir un système pour im­
plémenter les grammaires à base de contraintes, nous justifions notre choix dans la sous-section 
subséquente. 
5.2.1 Pourquoi LKB? 
Il existe deux environnements de développement capables d'implémenter cles grammaires for­
melles écrites à la main dans le endre cie HPSG : LKB et TRALE 24. LKB sera présenté plus bas. 
TRALE est une extension récente cie ALE (pour the Attribute-Logic Engine), un système gratuit 
cie génération et d'analyse grammaticale basé sur la programmation logique (et le langage PRO­
LOG). Ce système a été développé dans le Compu.tational Lingu.istics Program. et the Langu.age 
Technologies !nstitute à la Carnegie Mellon University par Bob Carpenter et Gerald Penn 25 dans 
les années 1990. 
[ALEI integrates phrase structure parsing, semantic-head-clriven generation ancl 
constraint logic programming with typed feature structures as terms. This generalizes 
both the feaLure structures of PATR-II and the terms of Prolog II to allow type inheri­
tance and appropriateness specifications for features and values. Arbitrary constraints 
may be attached to types, and types may be declared as having extensional structural 
identity conditions. Grammars may also interleave unjfication steps with logic pro­
gram goal calls (as can be done in DCGs), thus allowing parsing to be interleaved 
with other system components. ALE was developed with an eye toward Head-Driven 
24 Pour une comparaison détaillée des deux systèmes, voir iVlelnik (2007).
 
25 Voir essentiellement Carpenter et Penn (1999, 1995).
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Phrase Structure Grammar (EPSG), but it can also execute PATR-II grammars, de­
finite clause gram mars (OCGs), Prolog, Prolog-II, and LOGIN programs, etc. With 
suitable cocling, it can also execute several aspects of Lexical-F\wctional Grammar 
(LFG) 2G 
TRALE (tout comme ALE) présente plusieurs limitations, dont les suivantes: 
•	 Ce syst.ème dépend d'une version payante de PROLOG (SICStus Prolog 3.8.6) pour le faire 
fonctionner. 
• L'interface	 graphique GRISU ne fonctionne que sous le système cl'exploitation Linux, Le 
système est cependant distribué sous la forme d'un disque compact arnorçable qui contiellt 
un système d'exploitation complet, TRALE, l'interface graphique et des exemples de gram­
maires. Ce système nommé GRAMMIX 27 est conçu pour les linguistes qui connaissellt et 
qui travaillent sur l'allemand, avec la possibilité de l'exécuter en anglais. 
•	 Ce système permet la récursion et rend donc le déboggage des grammaires écrites d<lns Je 
langage PROLOG (les clauses définies) extrêmement difficile pour les linguistes non infor­
maticiens. 
À cause de ces limitations, nous avons choisi d'implémenter notre grammaire dans le système 
LKB, dont nous présentons les avantages dans la section suivante. 
5.2.2 Introduction à LKB 28 
LKB, dont nous trouvons une présentation complète dans l'ouvrage de Copestake (2002), a été 
développé aux débuts des années 1990 par Ann Copestake, .Tohn Carroll, Rob ivlalouf et Stephan 
Oepen dans le cadre des projets ACQUILEX. Conçu à l'origine comme outil lexical (d'où son 
nom d'origine Lexical Knowledge Building), essentiellement pour construire des lexiques b<lsés sur 
les structures cIe traits typées (les TFS), il a évolué pour ressembler à un vrai GOE (Gmmmar 
Developmenl Environment). On y implémente désormais des grammaires entières pour différentes 
langues 29 grâce surtout à l'outil l'vlatrix disponible sur le Web à l'adresse http://wIVIV.delph­
in.net/matrix/, qui permet, à partir de paramètres bien définis, de créer une ébauche cIe grammaire 
compatible avec les données cIe la langue voulue. Suivant cette évolution, l'outil qu'est LKB est 
2G Voir le site Web du projet à l'adresse: http :/ /www,cs,toronto.edu/-gpelln/ale.htmi 
27 Ce système est disponible à l'adresse suivante: http://hpsg,fu-berlin.de/Software/Gramrnix/ 
28 Cette introduction est basée sur la présentation faite pal' Copestake (2002) et celle fournie avec le système en 
guise de manuel de l'utilisateur. 
29 Citons, en guise d'exemple, the english Resource Crammar (ERG), développée à l'origine pal' Copestake 
et rIickin~er (2000), lIne grammaire du japonais appelée JACY, développée par Siegel et Bender (2002), et the 
ModeTn Creek Resource Cmmmm', une grammaire du grec basée sur les deux premières et SUI' l'outil iVlatrix en 
développement à l'University of Saarland, 
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devenu capable d'analyser et de générer des phrases relativement longues. 
Cet environnement de développement grammatical multiplateforme et à source ouverte est 
conçu pour implémenter les grammaires à. base de contraintes. En partant d'une seule structure 
de données, les structures de traits typées, et d'une seule opération formelle, l'unification, la 
combinaison des deux donne lieu à un outil puissant capable autant de générer que d'analyser. 
Cet envi ronnement comporte par ailleurs plusieurs outils, dont les suivants: 
• Un compilateur de grammaires basées sur les structures de traits typées . 
• Un analyseur syntaxique dont l'extrant (en cas de réussite) est une structure arborescente. 
•	 Un générateur d'expressions basé autant sur la syntaxe (les règles) que sur la sémantique. 
• Une interface graphique pour interagir avec le système. 
• Un déboggcr pour tracer les erreurs. 
L'intérêt d'un tel système pour le linguiste est évident compte tenu des deux faits suivants: 
1.	 L'utilisation de ce système ne nécessite pas des connaissances poussées en programmation 
informatique. Cela s'explique par le fait que les structures de traits typées et J'unification 
sont conçues à l'origine par des linguistes pour formaliser le comportement d'unités linguis­
tiques. 
2.	 L'implémentation d'une grammaire HPSG dans ce système est facilitée par le fait que le 
linguiste n'a qu'à reproduire ses représentations formelles des types, des règles et des entrées 
lexicales telles quelles (ou presque) dans le système. Cela rend évidemment service aux 
informaticiens, puisque ces derniers peuvent avoir accès aux techniques de la linguistique 
thRorique. 
Ce système est employé ici pour écrire une grammaire formelle capable de reconnaître de simples 
séquences (des phrases) contenant des marqueurs d'arguments. Cette grammaire se compose 
de plusieurs modules que nous pouvons qualifier de lexical, syntaxique et morphologique. Nous 
présentons ces modules dans la section suivante. 
5.2.3 Grammaire 
5.2.3.1 Les modules de base 
La grammaire implémentée dans l'environnement LKB comporte les modules suivants: 
1.	 Une hiérarchie de types: ce sous-système agit comme un cadre de définition pour le reste de 
la grammaire puisqu'il détermine les types admis, les conditions d'appropriation des traits 
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et le degré de compatibilité des types. Cette hiérarchie permet également d'exprimer des
 
généralisations grâce à l'héritage. Ces informations sont encodées dans un langage simple
 
appelé TDL très proche de la description basée sur les AVN!. L'exemple suivant nous donne
 
la définition du type syntagme:
 
syntagme := signe & [ COMPS <> J.
 
Cette définition précise le super-type immédiat (ou le parent), ici signe, ainsi que les
 
contraintes associées au type en question. La seule contrainte imposée au type syntagm.e ici
 
est le fait que ~a liste de compléments soit vide.
 
La hiérarchie des types implémentée dans LKB doit respecter 3 conditions:
 
•	 Avoir une racine unique (ici *top*) dont tous les autres types sont des descendants. Ce 
type-racine est une exigence formelle et ne reçoit pas en soi de description linguistique 
(en terme de trai ts). 
•	 Les cycles ne sont pas permis. 
•	 Si des types sont différents dans la hiérarchie c'est qu'ils sont ou incompatibles (sans 
aucun descendant commun) ou compatibles et dans ce dernier cas ils ne peuvent avoir 
qu'un seul descendant commun supérieur (a unique greaLest lower bound). Voir Copestake 
(2002, p. 39) 
2.	 Les entrées lexicales. ces entrées sont des structures de traits partielles qui décrivent les 
mots de la langue. Formellement, une entrée lexicale définit la relation qui unit une suite 
phonologique (ici tout simplement les caractères qui composent un mot, modélisés par l'at­
tribut PHON) et la description linguistique de ce mot (autrement dit les contraintes). Ll 
couverture de notre grammaire étant limitée, nous nous contentons ici de donner quelques 
entrées lexicales représentatives. L'exemple suivant fournit l'entrée lexicale du mot arabe 
wulad « garçon » : 
walad := lexeme-nom &
 
PHON.LIST.FIRST "walad",
 
TETE. ACCORD. GRE masc,
 
SEM.RELS.LIST.FIRST.PRED "waladJel" J.
 
Cette entrée définit le type lexical auquel appartient le mot, ici lexème nominal (le:r;eme­
nom), ainsi gue plusieurs informi.ltions linguistiques: la phonologie 30, modélisée par l'at ­
tribut PHON, la sémantique, modélisée par l'attribut SEM et le trait d'accord lexical GRE. 
Notons ici que j'information sémantique contenue dans cette entrée, et dans toute grammaire 
30 Cette information est essentiellement de nature orthographique. 
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LKB en général, est basée sur la théorie sémantique connue sous le nom rdRS (pour Mi­
nimal Rec1LTsion Semantics) , une théorie sémantique computationnelle dont nous pouvons 
lire une introduction dans l'ouvrage de Copestake et al. (1999). 
Nous pouvons désigner ces deux premiers modules de la grammaire (la hiérarchie et les 
entrées) comme définissant le module lexical. 
3.	 Les règles de la grammaire: ces règles sont des structures de traits typées qui décrivent la 
manière dont les mots et les syntagmes sont combinés pour former d'autres syntagmes. Dans 
le système LKB, les filles sont encodées dans l'attribut ARCS. La valeur cie cet attribut est 
une liste dont j'ordre des éléments correspond à l'ordre linéaire des fllies dans le syntagme. 
L'exemple suivant fournit la règle correspond aux syntagmes c10nt la tête est un verbe 
intransitif: 
regle-tete-complement-O tete-initiale-unaire & 
SU] #suj,
 
THEME #theme,
 
ARCS < mot & [ SU] #suj,
 
THEME #theme, 
COMPS <> ] > J. 
Les règles et les entrées lexicales sont trai tées de la même façon dans le système : elles 
sont considérées comme des entrées, c'est-à-dire que la partie qui suit le symbole « := }) ne 
correspond pas à un nouveau type à ajouter à la hiérarchie, mais à un type déjà contenu 
clans la hiérarchie et duquel l'entrée en question est une instance. 
4.	 Un symbole de départ: le symbole de départ définit le type de suites acceptées par la gram­
maire. Étant donné que nous voulons tester la grammaticalité des [)hrases, notre symbole 
de départ est la phrase: 
start := syntagme & [ TETE verbe, SPEC <> ]. 
Nous pouvons qualifier ces derniers modules (les règles de la grammaire et le symbole de 
départ) comme délimitant le module syntaxique de la grammaire. 
5.	 Des règles flexionnelles : ces règles créent, à la volée et seulement dans l'analyse ou à 
la demande de l'utilisateur, cles mots bien formés à partir des lexèmes fournis dans le 
lexique. Ainsi, par exemple, les verbes contenus dans notre lexique sont introduits sous forme 
de radicaux. Les règles flexionnelles ajoutent t.ont affixe nécessaire à la bonne formation 
des mots verbaux. L'exemple suivant présente la. règle lexicale de la. dérivation des verbes 
perfectifs à la llvIS : 
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rlexicale-verbe-lms-per
 
%suffix (* tu) (naam nimtu) (xaaf xiftu)
 
verbe-lms & [TETE. ACCORD aceord-mase-l-sing].
 
Cette règle précise le suffixe qui sera concaténé au radical (ici -tu), toute forme non régulière
 
(ici pour les verbes naam « dormir» et xaaf « craindre »), le type lexical auquel appartient 
la forme obtenue (ici 'Verbe-lms) et les traits morphosyntaxiques ,1ssociés à cette forme. 
Bien que ce module ait été conçu à l'origine pour encoder la morphophonologie stricte cles 
items lexicaux, nous l'avons étendu pour traiter la morphophonologie en parallèle au traite­
ment des traits morphosyntaxiques (de genre, de nombre et cie personne), du mode/aspect 
et des cas morphologiques. Nous pouvons donc désigner ce module comme étant le module 
morphologique de la grammaire. 
Ces modules sont contenus dans des fichiers textes simples séparés clont l'extension est générale­
ment *.tdl. La hiérarchie cles types est introduite dans le fichier types. tdl, les entrées lexicales 
dans le fichier lexique. tdl, les règles clans le fichier regles. tdl, le symbole cie départ dans le 
fichier debut. tdl et les règles flexionnelles dans le fichier rflex. tdl. 
D'autres éléments font partie de la grammaire également, comme celui qui cléfinit les types glo­
baux déjà implémentés dans le système et que l'on désire recléfinir (globaux .lsp 31 et globaux-mrs .lsp .32), 
celui des fonctions personnalisées (fonet-utilisateur .lsp 33 et pref-util.lsp 34) et les nœuds 
de l'analyse syntaxique (noeuds-analyse. tdl 35). 
5.2.3.2 Le fonctionnement de l'environnement 
Nous ne présentons ici que les grandes lignes du fonctionnement clu système qui sont suscep­
tibles cI'aider le lecteur à avoir une idée générale de ce fonctionnement 3G 
31 Ce fichier contient, entre autres, la définition du type racine de la hiérf\l'chie, à savoir *top*'
 
32 Ce fichier contient la définition des fonctions qui constituent la composante sémantique de la grammaire.
 
33 Ce fichier fournit les fonctions essentielles pour le compilatelll', l'analyseur et le générateur.
 
3. Ce fichier contient les options choisies dans l'interface de LKB ainsi "ue les options implémentées par défaut. 
35 Ce fichier définit les contraintes sur l'assignation des étiquette.'> que l'on observe dans les structures arbores­
centes <lui résultent d1uIle analyse réussie d'ulle suite. 
36 Le lecteur désireux d'avoir plus de détails pourra se référer à l'ouvrage de Copestake (2002). 
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5.2.3.2.1 Charger une grammaire 
Pour charger les modules de la grammaire dans la mémoire du système, nous ouvrons un 
fichier nommé script dont le rôle est d'appeler les différents modules dans un ordre précis. Ce 
script écrit en Lisp 3i est chargé en faisant appel à la commande Load grammar à partir du menu 
Grammar dans la fenêtre trol/et 38 Quand la grammaire est chargée et que tous les modules sont 
vérifiés et qu'ils ne comportent pas d'erreurs, comme nous pouvons le constater clans la figure 
(5.7), LKB affiche une représentation graphique de la hiérarchie des traits contenue dans le fichier 
types, tdl 39 En ce qui a trait à notre grammaire, la fenêtre affichée est représentée dans la figure 
(5.8). 
)(trollet 
Qrammar y:iew Earse ~RS Gerrerate Qebug 6dvanc ed tielp
 
; Loading
 
/home/adel/Desktop/travaw</Dowments/Ma thèse/Nouvelle version/GrammairefTestsB 
(+lnna)/globaux-mrs.lsp ­
; Loading 
/home/adeI{Desktop/travaux/Documents/Ma thèse/Nouvelle version/GrammairefTestsB 
(+inna)jfonct -utilisat eur.lsp ­
Reading in type file types.tdl
 
checking type hierarchy
 
Checking for unique greatest lower bounds
 
Expandîng constralnts 
Making constraints weil formed
 
Expanding defaults
 
Type file checked successfully
 
Computing display ordering
 ~I 
Reading in leXical entry file lexique.tdl
 
Reading in lexical rules file rflex.ldl
 
;;; Running balch check ove, lexicon
 
;;; (42 entries)
 
FIGURE 5.7: L'interface troilet 
37 L'environnement L1<B e.t programmé en Lisp. 
38 Trollet (pour TROndheim UngLob Enginee";'ng Tool) est une interface graphique écrite en Perl et GTK+ par 
Pavel Mihaylov pour remplacer l'interface standard livrée avec LKB, à savoir LKB Top, écrite en Lisp et 1vlotif. 
Le but de cette interface est de fournir un meilleur support des polices de caractères et de la norme Unicode tout 
en intégrant les Wid~ets de l'interface LU 1 (pour Unguis tic User /11te7Joce) cie'tinée à fournir lili affichage proche 
des AVM. Les captures d'écran réalisés dans ce travail sont f,>its grâce il Trollet sous Ubuntu Liuux. 
39 La hiérarchie n'est affichée que si elle est exempte d'erreurs et respecte les 3 conditions (la racine unique, la 
non-cylicité et le descendant commun unique). 
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)(x Type hierarchy below 'top' 
~~~ 
.1
... 
1j"';I.r""I"" 
'l''''{I'''''(''''
V"'·>e:'>f<l 
~,f;~"' 
j/e'"'I~ 
or,.... )':111 
'1n':Of,t ("1)": 1 11P1~ ,,1 
1 ___ 
.'f.t(Il(;'I:'lt'r l·31'w;,< 
:.!«ld-iHn-2-0i/n­
l...ll 
FIGURE 5.8: La hiérarchie des types telle que représentée par LKB 
5.2.3.2.2 Inspecter une grammaire 
LKB nous permet d'inspecter les différents modules de notre grammaire. En affichant la 
hiérarchie des traits, il nous permet cl 'inspecter un type donné et ses contraintes. Cela se fait 
graphiquement en cliquant sur le nom du type choisi. Un menu avec plusieurs choix se présente 
----
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alors. Pour inspecter les contraintes imposées au type voulu, nous avons deux possibilités: montrer 
les contraintes imposées au type (commande type definition) et montrer ces dernières en plus de 
celles que ce type hérite de ses parents (commande extended type). La figure (5.9) représente le 
résultat du premier choix pour le type syntagme et la figure (5.10) le résultat du deuxième choix 
pour le même type. 
x syntagme - definition )( 
1Cio" 1 Cio" ..,11 .~ 
(:I~nll\llnlC: 
COMPS: 'null"] 
I--lI 
FleURE 5.9: La définition du type syntagme 
X syntagme - expanded )( 
'~.' 11!~1;'H 
[O'l$t 
PKON LIST 
LAST 
'11 t']
'1t<I' 
TET!: ~{hj MOn .-1' ].L 
SPEC 'II~I 
SlTJ 
TlŒ"" 
'11;1' 
tep 
CONPS <> 
SEN 
ARGS 
FleURE 5.10: La définition étendue du type syntagme 
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Nous pouvons également inspecter les règles (tant syntaxiques que flexionnelles) et les entrées 
lexicales. Cela se fait grâce au menu View de la fenêtre trollet et en choisissant Lex entry, Ward 
entries, Gtller entrv, Orammar rule ou Lexical rule. Prenons comme exemple l'entrée lexicale du 
verbe naam « dormir». Comme nous l'avons déjà mentionné, notre lexique ne contient que le 
radical et les contraintes imposées à ce verbe. Les règles flexionnelles se chitrgent de la création 
de toutes les formes conjuguées de ce verbe et leur effet peut être constaté (et inspecté) dans le 
système. La figure (5.11) représente l'entrée du verbe naam. Cette entrée est beaucoup plus riche 
que celle que nous avons consignée dans le lexique puisqu'elle contient non seulement toutes les 
informations associées à l'entrée lexicale, mitis également les contraintes imposées au type auquel 
appartient le verbe en question et celles héritées des parents cie ce type. 
--
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x v ... xnilarn - expanded 
/e't18-inll an~lllf 
PHON I~'~l~'~" l~IIST 
TETE r~~~l8 
l~CCORD 
SPEC 'II:;!' 
~~~,!r,t;t~ltl'Il? 
'dll:X • 
PHON LIST '11';1' 
LIIST '11:;1' ~ 
TETE I~~~~:nl ~(Ûld] 
/ l~AS r":OIt. 
SPEC <> 
SUJ "!'Ie-lisl SUJ <> 
THEllE 'IOp" 
\ COHPS <> 
SEH 
ARCS 
THEI'lE Ino'
 
COMPS <>
 
é,·?rna,nll:I',I·:· 
Evenell1ent 
INDEX [ IHSTLOC 
"JIi$l' 
SEl! ê,r91 '~12Jion ] 
RELS LIST 
/
'ne.-llsl' \ 
PRED 
ARCO 
nêl.3rn rel 
-
) œ "llsl" 
[
ARcl 
LAST 
ARCS 'I~I" 
FIGURE 5,11: Le visionnement de ['entrée lexicale du verbe nao.m 
En cliquant sur naam-expended dans la fenêtre qu'affiche le système et en choisissant l'option 
appty ail tex T'utes, LKB nous présente L1ne fenêtre qui contient le résultat cie l'application de 
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toutes les règles flexionnelles appropriées à ce type. La fenêtre en question est représentée dans 
la figure (5.12). 
)(o Lexical rule results v " 
1c'oooi Cio.. ,<JI 1 Prin! 1 
n..", + RLEXICALE-VERBE-2MS-PER =nimla
 
naam + RLEXICALE-VERBE-I MP-IMPER-IND =nana.;mu
 
n..", + RLEXICALE-VERBE-I MS-IMPER-IND =9amamu
 
r,aam + RLEXICALE-VERBE-I MD-PER = nimna.;
 
naam + RLEXICALE-VERBE-3FP-IMPER-II~D =yanamna
 
,,,am + RLEXICALE-VERBE-3FP-PER =nimna
 
naam + RLEXICALE-VERBE-3FS-IMPER-IND = lanaillou
 
naam + RLEXICALE-VERBE-2FD-IMPER-IND = lanaamaani
 
naaro + flLEXICALE-VERBE-3MP-PER = naamuu
 
naam + RLEXICALE-VERBE-I FP-PER = nimnaa
 
naam + RLEXICALE-VERBE-3MS-IMPER-IND = yanaamu
 
n.am + RLEXICALE-VERBE-I MS-PER =nimtu
 
naam + RLEXICALE-VERBE-I MD-IMPER-I~JD = nan.."ou
 
naam + RLEXICALE-VERBE-3FD-PER = naamat..>
 
naam + RLEXICALE-VERBE-2FP-PER = nimlunna
 
naam + RLEXICALE-VERBE-3MD-IMPER-IND = yanaamaani
 
naam + RLEXICALE-VERBE-2MD-IMPER-IND = lanaam1>-"'i
 
na3m + RLEXICALE-VERBE-3FS-PER = mama!
 
na.;m + RLEXICALE-VERBE-3MS-PER = naama
 
n.."o + RLEXICAlE-VERBE-3MD-PER = naamaa
 
naam + RLEXICALE-VERBE-l MP-PER = nimnaa
 
nMm + RLEXICALE-VERBE-I FP-IMPER-IND = nanaamu
 
naam + RLEXICA.LE-VERBE-I FD-PER = nimnaa
 
na:Jto + RLEXICALE-VERBE-3MP-IMPER-IND = yanaillouuna
 
nMm + RLEXIC.<\LE-VERBE-I FS-IMPER-IND = 9anaamu
 
naam + RLEXICA.LE-VERBE-2MS-IMPER-IND = lanaamu
 
naam + RLEXIC.<\LE-VERBE-I FS-PER = nimlu
 
naaro + RLEXICALE-VEABE-2FP-IMPER-I~JD =lanamn"
 
naam + RLEXICALE-VERBE-2MP-IMPER-IND = lanaamuuna
 
naa!n + RLEXICALE-VERBE-2FD-PER = nlmlur"",
 
naarn + RLEXICALE-VER8E-3FD-IMPEA-lr~D = tanaama.ani
 
naam + RLEXICALE-VEABE-2FS-IMPEA-IND =tanaillniina
 
nmo + RLEXICALE-VERBE-I FD-IMPER-IND = nan..,mu
 
n.aro + RLEXICALE-VEABE-2FS-PER = nimli
 
n.am + flLEXICALE-VEABE-2MP-PEA =nimlum
 
nwo + RLEXICALE-VERBE-2MD-PEA = nimlumaa
 
! 
'" 
FIGURE 5.12: Le résultat de l'application des règles flexionnelles au radical naam 
Dans notre travilil d'implémentation, nous avons inclus des règles flexionnelles pour les verbes 
perfectifs, les verbes imperfectifs et les noms. L'ajout d'autres règles morphologiquement procluc­
tives est rela.tivement aisé, mais le système, dans sa forme actuelle, ne permet pas cie traiter la 
morphologie non concaténative ni une double affixation (la concaténation d'un préfixe et d'un 
suffixe à la fois). 
Nous verrons que pour analyser une phrase qui contient le verbe naam, par exemple, ce dernier 
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est saisi sous sa forme fiéchie et le système se charge de faire correspondre cette forme au radical 
et aux contraintes imposées ft son type et à ses parents. 
De même, le système nous permet d'inspecter les règles de la grammaire. La figure (5.13) repré­
sente le résultat cie l'inspection de la règle dite regle-verbe-initial-2-complements, une contrainte 
sur les syntagmes de type tete-initiale-quaternaire (avec 4 filles). 
x reg le-verbe -initial-2-com plem e nts v" )( 
t~tE' initi~.I,? quaterne.lre 
. rI~l~i'~;i' 
PHON Ile-Ii'.! < 'top' >œ ,." 1

'Ii,t" ~~
 
110D 
TETE 
/lCCORD 
sne <> 
SUJ <> 
THE HE <> 
COMPS <> 
,enlc,nliqu8 
HnJEX [~';:~8~OC 
.'. dII st' 
sm 'el'(I(OI' ] 
RELS LIST ~_ne-'Ist' (PRED /lRGO ""'dlne)œ ''''J 
L/IST 'h,l' 
-
FIGURE 5.13: La représentation de la regle-verbe-initial-2-complements 
5.2.3.2.3 Analyser une suite 
Le système LKB nous permet d'analyser des syntagmes correspondant ft la définition du 
symbole initial fournie dans le fichier debut. tdl. Le symbole initial dans notre grammaire est 
une phrase (le symbole PH) ou un syntagme verbal (le symbole SV). Cela nous permet de rendre 
compte des suites où le sujet lexical (le SN) est absent de la structure. 
243 
Pour analyser une suite, nous cliquons sur le menu Parse et nous choisissons l'option Parse 
input. La figure (5.14) 40 représente le résultat de l'analyse réussie cle la phrase en (5.55). Une 
analyse est réussie lorsque la suite soumise à l'analyseur respecte toutes les contraintes cle la 
grammaire, y compris celles qui ont trait à la forme phonologique. 
(5.55) ?al walad -u katab -a ?al­qissat -a 
le garçon -NOM écrire.PER 3MS 1'­ histoire -ACC 
« Le garçon, il a écrit l'histoire» 
x 'al waladu kataba al qis: v '" X 
1 
PH 
~ 
SN SV 
~ ~ 
DET N V SI\J 
DET I~ V ~ 
, J kataba DET NDET I\J 1	 J 
al waladu	 DET N 
DET N 
al qissata 
1 
FIGURE 5.14: Résultat de l'analyse cle la phrase en (5.55) 
Si la suite saisie dans l'anaJyseur est mal formée, la fenêtre principùle de Trollet affiche la 
mention « No parses found ». C'est Je résultat obtenu en essayant cl'analyser, par exemple, la 
phrase agrammaticale suivante: 
(5.56)	 "i'katab -u: ?al ?awla:d -u ?al- qissat -a 
écrire.PER -3MP les- garçons -NOM 1'_ histoire -ACC 
Ce résultat est illustré clans la figure (5.15). 
40 Les représentations arborescentes de LKB contiennent les étiquettes des noeuds (PH, SN, SV, etc.) ainsi qu'ulle 
cascade d'étiquettes qui représentent le résllitat cie l'application cles différentes règles (syntaxiques et lexicales) cie 
la grammaire. Ces règles peuvent être inspectées en cliquant Sur les étiquettes. 
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troll • V A X 
[1] LK8(4): 
Warning:
 
Probable runaway rule: parse/generate aborted (see documentation for
 
.'omaximum-number-of-edges*l
 
EP,P.OP" ASK-USER-FOP,-I'JEW-PAïHI'!AI'1E got 1 arg, "'3nted 2 a'gs.
 
leurrent process: Type Hierarchy]
 
[1] LKB(5): 
8432792 bytes have been tenured, next gc will be global. 
x ion.Current Interaction 
sentence!. ü;:"!!t!1,PI, d 14t , t, 'H· 
leurrent process: Type HlerarcllyJ 
[1] LK8(6): 
No parses found 0 
FIGURE 5.15: L'échec de l'analyse de la phrase en (5.56) 
Suite à un échec de l'analyse, le système nous permet d'en inspecter la cause grâce au ChaTt 
PaTseT. Ce dernier est affiché ft partir du menu Debug, option Vrint parser chart. Les étapes par 
lesquelles passe l'analyseur sont ainsi explicitées. Nous pouvons constater, dans la figure (5.16), 
que l'analyseur ne peut unifier le verbe et le SN en employant les règles syntaxiques fournies dans 
la grammaire et cet échec de l'unification entraîne le rejet cie la phrase. 
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trollet 
noan"y;i"ouooc ILl Current Interaction 
" 
~~ :~:~ ~~~~~ Sente-f.cc j Kataoou al 9~l'Ilaadu al Qi~~~Jta 
;0. chan cump 
, ~'ty'lIJidcr ~A!lf\UICr l 
O·llIl) KATAB => Ikàlab""1I61 
0-1114) RLEXICALE.VERBE·3r~.PER=> (kdlabuul (131 
1·2 IlS) Al => l'" 171 
J·2[161 Rl·lEX·I~ => (.IIIISI 
J.2[17[ REGlE·TETE·COI·\PLEMEI/T·O => (al) [161 
1.3(21) REGlf·TElE-SPECIFrEUR ="­ (al 9awI2l':'{lu) 117 201 
2-3(18) \'IAlAD =;;. (9flwlaadul [8) 
2·3 [19) RLEXtCALE·PLURI~·SAIN·NOM.. :'>0 (9al'lliladu) [18) 
2·3 [20) REGLE-TETE-COMPLEr.-1ENT·O => (9awlaadu) 1191 
3-4[221 Al => (ail (9) 
l·4(23) Rl·LEX·mV·> laI) Ill) 
3.4114) REGlE·TETE·(OIolPLEIoIEr-lT·O => lall[131 
),·51301 REGLt·jETE-SPECIFIEUR .~ 1211 qlSSàtd) 12<1291 
4·S 1151 0155AT => Icl,,,,'a' [Ill 
4·5[261 0155AT => (q"'ata, [Ill 
4.Cj [271 QISSAT =:>­ (t{i5~,"'41 (101 
4·5 [28] RLEXICALE·NOM.fS-AC( => (Qlssata) [27] 
J·5 [29] REGLE·TETE·(OMPl1.YIENl'.O => (qrss.ata) ln) 
FIGURE 5.16: Le chart parser lors d'un échec d'analyse 
Nous pouvons ainsi comparer cette figure à celle en (5.17), qui représente le chart purseT lors 
d'une analyse réussie de la phrase grammaticale (avec un accord partiel) équivalente à celle en 
(5.56). 
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xtroll '1 
9:ramrnar ~iew farse t::!.R5 Ge.o.erate Qebug 8u'/anced !::ie1p
 
Grammar mput com Jete
 X kataba al 9a\'Jlëtadl 
" 
;,. chart dump: 
PH 
0-1 IlS) KAT"B => (~ataba) 181 ~ 
0-11161 RLEXICALE-VERBE-3MS-PER ~> (katabal IlS) sn Sil 
0-1 [171 KATAB => Ikataba) 111 , /"---.. ~ 
ka ~Qb<l D[T O[T0-1 [181 KATA8 => Ikataba) [6J 
oCT OtT 
1-2 (19) AL -> (al) [91
 
1-2 [201 RL-LEX-INV => (al) (19)
 
1-2 [211 REGLE-TETE-CN1PLE~lENT-O~> lai) [201
 
0-3 [261 REGLE-TETE-SUJl => Ikataba al 9awlaadlli [16 251
 
1-3 [251 REGLE-TETE-SPECIFIEUR ~> lai 9a'.'llaadul121 24)
 
2-31221 WALAO => (9awlaadul (lO)
 
2-31231 RLEXICALE·PLURM-SA1N-NOM => (9awlaao',) 1221
 
2-3(24) REGLE-TETE-COI4PLEMENT-0 => 19awlaadu (231
 
3-0 1271 AL => lall [11)
 
3-41281 RL-LEX·INV => (ail [271
 
3-4 [291 REGLE·TETE-Cor,IPLEI·IENT-O => lall [281
 
0-51361 REGLE-TETE'SUJ2 => (k'taba al9awlaadu al q'ssatall16 25 351
 
3·51351 REGLE-TETE·SPECIFIEUR => lai qissatal [29 341
 
4-51301 OISSAT => iqissata)! 141
 
4-5 [311 OISSAT => Iqlssata) i131
 
,1-5 [32J OISSAT => iq'ssatal 1121
 
4-5 1331 RLEXICALE·NO~I-FS-ACC => IqlSsata) 1321
 
4-5[341 REGLE·TETE·COMPLEMENT-O => Iq,ssalall331
 
LISP 
FIGURE 5.17: Le chart parser lors d'une analyse réussie 
5.2.3.2.4 Générer des suites 
Le système nous permet également de générer des phrases en partant des mêmes lexèmes qui 
sous-tendent les formes réalisées dans la phrase en (5.55), ft savoir les 3 lexèmes wu/ad, katab et 
qissat, en appliquant toutes les règles lexicales appropriées et les règles syntaxiques qui permettent 
la réalisation des différents nœuds. Le résultat de cette génération est représenté clans la figure 
(5.18), où nous pouvons constater que toutes les phrases générées sont grammaticales 41 
41 Notre grammaire n'est pas contrainte sur le plan sémantique et peut donc générer des suites où les rôles 
thématiques ne sont pas respectés, du genre « l'histoire a écrit [e garçon », où le premier SN est nOlninatif. La 
cause en est que cette grammè\ire ilrllJlémellte un nombre restreint d1informations linguistiques pertinentes. Une 
extension sémantique serait souhaitable dans une grammaire à plus grande échelle. 
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V A Xx Reillïziltion Result(s) 
al 9AWLAADU K,'\TABUU al QISSATA 
al 9AWLAADU VAKTUBUUN,,\ al QISSATA 
al 9AWLAADU KATABUU al QISSAT,.,VNI 
al 9AWLAADU VAKTUBUUNA al QISSATAVNI 
al 9AWLAADU KATABUU al QISASfl, 
al 9AWLAADU VAKTUBUUN,,\ al QISASA 
al 9AWLAADU KATABUU al QISSATA 
al 9AWL,'\ADU Vfl,KTUBUUNA al QISSATA 
al 9AWLAADU KATABUU al QISSATAVNI 
al 9AWLAADU VAKTUBUUNA al QISSATAVNI 
al 9AWUl,ADU KATABUU al OISASA 
al 9AWLAADU VAKTUBUUNA al QISASA 
al WALADU VAKTUBU al QISSATA 
al WALADU KATABA al QISSATA 
al WALADU VAKTUBU al QISSATAVNI 
al Wi\LADU KATABA al QISSATAVNI 
al WALADU VAKTUBU al QISASA 
al WALADU KATABA al QISASA 
al WALADU VAKTUBU al QISSATA 
al WALADU KATABA al QISSATA 
al WALADU VAKTUBU al QISSAT,'\VNI 
al WALADU KATABA al OISS,'\TAV~11 
al WALADU VAKTUBU al QISAS,·, 
al Wi\LADU KATABi\ al QISASA 
al WALADAANI VAKTUBAANI al OISSATA 
al WALADAANI KATABAA al QISSATA 
al WALADAi\NI VAKTUBAAI~I al QISSATAVNI 1 
al Wfl,LADMNI KATABAA al QISSATAVNI 
al WALAD,'\ANI VAKTUBAANI al QISASA 
al WALADAANI KATAB,'\A al OISASA 
al WALADAANI V!',KTUBAAI'II al OISSATA 
al W,II,LADAiI,NI KATABAA al QISSAT,"1 
al Wl'.L.''IDAA NI VAKTUBAANI al OISS,"ITI',VNI 
al WALADAANI KATAB.'\A al OISSATAVNI 
al W!',Lfl,DAANI VAKTUBAANI al OISASA 
al WALADAANI KATAB,.,A al OISASA 
1 
,--
FleURE: 5.18: Un exemple de génération de phrases 
5.2.3.3 Notre grammaire 
Nous consacrons cette sous-section à la grammaire que nous avons écrite pour analyser et 
générer des suites contenant des marqueurs d'arguments de j'arabe. Les différents modules pré­
sentés ici contiennent des commentaires (reconnaissables grâce au point-virgule en début de ligne) 
qui facilitent la lecture cie chaque module, Nous présentons les résultats obtenus grâce à cette 
grammaire dans la section (5.2.3.4). 
5.2.3.3.1 Le script (script) 
; ; ; Ce script charge les différents modules de la grammaire dans LKB. 
(lkb-load-lisp (this-directory) "globaux.lsp") 
(lkb-load-lisp (this-directory) "globaux-mrs.lsp") 
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(lkb-load-lisp (this-directory) "fonct-utilisateur.lsp") 
(load-lkb-preferences (this-directory) "pref-util.lsp") 
(read-tdl-type-files-aux 
(list (lkb-pathname (this-directory) "types. tdl"))) 
(read-tdl-lex-file-aux 
(lkb-pathname (this-directory) "lexique. tdl")) 
(read-morph-file-aux 
(lkb-pathname (this-directory) "rflex. tdl")) 
; ; ; Cette fonction se charge de vérifier toutes les entrées lexicales à la 
fois. 
(batch-check-lexicon) 
(read-tdl-grammar-file-aux 
(lkb-pathname (this-directory) "regles.tdl")) 
(read-tdl-start-file-aux 
(lkb-pathname (this-direct ory) "debut.tdl")) 
(read-tdl-parse-node-file-aux 
(lkb-pathname (this-directory) "noeuds-analyse.tdl")) 
Cette fonction crée un index qui sert à la génération. 
(index-for-generator) 
5.2.3.3.2 Les types globaux (globaux.lsp) 
Les types globaux 
Types. Le type *top* est la racine de la hiérarchie. 
(def-lkb-parameter *toptype* '*top*) 
(def-lkb-parameter *string-type* 'chaine 
"Un type particulier - toutes les suites Lisp en sont des sous-types") 
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(def-lkb-parameter *orth-path* '(phon list first»
 
(def-lkb-parameter *list-tail* 'Crest»~
 
(def-lkb-parameter *list-head* ' (first»
 
(def-lkb-parameter *diff-list-type* '*dlist*)
 
(def-lkb-parameter *diff-list-list* 'list)
 
(def-lkb-parameter *diff-list-last* 'last)
 
; ; ; Quelques paramètres. t : true.
 
(def-lkb-parameter *display-type-hierarchy-on-load* t)
 
(def-lkb-parameter *simple-tree-display* t)
 
; ; ; Analyse 
(def-lkb-parameter *mother-feature* NIL 
"Le trait fournissant la mère dans une règle de grammaire") 
(def-lkb-parameter *start-symbol* '(start) 
"Les analyses valides") 
; ; ; Génération
 
(def-lkb-parameter *semantics-index-path* '(SYNSEM CONT INDEX»
 
5.2.3.3.3 Les fonctions sémantiques globales (globaux-mrs .lsp) 
(in-package "MRS")
 
Cdefparameter *initial-semantics-path* 'C,(vsym "SEM") »
 
(defparameter *main-semantics-path* 'C, (vsym "SEM") ,
 
(vsym "RELS") ,(vsym "LIST"») 
(defparameter *top-semantics-type* (vsym "RELATION"» 
(defparameter *rel-name-path* '(, (vsym "PRED") » 
(defparameter *rel-handel-path* nil) 
(defparameter *psoa-top-h-path* nil) 
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(defparameter *psoa-liszt-path* '(,(vsym "RELS") ,(vsym "LIST")))
 
(defparameter *psoa-rh-cons-path* nil)
 
(defparameter *ref-ind-type* (vsym "objet"))
 
5.2.3.3.4 Les fonctions principales (fonct-utilisateur. lsp) 
(defun establish-linear-precedence (rule-fs) 
Cette fonction définit l'ordre linéaire des filles. 
À l'origine, elle ne permettait pas plus que 3 filles
 
, , à la fois sous un même noeud.
 
, , Nous l'avons modifiée pour supporter les structures
 
du type : téte-fillel-fille2-fille3 (verbe-SN1-SN2-SN3). 
(let* ((mother NIL)
 
(daughterl (get-value-at-end-of rule-fs '(ARGS FIRST)))
 
(daughter2 (get-value-at-end-of rule-fs '(ARGS REST FIRST)) )
 
(daughter3 (get-value-at-end-of rule-fs '(ARGS REST REST FIRST)) )
 
(daughter4 (get-value-at-end-of rule-fs '(ARGS REST REST REST FIRST)))
 
(declare (ignore mother))
 
(unless daughterl
 
(cerror "Ignore it" "Rule without daughter"))
 
(append (list nil '(ARGS FIRST))
 
(if daughter2
 
(list '(ARGS REST FIRST))) 
(if daughter3 
(if daughter2 
(list '(ARGS REST REST FIRST)))) 
(if daughter4 
(if daughter3 
(list '(ARGS REST REST REST FIRST)))) 
))) 
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(defun spelling-change-rule-p (rule) 
(let ((rule-type (type-of-fs (tdfs-indef (rule-full-fs rule»») 
(when (or	 (eql rule-type 'mot)
 
(subtype-p rule-type 'mot)
 
(eql rule-type 'lexeme)
 
(subtype-p rule-type 'lexeme»
 
(let* ((mother (tdfs-indef (rule-full-fs rule») 
(morth (existing-dag-at-end-of mother *orth-path*» 
(daughter (existing-dag-at-end-of mother '(ARGS FIRST») 
(dorth (existing-dag-at-end-of daughter *orth-path*») 
(not (eq morth dorth»»» 
(defun redundancy-rule-p (rule) 
, ,	 Cette fonction est utilisée pour empêcher l'analyseur d'essayer d'employer 
une règle qui n'est en fin de compte qu'une règle de redondance. 
(declare (ignore rule» 
nil) 
Cette fonction affiche t (true) pour les types qui ne devraient
 
pas figurer dans la hiérarchie. Leurs descendants ne seront pas
 
affichés non plus.
 
(defun hide-in-type-hierarchy-p (type-name) 
(declare (ignore type-name» 
nil) 
(defun make-orth-tdfs (orth) 
(let ((indef (process-unifications 
(list (make-unification :lhs 
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(create-path-from-feature-list 
*orth-path*) 
:rhs 
(make-u-value 
:type orth)))))) 
(when indef
 
(setf indef (create-wffs indef))
 
(when indef
 
(make-tdfs :indef indef))))) 
5.2.3.3.5 Les préférences personnelles (pref-util.lsp) 
Ce fichier est créé par le système et est édité directement
 
depuis la fenêtre trollet (menu Advanced- LKB Options).
 
(defparameter *BRACKETING-P* 'NIL)
 
(defparameter *COMPARISON-DEPENDENCIES-FONT-SIZE* '12)
 
(defparameter *COMPARISON-DISCRIMINANT-FONT-SIZE* '8)
 
(defparameter *COMPARISON-TREE-FONT-SIZE* '7)
 
(defparameter *DIALOG-FONT-SIZE* '12)
 
(defparameter *DISPLAY-TYPE-HIERARCHY-ON-LOAD* 'T)
 
(defparameter *FIRST-ONLY-P* 'NIL)
 
(defparameter *FRAGMENT-START-SYMBOLS* 'NIL)
 
(defparameter *FS-TITLE-FONT-SIZE* '12)
 
(defparameter *FS-TYPE-FONT-SIZE* '12)
 
(defparameter *GEN-FIRST-ONLY-P* 'NIL)
 
(defparameter *LEXDB-PARAMS* 'NIL)
 
; Nous avons augmenté la valeur suivante pour pouvoir générer plus de suites.
 
(defparameter *MAXIMUM-NUMBER-OF-EDGES* '5000)
 
(defparameter *PARSE-TREE-FONT-SIZE* '12)
 
(defparameter *SHOW-LEX-RULES* 'T)
 
(defparameter *SHOW-MORPHOLOGY* 'T)
 
(defparameter *SHOW-SPELLING-RULES* 'T)
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(defparameter *START-SYMBOL* '(START» 
(defparameter *TYPE-TREE-FONT-SIZE* '12) 
5.2.3.3.6 Les types (types. tdl) 
Types standard. Ces types sont susceptibles d'être présents 
dans plusieurs grammaires, d'où la notation spéciale avec 
le double astérisque **. Le type qui représente la racine 
de la hiérarchie est *top* et il est défini dans le module globaux.lsp. 
chaine *top*.
 
*list* *top*.
 
*ne-list* := *list* & [ FIRST *top*, REST *list* J.
 
*null* *list*.
 
*dlist* := *top* & [ LIST *list*, LAST *list* J.
 
*null-dlist* := *dlist* & [ LIST #last, LAST #last J.
 
*ne-dlist* := *dlist* & LIST *ne-list* J.
 
Types des valeurs des attributs 
form := *top*. 
enclitique := form. 
libre := form. 
bool := *top*. 
+ bool. 
bool. 
cas *top*. 
nom cas. 
acc cas. 
gen cas. 
atomique *top*. 
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gre := atomique. 
nbre atomique. 
pers atomique. 
fem := gre. 
masc gre. 
sing - nbre. 
duel nbre. 
plur - nbre. 
pers. 
2 - pers. 
3 - pers. 
Les accords les combinaisons possibles des traits d'accord en arabe 
accord := *top*.
 
accord-genre := accord & [ GRE gre J.
 
accord-masc := accord-genre & [ GRE masc J.
 
accord-fem := accord-genre & [ GRE fem ] .
 
accord-pers accord & [ PERS pers ] .
 
accord-premiere accord-pers & PERS 1 ] .
 
accord-deuxieme accord-pers & PERS 2 ] .
 
accord-troisieme := accord-pers & [ PERS 3 ] .
 
accord-nombre - accord & [ NBRE nbre ] .
 
accord-sing accord-nombre & NBRE sing ] .
 
accord-duel accord-nombre & NBRE duel ] .
 
accord-pluriel accord-nombre & [ NBRE plur ] .
 
accord-partiel := accord-genre & accord-pers.
 
accord-masc-l accord-masc & accord-premiere.
 
accord-masc-2 accord-masc & accord-deuxieme.
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accord-masc-3 := accord-masc & accord-troisieme. 
accord-fem-l accord-fem & accord-premiere. 
accord-fem-2 accord-fem & accord-deuxieme. 
accord-fem-3 accord-fem & accord-troisieme. 
accord-complet ;= accord-partiel & accord-nombre. 
accord-masc-l-sing accord-masc-l & accord-sing. 
accord-masc-l-duel accord-masc-l & accord-duel. 
accord-masc-l-pluriel := accord-masc-l & accord-pluriel. 
accord-masc-2-sing accord-masc-2 & accord-sing. 
accord-masc-2-duel accord-masc-2 & accord-duel. 
accord-masc-2-pluriel ;= accord-masc-2 & accord-pluriel. 
accord-masc-3-sing accord-masc-3 & accord-sing. 
accord-masc-3-duel accord-masc-3 & accord-duel. 
accord-masc-3-pluriel accord-masc-3 & accord-pluriel. 
accord-fem-l-sing accord-fem-l & accord-sing. 
accord-fem-l-duel accord-fem-l & accord-duel. 
accord-fem-l-pluriel accord-fem-l & accord-pluriel. 
accord-fem-2-sing accord-fem-2 & accord-sing. 
accord-fem-2-duel accord-fem-2 & accord-duel. 
accord-fem-2-pluriel accord-fem-2 & accord-pluriel. 
accord-fem-3-sing accord-fem-3 & accord-sing. 
accord-fem-3-duel accord-fem-3 & accord-duel. 
accord-fem-3-pluriel accord-fem-3 & accord-pluriel. 
Types, attributs de base et parties du discours 
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signe *top* & 
PHON *dlist*, 
TETE pdd, 
SPEC *list*, 
SUJ *list*, 
THEME *top*, 
COMPS *list*, 
SEM semantique, 
ARCS *list* ]. 
tete-fonct signe & pdd & [ ARCS < syntagme, syntagme> ]. 
type-inna := tete-fonct & 
[ ARCS < syntagme & [TETE nom-nom, TETE. CAS ace] , 
syntagme > ]. 
type-kaana tete-fonct & 
[ ARCS < syntagme & [TETE nom-nom, TETE. CAS nom] , 
syntagme > ] . 
; Les parties du discours (pdd) 
pdd := *top* & [ MOD *list* J. 
pdd-accord := pdd & [ ACCORD accord]. 
nominal pdd-accord & [ CAS cas ] . 
nom-nom nominal & [MOD <>J. 
verbe := pdd-accord & [MOD <>J. 
det := nominal & [MOD <>J. 
preposition pdd & [MOD < [ SPEC < signe >J >J. 
adjectif nominal. adverbe := nominal. 
;Quelques types sémantiques 
semantique *top* & 
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INDEX index, 
RELS *dlist* ]. 
index ;= *top* & 
[ INSTLOC chaine ]. 
evenement ;= index. 
objet ;= index. 
relation ;= *top* & 
[ PRED chaine, ARGO index]. 
argl-relation ;= relation & 
[ ARGl index ]. 
argl-2-relation argl-relation & 
[ ARG2 index ]. 
argl-2-3-relation argl-2-relation & 
[ ARG3 index ]. 
; ; Types syntagmatiques 
syntagme signe & [ COMPS <> ] . 
,	 Les règles sont déclarées comme des contraintes sur les différents 
sous-types de syntagme. 
regle-unaire ;= syntagme & 
PHON #phon, 
SEM #cont, 
ARGS < [ PHON #phon, SEM #cont ] > ]. 
regle-binaire ;= syntagme & 
PHON [LIST #ofront, LAST #atail], 
SEM.RELS [LIST #cfront, LAST #ctail ], 
ARGS < [ PHON [LIST #ofront, LAST #omiddle J, 
SEM.RELS [LIST #cfrant, LAST #cmiddle ] ], 
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PHON [LIST #omiddle, LAST #otail ] ,
 
SEM.RELS [LIST #cmiddle, LAST #ctail ] ] > ].
 
regle-ternaire :; syntagme & 
PHON [LIST #ofront, LAST #otail], 
SEM.RELS [LIST #cfront, LAST #ctail ], 
ARGS < [ PHON [LIST #ofront, LAST #omiddlel ], 
SEM.RELS [LIST #cfront, LAST #cmiddlel ] ],
 
PHON [LIST #omiddlel, LAST #omiddle2 ],
 
SEM.RELS [LIST #cmiddlel, LAST #cmiddle2 ] ],
 
PHON [LIST #omiddle2, LAST #otail ],
 
SEM.RELS [LIST #cmiddle2, LAST #ctail ] ] > ].
 
regle-quaternaire :; syntagme & 
PHON [LIST #ofront, LAST #otail], 
SEM.RELS [LIST #cfront, LAST #ctail], 
ARGS < [ PHON [LIST #ofront, LAST #omiddlel ], 
SEM.RELS [LIST #cfront, LAST #cmiddlel ] ],
 
PHON [LIST #omiddlel, LAST #omiddle2 ],
 
SEM.RELS [LIST #cmiddlel, LAST #cmiddle2 ] ],
 
PHON [LIST #omiddle2, LAST #omiddle3 ],
 
SEM.RELS [LIST #cmiddle2, LAST #cmiddle3 ] ],
 
PHON [LIST #omiddle3, LAST #otail ],
 
SEM.RELS [LIST #cmiddle3, LAST #ctail ] ] > ].
 
tete-initiale syntagme & 
TETE #tete, 
SEM [ INDEX #index ], 
ARGS < [ TETE #tete, SEM [ INDEX #index ] ], ... > ]. 
tete-initiale-unaire :; regle-unaire & tete-initiale. 
tete-initiale-binaire :; regle-binaire & tete-initiale. 
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tete-initiale-ternaire := regle-ternaire & tete-initiale. 
tete-initiale-quaternaire := regle-quaternaire & tete-initiale. 
tete-seconde-binaire regle-binaire & 
TETE #tete,
 
SEM [ INDEX #index ],
 
ARGS < signe, [ TETE #tete, SEM [ INDEX #index ] ] > ].
 
Les items lexicaux 
item-lexical := signe &
 
[ PHON [ LIST [ REST #rest ], LAST #rest ] ].
 
lexeme := item-lexical &
 
[ SEM [ INDEX #index, RELS <! [ARGO #index] '> ] ].
 
lexeme-invariable lexeme. 
lexeme-det := lexeme-invariable & 
TETE det, SPEC < >, SU] < >, COMPS < >, 
SEM [ INDEX objet] ]. 
lexeme-nom := lexeme & 
TETE nom-nom, 
SPEC < [TETE det, SEM. INDEX #index ] >, 
COMPS < >, 
SEM [ INDEX objet & #index ] ]. 
forme-nominale := mot & 
[ ARGS < lexeme-nom > ]. 
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lexeme-verbal lexeme & 
TETE verbe, 
SU] < syntagme & [TETE nom-nom, SPEC <>, SU] <>] >, 
SEM INDEX evenement ] ]. 
forme-verbale ;= mot & 
[ ARGS < lexeme-verbal > ]. 
verbe-intransitif ;= lexeme-verbal & 
SU] < [SEM. INDEX #argl, TETE.CAS nom] >, 
COMPS <>, 
SEM.RELS <! argl-relation & [ARGl #argl] !> ]. 
verbe-transit if-direct ;= lexeme-verbal & 
SU] < [SEM. INDEX #argl, TETE.CAS nom] >, 
COMPS < syntagme & [TETE nom-nom, 
SPEC <>,
 
SEM. INDEX #arg2,
 
TETE.CAS ace] >,
 
SEM.RELS <, argl-2-relation & [ARGl #argl, ARG2 #arg2] !> ]. 
verbe-transitif-indirect ;= lexeme-verbal & 
SU] < [SEM. INDEX #argl, TETE.CAS nom] >, 
COMPS < syntagme & [TETE preposition, 
SPEC <>, 
SEM. INDEX #arg2 ] >, 
SEM.RELS < 1 argl-2-relation & [ARGl #argl, ARG2 #arg2] ,> ]. 
verbe-ditran-sp ;= lexeme-verbal & 
SU] < [SEM. INDEX #argl, TETE.CAS nom] >, 
COMPS < syntagme & [TETE nom-nom, 
SPEC <>, 
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SEM. INDEX #arg2, 
TETE. CAS accJ, 
syntagme & [TETE preposition, 
SPEC <>, 
SEM. INDEX #arg3J >, 
SEM.RELS < 1 argl-2-3-relation &
 
[ARGl #argl, ARG2 #arg2, ARG3 #arg3J I>J.
 
verbe-ditran-sn := lexeme-verbal & 
SU] < [SEM. INDEX #argl, TETE.CAS nomJ >, 
COMPS < syntagme & [TETE nom-nom, 
SPEC <>,
 
SEM. INDEX #arg2,
 
TETE.CAS accJ,
 
syntagme & [TETE nom-nom,
 
SPEC <>,
 
SEM. INDEX #arg~,
 
TETE. CAS accJ >,
 
SEM.RELS <! argl-2-3-relation & 
[ARGt #argt, ARG2 #arg2, ARG3 #arg3J I>J. 
lexeme-prepositionnel := lexeme-invariable & 
TETE preposition & [MOD < [SEM. INDEX #indexJ > J, 
SPEC <>, 
COMPS < syntagme & [TETE nom-nom, 
PEC <>,
 
SEM. INDEX #arglJ >,
 
SEM [INDEX #index,
 
RELS <! argl-relation & [ARGl #arg1J !> JJ.
 
Les mots 
mot item-lexical & 
262 
TETE #tete. 
SPEC #spec, 
SUJ #suj, 
THEME #theme, 
COMPS #comps, 
SEM #cont. 
ARCS < lexeme & [TETE #tete, 
SPEC #spec, 
SUJ #suj. 
THEME #theme, 
COMPS #comps, 
SEM #cont ] > J. 
pronom := mot & [ SPEC <>, COMPS <> ].
 
pro-pers := pronom & FORM form ].
 
pro-demon ;= pronom.
 
pro-relatif := pronom.
 
pro-ind ;= pro-pers & [ FORM libre].
 
marq-obj := pro-pers & [ FORM enclitique J.
 
proind-nom := pro-ind & [ TETE. CAS nom] .
 
proind-nnom := pro-ind & [ TETE. CAS acc ].
 
L'accord des verbes 
verbe-lms - forme-verbale & THEME < [ TETE. ACCORD accord-masc-l-sing > ] . 
verbe-lfs - forme-verbale & THEME < [TETE. ACCORD accord-fem-l-sing ] > ] . 
verbe-lmd forme-verbale & THEME < [TETE. ACCORD accord-masc-l-duel ] > ] . 
verbe-lfd . = forme-verbale & THEME < [TETE. ACCORD accord-fem-l-duel ] > ] . 
verbe-lmp forme-verbale & THEME < [TETE. ACCORD accord-masc-l-pluriel ] > ] . 
verbe-lfp .= forme-verbale & THEME < [TETE. ACCORD accord-fem-l-pluriel > ] . 
verbe-2ms forme-verbale & THEME < [TETE. ACCORD accord-masc-2-sing ] > ] . 
verbe-2fs - forme-verbale & THEME < [TETE. ACCORD accord-fem-2-sing J > J . 
verbe-2md forme-verbale & THEME < [TETE. ACCORD accord-masc-2-duel ] > ] . 
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verbe-2fd forme-verbale & THEME < [TETE. ACCORD accord-fem-2-duel ] ) ] . 
verbe-2mp - forme-verbale & THEME < [TETE. ACCORD accord-masc-2-pluriel ] ] .) 
verbe-2fp forme-verbale & THEME < [TETE. ACCORD accord-fem-2-pluriel ) ] . 
verbe-3ms - forme-verbale & THEME < [TETE. ACCORD accord-masc-3-sing ] ) ]. 
verbe-3fs forme-verbale & THEME < [TETE. ACCORD accord-fem-3-sing ] > ]. 
verbe-3md forme-verbale & THEME < [TETE. ACCORD accord-masc-3-duel ] > ] . 
verbe-3fd forme-verbale & THEME < [TETE. ACCORD accord-fem-3-duel ] ) ]. 
verbe-3mp forme-verbale & THEJ"IE < [TETE. ACCORD accord-masc-3-pluriel] > ] 
verbe-3fp forme-verbale & THEME < [TETE. ACCORD accord-fem-3-pluriel] ) ] . 
L'accord des nominaux. Tous les SN sont à la 3e personne. 
nom-ms · = forme-nominale & TETE. ACCORD accord-masc-3-sing ] . 
nom-fs forme-nominale & TETE. ACCORD accord-fem-3-sing ] . 
nom-md .= forme-nominale & TETE. ACCORD accord-masc-3-duel ] 
nom-fd · = forme-nominale & TETE.ACCORD accord-fem-3-duel ] . 
nom-mp - forme-nominale & TETE.ACCORD accord-masc-3-pluriel ] . 
nom-fp · = forme-nominale & TETE. ACCORD accord-fem-3-pluriel ] . 
5.2.3.3.7 Les entrées lexicales (lexique. tdl) 
Le lexique de base. Ce lexique est très réduit, mais 
il est suffisant pour tester notre grammaire. 
--) Des verbes <-­
;écrire 
katab ;= verbe-transitif-direct & 
PHON. LIST. FIRST "katab" , 
SEM.RELS.LIST.FIRST.PRED "katabJel" ]. 
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dormir 
naam := verbe-intransitif & 
PHON . LIST. FIRST "naam" , 
SEM.RELS.LIST.FIRST.PRED "naamJel" ]. 
donner 
uahab := verbe-ditran-sn & 
PHON.LIST.FIRST "uahab", 
SEM.RELS.LIST.FIRST.PRED "wahabJel" ]. 
craindre/avoir peur 
xaaf := verbe-transit if-indirect & 
PHON. LIST. FIRST "xaaf", 
SEM.RELS.LIST.FIRST.PRED "xaafaJel" ]. 
--> Des noms. Le genre est lexical. (- ­
garçon 
ualad := lexeme-nom & 
TETE. ACCORD.GRE masc, 
PHON. LIST. FIRST "ualad", 
SEM.RELS.LIST.FIRST.PRED "walad_rel" ]. 
; fille 
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bint :; lexeme-nom & 
TETE. ACCORD. GRE fem, 
PHON. LI ST. FIRST "bint", 
SEM.RELS.LIST.FIRST.PRED "bint_rel" ). 
histoire 
qissat :; lexeme-nom & 
TETE. ACCORD. GRE fem, 
PHON.LIST.FIRST "qissat", 
SEM.RELS.LIST.FIRST.PRED "qissatJel" ]. 
; ; --) Un déterminant <-­
le/la/les: ce déterminant défini ne s'accorde pas avec le nom.
 
al :; lexeme-det & 
PHON. LIST. FIRST "al", 
SEM.RELS.LIST.FIRST.PRED "aIJel" ). 
--) des complémenteurs <-­
inna :; type-inna & 
PHON. LIST. FIRST "inna", 
SEM.RELS.LIST.FIRST.PRED "innaJel" ]. 
kaana ;; type-kaana & 
PHON. LIST. FIRST "kaana", 
SEM. RELS. LIST. FIRST. PRED "kaanaJel" ). 
--) des prépositions <-­
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li := lexeme-prepositionnel & 
PHON.LIST.FIRST "li", 
SEM.RELS.LIST.FIRST.PRED "liJel" ]. 
min := lexeme-prepositionnel & 
PHON.LIST.FIRST "min", 
SEM. RELS. LIST. FIRST. PRED "minJel" J. 
--) Des marqueurs d'objet <-­
hui := marq-obj & 
PHON.LIST.FIRST "hu", 
TETE. CAS ace, 
TETE. ACCORD accord-masc-3-sing, 
SEM.RELS.LIST.FIRST.PRED "huiJel" ]. 
hu2 := rnarq-obj & 
PHON. LIST. FIRST "hu", 
TETE. CAS gen, 
TETE. ACCORD accord-masc-3-sing, 
SEM. RELS. LIST. FIRST. PRED "hu2Jel" J. 
haai := marq-obj & 
PHON. LIST. FIRST "haa", 
TETE. CAS ace, 
TETE. ACCORD accord-fem-3-sing, 
SEM.RELS.LIST.FIRST.PRED "haal rel" ]. 
haa2 := marq-obj & 
PHON. LIST. FIRST "haa", 
TETE. CAS gen, 
TETE. ACCORD accord-fem-3-sing, 
SEM. RELS. LIST. FIRST. PRED "haa2 rel" ]. 
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humaal-cl := marq-obj & 
PHON. LIST. FIRST "humaa", 
TETE. CAS ace, 
TETE. ACCORD accord-masc-3-duel, 
SEM.RELS.LIST.FIRST.PRED "humaal-cl rel" J. 
humaa2-cl := marq-obj & 
PHON. LIST. FIRST "humaa", 
TETE. CAS gen, 
TETE. ACCORD accord-masc-3-duel, 
SEM. RELS. LIST. FIRST. PRED "humaa2-cl rel" J. 
huml-cl := marq-obj & 
PHON. LIST. FIRST "hum", 
TETE. CAS ace, 
TETE. ACCORD accord-masc-3-pluriel, 
SEM.RELS.LIST.FIRST.PRED "huml-clJel" J. 
hum2-cl := marq-obj & 
PHON. LIST. FIRST "humaa" , 
TETE.CAS gen, 
TETE. ACCORD accord-masc-3-pluriel, 
SEM. RELS. LIST. FIRST. PRED "hum2-clJel" J. 
hunnal-cl := marq-obj & 
PHON .LIST. FIRST "hum", 
TETE. CAS ace, 
TETE. ACCORD accord-fem-3-pluriel, 
SEM.RELS.LIST.FIRST.PRED "hunnal-cl rel" J. 
hunna2-cl := marq-obj & 
[ PHON. LIST. FIRST "hunna", 
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TETE. CAS gen,
 
TETE. ACCORD accord-fem-3-pluriel,
 
SEM. RELS. LIST. FIRST. PRED "hunna2-cl rel" J.
 
ii := marq-obj & 
PHON. LIST. FIRST "ii", 
TETE. CAS gen, 
TETE. ACCORD accord-premiere, 
SEM.RELS.LIST.FIRST.PRED "ii rel" J. 
nii := marq-obj & 
PH ON . LIST. FIRST "nii", 
TETE. CAS ace, 
TETE. ACCORD accord-premiere, 
SEM. RELS. LIST. FIRST. PRED "nii rel" J. 
kal := marq-obj & 
PHON. LIST. FIRST "ka", 
TETE. CAS ace, 
TETE. ACCORD accord-masc-2-sing, 
SEM. RELS. LIST. FIRST. PRED "kal_rel" ]. 
ka2 := marq-obj & 
PHON. LIST. FIRST "ka", 
TETE. CAS gen, 
TETE. ACCORD accord-masc-2-sing, 
SEM.RELS.LIST.FIRST.PRED "ka2_rel" J. 
kil := marq-obj & 
PHON.LIST.FIRST "ki" , 
TETE. CAS ace, 
TETE. ACCORD accord-fem-2-sing, 
SEM.RELS.LIST.FIRST.PRED "kilJel" J. 
269 
ki2 := marq-obj & 
PHON. LIST. FIRST "ki", 
TETE. CAS gen, 
TETE. ACCORD aeeord-fem-2-sing, 
SEM.RELS.LIST.FIRST.PRED "ki2_rel" ]. 
kumaal := marq-obj & 
PH ON . LIST. FIRST "kumaa", 
TETE. CAS ace, 
TETE. ACCORD aeeord-mase-2-duel, 
SEM. RELS. LIST. FIRST. PRED "kumaal rel" ]. 
kumaa2 := marq-obj & 
PHON.LIST.FIRST "kumaa", 
TETE. CAS gen, 
TETE. ACCORD aeeord-mase-2-duel, 
SEM.RELS.LIST.FIRST.PRED "kumaa2 rel" ]. 
kumaa3 := marq-obj & 
PHON. LIST. FIRST "kumaa", 
TETE. CAS ace, 
TETE. ACCORD aeeord-fem-2-duel, 
SEM.RELS.LIST.FIRST.PRED "kumaa3 rel" ]. 
kumaa4 := marq-obj & 
PHON. LIST. FIRST "kumaa" , 
TETE. CAS gen, 
TETE. ACCORD aeeord-fem-2-duel, 
SEM.RELS.LIST.FIRST.PRED "kumaa4 rel" ]. 
kuml := marq-obj & 
[ PHON. LIST. FIRST "kum", 
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TETE. CAS ace, 
TETE. ACCORD accord-masc-2-pluriel, 
SEM. RELS. LIST. FIRST. PRED "kumlJel" J. 
kum2 := marq-obj & 
PHON. LIST. FIRST "kum", 
TETE. CAS gen, 
TETE. ACCORD accord-masc-2-pluriel, 
SEM.RELS.LIST.FIRST.PRED "kum2Jel" J. 
kunnal := marq-obj & 
PHON.LIST.FIRST "kunna", 
TETE. CAS ace, 
TETE. ACCORD accord-fem-2-pluriel, 
SEM. RELS . LI ST. FIRST . PRED "kunnal Jel" J. 
kunna2 := marq-obj & 
PHON. LIST. FIRST "kunna", 
TETE. CAS gen, 
TETE. ACCORD accord-fem-2-pluriel, 
SEM. RELS. LIST. FIRST. PRED "kunna2Jel" J. 
--) Des pronoms indépendants nominatifs (- ­
huwa := proind-nom & 
PHON. LIST. FIRST "huwa", 
TETE. ACCORD accord-masc-3-sing, 
SEM. RELS. LIST. FIRST. PRED "huwaJel" ]. 
hiya := proind-nom & 
PHON.LIST.FIRST "hiya", 
TETE. ACCORD accord-fem-3-sing, 
SEM.RELS.LIST.FIRST.PRED "hiya_rel" J. 
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humaal := proind-nom & 
PHON.LIST.FIRST "humaa", 
TETE. ACCORD accord-masc-3-duel. 
SEM. RELS. LIST. FIRST. PRED "humaa rel" ]. 
humaa2 := proind-nom & 
PHON.LIST.FIRST "humaa", 
TETE. ACCORD accord-fem-3-duel, 
SEM.RELS.LIST.FIRST.PRED "humaa rel" ]. 
hum := proind-nom & 
PHON.LIST.FIRST "hum", 
TETE.ACCORD accord-masc-3-pluriel. 
SEM. RELS. LIST. FIRST. PRED "humJel" ]. 
hunna := proind-nom & 
PHON.LIST.FIRST "hunna", 
TETE. ACCORD accord-fem-3-pluriel. 
SEM. RELS. LIST. FIRST. PRED "hunnaJel" ]. 
5.2.3.3.8 Les règles flexionnelles (rflex.tdl) 
Règles de flexion des verbes perfectifs 
rlexicale-verbe-lms-per :=
 
%suffix (* tu) (naam nimtu) (xaaf xiftu)
 
verbe-lms & [TETE. ACCORD accord-masc-l-sing] .
 
rlexicale-verbe-lfs-per :=
 
'l.suffix (* tu) (naam nimtu) (xaaf xiftu)
 
verbe-ifs & [TETE. ACCORD accord-fem-l-sing] .
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rlexicale-verbe-lmd-per :=
 
%suffix (* naa) (naam nimnaa) (xaaf xifnaa)
 
verbe-lmd & [TETE. ACCORD accord-masc-l-duel] .
 
rlexicale-verbe-lfd-per :=
 
%suffix (* naa) (naam nimnaa) (xaaf xifnaa)
 
verbe-lfd & [TETE. ACCORD accord-fem-l-duel] .
 
rlexicale-verbe-lmp-per :=
 
%suffix (* naa) (naam nimnaa) (xaaf xifnaa)
 
verbe-lmp & [TETE. ACCORD accord-masc-l-pluriel] .
 
rlexicale-verbe-lfp-per :=
 
%suffix (* naa) (naam nimnaa) (xaaf xifnaa)
 
verbe-lfp & [TETE. ACCORD accord-fem-l-pluriel].
 
rlexicale-verbe-2ms-per :=
 
%suffix (* ta) (naam nimta) (xaaf xifta)
 
verbe-2ms & [TETE. ACCORD accord-masc-2-sing].
 
rlexicale-verbe-2fs-per :=
 
%suffix (* ti) (naam nimti) (xaaf xifti)
 
verbe-2fs & [TETE. ACCORD accord-fem-2-sing] .
 
rlexicale-verbe-2md-per
 
%suffix (* tumaa) (naam nimtumaa) (xaaf xiftumaa)
 
verbe-2md & [TETE. ACCORD accord-masc-2-duel] .
 
rlexicale-verbe-2fd-per
 
%suffix (* tumaa) (naam nimtumaa) (xaaf xiftumaa)
 
verbe-2fd & [TETE. ACCORD accord-fem-2-duel].
 
273 
rlexicale-verbe-2mp-per := 
%suffix (* tum) (naam nimtum) (xaaf xiftum) 
verbe-2mp & [TETE. ACCORD accord-masc-2-pluriel]. 
rlexicale-verbe-2fp-per
 
%suffix (* tunna) (naam nimtunna) (xaaf xiftunna)
 
verbe-2fp & [TETE. ACCORD accord-fem-2-pluriel].
 
rlexicale-verbe-3ms-per 
%suffix (* a) 
verbe-3ms & [TETE. ACCORD accord-masc-3-sing]. 
rlexicale-verbe-3fs-per 
%suffix (* at) 
verbe-3fs & [TETE. ACCORD accord-fem-3-sing]. 
rlexicale-verbe-3md-per 
%suffix (* aa) 
verbe-3md & [TETE. ACCORD accord-masc-3-duel]. 
rlexicale-verbe-3fd-per 
%suffix (* ataa) 
verbe-3fd & [TETE. ACCORD accord-fem-3-duel]. 
rlexicale-verbe-3mp-per 
%suffix (* uu) 
verbe-3mp & [TETE. ACCORD accord-masc-3-pluriel]. 
rlexicale-verbe-3fp-per := 
%suffix (* na) (naam nimna) (xaaf xifna) 
verbe-3fp & [TETE. ACCORD accord-fem-3-pluriel]. 
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Règles de flexion des verbes imperfectifs indicatifs. 
Le système ne permet pas d'avoir des préfixes et des suffixes 
pour une méme forme et présente plusieurs autres lacunes qui 
nous poussent vers cette solution non élégante : nous avons consigné 
les formes obtenues après l'application des règles flexionnelles 
comme des formes irrégulières, alors qu'elles sont en réalité 
obtenues par des règles productives. 
rlexicale-verbe-lms-imper-ind :=
 
%prefix (* 9a) (katab 9aktubu) (naam 9anaamu) (wahab 9ahabu) (xaaf 9axaafu)
 
verbe-lms & [TETE. ACCORD accord-masc-l-sing].
 
rlexicale-verbe-lfs-imper-ind :=
 
%prefix (* 9a) (katab 9aktubu) (naam 9anaamu) (wahab 9ahabu) (xaaf 9axaafu)
 
verbe-ifs & [TETE. ACCORD accord-fem-l-sing] .
 
rlexicale-verbe-lmd-imper-ind :=
 
%prefix (* na) (katab naktubu) (naam nanaamu) (wahab nahabu) (xaaf naxaafu)
 
verbe-lmd & [TETE. ACCORD accord-masc-l-duel) .
 
rlexicale-verbe-lfd-imper-ind :=
 
%prefix (* na) (katab naktubu) (naam nanaamu) (wahab nahabu) (xaaf naxaafu)
 
verbe-lfd & [TETE. ACCORD accord-fem-l-duel] .
 
rlexicale-verbe-lmp-imper-ind :=
 
%prefix (* na) (katab naktubu) (naam nanaamu) (wahab nahabu) (xaaf naxaafu)
 
verbe-lmp& [TETE. ACCORD accord-masc-l-pluriel].
 
rlexicale-verbe-lfp-imper-ind :=
 
%prefix (* na) (kat ab naktubu) (naam nanaamu) (wahab nahabu) (xaaf naxaafu)
 
verbe-lfp & [TETE. ACCORD accord-fem-l-pluriel].
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rlexicale-verbe-2ms-imper-ind :=
 
%prefix (* ta) (katab taktubu) (naam tanaamu) (wahab tahabu) (xaaf taxaafu)
 
verbe-2ms & [TETE.ACCORD accord-masc-2-sing] .
 
rlexicale-verbe-2fs-imper-ind :=
 
%prefix (* ta) (katab taktubiina) (naam tanaamiina) (wahab tahabiina) (xaaf
 
taxaafiina)
 
verbe-2fs & [TETE. ACCORD accord-fem-2-sing] .
 
rlexicale-verbe-2md-imper-ind
 
%prefix (* ta) (katab taktubaani) (naam tanaamaani) (wahab tahabaani) (xaaf
 
taxaafaani)
 
verbe-2md & [TETE.ACCORD accord-masc-2-duel] .
 
rlexicale-verbe-2fd-imper-ind :=
 
%prefix (* ta) (katab taktubaani) (naam tanaamaani) (wahab tahabaani) (xaaf
 
taxaafaani)
 
verbe-2fd & [TETE. ACCORD accord-fem-2-duel].
 
rlexicale-verbe-2mp-imper-ind
 
%prefix (* ta) (kat ab taktubuuna) (naam tanaamuuna) (wahab tahabuuna) (xaaf
 
taxaafuuna)
 
verbe-2mp & [TETE. ACCORD accord-masc-2-pluriel].
 
rlexicale-verbe-2fp-imper-ind :=
 
%prefix (* ta) (katab taktubna) (naam tanamna) (wahab tahabna) (xaaf taxafna)
 
verbe-2fp & [TETE. ACCORD accord-fem-2-pluriel].
 
rlexicale-verbe-3ms-imper-ind :=
 
%prefix (* ya) (kat ab yaktubu) (naam yanaamu) (wahab yahabu) (xaaf yaxaafu)
 
verbe-3ms & [TETE. ACCORD accord-masc-3-sing].
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rlexicale-verbe-3fs-imper-ind :=
 
%prefix (* ta) (katab taktubu) (naam tanaamu) (wahab tahabu) (xaaf taxaafu)
 
verbe-3fs & [TETE. ACCORD accord-fem-3-sing].
 
rlexicale-verbe-3md-imper-ind :=
 
%prefix (* ya) (katab yaktubaani) (naam yanaamaani) (wahab yahabaani) (xaaf
 
taxaafaani)
 
verbe-3md & [TETE. ACCORD accord-masc-3-duelJ .
 
rlexicale-verbe-3fd-imper-ind :=
 
%prefix (* ta) (katab taktubaani) (naam tanaamaani) (wahab tahabaani) (xaaf
 
taxaafaani)
 
verbe-3fd & [TETE. ACCORD accord-fem-3-duel] .
 
rlexicale-verbe-3mp-imper-ind ;=
 
%prefix (* ya) (katab yaktubuuna) (naam yanaamuuna) (wahab yahabuuna) (xaaf
 
yaxaafuuna)
 
verbe-3mp & [TETE.ACCORD accord-masc-3-plurielJ .
 
rlexicale-verbe-3fp-imper-ind :=
 
%prefix (* ya) (katab yaktubna) (naam yanamna) (wahab yahabna) (xaaf yaxafna)
 
verbe-3fp & [TETE. ACCORD accord-fem-3-pluriel] .
 
Règles de flexion des noms. Ces règles s'appliquent
 
à tous les mots de type lexeme-nom(inal).
 
rlexicale-nom-ms-nom
 
%suffix (* u)
 
nom-ms & [TETE. CAS nom] .
 
rlexicale-nom-ms-acc
 
%suffix (* a)
 
nom-ms & [TETE. CAS acc].
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rlexicale-nom-ms-gen
 
%suffix (* i)
 
nom-ms & [TETE. CAS gen] .
 
rlexicale-nom-fs-nom
 
%suffix (* u)
 
nom-fs & [TETE. CAS nom] .
 
rlexicale-nom-fs-acc
 
%suff ix (* a)
 
nom-fs & [TETE. CAS acc].
 
rlexicale-nom-fs-gen
 
%suffix (* i)
 
nom-fs & [TETE. CAS gen] .
 
rlexicale-duelm-sain-nom
 
%suffix (* aani)
 
nom-md & [TETE. CAS nom].
 
rlexicale-duelm-sain-acc .=
 
%suffix (* ayni)
 
nom-md & [TETE. CAS acc] .
 
rlexicale-duelm-sain-gen
 
'l.suffix (* ayni)
 
nom-md & [TETE. CAS gen] .
 
rlexicale-duelf-sain-nom .=
 
'l.suffix (* aani)
 
nom-fd & [TETE. CAS nom] .
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rlexicale-duelf-sain-acc
 
%suffix (* ayni)
 
nom-fd & [TETE. CAS ace] .
 
rlexicale-duelf-sain-gen
 
%suffix (* ayni)
 
nom-fd & [TETE. CAS gen] .
 
rlexicale-plurm-sain-nom ;=
 
%suffix (* uuna) (walad 9awlaadu)
 
nom-mp & [TETE.CAS nom] .
 
rlexicale-plurm-sain-acc ;=
 
%suffix (* iina) (walad 9awlaada)
 
nom-mp & [TETE. CAS acc] .
 
rlexicale-plurm-sain-gen :=
 
%suffix (* iina) (walad 9awlaadi)
 
nom-mp & [TETE.CAS gen] .
 
rlexicale-plurf-sain-nom
 
%suffix (* aatu) (bint banaatu) (qissat qisasu)
 
nom-fp & [TETE.CAS nom] .
 
rlexicale-plurf-sain-acc
 
%suffix (* aati) (bint banaati) (qissat qisasa)
 
nom-fp & [TETE. CAS acc].
 
rlexicale-plurf-sain-gen ;=
 
%suffix (* aati) (bint banaati) (qissat qisasi)
 
nom-fp & [TETE. CAS gen] .
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Les lexemes invariables. Pour les prépositions, les pronoms 
et certains noms non déclinables par les règles précédentes. 
rl-lex-inv mot & ( PHON #1,
 
ARCS < lexeme-invariable & ( PHON #1 ] > ] .
 
5.2.3.3.9 Les règles syntaxiques (regles. tdl) 
La tête du syntagme est un verbe intransitif 
regle-tete-complement-O tete-initiale-unaire & 
SUl #suj, 
THEME #theme, 
ARCS < mot & [ SUl #suj, THEME #theme, COMPS < > ] > ]. 
; La tête est un verbe transitif direct à un seul complément. 
regle-tete-complement-1 tete-initiale-binaire & 
SUl #suj, 
THEME #theme, 
ARCS < mot & 
[ SUl #suj, THEME #theme, COMPS < #1 > ], 
#1 > ] . 
La tête est un verbe transitif à deux compléments. 
regle-tete-complement-2 := tete-initiale-ternaire & 
SUl #suj. THEME #theme, COMPS <>, 
ARCS < mot & 
[SUl #suj, 
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THEME #theme, 
COMPS < #1 &[TETE nom-nom]. #2&[TETE nom-nom] > ], 
#1, #2 > ]. 
La tête est un élément nominal qui sélectionne un déterminant. 
regle-tete-specifieur := tete-seconde-binaire & 
SPEC < >, COMPS #comps, 
ARGS < syntagme & #1 & [TETE det] , 
syntagme &	 SPEC < #1 >,
 
TETE nom-nom,
 
COMPS #comps ] > ].
 
Cette règle permet d'avoir l'ordre de surface SN+V+(O). 
regle-tete-theme := tete-seconde-binaire & 
THEME < >, SUJ < >, SPEC < >, COMPS #comps, 
ARGS < syntagme & #1 & 
[TETE nom-nom, 
TETE. CAS nom, 
TETE.ACCORD #accord J, 
syntagme & 
[TETE verbe, 
TETE.ACCORD #accord, 
THEME < #1 >, 
COMPS #comps ] > ]. 
Cette règle permet d'avoir l'ordre de surface VS. 
regle-tete-suj1 := tete-initiale-binaire & 
[ SUJ < >, SPEC < >, THEME < >, COMPS < >, 
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ARGS < mot & 
[TETE verbe, 
TETE. ACCORD. GRE #gre, 
TETE.ACCORD.NBRE sing, 
TETE. ACCORD. PERS 3], 
syntagme & [	 TETE nom-nom, 
TETE. CAS nom, 
SPEC < >, 
THEME < >, 
SU] < >, 
TETE.ACCORD.GRE #gre ] > ]. 
Cette règle	 permet d'avoir l'ordre de surface VSO. 
regle-tete-suj2 := tete-initiale-ternaire & 
SU] < >, SPEC < >, THEME < >, COMPS < >, 
ARGS < mot & 
[TETE verbe, 
TETE. ACCORD. GRE #gre, 
TETE.ACCORD.NBRE sing, 
TETE.ACCORD.PERS 3], 
syntagme & [	 TETE nom-nom, 
SPEC < >, 
TETE. CAS nom, 
TETE.ACCORD.GRE #gre] , 
syntagme & [SPEC < >, 
TETE nom-nom, 
TETE. CAS acc ] > ]. 
; Cette règle permet d'avoir l'ordre de surface VOS. 
regle-tete-suj3 tete-initiale-ternaire & 
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SUJ < >, SPEC < >, THEME < >, COMPS < >, 
ARGS < mot & [TETE verbe,
 
TETE. ACCORD. GRE #gre,
 
TETE.ACCORD.NBRE sing,
 
TETE. ACCORD. PERS 3],
 
syntagme & [SPEC < >,
 
TETE nom-nom,
 
TETE. CAS acc ],
 
syntagme & [TETE nom-nom, 
SPEC < >, 
TETE.CAS nom, 
TETE.ACCORD.GRE #gre] > ]. 
Cette règle permet d'avoir 4 filles CV-S-O-O). 
regle-verbe-initial-2-complements := tete-initiale-quaternaire & 
SUJ < >, SPEC < >, THEME < >, COMPS < >, 
ARGS < mot & [TETE verbe, 
TETE. ACCORD. GRE #gre, 
TETE.ACCORD.NBRE sing, 
TETE. ACCORD. PERS 3], 
syntagme & [TETE nom-nom,
 
SPEC < >,
 
TETE. CAS nom,
 
TETE. ACCORD. GRE #gre] ,
 
syntagme & [SPEC < >,
 
TETE nom-nom,
 
TETE.CAS ace ],
 
syntagme & [SPEC < >,
 
TETE nom-nom,
 
TETE. CAS ace ] > ].
 
Cette règle permet d'avoir un syntagme qui contient 
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deux SN (le 2e est gén) ou un SN et un marq-obj (gén). 
regle-tete-modifieur-l := tete-initiale-binaire & 
SPEC <>, COMPS <>, SU] <>, THEME <>, 
ARGS < syntagme & #filletete & [TETE nom-nom, 
SPEC <>,
 
COMPS <> ],
 
syntagme & [TETE [MOD < #filletete > ],
 
TETE.CAS gen] > ].
 
Cette règle permet d'avoir un syntagme prépositionnel. 
regle-tete-modifieur-2 tete-initiale-binaire & 
SPEC <>, COMPS <>, 
ARGS < mot & [TETE preposition], 
syntagme & [TETE nom-nom,
 
TETE. CAS gen] > ].
 
Ces règles permettent d'avoir des phrases dont la tête est fonctionnelle. 
regle-inna-l := tete-initiale-ternaire & 
SPEC <>, SU] <>, THEME <>, 
ARCS < type-inna , 
syntagme & [TETE nom-nom, TETE. CAS acc] ,
 
syntagme & [TETE verbe] > ] .
 
regle-inna-2 := tete-initiale-ternaire & 
SPEC <>, SU] <>, THEME <>, 
ARGS < type-inna , 
syntagme & [TETE nom-nom, TETE. CAS acc] , 
syntagme & [ARCS <mot & [TETE preposition] , 
syntagme & [TETE nom-nom, TETE.CAS gen] > ] > ]. 
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regle-inna-3 := tete-initiale-ternaire & 
SPEC <>, SU] <>, THEME <>, 
ARCS < type-inna , 
syntagme & [TETE nom-nom, TETE. CAS acc] ,
 
syntagme & [TETE nom-nom, TETE.CAS nom] > ].
 
5.2.3.3.10 Les nœuds d'analyse (nœuds-analyse. tdl) 
Les nœuds syntaxiques 
ph syntagme & TETE verbe, SPEC <>, COMPS <>, SU] <>, THEME <> ].
 
sv syntagme & TETE verbe, SPEC <>, COMPS <> ].
 
v := [ TETE verbe] .
 
sn := syntagme & [ TETE nom-nom, SPEC <>, COMPS <> ].
 
n := [ TETE nom-nom, SPEC < [] > ].
 
det := [ TETE det ].
 
sp := syntagme & [ TETE preposition, SPEC <>, COMPS <>].
 
p := [ TETE preposition] .
 
5.2.3.3.11 Le symbole initial (debut. tdl) 
La structure bien formée est une projection quelconque du verbe
 
(ce qui inclut les SV et les phrases).
 
start syntagme & [ TETE verbe, SPEC <> ]. 
5.2.3.4 Les résultats 
La grammaire présentée dans les paragraphes précédents est capable cI'analyser (et cie géné­
rer) des suites bien formées et de rejeter celles qui sont mal formées. Le domaine empirique ainsi 
couvert englobe la majorité cles phénomènes empiriques observés dans les deux premiers cha­
pitres ayant trait aux marqueurs cl 'arguments. Cette grammaire démontre également que notre 
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analyse ries marqueurs d'arguments se justifie sur un plan computationnel, puisque le test de 
l'implémentation aboutit à un succès. 
Les suites qui nous ont servi de tests de l'analyseur sont regroupés en deux groupes: celles 
impliquant des marqueurs de sujet (exclusivement) et celles impliquant des marqueurs d'objet. 
5.2.3.4.1 L'analyse des marqueurs de sujet 
Les suites contenant des marqueurs de sujet sont analysées et générées correctement que 
ce soit clans les structures à verbe initial, dans celles avec un SN thématisé, en présence d'un 
pronom indépendant nominatif ou en l'absence de tout sujet lexical. Le traitement est totalement 
lexicaliste, encodant les marqueurs de sujet comme fnisant partie de l'entrée lexicale du verbe, 
cette entrée étant elle-même générée par des règles flexionnelles. Cette implémentntion est le 
reflet de notre analyse linguistique de ces unités en tant qu'affixes flexionnels, mais également de 
l'analyse du rôle joué par les SN et les pronoms indépendants pré- et postverbaux. 
Les structures à SN disloqué à gauche 
Ces structures sont illustrées par les exemples suivants: 
(5.57) a.. ?al binta:ni katab -ata: ?al- qissat -a 
les- filles.NOIV! écrire.PER -3FD l'- histoire -ACC
 
« Les deux filles, elles ont écrit l'histoire»
 
b.	 ·;cl al 6inta:ni katab -at ?ol- qissot -a
 
les- filles.NOIV! écrire.PER -3FS l'- histoire -ACC
 
c.	 ''lai vinlu:ni katuv -a: ?al- qissat -0
 
les- filles.NO.M écrire.PER -31"lD l'- histoire -ACC
 
L'accord entre [e verbe et le thème (le SN disloqué) implique le nombre, le genre et la personne, 
comme le démontre l'agTammaticalité des exemples en (5.57b et cl. L'analyseur LKB reconnaît 
et génère correctement les suites de type (5.57a) et rejette les suites de types (5.57b et cl. Notons 
également que l'analyseur rejette les suites où le SN thème n'est pas au nominatif et celles où le 
SN objet n'est pas à l'accusatif. De même, il rejette les suites où la grille de sous-catégorisation 
du verbe n'est pas respectée (selon son appartenance au type intransitif, transitif direct, transitif 
indirect, ditmnsitif-sn ou ditransitif-sp). 
1 
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x 'al bintaani katabataa al qissata' Parse Tree # Iv'" x 
PH
,----------­SN SV 
DET~N V-------------SN 
DET N V ~ 
, , katabataa DET NDET 1\1 1 1 
al bintaani D~T ~ 
DET 1\1 
al qissata 
FIGURE 5.19: L'analyse réussie d'une structure dite SVO 
troll 'l v '" x 
Reading in parse node nie noeuds-analyse.tdl 
(recompiling semantic indices)
 
Indexing complete
 
Building rule nlter
 
Building Ir connections table
 
Constructing Ir table for non-morphological rules
 
GI'ammar input complete
 
ICurrent process: Type HierarchyJ
 
!l]LKB(2)
 
-Al Current Interaction '" x 
No parses found 
ICurrent process: Type Hierarchyl
 
III LKB(3}:
 
FIGURE 5.20: Échec de l'analyse d'une structure dite SVO mal formée (pas d'accord en nombre) 
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boll t 
ICurr,"nt process: Type Hierarchyl 1:;::
 
[1) LKB(2):
 
Warning:
 
Probable runaway rule: parse/generate aborteà (se," documentation for
 
<maximum-numb,"r-of·edges'l
 
ERROR' ASK·USER-FOR· 'EW-PATHNAME ,ot 1 arg. \' ?nted 2 ~Igs
 
8412816 bytes have been tenured, next gc will be global.
 
See the documentation for variable EXCL:'GLOBAL-GC-BEHAVIOR' for more information.
 
No parses found 
xCurrent Interaction 
sentencelm• .nnEHM'm'Etil , ~ A • 
No parses found 
FIGURE 5,21: Échec de J'analyse d'une structure dite SVO mal formée (pas d'accord en genre) 
Des résultats semblables sont obtenus lorsque le constituant préverbal est un pronom indé­
pendant nominatif. 
Les structures à verbe initial 
Ces structures représentent les phénomènes appelés «asymétries de !'accord ». Un verbe initia! 
ne s'accorde avec un SN sujet postposé qu'en genre et en personne. L'accord en nombre est exclu 
et engendre l'agrammaticalité. Ce comportement est correctement modélisé par notre grammclire. 
L'analyseur accepte et génère toutes les suites bien formées et rejette celles où le verbe s'accorde 
en nombre avec le sujet. Les exemples que nous lui soumettons sont les suivants: 
(5.58)	 a. na:m -a ?al ?awla:d -u 
dormir.PER -3i\t1 les- garçons -NOrvl 
« Les garçons se sont couchés» 
b. *na:rn ou: ?al ?awla:d -11. 
dormir.PER -3MP les- garçons -NOlvl 
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L'analyseur accepte et génère les phrases de type (5.58a) et rejette celles de type (5.58b). Les 
contraintes sur le cas du sujet (le nominatif) et sur la grille de sous-catégorisation clu verbe sont 
également respectées. 
x 'naama al 9awlaadu' Parse Tree # 1 ..., A X 
1 
PH 
~ 
V SIIJ 
V ~ 
naama DET 1\1 
DET N 
DET I~ 
al 9awlaadu 
FIGURE 5.22: L'analyse d'une structure VS avec un sujet pluriel (type 5.58a) 
X. Realization Result(s) ..., A )( 
l'JAAMA al WI'.L.o,DAANI 
YANAAMU al WALADA.o,NI 
alWALADAANINAAMAA 
al WALADAANI YANAAlvll'..o,NI 
NAAM.o, al W.o,L.o,DU 
YA"l.o,ArvlU al WALADU 
al WALADU NAArvlA 
al WALADU y.o.NA.o,r'lIU 
NP.AMA al 9J>.V1LAADU 
YANAAIvIU al 9,'WILAADU 
al 9AWLI'..o,DU YANAA/vlUUNA 
al 9AWLAADU NAAlvlUU 
FIGURE 5.23: Génération à partir d'une structure VS (tYI)e 5.58a) 
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u-II t v" x 
ERROR ASK-USER.FOR·NËW-PATHNAr,·IE got l Cirg, want8l 2 ar'gs 
8412816 bytes have been tenured, next gc \'1111 be global.
 
See the documentation for variable EXCL:'GLOBAL-GC·BEHAVIQR- for more information.
 
No parses found
 
[Current process: Type Hierarchy]
 
Il J LKB(3):
 
No parses found
 
Current Interaction x 
sentenceli·6€i,.IiliEilitt'1FFtU'" 
~~alider ~uler 1 
No parses found 
leurrent process: Type Hierarchy) 
[lJ LKB(6) 
FIGURE 5.24: Échec de l'analyse d'une structure VS (type 5.58b) 
L'absence cl 'un sujet lexical 
L'arabe permet l'absence d'un sujet lexical (SN) clans les phn1Ses avec un marqueur cie sujet 
pronominal. Cette possibilité est illustrée dans l'exemple suivant: 
(5.59) katab -tu? al qissatajni 
écrire.FER -lS les- histoires.D.ACC 
« .T'ai écrit les deux histoires » 
Les suites de ce type sont correctement analysées et générées par notre grammaire bien que le 
nœud soit étiqueté SV. Cela revient à la définition cie cette catégorie, qui devrait, nous le pensons, 
être questionnée pour une langue VSO comme l'arabe. 
1 
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x 'katabtu al qissatayni' Parse Tree # 1 v" )( 
sv 
~ 
V S~,J 
V ~ 
katabtu DET N 
1 1 
DET N 
1 1 
DET f\J 
al qissata'lni 
-
fIeURE 5.25: Analyse des structures sans sujet lexical 
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X Realization Resi ~ A ~ 
K,l\TABTUMAA al QISASA 
KATABTUM al QISASA 
KATABTI al QISASA 
I~AKTUBU al QISASA 
TAKTUBIINA al QISASA 
TAKTUBAANI al QISASA 
KATABTUMAA al QISASA 
TAKTUBUUNA al QISASA 
TAKTUBNA al QISASA 
KATABTU al QISASA 
TAKTUBU al QISASA 
9AKTUBU al QISASA 
VAKTUBUUNA al QISASA 
K,'ITABNAA al QISASA 
NAKTUBU al QISASA 
KATABNAA al QISASA 
Kin/IBM al QISASA 
KATABA al QISASA 
KATABAT al QISASA 
TAKTU8Ai',"11 al QISAS,o, 
VAKTU8AAI~1 al QISASA 
KATI',BTUNNA al QISASA 
KI',TABATAA al QISASA 
I~AKTUBU al QISASA 
KATABTU al QISASA 
VAKTUBU al QISASA 
KATABNAA al QISASA 
KATABUU al QISASA 
TAKTUBAANI al QISAS,o. 
TAKTUBU al QISASA 
KATABNA al QISASA 
VAKTUBIIIA al QISf\SA 
KATI',B"IAA al QISI',SA 
9AKTUBU al QISASA 
"IAKTUBU al QISASA 
KATABTA al QISASA 
KATABTUMAA al QISS/ITAVNI 
KI',TABTUM al QISSATAVNI 
KATABTI al QISSATAV"II 
NAKTUBU al QISSATAVNI 
TAKTUBIII'I.". al QISS,".TAVNI 
TAKTUBAAI~I ai QISSATAVNI 
KATABTUMAA ai QISSATAVNI 
TAKTUBUUNA al QISSATAVI~I 
TAKTUBNA al QISSATAVNI 
KATABTU al QISSATAVI~I 
TAKTUBU al QISS,".TAVNI 
9AKTUBU al QISSATAVNI 
VAKTUBUUIII.". al QISSATAVNI 
KATABNAA al QISSATAVI'l1 
NAKTUBU al QISSATAVNI 
KAT,".BNAA al QISSATAVNI 
KATABAA al QISSATAVNI 
KiHABA al QISSATAVNI 
KATABAT al QISSATAVNI 
TAKTUB,".A"II al QISSATAVNI ~ 
1 
FIGURE 5.26: Génération de structures sans sujet lexical (une partie seulement est montrée) 
Notons qu'ici les contraintes sur la grille cie sous-catégorisation cles verbes sont respectées 
également. 
---------
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5.2.3.4.2 L'analyse des marqueurs d'objet 
Les marqueurs d'objet peuvent avoir plusieurs hôtes en arabe: des verbes, des prépositions, 
des nominaux et certaines catégories fonctionnelles (comme les complémenteurs). 
Compléments d'un verbe 
Les phrases suivantes sont des exemples de structures où un marqueur d'objet est attaché il 
un verbe. 
(5.60) a. ?o.l­ wo.lo.do.:ni j- o.klub 
les­ garçons.D.NOl\l1 3­ écrire.IMP 
{( Les deux garçons, ils l'écrivent» 
-a: 
-lvID 
-ni 
-Ind 
-ho.: 
-la 
b. j- o.kluh -u -ha:? 0.1­
3M­ écrire.IMP -Ind -la les­
{( Les deux garçons j'écrivent» 
walado.:ni 
garçons.D.NOI\!1 
c. ?o.l­
la­
hint 
fille 
-u 
-NOM 
wo.hab 
donner.PER 
-al 
-3FS 
-ka 
-te 
-ha: 
-la 
{( La fille, elle te l'a donnée» 
d. ~70.1-
la­
hint 
fille 
-u 
-NOM 
wahah 
donner.PER 
-al 
-3FS 
-ha: 
-la 
-ku 
-te 
Dans la phrase en (5.60a), le marqueur c1'objet apparaît attaché au verbe avec un SN disloqué 
à gauche. L'arbre d'analyse de cette structure dans notre grammaire est représenté dans la figure 
(5.27). 
x .al waladnani yaktubaani haa v A )( 
PH 
SN SV 
DET N V SN~ -----------­DET N li MARQ-OBJ 
DET N yakwbaani haa 
ai waladaani 
FIGURE 5.27: L'analyse assignée ft la structure en (5.60a) 
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Dans la phrase en (5.60b), le marqueur d'objet sépare le verbe et le SN sujet. L'accord est 
partiel puisque le verbe est initial et un accord complet entraîne l'agrammaticalité de la phrase. 
L'analyse de cette structure par notre grammaire donne lieu à la représentation arborescente clans 
la figure (5.28). 
x ~ yaktubu haa al waladaani v A )( 
PH 
~ 
V SN SN 
V MARQ.OBJ ~ 
vaklubu haa	 DET N 
DET N 
DET N 
al walac/aani 
FlGURE 5.28: L'analyse assignée à la structure en (5.60b) 
Les deux phrases en (5.60c,d) illustrent les contraintes sur ['attachement cie deux marqueurs 
d'objet à un même verbe. L'ordre à respecter doit obéir à la contrainte cie la personne (1 < 2 < 3) 
et à la contrainte thématique (bénéficiaire < thème). L'analyse de ces suites par notre grammaire 
est conforme à ces attentes la figure (5.29) est une représentation cie l'analyse réussie de la 
structure en (5.60c) et la figure (5.30) représente J'échec de l'analyse de la phrase agrammaticale 
en (5.60d). 
>t'al bintu wahabat ka haa' Parse Tv.... )( 
PH
.-------------­SN SV 
~~ 
DET N V SN Sl~ 
DET I~ V	 MARQ-OBJ MARQOBJ 
DET N wahabal ka haa 
al biolv 
FIGURE 5.29: L'analyse assignée à la structure en (5.60c) 
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)(lrol l 1 
\IY,l.l,t'\I>:INu. llldllUlllletl U:ll"":ellU:~ Il~l dl \~~1"II1I:L;)1 IfI ~N.4. 
;;; CHECKING FOR OUPLICATE ENTRIES: 
;;; END OF DUPLICATE ENTRIES 
:;: lexicon ched:ed 
Reading ,n rules (ile regles.tdl 
Reading .n root file debut.tdl 
Reading ln p,Hse node hIe noeuds-analyse. toi 
(recompiling semantic indices) 
Indexing cor:1pJete 
BUIlding rule filter 
BUilding Ir connE'Ctions table 
Constructing Ir tanle for non-morphol09icc11 (Hies 
Cir,::jmm;lr innllt (nmnlph:l 
Current Inlerclction )( 
Sentenc~ql:nj1M$W:ml;m, 
CS> An.nuler 
No parses fOUlld 
(Currt?nt process: Type Hierarchyl 
( lIlKB(4): 
FIGURE 5.30: L'échec de l'analyse de la structure en (5.60d) 
Complément d'un nominal 
Les marqueurs d'objet peuvent être des compléments de nominaux, comme dans l'exemple 
suivant: 
(5.61) katab -a ?al­ walad -u qissat -a -In! 
écrire. FER -3M le- garçon -NOM histoire -ACC -son 
« Le garçon a écri t son histoire» 
L'analyse de cette structure donne lieu iL la représentation arborescente de la figure (5.31) . 
.~ 'katdba al waladu qlssal3 hu' Par SE' Tree fi 1 
PH 
 
kal~b D~ S~LE-UNAIRE 
a DET N N MARO-OBJ 
DET N N hu 
al waladu qissata 
FIGURE 5.31: L'analyse d'une structure contenant lin mnrqlleur d'objet. complément d'un nominal 
--------------
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Compléments d'une préposition 
Les marqueurs d'objet peuvent être des compléments d'une préposition, comme l'illustre 
l'exemple suivant: 
(5.62) 7al- walad -u ra:! -a m.in ha: 
\e- garçon -NOM craindre.PER -31',113 de -elle
 
{( Le garçon, il a eu peur d'elle ~~
 
L'analyse de cette structure donne lieu à la représentation arborescente de la figure (5.32). 
x .al waladu xaafa min haa' ')( 
PH 
SN S'V 
/"- ... ~ 
DET N V SP 
DET N V ~ 
, , xaafa P SNDET N ' ,
al waladIJ p. MARQ-OBJ
min haa 
FIGURE 5.32: L'analyse d'une structure contenant un marqueur d'objet complément de préposi­
tion 
Compléments d'une tête fonctionnelle 
Notre grammaire implémente deux têtes fonctionnelles dont l'une peut être hôte des marqueurs 
de sujet et l'autre hôte des marqueurs d'objet. Cette implémentation est cependant provisoire et 
devrait être basée sur une étude plus détaillée de ces têtes. Néanmoins, notre grammaire est 
capable d'analyser trois sortes de structures où l'hôte du marqueur d'objet est un complémenteur 
de type 7inna {( que}) _ L'étiquetage des nœuds syntaxiques de ces structures explicite les règles 
associées à la création de chaque noeud. 
(5.63) a. 7inna -Iw.: 7al­ bint -lt 
que -elle \<1­ fille -NOM 
{( C'est la fille }) 
U. 7ùma -ha: katab -at 7al­ qissat -a 
que -elle écrire.PER -3F3 \'­ histoire -ACC 
{( Elle, elle a écrit l'histoire, certes }) 
--
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c.	 ?inna -ha: min -kllm
 
que -elle de -vous
 
« Elle fai t partie de [votre groupe de gens], certes » 
L'analyse de ces structures nous renvoie les structures arborescentes représentées dans (es 
figures (5.33), (5.34) et (5.35). 
x .inna ha" al bintu' Parsa Tree # 1 x 
TETE·INITIALE·TERNAIRE 
~ 
TYPE·INNA TETE·INITIALE·UNAIRE SN 
Inna MARQ.OBJ ~ 
haa OET N 
OET N 
OET ~J 
al	 bintu 
FIGURE 5.33: L'analyse assignée il la structure en (5.63a) 
x .inna haa katabat al qissata' Parse Tree IF 1 )( 
TETE·INITIALE·TERNAIRE 
~ 
TYPE·INNA TETE·INITIALE·UNAIRE SV 
innn MARO'OBJ ~ 
haa V SN 
li ~ 
ki/ti/bi/t OET NOET N 
OET N 
al	 qissata 
FIGURE 5.34: L'analyse assignée à la structure en (5.63b) 
x
 'irma haa min kum' Parse Tree Il 2 )(
 
TETE·IN IT14LE·TERNAIRE 
~ 
TYPE·INNA TETE·INITIALE·UNAIRE SP 
Inn" ' ~ MA~~~OBJ P TETE.INITIALE.UNAIRE 
P MARQ'OBJ
min kum 
FIGURE 5.35: L'a.nalyse assignée à la structure en (5.63c) 
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5.3 Conclusion 
L'implémentation informatique d'une grammaire des marqueurs d'arguments de l'arabe nous 
a permis de valider nos choix méthodologiques ainsi que notre analyse tout en permettant de 
traiter une grande partie de nos données empiriques. 
Sur le plan empirique, notre grammaire couvre la majorité des contextes où nous pouvons 
constater la présence de marqueurs d'arguments. Les différents contextes ainsi couverts englobent 
les ordres de surface attestés en arabe (essentiellement SVO et VSO), les structures sans sujet lexi­
cal, les phrases introduites par des compJémenteurs, les SN avec annexion de nom ou cie pronom, 
les SV à double complément (nominnJ ou pronominal), les structures avec pronom indépendant 
dans une phrase verbale et les SP avec un dépendant nominal ou pronominal, pour ne citer que 
ces exemples. Nous avons également implémenté les structures illustrant les asymétries de l'ac­
cord suivant J'ordre cIe surface et suivant la nature cIu composant antéposé ou postposé au verbe 
(le SN ou ]e pronom incIépendant). L'ensemble de ces phénomènes est traité de façon à ce que 
toute suite acceptée pa.r l'analyseur ou générée par ce dernier soit grammaticale et toute suite 
agrammaticale soit rejetée. La. grammaticalité et l'a.grammaticalité sont non seulement conformes 
à nos intuitions, mais encore pouvant avoir des équivalents dans notre corpus cIe vérification et 
cIans les livres de grammaire que nous avons consultés. 
Sur le plan cIe l'analyse, cette grammaire nous a également permis cIe tester la pertinence de 
l'analyse linguistique des marqueurs d'arguments dans un système de performance. Rappelons 
ici, de ce que nous avons avancé dans les chapitres III et IV, que nous traitons ces marqueurs 
comme appartenant à deux groupes hétérogènes d'un point de vue morphologique, des affixes et 
des clitiques postlexicaux. Notre grammaire reflète cette distinction en insérant les marqueurs 
de sujet comme faisant partie de leurs hôtes verbaux lors de la cIérivation cIes « mols-verbes )} 
à partir des lexèmes par le biais des règles lexicales flexionnelles appropriées. Notre grammaire 
permet également de rendre compte de l'absence cIu sujet lexical (SN) cIans ces structures où nous 
traitons le marqueur de sujet comme un argument et non comme un simple marqueur d'accord. 
Les marqueurs d'objet sont, par contre, traités comme des « mots)} et sont cIone insérés dans 
des nœucIs syntaxiques autonomes. Ils sont également traités comme appartenant au type lexical 
mot-invariable pour empêcher les règles flexionnelles de changer leur forme phonologique en leur 
assignant des cas morphologiques. Tous leurs traits morphosyntaxiques ainsi que leur cas sont de 
nature lexicale el ils sont donc consignés dans leurs entrées lexicales. 
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Sur le plan théorique, cette implémentation est fidèle au modèle que nous avons adopté. Elle 
repose en fait sur une hiérarchie des types qui englobe non seulement les lexèmes, mais également 
les règles syntaxiques. Ces dernières sont conçues comme des contraintes sur des types particuliers 
de syntagmes et sont de ce fait intégrées dans la hiérarchie générale. Cette dernière, qui ngit 
comme un cadre de définition pour toute la grammaire, repose sur l'idée suivante: nous pouvons 
représenter toute information linguistique grâce à la hiérarchie des types en imposant à ces types 
une seule opération formelle (l'unification) et un seul mode cie représentation (les structures de 
traits typées). L'implémentation de notre grammnire permet ainsi de démontrer la pertinence de 
ces choix théoriques ainsi que la puissance et la flexibilité du formalisme. 
En outre, et même si les règles flexionnelles de notre grammitire restent limitées par les 
contraintes qu'impuse un système CUI1ÇU à l'origine pour une morphologie strictement cono\.­
ténative, celle de l'anglais, l'implémentation de ces règles nous a permis cie mocléliser plusieurs 
aspects productifs de la morphologie des verbes et des noms de l'arabe. Cette implémentation 
permet une grande économie clans les entrées lexicales. Cette économie est souhaitable pour des 
raisons à la fois informatiques et linguistiques. Sur un plan strictement informatique, le traitement 
de la grammaire est accéléré grâce aux règles flexionnelles et pounait être un critère décisif dans 
l'implémentittion d'un lexique à une plus grancle échelle. Sur le plan linguistique, cette manière 
d'aborder la morphologie est une façon adéquate d'exprimer les généralisations clont abonde le 
lexique des langues naturelles. De plus, pour une langue à la morphologie riche comme l'arabe, 
cela devient une nécessité. Nous pouvons clone affirmer que notre choix d'employer le dispositif 
des règles lexicales se justifie sur [e plan computationnel et sur [e plan purement linguistique. En 
fait, une théorie comme celle de Koenig (1999), où aucune règle lexicale n'est employée, serait 
difficilement implémentable et impliquerait probablement une explosion du lexique et une perte 
cie généralisation. 
Malgré la cou verture réduite cie notre grammai re LKB, nous pensons qu'elle consti tue un noyau 
solicle au tour duquel nous pouvons bâtir une grammaire complète cie l'arabe. Notre grammaire 
est en fait à l'image de notre sujet d'étude, un élément d'interface qui fait appel à un grand 
nombre de phénomènes linguistiques et permet cI'en observer les interactions possibles. 
CONCLUSION 
Dans le cadre de cette thèse, nous souhaitions étudier les marqueurs d'arguments de l'arabe 
standard, à savoir les marqueurs de sujet et les marqueurs d'objet, dans le cadre de l'une des 
grammaires à base de contraintes, la grammaire syntagmatique endocentrique HPSG. Cette étude 
se voulait, à la fois, clescriptive, analytique et formelle. 
Dans une perspective purement descriptive, nous voulions établir plusieurs faits concernant 
les marqueurs d'arguments avant d'entreprendre l'analyse en tant que telle. Nous pensons, en fait, 
que cette étape est primordiale, voire nécessaire, pour tenir compte du plus grand nombre possible 
de données. Pour atteindre ce but, qualifions-le d'adéquation descriptive en reprenant un terme 
chomskyen mais dans un sens légèrement différent, nous nous sommes constitué un corpus cie 
vérification. Ce corpus englobe des données textuelles et audio provenant cie plusieurs sources qui 
reflètent les cieux variétés cie l'arabe stilnclarcl, à savoir l'arabe classique et l'arabe moclerne. Nous 
avons également consulté un grane! nombre de livres de grammaire parce que nous pensons que 
ces derniers regorgent non seulement de clonnées pertinentes, mais encore cl 'intuitions, d'analyses 
et d'explications fort instructives. C'est le cas, par exemple, du Livre de Sibawayhi et de Charh 
El Kaafiya de Astarabaadii. Nous nous sommes également servi cie nos intuitions personnelles 
pour construire des exemples simplifiés imitant les structures rencontrées clans notre corpus. 
Lors cie ce travail clescriptif, nous avons isolé les phénomènes qui impliquent les marqueurs 
d'arguments en les confrontant aux phénomènes impliquant les pronollls indépendants et les syn­
tagmes nominaux. Nous avons également recensé les similitudes et les divergences entre les deux 
sous-groupes de ces marqueurs, à savoir les marqueurs de sujet et les marqueurs cl 'objet. Nous 
avons ainsi remarqué qu'il existe, clans la grammaire cie l'arabe, un réseau cie liens complexes 
entre ces différentes unités. D'une part, les mitrqueurs de sujet partagent avec les marqueurs 
d'objet certaines propriétés morphosyntaxiques (comme le sous-spécification du trait de nombre), 
catégorielles (l'étiquette pronomin<tle est justifiée en prenant en compte les définitions fournies 
par Bresnan (2001)) et phonologiques (l'attachement et la sensibilité aux règles de l'assignation 
cie l'accent). Ce partage de propriétés n'empêche pas l'apparition de plusieurs différences tant 
sur le plan syntaxique (le comportement vis-à-vis des structures à corroboration appositive, par 
exemple), que morphologique (les frontières clu mot morphologique englobant les marqueurs cie 
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sujet et excluant les marqueurs d'objet). D'autre part, les marqueurs d'arguments partagent avec 
les pronoms indépendants certaines propriétés, comme l'appartenance catégorielle et les simili­
tudes morphophonologiques, mais ils s'en démarquent par leurs propriétés distributionnelles ainsi 
que sur le plan purement phonologique de l'attachement. En outre, les marqueurs d'arguments 
semblent partager avec les syntagmes nominaux certaines propriétés morphosyntaxiques compte 
tenu de leur argumentalité dans certains contextes et de leur rôle d'explétifs dans d'autres, mais 
les différences entre ces unités et ces SN sont évidentes ne serait-ce que sur le plan morphologique 
et sur le plan morphophonologique. Finalement, les syntagmes nominaux sont en distribution 
complémentaire avec certains pronoms indépendants. C'est le cas lorsque nous observons les oc­
currences des pronoms indépendants accusatifs, dont la position préverl)ale est obligatoire alors 
que les SN accusatifs peuvent occuper autant cette position que celle qui est postposée. Toute­
fois, la position postverbale accueille également les marqueurs d'objet, qui se trouvent ainsi en 
distril)ution complémentaire avec les pronoms indépendants accusatifs. 
Ce réseau de liens, constitué des marqueurs d'arguments, des pronoms indépendants et des 
syntagmes nominaux, illustre la place occupée par ces marqueurs dans le système grammatical 
de l'arabe. Nous pouvons ainsi soutenir l'idée selon laquelle ils sont des éléments d'interface 
dont l'étude doit faire appel non seulement à la syntaxe, mais également à la phonologie et 
à la morphologie en plus des interfaces entre ces systèmes, Èt. savoir la morphophonologie et la 
morphosyntaxe. C'est pour cette wison que le volet analytique de notre thèse était centré sur deux 
questions: le statut morphologique et le statut morphosyntaxique des marqueurs d'arguments. 
Le problème que nous voulions résoudre est de savoir dans quel module de la grammaire nos 
marqueurs doivent être étudiés? 
Pour répondre à cette question, nous avons consacré le chapitre III à la question morphosyn­
taxique et le chapitre IV à la question morphologique. La question morphosyntaxique s'énonce 
dans ces termes: si les marqueurs d'arguments entrent dans des relations distributionnelles (par­
fois, de complémentarité), peut-on les analyser comme des arguments? La question morphologique 
s'énonce ainsi: si les marqueurs d'arguments ont cette propriété essentielle d'être attachés à des 
hôtes, sont-ils des affixes, faisant ainsi partie de leurs hôtes, ou des clitiques postlexicaux, attachés 
à leurs hôtes en une phase postlexicale? Nous avons posé ces deux questions en gardant en tête 
notre hypothèse de départ, à savoir que le statut morphologique et le statut morphosyntaxique 
n'ont pas à avoir une relation un-à-un. En d'autres termes, nous sommes d'avis, tout comme 
Auger (1994), que les affixes n'ont pas à être forcément des marqueurs d'accord. Cette idée se 
vérifie-t-elle dans le cas des marqueurs d'arguments de l'arabe? 
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Pour répondre à la première question, nous avons passé en revue les deux hypothèses princi­
pales défendues dans la littérature: l'hypothèse dite argumentale et celle dite flexionnelle. Nous 
avons démontré que ces deux hypothèses posent certains problèmes et n'embrassent pas le do­
maine empirique que nous avons défini dans le chapitre II. Nous avons opté pour une hypothèse 
qui reflète nos observations empiriques dans le chapitre III et nous avons donc soutenu l'idée selon 
laquelle les marqueurs de sujet ne doivent pas être traités sur un pied d'égalité avec les marqueurs 
d'objet lorsque l'on entreprend d'analyser leur statut morphosyntaxique. Les premiers regroupent 
en réalité cieux sortes d'unités: cles marqueurs d'accord et des pronoms. Les marqueurs d'accord 
sont exclusivement de troisième personne du singulier et se rencontrent clans les structures à verbe 
initial, à savoir en présence cI'un sujet lexical (un SN nominatjf postposé). Les pronoms sont les 
autres unités du paradigme, mais également les unités portant les traits 3S. Nous constatons ainsi 
qu'il existe une certaine ambiguïté fonctionnelle dans le paradigme des marqueurs de sujet de 3S, 
puisque ces derniers couvrent deux réalités différentes, celle de pronoms et celle de marqueurs 
d'accord. Les pronoms se distinguent des marqueurs d'accord par la spécification du nombre, ce 
trait étant sous-spécifié dans les unités du deuxième type. 
Cette analyse a été confrontée à l'un des problèmes les plus débattus de la linguistique arabe, 
à savoir celui des asymétries de l'accord. Ce dernier a été présenté de manière systématique dans 
le chapitre III. Nous avons ainsi présenté toutes les données que nous avons cru pertinentes, nous 
avons classifié les approches proposées selon les courants d'analyse et nous avons exposé ce que 
nous croyons être une manière d'aborder la question tout en ayant à l'esprit toutes les données 
pertinentes. Ce travail nous a poussé à nous interroger sur le statut précis des structures appelées 
SVO. Selon notre analyse, ces dernières n'ont pas d'existence réelle en arabe si le «S)} est considéré 
comme le sujet. Ce constituant nominatif préverbal, qu'il soit co-indicé avec un marqueur de sujet 
ou un marqueur d'objet, est disloqué. Sans que ce terme à saveur transformationnelle n'implique 
un déplacement syntaxique, il désigne dans notre analyse le fait qu'un constituant soit réalisé en 
périphérie de la phrase en maintenant des liens de coréférence avec les marqueurs d'arguments 
qui sont, eux, des arguments cie la tête. 
Cette analyse est corroborée par nos observations lors de l'écoute de notre corpus audio 
chaque fois qu'un constituant nominatif préverba! est réalisé, il est séparé du reste de la phrase 
par une coupure intonatoire. Cette coupure étant le trait distinctif entre la dislocation et le 
redoublement selon la théorie sur laquelle nous nous basons, nous en concluons que les SN (et 
les pronoms indépendants) nominatifs préverbaux sont clisloqués. À la lumière de cette approche, 
nous pouvons avancer l'idée selon laquelle les asymétries de l'accord ne sont, après tout, que 
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l'expression de deux relations d'accord différentes: un accord anaphorique, non local, et un accord 
grammatical, local de nature. Ces notions proviennent de l'ouvrage de Bresnan et IvIchombo (1987) 
et l'application des tests proposés par ces auteurs pour distinguer ces deux sortes d'accord donne 
lieu au constat suivant: l'ordre dit SVO illustre un cas d'accord anaphorique en tous points 
semblable à l'accord anaphorique entre un objet préposé et le marqueur d'objet, l'ordre VSO, 
au contraire, est un contexte d'accord grammatical. Ainsi, le véritable accord entre le sujet et 
le verbe se réalise dans les structures où le verbe est initial et il est un accord partiel (avec une 
sous-spécification du nombre). Aussi peu naturel que cela puisse paraître, l'accord grammatical en 
arabe est caractérisé par une certaine pauvreté ou sous-spécification qui touche autant le système 
nominal (en y incluant l'accord adjectival) que le système verbal. 
Nous avons égalemeuL suulevé d'autres questions touchant la problématique des asymétries 
de l'accord, dont celle de la variation dialectale. Les dialectes arabes contemporains réalisent un 
accord riche dans l'ordre VSO et ce comportement constitue un défi ft toutes les approches de la 
question. Nous avons proposé de traiter cette variation en faisant appel à l'évolution diachronique 
et en insistant sur les différences existant au sein même des dialectes étudiés. 
La morphosyntaxe des marqueurs d'objet est moins problématique même si un auteur, Shlonsky 
(1997), propose une analyse en termes de projection d'accord AGR. Nous avons discuté cie cette 
approche et nous avons démontré qu'elle ne peut rendre compte de plusieurs phénomènes ob­
servés. Notre analyse, sur ce point, fait la distinction entre des marqueurs d'objet argumentaux 
(essentiellement compléments de têtes lexicales) et de marqueurs d'objet non argurtlentaux (com­
pléments de têtes fonctionnelles). 
Soulever la question de la morphosyntaxe des marqueurs d'arguments était pour nous une 
occasion d'aborder plusieurs questions qui ont trait à la syntaxe de l'arabe. Ces marqueurs ont 
ainsi prouvé Jeur trait de caractère le plus imminent: on ne peut les analyser sans toucher au 
coeur même du système gra.mmatical de cette langue. 
La deuxième question à laquelle nous avons essayé cie répondre dans notre thèse concemait 
l'aspect morphologique des marqueurs d'arguments: sont-ils des affixes ou des clitiques postlexi­
caux? L'importance de poser cette question provient du fait que ces deux statuts morphologiques 
impliquent deux sortes différentes de traitement: un traitement lexical dans le cas des affixes et 
un traitement syntaxique dans le cas des clitiques. 
Pour répondre à cette question, nous avons eu recours aux tests communément appelés les 
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tests de Zwicky ainsi qu'aux critères d'autres auteurs, dont Miller (1992). Nous avons passé 
en revue ces différents tests, nous avons testé certaines de leurs prédictions sur des données de 
l'arabe et nous les avons appliqués aux marqueurs d'arguments. Il s'en est suivi que ces unités sont 
hétérogènes sur le plan morphologique: les marqueurs de sujet sont compatil)les avec l'étiquette 
d'affixes (flexionnels) alors que les marqueurs d'objet présentent à la fois les propriétés des mots 
et celles des affixes. Cela nous a permis de statuer, en ce qui concerne ces derniers, en proposant 
de les traiter comme clitiques, étant donné qu'un clitique est, au fond, une unité langagière dont 
les propriétés sont un amalgame de celles des mots et de celles des affixes. Ce statut intermédiaire 
a, à maintes reprises, été avancé comme étant le critère déterminant de ce qui est un c1itique par 
des auteurs comme Zwicky (1977) et Miller et iVIonachesi (2003). 
Le tableau suivant résume ces résultats: 
Morphosyntaxe Morphologie 
Marqueurs de sujet arguments, marqueurs d'accord affixes 
Marqueurs d'objet arguments, explétifs, thèmes clitiques 
TABLEAU 1: Le résultat de l'an<\lyse des marqueurs d'arguments 
Cela nous <\ permis de connrmer nos hypothèses énoncées dans l'introduction 
1.	 Le statut morphologique des marqueurs d'arguments doit être séparé de leur statut mor­
pI10synt<\xique, les affixes n'ét<\nt pas forcément des marqueurs d'accord. 
2.	 On ne peut traiter les marqueurs d'arguments de manière uniforme. Les marqueurs de sujet 
diffèrent des marqueurs d'objet sur plusieurs plans et doivent être analysés en prenant en 
compte ces différences. Les marqueurs de sujet sont des affixes flexionnels nlors que les 
marqueurs d'objet sont des clitiques. 
3.	 On ne peut traiter les marqueurs d'objet comme des affixes. À l'encontre de la majorité des 
analyses des clitiques dans le cadre de EPSG, qui tendent à dissoudre ces unités dans l'éti­
quette affixule, nous pensons qu'i! y a lieu de postuler l'existence d'une catégorie autonome, 
celle des clitiques, différente de celle des uffixes. 
4.	 Les marqueurs de sujet sont des affixes flexionnels faisant partie des entrées lexicales des 
verbes qui en sont les hôtes. 
Cette fl.nalyse des marqueurs d'arguments a été modélisée dans une théorie linguistique basée 
sur les contraintes, la grammaire syntagmatique endocentrique (EPSG). Cette théorie, dont nous 
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avons présenté les principes rie bi1.~e et des exemples d'application dans le premier chapitre, s'est 
avérée un cadre formel et théorique adéquat. 
Le défi que présentait cette modélisation était essentiellement le fait que cette grammaire avait 
une longue tradition en ce qui a trait aux langues germaniques et romanes, mais peu a été fait 
dans les langues sémitiques. Toutefois, la flexibilité de ce cadre est telle que nous n'avons pas eu 
besoin de modifier la théorie pour rendre compte des données. Une seule opération, l'unification, 
et une seule structure de données, la structure de traits, étaient suffisantes pour modéliser le 
comportement des marqueurs d'arguments. Il va de soi que nous avons effectué certains choix 
théoriques, comme le recours aux règles lexicales, qui ne font pas l'unanimité, mais nous pensons 
que ces choix sont amplement motivés par la nature de la langue étudiée. Le lexique de l'arabe 
ne peut en fait être convenablement moclélisé sans rendre compte de toutes les régularités (mor­
phologiques essentiellement) qui le caractérisent. La redondance lexicale est donc éliminée grâce 
ft l'adoption du dispositif des règles de redondance, ou règles lexicales. 
Cette modélisation, unique en son genre en ce qui a trait ft la langue étudiée, prouve que 
le modèle est assez puissant pour rendre compte de phénomènes langagiers issus de familles de 
langues aussi différentes que les langues sémitiques et les langues romanes grâce surtout ft la 
flexibilité de l'approche lexicaliste. Cette dernière localise une grande partie des informations 
linguistiques pertinentes dans les entrées lexicales et dans la hiérarchie des types. Le nombre de 
règles strictement syntaxiques est ainsi réduit gràce à la richesse du lexique et grâce à la puissance 
du dispositif des structures de traits typées. 
Le cinqL1ième chapitre de notre thèse a été consacré à cette modélisation et à une implémen­
tation informatique qui constituai t un test permettant de mesurer l'efficaci té de l'analyse et sa 
faisabilité dans un système de performance. Pour ce faire, nous avons écrit une grammaire de 
l'arabe et l'avons implémentée dans l'environnement de développement LKB. Cette implémen­
tation a. prouvé la faisabilité du modèle que nous avons proposé et sa conformité aux principes 
des grammaires à base de contraintes. Notre grammaire est ainsi capable d'analyser, de rejeter et 
de générer des phrases en partant d'un lexique réduit, de quelques règles syntaxiques modélisées 
sous forme de contraintes sur des types syntagmatiques et de quelques règles lexicales (de nature 
à la fois morphophonologique et morphosyntaxique). 
Notre recherche sur les marqueurs d'arguments de l'arabe nous a donné l'occasion de toucher à 
plusieurs aspects de la grammaire de cette langue. Du fait de leurs propriétés linguistiques en tant 
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qu'éléments cl 'interface, ces marqueurs, et surtout les marqueurs de sujet, constituent un champ 
de recherches fertile et presque inépuisable. La description, l'analyse, la modélisation, ainsi que 
l'implémentation constituent, nous le croyons fermement, des étapes nécessaires pour avoir une 
compréhension adéquate de ces éléments. La présence de ces quatre étapes essentielles ,lU sein 
d'un même travail constitue en elle-même une contribution non seulement à l'étude linguistique 
de ces unités, mais également à la théorie HPSG et aux grammaires à base de contraintes en 
général. 
Cette recherche est également unique en son genre eu égard à deux aspects: le sujet étudié et 
le cadre théorique. En ce qui a trait au sujet étudié, aucun travail précédent n'a été entièrement 
consacré aux marqueurs d'arguments de l'arabe. Les travaux cités dans cette thèse portent géné­
ralement sur d'autres phénomènes et touchent à une partie ou à une autre de l'illlage COIllI)lexe 
que présentent ces marqueurs. Ainsi, le fait de consacrer un travail de recherche de longue haleine 
à ces unités permet une meilleure compréhension de plusieurs phénomènes, dont, notamment, les 
asymétries de l'accord et certains aspects de la question de la variation dialectale arabe. Cela 
s'ajoute évidemment à l'étude pure et simple de ces marqueurs. Notons que cette étude apporte 
un grand lot de richesse grâce à la diversité des sources consultées et donc grâce à la richesse du 
domaine empirique que nous avons ainsi couvert par nos exemples. 
Quant au cadre théorique, les recherches sur les phénomènes impliquant les Inngues sémitiques 
da.ns le cadre de la théorie HPSG sont plutôt peu nombreuses. Nous pensons donc que notre 
contribution est précieuse pour toute recherche future portnnt sur ces langues et s'inscrivnnt dans 
le cadre de cette théorie. De plus, ayant mené notre recherche sur les marqueurs c1'arguments, 
qui constituent des éléments d'interface, nous avons eu l'occasion d'aborder plusieurs questions 
d'ordres théorique et formel qui peuvent servir de base à un travail de recherche beauCOUI) plus 
global. Une grammaire HPSG de l'arabe est donc possible en partant d'une grammaire HPSG 
des marqueurs d'arguments comme celle que nous proposons. 
Pour terminer cette conclusion, nous rappelons les limites de notre travail ainsi que les pers­
pectives que nous envisageons. 
Notons, tout d'abord, que ce travail que nous voulions aussi collé que possible aux données 
empiriques pertinentes ne peut rendre compte de tous les contextes dans lesquels on emploie les 
marqueurs d'arguments. L'une des raisons de ce constat c'est que nous avons volontairement. éli­
miné les contextes où les marqueurs de sujet sont attachés à des verbes dits défectifs, analysés par 
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certains comme des auxiliaires. Ces verbes, qui englobent ka:na et ses soeurs dans la terminologie 
traditionnelle, mais également les verbes inchoatifs, se déclinent comme les verbes non défectifs 
tout en affectant le sujet et le prédicat de la phrase équative ou de la phrase avec un SN disloqué 
à gauche. Ils assignent ainsi le cas nominatif au premier élément et le cas accusatif au deuxième 
(si ce dernier est nominal). Ils peuvent également être employés sans le premier SN, auquel cas le 
marqueur de sujet occupe cette position. En outre, ces verbes présentent les mêmes asymétries de 
l'accord que tout autre verbe de l'arabe (accord riche vs accord partiel). Le débat qui les entoure 
consiste à se demander si nous pouvons les traiter comllle auxiliaires ou non. Nous avons évité 
ce débat parce qu'il ne fait pas partie de notre sujet d'étude et parce qu'il n'affecte en rien notre 
analyse des marqueurs cie sujet. Ces derniers peuvent ainsi être analysés, globalement, clans la 
même ligne d'idées de ce que nous avons proposé dans notre thèse. Les marqueurs de sujet qui 
s'attachent aux verbes défectifs sont ainsi les mêmes affixes qui s'attachent aux verbes normaux 
et ils ont les mêmes statuts morphosyntaxiques : celui d'arguments, comme en (la) et celui cie 
marqueurs cI'accorcl, comme en (lb). 
(1) a. bana:t 
filles 
-u 
-NOM 
-ka 
-tes 
kun 
être 
-na 
-3FS 
j ­
3­
al'lab 
jouer.IlvlP 
-na 
-FS 
« Tes filles, elles étaient en train de jouer» 
b. ka:n 
être 
-at 
-3F 
bcma:t 
filles 
-11. 
-NüfvI 
-ka 
-tes 
j ­
3­
al'! ab 
jouer.IflilP 
-na 
-FS 
« Tes filles étaient en train de jouer» 
Le problème réside en fait cians l'expression du temps. Le verbe principal est à l'imperfectif et 
ce mode a généralement une valeur de présent ou de futur. L'emploi de ka:na force une interpréta­
tion au passé. L'expression du mode, de l'aspect et du temps semble clonc s'amalgamer de nouveau 
aux marqueurs cie sujet. Rappelons que cela s'observe avec l'imperfectif cles autres verbes, puisque 
certains cles marqueurs de sujet qui s'attachent aux verbes à cet aspect se trouvent concaténés 
à des marques d'aspect/mode et posent plus d'un problème quand nous voulons les isoler. Et 
si le problème était la rnorphologie de l'imperfectif justement? Nous nous sommes aventuré sur 
ce sent.ier dans notre thèse et nous avons fait des choix motivés, mais l'expression de l'aspect et 
du temps en arabe mériterait beaucoup plus d'investigations et pourrait constituer un projet de 
recherche à part entière. Cette étude ne pourrait passer sous silence le rôle joué par les marqueurs 
de sujet et nous sommes convaincu que notre analyse constituerait un bon point de départ lors 
de recherches futures sur ce sujet. 
Annexes
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EXEMPLES CITÉS 
Les exemples arnbes cités dans la thèse sont regroupés ici par chapitre. 
Chapitre II 
(1) a. huwa 'lo,lijj -un ?ibn -u munammad-m 
lui Ali -NOM fils -NOM Mohammed -CÉN 
{( Il est Ali fils de t-/lohammed » 
b.	 ?anta ? akal -ta f aba: b -a -ka 
toi manger.PER -2MS jeunesse -ACC -ta 
{( Toi, tu as dilapidé ta jeunesse» 
c,	 ?akal -ta faba:b -a -ka 
manger.PER -21v1S jeunesse -ACC -ta 
{( Tu as dilapidé ta jeunesse» 
(2) a. hal ra?aj 
est-ce-que voir.PER 
{( L'as-tu vue? » 
-ta 
-2MS 
-ha: 
-la 
? 
b. xi! -tu 
avoir.peur.PER -IS 
« ,j'ai eu peur d'elle» 
min 
de 
-ha: 
-elle 
(3) hal ra?aj -ta -ha: ? 
est-ce-que voir.PER -2MS -la 
« L'as-tu vue? » 
(4) hum, daxal -U:i 
eux entrer.PER -3MP 
« Eux, ils sont entrés » 
(5) a.. lWWQ'i j,.- uhibb -u ha:dha: 
lui 3]VIS- aimer.IlvlP -ind cei 
{( Lui, il aime ceci» 
b.	 hi]Q..i ii - Uflibb -u /w:c1ha: 
elle 3FS- aimer.IMP -ind ceci 
« Elle, elle aime ceci» 
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(6) lam t- axrmS -u: ---> ?uxnLt)) ou: 1 
ne.pas 2 sortir.IiVIP 21VIP sortir.IMPÉ -2MP 
(7) a. j- aktv,b -u sa: mi: risa:lat -a -n 
31VI- écr ire.I Ivl P -Incl Sami lettre -ACC -Indé 
« Sami écri t une lettre » 
b, t- o,ktub -u I-binta:ni risa:lat -a -n 
3F- écrire.IlVIP -Incl les-deux.filles lettre -ACC -Indé 
« Les deux filles écrivent une lettre» 
c. t- aktub -lL 'T/.-nis:? -u risa:lat -a -n 
3F- écrire.IMP -Incl les-femmes-NOiVI lettre -ACC -Inclé 
« Les femmes écrivent une lettre» 
cl. j- aktub -u I-?awla:d-u risa:lat -a -n 
31VI- écrire.IlVIP -Incl les-garçons-NOM lettre -ACC -Inclé 
« Les garçons écrivent une lettre» 
(8) a. katab -a sa:mi: riso.: lat -a -n 
écrire.PER -31VI Sami lettre -ACC ·Inclé
 
« Sami a écrit une lettre»
 
b. katab -at l-bintCL:ni risa:lat -a -n 
écrire.PER -3F les-cieux filles lettre -ACC -Inclé 
« Les cieux filles ont écrit une lettre» 
c. katab -at n-nis:? -u risa:lo.t -a -n 
écrire.PER -3F les-femmes-NOM lettre -ACC -Inclé 
« Les femmes écrivent une lettre» 
cl. katab -a I-? awlCL: d-u risa:lat -a -n 
écrire.PER -3M les-garçons-NOIV1 lettre -ACC -Inclé 
« Les garçons ont écrit une lettre» 
(9) a, !wwo-; katab -ai. risa:lat -a -n 
lui écrirePER -3iVIS lettre -ACC -In clé
 
« Lui, il a écrit une lettre»
 
b. !mwai ra?aj -t'u -hUi ?amsi 
lui voiLPER -lS -le hier 
({ Lui, je l'ai vu hier» 
c, katab -ai. !WWClj risa:lat -a -n 
écrirePER -31V1S lui lettre -A CC -Inclé 
« Il a écrit une lettre, lui» 
cl. ra? aj -lu -hUi lw.wai ?amsi 
voiLPER -lS -le lui hier
 
« .Te l'ai vu hier, lui»
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(10) hunna ?axawa:t -u /- mtLnOir -i 
elles sœurs -NOM le- Ivlundhir -GÉN 
« Elles sont les sœurs d'El tvlundhir » 
(11) a. '?1l11a: 
moi 
huwa 
lui 
/­
le-
Ja:'îil 
faiseur 
-tL 
-NOrvl 
(1 rc personne) 
« C'est moi le malfaiteur» 
b. ?anta 
toi 
huwa 
lui 
/­
le­
fa:'îi/ 
faiseur 
-u 
-NOM 
(2" personne) 
« C'est toi le malfaiteur » 
c. zajd -un huwa /­ Ja:'î.i/ 
Zayd -NOlvl lui le- faiseur 
« C'est Zayd le malfaiteur» 
-u 
-NOM 
(3" personne) 
(12) a. huwa /- kaw11 -u tlajj -u -11 
lui 1'- univers -N0 1"'1 vivant -NOM -Indé 
« Le fait est que l'univers est un vivant» 
b. hija /- ?umm -u madrasat -u -n 
elle la- mère -NOIvl école -NOM -Indé 
« Le fait est que la mère est une [véritable] école» 
(13) a. qaml -tu r- risa? lat -a 
lire.PER -1S la- lettre -ACC
 
« .l'ai lu la lettre»
 
b.	 ? ar- risa'?lat -a qara? -tu 
1i1,- lettre -ACe lirePER -1S 
« C'est la lettre que j'ai lue (et non le roman) » 
c.	 ? ijja: ha: qara? -lu 
elle(ACC) lire.PER -1S
 
« C'est elle que j'ai lue (et non une autre) »
 
d.	 *qara? -tu ? ijja: ha:
 
lire.PER -1S elle(ACC)
 
(14) qara? -lu -ha: 
lire.PER -lS -la
 
« .le l'ai lue»
 
(15) a. wahab -lu -ka -ha: 
donner.PER -1S -te -la
 
« .le te l'ai donnée»
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b. wahab -tu -ka 
donner.PER -lS -te 
« .le te ['ai donnée» 
?ijja:ha: 
elle(ACC) 
(16) a. *ra?j 
voir.PER 
-tu 
-lS 
-h1./.; 
-le 
s'adi:q 
ami 
-i:i 
-mon 
(marqueur cl 'objet) 
a'. ra?j -tu 
voir.PER -lS 
({ Je j'ai vu }} 
-hu 
-le 
a". ra?j -tu 
voir.PER -lS 
s 'adi: q 
ami 
({ .l'ai vu mon ami» 
-i: 
-mon 
b. *nat/<;ah 
réussirPER 
Ou:; 
-3MP 
?as 'diqo.:? 
amis 
-i:.; 
-mes 
(marqueur de sujet) 
b'. nat/<;ah ou: 
réussirPER -3MP 
« Ils ont réussi » 
b". nat/<;ah -u.; 
réussirPER -3M 
?as 'diqa:? 
amis 
« Mes n.mis ont réussi )} 
-i: i 
-mes 
(17) a. ra?aj -lu -hu; 
voirPER -lS -le 
({ .re l'ai vue, lui» 
huwai 
lui(NOiVI) 
(marqueur cl 'objet) 
b. rat/<;a'l -ai 
revenir.PER -3~/IS 
({ Il est revenu, lui» 
huwai 
lui(NOM) 
(marqueur de sujet) 
(18) a. *ra?aj 
voir.PER 
-lu 
-lS 
-hu 
-le 
wa 
et 
-ha: 
-la 
(marqueur cl 'objet) 
b. ra?aj -ln -hu wa 
voir.PER -lS -le et 
« Je l'ai vu et je l'ai vue» 
raÏaj 
voirPER 
-lu 
-lS 
-ha: 
-la 
c. *<.5-t? 
venir.PER 
-tu 
-lS 
wa 
et 
-ta 
-2MS 
(marqueur de sujet) 
d. <Ba -tu wa t!sa 
venirPER -lS et venir.PER 
({ .le suis venu et toi aussi» 
-la 
-21v1S 
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(19) a. *ra?aj 
voir.PER 
-tu 
-13 
-HU 
-LE 
(marqueur cl'objet focalisé) 
b. ?ijja:hu ra'? aj -tu 
lui(ACC) voir.PER -13 
« C'est lui que j'ai vu » 
c. *nim -TU 
dormir.PER -13 
(Pro.Ind.ACC focalbé) 
(marqueur cie sujet focalisé) 
cl. '?an:a nim -tu 
moi dUllnir.PER -13 
« C'est moi qui me suis endormi» 
(Pro.Incl.NOrV! focalisé) 
(20) a. katab -ta 
écrire.PER -2M3 
« Tu l'as écrite» 
-ha: 
-la 
b. kita:b -u 
[ivre -NOrvl 
« son livre » 
-ha: 
-son 
c. xi! -tu min 
craindre.PER -13 cie 
« .l'ai eu peur d'elle» 
-ha: 
-elle 
d. ? inna -ha: qari: bat -u 
que -elle proche -NOrv! 
« Elle est proche, certes» 
-n 
-!nùé 
(21) a. rQ,ga'l -u: 
revenir.PER -3IV!P 
« Ils sont revenus » 
b. j- an!îi'i' 
3­ revenir.IMP 
« Ils reviennent» 
-u: 
-MP 
-na 
-Ind 
c. ?in!îi'l 
revenir.IMPÉ 
« Revenez 1 » 
-u: 
-2MP 
(22) a. katab -tu 
écrire.PER -13 
« .l'ai écrit» 
b. katab -tu 
écrire.PER -13 
« .le l'ai écrite» 
-ha: 
-la 
313 
c.	 *katab -ha: 
écrire.PER -la 
cl.	 "katab -ha: -tu 
écrire.PER -la -lS 
e. t­aktub -a: -ni -ha: 
2­ écrire.IrvIP -IVID -Incl -la 
« Vous (cieux) l'écrivez )} 
(23) a. ?al- mu'! allimu:na j- uya:dir -u: -na l- qa:'!at -a 
les- enseignants 3- quitter.IMP -l'VIP-Incl 101- salle -ACC 
« Les enseignants, ils quittent la salle )} 
b.	 ?al- mu'lallima:ni j- uya:dir -a:-ni l- qa:'l at -a 
Ies- deux.ellseignants 3- quitter.IMP -MD-Incl la­ salle -A CC 
« Les deux enseignants, ils quittent la salle» 
(24) a. qa: bal -tu -hu naIs -a -!tu	 (mmquem d'objet ACC) 
rencontrer.PER -lS -le âme-ACC-son 
« .Te l'ai rencontré, lui-même» 
b.	 farar -tu min -hu nafs -i -hi (marqueur cI'objet GÉN) 
fuir.PER -13 cie -lui âme-GÉN-son 
« .Je l'ai fui, lui-même» 
c.	 *tsa:? ou: ?anfus -u -hum (marqueur de sujet) 
venirPER -3MP âmes-NaM-leurs 
(25) <.5a:? ou: hum., ?anfus -1. -humi. 
venir.PER -3MP eux âmes-NOivl-leurs 
« Ils sont venus, eux-mêmes » 
(26) ê1.. bajt -u -ha: 
maison -NOM -sa 
« sa maison }) 
a'.	 '''bajt -u ?ijja:ha: 
maison -NOM elle 
b.	 min -ha: 
cie -elle 
« d'elle» 
b'.	 "'min ?ijja:ha: 
de elle 
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c. ?anna -ha: 
que -elle 
« qu'elle» 
c'. '7 anna ?ijja:ha: 
que elle 
d. laqi: -tu -ha: 
trouver.PER -13 -la 
« .Te l'ai trouvée» 
d' *lo!ji: -tu ?ijja:ha: 
trouver.PER -13 elle 
(27) a. xii -tu r­ ra%1tl -a lis's' -a -n 
croire.PER -13 1'­ homme -ACC voleur -ACC -Indé 
« J'ai confondu l'homme avec un voleur » 
b. xii -tu -hu lis 's' -a -n 
croire.PER -13 -le voleur -ACC -Indé 
« .Te l'ai confondu avec un voleur » 
b. *xi/ -tu -hu -hu 
croire.PER -13 -le -le 
(28) a. wahab -tu -ka /- kita:b -a 
donner.PER -13 -te le-livre-ACC 
« je t'ai donné le livre» 
b. wahab -tu -ka -hu 
donner.PER -13 -te -le 
« Je te ['ai donné» 
c. wahab -tu -ka ?ijja:hu 
donner.PER -13 -te lui(ACC) 
« .Te te l'ai donné» 
(29) a. bojl -1' zajd -in 
maison -N 0 l'vI Zaycl-GÉN 
« la maison de Zayd » 
a'. bajt -u -hu 
maison -NOM -sa 
« sa maison» 
b. '1inda zajd -in 
chez Zaycl-GÉN 
« chez Zayd» 
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b'. 'linda -hu 
chez -lui 
« chez lui » 
c. ?anna zajd -an 
que Zayd-ACC 
« que Zaycl » 
c'. ?anna -hu 
que -il 
« qu'il » 
cl. lagi: -tu zajd -an 
trouver.PER -18 Zayd-ACC 
« .T'ai trouvé Zayd» 
d'. lagi: -lu 
trouver.PER -13 
« .Je l'ai trouvé» 
-hu 
-le 
e. zajd -an lagi: -lu 
Zaycl-ACC trouver.PER -18 
« C'est Zn.yd CIlie j'ni trouvé (et non Michel) » 
e'. ?ijja:hu lagi: -tu 
lui(ACC) trouver.PER -18 
« C'est lui que j'ai trouvé (et non elle) » 
(30) a. *waha.b 
donner.PER 
-tu 
-18 
-hu 
-lui 
-ka 
-te 
b. wahab -tu -hu 
donnel .PER -18 -lui 
« .Te t'ai donné Fi. lui » 
?ijja:ka 
toi 
(31) a. xii -tu -ka lis's'-a-n 
croire.PER -13 -te voleur-ACC-Indé 
« .T'ai cru que tu étais un voleur" 
b. *xil -lu -ka -hu 
croire.PER -18 -te -le 
c. xii -t'IL -ka ?ijja:hu 
croire.PER -18 -te lui 
« .J'ai cru que tu l'étais» 
Chapitre III 
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(32) wi:n -hum l-wla:ad 
où -eux les-garçons
 
« Où sont les garçons? »
 
(33) a.	 fhim -t -ha:i la- l­ m'lalme.; 
comprenclre.PER -IS -la à- 1'- enseignante 
« .J'ai compris l'enseignante» 
b. *fhim ·t -ha:i l- m'lalme;. 
comprendre.PER -IS -la 1'- enseignante 
(34) ?ar- risa:lat -a qara? -tu 
la- lettre -ACC lire.PER -lS
 
? « La lettre, j'ai lu »
 
(35) a.	 katab -t1l -ha: 
écrire.PER -lS -la
 
« .Je l'ai écrite»
 
b. bajt -u -ha: 
maison -NOtvl -sa
 
« sa maison»
 
c. xif -tu min -ha: 
craindre.PER -IS de -elle 
« .J'ai eu peur d'elle» 
d. ka: lib -u [- qis's'at -i sa:rid -11. .ha: 
écrivain -NO]vl le- roman -GÉN narrateur -NOl\11 -son 
« L'écrivain du l'oman est son narrateur » 
e. ?inno. -hu c13a:? -a -na: mc13ul -u -n 
que -il venir.PER -3M -nous homme -NOM -Indé 
« Le fait est qu'un homme est venu vers nous» 
f. ?irma -ka /- uri:d -u l- '1im:k -a 
que -toi 2MS- vouloir.IMP -Incl la- zizanie -ACC 
« Th veux la zizanie, certes }} 
(36)	 Cl. "'katab -tu -ha: r-risa:lat-a / ?ijja:aha: 
écrire.PER -IS -la la-lettre-ACC / eIJe(ACC) 
b. *m?aj -tu -ha: raba: b -a / ?1Jja:aha: 
voir.PER -lS -la Rabab-ACC / elle(ACC) 
(37) a.	 "'katab -tu -ha: risa:laL; -g -n 
écrire.PER -lS -la lettre -ACC -Inclé
 
(Pour signifier: « .J'ai écrit une lettre»)
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b. *katab - tu -ha:i Tisa: lati -Q, JUkT -f.-I!: 
écrire.PER 1S -la lettre -ACC remerciement -GÉN -Inclé 
(Pour signifier: « J'ai écrit une lettre cie remerciement ») 
(38) a. 'laT -Tisa: lat. -:Y: katab 
la- lettre -NOM écrire.PER 
« La Jettre, je l'ai écrite» 
-tu 
-lS 
-ha:, 
-la 
b. hija.; katab 
elle(NOM) écrire.PER 
« Elle, je l'ai écrite» 
-tu 
-lS 
-ha:i 
-la 
c. katab -tu -ha:; 
écrire.PER -lS -lù 
« Je l'ai écrite, Iù lettre 
r-
la­
» 
risa: lat; 
lettre 
-1': 
-NOIv! 
cl. katab -tu -ha:.; 
écrire.PER -lS -la 
« Je l'ai écrite, elle» 
!Ùjai 
elle(NOlv!) 
(39) a. *ha:àa: 
celle-ci 
bajt 
maison 
-u 
-NOIV! 
-ha:i 
-sa 
mba:b -iLi 
Rabab-GÉN 
b. ha:àa: bajt -u 
celle-ci maison -NOM 
« Cel1f~-ci est sa maison » 
-ha: 
-sa 
c. ha:àa: bajt -u raba:b-a 
celle-ci maison Rabab -GÉN 
« CeJle-ci est la maison de Rabab » 
(40) a. raba:b -v., ?axawa:t -u -ha:, 'i'aIr 
Rabab-NOi'v! sœurs -NOM -ses clix 
« Rabab, ses sœurs sont au nombre cie clix » 
-u 
-NOM 
-n 
-Inclé 
b hZJlLi 
elle 
7axawa:t -u -ha:., 'laIT -u 
sœurs -NOM -ses clix -NOlv! 
« Elle, ses sœurs sont au nombre de dix» 
-n 
-Indé 
(41) a. 7axawa: L -v. -ha:; hiJai 'laJr 
sœurs -NOM -~a elle(NOM) dix 
« Ses sœur~ ;\ elle sont au nombre de dix» 
-u 
-NOiV! 
-n 
-Indé 
b. *?axawa:t 
sœurs 
-u 
-NOM 
-ha:.,. 
-ses 
raba:b -n, 
Rabab-GÉN 
'laIT 
dix 
-u 
-NOM 
-TI 
-Indé 
(42) a. ?inna 
que 
-hu 
-lui 
sJadiiq 
ami 
-i: 
-mon 
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« Il est mon ami, certes » 
b. ?inna -hu)- uhibb -u l- muza?h -a 
que -lui 31v18- aimer.IiVIP -Ind la- plaisanterie -ACC 
« Lui, il aime plaisanter, certes» 
c. ?inna -ha: 'la:d -at l- jata:ta:ni 
que -elle revenir.PER -3F les- deux.filles.N01VI 
« Le fai t est que les cieux filles sont revenues » 
(43) ?inna zajd -an s'adi:q -i: 
que Zayd -ACC ami -mon
 
I( Zayd est mon ami, certes »
 
(44) ?inna zajd -an j- uhibb -u l- muza:n -a 
que Zaycl -ACC 3iVIS- aimer.IMP -Incl la- plaisanterie -ACC 
« Zayd, il aime plaisanter, certes» 
(45) a. ?inna -hu 'la:d -a 1- fitjat -u 
que -il revenir.PER -31\1 les- jeunes.garçons -NOlvr 
« Le fait est que les jeunes garçons sont revenus» 
b. ?inna -ha: 'lu:d -at 17.- nisa:? -u 
que -elle revenir.PER -3F les- femmes -NOlvI 
« Le fait est que les femmes sont revenues» 
(46) a. zajd -un ?inna -hu s'adi:q -i: 
Zayd-NOM que -lui ami -mon
 
« Zayd, il est mon ami, certes»
 
b. ?ax-i: ?inno. -hu j ­ uhibb -'0. 1­ muza:n -a 
frère-mon que -lui 31vI8­ aimer.IivlP -Ind la- plaisanterie -ACC 
« l'don frère, lui, il a aime plaisa.nter » 
(47) a. katab -a l­ walad -u risa:lat -a -17. (redoublement) 
écrire.PER -3M le- garçon -NOM lettre -A CC -Indé 
« Le garçon a écri t une lettre» 
b. katab -a huwa risa: lat -a -17. (cl islocation) 
écrire.PER -3M8 lui lettre -ACC -Indé 
« Il a écrit une lettre, lui» 
(48) sa? al -u: -ni: s '­ S'affl -a ja­ s 'ajah -tu 
demander.PER -3lvIP -me le- pardon -ACC et­ pardonner.PER -18 
« Ils m'ont demandé pardon et j'ai pardonné » 
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(49) a. raba:b -11 
Raba-NOM 
"!axawa:t -u -ha: 'laJr -u 
sœurs -NOM -ses dix -NOM 
« Rabab, ses sœurs sont au nombre de dix» 
-TI. 
-Indé 
b. hiJa ?axmua:t -u -ha: 'laJr -11. 
elle sœurs -NOlvI -ses dix -NOM 
({ Elle, ses sœurs sont au nombre de dix » 
-TI. 
-Indé 
(50) a. ?inna -ha: lajlat -u -n 
que -elle nuit -NOlvI -lndé 
« C'est une longue nuit, certes» 
t 'awi: lat 
longue 
-u 
-NOlvI 
-11 
-Indé 
b. *i'awi:la/. 
longue 
-u 
-NOM 
-n 
-lndé 
'limw 
que 
-ha: 
-elle 
lajlat 
nuit 
-u 
-NOM 
-11 
-Indé 
(51) a. za:r -a -na: l-wa:li: 
visiter.PER -3M -nous Je-gouverneur 
« Le gouvernenur nous a rendu visite» 
b. za:r -a -na: l-wa:li]a:ni 
visiter.PER -3M -nous les-deux.gouverneurs 
« Les deux gouverneurs nous ont rendu visite» 
c. za:r -a -na: l-wula:la:t -u 
visiter. PER -3ivI -nous les-gouverneurs-NOr'/I 
({ Les gouverneurs nous ont rendu visite» 
(52) a. man; za:r -a-i. -kum 
qui visiter.PER -3M3 -vous 
« Qui vous a rendu visite? » 
b. man;. za:r -a:;. -kll.m 
qui visiter.PER -3MD -vous 
« Qui sont les deux personnes qui vous ont rendu visite? » 
c. ma1l, za:r -u:; -kum 
qui visiter.PER -3MP -vous 
« Qui sont les personnes qui vous ont rendu visite? » 
(53) a. ?a.l- wa:lija:ni za:r -a: -110.: 
les- deux.gouverneurs.NON! visiter.PER -31VlD -nous 
« Les deux gouverneurs, ils nous ont rendu visite» 
b. huma: za:r -a: -na: 
eux.deux visiter.PER -3MD -nous 
« Eux deux, ils nous ont rendu visite ) 
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(54) a. za:r -a: -na: 1- wa:lija:ni 
visiter.PER -31v1D -nous les- deux.gouvernenms.NOM 
« Ils nous ont rendu visite, les cieux gouvernenurs }) 
b. za:r -a: -na: huma: 
visiter.PER -3MD -nous eux.deux 
« Ils nous ont rendu visite, eux deux }) 
(55) a. <Ba:? -a ra<Bul 
arriver.PER -31VI homme 
« Un homme est arrivé /) 
_ou 
-NOM 
-n 
-Indé 
(sujet indéfini) 
b. <Ba:? -a r­
arriver.PER -31\11 1'­
« L'homme est arrivé /) 
ra<Bul 
homme 
-11 
-NOM 
(sujet défini) 
(56) a. ?ar­ rajul; -'Il <Ba:? -(1.-; 
1'­ homme -NOM venir.PER -3M3 
« L'homme, il est arrivé Il 
b. *ra<Bul -'Il -n ega:? _0.42 
homme -NOlvl -indé venir.PER -3M3 
(topique défini) 
(topique indéfini) 
c. ? ar­ Ta.<BuL; -u ra?j 
1'­ homme -NOIV[ voir.PER 
« L'homme, je l'ai vu }) 
-tu 
-13 
-hUi 
-le 
(topique objet défini) 
(57) a. ?al­ Jalla:h -u:na halab -'Il: 
les- agricul teurs -NOM traire.PER -3MP 
« Les agriculteurs, ils ont trait leurs vaches /) 
baqara: t 
vaches 
-i 
-ACC 
-him 
-leurs 
b. ?al- Jalla:}, -u:na hulib -at baqara:t -11 -hum 
les- agriculteurs -NOM traire.PASSIF.PER -3F vaches -NOM -leurs 
« Les agriculteurs, leurs vaches ont été traites }) 
(58) é1. halab -a 1­ j'alla:tl -u:na 1­ baqara: t -i 
traire.PER -3M les- agricul teurs -NOM Ies­ vaches -ACC 
« Les agriculteurs ont trait les vaches }) 
b. tl1dib -at 1­ baqara: t -u min qibal -i 1­
traire.PA3SIF.PER -3F les- vaches -NOiV[ de la.part -GÉN les-
f'alla:h -i:na 
agricul teurs -GÉN 
« Les vaches ont été traites [Jar les argriculteurs }) 
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(59) j ­ askun -u 1­ 'lim:q -a ?umam -u -fi, muxtaliJal -1J, 
3M­ habiter.IMP -Incl 1'- Irqa -ACC peuples -NOM -Indé différents -NOM 
-71, 
-Indé 
« Différents peuples habitent l'Iraq» 
(60) a, ôahab -a sa:'l al -u -71, mina 1- lajl -i 
partir.PER -3M heure -NOM -Indé de la- nuit -GÉN 
« Une fraction de la nuit s'écoula» 
b,	 qut'i'l -a ?ajdi: -him 
trancher,PASSIF -3M mains -leurs 
« Leurs m,1ins furent tranchées» 
c,	 ba'l aS -a qumjf -un 
envoyel,PER -311'1 Quraych -NOl"I 
({ Quraych envoya, , ,» 
(61) a, ôahab -al sa:'lat-u-n mina 1- lajl -l 
partir.PER -3F heure -NOM -Indé de la- nuit 
-GÉN 
« Une fraction de la nuit s'écoula» 
b,	 qut '{i -al ?ajdi: -him 
tranchel',PASSIF -3F mains -leurs 
« Leurs mains furent tranchées» 
c,	 beL\' aS -al qumjr -un 
envoyel',PER -3F Quraych -NOM 
« Quraych envoya, , , » 
(62) a, ? aJcga:r -u -71, 'liQ,a:m -u -71, 
arbres -NOM -Indé grands -NOM -Indé 
« de grands arbres » 
b, ?aJcga:r -u -71, 'l eu,J,i:rnal -u -71, 
arbres -NOrvI -Indé grande -NOrvI -Indé 
({ de grands arbres» 
(63) a, racgul -u -71, qa:dim -u -71, ?axu: -hu 
homme -NOM -Indé arrivant -NOM -Indé frère -SO!l 
« un homme dont le père est en train d'arriver » 
b,	 ral5ul -u -71, qa:dim -u -71, ?axawa: -hu 
homme -NOM -Inclé arrivant -NOi\!LD -Indé frères,NOM,D -ses 
« Un homme dont les deux frères sont en train d'arriver» 
c,	 *nuR ul -1, -71, qa: dim -a:ni ?axawa: -hu 
homme -NOlvJ -Indé arrivants -NOM.D frères,NOlvJ.D -ses 
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d. rQ.(5ul -u -n qo.:dim -u -n ?ixwo.t -u -hu 
homme -NOM -Indé arrivant.S -NOM -Indé frères.P -NOM -ses 
« un homme dont les frères sont en train cl 'arriver» 
e. *rill\5ul 
homme 
-u 
-Notv! 
-71. 
-Indé 
qG.:dim -u:no. 
arrivant.P -Notv!·Indé 
?ixwo.t -u -hu 
frères.P -NOM -ses 
(64) a. rill\5ul -u -71. ?o.xu: -hu qo.:dim -u -71. 
homme -NOrvl -Indé frère -son arrivant -NOiVl -Indé 
« un homme dont le frère est en train cl 'arriver» 
b. *ratSul 
homme 
-u 
-NOl"! 
.71. 
-Indé 
?o.xo.wo.: -hu 
frères.NOrvl.D -ses 
qo.:dim -u -71. 
arrivant -NOM.D -Indé 
c. rill\5ul -u -71. ? o.xo.wo.: -hu qa: dim -o.:ni 
homme -NOM -Inclé frères.NOi\tl.D -ses arrivants -NOM.D 
« Un homme dont les deux frères sont en train cl 'arriver» 
cl. *ratSul 
homme 
-u 
-NOIv! 
-71. 
-Inclé 
?ixwo.t -u -hu 
frères.P -NOM -ses 
qa:dim -u -71. 
arrivant.S -NOM -Inclé 
e. rill\5ul -u -71. ?ixwo.t -u -hu qa:dim -u:no. 
homme -NOM -Indé frères.P -NOM -ses arrivant.P -NOlv!-Indé 
« un homme dont les frères sont en train d'arriver » 
(65) u. ro.tS'td -u -n kuri:mat -u -n 
homme -NOM -Inclé généreuse.S -NOM -Inclé 
« un homme dont les deux sœurs sont généreuses» 
?uxta: -hu 
sœurs.NOM.D -ses 
b. *rill\5'tti _'It -71. kari:m -ata:ni ?uxto.: -hu 
homme -NOM -Indé généreuses -NOIvLD sœurs.NOM.D -ses 
c. rill\5ul -u -n ?uxto.: -hu kari:m -aai:ni 
homme -NO}'!! -Indé sceurs.NOM.D -ses généreuses -NOlVl.D 
« un homme dont les deux sœurs sont généreuses» 
(66) a. ?al­ ?awla:d -u daxal 
les- garçons -NOM entrer.PER 
« Les garçons, ils sont entrés » 
ou: 
-3MP 
(MP) 
h. da.xa.l -a 1­ ?o.wla: d -u 
entrer.PER -3}./! les- garçons -NOM 
« Les garçons sont entrés » 
c. +70.1­ ?awla:d _'It daxal -a 
les- garçons -NOM entrer.PER -3MS 
d. *daxo.l 
entrer.PER 
ou: 
-3Iv1P 
/­
les­
?awla:d-u 
garçons -NOM 
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(67) a. 7al­ bana:t -u daxal -na 
les- filles -NOM entrer.PER -3FP 
« Les filles, elles sont entrées )} 
b. daxal -at 1­ 7bana:t-u 
entrer.PER -3F les- filles -NOlv1 
« Les filles sont entrées )} 
(FP) 
c. *7al­
les-
7bana:t 
filles 
-u 
-NOM 
daxal 
entrer.PER 
-at 
-3F3 
d. *daxal 
entrer.PER 
-na 
-3FP 
1­
]es­
7bana:t-u 
fiUes -NOlvl 
(68) a. 7al­ walad -a:ni daxal -a: 
les- garçons -NOM.D entrer.PER -3MD 
« Les deux garçons, ils sont entrés )} 
b. daxal -a 1­ 7walad -a:ni 
entrer.PER -3iVl ]es­ garçons -NOM.D 
« Les garçons sont entrés )} 
c. ~? al­ 7walad -a:ni daxal -a 
les- garçons -NOM.D entrer.PER -3M3 
(MD) 
cl. *daxal 
entrer.PER 
-a: 
-3IVlP 
1­
les­
7walad 
garçons 
-a:n'i 
-NOrvr.D 
(69) a. 7al­ bint -a:ni daxal -ata: 
les- filles -NOrvr.D entrer.PER -3FD 
{( Les deux filles, elles sont entrées )} 
b. daxal -at 1­ 7bint -a:ni 
entrer.PER -3F les- filles -NOrvr.D 
« Les g'arçons sont entrés )} 
c. ~?al- 7bint -a:ni daxal -at 
les- filles -NOM.D entrer.PER -3FS 
(FD) 
cl. *daxal 
les­
-ata: 
filles 
1­
-NOIVl.D 
7bint -a:ni entrer.PER -.'JFP 
(70) a. 7al­ walad -u daxal -a 
le- garçon -NOM entrer.PER -3M3 
« Le garçon, il est entré » 
b. daxal -a /­ walad -u 
entrer.PER -31v1 le- garçon -NOlv1 
« Le garçon est ent.ré » 
(MS) 
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(71) èl. ?al· bint -u daxal 
la- fille -NOM entrer.PER 
« La fille, elle est entrée» 
-at 
-3FS 
b. daxal -at 1­ bint-u 
entrer.PER -3F la- fille -NOM 
« La fille est entrée» 
(FS) 
(72) èl. hum daxal ou: 
eux entrer.PER -3t1/IP 
« Eux, ils sont entrés }} 
b. *daxal -a hum 
entrer.PER -3M eux 
(MP) 
c. *Iwm 
eux 
daxal 
entrer.PER 
-a 
-3MS 
d. daxal ou: hum 
entrer.PER -3MP eux 
« Ils sont entrés, eux» 
(73) a. Iwnna daxal -na 
elles entrer. PER -3FP 
« Elles, elles sont entrées» 
(FP) 
b. *daxal 
entrer.PER 
-at 
-3F 
Imnna 
elles 
c. *hunna 
elles 
du.xai 
entrel.PER 
-at 
-3FS 
ci. daxai -na hunna 
entrer.PER -3FP elles 
« Elles sont entrées, elles }} 
(74) èl. huma: daxal -a: 
eux.D entrer. PER -3MD 
« Elix deux, ils sont entrés » 
(MD) 
b. *daxal 
entrer.PER 
-a 
-3M 
huma: 
eux.D 
c. *huma: 
eux.D 
daxal 
entrer.PER 
-a 
-3MS 
c\. daxal -a: huma: 
entrer.PER -3MP eux.D 
« Ils sont entrés, eux deux» 
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(75) a. huma: claxal -ata: 
elles.D entrer.PER -3FD 
« Elles deux, elles sont entrées» 
b. *claxal -at hv.ma: 
entrer.PER -3F elles.D 
(FD) 
c. *huma: 
ellesD 
claxal 
entrer.PER 
-at 
-3F8 
d. claxal -ata: huma: 
entrer.PER -3FP elles.D 
« Elles sont entrées, elles» 
(76) a. /wwa claxal -a 
lui entrer.PER -31v18 (MS) 
« Lui, il est entré » 
b. claxal -a huwa 
entrer.PER -3M lui 
« Il est entré, lui » 
(77) a. hija claxal -at 
elle entrer.PER -3F8 
« Elle, elle est entrée » 
b. claxal -at hija 
entrer.PER -3F elle 
« Elle est entrée, elle » 
(F8) 
(78) ?iclcla'la: ?ahmacl -1l ?anna -hu 
prétendre.PER.3Yvr Ahmecl -NOM que -il 
« Ahmecl a prétendu que l'homme est arrivé » 
<1)a:? 
venir.PER 
-(L 
-3M 
T­
]'­
Ta<5'al 
homme 
-v. 
-NOi\ll 
(79) a. hum(ll) 1­ <1)un:cl 
eux les- soldats 
« Ce sont les soldats » 
-u 
-N OM 
(NIP) 
b. h'lmna 71­ nisa:? -1l 
elles les- femmes -NOM 
« Ce sont les femmes » 
(FP) 
(80) a. 1­ wla:cl xun:g 
les- garçons sortir.PER 
« Les garçons sont sortis » 
-u: 
-31v1P 
(SN V) 
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b. xun1) -u: 1­ wla:d 
sortir. PER -3MP les- garçons 
« Les garçons sont sortis }) 
(V SN) 
(81) a. wi:n -hum; 1- wla:di 
où -ils les- garçons 
« Où sont les garçons? }) 
b. ma­ tt/a: -ha:; tu:nis; 
que- belle -elle Tunisie 
« Que la Tunisie est i)elle 1 » 
(82) dixl -u:; 1- wla:d; 
entrer.PER -3MP les- garçons 
« Les garçons sont entrés }) 
Chapitre IV 
(83) a. ?inT/a d- dali:l -a j- aqu:d -u 17.­ na:s -[L 
que le- guide -ACC 31v1S­ guider.IiVIP -Incl les- gens -ACC 
/- qas 'r -i 
le- palais -GÉN 
« Le guide, il dirige les gens vers le palais, certes }) 
b. ?inna -hu j- aqu:d 
que -lui 31v1S­ guider.IMP 
« Lui, il les y dirige, certes }) 
-u -hum 7i/aj -hi 
-Incl -les vers- lui 
?ila: 
vers 
(84) a. kull -a 
chaque -ACC 
« chaque jour }) 
a'. */cull -a 
chaque -ACC 
jawm -i -17. 
jour -ACC -Indé 
-hu 
-le 
b. kita:b -u t'- t'ibb -i 
livre -NOM la- médecine -GÉN 
« le livre de médecine }) 
b'. *kita:b 
livre 
-u 
-NOM 
-hu 
-le 
c. m'laj -tu 7umm 
voir.PER -IS mère 
-a 
-ACC 
« ,l'ai vu la mère cle Zayd » 
zajd 
Zayd 
-in 
-GÉN 
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c'. *ra? aj 
voir.PER 
-tu 
-IS 
-ha: 
-la 
zayd 
Zayd 
-in 
-GÉN 
(85) a. *wahab 
donner.PER 
-tu 
-IS 
-hu 
-le 
-ka 
-te 
b. *wahab 
donner.PER 
-ta 
-2MS 
-hu: 
-le 
-ni: 
-me 
(86) él. wahab -tu -ka -hu 
donner.PER -IS -te -le 
« .le te l'ai donné» 
b. wahab -ta -ni: -hi 
donner.PER -2MS -me -le 
« Tu me l'as donné» 
(87) <\. ki/ta:/bu -/kun/na 
livre-NOM -votre(FP) 
« Votre livre» 
b. ka/tab -tun/na 
écrire.PER -3FP 
« Vous(F) avez écrit » 
(marqueur d'objet) 
(marqueur de sujet) 
(88) n. ki/ta:/bu 
livre-NOM 
« son livre » 
-hu 
-son 
(mùrqueur d'objet) 
b. ka/ta/b-u: 
écri re. PER-3IvIS 
« Ils ont écrit» 
(mnrqueur de sujet) 
(89) a. *tlatta: 
jusque 
-hu 
-lui 
b. ·'ka 
comme 
-hu 
-lui 
(90) a. hatla: -ma 
jusque -quoi 
« Jusqu'à quand? » 
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b. ka -ma: 
comme -cela 
{( Comme cela » 
(91) ,L. hatta: l­ masa:? 
jusque le- soir 
{( .lusqu'au soir» 
-i 
-GÉN 
b. ka s­ sajl 
comme le- fluide 
{( comme le fluide» 
-~ 
-GÉN 
(92) n. kita: b -u -ha: wa qalam 
livre -NOM -son et crayon 
{( son livre et son cra.yon » 
-u 
-NOM 
-ha: 
-son 
(marqueur cI'objet) 
b. *kita: b 
livre 
-u 
-NOM 
-ha: 
-son 
wa 
et 
qalam 
crayon 
-u 
-NOM 
c. */cita:b 
livre 
-1L 
-NOM 
wa 
et 
qalam 
crayon 
-u 
-NOIVl 
-ha: 
-son 
(93) a. ? (I.k(~l -tu wa Jarib 
manger.PER -1S et boire.PER 
{( .l'ai mangé et j'ai bu » 
b. "7 akal -tu wa 
manger.PER -1S et 
Jarib 
boire.PER 
-tu 
-1S 
(marqueur cie sujet) 
c. *7akal 
manger.PER 
wa 
et 
Jarib 
boire.PER 
-tu 
-IS 
(94) a. maqtal -lL wa t!\arh -u l­ 'IaJra:t 
mort -NOlVl et blessure -NO.M les- dizaines 
{( La mort et la blessure de dizaines [cie gens] » 
b. maqtal -u l­ '1 aJra: t, -i wa c5arn 
mort -NOM les­ clizaines -GÉN et blessure 
{( La mort et la blessure cie clizaines [de gensJ » 
-l 
-GÉN 
-1L 
-NOiVI 
-hum; 
-leur 
(95) a. ra?aj -tu 
voir.PER -IS 
« .le J'ai vue» 
-ha: 
-la 
b. kita:b -u 
livre -NOJvI 
({ son livre» 
-ha: 
-son 
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c. min -ha: 
de -elle
 
({ d'elle»
 
d. ?inna -ha: 
que -elle
 
« Elle est certes ... »
 
e. t'awi:l -u J- Ja'lr -i Qs ami:1 -u -hu 
long -NOM les- cheveux -GÉN beau -NOM -le 
« aux cheveux longs et beaux » 
Chapitre V 
(96) kaiab -a 1- wctlad -u risa:lai -a -n 
écrire.PER -3M le- garçon -NOiVI lettre -ACC -Indé 
« Le garçon a écrit une lettre )} 
(97) a. ma:ôa: fa'lal -a 1- ?awla:d -u :? 
que faire.PER -3M les- garçons -NOM
 
({ Qu'ont fait les garçons?)}
 
b. ;;arU\È -u: 
sortir.PER -3iVIP
 
({ Ils son t sortis. »
 
(98) a. ?al- walad -u kaiab -a risa:lai -a -n 
le- garçon -NOjVI écrire.PER -3i\1S lettre -A CC -Indé 
« Le garçon, il a écri t une let tre » 
b. ? al- walad -u ra? aj -tu -/w 
le- garçon -NOM voir.PER -1 S -le
 
« Le garçon, je l'ai vu »
 
(99) a. ?inna -ha: daxal -ai leila 
que -elle entrer.PER -3F Leila
 
« Le fait est que Leila est entrée )}
 
b. ?inna -hu daxal -a 1- ?awla:d-u 
que -il entrer.PER -3M les- garçons -NOM 
({ Le fai t est que les garçons sont entrés» 
(100) ?inna -hum j- adxul -u: -na 1- manzil -a 
que -eux 3- entrer.IMP -MP -Ind la- maison -ACC 
« Eux, ils entrent dans la maison, certes )} 
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(lOI) a. wahab -ta -ni: -hi 
offrir.PER -2MS -me -le 
{( 1\l me l'as offert» 
b.	 wahab -tu -ka -hu 
offrir.PER -IS -te -le 
{( .Te te l'ai offert» 
c.	 wahab -tu -ha: -hu 
offrir.PER -IS -la -le
 
{( Je le lui ai offert (à elle) »
 
(102)	 a. *wahab -ta -hu: -ni: 
offrir.PER -2MS -le -me 
b.	 *wahab -tu -hu -ka 
offrir.PER -IS -le -te 
c.	 *wahab -a -ka -ni:
 
offrir.PER -3îVIS -te -me
 
(103) a.	 de,xal -a 1- walad -l, 
entrer.PER -3îVI le- garçon -NOM
 
{( Le ga.rçon est entré»
 
b.	 daxal -at 1- bint -u 
entrer.PER -3F la- fille -NOM
 
{( La fille est entrée»
 
c.	 *daxal -a 1- bint -u
 
entrer.PER -3M la- fille -NOM
 
ct.	 *daxal -at 1- walad -u
 
entrer.PER -3F le- garçon -NOlvl
 
(104) daxal -at 1- bana:t-u 
entrer.PER -3F les- filles -NOM
 
{( Les filles sont entrées»
 
(105) ?al walad -u katab -a?ai- qissat -a 
le garçon -NOM écrire.PER 3MS 1'- histoire -ACC 
{( Le garçon, il a écrit J'histoire» 
(106) *ketlab ou: 'lai awla:d -u '1 al- qissat -a 
écrire.PER -3MP les- garçons - TOM 1'- histoire -ACC 
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(107) a. ?al binla:ni kalab -ala: ?al- qissal -a 
les- filles.NOJv1 écrire.PER -3FD l'- histoire -ACC 
« Les deux filles, e]les ont écrit l'histoire» 
b.	 "'-'lal binla:ni kalab -al 7al- qissal -a 
les- filles.NOM écrire.PER -3FS l'- histoire -ACC 
c.	 "lai binla:ni katab -a: ?al- qissat -a 
les- filles.Nor,,! écrire.PER -3MD l'- histoire -ACC 
(108) a. na:m -a ?al ?awla:d -'0. 
dormir.PER -3JvI les- garçons -NOlv!
 
« Les garçons se sont couchés»
 
b.	 *na:m. -a: ?al ?awla:d -u 
c!ormir.PER -3MP les- garçons -NOIvI 
(109) kalab -Il! 'lai qissutajni 
écrire.PER -lS les- histoiresDACC
 
« .J'ai écrit les deux histoires»
 
(110) a. ?al- walada:ni j- aktub -a: -ni -ha: 
les- garçons.D.NOM 3- écri re.I MP -MD -Incl -la 
« Les deux garçons, ils l'écrivent» 
b.	 j- aklub -'0. -ha: ?al- walada:ni 
3M- écrire.Ilv!P -Incl -la les- garçons.D.NOM 
« Les deux garçons l'écrivent» 
c.	 ? al- bint -'0. walwb -at -ka -ha: 
]a- fille -NOM clonner.PER -3FS -te -la 
« La fille, elle te l'a clonnée » 
d.	 *? al- bint -lL wahab -at -Iw: -ka 
la- fille -NOM donner.PER -3FS -la -te 
(111) kalab -a 'lal- walad -'U qissat -a -Iw 
écrire.PER -3Iv! le- garçon -NOlv! histoire -ACC -son 
« Le garçon a écrit son histoire » 
(112) ?al- walad -u ra:f -a min Iw: 
le- garçon -NOM craindre.PER -31\1IS de -elle 
« Le garçon, il Il eu peur cl'elle » 
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(113) a. ?inna -ha: 'lal- bint -1t 
que -elle la- fille -NOM
 
« C'est la fille»
 
b. ?inna -ha: katab -at?al- qissat -a 
que -elle écrire.PER -3FS 1'- histoire -ACC 
« Elle, elle a écrit l'histoire, certes» 
c. ?irma -ha: min -kum 
que -elle de -vous
 
« Elle fait partie cie [votre groupe cie gens], certes»
 
Conclusion 
(114) a. bana:t -11. -ka ku.n -na j- alclab -na 
filles -NOM -tes être -3FS 3- jouer.IlV!P -FS 
« Tes filles, elles étaient en train cie jouer» 
b. ka:n -at bana:t -11. -ka j- al'! ab -na 
être -3F filles -NOM -tes 3- jouer.IlvIP -FS 
« Tes filles étaient en train cie jouer» 
PHRASES SOUMISES À L'ANALYSEUR 
Ces phrases sont celles que nous avons soumises à l'analyseur de LKB et quelques-unes de 
celles qu'il a générées. La liste contient des phrases grammaticales et d'autres qui sont agramma­
ticales (marquées d'un *). Ces phrases sont regroupées dans le fichier test. items, qui permet de 
tester plusieurs phrases à la fois. 
al bintaani katabataa al qissata. 
*al bintaani katabat al qissata. 
*al bintaani katabaa al qissata. 
naama al waladu. 
yanaamu al waladu. 
al waladu naama. 
al waladu yanaamu. 
naama al waladaani. 
yanaamu al waladaani. 
al waladaani naamaa. 
al waladaani yanaamaani. 
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naama al 9awlaadu. 
yanaamu al 9awlaadu. 
al 9awlaadu naamuu. 
al 9awlaadu yanaamuuna. 
*naamuu al 9awlaadu. 
*yanaamuuna al 9awlaadu. 
*naamaa al waladaani. 
*yanaamaani al waladaani. 
Cette série peut être augmentée avec, comme complément, 
« al qisasa » et « al qissatayni ». Ce sont d'ailleurs les 
phrases que LKB génère à partir des items kat ab et qissa. 
katabtu al qissata. 
katabnaa al qissata. 
katabta al qissata. 
katabti al qissata. 
katabtumaa al qissata. 
335 
katabtum al qissata. 
katabtunna al qissata. 
kataba al qissata. 
katabat al qissata. 
katabaa al qissata. 
katabataa al qissata. 
katabuu al qissata. 
katabna al qissata. 
9aktubu al qissata. 
naktubu al qissata. 
taktubu al qissata. 
taktubiina al qissata. 
taktubaani al qissata. 
taktubuuna al qissata. 
taktubna al qissata. 
yaktubu al qissata. 
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taktubu al qissata. 
yaktubaani al qissata. 
taktubaani al qissata. 
yaktubuuna al qissata. 
yaktubna al qissata. 
al waladaani yaktubaani haa. 
yaktubu haa al waladaani. 
al bintu wahabat ka haa. 
*al bintu wahabat haa ka. 
kataba al waladu qissata hu. 
al waladu xaafa min haa. 
inna haa al bintu. 
inna haa katabat al qissata. 
inna haa min kum. 
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