This review discusses the critical issues and recommended practices from the perspective of myoelectric interfaces. The major benefits and challenges of myoelectric interfaces are evaluated. The article aims to fill gaps left by previous reviews and identify avenues for future research. Recommendations are given, for example, for electrode placement, sampling rate, segmentation, and classifiers. Four groups of applications where myoelectric interfaces have been adopted are identified: assistive technology, rehabilitation technology, input devices, and silent speech interfaces. The state-of-the-art applications in each of these groups are presented.
Introduction
The wearable and mobile technology market has demonstrated significant growth and adoption in various end-user market segments, in particular telecommunication, fitness, wellness, healthcare, and medical monitoring. However, the technology lacks an effective method to communicate with devices. Currently popular input methods such as touch screens, small keyboards, and portable controllers are impractical in situations where hands cannot easily be used to directly manipulate an input device. Portable input devices are also difficult to carry around. Additionally, for people with severe physical disabilities such as spinal cord injury, quadriplegia, hemiplegia, Parkinson's disease, or muscular dystrophy, the traditional user interfaces currently available are inadequate. Fehr et al. [1] surveyed 200 practicing clinicians, asking them to provide information about their patients with power wheelchairs relying on conventional controllers. Of respondents, 85% reported evaluating some number of patients annually for whom a power wheelchair is not an option because they cannot control it. Of the patients, 40% with power wheelchairs had difficulties with steering tasks and 5-9% needed assistance with such tasks. Such examples indicate the need for new controller interfaces accommodating the abilities of the patients. Attempts have been made to overcome these problems by using voice commands [2] , as well as camera- [3] , electroencephalography (EEG)- [4] , electrooculography (EOC)- [5] or electromyography (EMG)-based control [6] .
EMG interface classifies the voluntary-contraction-related muscle activity and associates it to the desired function of the given device. The EMG interface could offer an intuitive and easy way of communication that relieves the user from portable control devices and direct eye contact to the device. The only requirement is that the user is able to activate some of his or her voluntary skeletal muscles. EMG interfaces generate control commands for a given device relying on information content of EMG signals. The methods used to measure these signals include surface EMG (sEMG) where electrodes are placed on the skin over the measured muscle, intramuscular EMG (iEMG) where the electrodes are inserted through the skin into the muscle tissue and percutaneous EMG (pEMG) where a needle or wire is inserted under the skin and subcutaneous tissue over the aponeurosis of the muscle. According to our best knowledge, pEMG measurements have not been used in the EMG interfaces. Comparative studies have found that, at least in laboratory conditions, intramuscular and surface recordings yield similar accuracy in classifying hand and forearm movements [7, 8] . Surface electrodes are advantageous because they are inexpensive and noninvasive. In contrast to relatively selective intramuscular electrodes, surface electrodes detect activity from many muscles on one channel, which makes it possible to acquire sufficient information for the EMG interface with smaller number of electrodes [8] . However, intramuscular recordings may be beneficial because of their potential ability to overcome some of the major problems of surface recordings, such as electrode shifts and skin impedance changes. Because iEMG [7] [8] [9] [10] [11] [12] [13] and have seldom been investigated in the context of EMG interfaces, this study deals only with sEMG recordings.
The sEMG signal is a superposition of individual motor unit action potentials (MUAPs) within the pick-up range of the surface electrodes. As sEMG amplitude and frequency content changes with contraction-force level [14, 15] , it is possible to associate the muscle contractions of the user to control the device concerned. The concept of sEMG interface was introduced in the 1940s [16] , and the first sEMG application, a myoelectric prosthetic arm, was developed in 1960 [17] . In the recent years, the interest has grown toward sEMG interfaces. It has been noted that myoelectric interfaces have a huge potential in applications designed not only for people with disabilities [18] [19] [20] [21] [22] [23] [24] but also in applications for healthy people [25] [26] [27] [28] [29] [30] . The numerous benefits of the sEMG interface over traditional input devices have inspired patents [31, 32] , especially in the field of mobile technology.
The sEMG interface is suggested to offer many benefits over other man-machine control methods. The sEMG control may require less attention from the user than EEG based controls or the control with eye movements. In contrast to visual-based control, myoelectric control allows the user to look around while controlling the device. Compared to many other biosignals, such as EEG, sEMG signals have relatively high signal-to-noise ratio. Unlike voice control, sEMG control has only a minimal delay, is not sensitive to ambient sound perturbations, does not cause embarrassment to the user, or disrupt the environment. The sEMG interfaces can offer an alternative interface that require only minimal motor skills from the user, which is a significant improvement for people with impaired motor skills. However, to get accustomed with the interface, some training is always required. The electrodes can be left under the clothes or even be imbedded into them [33, 34] . Some textile electrodes, e.g. "smart shorts" measuring EMG activity (Mbody, Myonteck Ltd., Kuopio, Finland), are commercially available. Their control commands can be given by subtle motions or different levels of static (isometric) muscle contractions. Therefore, the sEMG interface does not mark the user as handicapped or in need of special concessions.
sEMG signals can be measured from the superficial muscles of the body [35] . Muscles of the upper limbs [18, 36] , the lower limbs [37] , the shoulder or the head, face, and neck [38] [39] [40] have been applied in the sEMG interfaces. Thus, a person with mobility disabilities can control the device with the muscle(s) that he/she is still able to contract. For example, a person with quadriplegia can control the device with contractions of facial muscles [19] , and it is possible to record the sEMG signal from the amputee's stump skin to command the prosthesis [18, 36, 41, 42] . This allows an intuitive control because it allows the amputee to command for example a grasp posture of prosthesis simply by performing the corresponding action with his/her residual muscles.
This article aims to discuss and conclude the most important issues related to sEMG signal measurement and processing from sEMG interface point of view as well as give a review of the stateof-art applications for sEMG control. Related reviews have been previously published by Oskoei and Hu [43] , Miscera et al. [21] and Merletti et al. [44] . This review is organized as follows. First, the themes related to the acquisition system are discussed, including optimal electrode type and configuration, sampling, filters, and preprocessing algorithms. Second, the steps in decoding of sEMG commands are studied. Based on recent literature, recommendations are suggested for segmentation strategy, feature selection and the type of classifier. The final chapter introduces applications with sEMG interface.
Acquisition system
The objective of the acquisition system and signal processing is to provide a high quality sEMG signal(s) where the posture or muscle contraction specific information can be extracted and associated with the desired control command using classifiers, proportional or threshold algorithms, onset analysis, or finite state machines. The acquisition electronics of the sEMG interface consists of sEMG channels, filters, amplifiers, and an A/D converter. This section concentrates on the most essential issues in the design of an acquisition system: sEMG electrodes, cut-off frequencies of filters, sampling rate, and preprocessing algorithms.
sEMG electrodes
In sEMG interfaces, voluntary-contraction-related muscle activity is detected when the user contracts his/her muscles in order to control a device. The sEMG signal is composed of superpositioned motor unit action potentials propagating underneath the electrode(s) along the active muscle fibers (along their excitable membrane-the sarcolemma) starting from innervation zones (i.e. neuromuscular junctions) toward the tendon regions [45] . The electrodes measuring the sEMG signal form an sEMG channel.
The most common electrode derivations used in sEMG interfaces include bipolar, monopolar, and Laplacian configuration. Typically, one channel bipolar derivation is applied, in which sEMG signal is the voltage difference between a pair of recording surface electrodes aligned along the length of the skin surface of the muscle [46] . Monopolar electrode configuration measures a difference between the electrode on active site (the muscle) and a common reference electrode on non-active site (typically on bony area) [47] . Laplacian configuration uses typically one central surface electrode and number of surrounding electrodes, and has also recently shown promise in sEMG interfaces [48, 49] . Research interest has also increased toward high-density sEMG (HD-sEMG) where a dense grid of surface electrodes allowing various electrode derivations is placed on a restricted skin area [50, 51] .
This subsection aims to give recommendations for electrode type, size and inter-electrode distance, as well as the placement and number of electrodes in the context of sEMG interfaces. These issues are important in regard to classification accuracy, computational time and production costs of the sEMG control system. More detailed recommendations for sEMG measurements can be found for example from the website of the Surface ElectroMyoGraphy for the Non-Invasive Assessment of Muscles (SEMIAM) project [35, 52] , but they are not necessarily always optimal for customized sEMG interfaces. A review by Merletti et al. [46] discusses more deeply the sEMG electrode system and amplifier technology.
Electrode types
sEMG signals can be measured both with wet and dry electrodes. Commonly used wet electrodes require conductive electrolyte gel or sponge between the electrode and the skin, but can provide high quality sEMG signals. The wet electrodes often require skin preparation (e.g. shaving and skin abrasion), which can reduce skin-electrode impedance and motion artifacts [53] . However, the preparation is somewhat time consuming and requires expertise. In addition, the wet electrodes may not be optimal for long-term use in sEMG interfaces since the conductive gel may dry, can cause irritation and discomfort, and is potential cause of skin allergy and inflammation [54] . Modern dry electrodes do not require conductive gel and skin preparation, and still can reach signal quality comparable to wet electrodes [55] . For this reason, the dry electrodes may be more applicable for sEMG interfaces [46] .
The material of the electrode affects its electrochemical behavior [56] . Polarizable electrodes (e.g. gold, platinum and iridium electrodes) are characterized by capacitive behavior because only displacement current passes between the skin and electrode whereas non-poralizable electrodes (e.g. galvanized and sintered Ag/AgCl electrodes) behave like resistors since they allow a free flow of charge across the electrode-skin interface [56] . No electrode is perfectly non-polarizable or polarizable but approximates these characteristics. Polarizable electrodes are not recommended for sEMG measurements because of their high sensitivity to motion artifacts [46, 56] . Commonly used non-polarizable silver-silver chloride (Ag/AgCl) electrodes are highly stabile. The Ag/AgCl electrodes consist of a silver metal surface plated with a thin layer of silver chloride [53, 54] . Some polymers and fabric of threads coated by a conductive layer have also both shown promise as an electrode materials. Such dry electrodes are ideally suited for textile integration, and can yield sEMG signal quality comparable to wet Ag/AgCl electrodes [57] .
Size and shape of electrodes
To our best knowledge, Young et al. [58] are the only authors who considered an optimal electrode size for sEMG interfaces. Their study is made with bipolar in the context of pattern recognitionbased control strategy that decides the control commands on the basis of the posture-specific values of feature vectors calculated from multiple EMG signals. The electrode sizes (1 cm × 1 cm, 2 cm × 2 cm and 3 cm × 3 cm) were shown not to significantly affect classification accuracy and completion rates in target achievement control [58] . However, the benefit of large electrodes was that the sEMG signals acquired with them were significantly less sensitive to the changes of sEMG recording site when shifted up to 2 cm in perpendicular to the muscle fibers [58] . This was because the electrode with the largest pickup volume was possibly recording a portion of the same source as in the non-shifted condition. An alternative strategy suggested to reduce the effect of electrode shifts on classification accuracy is to include exemplars of possible shifts in the training session of the classifier [59, 60] . However, this approach is time consuming and troublesome because the electrodes have to be moved to expected displacement locations during the training of the classifier.
No recommendations for the sEMG-electrode shape for sEMG interfaces were found in the literature, and in many studies the shape of the electrodes was not reported. Also SENIAM has not found clear and objective criteria for a recommendation for electrode shape and expected no major influence on the sEMG signal from taking different electrode shapes [61] . However, there is evidence that particular electrode types may be associated with spectral dips in the sEMG power spectrum [62] . Typically, circular, rectangular or bar electrodes are used in the sEMG interfaces. In special situations, such as when determining mean spectral frequency of sEMG signal or estimating mean muscle fiber conduction velocity, transversal (with respect to longitudinal axis of the muscle fibers) bar electrodes may be more appropriate than electrodes with larger longitudinal dimension, e.g., square electrodes [63] .
Inter-electrode distance
Bipolar EMG channels are preferred in sEMG interfaces as they are more tolerant to noise than for example monopolar ones. The larger the inter-electrode distance (IED) is, i.e. the distance between the two electrode poles that form a bipolar channel, the wider the pick-up volume sampled and the higher but less spatially specific the amplitude of the signal. A rough estimate of an electrode distance volume is a sphere with radius equal to the IED [64] . Most studies of sEMG interfaces have followed the recommendation of SENIAM and used an IED of 20 mm, which yields relatively selective recordings. The optimal IED also depends on the distance between the recording electrodes and the source muscle. Based on modeled sEMG signals, sEMG amplitude is reduced less in superficial muscles than in the deeper ones if IED is reduced from typical 20 mm to 10 mm [63] . Nevertheless, the sEMG signal is always dominated by superficial sources, i.e. MUAPs, closest to (typically within 10-20 mm) the electrode [23] . Young et al. [64] found that IEDs larger than commonly recommended 20 mm were consistently more tolerant against electrode shifts and thus recommended the use of IEDs of up to 40 mm. Although larger IED increases the likelihood of crosstalk from nearby muscles, the benefit is a smaller electrode shift relative to the electrode detection volume [23] . A potential configuration for sEMG interfaces could be a spatially selective concentric-ring electrode reducing both the effect of electrode shift and crosstalk [65] .
IED also is critical to HD-sEMG systems. The sampling rate in space is related to IED, and too long IED may result the sampling of surface potentials at the rate below Nyqvist frequency, and thus generating spatial aliasing. A recent study [66] demonstrated that in order to avoid spatial aliasing maximum IED of 10 mm should be used, and recommended the IEDs to be below 10 mm for HD-sEMG systems.
Placement of electrodes
The signal-to-noise ratio of sEMG signals can be improved by placing the electrodes as close to the sEMG signal source as possible. The electrodes are separated from the muscle of interest by a layered volume conductor composed of subcutaneous tissue (adipose tissue and other soft tissues), and the skin, acting as a spatial lowpass filter smoothing the detected MUAPs and thus decreasing their amplitude and frequency content [46] . Thus, both amplitude and frequency content of the sEMG signal are affected by the distance between the sEMG electrodes and the sources.
It is recommended that bipolar sEMG channels should be placed on the propagating part of the muscle, between the endplate area, i.e. innervation zone (IZ), and tendon region. In fusiform muscles, the IZ is typically a relatively narrow band from where the MUAPs propagate bidirectionally toward the tendons [67] . However, pennate muscles with a more complicated structure, including many upper-limb muscles, have more complex and diffusively localized IZs [67] . Especially, if bipolar sEMG electrodes are placed on opposite sides of the IZ, there may occur a substantial level of cancelation of the physiological sEMG signal, reducing its amplitude [68] . Thus, a small displacement of the sEMG electrodes with respect to the IZ may substantially reduce the amplitude of the bipolar sEMG signal, and especially its low-frequency components [68] . To get accurate and repeatable measurements, the IZs should be identified on subject-by-subject basis, using an electrode array [69] . Although, the distribution of IZs has been reported for several human muscles [67, 69, 70] , general distributions of IZs are not necessarily valid for all individuals because of a large variability in the location of major IZs within and between subjects [70] . Additionally, a shift in IZs can occur with dynamic changes in joint angle [71] and even in static conditions when isometric contraction level is increased [72] . Muscle undergoes substantial three-dimensional changes in its geometry, especially during dynamic contractions, and thus sEMG electrodes are shifted with respect to the underlying muscle fibers and IZs [73] . Due to these issues, it is not possible to totally avoid the effect of IZs, but their effects should be optimally minimized.
In most studies of sEMG interfaces, common recommendations are followed, and the bipolar electrodes are placed parallel to muscle fibers. However, this placement is very sensitive to electrode shifts that may occur in real use of sEMG interfaces [59] . There have been studies on untraditional electrode orientation where a channel oriented perpendicularly with respect to muscle fibers is formed by calculating differential between an electrode from one control site and the corresponding electrode from the control site on the opposite side of the arm [58, 64, 74] . Although, these transverse channels yield poorer classification accuracy than traditional bipolar channels placed longitudinally with respect to muscle fibers, using transverse channels in addition to traditional channels has proved to be useful for ensuring low classification error with and without electrode shift [64] . This result is achieved by comparing the electrode configurations with the same number of channels. The benefit of using transverse channels is that they provide global information (muscle group), useful especially when electrode shifts are present, while solely longitudinal channels result relatively selective (muscle-specific) recordings. Transverse and longitudinal channels are illustrated in Fig. 1 .
Another possible approach to reduce the effect of IZs and electrode shifts would be use of HD-sEMG that has shown promise in the sEMG based control in the last years [34, 50, 51, 75, 76] . As HD-sEMG "scans" almost the whole muscle skin surface it is less sensitive to issue of electrode locations and re-placements compared to one channel bipolar configuration. In addition, HD-sEMG provides extraction of features from EMGs that depend on the spatial distribution of the MUAPs in the same muscle, and on the load-sharing between muscles if the electrode grid extents over several muscles. This may aid in differentiation between tasks and effort levels. The effect of IZs may also be reduced using HD-sEMG in which the IZ channels can be detected and thus be discarded from the analyses [77] .
In studies on pattern recognition-based sEMG interfaces, bipolar electrodes have been placed either with reference to specific muscles or equidistantly over the muscles of interest. The untargeted approach would be more preferable in sEMG interfaces because it is simpler to implement. The targeting of specific muscles may increase classification accuracy [8] , but not always [7] . Comparisons of intramuscular and surface electrodes have shown that local intramuscular measurements do not outweigh the relatively global surface recordings in sEMG classification [7, 8] . It seems that when amplitude information is available from most of the muscles involved in motion, the classifier is capable to yield high classification accuracy. More important than the initial placement of electrodes is that the information content of the measurements is consistent during the use of the sEMG interface and training session. Thus, the sEMG classification system should be robust against displacements of electrodes.
Number of electrodes
The optimal number of electrodes for sEMG interfaces has mostly been studied by placing the electrodes on the forearm [7, 8, 64, 78, 79] . In laboratory conditions, the increase in classification accuracy has become saturated with three to four bipolar channels [7, 8] . A relatively small number of electrodes have been shown to be sufficient also when electrode shifts are present: the recommended subset is four to six bipolar channels, of which one half were longitudinal channels and the other half transverse channels [64] . However, the optimal number of electrodes may also depend on individual anatomy of the subject. Andrews et al. [78, 79] increased the number of bipolar channels from one to eight, and for four subjects the classification accuracy remained very poor until increased sharply when the number of channels was five or seven. For eight subjects, the classification accuracy increased significantly up to three electrodes. The classification was tested during a typing task with the classification system optimized individually for each subject.
When incrementally adding new channels, the channels that gave the best classification accuracy for small subsets were relatively far from each other, as would be expected because they provide most new information to the classifier [7, 8, 78] . Where gross hand and forearm postures have been studied, the optimal electrode subset usually includes electrodes placed approximately on flexor digitorum superficials, flexor capri ulnaris, extensor capri radialis longus or brevis, and extensor capri ulnaris [7, 8] , whereas when studying finger movements, the selected electrodes were placed approximately on flexor digitorum prefunds and extensor digitorum communis [78, 79] .
The drawback of small number of electrodes is that the fault of only one electrode can cause significant degradation in classification accuracy. The malfunctioning channels (e.g. due to bad skin-electrode contact) can be automatically detected and removed [80] , but re-training of the classifier is still needed. HDsEMG relying on spatial-domain information (e.g. experimental variogram) could solve this problem since HD-sEMG has shown to be capable to maintain high performance even without retraining when some electrodes are omitted [76] . The drawbacks of HD-sEMG based systems are increased production costs and computational demands. However, the drop in performance has shown to be relatively small when the number of electrodes used in the training of the classifier is reduced from 96 to 24 [76] . The development of more powerful microprocessors enables the use of HD-sEMG. Moreover, it has been shown that e-textiles can be used in HD-sEMG systems, and thus are easy to apply, are non-obtrusive and allow a classification accuracy of ∼90% for nine hand and wrist postures [34] .
Filtering and sampling rate
The amplitude of sEMG signal is typically well below 10 mV, which makes it sensitive to artifacts. Therefore, it is amplified typically 100-5000-fold with amplifier, preferably as close to the recording electrodes as possible, and filtered prior to an A/D conversion. High-pass cut-off ranging between 5 and 20 Hz is typically used in sEMG studies to eliminate slow signal variations caused mainly by artifact motion due to the movement of electrodes and their cables and typically ranging between 0 and 20 Hz. However, Li et al. [81, 82] suggest a high-pass cut-off at 60 Hz for sEMG interfaces because the lower frequency components of sEMG spectrum mainly contain information on firing rates of active motor units, which may not make a significant contribution to the movement classification [61] . They found that sEMG power between 20-100 Hz only slightly improves the classification accuracy for healthy subjects (by 0.25%) and transradial amputees (by 1.6%). The use of a high-pass filter at 60 Hz more than effectively attenuates the motion artifacts as well as power interferences by alternating current (at the frequency of 50 Hz in Europe).
The dominant energy (about 95%) of an sEMG signal is limited to harmonics up to 400-500 Hz, i.e. the components over 500 Hz can be considered as noise [83] . According to the Nyqvist rule, to avoid aliasing, the sampling rate should be equal to twice the highest frequency of interest contained within the signal. Therefore, the sampling the rate of 1000 Hz with a low-pass filter at 400-450 Hz is commonly used in sEMG recordings. However, sampling rates lower than 1000 Hz may still preserve sufficient physiological information for accurate classification of the movements. One benefit of the lower sampling rate is simultaneously reduced processing and computational complexity for the controller of the sEMG interface. Li et al. [81, 82] found that sampling at 500 Hz could be computationally more optimal than typical 1000 Hz for sEMG interfaces, as the respective classification accuracy was decreased only by 0.8% in healthy subjects and by 2.2% in amputees but halved both the storing memory and data processing time [81] . To avoid aliasing, the sampling rate of 500 Hz requires a low-pass filter with cut-off frequency below 250 Hz.
Preprocessing algorithms for classification
The algorithms used to preprocess sEMG data for classification include classwise principal component analysis (cPCA) and independent component analysis (ICA). In cPCA, sEMG data are rotated by class-specific projection matrixes to spatially decorrelate the data before features are extracted [84] . The projection matrixes approximate some nonlinear low-dimensional data manifold. This in a way tunes the data, allowing the classifier to identify the motion classes better. Hargrove et al. [85] found that, by using cPCA, the analysis window length can be cut from 256 ms to 128 ms without affecting the classification accuracy. Their other study [86] showed that, when cPCA is used, classification errors reduced significantly for both intact-limbed and amputee subjects.
ICA can be used to reduce the crosstalk effect in sEMG interfaces. ICA estimates the set of independent sEMG signals from a mixture of given signals by estimating an un-mixing matrix [87] . Ganesh et al. [88] compared the performance of different ICA algorithms for isometric hand gesture identification using four channel sEMG. Temporal Decorrelation Source Separation (TDSEP) yielded the best performance of 1 s duration for an analysis window. AlTimemy et al. [89] found that the FastICA preprocessing technique increases classification accuracy for different window lengths from 88% to 93%. The sEMG data has been shown to be super Gaussian at low contraction levels [90] , which matches the FastICA assumption about non-gaussianity.
Decoding myoelectric information
sEMG control strategies can be separated into two main groups: pattern recognition-based and non-pattern recognitionbased strategies [21, 43] . The phases required to decode motor commands in the two systems are illustrated in Fig. 2 .
Pattern recognition-based approaches calculate feature vectors from segments of the signal and use them as an input to a classifier for the prediction of postures. Non-pattern-based methods include proportional, onset analysis, and finite state machines. Unlike pattern recognition-based methods, they do not allow oneto-one mapping, but their advantages are simple implementation and no need of training. Next sections describe each stage required to decode muscle contractions to the device control commands. The stages are data segmentation, feature extraction, feature reduction, as well as pattern recognition-and non-pattern recognition-based classification.
Segmentation
In sEMG interfaces, the sEMG data needs to be analyzed in real-time. Therefore, the analysis is performed on time segments, namely windows, epochs or segments. This section discusses the three issues, i.e. windowing technique, segment length and the state of EMG signal, that need to be considered in segmentation.
These parameters affect both the classification accuracy and response time of the system.
Windowing technique
There are two alternative windowing techniques: adjacent windowing and overlapped windowing [43, 91, 92] . In the former technique, custom-length consecutive segments are used for analysis and feature extraction. Because of high-speed processors, the processing time is usually less than the duration of time segment, which makes the processor idle for a certain amount of time, as can be seen in Fig. 3 (left) . Overlapped windowing uses the idle time for acquiring more data to be processed. As Fig. 3 (right) illustrates, each segment overlaps the previous one. The overlapped window approach is more appropriate in sEMG control systems because it produces better classification accuracy and a more constant controller delay and reduces the length of the maximum delay [92] . With large segments, overlapped windowing is necessary in order to avoid long latency in real time operation [93] .
Segment length
Large data windows increase classification accuracy, but the drawback is that more time is required to collect and process larger data sets. Thus, a trade-off has to be done between classification accuracy and real-time constrains. The effect of classification errors and time delay on controllability has mostly been investigated in the context of upper limb prostheses [58, 91, 94, 95] but is essential in all real-time applications. A test where the user moved a virtual limb to one of six predetermined target positions showed that classification errors less than ∼10% yield controllable systems whereas classification errors over ∼35% yield systems that are not controllable [58] . Estimates of the delay (i.e. the time between onsets of user's command and actuation of the device) which does not make the prosthesis feel unresponsiveness to the user range between 50 ms and 400 ms [91, 92, [95] [96] [97] [98] [99] . This delay range corresponds to window lengths of 50-400 samples and 25-200 samples for sampling frequencies of 1000 Hz and 500 Hz, respectively.
In theory, a segment of t ≤ 200 ms contains enough information to estimate motion states of a limb because that is the minimum interval between distinct contractions [93] . However, high classification accuracy is also possible with segments less than 200 ms if the features have been selected carefully and if majority voting (MV) is used as a postprocessing mechanism, as can be seen in Figs. 4 and 5. In sEMG signal processing, MV is a common postprocessing technique that aims to increase the overall classification accuracy by analyzing the current class decision along with the n − 1 previous class decisions [92] . As is apparent from Fig. 4 , the accuracy of the unprocessed decision stream degrades rapidly by decreasing segment length, but MV effectively prevents degradation with the help of more decisions available with short segments. It should be noticed that MV also increases the delay because the more votes is used the more windows need to be processed before the final decision. No appreciable difference exists in classification accuracy whether a large window with small number of votes or a small window with a large number of votes is used [91] . However, short windows are recommended because they need less storage space. The saving in storage space is important when implementing the classifier as an embedded system where memory is usually a scare resource [92] . When MV is used with overlapped segmentation, no great improvement on performance is apparent, but there is a notable decrease in the discrepancy of accuracy over different sessions [93] . The optimal window length also depends on the feature vector calculated from windows in pattern recognition-based classification [93] , as shown in Fig. 5 . A more detailed description of the features is given in Section 3.2. Windowing techniques. Each analysis window takes finite time to process (t) before a decision (d1, d2, d3) can be produced. In adjacent windowing (left), the classifier is idle majority of time because the processing time is much less than window length. Overlapped windows (right) increase frequency of class decisions because analysis window slides along at relatively small increments (inc). Setting the amount of overlap equal to the processing time allows the controller to begin processing next class decision immediately when the previous decision has been completed. 
State of the sEMG signal
The sEMG classification studies have usually considered two alternative states of sEMG signal: a transient state and a steady state [95, 100] . The transient state emanates from burst of simultaneous motor unit activity, as a muscle goes from rest to some voluntary contraction level or when the contraction force is dynamically deviated from a steady contraction level. In the steady state, a muscle is under a constant (isometric) contraction. It has been shown that the features extracted during isometric contraction can be classified more accurately than the features extracted during dynamic contraction [100] , and therefore most studies have used steadystate signals to generate the training data [86, 93, 103] . In addition, the data recorded during isometric contraction allows faster system response because the degradation of classification accuracy is not as profound when the window length is decreased. The main drawback of using transient sEMG signals is that it prohibits switching from class to class in an effective or intuitive manner because a contraction must initiate from rest [95] . This severely impedes the coordination of complex tasks involving multiple degrees of freedoms (DOFs). When steady-state data is used, an sEMG signal is in undetermined state during transition between different levels of contractions. Therefore, the classification errors that occur when switching between classes should be reduced by using majority voting. However, an approach to classify both transient and steadystate signals concurrently has shown to outperform the methods that investigate these two states separately [8, 104] . Including some dynamic portions of sEMG signal during the learning process significantly improved the performance of both a linear discriminant analysis (LDA) [8, 104] classifier and a support vector machine (SVM) classifier compared to the static training [104] .
In addition, muscle fatigued and non-fatigued states can be distinguished [101, 102] . EMG signal varies over time due to number of reasons, e.g., motor learning, muscle fatigue, and post-activity potentiation. The muscle fatigue has been defined as inability to maintain given task demands [101, 102] , and can be of both central and peripheral origin [101, 102] . Muscle fatigue can develop within a few seconds or a few minutes depending on the task [105] . Muscle fatigue alters the task or posture specific time and spectral domain properties of the sEMG signal and thus is a challenge for accurate classification of sEMG signals in human-device interfaces [106] . It has been shown that spectral variables, such as the mean (MDF) and median frequency (MNF), are reduced during sustained submaximal contractions whereas amplitude variables, such as root mean square (RMS), increase [106] . Methods suggested to minimize the effect of muscle fatigue include adaptive classifiers [107] , on-line supervising mechanisms [90] and sEMG feature vectors (sEMG features are discussed in Section 3.2) that are robust against muscle fatigue [108] .
The effect of segmentation strategies on the delay
Farrel [91, 94] presented equations to estimate the worst, average and best case delays as well as delay ranges in the context of different segmentation strategies. These equations are presented in Table 1 . The equations assume the transition between the contraction classes to be instantaneous but have still shown to produce accurate estimates of the controller delay [91] . The delay is a function of the window length, processing time, amount of window overlap, and the number of majority votes used. The window shift T new is related to processing time , which is determined by the analysis window length T a , processor, memory, type of features, algorithms used to extract features and perform pattern recognition, and the number of sEMG channels. Thus, the only parameters under the designer's direct control for a given feature set are the window length and the number of majority votes.
Features
Raw sEMG signals are mapped into smaller-dimension feature vectors because features describe the information content of the signal more efficiently than random and complex raw signal [21, 43] . Because of the smaller size of the feature vectors, classifiers also perform faster, which improves the real-time properties of the system. EMG features can be grouped into four categories according to the domain where they are calculated: Table 2 shows some features of each category. SD features can be calculated only from HD-sEMG conriqurations. A more detailed description of features, especially that of TD and FD features, can be found in Refs. [109, 110] .
Feature selection is the most important step in sEMG signal processing because the effect of the feature set on classification accuracy is even greater than the effect of the type of the classifier [7, 125, 126] . Three properties determine the quality of the feature space: maximum class separability, robustness, and computational complexity [110] . A high quality feature space results in clusters with maximum class separability or a minimum overlap, thus minimizing the misclassification rate. Robustness describes the ability of the feature space to preserve cluster separability in a noisy environment. The computational complexity of the feature set should be low so that the related procedure can be implemented with reasonable hardware and in real-time.
Although several studies have been made to find optimal features for classification of sEMG signals [93, [109] [110] [111] 118, 121, 122, 127, 128] , few of these studies have made deeply quantitative comparisons of their qualities, particularly from the viewpoint of redundancy. In addition, there is little consensus between these studies because of significant differences in the study details: most notably, the number of postures classified, posture types and durations, data acquisition and the classification system used, the number of subjects and the data set sizes. Comparative studies have shown that TD features achieve higher accuracy for the LDA classifier, whereas TFD features outperformed them for the SVM classifier [104, 129] . Considering the robustness of LDA over SVM, TD features classified with LDA have been suggested as optimal for sEMG classification [130] . However, this conclusion bases on studies made in low-noise laboratory conditions, and more study is needed to find the features capable to maintain high classification accuracy in real use. The classification system has also been shown to be subject dependent, and therefore it may be beneficial to tailor a classification system to each subject [78, 79] . The following subsections describe the feasibility of each feature group in sEMG classification in more detail.
Time domain features
TD features are the most commonly used feature group in sEMG signal classification [36, 42, 81, 93, 113, 114, 125, 131, 132] . Their major advantage is that they are fast to calculate because no mathematical transformation is needed. However, because TD features are based on signal amplitude, they are relatively sensitive to noise and artifacts. Based on observations of scatter plots and mathematical properties, Phinyomark et al. [133] divided TD features into four main types: (1) energy and complexity information methods, (2) frequency information methods, (3) prediction model methods, and (4) time-dependence methods. Adding the features from the same category in the feature vector may increase the performance only slightly, due to small difference in feature space. Some features from each group are presented in Table 2 .
There have been attempts to determine an optimal TD feature vector for several classifiers. Examples of TD feature vectors used in sEMG studies are presented in Table 3 . The most common combination is the LDA classifier with Hudgin's feature vector consisting of mean absolute value (MAV), waveform length (WL), zero crossing (ZC), and signal slope changes (SSC) [42, 93, 95, 100, 122, 134] . MAV estimates an average of absolute value of the EMG signal amplitude and WL, the cumulative length of the waveform over the time segment [74, 110, 133] . WL is a combined measure of signal amplitude, frequency and duration describing signal complexity. ZC is a number of times that amplitude values of the EMG signal cross zero amplitude level and SSC the number of times that slope of the EMG signal changes sign [74, 109, 110, 135] . The benefits of Hudgin's feature set are relatively high classification accuracy, stability against changes in segment length, low discrepancy over several sessions, and computational simplicity [93] . In addition to LDA, it has also been shown to be an optimal TD feature vector at least for SVM and multilayer perception (MLP) [93] .
It is also common to combine autoregressive (AR) coefficients with Hudgin's features (often referred to as the TDAR feature vector). This feature vector has shown high classification accuracy with LDA [7, 8, 60, 64, 89, 136] MLP [137] and Gaussian mixture models (GMM) [125] . Autoregressive (AR) and Cepstral (CC) coefficients are two prediction model features used in sEMG signal classification for which AR coefficients are more commonly applied [109] [110] [111] 115, 118] . AR and CC coefficients are computationally more complex than other TD features and need longer segments, as described in Section 3.1.2. The larger the model order, the greater the computation time needed to determine the coefficients. Thus, the model should be kept as simple as possible without sacrificing classification accuracy. Previous studies have suggested 3rd [138] , 4th [139] and 6th [132] AR order model as an optimal model for classification of movements from sEMG signals. The probability density function of sEMG amplitude has also shown promise as a TD feature permitting sEMG classification [140] . In a simulation study 
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Reproduced from Ref. [75] , available: http://www.rehab.research.va.gov/jour/11/486/pdf/farrell486.pdf. Note: General recommendation is that Tnew is approximately an order of magnitude less than Ta, meaning that users should experience more consistent delay with overlapped windows. D = maximum delay between users intended movement and controller producing correct output class, n = number of majority votes, Ta = analysis window length, = processing time, Tnew = amount of window overlap.
that classified sEMG data according to three force levels the core shape model outperformed higher order statistic combinations in all simulations due to the precise PDF shape screening embedded in its formalism.
Frequency domain features
Frequency domain (FD) features can be used to estimate muscle fatigue [141] [142] [143] [144] , force production [145] and changes in motor unit recruitment and firing patterns [43] . FD features are calculated from power spectral density (PSD), which can be estimated using Periodogram or parametric methods [146] . PDS is mainly determined by the firing rate of the recruited motor units in the low-frequency range (below 40 Hz), whereas the morphology of their MUAPs traveling along the respective muscle fibers mainly determines the high-frequency range (above 40 Hz) [147] .
Phinyomark et al. [109] studied the properties of thirty-seven TD and FD features and found that TD features were superior to FD features. In addition to their poorer classification accuracy, FD features are computationally more complex than TD features. However, combining FD features with successful TD features may yield more robust classification than a feature vector consisting solely of TD features. Phinyomark et al. suggested mean frequency (MNF) as a potential candidate to combine with TD features because its discriminant pattern in the feature space is different from that of TD features [120] . Phinyomark et al. [121] modified the MNF and median frequency (MDF) features in order to increase the Table 2 Some typical features used in sEMG classification. Notations:x i = ith signal sample in a segment, N = number of samples in a segment, f j = frequency of the spectrum at frequency bin j; P j = the EMG power spectrum at frequency bin j; M = length of the frequency bin, A j = amplitude.
Mathematical definition References

Time domain features
Energy and complexity information methods Mean absolute value
Root mean square
Waveform length Slope sign change
where f (x) = 1, if x ≥ throshold 0, otherwise [74, 93] Prediction model methods Autoregressive coefficients xn = ˙P i=1 a i,n x n−i , P = model order, a i,n = ith AR coefficient at time instant n [7, 115] Cepstral coefficients cn = −an − ˙n k=1 1 − k n a k c n−k , c1 = −a1, cn = nth cepstrum coefficient, a i = AR coefficient [112, 115] Time-dependence methods Mean absolute value slope 
Frequency domain features
Mean frequency MNF = ˙M j=1 f j P j /˙M j=1 P j [120] Median frequency ˙M DF j=1
Modified mean frequency
Time-frequency domain features Short time Fourier transform
x(r)g(r − k)e −j2 mi/N ; g = window function; k = time sample; m = frequency bins [95, 100] Continuous wavelet transform WTx( , a) = Discrete wavelet transform DWT splits the signal into an approximation and detail coefficients by passing it through complementary low-and high-pass filters. The approximation coefficients are further split into a second-level approximation and detail coefficients. By repeating the process, one signal is broken down into many lower resolution components. [95, 123, 124] Stationary wavelet transform SWT does not decimate the signal at each stage, avoiding the problem of nonlinear distortion of the DWT and WPT.
[95]
Wavelet packet transform WPT is a generalized version of DWT that is applied to both low-pass results (approximations) and high-pass results (details).
[95,98,100,122]
Spatial domain features
2 ; h = distance vector, x(z i ) = measurement at location z i . n(h) = number of pairs h units apart in the direction of the vector h [119] robustness property of these features by applying mean and median to the amplitude spectrum instead of the power spectrum because the variation of the amplitude spectrum is smaller. They compared the tolerance of sixteen traditional TD and FD features, and modified MNF and MDF features against white Gaussian noise. The results showed that a modified MNF is the most robust feature regarding white Gaussian noise. Therefore, modified MNF was suggested as a highly potential feature to augment the other features for a more powerful and robust feature vector. Recently, two novel FD features derived from discrete Fourier transform and muscle coordination has shown robustness against variations in contraction force [148] .
Time-frequency domain features
Time-frequency domain (TFD) features used in sEMG classification include short time Fourier transform (STFT) [95, 100, 122] , continuous Wavelet transform (CWT) [95, 100, 122] , discrete wavelet transform (DWT) [95, 123, 124, 133, [149] [150] [151] [152] , wavelet packet transform (WPT) [95, 98, 100, 122] and stationary wavelet transform (SWT) [95] . The drawback of STFT is that it cannot increase both time and frequency resolution simultaneously [153] . CWT, DWT and SWT overcome this deficiency by providing good frequency resolution with poor time resolution in low frequency band but poor frequency resolution with good time resolution in high frequency band [153] . Since DWT is computationally more efficient than CWT, it has become the most common TFD feature in sEMG interfaces. WPT has also gained interest because of its ability to provide the frequency information in both low frequency band and high frequency band. Although TFD features are computationally more complex than TD features, they can be implemented with fast algorithms that have shown to be capable to meet the real-time requirements in sEMG classification when appropriate dimensional reduction and segmentation techniques are used [92, 98, 122, 152, 154] . Wavelet transforms may improve the robustness of the system compared to TD and FD features because by using subsets of wavelet coefficients the analysis can be restricted only to interesting frequency bands.
TFD features yield a high-dimensional feature vector that requires dimensionality reduction transformation to increase the speed and accuracy of the classification. The most popular feature projection algorithms in sEMG signal classification are the principal component analysis (PCA) and uncorrelated LDA (ULDA) [100, 103, 129, 155] . However, the feature extraction applied for wavelet coefficient is usually a TD technique [133, 150, 156, 157] . TD features can be calculated either directly from the wavelet coefficients or the reconstructed sEMG signal [150] . Most studies of sEMG analysis have concluded the Daubechies wavelet family to be one of the most suitable for sEMG signal analysis [150, 158, 159] . Phinyomark et al. [120] compared several TD and FD features computed of the sEMG signal reconstructed using DWT coefficients of different levels. Useful feature vectors included a feature vector consisting of ZC, WAMP, and MAV computed of the secondlevel reconstructed sEMG signal with the Db7 wavelet and the Myopulse percentage rate (MYOP) feature of the first-level reconstructed sEMG signal with the Db8 wavelet [120] . Phinyomark et al. [156] [157] [158] 160] have also suggested DWT as an optimal method to remove white Gaussian noise (WGN) from sEMG signals. Conventional filters cannot effectively remove WGN because its frequency components fall in the energy band of the physiological sEMG signal.
Spatial domain features
HD-sEMG measurements have made it possible to extract not only temporal and spectral but also spatial information from sEMG recordings. Spatial domain (SD) features would improve the differentiation between postures and force levels providing information about the spatial distribution of the MUAPs and on the load-sharing between muscles. The relevance of spatial information is supported by the observation that distinct regions of the muscle are activated differentially depending on the position of joint [161] as well as the duration [162] and strength [163] of the contraction. Since HD-sEMG has only recently adopted in the sEMG interfaces, very few studies have investigated and designed SD features for this purposes [75, 76] . An example of SD feature is the experimental variodogram [76] . It has shown to yield classification accuracy comparable to the classical TD features but to be more robust against longitudinal and transverse electrode shifts [76] . Moreover, small variations in the number of measurements used to calculate the experimental variodogram do not change the number of points which form it, and consequently the feature space used in variodogram method [76] . Thus, the number of electrodes can be different during testing and training of the classifier which allows excluding the electrodes with poor signal quality from the computation of the variogram during the use of the sEMG interface without re-training the classifier.
Myoelectric control strategy
Two control strategies used in sEMG interfaces are pattern recognition-based and non-pattern recognition-based control. In pattern recognition-based control, a classifier is used to map the feature vector to a desired command, whereas non-pattern recognition-based control decides the control commands by comparing a value of a single feature to predetermined threshold(s).
Pattern classification-based approach is usually preferred in sEMG interfaces because it allows more versatile control scheme than non-pattern one. This subsection describes these sEMG control approaches.
Pattern recognition-based control
Pattern recognition-based approach relies on the assumption that the classifier is capable to recognize the input values introduced in the training session and assign each input value to one of a given set of classes. Input values are feature vectors calculated of the sEMG signal, and classes correspond to different control commands that are sent to the device. Pattern recognition has provided important improvements in sEMG control when compared to conventional non-pattern recognition-based control by extending the number DOFs and increasing the intuitiveness of control commands. sEMG pattern classification has been studied for decades [164, 165] , and several classifiers have been investigated and compared for use in sEMG control [93, 114, 126, 134, [166] [167] [168] [169] [170] . A detailed description of the most common classifiers used in sEMG interfaces is given in Refs. [43, 118] . However, a number of comparative studies agree that with an appropriate feature set and a sufficient number of channels, most classifiers have similar classification accuracy [7, 125, 126, 170] . The implication is that an appropriate feature representation makes the classification task a linear problem. The trend seems to be toward classifiers that are simple to implement, fast to train, and meet real-time contractions, such as LDA [8, 50, 58, 64, 91, 92, 130, [171] [172] [173] [174] , support vector machines (SVM) [136, 166, 175] , and hidden Markov models (HMM) [168, 176, 177] , of which LDA is the most commonly used and has become a general recommendation for sEMG interfaces.
However, few studies have compared the ability of the classifiers to classify sEMG signals in long-term use and with additive artifacts or noise. It can be assumed that linear classifiers are more capable to maintain high classification accuracy compared to nonlinear ones because of their better capability to generalize sEMG data. Kaufmann et al. [178] demonstrated this by showing that The LDA classifier was the most robust against the long-term effect of fluctuating sEMG signals when compared to five state-of-art classifiers. sEMG data was recorded from 21 days, and the classification accuracy for LDA was 82.37% when trained with recent data and 78.73% when trained with data collected only during the first day. Young et al. [58] found that the LDA classifier also outperforms The MLP classifier when electrode shifts are present. However, more complex classifiers may be appropriate in long-term use where a proper classifier has to classify novel patterns during online training.
Non-pattern recognition-based control
Non-pattern-based controllers have simple structure, but the main limitation is that they allow only restricted number of control commands [43] . However, non-pattern recognition-based approach may provide an intuitive interface for navigation menus [26] , wheelchairs [22] and assistive robots [179] that usually require fewer commands than, for example, multifunction control prostheses. The methods included in non-pattern recognitionbased methods are proportional control [20, 180] , onset analysis [181] [182] [183] , and finite state machines [22, [184] [185] [186] . In proportional control, the strength of muscle contraction determines the speed or force of a device. Proportional control has been adopted in exoskeletons [20] and prostheses [180] , where it is used with pattern recognition-based or other non-pattern recognition-based methods to control speed or force of an assistive device.
Onset analysis is performed either by using single-threshold or double-threshold methods. In the single-threshold method, the sEMG signal is compared with an amplitude threshold whose value depends on the mean power of the background noise [43] . This method is fast and simple to implement, but its high sensitivity to noise makes it suitable only for coarse ON/OFF detection. An adaptive threshold method, where the threshold is determined on the basis of the average power of previous sEMG contraction, has also been developed [179] . Thus, the threshold can automatically adjust itself when contraction power varies, so as to avoid misclassification. To perform a specific function, the user must produce a constant contraction to keep the sEMG amplitude above the associated threshold [43] . The single-threshold method can be based on a time-enveloped signal or instant signal value. In the first case, commonly used algorithms are signal mean value, low-pass-filtered signal mean value, or Marple-Horvat and Gilbey algorithm [187] .
The single-threshold method is generally unsatisfactory because it strongly depends on the choice of the threshold [43] . To overcome this problem, the double-threshold method was developed [22, 182] . It applies single-threshold detection to a fixed number of consecutive values of an auxiliary variable and detects onset when a certain number of auxiliary values cross the threshold. The double-threshold method (see Fig. 6 ) yields higher detection probability, which makes it superior to the singlethreshold method [43] . However, the drawback of this method is that it is complex and computationally expensive. Therefore, Xu and Alder [183] developed an improved method based on the double-threshold method. The improved method is more sensitive, stabile and efficient with decreased computational cost. A detailed description of the method can be found in Ref. [183] .
Finite state machine (FSM) based controller is described by a finite number of states, transitions between them, and commands. The states usually represent predefined commands for the device, and transition roles are associated with the signal features. In wheelchair [22, 186] and assistive robot [188] control, FSM provides an intuitive, easy interface with high accuracy. An example of an FSM and the double-threshold-based signal-onset detection designed for the sEMG wheelchair is presented in Fig. 6 . FSM has also been studied in upper limb prostheses [184, 185] , and the state-of-art commercial prostheses rely on FSM-based control. The effort required to control a prosthesis can be reduced by combining an FSM higher-level controller with pattern recognition-based approach [185] . In this control strategy, the patient must only initiate or stop a movement, and using information from local sensors, the low-level controller will control the movement.
Challenges and future trends
One of the major challenges related to the design of sEMG interfaces is to maintain high classification accuracy in long-term use. In real use, the muscle contractions, i.e. the classes associated to control commands, are performed in a variety of conditions, which may lead to differences in signal properties making them unrecognizable for the classifier. Another challenge is to develop a control strategy that allows simultaneous movement of multiple DOFs. This section describes the main challenges related to the design of sEMG interfaces and introduces potential approaches to overcome them.
Number of control commands
Although the pattern recognition-based method overcomes the non-pattern based one with the possibility to implement a more versatile user interface, increasing the number of control commands complicates the classification problem, which may reduce the classification accuracy. The number of classes investigated in sEMG studies usually remains fewer than twelve. When a maximum of 12 classes are examined, each additional output class included into the classification problem will cause the classification accuracy to drop by 0.26% [8] . (1), (5), and (9), that is recognized as no motion. If any signal is less than PTH but above ATH , as in (2), (4), (6) , and (8) that is regarded as a transition state in which one or both muscles are relaxing from contraction or activating to contraction. In this case, the activation is reserved with the previous state. In the single-contraction state, only one signal exceeds PTH , and another is less than ATH as in (7) For human-device interface purposes, increasing number of studies have combined sEMG information with information acquired from other sources, such as images [189] , acceleration [190, 191] , voice [192] , EOG signals [193] , and EEG signals [194] . Utilizing multiple sensor modalities allows increasing the number of classes without compromising the classification accuracy significantly. Zhang et al. [195] managed to classify 72 Chinese Sign Language (CSL) words with average accuracies of 95.3% and 96.3% for two subjects by merging the information acquired by five sEMG sensors and a three-axis accelerometer. 40 CSL sentences were classified with an overall word accuracy of 93.1% and a sentence accuracy of 72.5%. The effective fusion of accelerometer and sEMG data was achieved using a decision tree and multistream HMM. The start and end points of sEMG signals of meaningful gesture segments were detected automatically on the basis of the intensity of the sEMG signals. These active segments were further segmented into analysis windows of 250 ms with 125 ms overlap and accelerometer signals were segmented synchronously with the sEMG signals. The feature vector consisting of 4th order AR coefficients and MAV was calculated from each analysis window of the sEMG signals. The sEMG signals were filtered between 20 Hz and 1 kHz, and sampled at 1 kHz. The accelerometer was placed on the back on the forearm near the wrist and five bipolar silver sEMG electrodes on the following forearm muscles: extensor digiti minimi, palmaris longus, extensor carpi ulnaris, extensor carpi radialis, and brachioradialis.
Simultaneous and proportional control
Pattern recognition-based classifiers can activate only one DOF at a time. This is a significant drawback, especially in prostheses where a user has to make a combination of sequential movements to perform a coordinated task. The strategies that have been used to apply pattern recognition-based classification to combined motions (i.e. activate multiple DOFs) are single, parallel and conditional parallel classification (see Fig. 7 ).
The single classification approach proposed by Davidge et al. [196] consists of one classifier in which each discrete (one DOF) and each combined motion (two DOFs) were labeled as separate classes. Braker et al. [197] introduced a parallel classification that predicts the classes with separate classifiers each of which is trained with discrete motions and a separate subset of channels. Young et al.
[174] modified this method, using one classifier for each DOF and training the classifiers to discriminate between three classes, the two opposing motion classes of a DOF and no motion. Each motion class is trained using data from its discrete motion and, in contrast to the previous parallel approach, also using the combined motions in which it participates. The output is a combined action when two of the parallel classifiers have active motion classes as their output. This approach uses all channels for every classification decision. Young et al. [174] also developed a conditional parallel strategy that classifies each motion class with a separate classifier that discriminates between its designated discrete movement and all combined movements that have this discrete movement as a component. Thus, each classifier makes a priori assumption that one discrete motion class is active. The final output is the movement class selected by both of the conditional classifiers that contain the motion class. Each of the three classification strategies has been implemented using LDA classifiers and the parallel strategy also using SVM classifiers [198] . A comparison of LDA implementations shows that the conditional parallel classifier yields the best classification accuracy of the three approaches [174] . In classification of three DOFs, the conditional parallel strategy yielded error rates of 6.6% on discrete and 14.1% on combined motions, whereas for single classifier the corresponding values were 9.4% and 14.1%. Parallel strategy had the poorest performance, suggesting that it is not valid for all classification tasks. However, the problem of all these strategies is that they also need training data from combined motions. Limiting training to discrete motions is possible with the parallel approach, but it substantially increased the combined motion error to over 80% [174] . Training session becomes cumbersome, especially if the classifier needs retraining each time the device is used and the electrodes are replaced on the skin. Additionally, pattern recognition-based approach does not allow intrinsic proportional control.
Regression-based methods provide an alternative to pattern recognition-based control. Unlike classifier, regressor does not decide for a certain class but estimates a continuous output value for each DOF allowing an independent simultaneous and proportional control [199] . The idea of regression-based sEMG control is relatively new and most studies have focused on multilayer perceptrons for regression [137, [200] [201] [202] . A regression of EMG versus kinematics requires training data for which the association between sEMG and kinematics is known. Obtaining this data from amputees is challenging since it is not possible to measure the kinematics of the missing limb. However, successful reproduction of hand kinematics has been achieved by learning the regression function from mirror movements where the kinematics are estimated from the able hand and the sEMG from the contralateral side with limb deficiency [137, 200, 201] . An alternative method is cueing the subjects on specific tasks and using the cues as labels [203] . Simple linear methods have shown to achieve performance comparable to those of state-of-art nonlinear regression methods at much lower computational demand for training and evaluation [204] . Especially Mixture of linear experts (EM), a physiologically inspired extension of linear regression, was suggested a promising candidate for sEMG control [204] . It can be easily realized on a simple inexpensive micro-controller with little power consumption and are readily modified for real-time adaptation. Moreover, EM yields high performance with relatively small amount training data.
Recently, the factorization of muscular activation patterns in weights and activation signals by non-negative matrix factorization (NMF) has gained special interest in the field of aEMG control research. According to muscle synergy theory, the extracted signals are related to supraspinal motor commands whereas the synergistic weights are determined by the spinal cord circuitries [205, 206] . NMF-based method has demonstrated the feasibility of obtaining simultaneous and proportional control signals at multiple DOFs in healthy subjects [203, 207] , as well as amputees [208, 209] , both in offline analysis [207, 208, 210] , and in online validations [208] [209] [210] . Since based on factorization, the procedure is in practice unsupervised, although a short initial calibration without labeled signals is required [208] . NMF-based approach also is appropriate for online adaptation since the synergy matrix can be re-estimated from any set of movements [208] . Moreover, it has been shown to be relatively robust with respect to the number and exact locations of electrodes and therefore targeting specific muscles is not needed [208] .
A comparison of two supervised methods, ANN and linear regression, and a supervised method, NMF, revealed that despite the different capacity of mapping joint angles from the sEMG signals offline, the online performance of the three algorithms is similar [203] . This result indicates that an accurate mapping between sEMG and kinematics may not be necessary since an intuitive simultaneous and proportional control can be achieved by the continuous interaction and adaptation of the user with the sEMG controller through feedback. Similar observations have also been obtained in studies where the concept of "human embedded control" is used to describe the user's ability in controlling multi-DOF tasks through poorly calibrated controllers [211, 212] . Thus, sEMG interface design should rather focus on a consistent mapping between sEMG and control strategies than an accurate estimate of physical variables.
Variation in limb posture
If sEMG signals are measured on the forearm, the variation in limb position associated with normal use can have a substantial impact on classification accuracy. Fougner et al. [191] showed that the classification error increased from 3.8% to 17.6% due to changes in posture and limb position. The degradation in the performance of the classifier during changes in limb posture can result from variety of reasons, such as electrode shift, variation of muscle recruitment due to gravitational forces, the force-length relationship of the muscle, and changes in musculotendon lever arm, which all depend on joint angles [213] . Even the muscle lengthening can change the efficiency of the muscle due to the degree of overlap of thin and thick filaments, causing an associated change in sEMG activity [214] .
Chen et al. [172] proposed a solution to this problem by training a classifier in all possible limb positions. They succeeded in classifying seven hand and wrist postures in five upper limb positions, with an average classification accuracy of 88.8% using a LDA classifier and Hudgins feature set. The sEMG data was measured with six channels placed uniformly around the proximal portion of the forearm over the apex of the muscle bugle and the other two channels positioned on the distal end. The sEMG signals were segmented into windows of 300 ms with 100 ms overlap, band-pass filtered at the range of 20-450 Hz and sampled at the frequency of 4 kHz.
The same approach has also been extended by using accelerometers in addition to sEMG measurements [173, 191] . Founger et al. [191] achieved a classification accuracy of 95% when the average value of the data measured by two analog 3-axis accelerometers was fed into the classifier as an extension of the sEMG features. Using only sEMG information, the classification accuracy was 94.3%. sEMG signals were acquired with eight pairs of electrodes embedded in a cuff placed around the dominant forearm, proximal to the elbow, at the position with largest muscle bulk. Accelerometers were placed over the brachioradialis muscle and over the biceps brachii. Both sEMG and accelerometer data were segmented using 250 ms windows with increments of 50 ms and sampled at 1 kHz. Additionally, the sEMG signals were low-pass filtered at 500 Hz. Although training a classifier with data from all limb positions improves the performance compared to a classifier trained in one position, the drawback is a more complex and cumbersome training procedure. However, a promising result in the study of Founger at al. [191] was that for a test set of five positions, an increase from three to five training positions only yields a reduction from 5.3% to 4.9% in the associated classification error.
Boschmann and Platzner [50] studied the effect of the number of electrodes to distinguish 11 different hand and wrist postures recorded in three different upper limb positions. The measurements were made with an array of 96 monopolar electrodes (4 × 24) wrapped around the right forearm muscles, and the subset of electrodes used in measurements were selected symmetrically. When the classifier was trained all limb positions, classification accuracies of 90% were achieved with 4 sensors and 95% with 6 sensors. With 30 or more electrodes, the classification accuracy increased over 99%. The results were promising even with the classifier trained only in one upper limb position: the total average classification accuracy (i.e. includes both inter-and intra position classification accuracies) yielded over 90% with 20 or more electrodes. The sEMG signals were segmented using 100 ms windows with 50 ms overlaps, and Hudgins feature set was calculated from each segment. A LDA classifier was shown to slightly outperform SVM and k-nearest neighbor classifiers. However, the drawback is that increasing the number of electrodes also increases the production costs. In addition, the causes of degradation at different arm positions are different between healthy subjects (gravity compensation) and amputees (pressure change of the socket), and therefore more studies are needed to verify the capability of the approaches presented in this subsection for amputees.
Variation in contraction force
Variation in contraction force may introduce variation in the patterns of EMG signal measured during the same motion class [115] . Therefore, the classifier may not be able to recognize the motion class if it is performed at different force levels. Scheme et al. [177] demonstrated this with an experiment where 11 test subjects performed contractions at 20-80% of the strongest contraction they felt comfortable to produce. EMG data were collected with eight electrodes placed around the forearm during ten classes of hand and forearm postures and classified using A LDA classifier and Hudgins feature set. The presence of contractions from unseen force levels increased the error over 32% (a usable system should have an error rate under 10%). Introducing exemplars from all force levels in the training phase diminished the error substantially to 17% but required an extensive training session. One promising result was that a restricted protocol using only the lowest (20%) and highest (80%) force levels increased the error only marginally to 19% [177] . However, these results cannot be straightly generalized to amputee persons who have a different muscle structure after amputation and lack the visual feedback because of the loss of the limb. A study with two below-elbow amputees showed that it would be very difficult for amputees to control multiple forces for many postures without the proper adequate planned training to make them exert the correct pattern [215] . The classification error for amputees reduced from 60% to ∼17% when the classifier was trained with all three force levels. The results were obtained with a LDA classifier and the feature vector consisting of integral absolute value (IAV), WL, ZC, SSC and kurtosis. The sEMG signals were acquired with 12 pairs of Ag/AgCl electrodes placed around the stump in 2 rows. The sampling rate was set at 2 kHz, and the sEMG signals were filtered using the band-pass filter of 20-450 Hz and notch filter of 50 Hz.
A recent study found that the orientation of muscle activation pattern vector of the frequency band is invariant for the same posture with different force levels [148] . Relying on this observation, two novel features robust to variations in contraction force were derived from discrete Fourier transform and muscle coordination [148] . These features achieved ∼11% higher classification accuracy than two TD feature sets when classifying nine classes of postures with three different force levels using A LDA classifier. The sEMG data was acquired using 8 sEMG channels, the pand-pass filter of 20-450 Hz and the sampling rate of 2 kHz from the following muscles: flexor pollicis longus, flexor digitorum superficialis, flexor digitorum profundus, abductor pollicis longus, extensor capri radialis, flexor capri ulnaris and extensor digitorum.
Interface integrity with time
The factors that may alter the sEMG and thus challenge the robustness of the sEMG control system in long-term use include, external interference, electrode shifts with respect to the muscles, electrode impedance changes, sweat, the changes in muscle activity patterns and EMG signal properties due to fatigue and motor learning as well as variations in contraction force and limb position. Most of external interference, such as power line interference (especially problematic in monopolar recordings), can usually be removed with appropriate filtering. However, the sources of variation that are intrinsic to the system cannot be effectively suppressed. Online training has a high potential to allow the classifier to cope with these factors that may notably affect the sEMG patterns over time.
In online training, a classifier can adapt to the variations in signal characteristics because it is trained continuously with new patterns during operation [43] . Updating the training data requires continuous evaluation of whether classified patterns coincide with user intentions. Entropy is suggested as an appropriate measure for this evaluation [216] . A potential approach for real-time classifier training is presented in [217] . The method is shown to allow stable discrimination of at least eight hand and forearm motions by adjusting to both gradual and drastic change in user's characteristics.
Classifiers based on neural networks have the potential to be used in online training [43] . For example, a very fast versatile elliptic basis function neural network (VEBFNN) would be powerful in training with incoming patterns during online training because it can learn data sets accurately in only one epoch and discard them after passing through [218, 219] . This training procedure is fast in comparison to the traditional neural networks and needs only a small amount of memory [219] . VEBFNN has shown to be effective in facial sEMG feature classification [218] . Another classifier appropriate for online training would be fuzzy adaptive resonance theory mapping (fuzzy ARTMAP) that is fast, plastic and stabile, as well as able to generally achieve better accuracy over a smaller number of processing nodes [43, 220] . A modified version of fuzzy ARTMAP, used to classify sEMG signals, is discussed in [220] .
Applications
In recent years, the interest toward sEMG interfaces has rapidly increased, as can be seen from Fig. 8 . The main reason for this is that pattern recognition-based control strategy was adopted in sEMG interfaces in 1993 [74] . The most important application areas of sEMG interfaces are assistive technology, rehabilitation technology, mobile technology, and silent speech recognition. This section reviews the state-of-art applications of each category.
Assistive technology
In the field of assistive technology, EMG interfaces have been adopted in prostheses, wheelchairs and assistive robots. This section describes the results achieved by EMG control in these applications. 
Prostheses
sEMG prostheses are the most-studied application of sEMG interfaces [94, 103, 110, 125, 134, 166, 167, 176, 184, 198, 221, 222] . The use of sEMG in upper limb prostheses dates back to the 1960s when the first commercial prosthetic arm was developed by the Central Prosthetic Research Institute of the USSR [17] . It had one DOF, opening and closing, that was controlled with strong contraction of antagonistic muscles. Despite sEMG studies having reported high classification accuracies (>98%) achieved up to twelve classes [36, 117] , the threshold based principles of the early systems are still applied by clinically and commercially available sEMG upper limb prostheses in the present day. The simplest control approach is threshold-based on/off-control where the desired function is actuated when the sEMG amplitude exceeds the predefined threshold value. In this approach, different functions can also be assigned to different channels placed on the physiologically appropriate muscles. However, at least two signal sites are required to control one DOF (e.g. hand open/close). Alternatively, the range of muscle activity, from the detection threshold to the value at maximal contraction, can be divided into several intervals, each corresponding to a prosthetic function [223] . Other strategies applied in commercial prostheses are rate coding where the speed of the muscle contraction is associated with the desired functions (i.e. slow contraction selects one function a fast another) and pulse coding where the control command are pulses of sEMG activity (i.e. one pulse corresponds hand open, two pulses hand close) [223] .
The commercial prostheses remained relatively unchanged until 2007 when, the first upper limb prosthesis with five individually powered digits, was launched (i-Limb, Touch Bionics, Livingston, U.K., http://www.touchbionics.com/). Since that also other prostheses with multiple DOFs have entered the market for patients (Fig. 9.) . These systems usually exploit finite-statemachines and employ only two sEMG signals intended to use for both DOFs and the switches from one DOF to another. Thus, DOFs are controlled in a serial fashion and require unintuitive movements to produce both the control signals and the co-contractions needed to toggle between the different DOFs. Moreover, the approach does not allow simultaneous control of multiple joints and becomes cumbersome if the DOFs are increased.
The main barrier that prevents adoption of the pattern recognition-based approach for clinical use is the concern over long-term system robustness. For example, effects of socket loading and limb orientation [173] , variations in muscle contraction effort [115] , and electrode shifts [59] during donning and doffing as well as during use result in changes in the EMG and will cause the classifier to be operated with signals different from those used to train it. Moreover, most studies have used healthy subjects, and more study is needed to ensure robust classification also with amputees.
Another significant challenge in the design of multifunctional prostheses is their power-weight ratio: The state-of-art non-prosthetic mechanical hands have 20 degrees of freedom (human hand has 24 degrees of freedom), but they cannot be used as prostheses because their actuation and control system are too heavy and bulky [224] .
Electric power wheelchairs
The first publication on sEMG-controlled electric power wheelchair EPW is from the year 2001 [225] , and thereafter several prototypes have been designed [22, 186, 192, [226] [227] [228] . Generally, a myoelectric wheelchair interface includes the following control commands: go forward, go backward, turn left, turn right, and stop [22, 186, 192, 227] . Only TD and FD features have been used in EWPs because of their better real-time properties compared to TFD features. However, discrete wavelet transform can be computed relatively quickly with currently available hardware, and thus it may also be appropriate for EPWs. Because the control of EPWs requires relatively few commands, even simple non-pattern recognition-based control strategies have provided easy and effective sEMG interface for EPWs [22, 186, 192] . Although computational simplicity has made non-pattern recognition-based methods popular in EPWs, the development of microcontrollers and microprocessors has increased the interest toward pattern recognition-based control strategies [226] [227] [228] . For example, Song et al. applied a fuzzy Min-Max Neural Network (FMMNN) to drive an EPW based on the sEMG signals collected from the forearm muscles [226] . The control system adjusted the min-max values of the hyperboxes in FMMNN according to the sEMG feature variation for every 2 s making the system robust against muscle fatigue. The variation in the sEMG features caused by muscle fatigue was evaluated with MDF and MNF. The sEMG feature vector used as an input to the classifier consisted of difference absolute mean value (i.e. the mean absolute value of difference between adjacent samples), IAV, ZC and VAR. The features were calculated from the segments of 128 ms. The sEMG signals were filtered within the range of 20-500 Hz and power-line noise was reduced with 60 Hz notch filter. The sampling rate was set to 1 kHz.
A suitable place for electrodes for EPW control purposes is, for example, on shoulder muscles, because the shoulder elevation motion is distinct from gestures used in daily living [22, 192] . The other common places for electrodes are the muscles in forehead [189] , face [229] , neck [22, 227, 230] , forearm [228, 230] , and hand [231] , depending on the ability of the patient. Also a system that allows a reliable control over one arbitrary muscle group has been developed [186] . The number of channels used in sEMG-controlled EPWs varies between 1 and 4 [227, 228, 232] . Generally, the classification accuracies yielded in the studies of sEMG-controlled EPWs are over 90% [22, 227, 229, 232] . In EPWs, it is also common to combine the sEMG information to the information achieved from color images of face [189] , voice commands [192] , EOG signals [193] , or EEG signals [194] .
Assistive robots
Assistive robots are a less-studied application of sEMG interface in the field of assistive technology [179, 216, 233] . An example of an assistive robot is sEMG controlled meal-assistance robot developed by Zhang et al. [179] . The robotic system is designed for people with disabled upper limbs. When the subject contracts his/her muscle, the robot will pick up the food in the selected tray and feed the subject. sEMG signals were measured with four bipolar electrodes placed on the calfs and shoulders, amplified, sampled at the sampling rate of 500 Hz, and high-pass filtered with a cut-off at 120 Hz. The onset of the muscular contraction is detected by an online algorithm with adaptive sEMG power threshold and the output of onset analysis is converted into appropriate command. Compared with joystick controls, the sEMG control system had a good performance in preciseness, efficiency and comfort when tested with healthy subjects. When excluding one subject, who had an especially low rate of success, the mean rate of success of sEMG control outperforms the joystick control with 95.2% versus 93.7%.
Rehabilitative technology
Applications of sEMG interfaces in the field of rehabilitative technology include sEMG-driven exoskeletons [234] [235] [236] [237] [238] and serious or applied games [24, 239, 240] . This section overviews the use of EMG control in these applications.
Exoskeletons
The first publication about an sEMG-driven exoskeleton dates back to 1999 [234] , and since then several prototypes of sEMGbased exoskeletons have been developed for rehabilitation and assisting of physically weak persons including the elderly and individuals who sustain neurological impairments, such as spinal cord injuries, acquired brain injuries, or stroke. In exoskeletons, the sEMG measurements can be used as an indicator of the effort generation to trigger assistance [241] or to compensate the weakness of the muscles by generating assisting forces proportional to the amplitude of the sEMG signal [20, 242] . One of the two typical control approaches considered for exoskeleton control is the neurofuzzy method [243] [244] [245] [246] [247] [248] . Its drawback, however, is that the control rules become complicated if the degree of freedom of power-assist is increased. The other typical control method relies on the estimate of joint torque needed to perform the movement [234] [235] [236] [237] . However, torque-estimating methods usually relate to complex subject-and session-dependent calibrations which confine their use to laboratory conditions. Lenzi et al. [242] showed that an accurate estimate of muscle torque is unnecessary for providing effective movement assistance since the user is able to adapt to the imprecision of the control system. They developed a proportional sEMG-based control system for an elbow-powered exoskeleton that gives only a rough estimate of the user's muscular torque and does not need any specific calibration. The system obtained linear envelope from the raw sEMG signals online through full-wave rectification of the bandpassed sEMG signals and postfiltering by means of a second-order low-pass Butterworth filter with a cut-off frequency of 3 Hz. Thereafter, the force set-points for the flexor and extensor actuators of the exoskeleton were obtained by multiplying the linear envelopes with two different constant factors. The closed-loop low-level controller regulated the cable forces for flexor and extensor actuators to produce the final assistive torque on the user joint. The assistive torque artificially strengths the muscle proportionally to the intensity of the muscle activation. The sEMG signals were acquired by bipolar Ag/AgCl electrodes placed on the biceps brachii and triceps brachii muscles. Experimental results show that subjects adapted almost instantaneously to the assistance provided by the robot and could reduce their effort while keeping full control under different dynamic conditions.
Serious games
A serious game is a game the primary purpose of which is other than pure entertainment. sEMG controlled serious games can be used to motivate patients in physical exercises and provide a distraction from pain or anxiety [24, 239, 240] . An example of sEMG controlled serious game is a biofeedback system for muscle rehabilitation [240] developed by Lyons et al. Based on the intensity of muscle activity recorded from the muscle of interest, the system enables or disables the playing of a computer game by a user. The hardware consisted of a bipolar detection EMG amplifier unit and a Desktop unit. The amplifier provided a band-pass filtered (20-500 Hz) raw sEMG signal to the Desktop unit that generates a linear envelope representation of the sEMG signal. The system software read the linear envelope of the sEMG signal from the desktop unit and using a custom threshold level, determine whether game play was enabled or not for the user.
Input devices
Human-device communication technologies currently use mainly physical transducers such as mice, keyboards, pens and joysticks in their mediation. However, as technology is being integrated more seamlessly into our environment, situations arise where direct manipulation of a physical input device may be inconvenient or difficult. This section discusses the benefits of sEMG control over traditional input devices and reviews the results achieved with applications which have adopted the sEMG interface.
Armbands for mobile devices
sEMG armbands have been developed to replace the traditional input devices in situations where hands are busy or where private interaction without disruption to the immediate environment is desired (see Fig. 10 ) [25] [26] [27] 29, 30] . Constanza et al. [26] developed a myoelectric motionless gesture sensor that detected isometric muscular activity (i.e. muscular activity that does not produce movement) allowing discreet and unobtrusive interaction with mobile devices. The device was inserted into an elastic armband made for a commercial MP3 digital music player, as shown in Fig. 10 . The system also provided tactile feedback about the gesture being recognized. The subtle gestures were modeled as short bursts of activity preceded and followed by inactivity in the standard derivation of the sEMG signal [26, 27] . The standard derivation was computed over a sliding window of 0.2 s with 75% overlap. When the activation was detected, the controller sent a signal wirelessly to the main wearable processing unit, such as mobile phone. sEMG signals were measured by wet bipolar Ag/AgCl electrodes placed around the upper arm [26] . The prototype was validated in an experiment where subjects selected items from an audio menu through subtle gestures while a simulated mobile task. The results showed the sEMG interface can be used to discretely interact with a device without being detected by others. The classification accuracies were 97.6% for condition where two armbands were used in two arms and 94.6% for the condition whit single armband.
Saponas et al. [29] from Microsoft have also studied the feasibility of sEMG interfaces in mobile applications by developing a prototype of an armband capable of sensing a variety of finger gestures. The prototype worn on the upper forearm (see Fig. 10c ) consists of an embedded wireless muscle-sensing device combined with electrodes and a sports sweatband. The circular electrodes were arranged into two sets of three bipolar electrode pairs; one set on top of the forearm, the other set on the bottom. The sEMG signals were classified at segments of 32 samples using an SVM classifier. From each segment a feature vector consisting of the amplitude of each channel as the RMS amplitude of the fully rectified signal, the RMS ratios among all six channels, spectral power in several frequency bands, the ratio of high-frequency energy to low-frequency energy within each channel, and the phase coherence among each pair of channels. The prototype was tested in an experiment where eight subjects were asked to pinch with one of three fingers. Their system performed best at recognizing the pinching gesture, with the mean accuracy of 86% when collecting training data immediately after testing, 87% when the data was collected after a short break and 86% when using training data from the previous day. The classification accuracy of pressing gestures was much poorer, with mean accuracies for the same session, short break and one-day break of 76%, 73%, and 66%, respectively.
Muscle computer interfaces
sEMG interfaces have advantages over traditional input devices in computers, and sEMG counterparts have been developed for example to mouse controllers, joysticks and keypads [28, 249] . Current input devices are usually relatively complex to use because numerous physical buttons and sticks need to be manipulated simultaneously. sEMG interface may decrease the complexity since it allows mapping of multiple muscle groups to different actions.
The researchers at the Neuroengineering lab at NASA demonstrated the feasibility of sEMG sleeve to replace traditional joystick and keypad in space-based applications (see Fig. 11 ) [28, 250] . In the first experiment, the sEMG signals were associated to joystick commands for a realistic flight simulator for an airplane [250] . The sEMG signals were acquired by four dry differential electrode pairs mounted in a sleeve on the subject's forearm. In the second experiment, the subject pretended to type on a numerical keypad, and the sEMG signals were processed to keystrokes [250] . However, to improve the signal-to-noise ratio, eight pairs of wet electrodes were used instead of the sleeve with dry electrodes. One ring of wet electrodes was placed near the wrist and another near the elbow. In both experiments, the sEMG signals were amplified with the gain of 2000, filtered with antialiasing filter, and sampled at 2 kHz with 16-bit precision. Moving averages of the segmented sEMG signals were computed, and the resulting feature vectors were classified with four HMMs in the joystick experiment and with 11 HMMs in the keypad experiment. Each HMM was trained for a particular gesture. The results demonstrated the feasibility of sEMG control while indicating the need for further research to reduce the incidence of errors. Future visions of the pattern recognition software were planned to be capable of adapting to the preferences and day-to-day variations in sEMG signals of individual users.
Researchers at Microsoft have studied sEMG control to increase the interaction vocabulary available for existing human-machine communication. A prototype of a muscle-sensing interactive surface by Microsoft is able to provide information about which fingers are touching the surface, the amount of pressure exerted, and gestures that occur when not in contact with the surface [251] . The sEMG signals were recorded at 2048 Hz using six circular gel electrodes and two ground electrodes placed in a roughly uniform ring around the upper forearm of the user's dominant hand. Additionally, coarse muscle activation was measured by two electrodes placed on the forearm of the non-dominant hand. The data was divided in 250 ms segments each of which filtered between 2 and 102 Hz. The 60 Hz noise was reduced with notch filter. The feature vector and classifier were same as in Microsoft's sEMG armband described in Section 5.3.1. The utility of sEMG sensing surface was evaluated in an experiment where test subjects performed drawing and editing tasks (i.e. copy, pick, move/cut, undo) with four sEMGbased interaction techniques: pressure sensitive painting (more pressure results in darker strokes), finger-aware painting (different colors were associated with the index and middle fingers), fingerdependent pick and throw (the pinch and throw gesture primitives to cut/copy and paste operations) and undo flick (flick gesture performed by the non-dominant hand was associated to the undo operation). Five of six subjects performed all drawing and editing tasks without problems. However, the system requires gross calibration each time a user dons the device.
The increased interaction vocabulary also allows designing games more realistically. Muscleman, a wireless input device for a fighting action game, acquires the sEMG of the flexor muscle in the forearm with dry Ag/AgCl electrode and uses the force of the contraction as an input [252, web publication, avaliable: http://www. intuinno.com/uploads/1/0/2/9/10297987/muscleman paper.pdf, http://www.intuinno.com/muscleman.html]. sEMG signals were sampled at 450 Hz and band-limited to 30-300 Hz. RMS was calculated from the sEMG signal to evaluate the muscle contraction force. In the calibration, the sEMG was measured from the forearm of the user during relaxation and during the maximum isometric contraction. These two values were used to normalize the RMS values when the game is played. By using muscle contraction as an indication of force, the user can intuitively make light or heavy level version of the two attaches. The attaches were classified using accelerometer data.
Silent speech recognition
Silent speech interface (SSI) has shown promise to overcome conventional speech recognition in acoustically harsh environments or in situations where private communication is desired [28, 38, 39, 168, [253] [254] [255] [256] . SSI captures silent speech by analyzing sEMG signals measured on the skin surface around the region of articulatory muscles in the face and neck. Thus, measurable signals still occur when a subject emits a few or no acoustical signals avoiding the disturbance of bystanders and ensuring robust speech signal transmission in adverse environmental conditions. SSI may also help persons who have undergone a laryngectomy (vocal cord removal) or elderly people for whom speaking requires a substantial effort.
The first publications about the sEMG-based speech recognition appeared already in the mid 1980s [39, 254] . However, for vocabularies over 10 words, the recognition accuracy remained below 70% [254, 257] until 2001 when Chan et al. [253] achieved classification accuracies of 97% and 90% for two subjects on a 10-word vocabulary of English digits. They used five pairs of gel Ag/AgCl electrodes to measure sEMG signals from five facial muscles: levator anguli oris, zygomaticus major platysma, depressor anguli oris and anterior belly of the digastric. The signals were first fed into pre-amplifier with the gain of 600 and into amplifiers with a frequency range at 10-1000 Hz and gain varied between 10 and 50. Thereafter, the sEMG signals were low-pass filtered at 500 Hz and sampled at 1 kHz using a 12 bit ADC board. Hudgins' TD features derived from Wavelet Transform were computed from the segments of 1024 samples, and after dimension reduction with PCA the feature vectors were classified with A LDA classifier.
However, these studies investigated only audible speech, and it remains unclear if the results can be generalized to the silent speech. Little is known about the articulation differences between silent and audible speech, but there is evidence that sEMG signals measured during silent and audible speech are significantly different from each other [258] . Despite the possible differences, Jorgensen et al. [255] showed promising results even when no acoustic signal was produced. In 2003, they succeed in classifying six sub-acoustic words with up to 92% accuracy. sEMG signals were collected using two pairs of wet self-adhesive Ag/AgCl electrodes placed on the left and right anterior area of the throat ∼250 mm back from the chin cleft and 1-0.5 cm from the right and left side of the larynx. sEMG signals were sampled at 2000 Hz and notch-filtered to remove ambient interference of 60 Hz. Several sEMG features were compared of which Kingsbury's Dual Tree Complex Wavelet yielded the highest classification accuracy. The feature vectors were classified with Neural Network classifier.
Recognizing continuous speech and a larger vocabulary requires breaking words into sub-word units, such as syllables, phonemes, or context-dependent model units. Scheme et al. demonstrate a phoneme-based word recognition system in 2007 [259] . They used an HMM classifier, in which each model represented a new phoneme. This allows adding a new word without building and training a new HMM if the phonemes in the new word are already represented by existing HMMs. HMM was trained with single Gaussian mixture observation densities using Forward-Backward algorithm for each phoneme. Because sEMG was unique to each subject, speaker dependent models were needed. sEMG signals were recorded with five bipolar Ag/AgCl electrodes attached over five articulatory muscles: levator anguli oris, zygomaticus, platysma, depressor anguli oris, and anterior belly of digastricus. 16 bit AD converter digitized the signals sampled at 5 kHz. An 18-phoneme vocabulary, which contained words from "zero" to "nine" was classified with an accuracy of 95%.
The large number of classes challenges the reliable classification in SSIs. In general, the classification approaches and feature vectors used in SSI studies have been more complex compared to ones used in other sEMG applications. There also is evidence that simple TD features that have provided high performance in classifying gross movements may not be optimal for SSIs [260] . The idea of sEMG-based speech recognition is still in research, and more study is needed to find features that that can be classified accurately in real-time.
Conclusion
sEMG interface picks up electrical activity on the skin surface with electrodes during a voluntary muscle contraction and decodes the sEMG signals to the commands sent to the device. This review presented a summary of the recommended methods for the critical steps of digital sEMG signal processing. Additionally, it discussed the major challenges and future trends of sEMG interfaces as well as the state-of-art applications where sEMG interfaces have been adopted.
Important issues to consider when designing an sEMG interface are related to acquiring sEMG signals with electrodes, as well as filtering, segmentation, feature extraction and classification of the sEMG signal. Because the general recommendations for electrode configurations, presented for example by SEMIAM, are designed for measurements in laboratory conditions, they may not always be optimal for sEMG interfaces where the purpose is robust signal classification during long-term use in real use environments. Relatively global sEMG measurements from a muscle group have been found to include sufficient discriminatory information for successful classification. Thus, it is not always necessary to target the electrodes to specific sites on single muscle(s); it can be enough to place electrodes on the muscle group of interest. The optimal number of sEMG channels for hand and forearm posture recognition can vary, but it is suggested to be between four and six bipolar channels. The recommended electrode size is about 1 cm × 1 cm or 2 cm × 2 cm. If electrode shifts are present, higher classification accuracy may be achieved by increasing the inter-electrode distance from the generally used distance of 2-4 cm. HD-sEMG with arrays of multiple electrodes provides a promising alternative to conventional bipolar measurements since it allows designing sEMG interface that is relatively tolerant against electrode displacements and does not require re-training if malfunctioning electrodes are removed during the use of the sEMG interface. In HD-sEMG systems the IED should be below 10 mm to avoid spatial aliasing. However, the optimal sEMG setup is muscle-, muscle-group-, and task-specific, and thus need to be customized for the purpose used.
Because most of the energy of sEMG signal is below 400-500 Hz, sEMG studies have usually adopted the sampling rate of 1000 Hz and the high-pass cutoff frequency of 20 Hz. However, recent evidence suggests that an accurate classification is possible with a more narrow frequency range, with sampling at 500 Hz and highpass cutoff at 60 Hz. With these values, the processing time and the need for memory can be halved. The classification accuracy of the sEMG system may be further improved by using preprocessing algorithms, such as ICA and cPCA.
Delay should be minimized in real-time sEMG applications. Equations have been presented to estimate the worst, average and best case delays as well as delay ranges. A delay is a function of the window length, processing time, amount of window overlap, and the number of majority votes used. Shortening the length of the segments decreases classification accuracy. The theoretical minimum for a segment length is 200 ms, but shorter segments can be used with MV. No obvious difference exists in classification accuracy whether it is used a large window with a small number of votes or a small window with a large number of votes, but less storage space is needed in the latter case. Overlapped segmentation is the optimal segmentation strategy. Although classification relying on steady-state information has been shown to be superior compared to classification based on transient data, dynamic portions of EMG signals also are important for real myocontrol systems and thus must be included in the learning process in order to achieve high overall classification accuracy. sEMG commands can be decoded using pattern recognitionbased methods or non-pattern recognition-based methods, and also both of them can be adopted in the same system. Non-pattern based methods are more simple to implement and may be effective in navigation menus, wheelchairs, and assistive robots. If the purpose is to control multiple DOFs, pattern recognition-based methods are more appropriate. However, today most studies concentrate on the pattern recognition-based control approach because it allows a more versatile user interface. The recommended classifier in sEMG interfaces is LDA, because it does not require any parameter adjustment, is computationally efficient and robust and yields similar classification accuracy to that of more complex classification algorithms.
The most critical step in sEMG signal processing is feature selection. The optimal feature set depends on the measurement system as a whole as well as on the classification task. The A LDA classifier with the TDAR feature set (i.e. MAV, WL, SSC, ZC and AR coefficients) has become a common combination in sEMG studies. The drawback of TD features, however, is that they are based on signal amplitude, which makes them relatively sensitive to noise. FD features have poorer classification accuracy than TD features but are suggested as augmenting features for successful TD features to increase the robustness of the feature set. Extracting TD and FD features from DWT coefficients or from the signal reconstructed after wavelet denoising may also increase the robustness. HD-sEMG, recently adopted in sEMG interfaces, allows the study of the sEMG signal in the spatial domain, opening new possibilities to the field of sEMG control.
sEMG interfaces have numerous applications, which can be divided into four application areas: assistive technology, rehabilitation technology, input devices, and silent speech recognition. Most research on sEMG interfaces has concentrated on the applications of assistive and rehabilitation technology, but in the recent years the interest has also increased in sEMG applications for healthy people. Examples of the applications where sEMG interfaces have been used include prostheses, exoskeletons, silent speech interfaces, and armbands that replace traditional input devices.
sEMG interface provides a totally new way of communication that will open up possibilities to comprehensive human-device interaction. The advantages that it offers to the user over existing control methods include subtle and intimate communication, independence of portable control devices, and avoidance of direct eye contact or deep attention by the user. The major challenge in developing the prototypes of sEMG applications to commercial products is to achieve robust classification in long-term use without making the classifier training procedure too cumbersome. While relatively simple classifiers and feature vectors have been sufficient to provide high classification accuracy in laboratory conditions, the future trend in sEMG studies seems to be toward more complicated control systems, such as conditional parallel classifiers, regression-based methods, signal factorization as well as utilization of online training and sensor fusion (i.e. using sEMG with other sensor modalities) that are likely to allow more robust and versatile user interface.
