This paper is concerned with second-order optimality conditions for Tikhonov regularized optimal control problems governed by the obstacle problem. Using a simple observation that allows to characterize the structure of optimal controls on the active set, we derive various conditions that guarantee the local/global optimality of first-order stationary points and/or the local/global quadratic growth of the reduced objective function. Our analysis extends and refines existing results from the literature, and also covers those situations where the problem at hand involves additional box-constraints on the control. As a byproduct, our approach shows in particular that Tikhonov regularized optimal control problems for the obstacle problem can be reformulated as state-constrained optimal control problems for the Poisson equation, and that problems involving a subharmonic obstacle and a convex objective function are uniquely solvable. The paper concludes with three counterexamples which illustrate that rather peculiar effects can occur in the analysis of second-order optimality conditions for optimal control problems governed by the obstacle problem, and that necessary second-order conditions for such problems may be hard to derive.
Introduction
The aim of this paper is to study second-order optimality conditions for Tikhonov regularized optimal control problems governed by the classical obstacle problem, i.e., for minimization problems of the form 
where K := {v ∈ H 1 0 (Ω) | v ≥ ψ a.e. in Ω}. For the precise assumptions on the quantities j, α, Ω, ψ, etc. in (P), we refer to Section 2. The main difficulty in deriving optimality conditions for problems of the type (P) is the non-differentiability of the solution operator S : u → y associated with the obstacle problem y ∈ K, −∆y, v − y ≥ u, v − y ∀v ∈ K which appears as a constraint. Because of this non-smoothness, standard results and analytical tools are typically inapplicable, and one has to work with rather involved stationarity concepts to construct, e.g., conditions which are sufficient for the local optimality of a given controlū. In the literature, the approach that is most commonly used in the context of second-order optimality conditions to overcome the lack of regularity of the control-to-state mapping S : u → y in (P) is to employ a strong stationarity system in the sense of [Mignot, 1976] to derive a Taylor-like expansion for the map u → J(S(u), u) and to subsequently analyze the growth behavior of the reduced objective function of (P) in the neighborhood of stationary points directly (cf. the results in Section 3). This strategy has been pursued, e.g., in [Kunisch, D. Wachsmuth, 2012] and [Ahmad Ali et al., 2018] and typically gives rise to second-order sufficient optimality conditions which, along with inequalities involving the second derivative j , also contain assumptions on the sign or the size of dual quantities in the vicinity of the contact set. For related work on the optimal control of elliptic variational inequalities, see also [Bergounioux, 1997; Bergounioux, Mignot, 2000; Bergounioux, Tiba, 1998; Harder, G. Wachsmuth, 2018; Hintermüller, Kopacka, 2009; Ito, Kunisch, 2000; Meyer, Thoma, 2013; Outrata et al., 2011; G. Wachsmuth, 2014] .
In the present paper, we demonstrate that it is possible to improve the known secondorder conditions for problems of the type (P) by exploiting the composite structure of the objective function J. To be more precise, in what follows, we show that the Tikhonov regularization term in J allows to calculate precisely the values of first-order stationary controls of (P) on the contact set, and that the resulting formulas can be used to weaken the inequality conditions on the adjoint state/the control employed in [Kunisch, D. Wachsmuth, 2012] and [Ahmad Ali et al., 2018] considerably. As a byproduct, our approach shows in particular that problems of the form (P) can be reformulated as state-constrained optimal control problems for the Poisson equation, and that (P) admits a unique local/global solutionū which satisfies a global quadratic growth condition when the function j is convex and the obstacle ψ is subharmonic. For the main results of our analysis, see Theorems 3.3, 4.3, 5.1 and 6.1 and Corollaries 4.5 and 5.3.
We conclude this introduction with a brief overview of the structure and the content of the paper:
Section 2 is concerned with preliminaries. Here, we clarify the notation, discuss the existence and properties of solutions of (P), and recall some classical results on strong and Bouligand stationarity conditions. Section 3 contains a theorem that essentially summarizes and combines the results of [Kunisch, D. Wachsmuth, 2012] and [Ahmad Ali et al., 2018] . In contrast to the second-order conditions found in the literature, the analysis of this section also covers those cases where (P) involves box-constraints on the control.
In Section 4, we illustrate that the Tikhonov regularization term in J indeed imposes a special structure on the first-order stationary points of (P), and that (P) can indeed be reformulated as a state-constrained optimal control problem for the Poisson equation. The results of this section are also applicable when (P) contains an additional constraint of the form y ∈ Y ad .
Section 5 addresses the consequences that the findings of Section 4 have for the analysis of problems (P) with subharmonic obstacles. Here, we prove in particular the already mentioned unique solvability in the case of a subharmonic obstacle and a convex j, and also discuss some implications for the analysis of state-constrained optimal control problems, cf. Corollary 5.4.
In Section 6, we apply the results of Section 4 to problems (P) with general obstacles. The main result of this section, Theorem 6.1, shows that the assumptions on the adjoint state in the second-order conditions of [Kunisch, D. Wachsmuth, 2012] and [Ahmad Ali et al., 2018] , which essentially express that the adjoint state should not be "too" negative in the vicinity of the contact set, are too pessimistic, and that it is indeed sufficient when the adjoint state takes values outside of a bounded interval whose length depends on the curvature of the obstacle under consideration.
Lastly, Section 7 contains three counterexamples which illustrate which effects can prevent a strongly stationary point of (P) from being a local optimum. Here, we will see in particular that the conditions on the dual quantities in our second-order conditions cannot be dropped without major problems.
Notation, Problem Setting and Preliminaries
Before we begin with our analysis, let us briefly comment on the notation that we employ in this paper: In what follows, we use the standard symbols L p (Ω), H k 0 (Ω), H k (Ω), W k,p (Ω) and C k,α (Ω), k ∈ N, 1 ≤ p ≤ ∞, 0 < α ≤ 1, for the Lebesgue-, Sobolev-and Hölder spaces on a bounded domain Ω ⊂ R d . For the precise definitions of these spaces and the associated norms and scalar products · L p , · H k , · W k,p , · C k,α , (·, ·) L 2 , and (·, ·) H k , we refer to [R. A. Adams, 1975; Attouch et al., 2006; Evans, 2010] . As usual, we denote the dual of H 1 0 (Ω) by H −1 (Ω) and the dual pairing between elements of H 1 0 (Ω) and H −1 (Ω) by ·, · . With ∆ and cl(·), we denote the (distributional) Laplacian and the topological closure of a set, respectively. If we want to emphasize that the closure is taken with respect to a particular norm, then we add a suitable subscript and write, e.g., cl H 1 (·). With 1 A : Ω → {0, 1} we denote the indicator function of a measurable set A ⊂ Ω, and with {v * 0}, * ∈ {=, =, <, >, ≤, ≥}, v : Ω → R, the set {x ∈ Ω | v(x) * 0}.
Where appropriate, we consider {v * 0} to be defined up to sets of measure zero and identify 1 A with an element of L ∞ (Ω). Given a normed space (V, · V ), an element ζ of the topological dual V * , r > 0, and a convex, non-empty set L ⊂ V , we further denote with B V r (v) := {w ∈ V | v − w V ≤ r} the closed ball of radius r in V centered at v, with ζ ⊥ the kernel of ζ, and with [Bonnans, Shapiro, 2000, Section 2.2.4] . Note that additional symbols etc. are introduced in this paper wherever necessary. For the sake of readability, this supplementary notation is defined where it first appears in the text.
As already mentioned in the introduction, the main goal of this paper is to study second-order optimality conditions for optimal control problems of the type
Our standing assumptions on the quantities in (P) are as follows:
Assumption 2.1 (Standing Assumptions for the Study of Problem (P)).
• d ∈ {1, 2, 3},
• Ω ⊂ R d is a bounded domain that is convex or possesses a C 1,1 -boundary,
• j : H 1 0 (Ω) → R is twice continuously Fréchet differentiable and bounded from below, • α > 0 is a given Tikhonov parameter,
We remark that the subsequent analysis can be extended straightforwardly to those cases where the set K in (P) is of the form {v ∈ H 1 0 (Ω) | ψ 1 ≤ v ≤ ψ 2 a.e. in Ω} with functions ψ 1 , ψ 2 ∈ H 2 (Ω) satisfying ψ 1 ≤ ψ 2 − ε a.e. in Ω for some ε > 0. We restrict our attention to the prototypical setting in Assumption 2.1 for the sake of simplicity and to reduce the notational overhead.
For the analysis of the optimal control problem (P), we need several known results on the properties of the solution map associated with the obstacle problem. We collect these in:
Theorem 2.2 (Properties of the Control-to-State Map). For every u ∈ L 2 (Ω), there exists one and only one solution y ∈ H 1 0 (Ω) of the obstacle problem
This solution satisfies y ∈ H 1 0 (Ω) ∩ H 2 (Ω) and −∆y = u + λ with a unique multiplier λ ∈ L 2 (Ω) such that
and there exists a constant C > 0 independent of u with
Further, the solution map S : u → y is globally Lipschitz continuous as a function from L 2 (Ω) to L ∞ (Ω) and globally Lipschitz continuous and directionally differentiable as a function from H −1 (Ω) to H 1 0 (Ω), and the directional derivative
Here, λ ⊥ denotes the kernel of λ as an element of the dual space H −1 (Ω).
Proof. The existence of a unique solution y ∈ H 1 0 (Ω) of (1) and the Lipschitz continuity properties of the solution map S : u → y follow from standard results, see [Kinderlehrer, Stampacchia, 2000, Theorem II-2 .1] and [Kunisch, D. Wachsmuth, 2012, Lemma 2.2] , and the directional differentiability of S and the variational inequality (4) are direct consequences of the polyhedricity of the admissible set K and classical results of Mignot, see [Christof, 2018; Mignot, 1976; G. Wachsmuth, 2019] . To establish the H 2 -regularity of the solution y and the estimate (3), one can use exactly the same arguments as in [Kinderlehrer, Stampacchia, 2000 , Chapter IV, Section 2], cf. [Gilbarg, Trudinger, 2001, Theorem 9.15, Lemma 9.17] , [Grisvard, 1985, Theorem 3.2.1.2] .
It remains to prove the formula (2) for λ. To this end, we first note that the H 2 -regularity of the solution y, the variational inequality (1) and the structure of K imply that λ := −∆y − u is a non-negative element of L 2 (Ω) which vanishes a.e. in {y > ψ}. From the lemma of Stampacchia, see [Attouch et al., 2006, Proposition 5.8 .2], we may further deduce that ∇(y − ψ) = 0 holds a.e. on {y = ψ} and that ∆(y − ψ) = 0 holds a.e. on {∇y = ∇ψ}. As a consequence, ∆(y − ψ) = 0 a.e. on {y = ψ}. The formula (2) now follows immediately.
The next result about the continuity of S into higher-order Sobolev spaces seems to be less known. It can be found in [Rodrigues, 1987, Theorem 5.4.3] for the case ψ = 0 and in [Schiela, D. Wachsmuth, 2013] for a regularized version of the obstacle problem. For convenience, we give its proof. Theorem 2.3 (Lipschitz Estimate for Higher Derivatives). For all u 1 , u 2 ∈ L 2 (Ω) with associated states y 1 := S(u 1 ), y 2 := S(u 2 ), it holds
Proof. We have
where λ i := −∆y i − u i , i = 1, 2. To derive (5) from (6), we proceed as in [Ito, Kunisch, 2000 , Proof of Theorem 5.1] and define
Since ρ ε is continuous and piecewise affine, Stampacchia's lemma yields ρ ε (y 2 −y 1 ) ∈ H 1 0 (Ω) and ∇ρ ε (y 2 − y 1 ) = ρ ε (y 2 − y 1 ) ∇(y 2 − y 1 ). In particular, we may choose ρ ε (y 2 − y 1 ) as a test function in (6) to obtain
Here, we have exploited that ρ ε ≥ 0 and |ρ ε | ≤ 1. Using the dominated convergence theorem, we can pass to the limit ε 0 in (7). This yields
Note that, for almost all x ∈ Ω, we have
From (8) and the last two implications in (9), we obtain
Further, the first two implications in (9) yield
Putting everything together now gives
and, as a consequence,
This proves the claim.
For the construction of our counterexamples, we also need the following well-known comparison principle.
Lemma 2.4 (Comparison Principle). Let u 1 , u 2 ∈ L 2 (Ω) be given such that u 1 ≤ u 2 holds a.e. in Ω. Then, it also holds S(u 1 ) ≤ S(u 2 ) a.e. in Ω.
Proof. We have to show that θ := max S(u 1 ) − S(u 2 ), 0 = 0. Clearly, S(u 1 ) − θ ≥ ψ. Hence, we can test the VI (1) for u = u 1 with v = S(u 1 ) − θ and for u = u 2 with v = S(u 2 )+θ. Subtraction of the resulting inequalities and an application of Stampacchia's lemma yield
Thus, θ = 0 and the proof is complete.
From the properties of the solution operator S and the conditions in Assumption 2.1, we immediately obtain the following two results:
Corollary 2.5 (Existence of Optimal Controls). The optimal control problem (P) admits at least one global solutionū ∈ U ad .
Proof. The assertion follows straightforwardly from the direct method of calculus of variations, the boundedness from below of the function j, the continuity of S as a function from H −1 (Ω) to H 1 0 (Ω), and the compactness of the embedding
Corollary 2.6 (Bouligand Stationarity Condition). Every local solutionū of the optimal control problem (P) with associated stateȳ := S(ū) satisfies
Here, T U ad (ū) denotes the tangent cone to U ad atū, i.e.,
Proof. The claim follows immediately from the directional differentiability and Lipschitz continuity of the solution map S as a function from H −1 (Ω) to H 1 0 (Ω), the local optimality ofū, and the chain rule, see [Bonnans, Shapiro, 2000, Proposition 2.47] .
Although very natural, the Bouligand stationarity condition (10) is typically of little use in practical applications. A more convenient stationarity concept is the following: Definition 2.7 (Strong Stationarity Condition). A pointū ∈ U ad with associated statē y ∈ H 1 0 (Ω) and multiplierλ :
) again denote the tangent cones to U ad and K atū andȳ, respectively, andλ ⊥ is the kernel ofλ.
Note that, for every strongly stationary pointū ∈ U ad , the system (11), the variational inequality (4) and the fact that T K (ȳ) ∩λ ⊥ is a convex cone imply
Strongly stationary points are thus always Bouligand stationary in the sense of (10). We would like to emphasize that the converse of this implication, i.e., (10) ⇒ (11), does not hold in general. See, e.g., [G. Wachsmuth, 2014, Section 6] for two counterexamples. However, under mild assumptions on the data, it is possible to prove that (11) is indeed a necessary optimality condition for (P). More precisely, the following can be established:
Theorem 2.8 (Strong Stationarity as a Necessary Optimality Condition). Suppose that u is a local solution of (P) with associated stateȳ := S(ū) and multiplierλ := −∆ȳ −ū. Assume further that one of the following conditions is satisfied:
Then, there exists a triple
(Ω) such thatū,ȳ,λ,p,ν, andη satisfy the strong stationarity system (11).
Here and in what follows, with quasi-everywhere (q.e.), we mean pointwise everywhere up to sets of
in Ω and vice versa; see [Christof, Müller, 2018, Corollary 6.2] . We may thus indeed write "u a ≤ 0 < u b q.e. in Ω" for u a , u b ∈ H 1 (Ω) without any danger of confusion. For more details on this topic and the involved concepts, we refer to [Bonnans, Shapiro, 2000; Christof, Müller, 2018; Harder, G. Wachsmuth, 2018] .
Proof of Theorem 2.8. In case (i), the existence of a triple (p,ν,η) with (11) follows from classical results of Mignot, see [Mignot, 1976, Proposition 4 .1] and also [Harder, G. Wachsmuth, 2018] , [Christof, 2018, Corollary 6.1.11] . It remains to prove the necessity of the strong stationarity system in case (ii). So let us assume that (ii) holds and thatū is locally optimal for (P). Then, [G. Wachsmuth, 2016, Lemma 4.4] yields that the tuple (ȳ,ū) is weakly stationary for (P). In particular, there exists a functionp ∈ H 1 0 (Ω) with
Due to Stampacchia's lemma and the H 1 -regularity of u a and u b , the above implies u ∈ H 1 0 (Ω). Using this regularity and [G. Wachsmuth, 2014, Theorem 5.2, Lemma 5.3 ], the necessity of (11) in case (ii) follows immediately. This completes the proof.
In the remainder of this paper, we will often simply assume that a strongly stationary pointū is given. The reader should keep in mind that, by Corollary 2.5 and Theorem 2.8, the existence of such a point and the necessity of the system (11) can be guaranteed under comparatively mild additional assumptions on the bounds u a and u b in (P).
SSC Involving Compatibility Conditions
Having established the existence of optimal controls and the stationarity conditions (10) and (11), we now turn our attention to second-order sufficient optimality conditions (SSC) for the problem (P). To the authors' knowledge, the only contributions that provide such conditions so far are [Mignot, 1976, Théorème 4 .1], [Kunisch, D. Wachsmuth, 2012] and [Ahmad Ali et al., 2018] , where optimal control problems governed by the obstacle problem without control constraints are considered. In these three papers, the basic idea of the analysis is to employ a Taylor-like expansion of the reduced objective function J(S(u), u) and certain compatibility assumptions on the sign, the size, or the growth of the multipliersp andη in relation to the primal quantitiesȳ andλ to establish conditions that are sufficient for local or global optimality. In the situation of problem (P), we can use the system (11) to obtain a similar expansion of the reduced objective function as the following lemma shows.
Lemma 3.1. Suppose thatū ∈ U ad satisfies the strong stationarity system (11) of (P) with a triple
Then, for every u ∈ U ad with associated state y := S(u) and multiplier λ := −∆y − u, it holds
(13)
From the fundamental theorem of calculus, we obtain
Further, (11) implies
Combining the above two identities yields the claim.
In the remainder of this paper, we frequently use the expansion (13) to derive estimates for the objective function of the problem (P). The next lemma collects some auxiliary identities which turn out to be helpful in this context. Lemma 3.2. In the situation of Lemma 3.1, we have
Further, it holds
for all β ∈ R.
Proof. From Stampacchia's lemma, see [Attouch et al., 2006, Proposition 5.8.2] , and the inequalities y ≥ ψ andȳ ≥ ψ, we obtain that min(0, y −ȳ) is an element of H 1 0 (Ω) which vanishes quasi-everywhere on the active set {ȳ = ψ} (defined w.r.t. the continuous representatives). In tandem with [D. R. Adams, Hedberg, 1999, Theorem 9.1.3] , the continuity of the functionȳ, and the properties ofη, this yields in particular that ± min(0, y −ȳ) ∈ T K (ȳ) ∩λ ⊥ and η, min(0, y −ȳ) = 0. The identities (14a) and (14b) now follow immediately. From (11c) and the formula (2), we further obtain that p,λ = 0
Together with (14a) and (14b), the last two identities imply
for all β ∈ R. This establishes (14c) and completes the proof.
Using (13), we can prove the following theorem that essentially combines the approaches of [Ahmad Ali et al., 2018; Kunisch, D. Wachsmuth, 2012; Mignot, 1976] and extends the results of these papers to the control-constrained case:
Theorem 3.3 (SSC Involving Compatibility Conditions). Suppose thatū ∈ U ad satisfies the strong stationarity system (11) of (P) with a triple (p,ν,η) ∈ H 1 0 (Ω)×L 2 (Ω)×H −1 (Ω), stateȳ := S(ū) ∈ H 1 0 (Ω) and multiplierλ := −∆ȳ −ū ∈ L 2 (Ω). Then, the following holds true:
(i) If there exist constants β ≥ 0 and γ > 0 with
and if
thenū is locally optimal for (P) and there exist constants c, ε > 0 with
(ii) If there exist constants β ≥ 0 and µ ∈ R such that
and
holds, where ω > 0 denotes the Poincaré constant of Ω, i.e., ω := inf
thenū is globally optimal for (P). If, moreover, the inequality (20) is strict, thenū is the unique global optimum of (P), and there exists a constant c > 0 with
Proof. Ad (i): We follow the lines of [Kunisch, D. Wachsmuth, 2012] and argue by contradiction (cf. also [Christof, G. Wachsmuth, 2018] ). Suppose that (15) is satisfied, that (16) holds for all h ∈ T U ad (ū) \ {0} with (17), and that there are no c > 0, ε > 0 with (18). Then, we can find sequences {u n } ⊂ U ad and {c n } ⊂ R + with
and h n L 2 = 1, and we may assume w.l.o.g. that the sequence h n converges weakly in L 2 (Ω) to some h ∈ T U ad (ū) for n → ∞. Note that, due to the properties of S in Theorem 2.2 and the compactness of the embedding
the results in [Bonnans, Shapiro, 2000 , Section 2.2.1]. Using (13), (23) and the continuity of j , we may now deduce that
where the Landau symbol refers to the limit n → ∞. Due to (14c) and h n L 2 = 1, the above yields
Note that the convergence (y n −ȳ)/t n → S (ū; h) in H 1 0 (Ω) implies that the multipliers λ n andλ satisfy (λ n −λ)/t n → −∆S (ū; h) − h in H −1 (Ω) and that, as a consequence, we have
where the last equality follows from the variational inequality (4) by choosing the test functions z = 0 and z = 2S (ū; h). If we use the above in (25), then we obtain
(26) Since the global Lipschitz continuity of the map S :
with an absolute constant C > 0, we may further use (2) to deduce that λ n vanishes a.e. in the set {ȳ − ψ > Ct n }. If we combine this observation with our assumptions in (15), then (26) yields (due to the non-negativity of the terms in the square brackets for large n, the factor 1/t n , the continuity of the map
, the weak lower semicontinuity of continuous and convex functions, and the properties of S, λ n , etc.) that
Due to (16) for all h ∈ T U ad (ū) \ {0} with (17), the above is impossible. Thus, we indeed arrive at a contradiction and the proof of the first assertion is complete. Ad (ii): The proof is completely analogous to [Ahmad Ali et al., 2018] : From (13) and (19), it follows straightforwardly that, for all u ∈ U ad with associated state y = S(u) and multiplier λ, we have
Using (14c), (11e), the sign conditions in (19), Young's inequality and the definitions of λ andλ, we may now deduce that, for every arbitrary but fixed ε ∈ [0, 1], we have
Suppose now that the condition in (20) is satisfied. Then, by choosing ε = 0 in (27), we obtain immediately thatū is a global optimum of (P). This proves the first assertion in (ii). If, additionally, (20) holds with strict inequality, then we can choose a sufficiently small ε > 0 in (27) to arrive at (22). The second assertion in (ii) now follows immediately. This completes the proof of the theorem.
Some remarks are in order regarding the last result:
Remark 3.4.
• Note that, for allū ∈ U ad , which are strongly stationary for (P), and all h ∈ T U ad (ū), we have (cf. (12))
The above implies, in combination with the conditions in (11), that a direction h ∈ T U ad (ū) satisfies (17) if and only if j (ȳ), S (ū; h) + α (ū, h) L 2 = 0. This shows that, as usual in the analysis of second-order optimality conditions, (16) is a positivity condition on the critical cone (without zero), i.e., on the set of all directions which satisfy the Bouligand stationarity condition (10) with equality.
• It is easy to check that, in the situation of Theorem 3.3(ii), (11c), (11d) and the first two lines in (19) can be recast as
The assumptions onp andη in Theorem 3.3(ii) thus express thatp andη satisfy stricter inclusions than those implied by the strong stationarity system (11).
• Observe that, in Theorem 3.3(ii), the functional j is allowed to possess negative curvature if β, ω and α are suitable.
• Note that the conditions in (15) are indeed weaker than the non-negativity assumptions used in [Kunisch, D. Wachsmuth, 2012 In the remainder of this paper, our aim will be to derive SSC for the problem (P) that involve more tangible/milder assumptions on the relationship betweenp,η,λ andȳ than those in (15) and (19). To achieve this goal, we will study in more detail the structure of the stationary pointsū of (P) and the form of the associated multipliersλ.
Structure of Optimal Controls and Identification with a State-Constrained Optimal Control Problem
The main idea of the analysis in the next three sections is to exploit that the Tikhonov regularization term α 2 u 2 L 2 imposes a special structure on the minimizers and Bouligand stationary pointsū ∈ U ad of the problem (P). As we will see, this special structure makes it possible to recast (P) as a state-constrained optimal control problem for the Poisson equation (with a modified objective function) and to derive sufficient conditions for local and global optimality in a very natural way. Since the subsequent analysis is completely unaffected by the presence of additional state constraints, in this section and the next, we also allow that the optimal control problem under consideration contains a condition of the form y ∈ Y ad . To be more precise, we assume that a problem of the type
is given and that the following is satisfied:
Assumption 4.1 (Standing Assumptions for the Study of Problem (Q)).
• d, Ω, j, α, K, ψ, u a and u b are as in Assumption 2.1,
• Y ad is a weakly closed subset of H 2 (Ω) and there exists a control u ∈ U ad with S(u) ∈ Y ad .
Let us briefly check that the additional constraint y ∈ Y ad in (Q) has no effect on the well-posedness of the problem: Proposition 4.2 (Solvability and Bouligand Stationarity for (Q)). The optimal control problem (Q) admits at least one global solutionū ∈ L 2 (Ω). Moreover, every local solution u ∈ L 2 (Ω) of (Q) with stateȳ := S(ū) satisfies the Bouligand stationarity condition
Here, T w-out U ad (ū) denotes the weak outer tangent cone of the (not necessarily convex) effective admissible set
Proof. The existence of a global solutionū and the stationarity condition (28) follow from the direct method of calculus of variations, the properties of the quantities in (Q), the estimate (3), the mapping properties of the operator S, the definition of T w-out U ad (ū) and a simple calculation.
Note that, in the special case Y ad = H 2 (Ω), the Bouligand stationarity condition (28) takes precisely the form (10) (due to the lemma of Mazur). Proposition 4.2 is thus consistent with the results that we have established in Section 2 for the problem (P). The key observation is now the following: (i) Suppose thatū ∈ U ad is a Bouligand stationary point of the problem (Q) with statē y := S(ū) ∈ Y ad and multiplierλ := −∆ȳ −ū ∈ L 2 (Ω). Then, it necessarily holds
In particular, in addition to the complementarity condition 0 ≤ȳ − ψ ⊥λ ≥ 0 a.e.
in Ω associated with the obstacle problem, the triple (ū,ȳ,λ) satisfies
Here, a ⊥ b, a, b ∈ R, means that at least one of the numbers a and b is zero.
(ii) Suppose that y ∈ Y ad is a state that is attainable in (Q) (i.e., a state such that there exists a control u ∈ U ad with S(u) = y). Then, the function u y := min(0, −∆ψ) a.e. in {y = ψ} −∆y a.e. in {y > ψ} (30)
In particular, {u y } = arg min
Proof. Ad (i): Suppose that an arbitrary but fixed Bouligand stationary pointū ∈ U ad with stateȳ ∈ Y ad and multiplierλ ∈ L 2 (Ω) is given. Then, the function
e. in {ȳ > ψ} (1 − t)ū + t min(0, −∆ψ) a.e. in {ȳ = ψ} and (due to (2)) −∆ȳ − (ū + th) = 0 a.e. in {ȳ > ψ} t max(0, −∆ψ) + (1 − t)(−∆ψ −ū) a.e. in {ȳ = ψ} for all t ∈ [0, 1]. Since u a ≤ 0 ≤ u b a.e. in Ω, 0 ≤λ = −∆ψ −ū a.e. in {ȳ = ψ}, and u ≤ū + tλ = (1 − t)ū − t∆ψ ≤ −∆ψ ≤ 0 a.e. in {ȳ = ψ, ∆ψ ≥ 0} for all t ∈ [0, 1], the above identities imply u a ≤ū + th ≤ u b and −∆ȳ − (ū + th) ≥ 0 a.e. in Ω for all t ∈ [0, 1]. In particular, it holdsū + th ∈ U ad and S(ū + th) = S(ū) =ȳ ∈ Y ad for all t ∈ [0, 1] by the definition of the set U ad and the variational inequality (1). From the definitions of U ad , T w-out U ad (ū) and h, the fact that S(ū + th) − S(ū) = 0 for all t ∈ [0, 1], the Bouligand stationarity condition (28), and again the properties ofλ andū, we may now deduce that
This establishes the formula forū. The formula forλ and the complementarity relation 0 ≤ −ū ⊥λ ≥ 0 a.e. in {ȳ = ψ} now follow immediately from the identityλ = −∆ȳ −ū and a simple computation. This completes the proof of the first part of the theorem.
Ad (ii): If we are given an arbitrary but fixed control u ∈ U ad with associated state y = S(u) ∈ Y ad , then we can use exactly the same calculation as in (i) (with t = 1) to prove that the function u y = u + 1 {y=ψ} (min(0, −∆ψ) − u) satisfies u y ∈ U ad and S(u y ) = y ∈ Y ad . Since u y = u = −∆y a.e. in {y > ψ}, u y = 0 a.e. in {y = ψ, ∆ψ ≤ 0}, u y = −∆ψ ≤ 0 a.e. in {y = ψ, ∆ψ > 0}, and u ≤ −∆ψ ≤ 0 a.e. in {y = ψ, ∆ψ ≥ 0} (see part (i)), we may further calculate that
The assertions in (ii) now follow immediately.
The main point of Theorem 4.3 is that, for every arbitrary but fixed attainable state y ∈ Y ad ∩ S(U ad ), there is one and only one admissible control that is relevant for the analysis of (Q), namely the function u y in (30). All other controls u ∈ U ad with y = S(u) are suboptimal for (Q) by (32) and can be neglected.
We would like to point out that the effect that we observe here is a direct consequence of the Tikhonov regularization term present in the objective function j(y) + α 2 u 2 L 2 of (Q). To see this, recall that, without the Tikhonov regularization, i.e., in the case α = 0, the problem (Q) is maximally ill-posed since for a given state y ∈ Y ad ∩ S(U ad ) there are typically infinitely many controls u with y = S(u), namely, all those u ∈ U ad with u ≤ −∆ψ a.e. in {y = ψ} and u = −∆y a.e. in {y > ψ}.
The Tikhonov regularization α 2 u 2 L 2 resolves the above ambiguity by making one control energetically more favorable than the others. This distinguished control is precisely the function u y that we have calculated in (30). Note that, since the "partially optimal" control u y is uniquely determined by the state y, the multiplier λ y that is associated with the tuple (y, u y ) can be expressed in terms of y as well. Indeed, by using the identity λ y = −∆y − u y , we obtain (analogously to part (i) of Theorem 4.3)
From the properties of the controls u y in Theorem 4.3, we may now deduce:
Corollary 4.4 (Reduction to Partially Optimal Controls). Let U ad denote the effective admissible set of (Q), i.e., U ad := {u ∈ U ad | S(u) ∈ Y ad }. Suppose further that a control u ∈ U ad with stateȳ := S(ū) is given such thatū = uȳ holds, where u y is defined by (30) for all y ∈ S(U ad ). Then, the following holds true:
(i) The existence of a constant r 1 > 0 with
is equivalent to the existence of a constant r 2 > 0 with
(ii) The existence of constants c 1 > 0, r 1 > 0 with
is equivalent to the existence of constants c 2 > 0, r 2 > 0 with
(iii) The estimate (34) (respectively, (36)) holds with r 1 = ∞ if and only if the estimate (35) (respectively, (37)) holds with r 2 = ∞.
Proof. To prove Corollary 4.4, we first note that, if a sequence {u n } ⊂ U ad with associated states y n := S(u n ) ∈ Y ad converges toū, then the sequence of partially optimal controls {u yn } ⊂ U ad converges toū as well. Indeed, for every {u n } ⊂ U ad with u n →ū in L 2 (Ω) and y n := S(u n ), (30), the continuity of the map S : u → y as a function from L 2 (Ω) to L ∞ (Ω), the dominated convergence theorem, and our assumptionū = uȳ yield
for n → ∞. The claims in (i), (ii), and (iii) can now be established as follows: Ad (i): The implication (34) ⇒ (35) is trivial. To establish (35) ⇒ (34), we argue by contradiction: Suppose that (35) holds with some r 2 > 0 and that (34) is violated. Then, we can find a sequence {u n } ⊂ U ad with u n →ū in L 2 (Ω) and states y n := S(u n ) such that J(y n , u n ) < J(ȳ,ū) holds for all n. From (31) and the definition of J, we now obtain
for all n. Since u yn →ū in L 2 (Ω), the above contradicts (35). This proves (i).
Ad (ii): The proof of (ii) is along the lines of that of (i): The implication (36) ⇒ (37) is trivial. If (37) holds with some c 2 > 0, r 2 > 0, but (36) is violated, then we can find a sequence {u n } ⊂ U ad with associated states y n := S(u n ) such that u n converges toū in L 2 (Ω) and such that
holds for all n. From (31), the definition of J, the elementary estimate a 2 + b 2 ≥ (a + b) 2 /2 for all a, b ∈ R, (37), and the convergence u yn →ū in L 2 (Ω), it now follows that
holds for all large enough n. This again yields a contradiction. Ad (iii): The assertions in (iii) follow straightforwardly from (31) and (32).
Note that Theorem 4.3 and Corollary 4.4 yield that, as far as local/global optima and local/global quadratic growth conditions are concerned, instead of the original optimal control problem (Q), we can also study the reduced minimization problem
with u y defined as in (30). (Observe that (30) in combination with y ∈ Y ad ∩ K implies y = S(u y ) so that we indeed do not have to mention this constraint explicitly here.) By exploiting the formula (33) for the multiplier associated with u y , we can go even further and recast (Q) as an optimal control problem for the Poisson equation with state and control constraints as the following result shows:
Corollary 4.5 (Reduction to an Optimal Control Problem for the Poisson Equation).
A controlū ∈ U ad with associated stateȳ := S(ū) ∈ Y ad is a local (respectively, global) solution of (Q) if and only if the functionũ :=ū + 1 {ȳ=ψ} max(0, −∆ψ) is a local (respectively, global) solution of the optimal control problem
Proof. Since our assumptions on Ω imply that there exists an absolute constant C > 0 with [Gilbarg, Trudinger, 2001 , Theorem 9.15, Lemma 9.17] and [Grisvard, 1985 , Theorem 3.2.1.2], we obtain thatũ ∈ L 2 (Ω) is a local (respectively, global) optimum of (40) if and only if the solutionỹ ∈ H 1 0 (Ω) ∩ H 2 (Ω) of −∆ỹ =ũ is a local (respectively, global) optimum of
and y ∈ Y ad ∩ K.
Here, with "local" we mean local w.r.t. the L 2 -norm when referring toũ and local w.r.t. the H 2 -norm when referring toỹ. From Stampacchia's lemma, we deduce that −∆y = −∆ψ holds a.e. in {y = ψ} for all y ∈ Y ad ∩ K. If we exploit this identity, the definitions (30) and (33), and the fact that absolute constants are irrelevant for the minimization of the objective in (41), then we obtain that (41) can also be written as
The assertion for global optima is now a straightforward consequence of Theorem 4.3 and Corollary 4.4, cf. (39). It remains to prove the claim for local solutions. To this end, we again argue by contradiction: Let us first assume that there existsū ∈ U ad with state ȳ := S(ū) such thatū is a local solution of (Q) and such thatū + 1 {ȳ=ψ} max(0, −∆ψ) is not a local solution of (40). Then, Theorem 4.3 yields thatū andȳ satisfyū = uȳ and −∆ȳ =ū + 1 {ȳ=ψ} max(0, −∆ψ), the functionū + 1 {ȳ=ψ} max(0, −∆ψ) is admissible for (40), and we obtain from (41) that we can find a sequence {y n } ⊂ Y ad ∩ K with u yn ∈ U ad , y n →ȳ in H 2 (Ω) and
for all n. By taking the limes superior in (43), we obtain
where the last equality follows from the dominated convergence theorem and y n →ȳ in H 2 (Ω), cf. the arguments in (38). The above implies in particular that
and, as a consequence, that
and we may use (33) to deduce that the multipliers λȳ and λ yn associated with the controlsū = uȳ and u yn satisfy λ yn → λȳ for n → ∞ in L 2 (Ω). Since the sequence {y n } satisfies ∆y n → ∆ȳ in L 2 (Ω) by its construction, the convergence λ yn → λȳ in L 2 (Ω)
From (43), we may now deduce thatū does not satisfy an inequality of the form (35), and from Corollary 4.4 thatū cannot be locally optimal for (Q). This is a contradiction. For a local solutionū of (Q), the functionũ :=ū + 1 {ȳ=ψ} max(0, −∆ψ) is thus always a local solution of (40).
To prove the reverse implication, we can proceed along similar lines: Let us assume that there exists a local minimumũ of (40) such thatū :=ũ − 1 {ȳ=ψ} max(0, −∆ψ) is not a local minimum of (Q), whereȳ denotes the solution of −∆ȳ =ũ. Then, it follows from the conditions in (40), the formulas (30) and (33), and Corollary 4.4 that u = uȳ andȳ = S(ū) holds, thatū is admissible for (39), and that there exists a sequence {y n } ⊂ Y ad ∩ K with u yn ∈ U ad for all n, u yn →ū in L 2 (Ω) for n → ∞ and
for all n. Note that the convergence u yn →ū in L 2 (Ω), the identity y n = S(u yn ), the estimate (3) and Theorem 2.2 imply that y n has to converge weakly in H 2 (Ω) and strongly in H 1 (Ω) toȳ. By rewriting (45) analogously to (41), by taking the limes superior, by exploiting the weak lower semicontinuity of continuous and convex functions, and by using the same arguments as in (44), we now obtain
The above implies ∆y n → ∆ȳ in L 2 (Ω) and, again by the estimate y H 2 ≤ C ∆y L 2 for all y ∈ H 1 0 (Ω) ∩ H 2 (Ω), that y n →ȳ in H 2 (Ω). The inequality (45) now yields thatȳ cannot be a local optimum of (42) and, by the considerations at the beginning of this proof, thatȳ cannot be locally optimal for (41) and thatũ cannot be locally optimal for (40). This again contradicts our assumptions and completes the proof.
Several things are noteworthy regarding the last result:
Remark 4.6.
• In the literature, optimal control problems with state constraints and optimal control problems governed by obstacle-type variational inequalities are typically treated as two different problem classes, cf. the discussion in [Kunisch, D. Wachsmuth, 2012, Section 1] . Corollary 4.5 shows that this distinction is, in fact, not entirely appropriate since it is perfectly possible to restate an optimal control problem of the form (Q) as a state-and control-constrained optimal control problem for the Poisson equation (albeit with a modified objective function).
• We would like to point out that the reformulation (40) of the problem (Q) implies that it is energetically favorable for a tuple (y, u) to have a large contact set {y = ψ} in those parts of the domain Ω where the Laplacian ∆ψ is negative. This also makes sense in view of formula (30) which yields that the partially optimal control u y vanishes a.e. in the set {y = ψ, ∆ψ < 0}. A similar behavior is not present when, e.g., a state-constrained tracking-type optimal control problem governed by the Poisson equation is considered.
An important observation at this point is that both the additional term in the objective function of (40) and the right-hand side of (33) only depend on the negative part of the Laplacian ∆ψ. If ∆ψ ≥ 0 holds a.e. in Ω, then λ y is identical zero for all states y, the objective of (40) is identical to that of (Q), and the analysis simplifies drastically as the following section shows.
Enhanced Second-Order Conditions, Global Optimality and Quadratic Growth for Subharmonic Obstacles
In the special case of a subharmonic obstacle, i.e., if ∆ψ ≥ 0 holds a.e. in Ω, the findings of Section 4 give rise to the following, quite remarkable result:
Theorem 5.1 (Reformulation of Problems with Subharmonic Obstacles). Suppose that the function ψ satisfies ∆ψ ≥ 0 a.e. in Ω. Then, (Q) is equivalent to the control-and state-constrained optimal control problem
in the following sense:
(i) Every local (respectively, global) solutionū of (Q) is a local (respectively, global) solution of (46) and vice versa.
(ii) A pointū ∈ U ad with associated stateȳ := S(ū) ∈ Y ad satisfies a local quadratic growth condition of the form (36) with constants r, c > 0 for the problem (Q) if and only if an analogous local quadratic growth condition (with possibly different constants) holds for (46).
(iii) A pointū ∈ U ad with associated stateȳ := S(ū) ∈ Y ad satisfies a global quadratic growth condition for (Q) (i.e., an inequality of the form (36) with a constant c > 0 and r = ∞) if and only if an analogous global quadratic growth condition (with a possibly different constant c) holds for (46).
Proof. From the non-negativity of the Laplacian ∆ψ a.e. in Ω and the formulas (30) and (33), we obtain that the partially optimal controls u y and the associated multipliers λ y satisfy u y = −∆y and λ y = 0 for all attainable states y. This implies in particular that the problems (39) and (40) take precisely the form (46). The claims of the theorem now follow immediately from Theorem 4.3 and Corollaries 4.4 and 4.5.
As Theorem 5.1 shows, under the assumption of subharmonicity, the optimal control problem (Q) for the obstacle problem and the optimal control problem (46) for the Poisson equation are fully equivalent in terms of local/global optima and local/global quadratic growth properties. In particular, we may conclude that every condition that is necessary/sufficient for local/global optimality or local/global quadratic growth in (46) is also necessary/sufficient for local/global optimality or local/global quadratic growth in (Q) and vice versa. By exploiting this observation, we obtain, e.g., the following result:
Corollary 5.2 (SSC for Local Optimality in the Presence of Subharmonicity). Suppose that ψ satisfies ∆ψ ≥ 0 a.e. in Ω and that Y ad is convex. Assume further that a control u ∈ U ad with stateȳ := S(ū) ∈ Y ad is given such thatū satisfies the Bouligand stationarity condition (28) of (Q) and such that Proof. From (28), the sign of ∆ψ and Theorem 4.3, we obtain that −∆ȳ =ū holds and thatū satisfies
The above implies in particular thatū is Bouligand stationary for (46), and that we may invoke [Christof, G. Wachsmuth, 2018 , Lemma 3.2ii), Theorem 4.4, Lemma 5.1] to deduce that (47) is a sufficient condition for local quadratic growth in (46). (Note that the admissible set U ad ∩ T −1 (K ∩ Y ad ) of (46) is trivially convex.) The claim is now a straightforward consequence of Theorem 5.1.
If we additionally assume that j is convex, then we obtain:
Corollary 5.3 (Unique Solvability for Problems with Subharmonic Obstacles). Suppose that ψ satisfies ∆ψ ≥ 0 a.e. in Ω, that Y ad is convex, and that j is convex. Then, (Q) admits one and only one local/global solutionū, this solution is uniquely determined by (28), and there exists a constant c > 0 such thatū satisfies a global quadratic growth condition (i.e., a condition of the form (36) with r = ∞).
Proof. From the convexity of Y ad and j, it follows that the objective function of (46) is strongly convex and that (46) is a convex problem. This implies in particular that (46) admits one and only one local/global solution which is uniquely determined by the Bouligand stationarity condition (48) of (46) and which satisfies a global quadratic growth condition. The claim now follows immediately from Theorem 5.1, cf. also the proof of Corollary 5.2.
We would like to point out that, even for a subharmonic ψ and convex j and Y ad , it is typically completely unclear whether (Q) is a convex minimization problem or not. To the authors' knowledge, the convexity of (Q) could be established so far only for the quite pathological case of a classical tracking-type optimal control problem with a desired state y D satisfying y D ≤ ψ a.e. in Ω, see [Mignot, 1976, Théorème 4 .1]. Our analysis shows, however, that all points that could possibly prevent (Q) from being convex are suboptimal in the situation of Corollary 5.3. Because of this effect, (Q) effectively behaves like a convex problem and we are able to prove the uniqueness of its solution. For the sake of completeness, we also state the following corollary for the problem (P):
Corollary 5.4 (SSC for Local Optimality in (P) in the Presence of Subharmonicity). Suppose that ψ satisfies ∆ψ ≥ 0 a.e. in Ω, and that a controlū ∈ U ad is given which satisfies the strong stationarity system (11) of (P) with a triple (p,ν,η)
holds, where T : H −1 (Ω) → H 1 0 (Ω) again denotes the solution map of the Poisson problem, and where U biact ad := U ad ∩ T −1 (K). Then,ū is locally optimal for (P) and satisfies a local quadratic growth condition of the form (36) with some constants c, r > 0. If, additionally, the function j is convex, then there exists at most oneū which satisfies the strong stationarity condition (11), and (11) is a sufficient condition for global optimality and global quadratic growth.
Proof. The claim follows immediately from (12) and Corollaries 5.2 and 5.3.
Note that we could also state necessary second-order optimality conditions for problems (Q) with subharmonic obstacles at this point by proceeding completely analogously to the proofs of Corollaries 5.2 to 5.4 and by invoking corresponding results for (special instances of) (46) as found, e.g., in [Nhu et al., 2017] and [Bonnans, Hermant, 2009] . For the sake of brevity, we do not go into the details here.
Before we turn our attention to problems with general obstacles, we would like to mention that the equivalence in Theorem 5.1 is also interesting for the analysis of controland state-constrained optimal control problems of the form (46). In combination with the results of Section 2, for example, Theorem 5.1 yields that the subharmonicity of the bound ψ in (46) can be used as a constraint qualification that ensures the existence of a multiplier system even in the absence of Slater points:
Corollary 5.5 (Multipliers for State-Constrained Problems without Slater Points). For every local solutionū of an optimal control problem of the form (46) that satisfies Y ad = H 2 (Ω), ∆ψ ≥ 0 a.e. in Ω, and one of the conditions (i) and (ii) in Theorem 2.8, there exist an adjoint statep ∈ H 1 0 (Ω) and multipliersν ∈ L 2 (Ω),η ∈ H −1 (Ω) such thatū, its stateȳ,p,ν, andη satisfy the system (11) withλ = 0.
Proof. The claim is a straightforward consequence of the equivalence in Theorem 5.1 and the necessity of the strong stationarity system in Theorem 2.8.
Note that (11) implies in particular that the adjoint statep and the optimal controlū enjoy H 1 0 (Ω)-regularity in the situation of Corollary 5.5. Normally, one would only obtain p,ū ∈ W 1,s 0 (Ω) here for all 1 ≤ s < d/(d−1), cf. [Bergounioux, Kunisch, 2002, Proposition 1] and [Casas et al., 2014, Theorem 2.1] . We remark that this higher regularity ofp andū for problems of the type (46) with Y ad = H 2 (Ω) has already been proved under different assumptions on ψ and in the presence of a Slater point in [Casas et al., 2014, Theorem 3 .1] by exploiting properties of the Green's function associated with the Poisson equation −∆y = u. We obtain the same result along completely different lines, namely, by including the state constraint into the solution operator and by utilizing the stability properties of the obstacle problem (1).
Enhanced Second-Order Conditions for General Obstacles
For non-subharmonic ψ, the additional terms in the objective function and the constraints of (40) cannot be neglected and the derivation of second-order optimality conditions naturally becomes more complicated. In what follows, we will show that it is nevertheless possible to improve the results collected in Theorem 3.3 for general obstacles ψ by exploiting the observations made in Section 4. To simplify the analysis, henceforth, we again consider the problem (P), i.e., we restrict our attention to the case Y ad = H 2 (Ω). The main result of this section is the following:
Theorem 6.1. Suppose that max(0, −∆ψ) ≤ u b holds a.e. in Ω, and that a control u ∈ U ad is given which satisfies the strong stationarity system (11) of the problem (P) with a triple (p,ν,η)
and multiplier λ ∈ L 2 (Ω). Then, the following is true: (i) If there exist constants β ≥ 0 and γ, δ > 0 with
holds for all h ∈ T U ad (ū) \ {0} with S (ū; h) ∈η ⊥ , thenū is locally optimal for (P) and there exist constants c, ε > 0 with
(ii) Ifū satisfiesū ∈ 0, −2∆ψ a.e. in {ȳ > ψ, ∆ψ < 0},
and if there exist constants β ≥ 0 and µ ≥ 0 such that
holds, where the Poincaré constant ω is again defined by (21), thenū is globally optimal for (P). If, further, µ is positive and (55) is strict, thenū is even the unique global optimum of the problem (P).
Proof. The proof of Theorem 6.1 is along the lines of that of Theorem 3.3 and again based on contradiction arguments and the expansion (13).
To prepare some of the subsequent steps, consider an arbitrary state y ∈ H 1 0 (Ω) ∩ H 2 (Ω) that is attainable in (P), and denote with u y ∈ U ad and λ y the partially optimal control of y and the associated multiplier as in (33), respectively. Further, we define the sets
Here, we use δ = 0 in case (ii). Note thatλ = −∆ψ a.e. on {ȳ = ψ, ∆ψ < 0}. Thus,p = 0 a.e. on this set. Now, using (11b), (11c) and (33), we have
Next, we check that u y − 1 Ay ∆ψ ∈ U ad . Indeed, from (30), we obtain
for a.a. x ∈ A y . This admissibility implies (ν, u y − 1 Ay ∆ψ −ū) L 2 ≥ 0. Combining the last inequality with (56) yields
Finally, we use thatū(∆ψ
We are now in the position to verify (i): Suppose that we are given a strongly stationary pointū ∈ U ad with associatedȳ,λ,p,ν andη such that the conditions in (49), (50) and (51) are satisfied and such that (52) is violated. Then, it follows from Theorem 4.3 and the fact that strong stationarity implies Bouligand stationarity thatū = uȳ holds, where uȳ is again defined by (30), and we may invoke Corollary 4.4 to deduce that there exist sequences {y n } ⊂ S(U ad ) and {c n } ⊂ R + such that {y n }, {c n } and the controls {u yn } ⊂ U ad defined in (30) satisfy
Define t n := u yn −ū L 2 , h n := (u yn −ū)/t n , and denote the multipliers associated with y n and u yn in (33) with λ yn . Then, it holds t n 0, h n L 2 = 1, and we may again assume w.l.o.g. that the sequence h n converges weakly in L 2 (Ω) to some h ∈ T U ad (ū) for n → ∞. Using (13), the continuity of j , and the fact that h n h in L 2 (Ω) implies (y n −ȳ)/t n → S (ū; h) in H 1 0 (Ω), we may now deduce that
where the Landau symbol refers to the limit n → ∞. Using additionally (57) with y = y n , we find 0
n By nū
where we used the abbreviation
By exactly the same arguments as in the proof of part (i) of Theorem 3.3, we obtain that {y n = ψ,ȳ > ψ} ⊂ {0 <ȳ − ψ ≤ Ct n } holds with an absolute constant C > 0. Thus, (49) implies that −αū + β (ȳ − ψ) ≥ 0 holds a.e. on B yn for n large enough, and we arrive at
Now, we can use that ψ = y n and λ yn = −∆ψ a.e. on A yn as well as (ȳ − y n )λ yn ≥ 0 a.e. on Ω to obtain
Recall that, due to the convergence (y n −ȳ)/t n → S (ū; h) in H 1 0 (Ω) and the variational inequality (4), we have
Using (14a), (14b), (50) andλ = 1 {ȳ=ψ} max(0, −∆ψ), see Theorem 4.3, we have η + βλ, y n −ȳ = η + βλ, max(0, y n −ȳ) ≥ 0.
Thus, (59) implies η, S (ū; h) = 0. From the convergence y n →ȳ in L ∞ (Ω), we obtain further that it holds 1 Ay n → 0 pointwise a.e. in Ω. In combination with the boundedness in L ∞ (Ω) of {1 Ay n }, this implies that h n 1 Ω\Ay n h in L 2 (Ω). Consequently,
The weak convergence h n 1 Ω\Ay n h and h n L 2 = 1 now imply
.
This contradicts (51) and h L 2 ≤ 1 and completes the proof of (i). It remains to prove (ii). To this end, let us suppose thatū is strongly stationary and satisfies (53), (54) and (55) with someȳ,λ,η,p,ν, µ and β. Then, Theorem 4.3 again implies thatū = uȳ has to hold with uȳ as in (30). Consider now an arbitrary but fixed state y ∈ H 1 0 (Ω) ∩ H 2 (Ω) that is attainable in (P), and denote with u y ∈ U ad and λ y the partially optimal control of y and the associated multiplier in (33), respectively. From (53), we have B y = ∅. Using (14a), (14b), (54) andλ = 1 {ȳ=ψ} max(0, −∆ψ), see Theorem 4.3, we have η, y −ȳ = η, max(0, y −ȳ) ≥ −β λ , max(0, y −ȳ) = −β λ − λ y , max(0, y −ȳ) . Now, it follows from (57) and similarly to the derivation of Theorem 3.3(ii) that
The claim now follows immediately from Theorem 4.3 and the one-to-one correspondence between the states y and the partially optimal controls u y .
Note that the assumptions (50), (54) and (55) in Theorem 6.1 are exactly the same as in Theorem 3.3. For the conditions (49) and (53), this is different. Consider, for example, the special case u a = −∞ and u b = ∞. In this situation, (11b) impliesp = −αū and we may recast (53) asp ∈ 2α∆ψ, 0 a.e. in {ȳ > ψ, ∆ψ < 0}.
What is remarkable about the above condition is that, in contrast to (15) and the results in [Ahmad Ali et al., 2018; Kunisch, D. Wachsmuth, 2012] , it states that optimality can not only be guaranteed when the absolute value of the negative part min(0,p) of the adjoint statep is sufficiently small in the inactive set {ȳ > ψ}, but also when |min(0,p)| is sufficiently large in those parts of the domain Ω, where ψ andȳ satisfyȳ > ψ and ∆ψ < 0. Moreover, the behavior ofp in the set {ȳ > ψ, ∆ψ ≥ 0} is completely irrelevant for the second-order conditions in Theorem 6.1. At least to the authors' best knowledge, similar effects have not been documented so far in the literature.
Counterexamples: Strong Stationarity without Optimality
We conclude this paper with three counterexamples that put the results of Sections 3 to 6 into perspective and demonstrate which effects can prevent a strongly stationary point from being locally optimal.
Strict Activity and the Influence of the Multiplierη
First, we construct a strongly stationary pointū with stateȳ, multiplierλ and a triple (p,ν,η) as in (11) such that the whole domain Ω is strictly active and such thatū is not a local minimum of (P): Consider the interval Ω := (0, 1) ⊂ R and fix a number r > −1/2. Thus, the definitionλ(x) := x r yieldsλ ∈ L 2 (Ω). From (29), we know that, for strong stationarity to hold with an a.e.-positiveλ, the controlū has to vanish a.e.
in Ω. Therefore, we defineū := 0. Solving the Poisson problem on (0, 1) with Dirichlet boundary conditions and the right-hand sideū +λ =λ now yields
In order to comply with (11), we further choose
The objective function j will be specified below. Due to T K (ȳ) ∩λ ⊥ = {0}, it is easy to see that (11) is satisfied for the aboveū,ȳ,λ,p,ν,η and ψ, i.e.,ū is strongly stationary. To show thatū is not necessarily a local minimum of (P), we consider the perturbed controls
We first give a lower bound for the associated states y t := S(u t ). To this end, we definê
We are going to show that y t ≥ŷ t on [0, t]. First, we check that y t > ψ a.e. on (0, t). Indeed, if the measure of the set A t := {y t = ψ} ∩ (0, t) was positive, then Stampacchia's lemma together with y t , ψ ∈ H 2 (0, 1) would imply
f.a.a. x ∈ A t , where λ t := −∆y t − u t denotes the multiplier associated with u t , and this would be a contradiction. Hence, λ t = 0 a.e. on (0, t) and this, in turn, gives −∆y t = u t = −∆ŷ t on (0, t). Together with y t (0) = 0 =ŷ t (0) and y t (t) ≥ ψ(t) =ŷ t (t), the comparison principle now yields the desired inequality y t ≥ŷ t on (0, t). Next, we compute
From now on, we additionally assume that r > 3/2. For this choice of r, the last two estimates show that, for some constant c > 0, we have
≥ c t r+5/2−2 r−1 = c t 3/2−r → ∞ as t 0. Hence, the Banach-Steinhaus theorem implies the existence of g ∈ L 2 (Ω) with
In fact, due to r > 3/2, we can choose γ ∈ (2 − r, 1/2) and g(x) := x −γ . Indeed, due to the inequality −γ > −1/2 and the properties of y t andȳ, we have g ∈ L 2 (0, 1) and
There thus exists a constant c > 0 such that
If we now define
then it holds
for all small enough t > 0. Together with u t → 0 =ū in L 2 (Ω), this shows thatū cannot be a local minimizer of the problem (P) with j chosen as in (60). (Note that the function j in (60) technically does not satisfy the conditions in Assumption 2.1 since it is not bounded from below. This can easily be corrected by redefining j away fromȳ. We omit this modification here and in the next two subsections for the sake of simplicity.)
The reason for the non-optimality ofū in the above example is precisely theη-term in the expansion (13). In particular, forη(x) = −g(x) = −x −γ andλ(x) = x r with exponents r > 3/2 and γ ∈ (2 − r, 1/2), we trivially havē
for every choice of the parameter β ≥ 0 so that, e.g., the condition (50) in Theorem 6.1 is always violated. Since the assumptions (49) and (51) are obviously satisfied for the controlū = 0 and the objective (60), this demonstrates that the majorizability condition on the multiplierη in our second-order sufficient optimality conditions is necessary and cannot be dropped.
Inactivity and the Influence of the Adjoint Statep
Next, we construct a strongly stationary point such that the whole domain Ω is inactive and such that thep-term in (13) preventsū from being a local minimum. As before, we consider the interval Ω := (0, 1) and the bounds u a = −∞, u b = ∞. In order to satisfy the system of strong stationarity (11), we definē
If we set α := 1, then the above choice leads tō
and we may solve the Poisson problem −∆ȳ =ū with homogeneous Dirichlet boundary conditions to obtainȳ
To achieve inactivity (almost) everywhere in Ω, we further set
for some arbitrary but fixed c ∈ (0, 1/8), and to comply with (11a), we define the state-dependent part of the objective function via
Now, it is straightforward to check that (11) is satisfied withν =λ =η = 0. It remains to check that (ȳ,ū) is not a local solution of (P). To this end, we define the modified controls u t (x) := 0 for x ∈ (0, t), u(x) + 2 c t 2 −2 t (1−t) 2 for x ∈ (t, 1), t ∈ (0, 1).
We claim that the states y t := S(u t ) associated with the above u t , t ∈ (0, 1), are precisely the functions
Indeed, a direct calculation shows
so that y t is an element of H 1 0 (Ω) ∩ H 2 (Ω), and by exploiting this H 2 -regularity, it is easy to check that
(1−t) 2 ≥ 0 for all x ∈ (t, 1) and
Thus, y t = S(u t ) as desired. Using Lemma 3.1, we may now compute that J(y t , u t ) − J(ȳ,ū) = p, λ t + 1 2 u t −ū 
where the Landau symbol refers to the limit t 0. Since c was chosen to be an element of the interval (0, 1/8), (65) implies thatū is indeed not a local minimizer.
Note that, for the abovep,η,ν, α and j, the expansion (13) yields
The term in (13) that is responsible for the behavior in (65) is thus precisely the one which involves the adjoint statep. It is further easy to check that the functionsp,ū,ȳ, and ψ in (61), (62), (63) and (64) This shows that the conditions p + β(ȳ − ψ) ≥ 0 a.e. in {0 <ȳ − ψ < γ} and −αū + β(ȳ − ψ) ≥ 0 a.e. in {0 <ȳ − ψ < γ, ∆ψ < 0, 0 <ū < −(2 + δ)∆ψ}, in Theorems 3.3 and 6.1 are violated for every choice of the parameters β ≥ 0, γ > 0 and δ > 0, and, since (50) and (51) trivially hold for j = 0 andη = 0, that additional assumptions onū andp (or additional curvature terms in (51) involving these quantities, respectively) are necessary for a second-order condition to hold in the above situation.
Non-Negligibility of Sets with Zero Capacity
In what follows, we demonstrate by means of a final example that the contact set {ȳ = ψ} is relevant for the derivation of second-order optimality conditions for problems of the type (P) even if it has H 1 -capacity zero and is thus negligible in the first-order conditions (10) and (11). Let us denote with U t (0), t > 0, the open ball of radius t around the origin in the two-dimensional Euclidean space and define Ω := U 1 (0) ⊂ R 2 . Since all functions in the following counterexample will be rotationally symmetric, it is convenient to work with the Laplacian in polar coordinates, i.e., ∆f = 1 r ∂ ∂r r ∂ ∂r f
for rotationally symmetric f . As before, we choose α := 1, u a := −∞ and u b := ∞.
To construct a point which satisfies the strong stationarity system (11), we define the adjoint viap(r) := r 2 − 1. This leads tō u(r) = −p(r) = 1 − r 2 andν = 0. 
with a constant c > 0 (to be fixed below). Due to the identity −∆ȳ =ū and (67), it is obvious thatȳ is precisely the solution of the obstacle problem on Ω with right-hand sideū and obstacle ψ. From the properties ofȳ and ψ, it follows further that the constraint y ≥ ψ is only active in the origin in the above situation, i.e., the set {ȳ = ψ} has H 1 -capacity zero. Note that this implies in particular thatλ = 0 holds and that the control-to-state map S : L 2 (Ω) → H 1 0 (Ω), u → y, associated with (1) is Gâteaux differentiable inū, cf. Theorem 2.2. By choosing
we now obtain that the system (11) is satisfied withη = 0. Hence, the point (ȳ,ū) is strongly stationary for the problem (P). To prove thatū is nonetheless not a local solution of (P), we use an argumentation that is similar to that in Section 7.2. Define u t (r) := 0 if r ∈ (0, t), 1 − r 2 if r ∈ [t, 1), t > 0.
Then, u t trivially satisfies u t → u in L 2 (Ω) for t 0, the states y t := S(u t ) are clearly rotationally symmetric, and we may use the comparison principle in Lemma 2.4 to deduce that y t ≤ȳ holds a.e. in Ω. To obtain a reverse estimate, we consider the value y t (t), i.e., the value of y t at the radius r = t. From ψ ≤ y t ≤ȳ, it follows that |y t (t) −ȳ(t)| ≤ c t 2 . We claim that we even have y t −ȳ L ∞ ≤ c t 2 . On the inner ball U t (0), this inequality is obvious since 0 ≤ȳ − ψ ≤ c t 2 holds a.e. in U t (0). Further, on the annulus U 1 (0) \ U t (0), the function y t −ȳ ≤ 0 is superharmonic. Thus, it attains its minimum on the boundary, and the desired estimate follows immediately.
It remains to compare the values of the objective function in (68). For the states, we have |j(y t ) − j(ȳ)| ≤ 4 Ω |y t −ȳ| dx ≤ 4 π c t 2 .
Further, for the controls, we get
(1 − r 2 ) 2 r dr = − t 2 2 + t 4 2 − t 6 6 π.
Hence, J(y t , u t ) − J(ȳ,ū) ≤ 4ct 2 − t 2 2 + t 4 2 − t 6 6 π.
The right-hand side of this inequality is negative for c < 1/8 and t > 0 small enough. This shows that the strongly stationary point (ȳ,ū) cannot be a local minimizer for (P) although the objective function is linear in y and strongly convex in u.
The reason for the non-optimality of the tuple (ȳ,ū) in the above example is essentially the same as in Section 7.2. Due to the properties of the adjoint statep, the stateȳ and the obstacle ψ, thep-term in (13) becomes negative and goes to zero too slowly in the limit u →ū to be compensated by the quadratic expression α 2 u −ū 2 L 2 . What is remarkable in the situation of (66) is that this effect is present although the contact set {ȳ = ψ} has H 1 -capacity zero and is thus completely irrelevant in the first-order optimality conditions (10) and (11). To be more precise, we can observe here that the sequence
appearing, e.g., in the proofs of Theorems 3.3 and 6.1 exhibits a singular limiting behavior for u →ū and that the expression u −ū −2 L 2 p, λ −λ in the expansions (24) and (58) tends to a singular term that depends on the function value of the negative part of the adjoint statep at the origin. Note that a similar behavior cannot occur in the onedimensional setting where (11c) necessarily implies min(0,p) = 0 everywhere on {ȳ = ψ}. The above considerations indicate that the constraint S(u) = y in the optimal control problem (P) induces additional curvature effects that depend on the fine properties of the adjoint statep, the stateȳ and the obstacle ψ. Note that similar observations have also been made in the context of bang-bang optimal control problems in [Christof, G. Wachsmuth, 2018] , the sensitivity analysis of elliptic variational inequalities of the second kind in [Christof, Meyer, 2018] , and necessary optimality conditions for state-constrained problems in [Nhu et al., 2017] . We leave a detailed analysis of the emerging distributional curvature terms for future work.
