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Se presentará un modelo para determinar la distancia real entre cualquier par de
puntos de una imagen fotográfica de una escena. Por lo general, el objetivo de
estas imágenes es recrear escenarios 3D en donde el usuario pueda navegar en una
dirección de visualización arbitraria. Esta aplicación se puede tener en cuenta en la
robótica, la escena de un crimen (ciencias forenses) e incluso ser considerada como
herramienta de medición en bienes ráıces. Pero al momento de querer determinar
las distancias, surgen dificultades como la orientación de las cámaras y el número
de fotograf́ıas a considerar, razón por la cual se recurre al uso de la geometŕıa
epipolar (base de la estereoscoṕıa) y de los ángulos de Euler. El modelo consiste
en un sistema de ecuaciones no lineales que es resuelto por métodos de región de
confianza. Resultados numéricos se presentan para diferentes situaciones.
Palabras clave: Estereoscoṕıa, Geometŕıa epipolar, Ángulos de Euler, Cali-
bración, Correspondencia, Métodos de región de Confianza, Triangulación.
Abstract
It will be presented a model to determine the distance between any pair of points
of a photographic image from one scene. In general, the objective of this kind of
images is to recreate 3-D scenes where the user can navigate over any direction
of display. This application is used in robotic, crime scenes (forensic science) and
even it can be used like a measure tool in real state. However, at the moment
of determining the distances, there are difficulties like the orientation of each
camera and how many pictures we need to consider. Those are the reasons to use
epipolar geometry (that is the base of 3-D imaging) and Euler angles. This model
consists of a non-lineal equations system that is solved by trust-region methods.
Numerical results are presented for different situations.
Keywords: Stereoscopy, Epipolar geometry, Euler angles, Calibration, Cor-
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A. Caracteŕısticas Básicas de una Cámara. 49
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1. Introducción
Algunas compañ́ıas industriales fabrican y desarrollan cámaras digitales capaces
de tomar imágenes panorámicas. Normalmente, estas imágenes se utilizan por
ejemplo en presentaciones con el objeto de recrear escenarios 3D en donde el
usuario puede navegar en una dirección de visualización arbitraria. Otra apli-
cación es utilizar estas imágenes panorámicas en ciencias forenses. Como her-
ramienta virtual para definir distancias entre puntos seleccionados de la imagen.
En robótica, el entorno en el cual los robots se mueven y actúan es tridimensional
y dinámico, este mundo cambia debido al movimiento propio del robot o de los
objetos que se encuentran a su alrededor e interaccionan con el mismo, razón por
la cual el robot requiere determinar las distancias entre los objetos que lo rodean
para poder interaccionar con estos de la manera más eficiente posible.
Estamos acostumbrados a pensar que el espacio que nos rodea es Euclidiano y
que por lo tanto la geometŕıa euclidiana es la herramienta correcta para diseñar
sistemas para modelar este mundo, pero la geometŕıa euclidiana es complicada
comparada con la geometŕıa proyectiva. La geometŕıa euclidiana es un caso es-
pecial de la geometŕıa proyectiva y ciertas preguntas son mas fáciles de contestar
en el contexto general de la geometŕıa proyectiva. Mas aun, hay una razón aun
más importante para estudiar esta geometŕıa y es que ella guarda relación con la
clase de sensores que maquinas y humanos usan para la visión. Es conocido de la
óptica geométrica que cualquier sistema de lentes puede ser aproximado por un
sistema que realice una proyección de perspectiva del mundo a un plano.
En trabajos previos([3], [1]), se han desarrollado técnicas computacionales basadas
en el análisis de imágenes estereoscópicas con el fin de determinar la estructura
tridimensional de la escena captada y poder obtener parámetros tales como dis-
tancia entre los objetos de la imagen. Los primeros trabajos estaban enfocados
hacia los fundamentos de la correspondencia entre las imágenes y la geometŕıa de
la estereoscoṕıa. Sin embargo exist́ıa la necesidad que las cámaras estuvieran per-
fectamente orientas y alineadas. En esta tesis se estudiará la determinación virtual
de la distancia entre puntos de una secuencia de imágenes cuando las cámaras
empleadas NO están ALINEADAS dentro de un sistema global de coordenadas.
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1.1. Elementos de una Imagen.
Básicamente cuando uno observa una imagen se encuentra con varias señales
visuales como la convergencia de ĺıneas rectas, los efectos de sombreado, el retro-
ceso de patrones regulares y las sombras que son procesadas por el cerebro para
recuperar la información coherente sobre la escena o imagen real.
Ĺıneas paralelas entre śı en la escena real (como los cuadros en un piso) se visual-
izan como ĺıneas convergentes en una imagen que se cortan en un punto llamado
punto de fuga. Esto es válido para cualquier conjunto de ĺıneas, siempre que sean
paralelas entre śı en la escena. Dos o más puntos de fuga alineados definen una
ĺınea de fuga, tales como el horizonte, que define el nivel de los ojos del espectador
en la imagen.
Figura 1.1.1.: Ĺıneas y puntos de fuga en una imagen (Adaptado de [6]).
Estas pistas visuales son utilizadas por los artistas en sus pinturas, en una técnica
llamada perspectiva lineal inventada en la segunda década del siglo XV en Floren-
cia, por Filippo Brunelleschi. Durante la siguiente década comenzó a ser utilizada
por los pintores innovadores como la mejor forma de transmitir la ilusión de una
escena tridimensional sobre una superficie plana. En los siglos XVII y XVIII, una
serie de matemáticos como Desargues, Pascal, Taylor y Monge se interesó por
la perspectiva lineal, sentando aśı las bases de la geometŕıa proyectiva moderna.
La geometŕıa proyectiva puede ser considerada como una herramienta poderosa
para la modelización de las reglas de la perspectiva lineal en un marco métrico o
algebraico.
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1.1.1. La proporción geométrica y la medición de alturas.
Para determinar las alturas se recurre a la perspectiva, es decir, para calcular
por ejemplo la altura de un hombre o un objeto se tiene en cuenta la altura de
otro objeto elegido en la imagen, la altura del hombre u objeto se proyecta en la
altura del objeto tomado como referencia en la imagen utilizando las ĺıneas de
fuga de la parte superior e inferior de los dos objetos, todo esto con base en el
Teorema de Thales que dice: Si dos rectas cualesquiera se cortan por varias rectas
paralelas, los segmentos determinados en una de las rectas son proporcionales a
los segmentos correspondientes en la otra. Como se ve en la Figura 1.1.2 las
rectas r y s son cortadas por las rectas t, u y v que son paralelas y se guarda la
proporción indicada en la misma.
Figura 1.1.2.: Teorema de Thales
Ahora, teniendo en cuenta esto consideremos la Figura 1.1.3 en la cual podemos
observar como determinar las alturas en una imagen teniendo como base las
ĺıneas y puntos de fuga. Para este caso, dado que las ĺıneas de fuga horizontales
son paralelas y considerando a las ĺıneas de fuga verticales como las ĺıneas que son
cortadas por las ĺıneas anteriores, obtenemos la siguiente relación entre la altura






Donde h representa la altura real de la persona, mientras hr representa la altura
otorgada a la columna.
Una importante aplicación de este marco teórico es su uso en la ciencia forense
para medir las dimensiones de los objetos y personas en las imágenes tomadas por
cámaras de vigilancia. La calidad de las imágenes suele ser muy mala (ya que son
tomadas por cámaras de seguridad baratas), y a menudo no es posible reconocer
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Figura 1.1.3.: Determinación de alturas en una imagen con la ayuda de puntos y
ĺıneas de fuga.(Adaptado de [6])
la cara del sospechoso o las diferentes caracteŕısticas en su ropa. Por lo tanto la
altura de la persona puede convertirse en una caracteŕıstica de identificación de
gran utilidad. En el caso de fotograf́ıas de objetos reales, la altura de referencia
Figura 1.1.4.: Medida de referencia en una fotograf́ıa (Adaptada de [6]).
(la altura de la cabina telefónica) puede ser conocida, o puede ser medida en
in situ(basándose en las estimaciones de alta calidad de cantidades palpables,
como la temperatura del aire, humedad, velocidad del viento, la radiación y la
temperatura del agua) y de esta manera la altura de la gente en la foto se puede
calcular en términos absolutos.
En general, la forma en la que un artista determina la ubicación de los puntos de
un espacio tridimensional en el plano de la imagen, se hace por medio de rayos
visuales rectos desde un punto en el espacio hacia el centro óptico(para el caso
del pintor su ojo), tal y como sucede con la cámara fotográfica. Este proceso
puede ser descrito matemáticamente por una matriz de proyección P que puede
ser calculada a partir de los parámetros externos e internos de la cámara(en otras
palabras parámetros que se encuentran determinados entre el objeto a pintar o
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Figura 1.1.5.: Determinación de ubicación de puntos de un espacio tridimensional
en una imagen(Tomado de [6])
la escena y el plano de la imagen), tales como su posición, orientación y longitud
focal. Sin embargo, en el caso que no se posea información suficiente de la escena,
con una sola imagen no es posible recopilar datos de manera precisa debido a la
perdida de profundidad que se presenta.
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2. Conceptos y Técnicas de la
Visión Estereoscópica
Vivimos en un mundo tridimensional y dinámico en el que los hechos ocurren a
nuestro alrededor en las tres dimensiones horizontal, vertical y en profundidad.
Sin embargo, la información de profundidad al captar una escena con la ayuda de
una cámara se pierde, esto en parte a que cualquier punto que deseemos ubicar
en la imagen se prolongara de manera indefinida en la misma. A ráız de esto, una
imagen bidimensional aislada por muy buena resolución que tenga, no ofrece la
información suficiente en cuanto a la profundidad de los objetos de una escena.
Los humanos y los animales son capaces de recuperar la tridimensionalidad per-
dida debido a que disponen de ojos a modo de cámaras situados en dos puntos
diferentes que captan perspectivas distintas de la escena. Si esto no fuera aśı,
la percepción visual se reduciŕıa a planos transversales a la dirección en la que
estamos viendo.
Es cierto que los humanos cerrando uno de los ojos somos capaces de estimar la
profundidad a la que están los objetos, por supuesto con una escasa precisión.
Esto lo hacemos de una manera creativa y relativamente sencilla, que consiste
en reconocer los objetos que aparecen en la imagen y compararlos en tamaño
con el recuerdo que tenemos de los mismos cuando están más o menos lejos. Lo
mismo ocurre cuando vemos una fotograf́ıa, lo cual ocasiona que la estimación de
la profundidad la realizamos también de modo creativo.
Teniendo en cuenta lo anterior, para obtener una mayor precisión en la medición
de la distancia entre objetos de una escena es necesario considerar más de una
fotograf́ıa que esté observando la escena desde otra perspectiva cercana. Al tomar
varias imágenes de la misma escena por cámaras desplazadas podemos tener may-
or cantidad de información con el fin de recrear la ilusión de profundidad y poder
obtener la distancia entre lo objetos de la foto que no es posible determinar en
una sola foto. Este es el objetivo de la visión estereoscópica.
Tradicionalmente, el análisis de la estereovisión se ha dividido en dos problemas
diferentes: el problema de la correspondencia y el problema de la reconstrucción.
Partiendo de dos imágenes bidimensionales I y D en el espacio de coordenadas
(u, v) representadas en la figura 2.0.1, el problema de la correspondencia trata de
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Figura 2.0.1.: Geometŕıa estéreo: Marco de referencia y sistemas de referencia de
las cámaras.
buscar qué dos puntos mI de la imagen I y mD de la imagen D correspondan a un
mismo punto M del espacio tridimensional (X,Y, Z). Una vez encontrados estos
dos puntos, el problema de la reconstrucción consiste de encontrar las coordenadas
del punto M .
La tarea más dif́ıcil es sin duda responder al problema de la correspondencia.
En general, hay varias posibilidades para escoger un elemento en la imagen D
correspondiente a un elemento de la imagen I, lo cual hace que el problema de
la correspondencia estéreo sea ambiguo. Debido a esta ambigüedad, es necesario
averiguar qué elementos, qué caracteŕısticas, qué restricciones y qué considera-
ciones se pueden aplicar para reducirla al máximo.
La extracción de la estructura tridimensional de una escena a partir de imágenes
estereoscópicas es un problema que ha sido estudiado ampliamente en las últimas
décadas por la comunidad de visión por computador. Los primeros trabajos es-
taban enfocados hacia los fundamentos de la correspondencia entre las imágenes
y la geometŕıa de la estereoscoṕıa[10]. La investigación ha madurado significati-
vamente a través del tiempo y son muchos los avances que siguen generando en
estereovisión computacional, lo que ha permitido que la estereoscoṕıa pueda ser
aplicada a nuevas areas que pueden ir desde la venta de bienes ráıces hasta el
análisis de escena escena de un crimen.
2.0.2. Nociones Básicas de Geometŕıa Epipolar
La geometŕıa epipolar es la geometŕıa proyectiva intŕınseca entre dos perspectivas,
la cual es independiente de la estructura de la escena y depende únicamente de los
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parámetros internos de las cámaras y sus posiciones relativas. Esta geometŕıa es
esencialmente aquella que relaciona las intersecciones de los planos de las imágenes
con las proyecciones de otros planos teniendo la ĺınea que une los centros de
las cámaras llamada ĺınea de base como eje, y que por medio de la conexión
estereoscópica permite realizar una correspondencia entre puntos.
Figura 2.0.2.: Correspondencia geométrica de los puntos.
Supongamos que un punto X en el espacio tridimensional es reflejado sobre dos
planos, a x en el primero y x
′
en el segundo. ¿Cuál es la relación entre los puntos
x y x
′
? Como se ve en la Figura 2.0.2a las proyecciones x y x
′
, el punto X en
el espacio y los centros de las cámaras (C y C
′
) son coplanares. Notemos este




se intersecan en X y además son coplanares perteneciendo al plano π, lo cual
tiene gran significado en búsqueda de la correspondencia, ya que de no ser aśı no
podŕıamos correlacionar de ningún modo los puntos seleccionados de la cámara
C en la cámara C
′
.
Suponiendo ahora que conocemos únicamente x, se puede determinar la ubicación
del punto correspondiente x
′
. Pues bien, como vemos en la Figura 2.0.2b, el plano
π esta determinado por la ĺınea de base y la semi-recta definida por x, de lo
anterior sabemos que la semi-recta correspondiente a x
′
(de la cual no tenemos
conocimiento) se encuentra en π y por lo tanto el punto x
′
se encuentra en la
ĺınea de intersección l
′
de π con el segundo plano de la imagen. Esta ĺınea l
′
es la
proyección en el segundo plano de la semi-recta definida por x y se define como
la ĺınea epipolar que corresponde a x.
Los conceptos geométricos de la geometŕıa epipolar se ilustran en la Figura 2.0.2
y son los siguientes:
El epipolo es el punto de intersección de la ĺınea que une los centros de las
cámaras (la ĺınea de base) con el plano de la imagen.
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Un plano epipolar es un plano que contiene la ĺınea de base.
Una ĺınea epipolar es la intersección de un plano epipolar con el plano de
la imagen. Todas las ĺıneas epipolares intersecan al epipolo.
Figura 2.0.3.: Cámaras convergentes(Tomado de [8]).
En la Figura 2.0.3 podemos observar la geometŕıa epipolar sobre una dupla de
imágenes, en la cual podemos identificar la correspondencia entre los puntos y sus
respectivas ĺıneas epipolares. El movimiento entre las imágenes es una traslación
y una rotación, además en cada imagen la dirección de la otra cámara puede
deducirse de la intersección de los haces de las ĺıneas epipolares. En este caso,
ambos epipolos se encuentran fuera de la imagen.
Figura 2.0.4.: Movimiento paralelo del plano de la imagen (Adaptado de [8]).
Por otra parte, en la Figura 2.0.4 se aprecia un movimiento especial donde la
traslación es paralela al plano de la imagen y la rotación es perpendicular, de este
2.1 La Matriz Fundamental F 19
modo la intersección de la ĺınea de base con el plano de la imagen es en el infinito
y en consecuencia los epipolos se encuentran en el infinito y las ĺıneas epipolares
son paralelas.
2.1. La Matriz Fundamental F
Aśı es que la matriz fundamental es la representación algebraica de la geometŕıa
epipolar. Como se ilustro en la sección anterior, si tenemos un par de imágenes
(ver Figura 2.0.2), para cada punto x en una imagen existe una ĺınea epipolar
correspondiente l
′
en la otra imagen. Cualquier punto x
′
en la segunda imagen
relacionado con x debe estar contenido en la ĺınea epipolar l
′
. Además, la ĺınea
epipolar es la proyección en la segunda imagen de la semi-recta definida por el
punto x y el centro de la cámara C. En consecuencia, existe una función
x 7→ l′
que va desde un punto en la imagen a su correspondiente ĺınea epipolar en la otra
imagen. Ésta su vez es una correlación, que proyecta puntos en ĺıneas, la cual es
representada por una matriz F llamada matriz fundamental.
2.1.1. Derivación Geométrica de la Matriz Fundamental
La función que env́ıa un punto de una imagen a su correspondiente ĺınea epipolar
en la otra imagen consiste en los dos siguientes pasos. Primero, el punto x es
enviado a algún punto x
′
en la otra imagen(en la cual se encuentra la ĺınea
epipolar l
′
). Luego, la ĺınea epipolar l
′
se obtiene como la ĺınea que contiene al
punto x
′
y al epipolo e
′
.
Figura 2.1.1.: Transferencia de un punto x en una imagen a un punto x
′
en la
segunda imagen via el plano π.
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Paso 1: Teniendo en cuenta la Figura 2.1.1, consideremos un plano π en el espa-
cio el cual no pasa a través de ninguno de los dos centros de las cámaras.
La semi-recta definida por el primer centro de cámara y el punto x in-
terseca al plano π en un punto X. Este punto X es entonces proyectado
a un punto x
′
en la segunda imagen via el plano π. Puesto que el punto
X pertenece a la semi-recta correspondiente a x, el punto proyectado
x
′
debe pertenecer a la ĺınea epipolar l
′
correspondiente a la imagen de
esa semi-recta, como se puede observar en la Figura 2.0.2. Estos puntos
x y x
′
son imágenes del punto X en la escena tridimensional y que se
encuentra en π.
El conjunto de todos los puntos xi en la primera imagen y sus corre-
spondientes puntos x
′
i en la segunda imagen son proyectados de manera
equivalente, ya que cada uno de ellos se proyectan al conjunto de puntos
Xi. Por lo tanto, existe una Homograf́ıa




Paso 2: Construcción de la ĺınea epipolar. Dado el punto x
′
, la ĺınea epipolar
l
′
que pasa por x
′
y por el epipolo e
′
puede ser escrita como l
′
= e
′ × x′ .
Puesto que x
′
se puede escribir como x
′




′ × x′ = e′ ×Hπx = Fx
donde se define F = e
′ ×Hπ, la matriz fundamental.
Geométricamente, F representa una función que va del plano proyectivo bidi-




2.1.2. Derivación Algebraica de la Matriz Fundamental
La matriz fundamental puede ser derivada algebraicamente en términos de dos
matrices de la cámara de proyección P y P
′
. La semi-recta de proyección definida
por x, puede ser obtenida de P resolviendo PX = x. Dado un puntos x en la
primera imagen, la tarea es determinar el conjunto de puntos en el espacio que
son obtenidos por x. Este conjunto constituirá una semi-recta en el espacio que
pasa por el centro de la cámara. Se conocen dos puntos en la semi-recta: el centro
1Las homograf́ıas son transformaciones proyectivas biyectivas que trazan puntos de un plano
a otro plano(por ejemplo, la asignación de puntos de transformación en una superficie plana
en el mundo al plano de una imagen).
2El plano proyectivo Pn es una extension de Rn, representando elementos de Rn como vectores
homogéneos, es decir, si x = (x1, · · · , xn) se considera x = (x1, · · · , xn, 1).
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de la primera cámara C y el punto P+x, donde P+ es la pseudo-inversa3 de P y
PC = 0. El punto P+x se encuentra en la semi-recta puesto que es la proyección
de x, pues P (P+x) = Ix = x. De este modo, la semi-recta es la ĺınea formada
por la unión de esos dos puntos
X(λ) = P+x+ λC, donde λ es un escalar.







C respectivamente en la segunda imagen. La ĺınea epipolar es la ĺınea que une














. El punto P
′
C es
el epipolo en la segunda imagen, es decir, la proyección del centro de la primera
cámara y puede ser notado por e
′










donde F es la matriz
F = e
′ × P ′P+.
Esta es esencialmente la misma formula para la matriz fundamental como la que
se derivo anteriormente, la homograf́ıa Hπ que tendŕıa la forma Hπ = P
′
P+ en
termino de las dos matrices de cámara.
Condición de Correspondencia
Hasta este punto se hab́ıa considerado la función x 7→ l′ definida por F . Ahora
podemos exponer una propiedad importante de la matriz fundamental.
La matriz fundamental satisface la siguiente condición: Para cualquier par de









a la ĺınea epipolar l
′








Por el contrario, si puntos en las imágenes satisfacen que (x
′
)TFx 6= 0 entonces las
semi-rectas definidas por estos puntos son coplanares y esta es condición necesaria
para que estos puntos sean correspondientes.
2.2. Reconstrucción Tridimensional de la Escena
Supongamos que un conjunto de puntos correspondientes xi ↔ x
′
i son dados y
que estos corresponden a su vez a un conjunto de puntos Xi en la escena tridi-
mensional, de los cuales no tenemos conocimiento. Del mismo modo, la posición
3La pseudo-inversa de P es la matriz P+ = PT
(
PPT
)−1, tal que PP+ = I.
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orientación y calibración de las cámaras se desconoce. La tarea de reconstrucción
consiste en encontrar dos matrices P y P
′
, aśı como los puntos Xi en la escena
tales que




Xi, para todo i.
Si se proporcionan pocos puntos correspondientes, la tarea de reconstrucción se
hace imposible. Por lo tanto, proporcionar más puntos hará que se obtenga una
mejor estimación de los puntos en la escena y la matriz fundamental será única
([8]). Asimismo, la ambigüedad en la reconstrucción puede verse reducida si se
aporta información adicional de las cámaras o de la escena.
Podemos describir un método para la reconstrucción a partir de dos imágenes:
1. Determinar la matriz fundamental F a partir de los puntos correspondi-
entes.
2. Determinar la matrices de las cámaras P y P
′
a partir de la matriz funda-
mental.
3. Para cada par de puntos correspondientes xi ↔ x
′
i, determinar el punto en
el espacio tridimensional Xi que proyectan dichos puntos.
Diversas variaciones de este método pueden ser posibles. Por ejemplo, si las
cámaras están calibradas, entonces basta con calcular una matriz esencial de
proyección en lugar de la matriz fundamental. Además, es posible utilizar in-
formación acerca del movimiento de la cámara, las limitaciones de la escena o
una calibración parcial de la cámara para obtener mejoras en el momento de la
reconstrucción.
2.2.1. Triangulación
Dadas las matrices de cámara P y P
′
, sean x y x
′
dos puntos que satisfacen la
restricción epipolar (x
′
)TFx = 0. Como se mostró en la sección 2.1, esta condi-
ción puede ser interpretada geométricamente en termino de que las semi-rectas
corresponden a los dos puntos en las imágenes, en particular esto significa que x
′
pertenece a la ĺınea epipolar Fx y a su vez que las dos semi-rectas de los puntos
en las imágenes están en el mismo plano epipolar, es decir, que los dos centros de
las cámaras se encuentran en un mismo plano. más importante aun, dado que las
dos semi-rectas se encuentran en el mismo plano, ellas se cortan en algún punto
X. Esto se observa en la Figura 2.2.1.
Los únicos puntos en el espacio tridimensional que no pueden ser determinados
desde sus imágenes son puntos sobre la ĺınea de base entre las dos cámaras. En
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Figura 2.2.1.: Triangulación.
este caso, las semi-rectas son colineales y coinciden con la ĺınea de base. Por lo
tanto, el punto X no puede ser determinado de forma única.
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3. Descripción del Problema
3.1. Esquema General del Problema
Consideremos dos imágenes de una habitación, ambas tomadas por una misma
cámara desde diferentes posiciones, generando aśı un estereograma. Nuestro obje-
tivo es a partir de estas imágenes determinar la distancia entre diferentes puntos
de la escena, para lo cual debemos considerar:
Figura 3.1.1.: Estereograma hecho con una cámara digital común y corriente.
La posición y orientación de la cámara en el momento de tomar las fo-
tograf́ıas es esencial para poder tener la esperanza de determinar la distan-
cia entre cualquier par de puntos en una escena.
Se requieren más de un punto de calibración seleccionado sobre el grupo
de imágenes, porque no es posible determinar la posición de los mismos, lo
cual se verá más adelante en la sección 3.1.2. De esta colección de puntos
se tendrá algún tipo de información, la cual será recopilada gracias a la
ubicación en ṕıxeles de los puntos seleccionados.
En la práctica, es posible conocer la resolución de la cámara y por consigu-
iente los ángulos de visión que pueden ser determinados con ayuda de la
distancia focal del lente de la cámara(Ver Apéndice A).
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Con el fin de poder determinar la distancia entre los objetos de la imagen, debemos
hacer la correspondencia de un punto en el espacio tridimensional de un objeto
con los puntos en cada una de las imágenes captadas que identifican ese objeto
(ver Figura 3.1.2). Para tal fin, se debe definir un sistema de coordenadas global
y una transformación lineal, la cual env́ıa las coordenadas de cada punto de
calibración desde el sistema de coordenadas de una cámara al sistema global y
con ello poder identificar cada uno de los puntos en las cámaras.
Figura 3.1.2.: Correspondencia entre los puntos de dos imágenes.
Gracias a que en el desarrollo de éste problema se consideraran diversas imágenes
de un lugar, es pertinente elegir como sistema de coordenadas globales a las coor-
denadas esféricas (d, α, β) ya que describen completamente el estereograma, pues
si se tienen en cuenta coordenadas rectangulares (x, y, z) ó ciĺındricas (ρ, ϕ, z) en
ambas nos aparecen datos que debemos ingresar en la lista de incógnitas de nue-
stro problema: x, y y z (ancho, profundidad y alto) en el caso de las rectangulares,
ρ y z (la distancia del punto al eje vertical Z y la altura) en las ciĺındricas y como
la idea del problema es determinar distancias nos generara mas inconvenientes.
En cambio, empleando coordenadas esféricas nuestra única dificultad es encontrar
d que corresponde a la distancia entre el punto y la cámara, pues gracias a las
caracteŕısticas que se conocen de la cámaras se pueden determinar fácilmente el
acimut α y la latitud β. Una vez aclarado esto, la idea es definir un sistema de
coordenadas cuyo origen se encuentre centrando en alguna de las cámaras o en el
caso de haber utilizado una sola cámara en alguna de las posiciones donde fueron
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tomadas las fotograf́ıas.
Por otro lado, dado que las cámaras no necesariamente están alineadas al mo-
mento de tomar las fotograf́ıas, una transformación lineal de traslación y rotación
fundamentada en ángulos de Euler, será usada para representar las coordenadas
de cada una de las cámaras.
3.1.1. Ángulos de Euler
La orientación de un cuerpo ŕıgido puede especificarse completamente consideran-
do un sistema de coordenadas fijo a él. Pero, es necesario especificar la relación
entre un sistema de ejes fijo en el espacio y uno fijo en el cuerpo. Podemos con-
struir la transformación entre estos dos sistemas con tres rotaciones virtuales
sucesivas del cuerpo ŕıgido: de esta manera se introducen los ángulos de Euler.
Existen muchas convenciones para elegir el orden de las rotaciones; sin embargo,
en este caso se usará la convención intŕınseca o x-convención, cuyo esquema es el
de la Figura 3.1.3 y cuya secuencia es la siguiente: el sistema inicial de ejes xyz
se rota alrededor del eje z un ángulo φ ∈ [0, 2π], luego este nuevo sistema de ejes
lo rotamos sobre el nuevo eje x′ un ángulo θ ∈ [0, π] para producir otro conjun-
to intermedio de ejes y finalmente alrededor del nuevo eje z′ se rota un ángulo
ψ ∈ [0, 2π], donde todas las rotaciones se realizaran en el sentido contrario a las
manecillas del reloj.
Figura 3.1.3.: Ángulos de Euler.
Por otra parte, la x-convención contiene toda la información necesaria para
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aplicar el siguiente teorema.
Teorema 3.1.1 (Teorema de Rotación de Euler). Cualquier rotación puede
ser descrita usando tres ángulos.
Demostración. La demostración se encuentra en [12].
A partir de esto, se puede establecer que si las rotaciones son escritas en términos
de las matrices de rotación D, C y B donde: D realiza una rotación de los ejes
alrededor del eje z, C alrededor del eje x′ y B alrededor del eje z′, y por lo tanto
en términos de una rotación general R(ψ, θ, φ) puede ser escrita de la siguiente
manera
R(ψ, θ, φ) = BCD
=
 cosψ sinψ 0− sinψ cosψ 0
0 0 1
1 0 00 cos θ sin θ
0 − sin θ cos θ




 cosφ cosψ − sinφ cos θ sinψ sinφ cosψ + cosφ cos θ sinψ sin θ sinψ− cosφ sinψ − sinφ cos θ cosψ − sinφ sinψ + cosφ cos θ cosψ sin θ cosψ
sinφ sin θ − cosφ sin θ cos θ

3.1.2. Descripción del Sistema
A continuación describimos el sistema que se empleara para resolver el problema.
Una vez más, el objetivo principal es localizar cada una de las cámaras en el sis-
tema de coordenadas global y por supuesto determinar la distancia entre objetos
en la escena. Por lo pronto, se desconoce cualquier distancia d (la distancia de la
cámara al punto) pero es posible determinar las coordenadas esféricas angulares
α y β desde cada cámara hacia cada punto.
Como se observa en la Figura 3.1.4, la ubicación del pixel (x, y) de cada uno
de los puntos determinados en cada imagen, determina las coordenadas esféricas
angulares α y β de cada uno de los puntos de calibración que se deseen tomar.
Claro esta, esto es si te tiene conocimiento tanto de la resolución de la cámara
como del ángulo de visión de la misma(Ver Apéndice A).
En primer lugar, consideremos el problema de la localización de los puntos de
calibración a partir de n cámaras cuya ubicación es conocida. Viendo el problema
de esta forma es más interesante y podemos obtener la misma relación entre las
cámaras y los puntos aún cuando se tuviera el problema de la ubicación de las
cámaras. Si tenemos una cámara no es posible identificar la posición de los puntos,
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Figura 3.1.4.: Determinación de coordenadas esféricas angulares α y β.
tal y como vemos en la Figura 3.1.5, puesto que la semi-recta de proyección puede
proyectarse de manera indefinida en el espacio. En otras palabras, la distancia
radial d puede tener cualquier valor.
Figura 3.1.5.: Considerando una sola cámara no es posible determinar la ubi-
cación de ningún punto en la escena.
En el caso de tener dos cámaras es posible identificar las posición de los puntos,
pues las semi-rectas de proyección definidas por el centro de cada cámara y el
punto de observación coincidirán. Como se menciono anteriormente, además de
no encontrarse alineadas las cámaras, es posible que tampoco estén ubicadas
en la misma posición (como cuando son tomadas desde un tŕıpode) por lo que
además de recurrir a la transformación de Euler se hace necesario realizar una
traslación con respecto al sistema coordenado elegido de una de las cámaras. Una
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vez orientadas la cámaras se procede a ubicar puntos de calibración entre los que
se encontraran los puntos a los cuales deseamos determinar su distancia.
Figura 3.1.6.: Orientación de las cámaras y ubicación de un punto de calibración
La Figura 3.1.6 describe la acción a realizar a cada cámara y la correspondencia
de cada punto en cada sistema de coordenadas de las cámaras en un solo punto en
el espacio tridimensional (teniendo en cuenta dos cámaras), donde el sistema de
coordenadas primado (X∗Y ∗Z∗) identifica la posición de la cámara B orientada
con respecto a la cámara A y no primado (xyz) identifica las posiciones de la
cámara A. Se define
−→
CB como el vector que va de la cámara B al punto P y se
define de forma similar
−→
CA para la cámara A. El vector
−→
t describe la traslación
de los dos sistemas de coordenadas con respecto uno del otro. P es un punto de
calibración ubicado en alguna posición desconocida de la imagen.
Se asumirá que la cámara A esta ubicada en el origen del sistema global y que
cualquier punto en el espacio tiene coordenadas con respecto al sistema de la
cámara A. De este modo, para describir la posición en la cámara B se tienen seis
incógnitas para la traslación y la rotación. En forma vectorial se tendŕıa
−→xB = R(ψ, θ, φ) · −→xA +
−→
t . (3.1.1)
El vector −→xA denota la posición de algún punto con respecto al sistema de refer-
encia de la cámara A. Simplemente, se tiene un punto en el sistema de referencia
A entonces se puede usar (3.1.1) para describir el mismo punto en el sistema de
referencia B, donde R(ψ, θ, φ) representa a la Matriz de transformación de Euler.
Una vez alineadas y ubicadas las cámaras se emplearán las coordenadas esféricas
(d, α, β) para describir los puntos de calibración en el sistema global. Para cada
punto de calibración se desconoce la coordenada radial d pero es posible deter-
minar los ángulos α y β en cada una de las cámaras con ayuda de la ubicación
de los ṕıxeles en la imagen como se menciono anteriormente.
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dA sinαA cos βAdA sinαA sin βA
dA cosαA
 , −−→PB =
dB sinαB cos βBdB sinαB sin βB
dB cosαB
 . (3.1.2)
Las cámaras A y B proporcionan los siguientes datos respectivamente: αA, βA,
αB, βB. De este modo se obtienen tres ecuaciones para cada punto
−→









i . Es decir, en el caso que
consideremos un solo punto de calibración tendŕıamos 8 incógnitas y tres ecua-
ciones. Teniendo en cuenta esto, uno de los propósitos sera determinar el número
adecuado de puntos de calibración para que este sistema no lineal de ecuaciones
sea soluble de manera uńıvoca.
3.1.3. Consideraciones Generales
Como hemos visto, en el caso de disponer de dos imágenes(o cámaras) en una
escena el número de ecuaciones encontradas es 3, mientras que el número de
incógnitas es 8. La pregunta ahora es, si se adicionan puntos o cámaras ¿De
que manera podŕıa verse afectado el sistema? Al adicionar un punto más de cali-
bración se obtienen dos incógnitas más, las coordenadas radiales de cada sistema y
además se obtienen 4 valores conocidos(las coordenadas angulares proporcionadas
por cada cámara). Realizando el análisis correspondiente en el caso de tener dos
cámaras, se presentan los siguientes cambios en el sistema.








Tabla 3.1.: Número de ecuaciones e incógnitas en un sistema de referencia donde
se tienen únicamente 2 cámaras.
De la Tabla 3.1, vemos que si escogemos menos de 6 puntos de calibración obten-
emos un sistema de ecuaciones sub-determinado, del cual tendremos un número
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infinito de soluciones. Si se escogen exactamente 6 puntos de calibración obten-
emos un sistema de ecuaciones no lineales con el mismo número de ecuaciones y
de incógnitas, el cual es un sistema ideal para resolver el problema ya que ob-
tendŕıamos un número finito de soluciones (en particular es posible encontrar la
solución única del problema, claro esta si la tiene). Sin embargo, se debe tener en
cuenta que a pesar de tener una solución única no hay garant́ıa que esta satisfaga
las condiciones f́ısicas del problema (ver sección 4.1). Finalmente, en el caso de
poseer más ecuaciones que incógnitas el sistema seŕıa sobre-determinado en el
cual poseeŕıamos una mayor cantidad de información del problema, restringien-
do aún más la solución a la situación práctica que estamos considerando, como
veremos en la sección 4.2.
Considerando un sistema con tres cámaras, este requeriŕıa un sistema ideal de 24
ecuaciones con 24 ecuaciones necesitando un total de 4 puntos de observación.
De este modo, si escogemos más cámaras para resolver el problema reducire-
mos el número de puntos de calibración necesitados, pero incrementaŕıamos el
número de incógnitas. Teniendo en cuenta lo observado hasta ahora, existen al-
gunas simetŕıas entre el número de cámaras y los puntos de calibración. A partir
de la ecuación (3.1.3) es aparente que cada punto de calibración generaŕıa tres
ecuaciones determinadas por la transformación entre la cámara de referencia glob-
al y las c− 1 cámaras restantes. Por lo tanto, el numeró de ecuaciones (NE) esta
determinado por
NE = 3p(c− 1), c ≥ 2
donde c es el número de cámaras necesitadas y p es el número de puntos de
calibración. Por otra parte, el número de incógnitas (UN)puede ser visto como
UN = 6(c− 1) + cp, c ≥ 2
donde el termino cp proviene de cara punto i, teniendo como incógnitas las dis-
tancias radiales di desde cada cámara j. Las tres coordenadas de la traslación
y rotación(que son parte de las incógnitas del sistema) determinadas desde la
cámara de referencia global hasta las c − 1 cámaras que quedan conforman el
termino 6(c− 1) de UN .
Ahora, con el fin de asegurar la solución del sistema de ecuaciones se debe satis-
facer que el número de ecuaciones sea mayor o igual que el número de incógnitas,
es decir,
3p(c− 1) ≥ 6(c− 1) + cp, c ≥ 2
lo cual al despejar se obtiene que
p ≥ 6(c− 1)
2c− 3
, c ≥ 2 (3.1.4)
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Figura 3.1.7.: Número de puntos p en función del número de cámaras c.
Finalmente, la ecuación (3.1.4) permite calcular el número de puntos de cali-
bración que se requieren a partir de un número de imágenes dadas. Además,
como podemos ver en la Figura 3.1.7 por lo menos tres puntos son requeridos a
favor de resolver el sistema. Hay que notar que la ecuación (3.1.4) es una función
de valores enteros(no podemos considerar un número no entero para determinar
el número de puntos requeridos o número de cámaras) por lo cual para la Figura
3.1.7 no es posible aceptar número decimales.
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4. Solución del Problema
4.1. Análisis y Solución teniendo un Sistema
“Ideal”.
Aunque podŕıa haber más ventajas al usar más de una cámara, se procederá a
tratar de resolver el sistema de ecuaciones más pequeño y soluble posible. Por
esta razón, resolveremos el sistema de ecuaciones (3.1.3) para dos cámaras y
seis puntos de calibración, el cual consiste de 18 ecuaciones y 18 incógnitas, y
de alguna manera nos brinda mayor seguridad de resolver el problema. Por otra
parte, debido a la alta no linealidad del problema lo resolveremos numéricamente.
Como no se tienen disponibles datos reales, se generarán los datos proporcionados
por las cámaras. Los datos αBi y β
B
i serán generados escogiendo unos valores
particulares de αAi y β
A
i , junto con otros parámetros de la transformación (ángulos
de Euler y la traslación de una cámara a otra) y con la ayuda de MATLAB se
calculará −→xB a partir de (3.1.3).
Los datos que se utilizaran para la simulación son los considerados en la Tabla






1 3 5 5
2 1 5 185
3 8 47 50
4 5 5 115
5 7 54 150






1 3,7809 15,9614 22,0062
2 1,7843 22,8642 27,6993
3 8,9517 48,0353 45,5917
4 5,7038 10,0089 57,1470
5 7,1022 48,7168 139,7351





Tabla 4.1.: Datos Experimentales
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El siguiente pseudocódigo se presentara con el fin de aclarar como se propor-







Programa: Proporcionar ángulos coordenadas esféricas ALFA_B y BETA_B
a partir cámara B
Entorno: ALFA_A, BETA_A, DA coordenadas esféricas a partir de cámara A
ALFA_B, BETA_B, DB coordenadas esféricas a partir de cámara B
PA, PB puntos en las cámaras en coordenadas rectangulares
THETA, PHI, PSI ángulos de Euler
R Matriz de Rotación de Euler
T traslación desde la cámara A a la B.
Algoritmo: Leer ALAFA_A, BETA_A, D_A, THETA, PHI, PSI, T
Calcular PA = DA*(sen(ALFA_A)*cos(BETA_A);
sen(ALFA_A)*sen(BETA_A);cos(ALFA_A))
Calcular R = Rot(THETA, PHI, PSI)
Calcular PB = R*PA + T
Calcular [DB, ALFA_B, BETA_B] = Coordenadas(PB)
Finprograma
Para solucionar el problema se procede a usar la función fsolve1 de MATLAB la









t ) = 0. (4.1.1)
donde
−→
X es un vector cuyas componentes son dAi , d
B
i , θ, ψ, φ, tx, ty y tz.
Caso 1. Una vez considerada esta función y tomando como valor inicial XI =
−→
0 ,
los resultados obtenidos de esta aproximación se observan en la Tabla
4.2.
1La función fsolve de MATLAB esta basada en el Método de Región de confianza Dogleg, que
sera explicado en Apéndice B















Tabla 4.2.: Solución obtenida tomando como valor inicial
−→
0 .
Como se puede ver, estos resultados no son para nada favorables debido
a un mal condicionamiento del Jacobiano, lo cual hace que el algorit-
mo converja a un punto que no es la solución. Tal comportamiento del
condicional del Jacobiano lo podemos observar de manera más clara en
la Figura 4.1.1
Figura 4.1.1.: Evolución del Jacobiano considerando como valor inicial
−→
0 .
La condición del Jacobiano nos brinda información acerca de la sensibili-
dad del sistema de ecuaciones, pequeños cambios en los datos de entrada
genera que los resultados no sean los esperados.
Caso 2. Consideremos ahora un cambio, tomando como valor inicial el indicado
en la Tabla 4.3, en el cual los valores iniciales son muy cercanos a la
solución.














Tabla 4.3.: Valor inicial considerando una variación cercana a la solución.
Nuevamente, los resultados obtenidos no son los esperados a pesar de
haber considerado como valor inicial un vector cuyas componentes eran
muy cercanas a la solución. Más aún, en la gráfica de la Figura 4.1.2
podemos seguir observando el comportamiento del condicional del Jaco-
biano que se mantiene bastante elevado en cada iteración del programa














Tabla 4.4.: Solución obtenida considerando como valor inicial el indicado en la
Tabla 4.3.
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Figura 4.1.2.: Evolución del Jacobiano considerando como valor inicial una
variación cercana a la solución.
Caso 3. Finalmente, se considerará la situación en la cual tomamos como valor
inicial la misma solución salvo las coordenadas de un punto(Tabla 4.5),
los únicos valores que no consideraremos iguales a la solución son las
coordenadas correspondientes a la distancia del último punto a cada una
de las cámaras, es decir, la coordenada radial del sexto punto para cada














Tabla 4.5.: Valor inicial considerando una variación cercana a la solución.
Los resultados obtenidos y el comportamiento del condicional del Ja-
cobiano se observan en la Tabla 4.6 y la Figura 4.1.3 respectivamente.














Tabla 4.6.: Solución obtenida considerando como valor inicial el indicado en la
Tabla 4.5.
Figura 4.1.3.: Evolución del Jacobiano considerando como valor inicial una
variación cercana a la solución.
Dados estos resultados tan insatisfactorios y observando que el condicional del
Jacobiano del sistema de ecuaciones sigue presentando problemas, se hace nece-
sario pensar en una alternativa para poder encontrar un resultado acorde a la
realidad y de este modo resolver el problema y hallar una solución que sea acorde
a la situación.
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4.2. Solución Alternativa del Problema
Es evidente que el sistema de ecuaciones requerirá una modificación con el fin
de obtener una solución al problema. Para resolver el problema, se buscara una
reducción a un sistema sobre-determinado de 17 incógnitas y 18 ecuaciones. La
primera cosa que hay que notar es que de hecho se tiene algo de control sobre
la posición relativa de las cámaras. Como se considero un sistema de referencia
global sobre la cámara A se puede establecer una relación entre la distancia en el
sistema global y la distancia f́ısica real. Con esto en mente, parece bastante lógico
posicionar la cámara B a una unidad de distancia de la cámara A en el sistema
global, claro esta teniendo en cuenta que esta no es la distancia real entre las dos
cámaras y que esta no necesariamente seŕıa conocida por razones practicas.
Una distancia f́ısica que podŕıa ser medida de manera práctica es aquella entre dos
puntos de calibración y usando esta información se podŕıa fortalecer la conexión
definida entre la distancia en el sistema global y las distancias f́ısicas. Por lo
tanto, ahora se requiere algo más de información pero se tiene la ventaja que el
problema es ahora sobredeterminado. Se comenzará por normalizar el vector de
traslación
−→




1− (t2x + t2y)
y sustituyendo tz con ésta expresión se reduciŕıa el numeró de incógnitas de 18 a
17. Ahora, se puede usar un método que emplee mı́nimos cuadrados para resolver
este sistema de ecuaciones no lineal sobredeterminado para la localización de la
cámara B.
El programa usado para resolver el sistema sera la función lsqnonlin2 de MAT-
LAB, el cual como fsolve selecciona el mejor método para resolver el sistema de
ecuaciones (4.1.1), solo que en este caso emplea un método de mı́nimos cuadrados
para hallar la solución. Al igual que antes, los datos fueron generados tomando
puntos alrededor de la cámara A, con parámetros de rotación y traslación elegidos
y usando (3.1.3) para generar los datos observados desde la cámara B. Asimismo,






i son proporcionados a lsqnonlin
junto con el vector de valores iniciales.
Consideremos nuevamente los casos anteriores y verificaremos que se presenta
una mejora en los resultados.




0 , en donde en la Tabla 4.7 se
muestran los resultados obtenidos.
2La función lsqnonlin de MATLAB esta basada en el Método de Mı́nimos Cuadrados de
Levenberg-Marquardt, que sera explicado en Apéndice B














Tabla 4.7.: Solución obtenida tomando como valor inicial
−→
0 .
Es evidente que el cambio realizado al sistema de ecuaciones no lineales,
reduciendo el número de incógnitas de 18 a 17 ha conseguido una mejora
notable en la solución del problema, comparando con la Tabla 4.1.














Tabla 4.8.: Solución obtenida tomando como valor inicial el indicado en la Tabla
4.3.
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Tabla 4.9.: Solución obtenida tomando como valor inicial el indicado en la Tabla
4.5.
Y como vemos en la Tablas 4.8 y 4.9, el hecho de considerar valores iniciales
cercanos a la solución tampoco genera soluciones no deseadas. De esta manera,
eliminando la distancia entre las cámaras como incognita del problema se ha
conseguido una solución satisfactoria del mismo. Por otro lado, si consideramos
una mayor información acerca de la escena a la cual deseamos determinar las
distancias entre los objetos, tendremos una mayor certeza de conseguir resultados
óptimos y satisfactorios. Es por eso que si consideramos un número mayor de
puntos de calibración, obtendremos una mayor precisión y de esta manera el
problema tendrá una solución mucho más eficaz. Esta afirmación la podemos
ver confirmada en la Figura 4.2.1 que nos indica la mejora del error relativo de
la solución manteniéndose uniforme a medida que se consideran mas puntos de
calibración.
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Figura 4.2.1.: Evolución del Error Relativo a medida que se consideran mas pun-
tos de calibración.
Por otra parte, hay que tener en cuenta que la convergencia a la solución cor-
recta es altamente dependiente de la posición de los puntos de calibración. En la
Figura 4.2.2, se observa que la evolución del residual para diferentes posiciones
de los puntos de calibración, donde aparentemente el método esta convergiendo.
Sin embargo, realizando una inspección a la Figura 4.2.3 donde se contempla la
evolución del error relativo se puede ver que el método no converge a la solución
del sistema, la diferencia entre la solución real y la encontrada se hace notoria. La
razón de esto es que uno de los puntos y ambas cámaras se encuentran sobre la
misma ĺınea, es decir, ellos son colineales y debido a esto se esta proporcionando
la misma información al problema dos veces. El mismo efecto es generado si dos
puntos y una cámara son colineales, de tal modo que ambos puntos subtienden
el mismo ángulo y la cámara es incapaz de medir la distancia de los puntos.
Figura 4.2.2.: Evolución del Residual al considerar puntos colineales.
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Figura 4.2.3.: Evolución del Error Relativo al considerar puntos colineales.
Finalmente, perturbaciones introducidas en los datos de entrada también afec-
taŕıa la precisión de la solución. Dicho ruido podŕıa provenir de diversas fuentes:
anomaĺıas en los lentes de la cámara que produciŕıan una distorsión ligera a las
imágenes e incluso un simple error humano al operar el software, lo cual seŕıa
mas frecuente. Todos los datos que se recogen para determinar la solución del
problema están basados en que el usuario es capaz de seleccionar exactamente
los mismos puntos(ṕıxeles) en dos o mas imágenes separadas, lo cual hace que los
errores y la precisión limitada tengan una gran importancia en la convergencia
del esquema a la solución real.
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5. Conclusiones
1. Debido a que es posible que las imágenes no se encuentren orientadas una
con respecto a otra, se hizo necesario utilizar Transformación de Euler.
2. A pesar de contar con un sistema de ecuaciones no lineales cuyo número de
ecuaciones era igual al de incógnitas, no fue posible determinar la solución
uńıvoca del mismo debido al mal condicionamiento del Jacobiano.
3. El mal condicionamiento del Jacobiano, generó que el problema sea sensible
a pequeños cambios en los datos de entrada, ocasionando resultados no
esperados.
4. Gracias a que el único valor que se puede“conocer”es la distancia entre las
cámaras, fue posible solucionar el problema.
5. Conocer más datos acerca de cada imagen permitirá una mejor aproxi-
mación de la solución. El error relativo disminuye y se mantiene uniforme.
6. La posición de los puntos de calibración también es de gran importancia
para la convergencia a la verdadera solución. Si dos puntos de calibración
subtienden el mismo ángulo para cualquier cámara, la cámara no puede
diferenciar entre los puntos y se pierde parte de la información.
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A. Caracteŕısticas Básicas de una
Cámara.
Una cámara es como una función entre el mundo tridimensional y una imagen
en el espacio bidimensional. El modelo más simple de una cámara es el modelo
básico de pinhole o agujero de aguja, el cual permite entender de mejor manera
los conceptos que se están manejando.
A.1. Modelo Básico de Pinhole(Estenopeica) o
Agujero de Aguja
Consideremos la proyección de puntos en el espacio a un plano. Ubiquemos el
centro de la proyección o punto de vista del observador(para el caso la cámara)
como origen de un sistema de coordenadas Euclidiano y consideremos un plano
F llamado plano de la imagen o plano focal. Teniendo en cuenta el modelo Es-
tenopeico, un punto en el espacio con coordenadas X = (X, Y, Z)T es relacionado
al punto sobre el plano de la imagen donde una ĺınea definida por X y el centro
de la proyección C se interseca con dicho plano, tal y como se puede observar en
la Figura A.1.1. Por triángulos semejantes, el punto (X, Y, Z)T es relacionado al
punto (fX/Z, fY/Z, f)T que se encuentra en el plano de la imagen. Ignorando la
coordenada final en la imagen, podemos ver que
(X, Y, Z)T 7→ (fX/Z, fY/Z, f)T (A.1.1)
describiendo la proyección desde el mundo real a coordenadas en la imagen. Esto
es una transformación del espacio Euclidiano R3 al espacio Euclidiano R2.
Algunos elementos relacionados con este modelo son:
El centro de la proyección es llamado centro de la cámara, que también es
conocido como centro óptico.
La ĺınea que parte del centro de la cámara y es perpendicular al plano de
la imagen es llamado el eje principal de la cámara.
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Figura A.1.1.: Geometŕıa de la cámara estenopeica.
El punto donde el eje principal se interseca con el plano de la imagen se
define como punto principal o foco.
El plano paralelo al plano de la imagen y que pasa por el centro óptico se
llama plano principal de la cámara.
La distancia focal o longitud focal es la distancia entre el centro óptico y el
foco. En términos del lente de una cámara, la distancia focal es un número
expresado en miĺımetros que nos indica los grados que el lente es capaz de
abarcar.
A.1.1. Proyección Usando Coordenadas Homogéneas
Si los puntos del mundo real y los de la imagen son representados por vectores
homogéneos, entonces la proyección es muy simple de expresar como una trans-
formación lineal entre sus coordenadas homogéneas. En particular, (A.1.1) puede


















La matriz en esta expresión puede ser escrita como diag(f, f, 1)[I|0], donde diag(f, f, 1)
es una matriz diagonal y [I|0] representa una matriz dividida en un bloque 3× 3
(la matriz identidad) y un vector columna(vector de ceros).
Ahora, se introducirá la notación X para puntos en el mundo real representados
por coordenadas homogéneas1 (X, Y, Z, 1)T en P3, x para los puntos representados
1El plano proyectivo Pn es una extension de Rn, representando elementos de Rn como vectores
homogéneos, es decir, si x = (x1, · · · , xn) se considera x = (x1, · · · , xn, 1).
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en la imagen por vectores homogéneos en P2 y P para una matriz de proyección
homogénea 3 × 4. De esta manera, la expresión (A.1.2) puede ser representada
como
x = PX
con lo cual queda definida la matriz para el modelo Estenopeico de proyección
central como
P = diag(f, f, 1)[I|0].
A.1.2. Ángulo de Visión
En fotograf́ıa, el ángulo de visión es el factor que determina la parte de la escena
que es captada en la peĺıcula o en el sensor; generalmente hay mucha más escena
visible para los humanos de lo que se ve reflejado en las fotos, y según el tipo
de lente utilizada vaŕıa el tamaño de esa porción. Dicho ángulo esta en función
del tamaño de la superficie que registra la imagen y de la longitud focal. Pueden
usarse diferentes dimensiones de la superficie que registra la imagen para definir
el ángulo de visión: Horizontal, Vertical y Diagonal.
Figura A.1.2.: El ángulo de visión de una cámara puede medirse horizontal, ver-
tical o diagonalmente.
Para una lente rectilineal (sin distorsión, no es un ojo de pez) el ángulo de visión
α puede ser calculado a partir de una diagonal del sensor de la imagen2 d la cual
se puede calcular a partir del tamaño del sensor(ver Figura A.1.3) y de la longitud
focal f :





Por otra parte, las lentes son definidas a menudo por palabras que se refieren a
su ángulo de visión:
2El sensor de imagen es el elemento de una cámara fotográfica digital que capta la luz que
compone la fotograf́ıa.
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Figura A.1.3.: Comparación de diversos tamaños de sensores de imagen.
Lentes ultra gran angular, también conocidas como ojos de pez, cubren
hasta 180o (o incluso más en algunos casos).
Lentes gran angular, cubren normalmente entre 100o y 60o.
Lentes estándar, cubren entre 50o y 25o.
Teleobjetivos, cubren entre 15o y 10o.
Superteleobjetivos, normalmente abarcan entre 8o y menos de 1o.
Figura A.1.4.: Ejemplo de cómo la elección de la lente afecta al ángulo de visión.
Estas fotos fueron tomadas con una cámara de 35mm.
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Las lentes de mayor longitud focal magnifican al sujeto, comprimiendo la distan-
cia y desenfocando el fondo a causa de su pequeña profundidad de campo. Los
angulares tienden a magnificar la distancia entre los objetos gracias a que per-
miten una mayor profundidad de campo. El resultado de usar angulares cerca del
sujeto es una aparente distorsión de la perspectiva; las ĺıneas paralelas tienden a
converger, y con un ojo de pez los bordes rectos parecerán doblarse.
En la siguiente Tabla A.1 se muestran los ángulos de visión horizontal, vertical y
diagonal en grados, de una lente rectilineal en formato 35mm.
Longitud focal(mm) 13 15 18 21 24 28 35 50 85 105
Diagonal (◦) 118 111 100 91.7 84.1 75.4 63.4 46.8 28.6 23.3
Vertical (◦) 85.4 77.3 67.4 59.5 53.1 46.4 37.8 27.0 16.1 13.0
Horizontal (◦) 108 100.4 90.0 81.2 73.7 65.5 54.4 39.6 23.9 19.5
Longitud focal(mm) 135 180 210 300 400 500 600 830 1200
Diagonal (◦) 18.2 13.7 11.8 8.25 6.19 4.96 4.13 2.99 2.07
Vertical (◦) 10.2 7.63 6.54 4.58 3.44 2.75 2.29 1.66 1.15
Horizontal (◦) 15.2 11.4 9.80 6.87 5.15 4.12 3.44 2.48 1.72
Tabla A.1.: Valores de ángulos de visión
54 A Caracteŕısticas Básicas de una Cámara.
B. Métodos Numéricos
B.1. Método de Región de Confianza Dogleg
Sea F : Rn −→ Rn una función al menos una vez derivable, el objetivo de
resolver la ecuación es encontrar el vector x tal que F (x) = 0. El método más
común para resolver sistemas de ecuaciones no lineales es el método de Newton
el cual encuentra direcciones dk tales que
J(xk)dk = −F (xk) (B.1.1)
xk+1 = xk + dk









Sin embargo, el método de Newton presenta problemas debido a que J(xk) puede
ser singular, provocando mal condicionamiento del sistema de ecuaciones (B.1.1)
y de esta manera la dirección dk no se podŕıa definir, además del hecho de que
resolver este sistema de ecuaciones puede llegar a ser costoso en el entorno com-
putacional. Por otra parte, el método no llegaŕıa a converger si el punto inicial
esta demasiado lejos de la solución,pues el método de Newton converge local-
mente, lo que es una desventaja cuando no es conocido a priori en que región del
espacio esta la ráız buscada.
Usando técnicas de región de confianza se mejora la robustez cuando se inicializa
lejos de la solución y se vuelve más manejable el problema cuando J(xk) sea
singular. El método de Dogleg, cuya traducción literal seŕıa pata de perro, es
un método de región de confianza que indica una curva aguda o un ángulo. Se
emplea cuando la dirección de Newton no sirve, para lo cual se construye una
trayectoria poligonal en dos tramos: El primero coincide con la parte de dirección
del descenso más pendiente y el segundo tiende hacia la dirección de Newton. Para
usar una estrategia de región de confianza, una función de elección es necesaria
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F (xk + d)
TF (xk + d).
Pero un mı́nimo de f(d) no es necesariamente una ráız de F (x), aśı que siendo
dk ráız de
M(xk + d) = F (xk) + J(xk)d






‖M(xk + d)‖22 =
1
2












De este modo, m(d) es una mejor opción para función de elección f(d), y de esta
















donde ‖D ·d‖ ≤ r (D es una matriz diagonal escalada y r es un escalar positivo).
La clave de este algoritmo esta en como se encuentra el paso d minimizando
(B.1.3), el cual es construido a partir de una combinación convexa de una paso
de Cauchy (un paso en la dirección de descenso más rápido) y el paso de Gauss-
Newton para F (x). El paso de Cauchy es calculado como
dc = −αJ(xk)TF (xk)
donde α es escogido para minimizar (B.1.2). El paso de Gauss-Newton es calcu-
lado resolviendo
J(xk) · dGN = −F (xk).
De esta manera, el paso d queda definido como
d = dc + λ(dGN − dc)
donde λ es el valor mas grande en el intervalo [0, 1] tal que ‖d‖ ≤ ∆. Si Jk es
(casi) singular, d es simplemente la dirección de Cauchy.
B.2. Método de Ḿınimos Cuadrados de
Levenberg-Marquardt
Se considera que los métodos de región de confianza son derivados del método de
Levenberg-Marquardt usado para resolver problemas de mı́nimos cuadrados y en
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el fondo el método de Levenberg-Marquardt es una modificación del método de
Newton. Este método utiliza una dirección de búsqueda que es una solución del
conjunto de ecuaciones lineales
(J(xk)
TJ(xk) + λkI)dk = −J(xk)TF (xk)
u opcionalmente de las ecuaciones
(J(xk)
TJ(xk) + λkdiag(J(xk)
TJ(xk)))dk = −J(xk)TF (xk)
donde λk controla la magnitud y la dirección de dk.
Cuando λk = 0, la dirección de dk es idéntica a la del método de Gauss-Newton.
Cuando λk tiende a infinito, dk tiende a la dirección de descenso más pendiente,
con magnitud tendiendo a cero. Esto indica que para valores de λk suficientemente
grandes, se satisface F (xk + dk) < F (xk). Por lo tanto, λk puede ser controlado
para garantizar su descenso, con lo cual el método de Levenberg-Marquardt usa
una combinación entre la dirección de Gauss-Newton y el descenso más pendiente.
Debido a esto, una pobre eficiencia por parte del método de Gauss-Newton (que
es generalmente más eficaz cuando el residuo es cero en la solución) se compensa
con la mayor robustez del método de Levenberg-Marquardt generando eficiencia
al momento de solucionar un problema.
Paso 0 Definir un x0 ∈ Rn; hacer µ = 0, 1, k = 1, xk ← x0.
Paso 1 Calcular dk = −(J(xk)TJ(xk) + µI)−1J(xk)TF (xk).
Paso 2 si ((‖F (xk + dk)‖22) < ‖F (xk)‖22) entonces
si dk ≤ Tol, parar: Problema resuelto.
si dk > Tol, hacer: µ← µ/10.
k ← k + 1.
xk+1 ← xk + dk.
y volver al Paso 1.
sino
µ← 10µ
volver al Paso 1 sin tener que calcular J(xk).
fin
Tabla B.1.: Algoritmo de Levenberg-Marquardt para resolver problemas no lin-
eales de mı́nimos cuadrados.
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[9] López J. M., Fernandez A., Fernandez M. A., Conceptos y Técnicas de Es-
tereovisión por Computador, Universidad de Castilla-La Mancha, Escuela
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oscópica para determinar la estructura tridimensional de la escena., Univer-
sidad Complutense de Madrid, Facultad de Informática, (2009).
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