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Abstract 
Let G be a bipartite graph with 2n vertices, A its adjacency matrix and K the number of perfect 
matchings. For plane bipartite graphs each interior face of which is surrounded by a circuit of 
length 4s + 2, s E { 1,2,. . .}, an elegant formula, i.e. det A = (- 1 )nK2, had been rigorously proved 
by CvetkoviC et al. (1982). For general bipartite graphs, this note contains a necessary and 
sufficient condition for the above relation to hold. A fast algorithm to check if a plane bipartite 
graph has such a relation is given. 
1. Introduction 
The number of perfect matchings of bipartite graphs plays a significant role in organic 
chemistry [14]. The dependence of the number of perfect matchings on the adjacency 
matrix has been extensively discussed [5-9, 111 
Let G be a simple bipartite graph with 2n vertices. A perfect matching of G is a set 
of independent edges of G covering all vertices of G. Denote by K the number of 
perfect matchings of G. The adjacency matrix of G is denoted by A = (aij), where aij 
is the number of edges connecting vertices i and j. 
An elegant relation between the permanent of A and the number of perfect matchings 
(K) can be written as [6, 10, 111 
perA = K2. 
A generalization of it for non-bipartite graphs was given in [6]. 
It is well known that there is no efficient method to calculate the permanent of a 
matrix. Though, in 1952 Dewar and Longuet-Higgins [8] showed that the permanent 
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Fig. 1. A plane bipartite graph G1 with det A = - 16 and K = 4. 
Fig. 2. A plane bipartite graph with det A = - 81 and K = 9. 
of the adjacency matrix A of a hexagonal system is equal to the absolute value of the 
determinant of A. Later, a more general result has been rigorously proved [5, Ch. 81. 
Now we describe this result as follows. Let & denote the set of connected plane 
bipartite graphs each interior face of which is bounded by a circuit of length 4s+2, 
SE{1,2,...}. 
Theorem 1 (Cvetkovic et al. [5]). Let GE &, assume that G has 2n vertices, and let 
A denote the adjacency matrix of G. Then 
detA = (-1>“K2, (1) 
perA = (-1)” detA. (2) 
Because the determinant of a matrix A can be calculated efficiently, this method is 
often used, especially in large-scale bipartite graphs. But it needs to be pointed out 
that ~2 is only a subclass of the class of connected plane bipartite graphs satisfying 
Eq. (2). For example, each of the two plane bipartite graphs as shown in Figs. 1 and 2 
contains a 4-member ring, but does satisfy Eq. (2). 
Therefore, in this article, we will characterize all bipartite graphs conforming to 
Eq. (1). By the way, we clarify a statement about this made in [6]. 
2. General bipartite graphs 
Now let us recall several concepts taken from [5]. Let G be a bipartite graph with 
2n vertices, which can be colored red and blue such that precisely n of the vertices 
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are colored red, the remaining n vertices are colored blue, and any two adjacent vertices 
are of different colors. Let the red vertices be numbered 1,2,. . , n and the blue vertices 
n + 1, n + 2,. ,2n. A perfect matching A4 of G can be represented as a permutation 
jtj, .,jn of the numbers IZ + 1,n + 2,. . ,2n (jt, j,,. , j, denote the blue vertices 
adjacent to 1,2,. . . , n in the perfect matching of G). The number of inversions of 
a permutation jlj2 . j, is denoted by j. Then the parity of A4 is defined as the parity 
of the permutation jt jz . jn, i.e. 
(3) 
Lemma 2 (Cvetkovic et al. [5]). In a bipartite graph G, two perject matchings Ml 
and I’& of G are of the same purity if and only if the union of the sets of edges 
of Ml and M2 contains an even number of circuits of length 4, s E { 1,2,. .}. 
Such a relation established in the set of perfect matchings of G is an equivalence 
relation, and naturally subdivides all the perfect matchings of G into two classes (which 
may be empty), i.e. positive and negative parity perfect matchings. Note that this 
partition, though not the parity of the classes, is independent of the numbering of 
the vertices. Let K+ and K_ denote the number of perfect matchings of positive and 
negative parity in a bipartite graph G, respectively. A famous formula can be expressed 
as follows: 
Theorem 3 (Graovac et al. [9]). det A = (- 1 )“(K+-K- )2. 
Corollary 4. det A = (-1>“K2, if and only if any two perfect matchings of G ure of 
the same parity. 
In order to formulate our main results, it is necessary to introduce further termi- 
nology. 
Let G be a bipartite graph with perfect matchings. A circuit C of G is called a nice 
circuit if G - V(C) has a perfect matching, where G - V(C) denotes the subgraph 
obtained from G by deleting all vertices of C together with their incident edges. Let 
A4 be a perfect matching of G. A circuit C of G is said to be M-alternating if A4 
and E(G)\M appear alternately in circuit C, where E(G) denotes the edge set of G. 
Hence a circuit of G is nice if and only if it is an alternating circuit with respect to 
some perfect matching of G. Now one of our main results is formulated as follows: 
Theorem 5. Let G be a bipartite graph with 2n vertices and let A and K denote 
the adjacency matrix and the number of perfect matchings of G, respectively. Then 
det A = (- 1)“K2 if and only if G has no nice circuit of length 4s, s E { 1,2,. .}. 
Proof. Assume that G has a nice circuit C of length 4s, s E { 1,2,. . .}. Then there is 
a perfect matching M such that C is a M-alternating circuit. The symmetric difference 
M @E(C) = (K U E(C))\(K f’E(C)) is also a perfect matching of G. Then the union 
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Fig. 3. A plane bipartite graph G3 with a nice circuit of length 8. 
of A4 and M @ E(C) has exactly one circuit of length 4s, namely C. By Lemma 2, 
M and M @ E(C) are of different parity. Thus, by Corollary 4, det A # (- 1 )nK*. 
Assume that det A # (- 1 )nK*. By Corollary 4 and Lemma 2 there are two perfect 
matchings Ml and M2 such that Mi U A42 has an odd number of circuits (i.e. at least 
one) of length 4s; clearly, all of these circuits are nice. The theorem is thus proved. 0 
By the well-known pairing theorem [4] we have the following corollary. 
Corollary 6. A bipartite graph G has no nice circuit of length 4s, s E { 1,2,. . .}, if 
and only if the number of perfect matchings of G is equal to the product of all 
non-negative eigenvalues of G. 
3. Plane bipartite graphs 
We now turn to characterize the class &‘* which consists of all plane bipartite graphs 
satisfying equation det A = (- 1 )nK2. Note that B is only a proper subclass of JzZ”, as 
has already been shown by the two plane bipartite graphs Gi and G2 shown in Figs. 1 
and 2. Since in Gi and G2, none of the interior-face boundaries of length 4s is nice, 
the following question arises. Let G be a connected plane bipartite graph having the 
property that each nice interior-face boundary is of length 4s + 2, s E { 1,2,. . .}; does 
this property imply that G is a member of &*? Let us consider another example. Gs 
is a 2-connected plane bipartite graph shown in Fig. 3. Obviously, Gs has no nice 
interior-face boundary of length 4s but has a nice circuit 123456781 of length 8. By 
Theorem 5, Gs $ d*. Hence the condition that a plane bipartite graph has no nice 
interior-face boundaries of length 4s does not guarantee that it belongs to &($*. 
The above example shows that in order to characterize &* we need further infor- 
mation. 
Let G be a bipartite graph with perfect matchings. An edge of G is called a forbidden 
edge if it does not belong to any perfect matchings of G. G is said to be elementary 
[lo, Ch. 41 if G is connected and has no forbidden edges. It is well known that ele- 
mentary bipartite graphs with more than two vertices are 2-connected. The following 
useful result was recently obtained by the authors. 
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Lemma 7 (Fuji Zhang and Heping Zhang [15]). A plane bipartite graph with more 
than two vertices is elementary if and only if each face boundary is a nice circuit. 
Let G be a bipartite graph with perfect matchings. Deleting all the forbidden edges 
and all the end vertices of fixed double edges (i.e. those edges which belong to all 
perfect matchings of G) together with their incident edges from G, we obtain the 
subgraph H of G. Clearly, the components of H are elementary: therefore, they are 
called the elementary components of G. 
Theorem 8. Let G be a plane bipartite graph with 2n vertices and let A and K( > 0) 
denote the adjacency matrix and the number of perfect matchings of G, respectivel_y. 
Then det A = (- 1 )nK2 if and only if G’ E d for each elementary component G’ of G, 
i= 1,2 ,..., r. 
Proof. (Sufficiency) Since no forbidden edge is contained in any nice circuit, each nice 
circuit of G must be contained in an elementary component G’ of G with more than 
two vertices. By Theorems 1 and 5, the G”s have no nice circuit of length 4s. Hence G 
has no nice circuit of length 4s. Applying Theorem 5 to G, we have det A = (- 1 )nK2. 
(Necessity) If det A = (-l>“K*, then, by Theorem 5, G and therefore the G”s have 
no nice circuit of length 4s. For each elementary component G’, by Lemma 7 each 
interior-face boundary of G’ is nice circuit and hence is of length 4s + 2, s E { 1,2,. . .}. 
So G’ E d’, i = 1,2,. . ,r. The theorem is proved. 0 
As immediate consequences, we have 
Corollary 9. Let G be a plane elementary bipartite graph. Then G E &* if and onl,v 
$ G E Cal. 
Corollary 10. Let G be a plane bipartite graph. Then G E ,c9* if and only if’ G has 
no perfect matchings or G’ E& for each elementary component G’ of G. 
Corollary 11. Let GE~QI*. Let A, denote the adjacency matrix of elementary com- 
ponent G’ (i = 1,2,. , r). Then det A = n:=, det Ai = (- 1 )nK2. 
For any plane bipartite graph G, when does Eq. (1) hold? Theorem 8 suggests the 
following approach. First remove all the forbidden edges of G, then check whether or 
not each interior-face boundary of each component with more than two vertices is of 
length 4sf2, s~{1,2 ,... }. If so, the equation det A = (-1>“K2 is valid; otherwise it 
is not valid. An efficient algorithm will be formulated in the subsequent section. 
4. An algorithm 
In order to give required algorithm, we need to find a method for determining 
all forbidden edges of a bipartite graph with perfect matchings and all elementary 
components as well. 
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Let G be a bipartite graph with a perfect matching M. Orient all the edges belonging 
to M toward the red vertices and orient the other edges of G toward the blue ver- 
tices, the resulting digraph is called the orientation of G and denoted by D. Then we 
have 
Lemma 12. Let G be a bipartite graph with a perfect matching M. A subgraph H 
of G is an elementary component of G if and only if the corresponding orientation 
of H is a strongly connected component of D. 
Proof. It is easy to see that there is a one-to-one correspondence between M-alternating 
circuits of G and directed circuits of D in a natural way. By the property of ele- 
mentary bipartite graph, the union of all elementary components of G consists of all 
M-alternating circuits of G. On the other hand, the union of strongly connected com- 
ponents of D consists of all directed circuits of D. Thus elementary components of G 
correspond to strongly connected components of D in a natural way. 0 
By Lemma 12, the problem of determining all the forbidden edges of G reduces 
to the problem of determining the strongly connected components of digraph D. It is 
well known that there is an algorithm of 0( JEl + 1 VI) complexity to solve the second 
problem, where IEJ and 1 VI are the numbers of arcs and vertices of D respectively. 
See Algorithm 8.6 of Ref. [12]. 
The following linear algorithm can recongnize whether or not a plane bipartite graph 
with perfect matchings belongs to class d*. 
Algorithm 13 
Input: A plane bipartite graph G with a perfect matching M. 
Output: GE&‘* or G@&*. 
Step 1: Orient all edges of M toward the red vertices and orient the other edges 
of G toward the blue vertices of G. A plane digraph D is obtained. 
Step 2: Execute Algorithm 8.6 of Ref. [12] to digraph D. The strongly connected 
components D’, i = 1,2,. . . , r, of D are determined. Then delete all directions of arcs 
of the D”s and get the elementary components G’ of G, i = 1,2,. . , r. 
Step 3: For each elementary component G’, i = 1,2,. . . ,r, check whether or not 
G’ E &‘. If each interior face of G’ is bounded by a circuit of length 4~~2, s E { 1,2,. . .}, 
then G’ E&‘; otherwise G’$! &. For all G’, i= 1,2,. .,r, if G’ E &‘, then GE JX!*; 
otherwise G $ &‘*. 
Theorem 14. Let G be a plane bipartite graph with a perfect matching M. Algorithm 
13 can determine whether or not GE &* in O(lVl) time. 
Proof. By Lemma 12 the correctness of Algorithm 13 is obvious. We now consider 
the complexity of Algorithm 13. First, note that Step 1 can be implemented in O(]EI ) 
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G3 with a perfect matching M The orientation 03 of G3 
Strongly connected components of Di Elementary components of G3 
Fig. 4. The execution of Algorithm 13 to G3 
time and Step 2 can be implemented in O(lEl + IV/) time (see Ref. [12, pp. 3381). 
Secondly, in order to execute Step 3, we need to check the length of all interior face 
boundary of each G’. Since each edge of G’ belongs to at most two faces of G’, we 
count each edge at most twice. This fact means that Step 3 can be accomplished in 
0( IEI ) time. It is well known that for a simple plane graph, IE( < 3 1 VI - 6 (see [ 1, 
pp. 1441). Thus the complexity of Algorithm 13 is 0( I VI). 0 
For the plane bipartite graph Gs presented in Fig. 3, the execution of Algorithm 13 
is illustrated in Fig. 4. In Step 3, we find a interior face boundary of length 8 in 
elementary component G2. Hence Gx 4 d*. 
Remark 15. Theorem I has been extended to plane bipartite graphs in which multiple 
edges are admitted [13]. If the graphs considered in this paper may be admitted to 
contain multiple edges, our most results still hold. But the complexity of Algorithm 13 
become 0( I VI + lEl). 
Remark 16. Based on a theorem due to Coates [2, 31, which gives a topological 
evaluation of determinants, our results can be extended to weighted graphs. 
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