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MULTIPLICATIVE DEPENDENCE AMONG ITERATED
VALUES OF RATIONAL FUNCTIONS MODULO
FINITELY GENERATED GROUPS
ATTILA BE´RCZES, ALINA OSTAFE, IGOR E. SHPARLINSKI,
AND JOSEPH H. SILVERMAN
Abstract. We study multiplicative dependence between elements
in orbits of algebraic dynamical systems over number fields mod-
ulo a finitely generated multiplicative subgroup of the field. We
obtain a series of results, many of which may be viewed as a blend
of Northcott’s theorem on boundedness of preperiodic points and
Siegel’s theorem on finiteness of solutions to S-unit equations.
1. Introduction and statements of main results
1.1. Motivation. LetK/Q be a number field with algebraic closure K,
and let f(X) ∈ K(X) be a rational function of degree at last 2. A
famous theorem of Northcott [18] says that the set of K-preperiodic
points of f is a set of bounded Weil height. In particular, the set of
K-rational preperiodic points is finite. In [19] this result is extended
to cover the case that points in an orbit are multiplicatively depen-
dent, rather than forcing them to be equal. In this paper we extend
this further to the case of points in an orbit that are multiplicatively
dependent modulo a finitely generated subgroup Γ of K∗. Anticipating
notation that is described in Section 1.2, we are interested in solu-
tions (n, k, α, r, s) to the relation
f (n+k)(α)r · f (k)(α)s ∈ Γ,
where n ≥ 1, k ≥ 0, α ∈ K, and (r, s) 6= (0, 0). We view this as a
combination of Northcott’s already cited theorem and Siegel’s theorem
concerning integral points on affine curves, which at its heart deals with
integral solutions to equations of the form F (x, y) ∈ Γ for homogenous
F ∈ K[X, Y ]. And indeed, a key tool in the proof of several of our
main results is a theorem on dynamical Diophantine approximation
(Lemma 2.5) that ultimately relies on Roth’s theorem and is very much
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analogous to the use of Diophantine approximation in the proof of
Siegel’s theorem.
1.2. Notation and conventions. We now set the following notation,
which remains fixed for the remainder of this paper:
• K is a number field.
• RK is the ring of algebraic integers of K.
• K is an algebraic closure of K.
• f(X) ∈ K(X) a rational function of degree d ≥ 2.
• For n ≥ 0, we write f (n)(X) for the nth iterate of f , i.e.,
f (n)(X) := f ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n copies
(X).
• For α ∈ P1(K), we write Of (α) for the (forward) orbit of α, i.e.,
Of(α) :=
{
f (n)(α) : n ≥ 0
}
.
• Γ is a finitely generated subgroup of K∗.
• PrePer(f) is the set of preperiodic points of f in P1(K), i.e., the
set of points α ∈ P1(K) such that Of (α) is finite.
• WanderK(f) is the complement of the set PrePer(f) in P
1(K), i.e.,
the set P1(K) r
(
PrePer(f) ∩ K
)
of K-rational wandering points
for f .
• Z≥r denotes the set of integers n ≥ r, where r is a real number.
It is also convenient to define the function
log+ t = logmax{t, 1}.
We use MK to denote a complete set of inequivalent absolute values
on K, normalized so that the absolute Weil height h : K → [0,∞) is
defined by
(1.1) h(β) =
∑
v∈MK
log+
(
‖β‖v
)
,
and we writeM∞K andM
0
K for, respectively, the set of archimedean and
non-archimedean absolute values inMK. See [11, 16] for further details
on absolute values and height functions.
As in [23, Section 1.2], for a rational function f(X) ∈ C(X) and
α ∈ C with α 6=∞ and f(α) 6=∞, we define the ramification index of
f at α as the order of α as a zero of the rational function f(X)− f(α),
i.e.,
ef (α) = ordα(f(X)− f(α)).
In particular, we say that f is ramified at α if ef(α) ≥ 2, and totally
ramified at α if ef(α) = deg f . If α =∞ or f(α) =∞, we define ef (α)
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by choosing a linear fractional transformation L ∈ PGL2(C) so that
β = L−1(α) satisfies β 6= ∞ and fL(β) 6= ∞, where fL = L
−1 ◦ f ◦ L,
and then we set
ef (α) = efL(β).
It is an exercise using the chain rule to show that ef (α) does not depend
on the choice of L; cf. [23, Exercise 1.5]. It is also an exercise to show
that the ramification index is multiplicative under the composition, i.e.,
for rational functions f, g ∈ C(X) and α ∈ C ∪ {∞}, we have
(1.2) eg◦f (α) = ef(α)eg
(
f(α)
)
.
1.3. Main results. In this section we describe the main results proven
in this paper. In order to state our results, we define three sets of
“exceptional values”. Our theorems characterize when these sets may
be infinite.
Definition 1.1. With K, f , and Γ as defined in Section 1.2, and for
integers r, s ∈ Z and real number ρ > 0, we define various sets of
exceptional values:
Eρ(K, f,Γ, r, s) =
{
(n, k, α, u) ∈ Z≥ρ × Z≥0 ×WanderK(f)× Γ :
f (n+k)(α)r = uf (k)(α)s
}
;
Fρ(K, f,Γ) =
{
(n, α) ∈ Z≥ρ ×WanderK(f) : f
(n)(α) ∈ Γ
}
;
G(K, f,Γ) =
{
α ∈ K : f(α) ∈ Γ
}
.
Clearly the finiteness of G(K, f,Γ) is equivalent to the finiteness of
f(K) ∩ Γ. Thus, the first part of the following result is given in [15,
Proposition 1.5(a)] in the form
#
(
f(K) ∩ Γ
)
=∞ =⇒ #f−1
(
{0,∞}
)
≤ 2,
see also [20, Corollary 2.2]. We observe that the functions in Theo-
rem 1.2(a) below are exactly the functions having this last property.
Theorem 1.2. We have:
(a) If the set G(K, f,Γ) is infinite, then f(X) has one of the following
forms :
f(X) = a(X − b)±d with a 6= 0,
f(X) = a(X − b)d/(X − c)d with a(b− c) 6= 0.
(b) If the set F2(K, f,Γ) is infinite, then f(X) has the form f(X) =
aX±d.
So next we only deal with the case rs 6= 0.
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Theorem 1.3. Let r, s ∈ Z with rs 6= 0, and set
ρ =
log(|s|/|r|)
log d
+ 1.
Assume that 0 is not a periodic point of f . Then
#Eρ(K, f,Γ, r, s) =∞ =⇒ #f
−1
(
{0,∞}
)
≤ 2.
For notational convenience, let
(1.3) Eρ(K, f,Γ) := Eρ(K, f,Γ, 1, 1) and E(K, f,Γ) := E1(K, f,Γ).
Setting r = s = 1 in Theorem 1.3, so ρ = 1, gives a finiteness result
for the set E(K, f,Γ), which is the set of solutions to the equation
f (n+k)(α) = uf (k)(α),
(n, k, α, u) ∈ Z≥1 × Z≥0 ×WanderK(f)× Γ.
(1.4)
In this situation we are able to give a full classification of the excep-
tional cases, i.e., a complete description of the maps f for which (1.4)
may have infinitely many solutions.
Theorem 1.4. For the sets (1.3), we have:
(a) If E(K, f,Γ) is infinite, then either f(X) or f(X−1)−1 has one of
the following forms with abc(b− c) 6= 0:
aX±d, aXd/(X − b)d−1, aX(X − b)d−1,
aX/(X − b)d, aX(X − b)d−1/(X − c)d−1.
(b) If E2(K, f,Γ) is infinite, then f(X) has the form f(X) = aX
±d.
Remark 1.5. An analysis similar to the proof of Theorem 1.4 can be
used to describe all f(X) for which E(K, f,Γ) may have infinitely many
four-tuples (1, k, α, u) with k ≥ 2.
Remark 1.6. If f(X) is a polynomial, it suffices to assume in Theo-
rem 1.4 that 0 is not a periodic point of f to ensure that E(K, f,Γ)
is finite. However, for rational functions there are examples such as
f(X) = (1−X)2/X with 0 strictly preperiodic and
(1, 0, 1/(u+ 1), u2) ∈ E(K, f,Γ) for all u ∈ Γ.
In the case that f ∈ K[X ] is a polynomial, we have the following
broad extension of Theorem 1.3 in which the exponents r and s are
not necessarily fixed. This allows us to bound all multiplicative depen-
dences between f (m)(α) and f (n)(α) modulo Γ.
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Theorem 1.7. Let f ∈ K[X ] be a polynomial without multiple roots,
of degree d ≥ 3 or, if d = 2, we also assume that f (2) has no multiple
roots. Assume that 0 is not a periodic point of f . Let Γ ⊆ K∗ be a
finitely generated subgroup. Then there are only finitely many elements
α ∈ K such that for distinct integers m,n ≥ 1, the values f (m)(α) and
f (n)(α) are multiplicatively dependent modulo Γ.
Remark 1.8. Note that Theorem 1.7 fails if we allow m or n to be 0,
since for any u ∈ Γ and any m ≥ 1, there is a multiplicative relation
(f (m)(u))0 · f (0)(u) = u ∈ Γ.
Finally, we present an independence result of a slightly different type.
Definition 1.9. Let k ≥ 1. A polynomial F (T1, . . . , Tk) ∈ K[T1, . . . , Tk]
is said to be a multilinear polynomial with split variables if there are
scalars c1, . . . , ck ∈ K
∗ and a disjoint partition
J1 ∪ J2 ∪ · · · ∪ Jr = {1, 2, . . . , k}
of the set {1, . . . , k} so that F has the form
F (T1, . . . , Tk) =
r∑
i=1
ci
∏
j∈Ji
Tj .
In other words, F is a linear combination of monomials in the vari-
ables T1, . . . , Tk with the property that each variable appears in exactly
one monomial and to exactly the first power. We also define the height
of F to be
h(F ) := max
1≤i≤r
h(ci).
Theorem 1.10. Let F (T1, . . . , Tk) ∈ K[T1, . . . , Tk] be a multilinear
polynomial with split variables. Let f(X) ∈ K(X) be a rational function
of degree d ≥ 2.
(a) The set of α ∈ K for which there exists a k-tuple of distinct non-
negative integers (n1, n2, . . . , nk) satisfying
(1.5) F
(
f (n1)(α), f (n2)(α), . . . , f (nk)(α))
)
= 0
is a set of bounded height.
(b) If d ≥ 3, then for α as in (a), we have the explicit upper bound
h(α) ≤
2k
dk−1
h(F ) +
7
3
C1(f) +
2
9
log 2,
where C1(f) is the constant appearing in Lemma 2.1(a).
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(c) Let α ∈WanderK(f) have the property that 0 /∈ Of(α). Then there
are only finitely many k-tuples of integers n1 > n2 > · · · > nk ≥
0 satisfying (1.5), and there is a bound for the number of such
solutions that depends only on K, f and F , independent of α.
1.4. Multiplicative dependence and Zsigmondy-type results.
Many of our results on multiplicative independence would follow from a
sufficiently strong dynamical Zsigmondy theorem on primitive divisors,
but despite considerable attention in recent years, there are no general
unconditional result of the type that we would need.
We briefly expand on this remark. Let f(X) be a rational function,
and let α be a wandering point for f . We recall that a valuation v
is a primitive divisor of f (n)(α) if v
(
f (n)(α)
)
6= 0 and v
(
f (m)(α)
)
= 0
for all m < n. The dynamical Zsigmondy set associated to (f, α) is
the set of n such that f (n)(α) does not have a primitive divisor. With
approrpiate conditions on f and α to rule out trivial counterexamples,
it is conjectured that the dynamical Zsigmondy set of (f, α) is always
finite.
There are a few unconditional results. Among them we mention [6,
13], which prove Zsigmondy finiteness when 0 is a preperiodic point,
and [4, 14], which prove Zsigmondy finiteness for unicritical binomials
f(X) = Xd+ c over Q. Unfortunately, results such as our Theorem 1.3
require that 0 not be periodic, so the former is not too helpful, and
althugh the latter can be used in the context of Theorem 1.3, it applies
only to a very restricted class of polynoimals.
The only known general results on finiteness of the dynamical Zsig-
mondy set are conditional on very strong and difficult conjectures
such as the ABC conjecture or Vojta’s conjecture; see, for exam-
ple, [2, 9, 10, 24].
It is also interesting to recall that for slower growing sequences, finite-
ness of the Zsigmondy set may fail. For example, the Zsigmondy set of
a collection of polynomial values {f(n) : n ∈ Z} has infinite Zsigmondy
set; see [5].
2. Preliminaries
2.1. Background on heights and valuations of iterations. In this
section we collect some useful facts from Diophantine geometry and
arithmetic dynamics. We begin by recalling some standard properties
of the canonical height function associated to f .
Lemma 2.1. There exists a unique function
hˆf : P
1(K) −→ [0,∞),
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with the following properties :
(a) There is a constant C1(f) such that
−C1(f) ≤ hˆf (γ)− h(γ) ≤ C1(f) for all γ ∈ P
1(K).
(b) For all γ ∈ P1(K) we have, hˆf (f(γ)) = dhˆf(γ).
(c) For all γ ∈ P1(K), we have hˆf(γ) = 0 if and only if γ ∈ PrePer(f).
(d) There is a strict inequality
C2(K, f) := inf
{
hˆf (γ) : γ ∈WanderK(f)
}
> 0.
Proof. For standard properties of dynamical canonical height functions,
including proofs of (a,b,c), see, for example, [3] or [23, Section 3.4]. We
mention that (a) and (b) suffice to determine hˆf uniquely. For (d), we
first note from (a) that there is an inclusion{
γ ∈ P1(K) : hˆf (γ) ≤ 1
}
⊆
{
γ ∈ P1(K) : h(γ) ≤ 1 + C1(f)
}
.
Next we use the fact that P1(K) contains only finitely many points of
bounded height [23, Theorem 3.7]. Hence we may take C2(K, f) to
be the smaller of 1 and the minimum of hˆf(γ) over the finite set of
points γ ∈ P1(K) having infinite orbit and height h bounded by 1 +
C1(f), where (c) ensures that each of these finitely many values is
strictly positive. 
Definition 2.2. The function hˆf described in Lemma 2.1 is called the
canonical height.
We make frequent use of the following elementary consequence of
Lemma 2.1.
Lemma 2.3. Let γ ∈ P1(K). Then the set{
(n, α) ∈ Z≥0 ×WanderK(f) : f
(n)(α) = γ
}
is finite.
Proof. Let (n, α) be in the indicated set. Then
h(γ) = h
(
f (n)(α)
)
since f (n)(α) = γ,
≥ hˆf
(
f (n)(α)
)
− C1(f) from Lemma 2.1(a)
= dnhˆf (α)− C1(f) from Lemma 2.1(b)
≥ dnC2(K, f)− C1(f) from Lemma 2.1(d).
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Thus dn ≤
(
h(γ) + C1(f)
)
C2(K, f)
−1 is bounded, since Lemma 2.1(d)
says that C2(K, f) > 0. Hence n is bounded. But for any given n, we
have
h(γ) ≥ dnhˆf (α)− C1(f) ≥ d
n
(
h(α)− C1(f)
)
− C1(f),
so h(α) ≤ d−n
(
h(γ) + C1(f)
)
+ C1(f) is bounded, which implies that
there are only finitely many possible values for α. 
Definition 2.4. We recall that β ∈ P1(Q) is an exceptional point for f
if its backward orbit O−f (β) :=
{
γ ∈ P1(Q) : β ∈ Of (γ)
}
is finite.
It is a standard fact, see for example [23, Theorem 1.6], that
#O−f (β) ∈ {1, 2,∞},
and that, after a change of coordinates, the cases #O−f (β) = 1 and
#O−f (β) = 2 correspond, respectively, to f(X) ∈ K[X ] and f(X) =
cX±d.
The key to proving Theorem 1.3 is the following dynamical Diophan-
tine approximation result, whose proof ultimately relies on a suitably
quantified version of Roth’s theorem.
Lemma 2.5. Let α ∈ WanderK(f). Assume that 0 is not an excep-
tional point for f . Let S be a finite set of places of K, and let 1 ≥ ǫ > 0.
Then there is a constant C3(K, S, f, ǫ) such that
max
{
n ∈ Z≥0 :
∑
v∈S
log+
(
‖fn(α)‖−1v
)
≥ ǫhˆf (f
n(α))
}
≤ C3(K, S, f, ǫ).
Proof. The finiteness of the indicated set has originally been proven
in [22] without an explicit upper bound. The quantified version that
we quote here is [12, Theorem 11(c)]. More precisely, we apply [12,
Theorem 11(c)] with A = 0 and P = α. We note that for A = 0 and
with our normalization of the v-adic absolute values, the local distance
function λv(Q,A) in [12] is given by λv(β, 0) = log
+ ‖β‖−1v . 
2.2. The genus of plane curves of the form F (X) = cG(X)Y m.
There is a well-known formula for the genus of a superelliptic curve
f(X) = Y m, where f(X) ∈ C[X ] is a polynomial; see for example [11,
Exercise A.4.6]. In this section we find a similar formula in the case
that f(X) ∈ C(X) is a rational function, modulo certain restrictions
on m. We use square brackets [⋆, . . . , ⋆] to denote points in projective
space and parentheses (⋆, . . . , ⋆) to denote points in affine space.
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Definition 2.6. For a polynomial F (X) ∈ C[X ], we define ν(F ) to be
the number of distinct complex roots of F , i.e., the number of roots
counted without multiplicity.
We frequently apply Definition 2.6 to a product of two relatively
primes polynomials F (X), G(X) ∈ C[X ], in which case
ν(FG) = #f−1
(
{0,∞}
)
is equal to the total number of poles and zeros of the rational function
f(X) = F (X)/G(X) ∈ C(X).
Lemma 2.7. Let F (X), G(X) ∈ C[X ] be non-zero polynomials with
no common roots, and assume that they are not both constant. Let
dF = degF and dG = degG, and let m be an integer satisfying
(2.1) m ≥ dF + 2 and gcd(m, dF ! · dG!) = 1.
Let C be the affine curve
C : F (X) = G(X)Y m,
and let C˜ be a smooth projective model of C.
(a) The curve C˜ is irreducible.
(b) The genus of C˜ is given by the formula
genus(C˜) =
{
1
2
(ν(FG)− 1)(m− 1) if dF 6= dG,
1
2
(ν(FG)− 2)(m− 1) if dF = dG.
Proof. (a) We need to prove that the polynomial F (X) − G(X)Y m
does not factor in C[X, Y ]. We apply [17, Chapter VI, Theorem 9.1] to
the polynomial Y m − F (X)/G(X) in the variable Y with coefficients
in the field C(X). Since m is odd, we see that Y m − F (X)/G(X) is
irreducible in C(X)[Y ] provided for every prime p | m, the rational
function F (X)/G(X) is not a pth power in C(X). But our choice of m
ensures that p ∤ dFdG, so F (X)/G(X) cannot be a pth power.
(b) Write
F (X) = a
r∏
i=1
(X − αi)
ei and G(X) = b
s∏
i=1
(X − βi)
ǫi,
so ν(FG) = r + s. We have assumed that m > dF , so the Zariski
closure C¯ of C in P2 is given by the homogeneous equation
C¯ : a
r∏
i=1
(X − αiZ)
eiZm+dG−dF = cb
s∏
i=1
(X − βiZ)
ǫiY m.
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An elementary calculation, which we give in Appendix A, shows that
the singular points of C¯ in P2 are:
[1, 0, 0] always, [αi, 0, 1] if ei ≥ 2, [0, 1, 0] if degG 6= 1.
We consider the map C˜ → C¯. In an infinitesimal neighbourhood of
the singular the equation of C¯ looks like Zm+dG−dF = Y m, so there are
gcd(dG−dF , m) points of C˜ lying over [1, 0, 0]. This gives two cases. If
dF = dG, then there are m points of C˜ lying over [1, 0, 0]. On the other
hand, if dF 6= dG, then 1 ≤ |dF − dG| ≤ max{dF , dG}, so (2.1) implies
that gcd(dG − dF , m) = 1, and thus in this case there is 1 point of C˜
lying over [1, 0, 0].
Similarly, we note that in an infinitesimal neighbourhood of a sin-
gular point [αi, 0, 1], the equation of C looks locally like (X − αi)
ei =
Y m. Blowing up this singularity yields gcd(ei, m) points on C˜ lying
over [αi, 0, 1], and our assumption (2.1) implies that gcd(ei, m) = 1.
Finally, if [0, 1, 0] is singular, then dehomogenising Y = 1 gives an
affine equation for C¯ of the form
a
r∏
i=1
(X − αiZ)
eiZm+dG−dF = cb
s∏
i=1
(X − βiZ)
ǫi.
We blow up the point (0, 0). We start with the chart on the blowup
given by X = SZ. Substituting and canceling the common factor
of ZdG , we obtain the equation
(2.2) a
r∏
i=1
(S − αi)
eiZm = cb
s∏
i=1
(S − βi)
ǫi.
The points on the blowup above (X,Z) = (0, 0) are the points (S, Z) =
(βi, 0). The point (βi, 0) is singular if and only if ǫi ≥ 2, but just as
in our earlier calculation, our choice of m ensures that there is only
one point of C˜ lying above each of these singular points. Thus we
have found s points of C˜ lying above the singular point [0, 1, 0] ∈ C¯.
(We note that this is also true if [0, 1, 0] is nonsingular, since that case
occurs if dG = 1, which implies also that s = 1.)
It remains to check the other chart on the blowup, which is given by
Z = TX . Substituting and canceling a power of X yields
a
r∏
i=1
(1− αiT )
eiTm+dG−dFXm − cb
s∏
i=1
(1− βiT )
ǫi = 0.
The only point in this chart that is not in the other chart is (T,X) =
(0, 0), which is not a point on the blowup of the curve. So we obtain
no further points in this chart.
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To summarize, if we let π : C˜ → C¯ denote the map coming from the
various blowups used to desingularize C¯, we have
#π−1 ([1, 0, 0]) =
{
1 if dF 6= dG,
m if dF = dG,
#π−1 ([αi, 0, 1]) = 1 for each 1 ≤ i ≤ r,
#π−1 ([0, 1, 0]) = s.
We now consider the covering map
ϕ : C˜ −→ C¯ −−−−−−−−→
[X,Y,Z]7→[X,Z]
P1,
where we note that deg ϕ = m. Indeed, the map ϕ is Galois with Galois
group Z/mZ. However, we need to be a bit careful, since the map from
C¯ → P1 is not defined at [0, 1, 0] ∈ C¯, although it is defined at the s
points of C˜ lying over [0, 1, 0]. More precisely, on the chart (2.2) for C˜
with affine coordinates (S, Z) and X = SZ, the map φ is given by
ϕ(S, Z) = [X,Z] = [SZ, Z] = [S, 1], so the s points β˜1, . . . , β˜s on C˜
lying over [0, 1, 0] ∈ C¯ satisfy ϕ(β˜i) = [βi, 1], and indeed we have
ϕ−1
(
[βi, 1]
}
= {βi} for each 1 ≤ i ≤ s.
We use the Riemann–Hurwitz formula, see [23, Theorem 1.5],
2 genus(C˜)− 2 =
(
2 genus(P1)− 2
)
· deg ϕ+
∑
P∈C˜
(eϕ(P )− 1) .
Substituting deg ϕ = m and genus(P1) = 0, and applying [23, Corol-
lary 1.3], this yields
2 genus(C˜) = 2(1−m) +
∑
P∈C˜
(eϕ(P )− 1)
= 2(1−m) +
∑
Q∈P1
∑
P∈ϕ−1(Q)
(eϕ(P )− 1)
= 2(1−m) +
∑
Q∈P1
(
deg ϕ−#ϕ−1(Q)
)
= 2(1−m) +
r∑
i=1
(
m−#ϕ−1
(
[αi, 1]
))
+
s∑
i=1
(
m−#ϕ−1([βi, 1])
)
+
(
m−#ϕ−1
(
[1, 0]
))
= 2(1−m) + r(m− 1) + s(m− 1) +
{
m− 1 if dF 6= dG
0 if dF = dG
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=
{
(r + s− 1)(m− 1) if dF 6= dG,
(r + s− 2)(m− 1) if dF = dG.
This completes the proof. 
2.3. Generalised Schinzel-Tijdeman theorem. We also need the
following general version of the Schinzel-Tijdeman Theorem [21], which
also extends [1, Theorem 2.3]. More precisely, the constant C in
Lemma 2.8 stated below depends only on the prime ideal divisors of
the coefficient b, and not on its height as in [1]. For our purposes, this
improvement is crucial.
For a set of places S of K, we write RS for the ring of S-integers and
R∗S for the group of S-units.
Lemma 2.8. Let K be a number field, and let S be a finite set of places
of K containing all infinite places. Let f ∈ RS[X ] be a polynomial
without multiple roots and of degree at least 2. There is an effectively
computable constant C(f,K, S), depending only on f , K and S, so that
the following holds : If b ∈ R∗S and if the equation
f(x) = b · ym
has a solution satisfying
x, y,∈ RS and y /∈ {0} ∪R
∗
S,
then
m ≤ C(f,K, S).
Proof. The proof is nearly identical to that of [1, Theorem 2.3], with hˆ
replaced by h(f). Here we only indicate the slight changes which are
needed in the proof, under the assumption that b ∈ R∗S. Thus in this
proof we use the notation from the proof of [1, Theorem 2.3], other
than sticking with our notation for the sets of S-integers and S-units.
In [1, Lemmas 4.15 and 4.17], hˆ may be clearly replaced by h(f).
Further, the estimates in [1, Equations (5.1)–(5.10)] remai valid if we
replace hˆ by h(f), under the assumption that b ∈ R∗S.
Instead of [1, Equations (5.11) and (5.12)], we argue as follows. We
may assume without loss of generality that
X ≥ max(C3, m(4d)
−1(log 3d)−3),
with C3 being the constant specified in [1, Equation (5.12)]. Indeed, if
X ≥ max(C3, m(4d)
−1(log 3d)−3)
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then by
1
[K : Q]
NS(y
m) =
1
[K : Q]
NS(by
m) ≤ h(bym) ≤ h(f(x)),
we obtain
m ≤ [K : Q]
nX + h(a0)
log 2
.
The rest of the proof of [1, Theorem 2.3] follows without any changes
other than replacing hˆ by h(f) at each occurrence. 
Remark 2.9. It is crucial for our argument that the constant C(f,K, S)
in Lemma 2.8 is independent of b ∈ R∗S.
3. Proofs of main results
3.1. Preliminary discussion. In this section we give the proofs of
Theorems 1.2, 1.3, 1.4, 1.7 and 1.10, which are main results of this
paper. Throughout these proofs we use the following common notation.
We let S be the following set of absolute values on K:
(3.1) S := M∞K ∪
{
v ∈M0K : ‖γ‖v 6= 1 for some γ ∈ Γ
}
.
The set S is finite, since Γ is finitely generated, so in proving our main
theorems, we may assume that Γ is the full group of S-units,
Γ = R∗S = {β ∈ K
∗ : ‖β‖v = 1 for all v ∈MK r S} .
This is convenient because R∗S is multiplicatively saturated in K
∗, i.e.,
if γ ∈ K∗ and γn ∈ R∗S for some n 6= 0, then γ ∈ R
∗
S.
3.2. Proof of Theorem 1.2. (a) As noted earlier, this statement has
originally been proven in [15, Proposition 1.5 (a)], but as a convenience
to the reader, we include the short proof. By assumption, the set
(3.2) G(K, f,Γ) :=
{
α ∈ K : f(α) ∈ Γ
}
is infinite. Let m = max{d! + 1, 5}, We fix coset representatives
c1, . . . , ct ∈ R
∗
S for the finite group R
∗
S/(R
∗
S)
m. Then for every α ∈
G(K, f,Γ), we can find an index i(α) ∈ {1, . . . , t} and some u ∈ R∗S so
that f(α) = ci(α)u
m. Hence the assumption that the set G(K, f,Γ) is
infinite means that we can find a c ∈ R∗S so that the set{
(α, u) ∈ K×R∗S : f(α) = cu
m
}
is infinite. It follows that every (α, u) in this set is on the algebraic
curve
C : f(X) = cY m, and hence that #C(K) =∞.
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Writing f(X) = F (X)/G(X) with F (X), G(X) ∈ K[X ] relatively
prime, the curve C has the equation F (X) = cY mG(X), so Lemma 2.7
tells us that the genus of a smooth projective model C˜ for C is given
by
genus(C˜) =
m− 1
2
(
ν(FG)−
{
1 if deg(F ) 6= deg(G)
2 if deg(F ) = deg(G)
})
,
where we recall that ν(H) denotes the number of distinct complex roots
of a polynomial H . Faltings’ theorem [7, 8] (Mordell conjecture) tells
us that C(K) is finite if genus(C˜) ≥ 2, so the fact that #C(K) = ∞
implies that one of the following cases is true.
Case I : ν(FG) = 1, deg(F ) 6= deg(G).
Case II : ν(FG) = 2, deg(F ) = deg(G).
In Case I, the fact that ν(FG) = 1 means that one of F or G is
constant and the other has only a single root. Since deg f = d, this
means that f has the form f(X) = a(x − b)±d. In Case II, the fact
that ν(FG) = 2 and F and G both have degree d implies that they
each have a single root, so F (X) = a1(X−b)
d and G(X) = a2(X−c)
d,
which proves that f has the form f(X) = a(X − b)d/(X − c)d.
(b) We are assuming that the set
(3.3) F2(K, f,Γ) =
{
(n, α) ∈ Z≥2 ×WanderK(f) : f
(n)(α) ∈ Γ
}
is infinite. Since every pair (n, α) in F2(K, f,Γ) has n ≥ 2, we have a
well-defined map
F2(K, f,Γ) −→ G(K, f
(2),Γ), (n, α) 7−→ f (n−2)(α).
If the set G(K, f (2),Γ) is finite, then there are only finitely many pos-
sible values for f (n−2)(α) as (n, α) range over the set F2(K, f,Γ), and
then Lemma 2.3 tells us that there are only finitely many possiblities
for n and α, contradicting the assumption that #F2(K, f,Γ) =∞.
Hence we must have #G(K, f (2),Γ) = ∞, and then (a) applied to
the map f (2)(X) tells us that f (2)(X) has one of the following three
forms:
f (2)(X) = ϕ±(X) := a(X − b)
±d2 ,
f (2)(X) = ψ(X) := a(X − b)d
2
/(X − c)d
2
.
We claim that this forces f(X) to have the form aX±d.
We observe that ϕ±(X) is totally ramified at b and ∞, so in this
case f is totally ramified at b, ∞, f(b), and f(∞). Similarly, the
map ψ(X) is totally ramified at b and c, so in this case f is totally
ramified at b, c, f(b), and f(c). The Riemann–Hurwitz formula [23,
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Theorem 1.5] implies that a rational map has at most two points where
it is totally ramified, and hence
f (2)(X) = ϕ±(X) =⇒ f(b), f(∞) ∈ {b,∞},
f (2)(X) = ψ(X) =⇒ f(b), f(c) ∈ {b, c}.
This leads to several subcases, which are detailed in Figure 3.1, in
which we use the symbol ‘→←’ to indicate a contradiction. Looking at
Figure 3.1, we see that if f (2) = ϕ+ and f(b) = b, then 0 and ∞ are
totally ramified fixed points of f , so f(X) = aXd, while if f (2) = ϕ+
and f(b) = ∞, then 0 and ∞ are totally ramified and form a 2-cycle,
so f(X) = aX−d. Finally, all cases with f (2) = ϕ− and f
(2) = ψ lead
to contradictions. This completes the proof of Theorem 1.2. 
3.3. Proof of Theorem 1.3. We are going to prove the contrapositve
statement:
#f−1
(
{0,∞}
)
≥ 3 =⇒ Eρ(K, f,Γ, r, s) is a finite set.
The assumption that f has at least 3 zeros and poles implies in par-
ticular that f does not have the form cX±d, so we know that at least
one of 0 or ∞ is not exceptional. If 0 is exceptional, then we claim
that we can swap 0 and ∞ and replace f(X) with the polynomial
g(X) = f(X−1)−1 ∈ K[X ]. To see this, we note that an initial wan-
dering point α for f , which necessarily satisfies α 6= 0 since 0 is ex-
ceptional, is mapped to the initial wandering point α−1 for g. Further,
f (n)(α) = g(n)(α−1)−1, so
f (n+k)(α)r/f (k)(α)s ∈ Γ ⇐⇒ g(k)(α−1)s/g(n+k)(α−1)r ∈ Γ
⇐⇒ g(n+k)(α−1)r/g(k)(α−1)s ∈ Γ,
where the first implication follows from the definition of g, and the
second from the fact that Γ is a group. Thus if 0 is exceptional for f ,
then there is a bijection
Eρ(K, f(X),Γ, r, s) −→ Eρ(K, f(X
−1)−1,Γ, r, s),
(n, k, α, u) 7−→ (n, k, α−1, u−1).
Hence, without loss of generality, we may assume that 0 is not an
exceptional point for f , which in turn allows us to apply Lemma 2.5.
We want to study the set of triples (n, k, α) ∈ Z≥1×Z≥0×WanderK(f)
such that
(3.4)
∥∥f (n+k)(α)∥∥r
v
=
∥∥f (k)(α)∥∥s
v
for all v ∈MK r S.
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f (2) = ϕ+, f(b) = b =⇒
(
b
f
−→ b
f
−→ 0
∞
f
−→f(∞)
f
−→∞
)
=⇒
b = f(b) = 0, sof(∞) 6= b, so
f(∞) =∞.
f (2) = ϕ+, f(b) =∞ =⇒
(
b
f
−→ ∞
f
−→ 0
∞
f
−→f(∞)
f
−→∞
)
=⇒
0 = f
(2)(b) = f(∞), so
∞ = f (2)(∞) = f(0) and
b = f−1(∞) = 0.
f (2) = ϕ−, f(b) = b =⇒
(
b
f
−→ b
f
−→∞
∞
f
−→f(∞)
f
−→ 0
)
=⇒ ∞ = f(b) = b. →←
f (2) = ϕ−, f(b) =∞ =⇒
(
b
f
−→ ∞
f
−→∞
∞
f
−→f(∞)
f
−→ 0
)
=⇒ ∞ = f(∞) = 0. →←
f (2) = ψ, f(b) = b =⇒
(
b
f
−→ b
f
−→ 0
c
f
−→f(c)
f
−→∞
)
=⇒
0 = f(b) = b, sof(c) 6= b, so f(c) = c, so∞ = f(c) = c. →←
f (2) = ψ, f(b) = c =⇒
(
b
f
−→ c
f
−→ 0
c
f
−→f(c)
f
−→∞
)
=⇒
f(c) 6= c (else 0 = f(c) =∞),so f(c) = b, so
∞ = f(b) = c. →←
Figure 3.1. Case-by-case analysis for values of f (2) and f(b)
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For an arbitrary choice of ε, to be specified later, we let C3(K, S, f, ε)
be the constant from Lemma 2.5, and we split the proof into two cases,
depending on the size of n+ k.
Case 1: n+ k ≥ C3(K, S, f, ε).
In this case Lemma 2.5 tells us that (n, k, α) satisfies
(3.5)
∑
v∈S
log+
(∥∥f (n+k)(α)∥∥−1
v
)
≤ εhˆf
(
f (n+k)(α)
)
.
Since h(γ) = h(γ−1) and using (1.1), we compute
h
(
f (n+k)(α)
)
= h
(
f (n+k)(α)−1
)
=
∑
v∈MK
log+
(∥∥f (n+k)(α)∥∥−1
v
)
=
∑
v∈S
log+
(∥∥f (n+k)(α)∥∥−1
v
)
+
∑
v∈MKrS
log+
(∥∥f (n+k)(α)∥∥−1
v
)
.
Now, using (3.4) and (3.5)
h
(
f (n+k)(α)
)
≤ εhˆf
(
f (n+k)(α)
)
+
∑
v∈MKrS
log+
(∥∥f (k)(α)∥∥−s/r
v
)
≤ εhˆf
(
f (n+k)(α)
)
+
|s|
|r|
h
(
f (k)(α)−1
)
= εhˆf
(
f (n+k)(α)
)
+ dρ−1h
(
f (k)(α)
)
,
where for the last equality we have used the fact that ρ is defined by
the relation |s|/|r| = dρ−1. We next use Lemma 2.1(a) to replace the
Weil height h with the canonical height hˆf . This yields
hˆf
(
f (n+k)(α)
)
−C1(f) ≤ εhˆf
(
f (n+k)(α)
)
+ dρ−1
(
hˆf
(
f (k)(α)
)
+C1(f)
)
,
and a little algebra leads to
(1− ε)hˆf
(
f (n+k)(α)
)
≤ dρ−1hˆf
(
f (k)(α)
)
+ C1(f)
(
1 + dρ−1
)
.
Using Lemma 2.1(b) gives
(1− ε)dn+khˆf
(
α
)
≤ dρ−1+khˆf
(
α
)
+ C1(f)
(
1 + dρ−1
)
,
and hence
(3.6) dk
(
(1− ε)dn − dρ−1
)
hˆf
(
α
)
≤ C1(f)
(
1 + dρ−1
)
.
Taking ε = 1/3, we see that for n ≥ ρ we have
(1− ε)dn − dρ−1 =
2
3
dn − dρ−1 ≥
4
3
dn−1 − dρ−1 ≥
1
3
dn−1,
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and thus we derive from (3.6) that
(3.7) dn+k−1hˆf (α) ≤ 3C1(f)
(
1 + dρ−1
)
.
Using dn+k−1hˆf = hˆf ◦ f
(n+k−1) and again Lemma 2.1(a), which gives
hˆf ≥ h− C1(f), (3.7) yields
h
(
f (n+k−1)(α)
)
≤ 3C1(f)
(
1 + dρ−1
)
+ C1(f).
Thus f (n+k−1)(α) is in a set of bounded height, where the bound de-
pends only on f and ρ, so there are only finitely many possible values
for f (n+k−1)(α). Then Lemma 2.3 tells us that there are only finitely
many possible values for n, k, and α. This completes the proof in
Case 1 that there only finitely many 4-tuples (n, k, α, u) satisfying
n + k ≥ C3
(
K, S, f, 1
3
)
. We note that for this case we only needed
the assumption that f is of degree d ≥ 2 and does not have the form
cX±d.
Case 2: n+ k < C3
(
K, S, f, 1
3
)
.
Replacing r and s with −r and −s if necessary, we may assume that
r > 0. Further, since n+k is assumed bounded, we may assume that k
and n are fixed, and we need to show that there are only finitely many
α ∈ P1(K) satisfying
(3.8) f (n+k)(α)r/f (k)(α)s ∈ R∗S.
By assumption we have s 6= 0. We let
g(X) = f (n)(X)r/Xs ∈ K(X).
Then (3.8) implies that
g
(
f (k)(α)
)
= f (n+k)(α)r/f (k)(α)s ∈ R∗S.
In the notation of Theorem 1.2(a), this says that f (k)(α) ∈ G(K, g, R∗S).
If G(K, g, R∗S) is finite, then f
(k)(α) takes on only finitely many values,
and Lemma 2.3 tells us that there are only finitely many values of α.
On the other hand, if G(K, g, R∗S) is infinite, then Theorem 1.2(a)
says that g(X) has at most two zeros and poles. But the assumption
that 0 is not periodic implies that 0 is a pole of g, and the assumption
that f(X) 6= cX±d implies that f (n)(X) has at least two poles or zeros
distinct from 0. Hence g has at least three poles and zeros. 
3.4. Proof of Theorem 1.4. We have shown in the proof of Theo-
rem 1.3 that if{
(n, k, α, u) ∈ E(K, f,Γ) : n + k > C3(K, S, f, 1/3)
}
is infinite, then f(X) = cX±d for some c ∈ K∗. We are thus reduced
to the situation that the following three conditions hold:
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• The function f(X) ∈ K(X) is not of the form cX±d for any
c ∈ K∗.
• The integers n ≥ 1 and k ≥ 0 are fixed and satisfy
n+ k ≤ C3(K, S, f, 1/3).
• There are infinitely many α ∈WanderK(f) satisfying the equa-
tion (1.4), i.e., there are infinitely many pairs
(α, u) ∈WanderK(f)×R
∗
S satisfying f
(n+k)(α) = uf (k)(α).
Since k is fixed, we can set β = f (k)(α), so we see that there are
infinitely many pairs
(3.9) (β, u) ∈WanderK(f)×R
∗
S satisfying f
(n)(β) = uβ.
We define
m = LCM(2, 3, . . . , dn + 1) + 1,
so in particular
m ≥ 7 and gcd
(
m, (dn + 1)!
)
= 1.
We fix coset representatives c1, . . . , ct ∈ R
∗
S for the finite group
R∗S/(R
∗
S)
m. Then each u ∈ R∗S can be written in the form ciγ
m for
some i = i(u) ∈ {1, . . . , t} and some γ = γ(u) ∈ R∗S. Hence in order to
determine the number of pairs satisfying (3.9), it suffices to study, for
each fixed c ∈ R∗S, the number of pairs
(3.10) (β, γ) ∈WanderK(f)× R
∗
S satisfying f
(n)(β) = cγmβ.
We note that β 6= 0, since otherwise β is periodic.
In order to apply Lemma 2.7, we consider three possible ways to
write the rational function f (n)(X), depending on its order of vanish-
ing at X = 0. More precisely, we choose Fn, Gn ∈ K[X ] satisfying
gcd(Fn, Gn) = 1 so that f
(n)(X) has one of the following forms:
Case A: f (n)(X) = Fn(X)/Gn(X), Fn(0) 6= 0,
Case B: f (n)(X) = XFn(X)/Gn(X), Fn(0)Gn(0) 6= 0,
Case C: f (n)(X) = XeFn(X)/Gn(X), Fn(0)Gn(0) 6= 0, e ≥ 2.
(We note that by homegeneity, we may assume that either Fn or Gn
is monic.) These three cases lead to studying points on the following
three curves:
Case A: C : Fn(X) = cY
mXGn(X),
Case B: C : Fn(X) = cY
mGn(X),
Case C: C : Xe−1Fn(X) = cY
mGn(X).
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We let C˜ denote a smooth projective model of C. Applying Lemma 2.7,
each of the three cases leads to two subcases, according to the relative
degrees of Fn and Gn. To ease notation, we let
dFn = degFn and dGn = degGn.
Then Lemma 2.7 yields:
2 genus(C˜)
m− 1
=

ν(FnGn) in Case A, dFn 6= dGn + 1,
ν(FnGn)− 1 in Case A, dFn = dGn + 1,
ν(FnGn)− 1 in Case B, dFn 6= dGn,
ν(FnGn)− 2 in Case B, dFn = dGn,
ν(FnGn) in Case C, dFn + e− 1 6= dGn,
ν(FnGn)− 1 in Case C, dFn + e− 1 = dGn,
where, as before, ν(H) be the number of distinct complex roots of a
polynomial H . Since m ≥ 7, we see that either genus(C˜) = 0, or else
genus(C˜) ≥ 3. In the latter case, Faltings’ theorem [7, 8] (Mordell
conjecture) tells us that C(K) is finite. So it remains to analyze the
six cases with genus(C˜) = 0, as described in Table 3.1. The remainder
of the proof is a case-by-case analysis.
Case C dFn and dGn ν(FnGn)
A1 Fn(X) = cY
mXGn(X) dFn 6= dGn + 1 0
A2 Fn(X) = cY
mXGn(X) dFn = dGn + 1 1
B1 Fn(X) = cY
mGn(X) dFn 6= dGn 1
B2 Fn(X) = cY
mGn(X) dFn = dGn 2
C1 Xe−1Fn(X) = cY
mGn(X) dFn + e+ 1 6= dGn 0
C2 Xe−1Fn(X) = cY
mGn(X) dFn + e+ 1 = dGn 1
Table 3.1. Cases with genus(C˜) = 0
Case A1: ν(FnGn) = 0.
In this case Fn and Gn are constants, so f
(n)(X) is constant, contra-
dicting deg f ≥ 2.
Case C1: ν(FnGn) = 0.
Again Fn and Gn are constants, so f
(n)(X) = cXe for some e ≥ 2. This
is only possible if f has the form f(X) = aX±d.
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Case A2: ν(FnGn) = 1 & dFn = dGn + 1.
One of Fn or Gn is constant. The degree condition forces Gn to be
constant, and hence dFn = 1. Therefore
dn = deg f (n)(X) = degFn(X)/Gn(X) = max{dFn, dGn} = 1.
This contradicts deg f ≥ 2.
Case C2: ν(FnGn) = 1 & dFn + e− 1 = dGn.
One of Fn or Gn is constant. The degree condition forces Fn to be
constant, and hence dGn = e−1 and thus d
n = deg f (n) = e. Therefore
f (n)(X) = XeFn(X)/Gn(X) has the form
f (n)(X) = aXd
n
/(X − b)d
n−1.
We are going to prove that this forces n = 1.
More generally, let
ψ(X) = aXD/(X − b)D−1 with D ≥ 2 and ab 6= 0,
and suppose that g and h are rational functions satisfying
g ◦ h(X) = ψ(X).
We claim that g or h has degree 1.
To see this, we first note that
(3.11) eψ(∞) = 1 and eψ(b) = D − 1,
since if we use the linear fractional transformation L(X) = X−1 to
move ∞ to 0 and b to b−1, we have
L−1 ◦ ψ ◦ L(X) = ψ(X−1)−1 = a−1X(1− bX)D−1,
from which it is easy to read off the ramification indices. We next use
the fact that
h−1
(
g−1(∞)
)
= (g ◦ h)−1(∞) = ψ−1(∞) = {b,∞}
to conclude that #g−1(∞) equals 1 or 2.
Suppose first that g−1(∞) = {c} consists of a single point. We use
multiplicativity of ramificaiton indices and (3.11) to compute
1 = eψ(∞) = eh(∞)eg(c) and D − 1 = eψ(b) = eh(b)eg(c).
The first equality gives eg(c) = 1, and then the second gives eh(b) =
D − 1. This gives the estimate
deg h ≥ eh(b) = D − 1 = degψ − 1 = (deg g)(deg h)− 1.
Therefore
1 ≥ (deg h)(deg g − 1),
which forces either deg g = 1 or deg h = 1.
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We suppose next that g−1(∞) consists of two points, i.e., suppose
that h(∞) 6= h(b). Then h−1
(
h(b)
)
= {b}, so eh(b) = deg h. Further,
from
1 = eψ(∞) = eh(∞)eg
(
h(∞)
)
,
we see that eg
(
h(∞)
)
= 1, and hence using
deg g =
∑
c∈g−1(∞)
eg(c) = eg
(
h(∞)
)
+ eg
(
h(b)
)
,
we find that eg
(
h(b)
)
= deg g − 1. Hence
D − 1 = eψ(b) = eh(b)eg
(
h(b)
)
= (deg h)(deg g − 1) = D − deg h.
Therefore deg h = 1.
This completes the proof in Case C2 that n = 1, and hence that
f(X) = aXd/(X − b)d−1.
Case B1: ν(FnGn) = 1 & dFn 6= dGn.
The assumption that ν(FnGn) = 1 implies that one of Fn and Gn is
constant and the other has exactly one root. Further, since in Case B
we have f (n)(X) = XFn(X)/Gn(X), we see that f
(n) has one of the
following forms:
f (n)(X) = aX(X − b)d
n−1 or f (n)(X) = aX/(X − b)d
n
.
In order to prove that n = 1, we suppose that g and h are rational
functions satisfying
g ◦ h = aX(X − b)D−1 or g ◦ h = aX(X − b)−D
with
b 6= 0 and D ≥ 2.
Our goal is to show that either g or h is linear.
We start with g ◦ h = aX(X − b)D−1, so (g ◦ h)−1(0) = {0, b}.
Thus #g−1(0) = 1 or 2. Suppose first that #g−1(0) = 1, say g−1(0) =
{c}. Then g is totally ramified at c, i.e., eg(c) = deg g. The form of g◦h
implies that it is unramified at 0, so, by (1.2) we have
1 = eg◦h(0) = eh(0)eg (h(0)) = eh(0)eg(c) = eh(0) deg g.
Hence deg g = 1.
Similarly, if #g−1(0) = 2, say g−1(0) = {c1, c2}, then possibly after
relabeling, we have h−1(c1) = {0} and h
−1(c2) = {b}. In particular,
the map h is totally ramified at 0, i.e., eh(0) = deg h. Again using the
fact that g ◦ h is unramified at 0, using (1.2), we find that
1 = eg◦h(0) = eh(0)eg (h(0)) = eh(0)eg(c1) = eg(c1) deg h.
Hence deg h = 1.
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We next do the case that g ◦ h = aX(X − b)−D, so (g ◦ h)−1(0) =
{0,∞}. Thus #g−1(0) = 1 or 2. Suppose first that #g−1(0) = 1, say
g−1(0) = {c}. Then g is totally ramified at c, i.e., eg(c) = deg g. The
form of g ◦ h implies that it is unramified at 0, so by (1.2)
1 = eg◦h(0) = eh(0)eg
(
h(0)
)
= eh(0)eg(c) = eh(0) deg g.
Hence deg g = 1.
Similarly, if #g−1(0) = 2, say g−1(0) = {c1, c2}, then possibly after
relabeling, we have h−1(c1) = {0} and h
−1(c2) = {∞}. In particular,
the map h is totally ramified at 0, i.e., eh(0) = deg h. Again using the
fact that g ◦ h is unramified at 0, using (1.2), we find that
1 = eg◦h(0) = eh(0)eg (h(0)) = eh(0)eg(c1) = eg(c1) deg h.
Hence deg h = 1.
This completes the proof for Case B1 that n = 1, and either f(X) =
aX(X − b)d−1 or f(X) = aX/(X − b)d.
Case B2: ν(FnGn) = 2 & dFn = dGn.
The fact that Fn and Gn have the same degree means that neither can
be constant, so ν(FnGn) = 2 implies that Fn and Gn each have exactly
one root. Further, since f (n)(X) = XFn(X)/Gn(X) in Case B, we can
read off the degrees of Fn and Gn, so we find that
f (n)(X) =
aX(X − b)d
n−1
(X − c)dn−1
with b, c, 0 distinct.
In order to prove that n = 1, we suppose that g and h are rational
functions satisfying
g ◦ h =
aX(X − b)D
(X − c)D
with b, c, 0 distinct and D ≥ 1,
and our goal is to show that either g or h is linear. We have (g ◦
h)−1(∞) = {c,∞}, so #g−1(∞) = 1 or 2.
Suppose first that #g−1(∞) = 1, say g−1(∞) = {c˜}. Then g is
totally ramified at c˜, i.e., eg(c˜) = deg g. The form of g ◦ h implies
that g ◦ h is unramified at ∞, hence, by (1.2)
1 = eg◦h(∞) = eh(∞)eg (h(∞)) = eh(∞)eg(c˜) = eh(∞) deg g.
Therefore deg g = 1.
Similarly, if #g−1(∞) = 2, say g−1(∞) = {c1, c2}, then possibly
after relabeling, h−1(c1) = {∞} and h
−1(c2) = {c}. In particular, h is
totally ramified at∞, so eh(∞) = deg h. Again using the fact that g◦h
is unramified at ∞, using (1.2), we find that
1 = eg◦h(∞) = eh(∞)eg (h(∞)) = eh(∞)eg(c1) = eg(c1) deg h.
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Therefore deg h = 1.
This completes the proof in Case B2 that n = 1, and hence that
f(X) = aX(X − b)d−1/(X − c)d−1. 
3.5. Proof of Theorem 1.7. Let α ∈ K have the property that there
exists a pair of non-negative integers (m,n) with m > n > 0 and
integers r and s and an S-unit u ∈ R∗S such that
(3.12)
(
f (m)(α)
)r
= u
(
f (n)(α)
)s
.
Since, by Northcott’s Theorem, the set PrePer(f) ∩ K is finite, it
is enough to prove the finiteness of the set of points α ∈ WanderK(f)
satisfying (3.12).
We note that if r = 0 or s = 0, then the finiteness of α ∈ K satisfy-
ing (3.12) follows directly from Theorem 1.2 since f has d ≥ 2 distinct
roots. Thus, we may assume from now on that rs 6= 0.
From (3.12) and the power saturation of R∗S in K
∗, we see that
u ∈ R∗S ∩ (K
∗)gcd(r,s) = (R∗S)
gcd(r,s).
This allows us to take the gcd(r, s)-root of (3.12), so without loss of
generality we may assume that
gcd(r, s) = 1.
For a prime ideal p of the ring of integers RK of K, we denote the
(normalized additive) valuation on K at the place corresponding to
p by vp : K
∗
։ Z. As usual, we say that a polynomial f(X) =
c0 + c1X + · · · + cdX
d has bad reduction at p if either vp(ci) < 0 for
some i or if vp(cd) > 0; otherwise we say it has good reduction. We let
Sf,Γ := S ∪ {p ∈M
0
K : f has bad reduction at p},
where we recall that S is the set of places (3.1) with Γ = R∗S. It is a
standard fact, even for rational functions, that if f has good reduction
at a prime, then so do all of its iterates; see [23, Proposition 2.18(b)].
(This is especially easy to see for polynomials.) Hence
(3.13) Sf(m),Γ ⊆ Sf,Γ, for all m ≥ 1.
We let
RSf,Γ :=
{
ϑ ∈ K : vp(ϑ) ≥ 0 for all p 6∈ Sf,Γ
}
be the ring of Sf,Γ-integers in K, and R
∗
Sf,Γ
denotes the group of Sf,Γ-
units in K.
Recall that we assume rs 6= 0. Replacing r, s by −r,−s if necessary,
we may assume that r > 0. We consider two cases depending on
whether the initial point α in (3.12) satisfies α ∈ RSf,Γ .
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Case A: α ∈ RSf,Γ.
In this case, our definitions ensure that every iterate f (k)(α) is in RSf,Γ ,
i.e.,
(3.14) vp
(
f (k)(α)
)
≥ 0 for all k ≥ 0 and all p 6∈ Sf,Γ.
We distinguish now the following four subcases:
Case A.1: r > 0, s < 0.
Then equation (3.12) becomes(
f (m)(α)
)r(
f (n)(α)
)t
= u with t = −s > 0.
Using the fact that u ∈ R∗Sf,Γ , it follows that
rvp
(
f (m)(α)
)
+ tvp
(
f (n)(α)
)
= 0 for all p 6∈ Sf,Γ.
Since r, t > 0, and since (3.14) tells us that the iterates have non-
negative valuation, we conclude that
vp
(
f (m)(α)
)
= vp
(
f (n)(α)
)
= 0 for all p 6∈ Sf,Γ.
In particular, we have f (m)(α) ∈ R∗Sf,Γ . Since m > n > 0, we have m ≥
2, so Theorem 1.2(b) tells us that there are only finitely many (m,α)
with this property unless f has the form f(X) = aX±d, which would
contradict the assumption that 0 is not periodic for f .
Case A.2: r > 0 and s ≥ 2.
Since gcd(r, s) = 1, we can choose integers a and b with ar + bs = 1.
Then (3.12) becomes
(3.15) f (m)(α) = ua
((
f (n)(α)
)a(
f (m)(α)
)b)s
.
Since f (m)(α) ∈ RSf,Γ and u ∈ R
∗
Sf,Γ
, we see from (3.15) that(
f (n)(α)
)a(
f (m)(α)
)b
∈ RSf,Γ .
Clearly, if (
f (n)(α)
)a(
f (m)(α)
)b
∈ R∗Sf,Γ
then f (m)(α) ∈ R∗Sf,Γ as well. As in Case A.1, since m ≥ 2, Theo-
rem 1.2(b) tells us that there are only finitely many (m,α) with this
property unless f has the form f(X) = aX±d, which would contradict
the assumption that 0 is not periodic for f . Thus we may assume that
(3.16)
(
f (n)(α)
)a(
f (m)(α)
)b
6∈ R∗Sf,Γ .
Writing
f (m)(α) = f
(
f (m−1)(α)
)
,
26 A. BE´RCZES, A. OSTAFE, I. E. SHPARLINSKI, AND J. H. SILVERMAN
we see from Lemma 2.8 that under the condition (3.16) the exponent
s ≥ 2 in (3.16) is bounded above by a quantity depending only on K,
f and Sf,Γ.
We assume first that deg f ≥ 3. Applying [1, Theorem 2.2] to (3.15),
we conclude that there are only finitely many values for f (m−1)(α), and
thus, Lemma 2.3 says that there are only finitely many possibilities
for m and α ∈ K.
Similarly, if deg f = 2 and s ≥ 3, then [1, Theorems 2.1] again says
that there are only finitely many values for f (m−1)(α), so we are done.
It remains to deal with the case that deg f = s = 2. Since m ≥ 2,
writing
f (m)(α) = f (2)
(
f (m−2)(α)
)
,
and applying [1, Theorem 2.2] to (3.15) with f (2) (since we assume that
f (2) has only simple roots), we conclude that there are only finitely
many values for f (m−2)(α), and therefore, by Lemma 2.3, finitely many
possibilities for m and α ∈ K.
Case A.3: r ≥ 2 and s = 1.
We note that if n ≥ 2, then the same discussion as above holds for this
case too (where we replace m be n and s by r). We therefore consider
only the case n = 1, and (3.12) becomes
(3.17) f(α) = u−1
(
f (m)(α)
)r
.
If r ≥ 3, then [1, Theorems 2.1] again says that there are only finitely
many values for α and f (m)(α), so we are done.
We assume thus r = 2 in (3.17). Since deg f ≥ 2 and f has only
simple roots, we apply Theorem 1.3, where ρ in this case satisfies ρ < 1,
to conclude that there are finitely many m and α satisfying (3.17).
Case A.4: r = s = 1.
This case leads to an equation of the form (1.4), which is covered by
Theorem 1.3.
Case B: α 6∈ RSf,Γ.
We choose a prime ideal q of RK with
q 6∈ Sf,Γ and vq(α) < 0.
Then, using (3.13), we see that q 6∈ Sf(k),Γ for all k ≥ 1, and thus from
the proof of [19, Theorem 4.11], we have
(3.18) vq
(
f (k)(α)
)
= dkvq(α) for all k ≥ 0.
(In dynamical terms, this formula reflects the fact that α is in the
q-adic attracting basin of the superattracting fixed point ∞ of f .)
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Applying this to (3.12), we conclude that
(3.19) rdmvq(α) = sd
nvq(α).
We also know that
(3.20)
d ≥ 2, r > 0, m > n > 0, gcd(r, s) = 1, and vq(α) 6= 0.
It follows from (3.19) and (3.20) that
r = 1 and s = dm−n,
and hence (3.12) becomes
(3.21) f (m)(α) = u
(
f (n)(α)
)dm−n
.
To facilitate a comparison with the proof of Theorem 1.3, we let m =
n + k, and then we reverse the roles of n and k, which changes (3.21)
into
(3.22) f (n+k)(α) = u
(
f (k)(α)
)dn
.
If n = 1, i.e., f (k+1)(α) = u
(
f (k)(α)
)d
then we use Theorem 1.2(a),
applied with the rational function f(X)/Xd. Note that, since f has
only simple roots and X ∤ f , the rational function f(X)/Xd is not
of one of the forms described in Theorem 1.2(a). Hence we have the
desired finiteness in this case.
We now need to show that (3.22) has finitely many solutions
(3.23) (n, k, α, u) ∈ Z≥2 × Z≥1 ×WanderK(f)× Γ.
We note that even for a fixed value of n, we cannot apply Theorem 1.3
directly with r = 1 and s = dn, because Theorem 1.3 only deals with
solutions satisfying n ≥ ρ, while in our case
ρ = logd(s/r) + 1 = logd(d
n) + 1 = n+ 1.
We replace K by the extension field L generated by the set of values
{β ∈ K : βd
2
∈ Γ}.
Note that L/K is a finite extension depending only on K, d, and Γ,
since Γ/Γd
2
is a finite group.
We consider now two cases: d ≥ 3 and d = 2.
If d ≥ 3 we consider the curve
C1 : f(X) = Y
d2 .
Since f has only simple roots, applying the genus formula [11, Exercise
A.4.6] for a smooth projective model C˜1 of the affine curve C1, we have
genus(C˜1) = (d− 1)(d
2 − 2)/2 ≥ 7
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when d ≥ 3. Therefore, by Faltings’ theorem [7, 8], the set of L-rational
points C1(L) on C1 is finite. However, every solution (n, k, α, u) of the
form (3.23) to the equation (3.22) gives an L-rational point C1(L) via
the formula (
f (n+k−1)(α), u1/d
2(
f (k)(α)
)dn−2)
∈ C1(L).
(Note that u1/d
2
∈ L by the definition of L.) We conclude in par-
ticular that f (n+k−1)(α) takes on only finitely many values, and then
Lemma 2.3 says that there are only finitely many possibilities for n, k,
and α.
If d = 2, we consider the curve
C2 : f
(2)(X) = Y d
2
.
In this case, since f (2) has simple roots by hypothesis, the formula [11,
Exercise A.4.6] for the genus of a smooth projective model C˜2 of the
curve C2 becomes
genus(C˜2) = (d
2 − 1)(d2 − 2)/2 = 3.
As above, Faltings’ theorem [7, 8] implies that the set of L-rational
points C2(L) on C2 is finite, and thus there are finitely many possibil-
ities for n, k, and α.
In fact, we remark that if d = 2 and n ≥ 3, one does not need
the condition that f (2) has simple roots. Indeed, in this case one can
consider the curve
C3 : f(X) = Y
d3 .
Since f has simple roots, the formula for the genus of a smooth pro-
jective model C˜3 of C3 is
genus(C˜3) = (d− 1)(d
3 − 2)/2 = 3,
and thus, by Faltings’ theorem [7, 8], we obtain the same finiteness
conclusion as above.
This concludes the proof of Case B, and with it the proof of Theo-
rem 1.7. 
3.6. Proof of Theorem 1.10. Relabeling, we assume that the k-tuple
of distinct integers is ordered so that
n1 > n2 > · · · > nk ≥ 0.
By assumption, the polynomial F has the form
F (T1, . . . , Tk) =
r∑
i=1
ci
∏
j∈Ji
Tj
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for some disjoint partition J1 ∪ · · · ∪ Jr = {1, 2, . . . , k}. Relabeling, we
may assume that 1 ∈ J1.
We first note that
{
α ∈ K : 0 ∈ Of (α)
}
is a set of bounded height.
Explicitly, if f (n)(α) = 0, then
h(α) ≤ hˆf(α) + C1(f) = d
−nhˆf
(
f (n)(α)
)
+ C1(f)
= d−nhˆf(0) + C1(f) ≤ hˆf(0) + C1(f)
≤ h(0) + 2C1(f) = 2C1(f).
Thus for the proofs of (a) and (b), we may restrict attention to α ∈ K
such that 0 /∈ Of(α). Note that this also implies that r ≥ 2.
(a) We rewrite (1.5) to isolate the n1-term,
f (n1)(α) =
r∑
i=2
(−ci)
∏
j∈Ji
f (nj)(α)
/
c1
∏
j∈J1r{1}
f (nj)(α).
(This is where we use the fact that 0 /∈ Of (α).) We take the height of
both sides and use the submultiplicativity and subadditivity properties
of h [23, Exercise B.20], i.e.,
h
(
n∏
i=1
βi
)
≤
n∑
i=1
h(βi), h
(
n∑
i=1
βi
)
≤
n∑
i=1
h(βi) + log n,
together with the fact that h(β−1) = h(β) for β 6= 0. This yields
h
(
f (n1)(α)
)
≤ h
(
r∑
i=2
(−ci)
∏
j∈Ji
f (nj)(α)
)
+ h
c1∏
j∈J1r{1}
f (nj)(α)

≤
r∑
i=2
(
h(ci) +
∑
j∈Ji
h
(
f (nj)(α)
))
+ log(r − 1)
+ h(c1) +
∑
j∈J1r{1}
h
(
f (nj)(α)
)
=
k∑
j=2
h
(
f (nj)(α)
)
+
r∑
i=1
h(ci) + log(r − 1).
Using Lemma 2.1(a) to switch to canonical heights gives
hˆf
(
f (n1)(α)
)
− C1(f)
≤
k∑
j=2
(
hˆf
(
f (nj)(α)
)
+ C1(f)
)
+
r∑
i=1
h(ci) + log(r − 1),
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and then the transformation formula hˆf ◦f
(n) = dnhˆf of Lemma 2.1(b)
gives
dn1hˆf (α) ≤
( k∑
j=2
dnj
)
hˆf(α) + kC1(f) +
r∑
i=1
h(ci) + log(r − 1).
Hence (
dn1 −
k∑
j=2
dnj
)
hˆf (α) ≤ kC1(f) +
r∑
i=1
h(ci) + log(r − 1)
≤ kC1(f) + kh(F ) + log(k − 1),
(3.24)
where we have used r ≤ k and the definition of h(F ). We next use the
fact that n1 > n2 > · · · > nk ≥ 0 to estimate
dn1 −
k∑
j=2
dnj ≥ dn1 − dn1−1 − dn1−2 − · · · − dn1−k+1
=
d− 2 + d−k+1
d− 1
· dn1
≥
{
2n1−k+1 if d = 2,
1
2
dn1 if d ≥ 3.
(3.25)
Using this bound in (3.24) gives a bound for hˆf (α) in terms of F and f ,
and then using h ≤ hˆf + C1(f) shows that h(α) is bounded, which
completes of (a).
(b) Continuing with the computation from (a), we note that n1 ≥ k−1,
so for d ≥ 3, the inequalities (3.24) and (3.25) yield
hˆf(α) ≤
2kC1(f)
dk−1
+
2k
dk−1
h(F ) +
2 log(k − 1)
dk−1
.
Again using h ≤ hˆf + C1(f), together with the trivial estimates
2k/dk−1 ≤
4
3
and 2 log(k − 1)/dk−1 ≤
2
9
log 2,
valid for d ≥ 3 and k ≥ 2, we find that
h(α) ≤
7
3
C1(f) +
2k
dk−1
h(F ) +
2
9
log 2.
(c) We are assuming that α ∈ K is wandering, so Lemma 2.1(d) says
that hˆf(α) ≥ C2(K, f) > 0. Since we are further assuming that 0 /∈
Of(α), the estimate (3.24) in (a), combined with the lower bound (3.25)
yields
(3.26) dn1 ≤
d− 1
d− 2 + d−k+1
·
kC1(f) + kh(F ) + log(k − 1)
C2(K, f)
.
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The right-hand side of (3.26) depends only on K, f , and F , so it gives
a bound for n1 depending only on these quantities. Since n1 > n2 >
· · · > nk ≥ 0, this completes the proof that there are only finitely many
k-tuples (n1, . . . , nk) of distinct non-negative integers satisfying (1.5),
and that the number of such k-tuples is bounded independently of α.
(This last statement would also follow from (a), which says that for all
but finitely many α ∈ K, the equation (1.5) has no solutions.) 
Appendix A. Computation of Singular Points of C¯
On the chart where Z 6= 0, we dehomogenize to the equation F (X) =
cG(X)Y m. A point is singular if and only if
F ′(X) = cG′(X)Y m and 0 = cmG(X)Y m−1.
If G(X) = 0, then X = βj for some j, and then from the equation of C
we must have F (βj) = 0, contradicting the assumption that F and G
have no common roots. So Y = 0, and the equation of C forces X = αk
for some k. But we also have the condition F ′(X) = cG′(X)Y m, and
evaluating at the point (αk, 0) shows that F
′(αk) = 0. Thus αk needs
to be a double root of F (X), i.e., ek ≥ 2.
We next consider the points on C¯ satisfying Z = 0. Substituting Z =
0 into the equation of C¯ gives 0 = dbXsY m, so either X = 0 or Y = 0.
So we are reduced to checking the two points [1, 0, 0] and [0, 1, 0]. To
ease notation, we write F¯ (X,Z) and G¯(X,Z) for the homogenizations
of F and G. We also let M = m+ dG− dF , where we note that M ≥ 2
by the assumption that m ≥ dF + 2.
Around the point [1, 0, 0], we dehomgenize X = 1, so C¯ has the
local affine equation F¯ (1, Z)ZM − cG¯(1, Z)Y m = 0. Using the facts
tha M ≥ 2 and m ≥ 2, we see tha both the Y and Z derivatives of this
equation vanish at [1, 0, 0], so [1, 0, 0] is always a singular point.
Finally, around the point [0, 1, 0], we denomogenize Y = 1, so C¯
has the local affine equation F¯ (X,Z)ZM − cG¯(X,Z) = 0. Taking
the X and Z derivatives and subsituting [0, 1, 0], we see that [0, 1, 0] is
a singular point if and only if GX(0, 0) = GZ(0, 0) = 0. Hence [0, 1, 0]
is singular if and only if dG 6= 1.
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