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Abstract
We study analytical properties of the generalized λ–deformation, which modifies
string theories while preserving integrability, and construct the explicit backgrounds
corresponding to AdSp×Sp, including the Ramond–Ramond fluxes. For an arbitrary
coset, we find the general form of the R–matrix underlying the deformation, and prove
that the dilaton is not modified by the deformation, while the frames are multiplied by
a constant matrix. Our explicit solutions describe families of integrable string theories
depending on several continuous parameters.
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1 Introduction
The last few years witnessed an impressive progress in finding new families of integrable
string theories. Initially integrability was discovered in isolated models, such as strings on
AdSp×Sq [1, 2, 3], and in their extensions called beta deformations [4]. Recent developments,
stimulated by the mathematical literature [5], led to construction of very large classes of
integrable string theories. One of the approaches originated from studies of the Yang–Baxter
sigma models [6, 7, 8], and it culminated in construction of new integrable string theories,
which became known as η–deformations [9, 10, 11]. A different approach originated from
the desire to relate two classes of solvable systems, the Wess–Zumino–Witten [12] and the
Principal Chiral [13] sigma models, and it culminated in the discovery of a one–parameter
family of integrable conformal field theories, which has WZW and PCM as its endpoints
[14, 15]1. Such line of conformal field theories becomes especially interesting when the PCM
point represents a string theory on AdSp×Sq space, and the corresponding families, which
became known as λ–deformations, have been subjects of intensive investigations [18, 19,
20, 21, 22]. Recently the powers of the two approaches were combined to construct the
generalized λ–deformations [23]2, the largest class on integrable string theories known to
date, which encompasses all earlier examples. In this article we study the generalized λ–
deformations of cosets with a special emphasis on describing integrable extensions of strings
on AdS2×S2, AdS3×S3, and AdS5×S5.
1See [16, 17] for earlier work in this direction.
2See [19] for the earlier exploration of the connection between the η and λ deformations.
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While the procedure for constructing the generalized λ–deformation has been outlined in
[23], its practical implementation presents some technical challenges. Moreover, just as in
the case of the standard λ– and η–deformations, the CFT construction gives only the NS–NS
fields, and evaluation of the Ramond–Ramond fluxes relies on supergravity computations.
On the CFT side one encounters two types of challenges: construction of the classical R–
matrix, which is the central element of the generalized λ–deformation, and evaluation of the
modified metric. R–matrices are solutions of the modified classical Yang–Baxter equation
(mCYB), and while many examples have been studied in the literature [25, 6], the full
classification of R–matrices is still missing. In section 3 we find a rather general class of
solutions of the mCYB equation for arbitrary cosets G/F , and for specific examples arising
in the description of strings on AdSp×Sp we construct all solutions. Keeping in mind that the
prescription of [23] might have a counterpart involving supercosets (as it happened in the case
of the ordinary λ–deformation [20, 21, 24]), we also find a large class of R–matrices solving
the graded mCYB equation, which governs the deformations of supercosets. Deforming
various supercosets using such matrices would be an interesting topic for future work.
Finding the R–matrices is not the only technical challenge associated with the generalized
λ–deformation. While the procedure for finding the metric is algorithmic, and in principle it
can be applied to any coset3, the calculations can be tedious, and one finds a lot of ‘accidental
cancellations’ in the final results. Such surprises have been encountered in the past [15, 18],
and in some instances they have been explained on a case-by-case basis [18]. In section
4 we demonstrate that the ‘accidental cancellations’ are guaranteed by the symmetries of
the underlying problem, thus they must be present for all deformations, and they can be
used to drastically simplify the calculations. Even apart from this practical usefulness, our
study of hidden symmetries contributes to the general analytical understanding of integrable
deformations.
Application of the algebraic procedure outlined in [23] yields the metric and the dilaton
for the deformed backgrounds, but recovery of the Ramond–Ramond fluxes from the sigma
model is a very complicated task [21]. In practice, it is much easier to find such fluxes
by solving the supergravity equations of motion, and in the past this technique has been
successfully implemented for several families of integrable string theories [10, 15, 18, 24].
Following the same path in section 4, we recover the fluxes supporting the generalized λ–
deformation of AdS2×S2 and AdS3×S3. Interestingly, the construction of [23] does not allow
one to deform AdS5×S5 unless a trivial R–matrix is chosen.
This paper has the following organization. In section 2 we review the procedure for finding
the generalized λ–deformation introduced in [23]. This construction is based on solutions of
the classical modified Yang–Baxter equation, and in section 3 we find large classes of such
solutions for general cosets G/F , as well as the most general solutions that can be used to
deform string theory on AdSp×Sp (p = 2, 3, 5). We also construct very large classes of graded
R–matrices, which can be used for extending the procedure of [23] to supercosets, along the
lines of the analysis presented in [20]. In section 4.1 we uncover some analytical properties
3In practice, the difficulty of such ‘brute force’ calculation grows exponentially with the size of the coset
and the number of deformation parameters. This presents an additional motivation for understanding the
hidden symmetries of the problem and for simplifying the calculations.
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of the deformed metric and the dilaton, which are applicable to all cosets. The remainder of
section 4 is devoted to constructing the supergravity backgrounds supporting the generalized
λ–deformations of AdSp×Sp. Appendix A is devoted to exploration of analytical properties
of a matrix that plays a pivotal role in constructing the generalized λ–deformations.
2 Review of the generalized λ-deformation
Lambda deformations of the Principal Chiral Models (PCM) were introduced in [14] and
further studied in [20, 15, 18, 19, 21, 24]. Application of such deformation to any PCM
leads to a one–parameter family of integrable conformal field theories. This deformation was
generalized to a larger family in [23], and we begin with reviewing this construction following
section 5 of [23].
The λ deformation interpolated between Conformal Field Theories described by a Prin-
cipal Chiral Model (PCM) and a Wess–Zumino–Witten model (WZW), and we begin with
looking at the WZW side:
SWZW,k(g) =
k
4pi
∫
Σ
d2σRa+R
a
− −
k
24pi
∫
B
fabcR
a ∧ Rb ∧ Rc, ∂B = Σ. (2.1)
Here g ∈ G is an element of some group G with generators Ta, k is the level of the WZW
model, R± are the right-invariant Maurer-Cartan forms,
Ra± = −iTr(T a∂±gg−1) , (2.2)
and fabc are the structure constants:
[Ta, Tb] = ifab
cTc . (2.3)
To construct the λ deformation one adds the action (2.1) to a generalized PCM on a group
manifold4,
SgPCM(gˆ) =
k
2pi
∫
d2σEabR
a
+(gˆ)R
b
−(gˆ), gˆ ∈ G , (2.4)
and gauges away half of the degrees of freedom in the resulting sum5. Parameters Eab in
(2.4) represent an arbitrary constant matrix, and later its form will be restricted by the
requirements of conformal invariance and integrability. The gauging procedure in the sum
of (2.1) and (2.4) leads to the action [17, 23]
Sk,λ(g) = SWZW,k(g) +
k
2pi
∫
d2σLa+(λˆ
−1 −D)−1Rb−, (2.5)
4In comparison with [23] we have rescaled the constant coefficients Eab by k so the level of the WZW
appears as an overall factor in the sum of (2.1) and (2.4). Such rescaling simplifies the formulas associated
with λ–deformation.
5See [23] for more details.
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where6
λˆ−1 = E + I, Dab = Tr(TagTbg
−1), La± = iTr(Tag
−1∂±g), R
a
µ = DabL
b
µ. (2.6)
Application of this prescription to the standard PCM,
Eab =
κ2
k
δab, λˆ
−1 =
k + κ2
k
I, (2.7)
leads to a one-parameter λ–deformation, and integrability of the corresponding conformal
field theory (2.5) was demonstrated in [14]. It is clear that the sigma model (2.5) would not
be integrable for a generic matrix E, but the authors of [23] found a large class of integrable
models extending (2.7). We begin with reviewing this construction for groups, and then
discuss the cosets, which will be the main objects of our study.
Generalized λ-deformation for groups.
To arrive at an integrable deformation (2.5), one should start with an integrable gener-
alized PCM (2.4), and this already imposes severe restrictions on the constant matrix Eab.
Extending the standard choice (2.7), one can start with the action of the η–deformed PCM
[6]:
SgPCM =
1
2pit˜
∫
d2σRT+(I − η˜R)−1R−, η > 0. (2.8)
As demonstrated in [6], this model is integrable, as long as the constant matrix R satisfies
the modified classical Yang-Baxter (mCYB) equation7
[RA,RB]−R([RA,B] + [A,RB]) = −c2[A,B], A, B ∈ g, c ∈ C. (2.9)
Then the interpolating model (2.5) with
EY B =
1
t˜
(I − η˜R)−1 (2.10)
is integrable as well, and it is called the generalized λ-deformation of (2.8) [23].
Generalized λ-deformation for cosets.
The authors of [23] also extended the construction of the generalized λ-deformation to
cosets G/F by defining
E = EH ⊕ EG/F , EF = 0, EG/F = 1
t˜
(I − η˜R)−1, g = f+ l, (2.11)
6Following [23], we denote the matrix appearing in (2.5), (2.6) by λˆ to distinguish it from the scalar
deformation parameter λ.
7The constant matrix R satisfying the Yang-Baxter equation is called the Yang-Baxter operator or the
R–matrix. In this paper we use both names.
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This ansatz for E leads to inconsistent equations of motion for (2.5) unless all elements of
the coset satisfy the constraint [23]8:
([RX, Y ] + [X,RY ])|f = 0, X, Y ∈ l. (2.12)
Assuming that this constraint is satisfied, the equations of motion for the action (2.5) with
the matrix E from (2.11) can be written as the integrability condition of a Lax pair (see [23]
for details).
To summarize, the generalized λ deformation can be defined on cosets, but integrability
puts a severe restriction (2.12) on the Yang-Baxter operator R. In the next section we
will consider several cosets arising in the type II string theory and discuss the corresponding
Yang-Baxter operators R solving the modified classical Yang-Baxter (mCYB) equation (2.9)
and the coset constraint (2.12). Then in section 4 we will use these solutions to embed the
generalized λ deformations of the corresponding cosets into supergravity.
3 R-matrices for Lie algebras and cosets
In string theory integrability was discovered by studying strings on AdSp×Sq [1, 2, 3] and
the corresponding CFTs are the Principal Chiral models on various cosets. In this article
we are interested in the generalized λ deformations of such backgrounds, so as outlined in
the last section, we should find the Yang–Baxter operators R satisfying the mCYB equation
(2.9) and the constraint (2.12) on the relevant coset. In subsection 3.1 we will discuss some
general features of such operators, and in the remaining part of this section we will apply
this construction to the specific cosets arising in string theory.
3.1 General construction
The generalized λ deformation reviewed in section 2 is based on the Yang-Baxter operator
satisfying the mCYB equation (2.9)9,
[RX,RY ]−R([RX, Y ] + [X,RY ]) = [X, Y ], X, Y ∈ g, (3.1)
and the constraint (2.12)
([RX˜, Y˜ ] + [X˜,RY˜ ])|f = 0, g = f+ l, X˜, Y˜ ∈ l . (3.2)
We further impose the skew-symmetry condition
(RX, Y )g + (X,RY )g = 0, (3.3)
where (., .)g is the Killing-Cartan form on the Lie algebra. While acting on generators Ta,
the operator R can be viewed as a tensor with one lower and one upper index (Rba) and the
skew-symmetry condition (3.3) means that
Rab = −Rba . (3.4)
8This constraint is multiplied by η˜, but since we are interested in the deformed theory, η˜ 6= 0
9We set c = i in (2.9).
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Finding the most general solution of (3.1) for an arbitrary group is an open problem, but
one solution is well-known [6], and now we will introduce its generalization. We will also
find the most general solution of (3.1)–(3.3) for specific cosets arising in string theory.
Equations (3.1), (3.4) in the adjoint representation imply that Rab is a real antisymmet-
ric matrix, so it can be diagonalized using a unitary rotation, and all its eigenvalues are
imaginary. In particular, some of these eigenvalues might vanish, then equation (3.1) implies
that the corresponding eigenvectors (which are generators of g) must commute. Thus we
conclude that the kernel of operator Rba is a subset of the Cartan subalgebra h and
rankR ≥ dim g− rank g . (3.5)
The standard solution of the classical Yang–Baxter equation [6] corresponds to the case where
the last inequality saturates, so the kernel of Rba coincides with the Cartan subalgebra:
RHi = 0 for all Hi ∈ h. (3.6)
Looking at an arbitrary X = H from this subalgebra, and representing this generator as an
operator Hˆ acting in the adjoint representation, we can rewrite (3.1) as
−RHˆRY = HˆY. (3.7)
If Y is an eigenvector of R with an eigenvalue λY , then HˆY is an eigenvector with an
eigenvalue − 1
λY
for any Hˆ.
To proceed, we expand the eigenvector Y in the Weyl–Cartan basis,
Y =
∑
ck|α(k)〉, (3.8)
where each |α(k)〉 is an eigenvector of all Cartan generators10. Focusing on a particular Cartan
generator Hˆi, we conclude that [Hˆi]
NY is an eigenvector of R, which is dominated by |α(k)〉
with the largest eigenvalue of Hˆi. Removing this vector and repeating the argument for the
second largest eigenvalue and so on, one can demonstrate that all |α(k)〉 are eigenvectors of
R. In other words, we have shown that matrix R must be diagonal in the Cartan–Weyl
basis.
Let us now specify the Cartan–Weyl basis in more detail. Any semisimple Lie algebra
admits a decomposition into the Cartan generators Hi and ladder operators Eα so that the
full commutation relations have the form
[Hi, Hj] = 0, [Hi, Eα] = αiEα, [Eα, Eβ] = eα,βEα+β, [Eα, E−α] =
∑
i
α˜iHi . (3.9)
In the expansion (3.8) the generator Eα was denoted as |α(k)〉. By an appropriate rescaling of
the ladder operators one can go to a more restrictive Chevalley basis, but such specification
will not play any role in our discussion. As we have demonstrated, relation (3.6) implies
10Equation (3.9) gives a more explicit expression, but it is not needed here.
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that the R–matrix must be diagonal in the basis (3.9), this leads to the explicit form of the
Yang–Baxter operator:
RHi = 0, REα = λαEα (3.10)
Substitution into (3.7) leads to λα = ±i, and application of the Yang–Baxter equation (3.1)
to (X, Y ) = (Eα, Eβ) gives a constraint on the eigenvalues
λαλβ − λα+β(λα + λβ) = 1. (3.11)
In particular, λαλ−α = 1, so the Yang–Baxter operator becomes:
RHi = 0, REα = −iEα, RE−α = iE−α, (3.12)
where α are positive roots. This construction is known as the canonical R–matrix, and we
have derived it from (3.6), which in turn follows from the assumption that the inequality
(3.5) saturates.
The canonical R–matrix (3.12) can be easily generalized by modifying the first relation
in (3.12), and such extension will play an important role in the analysis presented in the rest
of this section. Specifically, it is clear that equation (3.1) is solved by
RHi = RijHj, REα = −iEα, RE−α = iE−α (3.13)
for an arbitrary matrix Ri
j . In other words, the R–matrix can be modified in the Cartan
subalgebra11. Notice that for the deformation (3.12) the inequality (3.5) is replaced by
rankR = dim g− rank g + rankR . (3.14)
For future reference we also give the real form of (3.13):
Bα =
i√
2
(Eα + E−α), Cα =
1√
2
(Eα − E−α),
RHi = RijHj, RBα = Cα, RCα = −Bα, (3.15)
The undeformed version of this solution (i.e., the one with R = 0) has been widely discussed
in the literature [6, 26], and the general form of (3.15) will be used later in this section.
While (3.12) was the most general solution with saturated inequality (3.5), the construc-
tion (3.13) is just one possible option for non–saturating (3.5), and later we will present
explicit examples of R–matrices which do not fit into (3.13). However, we will now demon-
strate that any solution that can be obtained as a continuous perturbation of (3.12) must
have the form (3.13).
Let us start with the canonical solution (3.12), which will be called R0, and perturb it
by εR1 with a small parameter ε. Applying (3.1) to two elements of the Cartan subalgebra
11A similar construction has been discussed in the mathematical literature [26].
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((X, Y ) ∈ h) and expanding the result to the first order in ε, we find a system of linear
constraints on R1:
−R0([R1X, Y ] + [X,R1Y ]) = 0, X, Y ∈ h, (3.16)
Clearly, our ansatz (3.13) solves these constraints with
R1Hi = RijHj, R1Eα = 0, R1E−α = 0,
and since equations (3.16) are linear in R1, one can always subtract an appropriate solution
(3.13) to ensure that R1X has a trivial projection on the Cartan subalgebra. In other words,
without the loss of generality, we can write
R1X =
∑
α
cX(α)Eα , (3.17)
where sum is extended over all roots of the Lie algebra, and cX(α) are some numerical
coefficients. Substitution into (3.16) gives
−
∑
α
[−cX(α)Y (α) + cY (α)X(α)
][
R0Eα
]
= 0, (3.18)
where coefficients X(α) are defined using the commutation relations (3.9):
[X,Eα] =
[∑
i
xiHi, Eα
]
= Eα
∑
i
xiαi ⇒ [X,Eα] ≡ X(α)Eα. (3.19)
Since the roots Eα are eigenvectors of R0 (recall (3.12)), and they are linearly independent,
equation (3.18) implies that12
cX(α) = X(α)
cY (α)
Y (α)
≡ c(α)X(α) . (3.20)
Substitution into (3.17) leads to
R1X =
∑
α
X(α)c(α)Eα , (3.21)
where c(α) depends on the root, but not on the element X of the Cartan subalgebra. To
complete the argument, we define
X˜ ≡ X − ε
∑
α
X(α)c(α)
[
Eα
R0Eα
]
Eα . (3.22)
Notice that relations (3.12) for R0 imply that expressions in the square brackets are c–
numbers equal to ±i. Using (3.12), we conclude that
(R0 + εR1)X˜ = O(ε2), (3.23)
12For every root α we can always start with Y ∈ g, such that Y (α) 6= 0, so the right hand side of (3.20) is
well-defined.
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so in the leading order in ε operator R has the same number of zero modes as R0, so the
solution is still given by (3.12), but the Cartan subalgebra is rotated by (3.22). To simplify
the discussion we started with equation (3.17) by subtracting the part of R1 that acts on
the Cartan subalgebra, and in general equations (3.21) and (3.23) are replaced by
R1X = RX +
∑
α
X(α)c(α)Eα ,
(R0 + εR1)X˜ = εRX˜ +O(ε2), (3.24)
while equation (3.22) remains the same. Here R is an operator mapping the Cartan subal-
gebra on itself, so equation (3.24) is a perturbative expansion of (3.13).
To summarize, we have demonstrated that the most general solution of the mCYB equa-
tion (3.1) with rankR = dim g− rank g is given by (3.12), and its most general perturbation
fits the ansatz (3.13). It would be interesting to find the most general solution of the mCYB
equation without relying on perturbative argument, but such investigation is beyond the
scope of this article.
So far we have focused on the Yang–Baxter equation (3.1) and have ignored the coset
constraint (3.2). This leads to the expression (3.13), which is not sensitive to the choice of
the coset, but condition (3.2) projects out some solutions. If fact, as we will see in subsection
3.4, in the case of the SO(6)/SO(5) coset the constraint (3.2) eliminates all solutions pre-
venting the construction of the generalized λ–deformation for AdS5×S5. Note that while the
construction (3.13) can be applied to any Cartan subalgebra and all resulting R–matrices
would be related by a group rotation, a specific embedding of the subgroup F removes equiv-
alence between different choices of the Cartan subalgebra. Thus the constraint (3.2) should
be imposed on the R–matrices which have the form (3.13) for at least one Cartan subalge-
bra. Starting with one Cartan subalgebra, applying the prescription (3.13), and rotating the
result by an arbitrary element of the group, one constructs the most general R–matrix in
the class (3.13), which depends on N parameters with
N =
r(r − 1)
2
+ (d− r), r = rank g, d = dim g. (3.25)
The constraint (3.2) should be imposed in the end.
We conclude this subsection by presenting an explicit example of the construction (3.13),
(3.2) for the simplest coset SU(2)/U(1). Since SU(2) has a one–dimensional Cartan subal-
gebra, the antisymmetric matrix Rij entering (3.13) must be trivial, so in the real basis the
R–matrix has only two non–zero elements:
R12 = −R21 = 1. (3.26)
Rotation by a group element leads to a more general matrix in terms of the Euler angles
R =

 0 cos θ sin θ cosφ− cos θ 0 sin θ sin φ
− sin θ cos φ − sin θ sinφ 0

 . (3.27)
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Direct calculation shows that this is the most general solution of the Yang–Baxter equation
(3.1). The coset constraint (3.2) is satisfied trivially.
In the next few subsections we will discuss some examples of cosets arising in string
theory.
3.2 Solution for SO(3)/SO(2)
Let us discuss the most general solutions of the modified Yang-Baxter equation for the cosets
SO(3)/SO(2) and SO(2,1)/SO(1,1), which arise in the deformation of AdS2×S2. Strings on
this background are described by the supercoset psu(1, 1|2) [27], whose bosonic sector is
represented by two 2× 2 matrices gu(2), gu(1,1):
gpsu(1,1) =
[
gu(1,1) 0
0 gu(2)
]
, g†
u(1,1)Σ gu(1,1) = Σ, g
†
u(2)gu(2) = I, Σ =
[
1 0
0 −1
]
.
We will use the following explicit parameterization of generators13:
gu(1,1) =
[
F1 + F4 F2 + iF3
−F2 + iF3 −F1 + F4
]
, gu(2) =
[
F13 + F16 F14 + iF15
F14 − iF15 −F13 + F16
]
. (3.28)
U(2) subgroup has two–dimensional Cartan subalgebra spanned by (F13, F16), and the con-
struction (3.12) gives
RU(2) =


0 0 0 a
0 0 1 0
0 −1 0 0
−a 0 0 0

 . (3.29)
Rotation by a general group element gives
RU(2) =


0 cos γ sin θ sin γ sin θ a
− cos γ sin θ 0 cos θ −a sin γ tan θ
− sin γ sin θ − cos θ 0 a cos γ tan θ
−a a sin γ tan θ −a cos γ tan θ 0

 , (3.30)
and direct calculation shows that this is the most general R–matrix for U(2). Choosing the
subgroup F spanned by (F13, F16), one can check that the constraint (3.2) is satisfied.
The R–matrix for U(1,1) is obtained by rotating the counterpart of (3.29) by an appro-
priate group element, and the result is
RU(1,1) =


0 cos γ sinh ξ sin γ sinh ξ a
− cos γ sinh ξ 0 cosh ξ a sin γ tanh ξ
− sin γ sinh ξ − cosh ξ 0 −a cos γ tanh ξ
−a −a sin γ tanh ξ a cos γ tanh ξ 0

 . (3.31)
While constructing the integrable deformations of strings on AdS2×S2, one can obtain the
fields for U(1,1)/U(1) by analytic continuation of the result for U(2)/U(1). This is slightly
easier than performing a separate calculations using (3.31), but the answers are the same.
13Labels 6-12 are usually reserved for the fermionic generators.
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3.3 Solution for SO(4)/SO(3)
Next, we consider the coset
SO(4)
SO(3)
=
SU(2)L × SU(2)R
SU(2)diag
. (3.32)
This coset, along with its counterpart SO(2, 2)/SO(1, 1), arises in description of strings on
AdS3×S3.
To simplify the evaluation of the R–matrix we pick the following generators of SU(2)×SU(2)
T [SU(2)]
2
= {TL, TR}, TLi =
[
σi 0
0 0
]
, TRi =
[
0 0
0 σi
]
, (3.33)
where σi are the Pauli matrices. The subgroup SU(2)diag is generated by
T diagi =
1
2
[
σi 0
0 σi
]
. (3.34)
Starting with the most general antisymmetric R matrix
R =
[
A B
−BT C
]
(3.35)
and performing an SU(2)diag rotation, we can put the antisymmetric matrix A in the form
A =

 0 0 00 0 1
0 −1 0

 (3.36)
An additional rotation in the 2–3 plane can be used to set B31 = 0.
Direct substitution of (3.35) into the modified Yang-Baxter equation (3.1) and the coset
constraint (3.2) leads to three families of the R matrices and one special solution R4:
R1 =


0 0 0 a 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
−a 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0


, R2 =


0 0 0 i b −ib
0 0 1 0 ic c
0 −1 0 0 c −ic
−i 0 0 0 b −ib
−b −ic −c −b 0 −1
ib −c ic ib 1 0


R3 =


0 0 0 −i b ib
0 0 1 0 0 0
0 −1 0 0 0 0
i 0 0 0 b ib
−b 0 0 −b 0 −1
−ib 0 0 −ib 1 0


, R4 =


0 0 0 i 0 0
0 0 1 0 i 1
0 −1 0 0 −1 i
−i 0 0 0 0 0
0 −i 1 0 0 1
0 −1 −i 0 −1 0


, (3.37)
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As expected from the general analysis of subsection 3.1, only R1, which fits the ansatz
(3.13), can be continuously connected to the canonical solution (3.12). All other matrices
are complex, and they cannot be transformed into R1 or into each other by any action of
SU(2)×SU(2) (recall that g ∈ SU(2)×SU(2) acts as a rotation R → gRg−1). Since matrices
R2,3,4 are complex, they are not acting in a proper real section of the SU(2)×SU(2) algebra,
so they will not play any role in our construction. Interestingly, the generalized canonical
solution (3.13) exhausts all real R matrices. While this result was proven in subsection 3.1
using perturbative techniques, the current example suggests that it might hold in general.
On the other hand, example (3.37) illustrates that in complexified algebras solution (3.13)
is not unique beyond perturbation theory. It would be interesting to study the counterparts
of R2,3,4 for other complexified algebras.
3.4 Absence of solution for SO(6)/SO(5)
Finally let us apply the construction (3.13) to the coset
SO(6)
SO(5)
, (3.38)
which arises in description of strings on AdS5×S5.
The generators of SO(6) are defined as
(Tmn)ab = δmaδnb − δmbδna, m, n, a, b = 1, ..., 6, (3.39)
the Cartan subgroup is three–dimensional, and it can be represented by
H = {T23, T45, T61}. (3.40)
The standard diagonalization procedure leads to twelve roots:
αα = {(0, a, b), (a, 0, b), (a, b, 0)}, a, b = ±1. (3.41)
A root will be considered positive if the first non-zero entry is positive, and for such roots
prescription (3.13) gives REα = −iEα. For negative roots we have RE−α = iE−α. Since
SO(6) has rank three, the antisymmetric matrix Rij appearing in (3.13) has only one non–
zero element.
Next we should specify the subgroup and check the coset constraint (3.2). Instead of
choosing a particular subgroup, we parametrize the entire family of SO(5) embeddings,
which are in the one–to–one correspondence with the unit vectors in R6. In the simplest
case of the unit vector with only one nontrivial component v1 = 1, the coset generators are
given by
(T
(cos,0)
i )ab = δiaδ1b − δibδ1a, i = 2, ..., 6, (3.42)
and in general we find
T (cos) = (gSO(6))−1T (cos,0)gSO(6) (3.43)
13
The SO(6) group element is parameterized in terms of the Euler angles as [28]
gSO(n) =
n∏
i=1
1∏
j=i
gj(θ
i
j), gk(x) = exp
[
xTn+1−k,n+1−(k+1)
]
. (3.44)
and the independent choices of the cosets (3.43) correspond to θi,5. Plugging the extended
canonical R–matrix (3.13) into the coset constraint (3.2) we find that there are no solutions,
which means that the coset SO(6)/SO(5) does not satisfy the coset constraint, and it is
impossible to construct the generalized λ deformation of AdS5×S5.
3.5 Graded Yang-Baxter equation
Although in this article we are focusing on deformations of bosonic cosets, in the future it
might be interesting to extend the generalized lambda deformation to supercosets describing
string theories on AdSp×Sp [27, 29, 30]. For the ordinary lambda deformation this has been
done in [20], but the generalized deformation is more involved. However, preliminary analysis
indicates that an extension to supercoset would involve the graded Yang-Baxter equation,
and in this subsection we will briefly discuss its properties and some solutions.
To define the Yang-Baxter equation on superalgebras and supercosets, one replaces the
commutators in (2.9) by the graded commutators
[RX,RY } − R([RX, Y }+ [X,RY }) = −c2[X, Y }, A, B ∈ g, c ∈ C. (3.45)
To define the graded commutator we start with supermatrices X, Y written in the block
form
X =
[
A B
C D
]
, Y =
[
E F
G H
]
, (3.46)
where the blocks in the left upper and right bottom corners are called even (bosonic), and the
blocks in the right upper and left bottom corners - odd (fermionic). If terms of supermatrices
(3.46) the graded commutator is [31]
[X, Y } =
[
AE +BG−EA + FC AF +BH − EB − FD
CE +DG−GA−HC CF +DH +GB −HD
]
. (3.47)
The generalized canonical R–matrix for the supercoset can be constructed by a simple ex-
tension of (3.13). After choosing bosonic Cartan subalgebras for blocks A and B in (3.46),
we find the roots and the counterparts of the ladder operators Eα in (3.9),
[Hi, Eα} = αiEα, (3.48)
but now some of Eα are fermionic. Direct calculation shows that the R–matrix
RHi = RijHj, REα = −iEα, RE−α = iE−α (3.49)
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solves the graded Yang-Baxter equation (3.45). Let us present an explicit solution for the
superalgebra psu(1, 1|2), which arises in description of strings on AdS2×S2 [27].
The superalgebra psu(1, 1|2) is defined in terms of the 4× 4 supermatrices
M =
[
A B
C D
]
(3.50)
subject to constraint[
A B
C D
]
=
[
ΣA†Σ−1 −iΣC†
−iB†Σ−1 D†
]
, Σ = diag(1,−1). (3.51)
Parameterizing such matrix as
M =


F1 + F4 F2 + iF3 F5 + iF6 F7 + iF8
−F2 + iF3 −F1 + F4 F9 + iF10 F11 + iF12
−iF5 − F6 iF9 + F10 F13 + F16 F14 + iF15
−iF7 − F8 iF11 + F12 F14 − iF15 −F13 + F16

 (3.52)
and choosing the canonical solution (3.49) with R = 0, we find 6× 2 nonzero elements
R23 = 1, R14,15 = 1, R5,6 = R7,8 = −R9,10 = −R11,12 = −i, Rab = −Rba . (3.53)
In the alternative parametrization of the psu(1, 1|2) matrix in terms of the holomorphic
variables, which is often used in the literature [19],
M =


F1 + F4 F2 + iF3 iF8 F5
−F2 + iF3 −F1 + F4 iF6 F7
iF9 −iF11 F13 + F16 F14 + iF15
F10 −F12 F14 − iF15 −F13 + F16

 . (3.54)
the R–matrix is
R23 = 1, R14,15 = 1, R9,8 = R5,10 = −R11,6 = −R7,12 = i
2
, Rab = −Rba . (3.55)
Supercoset (3.54) has been used to construct the standard λ–deformation of strings on
AdS2×S2, and the generalized λ–deformation would be based on the solution (3.55) of the
modified Classical Yang–Baxter equation (3.45). However, before constructing such solu-
tions one should prove that the resulting deformed supercoset leads to integrable theories,
as was done for the standard λ deformation in [20], and such analysis is beyond the scope
of this paper. In the remaining part of this article we will focus on bosonic cosets.
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4 SUGRA embeddings of the generalized λ–deformations
The general construction reviewed in section 2 gives the bosonic part of the string action
(2.1), (2.5) for the integrable λ–deformation, and in this section we will extract metric and
the dilaton from these expressions. After introducing the general procedure in subsection
4.1, we use it to derive the deformations of AdS2×S2 and AdS3×S3 in subsections 4.2 and
4.3. As in the case of integrable deformations encountered earlier [10, 15, 18, 19, 21, 24], the
Ramond–Ramond fluxes are recovered from solving the equations of motion of supergravity
rather than from the fermionic part of the sigma model14.
4.1 General construction
We begin with constructing the metric and the dilaton for deformations of arbitrary cosets
G/F . To do so, we need three ingredients from section 2: the matrix Dab, the left–invariant
form L parameterizing the coset, and the matrix λˆ−1 specifying the deformation. These
ingredients are given by (2.6) and (2.11)15:
Dab = Tr(TagTbg
−1), La = iTr(Tag
−1dg),
λˆ−1 = (I − P )EG(I − P ) + I, EG = 1
t˜
(I − η˜R)−1 . (4.1)
Here P is the projector on the subgroup F , R is a solution of the modified Classical Yang–
Baxter equation (3.1) satisfying the constraint (2.12), and (t˜, η˜) are free parameters. The
authors of [23] introduced two convenient parameters (λ, ζ) instead of (t˜, η˜),
t˜ =
λ
(1− λ) , η˜ = −
ζ(2t˜+ 1)
2t˜
, (4.2)
and to compare with the existing literature, our final solution will be expressed in terms
of (λ, ζ). Note, however, that the deformation depends on (λ, ζ) and all free parameters
appearing in the R–matrix, so the generalized λ–deformation can produce very large families
of integrable string theories.
The metric can be extracted from the symmetric part of the action (2.1), (2.5)16:
ds2 =
k
4pi
LT [I −DD − (DD)T ]L, D ≡ [D − λˆ−1]−1 . (4.3)
To rewrite this in terms of frames, we perform some algebraic manipulations which lead to
ds2 =
k
4pi
LT (λˆ−1 −D)−1[λˆ−1λˆ−T − I](λˆ−1 −D)−TL. (4.4)
14It has been shown in [21] that the extraction of the RR fluxes from the fermionic part of the sigma model
is notoriously complicated.
15Most results of this subsection would apply to any matrix EG, not only the one given in by (4.1).
16Here we expressed everything in terms of L using R = DL and the orthogonality relation DTD = 1.
16
In the case of the isotropic deformation, where λˆ is proportional to the identity matrix, the
expression in the square brackets is a constant, so the frames are given by
e =
√
k(λ−2 − 1)
4pi
[λˆ−1 −D]−TL. (4.5)
In general we begin with diagonalizing the symmetric matrix λˆ−1λˆ−T using an orthogonal
transformation A:
λˆ−1λˆ−T = AΛ−2AT , AAT = I, (4.6)
then the metric (4.4) can be recovered from the frames
e =
√
k
4pi
√
Λ−2 − IAT [λˆ−1 −D]−TL. (4.7)
Note that a general n× n matrix λˆ−1 can be parameterized in terms of a diagonal matrix Λ
and two orthogonal matrices A, B:
λˆ−1 = AΛ−1B, AAT = I, BBT = I , (4.8)
and for computational purposes we will use a slightly different but equivalent expression for
the frames:
e =
√
k
4pi
√
I − Λ2[(I −DT λˆT )B−1]−1L. (4.9)
The dilaton is defined analogously to the regular λ-deformation [15]
e−2Φ = e−2Φ0det[λˆ−1 −D]. (4.10)
One can also extract the Kalb–Ramond field by taking an antisymmetric part of the action
(2.5), but such B field vanishes in all our examples, so it will not be discussed further.
Expressions (4.7) and (4.10) have some remarkable properties which follow from the
structure of matrices D and λˆ. As shown in the appendix,
For any coset G/F there exists a canonical gauge, where matrix D = [D− λˆ−1]−1
has three properties:
(i) matrix (I − P )D(I − P ) has constant entries;
(ii) matrix D(I−P ) factorizes as D(I−P ) = ST , where S does not depend on
the deformation, and T is a constant matrix;
(iii) the dependences upon coordinates and constant deformation parameters
factorizes in [detD].
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The canonical gauge is defined by the commutation relations (A.5), and such gauge will be
imposed throughout this article. We will now demonstrate that properties (i)–(iii) lead to
drastic simplifications in the frames (4.7) and in the dilaton (4.10).
The implication for the dilaton is obvious: property (iii) ensures that the deformation
parameters appear in (4.10) only in a constant prefactor, and thus they can be absorbed into
a shift of Φ0. For specific examples this property has been seen in [18], but the analysis pre-
sented in the appendix establishes the factorization in full generality. It is worth mentioning
that in the case of the ordinary λ–deformation (i.e., for ζ = 0), the metric (4.3) can support
two integrable string theories: one is based on the coset construction, and its dilaton is given
by (4.10) [15, 18], while the alternative is based on super–coset, and the resulting dilaton
does not factorize between the coordinates and the deformation parameters [20, 19, 21, 24].
It would be very interesting to find the supercoset counterpart of (4.10) for nonzero ζ , but
such investigation is beyond the scope of this article.
To find the implications of the properties (ii)–(iii) for the frames, we rewrite equation
(4.7) as
e = −
√
k
4pi
√
Λ−2 − IATDTL. (4.11)
Recalling that P λˆ−1 = λˆ−1P = P (see (4.1)), we conclude that matrices (A,B,Λ) in (4.8)
can be chosen in such a way that17
PA = AP = P, PB = BP = B, ⇒ PΛ = ΛP = P. (4.12)
Introducing an explicit split between the generators of the subgroup F and the coset G/F ,
one can rewrite (4.12) more explicitly:
A =
[
I 0
0 A˜
]
, B =
[
I 0
0 B˜
]
, Λ =
[
I 0
0 Λ˜
]
. (4.13)
Relations (4.12) imply that
√
Λ−2 − I = (I − P )
√
Λ−2 − I(I − P ), (4.14)
then, using the property P T = P , the frames (4.11) can be rewritten as
e = −
√
k
4pi
[I − P ]
√
Λ−2 − IAT
[
D[I − P ]
]T
L. (4.15)
Application of the property (iii) leads to the final result:
e = −
√
k
4pi
[I − P ]
(√
Λ−2 − I[TA]T
)(
STL
)
. (4.16)
17Since matrix λˆ−1 has degenerate eigenvalues, relation (4.6) does not define A uniquely. In addition, one
has a freedom of permuting eigenvalues, and equation (4.12) would be satisfied only for a particular ordering.
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Equation (4.16) has three distinct matrix factors. The first one ensures that frames point
only along the coset directions. The second factor depends on the deformation, but not on
the spacetime. The last factor gives the frames of the undeformed background, and it is
not modified by the deformation. Thus application of the generalized λ–deformation (4.1)
simply rotates the frames by constant matrices. This feature has been observed for several
explicit examples [15, 18], but it is proven in full generality by the analysis presented here
and in the Appendix.
4.2 Deformation of AdS2×S2
In this subsection we embed the generalized λ-deformation of SU(2)
U(1)
× SU(1,1)
U(1)
into the type IIB
supergravity. First we discuss the coset G/F ≡ SU(2)/U(1) corresponding to the sphere,
and the AdS part of the geometry will be obtained by an analytic continuation.
The embedding of F = U(1) into G = SU(2) is unique up to an SU(2) rotation, so
without loss of generality we choose the generators of F and G/F as
F : {σ3} , G/F : {σ1, σ2} . (4.17)
A general element of SU(2) can be written as
g = ei(φ1−φ2)σ3/2eiωσ1ei(φ1+φ2)σ3/2 , (4.18)
and the gauge freedom corresponding to U(1) is fixed by setting φ2 = 0. As discussed in the
end of subsection 3.1, the R–matrix for SU(2) is unique up to a global rotations parameterized
by two Euler angles (see (3.27)), but since we have already chosen the embedding of F into
G, the deformations related by global rotations may not be equivalent. Since the rotation in
(σ1, σ2) plane does not distort the embedding (4.17), R–matrices (3.27) with different angles
φ lead to equivalent deformations, but dependence on the parameter θ is nontrivial. Thus
the most general deformation of the SU(2)/U(1) coset is parameterized by the R–matrix
R =

 0 cos θ sin θ− cos θ 0 0
− sin θ 0 0

 . (4.19)
We begin with discussion of the simplest deformation with θ = 0, and we will comment on
the general case in the end of this subsection. The deformation matrix λˆ is evaluated using
equations (4.1), (4.2) and the projector
P =

 0 0 00 0 0
0 0 1

 . (4.20)
Then equation (4.9) gives the explicit expression for the frames, and to simplify them, we
introduce new coordinates (p, q) following [19]:
ω = arccos
√
p2 + q2, φ1 = arccos
p√
p2 + q2
. (4.21)
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The frames become
ei = U ije
j
(0), e
1
(0) =
√
k
2pi(1− p2 − q2)dp, e
2
(0) =
√
k
2pi(1− p2 − q2)dq, (4.22)
U ij =
1√
(1− λ2)(4λ2 + (1 + λ)2ζ2)
[ −(1 + λ)(ζ2 + λ(2 + ζ2)) ζ(1− λ2)
−(1 − λ2)ζ −2(1 − λ)λ
]
,
where i, j = 1, 2. The metric and the SU(2) contribution to the dilaton (see (4.10)) are
2pik−1ds2S =
(1 + λ)2(1 + ζ2)dp2 + 2(1− λ2)ζdpdq + (1− λ)2dq2
(1− p2 − q2)(1− λ2) , (4.23)
e−2ΦS = 1− p2 − q2. (4.24)
The AdS2 counterparts of the metric and the dilaton are found by performing the analytic
continuation which has been used in the case of the regular λ deformation [15],
q → iy, p→ x, k → −k , (4.25)
and the result is
2pik−1ds2AdS = −
(1 + λ)2(1 + ζ2)dx2 + 2i(1− λ2)ζdxdy − (1− λ)2dy2
(1− x2 + y2)(1− λ2) .
e−2ΦAdS = −(1− x2 + y2). (4.26)
Note that the dilaton is real since we are working in the domain where 1− x2 + y2 < 0.
The Ramond–Ramond fluxes can be found by solving the equations of motion for type
IIB supergravity
∇2e−2Φ = 0,
∂m
(√−gFmn) = 0,
Rmn + 2∇m∇nΦ = e
2Φ
2
(
FmkFn
k − 1
4
gmnFijF
ij
)
, (4.27)
and the result is18
F (2) = c1[Sζ(dxdp− idydq)− S−1dxdq] + c2[Sζ(idxdp+ dydq) + S−1dydp],
S =
√
1− λ2
4λ+ (1 + λ)2ζ2
, c21 + c
2
2 =
2k
pi
. (4.28)
Notice that the metric (4.26) and the flux (4.28) are complex unless ζ = 0. This is a
peculiar feature of the generalized lambda deformation of AdS2×S2, which does no persist
for AdS3×S3 (the metric and the fluxed are real there). Although the metric (4.26) can be
18For example, one can start for the λ-deformation, which corresponds to ζ = 0, and develop the pertur-
bation theory in ζ.
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made real by an additional continuation of y (y → iy), this procedure is not very appealing
since even the undeformed metric (λ = ζ = 0) has a wrong signature (2,2) and a wrong
isometry SO(3)×SO(3). Moreover, the fluxes remain complex.
To compare the geometry (4.23), (4.26) with the standard lambda deformation con-
structed in [15], we rescale coordinates by a convenient quantity [19]
κ =
1− λ
1 + λ
(4.29)
This leads to the solution
2pi
k
ds2 =
dp2 + (dq + ζdp)2
1− κp2 − κ−1q2 −
dx2 − (dy − iζdx)2
1− κx2 + κ−1y2 (4.30)
F (2) = c1[Sζ(κdxdp− iκ−1dydq)− S−1dxdq] + c2[Sζ(iκdxdp+ κ−1dydq) + S−1dydp]
e2Φ = − 1
(1− κp2 − κ−1q2)(1− κx2 + κ−1y2) ,
which generalizes the geometry (2.7) of [21].
For the standard λ deformation (i.e., for ζ = 0), the AdS2×S2 geometry is recovered
in the limit of small κ [19], and application of such limit to (4.30) leads to a very simple
ζ–dependence after some shifts and rescaling of coordinates. Indeed, the leading order in κ
is
2pi
kκ
ds2 = −dp
2 + (dq + ζdp)2
q2
− dx
2 − (dy − iζdx)2
y2
(4.31)
F (2) =
c1√
κ
[−iS˜ζdydq − S˜−1dxdq] + c2√
κ
[S˜ζdydq + S˜−1dydp]
e2Φ =
κ2
q2y2
, S˜ =
1√
1 + ζ2
In the new coordinates defined as
x˜ =
1
1 + ζ2
[
x+
iζy
1 + ζ2
]
, p˜ =
1
1 + ζ2
[
p+
ζq
1− ζ2
]
, (4.32)
the metric and fluxes become real, and ζ appears only in the radius of the AdS2×S2 and in
the overall normalization of the fluxes:
2pi
kκ
ds2 =
1
1 + ζ2
[
−dp˜
2 + dq2
q2
− dx˜
2 − dy2
y2
]
, e2Φ =
κ2
q2y2
,
F (2) =
1 + ζ2√
κ
[−c1dx˜dq + c2dydp˜], c21 + c22 =
2k
pi
. (4.33)
To summarize, the generalized λ–deformation of AdS2×S2 is given by (4.30). For generic
values of λ and nonzero ζ the fluxes and metric are complex, if one insists on the correct
signature. In the λ = 1 limit one finds the real solution (4.33), and apart from a very simple
ζ dependence, it coincides with analytic continuation of AdS2×S2 discussed in [21].
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We conclude this subsection by writing the solution corresponding to the general R–
matrix (4.19). To simplify the result, it is convenient to redefine the deformation parameters
as
a =
4λ2 + (1− cos2 θ(1− λ))(1 + λ)2ζ2
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 , b = −
2 cos θλ(1− λ2)ζ
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 ,
c =
λ(4λ+ (1 + λ)2ζ2)
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 , (4.34)
This brings matrix λˆ into a simple form,
λˆ =

 a −b 0b c 0
0 0 1

 . (4.35)
and the deformed metric becomes
2pik−1ds2S =
(1 + b2 + ac+ a + c)dp2 + 4bdpdq + (1 + b2 + ac− a− c)dq2
(1− b2 − ac− a + c)(1− p2 − q2) . (4.36)
The expressions for the fluxes are not very illuminating.
4.3 Deformation of AdS3×S3
In this subsection we construct SUGRA embedding of the generalized lambda-deformation
based on the coset
SU(2)× SU(2)
SU(2)diag
× SU(1, 1)× SU(1, 1)
SU(1, 1)diag
. (4.37)
The element of the first coset can be conveniently parameterized as
g =
(
gl 0
0 gr
)
, g†g = I (4.38)
with
gl =
[
α0 + iα3 α2 + iα1
−α2 + iα1 α0 − iα3
]
, gr =
[
β0 + iβ3 β2 + iβ1
−β2 + iβ1 β0 − iβ3
]
. (4.39)
The variables αk, βk introduced in [15] are subject to two constraints∑
(αk)
2 = 1,
∑
(βk)
2 = 1. (4.40)
Following [15], we fix the gauge for SU(2)diag by setting
α2 = α3 = β3 = 0, (4.41)
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and solve the constraints (4.40) by introducing a convenient variable γ:
β1 ≡ γ√
1− α20
, α1 =
√
1− α20, β2 =
√
1− β20 −
γ2
1− α20
. (4.42)
Note that the three remaining coordinates α ≡ α0, β ≡ β0 and γ have the following ranges:
0 < α2 < 1, 0 < β2 < 1, γ2 < (1− α2)(1− β2) . (4.43)
The generators corresponding to the subgroup and the coset are related to (3.33) by a linear
transformation:
F : Ta =
1
2
[
σa 0
0 σa
]
=
1
2
[TLa + T
R
a ], a = 1, 2, 3;
G/F : Tα =
1
2
[
σα−3 0
0 −σα−3
]
=
1
2
[TLα−3 + T
R
α−3], α = 4, 5, 6. (4.44)
In this basis the matrix R1 from (3.37) becomes
R =


0 0 0 0 −1 0
0 0 0 1 0 0
0 0 0 0 0 a
0 −1 0 0 0 0
1 0 0 0 0 0
0 0 −a 0 0 0


. (4.45)
The deformation matrix λˆ is obtained from (4.1), (4.2), where the projector on the subgroup
is
P =
[
I3×3 0
0 0
]
. (4.46)
Evaluation of frames using (4.9) gives
e4(0) = −
dα√
1− α2 , e
5
(0) =
[
γdα + (1− α2)dβ
γ′
√
1− α2
]
, e6(0) = −
βdα+ αdβ − dγ
γ′
,
e4 = c1e
4
(0), e
5 = c1e
5
(0), e
6 = c2e
6
(0), (4.47)
c1 =
√
k
2pi
√
(1 + λ)(ζ2 + λ(2 + ζ2))
λ(1− λ) , c2 =
√
k
2pi
√
λ(1− λ)
(1 + λ)(2λ+ a2ζ2(1 + λ))
.
where we defined
γ′ =
√
(1− α2)(1− β2)− γ2. (4.48)
Interestingly, the frames (4.47) depend on λ and ζ only through constant prefactors, exactly
as it happened for the standard λ–deformation [15, 18]. This feature is guaranteed by the
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general discussion presented in subsection 4.1. Frames (4.47) exhibit one more interesting
feature19: four parameters (k, λ, a, ζ) appear only through two independent combinations
(c1, c2). This implies that the generalized lambda deformation describes the same set of
geometies as its standard counterpart [15, 18]. It would be very interesting to see whether
the same feature persists for other cosets.
The AdS counterpart of (4.47) is obtained by performing an analytic continuation
α→ α˜, β → β˜, γ → γ˜, k → −k, (4.49)
and changing the the range of coordinates from (4.43) to
1 < α˜2, 1 < β˜2, γ˜2 < (α˜2 − 1)(β˜2 − 1). (4.50)
Relation (4.10) gives the dilaton
e−2Φ = e−2Φ0γ′γ˜′ , (4.51)
and for the Ramond–Ramond fluxes, we take a simple ansatz inspired by the regular λ–
deformation [15]:
F (3) = Cγ′γ˜′
[
e3(0) ∧ e4(0) ∧ e5(0) + e1(0) ∧ e2(0) ∧ e6(0)
]
. (4.52)
Here C is an unknown constant, which is determined by solving the equations of type IIB
supergravity reduced to six dimensions:
∇2e−2Φ = 0,
∂m
(√−gFmnp) = 0,
Rmn + 2∇m∇nΦ = e
2Φ
4
(
FmklFn
kl − 1
6
gmnFijkF
ijk
)
. (4.53)
The final answer is
C =
k
√
16λ3 + 2(1 + a2)λ(1 + λ)3 + a2(1 + λ)4ζ4
√
ζ2 + λ(2 + ζ2)
4pi(1− λ)λ
√
2λ+ a2ζ2(1 + λ)
. (4.54)
and in contrast to the deformation of AdS2×S2, the solution (4.47), (4.49), (4.52), (4.54) is
real.
5 Discussion
In this article we have elaborated on the general procedure of constructing generalized λ–
deformations of coset CFTs, and we have found several explicit solutions relevant for string
theory. The main results of this paper can be separated into three categories.
19We thank Ben Hoare for making this observation.
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In section 3 we found rather general solutions of the modified classical Yang–Baxter
(mCYB) equation for arbitrary cosets and supercosets, and we also constructed the most
general R–matrices for the cosets arising in string theory. It would be very interesting to
find the most general solutions of the mCYB for any (super)coset and to apply the results
of our section 3.5 toward generalizing the λ–deformation of supercosets discussed in [20].
The second category of our results concerns insights into the analytical structure of
the generalized λ–deformations. In section 4.1 we demonstrated that under and arbitrary
deformation of an arbitrary coset, the frames are rotated by a constantmatrix and the dilaton
is multiplied by a constant factor. These properties have been observed a-posteriori in several
specific examples [15, 18], but our general proof allows one to drastically simplify calculations
by focusing on the relevant constant matrices rather than evaluating coordinate–dependent
frames.
Finally, in sections 4.2, 4.3 we constructed the generalized λ–deformations of AdS2×S2
and AdS3×S3, including the relevant Ramond–Ramond fluxes. Interestingly, while the solu-
tion corresponding to AdS3×S3 is real, the deformation of AdS2×S2 leads to complex metric
and fluxes. It would be interesting to get a better analytical understanding of this phe-
nomenon. In the AdS5×S5 case we demonstrated that the construction introduced in [23]
does not lead to new solutions beyond the standard λ–deformation.
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A Properties of the matrix D
In this appendix we study some properties of the matrix20
DAB = Tr(TAgTBg
−1), (A.1)
which plays the central role in constructing the generalized λ–deformation. While some
empirical evidence for these properties has been accumulated from the impressive explicit
calculations performed on a case–by–case basis [15, 18], to our knowledge, a general study
of matrix DAB has not been carried out. Using group theory, we derive several important
features of this matrix which significantly simplify the construction of integrable deformations
for arbitrary cosets in comparison with the explicit calculations performed in [15, 18] and
explain the nice ‘surprising relations’ observed in these articles.
20For the reason which will become clear below, in this appendix we use capital letters (A,B) to denote
indices on the algebra g. This is a minor change of notation in comparison with (2.6), which was more
convenient in the main text.
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We begin with recalling the context in which matrix DAB arises in the λ–deformation of
cosets. The metric is constructed using the frames (4.9), the dilaton is given by (4.10), and
both relations contain the expression
D = [D − λˆ−1]−1 . (A.2)
To construct the deformation of a coset G/F , one takes g ∈ G/F and a constant matrix λˆ−1
given by (4.1)
λˆ−1 = I + (I − P )EG(I − P ) . (A.3)
Here P is a projection on a subgroup F , and the explicit form of matrix EG, given by (4.1),
will not be important for our group theoretic discussion here. The results of this appendix
can be summarized in the following statement:
For any coset G/F there exists a canonical gauge (A.5), where matrix D has
three properties:
(i) matrix (I − P )D(I − P ) has constant entries;
(ii) matrix D(I−P ) factorizes as D(I−P ) = ST , where S does not depend on
the deformation, and T is a constant matrix;
(iii) the dependences upon coordinates and constant deformation parameters
factorizes in [detD].
By choosing the canonical gauge in sections 4.2 and 4.3, we found a very simple deformation
dependence in the dilatons (4.24), (4.51) and frames (4.22), (4.47), in agreement with the
general statements above. The specific examples discussed in [15, 18] provide additional
illustrations of these statements.
We begin with specifying the convenient canonical gauge. The coset G/F introduces a
decomposition of the Lie algebra into a subalgebra f and the remaining space l, and in this
appendix the generators of f and l will be denotes using different labels21:
TA ∈ g = f+ l, Ta ∈ f, Tα ∈ l . (A.4)
Algebra f closes under commutations, while the commutators of Tα are gauge–dependent, and
we will choose a convenient gauge where the structure constants have only three nontrivial
blocks:
[Ta, Tb] =
∑
c
ifab
cTc , [Ta, Tβ] =
∑
γ
ifaβ
γTγ [Tα, Tβ] =
∑
γ
ifαβ
cTc . (A.5)
In this gauge the Killing metric ηAB ∝ fAMNfBNM splits into two blocks (ηab, ηαβ) with
vanishing off–diagonal elements ηaα = 0.
21This decomposition shows the convenience of denoting indices in (A.1) by capital letters.
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Our statement (i) reduces to coordinate independence of Dαβ , and to prove this, as well
as the properties (ii) and (iii), we begin with writing matrices D and λˆ−1 in the canonical
basis:
D−1 = D − λˆ−1 =
[
Dab − δab Daβ
Dαb Dαβ −Hαβ
]
, Hαβ = (I + EG)αβ . (A.6)
Notice that the all information about the deformation is contained in the constant matrix
Hαβ, which has indices only on the coset. To proceed it is convenient to label various
components of (A.6) by different letters:
D−1 ≡
[
A B
C F −H
]
. (A.7)
To invert the matrix D−1 and to compute its determinant, we introduce a triangular decom-
position:22
D−1 =
[
A 0
C M
] [
I A−1B
0 I
]
, M ≡ F −H − CA−1B. (A.8)
Then matrix D is given by
D =
[
I −A−1B
0 I
] [
A−1 0
−M−1CA−1 M−1
]
, (A.9)
in particular,
Daβ = −[A−1BM−1]aβ , Dαβ = [M−1]αβ, detD = [detA−1][detM−1]. (A.10)
Recalling that matrices (A,B,C) do not depend on the deformation, we conclude that prov-
ing the properties (i)–(iii) amounts to demonstrating than the matrix M does not depend
on the coordinates. For example, equation (A.8) implies that
D(1− P ) = S
[
0 0
0 M−1
]
, (A.11)
where S does not depend on the deformation and Sαβ = −δαβ , so the trivial coordinate
dependence of M implies (i) and (ii).
To summarize, the properties (i)–(iii) would be proven if we demonstrate that M does
not depend on coordinates, and this is equivalent to showing that
M0 = F − CA−1B (A.12)
is a constant matrix. Since the deformation does not enter the last expression, we have arrived
at a purely group–theoretic statement, and the rest of this appendix will be dedicated to
proving it.
22In a special case an analogous decomposition was used in [18].
27
Let us define D0 as the inverse of (D − λˆ−1) for H = 0:
D0 =
[
Dab − δab Daβ
Dαb Dαβ
]−1
=
[
A B
C F
]−1
. (A.13)
Note that [D0]αβ = [M0]αβ , and we will show that these matrix elements do not depend on
the coordinates (i.e., on g in (A.1)) by demonstrating that they remain constant along any
one–parametric trajectory on a coset. Let us consider such a trajectory:
g = exp [ixcαTα] (A.14)
Evaluating the derivative of the matrix DAB, we find
d
dx
DAB = ic
αfBα
CDAC (A.15)
Introducing a matrix
fB
C ≡ cαfBαC , (A.16)
we can solve the differential equation (A.15):
DAB(x) = exp[ixf ]B
CDAC(0). (A.17)
In the canonical gauge (A.5) matrix f has only two types of components, fa
β and fα
b, so we
can write23
f =
[
0 NT
MT 0
]
, N = −MT (A.18)
and evaluate the exponent
exp[ixf ]T =

 cos
[
x
√
MN
]
ixM
sin[x
√
NM]
x
√
NM
ixN
sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]

 . (A.19)
Here we defined two formal functions of matrix variables using series expansions:
cos[
√
A] ≡
∞∑
n=0
(−1)n
(2n)!
An,
sin[
√
A]√
A
≡
∞∑
n=0
(−1)n
(2n+ 1)!
An . (A.20)
Matrix D0 is determined by substituting (A.17) and (A.19) into (A.13).
23Due to antisymmetry of the structure constants, matricesM and N are related by (Mη)T = −Nη, where
η is the Killing form. To avoid unnecessary complications, we use canonical generators with ηAB = δAB, but
obviously the final results (i)–(iii) hold for any normalization, as long as conditions (A.5) are satisfied.
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We begin with analyzing the generic case with det[MN ] 6= 0. It is natural to identify the
starting point DAB(0) of the trajectory (A.17) with the unit element of the group (i.e., with
g = I in (A.1)), and in our normalization this choice gives24
DAB(0) = δAB . (A.21)
Substitution of (A.17) and (A.19) into (A.13) with the initial condition (A.21) gives
D0 =

 cos
[
x
√
MN
]
− I ixM sin[x
√
NM]
x
√
NM
ixN
sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]


−1
. (A.22)
Direct calculation shows that, as long as matrices (MN) and (NM) are non–degenerate,
D0 =

 cos
[
x
√
MN
]
−ixM sin[x
√
NM]
x
√
NM
−ixN sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]
− I



 I − cos
[
x
√
MN
]
0
0 I − cos
[
x
√
NM
]


−1
.(A.23)
In particular, it is clear that
[D0]αβ = −I (A.24)
does not depend on the coordinate x. This completes our proof of the statements (i)–(iii)
for the trajectories with det[MN ] 6= 0, det[NM ] 6= 0. The rest of this appendix is devoted
to the study of degenerate cases.
First we assume det[NM ] = 0 while still keeping the condition det[MN ] 6= 0. Then a
symmetric matrix NM can be diagonalized by a constant orthogonal transformation A, and
after such diagonalization, matrix M can be written in a block form:
M =
[
M˜ 0
]
AT , detM˜ 6= 0. (A.25)
Note that
N = −A
[
M˜T
0
]
, MN = −M˜M˜T , NM = −A
[
M˜T M˜ 0
0 0
]
AT . (A.26)
Substitution into (A.22) gives
D0 =
[
I 0
0 AT
]−1


cosh
[
x
√
M˜M˜T
]
− I ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
cosh
[
x
√
M˜T M˜
]
0
0 0 I


−1
[
I 0
0 A
]−1
.
24In general, DAB in the origin is proportional to the Killing form ηAB. To avoid unnecessary complica-
tions, we normalized the generators to have ηAB = δAB.
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Performing the inversion as in (A.23), we conclude that (D0)αβ is a constant matrix:
(D0)αβ = A
[ −I 0
0 I
]
AT . (A.27)
This completes the proof of the statements (i)–(iii) for all trajectories with det[MN ] 6= 0.
Finally, we look at the most general case. Diagonalzing symmetric matrices [MN ] and
[NM ] with constant orthogonal rotations A and B, we can bring M to a canonical form
M = B
[
M˜ 0
0 0
]
AT , detM˜ 6= 0. (A.28)
This gives
N = −A
[
M˜T 0
0 0
]
BT , MN = −B
[
M˜M˜T 0
0 0
]
BT , NM = −A
[
M˜T M˜ 0
0 0
]
AT
and
exp[ixf ]T = R


cosh
[
x
√
M˜M˜T
]
0 ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
0 Id1 0 0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
0 cosh
[
x
√
M˜T M˜
]
0
0 0 0 Id2


R−1, (A.29)
R =
[
B 0
0 A
]
, AT = A−1, BT = B−1 detM˜ 6= 0.
Substitution of (A.29) and (A.21) into (A.17) leads to a non–invertible matrix in the right–
hand side of (A.13) unless d1 = 0. To cure this problem, we observe that under a gauge
transformation
g → gh, h ∈ F, (A.30)
matrix (A.1) transforms as
DAB → hˆB CDAC , (A.31)
where hˆB
C is the image of h in the adjoint representation:
hTBh
−1 ≡ hˆB CTC (A.32)
In the basis (A.5) matrix hˆB
C has a block–diagonal form:
hˆB
C =
[ • 0
0 •
]
(A.33)
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To regularize the expression for D0 corresponding to (A.29), we replace the condition (A.21)
by its gauge-transformed version:
DAB(0) = hˆBA. (A.34)
Then definition (A.13) gives
[D0]
−1 = hˆTR


cosh
[
x
√
M˜M˜T
]
0 ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
0 Id1 0 0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
0 cosh
[
x
√
M˜T M˜
]
0
0 0 0 Id2


R−1 −
[
I 0
0 0
]
Note that the last term in the right–hand side can be written as[
I 0
0 0
]
= hˆTR
[
h˜ 0
0 0
]
R−1, (A.35)
where h˜ is some matrix. It is convenient to parameterize its components as
h˜ ≡
[
h˜1 h˜2
h˜3 h˜4 + Id1
]
. (A.36)
If d1 is even, the we can choose a gauge where h˜2 = h˜
T
3 = 0, h˜1 = I, and
h˜4 = exp
[
0 iq
−iqT 0
]
− Id1 (A.37)
is a non–degenerate matrix. For odd d1 a similar gauge can be used to reduce the problem
to d1 = 1. Furthermore, by choosing appropriate matrices A and B in (A.29), we can make
M˜ diagonal, then for d1 = 1 we can further specify the gauge
25:
[D0]
−1 = hˆTR


ch[xMˆ ]− I 0 0 i sh[xMˆ ] 0 0
0 ch[xm]− ch y i sh y 0 i sh[xm] 0
0 −i sh y 1− ch y 0 0 0
−i sh[xMˆ ] 0 0 ch[xMˆ ] 0 0
0 −i sh[xm] 0 0 ch[xm] 0
0 0 0 0 0 Id2


R−1
Here Mˆ is a non–degenerate diagonal matrix, and m 6= 0 is a number. The inverse of the
last matrix is
D0 = R


cosh[xMˆ ]
cosh[xMˆ ]−I 0 0 i coth[
x
2
Mˆ ] 0 0
0 • • 0 • 0
0 • • 0 • 0
−i coth[x
2
Mˆ ] 0 0 −I 0 0
0 • • 0 1 0
0 0 0 0 0 Id2


[hˆTR]−1
25To make the next expression compact, we introduced shortcuts: sh = sinh, ch = cosh.
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Bullets denote some complicated expressions which are irrelevant for our analysis.
To summarize, we have demonstrated that even in the degenerate case when det[MN ] =
0, there exists a gauge where [D0]αβ remains constant along any one–parametric trajectory.
This completes the proof of the statements (i)–(iii).
References
[1] J. A. Minahan and K. Zarembo, “The Bethe ansatz for N=4 superYang-Mills,” JHEP
0303, 013 (2003), hep-th/0212208;
I. Bena, J. Polchinski and R. Roiban, “Hidden symmetries of the AdS(5) x S**5 super-
string,” Phys. Rev. D 69, 046002 (2004), hep-th/0305116.
[2] A. Babichenko, B. Stefanski, Jr. and K. Zarembo, “Integrability and the AdS(3)/CFT(2)
correspondence,” JHEP 1003, 058 (2010), arXiv:0912.1723;
A. Cagnazzo and K. Zarembo, “B-field in AdS(3)/CFT(2) Correspondence and Inte-
grability,” JHEP 1211, 133 (2012), arXiv:1209.4049;
B. Hoare and A. A. Tseytlin, “On string theory on AdS(3) x S(3) x T(4) with mixed
3-form flux: tree-level S-matrix,” Nucl. Phys. B 873, 682 (2013), arXiv:1303.1037;
A. Sfondrini, “Towards integrability for AdS3/CFT2,” J. Phys. A 48, 023001 (2015),
arXiv:1406.2971,
R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefanski and A. Torrielli, “The all-loop
integrable spin-chain for strings on AdS3 × S3 × T 4: the massive sector,” JHEP 1308,
043 (2013), arXiv:1303.5995;
B. Hoare and A. A. Tseytlin, “Massive S-matrix of AdS3 x S3 x T4 superstring theory
with mixed 3-form flux,” Nucl. Phys. B 873, 395 (2013), arXiv:1304.4099;
R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefanski, Jr. and A. Torrielli, “Dressing
phases of AdS3/CFT2,” Phys. Rev. D 88, 066004 (2013), arXiv:1306.2512;
R. Borsato, O. Ohlsson Sax, A. Sfondrini and B. Stefanski, “Towards the All-Loop
Worldsheet S Matrix for AdS3×S3×T 4,” Phys. Rev. Lett. 113, no. 13, 131601 (2014).
arXiv:1403.4543; “The complete AdS3× S3× T4 worldsheet S matrix,” JHEP 1410, 66
(2014), arXiv:1406.0453;
T. Lloyd, O. Ohlsson Sax, A. Sfondrini and B. Stefanski, Jr., “The complete worldsheet
S matrix of superstrings on AdS3 x S3 x T4 with mixed three-form flux,” Nucl. Phys.
B 891, 570 (2015), arXiv:1410.0866;
R. Borsato, O. Ohlsson Sax, A. Sfondrini, B. Stefanski, Jr. and A. Torrielli,
arXiv:1607.00914 [hep-th].
[3] D. Sorokin, A. Tseytlin, L. Wulff and K. Zarembo, “Superstrings in AdS2×S2×T6,” J.
Phys. A 44, 275401 (2011), arXiv:1104.1793;
L. Wulff, “Superisometries and integrability of superstrings,” JHEP 1405, 115 (2014),
arXiv:1402.3122; “On integrability of strings on symmetric spaces,” JHEP 1509, 115
(2015), arXiv:1505.03525.
32
[4] R. Roiban, “On spin chains and field theories,” JHEP 0409, 023 (2004),
hep-th/0312218;
O. Lunin and J. M. Maldacena, “Deforming field theories with U(1) x U(1) global sym-
metry and their gravity duals,” JHEP 0505, 033 (2005), hep-th/0502086;
S. A. Frolov, R. Roiban and A. A. Tseytlin, “Gauge-string duality for superconformal de-
formations of N=4 super Yang-Mills theory,” JHEP 0507, 045 (2005), hep-th/0503192;
S. Frolov, “Lax pair for strings in Lunin-Maldacena background,” JHEP 0505, 069
(2005), hep-th/0503201;
N. Beisert and R. Roiban, “Beauty and the twist: The Bethe ansatz for twisted N=4
SYM,” JHEP 0508, 039 (2005), hep-th/0505187;
S. A. Frolov, R. Roiban and A. A. Tseytlin, “Gauge-string duality for
(non)supersymmetric deformations of N=4 super Yang-Mills theory,” Nucl. Phys. B
731, 1 (2005), hep-th/0507021.
[5] I. V. Cherednik, “Relativistically Invariant Quasiclassical Limits of Integrable Two-
dimensional Quantum Models,” Theor. Math. Phys. 47, 422 (1981).
[6] C. Klimcik, “Yang-Baxter sigma models and dS/AdS T duality,” JHEP 0212, 051
(2002), hep-th/0210095;
C. Klimcik, “On integrability of the Yang-Baxter sigma-model,” J. Math. Phys. 50,
043508 (2009), arXiv:0802.3518;
C. Klimcik, “Integrability of the bi-Yang-Baxter sigma-model,” Lett. Math. Phys. 104,
1095 (2014), arXiv:1402.2105;
C. Klimcik, “Poisson–Lie T-duals of the bi-Yang–Baxter models,” Phys. Lett. B 760,
345 (2016), arXiv:1606.03016 [hep-th].
[7] F. Delduc, M. Magro and B. Vicedo, “On classical q-deformations of integrable sigma-
models,” JHEP 1311, 192 (2013), arXiv:1308.3581.
[8] I. Kawaguchi, T. Matsumoto and K. Yoshida, “Jordanian deformations of the AdS5xS
5
superstring,” JHEP 1404, 153 (2014), arXiv:1401.4855;
T. Matsumoto and K. Yoshida, “Yang–Baxter sigma models based on the CYBE,” Nucl.
Phys. B 893, 287 (2015), arXiv:1501.03665;
T. Kameyama, H. Kyono, J. i. Sakamoto and K. Yoshida, “Lax pairs on Yang–Baxter
deformed backgrounds,” JHEP 1511, 043 (2015), arXiv:1509.00173;
B. Hoare and S. J. van Tongeren, “On jordanian deformations of AdS5 and supergrav-
ity,” arXiv:1605.03554;
H. Kyono and K. Yoshida, “Supercoset construction of Yang-Baxter deformed AdS5×S5
backgrounds,” arXiv:1605.02519;
D. Orlando, S. Reffert, J. i. Sakamoto and K. Yoshida, “Generalized type IIB super-
gravity equations and non-Abelian classical r-matrices,” arXiv:1607.00795.
[9] F. Delduc, M. Magro and B. Vicedo, “An integrable deformation of the AdS5 x S
5
superstring action,” Phys. Rev. Lett. 112, no. 5, 051601 (2014), arXiv:1309.5850;
“Derivation of the action and symmetries of the q-deformed AdS5 × S5 superstring,”
JHEP 1410, 132 (2014), arXiv:1406.6286.
33
[10] G. Arutyunov, R. Borsato and S. Frolov, “S-matrix for strings on η-deformed AdS5 x
S5,” JHEP 1404, 002 (2014) arXiv:1312.3542;
B. Hoare, R. Roiban and A. A. Tseytlin, “On deformations of AdSn x S
n supercosets,”
JHEP 1406, 002 (2014) arXiv:1403.5517;
O. Lunin, R. Roiban and A. A. Tseytlin, “Supergravity backgrounds for deformations of
AdSn× Sn supercoset string models,” Nucl. Phys. B 891, 106 (2015), arXiv:1411.1066;
B. Hoare, “Towards a two-parameter q-deformation of AdS3 × S3 ×M4 superstrings,”
Nucl. Phys. B 891, 259 (2015), arXiv:1411.1266;
S. J. van Tongeren, “On classical Yang-Baxter based deformations of the AdS5 S
5
superstring,” JHEP 1506, 048 (2015), arXiv:1504.05516;
G. Arutyunov, R. Borsato and S. Frolov, “Puzzles of η-deformed AdS5× S5,” JHEP
1512, 049 (2015) arXiv:1507.04239;
G. Arutyunov, S. Frolov, B. Hoare, R. Roiban and A. A. Tseytlin, “Scale invariance
of the η-deformed AdS5 × S5 superstring, T-duality and modified type II equations,”
Nucl. Phys. B 903, 262 (2016), arXiv:1511.05795.
[11] L. Wulff and A. A. Tseytlin, “Kappa-symmetry of superstring sigma model and gener-
alized 10d supergravity equations,” arXiv:1605.04884;
R. Borsato and L. Wulff, “Target space supergeometry of η and λ-deformed strings,”
arXiv:1608.03570 [hep-th].
[12] E. Witten, “Nonabelian Bosonization in Two-Dimensions,” Commun. Math. Phys. 92,
455 (1984).
[13] A. M. Polyakov, “Interaction of Goldstone Particles in Two-Dimensions. Applications
to Ferromagnets and Massive Yang-Mills Fields,” Phys. Lett. B 59, 79 (1975).
[14] K. Sfetsos, “Integrable interpolations: From exact CFTs to non-Abelian T-duals,” Nucl.
Phys. B 880, 225 (2014) arXiv:1312.4560.
[15] K. Sfetsos and D. C. Thompson, “Spacetimes for λ-deformations,” JHEP 1412, 164
(2014) arXiv:1410.1886.
[16] S. G. Rajeev, “Nonabelian Bosonization Without Wess-zumino Terms. 1. New Current
Algebra,” Phys. Lett. B 217, 123 (1989);
J. Balog, P. Forgacs, Z. Horvath and L. Palla, “A New family of SU(2) symmetric
integrable sigma models,” Phys. Lett. B 324, 403 (1994), hep-th/9307030.
[17] A. A. Tseytlin, “On A ’Universal’ class of WZW type conformal models,” Nucl. Phys.
B 418, 173 (1994), hep-th/9311062.
[18] S. Demulder, K. Sfetsos and D. C. Thompson, “Integrable λ-deformations: Squashing
Coset CFTs and AdS5 × S5,” JHEP 1507, 019 (2015), arXiv:1504.02781.
[19] B. Hoare and A. A. Tseytlin, “On integrable deformations of superstring sigma models
related to AdSn × Sn supercosets,” Nucl. Phys. B 897, 448 (2015) arXiv:1504.07213.
34
[20] T. J. Hollowood, J. L. Miramontes and D. M. Schmidtt, “Integrable Deformations of
Strings on Symmetric Spaces,” JHEP 1411, 009 (2014), arXiv:1407.2840;
T. J. Hollowood, J. L. Miramontes and D. M. Schmidtt, “An Integrable Deformation
of the AdS5 × S5 Superstring,” J. Phys. A 47, no. 49, 495402 (2014) arXiv:1409.1538.
[21] R. Borsato, A. A. Tseytlin and L. Wulff, “Supergravity background of λ-deformed model
for AdS2× S2 supercoset,” Nucl. Phys. B 905, 264 (2016), arXiv:1601.08192.
[22] C. Appadu and T. J. Hollowood, “Beta function of k deformed AdS5 x S
5 string theory,”
JHEP 1511 (2015) 095, arXiv:1507.05420.
[23] K. Sfetsos, K. Siampos and D. C. Thompson, “Generalised integrable λ– and η-
deformations and their relation,” Nucl. Phys. B 899, 489 (2015), arXiv:1506.05784
[hep-th].
[24] Y. Chervonyi and O. Lunin, “Supergravity background of the λ-deformed AdS3× S3
supercoset,” Nucl. Phys. B 910, 685 (2016), arXiv:1606.00394 [hep-th].
[25] P. P. Kulish, N. Y. Reshetikhin and E. K. Sklyanin, “Yang-Baxter Equation and Rep-
resentation Theory. 1.,” Lett. Math. Phys. 5, 393 (1981);
E. K. Sklyanin, “Some algebraic structures connected with the Yang-Baxter equation,”
Funct. Anal. Appl. 16, 263 (1982);
Belavin, A. A., Drinfel’d, V. G.: Solutions of the classical Yang-Baxter equation for
simple Lie algebras. Funct. Anal. Appl. 16, 159 (1982);
M. A. Semenov-Tian-Shansky, “What is a classical r-matrix?,” Funct. Anal. Appl. 17,
259 (1983);
Drinfel’d, V. G., “Hamiltonian structures on Lie groups, Lie bi-algebras and the geo-
metric meaning of the classical Yang-Baxter equations,” Sov. Math. Dokl. 27, 68 (1983);
M. A. Semenov-Tian-Shansky, “Dressing transformations and Poisson group actions,”
Publ. Res. Inst. Math. Sci. Kyoto 21, 1237 (1985).
[26] T. V. Skrypnik, “Dual R-matrix integrability”, Theor. Math. Phys. 155, 633 (2008).
[27] N. Berkovits, C. Vafa and E. Witten, “Conformal field theory of AdS background with
Ramond-Ramond flux,” JHEP 9903, 018 (1999), hep-th/9902098;
N. Berkovits, M. Bershadsky, T. Hauer, S. Zhukov and B. Zwiebach, “Superstring theory
on AdS2 x S
2 as a coset supermanifold,” Nucl. Phys. B 567, 61 (2000), hep-th/9907200.
[28] E. S. Fradkin and V. Y. Linetsky, “On space-time interpretation of the coset models in
D < 26 critical string theory,” Phys. Lett. B 277, 73 (1992).
[29] J. Rahmfeld and A. Rajaraman, “The GS string action on AdS3×S3 with Ramond-
Ramond charge,” Phys. Rev. D 60, 064014 (1999), hep-th/9809164;
J. Park and S. J. Rey, “Green-Schwarz superstring on AdS3×S3,” JHEP 9901, 001
(1999), hep-th/9812062;
R. R. Metsaev and A. A. Tseytlin, “Superparticle and superstring in AdS3×S3
35
Ramond-Ramond background in light cone gauge,” J. Math. Phys. 42, 2987 (2001),
hep-th/0011191.
[30] R. R. Metsaev and A. A. Tseytlin, “Type IIB superstring action in AdS5×S5 back-
ground,” Nucl. Phys. B 533, 109 (1998), hep-th/9805028.
[31] N. Beisert, “Review of AdS/CFT Integrability, Chapter VI.1: Superconformal Symme-
try,” Lett. Math. Phys. 99, 529 (2012) arXiv:1012.4004.
36
