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Abstract
In this paper, we study the oscillation, global asymptotic stability, and other properties of the pos-
itive solutions of the difference equation
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn),
where A ∈ (0,∞), k ∈ {2,3, . . .}, and the initial values x−k+1, x−k+2, . . . , x0 are arbitrary real pos-
itive numbers such that
∑k−1
j=0 x−j < 1.
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1. Introduction
In the monograph of Kocic and Ladas [1], they give two research projects (see [1,
p. 169]).
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Research project 6.71. Investigate the oscillatory behavior, the global asymptotic stability
and periodic character of the solutions of the following equation:
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn); (1)
and
Research project 6.72. How should we choose the initial conditions of Eq. (1) so that the
solutions remain positive for all n= 0,1, . . .?
To this end we consider Eq. (1), where A ∈ (0,∞), k ∈ {2,3, . . .}, and the initial values
x−k+1, x−k+2, . . . , x0 are arbitrary real positive numbers such that
∑k−1
j=0 x−j < 1.
The aim of this paper is to investigate the oscillation and global asymptotic stability of
the nonnegative equilibrium of Eq. (1).
2. Some lemmas
Lemma 2.1. Assume that 0 <A 1. Then the equation
f (x)= (1− x)(1− e−Ax)= x (2)
has a unique nonnegative root x = 0, and f (x) < x for 0 < x < 1.
The proof of this lemma is very easy, we omit it.
Lemma 2.2. (i) Assume that 0 <A 1. Then the equation
g(x)= (1− kx)(1− e−Ax)= x (3)
has a unique nonnegative root x = 0 for 0 x < 1/k;
(ii) Assume that A > 1. Then Eq. (3) has a unique positive root x¯ for 0 < x < 1/k,
where x¯ < 1/(k + 1).
Proof. From g(x)= (1− kx)(1− e−Ax), we get g′(x)=−k + e−Ax(A− kAx + k) and
g′′(x)=−Ae−Ax(2k+A− kAx) < 0 for 0 x < 1/k. Hence, g(x) is a convex function.
(i) Noting that g(0)= 0 and g′(x) < g′(0)=A 1, by the properties of g(x) we obtain
that Eq. (3) has a unique nonnegative root x = 0 for 0 x < 1/k.
(ii) Observing that g(0)= 0 and g′(x) < g′(0)= A > 1, by the properties of g(x) we
obtain that Eq. (3) has a unique nonnegative root x = x¯ , where x¯ < 1/(k + 1) for 0 
x < 1/k.
Hence, this completes the proof. ✷
Lemma 2.3. Assume that k ∈ {1,2, . . .}. Then
1+ 1
k
> exp
(
3k + 1−√5k2 + 2k+ 1
2k(k + 1)
)
+ 3k+ 1−
√
5k2 + 2k+ 1
2k(k + 1) . (4)
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Proof. It is easy to see that (4) holds for k ∈ {1,2,3}. So we need only to prove that (4)
holds for k ∈ {4,5, . . .}.
Set
R(k)= exp
(
3k + 1−√5k2 + 2k+ 1
2k(k + 1)
)
+ 3k+ 1−
√
5k2 + 2k+ 1
2k(k + 1) .
Then
R(k)= exp
(
2
3k + 1+√5k2+2k+1
)
+ 2
3k + 1+√5k2 + 2k + 1 .
Observing that
0 <
2
3k+ 1+√5k2 + 2k + 1 <
1
6
for k ∈ {4,5, . . .},
by the properties of
H(x)= ex = 1+ x + x
2
2! + · · · +
xn
n! + · · · ,
we have
R(k) < 1+ 2
3k+ 1+√5k2 + 2k + 1 +
(
2
3k + 1+√5k2 + 2k + 1
)2
+ 2
3k + 1+√5k2 + 2k+ 1
and
1+ 1
k
−
[
1+ 2
3k + 1+√5k2 + 2k+ 1 +
(
2
3k + 1+√5k2 + 2k+ 1
)2
+ 2
3k+ 1+√5k2 + 2k + 1
]
= 2k
2 + 2+ 2(k+ 1)√5k2 + 2k + 1
k(3k + 1+√5k2 + 2k + 1)2 > 0.
Then (4) holds for k ∈ {1,2, . . .}. Thus the proof is complete. ✷
Lemma 2.4. The equation
1+ A
k
= exp
(
(2k+ 1)A+ k −√A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1)
)
+ (2k + 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1) (5)
for k ∈ {1,2, . . .} has a unique root A∗ for A> 1. Moreover,
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1+ A
k
> exp
(
(2k+ 1)A+ k −√A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1)
)
+ (2k + 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1) (6)
holds for 1 <A<A∗, and
1+ A
k
< exp
(
(2k+ 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1)
)
+ (2k + 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1) (7)
holds for A>A∗.
Proof. Set H(A)= 1+A/k and
G(A)= exp
(
(2k + 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1)
)
+ (2k+ 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1) .
Then
H(1)= 1+ 1
k
and
G(1)= exp
(
3k+ 1−√5k2 + 2k+ 1
2k(k + 1)
)
+ 3k+ 1−
√
5k2 + 2k + 1
2k(k + 1) .
By Lemma 2.3 we know that H(1) > G(1). Noting that H ′(A)= 1/k,
G′(A)= 1
2k(k+ 1)
[
(2k+ 1)− A+ k(2k+ 1)√
A2 + 2k(2k+ 1)A+ k2
]
×
[
exp
(
(2k + 1)A+ k −√A2 + 2k(2k+ 1)A+ k2
2k(k+ 1)
)
+ 1
]
and
G′′(A)= exp
(
(2k + 1)A+ k −√A2 + 2k(2k+ 1)A+ k2
2k(k+ 1)
)
×
[
1
2k(k + 1)
(
(2k + 1)− A+ k(2k + 1)√
A2 + 2k(2k+ 1)A+ k2
)]2
+ exp
(
(2k+ 1)A+ k −√A2 + 2k(2k+ 1)A+ k2
2k(k+ 1)
)
× 2k
2
(A2 + 2k(2k+ 1)A+ k2)3/2 > 0.
198 D.C. Zhang, B. Shi / J. Math. Anal. Appl. 278 (2003) 194–202
Hence G(A) is a convex function. Thus by the properties of G(A), we obtain that Eq. (5)
has a unique positive solution A∗; (6) and (7) hold. Thus the proof is complete. ✷
Lemma 2.5. Assume that A= A∗. Then Eq. (3) has the same root as the following equa-
tion:
g′(x)= [(1− kx)(1− e−Ax)]′ = 0, (8)
i.e.,
x¯ = x∗ = (2k+ 1)A
∗ + k −√A∗ + 2A∗(2k+ 1)k + k2
2A∗k(k + 1) ,
where x¯ or x∗ is the positive root of Eq. (3) or Eq. (8), respectively.
Proof. From (3) and (8), we have, respectively, that
e−Ax = 1− (k + 1)x
1− kx
and
e−Ax = k
A− kAx + k . (9)
Thus
1− (k + 1)x
1− kx =
k
A− kAx + k .
It follows
x = (2k+ 1)A+ k −
√
A2 + 2A(2k+ 1)k+ k2
2Ak(k+ 1) . (10)
Substituting (10) into (8), we obtain
1+ A
k
= exp
(
(2k+ 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1)
)
+ (2k + 1)A+ k −
√
A2 + 2k(2k+ 1)A+ k2
2k(2k+ 1) . (11)
Hence, (11) holds for A= A∗ from Lemma 2.4.
By virtue of Lemma 2.2 and the properties of g(x), Eq. (3) and Eq. (8) have the same
root, i.e.,
x¯ = x∗ = (2k+ 1)A
∗ + k −
√
A∗2 + 2k(2k+ 1)A∗ + k2
2k(k+ 1)A∗ .
Therefore, the proof is complete. ✷
Lemma 2.6. Assume that x¯ is the root of the Eq. (3) and x∗ is the root of the Eq. (8). Then
(i) x¯ < x∗ holds for 1 <A<A∗;
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(ii) x¯ > x∗ holds for A>A∗;
(iii) If 1 <A<A∗, then g(x) > x for 0 < x < x¯, and g(x) < x for x¯ < x < 1/k;
(iv) If A=A∗, then g(x) > x for 0 < x < x¯ , and g(x) < x¯ < x for x¯ < x < 1/k;
(v) If A>A∗, then there exists x¯∗ which is a positive number and 0 < x¯∗ < x∗ such that
g(x¯∗)= g(x¯), and g(x) > x¯ holds for x¯∗ < x < x¯, g(x) > x holds for 0 < x < x¯, and
g(x) < x¯ < x holds for x¯ < x < 1/k.
Proof. (i) Set
a = (2k+ 1)A+ k −
√
A2 + 2A(2k+ 1)k+ k2
2Ak(k+ 1) .
Then we have g′(a)=−k + e−Aa(A− kAa + k).
From (6) we obtain g′(a) >−k+ k = 0. Thus by the properties of g(x), we have
a < x∗. (12)
From (6) and Eq. (3), we get
g(a)− a = (1− ka)(1− e−Aa)− a < 0.
Hence g(a) < a. This follows
x¯ < a. (13)
Therefore, x¯ < x∗ holds from (12) and (13). This completes the proof of part (i).
The proof of (ii) is just the same as (i), we omit it. Moreover, the proofs of (iii), (iv),
and (v) can be easily proved, we also omit them.
Thus we complete the proof of this lemma. ✷
Lemma 2.7. Assume that H(x)= (1− e−Ax)/x , where 0 < x and A> 1. Then H ′(x) < 0.
It follows that
1− e−Ax1
1− e−Ax2 <
x1
x2
for 0 < x2 < x1.
Proof. Observing thatH ′(x)= ((Ax+1)e−Ax−1)/x2, setting G(x)= (Ax+1)e−Ax−1,
and noting that G(0) = 0 and G′(x) = −A2xe−Ax < 0, we have G(x) < G(0) = 0 for
0 < x . Thus H ′(x) < 0. It follows that
1− e−Ax1
1− e−Ax2 <
x1
x2
for 0 < x2 < x1.
This completes the proof. ✷
3. Main results
Theorem 3.1. Assume that 0 < x−k+1 + x−k+2 + · · · + x−1 + x0 < 1 and xi  0, where
i ∈ {−k + 1,−k + 2, . . . ,−1,0}. Then every solution of Eq. (1) remains positive for all
n= 1,2, . . . .
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Proof. From Eq. (1) we obtain 0 < x1 < 1 − ∑k−1j=0 x0−j < 1. It follows that 0 <∑k
j=0x1−j < 1. Thus 0 < x1 + x0 + x−1 + · · · + x−k+2 < 1.
By induction we know that 0 < x2 < 1 and 0 < x2 + x1 + x0 + x−1 + · · · + x−k+3 < 1.
Therefore, every solution of Eq. (1) remains positive for all n= 1,2, . . . . Thus the proof is
complete. ✷
Theorem 3.2. Assume that 0 < A  1. Then every positive solution of Eq. (1) is strictly
decreasing and converges to 0.
Proof. From Eq. (1) we have
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn) < (1− xn)(1− e−Axn) for n 0.
By Lemma 2.1, we obtain that xn+1 < xn for 0  n. Thus the solution {xn}∞n=0 is strictly
decreasing.
Observing that {xn}∞n=0 is bounded and by Lemma 2.2, we get limn→∞ xn = 0. Hence,
the proof is complete. ✷
Theorem 3.3. Assume that 1 < A< A∗ and {xn}∞n=0 is a positive nonoscillatory solution
of Eq. (1). Then there exists n0 > 0 such that {xn}∞n=n0 monotonically converges to x¯, where
A∗ is a constant which was derived in Lemma 2.4, x¯ is the equilibrium of Eq. (1).
Proof. Let {xn}∞n=0 be a nonoscillatory solution of Eq. (1). Then there exists n∗0 such that
xn  x¯ or xn  x¯ holds for n n∗0.
Now, we consider two cases.
Case 1. Assume that xn  x¯ for n n∗0.
From Eq. (1), we have
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn) (1− kx¯)(1− e−Axn) for n n∗0 + k − 1.
Thus, by Lemma 2.7, we obtain
xn+1  (1− kx¯) (1− e
−Axn)
(1− e−Ax¯) (1− e
−Ax¯) > xn for n n∗0 + k − 1.
Therefore, by Lemma 2.2 we have the positive solution {xn}∞n=n0 of Eq. (1) is increasing
and converges to the equilibrium of Eq. (1).
Case 2. xn  x¯ for n n∗0.
The proof of this case is just the same as Case 1, so we omit it.
This completes the proof. ✷
Theorem 3.4. Assume that A = A∗ and {xn}∞n=0 is a positive nonoscillatory solution of
Eq. (1). Then there exists n0 > 0 such that {xn}∞n=n0 increasingly converges to x¯, where A∗
is a constant which was derived in Lemma 2.4, x¯ is the equilibrium of Eq. (1).
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Proof. Let {xn}∞n=0 be a positive nonoscillatory solution of Eq. (1). Then there exists n∗0
such that xn  x¯ or xn  x¯ holds for n n∗0.
Case 1. xn  x¯ for n n∗0.
The proof of this case is just the same as Case 1 of Theorem 3.2, so we omit it.
Case 2. xn  x¯ for n n∗0.
From Eq. (1), we have
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn) (1− kx¯)(1− e−Axn) for n n∗0 + k − 1.
Thus, by Lemma 2.7, we obtain
xn+1  (1− kx¯) (1− e
−Axn)
(1− e−Ax¯) (1− e
−Ax¯) < xn for n n∗0 + k − 1.
But from Eq. (1) we have
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn)
and
x¯ < xn+k < xn+k−1 < · · ·< xn+1 < xn for n n∗0 + k − 1.
Then by Lemma 2.6 we have
x¯ < xn+k < (1− kxn+k−1)(1− e−Axn+k−1) < x¯.
This is a contradiction. Thus Case 2 is impossible.
Hence the proof is complete. ✷
Theorem 3.5. Assume tat A > A∗. Then every nontrivial positive solution of Eq. (1) is
strictly oscillatory about the equilibrium x¯ .
Proof. Suppose that {xn}∞n=0 is a nonoscillatory solution of Eq. (1). Then there exists n∗0
such that xn  x¯ or xn  x¯ holds for n n∗0.
Now, we consider two cases.
Case 1. Assume that xn  x¯ for n n∗0.
From Eq. (1) we have
xn+1 =
(
1−
k−1∑
j=0
xn−j
)
(1− e−Axn) > (1− kx¯) (1− e
−Axn)
1− e−Ax¯ (1− e
−Ax¯).
By Lemma 2.7, we obtain xn+1 > xn for n n∗0 + k − 1. Then {xn}∞n=n∗0+k−1 is strictlyincreasing.
Suppose that xn  x¯∗ for n > n1, where n1 > n∗0 + k−1 and x¯∗ is a constant which was
derived in Lemma 2.6. Then
x¯ > xn+k+1 =
(
1−
k−1∑
j=0
xn+k−j
)
(1− e−Axn+k ) > (1− kxn+k)(1− e−Axn+k−1).
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By Lemma 2.6, we obtain x¯ > xn+k+1 > x¯. This is a contradiction.
Suppose that xn < x¯∗ for n > n2, where n2 > n∗0 + k−1 and x¯∗ is a constant which was
derived in Lemma 2.6.
Owing to that {xn}∞n=n2 is bounded, limn→∞ xn  x¯∗ < x¯. This is also a contradiction.
Case 2. Assume that xn  x¯ for n n∗0.
The proof of this case is just the same as Case 2 of Theorem 3.3, so we omit it.
Hence, the nonoscillatory solution of Eq. (1) does not exist, which completes the
proof. ✷
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