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We investigate the behavior of two coupled non-linear photonic cavities, in presence of inhomoge-
neous coherent driving and local dissipations. By solving numerically the quantum master equation,
either by diagonalizing the Liouvillian superoperator or by using the approximated truncated Wigner
approach, we extrapolate the properties of the system in a thermodynamic limit of large photon oc-
cupation. When the mean field Gross-Pitaevskii equation predicts a unique parametrically unstable
steady-state solution, the open quantum many-body system presents highly non-classical properties
and its dynamics exhibits the long lived Josephson-like oscillations typical of dissipative time crys-
tals, as indicated by the presence of purely imaginary eigenvalues in the spectrum of the Liouvillian
superoperator in the thermodynamic limit.
Open many-body quantum systems [1–3] have become
a major field of study over the last decade. The open
nature is common to a vast class of modern experimen-
tal platforms in quantum science and technology, such
as photonic systems [4], ultracold atoms [5–9], optome-
chanical systems [10–13] or superconducting circuits [14–
16], for which driving and losses are omnipresent. Open
quantum systems also display emergent physics, in par-
ticular dissipative phase transitions [17–39] and topolog-
ical phases [40–45].
Several studies have highlighted the possibility for a
continuous-wave driven-dissipative quantum system to
reach a non-stationary state in the long time limit in
which undamped oscillations arise spontaneously [46–52].
This phenomenon has been dubbed as boundary or dissi-
pative time crystal (DTC), in analogy with the time crys-
tals in some Hamiltonian systems [53]. Formally, DTCs
are associated with the occurrence of multiple eigenval-
ues of the Liouvillian with vanishing real and finite imag-
inary part [54–56]. The experimental feasibility of DTC
has been confirmed by their observation in phosphorous-
doped silicon [57]. The research for further platforms
showing this phenomenon is very active and important
to understand the mechanisms behind the spontaneous
breaking of the time-translation symmetry in open quan-
tum many-body systems.
One of the main difficulties in the realization of DTCs
in real system is related to the fragility of this phase to
external perturbations which affect the symmetric struc-
ture of the model. Indeed, in most of the cases consid-
ered so far, the engineering of the DTCs relies on the ex-
ploitation of certain symmetries (either manifest [48, 52]
or emergent [50]) in the Hamiltonian or in the dissipa-
tion mechanism, which can be hard to maintain in real
driven-dissipative systems out of equilibrium.
In this letter, we show that a DTC can arise in a simple
system of two coupled photonic cavities, whose equation
of motion does not preserve any symmetry but the time-
translation invariance. In a broad region of the parameter
space, the dynamics of this system presents limit cycles
associated to parametric instabilities [58], which can be
regarded as the classical limit of a DTC. In this regime
the system displays large fluctuations and entanglement,
thus departing from its classical analog. As symmetries
are not required for the occurrence of a DTC, this system
is very robust and may be easily realized for example on
a superconducting circuit architecture [59] or with cou-
pled semiconductor micropillars [60–63]. This prototyp-
ical system is also a minimal model of dissipative Kerr
solitons, that are emerging as the most suitable optical
system for precision frequency generation and metrology
[64], and therefore highlights the potential of these de-
vices as sources of strongly nonclassical light.
We consider two coupled Kerr cavities where only one
is coherently driven. The system Hamiltonian in a frame
rotating with the pump frequency reads (with ~ = 1)
Hˆ =
∑
i=1,2
−∆aˆ†i aˆi +
U
2
aˆ†i aˆ
†
i aˆiaˆi
− J(aˆ†1aˆ2 + aˆ1aˆ†2) + F (aˆ†1 + aˆ1) ,
(1)
where aˆi is the bosonic annihilation operator of the i-th
mode, ∆ is the frequency detuning between the pump
and the resonator, U is the on-site interaction strength,
J is the hopping coupling and F is the driving ampli-
tude. The dissipative dynamics can be described within
the Born-Markov approximation, resulting in the follow-
ing Lindblad quantum master equation [65, 66] for the
density matrix ρˆ,
dρˆ
dt
= Lρˆ = −i[Hˆ, ρˆ] +
∑
i=1,2
κD[aˆi]ρˆ . (2)
Here D[aˆi]ρˆ = aˆiρˆaˆ†i − 1/2(aˆ†i aˆiρˆ+ ρˆaˆ†i aˆi) is the dissi-
pator in Lindblad form accounting for losses to the envi-
ronment and κ the dissipation rate. L is the Liouvillian
superoperator and its spectrum encodes the full dynam-
ics of the open quantum system. The expectation value
of any quantum mechanical observable oˆ over the state
characterized by the density matrix ρˆ is computed as
〈oˆ〉 = Tr(oˆρˆ). In the long time limit, the system evolves
towards a non-equilibrium steady state ρˆss satisfying the
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2condition dρˆss/dt = 0. We determine the steady-state
density matrix in a properly truncated Hilbert space by
numerically solving the linear system Lρˆss = 0, and im-
posing the condition Tr(ρˆss) = 1. The Hilbert space is
truncated by setting a maximum value Nmaxi , i = 1, 2 for
the total photon occupancy per cavity. The convergence
of the results versus Nmaxi is carefully checked by varying
the cutoff number of photons.
In order to study DTCs, that are collective phenomena
arising in a thermodynamic limit with large photon num-
ber, it is necessary to define a proper scaling of the physi-
cal parameters, allowing to reach this limit in a controlled
way. In this work we consider the thermodynamic limit
obtained by letting the interaction strength U → 0 and
the driving amplitude F → ∞ in Eq. (2), while keeping
constant the product UF 2. This approach has already
been used to study not only DTCs [52], but also the dis-
sipative phase transitions in photonic system of finite size
[32, 33, 67]. In the limit of large photon occupation, the
dynamics of a driven dissipative system can be generally
recovered by the solution of the Gross-Pitaevskii (GP)
equation [2], a mean field approach neglecting all fluctu-
ations. However, due to its non-linear nature, the GP
equation can predict multiple or unstable steady-state
solutions, which differ significantly with those obtained
for the fully quantum many-body model.
Such a discrepancy between the GP and the quantum
model appears for our system, in a broad range of physi-
cal parameters. In Fig. 1 we show the steady-state expec-
tation values for the photon occupation n1 = 〈aˆ†1aˆ1〉 and
n2 = 〈aˆ†2aˆ2〉 in the two cavities, as a function of the driv-
ing amplitude F , for different choices of the non-linearity
U : the other Hamiltonian parameters in Eq. (1), ∆ and
J , are chosen such that the GP equation predicts the
emergence of parametric instability in the system [58, 68].
By studying the behavior of n1 and n2 for decreasing U ,
we can extrapolate their behavior in the thermodynamic
limit and compare it with the GP prediction. We see
that the mean-field approach is reliable only in the limit
of small and large driving, where the GP equation pre-
dicts a unique stable steady-state solution, but it fails
for intermediate values of the rescaled driving amplitude
F˜ = F
√
U/κ3/2. For F˜ ' 2, our results show a steep
increase of the photon occupancy in the two cavities as a
function of F˜ , which becomes steeper as the non-linearity
U decreases. This behavior suggests the emergence of a
discontinuity in the thermodynamic limit, and therefore
of a first-order phase transition similar to that observed
in a single cavity in regimes of optical bistability [33].
Moreover, from the results in Fig. 1 we can find a broad
interval of F˜ values, i.e. 1 . F˜ . 2, where the expec-
tation values computed for the quantum model do not
depend strongly on U (and therefore we can safely as-
sume that the thermodynamic limit is already reached
at the lowest values of U achievable with our numerical
approach) and are notably different from the GP pre-
(a) DTC
phase
(b)
FIG. 1. Rescaled steady-state expectation value of the pho-
ton occupation n1 (a) and n2 (b) in the two cavities, versus
the rescaled pump amplitude F˜ . The lines with markers cor-
respond to the different values of U . The solid, dashed and
dotted lines correspond to the predictions obtained from the
steady-state solution of the GP equations, where the different
line styles represent different nature of the solution: stable
(solid black line), one mode unstable (blue dotted line) and
parametrically unstable (red dashed line). The shaded area
indicates approximatively the DTC phase. The other Hamil-
tonian parameters are ∆/κ = 2, J/κ = 1.2.
dictions. This interval of F˜ corresponds roughly to the
range where the GP approach predicts a unique paramet-
rically unstable steady-state solution [68] and represents
the regime where the DTC is observed (henceforth, we
define this range of parameters as the DTC-phase).
The reason for the inaccuracy of the GP approxima-
tion in the description of our system can be found in the
results for the logarithmic negativity EN and for the von-
Neumann entropy of the steady state, which are shown
in Fig. 2. In Fig. 2-(a), we show EN = log2(||ρˆssΓ1 ||1),
where ρˆss
Γ1 indicates the partial transpose with respect
to the degrees of freedom of the second cavity and ||.||1
3(a) DTC
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FIG. 2. Logarithmic negativity EN (a) and Von Neumann
Entropy S (b) versus the rescaled pump amplitude and for
different values of the non-linearity U . The shaded area in-
dicates approximatively the DTC phase. The other Hamilto-
nian parameters are ∆/κ = 2, J/κ = 1.2.
the trace norm, as a function of F˜ . We can see that,
in the DTC-phase, EN > 0 and increases for decreas-
ing U . This indicates the presence of entanglement be-
tween the two modes, even in the thermodynamic limit
of large number of photons. The von-Neumann entropy
S = −Tr(ρˆss ln(ρˆss)), displayed in Fig. 2-(b), shows in-
stead the mixed character of the steady state, arising be-
cause of the classical fluctuations due to the photon losses
from the cavities. We see that S assumes large values for
1 . F˜ . 2 and increases for decreasing U . The analy-
sis of EN and S confirms the important role played by
fluctuations (both quantum and classical) in the steady
state of our system and therefore the inaccuracy of the
GP approach in the description of the DTC-phase.
In order to reveal the emergence of a DTC in the con-
sidered system, we study the dynamical properties by
computing the spectrum of the eigenvalues λj of the Li-
ouvillian. This is performed by numerically diagonalizing
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FIG. 3. Eigenvalues λ of the Liouvillian superoperator, plot-
ted in units of κ. Each panel shows the eigenvalues with
smallest absolute value of the real part for a given pump am-
plitude F˜ and different values of non-linearity U , correspond-
ing to different colors and marker types. The black cross
indicates the unique steady state. The different pump ampli-
tudes corresponding to each panels are: F˜ = 0.8 (a), F˜ = 1.0
(b), F˜ = 1.5 (c), F˜ = 1.8 (d), F˜ = 2.0 (e) and F˜ = 2.5 (f).
The other parameters are ∆/κ = 2, J/κ = 1.2.
the superoperator L defined in Eq. (2). In Fig. 3, we
show the spectrum of the eigenvalues of L with largest
real part, for different values of F˜ and U . Outside of
the DTC-phase [see Fig. 3-(a) for F˜ = 0.8 and Fig. 3-
(f) for F˜ = 2.5], the eigenvalue with smallest absolute
value is purely real, independently of the value of U . In
this regime, the dynamics of the dissipative system at
long time is characterized by an exponential decaying to-
wards the steady state. At F˜ = 1 [Fig. 3-(b)], the onset
of long-lived oscillation at small U is revealed by the fact
that the eigenvalue λ1 with largest real part has a finite
imaginary part. We also see, in this case, that the Liou-
villian gap Λ = |Re(λ1)| decreases for decreasing U .
The typical Liouvillian spectrum in the DTC-phase is
shown in Fig. 3-(c) (F˜ = 1.5) and Fig. 3-(d) (F˜ = 1.8).
From these plots, we clearly notice the presence of eigen-
values which, when U → 0, have a vanishing real part
and finite imaginary part. This means that the time
4scale of the relaxation dynamics (which is determined by
the inverse of the Liouvillian gap 1/Λ) becomes increas-
ingly long when approaching the thermodynamic limit.
Even though the Lindblad master equation Eq. (2) pre-
dicts the existence of a time-independent steady state,
the evolution of the density matrix is characterized by
long lived oscillations: indeed, according to the spectral
decomposition of the density matrix [67],
ρˆ(t) = ρˆss +
∑
j
cj(0)e
λjtρˆj , (3)
where ρˆj are the eigenmatrices of the Liouvillian su-
peroperators associated to the eigenvalues λj 6= 0, and
cj(0) = Tr(ρˆ(0)ρˆj) are the components of the initial den-
sity matrix ρˆ(0) over the different ρˆj . While all the com-
ponents having λj with sizeable real part decay rapidly,
those with |Re(λj)|  |Im(λj)| will give rise to long lived
oscillations in ρˆ(t).
The results in Fig. 3-(c,d) suggest also that the imagi-
nary part of the eigenvalues with vanishing real part are
integer multiple of a fundamental frequency. The two
features, i.e. the gapless Liouvillian spectrum and the
imaginary eigenvalues of the low excitations described
by bands separated by the same frequency, are the key
elements of a DTC, as also pointed out in Ref. [46].
Finally, for F˜ = 2.0 [Fig. 3-(e)], we notice that the
eigenvalue with largest real part is purely real, signal-
ing the disappearance of the long-lived oscillation of the
DTC-phase. Moreover, we can notice also that this eigen-
value goes to zero in the thermodynamic limit: this be-
havior can be associated to the closing of the Liouvillian
gap in the vicinity of a critical point, and hence supports
the evidence for a first-order dissipative phase transition
[67], as already indicated by the results in Fig. 1.
The emergence of a DTC in our system is corrobo-
rated by a study of the dynamics with the Truncated
Wigner approximation (TWA) [69]. This numerical ap-
proach relies on the assumption that the equation of mo-
tion for the Wigner quasi-probability distribution func-
tion obtained from the master equation, Eq. (2), can
be written as a Fokker-Planck equation in the limit of
small non-linearities. Therefore, the evolution of the den-
sity matrix can be recovered by averaging many trajecto-
ries obtained solving numerically the associated Langevin
equation for the complex field, using stochastic Monte-
Carlo techniques. In spite of its approximated nature,
this approach is very useful for studying our system in
regimes of high photon occupancy in the cavities, as it
avoids the use of large cut-off in the number of photons
per cavity. In Fig. 4, we show the TWA results for the
time evolution of population difference between the two
cavities, z = 〈aˆ†1aˆ1−aˆ†2aˆ2〉, for the value of F˜ = 1.5 inside
the DTC-phase, having chosen the vacuum as the initial
condition. The oscillating character of the dynamics is
evident for all the values of the non-linearities considered
and persists on a time scale which is large with respect
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FIG. 4. Time evolution of the rescaled population difference z
between the two cavities for F˜ = 1.5, ∆/κ = 2, J/κ = 1.2 and
different values of U . The results are obtained by averaging
over 105 stochastic trajectories obtained with TWA.
to the inverse loss rate 1/κ. By comparing the curves
obtained for different values of U , we can see that the
damping of the oscillation becomes smaller for decreas-
ing U , but their period is almost independent. These
results confirm what already observed in the analysis of
the Liouviallian spectrum: when approaching the ther-
modynamic limit, the Liouvillian gap goes to zero, as
indicated by the slowing down of the exponential decay
of the oscillation; instead its imaginary part, which is re-
lated to the period of the oscillations, remains finite. In
Fig. 4, we show the quantity z(t) obtained from the GP
equation, when taking the vacuum as initial condition
at t = 0. The comparison with the TWA results shows
that the fluctuations do not affect the frequency of the
oscillations. Fluctuations are instead only responsible for
random relative phase shifts among single TWA trajecto-
ries, resulting in the damping of oscillations at long times
[68].
In conclusion, we have shown the emergence of a dissi-
pative time crystal in a simple driven-dissipative system
of two coupled non-linear optical resonators, under gen-
eral conditions which do not rely on the presence of sym-
metries. The DTC phase arising over a wide range of pa-
rameters is characterized by spontaneous long lived oscil-
lations of the system observables under continuous-wave
driving, large fluctuations and non-classical correlations.
The scheme we propose can be easily realized with cur-
rent experimental technologies, such as superconducting
circuits [59] or semiconductor micropillars [60–63], which
have already been used for the investigation of other col-
lective phenomena in open quantum system. The emer-
gence of a DTC in an optical dimer is directly related to
the physics of Kerr solitons, for which the quantum prop-
erties of the radiation field are yet to be fully understood.
5The present study is an important step toward the char-
acterization of quantum correlations and entanglement
in Kerr-soliton systems, opening the way to the design of
optical devices for the generation of non-classical light.
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7SUPPLEMENTAL MATERIAL
In this Supplementary Material, we firstly apply the mean-field Gross-Pitaevskii (GP) formalism to the study of
the asymmetric photonic dimer, and we derive a phase diagram which indicates the number and the nature of the
steady-state solutions as a function of the physical parameters. This study gives us an approximation for the region
in parameter space where the dissipative time crystal appears, which corresponds to the region where GP predicts a
unique parametrically unstable steady-state solution.
Secondly, we provide an analysis of the behavior of the trajectories obtained with the Truncated Wigner approxi-
mation, in order to give insights into the effect of the fluctuations in the quantum dynamics of the photonic dimer.
PHASE DIAGRAM FOR THE GROSS-PITAEVSKII STEADY-STATE SOLUTIONS
The Gross-Pitaevskii approximation is obtained from the master equation [Eq. (2) of the main text] assuming only
coherent states for fields, ρˆ = |α1, α2〉〈α1, α2|. The two rescaled complex fields α1 =
√
U〈aˆ1〉 and α2 =
√
U〈aˆ2〉 evolve
according to the set of coupled equations:
i
∂α1
∂t
= (−∆− iκ/2)α1 + |α1|2α1 − Jα2 + F
√
U
i
∂α2
∂t
= (−∆− iκ/2)α2 + |α2|2α2 − Jα1 .
(S1)
The steady-state GP solutions αi,S are obtained solving Eqs. (S1) with the condition i∂tαi,S = 0. The stability of
each solution can be assessed by evaluating the spectrum of linearized excitations around them. If all the frequencies
of the linearized excitations have negative imaginary parts, then the corresponding solution is stable and can describe
the steady state of the driven-dissipative system. Otherwise, the solution is unstable. The parametric instability
happens when the frequency of the excitations presents a non-zero real part.
A detailed discussion of the Gross-Pitaevskii analysis of the system can be found in Ref. [58]. Here we want
to calculate the number and the nature of the GP solutions as a function of the physical parameters ∆, J and
F˜ = F
√
U/κ3/2. The results of this calculation, at the fixed value of ∆ = 2κ, are shown in the phase diagram of Fig.
S1-(a). We clearly notice the emergence of a region where the GP approach predicts a unique parametrically unstable
steady-state solution. In this regime, if we compute the time evolution of the mean fields αi(t) by integrating Eqs.
(S1) choosing the vacuum as the initial condition (α1(0) = 0, α2(0) = 0), we see the emergence of limit cycles at long
times, which represent the classical limit of the dissipative time crystal in the quantum system. In Fig. S1-(c), we
plot the trajectories described by the two mean fields αi(t) in the plane Re(α) − Im(α): as the time increases, the
fields do not evolve towards a steady state, but they display a periodic behavior. For comparison, in Fig. S1-(b), we
show the time evolution of a trajectory in a regime where GP predicts a single steady-state solution: in this case,
each of the two mean fields αi evolve towards a single point, which corresponds to the solution αi,S .
For sake of completeness, we have derived the phase diagram with the number and the nature of the GP steady-state
solutions, for several values of the detuning ∆ > 0. From the results shown in Fig. S2, we notice the presence of
a region with a single parametrically unstable GP solution, for all the values of ∆ we have considered. Hence, the
DTC-phase is achieved over a finite range of values of the detuning.
ANALYSIS OF THE TRAJECTORIES WITHIN THE TRUNCATED WIGNER APPROACH
According the truncated Wigner approximation (TWA), the state of the photonic dimer can be described by two
complex fields α1(t) and α2(t) which describe the coherence over the two modes. Their time evolution follows the
stochastic differential equation
∂αi
∂t
= −i [−(∆ + iκ/2) + U(|αi|2 − 1)]αi − iFδi,1 + iJα3−i +√κ/4χ(t) , (S2)
where χ(t) is a normalized random complex Gaussian noise with correlators 〈χ(t)χ(t′)〉 = 0 and 〈χ(t)χ∗(t′)〉 =
δ(t− t′) and describes the fluctuations arising in the quantum system because of photon losses. Each TWA trajectory
corresponds to a different realization of the noise term χ(t) and the properties of the density matrix of the quantum
system can be recovered averaging the different trajectories.
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FIG. S1. Panel (a): Phase diagram for the number and the nature of the GP steady state solution as a function of J and
F˜ , for the fixed value of ∆ = 2κ. In the phase diagram, we distinguish the case of a single stable solution (1 sol. S), a
single parametrically unstable solution (1 sol. P), three solutions (either with or without one parametrically unstable) and five
solutions. The dashed line represent the value J = 1.2κ, i.e. the value of J considered in the results of the main text. Panels
(b) and (c): trajectories described by the mean fields α1 (red curve) and α2 (blue curve) according to the GP time evolution,
for ∆ = 2κ, J/κ = 1.2 and different values of F˜ : panel (b) for F˜ = 0.95 (i.e. in the case of a single stable solution) and panel (c)
for F˜ = 1.5 (i.e. in the case of a single parametrically unstable solution). The shown trajectories are obtained by numerically
integrating the GP equations (Eq. (S1)) up to tκ = 103. The arrows indicate how the fields evolve for increasing time.
(a) (b) (c) (d) (e) (f)
FIG. S2. Region in the parameter space where GP predicts a single parametrically unstable solution: each panel show the
results as a function of the parameters J/κ and F˜ , for different values of detuning: ∆/κ= 1 (a), 1.5 (b), 2 (c), 2.5 (d), 3 (e),
3.5 (f).
In Fig. S3, we show the evolution of the population difference between the two cavities, zˆ = aˆ†1aˆ1 − aˆ†2aˆ2, over five
TWA trajectories, for different values of the non-linearity U and for the value of F˜ = 1.5, inside the DTC-phase. For
all the values of U , we notice that most of the single trajectories present an oscillating behavior, which persists over
a longer time interval as the non-linearity decreases. From this analysis, we can deduce that the fluctuations induced
by the noise term χ in Eq. (S2) do not suppress the oscillating character of the trajectories, but induce a certain
dephasing among them, which results in the damping towards the steady-state expectation value when the results of
the single trajectories are averaged (See Fig. 4 in the main text).
9-4
-2
0
2
4
-4
-2
0
2
4
0 10 20 30 40
-4
-2
0
2
4
(a)
(b)
(c)
FIG. S3. Time evolution of the population difference between the two cavities obtained for 5 different TWA trajectories,
starting from the vacuum at t = 0. The different panels show the results for different non-linearities: U = 0.1 (a), U = 0.05
(b) and U = 0.01 (c). The other parameters are F˜ = 1.5, ∆/κ = 2 and J/κ = 1.2
To have a better understanding of how the fluctuations influence the dynamics of the system in the DTC-phase, we
show the distribution of the fields αi(t) over a set of 12000 TWA trajectories for different times t and non-linearities
U . At small time, the distribution is a Gaussian centered around the GP solution. At longer times, the effect of the
noise is to spread the distribution of αi along the limit cycles defined from the GP equation (showed in Fig. S1-(c)).
Thus, even though a single TWA trajectory does not reach a steady state but presents an oscillating character similar
to that of the GP parametrically unstable solution, the full distribution becomes stationary for long time, showing
the emergence of a steady state. The time interval needed to reach the steady state becomes larger when U decreases.
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FIG. S4. Distribution of the TWA fields α1 (in red) and α2 (in blue) in phase space at different times t and non-linearities
U . The black markers give the GP solution for the first (+) and second (×) cavity for the given time. The distributions are
obtained from the realization of 1.2× 104 TWA trajectories.
