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Abstract
This paper introduces a novel technique that enables access by a cognitive secondary user (SU)
to a spectrum occupied by an incumbent primary user (PU) that employs Type-I Hybrid ARQ. The
technique allows the SU to perform selective retransmissions of SU data packets that have not been
successfully decoded in the previous attempts. The temporal redundancy introduced by the PU ARQ
protocol and by the selective retransmission process of the SU can be exploited by the SU receiver to
perform interference cancellation (IC) over multiple transmission slots, thus creating a "clean" channel
for the decoding of the concurrent SU or PU packets. The chain decoding technique is initiated by a
successful decoding operation of a SU or PU packet and proceeds by an iterative application of IC in
order to decode the buffered signals that represent packets that could not be decoded before. Based on
this scheme, an optimal policy is designed that maximizes the SU throughput under a constraint on
the average long-term PU performance. The optimality of the chain decoding protocol is proved, which
determines which packet the SU should send at a given time. Moreover, a decoupling principle is proved,
which establishes the optimality of decoupling the secondary access strategy from the chain decoding
protocol. Specifically, first, the SU access policy, optimized via dynamic programming, specifies whether
the SU should access the channel or not, based on a compact state representation of the protocol; and
second, the chain decoding protocol embeds four basic rules that are used to determine which packet
should be transmitted by the SU. Chain decoding provably yields the maximum improvement that can
be achieved by any scheme under our assumptions, and thus it is the ultimate scheme, which completely
closes the gap between previous schemes and optimality.
Index Terms
Cognitive radios, resource allocation, Markov decision processes, ARQ, interference cancellation
This paper was presented in part at the Information Theory and Applications Workshop (ITA), 2013 [1].
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2I. INTRODUCTION
The recent proliferation of mobile devices has been exponential in number as well as hetero-
geneity [2]. As mobile data traffic is expected to grow 13-fold, and machine-to-machine traffic
will experience a 24-fold increase from 2012 to 2017 [2], tools for the design and optimization
of agile wireless networks are of significant interest [3]. Furthermore, network design needs to
explicitly consider the resource constraints typical of wireless systems. Cognitive radio (CR) [4]
is a novel paradigm to improve the spectral efficiency of wireless networks, by enabling the
coexistence of primary users (PUs) and secondary users (SUs) in the same spectrum. SUs are
smart wireless terminals that collect side information about nearby PUs (e.g., activity, channel
conditions, protocols employed, packets exchanged), and exploit this information to adapt their
operation in order to opportunistically access the wireless channel while generating bounded
interference to the PUs [5]–[7].
In the underlay cognitive radio paradigm [8], the PU is a legacy system, oblivious to the
presence of the SU, which in turn operates concurrently with the PU and needs to satisfy given
constraints on the performance loss caused to the PU. In this paper, within this framework, we
propose a mechanism, termed chain decoding (CD), which exploits the automatic retransmission
request (ARQ) protocol implemented by the PU. In fact, the PU ARQ mechanism results in
replicas of the PU packet transmitted over subsequent slots. This effectively creates redundancy
in the channel, which can be leveraged by the SU to implement interference cancellation
(IC) techniques and boost its own throughput, or alternatively, achieve a target throughput
with fewer transmissions and less interference to the PU. Our proposed mechanism leverages
opportunistic retransmissions performed by the SU to improve the spectrum efficiency, and a
buffering mechanism at the SU receiver. Consider, for instance, the following example, depicted
in Fig. 1.
Example 1. The PU transmits P1 in slot 1, the transmission is unsuccessful and thus a retrans-
mission occurs in slot 2. This retransmission is successful, and thus PU remains idle in slot
3, waiting for new data to transmit. On the other hand, the SU transmits S1 and S2 in slots 1
and 2, respectively, but these transmissions are not successful. The SU retransmits S2 in slot
3, and successfully decodes it, taking advantage of the fact that the PU is idle in slot 3. Chain
decoding now starts: the interference of S2 is removed from slot 2, and thus the SU can recover
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3Fig. 1: Example of chain decoding.
P1; finally, the interference of P1 is removed from slot 1, and thus the SU can recover S1.
That is, IC is applied in chain, as SU and PU packets become decodable and their interference
is removed. This gain would not possible if the SU did not apply a clever retransmission and
buffering mechanism (specifically, retransmission of S2 in slot 3, and buffering of the signals
received in slots 1 and 2).
More in general, a successful retransmission of a SU packet may be exploited to perform IC
in the previous transmission attempt of the same packet, thus potentially enabling the decoding
of the interfering PU packet. In turn, knowledge of the PU packet released via IC may be
exploited to perform IC in the corresponding ARQ retransmission window of the same packet,
thus potentially enabling the decoding of previously failed SU transmission attempts, and so
on. Overall, the decoding of a SU packet releases the decoding of the interfering PU packet,
which in turn releases the decoding of the SU packets transmitted over the corresponding ARQ
window, and so on, hence the name chain decoding.
Chain decoding opens up intriguing questions. Which signals should be buffered? Which
packet is optimal to be transmitted at a given time instant? Due to the number of possibilities
for secondary access by the SU (remain idle, transmit a new data packet, or retransmit some
previous data packet), and to the potentially large number of corrupted packets buffered at the
SU receiver, the description of the CD scheme may require a very large and possibly unbounded
number of states, resulting in prohibitive complexity. Indeed, a secondary transmission protocol
consists of two decisions: (1) secondary access scheme: determining whether the SU should
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4transmit or stay idle and (2) packet selection: which packet should be sent if a transmission is
made. In general, these two decisions should be made jointly; however, we will show that it is
optimal to apply a decoupling principle and separate the decisions, which leads to a simplified
protocol specification. In particular, the CD protocol specifies which packet is transmitted by the
SU based on four basic rules (Theorem 1), whereas the secondary access scheme determines
whether the SU should remain idle or transmit at any given time, depending on the state of the
CD protocol. Under the CD protocol, we show that the SU throughput admits a closed-form
expression and achieves the upper bound (Theorem 2 and 3), obtained under the genie-aided
case where the transmission sequence of the SU is generated with non-causal information on the
channel state and on the PU transmission sequence. Moreover, we prove that this CD protocol
defines a compact state space representation of the system, which is amenable to numerical
optimization of the SU access policy via dynamic programming (Theorem 4). Based on this
compact state space representation, we model the state evolution of the CD protocol as a Markov
decision process [9], [10], induced by the specific access policy used by the SU, which determines
its access probability in each state of the network. As an application of the proposed CD scheme,
we study the problem of designing optimal secondary access policies that maximize the average
long-term SU throughput, while causing a bounded average long-term throughput loss to the
PU.
There is significant prior work on CR; here, we focus on the literature that is most relevant
to our current problem framework. The work in [11] explores the benefits of decoding the PU
packet at the SU receiver to enable IC. However, no ARQ is assumed. The idea of exploiting
the primary ARQ process to perform IC on future packets was proposed by [12]. Therein, the
PU employs hybrid ARQ with incremental redundancy and the ARQ mechanism is limited to
at most one retransmission. The SU receiver exploits the knowledge of the PU packet, possibly
acquired in the first primary transmission attempt, to enable IC in case of retransmission, thus
enhancing its own throughput. In [13], a technique is proposed to exploit the knowledge of the
current PU packet collected at the SU receiver to perform IC within the corresponding primary
ARQ window where PU transmissions occur. In particular, Forward IC (FIC) enables IC in the
subsequent slots corresponding to primary retransmission attempts, if these occur. Moreover,
previously failed secondary transmission attempts may be recovered by using Backward IC
(BIC) on the corresponding buffered received signals. In this work, we further extend these
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5ideas, by allowing the SU to opportunistically perform retransmissions of previously failed SU
transmission attempts, so as to introduce redundancy in the secondary channel as well, which
may then be exploited to enable IC across different ARQ windows, with the overall effect of
improving the secondary throughput via CD.
Paper [14] investigates the interaction between the ARQ protocol of the PU and the access
scheme of the SU, but does not exploit the temporal redundancy of ARQ to enable IC. Paper
[15] devises an opportunistic sharing scheme with channel probing based on the ARQ feedback
from the PU receiver. Compared to [16], where the SU transmitter has non-causal knowledge
of the PU packet, in our work we explicitly model the dynamic acquisition of the PU packet at
the SU receiver, which enables IC. In this paper, we assume that the retransmission state of the
PU is known at the SU pair, by overhearing the ARQ feedback from the PU receiver. The case
where the spectrum occupancy is unknown can be analyzed using tools developed in [17]–[19],
where the state of the PU network is inferred via distributed spectrum sensing.
This paper is organized as follows. In Sec. II, we introduce the system model. In Sec. III, we
describe the CD technique implemented by the SU pair. In Sec. IV, we present the optimization
problem. In Sec. V, we present the four rules of the CD protocol and prove their optimality,
followed by the description of the compact state space representation of the protocol in Sec. VI.
In Sec. VII, we present some numerical results. Finally, in Sec. VIII, we conclude the paper.
The proofs of the analytical results are provided in the Appendix.
II. SYSTEM MODEL
We consider a two-user interference network, depicted in Fig. 2, where a primary and a
secondary transmitter, denoted by PUtx and SUtx, respectively, transmit to their receivers, PUrx
and SUrx, over the direct links PUtx→PUrx and SUtx→SUrx. Their transmissions generate
mutual interference over the links PUtx→SUrx and SUtx→PUrx.
Time is divided into slots of fixed duration ∆. Each slot matches the length of the PU and
SU packets, and the transmissions of the PU and SU are assumed to be perfectly synchronized.
We adopt the block-fading channel model, i.e., the channel gains are constant within each slot
duration but varies across different slots. Assuming that the SU and the PU transmit with constant
power Ps and Pp, respectively, and that zero mean Gaussian noise with unit variance is added
at the receivers, we define the signal to noise ratios (SNR) in slot n of the links SUtx→SUrx,
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Fig. 2: System model
PUtx→PUrx, SUtx→PUrx and PUtx→SUrx, as γs(n), γp(n), γsp(n) and γps(n), respectively.
We model the joint SNR process {(γP (n),γS(n)), n ≥ 0}, where γP (n) = (γp(n), γsp(n)) and
γS(n) = (γs(n), γps(n)), as i.i.d. over time, with probability distribution Pγ(γS,γP ), so that the
links may be spatially correlated. The following analysis can be extended to the case where the
SNR process is stationary ergodic with finite first and second order moments.
The SU and PU employ a packet based system, where each packet consists of a fixed number
of bits Ns and Np, corresponding to fixed transmission rates Rs and Rp bits/s/Hz, respectively.
Both devices may transmit or remain idle in each slot. We denote the access decision of the SU
and PU in slot n as aS,n ∈ {0, 1} and aP,n ∈ {0, 1}, respectively, where aS,n = 1 (aP,n = 1) if
the SU (PU) accesses the channel in slot n, and aS,n = 0 (aP,n = 0) if it decides to remain idle.
The access decisions are made independently by the SU and PU according to access policies
µS and µP , respectively, introduced in Secs. II-B and II-A, respectively.
No channel state information (CSI) is available at the transmitters, so that the latter can-
not adjust their transmission rates or power levels based on the instantaneous link quality
(γP (n),γS(n)). Additionally, the simultaneous transmissions of the PU and SU generate mutual
interference at the respective receivers. Thus, transmissions may undergo outage if the transmis-
sion rate is not supported by the current channel quality.
We now introduce the models for the PU and SU systems.
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7A. PU system
Herein, we describe the model for the PU system, which specifies the decoding outcomes at
PUrx as a function of the activity of the SU pair, the ARQ scheme, the packet labeling and
buffering, the description of the internal state of the PU, the PU access scheme and the internal
PU state evolution.
1) Decoding outcome at PUrx: Due to the interference generated by SUtx to PUrx, the
outcome of the PU transmission (failure or success) depends on the SU access decision aS,n ∈
{0, 1}. Additionally, the PU pair is oblivious to the activity of the SU pair, so that it treats the
interfering signal as noise. Therefore, the transmission of the PU in slot n is successful if and
only if γP (n) ∈ ΓP (aS,n), where
ΓP (aS,n) ≡
{
γP : Rp < C
(
γp
1 + aS,nγsp
)}
. (1)
In (1) and hereafter, we have assumed the use of Gaussian signaling and capacity-achieving
coding with sufficiently long codewords, and we have defined C(x) , log2(1 + x) as the
(normalized) capacity of the Gaussian channel with SNR x at the receiver [20].
2) ARQ scheme: In order to improve reliability, the PU employs Type-I HARQ [21] with
deadline Rmax > 1, i.e., at most Rmax transmissions of the same PU packet can be performed,
after which the packet is discarded and a new transmission may be performed. To this end, the
PU receiver, at the end of slot n, feeds back the packet yP,n ∈ {ACK,NACK} to inform the
PU transmitter of the transmission outcome, where yP,n = ACK (respectively, yP,n = NACK)
indicates that the PU transmission was successful (unsuccessful) in slot n. If the PU remains
idle in slot n, then the PU receiver remains idle and yP,n = ∅. We assume that the feedback
packet yP,n is received with no error by both PUtx and the SU pair. We define the primary
ARQ state tP,n ∈ N(0, Rmax − 1)1 as the number of retransmission attempts for the current
PU packet, and the ARQ delay dP,n ∈ N(0, Dmax − 1), with Dmax ≥ Rmax, as the number of
slots since the current packet was transmitted for the first time, where Dmax is the maximum
tolerable delay for the PU packets. Namely, if a PU packet is transmitted for the first time in
slot n, then tP,n = 0 and dP,n = 0; the counter tP,n is increased by one unit at each ARQ
retransmission, and dP,n is increased by one unit in each slot, until either the ARQ deadline
1We define N(n0, n1) = {t ∈ N, n0 ≤ t ≤ n1} for n0 ≤ n1 ∈ N
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8Rmax is reached when tP,n = Rmax − 1 and aP,n = 1 (i.e., the (Rmax − 1)th retransmission
attempt is performed), or the maximum tolerable delay Dmax is reached when dP,n = Dmax− 1.
If, in slot n, either the ARQ deadline Rmax is reached (tP,n = Rmax − 1 and aP,n = 1), or the
delay deadline Dmax is reached (dP,n = Dmax − 1), the packet is, possibly, retransmitted in slot
n and then dropped at the end of the slot, irrespective of the transmission outcome. In case of
no active session, we let tP,n = dP,n = 0. We let νP (j), j ≥ 0 be the slot index corresponding
to the beginning of the jth primary ARQ cycle; mathematically, νP (0) = 0 and, for j > 0,
νP (j) = min{n : tP,n = 0, dP,n = 0, aS,n = 1, n > νP (j − 1)}. For νP (j) ≤ n < νP (j + 1), the
ARQ delay can thus be expressed as dP,n = n− νP (j).
3) PU packet labeling: Without loss of generality, each PU packet is univocally labeled with
the slot-index when it was transmitted for the first time, i.e., if the current PU packet is transmitted
for the first time in slot n (so that tP,n = 0), such packet is assigned the label lP,n = nP ,2 which
is used for all future retransmissions of the same packet. We let lP,n = nP if aP,n = 0.
4) Packet buffering: The packets arrive from the upper layer and are stored in a buffer of size
Qmax > 0. Packets are served from the data queue according to a first in first out scheme. The
packet arrival process {bP,n, n ≥ 0}, where bP,n ∈ N(0, Bmax) for some Bmax <∞, is modeled
as an i.i.d. process, independent of the SNR process {(γP (n),γS(n)), n ≥ 0}, with probability
distribution PB(bP ). The following analysis can be extended to the case where the data arrival
process is stationary ergodic with finite first and second order moments. We denote the state of
the queue in slot n, i.e., the number of packets stored in the buffer including the current packet
under transmission, as qP,n ∈ N(0, Qmax). The queue evolution is modeled as
qP,n+1 = min{qP,n − oP,n + bP,n, Qmax}, (2)
where oP,n takes values oP,n = 1 if the transmission is successful or the packet is dropped (due
to reaching either the ARQ or the delay deadlines); otherwise, oP,n = 0. Note that oP,n = 0
when qP,n = 0, since no packets can be transmitted from an empty queue. Additionally, if
dP,n = Dmax − 1, then qP,n > 0 (since no active session exists with an empty data queue) and
necessarily oP,n = 1, since the packet is dropped, independently of the transmission outcome;
if dP,n < Dmax − 1 and yP,n = ∅, then aP,n = 0 and oP,n = 0 since no PU transmission is
2We use the subscripts "P" and "S" to refer to PU and SU packets, respectively.
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9performed; if dP,n < Dmax − 1 and yP,n = ACK, then qP,n > 0, aP,n = 1, γP,n ∈ ΓP (1) and
oP,n = 1 since the PU transmission is successful; finally, if dP,n < Dmax− 1 and yP,n = NACK,
then qP,n > 0, aP,n = 1, γP,n /∈ ΓP (1) and oP,n = χ(tP,n = Rmax − 1), where χ(·) denotes the
indicator function, since the PU transmission is unsuccessful and the packet is discarded only if
the ARQ deadline has been reached. Mathematically, we can write the expression of oP,n as
oP,n =(1− aP,n)χ(dP,n = Dmax − 1)χ(qP,n > 0) + aP,nχ(γP ∈ ΓP (aS,n))χ(qP,n > 0) (3)
+ aP,n[1− χ(γP ∈ ΓP (aS,n))]χ(qP,n > 0)χ(tP,n = Rmax − 1)χ(dP,n < Dmax − 1)
+ aP,n[1− χ(γP ∈ ΓP (aS,n))]χ(qP,n > 0)χ(dP,n = Dmax − 1).
Note that we can express oP,n as a function of (tP,n, dP,n, yP,n), denoted as
oP,n = σ(tP,n, dP,n, yP,n). (4)
5) Internal PU state: We denote the internal state of the PU at the beginning of slot n as
sP,n = (tP,n, dP,n, qP,n), (5)
where tP,n is the ARQ state, dP,n is the ARQ delay, and qP,n is the data queue size.
6) PU access scheme: The access decision of PUtx, aP,n ∈ {0, 1}, is made according to the
stationary policy µP (sP ) = P(aP,n = 1|sP,n = sP ), representing the probability of choosing
action aP,n = 1 when the internal state of the PU is sP . Clearly, µP (tP,n, dP,n, 0) = 0, since
no transmissions can be performed if the data queue is empty. This probabilistic transmission
model is general enough to capture, e.g., back-off mechanisms implemented by the PU.
In this paper, µP is given and is not part of our design. In fact, the PU is oblivious to the
activity of the SU. Additionally, µP does not fully specify higher layer specifications of the
PU, which are hidden to the SU. Therefore, µP describes only those features of the PU activity
which are relevant to the SU access scheme.
7) Internal PU state evolution: The internal state of the PU evolves over time as data packets
arrive from the upper layer and as a function of the transmission outcome and access decisions.
From state sP,n = (0, 0, 0), i.e., no packets are waiting for transmission in the data queue, the
internal state becomes sP,n+1 = (0, 0,min{bP,n, Qmax}) in the next slot, since the PU remains
idle and oP,n = 0.
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From state sP,n = (0, 0, qP,n) with qP,n > 0, i.e., qP,n packets are waiting for transmission in
the data buffer, and no packet is currently under an active retransmission session, the internal
state becomes: sP,n+1 = (0, 0,min{qP,n + bP,n, Qmax}), if aP,n = 0; sP,n+1 = (0, 0,min{qP,n −
1 + bP,n, Qmax}), if aP,n = 1 and oP,n = 1 (lP,n = nP is transmitted successfully at the first
attempt); sP,n+1 = (1, 1,min{qP,n + bP,n, Qmax}), if aP,n = 1 and oP,n = 0 (the transmission of
lP,n = nP is unsuccessful, hence the ARQ state and delay are increased).
From state sP,n = (tP,n, dP,n, qP,n), with qP,n > 0 and dP,n ≥ tP,n > 0, the internal state
becomes: sP,n+1 = (0, 0,min{qP,n− 1 + bP,n, Qmax}), if oP,n = 1 (the transmission is successful
or the packet is dropped); sP,n+1 = (tP,n + 1, dP,n + 1,min{qP,n + bP,n, Qmax}), if aP,n = 1 and
oP,n = 0 (the transmission is unsuccessful, but the packet is not dropped); sP,n+1 = (tP,n, dP,n +
1,min{qP,n + bP,n, Qmax}), if aP,n = 0 and oP,n = 0 (no retransmission is performed, and the
ARQ delay deadline has not been reached yet).
We can combine these cases and write the internal state sP,n+1 = (tP,n+1, dP,n+1, qP,n+1) as a
function of sP,n = (tP,n, dP,n, qP,n), bP,n, aP,n and oP,n as
qP,n+1 = min{qP,n − oP,n + bP,n, Qmax}, (6)
tP,n+1 = (1− oP,n)(tP,n + aP,n), (7)
dP,n+1 = (1− oP,n) [dP,n + χ(tP,n > 0) + χ(tP,n = 0)aP,n] . (8)
Since oP,n is a function of sP,n and yP,n via (4), and aP,n = χ(yP,n 6= ∅), we denote the internal
state update as
sP,n+1 = φ(sP,n, bP,n, yP,n), (9)
where bP,n is i.i.d. over time with probability mass function PB(bP,n), and yP,n is independent
over time, given sP,n, with probability mass function
P(yP,n = ACK|sP,n, aS,n) = µP (sP,n)P (γP (n) ∈ ΓP (aS,n)) ,
P(yP,n = NACK|sP,n, aS,n) = µP (sP,n) [1− P (γP (n) ∈ ΓP (aS,n))] ,
P(yP,n = ∅|sP,n, aS,n) = 1− µP (sP,n). (10)
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B. SU system
Herein, we describe the model for the SU system, which specifies the decoding outcomes at
SUrx as a function of the activity of the SU and PU pairs and the knowledge of the current
PU packet at SUrx, the feedback message provided by SUrx to SUtx, the buffering mechanism
implemented at SUrx, the labeling of SU packets, and the SU access and labeling policies.
1) Decoding outcomes at SUrx: SUrx attempts to decode both the PU and SU packets. If the
current PU packet has been decoded at SUrx in a previous slot, its interference can be removed via
Forward Interference Cancellation (FIC), thus achieving an interference free channel at SUrx.
Therefore, the outcome of the SU transmission in slot n depends on the PU access decision
aP,n ∈ {0, 1}, and on whether the current PU packet is known or unknown at SUrx.
In order to implement these IC schemes, the SU pair needs to be able to track the activity
of the PU pair (PU access decision aP,n in slot n) and the retransmission process (ARQ state
tP,n and delay dP,n). These features can be inferred from the PU feedback sequence yn−1P,0 ,
overheard by the SU pair, as detailed in Lemma 1 in Appendix A. Therefore the SU pair knows
(tP,n, dP,n) at the beginning of slot n, hence whether the PU will perform a retransmission or
a new transmission in slot n. However, it does not know in advance the access decision of the
PU (aP,n ∈ {0, 1}), due to the probabilistic access scheme µP (sP,n) ∈ [0, 1], and the partial
knowledge of sP,n.
At the end of slot n, the SU pair overhears the feedback yP,n, and thus infers the value of the
PU access decision aP,n. Based on that, SUrx attempts to decode the PU and SU packets jointly
(if aP,n = 1) or the SU packet only (if aP,n = 0). We now analyze the decoding outcomes at
SUrx.
a) Decoding outcomes at SUrx when aP,n = 1, PU packet unknown: We denote the current
SU and PU packets with their labels lS and lP , respectively. Note that SUtx, PUtx and SUrx
form a multiple access channel [20]. Therefore, the region of achievable rates for a given channel
quality is as depicted in Fig. 3. We have the following possible outcomes:
O-1 SUrx successfully decodes jointly both lS and lP ; this event occurs if γS(n) ∈ ΓS,1(Rs, Rp),
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Fig. 3: Decoding regions at SUrx for a given realization of (γs, γps). The SU and PU rate pair
(Rs, Rp) is a fixed point in the plot. In contrast, the boundaries of the decoding regions vary as
a function of (γs, γps), so that the decoding outcome varies randomly over time depending on
which region (Rs, Rp) falls within.
where
ΓS,1(Rs, Rp) ≡{γS : Rs < C (γs) , Rp < C (γps) ,
Rs +Rp < C (γs + γps)} ;
we denote the probability of this event as δsp , P(γS ∈ ΓS,1(Rs, Rp));3
O-2 SUrx successfully decodes only lS , treating lP as background noise; however, lP is not
decodable, even after removing the interference from lS; this event occurs if γS(n) ∈
ΓS,2(Rs, Rp), where
ΓS,2(Rs, Rp) ≡
{
γS : Rs < C
(
γs
1 + γps
)
, Rp ≥ C (γps)
}
;
we denote the probability of this event as δs , P(γS ∈ ΓS,2(Rs, Rp));
O-3 SUrx successfully decodes only lP , treating lS as background noise; however, lS is not
decodable, even after removing the interference from lP ; this event occurs if γS(n) ∈
3"δ" denotes "decoded", with the subscript indicating whether the SU or PU packets are decoded (or both).
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ΓS,3(Rs, Rp), where
ΓS,3(Rs, Rp) ≡
{
γS : Rs ≥ C (γs) , Rp < C
(
γps
1 + γs
)}
;
we denote the probability of this event as δp , P(γS ∈ ΓS,3(Rs, Rp));
O-4 both lS and lP cannot be decoded by SUrx, even after removing the interference from
the other packet; this event is denoted as lS 6↔ lP and occurs if γS(n) ∈ ΓS,4(Rs, Rp),
where
ΓS,4(Rs, Rp) ≡{γS : Rs ≥ C (γs) , Rp ≥ C (γps)} ;
we denote the probability of this event as υ∅ , P(γS ∈ ΓS,4(Rs, Rp));4
O-5 both lS and lP cannot be decoded by SUrx; however, the channel quality is such
that, after removing the interference from lP , lS can be decoded, or vice versa. In
this case, we use an arrow → to indicate the decoding dependence between the two
packets. In particular, lP → lS indicates that lS can be decoded only after removing the
interference from lP , but lP cannot be decoded after removing the interference from
lS , i.e., γS(n) ∈ ΓS,5(Rs, Rp), where
ΓS,5(Rs, Rp) ≡
{
γS : C
(
γs
1+γps
)
≤Rs<C (γs) , Rp≥C (γps)
}
;
O-6 similarly, the dual event lS → lP occurs if γS(n) ∈ ΓS,6(Rs, Rp), where
ΓS,6(Rs, Rp) ≡
{
γS : Rs≥C (γs) , C
(
γps
1+γs
)
≤Rp<C (γps)
}
;
O-7 finally, the event lP ↔ lS (knowledge of lP enables the decoding of lS , and vice versa)
occurs if γS(n) ∈ ΓS,7(Rs, Rp), where
ΓS,7(Rs, Rp) ≡{γS : Rs < C (γs) , Rp < C (γps) ,
Rs +Rp ≥ C (γs + γps)} ;
we denote the probability that lP → lS as υs , P(γS ∈ ΓS,5(Rs, Rp)), that lS → lP as
4"υ" denotes "undecoded", with the subscript indicating whether the SU or PU packets (or none, or both) can be decoded
after removing the interference from the other packet.
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υp , P(γS ∈ ΓS,6(Rs, Rp)), and that lP ↔ lS as υsp , P(γS ∈ ΓS,7(Rs, Rp)).
For a given SNR γS , for each j = 1, 2, . . . , 7, we denote the set of rate values (rs, rp) such that
γS ∈ ΓS,j(rs, rp) as
RS,j(γS) ≡ {(rs, rp) : γS ∈ ΓS,j(rs, rp)} , (11)
depicted in Fig. 3. In the following treatment, for convenience, we omit the dependence of ΓS,j
on (Rs, Rp).
b) Decoding outcomes at SUrx when aP,n = 0: If the PU remains idle, the transmission of
the SU is successful if and only if γS ∈ ΓS,1∪ΓS,2∪ΓS,5∪ΓS,7, with probability δsp+δs+υs+υsp.
c) Decoding outcomes at SUrx when aP,n = 1, PU packet known: When the current PU
packet is known at SUrx as a result of a previous PU retransmission of the same packet and
successful decoding operation at SUrx, its interference can be removed from the received signal,
thus creating a clean channel. Therefore, the outcome is the same as in the previous case where
aP,n = 0, i.e., the transmission of the SU is successful if and only if γS ∈ ΓS,1∪ΓS,2∪ΓS,5∪ΓS,7,
with probability δsp + δs + υs + υsp.
2) Decoding feedback from SUrx: Let yS,n ∈ {1, . . . , 7} be the decoding outcome at SUrx,
indicating one of the regions depicted in Fig. 3, where yS,n = j if and only if γS(n) ∈ ΓS,j . At
the end of each slot, yS,n is fed back from SUrx to SUtx, and received without error by SUtx.
We emphasize that yS,n represents a feedback that is richer than the ACK, NACK and idle, used
by PUrx.
3) Buffering at SUrx and chain decoding: When lP → lS , lS → lP or lP ↔ lS , occurring
with probability υs, υp and υsp, respectively, SUrx buffers the corresponding received signals. In
fact, if lP → lS or lP ↔ lS , the underlying primary ARQ process may enable the recovery of lS
in a future slot, if lP is successfully decoded in a subsequent ARQ retransmission, by removing
its interference from the buffered received signals.
Similarly, if lS → lP or lP ↔ lS , the SU may also exploit retransmissions as follows. It
may opportunistically retransmit the buffered lS , so that, in the event of a successful decoding
operation of lS in a future slot, its interference can be removed from the previously buffered
received signal, thus recovering lP . In turn, the recovered lP may potentially be exploited to
recover other SU packets from previously buffered received signals, as described above. For
analytical tractability, we assume that SUrx is provided with an infinite buffer to store the
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received signals.
The process of subsequently decoding a PU or SU packet and removing its interference
from previously buffered signals, thus enabling the decoding of other SU or PU packets, and
so on, until no further successive IC operations are possible, is denoted as chain decoding
(CD). We term Forward Interference Cancellation (FIC) the technique by which the current
lP is decoded in some slots, and its interference is removed in the following slots within its
retransmission window, thus creating a clean channel for SU transmissions. Finally, we term
Backward Interference Cancellation (BIC) the technique by which the current lP is decoded in
some slots, and its interference is removed from signals previously buffered within the current
retransmission window. With BIC and FIC, IC is limited within the ARQ window where the
current PU packet is transmitted, as in [13]. On the other hand, CD enables the use of IC over
multiple stages and across multiple ARQ retransmission windows, by exploiting opportunistic
retransmissions by the SU pair.
4) SU packet labeling: The packets transmitted by SUtx are univocally labeled with the slot-
index when they were first transmitted, i.e., if a new packet is transmitted in slot n, it is labeled
as lS,n = nS , which is used for all future retransmissions of the same packet. If the SU is idle
in slot n, we let lS,n = nS .
5) SU access policy: The SU, at the beginning of slot n, given the PU and SU feedback
sequences yn−1P,0 , y
n−1
S,0 collected up to slot n, the SU access sequence a
n−1
S,0 , and the SU label
sequence ln−1S,0 , decides whether to access the channel or remain idle, according to the access
policy µS,n(yn−1P,0 , y
n−1
S,0 , a
n−1
S,0 , l
n−1
S,0 ), representing the probability of choosing aS,n = 1 in slot n.
6) SU labeling policy: Moreover, if aS,n = 1, the SU selects which packet to transmit
according to the labeling policy λS,n(lS|yn−1P,0 , yn−1S,0 , an−1S,0 , ln−1S,0 ), representing the probability that
the label lS is chosen in slot n. In particular, lS = nS if a new packet is transmitted, and lS < nS
if the packet first transmitted in slot lS (and thus assigned label lS) is retransmitted.
III. CHAIN DECODING (CD)
In Sec. II-B3, we have explained how SUrx buffers the received signals when lP,n → lS,n,
lS,n → lP,n or lP,n ↔ lS,n, in order to make it possible to recover these buffered packets in the
future via CD. The decoding relationship between the SU and PU packets buffered at SUrx can be
described by a graph, termed CD graph, with the set of undecoded SU and PU packets buffered
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as vertices, and the decoding relationship between them as edges. For instance, if lS,n → lP,n,
and lS,n and lP,n have not been decoded yet, then lS,n and lP,n are vertices in the CD graph,
connected by a directed edge from lS,n to lP,n. In the following, we describe the construction of
the CD graph.
Let κP,n(lP ) = 1 (respectively, κS,n(lS) = 1) if the PU packet (SU packet) with label lP (lS)
has been decoded by SUrx up to slot n (not included), as a consequence of a direct decoding
operation or via CD, and κP,n(lP ) = 0 (κS,n(lS) = 0) otherwise. Let VP,n and VS,n be the set of
PU and SU packets still not decoded by SUrx up to slot n (including the potential transmission
of a new PU or SU packet with label lP = nP or lS = nS in slot n). Mathematically,
VP,n = {lP ∈ {0P , 1P , . . . , nP} : κP,n(lP ) = 0},
VS,n = {lS ∈ {0S, 1S, . . . , nS} : κS,n(lS) = 0}. (12)
Note that these sets may potentially include labels of packets never transmitted (e.g., if SUtx
remains idle in slot k, then the label kS is never used for an SU packet, due to the labeling
scheme employed). Then, the CD graph at the beginning of slot n, denoted as Gn = (Vn,An),
is a bipartite graph with nodes Vn ≡ VP,n ∪ VS,n, and adjacency matrix
An =
 0 AP→S,n
AS→P,n 0
 , (13)
where AP→S,n ∈ {0, 1}|VP,n|×|VS,n| is the matrix of edge weights connecting PU packets lP ∈ VP,n
to SU packets lS ∈ VS,n, and AS→P,n ∈ {0, 1}|VS,n|×|VP,n| is the matrix of edge weights connecting
SU packets lS ∈ VS,n to PU packets lP ∈ VP,n. The edge weight AP→S,n(lP , lS) is set to 1 if the
successful decoding of lP enables the decoding of lS via IC in a previously buffered signal, and
to 0 otherwise. Similarly, the edge weight AS→P,n(lS, lP ) is set to 1 if the successful decoding
of lS enables the decoding of lP via IC in a previously buffered signal, and to 0 otherwise.
Mathematically, using the notation of Sec. II-B1a, for each pair (lS, lP ) ∈ VS,n × VP,n:
• if ∃k ∈ N(0, n−1) : yS,k ∈ {5, 7}, aP,k = aS,k = 1, lS,k = lS, lP,k = lP , then AP→S,n(lP , lS) =
1; otherwise, AP→S,n(lP , lS) = 0;
• if ∃k ∈ N(0, n−1) : yS,k ∈ {6, 7}, aP,k = aS,k = 1, lS,k = lS, lP,k = lP , then AS→P,n(lS, lP ) =
1; otherwise, AS→P,n(lS, lP ) = 0.
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Note that there are no edges connecting nodes in VP,n to nodes in VP,n, nor nodes in VS,n to nodes
in VS,n. In fact, in each slot, at most one SU packet and one PU packet are transmitted, rather than
a combination of multiple SU and PU packets. The packets already decoded at SUrx up to slot
n are not included in the graph. In fact, since their interference has been already removed, they
no longer take part in the CD process. Those packets never transmitted are isolated nodes in the
graph, having neither incoming nor outgoing edges. The CD graph Gn captures all information
about the state of the buffer at SUrx, since it represents the decoding relationship between the
SU and PU packets transmitted so far.
A. CD graph evolution and instantaneous SU throughput analysis
In this section, we describe the construction of the CD graph, and we analyze the instantaneous
SU throughput accrued via CD. We let rS,n be the instantaneous SU throughput in slot n, i.e.,
the number of SU packets decoded by SUrx in slot n.
At the beginning of slot 0, no packets have been transmitted, and thus VP,0 ≡ VS,0 ≡ {0},
AP→S,0 = AS→P,0 = 0, thus defining the CD graph G0 = (V0,A0) via (12) and (13).
The evolution of Gn over time depends on the outcome at the end of slot n and on which pack-
ets are transmitted in slot n by PUtx and SUtx, denoted by their labels lP,n ∈ {0P , 1P , . . . , nP}
and lS,n ∈ VS,n. Note that the set of SU packets {0S, 1S, . . . , nS}\VS,n are those already decoded
by SUrx, and therefore are not retransmitted by SUtx. On the other hand, PUtx may retransmit
a PU packet already decoded by SUrx, if such packet has not been decoded by PUrx yet. We
have different cases, analyzed herein.
1) Case aP,n = 0, aS,n = 0: In this case, both SUtx and PUtx remain idle in slot n and no
packets are decoded by SUrx, so that rS,n = 0, κP,n+1(lP ) = κP,n(lP ),∀lP and κS,n+1(lS) =
κS,n(lS),∀lS . In the next slot, we thus have
VP,n+1 = VP,n ∪ {n+ 1},
VS,n+1 = VS,n ∪ {n+ 1}. (14)
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The sub-matrices AP→S,n+1 and AS→P,n+1 of the adjacency matrix An+1 are given by
AP→S,n+1 =
 AP→S,n 0
0 0
 , (15)
AS→P,n+1 =
 AS→P,n 0
0 0
 . (16)
Note that AP→S,n+1 (respectively, AS→P,n+1) is obtained from AP→S,n (AS→P,n) by adding a
row and a column of zeros, corresponding to the inclusion of the new (untransmitted) SU and
PU packets with label n+ 1.
2) Case aP,n = 0, aS,n = 1: In this case, PUtx remains idle and SUtx transmits the packet
with label lS,n (if lS,n = nS , it is the first transmission attempt). We distinguish the two cases
yS,n ∈ {3, 4, 6} and yS,n ∈ {1, 2, 5, 7}.
If yS,n ∈ {3, 4, 6}, then lS,n cannot be successfully decoded by SUrx, so that rS,n = 0. The
updates of Gn+1, κP,n+1 and κS,n+1 are the same as in Sec. III-A1.
On the other hand, if yS,n ∈ {1, 2, 5, 7}, then lS,n is successfully decoded by SUrx and the
CD technique is initiated. It works as follows: starting from node lS,n, SU and PU packets,
previously buffered at SUrx, are decoded subsequently via CD, following the direction of the
edges in the graph. Mathematically, letting eS(lS,n) be a row vector of zeros, except at the position
corresponding to packet lS,n in the adjacency matrix An (a similar definition applies to eP (lP )
for a PU packet lP ∈ VP,n), after one step of CD the packets recovered are those corresponding
to the non-zero elements of the vector eS(lS,n)An, i.e., {lP ∈ VP,n : [AS→P,n]lS,n,lP = 1}. The
procedure is applied again to each packet recovered, so that the PU and SU packets recovered at
the kth iteration of CD are those corresponding to the non-zero entries of the vector eS(lS,n)Akn,
i.e., {lS ∈ VS,n : eS(lS,n)AkneS(lS)T ≥ 1} ∪ {lP ∈ VP,n : eS(lS,n)AkneP (lP )T ≥ 1}. Therefore,
after i iterations of CD, the PU and SU packets recovered are those corresponding to the non-zero
elements of
v
(i)
S,n = eS(lS,n)χ
(
i∑
k=0
Akn > 0
)
, (17)
where the indicator function of vectors is applied entry-wise. In fact, the PU and SU packets
recovered are those corresponding to the non-zero entries of eS(lS,n)Akn, for each k = 0, 1, . . . , i.
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The inclusion of A0n = I in (17) guarantees that also the SU packet lS,n which initiates CD is
counted in the throughput accrual. This procedure is repeated until no more packets can be
decoded, i.e., v(i+1)S,n = v
(i)
S,n. Overall, when CD is initiated from lS,n ∈ VS,n after a successful
decoding operation of lS,n, the PU and SU packets recovered after termination of CD are those
corresponding to the non-zero elements of
v∗S(lS,n;Gn) , lim
i→∞
v
(i)
S,n = lim
i→∞
χ
(
eS(lS,n)
i∑
k=0
Akn > 0
)
. (18)
This limit exists, since the argument within the function χ(·) in (18) is a vector with non-
decreasing entries (in the iteration index i), and 0 ≤ χ(·) ≤ 1.
Therefore, we have that
κP,n+1(lP ) = v
∗
S(lS,n;Gn)eP (lP )T ,∀lP ∈ VP,n, (19)
κS,n+1(lS) = v
∗
S(lS,n;Gn)eS(lS)T , ∀lS ∈ VS,n, (20)
where we have used the fact that v∗S(lS,n;Gn)eX(lX)T , X ∈ {S, P} equals one if and only if
packet lX has been decoded by the end of the CD scheme.
Definition 1. Given Gn, we define the CD potential of node lS,n ∈ VS,n, vS(lS,n;Gn), as the
number of SU packets that can be decoded by initiating CD from the SU packet lS,n (including
lS,n itself). Mathematically,
vS(lS,n;Gn) = v∗S(lS,n;Gn)
∑
l′S∈VS,n
eS(l
′
S)
T . (21)
With this definition, the instantaneous SU throughput accrued in slot n is given by rS,n =
vS(lS,n;Gn), which includes packet lS,n itself. In the next slot, the CD graph becomes Gn+1 =
(Vn+1,An+1), obtained by pruning from Gn the nodes and the edges corresponding to those PU
and SU packets recovered via CD, and adding the new unconnected SU packet (n + 1)S and
PU packet (n+ 1)P .
3) Case aP,n = 1, lP,n ∈ VP,n, aS,n = 0: In this case, PUtx transmits a PU packet still
undecoded by SUrx and SUtx remains idle. We distinguish the two cases yS,n ∈ {2, 4, 5} and
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yS,n ∈ {1, 3, 6, 7}.
If yS,n ∈ {2, 4, 5}, then lP,n cannot be successfully decoded by SUrx, so that rS,n = 0. The
updates of Gn+1, κP,n+1 and κS,n+1 are the same as in Sec. III-A1.
On the other hand, if yS,n ∈ {1, 3, 6, 7}, then lP,n is successfully decoded by SUrx and CD is
initiated. Similarly to the case analyzed in Sec. III-A2, the PU and SU packets recovered after
termination of CD are those corresponding to the non-zero elements of
v∗P (lP,n;Gn) , lim
i→∞
χ
(
eP (lP,n)
i∑
k=0
Akn > 0
)
. (22)
Therefore, we have that
κP,n+1(lP ) = v
∗
P (lP,n;Gn)eP (lP )T ,∀lP ∈ VP,n, (23)
κS,n+1(lS) = v
∗
P (lP,n;Gn)eS(lS)T ,∀lS ∈ VS,n. (24)
Definition 2. Given Gn, we define the CD potential of node lP,n ∈ VP,n, vP (lP,n;Gn), as
the number of SU packets that can be decoded by initiating CD from the PU packet lP,n.
Mathematically,
vP (lP,n;Gn) = v∗P (lP,n;Gn)
∑
l′S∈VS,n
eS(l
′
S)
T . (25)
With this definition, the instantaneous SU throughput accrued in slot n is given by rS,n =
vP (lP,n;Gn). In the next slot, the CD graph becomes Gn+1 = (Vn+1,An+1), obtained by pruning
from Gn the nodes and the edges corresponding to those PU and SU packets recovered via CD,
and adding the new unconnected SU packet (n+ 1)S and PU packet (n+ 1)P .
4) Case lP,n ∈ VP,n, lS,n ∈ VS,n: In this case, both PUtx and SUtx transmit. Moreover, the
PU packet transmitted is still unknown to SUrx. The outcome depends on the value of yS,n, as
detailed below:
• yS,n = 1: both lP,n and lS,n are jointly decoded and CD is initiated from both packets,
thus combining the cases analyzed in Secs. III-A2 and III-A3. In particular, the PU and SU
packets recovered after termination of CD are those corresponding to the non-zero elements
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of
v∗(lS,n, lP,n;Gn) , lim
i→∞
χ
(
[eP (lP,n) + eS(lS,n)]
i∑
k=0
Akn > 0
)
. (26)
Therefore, we have that
κP,n+1(lP ) = v
∗(lS,n, lP,n;Gn)eP (lP )T ,∀lP ∈ VP,n, (27)
κS,n+1(lS) = v
∗(lS,n, lP,n;Gn)eS(lS)T ,∀lS ∈ VS,n. (28)
Definition 3. Given Gn, we define the joint CD potential of nodes lS,n ∈ VS,n and lP,n ∈
VP,n, v(lS,n, lP,n;Gn), as the number of SU packets that can be decoded by initiating CD
from the SU packet lS,n (including lS,n itself) and PU packet lP,n. Mathematically,
v(lS,n, lP,n;Gn) = v∗(lS,n, lP,n;Gn)
∑
l′S∈VS,n
eS(l
′
S)
T . (29)
With this definition, the instantaneous SU throughput accrued in slot n is given by rS,n =
v(lS,n, lP,n;Gn). In the next slot, the CD graph becomes Gn+1 = (Vn+1,An+1), obtained
by pruning from Gn the nodes and the edges corresponding to those PU and SU packets
recovered via CD, and adding the new unconnected SU packet (n + 1)S and PU packet
(n+ 1)P .
• yS,n = 2: lS,n is decoded by treating lP,n as noise, whereas lP,n cannot be decoded. This
case is the same as the one analyzed in Sec. III-A2.
• yS,n = 3: lP,n is decoded by treating lS,n as noise, whereas lS,n cannot be decoded. This
case is the same as the one analyzed in Sec. III-A3.
• yS,n = 4: neither lP,n nor lS,n can be decoded, even after removing the mutual interference,
due to poor channel quality. This case is the same as the one analyzed in Sec. III-A1.
• yS,n ∈ {5, 6, 7}: neither lP,n nor lS,n can be decoded, but they are buffered since they may
be decoded in the future by removing the mutual interference. Therefore, rS,n = 0 since
CD cannot be initiated, so that κP,n+1(lP ) = κP,n(lP ),∀lP and κS,n+1(lS) = κS,n(lS),∀lS .
The next CD graph Gn+1 is obtained in two intermediate steps. First, the new sets VP,n+1
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and VS,n+1 are defined as
VP,n+1 = VP,n ∪ {n+ 1},
VS,n+1 = VS,n ∪ {n+ 1}. (30)
Then, the intermediate adjacency matrix A˜n+1 is defined as
A˜n+1 =
 0 A˜P→S,n+1
A˜S→P,n+1 0
 , (31)
with sub-matrices
A˜P→S,n+1 =
 A˜P→S,n 0
0 0
 , (32)
A˜P→S,n+1 =
 A˜P→S,n 0
0 0
 , (33)
corresponding to the inclusion of the new SU and PU packets with label n+ 1. Then, the
sub-matrices AP→S,n+1 and AS→P,n+1 of the adjacency matrix An+1 are defined as
[AP→S,n+1]l′P ,l′S = [A˜P→S,n+1]l′P ,l′S , ∀(l′P , l′S) ∈ VP,n+1 × VS,n+1 \ {(lP,n, lS,n)} (34)
[AP→S,n+1]lP,n,lS,n =
 1 if yS,n ∈ {5, 7}[A˜P→S,n+1]
lP,n,lS,n
if yS,n = 6,
(35)
and
[AS→P,n+1]l′S ,l′P = [A˜S→P,n+1]l′S ,l′P ,∀(l′S, l′P ) ∈ VS,n+1 × VP,n+1 \ {(lS,n, lP,n)} (36)
[AS→P,n+1]lS,n,lP,n =

[
A˜S→P,n+1
]
lS,n,lP,n
if yS,n = 5
1 if yS,n ∈ {6, 7},
(37)
i.e., edges are added corresponding to the decoding relationship between lS,n and lP,n.
5) Case aP,n = 1, lP,n ∈ {0P , 1P , . . . , nP}\VP,n: In this case, PUtx transmits a packet which
is known by SUrx due to a previous successful decoding operation. In turn, SUrx can remove its
interference from the received signal. After the interference from the PU transmission has been
removed, this case becomes the same as the one analyzed in Secs. III-A1 and III-A2, depending
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Fig. 4: Example of CD graph construction. The white and black nodes denote PU packets and
SU packets, respectively, numbered with the corresponding label. On the right, we show the
transmission sequence for the PU and SU.
on whether SUtx remains idle (aS,n = 0) or transmits (aS,n = 1).
We now provide an example of construction of the CD graph.
Example 2. Consider a sequence of 4 slots {0, 1, 2, 3}. PUtx transmits packets 0P , 0P , 2P , in
sequence; SUtx transmits packets 0S , 1S , 1S , in sequence. The decoding outcome at SUrx is
such that 0P → 0S in slot 0, 1S → 0P in slot 1 and 2P → 1S in slot 2. The corresponding CD
graph thus evolves as in Fig. 4. Correspondingly, at the beginning of slot 1 (end of slot 0) we
have
AP→S,1 =
 1 0
0 0
 , AS→P,1 =
 0 0
0 0
 ; (38)
at the beginning of slot 2
AP→S,2 =

1 0 0
0 0 0
0 0 0
 , AS→P,2 =

0 0 0
1 0 0
0 0 0
 ; (39)
at the beginning of slot 3
AP→S,3 =

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
 , AS→P,3 =

0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 . (40)
Now, assume PUtx retransmits 2P in slot 3 while SUtx remains idle, and SUrx successfully
decodes 2P . The successful decoding of 2P triggers CD over the graph: in fact, the interference of
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2P is removed from the signal received in slot 2 (previously buffered by SUrx), thus recovering
1S; then, the interference of 1S is removed from the signal received in slot 1, thus recovering
0P ; finally, the interference of 0P is removed from the signal received in slot 0, thus recovering
0S . The SU is thus able to recover all previously failed transmissions via CD, so that the CD
potential 2 is released. The CD outcome is thus obtained by following the direction of the arrows
in the CD graph, starting from node 2P , which initiates it. Correspondingly, at the beginning
of slot 4 we obtain AP→S,4 = 03×3 (3× 3 matrix of zeros) and AS→P,4 = 03×3, corresponding
to the untransmitted SU packets with labels 2S , 3S and 4S , and untransmitted PU packets with
labels 1P , 3P and 4P .
In this example, the CD graph has a linear structure. However, the following treatment includes
more general graph structures, as the one provided in Example 3 in Sec. V.
B. Reachability and root of the CD graph
We define the reachability between a pair of packets in the CD graph, and the root of the CD
graph as follows.
Definition 4. Consider the CD graph Gn = (Vn,An), and two packets l1, l2 ∈ Vn. We say that
l2 is reachable from l1 (we write l1 ⇒ l2) if there is a directed path connecting the two packets
in the graph, i.e., v∗X(l1;Gn)eY (l2)T = 1, X, Y ∈ {S, P}, where X = S (respectively, Y = S)
if l1 (l2) is a SU packet and X = P (Y = P ) otherwise. If l2 is not reachable from l1, then we
write l1 6⇒ l2. More in general, a set of packets V˜ ⊆ Vn is reachable from l1 if each packet in
V˜ is reachable (we write l1 ⇒ V˜).
According to this definition, if l1 ⇒ V˜ and l1 is decoded, then all l1 ∈ V˜ are recovered via
CD.
Definition 5. We define the root of the CD graph Gn as the SU packet with the highest CD
potential, i.e.,
ρS(Gn) = arg max
lS∈VS,n
vS(lS;Gn), (41)
and its CD potential as v∗S(Gn) = vS(ρS(Gn);Gn). This may not be unique; to resolve ties, we
let ρS(Gn) be the one with the largest label value, i.e., the most recent SU packet with highest
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CD potential.
Remark 1. The choice of the root in case of ties is arbitrary. As we will see, the selected root
is occasionally retransmitted by SUtx as part of the chain decoding protocol. Thus, our choice
to select the most recent one favors the retransmission of SU packets with fresher information,
whereas older SU packets with possibly outdated information are dropped.
According to this definition, we have that v∗S(Gn) = 1 if and only if ρS(Gn) = n. In fact,
vS(lS;Gn) = 1 implies that only lS is decoded; since the SU packet with label nS has no edges
in Gn (it has not been transmitted yet), its CD potential is vS(nS;Gn) = 1 (i.e., when decoded,
it decodes only itself and no other packets in the CD graph), and thus nS is the most recent
packet with CD potential 1.
IV. PERFORMANCE METRICS AND OPTIMIZATION PROBLEM
We define the expected reward incurred by the PU when its internal state is sP,n = sP and
the packet arrival in the nth slot takes value bP,n = bP , as a function of the access decision of
the PU (aP,n = aP ∈ {0, 1}) and of the SU (aS,n = aS ∈ {0, 1}), and of the channel quality
γP,n = γP , as
rP (sP , bP ,γP , aP , aS) =

rP,1(sP , bP ,γP , aP , aS)
rP,2(sP , bP ,γP , aP , aS)
...
rP,q(sP , bP ,γP , aP , aS)
 ∈ Rq. (42)
Note that rP (sP , bP ,γP , aP , aS) is a vector of rewards, in order to model multiple performance
metrics of interest. Moreover, negative rewards are used to model costs for the PU. For in-
stance, rP,i(sP , bP ,γP , aP , aS) = −PpaP models the power consumption incurred by the PU;
rP,i(sP , bP ,γP , aP , aS) = −max{qP−oP +bP−Qmax, 0} models the number of packets dropped
due to data buffer overflow, where oP = σ(tP , dP , yP ) from (4), and yP is a function of aP and
γP ; rP,i(sP , bP ,γP , aP , aS) = aPχ (γP ∈ ΓP (aS)) models the instantaneous throughput achieved
by the PU; rP,i(sP , bP ,γP , aP , aS) = −qP models the queuing delay experienced by the PU
packets. Importantly, the PU reward function rP (sP , bP ,γP , aP , aS) is independent of the specific
packet transmitted by the SU (i.e., it is independent of the SU label lS,n), but does depend on
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the SU access decision aS ∈ {0, 1}. This is a practical assumption, since the PU is oblivious to
the SU in our setting.
We define the average reward of the PU, under the SU access and labeling policies µS =
(µS,0, µS,1, µS,2, . . . ) and λS = (λS,0, λS,1, λS,2, . . . ), over a time horizon of length N , as
R¯NP (µS, λS) =
1
N
E
[
N−1∑
n=0
rP (sP,n, bP,n,γP (n), aP,n, aS,n)
∣∣∣∣∣ sP,0 = (0, 0, 0)
]
, (43)
where the internal PU state follows the dynamics sP,n+1 = φ(sP,n, bP,n, yP,n) as in (9), and the
expectation is with respect to the SNR process {(γP (n),γS(n)), n = 0, 1, . . . , N − 1}, the
decision of the SU to transmit or remain idle, drawn according to policy µS,n(yn−1P,0 , y
n−1
S,0 , l
n−1
S,0 ),
the SU labeling sequence, drawn according to policy λS,n(·|yn−1P,0 , yn−1S,0 , ln−1S,0 ), and the PU access
decision, drawn according to µP (sP,n).
Similarly, we define the average throughput of the SU, over a time horizon of length N , as
T¯NS (µS, λS) =
1
N
E
[
N−1∑
n=0
rS,n
∣∣∣∣∣ sP,0 = (0, 0, 0)
]
, (44)
where rS,n is the instantaneous expected throughput, defined in Sec. III-A.
In this paper, we focus on the average long-term performance N →∞, so that (43) and (44)
become
R¯P (µS, λS) , lim inf
N→∞
R¯NP (µS, λS),
T¯S(µS, λS) , lim inf
N→∞
T¯NS (µS, λS). (45)
The goal of the SU is to define a secondary access policy µS , which determines whether
the SU should access the channel or remain idle at any given time, and a labeling policy
λS , which determines what the SU should transmit (new data packet or retransmission of a
specific previously failed and buffered SU packet), so as to maximize the average long-term
SU throughput T¯S(µS, λS), subject to a constraint on the minimum average long-term reward
R¯P (µS, λS) incurred by the PU, i.e.,
P1 : (µ∗S, λ
∗
S) = arg max
µS ,λS
T¯S(µS, λS) s.t. R¯P (µS, λS) ≥ R¯P,min. (46)
Herein, we assume that the reward for the PU is maximized if the SU remains idle, i.e., letting
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µS = ∅ be the idle SU policy µS,n(·) = 0, ∀n, we have that R¯P (µS, λS) ≤ R¯P (∅, λS), ∀µS .
Then, the optimization problem (46) is feasible if and only if R¯P (∅, λS) ≥ R¯P,min.
Remark 2. Importantly, the average long-term performance for the PU, R¯P (µS, λS), is a function
of the policy implemented by the SU only through the access scheme µS , since the instantaneous
expected reward rP (sP , bP ,γP , aP , aS) is independent of the SU packet label lS . Therefore, if two
labeling policies λ′S and λ
′′
S generate the same access sequence {aS,n, n ≥ 0}, the performance
for the PU will be the same, i.e., R¯P (µS, λ′S) = R¯P (µS, λ
′′
S).
Note that the state space of the system may be infinitely large, since the CD graph may grow
arbitrarily large, and the optimal policy may depend on the specific CD graph available in each
slot, thus challenging the numerical optimization of P1. In the next section, we present the CD
protocol and prove its optimality. Such protocol specifies, at any given time, whether the SU
should transmit a new data packet or perform a retransmission of a specific SU packet in the
CD graph, and thus explicitly characterizes the labeling policy λS of the SU. It is based on four
basic rules, stated in Sec. V. In Sec. VI, we will show that such optimal labeling policy makes it
possible to define a compact state space representation of the system, which takes into account
only some features of the CD graph in the decision process, rather than the complete structure
of the CD graph. This compact representation lends itself to an efficient optimization of the SU
access policy µ∗S via a Markov decision process formulation.
As a result, the SU access policy and the CD protocol are decoupled: the former specifies
whether the SU should access the channel or remain idle, depending on the state of the system
in the compact state space representation; the latter, should the SU decide to access the channel,
specifies which SU packet needs to be transmitted according to four CD rules.
V. CHAIN DECODING PROTOCOL
Let Gn be the CD graph at the beginning of slot n, and lP,n be the label of the PU packet
transmitted in slot n. Note that the SU does not know whether the PU transmits or remains idle
in slot n, due to the randomized PU access policy. However, if a PU transmission occurs in slot
n, then the SU pair knows the corresponding label lP,n (see Lemma 1), i.e., whether PUtx is
about to perform a new transmission (if tP,n = 0), or a retransmission (if tP,n > 0).
The CD protocol defines which packet the SU should transmit at any given time, in those
slots where aS,n = 1, and is defined by the following four rules:
October 18, 2018 DRAFT
28
R1) If κP,n(lP,n) = 0 (the current PU packet is unknown by SUrx), ρS(Gn) 6⇒ lP,n and
lP,n 6⇒ ρS(Gn), so that lP,n cannot be reached from the root ρS(Gn) in the CD graph,
and vice versa, then lS,n = ρS(Gn), i.e., the root of Gn is transmitted;5
R2) If κP,n(lP,n) = 0 (the current PU packet is unknown by SUrx) and ρS(Gn) ⇒ lP,n, or
κP,n(lP,n) = 0 and lP,n ⇒ ρS(Gn), so that lP,n can be reached from the root ρS(Gn) in
the CD graph, or vice versa, then lS,n = nS (a new SU packet is transmitted);
R3) If κP,n(lP,n) = 1 (the current PU packet is known by SUrx), then lS,n = ρS(Gn), i.e.,
the root of Gn is transmitted;
R4) upon starting a new ARQ cycle (tP,n = 0), the portion of the graph reachable from
ρS(Gn) is retained; whereas the remaining portion of the graph is discarded.
Remark 3. Note that, according to R4, SU packets may be discarded at the end of the slot,
and thus reliability is not guaranteed. However, reliability can still be achieved by higher layer
protocols, i.e., by forcing a retransmission at the upper layer. The lower levels of the protocol
considered in this paper are oblivious to the retransmission process enforced at the upper levels,
and thus, this information is not exploited for IC.
The aim of rule R1 is to connect the current PU packet with label lP,n to the graph, in order
to build CD potential. In particular, if lP,n ↔ ρS(Gn) or lP,n → ρS(Gn), then lP,n inherits the
CD potential of the root ρS(Gn); on the other hand, if lP,n ↔ ρS(Gn) or lP,n ← ρS(Gn), then lP,n
augments the CD potential of the root ρS(Gn), by making the nodes directly reachable from lP,n
reachable from ρS(Gn) as well. The aim of rule R2 is to build the CD graph and increase the
CD potential of lP,n, by connecting new SU packets to the current PU packet in the graph. The
aim of rule R3 is to release the CD potential and deliver secondary throughput, respectively, by
taking advantage of the knowledge of the current PU packet at SUrx. The aim of rule R4 is
to retain the portion of the graph with the largest CD potential, while dismissing those packets
which cannot be recovered via CD.
Notice that the four CD rules instruct SUtx to either transmit a new packet, with label lS,n =
nS , or retransmit the root of the CD graph Gn, with label lS,n = ρS(Gn). No other SU packets
may be transmitted at any time. The intuition behind this result is that, if the root is successfully
decoded, then the highest CD potential is released, leading to the largest number of SU packets
5Note that this implies that, if v∗S(Gn) = 1, then lS,n = ρS(Gn) = nS , so that the SU transmits a new packet.
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being decoded in the CD graph. In contrast, if any other packet in the graph is retransmitted,
a lower CD potential is released, yielding lower transmission efficiency. We remark that, while
the PU uses retransmissions as part of the ARQ mechanism to improve reliability, the SU does
not use retransmissions to improve reliability but to build the CD graph and release the CD
potential, in order to achieve the largest SU throughput possible.
Whether lS,n = nS or lS,n = ρS(Gn) is a function of κP,n(lP,n) ∈ {0, 1}, of χ(ρS(Gn)⇒ lP,n)
and of χ(lP,n ⇒ ρS(Gn)), i.e., whether or not the current PU packet is known by SUrx, and
whether or not the current PU packet is reachable from the root of the CD graph, and vice versa.
Therefore, the labeling policy λS can be expressed as λS(κP,n(lP,n), χ(ρS(Gn)⇒ lP,n), χ(lP,n ⇒
ρS(Gn))), rather than λS,n(·|yn−1P,0 , yn−1S,0 , an−1S,0 , ln−1S,0 ).
We now describe the application of these rules with the following example, depicted in Fig. 5.
Example 3. The structure of the CD graph at the beginning of the ARQ cycle, in slot 1, is
depicted in Fig. 5.a, where 0S is the root of the graph and S is the set of SU packets reachable
from the root 0S , so that 0S ⇒ S and vS(0S;G1) = 1+|S|. The current PU packet 1P is unknown
by SUrx and is not connected to the graph, hence, according to rule R1, the SU retransmits the
root of the graph 0S in slot 1. Assume that the decoding outcome at SUrx is such that 1P → 0S .
1P thus becomes connected to the CD graph, as in Fig. 5.b, and its CD potential is inherited
by 0S , so that vP (1P ;G2) = vS(0S;G1). Hence, according to rule R2, in the next slot 2 the
SU transmits a new data packet 2S . PUtx fails its transmission in slot 1, hence it retransmits
1P in slot 2. Assume that the decoding outcome is such that 1P → 2S , so that 2S becomes
connected to the CD graph, as depicted in Fig. 5.c. Assume also that PUrx successfully decodes
1P , so that a new ARQ cycle begins in slot 3. Note that, at the end of slot 2, 0S has the highest
CD potential (Fig. 5.c). In fact, by initiating the CD process from 0S , all the SU packets in
S are recovered; on the other hand, no CD can be initiated from 2S . Therefore, applying rule
R4, nodes 1P and 2S are trimmed from the CD graph, whose structure in the next slot 3 is as
depicted in Fig. 5.d. In fact, 1P is no longer retransmitted by PUtx, and thus cannot be decoded
by SUrx in the future, and 2S cannot initiate the CD process, since it is a leaf in the graph. In
slot 3, SU transmits 0S and PU transmits 3P , according to rule R1. Assume that 0S ↔ 3P . Then,
the structure of the CD graph in slot 4 is as depicted in Fig. 5.e. Now, 3P is connected to the
root of the graph, hence, according to rule R2 and assuming a PU retransmission is requested,
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 5: Example of CD protocol and construction of CD graph. The white, black, and red nodes
denote PU packets, SU packets, and the root of the CD graph, respectively, numbered with the
corresponding label.
(a) slot 1: new ARQ cycle; PU transmits 1P , SU transmits the root 0S (R1)
(b) slot 2: PU transmits 1P , SU transmits a new packet 2S (R2)
(c) end of slot 2
(d) slot 3: new ARQ cycle, 1P and 2S are dropped from the graph (R4); PU transmits 3P , SU transmits 0S (R1)
(e) slot 4: PU transmits 3P , SU transmits 4S (R2)
(f) slot 5: PU transmits 3P , SU transmits 5S (R2)
(g) end of slot 5
(h) slot 6: new ARQ cycle; PU transmits 6P , SU transmits the root 4S (R1)
the SU transmits a new packet 4S and PUtx retransmits 3P . Assume that 4S → 3P . Then, the
structure of the CD graph at the beginning of slot 5 is as depicted in Fig. 5.f. According to rule
R2, in slot 5 the SU transmits 5S and the PU retransmits 3P . Assume that 3P → 5S and the
PU successfully decodes 3P . The structure of the CD graph at the end of slot 5 is depicted in
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Fig. 5.g. Note that, at this point, the SU packet with the highest CD potential is 4S . In fact, if
the CD process is initiated from 4S , in sequence, 3P , 5S , 0S and the set of SU packets S are
decoded, and thus its CD potential is vS(4S;Gn) = |S|+ 3. In contrast, if the CD process were
initiated from 0S , then only the SU packets in S and 5S would be decoded, and thus its CD
potential is vS(0S;Gn) = |S| + 2. Therefore, according to rule R4, in the new ARQ round 4S
becomes the root of the CD graph, as depicted in Fig. 5.h.
The following theorem establishes the optimality of the CD protocol.
Theorem 1. The CD protocol defines one optimal labeling policy λ∗S solving the optimization
problem P1 under any SU access policy µS .
Proof: See Appendix B.
Since Theorem 1 proves the optimality of the CD rules, we can assume that λ∗S is generated
according to these rules. We denote the corresponding labeling policy as λ(CD)S . Therefore, the
original optimization problem P1 in (46) can be restated as
P2 : µ∗S = arg max
µS
T¯S(µS, λ
(CD)
S ) s.t. R¯P (µS, λ
(CD)
S ) ≥ R¯P,min, (47)
so that only the SU access policy µS needs to be optimized. Under the CD labeling policy, it
can be proved that the SU throughput T¯S(µS, λ
(CD)
S ) achieves an upper bound T¯
(up)
S (µS). This
is stated in the following theorem, which follows as a corollary of the proof of Theorem 1 (see
Appendix B).
The upper bound T¯ (up)S (µS) is composed of three components. The first component, T¯
(GA)
S,j (µS),
is the genie-aided SU throughput, assuming that the PU packets are known in advance and their
interference can be removed. The second term (50) is a throughput degradation term which
accounts for the case when SUrx cannot decode the PU packet within the PU retransmission
cycle, even in the genie-aided case where the packet is decoded after removing the interference
from the SU packets; in this case, such PU packet cannot be decoded, its interference cannot
be removed, hence the only way for SUrx to decode SU packets is to treat the PU signal as
noise, resulting in the impossibility to decode those SU packets such that yS,n ∈ {5, 7}. The
third term (51) is a throughput degradation term which accounts for the case when the SU needs
to retransmit the root of the CD graph, rather than transmitting new data packets; with this last
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term, we guarantee that the root of the CD graph is counted only once in the throughput accrual.
Theorem 2. Under the labeling policy defined by the CD rules, λ(CD)S , we have
T¯S(µS, λ
(CD)
S ) = T¯
(up)
S (µS), (48)
where
T¯
(up)
S (µS) = lim inf
j→∞
T¯ (GA)S,j (µS) (49)
− E
 1
νP (j + 1)
j∑
k=0
(
1− κ(GA)P,k
) νP (k+1)−1∑
n=νP (k)
aP,naS,nχ(yS,n ∈ {5, 7})
 (50)
− E
 1
νP (j + 1)
j∑
k=0
1− νP (k+1)−1∏
n=νP (k)
[1− aP,naS,nχ(yS,n = 7)]
 (51)
×
νP (k+1)−1∏
n=νP (k)
1− aP,nχ(yS,n ∈ {1, 3, 6, 7}) + aP,naS,nχ(yS,n = 7)
 .
Above,
T¯
(GA)
S,j (µS) = E
 1
νP (j + 1)
νP (j+1)−1∑
n=0
aS,nχ(yS,n ∈ {1, 2, 5, 7})

= E
 1
νP (j + 1)
νP (j+1)−1∑
n=0
aS,n
 (δsp + δs + υs + υsp) (52)
is the genie-aided (GA) throughput accrued over the first j + 1 PU ARQ cycles, assuming SUrx
knows the PU packet in advance and thus removes its interference, and
κ
(GA)
P,k , 1−
νP (k+1)−1∏
n=νP (k)
[1− aP,nχ(yS,n ∈ {1, 3, 6, 7})] (53)
is the genie-aided (GA) decoding outcome at SUrx for the PU packet transmitted in the kth ARQ
cycle, assuming that the SU packets are known in advance and thus their interference can be
removed.
Proof: From the proof of Theorem 1 in Appendix B, under Assumption 1, i.e., assuming
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that both PUtx and SUtx always transmit, the CD labeling policy asymptotically achieves the
upper bound T (up)S,∞ , limj→∞ T
(up)
S,j , as given by (102), where T
(up)
S,j is defined in (91). This result
is defined under Assumption 1. In order to map it to the general case where either PUtx or
SUtx may remain idle, we apply Procedure 1 to the expression of T (up)S,j in (91), thus yielding
the expression given by (49) after taking the expectation with respect to the SU and PU access
policies and the SNR process.
Using Theorem 2, the optimization problem P2 can then be expressed as
P3 : µ∗S = arg max
µS
T¯
(up)
S (µS) s.t. R¯P (µS, λ
(CD)
S ) ≥ R¯P,min, (54)
which is developed in the next section.
VI. COMPACT STATE SPACE REPRESENTATION
In this section, we investigate the solution of the optimization problem P3, and we show that it
yields a compact state space representation of the CD protocol, and thus can be solved efficiently
via dynamic programming. To this end, in the following theorem we derive an alternative
expression of the SU throughput under the CD labeling policy, T¯ (up)S .
This alternative expression expresses the SU throughput as a long-term time average of a
virtual instantaneous throughput, which not only counts the SU packets physically decoded in
each slot, but also the CD potential, i.e., those SU packets that are reachable from the root of
the CD graph. Intuitively, since the root of the CD graph is transmitted infinitely often by SUtx
as part of the CD rules, it will be decoded with probability one within finite time, thus releasing
the full CD potential. From the perspective of the SU throughput, there is no difference between
counting such CD potential as soon as it is created, rather than at the future time when the root
is decoded.
As it will be seen in Theorem 3, the virtual instantaneous throughput is expressed as the sum
of five quantities: the genie-aided throughput, assuming that the interference from the PU packet
can be removed (see (56)); a throughput degradation term due to the fact that the current PU
packet may be unknown and thus its interference cannot be removed (see (57)); a throughput
term due to the fact that, if the PU packet is decoded or it becomes reachable from the root in
the CD graph (yS,n ∈ {1, 3, 6, 7}), then those bS,n SU packets that can be reached from the PU
packet are virtually decoded (see (58)); a throughput term due to the fact that, if the current PU
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packet is connected to the root of the CD graph as lP,n ↔ ρS(Gn) (ιP,n = κˆ(GA)P,n = 1) and the PU
packet is physically decoded, then the root is decoded as well (see (59)); finally, a throughput
term due to the fact that, if the current PU packet is connected to the root of the CD graph as
lP,n ↔ ρS(Gn) and the new transmissions in slot n are such that lS,n → lP,n, then lS,n becomes
the new root of the graph and the previous root ρS(Gn) is virtually decoded (see (60)).
Theorem 3.
T¯
(up)
S = lim inf
N→∞
E
[
1
N
N−1∑
n=0
g(aS,n, aP,n, yS,n, κˆ
(GA)
P,n , ιP,n, bS,n)
]
, (55)
where g(·) is the virtual instantaneous throughput for the SU pair, defined as
g(aS,n, aP,n, yS,n, κˆ
(GA)
P,n , ιP,n, bS,n) = aS,nχ(yS,n ∈ {1, 2, 5, 7}) (56)
−
(
1− κˆ(GA)P,n
)
aS,naP,nχ(yS,n ∈ {5, 7}) (57)
+ aP,nχ(yS,n ∈ {1, 3, 6, 7})bS,n (58)
+ ιP,nκˆ
(GA)
P,n aP,n[(1− aS,n)χ(yS,n ∈ {1, 3, 6, 7}) + aS,nχ(yS,n ∈ {1, 3})] (59)
+ ιP,nκˆ
(GA)
P,n aP,naS,nχ(yS,n = 6), (60)
where we have defined
κˆ
(GA)
P,n , 1−
n−1∏
m=νP (k)
[1− aP,mχ(yS,m ∈ {1, 3, 6, 7})] , (61)
ιP,n ,
n−1∏
m=νP (k)
[1− aP,mχ(yS,m ∈ {1, 3, 6, 7}) + aP,maS,mχ(yS,m = 7)] , (62)
bS,n ,
(
1− κˆ(GA)P,n
) n−1∑
m=νP (k)
aP,maS,mχ(yS,m = 5). (63)
Proof: Using Lemma 3 in the Appendix, we can express T¯ (up)S as
T¯
(up)
S = lim inf
j→∞
E
[
MS,νP (j+1) + vS,νP (j+1) − 1
νP (j + 1)
]
, (64)
where MS,n, defined in (140), is the number of SU packets successfully decoded up to the
beginning of slot n, and vS,n, defined in (139), is the CD potential of the root of the CD graph
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at the beginning of slot n. MS,n + vS,n is defined recursively via (151) in Lemma 4, so that we
can interpret MS,n+1 + vS,n+1 −MS,n − vS,n as the throughput reward accrued in slot n, thus
yielding the expression of g(·) in (56) after applying Procedure 1 in order to map the expression
of MS,n+1 + vS,n+1−MS,n− vS,n, derived under Assumption 1, to the general case where either
PUtx or SUtx may remain idle.
In Theorem 3, similarly to (53), κˆ(GA)P,n is the genie-aided (GA) decoding outcome at SUrx for
the PU packet lP,n = νP (k) up to slot n, assuming that the SU packets are known in advance and
thus their interference can be removed; ιP,n = 1 denotes the event that either the PU packet has
not been decoded yet in slot n in the genie-aided case, i.e., even after removing the interference
from the SU packets (and thus κˆ(GA)P,n = 0), or it is connected to the root of the CD graph as
lP,n ↔ ρS(Gn) (i.e., ∃νP (k) ≤ m < n : aP,m = 1, aS,m = 1, yS,m = 7); finally, bS,n denotes the
number of SU packets that can be decoded after removing the interference from the SU packet,
under the assumption that κˆ(GA)P,n = 0 (the PU packet is unknown in the genie-aided case). Note
that 1 − κˆ(GA)P,n ≤ ιP,n, and therefore, if κˆ(GA)P,n = 0, necessarily ιP,n = 1. It follows that three
configurations are possible: κˆ(GA)P,n = 0, ιP,n = 1 and bS,n ≥ 0; κˆ(GA)P,n = 1, ιP,n = 1 and bS,n = 0;
κˆ
(GA)
P,n = 1, ιP,n = 0 and bS,n = 0.
As is apparent from the proof of Theorem 3, the reward function g(·) includes two quantities:
the quantity MS,n+1−MS,n representing the number of SU packets successfully decoded in slot
n, due to a direct decoding operation or via CD; and the quality vS,n+1 − vS,n, representing the
increase (or decrease, if negative) of the CD potential of the root of the CD graph. Therefore, the
inclusion of vS,n+1−vS,n in the instantaneous throughput accrual presumes that the CD potential
of the CD graph is released immediately, rather than at the future time when the root is actually
decoded.
Thus, Theorem 3 defines a virtual system where the CD potential is immediately released,
i.e., all the SU and PU packets which are reachable from the root of the CD graph are decoded
virtually instantaneously by SUrx, rather than in the future slot when the actual successful
decoding of the root occurs. In particular, the SU packets in the CD graph (except the root
itself, which needs to be retransmitted) contribute instantaneously to the SU throughput accrual.
Moreover, if the current PU packet can be reached from the root of the graph (and thus κˆ(GA)P,n =
1), it is virtually instantaneously decoded, hence, it is virtually known by SUrx. Such virtual
knowledge can in turn be exploited in the following primary ARQ retransmission attempts to
October 18, 2018 DRAFT
36
create a "clean" channel by using virtual FIC. As a result, we can represent the state of the
CD protocol by the tuple (Φ, bS), corresponding to different configurations of (κˆ
(GA)
P,n , ιP,n, bS,n),
where
• Φ is the virtual knowledge of the current PU packet (with label lP ) at SUrx, and takes values
Φ ∈ {↔K,
→
K,U}, where "U" denotes lP virtually unknown (κˆ(GA)P,n = 0) and "K" denotes lP
virtually known (κˆ(GA)P,n = 1). The unidirectional or bidirectional arrow above "K" indicates
the type of edge connecting lP to the root of the CD graph. In particular, Φ =
→
K indicates
that lP is decodable after decoding the root of the CD graph, but the root is not decodable
after decoding lP , as in Fig. 6.c, or that lP is known (κP,n(lP ) = 1); on the other hand,
Φ =
↔
K indicates that lP and the root are mutually decodable after decoding the other packet,
i.e., lP ↔ ρS(Gn), as in Fig. 6.b. Finally, Φ = U indicates that lP is virtually unknown
to SUrx, i.e., it is not connected to the CD graph or it has not been virtually decoded by
SUrx yet; note that Φ = U includes the case where the root of the CD graph is decodable
after decoding lP , but lP is not decodable after decoding the root (otherwise, it would be
virtually known and κˆ(GA)P,n = 1);
• bS is the number of SU packets directly reachable from the current PU packet in the
CD graph but not virtually decoded, since lP is virtually unknown; in particular, bS ∈
N(0, Rmax − 1), since each PU packet is transmitted at most Rmax times. Therefore, if the
current PU packet is successfully (or virtually) decoded, all the bS SU packets are decoded
as well. Note that, if Φ =
↔
K or Φ =
→
K, then the current PU packet is virtually known by
SUrx, hence all the SU packets reachable from it in the CD graph are virtually decoded,
resulting in bS = 0.
In these different configurations, the expected virtual instantaneous throughput6 is as follows:
• If (Φn, bS,n) = (U, bS,n), then κˆ
(GA)
P,n = 0, ιP,n = 1 and bS,n ≥ 0, hence, from (56),
g(aS,n, aP,n, yS,n,U, bS,n) =aS,nχ(yS,n ∈ {1, 2}) + aS,n(1− aP,n)χ(yS,n ∈ {5, 7})
+ aP,nχ(yS,n ∈ {1, 3, 6, 7})bS,n, (65)
6We redefine the virtual instantaneous throughput as g(aS , aP , yS ,Φ, b), in order to reflect one of these possible configurations.
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(a) (U, b) (b) (
↔
K, 0) (c) (
→
K, 0)
Fig. 6: States of the virtual system
and, by taking the expectation with respect to yS,n,
E [g(aS,n, aP,n, yS,n,U, bS,n)] =aS,n(δsp + δs) + aS,n(1− aP,n)(υsp + υs)
+ aP,n(δsp + δp + υsp + υp)bS,n, (66)
where the first two terms correspond to the successful decoding of the current SU packet,
and the last term refers to the event that lP,n is virtually decoded, hence the bS,n SU packets
are virtually decoded as well.
• If (Φn, bS,n) = (
↔
K, 0), then κˆ
(GA)
P,n = 1, ιP,n = 1 and bS,n = 0. Since ιP,n = 1 implies
aP,mχ(yS,m ∈ {1, 3, 6, 7}) − aP,maS,mχ(yS,m = 7) = 0,∀νP (k) ≤ m < n, and κˆ(GA)P,n = 1
excludes aP,mχ(yS,m ∈ {1, 3, 6, 7}) = 0,∀νP (k) ≤ m < n, it follows that there exists
νP (k) ≤ m < n such that aP,mχ(yS,m ∈ {1, 3, 6, 7}) = 1 and aP,maS,mχ(yS,m = 7) = 1,
i.e., aP,m = 1, aS,m = 1 and χ(yS,m = 7). Therefore, the current PU packet is connected to
the root of the CD graph as lP,n ↔ ρS(Gn). From (56), we thus obtain
g(aS,n, aP,n, yS,n,
↔
K, 0) =aS,nχ(yS,n ∈ {1, 2, 5, 7})
+ aP,nχ(yS,n ∈ {1, 3, 6}) + aP,n(1− aS,n)χ(yS,n = 7), (67)
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and, by taking the expectation with respect to yS,n,
E
[
g(aS,n, aP,n, yS,n,
↔
K, 0)
]
=aS,n(δsp + δs + υsp + υs)
+ aP,n(δsp + δp + υp) + aP,n(1− aS,n)υsp, (68)
where the first term refers to a successful decoding operation of the current SU packet (since
lP,n is virtually known, its interference can be removed), and the last two terms refer to the
event when either lP,n is successfully decoded, so that the current root, which is reachable
from lP,n, is decoded as well, or lS,n → lP,n, so that lS,n becomes the new root of the graph
and the previous root is virtually decoded.
• Finally, if (Φn, bS,n) = (
→
K, 0), then κˆ
(GA)
P,n = 1, ιP,n = 0 and bS,n = 0. Since ιP,n = 0 excludes
aP,mχ(yS,m ∈ {1, 3, 6, 7})− aP,maS,mχ(yS,m = 7) = 0,∀νP (k) ≤ m < n, there exists some
νP (k) ≤ m < n such that aP,mχ(yS,m ∈ {1, 3, 6, 7}) − aP,maS,mχ(yS,m = 7) = 1, so that
either the current PU packet is decoded successfully, or it is connected to the root of the
CD graph as ρS(Gn)→ lP,n. From (56), we thus obtain
g(aS,n, aP,n, yS,n,
→
K, 0) = aS,nχ(yS,n ∈ {1, 2, 5, 7}), (69)
and, by taking the expectation with respect to yS,n,
E
[
g(aS,n, aP,n, yS,n,
→
K, 0)
]
=aS,n(δsp + δs + υsp + υs). (70)
In fact, since lP,n is virtually known, its interference can be removed, so that the current
SU packet can be virtually decoded if yS,n ∈ {1, 2, 5, 7}.
Note that the distinction between Φ =
↔
K and Φ =
→
K is necessary, since in the configuration
Φ =
↔
K the root may become reachable by a new root with larger CD potential, as shown in the
example provided in Fig. 5.e-f; on the other hand, if Φ =
→
K, then no SU transmission can achieve
higher CD potential than the current root. Also, note that virtual FIC can be employed by SUrx
in states Φ =
↔
K and Φ =
→
K to perform its new transmissions, since the current PU packet is
virtually known. Thus, in these states the SU takes advantage of a "clean" transmission channel.
This fact does not hold when Φ = U, since the PU packet is virtually unknown.
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The state space of the CD protocol in the virtual system is thus given by
W = {(U, b) : b ∈ N(0, Rmax − 1)}
∪
{
(
↔
K, 0), (
→
K, 0)}
}
(71)
with finite cardinality |WV| = Rmax + 2, as opposed to the original formulation, where the state
space is infinite. Therefore, the virtual system allows a compact state space representation of the
CD protocol, such that the specific structure of the CD graph, e.g., the decoding relationships
between the packets in the graph, need not be taken into account. This compact representation
thus lends itself to complexity reduction in the operation and optimization of the SU access
policy.
The virtual system corresponding to Example 3 is depicted in Fig. 7, along with the state of the
CD protocol. In particular, in slot 1, S is virtually decoded and the CD potential is immediately
released, hence the |S| SU packets in S instantaneously contribute to the throughput accrual. In
slot 4, 3P is virtually known at SUrx, hence 5S in slot 5 is decoded via virtual FIC at SUrx.
Moreover, in slot 5, 0S is virtually decoded as well, since 4S becomes the root of the CD graph.
A. Markov decision process formulation
Based on this compact state space representation, it is possible to reformulate problem (54)
as a Markov decision process. The state of the system at the beginning of slot n is denoted as
sn = (sCD,n, tP,n, dP,n, βn), (72)
where sCD,n ∈ W is the state of the CD protocol, tP,n ∈ N(0, Rmax − 1) is the ARQ state,
dP,n ∈ N(tP,n, Dmax − 1) is the delay state at the PU pair (both tP,n and dP,n can be tracked by
the SU pair, as per Lemma 1), and βn is the belief available at the SU pair on the value of the
internal queue state of PUtx, based on the history collected, so that βn(qP ) is the probability that
qP,n = qP , as seen from the SU pair. The following theorem establishes that sn is an information
state, i.e., sn is a sufficient statistic for decision making at time n, so that we can redefine the
SU access policy as a function of sn only, and µS(sn) is the probability that aS,n = 1 in slot n.
Theorem 4. sn is an information state.
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Proof: See Appendix F.
A decoupling principle thus follows: the secondary access decision, i.e., whether the SU
should transmit or stay idle, is determined from µS(sn), based on the compact state information
sn; on the other hand, packet selection, i.e., which packet should be sent if a transmission is
made, is done based on the four CD rules of Sec. V, based on the state of the CD graph.
We can define the expected virtual instantaneous throughput and the expected PU reward
under a given state sn and SU access decision aS,n as
g¯(sn, aS,n) , E [g(aS,n, aP,n, yS,n,Φn, bS,n)| sn, aS,n] , (73)
r¯P (sn, aS,n) , E [rP (sP,n, bP,n,γP,n, aP,n, aS,n)| sn, aS,n] , (74)
where the expectation is with respect to (sP,n, bP,n,γP,n, yS,n, aP,n), so that we can rewrite
g¯(sn, aS,n) =
7∑
i=1
P(yS,n = i)
∑
qP
βn(qP )µP (tP,n, dP,n, qP )g(aS,n, 1, i,Φn, bS,n)
+
7∑
i=1
P(yS,n = i)
∑
qP
βn(qP )(1− µP (tP,n, dP,n, qP ))g(aS,n, 0, i,Φn, bS,n). (75)
and
r¯P (sn, aS,n) =
∑
qP
βn(qP )µP (tP,n, dP,n, qP )E [rP (tP,n, dP,n, qP , bP,n,γP,n, 1, aS,n)]
+
∑
qP
βn(qP )(1− µP (tP,n, dP,n, qP ))E [rP (tP,n, dP,n, qP , bP,n,γP,n, 0, aS,n)] , (76)
where the expectation is with respect to the realization of bP,n and γP,n, which are i.i.d. over
time.
From Theorem 3, we can thus express T¯ (up)S,∞ as
T¯
(up)
S,∞ (µS) = lim inf
N→∞
E
[
1
N
N−1∑
n=0
g¯(sn, aS,n)
]
, (77)
and the PU reward as
R¯P (µS, λ
(CD)
S ) = lim inf
N→∞
E
[
1
N
N−1∑
n=0
r¯P (sn, aS,n)
]
, (78)
where the expectation is with respect to aS,n, generated according to policy µS(sn), and to the
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state sequence {sn} induced by µS .
In the special case where βn takes values from a finite set B,7 sn takes values from a finite
set. Thus, assuming the SU access policy µS induces an irreducible Markov chain {sn, n ≥ 0},
and letting piµS(sn) be its steady-state distribution under the SU access policy µS , the average
long-term SU throughput and PU reward can be rewritten as
T¯
(up)
S (µS) =
∑
s
piµS(s)[µS(s)g¯(s, 1) + (1− µS(s))g¯(s, 0)], (79)
R¯P (µS, λ
(CD)
S ) =
∑
s
piµS(s)[µS(s)r¯P (s, 1) + (1− µS(s))r¯P (s, 0)]. (80)
The optimization problem P3 in (54) can then be solved efficiently using dynamic program-
ming tools, such as policy iteration [9].
VII. NUMERICAL RESULTS
We now present some numerical results. We consider Rayleigh fading channels with average
SNR γ¯s, γ¯ps, γ¯p and γ¯sp. For a given set of average SNR parameters, the transmission rate
for the PU system, Rp, is chosen so as to maximize the primary throughput when the SU is
idle. Similarly, the transmission rate for the SU system, Rs, is chosen so as to maximize the
secondary throughput when the PU is idle. Such choice of Rs is driven by the fact that IC of
the PU packet is potentially enabled by the CD protocol, hence the SU may benefit from a clean
channel between its transmitter-receiver pair. The primary ARQ deadline is set to Rmax = 5, and
the delay deadline to Dmax = 5. The PU is assumed to be backlogged, and it always transmits
(µP (sP ) = 1,∀sP ). The performance metric considered for the PU pair is the throughput, i.e.,
rP (sP , bP ,γP , aP , aS) = aPχ (γP ∈ ΓP (aS)). The maximum throughput achieved by the PU
pair when the SU is idle is thus denoted as T¯P,max = χ (γP ∈ ΓP (0)).
We consider the following policies in addition to "chain decoding": "FIC/BIC", which employs
both FIC and BIC, but does not use the CD mechanism (see [13]); "FIC only", which employs
only FIC, i.e., once the current PU packet is decoded by SUrx, its knowledge is exploited in
the following primary ARQ retransmissions to perform IC at SUrx, see [22]; "no FIC/BIC",
which employs neither BIC nor FIC. In this case, the SU packet is decoded by leveraging the
7This happens, for instance, if bP,n = Qmax with probability 1, so that qP,n = Qmax, ∀n and the data queue is saturated; in
this case, βn(qP ) = χ(qP = Qmax).
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PU codebook structure [23], [24]; however, possible knowledge of the PU packet gained during
the decoding operation is only used in the slot where the PU packet is acquired, whereas it is
neglected in past/future slots.
We point out that the CD protocol, by allowing the SU to intelligently perform selective
retransmissions of SU data packets, best exploits the primary ARQ process, among all the
schemes with fixed transmission rate and power and no cooperation between PU and SU. Hence,
it represents the optimal scheme for the system considered in this paper.
In Fig. 8, we plot the SU throughput given by (79) versus the SNR ratio γ¯ps/γ¯s, where γ¯s = 5.
For selected values of the SNR ratio, we plot also the results of Monte Carlo simulations over
100000 slots, based on the real (not virtual) system. In this regard, we notice a good match
between the simulation curve and the throughput curve (79) based on the virtual system, despite
the finite time-horizon of the simulation.
We notice that, when γ¯ps = 0, the upper bound, corresponding to the case where the current
PU packet is known a priori by SUrx, is achieved with equality by all mechanisms, since
the SU operates under no interference from the PU. The upper bound is approached also for
γ¯ps  γ¯s, corresponding to a strong interference regime where, with high probability, SUrx
can successfully decode the PU packet, remove its interference from the received signal, and
then attempt to decode the SU packet. The worst performance is attained when γ¯ps ' γ¯s/2
(γ¯ps ' γ¯s for "no FIC/BIC"), since the interference from the PU is neither weak enough to be
simply treated as noise, nor strong enough to be successfully decoded and then removed. We
observe that, for γ¯ps < 0.2γ¯s, "no FIC/BIC" is sufficient to achieve optimality. This is because
the signal from PUtx to SUrx is very weak, hence, with high probability, Rp ≥ C(γps), so that
a successful decoding operation of the current PU packet by SUrx is unlikely to occur (even
if the SU remains idle), hence the CD graph does not build up. On the other hand, "FIC/BIC"
is sufficient to achieve optimality in the regime γ¯ps > 2γ¯s. This is because the signal from
PUtx to SUrx is strong, hence, with high probability, the PU packet is decoded before the ARQ
retransmission window terminates, thus enabling the decoding of the buffered SU packets via
BIC. Therefore, the CD graph does not build up over subsequent primary ARQ cycles. Instead,
a throughput improvement of the CD protocol over the other mechanisms can be noticed in the
range γ¯ps ∈ (0.2γ¯s, 2γ¯s), with a throughput gain of ∼10% with respect to "FIC/BIC" and ∼25%
with respect to "FIC only". Even though these throughput gains may seem modest, they represent
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the maximum improvement that can be achieved by any scheme under our assumptions, showing
that CD is able to completely close the gap between the previous schemes and optimality, and
is therefore the ultimate scheme.
In Fig. 9, we plot the SU throughput versus the SNR ratio γ¯sp/γ¯p, where γ¯p = 5. Note that,
for γ¯sp/γ¯p ≤ 0.5, the SU throughput increases. In fact, in this regime the activity of the SU
causes little harm to the PU, and the constraint on the PU throughput loss is inactive. The SU
thus maximizes its own throughput. As γ¯sp increases from 0 to 0.5γ¯p, the activity of the SU
induces more frequent primary ARQ retransmissions (still within the constraint imposed), hence
there are more IC opportunities available and the SU throughput augments. On the other hand, as
γ¯sp grows beyond 0.5γ¯p, the constraint on the PU throughput loss becomes active, SU accesses
become more and more harmful to the PU and take place more and more sparingly, hence the
SU throughput degrades. As in the previous figure, we notice a good match between Monte
Carlo simulations and the numerical throughput curve, and a throughput benefit of CD over the
other mechanisms, ∼20% with respect to "FIC/BIC" and ∼30% for small γ¯sp.
VIII. CONCLUSIONS
We have studied the problem of secondary access in a cognitive radio network, where the
primary user pair employs Type-I Hybrid ARQ. We have proposed a CD protocol, such that
the SU receiver (SUrx) buffers the secondary signals that are not successfully decoded, and
selectively performs retransmissions of previously failed transmission attempts. In fact primary
(due to ARQ) and secondary (according to the rules of the CD protocol) retransmissions introduce
temporal redundancy in the channel, which can be exploited for interference cancellation at the
SU receiver. We have shown that the CD protocol is defined by four simple rules, which enable a
compact state representation of the protocol and its efficient numerical optimization. Finally, we
have shown numerically the throughput benefits of CD, with respect to other strategies proposed
in the literature.
APPENDIX A
Lemma 1. Let tP,0 = 0 in slot 0 (no active retransmission session). Then, (aP,n−1, tP,n, dP,n, lP,n−1)
is a function of yn−1P,0 .
October 18, 2018 DRAFT
44
Proof: The proof is by induction, with the help of Secs. II-A5 and II-A7. Assume that
(aP,k, tP,k+1, dP,k+1, lP,k) is a function of ykP,0 (induction hypothesis). This is true for k = 0,
since:
• yP,0 = ∅ implies aP,0 = 0, lP,0 = 0P , hence tP,1 = dP,1 = 0 (i.e., no transmission performed
and no existing active session in slot 0);
• yP,0 = ACK implies aP,0 = 1, lP,0 = 0P , tP,1 = 0 and dP,1 = 0, since the transmission is
successful and the session ends;
• yP,0 = NACK implies aP,0 = 1, lP,0 = 0P , tP,1 = 1 and dP,1 = 1, since a retransmission
needs to be performed in the next slot.
For k ≥ 0, we show that the induction hypothesis implies that (aP,k+1, tP,k+2, dP,k+2, lP,k+1) is a
function of yk+1P,0 , thus proving the lemma. We have that oP,k+1 = σ(tP,k+1, dP,k+1, yP,k+1) from
(4), so that oP,k+1 is a function of yk+1P,0 . Therefore, given y
k+1
P,0 , we have the following:
aP,k+1 = χ(yP,k+1 ∈ {ACK,NACK}), (81)
since yP,k+1 = ∅ if and only if the PU remains idle in slot k + 1; from (7) and (8),
tP,k+2 = (1− oP,k+1)(tP,k+1 + aP,k+1), (82)
dP,k+2 = (1− oP,k+1) [dP,k+1 + χ(tP,k+1 > 0) + χ(tP,k+1 = 0)aP,k+1] , (83)
so that tP,k+2 and dP,k+2 are functions of yk+1P,0 ; finally, lP,k+1 = (k + 1)P if aP,k+1 = 0, and
lP,k+1 = (k + 1− dP,k+1)P if aP,k+1 = 1. The induction step and the lemma are thus proved.
APPENDIX B
PROOF OF THEOREM 1
Proof: Let AP = {aP,n, n ≥ 0} and AS = {aS,n, n ≥ 0} be a realization of the PU and
SU access sequences; LP = {lP,n, n ≥ 0} and LS = {lS,n, n ≥ 0} be a realization of the PU
and SU label sequences; YS = {yS,n, n ≥ 0} be the SNR region sequence, where yS,n = i
if and only if γS(n) ∈ ΓS,i. In the following proof, we keep (AP ,AS,LP ,YS) fixed and we
vary only the SU labeling sequence LS . Therefore, we express the dependence on LS only. Let
κS,n(lS;LS) ∈ {0, 1}, lS ≥ 0 be the decoding outcome for the SU packets at SUrx under LS ,
i.e., κS,n(lS;LS) = 1 if lS has been successfully decoded by SUrx before and not including slot
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n, and κS,n(lS;LS) = 0 otherwise. Similarly, let κP,n(lP ;LS) ∈ {0, 1}, lP ≥ 0P be the decoding
outcome for the PU packets at SUrx under LS , i.e., κP,n(lP ;LS) = 1 if lP has been successfully
decoded by SUrx before and not including slot n, and κP,n(lP ;LS) = 0 otherwise. Note that
κS,n(·;LS) and κP,n(·;LS) are univocally determined by (AP ,AS,LP ,LS,YS), by applying
recursively CD. With this definition,
∑∞
lS=0
(κS,n+1(lS;LS)− κS,n(lS;LS)) is the number of SU
packets successfully decoded in slot n, as a consequence of a direct decoding operation or via
CD.
We define the sample average secondary throughput up to slot N under the sequence Z as
T¯S,N(LS) = 1
N
∞∑
lS=0
κS,N(lS;LS), (84)
and the expected PU reward up to slot N under the sequence Z as
R¯P,N =
1
N
N−1∑
n=0
E [rP (sP,n, bP,n,γP (n), aP,n, aS,n)| AP ,AS,LP ,YS] , (85)
where the expectation is computed with respect to γP (n) given (AP ,AS,LP ,YS), and we have
used the fact that rP (sP , bP ,γP , aP , aS) is independent of the SU label lS , so that R¯P,N is
independent of LS .
We now solve the following optimization problem:
L∗S = arg maxLS T¯S,N(LS), (86)
for a given (AP ,AS,LP ,YS). Note that this optimization problem does not affect the PU reward
R¯P,N , since the latter is independent of LS , given (AP ,AS,LP ,YS). Moreover, L∗S is the optimal
offline labeling scheme, which assumes that the sequence (AP ,AS,LP ,YS) is known non-
causally at SUtx. Indeed, in the following proof, we will show that, when N → ∞, L∗S is
defined by the CD rules, and can be implemented causally, i.e., it does not require non-causal
knowledge of (AP ,AS,LP ,YS).
Note that, if aP,n = 0 or aS,n = 0, then PUtx or SUtx are idle, respectively; from the
perspective of decoding the PU and SU packets at SUrx and initiating CD, the same outcome
can be obtained in a new system where both PUtx and SUtx transmit, but the channel gain to
SUrx is in a different region. For instance, if aP,n = 1, aS,n = 0, yS,n ∈ {1, 3, 6, 7}, then the
current PU packet is decoded by SUrx; the same outcome is obtained in another system where
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both PUtx and SUtx transmit (aP,n = aS,n = 1) but y˜S,n = 3, so that the current PU packet is
decoded by treating the SU packet as noise, but the SU packet cannot be decoded. Thus, we can
add transmissions at the PU and SU that are not adding any positive SU throughput, by proper
mapping of the channel gains. This is formalized in the following lemma.
Lemma 2. For a given sequence (AP ,AS,LP ,LS,YS), there exists a sequence (A˜P , A˜S, L˜P , L˜S, Y˜S)
achieving the same SU throughput as (AP ,AS,LP ,LS,YS), where both the PU and the SU
always transmit. For such sequence, a˜P,n = a˜S,n = 1, ∀n, and Y˜S , L˜P and L˜S are univocally
defined as follows:
• If aP,n = aS,n = 1, then y˜S,n = yS,n, l˜P,n = lP,n, l˜S,n = lS,n;
• If aP,n = 1, aS,n = 0, yS,n ∈ {1, 3, 6, 7}, then y˜S,n = 3, l˜P,n = lP,n, l˜S,n = nS;
• If aP,n = 1, aS,n = 0, yS,n ∈ {2, 4, 5}, then y˜S,n = 4, l˜P,n = lP,n, l˜S,n = nS;
• If aP,n = 0, aS,n = 1, yS,n ∈ {1, 2, 5, 7}, then y˜S,n = 2, l˜P,n = l˜P,n−1, l˜S,n = lS,n;
• If aP,n = 0, aS,n = 1, yS,n ∈ {3, 4, 6}, then y˜S,n = 4, l˜P,n = l˜P,n−1, l˜S,n = lS,n;
• If aP,n = 0, aS,n = 0, then y˜S,n = 4, l˜P,n = l˜P,n−1, l˜S,n = nS .
We can thus exploit Lemma 2 and proceed as follows: (1) given a sequence (AP ,AS,LP ,LS,YS),
we define (A˜P , A˜S, L˜P , L˜S, Y˜S) as per Lemma 2, which preserves the SU throughput; (2) Given
(A˜P , A˜S, L˜P , L˜S, Y˜S), we then solve the optimization problem (86) to determine the optimal
labeling sequence L˜∗S; (3) Given the optimal labeling sequence L˜∗S , we then define the optimal
labeling sequence L∗S for the original sequence (AP ,AS,LP ,YS) as
l∗S,n = l˜
∗
S,n, if aS,n = 1, (87)
l∗S,n = nS, if aS,n = 0. (88)
Notice that L∗S generated with this approach is indeed the optimal labeling sequence solving the
optimization problem (86) under the original sequence (AP ,AS,LP ,YS). This can be seen by
contradiction: if there exists LˆS such that T¯S,N(LˆS) > T¯S,N(L∗S), then we can define via Lemma 2
a sequence (A˜P , A˜S, L˜P , ˆ˜LS, Y˜S) achieving the SU throughput T¯S,N(LˆS); it follows that a higher
SU throughput is achieved under (A˜P , A˜S, L˜P , ˆ˜LS, Y˜S) than under (A˜P , A˜S, L˜P , L˜∗S, Y˜S), thus
contradicting the optimality of the labeling sequence L˜∗S; necessarily, L∗S is optimal for the
original sequence.
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It thus remains to determine the optimal labeling sequence L˜∗S for a given (A˜P , A˜S, L˜P , Y˜S)
with the property that a˜P,n = a˜S,n = 1,∀n. Throughout the following proof, we thus make the
following assumption.
Assumption 1. The sequence (AP ,AS,LP ,LS,YS) is such that
aP,n = aS,n = 1,∀n. (89)
We proceed as follows. First, in Theorem 5, we determine an upper bound to T¯S,N(LS), which
is independent of LS (but does depend on (LP ,YS)) and holds for any SU labeling sequence
LS . Then, in Theorem 6, we determine a lower bound to T¯S,N(L(CD)S ), the throughput obtained
under the labeling sequence L(CD)S generated according to the CD rules. Finally, we show that
the lower bound, determined via the CD rules, converges to the upper bound for N →∞, thus
proving the optimality of the CD rules. Note that {κS,N(lS;LS), N ≥ 0} is a non-decreasing
and bounded sequence, therefore its limit, denoted as κ∗S(lS;LS) , limN→∞ κS,N(lS;LS), exists
and κ∗S(lS;LS) = 1 if and only if lS is decoded under the sequence LS .
The following results are derived for a sequence satisfying Assumption 1. We can map back to
the original sequence where aP,n, aS,n ∈ {0, 1} using the following procedure, which is obtained
by inspecting all the different cases arising in Lemma 2.
Procedure 1. The general case where aS,n ∈ {0, 1} and aP,n ∈ {0, 1} is obtained by replacing:
• χ(y˜S,n = 1) with aP,naS,nχ(yS,n = 1);
• χ(y˜S,n = 2) with aS,nχ(yS,n = 2) + (1− aP,n)aS,nχ(yS,n ∈ {1, 5, 7});
• χ(y˜S,n = 3) with aP,nχ(yS,n = 3) + aP,n(1− aS,n)χ(yS,n ∈ {1, 6, 7});
• χ(y˜S,n = 4) with χ(yS,n = 4) + (1 − aS,n)χ(yS,n ∈ {2, 5}) + (1 − aP,n)χ(yS,n ∈ {3, 6}) +
(1− aP,n)(1− aS,n)χ(yS,n ∈ {1, 7});
• χ(y˜S,n = i) with aP,naS,nχ(yS,n = i), for i ∈ {5, 6, 7}.
We use the following definitions:
• Let uP,n ∈ {0, 1} be the state variable denoting the beginning of a new PU ARQ cycle,
i.e., uP,n = 1 if a new PU transmission occurs in slot n, and uP,n = 0 otherwise; we let
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UP = {uP,n, n ≥ 0} be a realization of this process;
• Let νP (j), j ≥ 0 be the slot index corresponding to the beginning of the jth primary ARQ
cycle; mathematically, νP (0) = 0 and, for j > 0, νP (j) = min{n : uP,n = 1, n > νP (j−1)};
note that, owing to the labeling scheme employed by the PU pair, lP,n = νP (j),∀νP (j) ≤
n < νP (j + 1);
• Let JP (n), n ≥ 0, be the index of the primary ARQ cycle slot n belongs to; mathematically,
JP (n) = j if and only if νP (j) ≤ n < νP (j + 1).
In the next theorem, we upper bound T¯S,N(LS). We show that the upper and lower bounds are
composed of three components. The first component, T¯ (GA)S,νP (j+1), is the genie-aided SU throughput,
obtained by assuming that the PU packets are known in advance and their interference can be
removed. The second term (92) is a throughput degradation term which accounts for the fact that
the PU packet cannot be decoded by SUrx within its retransmission cycle, even in the genie-aided
case where the interference from SUtx is removed; thus, those SU packets with yS,n ∈ {5, 7},
which are decodable in the genie-aided case and are counted in the genie-aided throughput
T¯
(GA)
S,νP (j+1)
, cannot be decoded due to the impossibility to remove the interference from PUtx.
The third term (93) is a throughput degradation term which accounts for the retransmission of
the root of the CD graph, rather than transmitting new data packets.
Theorem 5. For a given (UP ,YS), ∀LS , ∀N > 0,
T¯S,N(LS) ≤ νP (JP (N − 1) + 1)
N
T¯
(up)
S,νP (JP (N−1)+1), ∀LS, (90)
where we have defined, for j ≥ 0,
T¯
(up)
S,νP (j+1)
= T¯
(GA)
S,νP (j+1)
(91)
− 1
νP (j + 1)
j∑
k=0
[
1− κ(GA)P (νP (k))
] νP (k+1)−1∑
n=νP (k)
χ(yS,n ∈ {5, 7}) (92)
− 1
νP (j + 1)
j∑
k=0
1− νP (k+1)−1∏
n=νP (k)
χ(yS,n 6= 7)
 νP (k+1)−1∏
n=νP (k)
χ(yS,n ∈ {2, 4, 5, 7}). (93)
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Above,
T¯
(GA)
S,νP (j+1)
=
1
νP (j + 1)
νP (j+1)−1∑
n=0
χ(yS,n ∈ {1, 2, 5, 7}) (94)
is the genie-aided (GA) throughput up to slot νP (j + 1) at SUrx, assuming SUrx knows the PU
packet in advance and thus removes its interference, and
κ
(GA)
P (νP (k)) , 1−
νP (k+1)−1∏
n=νP (k)
χ(yS,n ∈ {2, 4, 5}) (95)
is the genie-aided (GA) decoding outcome at SUrx for the PU packet lP,n = νP (k) transmitted
in slots νP (k) ≤ n < νP (k + 1), assuming that the SU packets are known in advance and thus
their interference can be removed.
Proof: See Appendix C.
In the second part of the proof, we lower bound T¯S,N(L(CD)) where L(CD) is defined via the
CD rules. We have the following theorem.
Theorem 6. For a given (UP ,YS), let the label sequence L(CD) be generated according to the
CD rules. Then, ∀N , we have
T¯S,N(L(CD)S ) ≥
νP (J(N) + 1)
N
T¯
(up)
S,νP (J(N)+1)
(96)
where
J(n) = max{k : n ≥ νP (k + 1) ∩Qk = 1} ∪ {−1}, (97)
and we have defined Qk ∈ {0, 1} referred to the kth ARQ cycle as
Qk = χ (∃ νP (k) ≤ m1 < m2 < νP (k + 1) : yS,m1 ∈ {1, 3}, yS,m2 ∈ {1, 2, 5, 7}) . (98)
Proof: See Appendix D.
J(n) is the index of the last ARQ cycle, finishing before slot n, with the following properties:
there exist two slots m1 and m2 in the kth ARQ cycle such that yS,m1 ∈ {1, 3}, so that the
PU packet is successfully decoded in slot m1 and its interference can be removed. Moreover,
yS,m2 ∈ {1, 2, 5, 7}. Since the PU packet is known by SUrx in slots m1 < n < νP (k + 1), the
October 18, 2018 DRAFT
50
root of the CD graph is transmitted according to CD rule R3, until it is decoded successfully,
which is guaranteed by the condition yS,m2 ∈ {1, 2, 5, 7}. Therefore, Qk = 1 guarantees that
the CD potential of the CD graph is fully released by the end of the kth ARQ cycle. However,
note that Qk = 1 is a sufficient, but not necessary, condition for the release of the CD potential,
hence the lower bound may be loose for general N .
By combining Theorems 5 and 6, and generating the labeling sequence according to the CD
rules, we obtain
νP (J(N) + 1)
N
T¯
(up)
S,νP (J(N)+1)
≤ T¯S,N(L(CD)S ) ≤
νP (JP (N − 1) + 1)
N
T¯
(up)
S,νP (JP (N−1)+1). (99)
Notice that, under the assumption that the PU starts a new ARQ cycle infinitely often (so that
νP (J(N − 1) + 1) = N infinitely often when N → ∞), and that the condition Qk = 1 occurs
infinitely often (so that νP (J(N) + 1) = N infinitely often when N →∞), we obtain the limits
lim
N→∞
νP (J(N − 1) + 1)
N
= lim
N→∞
νP (J(N) + 1)
N
= 1, (100)
and
lim
N→∞
T¯
(up)
S,νP (J(N)+1)
(L(CD)S ) = lim
N→∞
T¯
(up)
S,νP (J(N−1)+1) , T¯
(up)
S,∞ . (101)
Letting N →∞ in (99), we thus obtain
lim
j→∞
T¯S,νP (j+1)(L(CD)S ) = T¯ (up)S,∞ , (102)
so that the label sequence L(CD) converges to the upper bound, and is thus optimal. Theorem 1
is thus proved.
APPENDIX C
PROOF OF THEOREM 5
Proof: Since {κS,n(lS;LS), n ≥ 0} is a non-decreasing sequence, and N ≤ νP (JP (N −
1) + 1), we have
∞∑
lS=0
κS,N(lS;LS) ≤
∞∑
lS=0
κS,νP (JP (N−1)+1)(lS;LS), (103)
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and therefore, from (84),
T¯S,N(LS) ≤ νP (JP (N − 1) + 1)
N
T¯S,νP (JP (N−1)+1)(LS). (104)
In the following, we prove that
T¯S,νP (j+1)(LS) ≤ T¯ (up)S,νP (j+1), ∀j ≥ 0, (105)
which proves the theorem. In fact, using the inequality (105) in (104) with j = JP (N − 1), we
obtain the inequality (90) in the statement of the theorem, so that (104) and (105) imply (90).
Therefore, in the following we prove the inequality (105) for a generic j ≥ 0. Since we
consider fixed j ≥ 0 and LS , in the following analysis we drop the dependence on νP (j + 1)
and on LS .
A. Necessary condition for the decodability of the PU packets
We first determine a necessary condition for the decodability of the PU packets by SUrx. Let
k ≤ j and consider the PU packet lP,n = νP (k) transmitted by PUtx in slots νP (k) ≤ n <
νP (k + 1). lP,n = νP (k) cannot be decoded if
AP,k ≡ yS,n ∈ {2, 4, 5}, ∀νP (k) ≤ n < νP (k + 1) (106)
holds true. This event is independent of LS . In fact, if AP,k holds true, the channel conditions
are such that the PU packet νP (k) cannot be decoded even in the genie-aided case where the
interference from SUtx is known and is removed. Therefore,
AP,k ⇒ κP (νP (k)) = 0, (107)
yielding the inequality
κP (νP (k)) ≤ 1− χ(AP,k) , κ(GA)P (νP (k)), (108)
where κ(GA)P (νP (k)) is the genie-aided (GA) decoding outcome for the PU packets at SUrx,
which can be explicitly written as in (95).
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B. Necessary condition for the decodability of the SU packets
We now analyze the decodability of the SU packets at SUrx. Let
N (lS) ≡ {n < νP (j + 1) : lS,n = lS} (109)
be the set of slots where lS is transmitted. Then, lS cannot be decoded within the first νP (j+ 1)
slots if, for all n ∈ N (lS), either of the following events occur:
• κP (lP,n) = 0 and yS,n /∈ {1, 2}, i.e., the PU packet transmitted in slot n cannot be decoded
by slot νP (j+1), its interference cannot be removed, and lS cannot be decoded jointly with
lP,n, nor by treating lP,n as noise.
• κP (lP,n) = 1 and yS,n ∈ {1, 2, 5, 7}, i.e., the PU packet transmitted in slot n can be decoded
by slot νP (j + 1), its interference can be removed, but the direct link γs(n) is too weak to
make lS decodable, even after removing the interference from lP,n.
Mathematically,
[(1− κP,(lP,n))χ(yS,n /∈ {1, 2})
+κP (lP,n)χ(yS,n /∈ {1, 2, 5, 7})] = 1,∀n ∈ N (lS)
⇒ κS(lS) = 0, (110)
or equivalently
κS(lS) = 1 (111)
⇒ ∃n ∈ N (lS) : [χ(yS,n ∈ {1, 2}) + κP (lP,n)χ(yS,n ∈ {5, 7})] = 1.
Letting
τS(lS) ≡ {n ∈ N (lS) : [χ(yS,n ∈ {1, 2}) + κP (νP (k))χ(yS,n ∈ {5, 7})] = 1} , (112)
we can rewrite the logical relationship (111) as
κS(lS) = 1⇒ |τS(lS)| > 0,
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so that |τS(lS)| > 0 is a necessary condition for the decodability of lS by SUrx. We thus obtain
the inequality
κS(lS) ≤ χ(|τS(lS)| > 0). (113)
Note that τS(lS) represents the set of slots where lS can possibly be decoded; outside of this set,
e.g., in slot n ∈ N (lS) \ τS(lS), lS cannot be decoded due either to the fact that lP,n cannot be
decoded by SUrx (κP (lP,n) = 0) and yS,n /∈ {1, 2}, or to the fact that lP,n can be decoded by SUrx
(κP (lP,n) = 1), its interference can be removed from the received signal, but yS,n /∈ {1, 2, 5, 7}.
In particular, if τS(lS) ≡ ∅, then the SU packet lS cannot be decoded successfully by SUrx and
κS(lS) = 0.
We can further bound (113) as follows. Let
τ
(GA)
S (lS) ≡
{
n ∈ N (lS) :
[
χ(yS,n ∈ {1, 2}) + κ(GA)P (νP (k))χ(yS,n ∈ {5, 7})
]
= 1
}
, (114)
obtained by replacing the decodability of the PU packet νP (k), κP (νP (k)), with the genie-aided
decodability κ(GA)P (νP (k)). Using (108), we have that
τS(lS) ⊆ τ (GA)S (lS), (115)
and thus, using (113),
κS(lS) ≤ χ(|τS(lS)| > 0) ≤ χ(|τ (GA)S (lS)| > 0). (116)
Let, for each slot νP (k) ≤ n < νP (k + 1),
oS,n = χ(yS,n ∈ {1, 2}) + κ(GA)P (νP (k))χ(yS,n ∈ {5, 7}). (117)
Then, we can rewrite
τ
(GA)
S (lS) ≡ {n ∈ N (lS) : oS,n = 1} (118)
and |τ (GA)S (lS)| =
∑
n∈N (lS) oS,n, so that
κS(lS) ≤ χ
 ∑
n∈N (lS)
oS,n > 0
 ≤ ∑
n∈N (lS)
oS,n. (119)
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C. Analysis of the upper bound on the throughput
Let k ≤ j and consider the PU packet lP,n = νP (k) transmitted by PUtx in slots νP (k) ≤
n < νP (k + 1). Consider the condition
BP,k ≡
{
yS,n ∈ {2, 4, 5, 7}, ∀νP (k) ≤ n < νP (k + 1) ∩ A¯P,k
}
, (120)
where A¯P,k denotes the complement of the event AP,k. Note that the condition (120) excludes the
genie-aided condition for non-decodability, AP,k, so that lP,n = νP (k) may indeed be decoded in
the genie-aided case, if BP,k holds. In fact, BP,k implies the existence of n such that yS,n = 7,
so that, in principle, lP,n can be decoded after removing the interference from the SU packet
lS,n.
Let
N (B,7)k ≡ {νP (k) ≤ n < νP (k + 1) : yS,n = 7 ∩BP,k} (121)
be the set of slots in the kth ARQ window such that BP,k holds and yS,n = 7. Therefore,
lP,n = νP (k) can only be decoded by removing the interference from lS,n, for some n ∈ NB,k.
Equivalently, in order, first such lS,n is decoded; then, its interference is removed from slot n;
finally lP,n = νP (k) is decoded without interference from the SU signal. Note that, if BP,k does
not hold for the kth ARQ cycle, then necessarily N (B,7)k ≡ ∅. Finally, let
L(B,7)S,k ≡ {lS,n,∀n ∈ N (B,7)k } (122)
be the set of SU packets transmitted in these slots, where L(B,7)S,k ≡ ∅ if the condition BP,k does
not hold. Then, we have∑
lS
κS(lS) =
∑
lS∈∪kL(B,7)S,k
κS(lS) +
∑
lS /∈∪kL(B,7)S,k
κS(lS)
≤
∑
lS∈∪kL(B,7)S,k
κS(lS) +
∑
lS /∈∪kL(B,7)S,k
∑
n∈N (lS)
oS,n, (123)
where we have used the inequality (119). We now analyze the decodability of lS ∈ L(B,7)S,k ,
κS,νP (j+1)(lS). We define, for lS ∈ L(B,7)S,k , κ−kS (lS) as the decodability of lS by restricting the
observation interval to the set of slots {0, 1, . . . , νP (j + 1) − 1} \ N (B,7)k , i.e., κ−kS (lS) = 1 if
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lS can be decoded successfully without the signal received in slots N (B,7)k , and κ−kS (lS) = 0
otherwise. Clearly,
κ−kS (lS) ≤ κS(lS), (124)
since the decodability improves if a larger number of slots is considered in the decoding process.
Then, we have the following cases. If ∑
lS∈L(B,7)S,k
κ−kS (lS) = 0, (125)
hence κ−kS (lS) = 0,∀lS ∈ L(B,7)S,k , then no packets lS ∈ L(B,7)S,k can be decoded without considering
the signals received in slots N (B,7)k . It follows that the PU packet transmitted in the kth ARQ
cycle, νP (k), cannot be decoded, hence its interference cannot be removed, and therefore
κS(lS) = 0,∀lS ∈ L(B,7)S,k . (126)
Note that, since n ∈ τ (GA)S (lS,n),∀n ∈ N (B,7)k , hence |τ (GA)S (lS)| ≥ 1,∀lS ∈ L(B,7)S,k , it follows
that
0 =
∑
lS∈L(B,7)S,k
κS(lS) ≤
∑
lS∈L(B,7)S,k
|τ (GA)S (lS)| − 1 =
∑
lS∈L(B,7)S,k
∑
n∈N (lS)
oS,n − 1. (127)
On the other hand, if ∑
lS∈L(B,7)S,k
κ−kS (lS) > 0, (128)
it follows that there exists some l¯S ∈ L(B,7)S,k , transmitted in slot n¯ ∈ N (B,7)k , such that κ−kS (l¯S) =
1. This SU packets can thus be decoded successfully without considering the slots N (B,7)k in
the decoding process. If this condition holds, then the PU packet transmitted in the kth ARQ
cycle, νP (k), can be decoded after removing the interference from such l¯S . All the SU packets
lS ∈ L(B,7)S,k can then be decoded after removing the interference from the PU packet νP (k), since
yS,n = 7,∀n ∈ N (B,7)k . It follows that
κS(lS) = 1, ∀lS ∈ L(B,7)S,k , (129)
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and therefore∑
lS∈L(B,7)S,k
κS(lS) =
∑
lS∈L(B,7)S,k \{l¯S}
κS(lS) + κS(l¯S) ≤
∑
lS∈L(B,7)S,k \{l¯S}
∑
n∈N (lS)
oS,n + κS(l¯S), (130)
where we have used the inequality (119), and κS(l¯S) = 1. Note that, for the SU packet l¯S , we
have |τ (GA)S (l¯S)| > 1. In fact, assuming that l¯S is transmitted in slot n¯ ∈ N (B,7)k , then necessarily
n¯ ∈ τ (GA)S (l¯S), and thus N (B,7)k ∩ τ (GA)S (l¯S) 6≡ ∅. Moreover, τ (GA)S (l¯S) \ NB,k 6≡ ∅, since l¯S must
be decodable without considering the slots NB,k, hence it must satisfy the necessary condition
(116) outside this set. It follows that 1 = κS(l¯S) ≤
∑
n∈N (l¯S) oS,n − 1, hence, substituting in
(130), we obtain the inequality∑
lS∈L(B,7)S,k
κS(lS) ≤
∑
lS∈L(B,7)S,k
∑
n∈N (lS)
oS,n − 1, (131)
which thus holds for both cases (125) and (128). In general, since L(B,7)S,k ≡ ∅ if the condition
BP,k does not hold, for each 0 ≤ k ≤ j we obtain the inequality∑
lS∈L(B,7)S,k
κS(lS) ≤
∑
lS∈L(B,7)S,k
∑
n∈N (lS)
oS,n − χ(BP,k). (132)
Finally, substituting in (123), we obtain∑
lS
κS(lS) =
∑
lS∈∪kL(B,7)S,k
κS(lS) +
∑
lS /∈∪kL(B,7)S,k
κS(lS)
≤
∑
lS∈∪kL(B,7)S,k
∑
n∈N (lS)
oS,n −
j∑
k=0
χ(BP,k) +
∑
lS /∈∪kL(B,7)S,k
∑
n∈N (lS)
oS,n
=
∑
lS
∑
n∈N (lS)
oS,n −
j∑
k=0
χ(BP,k). (133)
Using the fact that
∑
lS
∑
n∈N (lS) oS,n =
∑νP (j+1)−1
n=0 oS,n, we then obtain the inequality
∑
lS
κS(lS) ≤
νP (j+1)−1∑
n=0
oS,n −
j∑
k=0
χ(BP,k). (134)
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The expression (91) is finally obtained by expressing the condition BP,k as
χ(BP,k) =
1− νP (k+1)−1∏
n=νP (k)
χ(yS,n 6= 7)
 νP (k+1)−1∏
n=νP (k)
χ(yS,n ∈ {2, 4, 5, 7}), (135)
and by replacing the expression (117) in (134). By dividing each side of (134) by νP (j + 1),
we finally obtain the inequality (105), thus proving the theorem.
APPENDIX D
PROOF OF THEOREM 6
Proof: Note that L(CD)S is a causal function of (UP ,YS), according to the CD rules, i.e.,
lS,n is a function of {(uP,m, yS,m),m = 0, 1, . . . , n}.
Since {κS,n(lS;L(CD)S ), n ≥ 0} is a non-decreasing sequence, and N ≥ νP (J(N) + 1) from
the definition of J(n) in (97), we have
∞∑
lS=0
κS,N(lS;L(CD)S ) ≥
∞∑
lS=0
κS,νP (J(N)+1)(lS;L(CD)S ), (136)
and therefore, from (96),
T¯S,N(L(CD)S ) ≥
νP (J(N) + 1)
N
T¯S,νP (J(N)+1)(L(CD)S ). (137)
In the following, we show that
T¯S,νP (J(N)+1)(L(CD)S ) ≥ T¯ (up)S,νP (J(N)+1), ∀N ≥ 0. (138)
By combining (137) and (138), the inequality (96) then directly follows and the theorem is
proved. In order to prove (138), we use the following lemma.
Lemma 3. Let j ≥ 0 and νP (j) < n ≤ νP (j + 1). Let
vS,n , vS(ρS(Gn);Gn) (139)
be the CD potential of the root of the CD graph at the beginning of slot n and
MS,n =
∑
lS
κS,n(lS;L(CD)S ) (140)
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be the number of SU packets successfully decoded up to the beginning of slot n. Then,
MS,n + vS,n − 1 =
n−1∑
m=0
χ(yS,m ∈ {1, 2, 5, 7}) (141)
−
j−1∑
k=0
[
1− κ(GA)P (νP (k))
] νP (k+1)−1∑
m=νP (k)
χ(yS,m ∈ {5, 7})
−
n−1∏
m=νP (j)
χ(yS,m ∈ {2, 4, 5})
n−1∑
m=νP (j)
χ(yS,m ∈ {5, 7})
−
j−1∑
k=0
1− νP (k+1)−1∏
m=νP (k)
χ(yS,m 6= 7)
 νP (k+1)−1∏
m=νP (k)
χ(yS,m ∈ {2, 4, 5, 7})
−
1− n−1∏
m=νP (j)
χ(yS,m 6= 7)
 n−1∏
m=νP (j)
χ(yS,m ∈ {2, 4, 5, 7}).
Moreover, in the special case n = νP (j + 1),
T¯
(up)
S,νP (j+1)
=
MS,νP (j+1) + vS,νP (j+1) − 1
νP (j + 1)
. (142)
Proof: The expression (141) is obtained by using Lemma 4 in Appendix E and induction
on n. The expression (142) is obtained by letting n = νP (j + 1) and by inspection of (91).
Using the definition of MS,n in (140) and (84), we can rewrite
T¯S,n(L(CD)S ) =
MS,n
n
. (143)
Therefore, using (142), (138) is equivalent to
T¯S,νP (J(N)+1)(L(CD)S ) =
MS,νP (J(N)+1)
νP (J(N) + 1)
≥ T¯ (up)S,νP (J(N)+1) =
MS,νP (J(N)+1) + vS,νP (J(N)+1) − 1
νP (J(N) + 1)
,
(144)
or equivalently,
vS,νP (J(N)+1) ≤ 1, ∀N ≥ 0. (145)
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Using the definition of J(N) in (97), this is equivalent to proving that
vS,νP (k+1) ≤ 1,∀k ≥ 0 s.t. Qk = 1, (146)
where Qk is defined in (98). This can be readily shown by following the recursions in the
proof of Lemma 4 in Appendix E. In fact, for k such that Qk = 1, we have that there exists
νP (k) ≤ m1 < m2 < νP (k+1) such that yS,m1 ∈ {1, 3} and yS,m2 ∈ {1, 2, 5, 7}. Without loss of
generality, assume yS,t ∈ {3, 4, 6},∀m1 < t < m2. yS,m1 ∈ {1, 3} guarantees that the PU packet
is successfully decoded in slot m1, hence κP,m1+1(lP,m1+1) = 1. Therefore, from (172),
MS,m1+t+1 = MS,m1+t + χ(yS,m1+t ∈ {1, 2, 5, 7})vS,m1+t, (147)
vS,m1+t+1 = χ(yS,m1+t ∈ {1, 2, 5, 7}) + χ(yS,m1+t ∈ {3, 4, 6})vS,m1+t, (148)
for all 1 ≤ t < νP (k + 1) −m1. Using the fact that yS,t ∈ {3, 4, 6},∀m1 < t < m2, we obtain
vS,m2 = vS,m1+1. Then, since yS,m2 ∈ {1, 2, 5, 7}, we obtain vS,m2+1 = 1 and, for m2 −m1 ≤
t < νP (k + 1)−m1, vS,m1+t+1 = 1, so that vS,νP (k+1) = 1. The theorem is thus proved.
APPENDIX E
Lemma 4. Let
vS,n , vS(ρS(Gn);Gn) (149)
be the CD potential of the root of the CD graph at the beginning of slot n and
MS,n =
∑
lS
κS,n(lS;L(CD)S ) (150)
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be the number of SU packets successfully decoded up to the beginning of slot n. Then, we have
vS,0 = 1, MS,0 = 0 and, ∀k ≥ 0, νP (k) ≤ n < νP (k + 1), we have the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2, 5, 7})
−
n−1∏
m=νP (k)
χ(yS,m ∈ {2, 4, 5})χ(yS,n ∈ {1, 3, 5, 6, 7})
+
n−1∏
m=νP (k)
χ(yS,m ∈ {2, 4, 5})χ(yS,n ∈ {1, 3, 6, 7})
n−1∑
m=νP (k)
χ(yS,m = 5)
+
n−1∏
m=νP (k)
χ(yS,m ∈ {2, 4, 5, 7})χ(yS,n ∈ {1, 3, 6}). (151)
Proof: Consider slot n within the kth ARQ cycle, i.e., νP (k) ≤ n < νP (k + 1). We have
the following cases.
A) PU packet lP,n unknown (κP,n(lP,n) = 0) and disconnected from the CD graph This is true
in slot n = νP (k), i.e., at the beginning of the kth ARQ cycle. Therefore, according to R1,
the root is transmitted in slot n, lS,n = ρS(Gn), and has been transmitted in the previous slots
νP (k) ≤ m < n. This condition holds if and only if
yS,m ∈ {2, 4}, ∀νP (k) ≤ m < n. (152)
In fact, if yS,m ∈ {1, 3} for some νP (k) ≤ m < n, then the PU packet is successfully decoded
in slot m; similarly, if yS,m ∈ {5, 6, 7} for some νP (k) ≤ m < n, then the PU packet becomes
connected to the root of the CD graph. Specializing (151) to this case and using (152), we need
to prove the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2}). (153)
In fact, if yS,n ∈ {1, 2}, the root is successfully decoded and the full CD potential is released,
resulting in
MS,n+1 = MS,n + vS,n. (154)
The new root of the CD graph becomes ρS(Gn+1) = n+ 1 (new SU packet), with CD potential
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vS,n+1 = 1, so that
MS,n+1 + vS,n+1 = MS,n + vS,n + 1. (155)
Otherwise, the root of the CD graph remains unchanged, ρS(Gn+1) = ρS(Gn), with CD potential
vS,n+1 = vS,n, and no SU packets are decoded, so that MS,n+1 = MS,n. It follows that
MS,n+1 + vS,n+1 = MS,n + vS,n. (156)
B) PU packet lP,n unknown (κP,n(lP,n) = 0) and connected to the root of the CD graph with
lP,n → ρS(Gn) Therefore, according to R2, a new SU packet is transmitted in slot n, lS,n = nS .
This condition holds if and only if
yS,m ∈ {2, 4, 5},∀νP (k) ≤ m < n ∩ ∃νP (k) ≤ m < n : yS,m = 5. (157)
In fact, if yS,m ∈ {1, 3}, for some νP (k) ≤ m < n, then the PU packet is decoded in slot m, thus
contradicting the hypothesis κP,n(lP,n) = 0; if yS,m ∈ {6, 7}, for some νP (k) ≤ m < n, then the
PU packet becomes connected to the root of the CD graph with lP,n ↔ ρS(Gn) or ρS(Gn)→ lP,n,
thus contradicting the hypothesis lP,n → ρS(Gn); finally, if yS,m ∈ {2, 4},∀νP (k) ≤ m < n, then
the case (152) holds and lP,n is not connected to the root of the CD graph.
The condition (157) implies that yS,t ∈ {2, 4},∀νP (k) ≤ t < m and yS,m = 5, for some
νP (k) ≤ m < n, so that the root is transmitted in slots νP (k) ≤ t ≤ m, and the PU packet
becomes connected to the CD graph in slot m; in the following slots m < t ≤ n, according to
R2, new SU packets are transmitted, so that lS,t = tS,∀m < t ≤ n.
Specializing (151) to this case and using (157), we need to prove the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2})
+ χ(yS,n ∈ {1, 3, 6, 7})
n−1∑
m=νP (k)
χ(yS,m = 5). (158)
We analyze all the possible cases:
• If yS,n ∈ {1, 3}, then lP,n is decoded and lS,n is decoded if yS,n = 1 ; since lP,n → ρS(Gn),
all the SU packets transmitted in the previous slots νP (k) ≤ t < n such that yS,t = 5,
including the root, are decoded after removing the interference from the PU packet, hence
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the full CD potential is released. We thus obtain
MS,n+1 = MS,n + vS,n − 1 +
n−1∑
t=νP (k)
χ(yS,t = 5) + χ(yS,n = 1); (159)
in the next slot, the new root is ρS(Gn+1) = n+ 1, with CD potential vS,n+1 = 1, hence
MS,n+1 + vS,n+1 = MS,n + vS,n +
n−1∑
t=νP (k)
χ(yS,t = 5) + χ(yS,n = 1), (160)
so that (158) holds.
• If yS,n = 2, then only lS,n is decoded, so that MS,n+1 = MS,n + 1; the root and its CD
potential remain unchanged, so that vS,n+1 = vS,n, so that (158) holds.
• If yS,n ∈ {4, 5}, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; the root
of the CD graph and its CD potential remain unchanged, so that vS,n+1 = vS,n, which is
consistent with (158).
• If yS,n ∈ {6, 7}, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; however,
lS,n becomes the new root of the CD graph, since its CD potential is vS(lS,n;Gn+1) =∑n−1
t=νP (k)
χ(yS,t = 5) + vS,n = vS,n+1, as opposed to the previous root, with smaller CD
potential vS(ρS(Gn);Gn+1) = vS,n; therefore, we obtain
MS,n+1 + vS,n+1 = MS,n + vS,n
+
n−1∑
m=νP (k)
χ(yS,m = 5), (161)
which is consistent with (158).
C) PU packet lP,n unknown (κP,n(lP,n) = 0) and connected to the root of the CD graph with
lP,n ↔ ρS(Gn) Therefore, according to R2, a new SU packet is transmitted in slot n, lS,n = nS .
This condition holds if and only if
yS,m ∈ {2, 4, 5, 7}, ∀νP (k) ≤ m < n ∩ ∃νP (k) ≤ m < n : yS,m = 7. (162)
In fact, if yS,m ∈ {1, 3}, for some νP (k) ≤ m < n, then the PU packet is decoded in slot m, thus
contradicting the hypothesis κP,n(lP,n) = 0; if yS,m = 6, for some νP (k) ≤ m < n, then the PU
packet becomes connected to the root of the CD graph with ρS(Gn) → lP,n, thus contradicting
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the hypothesis lP,n ↔ ρS(Gn); finally, if yS,m ∈ {2, 4, 5},∀νP (k) ≤ m < n, then the previous
cases (152) or (157) hold.
The condition (162) implies that yS,t ∈ {2, 4},∀νP (k) ≤ t < m and yS,m ∈ {5, 7}, for some
νP (k) ≤ m < n, so that the root is transmitted in slots νP (k) ≤ t ≤ m, and the PU packet
becomes connected to the CD graph in slot m; in the following slots m < t ≤ n, according to
R2, new SU packets are transmitted, so that lS,t = tS,∀m < t ≤ n. If yS,m = 5, then condition
(162) implies that there exists also some m < m˜ < n such that yS,m˜ = 7, so that lS,m˜ becomes
the new root of the CD graph.
Specializing (151) to this case and using (162), we need to prove the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2, 5, 7}) + χ(yS,n ∈ {1, 3, 6}). (163)
We analyze all the possible cases:
• If yS,n ∈ {1, 3}, then lP,n is decoded and lS,n is decoded if yS,n = 1 ; since lP,n ↔ ρS(Gn),
the root is decoded and its CD potential is released, so that
MS,n+1 = MS,n + vS,n + χ(yS,n = 1); (164)
in the next slot, the new root is ρS(Gn+1) = n+ 1, with CD potential vS,n+1 = 1, hence
MS,n+1 + vS,n+1 = MS,n + vS,n + 1 + χ(yS,n = 1), (165)
which is consistent with (163).
• If yS,n ∈ {2, 4}, then only lS,n is decoded if yS,n = 2, so that MS,n+1 = MS,n+χ(yS,n = 2);
the root and its CD potential remain unchanged, so that vS,n+1 = vS,n and (158) holds.
• If yS,n ∈ {5, 7}, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; however,
lP,n → lS,n (if yS,n = 5) or lP,n ↔ lS,n (if yS,n = 7), so that lS,n becomes reachable
from the root of the CD graph, whose CD potential thus increases by one unit, yielding
vS,n+1 = vS,n + 1. This is consistent with (163).
• If yS,n = 6, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; however, lS,n
becomes the new root of the CD graph, since its CD potential is vS(lS,n;Gn+1) = vS,n+1, as
opposed to the previous root, with smaller CD potential vS(ρS(Gn);Gn+1) = vS,n; therefore,
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we obtain
MS,n+1 + vS,n+1 = MS,n + vS,n + 1, (166)
which is consistent with (163).
D) PU packet lP,n unknown (κP,n(lP,n) = 0) and connected to the root of the CD graph with
ρS(Gn)→ lP,n Therefore, according to R2, a new SU packet is transmitted in slot n, lS,n = nS .
This condition holds if and only if
yS,m ∈ {2, 4, 5, 6, 7},∀νP (k) ≤ m < n ∩ ∃νP (k) ≤ m < n : yS,m = 6. (167)
In fact, if yS,m ∈ {1, 3}, for some νP (k) ≤ m < n, then the PU packet is decoded in slot m,
thus contradicting the hypothesis κP,n(lP,n) = 0; finally, if yS,m ∈ {2, 4, 5, 7},∀νP (k) ≤ m < n,
then the previous cases (152), (157) or (162) hold.
The condition (167) implies that yS,t ∈ {2, 4},∀νP (k) ≤ t < m and yS,m ∈ {5, 6, 7}, for some
νP (k) ≤ m < n, so that the root is transmitted in slots νP (k) ≤ t ≤ m, and the PU packet
becomes connected to the CD graph in slot m; in the following slots m < t ≤ n, according
to R2, new SU packets are transmitted, so that lS,t = tS,∀m < t ≤ n. If yS,m ∈ {5, 7}, then
condition (167) implies that there exists also some m < m˜ < n such that yS,m˜ = 6, so that
lS,m˜ becomes the new root of the CD graph (in fact, it is the SU packet with the largest CD
potential).
Specializing (151) to this case and using (167), we need to prove the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2, 5, 7}). (168)
We analyze all the possible cases:
• If yS,n ∈ {1, 3}, then lP,n is decoded and lS,n is decoded if yS,n = 1; then, the CD potential
of lP,n is released, vP (lP,n;Gn), so that
MS,n+1 = MS,n + vP (lP,n;Gn) + χ(yS,n = 1); (169)
note that vP (lP,n;Gn) ≤ vS,n − 1, since ρS(Gn) → lP,n and thus the root of the CD graph
has CD potential strictly larger than that of lP,n. After decoding the SU packets reachable
from lP,n, that portion of the graph is removed, so that the root remains unchanged but its
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CD potential is decreased, resulting in vS,n+1 = vS,n − vP (lP,n;Gn). We obtain
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n = 1), (170)
which is consistent with (168).
• If yS,n ∈ {2, 4}, then only lS,n is decoded if yS,n = 2, so that MS,n+1 = MS,n+χ(yS,n = 2);
the root and its CD potential remain unchanged, so that vS,n+1 = vS,n and (168) holds.
• If yS,n ∈ {5, 7}, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; however,
lP,n → lS,n (if yS,n = 5) or lP,n ↔ lS,n (if yS,n = 7), so that lS,n becomes reachable
from the root of the CD graph, whose CD potential thus increases by one unit, yielding
vS,n+1 = vS,n + 1. This is consistent with (168).
• If yS,n = 6, then neither lP,n nor lS,n is decoded, so that MS,n+1 = MS,n; lS,n becomes
the new root of the CD graph, since its CD potential equals that of the previous root, but
lS,n = nS is a more recent SU packet, therefore vS,n+1 = vS,n, which is consistent with
(168).
E) PU packet lP,n known (κP,n(lP,n) = 1) Therefore, according to R3, the root of the CD graph
is transmitted in slot n, lS,n = ρS(Gn). This condition holds if and only if
∃νP (k) ≤ m < n : yS,m ∈ {1, 3}. (171)
In fact, if the above condition is not satisfied, we fall in one of the cases (152), (157), (162) or
(167) analyzed before.
Specializing (151) to this case and using (167), we need to prove the recursion
MS,n+1 + vS,n+1 = MS,n + vS,n + χ(yS,n ∈ {1, 2, 5, 7}) (172)
We have the following two cases:
• If yS,n ∈ {1, 2, 5, 7}, then lS,n = ρS(Gn) can be decoded successfully after removing the
interference from the PU packet, and thus the CD potential of the root can be released,
resulting in
MS,n+1 = MS,n + vS,n. (173)
In the next slot, the new root of the CD graph is the new SU packet ρS(Gn+1) = n + 1,
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with CD potential vS,n+1 = 1, yielding
MS,n+1 + vS,n+1 = MS,n + vS,n + 1, (174)
which is consistent with (172).
• Otherwise, lS,n = ρS(Gn) cannot be decoded successfully even after removing the interfer-
ence from the PU packet, and no CD potential can be released, resulting in
MS,n+1 = MS,n. (175)
In the next slot, the root of the CD graph and its CD potential remain unchanged, so that
vS,n+1 = vS,n, which is consistent with (172).
In general, for this case we have the dynamics
MS,n+1 = MS,n + χ(yS,n ∈ {1, 2, 5, 7})vS,n, (176)
vS,n+1 = χ(yS,n ∈ {1, 2, 5, 7}) + χ(yS,n ∈ {3, 4, 6})vS,n. (177)
APPENDIX F
PROOF OF THEOREM 4
Proof: We need to prove that sn+1 is independent of the past, given sn and aS,n, and that
the expected virtual instantaneous throughput E[g(·)] accrued in slot n is a function of sn and
aS,n only. Therefore, let sn and aS,n be given. At the end of slot n, the SU pair overhears the
PU feedback yP,n. The distribution of yP,n depends on sP,n only and is independent of the past,
as in (10); in turn, the distribution of the internal PU state sP,n = (tP,n, dP,n, qP,n) is a function
of sn = (sCD,n, tP,n, dP,n, βn), since βn(qP ) = P(qP,n = qP ). It follows that the distribution of
yP,n is independent of the past history, given (sn, aS,n).
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Given oP,n, βn+1 can be computed as
βn+1(q) = P(qP,n+1 = q|tP,n = t, dP,n = d, βn, oP,n = o)
=
∑
q˜
∑
b
P(qP,n+1 = q, qP,n = q˜, bP,n = b|tP,n = t, dP,n = d, βn, oP,n = o)
=
∑
q˜ P(qP,n = q˜|βn)
∑
b P(bP,n = b)P(qP,n+1 = q|qP,n = q˜, bP,n = b, oP,n = o)
×∑a∈{0,1} P(oP,n = o|qP,n = q˜, tP,n = t, dP,n = d, aP,n = a)
×P(aP,n = a|qP,n = q˜, tP,n = t, dP,n = d)∑
q˜ P(qP,n = q˜|βn)
∑
a∈{0,1} P(oP,n = o|qP,n = q˜, tP,n = t, dP,n = d, aP,n = a)
×P(aP,n = a|qP,n = q˜, tP,n = t, dP,n = d)
=
∑
q˜ βn(q˜)
∑
b PB(b)χ (q = min{q˜ − o+ b,Qmax})
× [µP (t, d, q˜)PO(o|t, d, q˜, 1) + (1− µP (t, d, q˜))PO(o|t, d, q˜, 0)]∑
q˜ βn(q˜)
∑
b PB(b) [µP (t, d, q˜)PO(o|t, d, q˜, 1) + (1− µP (t, d, q˜))PO(o|t, d, q˜, 0)]
, (178)
where, from (3),
PO(1|q, t, d, a) , P(oP,n = 1|qP,n = q, tP,n = t, dP,n = d, aP,n = a)
= (1− a)χ(d = Dmax − 1) + aP(γP ∈ ΓP (a))χ(q > 0) (179)
+ a[1− P(γP ∈ ΓP (a))]χ(q > 0)χ(t = Rmax − 1) (180)
+ a[1− P(γP ∈ ΓP (a))]χ(q > 0)χ(t < Rmax − 1)χ(d = Dmax − 1) (181)
and PO(0|q, t, d, a) = 1− PO(1|q, t, d, a). We can thus write βn+1 = f(tP,n, dP,n, βn, yP,n) for a
proper function f(·), as given by (178), where, in turn, oP,n is a function of (tP,n, dP,n, yP,n) via
(4). Therefore, βn+1 is independent of the past, given (sn, aS,n).
From (7), (8) and (4), and using the fact that aP,n = χ(yP,n 6= ∅), we can write tP,n+1 and
dP,n+1 as
tP,n+1 = (1− σ(tP,n, dP,n, yP,n))(tP,n + χ(yP,n 6= ∅)), (182)
dP,n+1 = (1− σ(tP,n, dP,n, yP,n)) [dP,n + χ(tP,n > 0) + χ(tP,n = 0)χ(yP,n 6= ∅)] , (183)
so that (tP,n+1, dP,n+1) is a function of (tP,n, dP,n, yP,n) only. Therefore, (tP,n+1, dP,n+1) is inde-
pendent of the past, given (sn, aS,n).
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Consider the CD state sCD,n = (Φn, bS,n) ∈ W . Note that there is a one-to-one mapping
between Φn and (κˆ
(GA)
P,n , ιP,n). Therefore, given Φn, the pair (κˆ
(GA)
P,n , ιP,n) is given. We have the
following cases for (κˆ(GA)P,n+1, ιP,n+1, bS,n+1): if oP,n = 1, so that the current ARQ cycle ends and
a new one begins in the next slot, from (61), (62) and (63) we obtain (κˆ(GA)P,n+1, ιP,n+1, bS,n+1) =
(0, 1, 0); on the other hand, if oP,n = 0, (κˆ
(GA)
P,n+1, ιP,n+1, bS,n+1) can be determined recursively
from (61), (62) and (63); we thus obtain
κˆ
(GA)
P,n+1 , (1− oP,n)
[
1−
(
1− κˆ(GA)P,n
)
(1− aP,nχ(yS,n ∈ {1, 3, 6, 7}))
]
, (184)
ιP,n+1 = oP,n + (1− oP,n)ιP,n [1− aP,nχ(yS,n ∈ {1, 3, 6, 7}) + aP,naS,nχ(yS,n = 7)] , (185)
bS,n+1 = (1− oP,n)
(
1− κˆ(GA)P,n+1
) n∑
m=νP (k)
aP,maS,mχ(yS,m = 5)
= (1− oP,n) [1− aP,nχ (yS,n ∈ {1, 3, 6, 7})]
[
bS,n +
(
1− κˆ(GA)P,n
)
aP,naS,nχ(yS,n = 5)
]
, (186)
so that (κˆ(GA)P,n+1, ιP,n+1, bS,n+1) are functions of (κˆ
(GA)
P,n , ιP,n, bS,n), yS,n, aP,n, aS,n, and oP,n. Since
(κˆ
(GA)
P,n+1, ιP,n+1, bS,n+1) can be mapped to the new CD state sCD,n+1, it follows that sCD,n+1 is
a function of (sCD,n, oP,n, yS,n, aP,n, aS,n). In turn, oP,n is a function of (tP,n, dP,n, yP,n) via (4);
yS,n is i.i.d. over time; aP,n = χ(yP,n 6= ∅), and (sCD,n, aS,n) is given. We conclude that sCD,n+1
is statistically independent of the past, given (sn, aS,n).
Finally, the virtual instantaneous throughput g(·) and PU reward rP accrued in slot n are statis-
tically independent of the past, given (sn, aS,n). In fact, these are functions of (sP,n, bP,n,γP,n, aP,n, aS,n)
and (aS,n, aP,n, yS,n, κˆ
(GA)
P,n , ιP,n, bS,n), respectively. As shown above, (sP,n, aP,n) are independent
of the past, given (sn, aS,n); bP,n has distribution βn, as seen from the SU pair; (γP,n, yS,n) are
i.i.d. over time; (κˆ(GA)P,n , ιP,n, bS,n) are univocally determined by sn.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 7: Virtual CD protocol corresponding to Example 5. The portion of the graph that
differentiates the physical graph from the virtual one is shaded, so that the remaining portion of
the graph captures the essential features of the CD protocol.
(a) slot 1: new ARQ cycle; PU transmits 1P , SU transmits the root 0S (R1); S has been virtually decoded; CD
state (U, 0)
(b) slot 2: PU transmits 1P , SU transmits a new packet 2S (R2); CD state (U, 1)
(c) end of slot 2; CD state (U, 2)
(d) slot 3: new ARQ cycle, 1P and 2S are dropped from the graph (R4); PU transmits 3P , SU transmits 0S (R1);
CD state (U, 0)
(e) slot 4: PU transmits 3P , SU transmits 4S (R2); CD state (
↔
K, 0)
(f) slot 5: PU transmits 3P , SU transmits 5S (R2); 0S virtually decoded; CD state (
→
K, 0)
(g) end of slot 5; 5S virtually decoded; CD state (
→
K, 0)
(h) slot 6: new ARQ cycle; PU transmits 6P , SU transmits the root 4S (R1); CD state (U, 0)
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Fig. 8: SU throughput vs SNR ratio γ¯ps/γ¯s. PU throughput constraint R¯P,min = 0.8T¯P,max. γ¯s = 5,
γ¯sp = 2, γ¯p = 10.
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Fig. 9: SU throughput vs SNR ratio γ¯sp/γ¯p. PU throughput constraint R¯P,min = 0.8T¯P,max.
γ¯s = γ¯ps = 5, γ¯p = 10.
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