Abstract-We present two new cooperative caching algorithms that allow a cluster of file system clients to cache chunks of files instead of directly accessing them from origin file servers. The first algorithm, called C-LRU (Cooperative-LRU), is based on the simple D-LRU (Distributed-LRU) algorithm, but moves a chunk's position closer to the tail of its local LRU list when the number of copies of the chunk increases. The second algorithm, called RobinHood, is based on the N-Chance algorithm, but targets chunks cached at many clients for replacement when forwarding a singlet to a peer. We evaluate these algorithms on a variety of workloads, including several publicly available traces, and find that the new algorithms significantly outperform their predecessors.
I. INTRODUCTION
Cooperative caching [1] , [2] uses some memory from each client to create a scalable aggregate cache for a centralized file server. Despite the vast design space, so far only a small number of cooperative caching algorithms are known. In this paper, we present two simple yet effective algorithms for file system cooperative caching. They are suitable for an architecture where one or more centralized directory servers keep track of the locations of each piece of cached data chunk [1] , [3] . The clients inform the directory server about which chunks they cache locally, ask the directory server which other clients are caching other chunks, and respond to requests for chunks from each other
The first algorithm is called C-LRU (Cooperative-LRU), a simple extension of the standard D-LRU (Distributed-LRU) algorithm. The idea is that when a client requests a chunk from another client, a new copy of this chunk will be created. Therefore, the importance of the chunk in both clients should be reduced, which means both copies of the chunk should be moved "closer to the tail (i.e., the LRU end) of their respective LRU lists. This adjustment results in sooner eviction of both copies, compensating for the space inefficiency caused by the additional copy.
The second algorithm, called RobinHood, is based on the NChance algorithm [1] . In N-Chance, when a singlet is evicted from a client's cache, it is forwarded to a random peer. In RobinHood, a singlet (i.e., a "poor" chunk) is forwarded to a peer that has a chunk that is cached at many clients (i.e., a "rich" chunk). By displacing "rich" chunks with "poor" chunks, the overall space efficiency is improved.
We have implemented these new and old algorithms in a prototype system called TiColi and we use simulation to evaluate them on a variety of workloads, including several real traces that are publicly available [4] . Our results show that C-LRU and RobinHood significantly outperform their respective predecessors on many workloads.
II. RELATED WORK
The idea of cooperative caching is pioneered by Dahlin et al. [1] and Leff et al. [2] . The architecture used in these papers has a manager keep track of the cached chunks' locations and inform clients where to look for chunks. TiColi also uses this architecture. Depending on whether an algorithm requires periodic client-to-client exchanges, cooperative caching algorithms can be divided into two classes. Those that do not include D-LRU and One-Copy-Heuristic (1CH) by Leff et al. [5] , and N-Chance by Dahlin et al. [1] . The algorithms proposed in this paper also belong in this class, and we are only comparing our algorithms with other algorithms in this class. Algorithms in the other class include GMS [3] , the hint-based algorithm by Sarkar and Hartman [6] , and the "reuse distance" algorithm by Jiang et al. [7] . We remark that all-clients information exchange is still an expensive operation because the cost grows quadratic in the number of clients.
III. TICOLI SYSTEM OVERVIEW
TiColi is a large-scale, file-level cooperative-caching system. A large number of Linux workstations called clients are connected by high-speed Ethernet. Each client has a nontrivial amount of main memory on the order of many MBs that can be used as part of the cooperative cache. The clients access data from one or more file servers called origin servers, which may be remote or slow. We aim to reduce the frequency that clients have to access data from the origin server. TiColi intercepts all file operations at the kernel level. FUSE (File system in USEr space) [8] intercepts and forwards file operations to user space. To track the locations of cached data, TiColi places near the clients a dedicated directory server that keeps a map from chunk ids to a list of clients that may currently cache the data. When a client changes its cached contents, it updates the directory server. A typical read path in TiColi is as follows: (1) The client requests the chunk. (2) The data is not found in the local cache, so the client sends a message to the directory server. (3) The directory server replies with a list of clients that may be caching the chunk. (4) The client sends a request to one of the clients in the list, asking for the data in question. (4) The other client replies with the chunk. (5) The client caches the chunk. (6) The client sends a message to the directory server, informing it of the addition of the chunk to the client's local cache. In a write path, the client takes two steps: it send a message to the directory server that the cached copies should be re-validated, and then the client writes the data to the origin server. The directory server sends a message all the clients currently caching this chunk, telling them to clear their caches of any chunks associated with the file. In other words, any write operation in TiColi invalidates the entire file, rather than the affected chunks.
One the surface, it seems that the directory server may be a performance bottleneck, but a simple back-of-the-envelope calculation shows that moderately well equipped servers with tens of GBs of memory can in fact support a large number of clients and many files. When necessary, one can use multiple directory servers that run parallel to each other. We assume an environment where machines are under a single administrative domain and security issues are not our concerns. We focus on workloads that largely consist of reads.
IV. THE C-LRU ALGORITHM
In the simple D-LRU algorithm [5] , a client responds to local accesses exactly the same way as local LRU does, but responds to remote accesses by providing the chunk and keeping its local LRU list unchanged. The C-LRU algorithm is based on a simple observation: the more copies that a chunk has in the client caches, the less valuable each copy is: if a new copy of a chunk is to be created, then the values of the existing copies should be decreased. Therefore, it makes sense not to put the new chunk at the head of the local LRU list (i.e., the MRU end), but rather a place close to the head, so that this new chunk can be evicted sooner. Likewise, upon a remote access, it makes sense to move the supplying copy closer to the end (i.e., the LRU end) of the LRU list. Figure 1 depicts this algorithm.
One can use several heuristics to make the adjustments for both the requesting client and the supplying client. An obvious choice is to directly move the supplying copy to the end of the local LRU list. We call this algorithm C-LRU-R and we note that that this algorithm is trivial to implement. There are many more heuristics. The implementation of C-LRU-R is straightforward, but to implement other heuristics, we need the ability to quickly "jump" from one location of a linked list to another location some distance away. To do this efficiently, we can use the skip list [9] , a space-and time-efficient data structure, where we maintain the lengths of the "long jump" links, as shown in Figure 2 . In such a skip list, to go from one location to another, one uses the longest jump that does not cause an over-jump for every hop.
V. THE ROBINHOOD ALGORITHM
RobinHood is based on the N-Chance algorithm by Dahlin et al. [1] . In N-Chance, when a chunk is about to be evicted from a client cache, the client asks the directory server if the chunk is a singlet (i.e., cached at only one client). If not, the chunk is simply discarded. If so, the chunk is forwarded to a random peer, which puts the forwarded chunk at the head of its local LRU list, evicting a local chunk if necessary. To prevent singlets from remaining in the caches forever, each chunk is associated with a recirculation count, a small integer that is decremented each time the chunk is forwarded. A singlet is discarded when its recirculation count drops to zero.
In RobinHood, in addition to identifying singlets, the directory server also selects a victim chunk, one cached at many clients, and a victim client, one that currently caches a copy of the victim chunk. The directory server sends the victim client and the victim chunk id to the forwarding client. The forwarding client sends the singlet and the victim chunk id to the victim client, which replaces the victim chunk with the singlet. If the directory server cannot find a victim chunk, then the RobinHood algorithm falls back to being N-Chance. The advantage of RobinHood over N-Chance is that the former uses a singlet to replace a rich chunk, yet N-Chance uses a singlet to replace an LRU chunk at a random peer. The price to pay for RobinHood is keeping track of the copies of the various chunks.
We use a vector of lists to implement the RobinHood algorithm. Besides the file table and chunk tables, we add a vector of lists, called the wealth vector, where element i of the vector is a list that contains the wealth records for chunks that are cached at i clients. A wealth record contains a chunk number and a pointer to a chunk table, which is augmented with the file hash so that a wealth record need not keep the file hash. These data structures are shown in Figure 3 . To pick a victim chunk and a victim client, the RobinHood algorithm first finds the highest numbered non-empty list from the wealth vector. It then picks a chunk from this list and then pick a client from the set of clients that are currently caching the chunk. On the other hand, when the count of a chunk changes, the algorithm can quickly locate the wealth record via the file table and chunk table. It then removes the record from its current list and adds it to a neighboring list. RobinHood can also be made to trade-off the overhead of book-keeping and the aggressiveness of reducing replicas. For example, instead of using a separate list for each number of replicas, we can use a single list to keep track of all the chunks that have a certain threshold number of replicas (e.g., all the chunks that have at least five replicas are considered "rich" and become candidates for replacement).
VI. EVALUATIONS
We use a network topology as shown in Figure 4 . The clientrack links are 1 Gbps. Each rack is connected to the core at 10 Gbps. All links at the core level are 2×10 Gbps. All switches (round boxes) have a latency of 1 microsecond.
A request for a chunk that is in the local cache or a peer cache is called a hit, otherwise it is called a miss. Cold misses refer to those requests that ask for chunks for the first time. Hot misses refer to those requests that ask for chunks that once were cached but were evicted or invalidated subsequently. For each experiment, we count how many chunks are read by all the clients altogether; this number is R. We ignore the chunks requested by writes. The directory server keeps a set of chunks that have ever been cached in any client's cache. If a client asks for a chunk and this chunk has been cached before but is not currently cached, then the hot miss count H is incremented by one; otherwise the cold miss count C is incremented by one. The combined miss rate is (H + C)/R, the hot miss rate is H/R, and the cold miss rate is C/R. We focus on four algorithms: D-LRU, C-LRU-R, N-Chance, and RobinHood. All experimental results are the average of five random runs. All data chunk sizes are 32KB.
We present experimental results for two workloads, the Blast workload and the animation workload, the characteristics of which are summarized in Figure 5 . The Blast workload is motivated by applications in genetics [10] . Given a collection of files, the Blast workload runs a number of jobs, each of which randomly picks a file and reads the file entirely and sequentially. Figure 6 shows the miss rates under different cache sizes. We can see that C-LRU-R performs considerably better than D-LRU. In fact, C-LRU-R performs even better than N-Chance (which will not be true for other workloads).
The best of all algorithms is RobinHood, which drops the hot miss count to almost zero when the total cache size is slightly over the dataset size. The animation workload consists of the NFS traces from a feature animation company, which is publicly available at [4] . We evaluate four traces, named NFS-1/set-5, NFS-1/set-12, NFS-2/set-2, and NFS-2/set-5. We choose these traces because they have been analyzed in the literature [11] . We convert the original traces to extract just the read and write operations, and to sort the reads and writes by request time [12] . Figures 7 to 10 show the miss rates for the four animation traces. We see that C-LRU and RobinHood consistently perform better than their respective predecessors.
VII. ADDITIONAL RESULTS
Due to space limitations, we have left out some results. We refer the interested reader to the accompanying technical report [13] of this paper, which contains the following additional results: (1) We discuss several heuristics in the finetuning aspects of the two new algorithms. (2) the new algorithms do not work well on one of the Harvard traces [4] , [14] and we explain why by analyzing the client access patterns in the traces.
VIII. CONCLUDING REMARKS
We have proposed two simple yet effective cooperative caching algorithms, C-LRU and RobinHood. Compared to their predecessors D-LRU and N-Chance, respectively, these two new algorithms perform considerably better on a wide range of workloads. We believe many good cooperative caching algorithms are yet to be discovered. We thank our colleagues Lucy Cherkasova, Terence Kelly, James Saxe, and Joseph Tucek for their help on the paper. 
