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1. INTRODUCTION 
Nonoscillation theorems will be obtained for linear fourth-order elliptic 
partial differential equations defined in subregions of R”. Our results 
(which we compare below with recent results of other writers [2, 111) are 
the best possible for each n, and reduce to well-known results [6] if n = 1. 
Our proofs make use of known comparison theorems [6,8, lo] and the 
method of spherical means [S, 91. 
2. DEFINITIONS AND NOTATIONS 
Let Q be an unbounded open subset of n-dimensional Euclidean space 
R”. The point (x ,,..., x,) in R” will be denoted by x, its Euclidean distance 
[C xi] “* from the origin will be denoted by 1x1, and partial differentiation 
with respect to xi will be denoted by Dj (i= 1, 2,..., n). 
We shall assume that D is an exterior domain; i.e., that 
(X E R”: 1x1 > r*} E Q for some positive number r*. We shall also employ 
the multi-index notation used by Agmon [ 11. Let L be the differential 
operator defined by 
Lu= c P(aap D%) - a,u, 
Ia = IPI = 2 
where the coefficients are symmetric (i.e., aaS = apcr), real-valued, and 
smooth enough that all the derivatives involved in L exist and are con- 
tinuous in the closure of some region {x E a: 1x1 > r,,} (r. > 0). 
If G is any open subset of Q, let 
(1) 
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whenever the right side of ( 1) makes sense. Let HE(G) denote the com- 
pletion of C;(G) with respect to the norm in (1). If G is bounded and 
satisfies the hypotheses of [ 1, Lemma 9.11, and if there exists a nontrivial 
function u in e(G) n C4(G) such that Lu = 0 in G and each D% (Ial 6 1) is 
continuous in a neighbourhood of each point of the boundary of G, then G 
is called a nodal domain for L. If every region of the form {x E 0: 1x1 > rO} 
(rO > 0) contains a nodal domain for L, then L is said to be strongly 
oscillatory in Q. A nontrivial solution u of the equation Lu = 0 is said to be 
oscillatory in Q if the set {x E Sz: U(X) # 0} is unbounded, and is expressible 
in the form U.,tS G,s, where (i) the set S is infinite; (ii) each G, is a maximal 
bounded connected open set on which u is one-signed; (iii) G,yn G, is 
empty if sfp; and (iv) given any SES, if G,c (~~52: 1x1 <r,}, with 
r, >r*, then there exists PES, with p#s, such that G,c (~~52: 1x1 >r,}. 
This means, informally, that u is oscillatory in Q iff the set 
{x E 52: U(X) #O} is unbounded and can be decomposed into a disjoint 
union of infinitely many reasonable pieces; in particular, if n = 1, then each 
of those pieces may be chosen to be a bounded open interval. If n = 1, we 
shall say that u is nonoscillatory in the interval J= (r*, co) iff the set 
{x~J:u(x)=O} is b ounded. If L has at least one nontrivial oscillatory 
solution, then L is said to be weakly oscillatory. 
If H is any open subset of 52, we shall say that H has thickness ds if 
there is a line T such that each line parallel to T intersects H in a set each 
of whose components (i.e., maximal connected subsets) has diameter 6s. 
For example, the annulus {X E R”: r, < Ix/ < rz} (r, > 0) has thickness 
6 2(rz - rf )I;*. 
Let M, denote the differential operator defined by 
M,ll= c WA,, @u), A,, =A,,, 
lml = I!3 = 2 
where each A,, is constant. 
3. NONOSCILLATION THEOREMS 
Suppose that M, has ellipticity constant E,. We shall compare L with 
the operator M, defined by 
M,u=A*u-aaOE;‘u, 
where A denotes the Laplace operator. It is known [2, p. 21 that if M, is 
not strongly oscillatory in Q and if the inequality 
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holds for all 4 in C,“(Qn {x: 1x1 > r}) (r> 0), then L is not strongly 
oscillatory in Q. 
THEOREM 1. Suppose that L satisfies (2). Let 
h(x) = aO(x) E; ’ (XEQ), 
and suppose that 
n’(n - 4)* 
O<limsup 1x14b(x)< 16 
IX - m 
(n f 4), (3) 
lim sup b(x) < 0 
1x1 - m 
(n = 4). (4) 
Then L is not strongly oscillatory in 52. 
Proof. Because of (2) it is enough to show that M, is not strongly 
oscillatory in Q. If (3) holds, then there exist positive numbers rl and K 
such that 
n’(n - 4)* 
0< 1x14h(x)<K< l6 (5) 
whenever XGQ and 1x1 >r,. 
Consider the differential equation 
d2~-Klx[~4~=0 (XEQ, I4 >rl). (6) 
This equation has particular solutions of the form U(X) = u(r) (r = [xl) 
satisfying the equation 
(r~~‘u”)“+(1-n)(r”-3u’)‘-Kr”-50=0, (7) 
which is an Euler-Cauchy equation. Here, primes denote differentiation 
with respect to r. We can eliminate the term (1 - n)(F ‘u’)’ from (7) by 
means of a change of variable due to Leighton and Nehari [6, 
Theorem 12.11. To do so, we seek that solution of the differential equation 
(rn-‘p’)‘+(l-n)F3p=0 (r>O) 
such that p(0) =O, p’(0) = 1. Clearly, p(r) = r. The desired change of 
variable is given by 
I 
r 
t= pCy)dy=~r2 (r > Oh 
0 
r = (2t)“’ (t>o). (9) 
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This transformation reduces (7) to the form 
(W) 
(n+2)/2ij)“- (2t)(-6)/2~v =o, (10) 
where dots denote differentiation with respect to t. Let 
f,(s)=S(S-2)(s+n- 2)(s+n -4). 
Since 0 <K < n’(n - 4)*/16, it follows that the roots of the polynomial 
equation f,(s) - K = 0 are real and distinct, hence all the solutions of the 
Euler equation (7) are nonoscillatory on the interval (rr , co ). This implies 
that all solutions of the differential equation (10) are nonoscillatory on the 
interval ($Y:, co). This means [6, Theorem 3.91 that there exists r0 > r, such 
that no solution of (10) has more than three zeros (counted according to 
their multiplicities) in the interval ($3, co). Thus, no solution of (7) has 
more than three zeros in the interval (rO, co). 
If M2 were strongly oscillatory in 12, then the complement of every ball 
would contain a nodal domain for M,; in particular, M, would have a 
nodal domain G c {X E 52: 1x1 > r. j. This would imply [ 1, p. 1061 that the 
equation M,u =0 would have a solution u such that D”u=O on 
8G( lcll d 1). It follows from (5) and a comparison theorem of Swanson [ 10, 
Theorem 41 that the eigenvalue problem 
d2u-K 1x1 p4u=h, u E e(G) n C4(G), 
has at least one eigenvalue (in particular, the smallest) less than zero. Since 
G has bounded thickness, we can apply a known monotonicity principle 
[3,4] to show that G has a subdomain N such that zero is the smallest 
eigenvalue of the eigenvalue problem 
In other words, the equation 
d2~-KjxxJ-4~=0 (11) 
has a nontrivial solution w with a nodal domain NC G. 
Following Noussair and Swanson [9], we introduce the spherical mean 
W of the function w by putting 
where S, = {x E R”: /xl = r} and IS,1 denotes the area of the unit sphere S,. 
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Then [S, Lemma l] we can show that 
(rn-l(rl-“(rn-lW’)‘)‘)‘=ISII-l js,A2w(x)dS. (13) 
Since w is a solution of (11 ), it follows from (13) that 
In other words, W is a solution of (7), since A Y = Y’- ‘(r”- ’ Y’)’ whenever 
Y is a function of r alone. It is also known [9, Proof of Lemma 21 that 
(14) 
We now recall that N is a nodal domain of w. This implies [ 1, p. 1061 that 
D”w=Oon8Nif Ja(61. Let 
w*(x) = w(x) ifxENvaN 
= 0 otherwise. 
Then Daw* =0 on aN if 1~1 6 1. Since Nu aN is compact and lies in the 
exterior domain (x E R”: 1 x 1 > rO}, there exist points y, z on aN and 
positive numbers r2, r3 such that r,,<r,= IyI < IzI =r3 and NuaNc 
{x E R”: r2 6 1x1 6 r3}. Hence, 
j 
.%2 
W(x) dS= js,2 w*(x) dS= 0, 
from which it follows (in view of (12)) that W(r,) = 0. Similarly, W(r,) = 0, 
Furthermore, 
x,D,wdS= xk D,w* dS=O, 
hence (14) implies that W’(r,) = 0. Similarly, W’(r,) = 0. Thus, (7) has a 
solution with double zeros at the points rZ, r3 in the interval (ro, co). This 
contradiction shows that M, cannot be strongly oscillatory in Q if (3) 
holds. 
If (4) holds, then there exists a positive number r. such that b(x)<0 
(~~52, [xl> ro). If M2 had a nodal domain G c (x E Q: [xl> r,}, then 
there would exist a nontrivial function u in q(G) n C4(G) such that 
Mzu=O in G. This would imply Cl, p. 1063 that D”u=O on BG(la( d 1). 
409 IOR l-19 
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Let 
A2u= c BlpDa+%, 
bl = 181 =2 
and let N denote the number of distinct multi-indices in the set (a: 1~11 = 2). 
Then N = n(n + 1)/Z, and it is not difficult to see that if (r is a bijection from 
the set (1, 2,..., N} to the set {CX: lcll =2}, then the constants B,, may be 
chosen so that the N x N matrix with (i, j)th entry B,~i~o~j~ is positive 
definite. Green’s formula and the definition of G give 
c B,, D”u Dpu - bu2 uhf, u dx = 0, 
I%/ = Ifi1 =2 
and this contradicts the hypotheses on b and B,,. This completes the proof 
of the theorem. 
The following example illustrates the fact that the constants on the right- 
hand sides of (3) and (4) are the best possible. Thus, in the case where 
n 6 3, it is possible to sharpen the constants given by Yoshida [ 11, 
Corollary 2, p. 281. We also observe that if n = 2 or n = 4, then Theorem 1 
provides a sharp nonlogarithmic alternative to one of Allegretto’s results 
[2, Theorem 11. 
EXAMPLE 1. For each positive number E and each positive integer n 
(including, of course, IZ = 4), the differential equation 
+.?I lxl--4u=o 
1 
(OfXER”) (15) 
is strongly oscillatory. 
To prove this assertion, we observe that (15) has particular solutions of 
the form JxIS, where s is a root of the polynomial equation 
f,(s)- 
n*(n - 4)2 
16 -&=O. 
This equation has precisely one pair of complex roots, hence the differential 
equation 
(16) 
has at least one nontrivial oscillatory solution; in (16), primes denote dif- 
ferentiation with respect to r = (xl, and K, denotes E + n’(n -4)2/16. In 
other words, both (1.5) and (16) are weakly oscillatory; to show that (15) is 
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also strongly oscillatory, we note that weak oscillation of (16) implies that 
the equation 
[(2t)(“+2M22].._(2t)(n~6M2~1Z=~ (17) 
has at least one nontrivial oscillatory solution; in (17) the positive variable 
t is defined by t = ir” (r > 0), the function z is defined by z(t) = u(r) if v is a 
solution of (16), and dots denote differentiation with respect o t. Let to be 
any positive number. Then a result of Leighton and Nehari [6, 
Theorem 3.61 implies that (17) has at least one nontrivial solution z with 
double zeros at the points t = t, , t = t,, where to < t, < t,. It follows that 
the function u defined by U(X) = z(lxl’/2) is a nontrivial solution of (15) 
with a nodal domain {x: (2t,)‘j2 < 1x1 < (2t2)‘12} c {x: 1x1 > (2t,)1’2}. Since 
t, is arbitrary, it follows that (15) is strongly oscillatory. 
We observe that Theorem 1 and Example 1 are generalizations of well- 
known one dimensional results [6]. A similar observation is applicable to 
the remaining results in this paper. 
In the course of proving Theorem 1, we showed that if b(x) is eventually 
negative and n = 4, then L is not strongly oscillatory. However, the proof 
made no use of the hypothesis n =4. We can state this fact formally as 
follows. 
PROPOSITION 1. Suppose that there exists a positive number r0 such that 
aO(x) < 0 (XE Q, 1x1 > rO). Then the region {XE 0: 1x1 > r,)} contains no 
nodal domains .for M2. 
Remark. Our next theorem is concerned with weak oscillation for M,. 
THEOREM 2. Suppose that a,,(x) is a function of 1x1 alone, and that b(x) 
is as in Theorem 1. Suppose also that 
0 > l$m+i;f [xl4 b(x) > -(n - 2)2 (n f 21, (18) 
0 < lim sup (xl4 b(x) < 1 
1x1 +m 
(n = 2). (19) 
Then M, is neither strongly nor weakly oscillatory in Q. 
Proof If (18) holds, then aO(x) is eventually negative, and 
Proposition 1 implies that we need only show that M2 is not weakly 
oscillatory in 0. Let h(x) = -b(x) (xESZ). Then (18) is equivalent to 
0 < lim sup [xl4 h(x) < (n - 2)2. 
1x1 - m 
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Thus, (18) implies that there exist positive numbers rl and K, such that 
0 < 1X14h(X) < K* < (n - 2)2 (1x1 > Y, > r*). (20) 
It is known [3] that the graph of the quartic function f, is symmetric with 
respect to s= (4 - n)/2 and has a nonnegative local maximum at 
s = (4 - n)/2. Moreover, 
hence min {f,,( s : s E R’} = -(n - 2)2, and this minimum value is attained ) 
at the points where 
Since 0 < K2 < (n - 2)*, a consideration of the graph off,, now shows that 
the quartic equation fn(s) + K2 = 0 has four distinct real roots. This implies 
that all solutions of the differential equation 
(2t) tn+2)/*fi)- + (2t)(“-6’/*K2U = 0 (21) 
are nonoscillatory on the interval ($$, oo), where the variable t is defined 
by t = $r2 (r = 1x1), and dots denote differentiation with respect to t. 
If M2 were weakly oscillatory, then the differential equation 
d2w+h(x)w=O (XEQ) (22) 
would have at least one nontrivial oscillatory solution w. This means that 
the set {x E Sz: w(x) # 0) would be expressible in the form USES G,Y, where 
the family {G,Y: sE S} satisfies the conditions (i)-(iv) in Section 2. Let W 
denote the spherical mean of w, defined by (12) above. It follows from (12), 
(13), and (22) that W is a solution of the differential equation 
y’-n(y”~‘(y’-n(y”~‘w’)‘)‘)‘+~W=O (r>r,). 
For s E S, define the function w, by putting 
w,(x) = w(x) ifxEG, 
=o otherwise. 
Let W, denote the spherical mean of w,. By an argument used above in the 
proof of Theorem 1, we can show that there exist positive numbers rk, and 
r ms such that rl < rk, < rm,, W,(r) is one-signed in the interval {r E R: 
rk, < r < rm,v}, and Ws(r,J = Ws(rm,) = 0. By condition (iv) in Section 2, 
there exists PE S, with p fs, such that G,E {XE Q: 1x1 > r,&}. Repeating 
the arguments just given, we can find rs and rmp such that r,,,, < rkp < rmr 
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and WJr,J = WP(rmP) =0. Continuing in this manner, we can construct an 
infinite set S’s S, with associated families {G,: qE S’>, { W,: qE S’}, 
{Ye,: q E S’}, {rm,: qE S’}, such that W,(r) is one-signed in the interval 
(r E R: rk, < r < Y,~} and satisfies the boundary conditions Wy(rk,) = 
Wq(rm,) = 0. Define the function z by putting 
z(x)= 1 WqCIxl) Xc,(X) (XEQ), 
yes 
where xc, denotes the characteristic function of the set G,. Then z is a 
function of 1x1 alone, is a nontrivial solution of the differential equation 
and possesses an unbounded set of zeros in the interval (t E R: t > $f >. It 
follows, from the hypothesis 0 <h(x) < K2 1x1 -4 (1x1 > rl) and a well- 
known comparison theorem [6, Theorem 10.41, that (21) has at least one 
nontrivial solution possessing an unbounded set of zeros in the interval 
l r2 cc ). This contradiction shows that Mz cannot be weakly oscillatory if 
;i 8)’ holds. 
If (19) holds, then (3) is satisfied, and Theorem 1 implies that M2 is not 
strongly oscillatory in 52. To show that M2 is not weakly oscillatory if (19) 
holds, we note that (19) implies that there exist positive numbers r2 and K 
such that r2 > r* and 
0 < [xl4 b(x) < K< 1 (1x1 > r2). (23) 
By the arguments used in the proof of Theorem 1, all solutions of (10) are 
nonoscillatory on the interval ($r:, cc ). 
If M2 were weakly oscillatory, then we could apply the method of 
spherical means, as we did in the first part of the proof of the present 
theorem, to show that the equation 
has at least one nontrivial solution with an unbounded set of zeros in the 
interval {t E R: t > -&t-z). It follows, from (23) and the contrapositive of a 
well-known comparison theorem [6, Theorem 6.11, that (10) has at least 
one nontrivial solution with an unbounded set of zeros in the interval 
(f4, cc). This contradiction completes the proof of the theorem. 
The following example shows that the constant -(n - 2)* in (18) is the 
best possible. (We have already shown, in Example 1, that the constant 1 
on the right side of (19) is the best possible.) 
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EXAMPLE 2. For each positive number E and each positive integer n, the 
differential equation 
d*u+ [(n-2)2+c] IxIp4u=0 (OZXER”) 
is weakly oscillatory. 
To prove this assertion, we first observe that (24) has particular 
solutions of the form IxIS, where s is a root of the quartic equation 
fn(s) + (n - 2)2 + & = 0. (25) 
We showed above that min{fn(.r): SE R’ 1 = -(n - 2)*; it follows that all 
the roots of (25) are complex, and therefore (24) has at least one nontrivial 
oscillatory solution, as asserted. 
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