Introduction
The concept of 'revealed' comparative advantage (RCA), introduced by Liesner (1958) but refined and popularized by Balassa (1965) with his concomitant index, is widely used empirically to identify structural trade-related patterns across countries. It is the starting point for Peterson's (1988) analysis of the export performance in travel services; Porter (1990) uses it to identify strong sectoral clusters; it is the basis for Amiti's (1999) analysis of specialization patterns in Europe; Bojnec (2001) employs it for his study of Central and Eastern European agricultural trade; Fertö and Hubbard (2003) use it to analyze the competitiveness of Hungarian agri-food sectors; Hinloopen and Van Marrewijk (2004) use it to analyze the dynamics of Chinese comparative advantage; and Svaleryd and Vlachos (2005) examine to what extent a related index value is instrumental for explaining a country's level of financial development. The dynamics of (the distribution of) the Balassa index as such are considered in Redding (1998, 2000) and Hinloopen and Van Marrewijk (2001) . Balassa (1965) in fact proposes two measures, one based on relative export shares (the one labelled "Balassa-index" throughout the remainder of this paper) and one using export-import ratios. Meanwhile both indices have been discussed in detail (for an overview of the discussions on measuring RCA see Webster, 1991) and the prevailing concensus is that proper measures of export performance should be based on relative export shares. First, trade interventions could compromise the effectiveness of the export-import measure as import data reflect trade restrictions more readily. Balassa (1977) therefore shied away from its use, focusing only on the measure using relative export shares. Second, in the modern 'new trade' era a problem of the use of net export data is the difficulty with which they can identify succesful intra-industry trade clusters. These are readily identified when using relative export shares. Third, and most importantly, a solid theoretical foundation for the Balassa index is provided by Hillman (1980) .
He diagrammatically develops a necessary and sufficient condition for the correspondence between the Balassa index and pre-trade relative prices in cross-country sector comparisons, the so-called Hillman condition. As Hillman notes (1980, p. 320) : "Whether this condition obtains is a matter for empirical investigation". It is precisely that question which we answer in this paper.
Because the Hillman condition can be easily verified empirically it is rather surprising that it is ignored by the large majority of empirical studies on revealed comparative advantage that have appeared since. The only empirical investigation to date of the Hillman condition as such is the study of Marchese and Nadal De Simone (1989) , who analyze the exports of 118 developing percent of the value of exports of their group of developing countries. The only empirical study into comparative advantage that we are aware of that explicitly mentions to include only those sectors that meet the Hillman condition is Hinloopen and Van Marrewijk (2001) . They find that the Hillman condition does not hold for about 0.5 percent of the number of observations in their sample, which corresponds to about 7.0 percent of the value of exports.
In this paper the empirical relevance of the Hillman condition is thoroughly investigated using a comprehensive dataset consisting of annual recordings on bilateral trade flows for 747 4-digit sectors, 165 countries, and 28 years, yielding a total of slightly less than 18.4 million positive observations (indeed, not every possbile bilateral trade flow actually ocurred; see also Feenstra, 2000) . This dataset allows for an investigation of the Hillman index for virtually all countries of the world, over an extended period of time, and for four different levels of sector aggregation (Appendix A contains a description of the dataset). The empirical relevance of the Hillman condition can thus be established.
As the dataset represents a large part of recent international trade flows the empirical findings are presented as stylized facts. Among these are the observation that violations of the Hillman condition are small as a share of the number of observations, but often represent a disproportionally large value of trade. Including these observations in studies into (the dynamics of) revealed comparative advantage could thus yield quite inaccurate inferences. Further, two periods can be distinguished as to the severity with which the Hillman condition is violated. 
The Balassa index and the Hillman condition
Since it is hard to gauge the importance of a sector without a frame of reference, Balassa (1965) introduced normalized export shares as an indicator of revealed comparative advantage:
, where j t i X , are country i's exports in sector j during period t, I is a group of reference countries, J is the bundle of potential export products,
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country i is said to have a revealed comparative advantage in the production of commodity j in time period t as its export share for product j is larger than the concomitant export share in the group of reference countries I. This group may vary, as indeed it does in the studies referred to in the introduction, and is most often determined by the largest set of reference countries for which reliable data are available. Hillman (1980) examines the correspondence between the Balassa index and pre-trade relative prices in cross-country comparisons for a specific sector under homothetic preferences by forming a Hicksian composite commodity for all other sectors. More specifically, the question he 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Condition (2) must be met for the value of the Balassa index (1) to be in concordance with pretrade relative prices. Note that the Hillman condition (2) consists of three parts that all have a distinct economic interpretation:
market share, as measured by
, that is, the share of a country's exports in a particular sector relative to the total exports in that sector of the group of reference countries;
degree of export specialization, as measured by
, that is, the share of a country's exports in a particular sector relative to that country's total exports; country size, as measured by
, that is, the share of a country's total exports relative to total exports of the group of reference countries.
As Hillman (1980) notes, violations of (2) readily obtain in case a country exports one commodity only (in which case
and the degree of export specialization is equal to one) or when a country is the sole supplier of a particular product (in which case
and the market share is equal to one). In general, the Hillman condition is violated if a country has a significantly high market share in the supply of the particular commodity in combination with a 'high enough' degree of export specialization. Hillman (1980) also shows that a similar condition regarding cross-sector comparisons cannot be derived. 5 Indeed, as Marchese and Nadal de Simone (1989) consider developing countries only, countries that typically export a small number of commodities (i.e. raw materials) for which they hold relative large Table 4 , see Section 5 (see also Figure A1 in Appendix 2). Figure 1 divides the market share -export specialization space into two sub-areas, indicating whether the Hillman condition is violated or not, for an infinitely small country size. For larger country sizes the dividing line shifts clockwise outwards (see Figure A .1 in the Appendix for a three dimensional image), indicating that the Hillman condition is somewhat less stringent for large countries. In case of violations an increase in a country's exports in a particular sector increases this sector's export share in world trade more than that it increases the sector's national export share. As a result the Balassa index drops in value, which contradicts the notion of revealed comparative advantage.
(world) market shares, they find trade flows violating the Hillman condition to represent a higher percentage of total trade (9.5%) than reported here (for the sample year considered by Marchese and Nadal de Simone (1989) these percentages are, 1.67, 1.23, 0.68, and 0.04, at, respectively, the 1-, 2-, 3-, and 4-digit level of sector aggregation; see also Stylized Fact 10 below). On the other hand, Hinloopen and van Marrewijk (2001) consider EU countries only, also as the group of reference countries, thereby generating relatively large export market shares. Violations of the Hillman condition are thus also more likely, ceteris paribus. These violations represent 7% of total trade in their sample compared to the 3.4% recorded here for the same level of sector aggregation (see also Stylized fact 1 below). 
Data aggregation
Before discussing in detail the characteristics of all observations violating the Hillman condition, the impact of sector aggregation on the Hillman condition being violated or not needs to be addressed. At lower levels of aggregation, where more sectors are identified, it becomes "easier" in principle for a country to realize a large market share in a specific sector. This tends to increase the likelihood that the Hillman condition is violated. On the other hand, the degree of export specialization falls at lower levels of aggregation, which tends to decrease the likelihood of violation. The net result of these two forces rules the likelihood of violating the Hillman condition in relation to data aggregation. Table 4 for details. Table 1 summarizes the violations of the Hillman condition for different levels of data aggregation. As a share of the number of observations, the violations are virtually insignificant; as a share of the value of total exports, the violations are substantial. These findings suggest that in practice violations of the Hillman condition do not happen often, but when they do occur they usually involve (very) large trade flows. These observations lead to the first empirical regularity: increases with more refined sector definitions, while at the same time both average export specialization and, to a lesser extend, country size decrease. Although an increasing market share and a decreasing country size enhance the probability of violation, going through the 1-, 2-, 3-, and 4-digit sector aggregations shows that these effects are on average more than corrected for by the concomitant reduction in export specializations. That is:
Stylized fact 2 The higher is the degree of sector aggregation, the higher is the probability that the Hillman condition is violated.
At the same time, the value of total trade involved in the violation cases is about the same for the 1-, 2-, and 3-digit levels of sector aggregation. The reduction in trade value represented by all observations violating the Hillman condition at the 4-digit sector aggregation level is attributable to the reduced coverage of total trade. Accordingly:
Stylized fact 3 The value of trade represented by all cases violating the Hillman condition is hardly affected by the level of sector aggregation.
Stylized Fact 1 indicates that the set of observations violating the Hillman condition represents a substantial part of total trade. In 2002 1% of total trade corresponded to about US $ 80 billion (World Bank, 2004) . Stylized Fact 3 reveals that this value is hardly affected by the level of sector aggregation; no matter at which level of sector aggregation revealed comparative advantage is examined, the group of observations violating the Hillman condition remains equally important as to the value of trade they represent. Checking for the validity of the Hillman condition and dismissing those observations not passing the test thus seems to be an obvious routine to be used under all circumstances.
An obvious stylized fact would be the classification of violations along the "market share" and "export specialisation" component of the Hillman condition. 6 However, no objective measures exist to classify an observation as representing a too large market share and/or a too high degree 6 Violations are never related to country size as these are small in all cases. of export specialisation. Yet some insights along these components are illustrative. Table 1 therefore identifies all violations along these two components whereby a market share of 50 percent or more is taken to be decisive. That is, if the Hillman condition is violated and the related market share exceeds 50 percent it is attributed to a too large market share. In all other cases the violation is attributed to a too high degree of export specialization.
Classified in this way almost all violations at the 1-, 2-, and 3-digit level of data aggregation are attributed to a too high degree of export specialization, indicating that the country in question is exporting virtually only one commodity at that level of aggregation. On the other hand, at the 4-digit level of data aggregation a substantial share (23 percent) of the violations is attributed to a too large market share. Given that at lower levels of data aggregation more narrowly defined markets are identified, this classification is in line with expectations.
Finally, the reduction in coverage of total trade at the 4-digit level of sector aggregation is due to yet another problem: erroneous trade flow classifications. Indeed, erroneous data aggregation is a problem in applied research if it remains unnoticed. For empirical studies into revealed comparative advantage, the Hillman condition appears to be an effective screening device for detecting these errors.
Data classification
An important advantage of analyzing trade flows in general and comparative advantage in particular at lower, more detailed levels of aggregation is the increased coherence and homogeneity of the specific markets analyzed, and therefore the more precise identification of revealed comparative advantage. An important disadvantage is that some part of all trade is not specified at lower levels of aggregation, such that a lower share of total trade is represented by the data. Table 1 shows that it is especially relevant here at the 4-digit level of sector aggregation, which represents only some 60% of total trade.
Identifying and subsequently ignoring the remaining 40% is important however. At the 4-digit level raw data could contain trade flows effectively classified at the 3-digit level. For the dataset used here this occurs, for instance, for category 752X 'automatic data processing machines & units thereof' which could refer to trade flows in any of the more detailed true 4-digit SITC categories 7521, 7522, 7523, 7524, 7525 or 7528, as the "X" refers to "unallocated products in SITC group 752" (Feenstra, 2000, p.5) . On the other hand, category 752A stands for create a commodity classification that is usable for all countries included in the dataset (Feenstra, 2000, p.5) . It means that for some countries some export flows reported within a 4-digit industry beginning its code with 752 have been combined such that they match with the 3-digit classification 752, as the country's industry description at the 4-digit level does not match with the SITC listing. The "4-digit" industries 752A and 752X thus contain observations that are effectively aggregates at the 3-digit level. Similar problems apply to data classifications at the 2-digit and 3-digit levels of aggregation. In all these cases export flows are inflated, possibly to a very large extent, yielding artificially high values of the Balassa index.
7
For illustrative purposes, the Hillman condition is re-examined for all countries, sectors, and years at the 3-digit level, this time including the 1-digit and 2-digit 'aggregates' that are reported at the 3-digit level in the raw data. This yields in total 188 violations of the Hillman condition (compared to 88 violations in case only 'true' 3-digit sectors are considered), 108 of which are attributable to erroneous data classification. These are listed in Table 2 . For 85 out of these 108 cases (or 79 percent) the violation of the Hillman condition is the result of the respective country having a reported 'monopoly'. For all cases the market share is at least 92.6 percent. In the 1980s and 1990s, for example, Germany is frequently the only country classifying products at the 'miscellaneous' 1-digit level, the categories '600', '700', '800', and '900' in Table 2 , resulting in an artificial monopoly. Similarly, while most other countries take the trouble to identify if the exported 'dairy products and birdseggs' are either 'milk and cream', 'butter', 'cheese and curd', or 'eggs and yolks, fresh, dried, or otherwise preserved', Hungary simply lists them as 'dairy products and birdseggs'. Although not leading to a monopoly for Hungary in the years 78-83, the Hillman condition does pick up this classification problem, as it Table 3 and give rise to the following:
Stylized fact 5 The Hillman condition suffers from a masking effect in that mild violations remain undetected if grotesque violations are present.
Since for most countries about 90% of all (2-digit) sectors have a Balassa index below 4 (see Hinloopen and Van Marrewijk, 2001 ), all observations in Table 3 would stand out in a study into revealed comparative advantage. Meanwhile these observations do not refer to revealed comparative advantage proper and should thus be dismissed. Hillman condition for all remaining sectors, whereby it is important to include for total country trade flows observations that are exclusively recorded at higher levels of sector aggregation in order not to underestimate these cumulative values.
All calculations of the remainder of this paper are performed only at the appropriate level of sector aggregation, whereby a country's true total trade flows in any given year are used, thus including trade flows classified exclusively at higher levels of aggregation. The same then applies for the calculation of total world trade. 
Empirical violations of the Hillman condition

Empirical violations of the Hillman condition over time
Stylized fact 6 Concerning violations of the Hillman condition over time two periods can be distinguished: (i) 1970 -1984, during which violations occur relatively frequent and represent a substantial fraction of total trade, and (ii) 1985 -1997, during which violations hardly ever occur and represent an insignificant fraction of total trade.
It follows that the year 1985, the single year investigated by Marchese and Nadal De Simone Of foremost importance here are the two oil crises of the seventies. These shocks gave rise to such drastic price movements that related market shares (in value) increased thereby challenging the validity of the Hillman condition. In the period 1970 -1984 violations of the Hillman condition occurred primarily for oil-related exports. 
Empirical violations of the Hillman condition across sectors
Stylized fact 7 The correlation between sectors violating the Hillman condition across levels of sector aggregation is asymmetric; violations at lower levels of sector aggregation are likely to occur at higher levels as well, while violations at higher levels of sector aggregation need not occur at lower levels.
Stylized fact 7 implies that the validity of the computed value for revealed comparative advantage at high levels of data aggregation cannot be taken as evidence for the validity at lower levels of data aggregation. For instance, the fact that the Balassa index for Reunion in 1997 for "machinery and transport equipment" (1-digit SITC code 7) of 2.58 relates to a true comparative advantage A further sector classification is obtained when taking into account the related factor intensity.
This leads UNCTAD/WTO to distinguish between six sector categories, which are described in detail in van Marrewijk (2002) . Appendix 3 lists this classification for all 3-digit SITC sectors:
A. Primary products (83 sectors); e.g. meat, dairy, cereals, fruit, coffee, sand, minerals, oil, natural gas, iron ore, and copper ore.
B. Natural-resource intensive products (21 sectors); e.g. leather, cork, wood, lime, precious stones, pig iron, copper, aluminum, and lead.
C. Unskilled-labor intensive products (26 sectors); e.g. pipes, various textiles, clothing, glass, pottery, ships, furniture, footwear, and office supplies. D. Technology intensive products (62 sectors); e.g. various chemicals, medicaments, plastics, engines, generators, machines, tools, pumps, telecommunications and photo equipment, optical equipment, and aircraft.
E. Human-capital intensive products (43 sectors); synthetic colors, pigments, perfumes, cosmetics, rubber and tires, tubes, pipes, various types of steel and iron, cutlery, televisions, radios, cars, watches, and jewellery.
F. Not classified (5 sectors).
Violations of the Hillman condition are predominantly in primary products and to some extent in natural-resource intensive products.
8 Considering Hillman condition (2) this comes not as a surprise. It is precisely in these two categories more likely for countries to enjoy a (natural) large market share of world trade and/or to specialize exclusively in the export of these commodities.
Alternatively, to the extent that these are agricultural goods, it could be that violations are caused by tighter trade restrictions.
8 At the 3-digit level, for example, 62 violations are in primary products, nine are in natural-resource intensive products, and one is in unskilled-labour intensive product (and 16 are in the non-informative 'not classified' category). Observe furthermore that sectors in which violations of the Hillman condition occur, typically are inter-industry trade sectors, as opposed to intra-industry trade sectors (such as human-capital intensive and technology-intensive sectors). As such this provides an additional reason for examing the Hillman condition: it points to sectors that are foremost characterized by interindustry trade. One explanation for this finding is that intra-industry trade is more important among high-income countries and that it therefore comes with smaller market shares and lower degrees of export specialisation.
Empirical violations of the Hillman condition across countries
Further empirical Finally, for identifying stylized facts across groups of countries, the set of sample countries needs to be ordered. For that the classification of the World Bank of all countries into 7 distinct Marchese and Nadal de Simone (1989) who focus exclusively on a set of developing countries; see also footnote 5).
Finally, observe that countries hosting sectors that violate the Hillman condition are more active in inter-industry trade than in intra-industry trade. The same explanation as that provided in Section 5.2 applies; intra-industry trade is more prevalent among high-income countries which make the realization of a large market share and/or a high degree of export specialisation less likely. Relatedly, the Hillman condition identifies countries which are mainly involved in interindustry trade, that is, developing countries.
Summary and conclusions
Using a comprehensive data set of annual bilateral trade flows for 1,056 4-digit SITC sectors between 183 countries for the years 1970 -1997, the empirical relevance is examined of the into comparative advantage, it should be used in any empirical study to identify data irregularities. This holds a fortiori if developing countries are involved, the trade flows considered are of primary products, or both (as in, e.g., Devadoss and Wahl (2004) , Gómez-Plana and Endoh, 2005) . Feenstra, Lipsey and Bowen, 1997) and the second covering the years 1980 through 1997 (see Feenstra, 2000) . For the overlapping years, the data from the latter source are used. The data set contains bilateral trade flows between 183 trading partners, including n.e.s. (not elsewhere specified) regions for trade flows that could not be classified further than within a broad geographical region (such as "Middle East", or "North Africa"), an "Areas n.e.s." region for trade flows that cannot be attributed to any country or to any of the used broad geographical regions but that do come from a well-defined geographical region, and an "Unknown Partner" category for trade flows that could not be attributed at all due to various reasons (see Feenstra, 2000) .
This leaves a sample of 165 genuine countries that are grouped in Table A1 according Needless to say that all three identified countries belong to the same geographical area (in the The data were first compiled by Statistics Canada and made available through the CID/UCD (see Feenstra, 2000) . The former makes use of various sources (according to Statistics Canada 87% of all trade flows is based on independent sources of both imports and exports, while 98% is based on reports of at least one side of trade), yielding a rather complete coverage of world trade flows.
The CID/UCD transforms the data such that trade flows for all years, all countries, and all industry groups are consistent and presented in a unified manner. Each observation in the raw data consists of four entries: importing country, exporting country, sector, and size of the trade flow (in 1,000 US $). The data are thus classified according to the importing country. This is not to say that the data are based on import sources only, as explained above. After merging the two separate datasets a second dataset is created by "inverting" the data, in that all trade is classified according to the exporting country. The condition is fulfilled to the left of (and below) the demarcation. It is violated to the right of it. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
