I. Introduction
Child labor is common in many developing countries (Edmonds 2008) . The demand for, and acceptability of, child labor in these settings generates a tradeoff between time spent in school (an investment that reaps future benefits) and time spent at work (an investment with short-run benefits) in the child's time allocation problem. Further, a growing number of studies have demonstrated that child labor matters. For example, it has been shown that child labor reduces schooling (Kruger 2007) and has effects on health and wages which can persist into adulthood (Beegle, Dehejia, and Gatti 2009) . 1 Most studies in this literature seek to estimate the causal effect of one of these activities-that is child labor or schooling-on the other. They do so either by exploiting shocks to the returns to labor-for example the profitability of farm labor or local labor market conditions (Beegle Dehejia, and Gatti 2009 )-or to the price or benefits of school (Ravallion and Wodon 2000) . We pose a related question, which has received less attention than these others: How do productivity shocks that affect the child change the allocation of time across both schooling and labor? The answer is not obvious, given that labor productivity and productivity in school are likely positively correlated. For example, deworming campaigns (Miguel and Kremer 2004) or nutritional interventions (Martorell, Habicht, and Rivera 1995) may have beneficial effects on achievement in school and productivity on the farm. Understanding the degree to which time allocated to each sector responds is important in quantifying the returns to such interventions.
We study the effects of shocks to child productivity (in both school and work) by exploiting variation generated by acute illness and its corresponding treatment. Specifically, we document how accessing formal-sector healthcare speeds up recovery from acute illnesses and shifts the amount of time allocated to both school and work for children, using household survey data from an area in northwest Tanzania. The premise of our study is that access to better healthcare, if it improves health outcomes for sick children, should, via its effects on productivity, shift time allocations as well. This hypothesis seems plausible for three reasons.
First, a large body of literature demonstrates that better health improves attendance and performance in school for children in developing countries (Alderman et al. 2001) . It stands to reason, then, that investments in better healthcare for acutely sick children may affect these children's educational outcomes. Second, since much of child labor involves agricultural work, which is often quite physically strenuous, the link between health and labor productivity is likely strong.
2 Third, there is a large amount of heterogeneity in quality across healthcare choices in our setting (Das, Hammer, and Leonard 2008) . Choosing formal-sector healthcare over informal (or no) care for a child's illness could thus generate significant shifts in health and productivity via the large difference in quality across those two healthcare options.
The main difficulty in estimating these effects arises from a well-known selfselection problem. Certain individuals-for example, those with more severe illnesses, higher preferences for health, or greater access to financial resources-are more likely to select into better healthcare options. Thus, comparing outcomes across individuals who used different healthcare options will lead to a biased estimate of the impact of using better healthcare. Moreover, fixed effects estimators cannot adequately address this problem because they do not control for unobserved severity, which varies by illness episode (that is, within multiple observations of the same individual), and which other studies have shown is the most salient bias for acute shocks (Gowrisankaran and Town 1999; Cutler, Huckman, and Landrum 2004) .
We overcome this self-selection problem by using an instrumental variables (IV) strategy that exploits exogenous variation in cost of formal-sector care. Following Adhvaryu and Nyshadham (2011a) , we propose an interaction instrument. We interact a dummy variable for the presence of a formal-sector health facility in one's community with the number of days of rainfall in the month of the individual's 2. See Edmonds' (2008) handbook chapter on child labor for details on the breakdown of labor activities. sickness, and exclude only this interaction from the second stage, while controlling for the main effects of facility "existence" and days of rainfall in the first and second stages of a two-stage instrumental variables estimator. We find that the instrument is sufficiently predictive in the first stage; it is also robust to a variety of additional controls, and passes various falsification tests, all of which are discussed in detail in Section V.
Using this strategy, we first verify that using formal-sector healthcare does induce a significantly speedier recovery for acutely sick school-aged children (ages 7-19 inclusive). We then employ individual time use data from the week preceding survey to estimate effects on hours (and days) spent in school and hours spent in various activities. The results show a large increase in school hours (the point estimate is about 27 hours) as a result of accessing formal-sector healthcare. This essentially amounts to a 100 percent increase at the mean, suggesting that formal-sector care works on the extensive margin. Consistent with this interpretation, we find that the probability of any school hours in the last week and the number of days the child attended both increase significantly, while the hours per day spent in school (conditional on having attended in the past week) do not change. Together, these results suggest that the main barrier to schooling for sick children, at least in terms of attendance, is actually getting to school. Of course, performance in school, which we cannot measure in these data, may also be affected by fluctuations in productivity induced by health shocks.
On child labor variables, we find no significant effects, though the effects on some labor activities are large but imprecisely estimated. Though we cannot interpret the coefficients with certainty, the pattern of labor adjustment suggests an increase in total hours worked as a result of receiving better healthcare, with most of the increase coming from farm hours (in particular, hours spent farming or herding, which are among the most strenuous agricultural activities).
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Our study is different from previous work in two ways. First, we focus on treatment for acute illness. Mitigating the effects of acute health shocks likely leads to a different time use response than nutritional or long-term care interventions, whose effects on health and time allocation have been studied to date (Thomas et al. 2006; Thirumurthy, Graff Zivin, and Goldstein 2009) .
Second, we focus on the effects of using formal-sector healthcare. The only other study to our knowledge that studies such effects in a developing country context is Dow et al. (1997) , which evaluates a healthcare price experiment in Indonesia. While Dow et al. (1997) successfully link shifts in the localized price of healthcare to changes in labor outcomes, their analysis, as a product of the experimental design, is reduced-form: The study is not able to estimate the structural effect of choosing into higher-quality healthcare among those on the margin. Our analysis is the first in the developing country setting to estimate the effects of choosing higher-quality healthcare on the health and labor supply outcomes of sick individuals. Similarly, the effects of nutrition on school enrollment for children have been investigated in the developing country context (Glewwe and Jacoby 1995; Alderman et al. 2001 ).
Neither nutritional status nor school enrollment, however, are short-term state variables. We examine the effects of acute illness on "acute" schooling outcomes, which are most likely to respond to short-term fluctuations in health status.
We believe our study makes three contributions. First, no other paper, to our knowledge, examines the effects of individual productivity shocks on time allocations in both labor and schooling. As discussed above, most of the literature to date focuses on estimating the various impacts of child labor. Second, studying how individual productivity shocks affect the differential returns to schooling vis-a-vis labor helps us understand the interaction of health and the time allocation of children. Third, in settings where school attendance is not mandatory for children, the effects of formal-sector healthcare on children go beyond just health: We show that attendance in school can increase dramatically, which is an added return to investments in formal-sector healthcare infrastructure or transport.
The remainder of the paper is laid out as follows. Section II describes our dataset. Section III presents our identification strategy and discusses its validity. Section IV presents the empirical results. Section V presents a variety of robustness checks and falsification tests. Finally, Section VI concludes.
II. Data

A. Overview
This study uses survey data from the Kagera region of Tanzania, an area west of Lake Victoria, and bordering Rwanda, Burundi, and Uganda. Kagera is mostly rural and primarily engaged in producing bananas and coffee in the north, and rain-fed annual crops (maize, sorghum, and cotton) in the south. The Kagera Health and Development Survey (KHDS) was conducted by the World Bank and Muhimbili University College of Health Sciences. The sample consists of 816 households from 51 "clusters" (or communities) located in 49 villages covering all five districts of Kagera, interviewed up to four times, from Fall 1991 to January 1994, at 6-7-month intervals. The randomized sampling frame was based on the 1988 Tanzanian Census. 4 There was moderate attrition from the longitudinal sample. 9.6 percent of households sampled in Wave 1 were lost by Wave 4. However, to preserve balancing across health profiles in the sample, lost households were replaced with randomly selected households from a sample of predetermined replacement households stratified by sickness. 4. A two-stage, randomized stratified sampling procedure was employed. In the first stage, census clusters (or communities) were stratified based on agro-climactic zone and mortality rates and then were randomly sampled. In the second stage, households within the clusters were stratified into "high-risk" and "low-risk" groups based on illness and death of household members in the 12 months before enumeration, and then were randomly sampled. 5. We should not be too concerned about the possibility of bias due to attrition in our results. Our sample is a constructed cross-section of child-year observations, selected in each year on the basis of the reporting of acute illness. That is, selection into our sample is a combination of selection into the resurveyed sample in each wave (nonattrition) and selection into the reporting of acute illness in each wave). While selection into our sample could be correlated with probability or severity of acute illness or health endowments or KHDS is a socioeconomic survey following the model of previous World Bank Living Standards Measurement Surveys. The survey covers individual-, household-, and cluster-level data related to the economic livelihoods and health of individuals, and the characteristics of households and communities. In the following paragraphs, we outline the variables we use in our analyses.
B. Health Variables
In the health module of the KHDS, all household members are asked about chronic illnesses and acute illness episodes; care sought for these episodes; and current illness (at the time of survey).
6 As our main sample restriction, we use information on whether individuals were sick with an acute illness, that is, one which began 14 days or less before the date of survey. We also restrict our attention to school-aged children between seven and 19 years of age (inclusive), for whom time use data is collected. Table 1 shows summary statistics for the sample of sick school-aged children. Across the four waves of the survey, the data report 1,954 child-year observations of sickness (that is, each time an individual aged 7-19 reports being sick he is counted as a child-year observation). This acutely ill subsample of school-aged children-year observations makes up roughly 27.5 percent of the total sample.
Of the sample of acutely ill child-year observations, roughly 37 percent report still being ill at the time of survey. About 22 percent of this sample sought formalsector healthcare for their illness episode, where formal-sector healthcare is defined as care at a hospital, health center, or dispensary (which includes government, NGO, and private facilities). Of the subsample of formal-sector care users, 12.7 percent went to health facility, 28.6 percent went to a hospital, and the remaining percentage went to a dispensary.
Columns 2 and 3 of Table 1 show summary statistics for the subsamples of formalsector care users and nonusers, respectively. Notice that the probability of still being ill at the time of survey is slightly higher among those who did not visit formalsector care. Of course, this comparison of means is not evidence of a causal relationship between formal-sector care and speedy recovery from acute illness; however, it will motivate a more in-depth analysis below.
One interesting comparison we can make, however, is the difference in the means of symptoms reported across subsamples of formal-sector care users and nonusers. We see in Columns 2 and 3 that those who seek formal-sector care are more likely to report fever than those who seek informal care or no care at all. To the degree that fever proxies for severe illnesses such as malaria and systemic infections, this provides suggestive evidence of selection in formal-sector care use on the basis of severity of illness. Severity bias is a primary motivation of our empirical strategy discussed in Section III below.
preferences and also school and labor outcomes, we would only be concerned to the degree that our instrument affected this nonattrition and/or reporting of illness. We show below that our instrument is seemingly orthogonal to selection into our sample (see Table VII ), which is a combination of nonattrition and selection into sickness. 6. In the case of individuals below the age of 15, the primary caretaker of the child is asked to answer on the child's behalf.
C. School and Labor Variables
The time use module of the KHDS collects detailed information on various types of productive activity for all individuals seven years of age and older. Individuals are asked how many hours in the past seven days they spent in each of a variety of activities. We construct a composite variable for total labor hours in the week preceding survey, as well as breakdowns into several important types of labor activities.
In particular, we first split total labor hours into farm hours and nonfarm hours. Then, we further split farm hours into time spent in the field (farming or herding), time spent processing agricultural and livestock products, and time spent in wage employment (mostly on the farms of other village members), and nonfarm hours into self-employment hours and home hours. Self-employment includes any nonfarm activities producing profit that accrues to the individual Self-employment is contrasted with working for someone else's business. It may include household enterprise, production or sale of market goods, or owning another type of small business (restaurant, hotel, etc.) . Home hours include time spent in household chores and time spent collecting water and firewood.
We see in the summary statistics reported in Table 1 that sick school-aged children spend roughly 21 hours per week allocated to labor activities and 24 hours allocated to schooling. Only 82 percent of sick school-aged children spent any time in school in the week prior to survey. The average number of days in which sick children spent any time in school in the week prior to survey is 3.5. Conditional on attending some school in the week prior to survey, sick children spent on average roughly 6.7 hours per day in school. Interestingly, the means of schooling outcomes are quite similar across formal-sector users and nonusers.
Labor outcomes are quite similar across healthcare users and nonusers as well. Among school-aged sick children, farm labor makes up roughly a third of total labor hours and nonfarm makes up two-thirds. Sick children allocate 8.6 hours to farm labor and 12.7 hours to nonfarm labor, on average. Within farm labor, the majority of hours are spent in the field; while the vast majority of nonfarm labor hours are spent performing home chores.
This lack of variation in mean school and labor hours across subsamples of those who did and did not seek formal-sector care could be evidence of one of two possible cases: Either formal-sector care has no effect on labor supply and school attendance, and perhaps even no effect on health outcomes in this population, or the choice of healthcare is endogenous (for example, on the basis of unobserved severity) rendering a simple comparison of means across healthcare choice subsamples and even ordinary least squares (OLS) estimates useless in investigating the effects of healthcare choice on health, labor supply, and schooling outcomes. As mentioned above, the presence of severity bias in OLS estimates is well-established in the literature. Therefore, in what follows, we will propose and employ an empirical strategy which accounts for this bias (see Section III).
D. Other Individual-, Household-, and Cluster-level Variables
We use a variety of individual-, household-, and community-level demographic and socioeconomic characteristics in our regressions. The most important for the purposes of our analysis is the existence (or, to be precise, the lack of existence) of a formal healthcare facility in the cluster. 7 As Table 1 reports, about 62 percent of sick individuals lived in communities without a formal-sector healthcare facility. Among those who did not seek formal-sector care, 68 percent lived in a community without a formal-sector care facility; among those who sought formal-sector care, the percentage is much lower at only 42 percent.
As we describe in Section III, we accordingly control for the direct effect of the lack of a health facility in the community, along with a variety of other variables related to the existence of resources in one's community (existence of a daily market, periodic market, driveable road, public transportation, secondary school, number of primary schools, bank, and post office/telephone). Table 1 shows that access to these resources in general appears to be (insignificantly) greater for those who chose formal-sector care.
Indeed, this fact is corroborated by the positive correlation between the existence of a health facility in one's community and the existence of the other above-mentioned resources. This, of course, invalidates the use of the existence of a health facility alone as an instrument for healthcare choice and motivates the inclusion of the potentially correlated existence of other resources in the community as controls as well.
We also control for the distance to various types of formal-sector care options if they are not in the individual's community; in particular, we include the distances to the nearest dispensary, health facility, and hospital (please note that if these options are in the individual's cluster, this variable equals 0). 8 We include individual-level controls for the number of days before date of survey the individual's illness began (deciles and linear term in days). We also include fixed effects for the interaction of gender and years of completed schooling (quintiles), age (deciles and linear term in years), and year of survey. Household-level controls include household size (deciles); total assets owned by the household (25 quantiles of an asset index generated using principal components analysis); and a dummy for whether the survey took place during one of two rainy seasons.
In the last four rows of Table 1 , we find no evidence of significant differences in demographic composition across healthcare choice subsamples. While the empirical strategy proposed below ought to be robust to such demographic differences, their absence is preliminary evidence of the relative importance of access to healthcare as a primary mover of healthcare choice and of healthcare choice as a primary determinant of health outcomes, at the least.
Column 4 of Table 1 shows corresponding statistics for the sample of nonsick school-aged children from households with no acutely ill members. We might expect that these children form an appropriate comparison group to children who have completely recovered from an acute illness. Of course, to the extent that children from nonsick households are systematically different (perhaps, with respect to access 7. We use the lack of existence of a formal health facility (instead of simple existence) because we expect the effect of existence on the probability of visiting a formal-sector health facility to be positive, whereas we expect rainfall to have an incrementally negative effect for individuals living far from a facility. Thus, we construct the slightly awkwardly termed "nonexistence" variable for ease of interpretation of the coefficient on the interaction instrument. 8. In our empirical specification, we control for quintiles of the distance to each option separately.
to health and other resources, health preferences or endowments, etc.), their labor and schooling outcomes may not entirely resemble those of recovered children.
Indeed, children from nonsick households tend to be younger, are more likely to be male, and belong to smaller and less wealthy households. Nonsick households also seem to be located in communities with less access to healthcare and daily markets; though access to other resources seems to be roughly the same for children from sick and nonsick households. Acutely ill children who seek formal-sector care spend more total hours on average in school during the week prior to survey than those who do not seek formal-sector care, though not quite as many hours as children from nonsick households. Formal-sector care users also spend less time in the field and in home chores than do children from nonsick households. This pattern could suggest that children from nonsick households have higher health endowments and are, therefore, generally more productive than the acutely ill sample.
E. Rainfall Data
We obtained monthly rainfall data from the Tanzania Meteorological Agency spanning from 1980 to 2004. 9 The data set includes the amount of rainfall (in millimeters) per month and total days with rainfall per month for 21 weather stations in Kagera region. The data set provides a matching file which reports the closest and second closest weather station to each cluster in the KHDS sample. Two measures of "closest" are available: a straight-line distance between each cluster and each rainfall station, and a distance measure that takes into account the location topology of the area.
We use the straight-line measure definition of "closest" and use the number of days of rainfall in the month the individual was sick as the primary measure of rainfall in our regressions. Further, we match the rainfall observation to the sick individual by taking the rainfall value in the month the individual was surveyed, in the cluster of the individual's residence. If the rainfall value for this cluster-by-month observation is missing, we use the value at the second closest rainfall station to the cluster.
There appears to be, as shown in Table 1 , significant variation in the number of days of rainfall across all samples. While the means across healthcare choice subsamples are only minimally different, it is interesting to note that the mean days of rainfall is slightly larger on the subsample of sick children who visited formal-sector care, corresponding to a role of severity in healthcare choice. That is, if more rainfall corresponds to more severe illness, and the more severely ill, in turn, are more likely to choose formal-sector care, we would expect to see a larger mean number of days of rainfall in the sample of sick individuals who ultimately chose to visit formal care. This, of course, invalidates the use of rainfall alone as an excludable instrument for healthcare choice and motivates its inclusion as a control.
We also control for the number of days of rainfall in the month prior to the individual's sickness (as we discuss in Section III); the historical mean and historical standard deviation of the distribution of rainfall in the given month, computed over all the years of available data for the month in question (quadratic terms of these variables are included as well); fixed effects for the closest rainfall station; deciles for the number of days of rainfall; deciles for the amount of rainfall (in millimeters) in the month the individual fell sick; and interactions of days of rainfall with the existence of resources variables defined in the previous subsection. The importance of these interaction controls will be discussed in Section III) below. For further details on the construction of rainfall variables, please see the Data Appendix.
III. Empirical Strategy
Our goal in this section is to propose and discuss the validity of an instrument for healthcare choice, and to discuss how we use the variation induced by the instrument to measure the effects of healthcare choices first on health outcomes and then on time spent in school and labor supply.
A. An Instrument for Healthcare Choice
Let denote an outcome for individual in cluster , let denote the individual'
healthcare choice, and let denote a vector of individual-, household-and com-X ij munity-level characteristics. Consider the following empirical model:
Measuring the relationship between healthcare choice and health outcomes (or schooling and labor outcomes, for that matter) as shown above in Equation 1 likely results in a biased estimate of the effect of on , due to unobserved determinants h O of outcomes in the error term that are correlated with healthcare choice. In par-ε ticular, the severity of the health shock likely influences the care option chosen (that is, individuals with higher-severity illnesses will choose into higher-quality healthcare options) as well as the outcome (higher-severity illnesses will generate worse health, labor, and schooling outcomes).
To address these endogeneity concerns, we use an instrument for healthcare choice that exploits exogenous variation in the costs of formal-sector healthcare. The instrument builds on the methodology introduced in Adhvaryu and Nyshadham (2011a) . A major point discussed in that paper is the fact that the largest costs of formal-sector care in developing countries are often those associated with the opportunity cost (or the direct costs) of travel to the care facility. This is particularly true in developing contexts, like that in which this study's empirical analysis is conducted, in which nominal fees for healthcare are heavily subsidized. Distance to the nearest facility (or alternatively, the presence of a formal-care facility in one's community) is thus a large determinant of healthcare choice in developing countries, through its effects on costs (Gertler, Locay, and Samuelson 1987; Mwabu, Mwanzia, and Liambila 1995; Mwabu 2009 ).
Given the importance of proximity to formal-sector care, one might argue that this variable would be a good candidate for an instrument for healthcare choice, particularly in developing country settings. However, it is likely, due to endogenous placement of facilities on the basis of a local population's health stock, that the existence of a facility in one's community and distance to the nearest facility are correlated with the error term in a second-stage regression with health or labor supply outcomes as dependent variables. Later in this section, we present some evidence that this is the case in our context, as well.
Following Adhvaryu and Nyshadham (2011a) , we propose an interaction instrument. Specifically, we interact a dummy variable for the absence of a formal-sector health facility in one's community with the number of days of rainfall in the month of the individual's sickness, and exclude only this interaction from the second stage, while controlling for the main effects of facility "existence" and days of rainfall in the first and second stages of a two-stage instrumental variables estimator.
The two stages of analysis are specified as follows. Define to be a dummy NoFac j variable that equals 1 if no formal-sector health facility exists in cluster , and j R ij to be the number of days of rainfall in cluster at the time of individual 's sickness. 10 j i The two-step estimator is written as follows:
The intuition behind the instrument is simple. The main effects of facility nonexistence and days of rainfall are likely both negative; that is, not having a facility in one's community and being exposed to more rainfall should, for the purposes of travel costs, discourage formal-sector health facility usage for individuals seeking care. Moreover, heavier rains should discourage individuals who live farther away from a health facility more than individuals living in a community with a health facility.
Imagine one household who lives next to a facility, while another is located many villages away. In times of dry weather, clearly the household in the community with a health facility will be more likely to choose formal-sector care than the one farther away. But in times of heavy rains, the rain should incrementally deter the farther household even more than it does the one just next door.
It should be noted that the panel structure of the data allows for a fixed effects model to be conducted. We do, in fact, include fixed effects for the rain stationmatched to each household's cluster in the data. The rain station fixed-effects partition the region into 18 climatically similar areas. Of course, no fixed-effects specification can purge the estimates of bias deriving from unobserved severity of the illness. Fixed effects, particularly at the individual or household level, can only account for bias due to unobserved static heterogeneous determinants of healthcare use and outcomes, such as health preferences or endowments.
Preferences, endowments, and severity of illness (or more precisely, selection into formal-sector care on the basis of these unobserved characteristics) are the most probable sources of bias in estimates of the effects of formal-sector care on health and other outcomes. Given that our instrument is orthogonal to all three sources of bias, the inclusion of individual or household fixed effects is not particularly beneficial. Furthermore, individual (or household) fixed effects would only identify the effects of healthcare choice on outcomes using variation over time in healthcare choice among individuals (or households) who report being acutely ill in multiple waves. These select individuals or households who report multiple illness spells are likely unrepresentative of the acutely ill sample as a whole.
B. Instrument Validity
Ideally, we would like variation in the instrument to be equivalent to experimental variation in the price of formal-sector care. That is, we would like to answer the question, "Holding all other prices constant, if we shift only the price of formalsector care, how does the demand for this care change, and subsequently, how do these shifts affect health, labor supply, and schooling outcomes?" One crucial element of our argument is thus that the interaction instrument must induce price changes solely in the cost of formal-sector care, as opposed to shifting other prices that determine access to other resources, as well as directly influence consumption and labor allocations.
Controlling for General Remoteness
It is plausible that fluctuations in rainfall induce shifts in the prices of nonhealthcare goods and services differentially across communities with health facilities as compared with communities without. For example, suppose nonexistence of a formalcare facility was correlated with a community's general remoteness; that is, communities lacking health facilities lacked access to other important resources (commodity and labor markets, roads, schools, etc.). Since rainfall, through the interaction instrument, acts as a randomized amplifier of the costs of access to formalsector care, rainfall would amplify the costs of access to these other resources as well. If this were true, the instrument would not be excludable.
To address this problem, we control for the existence of a variety of important resources, as well as the interactions of these variables with days of rainfall.
11 Controlling for these main effects and interactions ensures that the variation induced by the instrument is specific to the costs of formal-sector care.
Isolating Transitory Rainfall Variation
Crucial to the interpretation of the instrument is the hypothesis that rainfall in the month of sickness induces a temporary, randomized amplifying effect in the costs of travel to formal-sector care. Moreover, rainfall generates a larger temporary effect in places where no formal-sector facility exists. To isolate this temporary variation from persistent high rainfall (which is a common phenomenon in our context given that rainy seasons in Tanzania last for months at a time and cause seasonal variation in incomes and opportunity costs of time), we control for the days of rainfall in the 11. For example, we include existence of a daily market, drivable road, public transport, secondary school, and post office or telephone; for a full listing of the variables included, please refer to the note at the bottom of Table II. month prior to the individual's sickness, as well as the interaction of this variable with the facility existence dummy.
Nonlinear Effects of Endogenous Distance
Finally, we allow for the possibility that distance enters the first and second stages nonlinearly. We do this to further preclude the possibility that the interaction instrument is only capturing a nonlinear effect of distance, rather than the interaction of distance with a randomized, transitory source of variation. To account for this concern, we include quintiles of the distribution of distance to the nearest health facility, hospital, and dispensary in all regressions.
IV. Results
In this section, having defended the validity of the proposed empirical strategy in this context, we report and discuss results from first-and secondstage regressions of health, school, and labor outcomes on formal-sector healthcare use.
A. Health Outcomes
In Table 2 , we explore the effects of formal-sector care use on subsequent health. The first Column of Table 2 presents results from the first-stage regression conducted on the sample of all school-aged children who reported being acutely ill. In the firststage specification, we regress a binary for whether the sick individual chose formalsector care on the proposed instrument of the interaction of days of rainfall in month of survey and a dummy for the lack of a formal-sector healthcare facility in the individual's community. The results in Column 1 of Table 2 show a significant reduction in the probability of a sick individual choosing formal-sector care when the interaction instrument increases. The F-stat on the instrument coefficient is nearly 10, with a p-value of just above 0.002.
In Column 2 of Table 2 , we present results from the second-stage instrumental variables regression of a binary for whether the individual was still ill at the time of survey on a binary for whether he visited a formal-sector healthcare facility. The results show a large and significant reduction in the probability of still being ill at the time of survey for those sick individuals driven exogenously to formal-sector care. For sick individuals on the margin, being exogenously driven to visit a health facility decreases the probability of still being ill at the time of survey by approximately 86 percentage points.
The magnitude of these results corresponds to the results found in Adhvaryu and Nyshadham (2011a) , which applies a similar analysis to a nationally representative sample of children under five in Tanzania. Note that the marked attenuation in the OLS estimates reported in the third column of Table 4 is also consistent with estimates from previous studies and corresponds to bias due to self-selection into formalsector care on the basis of severity. Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). Standard errors are clustered at the sampling cluster by year-month level. All specifications include main effects of days of rainfall and "No Facility," assets (25 quantiles), rain station, and year of survey fixed effects; as well as dummies for deciles of household size, unless otherwise stated. Specifications also include, unless otherwise stated, education by gender fixed effects; dummies for deciles of age (along with a polynomial up to the third degree in age), days of rainfall and levels of rainfall as well as number of days before survey the illness started (dummies for deciles as well as linear terms); and dummies for quintiles of distance to nearest hospital, healthcare facility, and dispensary. Dummies for the existence of a daily market, periodic market, drivable road, public transport, secondary school, the number of primary schools, bank and post office/telephone are included; along with interactions of these dummies with days of rainfall, unless otherwise noted. Other controls include rainy season fixed effects; historical means and standard deviations of both rainfall and quadratic terms of these; days of rainfall in month prior to survey and its interaction with "No Facility", unless other noted. Sample is restricted, unless otherwise noted, to all individuals, aged 7-19 (inclusive), with illnesses that began in the two weeks prior to survey.
B. Schooling Outcomes
Now that we have established the fundamental links, first, between costs of formalsector care and healthcare choice and, second, between higher-quality care and improved health outcomes, we turn our attention to the effects of formal-sector care on time spent in school in the week prior to survey. Specifically, if formal-sector care reduces the length of illness or in particular the probability that the individual is still ill on any subsequent day, then-to the extent that the illness had reduced the individual's total endowment of time, increased the effort necessary for or disutility from traveling to school, or reduced his marginal productivity in school-we should expect to see effects of formal healthcare on time spent in school.
In Table 3 , we report estimates of the effects of formal-sector care use on hours, days, and hours per day spent in school in the week prior to survey as well as a Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). See Table II for additional comments. Sample in these specifications further restricted to children currently enrolled in school.
binary for whether the child went to school at all. The sample on which the schooling analysis is conducted is further restricted to acutely ill, school-aged children who also were enrolled in school. Column 1 of Table 3 reports first-stage regression results for the sample of school-aged children who reported acute illness and also reported being enrolled in school at the time of survey. Once again, the interaction instrument is strongly predictive of formal-sector care use. The F-statistic on the instrument coefficient is larger than 10 with a corresponding p-value of less than .002. Columns 2-5 of Table 3 present results from second-stage regressions. In Column 2, we report estimates of the effects of formal-sector care use on total hours spent in school in the week prior to survey. We see a large and significant effect on hours spent in school. Sick children who are driven exogenously to seek formal-sector care spend more than 27 hours more in school in the week prior to survey than those who are not. Compared to a mean of roughly 24 hours per week, these results amount to an entire week's worth of schooling gained through the use of higherquality care.
Column 3 of Table 3 shows estimates of the effects of formal-sector care on a binary for whether the child attended any school in the week prior to survey. Column 4 reports results from a second-stage IV regression of the number of days in the week prior to survey in which the child attended at least one hour of schooling on formal-sector care use. We again see large and significant effects of formal-sector care on time spent in school. Sick children who are driven exogenously to seek formal-sector care are nearly 70 percentage points more likely to attend some school in the week prior to survey, and attend roughly 3.6 days more than nonusers.
Interestingly, among sick children who attended at least one hour in one day of school, we find no significant effects on the number of hours per day spent in school, as reported in Column 5. These results suggest that the greatest cost of sickness as relates to schooling is the disutility of attending school at all on days in which the child is acutely ill. That is, a speedier and more complete recovery from acute illness due to formal-sector care use induces a child to attend more days of school, but not significantly more hours in the days he attends.
To the degree that traveling to and from school requires more physical effort than staying in school once there, these results provide suggestive evidence of the effects of acute illness on the capacity for physical effort. That having been said, because we do not have access to school performance data, we cannot comment on the effects of acute illness or subsequent healthcare use on productivity in school or returns to time spent in school.
C. Child Labor Supply
Now that we have seen significant effects of formal-sector care on time spent in school, we turn our attention to the other side of schoolwork decision. In Table 4 , we present estimates of effects on total labor supply and allocations of time to various productive activities among school-aged children. Here the sample is identical to that used in the health outcomes regressions discussed above; that is, it is no longer restricted to children who are enrolled in school. Notes: Robust standard errors in parentheses (***p < 0.01, **p < 0.05, *p < 0.1). See Table II for additional comments. Sample is restricted, as noted in Table II , to children aged 7-19 (inclusive) who reported being ill in the two weeks prior to survey.
In the top panel of Table 4 , we show results from second-stage IV regressions of total labor hours, nonfarm labor hours, and allocations of nonfarm hours to selfemployment and home chores. We find large but insignificant effects on total labor hours in Column 1 of the top panel of Table 4 . The point estimate of the effect of formal-sector care on total labor hours is roughly 14 hours as compared to mean labor supply of roughly 21.5 hours. Point estimates of the effects on total nonfarm labor hours and allocations to self-employment and home chores are much smaller and still insignificant. Overall, we find little evidence of an effect on nonfarm labor hours.
In the bottom panel of Table 4 , we report results from second-stage IV regressions of farm labor hours and allocations to field and processing activities and wage labor. The point estimate on farm labor hours is again large, but insignificant (nearly 12 hours, as compared with a mean of fewer than nine hours). The majority of the effect on farm labor comes from an effect on hours spent in the field.
Of course, absent data on individual productivity, such as yield per unit time or piece rate wages, we cannot comment with certainty on the effect of healthcare on labor productivity. However, to the degree that farm labor (or more specifically, hours spent in the field) require more physical effort than nonfarm labor (or even hours spent processing agricultural and livestock products), these results provide suggestive evidence of the effects of acute illness and subsequent healthcare choice on productivity in particularly high effort activities.
V. Falsification, Checks, and Robustness
In Tables V-X, we present a series of falsification checks, instrument checks, and evidence of the robustness of the major results discussed above. Table 5 reports results from reduced form regressions of school and labor outcomes on the interaction instrument and the usual set of controls using the sample of nonsick school-aged children from households with no acutely ill members. If the interaction instrument is truly excludable from second-stage specifications (that is, if the instrument does not affect outcomes except through its affect on the use of formal-sector care), then we should expect no effect of the interaction instrument on school and labor outcomes among nonsick children from nonsick households.
A. School Hours and Labor Supply of Nonsick Children
Notice we have excluded nonsick children from households with sick members from the sample. To the extent that intrahousehold labor, consumption, or leisure allocations are affected by the acute illnesses of all members of the households, we might expect healthcare choices of sick members to affect school and labor outcomes of nonsick members irrespective of the excludability of the interaction instrument. Therefore, we only run these regressions on the sample of nonsick children from entirely nonsick households.
Across all of the schooling outcomes and farm and nonfarm labor, we see no effect of the interaction instrument. These results provide additional evidence of the validity of the interaction of facility existence and days of rainfall in the month of illness as an excludable instrument for healthcare choice. Notice, however, that both facility existence and days of rainfall along are strongly predictive school and labor outcomes, further emphasizing their inappropriateness as candidate instruments for formal-sector care use.
B. Longer-term Schooling Outcomes
The validity of the interaction of facility existence and days of rainfall in the month of illness as an excludable instrument rests upon the assumption that this interaction term only affects outcomes through its affects on healthcare choices. If the interaction instrument only affects schooling and labor outcomes through its affect on healthcare choices, it ought not to predict schooling choices and outcomes made before the acute illness episode.
Also, one necessary condition for the excludability of the instrument is that rainfall in the month of survey must be independent of rainfall in previous months and variations must be unexpected. In particular, our controls for polynomials in historical means and standard deviations of rainfall and days of rainfall in the month prior to survey should sufficiently purge the interaction term of its correlation with rainfall and outcomes in months other than the month of survey. 
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Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). See Table II for additional comments. Samples are restricted to all individuals aged 7-19 (inclusive) who did not report being ill with an illness beginning two weeks prior to survey and live in households without any other sick children. The sample on which the regression reported in Columns 1-4 are run is further restricted to individuals aged 7-19 (inclusive) who also reported being currently enrolled in school. Notes: Robust standard errors in parentheses (***p < 0.01, **p < 0.05, *p < 0.1). See Table II for additional comments.
In Columns 1 and 2 of Table 6 , we report second-stage IV results of the effects of formal healthcare on the probability of being currently enrolled and attending school at all in six months prior to survey, respectively. Columns 3 and 4 report results from analogous reduced form regressions of these outcomes on the interaction instrument. We see no evidence of an effect of formal healthcare, as instrumented by the interaction of facility existence and days of rainfall, nor of an effect of the instrument directly on past schooling outcomes.
Columns 3 and 4 are also effectively selection equations, whose coefficient estimates can be used to test for whether selection into various definitions of enrollment varies with the instrument. The results indicate that the instrument does not significantly shift the selection probability for either sample.
C. Selection into Sickness and Symptoms
If the instrument affects the probability of reporting an acute illness or the severity and symptoms of illnesses reported, it might have an effect on outcomes outside of its effect on healthcare choice. In particular, due to the self-reported nature of the data on illness, we might be worried that heterogeneity in the threshold level of illness severity required for an individual to report acute illness might be correlated with unobserved characteristics and, in turn, with health, schooling and labor outcomes.
This could potentially be a source of bias in our estimates; however, we would only be concerned to the degree that the instrument covaries with this threshold. In order to check for this selection into reporting acute illness, we first regress the incidence of sickness (using a binary variable for reporting an illness which began in the past 14 days) on the full set of regressors including the interaction instrument in a linear probability OLS regression. The results from this regression are reported in Column 1 of Table 7 , and verify that the instrument does not predict selection into the sample. In Columns 2-4, we report results from the regressions of binaries for the reporting of fever symptoms, cough, and headaches, respectively, on the instrument and the usual set of controls. Again, we find no significant effects of the instrument on the probability of reporting specific symptoms. These results provide further evidence that the instrument is orthogonal to illness severity and heterogeneous severity thresholds for reporting illness.
Finally, in Table 8 we report first-and second-stage regression results from specifications identical to those reported in Tables II and III , but with the symptom binaries as additional controls. The results appear quite robust to the inclusion of these additional controls. That is, there does not seem to be any evidence that selection into sickness or symptoms is driving the results.
D. Instrument Checks
The main reason we use an interaction instrument is that it improves on using facility existence alone as an instrument for healthcare choice, since, as mentioned earlier, endogenous allocation of health facilities to communities on the basis of the community's health stock would render invalid facility existence as an instrument. Here, we present evidence that this important distinction is relevant in our context. Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). For Columns 1, 3, 6-7, refer to Table II for additional comments. For Columns 2, 4-5, refer to Table 3 for additional comments. Samples are restricted to all individuals aged 7-19 (inclusive) who reported being ill in the two weeks prior to survey. The sample on which the regression reported in Columns 2, 4-5 are run is further restricted to individuals aged 7-19 (inclusive) who also reported being enrolled in school.
First, we regress indicators for various chronic illnesses on the facility existence variable alone (along with the full set of controls used across all specifications). The results, reported in Columns 1-4 of Table 9, show that we fail to accept that facility existence is not correlated with measures of chronic illness in the nonacutely ill population. In particular, in Columns 2 and 3 we see that facility existence is a positive predictor of chronic rash at the 10 percent level of significance and a negative predictor of chronic fever at the 5 percent level.
Second, we include the interaction term (along with the main effects and the full set of controls), and verify that the interaction instrument, in contrast, is not significantly correlated with chronic illness measures. These results are reported in Columns 5-8 of Table 9 . The results indicate that the instrument is not, in fact, a predictor of measures of chronic illness at conventional levels of statistical significance. Table 10 shows the robustness of first-stage results to different sets of controls. Columns 1 and 4 present results from the preferred specifications of first-stage regressions, identical to the results shown in the first columns of Tables 1 and 2. In  Columns 2 and 5 of Table 10 , we report first-stage regression results from specifications identical to those corresponding to the results reported in Columns 1 and 4, respectively, but with a different sets of controls. The specifications reported in Columns 2 and 5 exclude dummies for presence of resources in the community and interactions of these dummies with days of rainfall in the month of sickness.
E. First-Stage Robustness
The instrument has a significant, negative effect on the probability of choosing formal-sector care in both specifications shown in Columns 2 and 5, though the Fstatistic is roughly half of what it is in the preferred specification. These results show that once we isolate variation in the instrument to variation in the "cost" of access to healthcare by purging it of variation in the costs of access to other resources, the instrument is more strongly predictive of healthcare choice. Nevertheless, the point estimates are of similar sign and magnitude across both sets of controls, suggesting a general robustness of the first-stage relationship between the instrument and formal-sector care use.
In Columns 3 and 6 of Table 10 , we present estimates of only the main effects of days of rainfall and lack of a health facility in the community on the binary for whether the sick individual chose formal-sector care. In this specification, the interactions between the dummies for the presence of resources in the community (including a health facility) and days of rainfall in month of sickness are not included. As is expected, the main effect of the lack of a formal-sector care facility in the community is negative on the probability of choosing formal-sector care.
Dummies for deciles in the days of rainfall and amount of rainfall in the month of sickness, however, are included to sufficiently control for nonlinear effects of rainfall on healthcare choice which might correlate with unobserved measures of remoteness. The inclusion of these terms renders the interpretation of the estimates of the effects of the linear term in days of rainfall difficult. As we see, though we would expect the effects of rainfall to be significant and negative, we find an insig- Table 9 Instrument Checks Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). See Table II for additional comments. All specifications reported in this table exclude dummies for deciles of how long ago the illness started as well as the linear term in days. The specifications reported in Columns 1-4 also exclude all interactions between rainfall variables and dummies for resources in the community. "Instrument" refers to the No Facility dummy in Columns 1-4, and to the interaction of this dummy and days of rainfall in the month of survey in Columns 5-9. The samples on which the regressions reported in this table are run is restricted to all individuals aged 7-19 (inclusive) years who reported not being ill with an illness that started in the two weeks prior to survey. Tables II and III for additional comments. The specification reported in Columns 2 and 5 exclude resource dummies and the interactions of resource dummies with rainfall variables and rainfall in the month prior to survey. The specification reported in Column 3 and 6 also exclude the interaction instrument.
nificant positive effect on the probability of choosing formal-sector care. This could be entirely due to the presence of the decile dummies in rainfall in the specification.
F. Robustness to Noncontemporaneous Rain
Finally, in Table 11 , we report primary first-and second-stage results from specifications with added controls for noncontemporaneous days of rainfall and interactions with the "No Facility" dummy. Specifically, we accumulate rainfall in the six months after the month of illness and the six months prior to month of illness and include both these variables and their interactions with the dummy for facility existence in the individual's community. We see in Table 11 that the results are quite robust to the inclusion of these additional controls. This provides additional evidence that the interaction instrument is, indeed, only picking up transitory and unexpected variation in the cost of accessing formal-sector care in the month of illness.
VI. Conclusion
We show that acute health shocks and corresponding healthcare investments affect children's time allocation decisions. Accurate measurement of the benefits of improved access to better healthcare should not only include first-order effects on health outcomes, but also, where appropriate, these second-order effects on child labor and schooling outcomes. The empirical results presented here first verify that better healthcare for children does in fact lead to speedier recovery from acute illness. Second, we show that better healthcare generates significant improvements in school attendance. Third, we find no significant effects on child labor supply, though the results suggest an increase in labor hours in farming and herding as a result of accessing better healthcare.
We expect that our conclusions are relevant to other developing countries given the similar characteristics of labor markets (especially as related to the prevalence of child labor) and healthcare systems between our setting and others, particularly those in sub-Saharan Africa. Nevertheless, more research is needed to understand how shocks to health other than acute illnesses (for example, injuries or chronic conditions) and corresponding healthcare investments affect child time allocation, and which types of health infrastructure or access improvements result in the greatest improvements in children's outcomes.
Furthermore, in developing country settings in which extended households make resource allocation decisions jointly, especially when the household serves as both a consumptive and productive unit (as it does in rural agricultural households), the intrahousehold allocation of labor (and reallocation of labor in response to acute health shocks) will play a large role in the time allocation decisions of both sick and nonsick household members, adults and children alike. Exploring the effects of acute illness and corresponding investments in quality healthcare in the context of a household resource allocation problem is thus an important area of further research. 12 12. In a working paper (Adhvaryu and Nyshadham 2011b) , we make some progress in exactly this direction of inquiry. Notes: Robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). For Columns 1, 3, 6-7, refer to Table 2 for additional comments. For Columns 2, 4-5, refer to Table 3 for additional comments. Samples are restricted to all individuals aged 7-19 (inclusive) who reported being ill in the two weeks prior to survey. The sample on which the regression reported in Columns 2, 4-5 are run is further restricted to individuals aged 7-19 (inclusive) who also reported being enrolled in school.
in which the data were not missing for that cluster, and second using the minimum of nonmissing values from clusters matched to the same rain station in the same wave; that is, if a facility of these types ever existed in that cluster or in very proximate clusters before or after the year in which the data are missing, we assumed it existed during this wave as well)
• For the following facilities/attributes ( ), we calculate distances as x d i s t (x) = if the facility/attribute exists in the individual's village; equals the 0 dist(x) distance to the nearest such facility/attribute outside the individual's village if one does not exist in the village (Note: for waves in which these data were missing, the values were filled first using the mean from the waves in which the data were not missing, and second using nonmissing data from clusters matched to the same rain station in the same wave) ▪ Hospital • is a categorical variable measuring 25 quantiles of the distribution of assets the value of all assets of the household; fixed effects for these categorical values are included in all specifications
• i f kid = 1 7 < = age < = 19
• is a categorical variable for the individual's completed level education; educ fixed effects for these categorical values are included in all specifications along with interactions with a dummy for female • if the individual was surveyed during one of the two rainy rainyseason = 1 seasons (March-May and October-December)
• is a continuous variable measuring the number of days prior to survey illstart the illness began
• is a categorical variable for deciles of decstart illstart
• is a unique identifier for the rain station closest to the cluster in which station the individual's household is located
