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Abstract Understanding seismic attenuation and modulus dispersion mechanisms in fractured rocks
can result in signiﬁcant advances for the indirect characterization of such environments. In this paper,
we study attenuation and modulus dispersion of seismic waves caused by ﬂuid pressure diﬀusion (FPD) in
stochastic 2-D fracture networks, allowing for a state-of-the-art representation of natural fracture networks
by a power law length distribution. To this end, we apply numerical upscaling experiments consisting of
compression and shear tests to our samples of fractured rocks. The resulting P and S wave attenuation
and modulus dispersion behavior is analyzed with respect to the density, the length distribution, and
the connectivity of the fractures. We focus our analysis on two manifestations of FPD arising in fractured
rocks, namely, fracture-to-background FPD at lower frequencies and fracture-to-fracture FPD at higher
frequencies. Our results indicate that FPD is sensitive not only to the fracture density but also to the
geometrical characteristics of the fracture length distributions. In particular, our study suggests that
information about the local connectivity of a fracture network could be retrieved from seismic data.
Conversely, information about the global connectivity, which is directly linked to the eﬀective hydraulic
conductivity of the probed volume, remains rather diﬃcult to infer.
1. Introduction
The characterization of fractured formations, notably with regard to their hydraulic behavior, is essential
for a wide range of practically important applications, such as, for example, geothermal energy production,
hydrocarbon exploration, nuclearwastedisposal, or CO2 storage. Relatingmeasured seismic attributes directly
to individual fractures is diﬃcult, since seismic wavelengths are typically much larger than the fracture
sizes. However, obtaining information about fractured rocks in an eﬀective medium framework is possible.
For such purposes many analytical eﬀective medium models have been developed (e.g., Chapman, 2003,
2009; Gurevich et al., 2009; Liu et al., 2000; Schoenberg & Sayers, 1995). It has been demonstrated that the
overall orientation and density of fracture networks below the seismic resolution from such analytical models
can be reliably inferred from seismic data (Liu & Martinez, 2012). Conversely, the estimation of characteristics
controlling the hydraulic behavior, such as aperture, length distribution, and connectivity of the fractures,
remains enigmatic.
Grechka and Kachanov (2006) have shown that in an elastic context, the degree of connectivity of fracture
networks has a negligible eﬀect on the seismic response. However, recent poroelastic studies (e.g., Quintal
et al., 2014; Rubino et al., 2013, 2014; Vinci et al., 2014) have demonstrated that in the presence of connected
fractures, twomanifestations for P and Swave attenuation prevail. One is governed by ﬂuid pressure diﬀusion
(FPD) between the fractures and their embedding background and the other one by FPD within connected
fractures. For fracture networks with a constant density of fractures of identical size but diﬀerent degrees
of connectivity, the relative importance of the two manifestations of FPD can be directly related to the
degree of connectivity (Rubino et al., 2017). These results are encouraging as they indicate that the degree
of fracture connectivity, a key parameter for assessing the corresponding hydraulic behavior, could poten-
tially be retrieved from seismic data. However, these initial studies considered rather simplistic models due
to numerical limitations. For more realistic fracture networks, the interrelations between seismic attenuation
and fracture connectivity remain as of yet entirely unknown.
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Natural environments tend to be characterized by fractures comprising a wide range of sizes and their
connectivity strongly depends on the fracture length distribution (e.g., de Dreuzy et al., 2001). Common rep-
resentations of natural fracture systems are based on power law length distributions (e.g., Bonnet et al., 2001).
For this study, we choose three scenarios of power law length distributions, covering the range of typical
parameter values, to analyze the attenuation behavior of P and S waves at various fracture densities. This
allows us to systematically explore the sensitivity of attenuation with regard to the length distribution and
the number of connections characterizing a fracture network. In order to focus on the impact of the geomet-
rical characteristics of the fracture networks, the individual fractures feature all the same physical properties,
which is not necessarily realistic but simpliﬁes the analysis.
Since numerical simulations of wave propagation to study FPD eﬀects in rocks containing stochastic fracture
networks are computationally very expensive, we use an upscaling procedure, such as those proposed by
Masson and Pride (2007), Rubino et al. (2009), and Quintal et al. (2011). To this end, we simulate numerically
oscillatory compression and shear tests. In doing so, we assume that the considered poroelastic fractured
medium can be replaced by an equivalent viscoelastic medium (Jänicke et al., 2015; Solazzi et al., 2016), for
which we then retrieve the frequency-dependent P wave and S wave modulus dispersion and attenuation.
Thesenumerical upscalingexperiments are carriedout on representative 2-D samples of fractured formations.
The fractures are considered asmesoscopic heterogeneitieswith scales that aremuch larger than thepore size
but smaller than the seismic wavelength. They are modeled as highly compliant, highly porous, and perme-
able features embedded in amuch stiﬀer,much less porous, andpermeable backgroundmedium. The upscal-
ing procedure consists of solving the quasi-static poroelastic equations (Biot, 1941) in the frequency domain
with boundary conditions depending on the type of test. With the objective of performing such compression
and shear tests on stochastic fracture networks, Hunziker et al. (2017) developed a ﬁnite-element code based
on the open-source framework MOOSE (http://mooseframework.org).
The paper starts by explaining the considered stochastic fracture model and the numerical upscaling pro-
cedure, followed by the presentation of the results of the numerical simulations and their interpretation
considering the ﬂuid pressure distribution and the local contribution to the overall seismic attenuation.
2. Fracture Model
Natural fracture systems can often be characterized by power law length distributions (e.g., Bonnet et al.,
2001). The following stochastic distribution n for the fracture length l is proposed by de Dreuzy et al. (2001)
n(l, L) = dcL2(a − 1)
l−a
l−a+1min
for l ∈ [lmin, lmax], (1)
where L denotes the side length of the sample and lmin and lmax theminimum andmaximum fracture lengths,
respectively. The exponent a aﬀects the steepness of the distribution and, correspondingly, the relative prob-
ability of longer and shorter fractures. A larger value of a produces more shorter fractures than longer ones,
while a smaller value of a produces a ﬂatter distribution with an increasing probability of larger fractures.
The fracture density dc is deﬁned by de Dreuzy et al. (2001) as the number of fracture centers per unit area.
In our study, we use the fracture density da denoting the area covered by fractures per unit area. The rede-
ﬁned fracture density allows to distinguish between the eﬀects of the fracture volume fraction and length
distribution on the poroelastic properties, which is not straightforward with the original parameterization.
To keep the units unchanged, we drop the factor L2 from equation (1).
While the lengths of our rectangular fractures are drawn from the power lawdistribution described above, the
orientations of the fractures and the positions of the fracture centers are drawn from a uniform distribution.
The thickness of all fractures is constant and equal to 0.5 mm. Two fractures are considered as connected if
their surface areas exhibit any overlap.
The side length L of the sample was ﬁxed at 0.4 m. This value was chosen as a trade-oﬀ between maximizing
the sample size while still being able to ﬁt the sample into the memory of a normal node of our cluster, even
for large fracture densities. The maximum fracture length was set to be lmax = L∕2 = 0.2 m, because hav-
ing fractures larger than half the sample size would mechanically weaken the sample tremendously. As the
fracture aperture is ﬁxed to 0.5 mm, this fracture length corresponds to an aspect ratio of fracture length to
fracture aperture of 400. The minimum length of a fracture is set to lmin = 0.01 m, which corresponds to an
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Figure 1. Length distributions and the corresponding fracture networks (insets) for three diﬀerent fracture networks. The mean length distribution, considering
the 20 networks drawn for each parameter combination, is shown with a red line. The corresponding values of the characteristic exponent a and the fracture
density da are given on top of each plot.
aspect ratioof 20. Vermilye andScholz (1995) report aspect ratiosof real fracturesbetween122and666.7.Only
on one site, they observed extreme aspect ratios larger than 1,000. Renshaw and Park (1997) found aspect
ratios which are as low as 40. Thus, our parameterization is consistent with the range of aspect ratios found in
natural rocks.
We vary the fracture density da from1.5% to 3.25%and consider three characteristic exponents of the fracture
size distribution: a = 1.5, a = 2.25, and a= 3. For each parameter combination, we generate 20 stochastic
fracture networks. To illustrate the diversity of the considered stochastic fracture networks, we show three
examples in Figure 1. For each example, the length distribution and the network itself are plotted. Increasing
the parameter a increases the amount of shorter fractures at the expense of the longer ones (comparison of
Figures 1a and 1b). By increasing the fracture density da, the relative probability with regard to fracture length
is not changed, but the number of fractures in the sample is increased (comparison of Figures 1b and 1c).
The range of considered exponents a comprises end-member scenarios of fracture connectivity with respect
to power law length distributions (e.g., Bour and Davy, 1997; de Dreuzy et al., 2001). For 2-D networks with
a> 3, short fractures determine the connectivity of the system (i.e., an occasional long fracturewould not alter
the connectivity at the given scale) and classical percolation theory applies. Conversely, for systemswith a<2,
connectivity is determined by long fractures and the contribution of small fractures is negligible. These latter
types of networks approach the connectivity behavior of a set of inﬁnite fractures (de Dreuzy et al., 2001).
Consequently, the fracture networks for a < 2 contain sample-spanning permeable paths, so-called back-
bones, at much lower fracture densities than networks associated with higher values of a. The number of
fracture networks with a=1.5 that have a horizontal, a vertical or both types of backbones is listed in Table 1
for the considered fracture densities da. No fracture network with a=2.25 or a=3 features a backbone at the
considered fracture densities. As we are interested in obtaining information about the hydraulic conductivity
of our samples through the study of seismic attenuation, we will discuss the eﬀect of these backbones on the
attenuation in the results section.
3. Numerical Upscaling Procedure
To ﬁnd the attenuation and modulus dispersion of an equivalent viscoelastic medium for the considered
fractured poroelastic sample, we perform compressibility and shear tests (Rubino et al., 2009). To this end,
Table 1
Number of Fracture Networks of the 20 Realizations Generated for Each Parameter Combination Having
a Horizontal, a Vertical, or Both Types of Backbones for a = 1.5
da (%) Horizontal backbone Vertical backbone Horizontal and vertical backbones
1.5 1 0 0
2.25 1 0 0
2.75 7 6 3
3.0 2 3 0
3.25 7 8 3
Note. None of the fracture networks with a = 2.25 or a = 3 feature any backbone.
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Table 2
Rock and Fluid Properties
Property Symbol Unit Background Fracture
Shear modulus of dry frame 𝜇 GPa 32 0.02
Drained ﬁrst Lamé parameter 𝜆 GPa 12.6 0.0116
Permeability k m2 10−18 10−11
Dynamic shear viscosity of the ﬂuid 𝜂 Pa s 10−3 10−3
Porosity 𝜙 - 0.06 0.5
Bulk modulus of ﬂuid Kf GPa 2.4 2.4
Bulk modulus of solid grains Ks GPa 40 40
Bulk modulus of dry frame Kb GPa 34 0.025
we solve the quasi-static poroelastic equations (Biot, 1941) formulated for solid displacement u and ﬂuid
pressure p (Quintal et al., 2011) in the space-frequency domain
∇ ⋅ 𝝈 = 0, (2)
∇ ⋅
(
− k
𝜂
∇p
)
+ j𝜔𝛼∇ ⋅ u + j𝜔 p
M
= 0, (3)
with the components of the stress tensor 𝝈 being
𝜎mn = 2𝜇𝜀mn + 𝜆
(
2∑
m=1
𝜀mm
)
𝛿mn − 𝛼p𝛿mn. (4)
The imaginary unit j is equal to
√
−1, and 𝜔 is the angular frequency. The Kronecker delta 𝛿mn is 1 form= n
and 0 otherwise. The components of the strain tensor 𝜺 are related to the displacement u as follows:
𝜀mn =
1
2
(
𝜕um
𝜕xn
+
𝜕un
𝜕xm
)
. (5)
The parametersM and 𝛼 are deﬁned as
1
M
= 𝜙
Kf
+ 𝛼 − 𝜙
Ks
and 𝛼 = 1 −
Kb
Ks
. (6)
The remaining parameters are given in Table 2.
We solve this set of equations using our own ﬁnite-element code for diﬀerent boundary conditions depend-
ing on the type of the test. For the compressibility test, the rectangular sample is compressed by applying a
harmonically oscillating vertical displacement of amplitudeΔuy along its upper boundary. For the shear test,
a horizontal oscillatory displacement of amplitudeΔux is applied in a similarway along the upper boundary of
the sample. The amplitude of the applied displacement does not aﬀect the resulting attenuation or modulus
dispersion. We use a value of 1 μm, which is much smaller than the aperture of the fractures. The vertical as
well as the horizontal displacement at the lower boundary is set to zero. For both tests, we apply periodic
boundary conditions for the displacement and the ﬂuid pressure and antiperiodic boundary conditions for
the traction and the ﬂuid ﬂux (Jänicke et al., 2015), unless a speciﬁc boundary condition is deﬁned for a given
boundary. Note that the geometry of the fractures is also periodic with regard to the model boundaries.
The mesh used for the ﬁnite-element simulations is quadrilateral with small elements inside the fractures,
while the elements outside the fractures are gradually increasing in size (Figure 2). The largest elements fea-
ture a side length of 4mm, while the smallest elements, inside the fractures, have a side length of 0.0625mm.
Thus, a fracture aperture of 0.5 mm corresponds to the length of eight elements. The boundaries of the ele-
ments do not coincide with the boundaries of the fractures. In other words, an element can lie partially inside
and partially outside a fracture. The material properties are speciﬁed on the quadrature points (Figure 2).
This simpliﬁes the meshing considerably, allowing for a reliable automated mesh generation. However, to
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Figure 2. Detail of a mesh of two intersecting fractures. The red overlay identiﬁes the position of the fractures.
The highlighted element in the top left corner shows the locations of the quadrature points as red asterisks.
reduce stair-casing artifacts on tilted fractures resulting from thismeshing strategy, themesh needs to be ﬁne
enough inside the fractures, which is achieved with our choice of element size.
After completion of the ﬁnite-element simulations, we obtain the P and the S wave attenuation and the
modulus dispersion by computing the complex P and S wave moduli H(𝜔) and 𝜇(𝜔), respectively. Thereby,
we assume the samples to be isotropic, as the orientation of the fractures was drawn from an isotropic
distribution. However, as creating the fracture networks is a stochastic process, it is possible that some indi-
vidual fracture networks are slightly anisotropic. Nevertheless, we use the expression for isotropic samples to
compute the complex moduli and attenuations. In the presence of weak anisotropy, this remains valid for a
vertically incident seismic wave. Additional stress and strain components, which are negligible for a vertically
incident seismic wave, are ignored. For the case of P waves we have
H(𝜔) =
?̄?22(𝜔)
?̄?22(𝜔)
, (7)
where ?̄?22(𝜔) and ?̄?22(𝜔) are the vertical components of the spatially averaged stress and strain tensor,
respectively. Note that ?̄?22(𝜔) is equal to−Δuy∕L=−0.4 for all the compressional tests. The Pwave attenuation
1∕Qp is then given by (O’Connell & Budiansky, 1978)
1
Qp(𝜔)
= ℑ{H(𝜔)}
ℜ{H(𝜔)}
, (8)
with ℜ and ℑ denoting the real and imaginary parts, respectively. For the dispersion analysis, we simply
consider the real part of the complex P wave modulus H(𝜔).
Similarly, we obtain the complex S wave modulus 𝜇(𝜔) from the shear tests using the oﬀ-diagonal compo-
nents of the average stress tensor ?̄?12 and the average strain tensor ?̄?12
𝜇(𝜔) =
?̄?12(𝜔)
2?̄?12(𝜔)
. (9)
The factor of 0.5 stems from the Voigt notation (Mavko et al., 2009). Also here, ?̄?12(𝜔) is known in advance and
its value isΔux∕(2L) = 0.2 for the shear tests. The attenuation of the Swave 1∕Qs is then given by
1
Qs(𝜔)
= ℑ{𝜇(𝜔)}
ℜ{𝜇(𝜔)}
. (10)
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The real part of the complex shear modulus 𝜇(𝜔) is used for the dispersion analysis.
In this approach, dynamic eﬀects are neglected and all attenuation and modulus dispersion is attributed to
pressure diﬀusion processes. Thus, the ﬂow of the ﬂuid at the pore-scale is laminar. We assume that fractures
can be approximated by a poroelastic medium and their size is of the mesoscopic scale range. Furthermore,
we assume that the sample corresponds to a representative elementary volume (REV) of the heterogeneous
geological formation. Aswe consider stochastically generated fracture networkswith periodic boundary con-
ditions, the assumption that the sample is an REV tends to be satisﬁed if the tests are executed on a suﬃciently
large number of stochastic samples (Caspari et al., 2016). A detailed discussion regarding these assumptions
and limitations is given by Rubino et al. (2014). Another limitation of our approach is thatwe can only consider
2-D samples at the moment. Appendix B provides a short discussion regarding the expected 3-D eﬀects.
4. Results
4.1. Attenuation as a Function of Characteristic Exponent a of the Fracture Length Distribution
and Fracture Density da
We consider three diﬀerent values of the exponent a and ﬁve diﬀerent values of the fracture density da, which
results in 15diﬀerentparameter combinations, ofwhich three arepresented in Figure 1. For each combination,
we draw 20 fracture networks and compute the attenuation for each network at 41 diﬀerent frequencies,
which are logarithmically distributed between 10−4 and 106 Hz. As each fracture network was subjected to
a compressibility and a shear test, this results in 24, 600 separate computations. The material properties are
given in Table 2 (e.g., Mavko et al., 2009; Quintal et al., 2014).
Aswe focuson the twoFPDprocesses, (1) between the fractures and thebackgroundand (2)within connected
fractures, we have chosen the physical rock properties such that these two processes are separated in terms
of their dominant frequencies. However, this requires to simulate frequencies as high as 106 Hz, where the
quasi-static assumption is becoming invalid. In addition to the two FPD processes, also other attenuation
mechanisms take place at these high frequencies. Inertia-related eﬀects, such as the development of viscous
boundary layers and classical Biot global ﬂow, as well as scattering are neglected in this study.
Figures 3 and 4 show the frequency-dependent attenuation obtained from compression and shear tests,
respectively, for the 15 parameter combinations. The bold black line represents the corresponding median.
All attenuation curves feature two peaks. The ﬁrst peak is associated with FPD from the fracture into the
surrounding rock (e.g., Brajanovski et al., 2005), while the second one is caused by FPD between connected
fractures (e.g., Quintal et al., 2014; Rubino et al., 2013). For some networks, the second peak is only discernible
as a plateau. This is either caused by its proximity to the ﬁrst peak and its comparatively low magnitude or
by its broadness stemming from the contribution of multiple dominant length scales present in the fracture
networks.
From the diﬀerent realizations of the same length distribution (gray lines) it is evident that the variability of
the magnitude of the second attenuation peak is increasing with decreasing fracture density da. This is the
case for the P wave attenuation but even more so for the S wave attenuation. This is particularly extreme
for a few fracture networks shown in Figures 4n and 4o, which feature very high attenuation associated with
the second peak. An inspection of the corresponding fracture networks revealed that these seemingly erratic
characteristics are caused by the presence of a few long fractures. At lower fracture densities, the presence of
a few long fractures aﬀects the fracture distribution (i.e., a lower number of short fractures will be present),
and thus the attenuation, considerably.
To minimize the eﬀect of these outliers for further interpretation, the median Pwave attenuation and modu-
lus dispersion for each length distribution are plotted in Figures 5a and 5b, respectively. The corresponding
plots for the S wave attenuation and modulus dispersion are shown in Figures 5c and 5d, respectively. The
low-frequency peak is located between 10−3 and 1 Hz, while the high-frequency peak is found between 102
and 105 Hz. For the P wave attenuation, and to a lesser degree for the S wave attenuation, the frequency of
the ﬁrst attenuation peak (FPD into the background) remains roughly at the same frequency for a constant
fracture density da and a changing characteristic exponent a. The characteristic timescale for FPD from the
fractures into the background depends on the fracture length for noninteracting fractures (Galvin &Gurevich,
2006), which implies that the peak frequency would change as a function of the characteristic exponent a.
This is not the case here, because, for the fracture densities considered, single fractures can no longer be
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Figure 3. Attenuation curves obtained from compression tests for 15 diﬀerent combinations of a and da (ﬁne gray lines). The bold black line corresponds to
the median.
considered as noninteracting and the characteristic timescale becomes dependent on the distance between
the fractures, as has been shown for 1-D media (Brajanovski et al., 2005; White et al., 1975). Thus, the loca-
tion of the low-frequency peak becomes dependent on the fracture density da instead of the characteristic
exponent a. For an increasing fracture density da, the average distance between the fractures decreases.
Therefore, the characteristic timescale for this process decreases resulting in an increase in peak frequency
(Figure 5a). Another eﬀect which is associated with increasing fracture density is that fractures are more seg-
mented and, thus, the scale of fracture-to-background FPD decreases, which again results in an increase of
the peak frequency.
For P and S waves, the high-frequency peak shifts to lower frequencies when the exponent a is decreased
(Figures 5a and 5c). The characteristic length for FPD within connected fractures is the distance between the
tip of a fracture and its connection with another one (Rubino et al., 2014). A decreasing value of a results in a
lower number of shorter fractures and thus in an increase of the characteristic timescale of this process, which
in turn leads to a decrease of the peak frequency.
Both, the P and S wave moduli (Figures 5b and 5d) exhibit an overall decrease with an increase in fracture
density da. The presence of more fractures weakens the medium and, therefore, lowers the modulus and
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Figure 4. Attenuation curves obtained from shear tests for 15 diﬀerent combinations of a and da (ﬁne gray lines). The bold black line corresponds to the median.
the velocity. The degree of weakening of the eﬀective elastic moduli diﬀers considerably between the length
distributions. At the same fracture density, the moduli are consistently lower for a decreasing exponent a.
Thus, the eﬀectivemoduli are not only sensitive to the fracture density but also to the fracture length. Longer
fractures seem to weaken the medium more than the same volume fraction of shorter fractures. This diﬀer-
ence between the length distributions is also reﬂected in the overall amount of attenuation, which is largest
for scenarios with a = 1.5. For P waves, the ﬁrst peak exhibits the highest attenuation, whereas for S waves,
the second peak exhibits the highest attenuation, although, in this case, the relative importance of the two
attenuation peaks depends more strongly on the fracture length distribution.
4.2. Attenuation as a Function of the Number of Fracture Connections
To facilitate the interpretation of attenuation in terms of fracture connectivity for the considered three
length distributions, we picked the two peaks of the attenuation curves for each individual fracture network.
The median and the range of the frequency of each peak as well as the median and the range of the magni-
tude of each peak are plotted in Figures 6a–6d for P waves and in Figures 7a–7d for Swaves as a function of
the number of fracture connections. Fracture networks with an exponent of a=1.5 contain at the two lowest
fracture densities on average a slightly larger number of connections, whereas at the two highest fracture
densities the number of connections is larger for networks with an exponent a=3.
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Figure 5. (a) Median P wave attenuation 1∕Qp , (b) median P wave modulus dispersion, (c) median S wave attenuation 1∕Qs, and (d) median S wave modulus
dispersion for the 15 parameter combinations considered.
However, only themagnitude and frequency of the attenuation peaks may not characterize the twomanifes-
tations of FPD comprehensively as information about the shape of the peaks is not considered. For example,
a narrow peak might have the same peak attenuation as a broad peak, but the frequency range, over which
the process prevails, could be quite diﬀerent. Therefore, we decompose the attenuation curves into two inde-
pendent components associated with the corresponding attenuation peaks and compute the area below
the separated curves (Appendix A). The mean and the range of this quantity is plotted as a function of the
number of fracture connections in Figures 6e and 6f and Figures 7e and 7f for P and S waves, respectively.
The area under the attenuation curves and the magnitude at the peak frequencies exhibit the same pattern.
This consistency between the two quantities indicates that they describe the prevailing physical processes
adequately.
For most of the scenarios considered, the magnitude of the ﬁrst attenuation peak and the area under the
attenuation curve increase with the fracture density and the number of fracture connections. An exception is
the Swave attenuation associated with exponents a=1.5 and, in part, a=2.25 (Figures 7c and 7e), where the
magnitude of the ﬁrst peak decreases with an increase of fracture connections. For these length distributions,
longer fractures aremore numerous and the networks contain larger connected clusters, which in the case of
a= 1.5 leads to the formation of backbones (Table 1). It seems that for this S wave scenario, the FPD process
occurs mainly within these internally connected clusters for a suﬃciently large number of connections, and
thus, it mainly contributes to the second attenuation peak.
HUNZIKER ET AL. 133
Journal of Geophysical Research: Solid Earth 10.1002/2017JB014566
Figure 6. Key results of the compression tests showing the attenuation trends with number of fracture connections:
Average frequencies associated with (a) the ﬁrst and (b) the second attenuation peak; average maximum attenuation
associated with (c) the ﬁrst and (d) the second attenuation peak; area under the attenuation curve for a logarithmic
frequency axis for (e) the ﬁrst and (f ) the second attenuation peak. The range of observed values is denoted by
orthogonal lines. The strength of the color is proportional to the corresponding fracture density.
Another interesting feature is that for the lowest fracture density the ﬁrst S wave attenuation peak is quite
similar inmagnitude for the three considered length distributions. For the other cases, the diﬀerence between
the magnitudes of attenuation at the same fracture density becomes larger. For P waves this diﬀerence is
roughly constant at all densities (Figures 6c and 6e) and cannot be explained by the slight diﬀerences in the
number of fracture connections between the distributions. Hence, the larger connected clusters for a=1.5
and a=2.25 and the backbones for a=1.5may be responsible for this observed diﬀerence as well. Overall, we
can summarize that the magnitude of the ﬁrst attenuation peak for both P and S waves is sensitive not only
to the fracture density but also to the length distribution and, possibly, to internally connected clusters.
As it is mostly the case for the lower-frequency peak, an increase in the number of fracture connections is
associated with an increase of the magnitude of the second peak as well as an increase of the area under the
attenuation curve. However, the behavior of the attenuation trends for the second peak is quite diﬀerent for
P and S waves. While for all length distributions the S wave attenuation increases linearly and strongly with
the number of fracture connections, the P wave attenuation ﬁrst rises and then levels out. For a =1.5, the P
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Figure 7. Key results of the shear tests showing the attenuation trends with number of fracture connections: Average
frequencies associated with (a) the ﬁrst and (b) the second attenuation peak; average maximum attenuation associated
with (c) the ﬁrst and (d) the second attenuation peak; area under the attenuation curve for a logarithmic frequency
axis for (e) the ﬁrst and (f ) the second attenuation peak. The range of observed values is denoted by orthogonal lines.
The strength of the color is proportional to the corresponding fracture density.
wave attenuation even slightly decreases at fracture densities above da = 2.75%. For these cases, a signiﬁcant
amount of the considered fracture networks have a connected backbone (Table 1), which means that they
are close to the percolation threshold. This in turn suggests that the P wave attenuation may be sensitive
to the percolation characteristics of a fracture network. For S waves, the attenuation magnitude consistently
increases with decreasing a and the diﬀerence in magnitude between diﬀerent values of a slightly increases
with fracture density.
4.3. Physical Explanation of the Attenuation Behavior
To gain a better understanding of the physical processes causing the observed attenuation trends as func-
tion of the number of fracture connections, we inspect ﬂuid pressure ﬁelds in response to the applied
numerical tests for selected networks in Figures 8 and 9 at frequencies associated with the lower-frequency
peak, the minimum between the two attenuation peaks, and the highest frequency considered in our
simulations (106 Hz).
In the high-frequency limit of the FPD process, the maximum ﬂuid pressure gradients are induced in the
mediumas an instantaneous response to the applieddisplacements. Thehighest frequency in our simulations
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Figure 8. Fluid pressure distribution of compression tests for four fracture networks with diﬀerent length distributions. The ﬂuid pressure is shown (a, d, g, and j)
at the frequency of the low-frequency peak, (b, e, h, and k) the frequency of the trough between the two peaks, and (c, f, i, and l) the highest considered
frequency. The inset in Figure 8c illustrates the detailed pressure distribution in the fractures within the orange square. The orange ellipse in Figure 8i highlights
a shielding zone.
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Figure 9. Fluid pressure distribution of shear tests for four fracture networks with diﬀerent length distributions. The ﬂuid pressure is shown (a, d, g, and j) at the
frequency of the low-frequency peak, (b, e, h, and k) the frequency of the trough between the two peaks, and (c, f, i, and l) the highest considered frequency.
The inset in Figure 9c illustrates the detailed pressure distribution in the fractures within the orange square.
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does not quite reach this limit but provides a good indication of themagnitude of the ﬂuid pressure gradients
for the various scenarios (Figures 8c, 8f, 8i, and 8l and 9c, 9f, 9i, and 9l). Themagnitude and spatial distribution
of these gradients depend on the compliance contrast between fractures and backgroundmedium, the frac-
ture orientation with respect to the applied displacement, and the elastic interaction of fractures with each
other due to their geometrical arrangement. The attenuation magnitude resulting from FPD is directly pro-
portional to the induced ﬂuid pressure gradients as can be seen in the poroelasticity theory of Biot (1962).
There, the dissipation function is written as a quadratic function of the ﬂuid velocity, which, according to
Darcy’s law, is proportional to the pressure gradient. For the highly permeable fractures and low-permeability
background considered here, the fracture-to-fracture FPD occurs on much shorter timescales, and thus at
higher frequencies, than fracture-to-backgroundFPD.Hence, the ﬂuidpressure ﬁelds at thehighest frequency
govern the fracture-to-fracture FPD processes, while the ﬂuid pressure ﬁelds at the other displayed frequen-
cies predominantly govern fracture-to-background FPD (Figures 8 and 9). An additional controlling factor
for fracture-to-background FPD is the fracture surface area over which the diﬀusion process takes place.
For fracture-to-fracture FPD an additional factor is the available ﬂuid storage volume of the connected
fractures (Vinci et al., 2014).
4.3.1. Fracture-to-Fracture FPD
For P waves, the induced ﬂuid pressure inside the fractures is positive in a compression cycle and negative
in a dilatation cycle. Here we look at the real part of the ﬂuid pressure, which in time domain corresponds
to the maximum of the applied compression. Therefore, we observe predominately positive ﬂuid pressures
(Figures 8c, 8f, 8i, and 8l), with the highest values in horizontal fractures and the lowest in vertical fractures.
Thus, fracture-to-fracture FPD will cause the strongest attenuation due to intersecting fractures of these two
predominant inclinations (Quintal et al., 2014). A corresponding example is shown in the inset of Figure 8c.
However, the second attenuation peak corresponding to this manifestation of FPD is rather small in our sim-
ulations (Figure 5a). The reason is that due to the isotropic distribution of fracture orientations, it is rather
unlikely to get a signiﬁcant amount of quasi-orthogonally intersecting fractures with one fracture being
parallel and the other one perpendicular to the applied displacement.
For Swaves, the ﬂuid pressure inside the fractures is either positive or negative depending on the orientation
of the fracture with respect to the shear displacement (Rubino et al., 2017). These positive and negative ﬂuid
pressures occur in the positive as well as in the negative cycle of the shear perturbation due to a change of
shape of the sample in a shear test. Therefore, the resulting ﬂuid pressure gradients between neighboring
and intersecting fractures (Figures 9c, 9f, 9i, 9l, and inset in Figure 9c) can get rather large. Thus, for the given
networks with isotropic fracture orientations, fracture-to-fracture FPD and the resulting attenuation is more
signiﬁcant for Swaves than for P waves (Figures 5a and 5c).
Another striking diﬀerence, described in the previous section, between the second attenuation peak of P and
S waves is the attenuation trend as a function of fracture connections. At low fracture densities the attenu-
ation increases for both wave types with an increase in fracture connections. Conversely, at high densities,
the P wave attenuation reaches a plateau or even decreases slightly, while the Swave attenuation continues
to linearly increase. The linear increase of attenuation for fracture-to-fracture FPDwith the number of connec-
tions for Swaves (Figure 7d) can be explained by an increase of the ﬂuid storage volume sincemore andmore
connected fractures contribute to the FPD process. The same reasoning can be applied to the Pwave attenu-
ation at low fracture densities, although it does not explain the behavior at high fracture densities. There are
twopossiblemechanismswhichmay counteract the attenuation increasedue to a larger ﬂuid storage volume.
A close inspection of the ﬂuid pressure ﬁelds reveals certain areas with lower induced ﬂuid pressures within
the fractures than on average (orange ellipse in Figure 8i). As known from elastic studies at high fracture
densities, we have strong interactions between fractures resulting in so-called shielding and ampliﬁcation
zones (e.g., Kachanov, 1992). The former lead locally to zones with reduced deformation and thus lower ﬂuid
pressure gradients and smaller contributions to the overall attenuation. Such a shielding zone is observed
inside the orange ellipse in Figure 8i. A diﬀerent process at play is the following: The growing number of
small and isolated fractures associatedwith large fracture densities absorbmore andmore of the deformation
energy without signiﬁcantly contributing to fracture-to-fracture FPD. In this way, these small fractures dimin-
ish the compressibility contrast between the background and the connected fractures. Correspondingly, the
latter are compressed less and the ﬂuid pressure gradients between intersected fractures are reduced, which
in turn decreases fracture-to-fracture FPD. The ﬁrst mechanism (shielding zones) might be more pertinent
for networks characterized by a smaller exponent a and the second process (small and isolated fractures) for
networks with a larger exponent a, where more small fractures are present.
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Figure 10. Local contribution to the overall seismic attenuation per unit area (Solazzi et al., 2016) at the frequency of
the second attenuation peak for (a, b) P waves and (c, d) S waves for a fracture network with a fracture density of 1.5%
(Figures 10a and 10c) and a fracture density of 3.25% (Figures10b and 10d). The characteristic exponent a is 1.5. The
orange ellipses identify areas of connected fractures featuring a low local contribution to the overall seismic attenuation.
To further investigate the diﬀerent P and Swave trends of the second attenuation peak and the correspond-
ing role of the competing eﬀects associated with the gain in ﬂuid storage volume on one side and shielding
zones or isolated fractures on the other hand, we show in Figure 10 the local contribution to the overall seis-
mic attenuation per unit area (Solazzi et al., 2016) for speciﬁc fracture networks with a =1.5. The frequency
corresponds to that of the second attenuation peak and fracture densities of 1.5% and 3.25 %. For both frac-
ture densities, the local contribution to the overall seismic attenuation is up to oneorder-of-magnitudehigher
for S waves than for P waves as a result of the larger ﬂuid pressure gradients associated with the former.
We have seen that for P waves the attenuation is approximately the same for fracture densities of 1.5% and
3.25% (Figure 6d), which in turn implies that the average attenuation per fracture must have decreased with
increasing fracture density. At a fracture density of 3.25%,we observe for bothwave typesmore areas of inter-
secting fractures with lower magnitudes of the local contribution to the overall attenuation than at a fracture
density of 1.5%, and this eﬀect seems to be more pronounced for P waves than S waves (orange ellipses in
Figure 10). This conﬁrms that the S-wave attenuation increases with increasing fracture density because it
is controlled by the increased ﬂuid storage volume, whereas the P wave attenuation reaches a plateau with
increasing fracture density because it is more strongly aﬀected by fracture interactions. However, Figure 10
does not allow to draw conclusions about single isolated fractures diminishing the compressibility contrast.
4.3.2. Fracture-to-Background FPD
To understand the attenuation trends associated with the fracture-to-background FPD, we ﬁrst need to reex-
amine the fracture-to-fracture FPD expressed in the second attenuation peak. For P and Swaves, the second
attenuationpeak is larger for networkswith a lengthdistribution exponent ofa=1.5 as compared tonetworks
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characterized by a=3. The reason is that the former networks contain larger connected clusters at all fracture
densities and less isolated small fractures, which results in a larger connected ﬂuid storage volume. As a
consequence, for networks characterized by a=1.5 at the frequency corresponding to theminimumbetween
the two attenuation peaks, the ﬂuid pressure within the fractures is on averagemore equilibrated and similar
in magnitude (Figures 8b, 8h, 9b and 9h) than for networks characterized by a=3 (Figures 8e, 8k, 9e and 9k).
These connected clusters play a role for fracture-to-background FPD.
For Pwaves, all three network types (a=1.5%,a=2.25%, anda=3.25%) feature relatively large remaining ﬂuid
pressure gradients between fractures and background, which in turn determine the magnitude of the ﬁrst
attenuation peak. Although we observe very high local gradients for small quasi-horizontal isolated clusters
or fractures for a = 3 (Figures 8d and 8e, and 8j and 8k), the ﬁrst attenuation peak is much larger for networks
with a= 1.5. This is due to the larger sample-spanning clusters or backbones for a= 1.5 (Figures 8a and 8b,
and 8g and 8h), which increase the contributing surface area over which fracture-to-background FPD takes
place, due to the inclusion of quasi-vertical connected fractures. In other words, if the quasi-vertical fractures
were not connected to other fractures, the ﬂuid pressure gradient between the quasi-vertical fractures and
the background would be much lower.
Conversely, for S waves, the induced positive and negative ﬂuid pressures between fractures of diﬀerent
orientations cancel each other out more and more through fracture-to-fracture FPD with an increase of
the number of fracture connections and the cluster size. Especially for networks characterized by a=1.5,
the remaining ﬂuid pressure gradients between background and fractures become negligible (Figures 9g
and 9h). This explains the trend of decreasing attenuation with the increasing number of connections for
fracture-to-background FPD observed in Figures 7c and 7e.
5. Discussion
For simplicity, we considered isotropic networks and the fracture aperture as well as the material parame-
ters were kept constant, which is most likely having an impact on the magnitudes and trends of the FPD
mechanisms. Furthermore, although the chosen aspect ratios are realistic for fractured rocks, the maximum
andminimum fracture length aswell as the size of the fractured domain had to be chosen based on computa-
tional constraints, which in turn raises some questions with regard to their realism. The timescales (frequency
range), at which FPD mechanisms prevail, directly scale with the characteristic length scales of the medium
(e.g., Brajanovski et al., 2005; Quintal et al., 2014; Rubino et al., 2013), that is, fracture length and spatial
correlation of the fracture networks as well as the hydraulic diﬀusivity, which in turn is determined by the
permeability of the background and fractures. Thus considering longer fractures will shift both mechanisms
toward lower frequencies, whereas considering a larger hydraulic diﬀusivity will shift the mechanisms to
higher frequencies. This direct relation between fracture size, hydraulic diﬀusivity and the characteristic
timescale (frequency) hence oﬀsets the potential limitations imposed by choosing the size based on compu-
tational constraints.
Another limitation is that the numerical upscaling method applied to obtain attenuation is based on quasi-
static poroelasticity and hence does not account for inertia-related eﬀects and their impact on attenuation.
The quasi-static assumption is violated for our speciﬁc scenarios at frequencies above 8 kHz with regard to
the fracturematerial. This does not aﬀect FPDprocesses in the background butmay aﬀect fracture-to-fracture
ﬂow at these frequencies. A detailed discussion of this subject is provided by Rubino et al. (2014).
Another attenuation mechanism, which is not considered in this study, is scattering, which, for the consid-
ered medium parameters, takes place at frequencies above 104 Hz for Pwaves and above 103 Hz for Swaves.
Although this mechanism will not directly interfere with the diﬀusion process (Gurevich et al., 1997; Novikov
et al., 2017), it will make the observation of pressure diﬀusion processes from seismic measurements more
diﬃcult. A solution would be to separate scattering from intrinsic attenuation (Pevzner et al., 2012; Wu, 1985).
6. Conclusions
In this study, we analyzed the sensitivity of P wave and S wave attenuation in porous ﬂuid-saturated frac-
tured media due to two manifestations of the FPD mechanism, (1) fracture-to-background FPD and (2)
fracture-to-fracture FPD. The considered fracture networks are isotropic and drawn from power law length
distributions for three diﬀerent characteristic exponents covering a range of typical scenarios at ﬁve diﬀerent
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fracture densities. Our results show that the attenuation magnitudes and their relative importance for the
twomanifestations of FPD arising in fracturedmedia depend on thewavemode, the fracture density, and the
fracture length distribution.
For the considered isotropic distributions of fracture orientations, fracture-to-fracture FPD is more signiﬁcant
for Swaves than for Pwaves, since for the former the induced pressure gradients between fractures are larger
than for the latter. For bothwave types the attenuation increaseswith fracture density and decreasing charac-
teristic length exponent a until we approach the percolation threshold of the networks. At this threshold, the
attenuation for S waves continues to increase for all characteristic length exponents and fracture densities.
This is due to an increasing number of fracture connections and, thus, a larger ﬂuid storage volume that
takes part in the FPD process resulting in more attenuation. However, for Pwaves at small values of the expo-
nent a, for which with increasing density more andmore large fracture clusters occur, the increase in storage
volume is counteracted by the competing eﬀect of mechanical fracture interactions. This in turn results in
smaller pressure gradients and thus less attenuation.
The large connected fracture clusters observed for low values of the characteristic length exponent a are also
responsible for the diﬀering attenuation trends in the presence of fracture-to-background FPD. On one hand,
they explain the larger P wave attenuation for a= 1.5 (networks dominated by long fractures) compared to
a=3 (networks dominated by short fractures) due to the inclusion of more fractures into the process. On the
other hand, the clusters are responsible for the decreasing S wave attenuation trend for this FPD process at
a characteristic exponent a of 1.5, since, for more and more connected clusters, the remaining ﬂuid pressure
gradients between fractures and the embedding background become negligible.
We can conclude that for both wave modes attenuation is sensitive to the length distribution and the asso-
ciated connectivity properties of the fracture network. For the considered networks, the high-frequency
attenuation peak of Swaves appears as the strongest and most consistent indicator of an increasing number
of fracture connections. But also the opposing trends for P and S waves for fracture-to-fracture and fracture-
to-background ﬂowmight be used as an indicator for changes of fracture connectivity. However, establishing
a direct relation to the hydraulic conductivity of the probed fractured material remains diﬃcult, since the
attenuation depends on the number of local connections, the size of the clusters, and the degree of elas-
tic interaction between fractures, and not necessarily on the existence of a backbone. Thus, attenuation due
to FPD contains information with regard to the local connectivity of a fracture network, but not with regard
to the global connectivity, which governs the hydraulic conductivity of fractured media. Nevertheless, local
Figure A1. The complete attenuation curve (bold gray line) of a fracture
network is split into a low-frequency peak (black solid line) and a
high-frequency peak (black dashed line). The black arrow indicates the
crossing of the two curves, which serves as bound for the integral. The areas
under the curve associated with the low-frequency and the high-frequency
peak are colored in yellow and blue, respectively.
connectivity information is potentially useful for identifying regions of
high fracture connectivity, often referred to as sweet spots in hydrocar-
bon or geothermal exploration. Systematic and reliable mapping of sweet
spotswould allow to steer the boreholes into themost productive regions,
thus reducing the need for hydraulic fracturing or other forms of reservoir
stimulation.
Appendix A: Isolation of the Two Attenuation Peaks
The decomposition of the attenuation curve into two independent com-
ponents is illustrated in Figure A1. Starting from the complete attenua-
tion curve in a double-logarithmic scale (bold gray line), we extrapolate
the slope of the low-frequency peak toward higher frequencies. Replacing
the part of the curve after the low-frequency peak with the extrapolated
curve results in an approximation of the low-frequency peak (black solid
line). The approximate attenuation curve associated with the high-
frequency peak (black dashed line) is then obtained by subtracting the
previously inferred curve for the low-frequency peak from the complete
attenuation curve. Clearly, these approximations deviate considerably
from the true attenuation outside regions associated with the respective
peaks. When estimating the area under the curve of the low-frequency
peak, we therefore consider only frequencies between the starting fre-
quency and the frequency where the two curves cross (black arrow).
In Figure A1, the area associated with the low-frequency peak is colored
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Figure B1. Comparing 2-D simulations of two crossing fractures with the corresponding 3-D simulations. The length of
the 3-D sample is 0.4 m in each direction. The length of the fracture in the third dimension is given by Dy . (a) Geometry
of the sample with the fractures. On the top plot, the fractures are as long in the third dimension as the length
of one side of the sample. The bottom plot shows the same fractures with a limited extent in the third dimension.
(b) Attenuation for the 2-D sample and the 3-D sample with diﬀerent length scales of the fracture in the third dimension.
in yellow. For the high-frequency peak, we correspondingly integrate from the frequency where the two
curves cross up to the largest frequency available (blue area).
Appendix B: Considerations Regarding 3-D Eﬀects
Our 2-D samples considered so far correspond in3-D to sampleswhosegeometry is inﬁnite in theout-of-plane
direction. In other words, the fractures would be inﬁnitely long in the third dimension. In reality, however,
fractures are ﬁnite in all directions. An analytical expression for simple geometries to correct 2-D numeri-
cal attenuation curves to the corresponding response of 3-D ﬁnite-sized fractures was recently derived by
Barbosa et al. (2017). To explore how our results diﬀer from those of a 3-D scenario, we perform a simple
3-D numerical simulation of two fractures intersecting each other orthogonally (Figure B1a). The aperture of
the fractures is 0.1 mm and their length is 0.2 m. A side of the cube is, as for the 2-D samples, 0.4 m long.
The physical rock properties are the same as for the 2-D simulations. A vertical compression test with the
same boundary conditions as before is carried out on this 3-D sample and the results are compared to those
of a 2-D sample consisting of the front face of the geometry depicted in the top plot of Figure B1a. For these
simulations, we use a commercial software package and themesh, which follows the fracture geometry, uses
triangular elements for the 2-D simulation and tetrahedral elements for the 3-D simulations.
First, we compare the 2-D result for this geometry (gray curve in Figure B1b) with a 3-D simulation with the
fractures being as long as the cube in the third dimension (blue curve in Figure B1b). The two curves agree
well, thus, illustrating that our 2-D simulations indeed emulate inﬁnitely long fractures in the third dimension.
We then subsequently halve the length of the fractures in the direction of the third dimension Dy to mimic
more realistic 3-D fractures (bottom plot of Figure B1a). This reduces the magnitudes of the inferred attenu-
ation curves (red, black, and purple curves in Figure B1b). The relative magnitudes of the two peaks as well
as the peak frequency remain roughly the same. The loss of amplitude was expected, as the amount of ﬂuid
volume in the fracture is reduced with a shortening of the fracture in the third dimension. In the future,
simulations on samples featuringmore complicated 3-D fracture geometries should be performed to explore
pressure diﬀusion eﬀects in the third dimension in more detail.
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