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STRUCTURES OF SETS WITH MINIMAL MEASURE GROWTH
IN CONNECTED UNIMODULAR GROUPS
YIFAN JING AND CHIEU-MINH TRAN
Abstract. Let G be a connected unimodular group equipped with a (left and
hence right) Haar measure µG, and suppose A,B ⊆ G are nonempty and compact.
An inequality by Kemperman gives us
µG(AB) ≥ min{µG(A) + µG(B), µG(G)}.
This implies that the n-fold product An of A has µG(A
n) ≥ min{nµG(A), µG(G)}
and when G is not compact, limn→∞ µG(An)/(nµG(A)) ≥ 1. We obtain simple
classifications of G, A, and B such that the equalities hold, answering a question
asked by Kemperman in 1964. We also get near equality versions of the above re-
sults with explicit bound for compact G, confirming conjectures made by Griesmer
and by Tao. As applications, we prove measure expansion gap results for connected
compact simple Lie groups, and obtained an improved bound for the inverse the-
orem of Kneser’s inequality. Our strategy of proof involves reducing the problem
to Lie groups through the use of an argument inspired by Breuillard–Green–Tao’s
classification of approximate groups via Hrushovski’s Lie model theorem, and then
developing new techniques to reduce the Lie group problem to the abelian case.
1. Introduction
Let G be a locally compact group equipped with a left Haar measure µG, let A be
a compact subset of G with µG(A) > 0, and let A
n be the n-fold product of A with
itself. Intuitively, the terms of the sequence (An) most likely grow very rapidly with
respect to µG as n goes to infinity. This leads to the natural problems of under-
standing the structure of G and A when (An) has different degrees of slow growth.
Efforts to solve these problems in various settings bring in ideas from many areas of
mathematics, and provide us with magnificent results like Gromov’s classifications
of groups with polynomial growth in geometric group theory [22], Freiman’s Inverse
theorem in additive combinatorics [18], and Breuillard–Green–Tao’s classification of
approximate subgroups [8], which is built upon earlier work of Hrushovski [25] and
uses ideas from model theory.
In this paper, we are interested in minimal and near minimal growth where we
further assume that G is connected and unimodular (i.e. locally compact with left
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Haar measure being also right Haar measure) to rule out trivial cases and to ensure
that µG behaves like a reasonable notion of size. We will classify G and nonempty
compact A,B ⊆ G which minimize µG(AB)/(µG(A) + µG(B)). From this, we will
deduce a classification of G and compact A ⊆ G with positive measure that minimize
µG(A
n)/µG(A) or minimizes limn→∞ µG(An)/(nµG(A)). We will also consider the
nearly minimal version of these problems for compact A and B.
1.1. Backgrounds. Unless stated otherwise, we suppose that G is connected and
unimodular, µG is a (left and hence right) Haar measure on G, and A,B ⊆ G are
nonempty and compact. The product set AB is a continuous image of a compact
set, so AB is compact and hence measurable. This setting is of interest because we
can get a lower bound for µG(AB)/(µG(A) + µG(B)) using a well-known inequality
µG(AB) ≥ min{µG(A) + µG(B), µG(G)}.
In this general form, the inequality was proven by Kemperman in [27], where he
also asked when the equality happens. Special cases of this inequality were known
earlier for one-dimensional tori, n-dimensional tori, and abelian G through the work
of Raikov [33], Macbeath [29], and Kneser [28], respectively. Kemperman’s inequality
can be viewed as a nonabelian continuous version of the familiar Cauchy-Davenport
inequality, which asserts that if X and Y are nonempty subsets of the additive group
Z/pZ with prime order p, then |X + Y | ≥ min{|X|+ |Y | − 1, p}.
By choosing B = A or B = A−1, and noting that µG(A−1) = µG(A) when G is uni-
modular, we can deduce from Kemperman’s inequality that µG(AA) and µG(AA
−1)
is at least min{2µG(A), µG(G)}. Iteratively applying Kemperman’s inequality, we
get similar lower bounds for µG(AAA), µG(AA
−1A), and so on. In particular,
µG(A
n) ≥ min{nµG(A), µG(G)}.
This implies
lim
n→∞
µG(A
n)/(nµG(A)) ≥ 1
when G is not compact and µG(A) > 0.
There are generalizations of Kemperman’s inequality for disconnected and nonuni-
modular groups [27], but we need these assumptions in the current version. Indeed,
without the connectedness of G, we might have µG(A
n) = µG(A) < µG(G) when A
is an open subgroup of G. If G is not unimodular, µG is the left Haar measure on
G, and A and B are nonempty compact subset of G with µG(AB) < µG(G), we can
replace B by one of its right translations to arrange that µG(AB) < µG(A). The
condition of compact A and B can be slightly relaxed to measurable A and B, but we
need to replace measure with inner measure on AB because products of measurable
sets are generally not measurable.
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It is possible to have µG(AB) = µG(A) + µG(B) < µG(G) in Kemperman’s inequal-
ity, for example, when G is either the one-dimension torus T = R/Z equiped with
normalized Haar measure µT, or the group of real number R equipped with the Les-
begue measure, and A,B ⊆ G are nonempty compact intervals with small length.
We also have µG(A
n) = min{nµG(A), µG(G)} in the first example with G = T and
limn→∞ µG(An)/(nµG(A)) = 1 in the second example with G = R. So we ends up
with the following problems:
(1) (Inverse Kemperman problem) Classify all connected unimodular groups G
and nonempty compact A,B ⊆ G such that
µG(AB) = min{µG(A) + µG(B), µG(G)}.
(2) (Minimal growth problem) Classify all connected unimodular groups G and
nonempty compact A ⊆ G such that
µG(A
n) = min{nµG(A), µG(G)} or lim
n→∞
µG(A
n)/(nµG(A)) = 1.
The Inverse Kemperman problem technically plays the primary role, so we will focus
on it for the rest of the paper.
Analyzing these problems further, note that if µG(AB) = 0 or µG(AB) = µG(G),
then µG(AB) = min{µG(A) + µG(B), µG(G)}. It is also relatively easy to solve the
Inverse Kemperman problem assuming further that µ(A) = 0, 0 < µ(B) < µG(G);
see Section 4 for details. Hence, the essential part of the Inverse Kemperman prob-
lem is to classify all connected unimodular groups G and pairs (A,B) of nonempty
compact subsets of G such that
0 < µG(A), 0 < µG(B), and µG(AB) = µG(A) + µG(B) < µG(G).
If (A,B) is such a pair, we say that (A,B) is minimally expanding. In the same
vein, we call a pair (A,B) of nonempty compact subsets of G with
0 < µG(A), 0 < µG(B), and µG(AB) < µG(A) + µG(B) + δ < µG(G)
a δ-nearly minimally expanding pair. A natural extension of the Inverse Kem-
perman Problem, which we will also consider, is to describe G and δ-nearly minimally
expanding pair on G for small δ.
The answers to these classification questions are largely known assuming further
that G is abelian. The examples at the beginning of this page are essentially the
only ones. Kneser showed in [28], the same paper he established the abelian case
of Kemperman’s inequality, that (A,B) is minimally expanding if and only if there
is a continuous group homomorphism χ : G → T and nonempty compact intervals
I, J ⊆ T with I + J 6= T such that
A = χ−1(I), and B = χ−1(J).
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With A = B, this implies that 0 < µG(A
2) = 2µG(A) < µG(G) if and only if there
is χ and a nonempty compact I with I + I 6= T such that A = χ−1(I). The result
for noncompact G, also by Kneser, is similar except that we need to replace T by R.
These results are robust. Tao showed in [37] that if G is compact, δ is much smaller
than min{µG(A), µG(B)µG(G)− µG(A)− µG(B)}, and (A,B) is δ-nearly minimally
expanding, then there are continuous group homomorphism χ : G → T, compact
intervals I, J ⊆ T, and ε = ε(δ) such that
µG(A4χ−1(I)) < ε and µG(B4χ−1(J)) < ε.
Similar results, with T replaced by R was obtained for noncompactG by Griesmer [20,
21], who also proved more general results for disconnected groups. Sharp effective
versions of the result in [37] for one-dimensional torus was obtained by Candela and
De Roton [10]. In [21], nonstandard analysis was used, so effective results is not
known before our work for noncompact abelian group. The paper [37] also uses
nonstandard analysis, but this can be removed giving us a weak effective result for
compact abelian groups.
Even though we dealt with product sets, the results discussed in the preceding para-
graph belongs appropriately to additive combinatorics. (Here, “additive” should be
understood as “abelian”, and the name refers to the fact that we often use “+” to
denote the group operations in an abelian groups). A classical result of the area is
Vosper’s theorem [39], which says that if X and Y are subsets of the additive group
Z/pZ of prime order p,
1 < |X|, 1 < |Y |, and |X + Y | = |X|+ |Y | − 1 < p− 1
then X and Y are arithmetic progressions with the same step. Vosper’s theorem
resolves the inverse Cauchy-Davenport problem, just like Kneser’s theorem resolves
the inverse abelian Kemperman’s problem. Moreover, arithmetic progressions with
same step are sets of the form χ−1(I) and χ−1(J) with intervals I, J ⊆ T and group
homomorphism χ : Z/pZ → T. So Kneser’s theorem and Vosper’s theorem are
closely related. Also very close in spirit is Freiman’s theorem [18], which tells us that
if K is in R>0, and X is a finite subset of the additive group Z with
|X +X| ≤ K|X|,
then X is contained in a generalized arithmetic progression of dimension at most
d(K) and size at most f(K)|X| where d(K) and f(K) are constants depending
only on K. Freiman’s theorem, Kneser’s theorem, and Vosper’s theorem can all
be seen as reflecting the heuristics of additive combinatorics, that different criteria
for “having additive structure” are essentially equivalence, and likewise for “having
shared additive structure”; see the prologue of [38] for a discussion. The special case
of Kneser’s result with A = B can be seen as giving us such equivalence for “having
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maximal additive structure”, and Kneser’s result itself establishes similar equivalence
for “having maximal shared additive structure”.
The full Inverse Kemperman problem can now be put in the context of generalizing
additive combinatorics into the setting of nonabelian groups. An attempt to gener-
alize the heuristics of additive combinatorics to this setting would be to hope that
different criteria for “having hidden additive structure” are essentially equivalent,
and likewise for “having shared hidden additive structure”. There are reasons for us
believe that these heuristics holds to some degree. A celebrated result by Gromov in
geometric group theory [22] tells us that if H is a group generated by a finite set S
and there is a polynomial P of one variable such that |Sn| ≤ P (n) for all n ≥ 0, then
H must be virtually nilpotent. From Breuillard–Green–Tao’s more recent work on
approximate groups [8], if S is a subset of a group H with |S3| ≤ K|S|, then S can
be covered by C(K)-many coset nilprogessions. The caveat here is to accept that
being nilpotent and coset nilprogressions as the appropriate generalizations of being
abelian and arithmetic progressions. Our result later on will further support these
heuristics.
We end this background section with a brief survey on related nonabelian inverse
problems and the relationship to our current work. In close proximity to what we
are doing, Bjo¨rklund considered in [3] a variation of Kemperman’s inequality and its
inverse problem without assuming that G is connected while assuming additionally
that G is compact, second countable, and has abelian identity component, and the
sets A and B are “spread out” (i.e., far away from being subgroups). The only
common case to both settings happens when G is abelian and connected, and this
case is already covered by Kneser’s classification result. However, the similarity
between the classification obtained there and our later classification suggests that
there might be a result generalizing both.
When G is finite and A,B ⊆ G are nonempty, generalizing Cauchy–Davenport in-
equality, DeVos showed in [16] that |AB| ≥ min{|A|+|B|−|H|, |G|} with H a proper
subgroup of G with maximum cardinality. In the same paper, DeVos classifies all
situations where equality can happen. His result has quite different flavor from ours
stemming from the fact that G is not connect. The similarity between Vosper’s clas-
sification for Z/pZ and Kneser’s classification for locally compact connected group
discussed earlier was a consequence of a different phenomenon, namely, the only sub
group of Z/pZ is the identity subgroup, which has much smaller size.
In [4], Bjo¨rklund and Fish consider an expansion problem with respect to upper
Banach density in amenable nonabelian groups, and one of their theorems looks
quite similar to what we achieved later on. The proof there depends on a deep
fact that if a compact group has a dense amenable countable subgroup, its identity
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component must be abelian. In term of techniques, this is closer to Bjo¨rklund’s
result in [3] than to ours. Results about abelian identity component is also used in
a recent works by Conant, Pillay, and Terry [13] in the study of groups of bounded
VC-dimension, where their conclusions have similar flavor as ours.
When G is Rn, Kemperman inequality is a consequence of the Brunn–Minkowski
inequality, which gives a stronger conclusion that
(µG(AB))
1/n ≥ (µG(A) + µG(B))1/n.
This inequality is also known when G is nilpotent [30, 35, 32], but not for general G.
A qualitative answer for the Inverse Brunn–Minkowski problem for Rn is obtained
by Christ [12], and a quantitative version is obtained by Figalli and Jerison [17].
1.2. Main results and applications. Our first main result fully resolve the Inverse
Kemperman problem, answering a question raised by Kemperman in [27]. Scenario
(v) and (vi) in the theorem is a classification of the groups G and minimally ex-
panding pairs (A,B) on G. Our answer can be interpreted as saying that the only
minimally expanding pairs are the obvious ones introduced at the beginning of page 3.
Theorem 1.1. Let G be a connected unimodular group, and A,B be non-empty
compact subsets of G. If
µG(AB) = min(µG(A) + µG(B), µG(G)).
then we have the following:
(i) µG(A) + µG(B) = 0 implies µG(AB) = 0;
(ii) µG(A)+µG(B) ≥ µG(G) implies µG(AB) = µG(G), which is also equivalently
to AB = G;
(iii) µG(A) = 0 and 0 < µG(B) < µG(G) implies that there is a compact proper
subgroup H of G such that A ⊆ gH for some g ∈ G, and B = HB;
(iv) 0 < µG(A) < µG(G) and µG(B) = 0 implies that there is a compact proper
subgroup H of G such that A = AH, and B ⊆ Hg for some g ∈ G;
(v) 0 < min{µG(A), µG(B), µG(G)−µG(A)−µG(B)}, and G is compact together
implies that there is a surjective continuous group homomorphism χ : G→ T
and compact intervals I and J in T with IJ 6= T such that A = χ−1(I) and
B = χ−1(J);
(vi) 0 < min{µG(A), µG(B)}, and G is not compact together implies that there is
a surjective continuous group homomorphism χ : G→ R with compact kernel
and compact intervals I and J in R such that A = χ−1(I) and B = χ−1(J).
Moreover, µG(AB) = min(µG(A) + µG(B), µG(G)) holds if and only if we are in
exactly one of the implied scenarios in (i-vi).
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An immediate consequence of Theorem 1.1 is the following classification of sets with
minimal growth.
Corollary 1.2 (Sets with minimal growth). Let G be a connected unimodular group,
and A be compact subsets of G with positive measure. If, for some n > 1, we have
µG(A
n) = nµG(A) < µG(G).
Then either there is χ : G → T and compact interval I ⊆ T such that A = χ−1(I),
or there is χ : G → R and compact interval I ⊆ R such that A = χ−1(I). Hence, if
G is not compact and
lim
n→∞
µG(A
n)
nµG(A)
= 1.
we have a similar conclusion for A.
Next we obtain a classification of nearly minimally expanding pairs. This confirms
conjectures by Griesmer [21] and Tao [37] under the extra assumption of connectness.
Our explicit bound improves the currently known bound by Tao [37] even when G is
abelian.
Theorem 1.3. Let G be a connected compact group, δ > 0, and (A,B) be δ-nearly
minimally expanding. Set
c = min{µG(A), µG(B), 1− µG(A)− µG(B)}.
Then there are constant K1 and K2 independent of the choice of G, A, B, and δ
such that if δ < K1c
3, then there is a surjective continuous group homomorphism
χ : G→ T together with two compact intervals I, J ∈ T such that
µ(A4χ−1(I)) < ε, µ(B4χ−1(J)) < ε,
with ε < K2(δ/c)
1/2.
An immediate consequence of Theorem 1.3 is a classification of sets with nearly
minimal growth.
Corollary 1.4 (Sets with nearly minimally growth). Let G be a connected compact
group, and A be compact subsets of G with positive measure. Then for each ε > 0
and n > 1, there is δ depending on ε and n, but not on G or A such that if
µG(A
n) = nµG(A) + δ < µG(G).
Then there is χ : G→ T and compact interval I ⊆ T such that µG(A4χ−1(I)) < ε.
As a consequence, for each ε > 0 there is δ depending on ε and but not on G or A
such that if
lim
n→∞
µG(A
n)
nµG(A)
= 1 + δ,
we have a similar conclusion for G and A.
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Applying one step of our method, we are able to give a new proof of the inverse the-
orem for the Kneser’s inequality obtain by Tao [37], with linear dependence between
ε and δ; see Theorem 10.2. Another application of our method, which is of indepen-
dent interest, is an expansion gap result for compact sets in a connected compact
simple Lie group.
Theorem 1.5 (Expansion gaps in simple Lie groups). Let G be a connected compact
simple Lie group. Then there are constants c, C > 0 depending only on the dimension
of G, such that if A is a compact set of G with 0 < µG(A) < C. Then
µG(A
2) > (2 + c)µG(A)
provided (2 + c)µG(A) < 1.
Expansion gap results for finite sets is well studied, initialed by Helfgott [24]. Results
on the expansion for finite sets are the main ingredients in proving spectral gap
results. For example, the result by Helfgott is largely used in the proof of spectral
gaps in certain matrix groups by Bourgain and Gamburd [5, 6]. de Saxce´ proved in
[14] an expansion gap results in simple Lie groups, which is used in the later proof
of spectral gap results for simple Lie groups [1, 7]. For more background in this
direction we refer the reader to [9, 36].
1.3. Structure of the paper. The paper is organized as follows. Section 2 provides
an informal description of the strategy of the proofs of Theorem 1.1 and Theorem 1.3.
The preliminary Section 3 include some facts about Haar measures and unimodular
groups, which will be used in the subsequent part of the paper. Section 4 deals with
the more immediate parts of Theorem 1.1 and hence sets up the stage for the main
part of the argument. Section 5 allows us to arrange that in the minimally expanding
pair (A,B), the sets A and B has small measure. Sections 6, 7, and 8 contain main
new technical ingredients of the proof, which will be put together in Section 9 to
complete the proofs of Theorem 1.1 and Theorem 1.3. For the simplest case of
compact group, the result proven in Section 6 will allow us to reduce the problem
to Lie groups through an argument inspired by Breuillard–Green–Tao’s work on
approximate group via Hrushovski’s Lie model theorem. The result in Section 7 will
be used to reduce the problem from Lie groups to the corresponding problem on
tori under a certain special condition. Section 8 is toward proving that condition in
Section 7 is satisfied through considering the “toric expander” problem, which is of
independent interest. Finally, Section 10 shows some applications of the methods
developed in Section 6, 7, and 8. The dependency diagram of the paper is as below.
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Theorem 1.3 Theorem 1.1
Theorem 6.6 Theorem 7.13 Theorem 8.6
Theorem 1.5Theorem 10.2
Theorem 7.18
Lemma 5.3
Proposotion 9.6
Proposition 4.1
Proposition 4.2
Proposition 4.3
Lemma 9.9
2. Overview of the strategy
Theorem 1.1 consists of two related result, one for compact G and the other for non-
compact G. Theorem 1.3 is essentially the near equality version of Theorem 1.1 for
compact G. We will first describe our strategy to prove Theorem 1.1 for compact G
as this is the basis of our approach. Afterward, we will discuss the necessary modifi-
cations to prove the Theorem 1.1 for noncompact G and Theorem 1.3. Sections 6, 7,
and 8 contains the main technical steps of our proof; we include there more expansive
relevant overviews of the strategy which we only briefly outline here.
In order to prove Theorem 1.1 for compact G, for an arbitrary given pair of compact
A,B ⊆ G satisfying 0 < min{µG(A), µG(B), µG(G)− µG(A)− µG(B)}, and
µG(AB) = µG(A) + µG(B),
we need to produce a continuous group homomorphism χ : G → T mapping A
and B to intervals with suitable measure. As expected, not every continuous group
homomorphism χ : G → T can serve this purpose, and we will see later that χ is
unique up to the obvious automorphism of T. In the case where G is abelian, we
know of two ways where such homomorphism can be constructed. The first way is
the original argument by Kneser [28]. This involves e-transform, and has no counter
part in the nonabelian settings. The second way is via a fourier analytic argument as
in [37]. This is in spirit very similar to the more famous proof of Freiman’s theorem,
except that one would need a much finer control on the group homomorphism we
produced. A natural idea of trying to generalize this to nonabelian settings is to use
spectral theory in the place of Fourier analysis. This seems quite daunting, in the
authors’ opinion.
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To deal with the aforementioned difficulty, we first find a continuous group homo-
morphism from G to a Lie group, and thus gain the ability to partially change the
target group as we wish. This approach is heavily inspired by the classification of
approximate groups by Breuillard–Green–Tao which is built upon earlier work by
Hrushovski. Instead of mapping the finite group into T as in the proof of Freiman’s
theorem, their idea is to first take the ultra-product, construct group homomorphism
into to a locally compact group, and then a continuous group homomorphism to a
Lie group using Gleason–Yamabe Theorem. With a finer argument, they can also
arrange for the target Lie group to be nilpotent with a bounded rank.
There are a number of ways that this first step of our proof differs from the argument
by Breuillard–Green–Tao and Hrushovski. First of all, since we are in the setting
of a locally compact group, we can use Gleason–Yamabe directly without passing
to an ultra-product. Hence, the proof is more constructive and at least in the cur-
rent case, we do not need model theory at all. Secondly, the arrangement for the
target Lie group in the arguments in [8, 25] depends critically on the assumption
that the group is discrete. Hence, we cannot use this argument to reduce to the
nilpotent/abelian situation. There are efforts to recover nilpotency in the continu-
ous setting by Carolino [11]. However, this is not sufficient to apply known abelian
results. Last but not least, we still need a level of fine control to pushforward the
condition of µG(AB) = µG(A) + µG(B) to the quotient group. Our main new ob-
servation here is that it suffices to ensure that the kernel H of the map is connected
and µG/H(piA) + µG/H(piB) < µG/H(G/H). These conditions can be arranged by a
suitable application of the Gleason–Yamabe Theorem.
G/H H\G
aH HbA
G G
B
Figure 1. Left cosets visualization and right cosets visualization.
The technical argument for the first step of our proof is given in Section 6. The
underlying geometric idea is very natural, and we will explain it now. We visualize
G as a rectangle with sides parallel to the xy-axes. The projection of the rectangle
onto the x-axis represents G/H, the projection map to the x-axis is identified with
to the quotient map pi : G → G/H, and the vertical fiber of pi over the point aH
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corresponds to the coset aH itself; see the left hand side of Figure 1. The normalized
Haar measure µG can be related to the normalized Haar measures µH and µG/H
by an integral formula. Using this, we can make precise the intuitive idea that in
comparison to A and B, the product AB expands both vertically along the fibers, and
horizontally in the quotient G/H. Note that H is connected by arrangement, and
G/H is connected by the assumption that G is connected. So we can use Kemperman
inequality in H and in G/H to get a lower bound for these expansions. The fact
that µG(AB) = µG(A) +µG(B) together with µG/H(piA) +µG/H(piB) < µG/H(G/H)
then forces that the only expansion is horizontal along G/H.
It remains to show the statement of the theorem assuming that G is a compact Lie
group. The main gain by this reduction to Lie group will come from the fact that
connected abelian closed subgroups of G are just tori. We will employs geometric
ideas similar to the preceding paragraph. Let H be an abelian subgroup of G. As
H might not be normal, we need to use two parallel visualizations of G: (1) a
rectangle with sides parallel to xy-axes where the horizontal side is identified with
left homogeneous space G/H, and the vertical fibers corresponds to the left cosets of
G with respect to H; (2) a similar rectangle for the right homogeneous space H\G.
We are facing the following two scenarios:
(1) (Short fiber scenario) There is a connected abelian subgroup H of G with
µH(A ∩ aH) + µH(Hb ∩B) < µH(H)
for all aH ∈ G/H and all Hb in H\G.
(2) (Long fiber scenario) For every connected abelian subgroup H of G, there are
aH ∈ G/H and Hb in H\G such that
µH(A ∩ aH) + µH(Hb ∩B) ≥ µH(H).
Assuming further that µG(A) and µG(B) are relatively small compared to µG(G), we
will construct a group homomorphism into T in the short fiber scenario, and we will
show that the long fiber scenario cannot happen. The arrangement to have µG(A)
and µG(B) relatively small compared to µG(G) is through the following modularity
property of minimally expanding pairs: If (A1, B) and (A2, B) is minimally expanding
and µG(A1∪A2)+µG(B) < mu, then both (A1∪A2, B) and (A1∩A2, B) are minimally
expanding. We will discuss this modularity property and the arrangement for µG(A)
and µG(B) to be relatively small compared to µG(G) in Section 5.
Section 7 deals with the short fiber scenario, which is the second main step of our
proof. As H is abelian, we have the conclusion of the inverse Kemperman problem.
Applying this together with the aforementioned modularity properties of the minimal
expanding pairs, we can show that aH∩A must behave very uniformly as aH ranges
through G/H. In particular, we obtain an interval I ⊆ T together with a group
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homomorphism χ : H → T such that for each g ∈ G and for µG-almost all of a ∈ G,
aH ∩ A = aχ−1(ζaI) and aH ∩ gA = aχ−1(ζg,aI) with ζa and ζg,a elements in T
depending on the choice of a. We can moreover show that the map g 7→ ζ−1a ζg,a is
constant for µG-almost all a ∈ G. This is the group homomorphism we want.
Section 8 deals with the long fiber scenario, which is the last main step of our proof.
Suppose we have arranged that A and B have small measure. For every connected
abelian subgroup H of G, we can find aH ∈ G/H and Hb in H\G such that
µH(A ∩ aH) + µH(Hb ∩B) ≥ µH(H).
From this condition, either µH(A ∩ aH) > 1/2µH(H) or µH(Hb ∩ B) ≥ µH(H).
We can show that even in the latter situation, µH(A ∩ aH) > 1/7. Hence, A can
be viewed as a Kakeya set in the Lie group G as defined in [31]. With further
argument using the fact that (A,B) are minimally expanding, we can show that
µG(A)/µG(AH) is large for all H. It remains to show that this is a contradiction for
A with small measure. We are contended to show here that the extreme case where
AH = A for all H is absurd. Indeed, we can choose maximal tori H1, . . . , Hn of G
such that G = H1 · · ·Hn. Then we get G = AH1 · · ·Hn = A, which contradicts the
assumption that A has small measure.
There are a number of important modifications we need to make for the case where
G is not compact. After the first step of reduction to Lie groups, if G has an abelian
noncompact subgroup H, we can use the same type of argument in the short fiber
scenario second step to construct a group homomorphism into R. Note that the long
fiber scenario does not happen here because H is not compact. Suppose G has no
noncompact connected normal subgroup H, then we can deduce that G must be R
from the fact that A and B are minimally expanding. Otherwise, G has a compact
connected normal subgroup H. Then we can use the argument in Section 6 to reduce
the problem to the quotient G/H and apply induction on dimension.
To modify the argument discussed so far and make it work for the near equality case
requires both careful controls of the error and several new ingredients. In particular,
in finding group homomorphism to the Lie groups, we need to be able to bound
the dimension of the target Lie group. For this, we use the result from Carolino’s
thesis [11], which can be seen as a refinement of Gleason–Yamabe’s theorem in pres-
ence of approximate groups. Instead of a group homomorphism into T, the adjusted
argument only allows us to construct an almost group homomorphism. Getting an
actual group homomorphism requires an application of a result by Grove, Karcher,
and Ruh [23] and independently by Kazhdan [26]. This once again justifies obtain-
ing continuous group homomorphism to a Lie group, as this result does not work
generally for locally compact topological group [40]. Our current error control does
not work for noncompact G.
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3. Some measure theory on locally compact groups
Throughout this section, we assume that G is a locally compact group (in particular,
Hausdorff), and A,B ⊆ G are nonempty and measurable. Recall that G can be
equipped with a left Haar measure µG, which is unique up to a constant; see [15,
Chapter 1] for details. Below are some facts that we will use:
Fact 3.1. Suppose µG is either a left or a right Haar measure on G. Then:
(1) If A is compact, then µG(A) <∞.
(2) If A is open, then µG(A) > 0.
(3) (Inner regularity) There is an increasing sequence (An) of compact subsets of
A such that µG(A) = limn→∞ µG(An).
(4) (Outer regularity) There is a decreasing sequence (An) of open subsets of G
such that A ⊆ An for all n, and µG(A) = limn→∞ µG(An).
(5) (Continuity of measure under symmetric difference) Suppose A ⊆ G is mea-
surable, then the function G→ R, g 7→ µG(A4gA) is continuous.
From Fact 3.1(5), we get the following easy corollary:
Corollary 3.2. Suppose µG is either a left or a right Haar measure on G. Then the
set Stab0(A) = {g ∈ G : µG(A4gA) = 0} is a closed subgroup of G.
We say that G is unimodular if every left Haar measure µG on G is also a right
Haar measure. Hence, we will refer to a left Haar measure of G simply as a Haar
measure of G in this case.
Lemma 3.3. If G is unimodular, and µG is a Haar measure on G, then µG(A) =
µG(A
−1).
Proof. The function µ′G mapping A to µG(A
−1) is also a Haar measure on G; note that
with only the assumption that G is locally compact but not necessarily unimodular,
we can show for a left Haar measure µG that µ
′
G is a right Haar measure. If G is
compact, then as G−1 = G, we have µG and µ′G agrees on G, and thus µ
′
G = µG.
Suppose G is not compact. Choose compact A with µG(A) > 0, and let B = AA
−1.
Then B is compact, µG(B) > 0, and B
−1 = B. Therefore, µG and µ′G agrees on B,
which implies that µG = µ
′
G. 
Suppose H is a closed subgroup of G. The following fact allows us to link Haar
measures on G with the Haar measures on H for unimodular G and H.
Fact 3.4 (Quotient Integral formula). Suppose G is unimodular with Haar measure
µG, and H is a closed subgroup of G with left Haar measure µH . If f is a continous
function on G with compact support, then
xH 7→
∫
H
f(xh)dµH(x).
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defines a function fH : G/H → R which is continuous and has compact support.
If H is unimodular, then there is unique invariant Radon measures µG/H on G/H
such that for all continuous function f : G→ R with compact support, the following
integral formula holds∫
G
f(x)dµG(x) =
∫
G/H
∫
H
f(xh)dµH(h)dµG/H(xH).
A similar statement applies replacing the left homogeneous space G/H with the right
homogeneous space H\G.
Suppose H is a closed subgroup of G. Then H is locally compact but not necessarily
unimodular.
Fact 3.5. If H is normal, then H is unimodular. Moreover, if H is compact, then
G/H is unimodular.
We can extend Fact 3.4 to measurable functions on G, but the function fH in the
statement can be only be defined and is µG/H-measurable µG-almost everywhere.
So, in particular, this problem applies to indicator function 1A of a measurable set
A. This causes problem in our later proof and prompts us to sometimes restrict our
attention to a better behaved subcollection of measurable subsets of G. We say that
a subset of G is σ-compact if it is a countable union of compact subsets of G. It is
easy to see that σ-compact sets are measurable and product of σ-compact sets are
σ-compact. By Fact 3.1(3), we can always find a σ-compact subset A′ of A such that
µG(A
′) = µG(A) for all left or right Haar measure µG of G.
Lemma 3.6. Suppose A ⊆ G is σ-compact, and 1A is the indicator function of A.
Then aH 7→ µH(A ∩ aH) defines a measurable function 1HA : G→ R.
Proof. We first consider the case where A is compact. By Baire’s Theorem, 1A is
the pointwise limit of a monotone nondecreasing sequence of continuous function
of compact support. If f : G → R is a continuous function of compact support,
then the function fH : G/H → R, aH 7→ ∫
H
f(ax)dx is continuous with compact
support, and hence measurable; see, for example, [15, Lemma 1.5.1]. Noting that
µH(A ∩ aH) =
∫
H
1A(ax)dx, and applying monotone convergenece theorem, we get
that 1HA is the pointwise limit of a monotone nondecreasing sequence of continuous
function of compact support. Using monotone convergence theorem again, we get
1
H
A is integrable, and hence measurable.
Finally, the general case where A is only σ-compact can be handled using a similar
argument, noting that 1A is then the pointwise limit of a monotone nondecreasing
sequence of indicator functions of compact sets. 
We now state a version of Kemperman’s Inequality for all measurable A,B ⊆ G.
It is easy to see that we can replace the assumption that A and B are compact
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in Kemperman’s inequality with the slightly weaker assumption that A and B are
σ-compact. The only problem in replacing the compact assumption with a measur-
ability assumption comes the fact that AB might not be measurable. This comes
down to the fact that if A and B are coanalytic, then AB might not be analytic and
so the measurability of AB depends on the axiomatic assumptions of set theory. To
remedy this situation, recall that for a left Haar measure µG on G and a subset C
of G, the corresponding inner Haar measure µ˜G(C) of the set C is defined by
µ˜G(C) = sup{µG(A) : A ⊆ C is compact.}
For all C, we can always choose a σ-compact C ′ ⊆ C such that µG(C ′) = µ˜G(C).
Replacing the measure on AB with inner measure, we get the following version of
Kemperman’s inequality.
Theorem 3.7 (Kemperman’s inequality for measurable sets). If G is unimodular
and connected, and µG is a Haar measure on G. Then
µ˜G(AB) ≥ min{µG(A) + µG(B), µG(G)}.
Moreover, if A and B are compact, σ-compact, or even analytic, then we can replace
µ˜G with µG.
In fact, we can even state Kemperman’s inequality without measurability assumption
on A and B by replacing µG(A) and µG(B) with µ˜G(A) and µ˜G(B). We do not state
the theorem this way as the statement is essentially about a measurable subset of A
and B.
Let f, g : G → C be functions. For every x ∈ G, we define the convolution of f
and g to be
f ∗ g(x) =
∫
G
f(y)g(y−1x)dµG(y).
Note that f ∗ g is not commutative, but associative by Fubini’s Theorem. Suppose µ
and ν are measures on G. Their convolution µ ∗ ν is the unique measure satisfying
the property ∫
G
f(x)dµ ∗ ν(x) =
∫
G×G
f(xy)dµ(x)dν(y).
The convolution exists for all the case we care about. If µ(A) > 0, the uniform
measure on A is defined by
µA(X) :=
µG(A ∩X)
µG(A)
for measurable X ⊆ G.
The following lemma is an immediate consequence of the definition and the Fubini
theorem.
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Lemma 3.8. Let µA be the uniform measure on A. Then µA ∗ µG = µG.
Proof. Let X be a measurable set in G, then
µA ∗ µG(X) =
∫
G
(∫
G
1X(xy)dµG(y)
)
dµA(x) = µG(X)
∫
G
dµA(x) = µG(X)
as desired. 
4. Immediate parts of Theorem 1.1
To set the stage for the later discussion, we would like to separate the core part of
Theorem 1.1 from the more immediate parts. Throughout G is a connected unimod-
ular group, µG is a Haar measure on G, and A and B are nonempty compact subsets
of G.
Proposition 4.1. Suppose one of the situation listed in Theorem 1.1 holds, then
µG(AB) = min(µG(A) + µG(B), µG(G)).
Proof. We will only consider situation (iii) because (i) and (ii) are immediate and
(iv) is very similar to (iii). Suppose we are in situation (iii) of Theorem 1.1. As χ is
a group homomorphism, we have AB = χ−1(I + J). Note that by Quotient Integral
formula, we have µG(A) = µT(I), µG(B) = µT(J), µG(AB) = µT(I+J). The desired
conclusion follows from the easy that µT(I + J) = µT(I) + µT(J). 
The following lemma clarifies the second statement in situation (ii) of Theorem 1.1.
Proposition 4.2. Suppose µG(A) + µG(B) ≥ µG(G). Then AB = G.
Proof. Suppose g is an arbitrary element ofG. It suffices to show thatA−1g andB has
nonempty intersection. As G is unimodular, µG(A) = µG(A
−1) by Lemma 3.3. Hence
µG(A
−1g) + µG(B) = µG(G). If µG(A−1g ∩ B) > 0, then we are done. Otherwise,
we have have µG(A
−1g ∩ B) = 0, and so µG(A−1g ∪ B) = µG(G) by inclusion
exclusion principle. As A and B are compact, A−1g ∪ B is also compact, and the
complement of A−1g ∪ B is open. Since nonempty open sets has positive measure,
µG(A
−1g ∪B) = µG(G) implies A−1g ∪B = G. Now, since G is connected, we must
have A−1g ∩B must be nonempty. 
Now we clarify the situation in (iii) of Theorem 1.1, situation (iii) can be proved in
the same way.
Proposition 4.3. Let G be a connected unimodular group, and A,B be non-empty
compact subsets of G. Suppose µG(A) = 0, 0 < µG(B) < µG(G), and µG(AB) =
min(µG(A) + µG(B), µG(G)). Then there is a compact subgroup H of G such that
A ⊆ H, and B = HB.
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Proof. Without loss of generality, we can assume that A and B both contain idG. Let
H be the smallest closed subgroup containing A. It suffices to show that HB = B.
Indeed, H is then a closed subset of B which implies that H is compact.
From Corollary 3.2, Stab0(B) = {g ∈ G | µG(B4gB) = 0} is a closed subgroup
of G. As µG(AB) = µG(B) and idG is in A, we must have A ⊆ Stab0(B). By
the assumption that H is the smallest closed subgroup containing A, one must have
H ≤ Stab0(B).
We first consider the special case where µG(U ∩B) > 0 for every b ∈ B and open
neighborhood U of b. As µG is both left and right invariant, this assumption also
implies that µG(U ∩ gB) > 0 for all g ∈ G, b ∈ gB, and open neighborhood U of
b. Suppose b is in HB \ B. Since HB = ⋃h∈H hB, we obtain h ∈ H such that b
is in hB. Set U = G \ B. Then U is an open neighborhood of b. From the earlier
discussion, we then have µG(U ∩ hB) > 0. As hB is a subset of HB, it implies that
µG(HB \B) > 0 which is a contradiction.
It remains to reduce the general situation to the above special case. Set
B0 = {b ∈ B : There is an open neighborhood Ub of b with µG(Ub ∩B) = 0}.
If b is in B0, and b
′ ∈ Ub ∩ B, Ub also witnesses that b′ is in B0. Hence, B \ B0
is a closed subset of B, which implies that B \ B0 is compact. Now we show that
µG(B0) = 0. Suppose B
′ is a compact subset of B0. Then from the definition of B0,
we can obtain an open covering (Ui)i∈I of B′ such that µG(Ui ∩B) = 0 for all i ∈ I.
As B′ is compact, we get from (Ui)i∈I a finite subcovering of B′. Hence, µG(B′) = 0.
By inner regularity of Haar measure, µG(B0) = 0. Replacing B with B \ B0, we
reduce the situation to the above special case. 
The remaining parts of Theorem 1.1 consist of classifying the minimally expanding
pairs (A,B) and show that they match the description in situations (iii) and (iv)
of Theorem 1.1. For compact group, our strategy is to reduce the problem to the
known situations of one dimensional tori. Hence, we need the following special case of
Kneser’s classification result, and the linear dependence between  and δ is essentially
due to Bilu [2]; see Theorem 10.2 for the proof.
Theorem 4.4 (Inverse theorem for torus). Let A,B be compact subsets in T. Let
c = min{µT(A), µT(B), 1−µT(A)−µT(B)}. For every ε > 0, there is δ = O(cε) > 0
such that the following hold. Suppose we have
µT(A+B) ≤ µT(A) + µT(B) + δ.
Then there are compact intervals I, J ⊆ T with µT(I) = µT(A) and µT(J) =
µT(B), and a continuous surjective group homomorphism χ : T → T such that
µT(A4χ−1(I)) < ε and µT(B4χ−1(J)) < ε. Moreover, when ε = 0, we can take
δ = 0, and conclude that A = χ−1(I) and B = χ−1(J).
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For noncompact group, we reduce the problem to to the known situation of additive
group of real numbers. The following result can be seen as the inverse theorem of
the Brunn–Minkowski inequality in Rd when d = 1.
Theorem 4.5 (Inverse theorem for R). Let A,B be compact subsets in R, and let
µR be the Lebesgue measure in R. Suppose we have
µR(A+B) = µR(A) + µR(B).
Then there are compact intervals I, J ⊆ R with µR(I) = µR(A) and µR(J) = µR(B),
such that A = I and B = J .
5. Reduction to small sets
Throughout this section, G is a connected compact group, µG is the normalized Haar
measure on G, and A,B ⊆ G are σ-compact sets with positive measure. We will
show that if (A,B) is nearly minimally expanding in G, then we can σ-compact A′
and B′ each with smaller measure such that the pair (A′, B′) is also nearly minimally
expanding. The similar approach used in this section is introduced by Tao [37]. We
first prove the following easy fact, which will be used several times later in the paper.
Lemma 5.1. Let t be any real numbers such that µG(A)
2 ≤ t ≤ µG(A). Then there
are x, y ∈ G such that µG(A ∩ (xA)) = µG(A ∩ (Ay)) = t.
Proof. Consider the maps:
pi1 : x 7→ 1A ∗ 1A−1(x) = µG(A ∩ (xA)), and pi2 : y 7→ 1A−1 ∗ 1A(y) = µG(A ∩ (Ay)).
By Fact 3.1(5), both pi1 and pi2 are continuous functions, and equals to µG(A) when
x = y = idG. By Fubini’s theorem
E (1A ∗ 1A−1) = µG(A)2 = E (1A−1 ∗ 1A).
Then the lemma follows from the intermediate value theorem, and the fact that G
is connected. 
The following property is sometimes refered to as submodularity in the literature.
Note that this is not related to modular functions in locally compact groups or the
notion of modularity in model theory.
Lemma 5.2. Let γ1, γ2 > 0. Suppose that (A,B1) is γ1-nearly minimally expanding,
(A,B2) is γ2-nearly minimally expanding,
µG(B1 ∩B2) > 0, and µG(A) + µG(B1 ∪B2) < 1− γ1 − γ2.
Then both (A,B1 ∩B2) and (A,B1 ∪B2) are (γ1 + γ2)-nearly minimally expanding.
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Proof. Observe that for every x ∈ G we have
1AB1(x) + 1AB2(x) ≥ 1A(B1∩B2)(x) + 1A(B1∪B2)(x),
which implies
(1) µG(AB1) + µG(AB2) ≥ µG(A(B1 ∩B2)) + µG(A(B1 ∪B2)).
By the fact that (A,B1) is γ1-nearly minimally expanding and (A,B2) is γ2-nearly
minimally expanding, we obtain
µG(AB1) ≤ µG(A) + µG(B1) + γ1, and µG(AB2) ≤ µG(A) + µG(B2) + γ2.
Therefore, by equation (1) we have
µG(A(B1 ∩B2)) + µG(A(B1 ∪B2))
≤ 2µG(A) + µG(B1 ∩B2) + µG(B1 ∪B2) + γ1 + γ2.
On the other hand, as µG(B1 ∩B2) > 0 and µG(A) +µG(B1 ∪B2) < 1− γ1− γ2, and
using Kemperman’s inequality, we have
µG(A(B1 ∩B2)) ≥ µG(A) + µG(B1 ∩B2),
and
µG(A(B1 ∪B2)) ≥ µG(A) + µG(B1 ∪B2).
This implies
µG(A(B1 ∩B2)) ≤ µG(A) + µG(B1 ∩B2) + γ1 + γ2,
and
µG(A(B1 ∪B2)) ≤ µG(A) + µG(B1 ∪B2) + γ1 + γ2.
Since µG(B1 ∩ B2) > 0 and µG(B1 ∪ B2) ≤ 1 − µG(A) − γ1 − γ2, both (A,B1 ∩ B2)
and (A,B1 ∪B2) are (γ1 + γ2)-nearly minimally expanding. 
Let c = min{µg(A), µG(B), µG(G) − µG(A) − µG(B)}. The following lemma is the
main result of this section.
Lemma 5.3. Let d ∈ (0, 1/4) be a positive real number. There is a constant K =
K(d) > 0, such that when γ < Kc, and (A,B) is γ-nearly minimally expanding, we
can find σ-compact A′, B′ ⊆ G satisfying
(1) µ(A′) = µ(B′) = d,
(2) (A′, B), (A,B′), and (A′, B′) are O(γ/c)-nearly minimally expanding.
Proof. Without loss of generality we assume µG(A), µG(B) > d. The case when at
least one of µG(A), µG(B) is less than d can be proved in a similar way by replacing
intersection by union. Observe that for every g ∈ G, both (gA,B) and (A,Bg) are γ-
nearly minimally expanding. Since (A,B) is also γ-nearly minimally expanding, and
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max{µG(A), µG(B)} ≤ 1 − c, by Lemma 5.1, for every t with µG(A)2 ≤ t ≤ µG(A),
there is g ∈ G such that µG(A ∩ gA) = t. Choose g ∈ G such that
µG(A ∩ gA) > 2µG(A) + µG(B)− 1 + c/2.
This implies that µG(A ∪ gA) ≤ 1 − c/2. By Lemma 5.2, A ∩ gA and B are 2γ-
nearly minimally expanding. By repeating this procedure by at most log(1/2c) times,
we have that (A′′, B) is 2log(1/2c)γ-nearly minimally expanding, and µG(A′′) < 1/2.
Now we choose g′ ∈ G such that µG(A′′ ∩ gA) = µG(A′′)2. Then (A′′ ∩ g′A′′, B)
is 21+log(1/2c)γ-nearly minimally expanding. By repeating this procedure at most
α := dlog de times, we can find A′ ⊆ A with µG(A′) = d, such that (A′, B) is
2α+log(1/2c)γ-nearly minimally expanding. Similarly, applying the same argument to
B, we can find B′ ⊆ B with µG(B′) = d, such that (A,B′) is 2α+log(1/2c)γ-nearly
minimally expanding, and (A′, B′) is (2α+log(1/2c)+1)γ = O(γ/c)-nearly minimally
expanding. 
6. Reduction to quotient groups
In this section, 0 → H i−→ G pi−→ G/H −→ 0 is an exact sequence of connected
locally compact groups, and H is compact. As H is compact, it follows that G/H
is unimodular with Haar measure µG/H . By normalizing µH , we can assume that
µH(H) = 1. We assume that A and B are σ-compact.
Suppose r and s are in R, the sets A(r,s] and piA(r,s] are given by
A(r,s] := {a ∈ A : µH(A ∩ aH) ∈ (r, s]}
and
piA(r,s] := {aH ∈ G/H : µH(A ∩ aH) ∈ (r, s]}.
So in particular, piA(r,s] is the image of A(r,s] under the map pi. We have a number
of immediate observations.
Lemma 6.1. Suppose A and B are σ-compact, A = A(r,s], and B = B(r′,s′]. We
have the following:
(1) For every aH ∈ piA and bH ∈ piB we have
µH
(
(A ∩ aH)(B ∩ bH)) ≥ min{µH(A ∩ aH) + µH(B ∩ bH), 1}.
(2) If A(r,s] and B(r′,s′] are σ-compact, then
µG/H(piA(r,s]piB(r′,s′]) ≥ min{µG/H(piA(r,s]) + µG/H(B(r′,s′]), µG/H(G/H)}.
Proof. Note that both H and G/H are connected. So the desired conclusion is a
consequence of Kemperman inequality for H and G/H. 
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Figure 2. Lower bound for µG(A
2).
We now explain the geometric intuition behind the main theorem of this section;
see Figure 2 for the illustration. To simplify the discussion, assume we are in the
favorable situation where A = B, A(r,s] is σ-compact for all subinterval (r, s] of (0, 1].
Suppose the set A satisfies 0 < µG/H(piA) < 1/2µG/H(G/H), and µG(A
2) = 2µG(A).
We will construct σ-compact A′ ⊆ G/H such that
µG(A \ pi−1A′) = 0 and µG/H((A′)2) = 2µG/H((A′)2).
The key step of the construction is to show the lower bound
µG(A
2) ≥ 2µG/H(piA(1/2,1]) +
(
1
2
µG/H(piA(0,1/2]) + µG(A(0,1/2])
)
+ µG(A(0,1/2]).
Note that the three terms of the expression on the right hand side corresponds to the
red, grey, and blue part of the right hand side of Figure 2. Suppose we have proven
the claim, and that µG(A
2) = 2µG(A). We have µG(A) = µG(A(0,1/2]) + µG(A(1/2,1]),
µG/H(piA(1/2,1]) ≥ µG(A(1/2,1]), and µG/H(piA(0,1/2]) ≥ 0. Hence, the equality can only
happen if
µG/H(piA(1/2,1]) = µG(A(1/2,1]) and µG/H(piA(0,1/2]) = 0.
Hence, µG/H(piA(1/2,1]) = µG(A). For each cH is in (piA[1/2,1])
2, Lemma 6.1(1) gives
us µH(cH ∩A2) ≥ 1. Quotient integral formula yields µG/H(piA2(1/2,1]) = µG(A2(1/2,1]).
Therefore,
µG/H(piA
2
(1/2,1]) ≤ µG(A2) = 2µG(A) = 2µG/H(piA(1/2,1]).
On the other hand, µG/H(piA
2
(1/2,1]) ≥ 2µG/H(piA(1/2,1]) by Lemma 6.1(2). Hence,
piA(1/2,1] can be chosen as the desired A
′.
We will sketch the proof of the key lower bound claimed in the preceding paragraph.
For this step, we assume further that the function (r, s) 7→ µG(A(r,s]) is differentiable.
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Again, for each cH in (piA(1/2,1])
2, we have µH(cH ∩ A2) ≥ 1 by Lemma 6.1(1). On
the other hand µG/H(piA
2
(1/2,1]) ≥ 2µG/H(A(1/2,1]). So
µG(A
2
(1/2,1]) ≥ 2µG/H(piA(1/2,1]).
Consider very small element ε > 0 and the product µG(A(1/2,1]A(1/2−ε,1]). If cH is
in (piA(1/2,1]piA(1/2−ε,1]) then µH(cH ∩ A2) ≥ 1 − ε by Lemma 6.1(1). So the set
A(1/2,1]A(1/2−ε,1] \ A2(1/2,1] has measure at least
(1− ε)µG/H
(
piA(1/2,1]piA(1/2−ε,1] \ piA2(1/2,1]
)
.
The worst case scenario happens when µG/H(piA(1/2,1]piA(1/2,1]) = 2µG/H(piA(1/2,1])
and µG/H(piA(1/2,1]piA(1/2−ε,1]) = µG/H(piA(1/2,1]) + µG/H(piA(1/2−ε,1]). Then, we have
µG/H
(
piA(1/2,1]piA(1/2−ε,1] \ piA2(1/2,1]
)
= µG/H(piA(1/2−ε,1])− µG/H(piA(1/2,1])
which is equal to µG/H(piA(1/2−ε,1/2]). Thus,
µG(A(1/2,1]A(1/2−ε,1]) = 2µG/H(piA(1/2,1]) + (1− ε)µG/H(A(1/2−ε,1/2]).
With a more elaborated argument in the same vein, we can show that in the worst
case scenario,
µG(A(1/2,1]A(1/2−nε,1]) = 2µG/H(piA(1/2,1]) +
n∑
i=1
(1− iε)µG/H(A(1/2−iε,1/2−(i−1)ε])
for all n such that 1/2− nε ≥ 0. Note that
µG/H(A(1/2−iε,1/2−(i−1)ε]) = −µG/H(A(1/2−iε,1/2]) + µG/H(A(1/2−(i−1)ε,1/2]).
Hence, using the assumption that µG(A(1/2−x,1]) is differentiable as a function of x,
dividing (0, 1/2] into infinitestimal intervals, taking limit of such estimates, we get
µG(A(1/2,1]A(0,1]) is bounded below by
2µG/H(piA(1/2,1])−
∫ 1/2
0
(1− x) d
dx
µG/H(A(1/2−x,1/2])dx.
Now note that µG/H(A(1/2−x,1/2]) = µG/H(A(0,1/2])− µG/H(A(0,1/2−x]). So a change of
variable gives us
−
∫ 1/2
0
(1− x) d
dx
µG/H(A(1/2−x,1/2])dx =
∫ 1/2
0
(
1
2
+ x
)
d
dx
µG/H(A(0,x])dx
By Quotient Integral formula, the right hand side is 1
2
µG/H(piA(0,1/2]) + µG(A(0,1/2]).
This is represented by the grey part of Figure 2. Finally, using a similar analysis
with µG/H(piA(1/2−nε,1]piA(0,1]), we get the desired lower bound for µG(A(0,1]A(0,1]).
In the general situation, there is no good reason to expect that A(r,s] is compact for
all r and s. The following two lemmas gives us suitable replacement.
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Lemma 6.2. Suppose A is σ-compact. Then A(r,s] is µG-measurable for all subin-
tervals (r, s] of (0, 1].
Proof. Let 1A be the indicator function of A. Then the function 1
H
A : G/H →
R, aH 7→ µH(A ∩ aH) is well-defined and measurable by Lemma 3.6. As piA(r,s] =
(eHA )
−1(r, s] and A(r,s] = A ∩ pi−1(piA(r,s]), we get the desired conclusion. 
Lemma 6.3. Suppose A ⊆ G is measurable, and (r1, s1], . . . , (rn, sn] are subintervals
of (0, 1]. Then there is a σ-compact A′ ⊆ G such that µG(A \ A′) = 0, and for each
i ∈ {1, . . . , n}, the set A′(ri,si] is σ-compact.
Proof. As the Haar measure is inner regular, we can find σ-compact A′ such that
µG(A \A′) = 0. Consider first the special case where (ri, si] are pairwise disjoint for
i ∈ {1, . . . , n}. Then for i ∈ {1, . . . , n}, we can modify A′ by a subset of measure 0
to arrange that A′(ri,si] is σ-compact. Finally, if r
′
1 ≤ . . . ≤ r′k are all the endpoints
of the intervals under considerations, then we can reduce to the earlier special case
by ensuring that A′(ri,ri+1] is σ-compact for i ∈ {1, . . . , n− 1}. 
The function µG/H(piA(r,s]) might not be differentiable as in the overview, so we
need to approximate non compact sets by compact sets, and approximate integral
by finite Riemann sum. Suppose (a, b] ⊆ R is an interval. For each n, the n-th
partition Pn of (a, b] is the family (Ik)
n
k=1 of intervals of length d = (b− a)/n where
Ik = (a+ (k − 1)d, a+ kd)].
Let Pn be the n-th partition of (a, b], and let f : (a, b] → R and g : (a, b] → R are
functions. For k ∈ {1, . . . , n}, set
∆kf = f(a+ kd)− f(a+ (k − 1)d).
Viewing x as the constant function, we set ∆kx = (a+ kd)− (a+ (k− 1)d) = d. Set∑
Pn
f∆g :=
n∑
k=1
f(a+ kd)∆kg.
In particular,
∑
Pn
f∆x =
∑n
k=1 f(a+ kd)d. When f is the function taking constant
value c ∈ R, instead of ∑Pn f∆g, we simply write∑Pn c∆g. It is easy to check that∑
Pn
∆g = g(b)− g(a),
so we get “fundamental theorem of calculus”.
The following fact can be shown easily using Abel’s summation formula, or in
other words, the finitary version of integration by part.
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Lemma 6.4. Suppose f : [a, b] → R≥0 and g : [a, b] → R≥0 are differentiable
except for a countable set, h : [a, b] → R≥0 is nondecreasing and differentiable, and
f(x) ≤ g(x) for all x ∈ [a, b]. Then
h(b)f(b)− h(a)f(a)−
∑
Pn
h(x)∆f ≤ h(b)g(b)− h(a)g(a)−
∑
Pn
h(x)∆g.
Proof. It suffices to consider the case where f(x) = 0, and g(x) ≥ 0 for all x ∈ (a, b].
Then the right hand side becomes
h(b)g(b)− h(a)g(a)−
n∑
k=1
h(a+ kd)
(
g(a+ kd)− g(a+ (k − 1)d)).
This is the same as
h(a+ d)g(a) +
n∑
k=2
g(a+ (k − 1)d)(h(a+ kd)− h(a+ (k − 1)d),
which is positive by the assumption on h. 
Lemma 6.5. Suppose A and B are σ-compact, and µG/H(piA) + µG/H(piB) < 1.
Then
µG(AB) ≥ µG/H(A(1/2,1]) + µG/H(A(1/2,1]) + 1
4
µG/H(A(0,1/2]) +
1
4
µG/H(A(0,1/2])
+ µG(A(0,1/2]) + µG(B(0,1/2]).
Proof. Let Pn be an n-partition of (0, 1/2], and let d = 1/2n. Using Lemma 6.3, we
can arrange that A(kd,1] and B(kd,1] are σ-compact for each k ∈ {0, . . . , n}. Then we
get
µG(A(0,1]B(0,1]) = µG(A(0,1]B(1/2,1])−
∑
Pn
∆µG(A(0,1]B(x,1])
= µG(A(1/2,1]B(1/2,1])−
∑
Pn
∆µG(A(x,1]B(1/2,1])
−
∑
Pn
∆µG(A(0,1]B(x,1]).
From Lemma 6.1, we get µG(A(1/2,1]B(1/2,1]) ≥ µG/H(piA(1/2,1]piB(1/2,1]). From the
same lemma, for each k ∈ {0, 1, . . . , n} we have
∆µG(A(kε,1]B(1/2,1]) ≥ (kε+ 1/2)∆µG/H(piA(d,1]piB(kd,1])
and
∆µG(A(0,1]B(kε,1]) ≥ kε∆µG/H(piA(d,1]piB(kd,1]).
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Therefore,
µG(A(0,1]B(0,1]) ≥ µG/H(piA(1/2,1]piB(1/2,1])−
∑
Pn
(x+ 1/2)∆µG/H(piA(x,1]piB(1/2,1])
−
∑
Pn
x∆µG/H(piA(0,1]piB(x,1])
=
(
µG/H(piA(1/2,1]piB(1/2,1])− 1
2
µG/H(piA(0,1]piB(1/2,1])
−
∑
Pn
(
(x+
1
2
)
∆µG/H(piA(x,1]piB(1/2,1])
)
+
(
1
2
(piA(0,1]piB(1/2,1])− 0µG/H(piA(0,1]piB(0,1])
−
∑
Pn
x∆µG/H(piA(0,1]piB(x,1])
)
.
The right hand side is the sum of
µG(A(0,1]B(0,1]) ≥
(
µG/H(piA(1/2,1]) + µG/H(piB(1/2,1])− 1
2
µG/H(piA(0,1])
− 1
2
µG/H(piB(1/2,1])−
∑
Pn
(
x+
1
2
)
∆µG/H(piB(1/2,1])
)
+
(
1
2
µG/H(piA(0,1]) +
1
2
µG/H(piB(1/2,1])
−
∑
Pn
x∆µG/H(piA(x,1])
)
.
Now we have µG/H(piA(1/2,1]) = µG/H(A(1/2,1]) and µG/H(piB(1/2,1]) = µG/H(B(1/2,1]).
Also, ∑
Pn
(
x+
1
2
)
∆µG/H(B(1/2,1]) =
∑
Pn
(
x+ d
)
∆µG/H(B(1/2,1])
+
∑
Pn
(1
2
− d
)
∆µG/H(B(1/2,1])
≥ µG(B(1/2,1]) +
(1
2
− d
)
µG/H(B(1/2,1]).
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A similar estimation yield∑
Pn
x∆µG/H(A(1/2,1]) ≥ µG(A(1/2,1])− εµG/H(B(1/2,1]).
Putting everything together, we get
µG(A(0,1]B(0,1]) ≥ µG/H(piA(1/2,1]) + µG/H(piB(1/2,1]) + µG(A(0,1/2]) + µG(B(0,1/2])
+
1
2
µG/H(piB(0,1/2])− εµG/H(piB(1/2,1])− εµG/H(piB(1/2,1]).
Letting n → ∞, we can remove the terms involving ε. Finally, switching the or-
der of estimation between µG(A(0,1]) and B(0,1]), and averaging, we get the desired
conclusion
We have µG/H(piA(0,1]piB(x,1]) ≥ µG/H(piA(0,1]) + µG/H(piB(x,1]) by Kemperman in-
equality for G/H. Noting that ∆µG/H(piA(0,1] + piB(x,1]) = ∆µG/H(piB(x,1]), and
applying Lemma 6.4, we get
µG(A(0,1]B(0,1]) ≥ µG(A(0,1]B(1/2,1])−
∑
Pn
x∆µG/H(piB(x,1]).
Now, since ∆µG/H(piB(x,1]) = −∆µG/H(piB(0,x]).
µG(A(0,1]B(0,1]) ≥ µG(A(d,1]B(1/2,1]) +
∑
Pn
x∆µG/H(piB(0,x]).
On the other hand, we have
∑
Pn
(x+d)∆µG/H(piB(0,x]) ≥
∑
Pn
∆(B(0,x]) = B(0, 1/2].
So
µG(A(0,1]B(0,1]) ≥ µG(A(0,1]B(1/2,1]) + µG(B(0,1/2])− εµG/H(piB(0,1/2]).
By a similar argument, but noting that ∆µG(A(kd,1]B(1/2,1]) is bounded below by
(kd+ 1/2)∆µG/H(piA(d,1]piB(kd,1])
µG(A(0,1]B(1/2,1]) ≥ µG(A(1/2,1]B(1/2,1]) + µG(A(0,1/2])− (1/2− ε)µG/H(piA(0,1/2]).
Combine together we get
µG(A(0,1]B(1/2,1]) ≥ µG(A(1/2,1]B(1/2,1]) + µG(A(0,1/2])− (1/2− ε)µG/H(piA(0,1/2]).
(2)

Theorem 6.6 (Reduction to quotient groups). Suppose A and B are µG-measurable
with µG/H(piA) + µG/H(piB) < µG(G) and
µG(AB) < µG(A) + µG(B) + δ.
Then there are µG/H-measurable sets A
′, B′ ⊆ G/H such that
µG/H(A
′B′) < µG/H(A′) + µG/H(B′) + 9δ
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and max{µG(A4pi−1A′), µG(B4pi−1B′)} < 5δ.
Proof. From the assumptions of the Lemma 6.5, we get that
µG(A) + µG(B) + δ > µG/H(piA(1/2,1]) + µG/H(piB(1/2,1]) + µG(A(0,1/2]) + µG(B(0,1/2])
+
1
4
µG/H(piA(0,1/2]) +
1
4
µG/H(piB(0,1/2]).
Note that µG(A) = µG(A(0,1/2]) + µG(A(1/2,1]) and µG(A(1/2,1]) ≤ µG/H(piA(1/2,1]). A
similar statement holds replacing A by B. Therefore, we must have
µG/H(piA(0,1/2]) < 4δ, µG/H(piA(1/2,1]) < µG(A(1/2,1]) + δ.
and similar estimates replacing A by B. Choose A′ to be piA(1/2,1] and B′ to be
piB(1/2,1]. As µG(A) ≤ µG/H(piA(0,1/2]) ≤ 4δ and µG/H(piA(1/2,1]) < µG(A(1/2,1]) + δ,
and similar inequalities hold replacing A by B, it is easy to see that
max{µG(A4pi−1A′), µG(B4pi−1B′)} < 5δ.
On the other hand, note that A(1/2,1]B(1/2,1] is the inverse image of piA(1/2,1]piB(1/2,1].
Therefore, µG/H(A
′B′) ≤ µG(AB), which is at most µG(A)+µG(B)+δ by the assump-
tion. The desired inequality holds following the fact that µG(A) ≤ µG/H(piA(1/2,1]) +
µG/H(piA(0,1/2]) and the second term is at most 4δ. 
The following lemma is a corollary of Theorem 6.6, which will be used at various
points in the later proofs.
Lemma 6.7. Let G be a unimodular group, and let A, B be σ-compact subsets of G
with µG(AB) ≤ µG(A) + µG(B) + γ. Suppose there is a continuous surjective group
homomorphism χ : G→ T (χ : G→ R if G is noncompact), a compact interval J in
T with µT(J) = µG(B) such that µG(B4χ−1(J)) = O(γ). Then there is an compact
interval I in T such that µT(I) = µG(A), and µG(A4χ−1(I)) < O(γ).
Proof. It suffices to consider when G is compact. Then case when G is noncompact
is similar. We first assume µT(χ(A)) + µT(χ(B)) < 1. Let K = ker(χ). Since χ is
surjective homomorphism and G is connected locally compact topological group, χ
is open, and hence we have G/K ∼= T. By Theorem 6.6, there are sets A′ and B′ in
T such that (A′, B′) is O(γ)-nearly minimally expanding, and
µG(A4χ−1(A′)) = O(γ), µG(B4χ−1(B′)) = O(γ).
Then µT(B
′4J) = O(γ). By [37, Proposition 4.3], we have that µT(A4I) = O(γ).
Now suppose µT(χ(A))+µT(χ(B)) = 1. Except for a set of measure O(γ), for every
g ∈ χ(B), we have µK(B ∩ gK) = 1− O(γ). Therefore, except for a set of measure
O(γ), all fibers AB ∩ gK has measure 1−O(γ). This gives us µG(AB) = 1−O(γ).
By choosing the coefficient of γ appropriately, this contradicts the assumption that
µG(AB) < 1− ε1. 
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7. Reduction to subgroups
In this section, G is a connected unimodular Lie group, and H is a connected uni-
modular subgroup of G. If X is a subset of aHb, we write µH(X) as an abreviation
for µH(a
−1Xb−1). Let A and B be σ-compact subsets of G such that
µH(A ∩ aH) + µH(Hb ∩B) < µH(H)
for all a and b in G.
Lemma 7.1. Let G be a connected unimodular group, and A, B are σ-compact
subsets of G. For every b ∈ G, the following identity holds
µG
(
A(B ∩Hb)) = ∫
G
µH
(
(A ∩ aH)(B ∩Hb))dµG(a).
Proof. Let C = A(B ∩Hb). From Fact 3.4, one has
µG(C) =
∫
G
µH(C ∩ ab−1Hb)dµG(a) =
∫
G
µH(C ∩ aHb)dµG(a).
Hence, it suffices to check that
C ∩ aHb = (A ∩ aH)(B ∩Hb) for all a, b ∈ G.
The backward inclusion is clear. Note that aHHb = aHb = ab(b−1Hb) for all a and
b in G. For all a, a′, and b in G, we have we have a′Hb = aHb when aH = a′H and
aHb ∩ a′Hb = ∅ otherwise. An arbitrary element c ∈ C is in (A ∩ a′H)(B ∩Hb) for
some a′ ∈ A. Hence if c is also in aHb, we must have a′H = aH. So we also get the
forward inclusion. 
The following lemma uses the fact that H is a connected unimodular subgroup of G,
and µH(A ∩ aH) + µH(Hb ∩B) < µH(H) for all a and b in G.
Lemma 7.2. Suppose A and B are σ-compact. For all a and b in G, we have
(1) µH
(
(A ∩ aH)(Hb ∩B)) ≥ µH(A ∩ aH) + µH(Hb ∩B).
(2) µG
(
A(Hb ∩B)) ≥ µG(A) + µG/H(AH)µH(Hb ∩B).
(3) µG
(
(A ∩ aH)B) ≥ µH(A ∩ aH)µH\G(HB) + µG(B).
The equality in (2) holds if and only if the equality in (1) holds for almost all a ∈ AH.
A similar conclusion holds for (3).
Proof. The first inequality comes from a direct application of Kemperman inequality.
For the second inequality, by right translating B and using the unimodularity of G,
we can arrange that Hb = H. The desired conclusion follows from applying (1) and
Lemma 7.1. 
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We now explain the intuition behind the proof of this section. We temporarily
restrict our attention to the case where G is a compact Lie group. Suppose (A,B)
is a minimally expanding pair.
Giving ourselves the benefit of hindsight, let us assume that we have managed to
construct a group homomorphism χ : G → T and intervals I and J such that
A = χ−1(I) and B = χ−1(J). Then, the set A is “rigid” and behave under left
translation like an interval in T would. Morover, the function g 7→ µG(A ∩ gA)
encodes much information about the group homomorphism χ. Indeed, if g ∈ G is
such that µG(A ∩ gA) > 0, then A ∩ gA = χ−1(I ∩ χ(g)I). Hence,
µG(A)− µG(A ∩ gA) = µT(I)− µT(I ∩ χ(g)I) = ‖χ(g)‖T.
In other words, for each g such that µG(A ∩ gA) > 0, µG(A) = µG(A ∩ idGA) and
µG(A∩ gA) together determine χ(g) up to a sign . If µG(A∩ g1A), µG(A∩ g2A), and
µG(A ∩ g1g2A) are all > 0, the fact that χ1(g1g2) = χ(g1)χ(g2) is reflected by
µG(A)− µG(A ∩ g1g2A) =
∣∣(µG(A)− µG(A ∩ g1A))± (µG(A)− µG(A ∩ g2A))∣∣.
Under the same assumption on g1 and g2, even though we still cannot determine
the individual sign of χ(g1) and χ(g2) from the function g 7→ µG(A ∩ gA), we can
detect whether χ(g1) or χ(g2) have the same or opposite sign through whether “+”
or “−” holds in the above equaltion. We say that a function f : G→ R≥0 is “weakly
additive” if
f(idG)− f(g1g2) =
∣∣(f(idG)− f(g1))± (f(idG)− f(g2))∣∣.
Hence, the function g 7→ µG(A∩gA) is “weakly additive”, and this essentially encodes
the fact that χ is a group homomorphism.
Back to the situation, where we have a minimal expanding pair (A,B) but still not
in possession of the desired χ. One would natural hope use the assumption that
(A,B) is minimally expanding to prove the “rigidity” of A and “weak additive”g 7→
µG(A ∩ gA), and then reconstruct χ from this information. The second step of
reconstruction of χ can be carried out. By Fact 3.1(6) g 7→ µG(A∩gA) is a continuous
function, so µG(A ∩ gA) > 0 in some neighborhood U of 0. Since G is a Lie group,
it can be shown that G = Uk for some k > 0. With a bit more effort, one can show
that every g ∈ G can be expressed as the product g1 . . . gn such that gi is in U , and
gigi+1 is in U . From the observations in the previous paragraph, we can then recover
χ up to a sign from χ : G→ T.
We now use the connected abelian subgroup H of G, where Kneser’s classification
of minimally expanding pairs is available. Using quotient integral formula together
with the fact that H is unimodular, we can show that
µG(A ∩ gA) = Ea∈GµH(A ∩ gA ∩ aH);
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this highly suggests that the properties of the functions g 7→ µG(A ∩ gA) can be
understood through the properties of g 7→ µG(A ∩ gA ∩ aH) as a varies across G.
We will do that in three smaller steps. First, using Lemma 7.2, we can deduce that
µH
(
(A ∩ aH)(Hb ∩B)) = µH(A ∩ aH) + µH(Hb ∩B),
for almost all a, b ∈ G and µG(A∩aH) is constant for almost all a ∈ G. In particular,
we have “localized” the minimally expanding assumption to the cosets of H. The
second step is to show that for all g such that µG(A ∩ gA) > 0, the interaction
between A∩ aH, gA∩ aH, and A∩ gA∩ aH is uniformed as a varies across G. This
requires exploiting the “rigidity” of (A∩aH) which we get from applying of Kneser’s
classification of minimal expanding pairs over H. Finally, from the first and second
step, we will be able to show that g 7→ µH(A ∩ gA ∩ aH) is “weakly additive” for
almost all a ∈ G. This gives us the “weak additivity” of g 7→ µH(A∩ gA) by gluing.
G/H
A
gA
aHG
Figure 3. “Rigidity of A” and behavior under translation by “small” g
We discuss the final step in the preceding paragraph. This would be best under-
stood geometrically with the illustration given by Figure 3. Recall the left coset
visualization of G from the introduction, where we think of G as a rectangle with
sides parallel to the xy-axes, the projection of the rectangle onto the x-axis repre-
sents G/H, the projection map to the x-axis is identified with to the quotient map
pi : G → G/H, and the vertical fiber of pi over the point aH corresponds to the
coset aH itself. We view A as the red region in Figure 3. From Kneser result, we
can prove that A ∩ aH is “rigid” and µG(A ∩ gA) for almost all a ∈ G. Hence, it is
quite appropriate to represent A ∩ aH as vertical intervals and A as a region with
the same vertical height. Recall that the minimal expansion of (A,B) implies the
minimal expansion of (gA,B) and (A ∩ gA,B). So the discussion so far applies to
(gA,B) and (A∩ gA,B) as well. Using the “uniformity” in the second step, gA can
be visualized as the grey region in Figure 3, and (A ∩ gA) the intersection between
the red and grey region. The “weak additivity” of g 7→ µH(A∩gA∩aH) then comes
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from the fact that the effect of g action inside aH is like translation of intervals for
almost all a ∈ G.
aH a′H
G
A
gA
Figure 4. “Localizing” minimal expansion
We now get into more details of the first step. We think of A as part of the left coset
visualization and B as part of the similarly defined right cosets visualization. Let us
assume that
µG/H(AH) ≥ µH\G(HB),
that is, A in the left coset visualization is wider than B in the right coset visualiza-
tion; the case where the inequality goes the other direction can be handled similarly
switching the role of A and B. We have the key inequality chain
sup
a∈AH
µG((A ∩ aH)B) ≥ sup
a∈AH
µH(A ∩ aH)µH\G(HB) + µG(B)
≥ Ea∈AHµH(A ∩ aH)µH\G(HB) + µG(B)
= µG(A)
µH\G(HB)
µG/H(AH)
+ µG(B)
≥ µG(A) + µG(B);
the first inequality folows from Lemma 7.2, and the last inequality follows from the
assumption that µG/H(AH) = µH\G(HB). As µG(AB) ≥ supa∈A µG((A ∩ aH)B)
and µG(AB) = µG(A) +µG(B), all the equalities hold in the above inequalities. The
second inquality in the key inequality chain gives us
µH(A ∩ aH) = sup
a∈AH
µH(A ∩ aH) = Ea∈AHµH(A ∩ aH)
for almost all a ∈ AH. Thus, A visually will look like the red region in Figure 4.
Let a ∈ AH be such that µH(A ∩ aH) = supa∈AH µH(A ∩ aH). Then, from the first
inequality in the key inequality chain and Lemma 7.2, we have
µH
(
(A ∩ aH)(Hb ∩B)) = µH(A ∩ aH) + µH(Hb ∩B)
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for almost all b ∈ HB.
Note that gA ∩ aH is the same as g(A ∩ g−1aH). Hence, gA has uniform vertical
height and can be visualized as the grey region in Figure 4. Recall that if (A,B)
is minimally expanding, then (gA,B) is also minimally expanding. The modularity
property, described in Section 5, tell us that (A∩gA,B) and (A∪gA,B) are minimally
expanding assuming further that
0 < µ(A ∩ gA,B) < µ(A ∪ gA,B) < µG(G).
Such condition is satisfied for small g, or more precisely, for g which is near idG.
Hence, we can verify that everything we said so far about A applies to gA, A ∩ gA,
and A∪ gA with small g. In particular, Figure 4 is impossible, as we expect A∪ gA
has uniform vertical height. Moreover, we can show that µG/H(AH) = µG/H(G/H),
that is A has full horizontal width. Otherwise, we would be able to use a probablistic
argument to produce g such that gA looks like the grey region in Figure 4.
AH
A gA
aH
χ
T
µG(A)
ρg
Figure 5. Uniform interactions between A, gA, and A ∩ gA
We now discuss the second step of deducing that (A∩gA∩aH) has uniform behavior
for almost all a ∈ G. Recall from earlier that
µH
(
(A ∩ aH)(Hb ∩B)) = µH(A ∩ aH) + µH(Hb ∩B)
for almost all a ∈ AH. Note that in the first step we only used that H is unimodular
but not that H is abelian. The known solution for the Inverse Kemperman problem
allows us to deduce that A∩aH is “rigid” for almost all a ∈ G. In fact, for simplicity,
we will pretend that H is T, and for each a ∈ A, the fiber A ∩ aH is the translation
aIa with Ia ⊆ T a closed interval. If I and I ′ are closed intervals in H of the same
length, then I is a translation of I ′ by an element in H. It also makes sense to talk
about the translation distance and direction between I and I ′.
Since (A,B) is minimally expanding, (gA,B) is minimally expanding and (A∩gA,B)
is minimally expanding whenever µG(A ∩ gA) > 0. Applying the argument so far
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for the pairs (gA,B) and (A ∩ gA,B) we get that gA and A ∩ gA have uniform
vertical height. That means element g translates A within each vertical fiber with
the same distance ρg, but possibly in different directions. Hence, we see a picture as
in Figure 5. Eliminating the difference will need a probabilistic argument, which we
will not go into details.
Our next lemma records a fact in locally compact groups.
Lemma 7.3. Let G be a connected unimodular group, and let U be an open set in
G containing idG. Then for every g ∈ G, there is a sequence u1, . . . , un in U , such
that g =
∏n
i=1 ui. Moreover, we can take n ≤ 1/µG(U) + 1.
Proof. Observe that for two measurable subsets A and B, if µG(A)+µG(B) > 1, then
AB = G, since in this case A ∩ gB 6= ∅ for every g ∈ G. Hence by the Kemperman
inequality, we have Un = G for some n ≤ d1/µG(U)e. 
7.1. When G is compact. We first study the case when G is a connected compact
Lie group. Let H is a closed subgroup of G. Let A,B ⊆ G be σ-compact subsets such
that (A,B) is γ-nearly minimally expanding when G is compact. By Lemma 5.3, we
may assume C/100 ≤ µG(A) = µG(B) < C for some constant C > 0 which comes
from the next section. For the readers who do not care the exact quantitative bound
on γ, one can always view γ as an infinitesimal element, then one can use equalities
to replace all the inequalities in the proofs by pretending to take the standard part.
Definition 7.4. We say that a compact group G has the Bohr-Kemperman prop-
erty if for all σ-compact subsets A and B of G such that µG(A) > 0, µG(B) > 0,
µG(A) + µG(B) < 1, the following holds
(1) For all ε > 0, there is δ = δ(ε) (does not depend on G) such that if A and
B are δ-critical then there is a continuous surjective group homomorphism
χ : G→ T and compact intervals I and J in T such that µG(A4χ−1(I)) < ε
and µG(B4χ−1(J)) < ε.
(2) if A and B are 0-critical, then there are similar χ : G → T, I, and J , but
with the stronger property that µG(A4χ−1(I)) = 0 and µG(B4χ−1(J)) = 0.
We say G has the strong Bohr-Kemperman property if we can take δ = O(ε)
in the statement (1).
Before proving the next lemma, let us introduce the notation we used in this section.
Given A ⊆ G, we say a property P holds for γ-almost all a in A, if there is A′ ⊆ A,
such that for every a ∈ A′, we have a ∈ P , and µG(A \ A′) ≤ γ. For two subsets
A,B in G, we write A =ε B if µG(A4B) < ε. For two numbers x, y in R, we write
x =ε y if |x− y| < ε.
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Lemma 7.5. Let G be a compact group. Suppose H has the strong Bohr-Kemperman
property, and µH(aH ∩ A) + µH(Hb ∩ B) < 1 for all a ∈ A and b ∈ B. Then there
is a surjective continuous group homomorphism χ : H → T, a constant η = O(γ1/2),
and intervals IA and IB in T such that the following statement hold:
(1) µT(IA) = µG(A)/µG(AH) and µT(IB) = µG(B)/µG(HB).
(2) There is A′ ⊆ AH with µG(A′) > (1− η)µG(AH) such that for every a in A′,
there is ζa(A) ∈ T such that aH ∩ A =η aχ−1(ζa(A) + IA).
(3) There is B′ ⊆ HB with µG(B′) > (1 − η)µG(HB) such that for every b in
B′, there is ζb(B) ∈ T such that Hb ∩B =η bχ−1(ζb(B) + IB).
(4) For all a ∈ A′ and all b ∈ B′, AB ∩ aHb =η aχ−1(ζa(A) + ζb(B) + IA + IB)b
where ζa(A) and ζb(B) are as in (2) and (3).
Proof. Without loss of generality, we assume µG(AH) ≥ µG(HB). Let b0 ∈ G such
that µH(B ∩Hb0) ≥ µH(B ∩Hb) + γ for all other b ∈ G, and the fiber B ∩Hb0 has
at least the average length, that is
(3) µH(B ∩Hb0) ≥ EbµH(B ∩Hb) = µG(B)
µG(HB)
.
Since H has the strong Bohr-Kemperman property, for each ε > 0, there is δ =
O(ε) > 0, such that for all a ∈ AH either
µH
(
(A ∩ aH)(B ∩Hb0)
)
> µH(A ∩ aH) + µH(B ∩Hb0) + δ,
or there are compact intervals Ia and Jb0 in T with µT(Ia) = µH(A∩ aH), µT(Jb0) =
µH(B ∩ Hb0), and a continuous surjective homomorphism χ : H → T such that
µH
(
(A ∩ aH)4aχ−1(Ia)
)
< ε, and µH
(
(B ∩ Hb0)4χ−1(Jb0)b0
)
< ε. We fix an
ε > 0, such that δ > γ1/2. Let Λ be the set of elements a in AH such that the
pair (A ∩ aH,B ∩ Hb0) is not δ-nearly minimally expanding. Observe that Λ is
measurable. By Lemma 7.1 we have
µG
(
A(B ∩Hb0)
)
=
∫
Λ
µH
(
(A ∩ aH)(B ∩Hb0)
)
dµG(a) +
∫
Λ
µH
(
(A ∩ aH)(B ∩Hb0)
)
dµG(a).
Since A∩aH is nonempty for every a ∈ AH, by Kneser’s inequality, µG(A(B∩Hb0))
is at least∫
Λ
(
µH(A∩aH)+µH(B∩Hb0)+δ
)
dµG(a)+
∫
Λ
(
µH(A∩aH)+µH(B∩Hb0)
)
dµG(a).
Suppose we have µG(Λ) > βµG(AH) for some β > 100γ
1/2/C. Therefore, we get
(4) µG
(
A(B ∩Hb0)
)
> µG(A) + βδµG(AH) + µH(B ∩Hb0)µG(AH).
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By the choice of b0, we have
µG
(
A(B ∩Hb0)
)
> µG(A) + µG(B)
µG(AH)
µG(HB)
+ βδµG(AH).
Since βδµG(AH) > γ, we have µG
(
A(B∩Hb0)
)
> µG(A)+µG(B)
µG(AH)
µG(HB)
+γ. Observe
that A(B ∩Hb0) ⊆ AB, hence
(5) µG(AB) > µG(A) + µG(B)
µG(AH)
µG(HB)
+ γ.
This contradicts the assumption that (A,B) is γ-nearly minimally expanding. From
equation (5) we also get
(6) µG(HB) ≤ µG(AH) ≤
(
1 +
100γ
C
)
µG(HB).
From now on, we may assume that µG(Λ) ≤ βµG(AH). Since (A,B) is γ-nearly
minimally expanding, by equation (4), we have
µG(B) ≤ µH(B ∩Hb0)µG(HB) ≤ µG(B) + γ.
Thus there is X ⊆ HB with µG(X) ≤ γ1/2µG(HB) such that for every b ∈ HB \X,
µH(B ∩Hb) ≥ µG(B)
µG(HB)
− 10γ 12 ,
and by the choice of b0, for every b ∈ HB we have µH(B ∩ Hb) ≤ µG(B)µG(HB) + 2γ.
Take b ∈ HB \ X, and define Λ′ be the collection of elements in AH such that
(A∩ aH,B ∩Hb) is not δ-critical. Using the same argument above, we get µG(Λ′) <
2βµG(AH). Therefore, by Lemma 6.7, for every b ∈ HB \X, there is Jb in T with
µT(Jb) = µH(B ∩Hb) and
µG(B)
µG(HB)
− 10γ 12 ≤ µT(Jb) ≤ µG(B)
µG(HB)
+ 2γ,
such that µH(B ∩Hb4Jb) < ε for some ε = O(γ1/2).
It remains to show that most of the fibers A ∩ aH for a ∈ AH have similar
length. We first show that the longest fiber cannot be too long. Choose a0 such that
µH(A ∩ a0H) > µH(A ∩ aH)− γ for all a ∈ AH. By equation (6), we have
µG(AB) ≥ µG((A ∩ a0H)B) ≥ µG(B) +
(
1 +
100γ
C
)−1
µG(AH)µH(A ∩ a0H).
By the fact that (A,B) is γ-nearly minimally expanding, then for every a ∈ AH,
(7) µH(A ∩ aH) ≤ µG(A)
µG(AH)
+
200
C
γ.
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Let Y ⊆ AH such that for every a ∈ Y we have
µH(A ∩ aH) < EaµH(A ∩ aH)− 200
C
γ
1
2 =
µG(A)
µG(AH)
− 200
C
γ
1
2 .
Then by equation (7) we have µG(Y ) < γ
1/2µG(AH).
Therefore, for every a ∈ AH \ (Y ∪ Λ), There is a compact interval Ia in T with
µT(Ia) = µH(A ∩ aH), and
µG(A)
µG(AH)
− 200
C
γ
1
2 ≤ µT(Ia) ≤ µG(A)
µG(AH)
+
200
C
γ,
such that µH(A ∩ aH4χ−1(Ia)) < ε for some ε = O(γ1/2). Hence one can choose
the compact intervals I ′a all has length µG(A)/µG(AH) for a ∈ AH \ (Y ∪ Λ), and
choose J ′b has length µG(B)/µG(HB) for every b ∈ HB \X, such that
µH(A ∩ aH4I ′a) = O(γ
1
2 ), and µH(B ∩Hb4J ′b) = O(γ
1
2 ).
Let IA, IB be compact intervals in T with length µG(A)/µG(AH) and µG(B)/µG(HB)
respectively. Hence for every a ∈ AH \ (Y ∪ Λ), there is ζa(A) ∈ T such that
I ′a = IA + ζa(A). Similarly, for every b ∈ HB \X, there is ζb(B) ∈ T such that J ′b =
IB + ζb(B). The statement (4) in the Lemma follows from the fact that µG(AB) <
µG(A(B ∩Hb0)) + γ obtained in equation (5). 
Lemma 7.6. Let U be a subset of G, such that for every g ∈ U we have µG(A∩gA) >
µG(A)/10. Then µG(U) > µG(A)/10.
Proof. By Lemma 5.1 we have∫
G\U
(1A ∗ 1A−1(g))2dµG(g) ≤ 1
10
µ3G(A).
On the other hand, by the traingle inequality of the Ruzsa distance we have
µG(AA
−1) ≤ µ
2
G(AB)
µG(B)
< 5µG(A).
Then by the Cauchy-Schwarz inequality we obtain∫
G
(1A ∗ 1A−1(g))2dµG(g) ≥ µ
4
G(A)
µG(AA−1)
>
1
5
µ3G(A).
Note that 1A ∗ 1A−1(g) = µG(A ∩ gA) ≤ µG(A), we get µG(U) ≥ (15 − 110)µG(A) >
1
10
µG(A), as desired. 
Lemma 7.7. Suppose µH(aH∩A)+µH(Hb∩B) < 1 for all a ∈ A and b ∈ B. Then
there is η = O(γ1/2) such that
µG(AH) ≥ 1− η, and µG(HB) ≥ 1− η.
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Proof. Let η and IA be obtained from Lemma 7.5. Then η = O(γ
1/2), and IA
is an compact interval in T of length µG(A)/µG(AH). Let U be the subset of G
defined in Lemma 7.6. Recall that U is an open set containing idG, and we have
µG(U) ≥ 110µG(A). Let n be the constant obtained from Lemma 7.3. We are going
to show that µG(AH) ≥ 1− 5nη. The case for µG(HB) is similar.
We will deduce from the following claim: For all g ∈ G, µG(gAH4AH) ≤ 5nη.
Suppose we have proven this claim. Assume now µG(AH) < 1− 5nη. Then we can
use Lemma 5.1 to choose small g ∈ G such that µG(AH ∩ gAH) < µG(AH)− 5nη.
This gives us µG(gAH4AH) > 5nη, a contradiction. In the rest of the proof, we are
going to prove this claim.
We first show that for each g ∈ G, either µG(gAH4AH) ≤ 5nη, or
µT(IA)− 8nη ≤ µH
(
(A ∩ gA) ∩ aH) ≤ µT(IA) + 8nη
for a ∈ AH \X with µG(X) ≤ 7nηµG(AH). By Lemma 7.3, if suffices to show that
for every g ∈ U , either µG(gAH4AH) ≤ 5η, or µT(IA)−8η ≤ µH
(
(A∩gA)∩aH) ≤
µT(IA) + 8η for a ∈ AH \X ′ with µG(X ′) ≤ 7ηµG(AH). Let g ∈ U . Suppose there
is X ′ ⊆ AH with µG-measure 7ηµG(AH) such that
µG(gAH4AH) > 5η, and µH
(
(A ∩ gA) ∩ aH) < µT(IA)− 8η
for every a ∈ X ′. Since the pair (gA,B) is γ-nearly minimally expanding, By the
structural properties of fibers in gAH obtained in Lemma 7.5, we have that except
for a set of µG-measure ηµG(AH) set Y , for all a ∈ gAH \ Y ,
µT(IA)− η ≤ µH(gA ∩ aH) ≤ µT(IA) + η.
Again, since (A,B) is γ-nearly minimally expanding, by Lemma 7.5, there is W ⊆ X ′
with µG(W ) ≥ 5ηµG(AH), such that for all a ∈ W , we have
µT(IA)− η ≤ µH(A ∩ aH) ≤ µT(IA) + η,
µT(IA)− η ≤ µH(gA ∩ aH) ≤ µT(IA) + η.
By Inclusive-Exclusive principle, we have for every a ∈ W ,
µH
(
(A ∪ gA) ∩ aH) ≥ µT(IA) + 6η.
Note that µG(A) < C, and g ∈ U . By Lemma 5.2, (A∪gA,B) is 2γ-nearly minimally
expanding. Applying Lemma 7.5 again, we can obtain that there is a compact
interval J ⊆ T, such that except for a µG-measure at most 4ηµG(AH) set Z, for all
a ∈ (A ∪ gA)H \ Z,
(8) µT(J)− 2η ≤ µH
(
(A ∪ gA) ∩ aH) ≤ µT(J) + 2η.
Since we have already shown that the difference of the length of fibers in W and in
AH \ (Z ∪ gAH) is at least 5η, and this contradicts equation (8).
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Next, toward showing the claim in the second paragraph, we will show a weaker
statement: Either µG(gAH4AH) ≤ 5nη for all g ∈ G or µH
(
(A ∩ gA) ∩ aH) =8nη
µT(IA) for all a in AH except for a 7nηµG(AH)-measure set, and for all g ∈ G.
Similarly, it suffices to show the claim for g in U , that is either µG(gAH4AH) ≤ 5η
for all g ∈ U or µH
(
(A ∩ gA) ∩ aH) =8η µT(IA) for 7ηµG(AH)-almost all a in
AH and for all g ∈ U . Suppose there is g1 ∈ U such that µG(g1AH4AH) > 5η
and g2 ∈ U such that there is W ⊆ AH with µG-measure 7ηµG(AH) such that
µH
(
(A ∩ g2A) ∩ aH
) ≤ µT(I) − 8η for every a ∈ W . Now we consider g1A ∪ g2A.
By Lemma 5.2, (g1A ∪ g2A,B) is 2γ-nearly minimally expanding. Using the same
argument we used above, by considering the length of fibers in (g1A ∪ g2A)H and
applying the results in Lemma 7.5, we will get a contradiction. The arguments are
similar so we omit details here.
Finally, let us assume for all g ∈ G,
µT(IA)− 8nη ≤ µG
(
(A ∩ gA) ∩ aH) ≤ µT(IA) + 8nη
for all a ∈ AH \ E where µG(E) < 7nηµG(AH). By Lemma 5.1, we can find finite
many g1, . . . , gm in G, such that if we let A
′ =
⋃m
j=1 gjA, we will get µG(A
′H) =η
1. Also, by inclusive-exclusive principle, for all a ∈ G except a set of measure
7nmηµG(AH), we have
µT(IA)− 8nmη ≤ µG(A′ ∩ aH) ≤ µT(IA) + 8nmη.
Hence by Lemma 7.1, µG(A
′) ≤ µT(IA) + 15nmη < 1/2 when η is sufficient small.
On the other hand, for all g ∈ G, we also have µG(A′ ∩ gA′) ≥ µG(A′)− 16nmη, but
this contracts Lemma 5.1. Therefore, for all g ∈ G, µG(gAH4AH) ≤ 5nη. Hence
by inclusive-exclusive principle we get µG(AH) ≥ 1− 5nη. 
By Lemmas 7.5 and 7.7, we conclude that there is η = O(γ1/2) such that there is
X ⊆ G with µG(X) < η, such that for all a, b ∈ G \X we have
(9) µH
(
(AB ∩ aHb)4aχ−1(ζa,b(AB) + IAB)b
)
< η,
where IAB = IA + IB, and ζa,b(AB) = ζa(A) + ζb(B). Without loss of generality, we
assume idG /∈ X, since we can always translate B on the right. Note that we also
have for every a ∈ G \X,
(10) µH
(
(A ∩ aH)4aχ−1(ζa(A) + IA)
)
< η.
In the rest of the section, for the sake of simplicity of the notation, we will focus on
the set A. By taking b = idG in equation (9) it is easy to see all the results of A can
be translate to the results for AB. We use I to denote the interval IA in Lemma 7.5.
Note that from equation (10), for η-almost all a ∈ G, the fiber A ∩ aH is η-almost
aχ−1(ζa(A) + I), and gA∩aH = g(A∩ g−1aH) is η-almost g(g−1aχ−1(ζg−1a(A) + I))
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which is aχ−1(ζg−1a(A) + I). For g1 and g2 in G, we set
ξa(g1A, g2A) := ζg−11 a(A)− ζg−12 a(A).
For every x ∈ T, let ‖x‖ be the distance between x and the nearest integer. We
identify T to interval [0, 1]. We denote sgn(x) = 1 when x ∈ [0, 1/2], and sgn(x) = −1
when x ∈ [1/2, 1]. Note that we always have x = sgn(x)‖x‖.
Before proving the next lemma, we will first reduce the problem to the set A con-
taining a σ-compact subset which has certain properties. By Lemma 5.1, there is
g ∈ G such that
1
6
µG(A) < µG(A ∩ gA) < 1
5
µG(A).
Let A1 = A ∩ gA and A2 = A ∪ gA. By Lemma 5.2, we have that both (A1, B) and
(A2, B) are 2γ-nearly minimally expanding. By equation (10), there is a continuous
surjective group homomorphism χ : H → T and compact intervals IA1 and IA2
in T, with µT(IA1) = µG(A1) and µT(IA2) = µG(A2), and a subset X of G with
µG(X) < 2η, such that for every a in G \X,
µH
(
(A1 ∩ aH)4aχ−1(IA1)
)
< 2η, and µH
(
(A2 ∩ aH)4aχ−1(IA2)
)
< 2η.
Observe that A1∩aH = (A∩aH)∩(gA∩aH), and A2∩aH = (A∩aH)∪(gA∩aH), by
equation (10), there are compact intervals IA and IgA in T with µT(IA) = µT(IgA) =
µG(A), such that for 2η-almost all a in G,
A1 ∩ aH =2η a(χ−1(IA) ∩ χ−1(IgA)), and A1 ∪ aH =2η a(χ−1(IA) ∪ χ−1(IgA)).
Therefore, we have
IA ∩ IgA =4η IA1 , and IA ∪ IgA =4η IA1
in T. Thus IA1 ⊆ IA2 , and by the property of intervals, there is x in T such that nine
sets IA1 , IA1 +x, IA1 + 2x,. . . ,IA1 + 4x and IA1 −x,. . . ,IA1 − 4x are pairwise disjoint,
and the union of them is contained in IA2 .
In the rest of the section, we may assume A contains a subset A′ with
1
11
µG(A) < µG(A
′) <
1
9
µG(A),
such that (A′, B) is also γ-nearly minimally expanding. Again by equation (10),
there is a continuous surjective group homomorphism χ : H → T and two compact
intervals IA, IA′ in T with µT(IA) = µG(A) and µT(IA′) = µG(A′), such that for η-
almost all a in G, A ∩ aH =η a(χ−1(IA)), A′ ∩ aH =η a(χ−1(IA′)), and there is x in
T such that nine sets IA′ , IA′ + x,. . . ,IA′ + 4x and IA′ − x,. . . ,IA′ − 4x are pairwise
disjoint, and the union of them is contained in IA. This property of A will help us to
control the “local convexity” of the set U obtained in Lemma 7.6, and to get a better
control on the error terms in the homomorphism we construct in the later proofs.
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In the next lemma, we will show that we can associate a number ρ(g1A, g2A) in
[0, 1/2] to each ξa(g1A, g2A) such that for most of a in G, ‖ξa(g1A, g2A)‖ is close to
ρ(g1A, g2A). For the readers who do not care the explicit bound on the error terms,
one can imagine that η and γ are infinitesimal, and ρ(g1A, g2A) = st(‖ξa(g1A, g2A)‖).
Lemma 7.8. If µH(aH ∩ A) + µH(Hb ∩ B) < 1 for all a in A and b in B. Then
there is an open set U of G containing idG, a constant ρ(A, gA) in [0, 1/2] for every
g in U , and a constant β = O(γ1/2), such that for β-almost all a in G we have the
following:
(1) for every g1, g2 in G, ξa(g1A, g2A) = −ξa(g2A, g1A).
(2) for every g in X, ‖ξa(A, gA)‖ =β ρ(A, gA).
(3) for all g ∈ G, ξa(A, gkA) =β nξa(A, gA) for every integer k.
(4) for every g1, g2 in G, ξa(A, g1g2A) =β ξa(A, g1A) + ξa(A, g2A).
Proof. Statement (1) is immediate from the definition. Let η = O(γ1/2) be the
constant obtained from Lemma 7.5 and Lemma 7.7. Suppose g1 and g2 has the
property that µG(g1A ∩ g2A) > 0. Then by Lemma 5.2, the pair (g1A ∩ g2A,B) is
2γ-nearly minimally expanding. From Lemma 7.5 and Lemma 7.7 we get µH
(
(g1A∩
g2A) ∩ aH
)
=η µG(g1A ∩ g2A) for η-almost all a ∈ G. Let
ρ(g1A, g2A) = µG(A)− µG(g1A ∩ g2A).
This proves the statement (2).
Let U be the open subset of G obtained in Lemma 7.6, and let n be the constant
obtained in Lemma 7.3. Let A′ be the subset of A obtained earlier in the section,
and let U ′ be the set obtained in Lemma 7.3 with respect to the set A′. Note that
for every g1, g2, g3, g4 in U
′, we have
µG(A
′ ∩ g1A′), µG(g1A′ ∩ g1g2A′), µG(g1g2A′ ∩ g1g2g3A′),
µG(g1g2g3A
′ ∩ g1g2g3g4A′) > 1
10
µG(A
′).
By the property of A and A′ and the inclusive-exclusive principle, we have
µG(A ∩ g1g2g3g4A′) = µG(A′) > 1
10
µG(A),
this implies (U ′)4 ⊆ U . Note that µG(U ′) ≥ 1110µG(A), by Lemma 7.3 there is a
constant m such that every element in G can be represented by a product of at most
m nontrivial elements in U ′.
We will first prove the follow claim: for every g in (U ′)2 and every integer |k| ≤ 4m,
and for (k − 1)η-almost all a in G, we have
(11) ξa(A, g
kA) =(k−1)η kξa(A, gA).
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Observe that for every g in U , since µG(A ∩ gA) = µG(gk ∩ gk+1A), by Lemma 7.5,
‖ξa(A, gA)‖ =η ‖ξa(gkA, gk+1A)‖ for η-almost all a. Note that for all a in G we have
ξa(A, g
k+1A) = ζa(A)− ζg−k−1a(A)
= ζa(A)− ζg−ka(A) + ζg−ka(A)− ζg−k−1a(A)
= ξa(A, g
kA) + ξa(g
kA, gk+1A).
Hence for η-almost all a ∈ G, either
ξa(A, g
k+1A) =η ξa(A, g
kA) + ξa(A, gA)
or ξa(A, g
k+1A) =η ξa(A, g
kA)− ξa(A, gA).
We first consider the case when ‖ξa(A, gA)‖ =η 0 for all g in G and for η-almost
all a in G. By Fubini’s Theorem we have A =η gA. As the measure is left invariant,
we get gA =η g
2A. An induction argument then yields A =kη g
kA. Hence gk is in
U , and we have ‖ξa(A, gkA)‖ =η 0 for η-almost all a in G.
Now suppose ‖ξa(A, gA)‖ > 2η for some g in (U ′)2. Then g2 is in U . Note that
we have
‖ξa(gA, g2A)‖ =η ‖ξa(A, gA)‖ =η ρ(A, gA),
for η-almost all a, and ‖ξa(A, g2A)‖ =η ρ(A, g2A) for η-almost all a in G. Then
ξa(A, g
2A) = ξa(A, gA) + ξa(gA, g
2A) =η ξa(A, gA)± ρ(A, gA).
We first consider the case when ρ(A, g2A) is not η-close to 2ρ(A, gA). We will get
ρ(A, g2A) =η 0, and hence ρ(A, g
2kA) =η 0 and ρ(A, g
2k+1A) > 2η for positive integer
k with k < 4m. Let exp : g→ G be the exponential map, where g is the Lie algebra
of G. Since G is compact and connected, the map exp is surjective. Let t be the
smallest integer, such that 2t > 10/(9µG(A
′)). Let h = g1/2
t
. By inclusive-exclusive
principle, there are at least two sets in
hA′, h2A′, . . . , h2
t
A′
have intersection larger than µG(A
′)/10. Suppose µG(hrA ∩ hsA) > µG(A′)/10,
then hs−r ∈ (U ′)2. Note that s − r has the form p/q, where q is a power of two,
and p is an odd integer. If ρ(A, hs−rA) = 0, then ρ(A, gpA) = 0, this is a con-
tradiction. Now we may assume ρ(A, hs−rA) > 2η. Consider ρ(A, h2(s−r)A), by
the similar reason we have ρ(A, h2(s−r)A) = ρ(A, hs−rA) ± ρ(A, hs−rA). Suppose
ρ(A, h2(s−r)A) = 0, then similarly we will also have ρ(A, gpA) = 0, a contradiction.
Therefore, ρ(A, h2(s−r)A) = 2ρ(A, hs−rA). By induction, we have for `η-almost all a
in G,
ξa(A, h
`(s−r)A) = ξa(A, h(`−1)(s−r)A) + ξa(h(`−1)(s−r)A, h`(s−r)A)
=η ξa(A, h
(`−1)(s−r)A)± ρ(A, hs−rA).
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Hence we have ρ(A, hk(s−r)A) = kρ(A, hs−rA) for every k < 2t+2m/q, otherwise we
will get ρ(A, h2(s−r)) = 0. In particular, we will get
ρ(A, g2pA) = ρ(A, h2q(s−r)A) = 2qρ(A, hs−rA) > 4qγ,
which contradicts the assumption that ρ(A, g2pA) = 0.
Now we have for every g in (U ′)2, and for η-almost all a in G, we have ξa(A, g2A) =η
2ξa(A, gA). By induction, we have for every positive integer k,
ξa(A, g
kA) =(k−1)η kξa(A, gA)
for (k − 1)η-almost all a in G. In order to prove the claim (11), it remains to show
that ξa(A, g
−1A) =η −ξa(A, gA) for every g in (U ′)2 and for η-almost all a. Note
that for η-almost all a in G, either
ξa(A, g
−1A) =η ξa(A, gA)− ρ(A, g2A)
or ξa(A, g
−1A) =η ξa(A, gA) + ρ(A, g2A) since g2 is in U . On the other hand,
ξa(A, g
−1A) = −ξa(g−1A,A) and ξa(g−1A,A) is either ξa(A, gA) or −ξa(A, gA).
Comparing the two observation we get ξa(A, g
−1A) =η −ξa(A, gA).
In the next step, we prove statement (4) for g1 and g2 in U
′. By statement (2) for
elements in U , we have ρ(g1A, g1g2A) = ρ(A, g2A). Thus we have either
ξa(A, g1g2A) =η ξa(A, g1A)+ξa(A, g2A), or ξ(A, g1g2A) =η ξ(A, g1A)−ξ(A, g2A),
for η-almost all a in G. Similarly, for ξ(g−12 g
−1
1 ), we have either
ξa(A, g
−1
2 g
−1
1 A) =η ξa(A, g
−1
1 A) + ξa(A, g
−1
2 A) =2η −ξa(A, g1A)− ξa(A, g2A),
or ξa(A, g
−1
2 g
−1
1 A) =η ξa(A, g
−1
2 A)− ξa(A, g−11 A) =2η −ξa(A, g2A) + ξa(A, g1A). Since
g1g2 is in (U
′)2, by using the statement (3) for g in (U ′)2, we conclude that either
ξa(A, g1g2A) =η ξa(A, g1A) + ξa(A, g2A),
or 2ξa(A, g1A) =η 2ξa(A, g2A) and ξa(A, g1g2A) =η 0 for 2η-almost all a in G. Sup-
pose the latter case happens, and ρ(A, g1A), ρ(A, g2A) /∈ {0, 1/2} ± [0, 4η]. Then
‖2ρ(A, g1A)− ρ(A, g2A)‖ > 4η, and hence by the similar argument we have
ξa(A, g
2
1g2A) =η ξa(A, g1A) + ξa(A, g1g2A),
and
ξa(A, g
2
1g2A) =η ξa(A, g
2
1A) + ξa(A, g2A) =η 2ξa(A, g1A) + ξa(A, g2A),
we have ξa(A, g1g2A) =η ξa(A, g1A) + ξa(A, g2A), contradicts the assumption. This
proves (4) for g1, g2 in U
′.
By using induction, the above argument is able to prove the statement (4) for
all g1, g2 in G. Indeed, by Lemma 7.3, for every g = u1 · · ·un with ui ∈ U ′, since
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ρ(u1 · · ·un−1A, u1 · · ·unA) =η ρ(A, unA), then similarly for η-almost all a in G we
have either
ξa(A, gA) =η ξa(A, u1 · · ·un−1A) + ξa(A, unA),
or ξa(A, gA) = ξa(A, u1 · · ·un−1A)− ξa(A, unA). If the latter happens, by induction
hypothesis we must have ρ(A, un−1unA) =2η ‖ξa(A, un−1A)− ξa(A, unA)‖, this gives
us a contradiction. It is easy to see that the full statement of (4) implies the full
statement of (3). 
The next lemma shows that ξa(g1A, g2A) is essentially a constant, for every g1, g2 in
G and for most of a in G.
Lemma 7.9. If µH(aH∩A)+µH(Hb∩B) < 1 for all a in A and b in B. Then there
is a constant η = O(γ1/2), and for all g1 and g2 in G, there is sgn(g1A, g2A) ∈ {±1}
and ρ(g1A, g2A) in [0, 1/2] such that
ξa(g1A, g2A) =η sgn(g1A, g2A)ρ(g1A, g2A)
for η-almost all a in G.
Proof. Let β = O(γ1/2), and U , U ′ be the open sets defined in the proof of Lemma 7.8.
We will first prove a special case of the lemma, namely, for every g ∈ U ′, ξa(A, gA) =
sgn(A, gA)ρ(A, gA) for β-almost all a ∈ G. Let Y be a subset of T, and Y = (−β, β)∪
(1/2−β, 1/2+β). If ρ(A, gA) is in Y , then the claim is immediate. So we fix g ∈ U ′,
such that ρ(A, gA) is not in Y . Given g, there is a partition P (A, gA)∪N(A, gA) = G,
such that for β-almost all a ∈ P (A, gA) and a′ ∈ N(A, gA), ξa(A, gA) is positive, and
ξa′(A, gA) is negative. We need to show that either P (A, gA) = G or N(A, gA) = G.
Let g′ ∈ U ′ such that g′ 6= g and ρ(A, g′A) /∈ Y . As an intermediate step, we will
show that either
P (A, gA) = P (A, g′A) or P (A, gA) = N(A, g′A).
Suppose µG(P (A, gA) ∩ P (A, g′A)) > β, and µG(P (A, gA) ∩N(A, g′A)) > β. Set
E = P (A, gA) ∩N(A, g′A) and F = P (A, gA) ∩ P (A, g′A).
By Lemma 7.8, we get ‖ξa(gA, g′A)‖ =β ‖ξa′(gA, g′A)‖ for β-almost all a ∈ E and
a′ ∈ F . From the definition of E, for β-almost all a ∈ E,
‖ξa(gA, g′A)‖ =β min{|ξa(A, gA)|+ |ξa(A, g′A)|, 1− |ξa(A, gA)| − |ξa(A, g′A)|}.
From the definition of F , for β-almost all a ∈ F ,
‖ξa(gA, g′A)‖ =β |ξa(A, gA)− ξa(A, g′A)|.
As ‖ξ(A, gA)‖ and ‖ξ(A, g′A)‖ are neither β-close to 0 nor β-close to 1/2, |ξa(A, gA)−
ξa(A, g
′A)| cannot be β-close to
min{|ξa(A, gA)|+ |ξa(A, g′A)|, 1− |ξa(A, gA)| − |ξa(A, g′A)|}.
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This proves the claim. Next, we claim that for every h in G, either P (A, hA) =
P (A, gA) or P (A, hA) = N(A, gA) for g in U ′. This follows from Lemma 7.8 (4) and
Lemma 7.3. This implies for every g in G, there is a constant ρ(A, gA) in [0, 1/2],
such that for β-almost all a in G we have
(12) ‖ξa(A, gA)‖ =β ρ(A, gA),
which generalize Lemma 7.8 (2) to all g in G.
To simplify notation, set P = P (A, gA) and N = N(A, gA) fro some g in G with
‖ξa(A, gA)‖ /∈ Y . Suppose µG(P ) > 4β and µG(N) > 4β. By Lemma 5.1, we get
g′ ∈ G such that µG(P ∩ g′P ) < µG(P )− 2β, and so µG(g′P ∩N) > 2β. Recall that,
for β-almost all a ∈ G, we have
A ∩ aH =β aχ−1(ζa + I) and A ∩ g′aH =β g′aχ−1(ζg′a + I).
By equation (12), with ξ = ρ(A, g′A), we have
g′A ∩ aH =β aχ−1(ξ + ζa + I) and g′A ∩ g′aH =β g′aχ−1(ζg′a + I − ξ)
for a ∈ gP ∩N except for a set of µG-measure at most β. By Lemma 7.8 (3), we get
(g′)2A ∩ aH =β aχ−1(ζa + I + 2ξ) and (g′)2A ∩ g′aH =β aχ−1(ζg′a + I − 2ξ)
for a ∈ gP ∩N except for a set of µG-measure at most β. As g′ maps aH to g′aH,
we get g′(A∩ aH) = g′A∩ g′aH and g′(g′A∩ aH) = (g′)2A∩ g′aH. Combining with
the earlier two equations, we get
g′aχ−1(ζa+I) =β g′aχ−1(ζg′a+I−ξ) and g′aχ−1(ζa+I+ξ) =β g′aχ−1(ζg′a+I−2ξ).
Note that the first equation implies ζa + I =β ζg′a + I − ξ, and the second equation
implies ζa + I + ξ =β ζg′a + I − 2ξ. Together, we get 2ξ =β 0. Hence, ξ =β 0 or
ξ =β 1/2, and for these cases we have P = N = G.
Next, we are going to show that for each g′, we have either
P (A, gA) = P (g′A, gg′A) or P (A, gA) = N(g′A, gg′A).
It is clear that this is enough to prove the desired statement in the Lemma. Note
that we already proved that there is sgn(A, gg′A) such that
ξa(A, gg
′A) =β sgn(A, gg′A)ρ(A, gg′A)
for β-almost all a in G, and ξa(A, g
′A) =β sgn(A, g′A)ρ(A, g′A) for β-almost all a in
G. Therefore, by the definition and Lemma 7.8 (1) we have
ξa(g
′A, gg′A) = ξa(g′A,A) + ξa(A, gg′A)
=2β sgn(A, gg
′A)ρ(A, gg′A)− sgn(A, g′A)ρ(A, g′A)
for 2β-almost all a in G, and this finishes the proof of the lemma. 
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In the rest of the section for the compact case, we will focus on ξa(A, gA). By
Lemma 7.9, we let ξ(g) = sgn(A, gA)ρ(A, gA).
Definition 7.10. Let G,H be topological groups and q > 0 be a real number. A
map pi : G→ H is a a q-almost homomorphism if for every x, y in G,
dH(pi(xy), pi(x)pi(y)) < q,
where dH is a Riemann metric on H. Two maps pi1, pi2 : G → H are q-close if for
every x in G, dH(pi1(x), pi2(x)) < q.
We use the following geometry theorem by Grove, Karcher, and Ruh [23] and inde-
pendently by Kazhdan [26], that in a compact Lie groups an almost homomorphism
is always close to a homomorphism uniformly. We remark that the result is not true
for general compact topological groups, as a counterexample is given in [40].
Theorem 7.11 (Grove–Karcher–Ruh; Kazhdan). Let G,H be compact Lie groups.
There is a constant c only depending on H, such that for every real number q in
[0, c), if pi : G → H is a q-almost homomorphism, then there is a homomorphism
χ : G→ H which is 1.36q-close to pi.
By Lemma 7.8 (4) and Lemma 7.9, clearly the map pi : g 7→ ξ(g) is a η-almost
homomorphism maps G to T. Since the Riemann metric on T is just the euclidean
metric in R/Z, a direct application of Theorem 7.11 gives us a group homomorphism
χ which is 1.36η-close to ξ. It is easy to check that the group homomorphism χ we
obtained is universally measurable, and hence continuous. With all tools in hand
we are going to prove the main theorem of this section for connected compact Lie
groups.
Theorem 7.12 (Reduction to subgroups). Suppose H is a compact closed subgroup
of G, and H has the strong Bohr-Kemperman property, and µH(A ∩ aH) + µH(B ∩
Hb) < 1 for all a and b in G. Then G also has the Bohr-Kemperman property with
γ = O(ε2).
Proof. By Theorem 7.11, we have χ : G → T a continuous surjective group ho-
momorphism, and G is a connected Lie groups which implies G/ ker(χ) ∼= T. Let
K = ker(χ). It remains to show that A and B are almost Bohr sets. Let C = AB. By
tne way we construct χ, we have that for every h ∈ K, C =η hC for some η = O(γ1/2).
Suppose µG(C4χ−1χ(C)) > 2η. Note that K is normal, by Lemma 5.1, there is h
in K such that µG(C4hC) > η since hC ⊆ χ−1χ(C), and this is a contradiction.
Hence µT(χ(C)) ≤ µG(C) + η.
By the Fubini Theorem, we have µT(χ(A)) ≥ µG(A) and µT(χ(B)) ≥ µG(B). Us-
ing Kneser’s inequality over T, we have µT(χ(A)) ≤ µG(A) + O(η) and µT(χ(B)) ≤
µG(B) + O(η), and (χ(A), χ(B)) is η-nearly minimally expanding. Hence by the
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inverse theorem of the Kneser inequality on T, there is a continuous surjective
group homomorphism ι : T → T and two compact intervals I and J in T with
µT(I) = µG(A) and µT(J) = µG(B), such that µT(χ(A)4ι−1(I)) = O(η) and
µT(χ(B)4ι−1(J)) = O(η). Therefore, we have
µG(A4(χ ◦ ι)−1(I)) = O(η) and µG(B4(χ ◦ ι)−1(J)) = O(η).
Note that all the above argument requires the size of A and B are small. For sets
A, B which are not small, the result follows from Lemma 5.3 and Lemma 6.7. 
7.2. When G is noncompact. In the rest of the section, G is a connected unimod-
ular locally compact but noncompact Lie group, and A, B are σ-compact subsets of
G such that (A,B) is minimally expanding. Let H be a closed unimodular subgroup
of G, and G/H, H\G be the homogeneous space. We remark that G/H and H\G
are not necessarily unimodular. The key ingredient in this section is to show that
by choosing an appropriate H, one can arrange G/H and H\G to be compact. We
first define the Bohr-Kemperman property for noncompact groups.
Definition 7.13. A unimodular noncompact group G has the Bohr-Kemperman
property if for all σ-compact subsets A and B of G such that µG(A) > 0, µG(B) >
0, and (A,B) is minimally expanding, then there is a continuous surjective group
homomorphism χ : G→ R and compact intervals I and J in R such that
A = χ−1(I) and B = χ−1(J).
The next lemma is an analogue of Lemma 7.5 and Lemma 7.7.
Lemma 7.14. Suppose H is a closed unimodular noncompact subgroup of G with
the Bohr-Kemperman property. Then there is a continuous surjective group homo-
morphism χ : H → R and compact intervals IA and IB in R such that the following
hold.
(1) µR(IA) = µG(A)/µG/H(AH) and µR(IB) = µG(B)/µH\G(HB).
(2) for almost all a ∈ AH there is ζa(A) ∈ R such that aH∩A = aχ−1(ζa(A)+IA).
(3) for almost all b ∈ HB there is ζb(B) ∈ R such that Hb∩B = χ−1(ζb(B)+IB)b.
(4) µG/H(AH) = µG/H(G/H) and µH\G(HB) = µH\G(H\G). In particular,
G/H and H\G are compact.
Proof. Without loss of generality we assume µG/H(AH) ≥ µH\G(HB). We choose b
in B uniformly at random. By Lemma 7.1 and the quotient integration formula, and
the fact that H has the Bohr-Kemperman property, we have
Eb∈BµG(A(B ∩Hb)) =
∫
G/H
Eb∈BµH
(
(A ∩ aH)(B ∩Hb))dµG/H(aH)
≥ µG(A) + Eb∈BµH(B ∩Hb)µG/H(AH)(13)
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= µG(A) +
µG/H(AH)
µH\G(HB)
µG(B).
Since (A,B) is minimally expanding, by the fact that µG(AB) ≥ Eb∈BµG(A(B∩Hb)),
for almost all g in B we have µH(B∩Hg) = Eb(B∩Hb). We also have µG/H(AH) =
µH\G(HB). By choosing a long fiber in AH and apply the same argument, and by
Lemma 6.7, there is a continuous surjective group homomorphism χ : H → R and
compact intervals I, J in R with
µR(I) =
µG(A)
µG/H(AH)
, µR(J) =
µG(B)
µH\(HB)
,
such that for almost all a in A and b in B there is ζa(A) and ζb(B) in R, such that
µH
(
(A ∩ aH)4aχ−1(ζa(A) + I)
)
= 0, µH
(
(B ∩Hb)4χ−1(ζb(B) + J)b
)
= 0.
It remains to prove the statement (4). By using a similar argument used in
Lemma 7.7, we conclude that we get for every g in G, µG/H(gAH4AH) = 0. We
will show that this is enough to derive that µG/H(AH) = µG/H(G/H). Suppose this
is not the case. Note that since µG(A) > 0, there is an element a in A such that for
every open set U containing a as an inner point, we have µG(U ∩ A) > 0, otherwise
we will get µG(A) = 0. If µG/H(G/H) > µG/H(AH) + c for some constant c, then
G/H \AH contains an open set W , let b be a inner point of W . Let g = ba−1, then
µG/H(gAH4AH) > 0, and this is a contradiction. 
From the proof of Lemma 7.14, we also get the following corollary immediately.
Corollary 7.15. Suppose Rd is a closed subgroup of G for some d ≥ 1, then d = 1.
Proof. Let H = Rd in Lemma 7.14. This follows from equality (13), as well as the
Brunn–Minkowski inequality in Rd. 
We remark that since G/H and H\G are compact, the invariant Radon measures
determined by µG/H and µH\G are both left and right translation invariant. The next
lemma is an analogue of Lemma 7.8 and Lemma 7.9. Since the map exp : g→ G is
no longer surjective, the proof here is slightly different.
Lemma 7.16. Suppose R is a closed subgroup of G. Then for every g1 and g2 in G,
we have the following:
(1) ξa(g1A, g2A) is a constant for almost all a in G.
(2) ξa(A, g1g2A) = ξa(A, g1A) + ξa(A, g2A).
Proof. We will first show that for every g1 and g2 in G, ‖ξa(g1A, g2A)‖ is a constant
in R for almost all a in G. For g1 and g2 such that µG(g1A ∩ g2A) > 0, this follows
from Lemma 7.14 that
‖ξa(g1A, g2A)‖ = µG(A)− µG(g1A ∩ g2A).
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Let U be the subset of G such that for every g in U we have µG(A∩gA) > 3µG(A)/5.
Then U is open and containing idG. By Lemma 7.3, every element in G can be
represented by a finite product of elements in U , and for every u1, u2 in U ,
µG(A ∩ u1A) > 3
5
µG(A), µG(u1A ∩ u1u2A) > 3
5
µG(A),
which implies that µG(A ∩ u1u2A) > µG(A)/5. In particular, let W be the set
of elements in g such that µG(A ∩ gA) > 0, we have U2 ⊆ W . We first claim
that for every g in W , if ξa(A, gA) = 0 for almost all a, then for every integer k
we have ξa(A, g
kA) = 0. Indeed ξa(A, gA) = 0 implies µG(A ∩ gA) = µG(A), hence
µG(A∩gkA) = µG(A) for every integer k, this implies gk is in W , and ξa(A, gkA) = 0.
Let exp : g → G where g is the Lie algebra of G. Since G is connected, there is
X an open subset of g containing 0 such that the exp map is diffeomorphism. Let
U ′ = U ∩ exp(X), then U ′ is open since exp(X) containing idG as an inner point.
Let g be in U ′ with ξa(A, gA) 6= 0 for almost all a, observe that we have
ξa(A, gA) = ξa(A, g
1/2A) + ξa(g
1/2A, gA),
which is either 2ξa(A, g
1/2A) or 0, since we have ‖ξa(g1/2A, gA)‖ = ‖ξa(A, g1/2A)‖.
It is clear that the latter case cannot happen. By induction, we get for every positive
integer k, ξa(A, g
kA) = kξa(A, gA) for almost all a in G. Similarly, observe that
ξa(A, gA) = ξa(A, g
−1A) + ξa(g−1A, gA)
for almost all a, and ‖ξa(g−1A, gA)‖ = ‖ξa(A, g2A)‖ = 2‖ξa(A, gA)‖, we conclude
that ξa(A, g
−1A) = −ξa(A, gA) for g in U ′.
Next, by comparing ξa(A, gg
′A) and ξa(A, (gg′)−1A), we have for every g and g′ in
U ′,
ξa(A, gg
′A) = ξa(A, gA) + ξa(A, g′A)
for almost all a in G. Note that for every g in G, there are finitely many elements
u1, . . . , un in U
′ such that g =
∏n
i=1 ui. Again by using induction, we conclude that
(14) ξa(A, gA) =
n∑
i=1
ξa(A, uiA),
otherwise by induction hypothesis we will have ‖ξa(A, un−1unA)‖ = ‖ξa(A, un−1A)−
ξa(A, unA)‖, and this is a contradiction.
It remains to show that for every g in U ′, sgn(ξa(A, gA)) is a constant for almost
all a in A. This can be done by applying the same proof of Lemma 7.9, and we
omit the details here. Now, by equation (14), we have for every g, ξa(A, gA) is a
constant for almost all a. In order to show that ξa(g1A, g2A) is a constant, first
observe that ‖ξa(g1A, g2A)‖ = ‖ξa(A, g−11 g2A)‖ which is a constant, and by the fact
that ξa(g1A, g2A) = ξa(g1A,A) + ξa(A, g2A), we have the desired conclusion. 
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Let ξ(g) be the value of ξa(A, gA) for some generic fiber aH. Let
χ : G→ R
g 7→ ξa(A, gA).
Then it is easy to see that χ is a continuous surjective group homomorphism since
µG(A4gA) is continuous as a function for g. The next lemma is the main result in
this section for noncompact groups.
Theorem 7.17 (Reduction to subgroups in noncompact groups). Suppose R is a
closed subgroup of G. Then there is a continuous surjective group homomorphism
χ : G→ R, and compact intervals I and J in R such that
µG(A4χ−1(I)) = 0 and µG(B4χ−1(J)) = 0
Proof. Since χ is also open, let K = ker(χ), and we have G/K ∼= R. Let C = AB,
not that for every h in K we have hC = C. By the quotient integration formula, we
have
µG(C) =
∫
G/K
∫
K
1C(hg)dµK(h)dµG/K(gK) = µR(χ(C)).
By the Fubibi Theorem and the Brunn–Minkowski inequality on R, we have
µR(χ(A)) = µG(A), µR(χ(B)) = µG(B)
and (χ(A), χ(B)) is minimally expanding in R. Hence by the inverse theorem of the
Brunn–Minkowski inequality in R, χ(A) and χ(B) are two compact intervals, we
denote them by I and J respectively. Hence
µG(A4χ−1(I)) = 0, and µG(B4χ−1(J)) = 0,
as desired. 
8. Toric expanders
Through out the section, we will assume G is a connected compact Lie group, and
A is a σ-compact subset of G. By Cartan’s theorem, every element in G is covered
by a maximal torus, and all the maximal tori are conjugate to each other.
Definition 8.1. A σ-compact A ⊆ G is called a toric K-expander, if there is a
torus T ≤ G such that µG(AT ) > KµG(A).
Intuitively, if A is a subset of G with small positive measure and T is a torus of G,
then it is likely that µG(AT ) is much larger than µG(A). This increases the chance
that A is a toric K-expander. The goal of this section, which is of independent
interest, is to obtain a lower bound in term of K for a subset A of G which is not a
toric K-expander.
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Let A be a measurable subset of G which is not a toric K-expander. We will obtain
a constant C(K) depending only on K, and A′ ⊆ G which is a union of at most
C(K) right translationd of A, such that µG(A
′) > 1/2µG(G). It is easy to see that
the desired conclusion follows from this construction.
We now provide a pseudo construction of A′ as described in the preceding paragraph.
First, we can obtain finitely many torus H1, . . . , Hn such that
H1 · · ·Hn = G = G−1 = (Hn)−1 · · · (H1)−1 = Hn · · ·H1.
So in particular, every g ∈ G can be expressed as a product hn . . . h1 with hi ∈ Hi
for i ∈ {1, . . . , n}. Since µG(AH1) < KµG(A), we pretend that we can cover AH1
with (K + 1) right translations of A. It can be then shown that AH1 is not a toric
K(K + 1)-expander. Then we can further pretend that we can cover AH1H2 with
K(K+1)+1 right translates of AH1 which can then be covered by K(K+1)
2+(K+1)
right translates of A. Continuing the procedure, we get C(K) such that AHn · · ·H1
can be covered by C(K) right translates of A. Set A′ = AH1 · · ·Hn. We can see that
A′ = G in this case. So, in particular, µG(A′) > 1/2µG(G).
The pseudo argument in the preceding paragraph does not actually work. In partic-
ular, µG(AH1) < KµG(A) does not imply that AH1 can be covered by (K + 1) right
translations of A. However, we can approximate the argument to obtain the right
construction of A′.
Lemma 8.2. Suppose A is not a toric K-expander. Then for every g1, . . . , gd ∈ G,
we have
µG(
⋃d
j=1Agj)
µG((
⋃d
j=1 Agj)T )
>
K
d
for every torus T .
Proof. Note that we have( d⋃
j=1
Agj
)
T ⊆
d⋃
j=1
A(gjT ) ⊆
d⋃
j=1
A(gjTg
−1
j )gj =
d⋃
j=1
ATjgj,
where Tj is a torus such that gjTg
−1
j = Tj. Hence
µG
(( d⋃
j=1
Agj
)
T
)
≤
d∑
j=1
µG(ATj) <
d
K
µG(A) ≤ d
K
µG
( d⋃
j=1
Agj
)
,
as desired. 
Lemma 8.3. Let H be a subgroup of G. Suppose there is a constant κ > 0 such
that µG(A) > κµG(AH). Then for every ε > 0, there is ` = `(κ, ε) > 0 such
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that there are h1, . . . , h` ∈ H, and µG(A′H \
⋃`
j=1A
′hi) < ε, and A′ ⊆ A with
µG(A
′) > (1−K)µG(A) where K > 0 is a constant only depending on κ and ε, and
µG(A
′) > κµG(A′H). Moreover, we can take ` < Oκ(log 1/ε).
Proof. Let µG/H be the normalized invariant Radon measure induced on the homo-
geneous space, and let
H[√ε,1] = {g ∈ G/H |
√
ε ≤ µH(A ∩ gH) ≤ 1},
H ′ = {g ∈ G/H | A ∩ gH 6= ∅}.
Let x = µG/H(H
′ \ H√ε,1). Then µG/H(H[√ε,1]) = 1 − x. One has κµG/H(H ′) <
µG(A) ≤ (x
√
ε+ (1− x))µG/H(H ′). It follows that
µG/H(H
′ \H[√ε,1])
µG/H(H ′)
<
1− κ
1−√ε.
Let A′ =
⋃
a∈H[√ε,1] A ∩ aH, then
µG(A
′) ≥ κ−
√
ε
κ(1−√ε)µG(A).
Let K = ( 1
κ
− 1)√ε. It is easy to see that we still have µG(A′) > κµG(A′H). It
remains to check one can cover (1− ε)A′H be finite right translations of A′ along H.
Note that
EhµG(A′ ∩ A′h) =
∫
H
µG(A
′ ∩ A′h)dµH(h) =
∫
H
∫
G
1A′(g)1A′(gh)dµG(g)dµH(h).
Using the Quotient Integral formula, we have
EhµG(A′ ∩ A′h) =
∫
G
1A′(g)µH(A
′ ∩ gH)dµG(g)
=
∫
G/H
µ2H(A
′ ∩ gH)dµG/H(g) ≤
( ε
κ
+
√
ε
(1
κ
− 1))µG(A′).
Therefore, by the inclusive-exclusive principle, one can cover (1− ε)A′H by at most
` =
log 1−ε
κ
log(1 + ( 1
κ
− 1)√ε) < Oκ
(
log
1
ε
)
right translations of A′. 
Lemma 8.4. Let G be a connected compact group. Then there is a constant n
depending only on the dimension of G such that there are n tori H1, . . . , Hn in G
with H1 · · ·Hn = G.
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Proof. Suppose G has dimension d, we first obtain H1, . . . , Hd such that H1 · · ·Hd
contains an open neighborhood of idG. It suffices to ensure that dim(H1 · · ·Hi+1) >
dim(H1 · · ·Hi) in a neighborhood of idG. Suppose we have completed step i. As G
is connected, G is the union of the one parameter subgroups of G, we can choose an
element in G such that dim(H1 · · ·Hi〈exp(g)〉) has strictly bigger dimension. As one
can always find a maximal torus containing any element we get Hi+1 such that we
have the desired inequality.
Now as G is compact, it is a finite union of finite right translations of H1 · · ·Hd
say H1 · · ·Hdg1, . . . , H1 · · ·Hdgk. Pick maximal torus Hd+1, . . . , Hd+k containing the
elements g1, . . . gk. Then it is easy to check that H1 · · ·Hd+k = G. 
Lemma 8.5. Suppose A ⊆ G is not a toric K-expander, then there is C = C(K)
such that µG(A
′) < CµG(A) and for all g ∈ G
µG(A
′g ∩ A)
µG(A)
>
1
2
.
Proof. LetH1, . . . , Hn be the tori such thatG = H1 · · ·Hn obtained using Lemma 8.4.
Set A0 = A. For every ε0, . . . , εn−1, construct A1, . . . , An satisfying the following
conditions
(1) Ai+1hi+1 ⊇ (1− εi)Ai for any hi+1 ∈ Hi+1.
(2) µG(Ai) < C(ε0, . . . , εi−1)µG(A)
(3) Ai is not a toric Ki-expander with Ki = Ki(ε0, . . . , εi−1).
Let A′ = An. We verify that it satisfies the given condition. Note that G = G−1 =
(H1 . . . Hn)
−1 = Hn · · ·H1. Hence, an arbitrary g ∈ G can be written as a product
hn · · ·h1 with hi ∈ Hi for i ∈ {1, . . . , n}. By the inclusive-exclusive principle, we
have A′g = Anhn · · ·h1 contains at least (1− ε) of A, where
ε =
n−1∑
j=0
2jεj.
Next, we show that sets A1, . . . , An which satisfy the properties above exist. We
will construct it inductively. Suppose We have A0, . . . , Ai satisfying (1). By (3), Ai
is not a toric Ki-expander. Let δ > 0 depend only on εi and Ki. By Lemma 8.3,
There is Bi ⊆ Ai with µG(Bi) > (1 − δ′)µG(Ai), where δ′ = (Ki − 1)
√
δ, and
h1, . . . , hD ∈ Hi+1 such that
µG
(
BiHi+1 \
D⋃
j=1
Bihj
)
< δ,
and D = O(log 1/δ). Let Ai+1 =
⋃D
j=1Bihj. Then for every g ∈ Hi+1, Ai+1g contains
at least (1−Dδ) of Bi, hence it contains at least (1−Dδ)(1− δ′) proportion of Ai.
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Observe that Dδ = O(δ log(1/δ)), hence by choosing δ small enough we can make
(1−Dδ)(1− δ′) to be at least (1− εi+1). Also by Lemma 8.2 we have Ai+1 is not a
toric DKi-expander, and µG(Ai) < DµG(Ai−1). 
Theorem 8.6 (Bounding size of toric nonexpanders). Let A be a compact subset of
G. Suppose A is not a tori K-expander, then there is a constant C = C(K) such
that µG(A) > C.
Proof. Let A′ be as in Lemma 8.5. Then∫
G
1A′(x)dµA ∗ µG(x) =
∫
G
∫
G
1A′(xy)dµA(x)dµG(y)
=
∫
G
µG(A
′y−1 ∩ A)
µG(A)
dµG(y) ≥ 1
2
.
This means µA ∗ µG(A′) ≥ 1/2. By Lemma 3.8, this implies µG(A′) ≥ 1/2. Since
µG(A
′) < CµG(A) for some constant C = C(K), we get µG(A) > 1/2C. 
9. Proof of the main theorems
In this section, we prove Theorems 1.1 and 1.3. We first consider the case when G is
compact. We will present two approaches to reduce the problem to Lie groups. The
first approach is rather “elementary”, but it requires the error δ in Theorem 1.3 to
be depending on not only ε, but the bound depends on the group G. In the second
approach, we will use a finer argument to bound the dimension of Lie groups, to
remove the dependence in the first approach.
Our next lemma shows that one can approximate (A,B) arbitrarily well by open
sets.
Lemma 9.1. Suppose A and B are compact subset of G, and UAB is an open subset
of G containing AB. Then there are open subsets UA and UB of G with A ⊆ UA and
B ⊆ UB such that AUB ⊆ UAB and UAB ⊆ UA,B.
Proof. By symmetry, it suffices to find UA. First consider the case where A = {idG}.
As a topological space, G is locally compact. Hence, there is a sequence (Un) of open
neighborhoods of 1G such that with Un+1 the closure of Un+1, we have Un+1 is a
compact subset of Un. If c is an element in
⋂
n UnB, then c = anbn with an ∈ Un and
bn ∈ B. The sequence (an) converges to 1G and B is compact, so c is in B. Hence,⋂
n
UnB = B.
For each n, UnB is compact. As UnB = B is a subset of UAB, there must be n such
that UnB ⊆ UAB. We can then choose UA to be Un for such n.
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The special case where A consists of a single element can be reduced to the special
case in the preceding paragraph by left translation. We now address the general case.
For each a ∈ A, we can use the known special case to find Ua such that UaB ⊆ UA,B.
As A is compact, we can find as finite subset ∆ of A such that A ⊆ ⋃a∈∆ Ua. Setting
UA :=
⋃
a∈∆ Ua, we can check that UA is as desired. 
The main ingredient for Proposition 9.3 is the following theorem by Gleason [19]
and Yamabe [41], which resolves Hilbert 5-th problem. The last statement is not
part of the usual statement, but can be easily arranged by choosing the connected
component.
Theorem 9.2 (Gleason–Yamabe Theorem). For any connected locally compact group
G and any neighborhood U of the identity in G, there is a compact normal subgroup
H ⊆ U of G such that G/H is a connected Lie group. Moreover, we can arrange
that H is connected.
Proposition 9.3. Suppose A and B are sufficiently small compact subsets of G,
and (A,B) is γ-nearly minimal expanding. Then there is a connected closed normal
subgroup H of G such that G/H is a Lie group, and if pi : G → G/H is a quotient
map, then µG/H(piA) + µG/H(piB) < 1.
Proof. Obtain UAB open containing AB such that µG(UAB)− µG(AB) < ε. We can
arrange that µG(UAB) < 1/2. Get UA, UB as in Lemma 9.1. By translating A on the
left and translating B on the right, arrange 1G in UA ∩ UB. Use Gleason–Yamabe
Theorem, get H ⊆ UA ∩ UB such that G/H is Lie group. Suppose µG/H(piA) > 1/2.
Then µG(AUB) ≥ 1/2 contradicting µG(UAB) < 1/2. A similar argument yield
µG/H(piB) < 1/2. So we get desired conclusion. 
Proposition 9.3, together with Theorem 6.6, will reduce the problem to connected
compact Lie groups. Note that the constant C obtained in Theorem 8.6 depends on
the dimension of the Lie group G. To see this, note that there are only finitely many
connected compact simple Lie groups with bounded dimension, thus we can take
the constant C to be the minimum among all the simple Lie groups with bounded
dimension when G is simple. When G is not simple, C can be obtained by inducting
on the dimension of G. Indeed, suppose G = H1H2, and in H1 we need n1 tori
in Lemma 8.4, in H2 we need n2 tori in Lemma 8.4. Note that tori in H1 and
H2 can be extended to tori in G, hence the constant C is at least K
n1+n2 , where
constant K comes from the toric K-expander. We are now going to present the
second approach, to bound the dimension of Lie group. The Lie group we obtained
is indeed a Hrushovski Lie model. Recall that a set S is K-approximate if S2 ⊆ XS
for some finite set X of cardinality K. The next theorem by Tao [34] is able to extract
an approximate group from the fact that (A,B) is nearly minimally expanding.
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Theorem 9.4 (Tao). Let A,B be subsets of G with µG(A), µG(B) > 0. Suppose
µG(AB) < Kµ
1/2
G (A)µ
1/2
G (B), then there is an open set S with µG(S) > µG(A)/2K,
so that
µG(AS
3A−1) ≤ KO(1)µG(A),
and there is a finite set P or cardinality O(KO(1)) such that A ⊆ PS3 and B ⊆ S3P .
The study of continuous approximate groups by Carolino [11] is able to find a
Hrushovski’s Lie model, and to control the dimension of the Lie group.
Theorem 9.5 (Carolino). Let G be a connected compact group, and A be an open
K-approximate group. Then there is a subset A′ of A4, and a connected compact
normal subgroup H in A′, such that G/H is a Lie group of dimension O(K).
The next proposition is a replacement of Proposition 9.3, with a dimension bound.
Proposition 9.6. Suppose A and B are sufficiently small compact subsets of G,
and (A,B) is γ-nearly minimal expanding. Then there is a positive integer d, and a
connected closed normal subgroup H of G such that G/H is a Lie group of dimension
at most d, and if pi : G→ G/H is a quotient map, then µG/H(piA) + µG/H(piB) < 1.
Proof. By Theorem 9.4, there is a constant K, and an open K-approximate group
S3, such that A can be covered by O(K) right translation of S, and B can be covered
by O(K) left translation of S. By Theorem 9.5, there is a closed connected normal
subgroup H in S12, such that G/H is a Lie group of bounded dimension. Let pi be
the quotient map. It remains to show that µG/H(piA) + µG/H(piB) is small. Since
ker(pi) ⊆ S12, we have
µG/H(pi(S
3)) ≤ µG(S3 ker(pi)) ≤ µG(S15).
By Theorem 9.4, we have in particular µG(S
3) ≤ KO(1)µG(A). Therefore, whenA and
B are sufficiently small, µG/H(pi(S
3)) is small. Since pi(A) can be covered by O(KO(1))
right translation of pi(S3), and pi(B) can be covered by O(KO(1)) left translation of
pi(S3), making µG/H(pi(S
3)) sufficiently small would imply µG/H(piA) + µG/H(piB) <
1, as desired. 
By the main result in Section 7, we show that if there is H such that for all a, b
µH(A ∩ aH) + µG(B ∩Hb) < 1,
then we are able to construct the desired group homomorphism from G to the torus.
If the above equality fails for every maximal tori H, we basically force the sets A
and B contain long fibers in every direction, thus both A and B are Kakeya set; see
the definition of Kakeya sets in Lie groups in [31]. It is known that Kakeya sets can
have arbitrarily small measure, but when A,B is also nearly minimally expanding,
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the next lemma shows that A,B must be toric nonexpander, and thus have large
measure.
Lemma 9.7. Let G be a compact Lie group, and let H be a maximal torus of G.
Suppose either there is a ∈ A such that µH(A∩ aH) > 12 , or there is b ∈ B such that
µH(B ∩Hb) > 12 . Then there is a constant κ with κ > 1/17, and
min
{
µG(A)
µG(AH)
,
µG(B)
µG(HB)
}
≥ κ.
Proof. We may assume µG(A) = µG(B). Suppose µH(B∩Hb) > 1/2 for some b ∈ B.
Let
AH(1/2,1] =
{
a ∈ AH
∣∣∣µH(A ∩ aH) > 1
2
}
,
AH[0,1/2] =
{
a ∈ AH
∣∣∣µH(A ∩ aH) ≤ 1
2
}
.
Assume µG(AH(1/2,1]) > 2µG(A). Then by Fact 3.4, we have
µG(A) =
∫
G
µH(A ∩ aH)dµH(a) ≥
∫
AH(1/2,1]
1
2
dµH(a) > µG(A),
which is a contradiction. Now we assume that µG(AH[0,1/2]) > 2µG(A)+2µG(B)+4γ.
Again by Lemma 7.1 we get
µG(A(B ∩Hb)) ≥
∫
AH[0,1/2]
µH((A ∩ aH)(B ∩Hb))dµG(a)
Observe that µH((A ∩ aH)(B ∩Hb)) > 1/2 since µH(B ∩Hb) > 1/2, we have
µG(AB) ≥ µG(A(B ∩Hb)) ≥ 1
2
µG(AH[0,1/2]) > µG(A) + µG(B) + γ,
which contradicts that (A,B) is γ-nearly minimally expanding. Hence µG(AH) <
7µG(A). This implies that there is a ∈ A such that µH(A ∩ aH) > 1/7. Now we
apply the same argument we used above for the set B, we conclude that we have
µG(HB) < 17µG(B). 
The following theorem is a combined restatement of Theorem 1.3 and Theorem 1.1(v).
Theorem 9.8 (Main theorems for compact groups). For every ε1, ε2 > 0 there is
δ = Oε1(ε2) > 0 such that the following hold. Let G be a compact group, and let A,B
be compact subsets of G such that if
µG(A), µG(B), 1− µG(A)− µG(B) > ε1
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and (A,B) is δ-nearly minimally expanding. Then there is a continuous surjective
group homomorphism χ : G → T such that there are compact intervals I, J in T
with µT(I) = µG(A), µT(J) = µG(B), and
µG(A4I) < ε2, µG(B4J) < ε2.
Moreover, if ε1 = ε2 = 0, we can take δ = 0, and A = χ
−1(I), B = χ−1(J).
Proof. By Lemma 5.1, there are compact subsets A′ ⊆ A and B′ ⊆ B such that
µG(A
′), µG(B′) are sufficiently small so that Proposition 9.6 valid. We also have
(A′, B′) is O(δ)-nearly minimally expanding. By Proposition 9.6 and Theorem 6.6,
there is a connected closed normal subgroup H of G, such that L = G/H is a Lie
group, and we get A′′, B′′ σ-compact subsets of L such that (A′′, B′′) is O(δ)-nearly
minimally expanding. Moreover, let pi : G → L be the quotient map, we have
µG(A
′4pi−1(A′′)) = O(δ), and µG(B′4pi−1(B′′)) = O(δ). Also by Lemma 9.6, there
is d > 0 such that dim(L) ≤ d.
Given the upper bound on the dimension of L, let κ be the constant obtained in
Lemma 9.7. By Theorem 8.6, there is a constant C such that every A with µG(A) < C
is a toric κ-expander. Applying Lemma 5.1 again to get A′′′, B′′′ σ-compact subsets
in L such that both µL(A
′′′) and µL(B′′′) have measure in [C/100, C), and (A′′′, B′′′) is
O(δ)-nearly minimally expanding. Hence, by Lemma 9.7, there is a closed subgroup
H of G, H is a torus, and for all a ∈ A′′′H and all b ∈ HB′′′ we have
µH(A
′′′ ∩ aH) + µH(B′′′ ∩Hb) < 1,
By Theorem 7.12, we conclude that there is a continuous surjective group homo-
morphism ι : L → T and compact intervals I1, J1 in T with µT(I1) = µL(A′′′) and
µT(J1) = µL(B
′′′) such that
µL(A
′′′4ι−1(I1)) < O(δ), µL(B′′′4ι−1(J1)) < O(δ).
By Lemma 6.7, since both (A′′′, B′′) and (A′′, B′′′) are O(δ)-nearly minimally expand-
ing, there are compact I2, J2 ⊆ T with µT(I2) = µL(A′′) and µT(J2) = µL(B′′) such
that
µL(A
′′4ι−1(I2)) < O(δ), µL(B′′4ι−1(J2)) < O(δ).
Let χ = pi ◦ ι, then clearly χ is a continuous surjective group homomorphism, and
µG(A
′4χ−1(I2)) < O(δ), µG(B′4χ−1(J2)) < O(δ).
Again, since both (A′, B) and (A,B′) are O(γ)-nearly minimally expanding, there
are compact intervals I, J in T with µT(I) = µG(A) and µT(J) = µG(B) such that
µG(A4χ−1(I)) < O(δ), µG(B4χ−1(J)) < O(δ).
We also have ε2 = O(δ). It is clear (from all the proofs in the previous sections)
that in each step if we assume ε1 = ε2 = 0, we can also take δ = 0, this will give us
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µG(A4χ−1(I)) = 0 and µG(B4χ−1(J)) = 0. Since A,B are compact, we must have
A = χ−1(I) and B = χ−1(J). 
Next, let us consider the case when G is a connected unimodular locally compact
noncompact group.
Lemma 9.9. Let G be a connected locally compact noncompact group, and A,B ⊆ G
are measurable, such that (A,B) is minimally expanding. Then there is a connected
closed normal subgroup H of G, and measurable sets A′, B′ in G/H, such that (A′, B′)
is minimally expanding, G/H is a connected Lie group, and if pi : G → G/H is the
quotient map, then µG(A4pi−1A′) = 0 and µG(B4pi−1B′) = 0.
Proof. Replacing A and B by σ-compact subsets with the same measure, we can
assume that A and B are σ-compact. Choose an increasing sequence (An) of compact
subsets of A and an increasing sequence (Bn) of compact subsets of B such that
A =
⋃∞
n=0An and B =
⋃∞
i=0Bn. Then we will have (An, Bn) is δn-nearly minimally
expanding with limn→∞ δn = 0. For each n, An and Bn are compact. Hence, piAn and
piBn are also compact and, in particular, has finite measure by Fact 3.1(2). Applying
proof of Theorem 6.6, with A′n = piAn,(1/2,1] and B
′
n = piBn,(1/2,1] such that
µG(pi
−1A′n4An) < 1/n2 and µG(pi−1B′n4Bn) < 1/n2
we have (A′n, B
′
n) is 9δn-nearly minimally expanding and
µG(pi
−1A′n4An) < 5δn and µG(pi−1B′n4Bn) < 5δn.
Note that the sequences (A′n) and (B
′
n) are increasing. Take A
′ =
⋃∞
n=1A
′
n and
B′ =
⋃∞
n=1B
′
n. It is easy to see that
µG(pi
−1A′4A) = 0 and µG(pi−1B′4B) = 0.
and (A′, B′) is minimally expanding. 
The next theorem includes Theorem 1.1(vi) as a special case.
Theorem 9.10 (Main theorem for noncompact groups). Suppose G is a connected
unimodular noncompact group, and A,B ⊆ G are µG-measurable subsets of G such
that (A,B) is minimally expanding. Then there is a continuous surjective group
homomorphism χ : G→ R with compact kernel and compact intervals I, J ⊆ R such
that
µG(A4χ−1(I)) = 0, and µG(B4χ−1(J)) = 0.
Moreover, if A and B are compact, then Aχ−1(I) and B = χ−1(J).
Proof. By Lemma 9.9, there is a connected compact closed normal subgroup H of
G, such that L := G/H is a connected Lie group. Note that L is no compact
because G is not compact, and L is unimodular by a calculation of the mod function.
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Let pi : G → L be the projection map. By Lemma 9.9, we obtain µL-measurable
A′, B′ ⊆ L such that (A′, B′) is minimally expanding, and µG(A4pi−1A′) = 0 and
µG(A4pi−1B′) = 0.
Then we have µL(pi(A)) = µG(A) and µL(pi(B)) = µG(B), and (pi(A), pi(B)) is
minimally expanding. We first consider the case when L is a simple Lie group. By
the Cartan decomposition, L can be written as KXK, such that X is an abelian
group, and K/Z(L) is compact where Z(L) is the center of L. If Z(L) is trivial, we
have that X is noncompact, then R is a closed subgroup of L. Note that R has the
Bohr-Kemperman property, so the desired result follows from Theorem 7.17. The
real dimension of G in this case follows from Corollary 7.15.
Hence we may assume that Z(L) is nontrivial and X is compact, so Z(L) is
discrete, and L/Z(L) is compact. Since A and B are σ-compact, there is a finite
positive integer K such that A, B, and AB has the same measure in L/KZ(L)
after applying the canonical projection. Let pi denote the projection map. By the
regularity of Haar measure, there is a compact set A′ subset of pi(A) in L/KZ(L),
and a compact set B′ subset of pi(B) in L/KZ(L), such that
µL/KZ(L)(A
′B′) < µL/KZ(L)(A′) + µL/KZ(L)(B′) + γ
for arbitrarily small γ > 0. Since L/KZ(L) is compact, by Theorem 9.8, there is a
continuous surjective group homomorphism χ : L/KZ(L)→ T. Let ι : pi ◦ χ, then ι
is a continuous surjective group homomorphism from L to T, since L is a Lie group,
we have L/ ker(ι) ∼= T. Now, by the assumption that L is noncompact, and simple,
we have that ker(ι) is discrete, hence L has dimension one. This implies that L ∼= R,
and the claim follows from the inverse theorem of the Brunn–Minkowski inequality
for R.
L L/KZ(L)
R/Z
pi
ι
χ
For the case when L is not simple, by induction, L contains a closed noncompact
normal subgroup H with lower dimension. Hence H is unimodular, and by the in-
duction hyothesis, H has the Bohr-Kmeperman inequality. Applying Theorem 7.17,
we have G/H is a compact homogeneous space, and there is a continuous surjective
group homomorphism χ : G→ R such that
µG(A4χ−1(I)) = 0 and µG(B4χ−1(J)) = 0,
where I, J are compact intervals in R with µR(I) = µG(A) and µR(J) = µG(B). The
conclusions A = χ−1(I) and B = χ−1(J) follows from the compactness of two sets A
and B. 
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10. Applications of the methods
In this section, we consider two applications of the methods we developed in Sections
6, 7, and 8. We first look at an application of Theorem 6.6. Recall that Theorem 6.6
is able to let us transfer nearly minimally expanding pair from a topological group
to a Lie group. This is enough to derive a different and shorter proof of the inverse
theorem of the Kneser inequality in locally compact abelian groups with is obtained
by Tao [37], with linear dependence between ε and δ. The explicit bound on δ is used
in the proof of Theorem 1.3, to derive an explicit bound there. Let us first recall the
following inverse theorem in torus by Bilu [2].
Theorem 10.1 (Bilu). Let A,B be compact subsets of Td. For every τ > 0, there
is a constant c = c(τ) such that if
τ−1µTd(A) ≤ µTd(B) ≤ µTd(A) ≤ c,
then either µTd(A + B) ≥ µTd(A) + 2µTd(B), or there are compact intervals I, J in
T with µT(I) = µTd(A + B) − µTd(B) and µT(J) = µTd(A + B) − µTd(A), and a
continuous surjective group homomorphism χ : Td → T, such that A ⊆ χ−1(I) and
B ⊆ χ−1(J).
Using Bilu’s theorem, and Theorem 6.6, we are able to prove the following inverse
theorem for Kneser’s inequality.
Theorem 10.2. Let G be a connected locally compact abelian group, δ > 0, and
(A,B) be δ-nearly minimally expanding. Set
c = min{µG(A), µG(B), µG(G)− µG(A)− µG(B)}.
Then there are constant K1 and K2 independent of the choice of G, A, B, and δ
such that if δ < K1c, then there is a surjective continuous group homomorphism
χ : G → T (G → R when G is noncompact) together with two compact intervals
I, J ∈ T such that
µ(A4χ−1(I)) < ε, µ(B4χ−1(J)) < ε,
with ε < K2δ/c.
Proof. We first consider the case when G is compact. By Lemma 5.1, there are
compact sets A′ and B′, such that µG(A′) = µG(B′), the pair (A′B′) is O(δ/c)-
nearly minimally expanding, and µG(A
′) is at most min{1/10, c(τ)} where c(τ) is
the constant from Theorem 10.1, with τ = 1. By Proposition 9.3, there is a quotient
map pi : G→ G/H such that G/H is a Lie group, and µG/H(piA′) + µG/H(piB′) < 1.
By Theorem 6.6, there are σ-compact sets A′′ and B′′ in G/H, such that (A′′, B′′) is
O(δ/c)-nearly minimally expanding, and
µG(A
′4pi−1A′′) = O(δ/c), µG(B′4pi−1B′′) = O(δ/c).
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Since G is abelian, there is d such that G/H ∼= Td. By Theorem 10.1, there is a
surjective continuous group homomorphism ι : Td → T, and compact intervals I, J
in T, with µT(I) = µG/H(A′′+B′′)−µG/H(A′′), µT(J) = µG/H(A′′+B′′)−µG/H(B′′),
such that A′′ ⊆ ι−1(I) and B′′ ⊆ ι−1(J). Let χ = pi ◦ ι, then
µG(A
′4χ−1(I)) = O(δ/c), µG(B′4χ−1(J)) = O(δ/c).
The desired conclusion then follows Lemma 6.7.
When G is noncompact, after we passing the problem to a Lie group L, we have
L ∼= Rn × Td. Next we apply Theorem 6.6 again on L, to quotient Td from L and
eventually reduce the problem to Rn. By the Brunn–Minkowski inequality, we have
n = 1, and then the desired results follows from Theorem 4.5. 
The next example from [10] show that the linear dependence between ε and δ in
Theorem 10.2 is the best possible up to a constant factor.
Example 10.3. We identify T with [0, 1]. Let δ ∈ (0, 1/8), and let
A =
(1
4
− δ, 1
2
]
∪ [1− δ, 1) ⊆ T.
Hence A+A = (1
4
−2δ, 1]. We have µT(A) = 14 +2δ, and µT(A+A) = 34 +2δ < 3µT(A).
Moreover, we have
µT(A+ A) = 2µT(A) + 2
(1
8
− δ
)
→ 2µT(A) as δ → 1
8
.
However, for any surjective continuous group homomorphism χ : T → T, A is not
contained in set χ−1(I) of measure µT(A+A)− µT(A) = 1/2, where I is a compact
interval in T. 1
Next, we consider the expansion gap in connected compact simple Lie groups. Clearly,
by Theorem 1.3, the equality in the Kemperman inequality cannot hold. But in the
proof, we require δ to be small, and in particular, δ should be much smaller than
µ2G(A) and µ
2
G(B). The next theorem is not an immediate corollary of Theorem 1.3,
but it can be shown by modifying the proofs in Section 7, which we sketch below.
The price we paid here is that we lose control of the structure of A and B. It is clear
that Theorem 1.5 is a direct corollary of the next theorem.
Theorem 10.4. Let G be a connected compact simple Lie group. Then there is a
constant c only depending on dim(G), such that for two sufficiently small compact
sets A,B with µG(A) ≥ µG(B), we have
µG(AB) > µG(A) + µG(B) + cµG(B).
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Proof. Given dim(G), let A, B be sufficient small such that µG(A), µG(B) < C where
C is the constant obtained from Theorem 8.6. Without loss of generality we assume
µG(A) = µG(B). We will assume
µG(AB) ≤ (2 + c)µG(A),
to construct a continuous surjective group homomorphism G → T, and to derive a
contradiction. Let γ = µG(AB)− 2µG(A), and let H be a maximal torus of G such
that for all a, b in G,
µH(A ∩ aH) + µH(B ∩Hb) < 1.
Such H exists by Lemma 9.7 and Theorem 8.6. We will first prove analogues of
Lemma 7.5 and Lemma 7.7. Recall that, in the proof of Lemma 7.5, we employ the
inverse theorem in each fiber; but in this case, γ is linear on µG(A) and µG(B), the
inverse theorem in T requires that all the fiber has similar length, and all of them
are of small measure. We will first show that except for a small constant fraction,
all fibers have almost same length with error O(γ). Then we prove AH is close to G
up to a small constant error, to conclude almost all fibers have small measure, then
we apply Theorem 10.1 to each fiber to construct the desired group homomorphism.
Suppose µG(AH) ≥ µG(HB). Let U and U ′ be the open set defined in the proof of
Lemma 7.8, and let n be the integer obtained in Lemma 7.3 with respect to the set U ′.
Note that n ≤ 20/µG(A). We choose b0 in B such that µH(B∩Hb0) ≥ EbµH(B∩Hb),
and µH(B ∩ Hb0) > supb µH(B ∩ Hb) − γ. Let Λ be the set containing elements a
in AH such that (A ∩ aH,B ∩ Hb0) is not Kγ-nearly minimally expanding where
K = 10/µG(AH). By a similar argument used in the proof of Lemma 7.5, we have
µG(AB) ≥ µG(A(B ∩Hb0)) ≥ µG(A) + µG(AH)
µG(HB)
µG(B) +KγµG(Λ),
thus µG(Λ) < 1/K = µG(AH)/10. We can also obtain that except a set of mea-
sure 1/K, all fibers in HB have length at least µG(B)/µG(HB)−Kγ, and at most
µG(B)/µG(HB) + γ. Using similar arguments, we have that except a set of mea-
sure 1/K, all fibers in AH have length at least µG(A)/µG(AH) −Kγ, and at most
µG(A)/µG(AH) + γ.
Next, using the argument used in the proof of Lemma 7.7, for every g in U , we
conclude that µG(AH4gAH) < 10/K. Hence by Lemma 5.1, we conclude that
µG(AH) > 9/10. Therefore, when A, B have sufficiently small measure, and we
already proved that the fibers in AH all have length at most µG(A)/µG(AH)+γ, we
conclude that µH(A∩aH) < c(τ) where c(τ) is the constant from Theorem 10.1, and
we pick τ = 2. If we choose c such that Kc < 1, we are able to apply Theorem 10.1
to the product (A ∩ aH)(B ∩ Hb0) in H. We conclude that there is a continuous
surjective group homomorphism χ : H → T and a compact interval I in T of µT-
measure µG(A)/µG(AH), such that except for a set of µG-measure 1/K, for every a in
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AH, there is ζa in T, and the symmetric difference between A∩aH and aχ−1(ζa+ I)
is at most Kγ.
Now we are going to prove analogues of Lemma 7.8 and Lemma 7.9. Since in
this case 1 − µG(AH) does not depend on γ, the proof here is slightly different.
In fact, we will only define ξa(A, gA) for g in U , that ξa(A, gA) = ζg−1a − ζa. Let
ρ(A, gA) = µG(A) − µG(A ∩ gA) for g in U . Then for all g and except for a set of
measure 2/K, all a in G we have
ρ(A, gA)−Kγ ≤ ‖ξa(A, gA)‖ ≤ ρ(A, gA) +Kγ.
By using the similar arguments used in the proof of Lemma 7.8 and Lemma 7.9, we
conclude that there is ξ(g) in (0, 1], such that for every g in U , and except for a set
of measure 2/K, all a in G, we have ξ(g)−Kγ ≤ ξa(A, gA) ≤ ξ(g) +Kγ. Also, for
every u1, u2 in U
′, we get ξ(u1)ξ(u2)−Kγ ≤ ξ(u1u2) ≤ ξ(u1)ξ(u2) +Kγ.
Let g be an arbitrary element in G which is not in U . By Lemma 7.3, there is
an integer m ≤ n, such that g = u1 · · ·um, where ui ∈ U ′ for every 1 ≤ i ≤ m. By
the axiom of choice, choose a such representation of g, and define ξ(g) =
∑m
i=1 ξ(ui).
We first show that ξ(g) is well-defined up to a uniform error O(nγ). Suppose there
is m′ ≤ n such that g is also equal to v1 · · · vm′ , where vi ∈ U ′ for every 1 ≤ i ≤ m′.
Then u1 = v1 · · · vm′u−1m · · ·u−12 . Since U ′ and U are symmetric, by induction we have
m′∑
j=1
ξ(vj)−
m∑
i=2
ξ(ui)− 2nKγ ≤ ξ(u1) ≤
m′∑
j=1
ξ(vj)−
m∑
i=2
ξ(ui) + 2nKγ.
This implies that by choosing different representation of g would only change the
value of ξ(g) by at most 2nKγ. For every g1 and g2 in G, assume g1 = u1 · · ·um and
g2 = v1 · · · vm1 where m,m1 ≤ n and ui, vj ∈ U ′ for every 1 ≤ i ≤ m and 1 ≤ j ≤ m′.
Now we consider ξ(g1g2). Suppose ξ(g1g2) is defined by
∑m2
`=1 ξ(w`) where w` ∈ U ′
and m2 ≤ n. This also implies that w1 · · ·wm2 = u1 · · ·umv1 · · · vm1 . By using the
same argument we used above, we conclude that
ξ(g1) + ξ(g2)− 2nKγ ≤ ξ(g1g2) ≤ ξ(g1) + ξ(g2) + 2nKγ.
Since 2nKγ ≤ 2cK < 30c, by Theorem 7.11, when c is small enough there is a
genuine homomorphism G→ T which is 60c-close to ξ. This contradicts to the fact
that G is simple. 
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