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Abstract
Generalization performance is the main purpose of machine learning theoretical research. It has been shown previously by
Vapnik, Cucker and Smale that the empirical risks based on an i.i.d. sequence must uniformly converge on their expected risks
for learning machines as the number of samples approaches infinity. In order to study the generalization performance of learning
machines under the condition of dependent input sequences, this paper extends these results to the case where the i.i.d. sequence
is replaced by exponentially strongly mixing sequence. We obtain the bound on the rate of uniform convergence for learning
machines by using Bernstein’s inequality for exponentially strongly mixing sequences, and establishing the bound on the rate of
relative uniform convergence for learning machines based on exponentially strongly mixing sequence. In the end, we compare
these bounds with previous results.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently there has been a large increase of interest in theoretical issues by the machine learning community. It
is mainly due to the fact that statistical learning theory has demonstrated its usefulness by providing the ground
for developing successful and well-founded learning algorithms such as Support Vector Machines (SVM) [1]. This
renewed interest in theory naturally boosted the development of performance bounds.
The context of learning theory is that given a set of data consisting of labelled objects, the goal is to find a function
that assigns labels to objects such that, if new objects are given, this function will label them correctly. We assume
that all the data are generated by the same processes, that is, data are sampled from a fixed unknown probability
distribution. The only knowledge we have comes from a sample of observations. Typically, we choose a class of
possible function that corresponds to the possible ways in which the labels can be related to the objects, then we
choose a function in that class which agrees as much as possible with the given data. Therefore, the problems that
learning from random sampling should address are thus how to choose an appropriate class of functions and how to
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choose a function in that class. In the sequel, we are interested in how to choose a function from a given function
set.
Since we assume that the data are sampled from a certain distribution, it is possible to related the observed
behaviour of a function on the data to its expected behaviour on future data by means of probability theory. More
precisely, for each given function in the class of interest, one can obtain confidence intervals for the expected mislabel
error (or expected error) in terms of the observed mislabel error (or empirical error). This is not enough to guarantee
that in a given class, a function which has a small empirical error will have a small expected error [2]. So considering
our sample as a random variable, we see that the empirical error of each function in our class is a random variable,
which means we have a collection of random variables. If we want to have a bound on the expected error of a learning
algorithm, since the particular function that the algorithm will pick after seeing the data is not known in advance,
one has to bound uniformly the deviations of the collection of random variables. Therefore the notion of size of a
collection of random variables (indexed by a class of functions) is crucial in learning theory. One measure of the
size of a collection of random variables is the covering number and packing numbers [3], entropy numbers [4], VC-
dimension for indicator functions [1,5] Vγ -dimension (or Pγ -dimension) for real-valued functions [3], etc.
Vapnik [1] established exponential bounds on the rate of uniform convergence and relative uniform convergence
for independent and identically distribution (i.i.d. in short) sequences. Cucker and Smale [6] considered the least
squares error and obtained the bound of the empirical errors based on i.i.d. sequences uniform converge to their
expected errors over the compact subset of hypothesis space. Bousquet [2] derived a generalization of Vapnik and
Chervonenkis’ relative error inequality by using a new measure of the size of function classes, the local Rademacher
average. Zou [7] established the bounds on the rate of uniform convergence of learning machines for i.i.d. sequences
on the set of admissible functions which are eliminated noisy.
However, independence is a very restrictive concept in several ways [8]. First, it is often an assumption, rather
than a deduction on the basis of observations. Second, it is an all or nothing property, in the sense that two random
variables are either independent or they are not—the definition does not permit an intermediate notion of being nearly
independent. As a result, many of the proofs based on the assumption that the underlying stochastic sequence is
i.i.d. are rather “fragile”. Therefore, Yu [9] established the rates of convergence for empirical processes of stationary
mixing sequences. Vidyasagar [8] considered the notions of mixing and proved that most of the desirable properties
(e.g. PAC property or UCEMUP property) of i.i.d. sequence are preserved when the underlying sequence is mixing
sequence. Nobel and Dembo [10] proved that, if a family of functions has the property that empirical means based on
i.i.d. sequences converge uniformly to their values as the number of samples approaches infinity, then the family of
functions continues to have the same property if the i.i.d. sequence is replaced by β-mixing sequence. Karandikar and
Vidyasagar [11] extended this result to the case where the underlying probability is itself not fixed, but varies over
a family of measures. Vidyasagar [8] obtained the rate of uniform convergence of empirical means with α-mixing
sequence for a finite family of measurable functions taking values in [0, F] (Theorem 3.5).
In order to study the generalization performance of learning machines with dependent input sequences, we extend
these results to the case where the i.i.d. sequences replaced by exponentially strongly mixing sequences in this paper.
We obtain the bound on the rate of uniform convergence and the bound on the rate of relative uniform convergence
for learning machines based on exponentially strongly mixing sequences.
The rest of this paper is organized as follows: in Section 2, we introduce some notations and main tools. In
Section 3 we obtain the rate of uniform convergence for learning machines based on exponentially strongly mixing
sequences by using Bernstein’s inequality for exponentially strongly mixing sequences. We get the bound on the rate
of relative uniform convergence for learning machines based on exponentially strongly mixing sequences in Section 4.
In Section 5, we compare these bounds with previous results.
2. Preliminaries
We introduce some notations and do some preparations in this section.
Let Z = (zi )i≥1 be a stationary real-valued sequence with unknown distribution P , which implies zi , i ≥ 1, all
have the same distribution P . For the sequence Z , let
σl = σ(z1, z2, . . . , zl)
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and
σ ′l+k = σ(zl+k, zl+k+1, . . .).
With these notations, there are several definitions of mixing, but we shall be concerned with only one, namely,
α-mixing in this literature [8,9,12].
Definition 1. The sequence Z is called α-mixing, or strongly regular, if for any l ≥ 1,
sup
A∈σl ,B∈σ ′l+k
{|P(A ∩ B)− P(A)P(B)|} = α(k)→ 0 as k →∞. (1)
Here α(k) is called the α-mixing coefficient.
Assumption 1 (Exponentially Strongly Mixing [13]). Assume that the α-mixing coefficient of sequence Z satisfies
α(k) ≤ α exp(−ckβ), k ≥ 1,
for some α > 0, β > 0, and c > 0, where the constants β and c are assumed to be known.
Remark 1. When the sequence Z is i.i.d., by Definition 1, we have α(k) = 0. In addition, Assumption 1 is satisfied
by a large class of processes. For example, certain linear processes satisfy the assumption with β = 1 [14], and certain
aperiodic, Harris-recurrent Markov processes satisfy the assumption [15]. As a trivial example, i.i.d. random variables
satisfy the assumption with β = ∞.
Denote by S the sample set of size m
S = {z1, z2, . . . , zm} (2)
drawn from the first m observations of exponentially strongly mixing sequence Z .
The goal of machine learning from random sampling is to find a function f κS that assigns values to objects such
that if new objects are given, the function f κS will forecast them correctly. Here κ is a parameter from a set Λ. Let
R( f κS ) = E[`( f κS , z)] =
∫
`( f κS , z)dP, κ ∈ Λ (3)
be the expected risk (or expected error) of function f κS , κ ∈ Λ, where the function `( f κS , z), which is integrable for
any f κS , κ ∈ Λ and depends on f κS and z, is called loss function. In this paper, we would like to establish a general
framework which includes classification (pattern recognition) and regression estimation. Throughout the article, we
require that for all z ∈ Z
0 ≤ `( f κS , z) ≤ M, κ ∈ Λ. (4)
Let
F = {`( f κS , z) : κ ∈ Λ}
be the set of totally bounded. For the sake of simplicity, we use the notation κ ∈ Λ to mean `( f κS , z) ∈ F .
According to the idea that the quality of the chosen function can be evaluated by the expected risk (3), the choice
of required function from the set F is to minimize the expected risk (3) based on the sample set S [1]. We can
not minimize the expected risk (3) directly since the distribution P is unknown. By the principle of Empirical Risk
Minimizing (ERM in short), we minimize, instead of the expected risk (3), the so called empirical risk (or empirical
error)
Remp( f κS ) =
1
m
m∑
i=1
`( f κS , zi ), κ ∈ Λ. (5)
Let f κ0S be a function minimizing the expected risk R( f
κ
S ) over κ ∈ Λ, i.e., an optimizer of
min
κ∈Λ
∫
`( f κS , z)dP.
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We define f κmS to be a function minimizing the empirical risk Remp( f
κ
S ) over κ ∈ Λ, i.e.,
f κmS = argmin
κ∈Λ
Remp( f κS ).
According to the principle of ERM, we shall consider the function f κmS as an approximator to the function f
κ0
S .
Under Assumption 1, Modha and Masry [13] obtained the Bernstein’s inequality for exponentially strongly mixing
sequences.
Lemma 1 (Bernstein’s Inequality for Exponentially Strongly Mixing Sequences). Let Z = (zi )i≥1 be a stationary
α-mixing sequence with the mixing coefficient satisfying Assumption 1, that is
α(k) ≤ α exp(−ckβ), k ≥ 1, α > 0, β > 0, c > 0.
Let an integer m ≥ 1 be given. For each integer i ≥ 1, let Ui = ψ(zi ), where ψ is some real-valued Borel measurable
function. Assume that |U1| ≤ d1 a.s. and that E[U1] = 0. Set
m(α) = bmd{8m/c}1/(β+1)e−1c,
where m denotes the number of observations drawn from Z and buc(due) denotes the greatest (least) integer less
(greater) than or equal to u. Then the following inequality holds for all ε > 0:
P
{
1
m
m∑
i=1
Ui ≥ ε
}
≤ (1+ 4e−2α) exp
(
− ε
2m(α)
2(E|U1|2 + εd1/3)
)
. (6)
Remark 2. In Lemma 1, m(α) play the same role in our analysis as that played by the number of observations m in
the i.i.d. case [13].
3. Bounds of uniform convergence
The study in this section is to bound the difference between the empirical risks and their expected risks on the set
F based on the exponentially strongly mixing sequence Z . For any ε > 0, our goal is to bound the term
P{sup
κ∈Λ
|R( f κS )− Remp( f κS )| > ε}. (7)
In order to bound (7), our intuition suggests that we might have to regulate the size of F . It has been shown in [16]
that VC-dimension is not suitable for real-valued function classes. As for the Vγ -dimension or Pγ -dimension, though
their finiteness is sufficient and necessary for a function class to be a uniform Glivenko-Cantelli set [3], no satisfactory
relationship has been found between them and the covering number in order to derive sharp estimates, So we introduce
the covering number of function set.
We define the covering number N (F, η) to be the minimal n ∈ N such that there exist n disks in F with radius η
covering F . Because the function set `( f κS , z), κ ∈ 3 is totally bounded, the covering number N (F, η) is finite for a
fixed η > 0. Then we have the following theorem:
Theorem 1. Let Z = (zi )i≥1 be a stationary α-mixing sequence with the mixing coefficient satisfying
α(k) ≤ α exp(−ckβ), k ≥ 1, α > 0, β > 0, c > 0.
Define
L S( f κS ) = R( f κS )− Remp( f κS ), κ ∈ Λ,
and assume the variance D[`( f κS , z)] ≤ σ 2 for all z ∈ Z and any κ ∈ Λ. Then for any ε > 0,
P{|L S( f κS )| > ε} ≤ 2(1+ 4e−2α) exp
(
−ε2m(α)
2(σ 2 + εM/3)
)
, (8)
where m(α) = bmd{8m/c}1/(β+1)e−1c.
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Proof. Let X i = E[`( f κS , z1)] − `( f κS , zi ). Then L S( f κS ) = 1m
∑m
i=1 X i . We can get easily that
|X i | = |`( f κS , zi )− E[`( f κS , z1)]| ≤ M
and for all i ∈ {1, 2, . . . ,m},
E(X i ) = E(E[`( f κS , z1)] − `( f κS , zi )) = 0.
Replacing d1 and E|U1|2 by M and σ 2 respectively in Lemma 1, we can obtain
P{L S( f κS ) ≥ ε} ≤ (1+ 4e−2α) exp
(
−ε2m(α)
2(σ 2 + εM/3)
)
.
By symmetry we get
P{L S( f κS ) ≤ −ε} ≤ (1+ 4e−2α) exp
(
−ε2m(α)
2(σ 2 + εM/3)
)
.
Combining these two bounds leads to the desired inequality (8).
Lemma 2. Let F = F1 ∪ F2 ∪ · · · ∪ Fn . For any ε > 0, the inequality
P{sup
κ∈Λ
|L S( f κS )| ≥ ε} ≤
n∑
j=1
P{ sup
`( f κS ,z)∈F j
|L S( f κS )| ≥ ε}
holds true.
Proof. For any j ∈ {1, 2, . . . , n}, If
sup
κ∈Λ
|L S( f κS )| ≥ ε,
then there exists j, 1 ≤ j ≤ n, such that
sup
`( f κS ,z)∈F j
|L S( f κS )| ≥ ε.
Lemma 2 follows from the inequality above and the fact that the probability of a union of events is bounded by the
sum of the probabilities of these events.
Theorem 2. With all notations as in Theorem 1. Then for any ε > 0,
P{sup
κ∈Λ
|L S( f κS )| > ε} ≤ 2N
(
F, ε
4
)
(1+ 4e−2α) exp
(
−ε2m(α)
8(σ 2 + εM/6)
)
. (9)
Proof. Let n = N (F, ε2 ) and let the disks D j , j ∈ {1, 2, . . . , n} be a cover of F with center at `( f
κ j
S , z), and radius
ε
2 . For any z ∈ Z and all `( f κS , z) ∈ D j ,
|R( f κS )− R( f κ jS )| = |E`( f κS , z)− E`( f
κ j
S , z)|
≤ ‖`( f κS , z)− `( f κ jS , z)‖∞
and
|Remp( f κS )− Remp( f κ jS )| =
∣∣∣∣∣ 1m
m∑
i=1
`( f κS , zi )−
1
m
m∑
i=1
`( f
κ j
S , zi )
∣∣∣∣∣ .
It follows that:
|Remp( f κS )− Remp( f κ jS )| ≤ ‖`( f κS , z)− `( f
κ j
S , z)‖∞,
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and that
|L S( f κS )− L S( f κ jS )| ≤ 2‖`( f κS , z)− `( f
κ j
S , z)‖∞ ≤ 2 ·
ε
2
= ε.
It follows for any z ∈ Z and all `( f κS , z) ∈ D j that:
sup
`( f κS ,z)∈D j
|L S( f κS )| ≥ 2ε H⇒ |L S( f α jS )| ≥ ε.
We conclude that for any j ∈ {1, 2, . . . , n},
P{ sup
`( f κS ,z)∈D j
|L S( f κS )| ≥ 2ε} ≤ P{|L S( f κ jS )| ≥ ε}.
By making use of Theorem 1, we have
P{ sup
`( f κS ,z)∈D j
|L S( f κS )| > 2ε} ≤ 2(1+ 4e−2α) exp
(
−ε2m(α)
2(σ 2 + εM/3)
)
.
The statement now follows from Lemma 2 by replacing ε by ε2 .
In particular, if Z is an i.i.d. sequence, setting β = ∞ in Theorem 1 and ignoring the multiplicative constant
(1+ 4e−2α), we have the following corollary:
Corollary 1. With all notations as in Theorem 1, and assume that Z is an i.i.d. sequence. Then for any ε > 0,
P{sup
κ∈Λ
|L S( f κS )| > ε} ≤ 2N
(
F, ε
4
)
exp
( −ε2m
8(σ 2 + εM/6)
)
. (10)
4. Bounds of relative uniform convergence
As we know that the estimate in (9) fails to capture the phenomenon that for those `( f κS , z) ∈ F for which R( f κS )
is small, the deviation R( f κS )− Remp( f κS ) is also small with large probability [2]. In order to improve the estimate in
(9), we bound the following term for any ε > 0
P
{
sup
κ∈Λ
R( f κS )− Remp( f κS )√
R( f κS )
> ε
}
. (11)
In order to do so, we applied Hoeffding’s inequality and Markov’s inequality.
Lemma 3 (Hoeffding’s Inequality [17]). Suppose that X is a zero-mean random variable assuming values in the
interval [a, b]. Then for any s > 0, we have
E{exp(sX)} ≤ exp
(
s2(b − a)2
8
)
. (12)
Lemma 4. Let Z = (zi )i≥1 be a stationary α-mixing sequence with the mixing coefficient satisfying
α(k) ≤ α exp(−ckβ), k ≥ 1, α > 0, β > 0, c > 0.
Define
T { f κS } = sup
κ∈Λ
L S( f κS ).
Then for all ε > 0,
P{T { f κS } − ET { f κS } > ε} ≤ exp
(−ε2
8M2
)
. (13)
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Proof. Since 0 ≤ `( f κS , z) ≤ M for all κ ∈ Λ and all z ∈ Z . It follows that:
|L S( f κS )| ≤ M
and that
|T { f κS } − ET { f κS }| ≤ 2M.
By Lemma 3, we have
E{exp[s(T { f κS } − ET { f κS })]} ≤ exp(2s2M2).
Using Markov’s inequality for any s > 0,
P{T { f κS } − ET { f κS } > ε} ≤ e−sεEes(T { f
κ
S }−ET { f κS }) ≤ e−sε+2s2M2 .
Taking s = ε4M2 , we can obtain inequality (13).
Lemma 5. With all notations as in Lemma 4. For any ε > 0, with probability at least 1− e−ε28M for all functions in the
set F , the inequality
sup
κ∈Λ
L S( f κS )√
R( f κS )
≤ E
{
sup
κ∈Λ
L S( f κS )√
R( f κS )
}
+ ε (14)
is valid.
Proof. Applying Lemma 4 to the function setH = { `( f κS ,z)√
R( f κS )
, κ ∈ Λ}, we have for all h ∈ H
|R(h)− Remp(h)| = |L S( f
κ
S )|√
R( f κS )
≤
√
R( f κS ) ≤
√
M .
It follows that:
|T {h} − ET {h}| ≤ 2√M .
Replacing M by
√
M in inequality (13), we get the desired inequality (14).
By the same idea of Massart [18], which has been used by Bousquet in [2], we have the following results:
Lemma 6. Denote
γ = (e
N+1 − 1)
eN (e− 1)√ε , N =
⌊
log(M/ε)
2
⌋
, τ = (1+ 4e−2α).
With all notations as in Lemma 4. Then for any ε > 0,
E
{
sup
κ∈Λ
L S( f κS )√
R( f κS )
}
≤ √ε + γ
(
2τMN
(
F, ε
4
)
exp
(
−ε2m(α)
8(σ 2 + εM/6)
)
+ ε
)
. (15)
Proof. By inequality (9), we obtain easily
E{sup
κ∈Λ
|L S( f κS )|} ≤ 2τMN
(
F, ε
4
)
exp
(
−ε2m(α)
8(σ 2 + εM/6)
)
+ ε, (16)
where
τ = (1+ 4e−2α).
Now we choose some x > 1, and we define
F(a, b) = {`( f κS , z) ∈ F, a ≤ R( f κS ) ≤ b}.
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Notice that supκ∈Λ |R( f κS )− Remp( f κS )| ≤ M , and let N = b log(
M
ε
)
log(x) c, we have
sup
κ∈Λ
L S( f κS )√
R( f κS )
≤ sup
`( f κS ,z)∈F(0,ε)
L S( f κS )√
R( f κS )
+
N∑
k=0
sup
`( f κS ,z)∈F(εxk ,εxk+1)
L S( f κS )√
R( f κS )
.
Then
sup
κ∈Λ
L S( f κS )√
R( f κS )
≤ sup
`( f κS ,z)∈F(0,ε)
L S( f κS )√
R( f κS )
+ 1√
ε
N∑
k=0
sup
`( f κS ,z)∈F(0,εxk+1)
|L S( f κS )|
x
k
2
.
Taking the expectation in both sides in the inequality above and using the fact that for R( f κS ) ≤ ε, we have
L S( f κS )√
R( f κS )
≤
√
R( f κS ) ≤
√
ε.
We obtain
E
{
sup
κ∈Λ
L S( f κS )√
R( f κS )
}
≤ √ε + 1√
ε
N∑
k=0
E[sup
κ∈Λ
|L S( f κS )|]
xk/2
.
Choosing x = e2 and using inequality (15), we complete the proof of Lemma 6.
By Lemmas 5 and 6, we can get easily the following theorem on the relative uniform convergence of learning
machines:
Theorem 3. Let Z = (zi )i≥1 be a stationary α-mixing sequence with the mixing coefficient satisfying
α(k) ≤ α exp(−ckβ), k ≥ 1, α > 0, β > 0, c > 0.
For any ε > 0, with probability at least 1− e−ε28M for all functions in the set F , the inequality
sup
κ∈Λ
|L S( f κS )|√
R( f κS )
≤ ε +√ε + γ
(
2τMN
(
F, ε
4
)
exp
(
−ε2m(α)
8(σ 2 + εM/6)
)
+ ε
)
holds true, where
γ = (e
N+1 − 1)
eN (e− 1)√ε , N =
⌊
log(M/ε)
2
⌋
, τ = (1+ 4e−2α).
In particular, if the sequence Z is an i.i.d., we have the following corollary:
Corollary 2. Suppose Z be an i.i.d. sequence and with all notations as in Theorem 3. Then for any ε > 0, with
probability at least 1− e−ε28M for all functions in the set F , the inequality
sup
κ∈Λ
|L S( f κS )|√
R( f κS )
≤ ε +√ε + γ
(
2MN
(
F, ε
4
)
exp
( −ε2m
8(σ 2 + εM/6)
)
+ ε
)
.
is valid, where
γ = (e
N+1 − 1)
eN (e− 1)√ε , N =
⌊
log(M/ε)
2
⌋
.
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5. Conclusions
In order to bound the generalization performance of learning machines, Vapnik [1], Bousquet [2] established the
bound on the rate of uniform convergence and the bound on the relative of uniform convergence for learning machines.
Cucker and Smale [6] obtained the bound on the rate of uniform convergence and the bound of sample error for
learning machines. In this section, we compare our main results with these results.
First, Theorems 2 and 3 in this paper differ from what are studied in [1,2]. In [1] and [2], they bounded the
term (7) and the term (11) based on i.i.d. random sequences. Vapnik’s results depend on the capacity of a set of
loss functions, the VC-dimension. Bousquet’s results make use of the local Rademacher average. In this paper, these
results are extended to the case where the sequence is not i.i.d., but exponentially strongly mixing sequence, and these
results (Theorems 2 and 3) depend on the covering number of the set F of loss function. The VC-dimension, the
local Rademacher average and the covering number are three different measures of the size of functions, the covering
number is more suitable than The VC-dimension, the local Rademacher average [16].
Second, in [6], Cucker and Smale also bounded the term (7) based on i.i.d. sequences, their results (Theorem B)
depend on the covering number of hypothesis spaceH. Theorem 2 in this paper is based on dependent input sequence,
exponentially strongly mixing sequence, and the bound in Theorem 2 is dependent on the covering number the set F
of loss functions.
If the loss function `( f κS , z), α ∈ Λ in this paper is the least squares error, Theorem 2 can be regarded to be the
extension of Theorem B in [6], interested readers are referred to that paper for details.
Therefore, the results in this paper are the extension of previous results [1,2,6] under the condition of exponentially
strongly mixing sequence. It is important for us to study sequentially the generalization performance of learning
machines with dependent input sequence.
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