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Abstract
We derive representations for certain entire q-functions and apply our technique to the Ramanujan entire
function (or q-Airy function) and q-Bessel functions. This is used to show that the asymptotic series of the
large zeros of the Ramanujan entire function and similar functions are also convergent series. The idea is to
show that the zeros of the functions under consideration satisfy a nonlinear integral equation.
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1. Introduction
We shall follow the notation and terminology for basic hypergeometric series as in [6,11]. In
particular
(a;q)0 := 1, (a;q)n :=
n−1∏
k=0
(
1 − aqk), n > 0,
✩ This research was started at Université des Sciences et Technologie de Lille and supported by CNRS.
* Corresponding author.
E-mail address: ismail@math.ucf.edu (M.E.H. Ismail).
0001-8708/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2006.05.007
364 M.E.H. Ismail, C. Zhang / Advances in Mathematics 209 (2007) 363–380(a1, a2, . . . , ar ;q)n =
r∏
k=1
(ak;q)n, (1.1)
and
rφs
(
a1, a2, . . . , ar
qb1, b2, . . . , bs
∣∣∣∣q, z
)
:=
∞∑
n=0
(a1, a2, . . . , ar ;q)n
(q, b1, b2, . . . , bs;q)n
[
(−1)nq(n2)
]1+s−r
zn. (1.2)
The function
Aq(z) =
∞∑
n=0
qn
2
(q;q)n (−z)
n (1.3)
appeared in many places in Ramanujan’s notebooks. The Rogers–Ramanujan identities evaluate
Aq(−1) and Aq(−q), [3]. The Airy function appears in the large degree Plancherel–Rotach as-
ymptotics of the Hermite, Laguerre, and the polynomials orthogonal with respect to exponential
weights, e−v , v a polynomial, [9,20,22]. It also appears in the theory of random matrices, [8]. In
[14], Ismail observed that the function Aq play a similar role in the large degree Plancherel–
Rotach type asymptotics for the q-polynomials of the Askey-scheme, hence he called Aq a
q-Airy function. The Airy function also appears in the Painlevé analysis. Kajiwara, Masuda,
Noumi, Ohta, and Yamada [16] showed that the corresponding function in the q-Painlevé analy-
sis is
F(z;q) =
∞∑
n=0
qn
2/2zn
(q2;q2)n , (1.4)
so there are at least two q-analogues of the Airy function. The zeros of Aq are real and simple,
[2], hence are positive. Following [14] we let
0 < i1(q) < i2(q) < · · · < in(q) < · · · (1.5)
be the zeros of Aq(z).
Andrews observed in [4] that the zeros of the Stieltjes–Wigert polynomials hold key informa-
tion about the zeros of Aq . In Section 2 we give new properties of the zeros of the Stieltjes–Wigert
polynomials, and, reformulate and extend some of Andrews’ results in [4] from the restricted do-
main 0 < q < 1/4 to the full domain 0 < q < 1. In Section 3 we prove that, for sufficiently
large n, in(q)q2n−1 is an analytic function of qn and its Taylor series is a complete asymptotic
expansion in the asymptotic sequence {qn}. Andrews [4,5] gave an expansion of in(q)q2n−1 in
powers of qn for 0 < q < 1/4. Hayman [12] gave an asymptotic expansion for the zeros of entire
functions of the form
∑∞
n=0 anqn
2
zn, when an = A(1 +O(qn)). Our results confirm a statement
of Ramanujan on p. 57 of the lost notebook, [21]. We computed the first few terms in this ex-
pansion and confirm Ramanujan’s assertions. In Section 4 we prove structural theorems for the
coefficients and go beyond what Ramanujan computed by using Maple. We observe and formu-
late certain conjectures about the symmetries of the coefficients. In Section 5 we study the zeros
of the entire function G(x,a;q),
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∞∑
n=0
qn(n−1)(−ax)n
(q, a;q)n . (1.6)
A related function is
F(x, a;q) :=
∞∑
n=0
(−x)n
(q, a;q)n . (1.7)
There are renormalized q-Bessel functions, J (1)ν and J (2)ν , [13], see also [11, Ex. 1.24]. The
function F can be analytically continued via
F(x, a;q) = 1
(−x;q)∞ G(x,a;q), (1.8)
[13], [11, Ex. 1.24].
The four theta functions have the infinite product representations [25, §21.3],
ϑ1(z, q) = 2q1/4 sin z
(
q2, q2e2iz, q2e−2iz;q2)∞, (1.9)
ϑ2(z, q) = 2q1/4 cos z
(
q2,−q2e2iz,−q2e−2iz;q2)∞, (1.10)
ϑ3(z, q) =
(
q2,−qe2iz,−qe−2iz;q2)∞, (1.11)
ϑ4(z, q) =
(
q2, qe2iz, qe−2iz;q2)∞. (1.12)
Moreover with [25, §21.61]
k = ϑ22 (0, q)/ϑ23 (0, q), k′ = ϑ24 (0, q)/ϑ23 (0, q) (1.13)
the Jacobian elliptic functions sn, dn are [25, §22.11-12]
sn
(
uϑ23 (0, q), k
) := ϑ3(0, q)
ϑ2(0, q)
ϑ1(u, q)
ϑ4(u, q)
, (1.14)
dn
(
uϑ23 (0, q), k
) := ϑ4(0, q)
ϑ3(0, q)
ϑ3(u, q)
ϑ4(u, q)
. (1.15)
Furthermore, [25, §21.11-12]
u =
y∫
0
dt√
(1 − t2)(1 − k2t2) , if y = sn(u, k); (1.16)
u =
1∫
y
dt√
(1 − t2)(t2 − k′2)
, if y = dn(u, k). (1.17)
The q-gamma function is [6,11]
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(qz;q)∞ , (1.18)
and
lim
q→1−
Γq(z) = Γ (z). (1.19)
2. The Stieltjes–Wigert polynomials
The Stieltjes–Wigert polynomials are [17, (3.27.1)]
Sn(x;q) =
n∑
k=0
qk
2
(−x)k
(q;q)k(q;q)n−k . (2.1)
They satisfy the q-difference equation
−x(1 − qn)y(x) = xy(qx)− (x + 1)y(x)+ y(x/q), (2.2)
y(x) = Sn(x;q), [17]. The Stieltjes–Wigert polynomials are orthogonal with respect to infinitely
many probability measures, that is their moment problem is indeterminate, [1]. Some measures
of orthogonality are in [15,17]. It must be noted that the normalization of the Stieltjes–Wigert
polynomials in Szego˝ is different and is adopted by Wang and Wong [23].
It is clear from (2.1) that
lim
n→∞Sn(x;q) =
1
(q;q)∞Aq(x), (2.3)
uniformly on compact subsets of C. The zeros of Sn(x;q) are positive, so we denote the zeros of
Sn(x;q) by {x(SW)n,j (q) where
x
(SW)
n,1 (q) > x
(SW)
n,2 (q) > · · · > x(SW)n,n (q) > 0. (2.4)
Clearly (2.3) implies
lim
n→∞x
(SW)
n,n−k+1(q) = ik(q), (2.5)
for fixed k. In fact for fixed k, x(SW)n,n−k+1(q) is monotone decreasing function of n. Therefore
x
(SW)
n,n−k+1(q) > ik(q).
In particular x(SW)n,n (q) > i1(q) and i1(q) is the greatest lower bound of x(SW)n,n (q). Wang and Wong
observed that x(SW)n,n (q) has a positive lower bound but did not identify the greatest lower bound.
These observations are very curious because Ismail [14] proved that
lim q2nx(SW)n,k (q) = 1/ik(q), (2.6)n→∞
M.E.H. Ismail, C. Zhang / Advances in Mathematics 209 (2007) 363–380 367so the zeros of the q-Airy function appear in the asymptotics of both the large and small zeros of
the Stieltjes–Wigert polynomials. Indeed (2.5) and (2.6) suggested the following theorem.
Theorem 2.1. The Stieltjes–Wigert polynomials have the symmetry relation
qn
2
(−t)nSn
(
q−2n/t;q)= Sn(t;q). (2.7)
Proof. In (2.1) replace x by q−2n/t then replace k by n− k and the result follows. 
Theorem 2.1 is in [23].
An immediate consequence of (2.7) is the curious property
x
(SW)
n,n−k+1(q) x
(SW)
n,k (q) = q−2n, (2.8)
which shows the equivalence of (2.5) and (2.6). Moreover
Sn(x;q) = xn (−1)
nqn
2
(q;q)n + · · · +
1
(q;q)n ,
implies
n∏
j=1
x
(SW)
n,j (q) = q−n
2
. (2.9)
When n is even this is consistent with (2.8) but when n is odd it implies that the middle zero
is q−n.
Theorem 2.2. We have
S2m+1
(
q−2m−1;q)= 0. (2.10)
This also follows from (2.1) when we replace k by 2m+ 1 − k.
The Stieltjes–Wigert polynomials are orthogonal with respect to the weight
w(x) = x
c
(−xq−c,−q1+c/x;q)∞ , x > 0, c ∈ R.
One can prove Theorem 2.1 by showing that both sides of (2.7) are orthogonal with respect to
the same weight function. Here the quasi-periodicity of the theta function is used in addition to
the x → 1/x symmetry.
Theorem 2.3. If v1 < v2 are two consecutive zeros of Sn(x;q) then
q−2v1 < v2.
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Theorem 2.4.3] or [22, §3.41], and the q-difference equation satisfied by the Stieltjes–Wigert
polynomials. The analogous result for the q-Laguerre polynomials was proved earlier in [19].
An immediate consequence of Theorem 2.3 is the following:
Corollary 2.4. We have
x
(SW)
n,n−k+1(q) > q
−2kx(SW)n,n (q), and ik(q) > q−2ki1(q).
3. q-Airy asymptotics
The Jacobi triple product identity is
∞∑
−∞
qn
2
(−x)n = (q2, qx, q/x;q2)∞, (3.1)
and Euler’s formula is
∞∑
n=0
wn
(q;q)n =
1
(w;q)∞ . (3.2)
Theorem 3.1. The function Aq has the alternate representation
Aq(x) = (qx, q/x;q
2)∞
(q;q2)∞ 1φ1
(
0
q
∣∣∣∣ q2, q
3
x
)
− q(q
2x,1/x;q2)∞
(1 − q)(q;q2)∞ 1φ1
(
0
q3
∣∣∣∣q2, q
3
x
)
. (3.3)
Proof. Let C be a closed contour in the z-plane contained in |z| > 1. Use the Jacobi triple product
identity to write (−1)nqn2xn as an integral. Hence Aq(x) is given by
(q2;q2)∞
2πi
∮
C
∞∑
n=0
(qzx, q/zx;q2)∞
(q;q)n z
−n dz
z
= (q
2;q2)∞
2πi
∮
C
(qzx, q/xz;q2)∞
(1/z;q)∞
dz
z
,
where we used Euler’s formula (3.2). Let Cr be a circle centered at z = 0 and radius q2r−1/2,
r = 0,1, . . . . Thus
∮
C0
(qzx, q/zx;q2)∞
(1/z;q)∞
dz
z
=
∮
Cn
(qzx, q/zx;q2)∞
(1/z;q)∞
dz
z
+ 2πi
2n−1∑
k=0
(qk+1x, q1−k/x;q2)∞
(q−k;q)k(q;q)∞ .
It is straightforward to show that
∮
Cn
→ 0. Hence
Aq(x) =
(
q2;q2)∞
∞∑
k=0
(qk+1x, q1−k/x;q2)∞
(q;q)k(q;q)∞ (−1)
kq(
k+1
2 ).
By separating the terms with even and odd k we establish (3.3). 
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that it also follows from (3.5.10) and (III.32) in [11]. Our method of proof however will carry
over to other functions as we shall see in Section 4.
To derive the large z asymptotics we let
z = q−2nx, q < x < q−1. (3.4)
The cases x = q±1 will be considered separately because the large zeros are O(q−2n+1).
Theorem 3.2. Let z be as in (3.4). Then Aq(z) has the large z asymptotic expansion
Aq(z) = (−t)nq−n2
∞∑
n=0
ak(x)q
nk, (3.5)
where
a2k(x) = (q/x, qx;q
2)∞
(q;q2)∞
qk(k+1)
(q;q)2k (−x)
−k,
a2k+1(x) = −q(1/x, q
2x;q2)∞
(q;q2)∞
qk(k+2)
(q;q)2k+1 (−x)
−k. (3.6)
Theorem 3.2 follows from (3.3).
We now come to the asymptotics of the zeros of Aq . If x is a zero of Aq then we let
x = in(q) = q−2n+1ξn, with ξn = e2iz. (3.7)
Then (3.3) implies
(q2−2ne2iz, q2ne−2iz;q2)∞
(q3−2ne2iz, q2n−1e−2iz;q2)∞ =
q
1 − q
1φ1(0;q3;q2, q3/x)
1φ1(0;q;q2, q3/x) ,
which when expressed in terms of theta functions becomes
eizϑ1(z, q)
q1/4ϑ4(z, q)
= i q
n
1 − q
1φ1(0;q3;q2, q3/x)
1φ1(0;q;q2, q3/x) .
It is clear that the left-hand side is a multiple of an sn function. Thus with k as in (1.13) we obtain
sn
(
zϑ23 (0, q)
)= iqn+1/4e−iz
(1 − q)
ϑ3(0, q)
ϑ2(0, q)
1φ1(0;q3;q2, q3/x)
1φ1(0;q;q2, q3/x) , (3.8)
from (1.14).
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ln ξn = −2
qn+1/4φ(ξn)∫
0
dt√
(1 + a2t2)(1 + b2t2) (3.9)
where
a = ϑ23 (0, q), b = ϑ22 (0, q),
φ(ξn) = 1/(1 − q)√
ξnϑ2(0, q)ϑ3(0, q)
1φ1(0;q3;q2, q2n+2/ξn)
1φ1(0;q;q2, q2n+2/ξn) . (3.10)
Proof. The theorem follows from (3.7) after applying (1.16) and replacing t by itϑ23 (0, q). 
Now consider the function
g(x) =
x∫
0
dt√
(1 + a2t2)(1 + b2t2) . (3.11)
The binomial theorem gives
g(x) =
∞∑
m=0
(1/2)m
m! (−1)
ma2m
x2m+1
2m+ 1 2F1
( −m,1/2
−m+ 1/2
∣∣∣∣ b
2
a2
)
.
On the other hand in terms of Jacobi polynomials P (α,β)n , we have
2F1
( −m,1/2
−m+ 1/2
∣∣∣∣ b
2
a2
)
= m!
(−m+ 1/2)m P
(−m−1/2,0)
m
(
1 − 2b2/a2)
= (−1)
mm!
(−m+ 1/2)m P
(0,−m−1/2)
m
(−1 + 2b2/a2)
= (−1)
mm!
(−m+ 1/2)m 2F1
( −m,1/2
1
∣∣∣∣ a
2 − b2
a2
)
.
In the above we used the 2F1 representation of Jacobi polynomials as well as the symmetry
relation
P (α,β)n (−x) = (−1)nP (β,α)n (x).
Since (−m+ 1/2)m = (−1)m(1/2)m we find
g(x) =
∞∑
a2m
x2m+1
2m+ 1 2F1
( −m,1/2
1
∣∣∣∣ a
2 − b2
a2
)
. (3.12)m=0
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The result is that
√
m 2F1
( −m,1/2
1
∣∣∣∣ a
2 − b2
a2
)
isO(1) if b < a and isO((b/a)2m) if a > b. Therefore g is analytic in x for |x| < min{1/a,1/b}.
Theorem 3.4. ξn is an analytic function of qn and has the Taylor series expansion
ξn = 1 +
∞∑
j=1
cj q
jn. (3.13)
Proof. It is clear from (3.9) that ξn → 1 as n → ∞. Moreover the ξn in (3.9) is unique since
q−2in−1(q) < in(q) < q2in+1(q). The analyticity of ξn now follows from Theorem 3.3 and the
implicit function theorem. 
Substitute for ξn from (3.13) in (3.9) to evaluate cj . It is easy to establish
−c1 = 2q
1/4/(1 − q)
ϑ2(0, q)ϑ3(0, q)
= 1/(1 − q)
(q2,−q2,−q;q2)2∞
= (q;q
2)2∞
(1 − q)(q2;q2)2∞
. (3.14)
The last expression is the answer given by Ramanujan, [21, p. 57], [4]. One can also verify that
c2 = 0 evaluate c3, see below, and verify that c4 = −c1c4. This can be done by hand without
any symbolic algebra packages, and, in our opinion, it is very likely that this how Ramanujan
computed them.
4. Symmetries of the coefficients cn
To compute the coefficients cj included in (3.13), let
X = qn, Y = ξn, u = X/
√
Y
and
h(u) := qn+1/4φ(ξn) = q
1/4u
(1 − q)√ab
1φ1(0;q3;q2, q2u2)
1φ1(0;q;q2, q2u2) . (4.1)
Then the equality (3.9) is equivalent to the following equation:
X = u exp(−g ◦ h(u)), (4.2)
where the function g is defined by (3.11). Denoting by u(X) the inverse function X 	→ u deter-
mined by (4.2), one verifies easily that the series (3.13) is merely the Taylor expansion at X = 0
of the function Y that can be expressed in the following manner:
Y = exp(−2g ◦ h ◦ u(X)).
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c1 = 2
(q;q)1 Z, (4.3)
c2 = 0, (4.4)
c3 =
[
2q2(q2 + 1)
(q;q)3 +
1
3(1 − q)3 Z
2
]
Z − 1
3(1 − q)3 ZL, (4.5)
c4 = −c1c3, (4.6)
where
Z = − q
1/4
√
ab
, L = q1/2
(
a
b
+ b
a
)
.
From (3.10) and (4.1), it is easy to check the following formulae:
Z = (q − 1)h′(0), L = −Z2g′′′(0). (4.7)
In the following, Kq is the field of all rational functions in q:
Kq :=
{
P(q)/Q(q): P,Q ∈ C[q]}.
Theorem 4.1. For any positive integer n, the nth coefficient cn can be expressed into a polynomial
Pn(Z,L) ∈Kq [Z,L] such that
P2m+
(Z,L) = Z

∑
0i+jm
P
(i,j)
2m+
(q)Z
2iLj , (4.8)
where 
 = 1 or 2 and P (i,j)n ∈Kq .
Proof. Because of (4.7), it is straightforward to see that cn is a polynomial in Z and K whose
coefficients belong to Kq . If Z = 0, h will be identically equals to zero, therefore all coefficients
cn are zero till n 
= 0. This implies that Pn(0,L) = 0. Moreover, from
g(−x) = −g(x), h(−x) = −h(x),
it follows that Pn(−Z,L) = (−1)nPn(Z,L), and one gets the factor Z
 in the right-hand of
(4.8). The rest of the proof is not difficult to carry out. 
For convenience we set
qn = (q;q)n, cn = Z
dn, λ = Z
2
L
,
where, as stated above, 
 = 1 if n is odd and 
 = 2 if n is even. In these notations, formulas
(4.3)–(4.6) can be put into the following form:
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q1
, d2 = 0,
d3 = 2q(q
2 + 1)
q3
+ 1
3q31
(λ− 1)L,
d4 = −4q(q
2 + 1)
q3q1
− 2
3q41
(λ− 1)L.
The constant terms in dn have very interesting patterns.
Using Xmaple-9, we get the following expressions for dn, n = 5, . . . ,10.
d5 = −qD5,0,15q5 +
q(q2 + 1)
q3q21
(9λ− 1)L+ 3
20q51
(9λ− 1)(λ− 1)L2,
d6 = 4qD6,0,2
q5(q3)1
− 16q(q
2 + 1)
3q3q31
(4λ− 1)L− 32
45q61
(4λ− 1)(λ− 1)L2,
d7 = −q
2(q2 + 1)D7,0,1
q7
− q
14q5q1(q3)1
(35D7,0,3λ−D7,1,1)L
+ q(q
2 + 1)
12q3q41
(25λ− 1)(25λ− 9)L2 + 5
504q71
(25λ− 9)(25λ− 1)(λ− 1)L3,
d8 = 12q
2(q2 + 1)D8,0,2
5q7q1
+ 4q
35q5q21 (q3)1
(63D8,0,4λ−D8,1,2)L
+ 8q(q
2 + 1)
5q3q51
(9λ− 1)(9λ− 4)L2 − 6
35q81
(λ− 1)(9λ− 1)(9λ− 4)L3,
d9 = q
2D9,0,1
12q9
− q
2
30q7q1(q3)1
(
49
(
q2 + 1)D9,0,3λ− 5D9,1,1)L
− 9
120q5q31 (q3)1
(
2401D9,0,5λ2 − 140D9,1,3λ+ 5D9,2,1
)
L2
+ q(q
2 + 1)
360q3q61
(49λ− 25)(49λ− 9)(49λ− 1)L3
− 27
25920q91
(λ− 1)(49λ− 9)(49λ− 25)(49λ− 1)L4,
d10 = −8q
2D10,0,2
75q9(q5)1
+ 32q
2(q2 + 1)
105q7q21 (q3)1
(112D10,0,4λ−D10,1,2)L
+ 64
525q5q41 (q3)1
(
448D10,0,6λ2 − 20D10,1,4λ+ 1
)
L2
+ 256q(q
2 + 1)
315q3q71
(4λ− 1)(16λ− 9)(16λ− 1)L3
− 1024
14175q10
(λ− 1)(4λ− 1)(16λ− 9)(16λ− 1)L4.
1
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to observe that the coefficients of powers of q in the constant terms Dy,0,1 are integers, sym-
metric about the middle term and their absolute values are unimodal. The integral property and
symmetry about the middle term continues to hold for all coefficients Du,v,w . Indeed we have
D5,0,1 = 1 − 6q − q2 − 5q3 − 18q5 − 5q7 − q8 − 6q9 + q10,
D6,0,2 = 1 − 10q − 11q2 − 32q3 − 26q4 − 58q5 − 48q6
− 58q7 − 26q8 − 32q9 − 11q10 − 10q11 + q12,
D7,0,1 = 1 + 2q + 6q2 + 14q3 + 24q4 + 33q5 + 47q6 + 57q7 + 66q8 + 68q9
+ 66q10 + 57q11 + 47q12 + 33q13 + 24q14 + 14q15 + 6q16 + 2q17 + q18,
D7,0,3 = 1 − 15q − 16q2 − 52q3 − 46q4 − 93q5 − 78q6 − 93q7 − 46q8 + · · · + q12,
D7,1,1 = 3 − 13q − 28q3 + 6q4 − 39q5 − 10q6 − 39q7 + 6q8 − 28q9 − 13q11 + 3q12,
...
D10,2,2 = 17 − 160q − 77q2 − 504q3 − 302q4 − 816q5 − 556q6 − 816q7 − 302q9
− 504q9 − 77q10 − 160q11 + 17q12.
We are convinced that the coefficients in the above functions have very interesting combinatorial
properties. These questions demand further study. One conjecture we offer is the following.
Conjecture 4.2. The limit
lim
q→1−
cn
exists for every n and is a rational multiple of π−n.
Using (1.18) and (1.19) we see that
c1 = − 1
Γq2(1/2)
, (4.9)
a
b
= (1 + q
2)2
4q1/2
[Γq4(1/2)]4
[Γq2(1/2)]4
, ab = 4q
1/2(1 − q2)2
[Γq2(1/2)]4
. (4.10)
Therefore
lim
q→1−
c1 = −1/π.
Conjecture 4.3. The coefficients Du,v,w are polynomials in q with integer coefficients, and the
coefficients are symmetric around the middle term.
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tion φ of (3.10), which is a quotient of two functions satisfying the same second order linear
q-difference equation. The two functions being
u1φ1
(
0;q3;q2, qu2), 1φ1(0;q;q2, u2).
They are linear independent solutions to the q-difference equation
y
(
q2u
)− ((1 + q)− qu2)y(qu)+ qy(u) = 0.
This fact might bring in a geometric point view to shed some light on and help us better under-
stand the properties of the coefficients cn.
5. Zeros of G
The q-Laguerre polynomials have the explicit form [15,17,19]
L(α)n (x;q) =
(qα+1;q)n
(q;q)n
n∑
k=0
(q;q)nqk2+αk
(q, qα+1;q)k(q;q)n−k (−x)
k. (5.1)
Therefore
lim
n→∞L
(α)
n (x;q) =
(qα+1;q)∞
(q;q)∞
∞∑
k=0
qk
2+αk
(q, qα+1;q)k (−x)
k
= (q
α+1;q)∞
(q;q)∞ G
(
x, qα+1;q). (5.2)
Let
x
(L)
n,1 > x
(L)
n,2 > · · · > x(L)n,n > 0 (5.3)
be the zeros of L(α)n (x;q). Moak [19] showed that
x
(L)
n,k > q
−2x(L)n,k+1, k = 1, . . . , n− 1. (5.4)
Formulas (5.2) shows that the zeros of G(x,a;q) are positive for 0 < a < 1. This also follows
from [2,13]. Let the zeros of G(x,a;q) be
0 < x(G)1 (a) < x
(G)
2 (a) < · · · < x(G)n (a) < · · · . (5.5)
Now (5.4) proves
x(G)n (a) > q
−2nx(G)(a), a ∈ (0,1).1
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x
(L)
n,k =
q−2n−α
ik(q)
{
1 + o(1)}.
Since x(G)n < x(L)n,1 , we conclude that
x(G)n = ηnq−2n+1/a, (5.6)
with ηn bounded.
We now establish a complete asymptotic expansion of G(x,a;q) for large x.
Theorem 5.1. The function G(x,a;q) has the representation
G(x,a;q) = (ax, q
2/ax;q2)∞
(q;q2)∞
∞∑
n=0
G(−q−2n, a;q)
(q;q)2n q
n(n−1)(−ax)−n
+ (qax, q/ax;q
2)∞
(q;q2)∞
∞∑
n=0
G(−q−2n−1, a;q)
(q;q)2n+1 q
n(n+1)(−ax)−n. (5.7)
Proof. We only sketch the proof since it is similar to the proof of Theorem 3.1. Apply (3.1) to
get
G(x,a;q) = (q
2;q2)∞
2πi
∮
C
(
qxz, q/xz;q2)∞F(−1/z, a;q)dzz
= (q
2;q2)∞
2πi
∮
C
(qxz, q/xz;q2)∞
(1/z;q)∞ G(−1/z, a;q)
dz
z
where we used (1.8). The rest follows from residue calculus. 
The series in (4.7) converge for |axq| > 1 and |a| < q , since
G
(−q−2nλ, a;q)= q−n2
∞∑
n=0
q(n−k)2
(q, a;q)k
(
aλ
q
)k
.
The series in Theorem 5.1 is an asymptotic series as well as an interpolation series which
reconstruct the function G from its values at the interpolation points {−q−n: n = 0,1, . . .}. This
same phenomena occurs for the classical confluent hypergeometric functions in the hyperasymp-
totics of Dingle [10]. In order to compute explicitly ηn of (5.6), let us introduce another “direct”
expansion. For convenience, set
q = p2, x = u2, a = qb2; (5.8)
it follows [26, (4.3-4)]:
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(
u2, qb2;q)= H(u,b;p)+H(−u,b;p)
2(−p;p)∞(qb2,−q/u2;q) , (5.9)
H(u,b;p) = (i√p bu,−i√p /bu, ip/u;p)∞2φ1(√p b,√p /b;−p;p, ip/u), (5.10)
where H is analytic in the complex u-plane punctured at the origin. In order to determine the
location of the zeros of G, one has to consider the functional equation
H(u,b;p) = −H(−u,b;p). (5.11)
From the fact that G is an entire function we conclude that
H
(±ipn, b;p)= −H (∓ipn, b;p)
for all positive integers n.
As u goes to infinity, the function H(u,b;p) varies merely as its factor (i√p bu,−i√p /
bu;p)∞; and, according to (5.6), set
u = iξnp−2n/b, ξn = e2iz. (5.12)
The functional equation (5.11) implies the following equality:
(−√p e2πiz,−√p e−2πiz;p)∞
(
√
p e2πiz,
√
p e−2πiz;p)∞
= − (−bp
2n+1/ξn;p)∞2φ1(√p b,√p /b;−p;p,−bp2n+1/ξn)
(bp2n+1/ξn;p)∞2φ1(√p b,√p /b;−p;p,bp2n+1/ξn) , (5.13)
in which the left-hand is merely the quotient ϑ3(z,
√
p )/ϑ4(z,
√
p ); see (1.11) and (1.12) for
definition.
In the following, one uses the notations k, k′ and dn(u, k) introduced in (1.13), (1.15) where
one will change q by q1/4 or, equivalently, √p.
From (5.13) it follows:
dn
(
zϑ23
(
0,√p ), k)
= −ϑ4(0,
√
p )(−bp2n+1/ξn;p)∞2φ1(√p b,√p /b;−p;p,−bp2n+1/ξn)
ϑ3(0,
√
p )(bp2n+1/ξn;p)∞2φ1(√p b,√p /b;−p;p,bp2n+1/ξn) . (5.14)
Theorem 5.2. Let ξn be as in (5.12). Then ξn satisfies the integral equation
ln(ξn/p) = ±πi2 − 2i
φ(ξn)∫
0
dt∏4
j=1(1 − λj t)1/2
(5.15)
where
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(
0,√p )(ϑ3(0,√p )− ϑ4(0,√p )),
λ2 = ϑ3
(
0,√p )(ϑ3(0,√p )+ ϑ4(0,√p )),
λ3 = ϑ4
(
0,√p )(ϑ3(0,√p )− ϑ4(0,√p )),
λ4 = −ϑ4
(
0,√p )(ϑ3(0,√p )+ ϑ4(0,√p )),
φ(ξn) = 1 − h(−ξn)/h(ξn)
ϑ23 (0,
√
p )− ϑ24 (0,
√
p )
,
h(ξn) =
(
bp2n+1/ξn;p
)
∞2φ1
(√
p b,
√
p /b;−p;p,bp2n+1/ξn
)
.
Proof. Applying (1.17) to (5.14) gets:
ln ξn = 2i
ϑ23 (0,
√
p )
1∫
−h(ξn)/h(ξn)
dt√
(1 − t2)(t2 − k′2)
,
where k′ = ϑ24 (0,
√
p )/ϑ23 (0,
√
p ). Again by (1.17) and also [24, §22.3], it follows:
1∫
− ϑ4(0,
√
p )
ϑ3(0,
√
p )
dt√
(1 − t2)(t2 − k′2)
=
(
±π
4
+ πτ
)
ϑ23
(
0,√p )
if √p = eiπτ . Setting
λ = ϑ3(0,
√
p )
ϑ4(0,
√
p )(ϑ23 (0,
√
p )− ϑ24 (0,
√
p ))
,
one completes the proof by replacing t by t/λ− ϑ4(0,√p )/ϑ3(0,√p ) in the remaining part of
the integral, i.e., that done between −ϑ4(0,√p )/ϑ3(0,√p ) and −h(−ξn)/h(ξn). 
Now we are coming to the function ηn introduced in (5.6) for the large zeros x(G)n of G;
combining (5.8) and (5.12) allows to read
x(G)n = −ξ2nq−2n+1/a, ηn = −ξ2n .
Theorem 5.3. For large enough n, ηn is an analytic function of qn and has the Taylor series
expansion
ηn = −ξ2n = q +
∞∑
j=1
djq
jn. (5.16)
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follow from Theorem 5.2 and the implicit function theorem. 
Substitute for ξn from (5.16) in (5.15) to evaluate dj . If φ(ξn) = dqn/ξn + · · · is Taylor series
of φ at qn = 0, then d1 = 4pd ; hence one gets the expression
d1 = − 8p
3/4(a + p)ϑ3(0,√p )
(1 − p2)ϑ4(0,√p )(ϑ23 (0,
√
p )− ϑ24 (0,
√
p ))
.
Other coefficients dj can be computed similarly as that done for cj in Section 3. Let us end this
paper by two remarks concerning several expansions at the infinity of G(x,a;q).
Firstly, from [26, Corollary 1.6 and Proposition 3.1] and (1.8) follows
G
(
u2, qb2;q)= −ib
√
p (q,1/b2,−u2;q)∞[H(u,b;p)+H(u,b;p)]
u(p;p)∞[J (u, b;p)− J (−u,b;p)] , (5.17)
where H is defined in (5.10) and where J is given by
J (u, b;p) = (√p bi/u,−√pui/b,−√p i/bu,√p bui;p)∞.
Comparing with (5.9) implies
J (u, b;p)− J (−u,b;p) = −2i
√
p b
u
(−p;p)2∞
(−u2,−q/u2, qb2,1/b2;q)∞
or, by replacing u by ui:
(
u2, q/u2, qb2,1/b2;q)∞ = −u[J (ui, b;p)− J (−ui, b;p)]2√p b(−p;p)2∞ . (5.18)
Notice that formula (5.18) expresses a double-theta function in (x2, b2) with the base q as
being a symmetric function of (x, b) in the base √q = p. One can also observe that
J (−u,b;p) = J (u,−b;p).
Our final remark concerns a general but elementary rule that relates the asymptotic expansion
(5.7) to other one such as (5.9) or (5.17): Given any positive integer N and any power series f of
variable x, one can express the product (xN , q/xN ;qN)∞f (xN) as sum of N parts, each being
a product of type (
x, 
′/x;q) multiplied by a suitable series of variable x.
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