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Abstract
The representation used for Facial Expression Recognition
(FER) usually contain expression information along with
other variations such as identity and illumination. In this pa-
per, we propose a novel Disentangled Expression learning-
Generative Adversarial Network (DE-GAN) to explicitly dis-
entangle facial expression representation from identity infor-
mation. In this learning by reconstruction method, facial ex-
pression representation is learned by reconstructing an ex-
pression image employing an encoder-decoder based genera-
tor. This expression representation is disentangled from iden-
tity component by explicitly providing the identity code to
the decoder part of DE-GAN. The process of expression im-
age reconstruction and disentangled expression representa-
tion learning is improved by performing expression and iden-
tity classification in the discriminator of DE-GAN. The dis-
entangled facial expression representation is then used for fa-
cial expression recognition employing simple classifiers like
SVM or MLP. The experiments are performed on publicly
available and widely used face expression databases (CK+,
MMI, Oulu-CASIA). The experimental results show that the
proposed technique produces comparable results with state-
of-the-art methods.
Introduction
Facial expression recognition (FER) has many exciting ap-
plications in domains like human-machine interaction, in-
telligent tutoring system (ITS), analysis and diagnosis of
suicidal symptoms, interactive games, and intelligent trans-
portation. Therefore FER has been widely studied by com-
puter vision and machine learning community in the past
decades. Despite all the research, FER is still a difficult and
challenging task for the research community. Most of FER
techniques developed so far, do not consider inter-subject
variations and differences in facial attributes of individuals
present in data. An explicit disentanglement of facial ex-
pression features from identity representation has been stud-
ied and explored in very few FER techniques (Meng et al.
2017) (Yang, Ciftci, and Yin 2018). In most of FER tech-
niques in the literature, the representations used for the clas-
sification of expressions contain identity-related informa-
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Figure 1: DE-GAN takes input image(s), random noise vec-
tor and identity code as input, and outputs a disentangled fa-
cial expression representation along with synthetic image(s)
with the same facial expression(s) as in the input image(s),
but with different identity, specified by the identity code. The
disentangled facial expression representation is then used for
FER.
tion along with facial expression information, as observed
in (Yang, Zhang, and Yin 2018) (Cai et al. 2019). The main
drawback of this entangled representation is that it nega-
tively affects the generalization capability of FER technique,
which, as a result, degrades the performance of FER on un-
seen identities.
In this paper, we present a GAN based expression rep-
resentation learning technique which is inspired by the
disentangled adversarial loss presented in (Tran, Yin, and
Liu 2017). The proposed Disentangled Expression-learning
Generative Adversarial Network, which we call DE-GAN,
is used to learn an expression representation which does
not contain identity information. The main objective of DE-
GAN is to extract expression information fexp(x) from non-
linear function, h, defined as: f(x) = h(fid(x), fexp(x)),
where f(x) is the representation of an image, fexp(x) cor-
responds to facial expression representation, and fid(x) de-
notes the identity specific representation. The architecture of
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our proposed DE-GAN is shown in Figure 1.
The motivation to learn a discriminative representation
for FER encourages us to employ an encoder-decoder based
GAN model. An image containing any basic expression (i.e
anger, disgust, contempt, fear, happy, sad and surprise) is
fed into the encoder, Gen, and a reconstructed image con-
taining the same facial expression as the input image is gen-
erated from the decoder Gde with a target identity. So, gen-
erator, G, is used for two purposes: 1. to learn a generative
and discriminative facial expression representation, which
is the output of the encoder, Gen, 2. to reconstruct a facial
expression image, which is the output of the decoder Gde.
The discriminator, D, of DE-GAN is trained to classify not
only between real and fake images but to also perform the
classification of identities and facial expressions. The esti-
mation of facial expressions and identities in the discrimi-
nator helps us in constructing a generator which is capable
of generating a discriminative and disentangled facial ex-
pression representation from input facial expression images.
The multi-task classification in the discriminator also plays
an important role in the reconstruction of facial expression
images using the expression representation encoded by the
encoder Gen and the target identity provided to the decoder
Gde of DE-GAN.
Our generator, G, and discriminator, D, are quite differ-
ent from G and D used in conventional GAN (Goodfellow
et al. 2014). In (Goodfellow et al. 2014), the input to the
generator is random noise and the output is a synthetic im-
age. While in our case, G is fed with a facial expression
image x, an identity code I and random noise z, and the
output of G is a reconstructed image with the same facial
expression as in x, but with a different identity, specified by
an identity code, I . This synthesized image is then used to
fool the discriminator, D. The noise vector z and identity
code I is concatenated with the facial expression represen-
tation learned by the encoder Gen. This concatenated vec-
tor is then fed into the decoder Gde to reconstruct a facial
expression image. The disentangled facial expression repre-
sentation learned by the encoder Gen, is mutually exclusive
from identity information, which can be best used for FER.
In contrast to previous methods (Meng et al. 2017) (Yang,
Ciftci, and Yin 2018) which employ an expression-sensitive
contrastive loss, an identity-sensitive contrastive loss and
learning de-expression residue from generative model, to re-
duce the influence of identity related information from ex-
pression representations, our proposed DE-GAN based tech-
nique learns an explicitly disentangled facial expression rep-
resentation which can be used to improve FER.
The main contributions of this paper are as follows:
• We present a novel disentangled and discriminative facial
expression representation learning technique for FER us-
ing adversial learning in DE-GAN framework.
• The DE-GAN based set-up also performs the task of fa-
cial expression synthesis by transferring facial expression
information from input image to target identity.
Related Work
Facial expression recognition has been extensively stud-
ied in the past decades, as elaborated in recent surveys
(Sariyanidi, Gunes, and Cavallaro 2014) (Martinez et al.
2017) (Li and Deng 2018). The main goal of FER is to ex-
tract features that are discriminative and invariant to vari-
ations such as pose, illumination, and identity-related in-
formation. This feature extraction process can be divided
into two main categories: human-engineered features and
learned features. Before deep learning era, most of FER
techniques involved human-designed features using tech-
niques such as Histograms of Oriented Gradients (HOG)
(Baltrusˇaitis, Mahmoud, and Robinson 2015), Scale Invari-
ant Feature Transform (SIFT) features (Chu, De la Torre,
and Cohn 2016), (Yu¨ce, Gao, and Thiran 2015), histograms
of Local Binary Patterns (LBP) (Chen et al. 2013), (Valstar
et al. 2012), histograms of Local Phase Quantization (LPQ)
(Jiang, Valstar, and Pantic 2011). These techniques are ap-
plied to static images or a sequence of images to extract fea-
tures for FER.
The human-crafted features perform well in lab controlled
environment where the expressions are posed by the sub-
jects with constant illumination and stable head pose. How-
ever, these features fail on spontaneous data with varying
head position and illumination. Recently, deep CNN (Kim
et al. 2015), (Yu and Zhang 2015), (Ng et al. 2015) (Liu
et al. 2014) (Jung et al. 2015) (Ding, Zhou, and Chellappa
2017) (Zhao et al. 2016) have been employed to increase
the robustness of FER to real-world scenarios. However, the
learned deep representations used for FER are often influ-
enced by large variations in individual facial attributes such
as ethnicity, gender, age, etc of subjects involved in training.
The main drawback of this phenomenon is that it negatively
affects the generalization capability of the model, and as a
result, the FER accuracy is degraded on unseen subjects. Al-
though significant progress has been made in improving the
performance of FER, the challenge of mitigating the influ-
ence of inter-subject variations on FER is still an open area
of research.
Various techniques (Li, Deng, and Du 2017)(Cai et al.
2018) have been proposed in the literature to increase the
discriminative property of extracted features for FER by in-
creasing the inter-class differences and reducing intra-class
variations. Most recently, Identity-Aware CNN (IACNN)
(Meng et al. 2017) was proposed to enhance FER perfor-
mance by reducing the effect of identity related informa-
tion by using an expression-sensitive contrastive loss and
an identity-sensitive contrastive loss. However, the effective-
ness of contrastive loss is affected by large data expansion,
which is caused due to the compilation of training data in
the form of image pairs (Cai et al. 2019). An Identity-free
conditional Generative Adversarial Network (IF-GAN) (Cai
et al. 2019) method was proposed to mitigate the effect of
identity-related information by generating a common syn-
thetic image with the same facial expression as the input im-
age. This generated synthetic image is then used for FER to
eliminate the influence of individual variations of subjects
in data. The problem with this technique is that since the
classification of facial expression is performed on the gen-
erated synthetic image, therefore the performance of FER
will not only depend on the quality of the generated im-
age but also on the facial expression transfer process from
the input image to the synthetic image. In (Yang, Ciftci,
and Yin 2018), person-independent expression representa-
tions are learned by using De-expression Residue Learning
(DeRL). In DeRL, a cGAN framework is trained to generate
a neutral image from an expression image fed to the genera-
tor. The expression representation is then learned from inter-
mediate layers of the generator, after training the cGAN
framework. However, the DeRL based technique, apart from
being computationally very costly, does not explicitly disen-
tangle the expression information from identity information,
because the same intermediate representation is used to gen-
erate neutral images of the same identities.
Proposed Method
The proposed facial expression expression recognition tech-
nique contains two learning processes, i.e in the first process
DE-GAN is employed to learn a disentangled and discrimi-
native expression representation by synthesising an expres-
sion image, and the second part involves the facial expres-
sion recognition by classifying the disentangled expression
features using a simple shallow neural network. The image
pairs, e.g < finput, ftarget > are used to train the DE-GAN.
finput is an expression image of any identity, and ftarget
is a synthesised image having the same expression as input
image but with different identity. After training, the gener-
ator reconstructs an expression image ftarget by extracting
the expression information from finput and transferring it
to ftarget. During this learning by reconstruction process,
the network learns to disentangle expression features from
identity information. In the second phase of learning FER
is performed employing a shallow network using the disen-
tangled expression features extracted from the encoder of
DE-GAN′s generator.
Expression Transfer Using DE-GAN
The generator in DE-GAN is based on encoder-decoder
structure, while the discriminator is a simple deep convo-
lutional neural network. The input to the generator is an ex-
pression image, which is passed through the encoder part of
generator and a disentangled representation vector connects
the encoder with the decoder of the generator. This disentan-
gled representation is then used to generate an image with
the same expression but with different identity.
In order to generate an image containing the expression
of the input image but with different identity, the expres-
sion information must be captured in such a way that it does
not contain the identity features of the input image. Because
the identity information is fed in the form of Id code to the
decoder, which is then combined with the expression infor-
mation to generate an expression image but with different
identity. Thus, by providing the identity information explic-
itly to the decoder we will be able to disentangle the expres-
sion information from the identity features in the expression
representation.
Disentangled Expression Representation
Given a face expression image x with expression label as ye
and identity label as yid, our main objective is to learn a dis-
criminative expression representation for FER by generating
an expression image x¯ with the same expression label as ye
but with a different identity label, lets say yid2 by employing
DE-GAN. The DE-GAN is an encoder-decoder based con-
ditional GAN which is conditioned on the original image x
and the identity label yid. The architecture of DE-GAN is
shown in Figure 2.
Generator: Given an expression image x, the extracted
features f(x) is given by a non-linear function h as:
f(x) = h(fid(x), fexp(x)) (1)
Where fid corresponds to the identity information and
fexp(x) denotes the expression features. Our hypothesis is
that the accuracy of FER can be improved by disentangling
fid(x) from fexp(x). In DE-GAN this disentangling is per-
formed by employing an encoder Gen and a decoder Gde
based generator. The goal of encoder is to learn a disentan-
gled expression representation i.e fexp(x) = Gen(x) given
a face image x, while decoder Gde is used to generate a
synthetic expression image given by x¯ = Gde(fid(x), I, z),
where variances like illumination, age, gender etc are mod-
eled by noise z ∈ RNz . The code I ∈ RN is in the form
of a one hot vector in which the desired identity is given by
yidx which will be 1 in the one hot vector. The goal of G is
to generate realistic looking fake image x¯ which can fool D
to classify it as fake, the identity I and expression ye with
the following objective function:
max
G
VG(D,G) = Ex,y∼pe(x,y)
z∼pz(z),I∼pI(I)
[log(Deye(G(x, I, z))+
log(Didyidx(G(x, I, z))]
(2)
The ultimate goal of generator, which strives to transfer ex-
pression from input image to output image with a target
identity, is to learn a discriminative expression representa-
tion fexp(x) which is disentangled from the identity infor-
mation. The disentanglement process is performed by in-
putting an identity code I to Gde, and thus Gen is trained
to learn only the expression information from the input im-
ages because noise z models the other variations like gender,
age illumination etc.
Discriminator: The architecture of our discriminator is
different from conventional GAN in such away that we have
employed a multi-task CNN. The task of our discriminator
is to classify between real and fake images and in addition
to that its other task is to classify the identity and expression
using the following objective function:
max
G
VG(D,G) = Ex,y∼pe(x,y)[log(D
e
ye(x) + log(D
id
yid(x)]+
Ex,y∼pe(x,y)
z∼pz(z),I∼pI(I)
[log(DeNe+1(G(x, I, z))]
(3)
Figure 2: Architecture of our DE-GAN
Where Did and De corresponds to the identity classifica-
tion task and expression classification task of our multi-task
discriminator respectively. Nd denotes the total number of
subjects in the dataset and Ne denotes the number of ex-
pressions which in our case is six for MMI and Olulu Casia
datasets and seven in case of CK+. Given a real expression
image x, the first part of objective function of D is to clas-
sify its identity and expression. The second part of the above
equation shows that the objective of D is also to maximize
the probability of a synthetic image x¯ = Gde(fid(x), I, z)
generated by the generator, being classified as a fake class.
The expression classification in the discriminator D helps in
transferring expressions from input image to the synthesized
generated images.
Facial Expression Recognition
After the training of DE-GAN, the disentangled expression
representation fexp(x) from input expression image is ex-
tracted by using only the encoder of DE-GAN′s generator.
The classification of facial expression is performed using
the extracted expression representation by training a sim-
ple shallow classifier like MLP or SVM. In our technique
we do not have to extract features from multiple layers of
encoder and decoder and train multiple CNNs such as in
(Yang, Ciftci, and Yin 2018) to perform FER. We instead
use a 350 long one dimensional vector extracted from the
last layer of our encoder and train a very shallow multi-layer
perceptron for FER.
Experiments
The proposed DE-GAN based FER technique is evaluated
on three publicly available facial expression databases: I.e
CK+ (Lucey et al. 2010), Oulu-CASIA (Zhao et al. 2011)
and MMI (Pantic et al. 2005) database.
Implementation Details
Facial landmarks are detected by employing Convolutional
Experts Constrained Local Model (CE-CLM) (Zadeh et al.
2017), and face detection and face alignment is performed
based on those detected facial landmarks. After face align-
ment, 75 × 75 regions are randomly sampled from the
Method Setting Accuracy
CNN(baseline) Static 90.34
DE-GAN(Ours) Static 97.28
Table 1: CK+: Accuracy for seven expressions classification.
aligned faces. Data augmentation is applied to avoid the
over-fitting problem by increasing the number of training
images. In the data augmentation process, five patches of
size 75×75 are cropped-out from five different locations I.e
center and four corners of each image. Ten angles i.e−150◦,
−120◦, −90◦, −60◦, −30◦, 30◦, 60◦, 90◦, 120◦, 150◦ are
then used to rotate each image patch. In order to further in-
crease the number of training data each rotated image is hor-
izontally flipped. Thus as a result of this process the original
dataset is augmented 110 times. The data augmentation pro-
cess is not applied to testing data.
For the optimization of the hyper-parameters the opti-
mization strategies presented in (Radford, Metz, and Chin-
tala 2015) are adopted in our technique. Adam optimizer
(Kingma and Ba 2014) is used with a batch size of 150,
learning rate of 0.0001 and momentum of 0.5. Normal dis-
tribution is used with a zero mean and standard deviation of
0.02 to initialize all network weights. Contrary to conven-
tional GAN training strategies mentioned in (Goodfellow et
al. 2014), in DE-GAN, in later iterations when D reaches to
near optimal solution, G is updated more frequently than D,
due to supervised classification provided by the class labels.
Experimental Results
CK+ dataset: Is a famous facial expression recognition
database which contains 327 videos sequences from 118
subjects. Each of these sequences corresponds to one of
seven expressions, i.e. anger, contempt, disgust, fear, happi-
ness, sadness, and surprise, where each sequence starts from
neutral expression to peak expression. The entire CK+ data-
base for the training and testing of the proposed method is
compiled in such a way that only the last three frames of
each sequence is taken as an expression image, which re-
sults in 981 images. The result of our experiments on CK+
database is reported in Table 1.
Method Setting Accuracy
CNN(baseline) Static 58.46
DE-GAN(Ours) Static 72.97
Table 2: MMI: Accuracy for six expressions classification.
Method Setting Accuracy
CNN(baseline) Static 73.14
DE-GAN(Ours) Static 89.17
Table 3: Oulu-CASIA: Accuracy for six expressions classi-
fication.
MMI dataset: This dataset contains expression images
from 31 subjects in the form of 236 video image sequences.
Six basic expressions are used to label each of these se-
quences. The dataset which is used for the evaluation of the
proposed technique consists of 208 sequences from 31 sub-
jects in which each frame is captured in frontal view. The ex-
pressions in each sequence starts from neutral, evolves into
peak expression in the middle of the sequence and dies down
to neutral again in the end. The three middle frames which
correspond to the peak expression are selected from each
sequence to construct a dataset containing 624 images. The
accuracy of facial expression recognition on MMI database
is shown in Table. 2.
Oulu-CASIA dataset: This dataset consists of three parts
corresponding to images obtained using two different cam-
eras in three different lighting environments. In this experi-
ment, only the data compiled under strong illumination con-
dition using the VIS camera is used for training and testing.
In Oulu-CASIA VIS 80 subjects are employed to construct a
dataset which contains 480 sequences, where each sequence
is labeled as one of the six basic expressions. The expres-
sions in each video sequence starts from neutral and ends at
peak expression. The last three frames of each sequence is
selected to create a training and testing dataset.
The accuracy of the proposed method on Oulu-CASIA
dataset is shown in Table. 3. The accuracy of FER using the
disentangled expression features from DE-GAN is high in
case of Oulu-CASIA dataset due to the fact that the expres-
sion images for each of the six basic expressions is present
for each subject in the Oulu-CASIA database. Due to the
complete dataset, we are being able to effectively disentan-
gle expression features from the identity features. While in
case of CK+ and MMI datasets not all subjects contain all
six/seven expression image sequences. Thus it shows that a
better disentangled facial expression information can be ob-
tained when the proposed method is performed on datasets
where expression information is complete for all subjects in
that dataset.
Conclusions
In this paper we have presented DE-GAN, which is a facial
expression recognition method based on learning by synthe-
sis or reconstruction. The main goal of DE-GAN is to extract
and disentangle the expression information from the iden-
tity information from a facial expression image. In order to
achieve this goal an encoder-decoder structured generator is
employed in DE-GAN, in which the disentangled expression
representation is learned by transferring the expression from
input image to a synthesized image with different identity
than that of the identity of the input image. The identity of
the synthesized image is fed explicitly to the decoder part
of DE-GAN. In order to improve the performance of facial
expression image synthesis and disentangled expression rep-
resentation learning, we have used a multi-task CNN based
discriminator, whose job is to not only classify between real
and fake images, but it also classifies the identity and ex-
pression information. Initial experimental results evaluated
on publicly available databases using the proposed method
show that the disentangled expression features learned using
the proposed technique is comparable with the results of the
state-of-the-art facial expression recognition techniques.
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