Abstract Data with multiple responses is ubiquitous in modern applications. However, few tools are available for regression analysis of multivariate counts. The most popular multinomial-logit model has a very restrictive mean-variance structure, limiting its applicability to many data sets. This article introduces an R package MGLM, short for multivariate response generalized linear models, that expands the current tools for regression analysis of polytomous data. Distribution fitting, random number generation, regression, and sparse regression are treated in a unifying framework. The algorithm, usage, and implementation details are discussed.
Introduction

Multivariate generalized linear models (MGLM)
This section details the models implemented in MGLM. Table 1 summarizes the multivariate models implemented in the R package. They are multivariate analogs of binomial, beta-binomial, and negative binomial models. For each model, we specify the probability mass function of the response vector y, the link function that relates distribution parameters to covariates, and the log-likelihood function of a finite sample. We start from the classical multinomial-logit model.
Multinomial (MN) model
The probability mass function of a d dimensional multinomial sample y = (y 1 , . . . , The parameter p is linked to the covariate vector x ∈ R p via the multinomial-Poisson transformation (Baker, 1994; Lang, 1996) p j = e . Given independent observations (y i , x i ), i = 1, . . . , n, the log-likelihood is
Because the log-sum-exponential mapping (η 1 , . . . , η d ) T → ln ∑ j e η j is convex (Boyd and Vandenberghe, 2004, p72) , the log-likelihood function is concave. This nice feature makes maximum likelihood estimation relatively easy for multinomial-logit model. Unfortunately, convexity is lost in other models listed in Table 1 .
Dirichlet-multinomial (DM) model
The mean-variance structure of the MN model does not allow over-dispersion, which is common in real data. DM distribution models the probability parameter p in the MN model by a Dirichlet distribution. The probability mass of a d-category count vector y over m = ∑ j y j trials under DM with parameter α = (α 1 , . . . , α d ), α j > 0 and proportion vector p ∈ ∆ d = {(p 1 , . . . , p d ) : p j ≥ 0, ∑ j p j = 1} is
where (a) k = a(a + 1) · · · (a + k − 1) for nonnegative integer k denotes the rising factorial. The last equality is due to the identity Γ(a + k)/Γ(a) = (a) k (Graham et al., 1994) . Because the data y j and parameter α j are intertwined in the gamma (or rising factorial) terms and do not factorize, the DM distribution does not belong to the exponential family. To incorporate covariates, the inverse link function
relates the parameter α = (α 1 , . . . , α d ) of the DM distribution to the covariates x. The log-likelihood for independent data points (y i , x i ), i = 1, . . . , n, takes the form
with B = (β 1 , . . . , β d ) ∈ R p×d collecting all regression coefficients. The log-likelihood, as a difference of two convex terms, is not concave in general.
Negative multinomial (NegMN) model
The counts Y j in both MN and DM models are negatively correlated, restricting their use for counts with positive correlation. The NegMN distribution provides a natural model for positively correlated count data. The probability mass of a count vector y under a NegMN distribution with parameter
m! is the general binomial coefficient. The parameter φ and the data m do not factorize. Therefore, NegMN does not belong to the exponential family when φ is unknown. We use the inverse link functions
to relate the covariates x to distribution parameter (p 1 , . . . ,
collect all the regression coefficients. Given n independent data points (y i , x i ), i = 1, . . . , n, the loglikelihood is
which in general is not concave in α j and β.
In some applications the over-dispersion parameter φ may not depend on the covariates x. MGLM offers the option to model the responses y i to share a common dispersion parameter φ, without linking it to the covariates. In this case, the log-likelihood is
The model size is pd + 1 and MGLM outputs the estimates (α 1 , . . . ,α d ,φ) and their standard errors.
Generalized Dirichlet-multinomial (GDM) model
In the previous three models, the multivariate counts have either pairwise negative correlation (MN and DM) or pairwise positive correlation (NegMN). It is possible to relax these restrictions by choosing a more flexible mixing distribution for the probability vector p in MN model. Connor and Mosimann (1969) suggest a generalization of the Dirichlet distribution that meets this challenge. The resulting admixed distribution, called the GDM distribution, provides a flexible model for multivariate categorical data with a general correlation structure (Bouguila, 2008; .
The probability mass of a count vector y over m = ∑ j y j trials under GDM with parameter
where
Again it is clear that the GDM distribution does not belong to the exponential family, since the parameter α j , β j and data y j , z j do not factorize.
We propose the inverse link functions
to relate the covariates x and parameter (α 1 , . . . ,
collect all the regression coefficients. Given n independent data points (y i , x i ), the log-likelihood is
Again the log-likelihood is not concave in general.
Which model to use?
When there are no covariates, multinomial model is a special case of the DM models, which in turn is a sub-model of the GDM model. That is, MN ⊂ DM ⊂ GDM. The distribution fitting function MGLMfit reports the p-value of the LRT for comparing the fitted model with the most commonly used multinomial model. NegMN model does not have such a relationship with any of the other three models. Therefore, no LRT is performed when dist="NegMN" in the distribution fitting function MGLMfit.
For regression, there is no nesting structure among the models in Table 1 . The regression function MGLMreg outputs AIC and BIC of the fitted model to aid users in choosing an appropriate regression model for their data.
Standard errors and testing
Standard errors for both distribution fitting (MGLMfit) and regression estimates (MGLMreg) are calculated based on the observed information matrix, as it provides a reasonable approximation to the expected information matrix and is even preferred as argued by Efron and Hinkley (1978) .
Unlike regression for univariate responses, the MGLM regression parameter is a matrix B = (β 1 , . . . , β d e ) ∈ R p×d e with each row B k,· corresponding to the effects of one predictor.
. Therefore, the hypotheses for testing the significance of the k-th covariate are:
By default, MGLMreg assesses the significance of each predictor by the Wald test. Let
be the inverse of the observed information matrix at the maximum likelihood estimate (MLE) B. Then the Wald statistic is computed as
where Σ k,k is the sub-matrix of Σ obtained by selecting rows and columns corresponding to the entries of B k,· . W k is asymptotically distributed as a chi-square distribution with d e degrees of freedom under the null distribution, yielding the p-values reported by MGLMreg. Users can also easily invoke the LRT by calling MGLMreg with option LRT=TRUE. LRT requires more computation than Wald test as it needs to perform MLE on p sub-models.
Regularization
The number of parameters, pd e , in the multivariate response models can be unwieldy with a moderate to large number of predictors. When the sample size n is limited or even smaller than pd e , regularization is necessary for variable selection, model interpretation, and improving the risk property of the estimate. In general, the MGLMsparsereg function solves the regularized problem
where is the log-likelihood function and J is a penalty term. The choice of J depends on specific applications. We implemented three classes of penalties. Below, S is an index set for the set of predictors subject to regularization, which can be selectively specified by the users.
In elementwise regularization (penalty= sweep ),
where P is a scalar penalty function, λ is the penalty tuning constant, and η is a parameter indexing member of a penalty family. Choices of the penalty families include: power family (Frank and Friedman, 1993) , where
, and in particular lasso (Tibshirani, 1996) (η = 1) and ridge (η = 2); elastic net (Zou and Hastie, 2005) , where (Fan and Li, 2001) , where
η > 2; and MC+ penalty (Zhang, 2010) , where
The special case of elastic net for the multinomial-logit model is also implemented in the popular glmnet package by Friedman et al. (2010) using coordinate descent algorithm. MGLM implements a generic accelerated proximal gradient method that applies to the following two penalties too.
In groupwise regularization (penalty= group ),
The group penalty (Yuan and Lin, 2006; Meier et al., 2008) achieves variable selection at the predictor level and leads to a more interpretable model.
Shrinkage and sparsity in terms of the rank of B is achieved by the nuclear norm regularization (penalty= nuclear )
where σ i (B)'s are the singular values of the matrix B. The nuclear norm ||B|| * is a suitable convex relaxation of the rank of a matrix parameter. It encourages low rank of the parameter matrix estimate and has been successfully employed in the matrix completion problem (Mazumder et al., 2010) , regression with matrix covariates (Zhou and Li, 2014 ) and predicting at-bat results in baseball (?).
The wrapper function MGLMtune facilitates the tuning procedure by performing the regularized estimation over a grid of 30 (default) tuning parameter values using warm start and reports the optimal tuning parameter according to BIC. Users can also supply their own grid points.
Optimization algorithms and implementation
As the DM, NegMN, and GDM distributions do not belong to the exponential family, the usual iteratively reweighted least squares method for maximum likelihood estimation of GLM does not apply. The main issue lies in the difficulty of calculating the expected information matrix, which involves evaluating numerous tail probabilities of the marginal distribution (Paul et al., 2005; Zhou and Zhang, 2012) . On the other hand, Newton's method suffers from instability since the log-likelihood functions are non-concave in general.
For distribution fitting, derive stable algorithms based on the minorizationmaximization (MM) principle (Lange et al., 2000) . Similar to the classical expectation-maximization algorithm, MM algorithm increases the objective value at each iteration and converges to a stationarity point of objective function under mild regularity conditions. For regression models, Zhang et al. (2017) propose an iteratively reweighted Poisson regression (IRPR) method for maximum likelihood estimation. Their derivation again hinges upon the MM principle, resulting in the much desirable stability of the IRPR algorithm which is critical as the number of parameters is potentially large.
In practice, MM algorithm may suffer from slow convergence especially in the proximity of the optimum. MGLM organically combines the MM algorithm and the Newton's method. At each iteration, it computes both MM and Newton updates and chooses the one that results in a higher log-likelihood. Thus, stability is ensured as the log-likelihood always increases. When sufficiently close to the optimum, Newton's method takes over and quickly converges to the MLE in just a few iterations.
An added advantage of the MM algorithm is that it separates parameters and embraces parallel computing . Each iteration of the IRPR algorithm involves solving d e independent Poisson regressions (Zhang et al., 2017) that can be carried out in parallel. Building upon the parallel package in R, the MGLMreg regression function supports multi-threading on a multi-core machine.
For sparse regression in the MGLMsparsereg function, we implemented the accelerated proximal gradient (Nesterov) method (Zhang et al., 2017) . Each iteration only involves evaluation of the gradient of the negative log-likelihood, followed by the elementwise, groupwise, or singular value thresholding according to the regularization being used, and thus scales well with the problem size.
The R package aspect
Three main functions of the MGLM package are MGLMfit for fitting multivariate distributions, MGLMreg for fitting multivariate response regressions, and MGLMsparsereg for fitting sparse regressions. The package adopts S4 object system. In this section, we demonstrate their basic usage using a simulated RNA-seq data set. The R vignette included in the package provides more extensive examples.
The rnaseq data that comes with the package is simulated from the isoform package (Sun, 2014; Sun et al., 2015) and mimics the real counts generated by the RNA-seq platforms. The simulation mechanism follows the biological process and has nothing to do with the models in Table 1 .
In this example, 6 exons are expressed in a gene. Each observation consists of the expression levels (represented by counts) of each exon along with covariates totalReads, treatment, gender, and age of an individual. 200 observations are simulated. In the generative model, exon expression levels are affected by intercept, number of total reads (on log scale), and treatment. Age and gender are unrelated to the exon counts.
R> library("MGLM")
The 
Distribution fitting
We first ignore covariates and demonstrate distribution fitting and model selection with BIC and LRT. The multi-categorical distribution fitting is performed by the function MGLMfit.
The primary inputs of the function are the multi-categorical count data in the format of data frame or matrix and the distribution intended to fit. The user can also use the weight argument to specify the weight of each observation. Initial values of the iterative algorithm can also be determined by the user using init argument. The function also has epsilon, maxiters, and display to control the convergence threshold, maximum number of iterations to run, and whether to display the result from each iteration, respectively.
The outputs are returned in a list of class "MGLMfit", including parameter estimates, their standard errors, log-likelihood, AIC, BIC, number of iterations to converge. The inversed information matrices and gradients are also returned, but are not printed, in order to keep the printed output concise. When fitting DM and GDM distribution, we also perform LRT, testing against the null hypothesis of using multinomial model. p-values of the LRTs are returned. 
Regression
The more interesting question is whether the covariates have a significant relationship to the responses. Regressions are performed using function MGLMreg. First, the regression formula is required by the MGLMreg function. When specifying the regression formula, the response matrix is on the left hand side and the covariates on the right, following the convention in lm and glm. The model is specified using the dist argument. The input argument data is optional. When specified, the formula is built based on the supplied data frame; otherwise, the function searches through the global environment for the data elements. Similar to the distribution fitting function, weights of the observations can be specified by the weight argument, and initial values can be supplied using init arguments. Parallel computing is also implemented in the package. Setting parallel=TRUE and giving the number of cores using the argument core invokes multi-threading. The other arguments used to control the algorithm convergence and display include epsilon, maxiters, display, and LRT.
The output of MGLMreg is a list of class "MGLMreg", containing the estimated regression coefficients, their standard errors, Wald test statistics and their corresponding p-values for each predictor, loglikelihood, AIC, BIC, gradient and Hessian matrix at the estimate, number of iterations, and fitted values.
We fit the four regression models in Table 1 with all 5 covariates: intercept, number of total reads (on log scale), treatment, age, and gender.
A few observations can be made from the following output. BIC indicates the GDM model as the best fit, followed by the DM model. This is consistent with the distribution fitting results. Note that the hypothesis testing results in the four models are different. In the MN model, all covariates are significant; however, this is not true because age and gender have no effects in the generative model. DM also wrongly identifies age as a significant predictor. Only the GDM model correctly identifies true significant predictors. 
MN regression
NegMN regression
There are two variants of NegMN regression, depending on whether to link over-dispersion parameter to covariates. The default setting regBeta=FALSE instructs MGLMreg to fit the NegMN regression with all observations sharing the same over-dispersion parameter value. There are pd + 1 parameters.
R> system.time( + negmnreg2 <-MGLMreg(formula = cbind(X1, X2, X3, X4, X5, X6)+ log(totalReads) + treatment + age + gender, + data = rnaseq, dist = "NegMN", regBeta = FALSE) + ) user system elapsed 0.196 0.004 0.201 R> print(negmnreg2) Call: MGLMreg(formula = cbind(X1, X2, X3, X4, X5, X6)~log(totalReads) + treatment + age + gender, data = rnaseq, dist = "NegMN", regBeta = FALSE) 
Sparse regression
The function MGLMsparsereg performs regularized estimation. Similar to MGLMreg, the inputs of the sparse regression function include formula, data, dist, and the convergence controlling arguments. The function also requires the tuning parameter lambda, and the penalty type argument penalty. The outputs include the coefficient estimates, log-likelihood, AIC, BIC, degrees of freedom, and the number of iterations.
We simulate 100 data points from a 5-variate DM model using 10 covariates. Only three of them (1, 3, and 5) have non-zero effects. For each 5-variate data point, batch size, or the total number of objects that are put into 5 categories, is drawn from Bin(200, 0.8).
R> dist <-"DM" R> n <-100 R> p <-10 R> d <-5 R> set.seed(118) R> m <-rbinom(n, 200, 0.8) R> X <-matrix(rnorm(n * p), n, p) R> alpha <-matrix(0, p, d) R> alpha[c(1, 3, 5) , ] <-1 R> Alpha <-exp(X %*% alpha) R> Y <-rdirmn(size = m, alpha = Alpha) R> length(m) We demonstrate the regularized estimation by group, nuclear norm, and element-wise penalization.
Variable selection by group penalty
With input lambda=Inf, MGLMsparsereg returns λ max , the maximum value the tuning parameter can take such that not all regression coefficient estimates are 0.
R> pen <-"group" R> ngridpt <-30 R> spmodelfit <-MGLMsparsereg(formula = Y~0 + X, dist = dist, + lambda = Inf, penalty = pen) R> maxlambda <-maxlambda(spmodelfit) R> lambdas <-exp(seq(from = log(maxlambda), to = log(maxlambda / nrow(Y)), + length.out = ngridpt))
Tuning is performed on 30 grid points. The left panel of Figure R> spmodelfit <-MGLMsparsereg(formula = Y~0 + X, dist = dist, + lambda = Inf, penalty = pen) R> maxlambda <-maxlambda(spmodelfit) R> lambdas <-exp(seq(from = log(maxlambda), to = log(maxlambda / nrow(Y)), + length.out = ngridpt))
The right panel of Figure 1 displays the regularized estimate B(λ) at the tuning parameter value with minimal BIC.
R> chosen.lambda <-lambdas[which.min(BICs)] R> select <-MGLMsparsereg(formula = Y~0 + X, dist = dist, + lambda = chosen.lambda, penalty = pen)
Alternatively, the function MGLMtune automates the tuning procedure and reports the regularized estimate at the optimal tuning parameter value according to BIC.
R> selectTune <-MGLMtune(Y~0 + X, dist = dist, penalty = pen, ngridpt = 30, + display = FALSE)
The option ngridpt sets the number of grid points n grid and the sequence of tuning parameters is equally spaced on the log scale within the interval [λ max /n grid , λ max ].
Low rank regression by nuclear norm regularization
Nuclear norm regularization is invoked by setting penalty="nuclear".
R> system.time ( + select <-MGLMtune(Y~0 + X, dist = "DM", penalty = "nuclear", + ngridpt = 30, display = FALSE)) user system elapsed 4.475 0.037 4.528 user system elapsed 4.448 0.038 4.504 Figure 3 displays the BIC trace plot and the regularized estimate at optimal λ from the same data by the element-wise lasso penalty.
Discussion
This article introduces the MGLM package for analysis of multivariate categorical data. Distribution fitting, regression, sparse regression, and random number generation are implemented in a simple and unified framework. It timely responds to the current challenge of multivariate categorical data analysis arising from modern technology such as RNA-seq. The R package is available on CRAN.
There are several possible extensions that would be useful to the package. Some of them include:
1. Alternative parameterization. Some models in Table 1 The multinomial-logit model can be treated as a special case with β d = 0. discuss an algorithm for distribution fitting using this parameterization. Corresponding estimation algorithm for the regression model needs to be devised and implemented. Similar re-parameterization applies to the GDM model.
2. Alternative link function. Current version only implements the log link function for positive distribution parameter and logit link for the probability vector. Inclusion of alternative link functions such as probit and cloglog would expand the flexibility of the models.
3. Ordinal categorical responses. Multinomial-logit model can be adapted to ordinal categorical responses (Agresti, 2002, Chapter 7) . Parallel developments and implementation for the DM, NegMN, and GDM models are worth considering.
4. Parameter constraints. Current version does not allow constraints among regression parameters. MGLMreg calls glm.fit functions to fit weighted Poisson regressions in each iteration; we may call functions from glmc package (Chaudhuri et al., 2006) instead to incorporate parameter constraints.
5. The xij argument (Yee, 2015, Chapter 14) . Current version assumes the same set of covariates for all categories. Allowing covariates to take different values for each category can be useful, e.g., for discrete choice modeling in econometrics. The corresponding algorithm and implementation are worth exploring.
The MGLM package for R is continually being developed.
