Background: High-resolution images from unmanned aerial vehicles (UAVs) can be used to describe the state of forests at regular time periods in a cost-effective manner. The purpose of this study was to assess the performance of a line template matching algorithm, the Hough transformation, for detecting fallen logs from UAV-based high-resolution RGB images. The suggested methodology does not aim to replace any known aerial method for log detection, rather it is more oriented to the detection of fallen logs in open forest stands with a high percentage of log visibility and straightness.
(NFI) from 2001 to 2004, Norway spruce comprised 47.7% of forest cover area (ÚHÚL 2007) ; it is the most widespread tree species within the Czech Republic. Norway spruce has fast growth and is relatively easy to manage, thus many forest owners have favored spruce monocultures, and this has greatly altered the natural forest ecosystems of Central Europe. Over the past century, the rapid change in the ratio of autochthonous to non-autochthonous species composition (Böhm 1981) and the widespread establishment of unstable spruce monocultures has gradually led to the loss of silvicultural flexibility, and many areas have become more susceptible to biotic and abiotic damages (Klimo et al. 2000) . In addition, wind damage to forest stands is expected to increase in the future because of the risks from extreme and unpredictable weather conditions related to climate change (Seidl et al. 2017) . Damage assessment after windthrow disturbances is an important component of forest management and ecological monitoring.
Fallen logs are typically assessed by field surveys (Ståhl et al. 2001 ), but they present some unique challenges. Field surveys for log detection are usually time-consuming and labor intensive (Bütler & Schlaepfer 2004) ; for example, it is expensive to assess the spatial distribution of fallen logs over a wide area. Also, because fallen logs are typically on or near the ground, they can be obscured by understory vegetation, moss, or litter, which can adversely affect data integrity (Rondeux & Sanchez 2010) . Inaccessible forests and areas with restrictions, such as national parks, also pose additional challenges. One method to reduce costs and provide practical solutions for forest applications is to use remote sensing technologies, such as airborne and satellite imagery (e.g. Bütler & Schlaepfer 2004; Pasher & King 2009) .
Currently, there are three extraction methods from remote sensing techniques: (a) visual interpretation; (b) individual windthrown tree extraction; and (c) area extraction. However, all three methods require: (i) interpretation consistency; and (ii) trained and experienced staff.
Remote visual interpretation is a relatively simple method that has high accuracy. Fransson et al. (2007) proposed a method based on visual interpretation over simulated windthrown forests, at both stand and individual tree levels, using synthetic aperture radar (SAR) images from the Swedish airborne CARABAS-II and LORA systems after a severe storm. Wang et al. (2010) studied the detection of fallen logs by comparing before and after images of a hurricane disaster using standard aerial images (altitude of 4-5 km) and satellite images.
In recent years though, many authors have proposed automated approaches for the extraction of windthrown trees. Szantoi et al. (2012) used a Sobel method for edge detection combined with spectral information based on color filtering. For detecting the fallen logs, they considered 15 statistical combinations of spectral bands using high-resolution digital photos obtained with a Leica airborne digital sensor (ADS40); they used manned aircraft at two different flying heights (1,500 and 3,000 m). Although they could identify areas of high tree densities, it was difficult to achieve extraction of individual windthrown trees from standard aerial photographs and satellite images due to obstruction and resolution issues.
Unmanned aerial vehicles (UAVs) deployed with light detection and ranging (LiDAR) sensors is a modern automated approach to collect data for the construction of 3D forest maps. The ability of the laser to penetrate the canopy allows for the creation of a digital terrain model (DTM), even in the case of dense forests (Maguya et al. 2014) , and it can define geometric objects (i.e. linear and circular) located near the ground based on an area extraction approach (Bailly et al. 2008) . Unlike other aerial surveys, LiDAR was an effective tool for individual windthrown tree extraction because it is not subject to the issue of canopy obstruction (Tran et al. 2015; Niemi & Vauhkonen 2016) . Blanchard et al. (2011) tried to extract individual fallen logs using an objectoriented image analysis approach with airborne laser scanner (ALS) data. Their study showed a completeness of 73%; however, because of the over-division, they were not able to achieve complete delineation of fallen trees (Blanchard et al. 2011) . Even though laser scanner-based systems produce high-quality data, they are still quite expensive. Lindberg et al. (2013) and Hu & Yuan (2016) used ALS data to perform binary classifications, based on height characteristics to eliminate the interference of foreign objects under a closed canopy. However, similar to the object height model (OHM), this approach still suffered from interference problems caused by objects with shapes similar to fallen trees. Both techniques were based on the template matching method, with a reported correctness of 32% and 38% at the individual tree level. Mücke et al. (2013) provided an area extraction method using full-waveform ALS data for the extraction of fallen logs based on area-perimeter ratios and OHM; they achieved a log completeness of 75.6% with an accuracy of 89.9%. In another study, Mokroš et al. (2017) tried to combine unmanned aerial system (UAS) imagery with ALS, to determine the size of windthrown areas within forest stands. Their results showed that the windthrown areas were successfully identified using both the UAS and UAS/ALS techniques, and they performed substantially better than Landsat. Although, the results from UAS overestimated the volume provided by the field measurements, the difference between them was only 4.93%.
Consumer-grade UAVs equipped with imaging sensors represent a more efficient tool to acquire highly detailed and spatially continuous 3D data, and they provide a low-cost alternative, which is a core challenge of forest attribute data acquisition at the individual tree level (Panagiotidis et al. 2017; Abdollahnejad et al. 2018; Surový et al. 2018) . UAVs, in combination with photogrammetric methods, have also been used for pre-harvest and disturbance assessments. Because UAV images are typically of high-resolution, they also represent new potential to recognize fallen logs (Inoue et al. 2014) , and detect coniferous seedlings (Feduck et al. 2018 ) and tree stumps (Puliti et al. 2018) .
However, only one study has exclusively focused on the prediction of fallen logs at the individual tree level based on UAV imagery (Duan et al. 2017) . Although they achieved acceptable extraction accuracy, the flying height was at 500 m above the ground. In general, increasing the altitude will increase the image overlap, but the spatial resolution (as a function of flying height) will be lower. Nevertheless, whether using laser or camera sensors, the analyses and processing for fallen log detection in forested areas rely on similar approaches, which may be conducted using different methods, such as rasterization of point clouds using a random sample consensus (RANSAC) algorithm, image processing (Tittmann et al. 2011) , and object-based image analysis (Blanchard et al. 2011) . Alternatively, we propose the Hough transformation algorithm (Hough 1962) , which is a robust feature extraction technique used in image analysis and computer vision; it can be directly applied to a binary image to detect multiple objects of interest after "pixel filtering" (Duan et al. 2017) . The principle of the algorithm lies in the image transformation and the use of non-maxima suppression to locate and distinguish peaks in Hough images. Such post-processing might require tuning of extra parameters, especially in the case of higher image complexity when objects of interest are difficult to distinguish, either because they are close to each other or because they are obscured by noisy pixels.
The Hough transformation has several advantages: (a) it is robust to partial or slightly deformed shapes; (b) it is tolerant of noise; (c) it can find multiple occurrences of a shape during the same processing pass; and (d) it is robust to the presence of additional structures in the image (Hough 1962) . Its greatest strength lies in specialised vision, such as manufacturing quality control and analysis of aerial photographs (Antolovic 2008) . Unfortunately, the computational load increases rapidly with the greater number of parameters that define the detected shape; for example, lines have two parameters, circles three, and so on. Consequently, the Hough algorithm can be used to detect any linear, circular, and ellipsoid objects, such as fallen logs, tree rings (Aschoff & Spiecker 2004) , and stem cross-sections (Olofsson et al. 2014) .
The aim of this study was to examine the feasibility and performance of a line template matching algorithm (Hough transformation) for fallen log detection from UAV-based high-resolution RGB images under open canopy conditions. To evaluate the accuracy of the method, several accuracy metrics were used, including the total number of detected fallen logs compared with the actual number of fallen logs, and we tested the crossvalidation mean error.
Methods
The study area ( Fig. 1) is located in West Bohemia, and it is largely surrounded by dense forests. The altitude is approximately 600 m a.s.l. and the topography is generally flat. We selected six randomly distributed experimental plots (50 × 50 m) with open canopy cover as shown in Additional file: Figure S1 . The most common tree species were Norway spruce and Scots pine (Pinus sylvestris L.), with scattered individuals of deciduous species, such as Norway maple (Acer platanoeides L.) and birch (Betula spp.); Norway spruce was significantly more abundant than the other species. The forested area extends geographically from 50°1104200N, 13°1601200E to 50°0903100N, 13°1303000E, and we used WGS84 as the coordinate reference system (Fig. 1 ).
Image acquisition
A commercial UAV quadcopter DJI Mavic Pro (Dá-Jiāng Innovations Science and Technology Co. Ltd., Shenzhen, China) with 12 MP resolution was used for the imagery data collection; it was powered by the compact onboard gimbal, which ensured crisper and cleaner image acquisition. The copter was guided with the help of DJI GO Version V. 4.1.9 software (Dá-Jiāng Innovations Science and Technology Co. Ltd., Shenzhen, China) with a planned route at a height of 60 m at a speed of 2 m/s. The camera was set to automatic mode with a time lapse of 3 s. The route was uploaded to the driving unit of the copter using an iPad tablet (Apple Inc., California, United States), though for security reasons, the takeoff and landing of the copter were guided by manual radio control. The flight trajectory followed a double zig-zag pattern, which consists of two zig-zag flights in perpendicular directions.
Overlap of photos at the front was 80% and to the sides it was 70%. The overlaps were calculated using two applications, including the Pix4DCapture V. 4.2.0 software (Pix4D S.A, Lausanne, Switzerland), which allows automatic picture taking at a predefined distance, in our case it was 10 metres, and the DJI GO with a built- in intervalometer, which takes a photo every 5 s, and based on the selected travel speed (2 m/s), the distance would be 10 or 15 metres. Given the approximate size of the photo at ground level, this would correspond to 70 to 80% overlap. The quadcopter needed approximately 6 to 7 min to complete a flight based on the predefined parameters (i.e. number of waypoints and flight speed). We performed six flights in total, with one flight per plot using the same flight parameters. The total number of images acquired per flight was approximately 250 to 300. The flights were conducted on November 11, 2017 at 11:00 -12:00 local time, while the weather conditions were favorable for photographing.
Data processing
Collected imagery data were processed in Photoscan Professional V. 1.4.2 software (Agisoft LCC, St. Petersburg, Russia). To increase the accuracy of the alignment process and to generate high-resolution orthomosaics (2.68 cm/pixel) from the 3D point clouds, accuracy was set to high quality. To geo-referencing the images, they were orthorectified based on their GPS (DJI Mavic Pro) coordinates using a built-in rectification algorithm in Photoscan. No ground control points (GCPs) were used to improve the final positional accuracy of the models Rangel et al. 2018) due to the inability to access the plots.
Manual visual assessment
To determine the actual number of fallen logs used for the reference data, we performed a manual visual assessment to identify individual fallen logs from the digital orthophotos; we marked the beginning and end of each fallen log in each plot using Adobe Photoshop V. 19.1.1 software (Adobe Systems Incorporated, California, United States). The total number of fallen logs was 110 across all six plots.
Pre-processing of raw image data
Usually, fallen logs display elongate geometry and a bright spectrum due to lateral optical scattering, which makes them observably different from other objects. The technique used for the interpretation of UAV images to identify fallen logs was based on object-based image analysis using both spectral and shape characteristics (Jones & Purves 2008) . Because of the ambiguity problem of the range measurement and the degree of forest structural complexity in some of the plots, preliminary work was done to improve and prepare the images for further processing.
The 'imread' function was initially used to read the image, then the RGB image was converted to binary using the 'imbinarize' function. To better identify line patterns in each plot, an image thresholding was applied based on the reflectance of defined spectral log values; however, we did encounter a few problems in this phase. The edges of the objects were often comprised of noisy pixels due to extreme changes in pixel intensity compared to the neighboring pixels, and also, in some cases, slender logs had partial interference from living trees, such as branches and leaves. To overcome these issues and to produce smoother line patterns, we used a step filtering process that included different types of mathematical morphological operations.
We used the 'lagmatrix' for smoothing the line patterns and the 'bwareaopen' tool was used to remove small objects with an area smaller than a particular number of pixels; we also used 'bwareafilt' to retain only those pixels contained within the largest areas, which was based on the number of pixels.
To address the problem of slender logs, we used additional functions such as 'imdilate' to dilate the lines and 'imclose' to perform a close operation based on a line structuring element of the number of desired neighboring pixels. The parameters used for each of the above morphological tools are described in Additional file: Table S1 .
As a final step, edge detection (Ziou & Tabbone 1998 ) using the Canny approach (Canny 1986 ) was applied to determine the boundaries of line objects (Fig. 2) .
The Canny approach was preferred because it ensures optimal detection performance of linear objects and it dramatically reduces the amount of data to be processed. The Canny edge detection process has the following attributes:
(i) application of a Gaussian filter for smoothing the images (noise removal); (ii) finding the intensity gradients in each image; (iii) application of non-maximum suppression to get rid of spurious responses to edge detection; (iv) application of a double threshold to determine potential edges; and (v) it finalises the detection of edges by suppressing all the other weak edges that are not connected to strong edges.
The whole pre-processing phase was conducted in MatlabR2017b professional edition (MathWorks © , Inc., Massachusetts, United States). An overview of the workflow can be seen in Fig. 3 .
FIGURE 2: Illustration of log segmentation using the edge detection technique (Plot 1)
Principle of the Hough algorithm
Fallen logs have evident linear characteristics, therefore Hough transformation was adopted to extract the fallen logs from the binary images (Hough 1962) . For this purpose, we used the following mathematical model (Equation 1), as suggested by Duda & Hart (1972) :
where the parameter ρ is the distance from the origin to the closest point on the straight line and θ is the angle between the x-axis and the line connecting the origin with the closest point (Fig. 4b) .
The Hough transformation algorithm (Ye et al. 2015; Mukhopadhyay & Chaudhuri 2015) was used to detect all the line patterns in each image based on the decision from the edge detector, and it represented them in the form of a 2D-array, named parameter space. The parameter space is a graphical representation of an image, as evident in the example of Fig. 4 , that was used to better illustrate the entire concept of the Hough algorithm.
The use of the Hough algorithm for log detection is quite simple and it is based on all the points that the edge detector indicated as an edge in the binary images. Note that every point that the edge detector found, voted for the possibilities of having a line. For example, from point P 1 (Fig. 4a) , a defined number of lines (theoretically infinite) will pass through it and each line will have a particular distance (ρ) and a particular angle (θ; Fig. 4a ). The process will continue for another line that will pass from the same point and which will also have its own (ρ, θ). Consequently, any line that will pass through that point, will eventually get one vote (principle of voting scheme). Following the exact same process for another point, P 2 , (Fig. 4a, b) , we will get one more vote, and so on. However, there will be a line (Fig. 4a, b) where both points P 1 and P 2 are located and which will get two votes, as a common line between the two points. The process of voting continues for the rest of the points until it identifies the rest of the lines of interest in the binary images.
Log detection
The rule for log detection is that when there are multiple points on the same line, it will receive multiple votes. To calculate the total number of these multiple votes, we created the accumulator, which is a new transformed coordinate system array (ρ, θ) (Fig. 4c, d) . For every point (e.g. P 1 , P 2 etc.) we used their coordinates and for different (θ) values in Equation 1, and we were able to define the position of (ρ) inside the accumulator. Consequently, each point formed its own sinusoidal curve in the parameterised space. As long as the process continued, sinusoidal curves started to accumulate; when the process was finished, we looked for the maxima (highest number of votes), which indicated the line we were looking for (single fallen log). Finally, to find and extract the entire number of fallen logs in the image, the 'Houglines' function was applied using a loop method. Every time the loop was running, it identified and plotted a single line. The Houghline property contains the coordinates of the points (P 1 (s 1 ,s 2 ), P 2 (s 1 ,s 2 )) in the form of Point (1) and Point (2), which represent the beginning and end of each line or log. The entire process repeated until it reached the desired number of points based on the 'Houghpeaks' function, and the output of this process was then stored in a 2 × 2 matrix. For the entire analysis (pre-processing and processing) we have created two separate .mat files using the Econometrics toolbox in MatlabR2017b.
Evaluation of accuracy and error assessment
The accuracy of the detected and actual fallen logs was evaluated for each plot using the following accuracy metrics:
Overall accuracy (%) = CD/MVA * 100 (2) where CD stands for correct detected and MVA represents the manual visual assessment of the number of fallen logs.
User's accuracy (%) = CD/DFL * 100 (3) where DFL stands for detected as fallen log. Because all six plots had relatively low structural complexity (i.e., open-canopy, few piled logs, and low percentage of ground cover), it was possible to visually investigate the user's accuracy based on the digital orthophotos.
Commission error (%) = 100 − User's accuracy (%) (4)
Due to the small number of sample plots, it was not possible to divide them into train and test groups. Also, the division of classes based on individual trees and random selection of them as train and test groups by the algorithm cannot guarantee the independence of train and test samples because the algorithm can randomly select train and test samples from the same plot. Therefore, we used cross-validation technique to evaluate predictive models based on the leave-one-out cross-validation type as follows:
where CV stands for cross-validation, n is the number of samples, y i is the observed quantitative output, ŷ i is the predicted values, and h i is leverage. Additionally, to test how far or close to chance the result was, we used the Cohen's Kappa coefficient as follows:
where p o is the observed agreement and p e is the expected agreement by chance.
Results
To test the detection performance and demonstrate some of the strengths and weaknesses of the Hough algorithm, we sampled plots with different spatial patterns of fallen log distributions. To visualise the results in each plot, the binary images were used as background. Binary images have the practical advantage of contrast, especially in images with increased complexity (e.g. forest stands) in small scale Figures.
In Plot 1 the algorithm detected 15 of the 22 fallen logs (only 16 of the fallen logs could be displayed in the binary image); however, the correct number of detected fallen logs was 15. The overall accuracy was 68.2%, user's accuracy was 100%, and the commission error was 0% ( Fig. 5a; Table 1 ). For Plot 2, all 10 of the 10 fallen logs were automatically detected, thus resulting in an overall accuracy of 100%, user's accuracy of 100%, and a commission error of 0% ( Fig. 5b; Table 1 ).
Plot 3 had the greatest number of fallen logs. We recorded a total of 41 fallen logs, of which 30 were automatically detected. However, the correct number of detected fallen logs was 28; the algorithm produced additional lines for two different fallen logs. The estimated overall accuracy for this plot was 68.3%, user's accuracy was 93.3%, and the commission error was 6.7% ( Fig. 6; Table 1 ). Plot 4 also had 100% accuracy, as the algorithm detected all five of the five (actual fallen logs) fallen logs, thus resulting in an overall accuracy of 100%, user's accuracy of 100%, and a commission error of 0% (Table 1; Fig. 7a ). In Plot 6, the actual number of fallen logs was equal to 22, however, the algorithm detected 23 fallen logs. Nevertheless, the correct number of detected fallen logs was 20 because the algorithm produced additional lines for three fallen logs, thus resulting in an overall accuracy of 90.9%, user's accuracy of 87%, and a commission error of 13% respectively ( Fig. 7b; Table 1 ).
Finally, for Plot 5, the total number of actual fallen logs was 10, of which nine fallen logs were automatically detected. Similar to Plots 3 and 6, the algorithm produced two additional lines from a single fallen log. As a result, the correct number of detected fallen logs was eight, thus resulting in an overall accuracy of 80%, user's accuracy of 88.9%, and a commission error of 11.1% (Fig. 8 ; Table  1) .
The cross-validation technique indicated that the applied methodology could detect fallen logs with a mean error of 16%. During the process, the algorithm found 136 linear objects, of which 92 of them were detected as fallen logs. From the 92 detected fallen logs, 86 were correctly predicted by the algorithm and 24 were falsely detected as non-fallen* logs ( Table 2 ). The calculated amount of observed agreement (p o ) was equal to 0.78, whereas the expected agreement by chance (p e ) was 0.61. Finally, the Kappa statistic was 0.44. Discussion Different compositions of Norway spruce and other species presented in this study, allowed us to Using a lowcost UAV, we tested the efficiency of the Hough algorithm for the detection of fallen logs using high-resolution orthorectified images of forest sites dominated by Norway spruces in the Czech Republic. The proposed algorithm exhibited good detection rates based on both spectral and shape descriptors; we were able to support the statistical results with visual image interpretation from the digital orthophotos ( Fig. 5-8 ). Although we were unable to use GCPs in the research plots, which might have improved the positional accuracy of the final models (orthomosaics), the geo-referencing process is generally not fully correlated with the accuracy of local coordinates (Elatawneh et al. 2014) . It might help improve the accuracy, but from a practical perspective, the GCPs installation would be senseless for forest practitioners, especially in fallen log areas that are usually inaccessible for humans and the importance of quickly evaluating the damage is crucial. Because fallen logs are generally defined as being > 2.5 cm in diameter (Harmon et al. 1986 ), we assumed that the high spatial resolution of the aerial photos would allow us to detect even the smaller fallen logs. Satisfactory detection was observed in the case of partially occluded fallen logs (Plots 2, 6; Fig. 5b, 7b) , where the use of shape filtering functions made it possible to unify particular log sections.
However, the detection was difficult in cases where: (a) the fallen logs were either too close to each other; either the perpendicular distance between two or more parallel fallen logs was too small or the lines were about to intersect at some point, thus forming acute angles, which produced duplicated lines (Plots 3, 6, 5; Fig. 6, 7b, 8) . (b) The fallen logs were not clearly distinguishable, either as a result of occlusion (i.e., other logs, branches, leaves, etc.), or because of the shadowing effect from the neighboring standing trees, which attributed darker tones to some of the fallen logs, as in the case of Plot 1 (Fig. 5a) where six actual fallen logs did not appear. In other cases (Plot 5; Fig. 8 ), although we tried to give weight to the log values, we were unable to optimise the detection without having adverse effects on the detection of other linear objects. In fact, it was difficult to define an appropriate threshold value that would ensure that the occluded parts could be "filled" to form a uniform log without any intervention (i.e., merging) with the neighboring pixels as a part of another line of interest. (c) The fallen logs were slender; in general, a high percentage of log completeness is mainly associated with larger diameter trees (Blanchard et al. 2011) . In our case, some of the fallen logs appeared discreetly in the binary image due to their size (usually slender), which resulted in insufficient intensity of pixel values such as in the case of Plot 3 (Fig. 6) , and we assumed that these fallen logs should be smaller than 30 cm in diameter at breast height (DBH). Because of the difficulty in distinguishing them as complete linear objects, some of them remained undetectable by the algorithm. That is consistent with the findings of Nyström et al. (2014) , who reported only 43% completeness for fallen logs with DBH < 30 cm, and Inoue et al. 2014 , where they were able to identify approximately 80% to 90% of fallen logs that were > 30 cm in DBH, but they failed to distinguish many of the fallen logs that were narrower or shorter. Another limitation was related to the percentage of log curvature; whenever there was a visible abrupt change in curvature along the log, as in the case of Plots 2 and 4 ( Figs. 5b, 7a, respectively) , where the algorithm was unable to continue its process and detect the rest of the fallen log. Due to the high percentage of user's accuracy in all research plots (Table 1) , we concluded that the proposed methodology produced an output similar to the reference data, and it reliably detected individual fallen logs. In terms of the evaluation of accuracy of detecting fallen logs in different densities, the statistical analysis of accuracy metrics (Table 1) , and particularly the results from the commission error, revealed that the amount of error more likely depends on the tree positions/formation (e.g., piled logs, logs which are very close to each other, etc.), rather than the actual number of fallen logs within each plot, which is consistent with the results of Lindberg et al. (2013) . Also, if we consider Fig. 7a , we can clearly see that Plot 4, with five fallen logs, had the same amount of error as Plot 1 (Fig. 5a ), which had 22 fallen logs. Similarly, Plot 3 ( Fig. 6 ) had 41 fallen logs and Plot 5 (Fig. 8) 
Conclusion
The main contribution of our study is the development and demonstration of the Hough transformation algorithm for individual windthrown tree detection.
Based on our findings, we propose that this detection technique is more feasible in cases where: (a) the percentage of canopy cover is small (open canopy stands); preferably clear-cut areas and silvopastoral systems, where the percentage of log visibility is high; and (b) log form is straight (i.e. pure cylindrical or conical forms). Although there were a few limitations, for example difficulties to obtain permission for access into the plots in order to collect field measurements (e.g., log diameters), which could help us better identify diameter limits that produced log incompleteness, we showed that the proposed methodology has high reliability for the detection of fallen logs based on total user's accuracy (94.9%), and the Kappa statistic suggested that there was good agreement between the observed and predicted values. Moreover, the cross-validation analysis denoted the efficiency of the proposed method with an average error of 16%. Although the results showed good relation between the two approaches (logs detected by the algorithm versus manual approach), further research is needed to refine the accuracy of the proposed method. The largest noticeable problem in using the Hough algorithm in our study was the influence of isolated pixels, which were solvable using particular shape filtering functions in some cases.
Additional files FIGURE S1: Orthophotos of the study site. Disk -1 a Value n stands for the number of lags b Remove objects containing fewer than n pixels c Retaining only the n objects with the largest areas d Strel is an essential part of morphological dilation and erosion operations, it refers to the creation of a diskshaped structuring element, whereas R specifies the distance from the structuring element origin to the points of the disk
