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Abstract. This paper concerns Gra¨del’s question asked in 1992: whether all problems which
are in PTIME and closed under substructures are definable in second-order HORN logic
(SO-HORN). We introduce revisions of SO-HORN and DATALOG by adding first-order uni-
versal quantifiers over the second-order atoms in the bodies of HORN clauses and DATALOG
rules. We show that both logics are as expressive as FO(LFP), the least fixed point logic. We
also prove that FO(LFP) can not define all of the problems that are in PTIME and closed
under substructures. As a corollary, we answer Gra¨del’s question negatively.
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1 Introduction
Descriptive complexity uses logic systems to measure the resources that are neces-
sary to solve a problem in computational complexity. It provides a bridge between
complexity theory and mathematical logic. In 1974, Fagin [6] showed in his sem-
inal work that existential second-order logic (∃SO) captures the complexity class
NP on finite structures. Up to now, almost every important complexity class has
their corresponding capturing logic systems. First-order logic (FO) is a powerful
logic and plays a crucial role in classical model theory, but it is very weak in finite
structures. By augmenting iterative or recursive operators, many powerful logics
are obtained [5]: Deterministic Transitive Closure Logic FO(DTC), Transitive Clo-
sure Logic FO(TC), Least Fixed-Point Logic FO(LFP), Inflationary Fixed-Point
Logic FO(IFP) and Partial Fixed-Point Logic FO(PFP). FO(LFP) is a fragment of
FO(IFP) but they are equally expressive in finite structures. In 1982, Immerman
and Vardi [16,11] showed that FO(LFP) captures PTIME on ordered finite struc-
tures independently. A central problem in descriptive complexity is whether there
is a logic that can capture PTIME effectively on arbitrary finite structures. This
question was first raised by Chandra and Harel [3]. It has been shown that if there
is no such a logic, then PTIME 6= NP. As a candidate, FO(LFP) lacks the ability
to count numbers. It can not define some simple properties, e.g., the parity of a
finite set. Immerman [12] first introduced the idea of adding counting quantifier to a
logic. Gra¨del and Otto [10,15] studied FO(IFP,#) logic, which is Inflationary Fixed-
Point Logic with counting quantifiers. It is strictly more expressive than FO(IFP)
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and can capture PTIME on many classes of graphs. But it is still failed on arbi-
trary finite structures. A complicated counterexample was found by Cai, Fu¨rer and
Immerman [2]. Atserias, Bulatov and Dawar [1] found another problem in PTIME
which is more natural, but it is not definable in FO(IFP,#). This problem reveals
that FO(IFP,#) lacks the ability to define the rank of a matrix. A. Dawar [4] in-
troduced FO(IFP,rk), which is Inflationary Fixed-point Logic with rank operators.
Most of the problems known so far that are not definable in FO(IFP,#) are defin-
able in FO(IFP,rk). But whether FO(IFP,rk) captures PTIME on arbitrary finite
structures is still open.
While most of the logics for PTIME are based on fixed-point logic, Gra¨del [8]
introduced second-order Horn logic (SO-HORN), which is a set of second-order for-
mulas whose first-order part is a universal Horn formula with respect to second-order
relation variables. Gra¨del showed that SO-HORN captures PTIME on ordered struc-
tures. By the definition, it is easily seen that all SO-HORN formulas are closed under
substructures. So if a structure A satisfies a SO-HORN formula ϕ, then every sub-
structure of A also satisfies ϕ. This property implies that, on arbitrary finite struc-
tures, SO-HORN can only define the problems that are closed under substructures,
where a problem is closed under substructures if when the answer to an instance of
this problem is “Yes”, then the answer to every sub-instance of it is also “Yes”. For
example, the 3-Colorability problem is closed under substructures. An interesting
question asked by Gra¨del is that whether SO-HORN can capture problems that are
in PTIME and closed under substructures [9]. A counterpart of SO-HORN is the
DATALOG program that originates in database theory. A DATALOG program is a
set of rules, where the head of each rule is an atomic formula and the body is a set of
atomic or negative atomic formulas. All the relation symbols that occur in the head
of some rule are intentional and all other symbols are extensional. The intentional
symbols can only occur positively in the body of rule. DATALOG is equivalent to
FO(LFP) on ordered finite structures but is strictly less expressive than FO(LFP)
on arbitrary finite structures [5].
In this paper, we shall introduce second-order revised Horn logic (SO-HORNr)
and revised DATALOG program (DATALOGr). In SO-HORNr formulas, the first-
order universal quantifier is allowed to occur over second-order atoms in the body of
HORN clauses (treated as implication). Similarly, for a DATALOGr program we allow
universal first-order quantifiers over intentional relations in the body of a rule. We
show that both SO-HORNr and DATALOGr are strictly more expressive than their
original versions, and they are equivalent to FO(LFP) on arbitrary finite structures.
Using DATALOGr we also show that there are problems in PTIME that are closed
under substructures but not definable in SO-HORNr. This implies that FO(LFP) can
not define all of the problems that are in PTIME and closed under substructures. As
a corollary, we answer the question asked by Gra¨del negatively.
This paper is organized as follows: In section 2, we at first recall some notations
and previous results, then introduce SO-HORNr and DATALOGr, and study their
expressive powers. We prove that both of them are equivalent to FO(LFP) on arbi-
trary finite structures. Section 3 is devoted to definitions of encodings of structures.
These encodings are important in constructions and proofs in Section 4, in which
we show that there are problems in PTIME that are closed under substructures
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but not definable in FO(LFP). As a corollary, SO-HORN cannot capture the class
of problems that are in PTIME and closed under substructures. We conclude this
paper in Section 5.
2 Second-Order HORN Logic, DATALOG and Their
Revisions
In this section we shall recall second-order HORN logic and DATALOG program.
Then we introduce their revisions and compare their expressiveness with FO(LFP).
2.1 SO-HORN and Its Revision
Definition 1. [8] Let τ be a vocabulary. Second-order Horn logic over τ , denoted
by SO-HORN(τ), is a set of second-order formulas of the form
Q1R1 · · ·QmRm∀x¯(C1 ∧ · · · ∧ Cn)
where Qi ∈ {∀, ∃}, R1, . . . , Rm are relation variables, C1, . . . , Cn are Horn clauses
with respect to R1, . . . , Rm. More precisely, each Cj is an implication of the form
α1 ∧ · · · ∧ αl ∧ β1 ∧ · · · ∧ βq → H
where
(1) each αs is an atomic formula Rix¯,
(2) each βt is either an atomic formula P y¯ or its negation ¬P y¯ where P ∈ τ ,
(3) H is either an atomic formula Rku¯ or the Boolean constant ⊥ (for FALSE).
We use SO-HORN to denote the set all second-order Horn formulas. (∃SO)-HORN
is the fragment of SO-HORN where all second-order quantifiers are existential.
Proposition 1. [8]
– SO-HORN captures PTIME on ordered finite structures.
– SO-HORN is equivalent to (∃SO)-HORN.
Definition 2. In Definition 1, if we replace condition (1) by
(1’) each αs is either an atomic formula Rix¯ or a formula ∀z¯Riy¯z¯,
then we call this logic second-order revised Horn logic, denoted by SO-HORNr.
Example 1. Let τ = {S, f}, where S is a unary relation symbol and f is a binary
function symbol. Then
∃R∀x∀y((Sx→ Rx)) ∧ (Rx ∧Ry → R(f(x, y))) ∧ (∀zRz → ⊥))
is a SO-HORNr formula.
SO-HORNr captures PTIME on ordered finite structures [7]. Let (∃SO)-HORNr
denote the existential fragment of SO-HORNr. We can prove the following proposi-
tion using a similar technique in the proof of Theorem 5 of [8].
Proposition 2. SO-HORNr is equivalent to (∃SO)-HORNr on arbitrary finite struc-
tures.
Therefore, without loss of generality, we only consider (∃SO)-HORNr formulas
throughout this paper.
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2.2 DATALOG and Its Revision
Definition 3. [5] Let τ be a vocabulary. A DATALOG program Π over τ is a finite
set of rules of the form
β ← α1, . . . , αl
where l ≥ 0 and
(1) each αi is either an atomic formula or a negated atomic formula,
(2) β is an atomic formula Rx¯, where R doesn’t occur negated in any rule of Π.
β is the head of the rule and the sequence α1, . . . , αl constitute the body. Every
relation symbol occurring in the head of some rule of Π is intentional, and the other
symbols in τ are extensional. We use (τ,Π)int and (τ,Π)ext to denote the set of
intentional and extensional symbols, respectively.
To compare the expressive power of DATALOG programs with other logics, we
allow 0-ary relation symbols. If Q is a 0-ary relation, its value is from {∅, {∅}}. Q = ∅
means that Q is FALSE and Q = {∅} means that Q is TRUE.
In the following we recall the semantics of DATALOG programs. For more details
we refer the reader to [5]. Given a DATALOG program Π, to simplify the presentation,
we suppose that for any intentional relation symbol P in Π, if P is r-ary and x¯P =
xP,1, . . . , xP,r are distinct variables, then any rule in Π with head symbol P has the
form
P x¯P ← α1, . . . , αl.
Otherwise, we carry out some suitable changes. For example, if Pc ← Rc is a
rule and c is a constant symbol, we can replace this rule by Px← Rc, x = c.
Suppose that P 1, . . . , Pm are all intentional relation symbols in Π. For each P i
we associate the formula
φP i(x¯P i) =
∨
{∃v¯(α1 ∧ · · · ∧ αl) | P
ix¯P i ← α1, . . . , αl ∈ Π
and v¯ are the free variables in α1 ∧ · · · ∧ αl
that are different from x¯P i}.
(1)
Let A be a (τ,Π)ext-structure and P
i
(0) = ∅ (1 ≤ i ≤ m). If P
1
(n), . . . , P
m
(n) are
known and P i is not 0-ary, we define
P i(n+1) = {a¯ ∈ A
arity(P i) | (A, P 1(n), . . . , P
m
(n)) |= φP i(x¯P i)[a¯]}.
If P i is 0-ary, we define
P i(n+1) = {∅ | (A, P
1
(n), . . . , P
m
(n)) |= φP i}.
For each P i (1 ≤ i ≤ m), if P i(k) = P
i
(k+1) for some number k, then define
P i(∞) = P
i
(k). Since P
1, . . . , Pm occur only positively in each φP i, the simultaneous
fixed-point (P 1(∞), . . . , P
m
(∞)) defined by (φP 1, . . . , φPm) exists. By applying the rules
of Π, every (τ,Π)ext-structure A gives a τ -structure
A[Π] = (A, P 1(∞), . . . , P
m
(∞)).
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A DATALOG formula has the form (Π, P )t¯, where P is an r-ary intentional re-
lation symbol and t¯ = t1, . . . , tr are variables that don’t occur in Π. For a (τ,Π)ext-
structure A and a¯ = a1, . . . , ar ∈ A,
A |= (Π, P )t¯[a¯] iff (t1[a¯], . . . , tr[a¯]) ∈ P(∞).
If P is 0-ary, then
A |= (Π, P ) iff P(∞) = {∅}.
Next we introduce a revision of DATALOG by adding first-order universal quan-
tifiers to it.
Definition 4. In Definition 3, if each αi in the body is either an atomic formula
or a negated atomic formula, or a formula ∀y¯Ry¯z¯, where R ∈ (τ,Π)int, then we call
this logic program revised DATALOG program, denoted by DATALOGr program.
For a DATALOGr program Π, the intentional relation symbols also occur only
positively in each rule of Π. So the semantics of DATALOG programs can be applied
to DATALOGr programs.
Example 2. The Alternating Graph Accessibility Problem (AGAP):
INPUT: a directed graph G=(V,E), a partition V =Vuni∪Vexi and two nodes s, t.
QUESTION: is there an alternating path from s to t?
is a well-known P-complete problem [13]. The nodes in Vuni are universal and the
nodes in Vexi are existential. We say there is an alternating path from x to y if
– x = y, or
– x ∈ Vexi and ∃z ∈ V such that (x, z) ∈ E and there is an alternating path from
z to y, or
– x ∈ Vuni and ∀z ∈ V , if (x, z) ∈ E, then there is an alternating path from z to y.
We can use a DATALOGr formula (Π, P ) to define this problem, where
Π : Paltxy ← x = y
Paltxy ←¬Punix, Exz, Paltzy
Paltxy ← Punix, ∀zQxzy
Qxzy ←¬Exz, y = y
Qxzy ← Paltzy, x = x
P ← Paltst
(τ,Π)int = {Palt, Q, P} and (τ,Π)ext = {E, Puni, s, t}. For any (τ,Π)ext-structure A,
A |= (Π, P ) iff there is an alternating path from s to t.
2.3 Expressiveness of SO-HORNr and DATALOGr
In the following we show that each SO-HORNr sentence is equivalent to the negation
of a DATALOGr formula and vice versa.
Proposition 3. Let σ be a vocabulary.
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1. For every sentence φ in SO-HORNr(σ), there exist a DATALOGr program Π over
the vocabulary τ and a formula (Π, P ), where P is a 0-ary intentional relation
symbol, such that σ = (τ,Π)ext and for any (τ,Π)ext-structure A,
A |= φ iff A 6|= (Π, P ). (2)
2. For every DATALOGr formula (Π, P ), where P is a 0-ary intentional relation
symbol, there exists a SO-HORNr sentence φ over (τ,Π)ext such that the above
equivalence (2) also holds.
Proof. 1. Let φ be a SO-HORNr sentence. Suppose
φ = ∃R1 · · · ∃Rm∀x¯(C1 ∧ · · · ∧ Cn),
where each Cj is an implication of the form
α1 ∧ · · · ∧ αl → H.
We construct a DATALOGr program Π as follows:
(1) For each Ri (1 ≤ i ≤ m), we add Riu¯← Riu¯ as a rule to Π.
(2) For each clause α1 ∧ · · · ∧ αl → H in φ,
– if H is an atomic formula Riu¯, then we add the following rule to Π
Riu¯← α1, . . . , αl,
– if H is the Boolean constant ⊥, then we add the following rule to Π
P ← α1, . . . , αl.
(3) If no H in the clauses of φ is the Boolean constant ⊥, then we add the following
rule to Π
P ← v 6= v,
where v is a new variable.
For an arbitrary σ-structure A, to prove A |= φ iff A 6|= (Π, P ), we first consider
the case that no H in the clause of φ is the Boolean constant ⊥. In this case, for each
Ri (1 ≤ i ≤ m), we just let R
A
i = A
arity(Ri), where A is the domain of A. It’s easily
seen that (A, RA1 , . . . , R
A
m) |= ∀x¯(C1 ∧ · · · ∧ Cn), i.e., A |= φ. Because P ← v 6= v is
the only rule in Π that contains the head symbol P and no structure satisfies v 6= v,
we have A 6|= (Π, P ).
For the other case, we note thatA |= φ iff there exist minimal relationsRA1 , . . . , R
A
m
such that (A, RA1 , . . . , R
A
m) |= ∀x¯(C1 ∧ · · · ∧ Cn) and for any relations R
′
1, . . . , R
′
m,
if (A, R′1, . . . , R
′
m) |= ∀x¯(C1 ∧ · · · ∧ Cn) then R
A
i ⊆ R
′
i (1 ≤ i ≤ m). If we treat the
clauses in φ as rules, then the relations RA1 , . . . , R
A
m can be computed by the least
fixed-point semantics. Remember that we replace every clause α1 ∧ · · · ∧ αl → ⊥
that with head symbol ⊥ by the rule P ← α1, . . . , αl in the construction above. It’s
easily seen that A |= φ iff A 6|= (Π, P ).
2. To prove the converse direction, we may assume that 0-ary relation symbols
only occur in the head of a rule, otherwise, we can carry out some suitable changes.
More on Descriptive Complexity of Second-Order HORN Logics 7
For example, given a DATALOGr formula (Π, Q), we replace Q by Q′x in Π, where
Q′ and x are new symbols, and add the rule Q← Q′x to Π. Let Π′ denote the new
DATALOG
r program. It is easily checked that (Π, Q) and (Π′, Q) are equivalent.
Let (Π, P ) be a DATALOGr formula, we construct a SO-HORNr formula φ such
that (Π, P ) and ¬φ are equivalent. Suppose that Q1, . . . , Qs are all non-0-ary inten-
tional relation symbols and x1, . . . , xt are all free variables in Π, the prefix of φ is
∃Q1 · · · ∃Qs∀x1 · · · ∀xt, the matrix of φ is obtained by the following constructions.
– For each rule Q← α1, . . . , αl in Π, where Q is a 0-ary intentional relation symbol,
if Q is the 0-ary intentional relation symbol P , then we add α1 ∧ · · · ∧ αl → ⊥
as a clause, otherwise we ignore the rule.
– For each rule Qiu¯← α1, . . . , αl in Π, where Qi is a non-0-ary intentional relation
symbol, we add α1 ∧ · · · ∧ αl → Qiu¯ as a clause.
Similar to the proof above, we can show that for any structure A, A |= φ iff A 6|=
(Π, P ). ⊓⊔
Theorem 1. DATALOGr ≡ FO(LFP) on arbitrary finite structures.
Proof. We first show that DATALOGr  FO(LFP). Let (Π, P1) be a DATALOG
r
formula. Suppose that P1, . . . , Pm are all intentional relation symbols in Π. Consider
the following formula for each Pi.
φi(x¯Pi) =
∨
{∃v¯(α1 ∧ · · · ∧ αl) | Pix¯Pi ← α1, . . . , αl ∈ Π
and v¯ are the free variables in α1 ∧ · · · ∧ αl
that are different from x¯Pi}
Because P1, . . . , Pm occur only positively in each φi (1 ≤ i ≤ m), (φ1, . . . , φm) defines
a least simultaneous fixed-point. The formula (Π, P1) is equivalent to a FO(S-LFP)
formula
[S-LFPx¯1,P1,x¯2,P2,...,x¯m,Pm φ1, φ2, . . . , φm]
that is equivalent to a FO(LFP) formula (for details we refer the reader to [5]).
To prove FO(LFP)  DATALOGr, we use the normal form of FO(LFP). Let u
be a variable, write
u˜ = u · · ·u︸ ︷︷ ︸
i times
where i will be clear from the context in the following. Every FO(LFP) formula is
equivalent to a formula of the form [5]:
∃u[LFPz¯,Zψ(x¯, z¯)]u˜
where ψ(x¯, z¯) is a first-order formula. Without loss of generality we assume that ψ
is in the following DNF form:
Q1y1 · · ·Qmym(C1 ∨ · · · ∨ Cn)
whereQi ∈ {∀, ∃} and each Cj is a conjunction of atomic or negated atomic formulas.
Let x¯, z¯, y¯ = y1, . . . , ym be the free variables in C1 ∨ · · · ∨ Cn. We first construct a
DATALOG
r formula (Π1, P1)t¯1 that is equivalent to ψ(x¯, z¯).
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– For each clause Cj = α1 ∧ α2 ∧ · · · ∧ αk, set
ΠCj = {P x¯z¯y¯ ← α1, α2, . . . , αk}.
– Set
ΠC1∨···∨Cn =
n⋃
j=1
ΠCj .
It is straightforward to prove that C1 ∨ · · · ∨ Cn(x¯z¯y¯) and (ΠC1∨···∨Cn , P )t¯ are
equivalent.
– If Qm = ∀, set
Πm = ΠC1∨···∨Cn ∪ {Pmx¯z¯y1 · · · ym−1 ← ∀ymP x¯z¯y¯}.
– If Qm = ∃, set
Πm = ΠC1∨···∨Cn ∪ {Pmx¯z¯y1 · · · ym−1 ← P x¯z¯y¯}.
Suppose that Qkyk · · ·Qmym(C1∨· · ·∨Cn)(x¯z¯y1 · · · yk−1) (1 < k ≤ m) and (Πk, Pk)t¯k
are equivalent.
– If Qk−1 = ∀, set
Πk−1 = Πk ∪ {Pk−1x¯z¯y1 · · · yk−2 ← ∀yk−1Pkx¯z¯y1 · · · yk−1}.
– If Qk−1 = ∃, set
Πk−1 = Πk ∪ {Pk−1x¯z¯y1 · · · yk−2 ← Pkx¯z¯y1 · · · yk−1}.
We repeat these steps above until (Π1, P1)t¯1 is obtained. It’s easily seen that (Π1, P1)t¯1
and ψ(x¯, z¯) are equivalent. Set
Π = Π1[Zx¯ /Z ] ∪ {Zx¯z¯ ← P1x¯z¯, Qx¯← Zx¯u˜}
where Π1[Zx¯ /Z ] is obtained by replacing every formula Zv¯ by Zx¯v¯ in Π1, and
Q is a new relation symbol. By the definition of FO(LFP) we know that Z occurs
only positively in each Cj, so Π is a DATALOG
r program. For any structure A,
A |= (Π, Q)[a¯] iff A |= ∃u[LFPz¯,Zψ(a¯/x¯, z¯)]u˜. ⊓⊔
Because FO(LFP) is closed under negations, combing the theorem above with
Proposition 3 we obtain the following theorem.
Theorem 2. SO-HORNr ≡ FO(LFP) on arbitrary finite structures.
3 Encodings of Structures and DATALOGr
We say that a formula φ is closed under substructures, if for any structure A, A |= φ
implies B |= φ for any substructure B ofA. Every SO-HORN formula is closed under
substructures. The main task of this paper is to show that there are problems in
PTIME that are closed under substructures, but not definable in SO-HORNr. The
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construction of such a problem involves encodings of structures and DATALOGr
programs. This section is devoted to the definitions of the encodings which will be
used in next section.
In [14], Lindell introduced the notion of invariant relations, which are defined
on perfect binary trees and showed that there are problems in PTIME that are
not definable in FO(LFP). A perfect binary tree is a full binary tree in which all
leaves are at the same level. Let T = 〈V,E〉 be a perfect binary tree, where V
is the set of nodes and E is the set of edges. Suppose R is an r-ary relation on
V and f is an automorphism of T . Given a tuple a¯ = (a1, . . . , ar) ∈ R, we write
f(a¯) = (f(a1), . . . , f(ar)) and f [R] = {(f(a1), . . . , f(ar)) | (a1, . . . , ar) ∈ R}. We say
that R is an invariant relation if for every automorphism f , R = f [R]. It is easily
seen that the equality = and E are invariant relations.
Lemma 1. If R1 and R2 are r-ary invariant relations then ¬R1, R1∩R2 and R1∪R2
are also invariant relations.
Proof. Let f be an automorphism, it’s clear that ¬f [R1] = f [¬R1], f [R1]∩ f [R2] =
f [R1 ∩ R2], f [R1] ∪ f [R2] = f [R1 ∪ R2]. To prove ¬R1 is an invariant relation, we
have
a¯ ∈ ¬R1 ⇐⇒ a¯ /∈ R1
(1)
⇐⇒ a¯ /∈ f [R1] ((1) : R1 = f [R1])
⇐⇒ a¯ ∈ ¬f [R1]
(2)
⇐⇒ a¯ ∈ f [¬R1] ((2) : ¬f [R1] = f [¬R1]).
To prove R1 ∩ R2 is an invariant relation, we have
a¯ ∈ R1 ∩R2 ⇐⇒ a¯ ∈ R1 and a¯ ∈ R2
(1)
⇐⇒ a¯ ∈ f [R1] and a¯ ∈ f [R2]
((1) : R1 = f [R1], R2 = f [R2])
⇐⇒ a¯ ∈ f [R1] ∩ f [R2]
(2)
⇐⇒ a¯ ∈ f [R1 ∩R2]
((2) : f [R1] ∩ f [R2] = f [R1 ∩ R2]).
To prove R1 ∪ R2 is an invariant relation, we have
a¯ ∈ R1 ∪R2 ⇐⇒ a¯ ∈ R1 or a¯ ∈ R2
(1)
⇐⇒ a¯ ∈ f [R1] or a¯ ∈ f [R2]
((1) : R1 = f [R1], R2 = f [R2])
⇐⇒ a¯ ∈ f [R1] ∪ f [R2]
(2)
⇐⇒ a¯ ∈ f [R1 ∪R2]
((2) : f [R1] ∪ f [R2] = f [R1 ∪ R2]).
⊓⊔
Lemma 2. Suppose R is an r-ary invariant relation, R′ is a k-ary invariant relation
and g is a permutation of {1, . . . , r}. Define
R1 = {(ag(1), . . . , ag(r)) | (a1, . . . , ar) ∈ R}
R2 = {(a1, . . . , ar, b1, . . . , bk) | (a1, . . . , ar) ∈ R and (b1, . . . , bk) ∈ R
′}.
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Then R1 and R2 are also invariant relations.
Lemma 3. If R is a (r + k)-ary invariant relation. Define
R1 = {(a1, . . . , ar) | (b1, . . . , bk, a1, . . . , ar) ∈ R for all nodes b1, . . . , bk}
R2 = {(a1, . . . , ar) | ∃b1, . . . , bk such that (b1, . . . , bk, a1, . . . , ar) ∈ R}.
Then R1 and R2 are also invariant relations.
Proof. For any automorphism f we show that R1 = f [R1] and R2 = f [R2]. To prove
R1 = f [R1], we have
a¯ ∈ R1
(1)
⇐⇒ b¯a¯ ∈ R for any tuple b¯ ((1) : by the definition of R1)
(2)
⇐⇒ b¯a¯ ∈ f [R] for any tuple b¯ ((2) : R = f [R])
(3)
⇐⇒ b¯a¯′ ∈ R for any tuple b¯, where
f(a¯′) = a¯ ((3) : f is an automorphism)
(1)
⇐⇒ a¯′ ∈ R1
(4)
⇐⇒ a¯ ∈ f [R1] ((4) : f(a¯
′) = a¯).
To prove R2 = f [R2], we have
a¯ ∈ R2
(1)
⇐⇒∃b¯ such that b¯a¯ ∈ R ((1) : by the definition of R2)
(2)
⇐⇒∃b¯ such that b¯a¯ ∈ f [R] ((2) : R = f [R])
(3)
⇐⇒∃b¯ such that b¯′a¯′ ∈ R, where f(b¯′) = b¯,
f(a¯′) = a¯ ((3) : f is an automorphism)
(1)
⇐⇒ a¯′ ∈ R2
(4)
⇐⇒ a¯ ∈ f [R2] ((4) : f(a¯
′) = a¯).
⊓⊔
Let a, b be two nodes of a perfect binary tree T , we use a ⊼ b and d(a) to denote
the least common ancestor of a, b and the depth of a, respectively. For example, in
the following perfect binary tree
root
0
1c
2
a b
3
we have d(root) = 0, d(c) = 1, d(a) = d(b) = 3, and a ⊼ b = c.
Let (a1, . . . , ar) be an r-ary tuple of nodes, its characteristic tuple is defined as
(a1, . . . , ar)
∗ = (d(a1), d(a1 ⊼ a2), . . . , d(a1 ⊼ ar),
d(a2), d(a2 ⊼ a3), . . . , d(a2 ⊼ ar),
. . . , d(ar))
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which is a r(r+1)
2
-ary tuple of numbers.
Let R be an invariant relation of T , the characteristic relation of R is defined to
be
R∗ = {(a1, . . . , ar)
∗ | (a1, . . . , ar) ∈ R}.
The following propositions were shown in [14]:
– For any tuples (a1, . . . , ar) and (b1, . . . , br), we have that (a1, . . . , ar)
∗ = (b1, . . . , br)
∗
iff there is an automorphism f of T such that f(ai) = bi (1 ≤ i ≤ r),
– For any two invariant relations R1 and R2, we have R1 = R2 iff R
∗
1 = R
∗
2.
– IfR is an r-ary invariant relation and (a1, . . . , ar)
∗ = (b1, . . . , br)
∗, then (a1, . . . , ar) ∈
R iff (b1, . . . , br) ∈ R.
Next we introduce the notion of saturated relations and use it for the definition
of encodings.
Definition 5. Let T be a perfect binary tree, R an r-ary relation on T . We say that
R is a saturated relation on T if for any nodes a1, . . . , ar, b1, . . . , br of T , whenever
d(ai) = d(bi) (1 ≤ i ≤ r) we have
(a1, . . . , ar) ∈ R iff (b1, . . . , br) ∈ R.
It is clear that a saturated relation is also invariant.
In the following we fix a vocabulary τ = {R1, . . . , Rk}, and write τ
′ = τ ∪
{root, E}, where root is a constant symbol and E is a binary relation symbol. We
define a class of τ ′-structures
T = {〈V, root, E, R1, . . . , Rk〉 | 〈V,E〉 is a perfect binary tree,
root is the root node and R1, . . . , Rk
are saturated relations on 〈V,E〉}.
Definition 6. Let A =
〈
{0, 1, . . . , h− 1}, RA1 , . . . , R
A
k
〉
be an arbitrary τ -structure,
and let T = 〈V,E〉 be a perfect binary tree with depth h. We can expand T into a
τ ′-structure C(A, T ) =
〈
V, root, E, RT1 , . . . , R
T
k
〉
∈ T as follows: For any Ri (1 ≤
i ≤ k) and any nodes a1, . . . , ari ∈ V ,
C(A, T ) |= RTi a1 · · · ari iff A |= R
A
i d(a1) · · ·d(ari),
where ri is the arity of Ri, and d(aj) (1 ≤ j ≤ ri) is the depth of aj.
Roughly speaking, C(A, T ) contains the same information as A, but the size of
C(A, T ) is exponential in the size of A.
Definition 7. Suppose T =
〈
V, root, E, RT1 , . . . , R
T
k
〉
∈ T . We define a τ -structure
A as follows: (1) The domain is {0, . . . , h− 1} with h the depth of T, and (2) For
each i = 1, . . . , k,
RAi = {(n1, . . . , nri) | ∃a1, . . . , ari ∈ T such that
RTi a1 · · · ari and n1 = d(a1), . . . , nri = d(ari)}
where ri is the arity of Ri. It is not hard to see that T = C(A, (V,E)). So we denote
A by C−1(T).
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For a fixed natural number m we introduce a relation symbol FULm with arity
m. Let
σ = {R∗1, . . . , R
∗
k, (¬R1)
∗, . . . , (¬Rk)
∗},
σ′ = σ ∪ {0, SUCC,R6=, R¬e, FUL
∗
m}.
Definition 8. For each T = 〈V, root, E, R1, . . . , Rk〉 ∈ T , we define a σ
′-structure
ST =
〈
{0, 1, . . . , h− 1}, 0, SUCC,R6=, R¬e, FUL
∗
m,
R∗1, . . . , R
∗
k, (¬R1)
∗, . . . , (¬Rk)
∗
〉
,
where h is the depth of T, 0 is a constant interpreted by 0, SUCC is the suc-
cessor relation on the domain, FULm is the full relation {0, . . . , h − 1}
m, and
R6=, R¬e, FUL
∗
m, R
∗
1, . . . , R
∗
k, (¬R1)
∗, . . . , (¬Rk)
∗ are the characteristic relations of
6=, (¬E), FULm, R1, . . . , Rk, ¬R1, . . . ,¬Rk, respectively.
Let Π = {γ1, . . . , γs} be a DATALOG
r program on T . Suppose X1, . . . , Xw are
all intentional relation symbols in Π and for each rule γi, let nγi be the number of
free variables that occur in γi. Define
m =max{nγ1 , . . . , nγs , arity(R1), . . . , arity(Rk),
arity(X1), . . . , arity(Xw)}.
Next we shall construct, based on Π, a DATALOGr program Π∗ such that for any
DATALOG
r formula (Π, P ), there is a corresponding DATALOGr formula (Π∗, P ∗)
such that T |= (Π, P ) iff ST |= (Π
∗, P ∗) for any T ∈ T , where P and P ∗ are 0-ary
intentional relation symbols.
Every element of T is a node of a perfect binary tree, while every element of
ST is a number which can be treat as the depth of some node. So for each variable
x in Π, we introduce a new variable ix, and for any two variables x1, x2 in Π, we
introduce a new variable ix1⊼x2.
For x¯ = x1 · · ·xr, we shall use the following abbreviations:
(x¯)∗ = ix1ix1⊼x2 · · · ix1⊼xrix2 · · · ixr−1⊼xrixr
∀(x¯)∗ = ∀ix1∀ix1⊼x2 · · · ∀ix1⊼xr∀ix2 · · · ∀ixr−1⊼xr∀ixr .
From now on, for some technical reason, we treat iu⊼v and iv⊼u as the same
variable.
Now we begin our construction of Π∗.
For each rule β ← α1, . . . , αl in Π, suppose that v1, . . . , vn are the free variables
in it, we add formula
FULmv1v2 · · · vn−1vnvn · · · vn
to the body and obtain a new rule
β ← α1, . . . , αl, FULmv1v2 · · · vn−1vn · · · vn.
For each new rule, we
– replace x = y by ix = ix⊼y, ix⊼y = iy (reason: d(x) = d(x ⊼ y) = d(y)), for
constant root, we replace iroot by constant 0, and replace iroot⊼x also by 0, since
root ⊼ a = root for any node a.
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– replace Exy by ix = ix⊼y, SUCCix⊼yiy (reason: d(x) = d(x ⊼ y), d(x ⊼ y) + 1 =
d(y)).
– replace x 6= y by R6=ixix⊼yiy (reason: R6= is the characteristic relation of 6=).
– replace ¬Exy by R¬eixix⊼yiy (reason: R¬e is the characteristic relation of ¬E).
– replace Rx¯ by R∗(x¯)∗, where R is a symbol in {R1, . . . , Rk, FULm}, or an inten-
tional relation symbol which is not 0-ary.
– replace ¬Rx¯ by (¬R)∗(x¯)∗, where R is a symbol in {R1, . . . , Rk}.
– replace ∀y1 · · · ∀ytRy1 · · · ytz1 · · · zs by
ΦR =

FUL
∗
m(z1z2 · · · zs−1zs · · · zs)
∗∧
∀(y1 · · · yt)
∗∀iy1⊼z1 · · · ∀iy1⊼zs∀iy2⊼z1 · · · ∀iyt⊼zs−1∀iyt⊼zs
(FUL∗m(y1 · · · ytz1 · · · zszs · · · zs)
∗ → R∗(y1 · · · ytz1 · · · zs)
∗)


where R is an intentional relation symbol such that arity(R) > 0.
– replace P by P ∗, where P is a 0-ary intentional relation symbol.
We denote the resulting program by Π∗. Please note that Π∗ is not a DATALOGr pro-
gram since ΦR is neither an atom nor a negated atom. Fortunately, ΦR is equivalent
to a DATALOGr formula (Π1, Q2)t¯, where
Π1 : Q(y1 · · · ytz1 · · · zs)
∗←¬FUL∗m(y1 · · · ytz1 · · · zszs · · · zs)
∗
Q(y1 · · · ytz1 · · · zs)
∗← R∗(y1 · · · ytz1 · · · zs)
∗
Q1(z1 · · · zs)
∗← ∀(y1 · · · yt)
∗∀iy1⊼z1 · · · ∀iy1⊼zs
∀iy2⊼z1 · · · ∀iyt⊼zs−1∀iyt⊼zsQ(y1 · · · ytz1 · · · zs)
∗
Q2(z1 · · · zs)
∗← Q1(z1 · · · zs)
∗, FUL∗m(z1z2 · · · zs−1zs · · · zs)
∗.
Now we add Π1 to Π
∗ and replace ΦR by Q2(z1 · · · zs)
∗. Then we get a DATALOGr
program Π2. It is not hard to see that for every common intentional relation symbol
X of Π∗ and Π2, (Π
∗, X)t¯′ and (Π2, X)t¯
′ are equivalent. Therefore, without loss of
generality, we shall use Π∗ directly in future proofs.
Remark 1. The reason that we replace the formula φR = ∀y1 · · · ∀ytRy1 · · · ytz1 · · · zs
by ΦR rather than
∀(y1 · · · yt)
∗∀iy1⊼z1 · · · ∀iy1⊼zs∀iy2⊼z1 · · · ∀iyt⊼zs−1∀iyt⊼zs
R∗(y1 · · · ytz1 · · · zs)
∗
is that there exist T ∈ T , a¯ ∈ T, and an invariant relation R such that
T |= ∀y1 · · · ∀ytRy1 · · · ytz1 · · · zs[a¯],
but
ST 6|= ∀(y1 · · · yt)
∗∀iy1⊼z1 · · · ∀iy1⊼zs∀iy2⊼z1 · · · ∀iyt⊼zs−1∀iyt⊼zs
R∗(y1 · · · ytz1 · · · zs)
∗[(a¯)∗].
It is easy to check that φR is equivalent to the formula
FULmz1 · · · zs−1zszs · · · zs∧
∀y1 · · · ∀yt(FULmy1 · · · ytz1 · · · zszs · · · zs → Ry1 · · · ytz1 · · · zs).
14 S. Feng, X. Zhao
We replace FULm and R by their characteristic relations FUL
∗
m and R
∗, respec-
tively, then we can obtain ΦR. The formula
FUL∗m(z1z2 · · · zs−1zs · · · zs)
∗
guarantees that if there exists some e¯ ∈ ST such that ST |= ΦR[e¯], then e¯ is the
characteristic tuple of some tuple a¯ of T, i.e. e¯ = (a¯)∗.
Lemma 4. Given a formula φR = ∀y1 · · · ∀ytRy1 · · · ytz1 · · · zs, a structure T ∈ T .
Let ΦR be defined as above. Define Q1 = {a¯ | T |= φR[a¯]}, Q2 = {e¯ | ST |= ΦR[e¯]}.
Suppose R is an invariant relation on T. Then (Q1)
∗ = Q2.
Proof. Because R is an invariant relation, by the definition of Q1 and Lemma 1 and
3, we know that Q1 is also an invariant relation. We first show that (Q1)
∗ ⊆ Q2.
Suppose e¯ ∈ (Q1)
∗ for some e¯ ∈ ST, there must exist a tuple a¯ of T such that
a¯ ∈ Q1, (a¯)
∗ = e¯, and b¯a¯ ∈ R for all tuples b¯ of T, i.e.,
T |=
(
FULmz1 · · · zs−1zszs · · · zs∧
∀y1 · · · ∀yt(FULmy1 · · · ytz1 · · · zszs · · · zs → Ry1 · · · ytz1 · · · zs)
)
[a¯].
By the definition of ΦR we can see that ST |= ΦR[(a¯)
∗], which implies e¯ ∈ Q2.
Next we show that Q2 ⊆ (Q1)
∗. Consider an arbitrary e¯ ∈ ST such that e¯ ∈ Q2.
By the definition of Q2 and ΦR, we have ST |= FULm(z1 · · · zszs · · · zs)
∗[e¯], so there
exists a tuple a¯ of T such that e¯ = (a¯)∗. On the contrary, suppose that a¯ /∈ Q1,
then there exists some tuple b¯ such that b¯a¯ /∈ R. Because R is an invariant relation,
for any tuples b¯′ and a¯′, if (b¯a¯)∗ = (b¯′a¯′)∗ then b¯′a¯′ /∈ R. Combing that R∗ is the
characteristic relation of R we know that
ST 2 R
∗(y1 · · · ytz1 · · · zs)
∗[(b¯a¯)∗] (3)
and
ST |= FUL
∗
m(y1 · · · ytz1 · · · zszs · · · zs)
∗[(b¯a¯)∗]. (4)
(3) and (4) give ST 2 ΦR[(a¯)
∗], i.e., e¯ /∈ Q2, contrary to the assumption that e¯ ∈ Q2.
So a¯ ∈ Q1, which implies e¯ ∈ (Q1)
∗. ⊓⊔
We assume that a 0-ary relation is also an invariant relation. The characteristic
relation of a 0-ary relation is ∅∗ = ∅ and {∅}∗ = {∅}.
Proposition 4. For any intentional relation symbol P in Π and any T ∈ T , PT[Π]
is an invariant relation on T and (PT[Π])∗ = (P ∗)ST[Π
∗]. Moreover, if P is a 0-ary
intentional relation symbol, then T |= (Π, P ) iff ST |= (Π
∗, P ∗).
Proof. We first show that if P is an intentional relation symbol in Π and T is a
structure in T , then PT[Π] is an invariant relation on T. Let P 1, . . . , Pm
′
be all
intentional relation symbols in Π. Consider the following formula constructed for
each P i (see (1))
φP i(x¯P i) =
∨
{∃v¯(α1 ∧ · · · ∧ αl) | P
ix¯P i ← α1, . . . , αl ∈ Π
and v¯ are the free variables in α1 ∧ · · · ∧ αl
that are different from x¯P i}.
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If the relation defined by each αs is an invariant relation, then by Lemma 1, 2 and
3 we can see that the relation defined by φP i is also an invariant relation. Each αs
is either an (negated) atomic formula with relation symbol in
{=, E, R1, . . . , Rk, 6=,¬E,¬R1, . . . ,¬Rk}
where the relations defined by them are all invariant relations, or an atomic for-
mula P jx¯ or a formula ∀y¯P j y¯z¯ (1 ≤ j ≤ m′). When computing the fixed-point of
P 1, . . . , Pm
′
, we set P i(0) = ∅ (1 ≤ i ≤ m
′), where ∅ is an invariant relation. In Lemma
3 we showed that if P j is an invariant relation then the relation defined by ∀y¯P j y¯z¯
is also an invariant relation. If P 1(n), . . . , P
m′
(n) are invariant relations, then each
P i(n+1) = {a¯ | (T, P
1
(n), . . . , P
m′
(n)) |= φP i(x¯P i)[a¯]}
or
P i(n+1) = {∅ | (T, P
1
(n), . . . , P
m′
(n)) |= φP i}
is also an invariant relation. So the fixed-points P 1(∞), . . . , P
m′
(∞) are invariant relations,
i.e., PT[Π] is an invariant relation on T.
Next we show that (PT[Π])∗ = (P ∗)ST[Π
∗]. We first prove (P i(n))
∗ = (P i)∗(n) (1 ≤
i ≤ m′) for each n ≥ 0 by induction.
Basis: If n = 0, then P i(0) = ∅, (P
i)∗(0) = ∅ (1 ≤ i ≤ m
′). We have (P i(0))
∗ =
(P i)∗(0) (1 ≤ i ≤ m
′).
Inductive step: Assuming (P i(k))
∗ = (P i)∗(k) (1 ≤ i ≤ m
′), we show that
(P i(k+1))
∗ = (P i)∗(k+1) (1 ≤ i ≤ m
′). The case where P i is 0-ary is easy, in the
following we only consider the case where P i is not 0-ary.
To prove (P i(k+1))
∗ ⊆ (P i)∗(k+1), suppose e¯ ∈ (P
i
(k+1))
∗ for some e¯ ∈ ST, there
must exist a tuple a¯ of T such that a¯ ∈ P i(k+1) and e¯ = (a¯)
∗. By the semantics of
DATALOG
r we know that
P i(k+1) = {a¯ | (T, P
1
(k), . . . , P
m′
(k)) |= φP i(x¯P i)[a¯]}.
By the definition of φP i, there exist a rule P
ix¯P i ← α1, . . . , αl in Π such that
(T, P 1(k), . . . , P
m′
(k)) |= ∃v¯(α1 ∧ · · · ∧ αl)[a¯],
therefore there exists some b¯ such that
(T, P 1(k), . . . , P
m′
(k)) |= (α1 ∧ · · · ∧ αl)[a¯b¯].
Because P ix¯P i ← α1, . . . , αl is a rule of Π, we can infer that
(P i)∗(x¯P i)
∗ ← α′1, . . . , α
′
l, FUL
∗
m(x¯P i v¯v˜
′)∗
is a rule of Π∗, where α′1, . . . , α
′
l and FUL
∗
m(x¯P i v¯v˜
′)∗ are obtained by replacing
α1, . . . , αl, FULm by the corresponding formulas in the construction of Π
∗. Remem-
ber that we replace ∀y¯Ry¯z¯ by ΦR and in Lemma 4 we showed that the relation
defined by ΦR is the characteristic relation of the relation defined by ∀y¯Ry¯z¯. By
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the definition of ST and the induction hypothesis (P
i
(k))
∗ = (P i)∗(k) (1 ≤ i ≤ m
′) we
know that
(ST, (P
1)∗(k), . . . , (P
m′)∗(k)) |= (α
′
1 ∧ · · · ∧ α
′
l ∧ FUL
∗
m(x¯P i v¯v˜
′)∗)[(a¯b¯)∗],
i.e.,
(ST, (P
1)∗(k), . . . , (P
m′)∗(k)) |= ∃u¯(α
′
1 ∧ · · · ∧ α
′
l ∧ FUL
∗
m(x¯P i v¯v˜
′)∗)[(a¯)∗]
where u¯ are the free variables in α′1 ∧ · · · ∧ α
′
l ∧ FUL
∗
m(x¯P i v¯v˜
′)∗ that are different
from (x¯P i)
∗. Combining e¯ = (a¯)∗ we obtain e¯ ∈ (P i)∗(k+1).
Next we show that (P i)∗(k+1) ⊆ (P
i
(k+1))
∗. Suppose e¯ ∈ (P i)∗(k+1) for some e¯ ∈ ST.
There must exist a rule
(P i)∗(x¯P i)
∗ ← α′1, . . . , α
′
l, FUL
∗
m(x¯P i v¯v˜
′)∗ (5)
in Π∗ such that
(ST, (P
1)∗(k), . . . , (P
m′)∗(k)) |= ∃u¯(α
′
1 ∧ · · · ∧ α
′
l ∧ FUL
∗
m(x¯P i v¯v˜
′)∗)[e¯].
Hence there exists a tuple f¯ ∈ SA such that
(ST, (P
1)∗(k), . . . , (P
m′)∗(k)) |= (α
′
1 ∧ · · · ∧ α
′
l ∧ FUL
∗
m(x¯P i v¯v˜
′)∗)[e¯f¯ ].
The formula FUL∗m(x¯P i v¯v˜
′)∗ guarantees that (a¯b¯)∗ = e¯f¯ and (a¯)∗ = e¯ for some tuple
a¯b¯ of T. Because P 1(k), . . . , P
m′
(k) are invariant relations, by the induction hypothesis
(P i(k))
∗ = (P i)∗(k) (1 ≤ i ≤ m
′) we know that
(T, P 1(k), . . . , P
m′
(k)) |= (α1 ∧ · · · ∧ αl)[a¯b¯]
where P ix¯P i ← α1, . . . , αl is the corresponding rule of (5) in Π. So a¯ ∈ P
i
(k+1).
Combining e¯ = (a¯)∗ we obtain e¯ ∈ (P i(k+1))
∗.
By the proof above we know that (PT[Π])∗ = (P ∗)ST[Π
∗]. If P is a 0-ary intentional
relation symbol, then T |= (Π, P ) iff ST |= (Π
∗, P ∗). ⊓⊔
4 On Gra¨del’s Question
The complexity class EXPTIME is the set of all decision problems that are decidable
by a deterministic Turing machine in O(2n
c
) time for some constant number c, where
n is the length of the input. By Time Hierarchy Theorem, we know that PTIME ⊂
EXPTIME, i.e., PTIME is a proper subset of EXPTIME.
Same as the last section, we fix a vocabulary τ = {R1, . . . , Rk}. Consider an ar-
bitrary class K of τ -structures decidable deterministically in time 2n
c
. Next we shall
construct a class of τ ′-structures which is in PTIME and closed under substructures.
The class {T ∈ T | C−1(T) ∈ K} might be a candidate (here T is defined just before
Definition 6, and C−1 is defined in Definition 7). However, since the substructure
of a perfect binary tree is not necessarily perfect, the candidate class is not closed
under substructure. Next we introduce some techniques to overcome it.
More on Descriptive Complexity of Second-Order HORN Logics 17
Definition 9. Let c be a fixed natural number and A = 〈{0, . . . , h−1}, RA1 , . . . , R
A
k 〉
be a τ -structure. The trivial extension A is the structure
〈{0, . . . , h+ hc − 1}, RA1 , . . . , R
A
k 〉,
denoted by A+.
Informally speaking, A+ is obtained from A by extending just the domain and
keeping all relations unchanged.
For a technical reason we introduce a new unary relation symbol P and let τ ′ =
τ ∪{root, E, P}. From now on when we speak of a τ ′-structure G = 〈V, root, E, P,
R1, · · · , Rk〉, we assume that
(1) (V,E) is a directed acyclic graph and the nodes reachable from root form a
binary tree, and
(2) all relations P,R1, · · · , Rk when restricted to T (G) are saturated, where T (G)
is the largest perfect binary subtree of G with root as the root.
Please note that if a τ ′-structure G satisfies the condition (1) and (2) above, then
all its substructures also satisfy these two conditions.
Definition 10. We define based on K a class K′ of τ ′-structures as follows. Given
any G = 〈V, root, E, P, R1, . . . , Rk〉, let h be the largest number such that all nodes
in the first h levels are marked by P . G ∈ K′ iff the following Condition 1 or
Condition 2 holds:
Condition 1:
(1) The depth of T (G) is h + hc.
(2) No node in the last hc levels is marked by P .
(3) C−1(T (G)) is the trivial extension of C−1(Th(G)), where Th(G) is the sub-
structure obtained from T (G) by restricting to the first h levels. That is, for
any Ri and any tuple (a1, . . . , ari) containing a node in the last h
c levels,
Ria1 · · ·ari does not hold, where ri is the arity of Ri.
(4) C−1(Th(G)) ∈ K.
Condition 2: The depth of T (G) is less than h+ hc.
Proposition 5.
1. K′ is closed under substructures
2. K′ ∈ PTIME, that is, the problem of determining whether a given τ ′-structure
belongs to K′ can be decided deterministically in polynomial time.
Proof. 1. Suppose G is a τ ′-structure in K′, then it satisfies either Condition 1
or Condition 2 of Definition 10. Consider an arbitrary substructure H of G. If G
satisfies Condition 2, it’s clear that H also satisfies Condition 2, and hence it is in
K′. Suppose G satisfies Condition 1, then the perfect binary tree T (H) either equals
to T (G), where in this case H satisfies Condition 1, or the depth of T (H) is less
than that of T (G), where in this case H satisfies Condition 2. Altogether, H ∈ K′.
2. Consider an arbitrary τ ′-structure G. To check that G ∈ K′ we need to do
the following job.
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(1) Check that 〈V,E〉 is a directed acyclic graph.
(2) Check that all nodes reachable from root form a binary tree.
(3) Compute T (G), the largest perfect binary subtree with root as root.
(4) Check that the relations P,R1, . . . , Rk are saturated on T (G).
(5) Compute the largest number h such that all nodes in the first h levels have
property P and check that no nodes in the last hc levels has property P .
(6) If the depth of T (G) is h+ hc then
(6.1) Check that (1), (2) and (3) in Condition 1 hold.
(6.2) Check that C−1(Th(G)) ∈ K.
(7) Check that the depth of T (G) is less than h+ hc.
It is not hard to see that all tasks except (6.2) can be done in polynomial time.
Please note that K is decidable in 2h
c
time and C−1(Th(G)) has h elements. Task
(6.2) can be done in time 2h
c
. Please note that if the depth of T (G) is h+hc then the
input size is at least 2h+h
c
. Therefore, task (6.2) can be done in polynomial time. ⊓⊔
Our aim is to prove that there is class of τ ′-structures in PTIME that is closed
under substructures, but not definable in DATALOGr. Suppose otherwise, then there
is a DATALOGr formula (Π, Q) such that the class of all finite models of (Π, Q)
coincides with K′, where Q is a 0-ary intentional relation symbol.
Consider an arbitrary τ -structure A = 〈{0, . . . , h− 1}, RA1 , . . . , R
A
1 〉. Technically
we mark every element of A by P , that is, we interpret P as the full domain of
A. For convenience we still denote the new structure by A. Let A+ be the trivial
extension of A, that is, A+ is obtained from A just by extending the domain to
{0, . . . , h + hc − 1}. Let T be a τ ′-structure in T such that C−1(T) = A. Then
obviously T satisfies (1), (2) and (3) in Condition 1. Thus, we have
A ∈ K iff T ∈ K′ iff T |= (Π, Q) (6)
Let
σ = {0, SUCC,R6=, R¬e, FUL
∗
m, P
∗, R∗1, . . . , R
∗
k, (¬P )
∗, (¬R1)
∗, . . . , (¬Rk)
∗}
be a vocabulary. By Definition 8 we can compute a σ-structure ST from T:
ST =
〈
{0, 1, . . . , h+ hc − 1}, 0, SUCC,R6=, R¬e, FUL
∗
m, P
∗,
R∗1, . . . , R
∗
k, (¬P )
∗, (¬R1)
∗, . . . , (¬Rk)
∗
〉
where 0 is a constant interpreted by 0, SUCC is the successor relation on {0, 1, . . . , h+
hc − 1} and R6=, R¬e, FUL
∗
m, P
∗, R∗1, . . . , R
∗
k, (¬P )
∗, (¬R1)
∗, . . . , (¬Rk)
∗ are the
characteristic relations of 6=, (¬E), FULm, P , R1, . . . , Rk, ¬P,¬R1, . . . ,¬Rk, respec-
tively.
Let T,T′ ∈ T be such that C−1(T) = C−1(T′) = A+. Then T and T′ must be
isomorphic, and hence ST = ST′. That is, ST is uniquely determined by A. So,
we use SA to denote ST. The next proposition shows that SA can be computed
efficiently directly from A.
Proposition 6. SA is logspace computable from A.
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Before we prove Proposition 6, we show how a contradiction can be derived.
By the encodings and Proposition 4 in Section 3, we know that there is another
DATALOG
r formula (Π∗, Q∗) such that T |= (Π, Q) iff ST |= (Π
∗, Q∗) for any T ∈ T .
Combining equivalence (6) we have thatA ∈ K iff SA |= (Π
∗, Q∗) for any τ -structure
A.
By Theorem 1, DATALOGr has the same expressive power as FO(LFP). Thus it
is decidable in polynomial time whether a structure is a model of (Π∗, Q∗). Then it
follows from Proposition 6 that K ∈ PTIME. This would imply EXPTIME=PTIME,
sinceK is an arbitrary problem in EXPTIME. Because PTIME6=EXPTIME, we have
Proposition 7. There is a problem in PTIME that is closed under substructures but
neither definable in DATALOGr nor in SO-HORNr
Because SO-HORN ⊂ SO-HORNr ≡ FO(LFP), we get the following results.
Theorem 3. FO(LFP) cannot define all of the problems that are in PTIME and
closed under substructures.
Corollary 1. SO-HORN cannot capture the class of problems that are in PTIME
and closed under substructures.
Our Final task is to prove Proposition 6.
Proof of Proposition 6:
Given a τ -structure
A = 〈{0, 1, 2, . . . , h− 1}, R1, . . . , Rk〉 ,
the corresponding σ-structure is:
SA =
〈
{0, 1, . . . , h+ hc − 1}, 0, SUCC,R6=, R¬e, FUL
∗
m, P
∗,
R∗1, . . . , R
∗
k, (¬P )
∗, (¬R1)
∗, . . . , (¬Rk)
∗
〉
.
Let A be the input. It is easily seen that {0, 1, . . . , h + hc − 1}, 0, SUCC are com-
putable in logspace. By the definition of SA, we know that
P ∗ = {0, 1, . . . , h− 1}
(¬P )∗ = {h, h+ 1, . . . , h+ hc − 1},
so P ∗ and (¬P )∗ are also computable in logspace.
For the other relations, it is clear that they are computable in logspace if we can
decide them in logspace.
Consider the relation R6=, for any tuple (e1, e2, e3), (e1, e2, e3) ∈ R6= iff (e1, e2, e3)
is the characteristic tuple (d(a), d(a ⊼ b), d(b)) of some tuple (a, b) of nodes of T
such that C−1(T) = A+ and a 6= b. If d(a) = d(b), then a, b are in the same
level, hence d(a ⊼ b) < d(a). If d(a) 6= d(b), then a, b are not in the same level,
and d(a ⊼ b) ≤ min{d(a), d(b)}. Conversely, if (e1 = e3 and e2 < e1) or (e1 6=
e3 and e2 ≤ min{e1, e3}), then there must be some nodes a, b of T such that a 6= b
and (d(a), d(a ⊼ b), d(b)) = (e1, e2, e3). Thus, we can decide R6= by the following
procedure.
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INPUT: a tuple (e1, e2, e3)
OUTPUT: accept if (e1, e2, e3) ∈ R6=, and reject otherwise
1 if e1 = e3 then
if e2 < e1 then accept else reject
2 if e1 6= e3 then
if e2 ≤ min{e1, e3} then accept else reject
END
For the relation R¬e, (e1, e2, e3) ∈ R¬e iff (e1, e2, e3) is the characteristic tuple
(d(a), d(a ⊼ b), d(b)) of some tuple (a, b) of nodes of T such that C−1(T) = A+
and ¬Eab. Please note that Eab iff d(a) + 1 = d(b) and d(a ⊼ b) = d(a). Thus, if
d(a) + 1 = d(b) then ¬Eab iff d(a ⊼ b) < d(a), and if d(b) ≤ d(a) or d(a) < d(b)− 1
then ¬Eab. Please note that (e1, e2, e3) ∈ R¬e implies that (e1, e2, e3) is the character
tuple of some (a, b) of T. Therefore, we can decide R¬e by the following procedure.
INPUT: a tuple (e1, e2, e3)
OUTPUT: accept if (e1, e2, e3) ∈ R¬e, and reject otherwise
1 if e1 ≥ e3 then
if e2 ≤ e3 then accept else reject
2 if e1 < e3 then
if e1 + 1 = e3 then
if e2 < e1 then accept else reject
if e1 + 1 < e3 then
if e2 ≤ e1 then accept else reject
END
Suppose Q is a relation in {FUL∗m, R
∗
1, . . . , R
∗
k, (¬R1)
∗, . . . , (¬Rk)
∗}. If a tuple
(e1, e1⊼2, . . . , en−1⊼n, en) ∈ Q, then it must be the characteristic tuple (d(a1), d(a1 ⊼
a2), . . . , d(an−1 ⊼ an), d(an)) of some tuple (a1, a2, . . . , an) of nodes of T such that
C−1(T) = A+. Next we show how to decide whether a tuple is a characteristic tuple.
Let A = {a1, . . . , an} be a set of nodes of T and b be the least common ancestor
of the nodes in A. Define
κ1 =min{d(a1), . . . , d(an)}
κ2 =min{d(ai ⊼ aj) | 1 ≤ i < j ≤ n}
Al = {a ∈ A | a is in the left subtree of b}
Ar = {a ∈ A | a is in the right subtree of b}
where the left (resp. right) subtree is the subtree with the left (resp. right) child
node of b as root. It is easily seen that the following conditions must be satisfied.
1. κ1 ≥ κ2 and κ2 = d(b).
2. If κ1 = κ2, then b ∈ A, {b} ∪Al ∪Ar = A and
– for any ai ∈ A, d(b) = d(ai) implies b = ai
– for any ai ∈ Al ∪Ar, d(b ⊼ ai) = κ1
– for any ai, aj ∈ Al, d(ai ⊼ aj) > κ1
– for any ai, aj ∈ Ar, d(ai ⊼ aj) > κ1
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– for any ai ∈ Al and aj ∈ Ar, d(ai ⊼ aj) = κ1
3. If κ1 > κ2, then b 6∈ A, Al ∪Ar = A and
– for any ai, aj ∈ Al, d(ai ⊼ aj) > κ2
– for any ai, aj ∈ Ar, d(ai ⊼ aj) > κ2
– for any ai ∈ Al and aj ∈ Ar, d(ai ⊼ aj) = κ2
Next we present a procedure PreCHECK to check these conditions using the
tuple (d(a1), d(a1 ⊼ a2), . . . , d(an−1 ⊼ an), d(an)) instead of the nodes a1, . . . , an. Let
(e1, e1⊼2, . . . , en−1⊼n, en) be an input. If it is a characteristic tuple of some tuple
of nodes, then PreCHECK must accept it. But if PreCHECK accepts, it is not
necessarily a characteristic tuple.
PROCEDURE PreCHECK
INPUT: a tuple (e1, e1⊼2, . . . , en−1⊼n, en)
OUTPUT: accept if this tuple satisfies the conditions above, and reject otherwise
1 let κ1 be the minimal value in set {e1, e2 . . . , en} and κ2 be the minimal value in
set {ei⊼j | 1 ≤ i < j ≤ n}.
2 if κ1 < κ2 then reject
3 if κ1 = κ2, let es be the first element that is not equal to κ1 in the tuple
(e1, e2 . . . , en), and define the following three sets
S = {ei | 1 ≤ i ≤ n and ei = κ1}
Sl = {ei | ei ∈ {e1, e2 . . . , en}/S and es⊼i > κ1} ∪ {es}
Sr = {ei | ei ∈ {e1, e2 . . . , en}/S and es⊼i = κ1}
then reject if one of the following conditions is satisfied
– ∃ ei, ej ∈ S such that ei⊼j 6= κ1 ( or ej⊼i 6= κ1 )
– ∃ ei ∈ S and ej ∈ Sl ∪ Sr such that ei⊼j 6= κ1 ( or ej⊼i 6= κ1 )
– ∃ ei, ej ∈ Sl such that ei⊼j = κ1 ( or ej⊼i = κ1 )
– ∃ ei, ej ∈ Sr such that ei⊼j = κ1 ( or ej⊼i = κ1 )
– ∃ ei ∈ Sl and ej ∈ Sr such that ei⊼j 6= κ1 ( or ej⊼i 6= κ1 )
else accept
4 if κ1 > κ2, define the following two sets
Sl = {ei | 1 < i ≤ n and e1⊼i > κ2} ∪ {e1}
Sr = {ei | 1 < i ≤ n and e1⊼i = κ2}
then reject if one of the following conditions is satisfied
– ∃ ei, ej ∈ Sl such that ei⊼j = κ2 ( or ej⊼i = κ2 )
– ∃ ei, ej ∈ Sr such that ei⊼j = κ2 ( or ej⊼i = κ2 )
– ∃ ei ∈ Sl and ej ∈ Sr such that ei⊼j 6= κ2 ( or ej⊼i 6= κ2 )
else accept
END
The following algorithm can check whether a tuple (e1, e1⊼2, . . . , en−1⊼n, en) is a
characteristic tuple by recursion.
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PROCEDURE CHECK
INPUT: a tuple (e1, e1⊼2, . . . , en−1⊼n, en)
OUTPUT: accept if e¯ is a characteristic tuple of some tuple of nodes, and reject
otherwise
1 if |e¯| = 0 or |e¯| = 1 then accept
2 if |e¯| > 1 then rejects if PreCHECK(e¯) reject else let κ1 be the minimal value
in set {e1, . . . , en} and κ2 be the minimal value in set {ei⊼j | 1 ≤ i < j ≤ n}
2.1 if κ1 = κ2, let es be the first element that is not equal to κ1 in the tuple
(e1, . . . , en), and define the following three sets
S = {ei | 1 ≤ i ≤ n and ei = κ1}
Sl = {ei | ei ∈ {e1, . . . , en}/S and es⊼i > κ1} ∪ {es}
Sr = {ei | ei ∈ {e1, . . . , en}/S and es⊼i = κ1}
and define two tuples
e¯l = (el1, el1⊼l2, . . . , elh−1 , elh−1⊼lh, elh)
e¯r = (er1, er1⊼r2, . . . , erg−1, erg−1⊼rg , erg)
where {el1 , . . . , elh−1 , elh} = Sl and {er1, . . . , erg−1 , erg} = Sr
then reject if CHECK(e¯l) reject else
if CHECK(e¯r) reject then reject else accept
2.2 if κ1 > κ2, define two sets
Sl = {ei | 1 < i ≤ n and e1⊼i > κ2} ∪ {e1}
Sr = {ei | 1 < i ≤ n and e1⊼i = κ2}
and define two tuples
e¯l = (el1, el1⊼l2, . . . , elh−1 , elh−1⊼lh, elh)
e¯r = (er1, er1⊼r2, . . . , erg−1, erg−1⊼rg , erg)
where {el1 , . . . , elh−1 , elh} = Sl and {er1, . . . , erg−1 , erg} = Sr
then reject if CHECK(e¯l) reject else
if CHECK(e¯r) reject then reject else accept
END
Finally, we show how to decide the relation R∗1 as an example, the others are the
same as it. Suppose the corresponding relation R1 is r-ary.
INPUT: a tuple (e1, e1⊼2, . . . , er−1⊼r, er)
OUTPUT: accept if e¯ ∈ R∗1, and reject otherwise
if CHECK(e¯) reject then reject else
if (e1, e2, . . . , er) ∈ R1 then accept else reject
END
In the above algorithm, the recursion depth of the procedure CHECK is at most
r, and the procedure PreCHECK only uses logspace with respect to the length of
the input structure, so this algorithm finishes in logspace.
Altogether we complete the proof.
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5 Conclusion
In this paper, we have introduced the SO-HORNr logic and the DATALOGr program,
and show that both of them are equivalent to FO(LFP) on arbitrary structures. We
also show that FO(LFP) can not define all of the problems that are in PTIME and
closed under substructures. As a corollary, SO-HORN cannot capture the class of
problems that are in PTIME and closed under substructures. But it is still open
that whether every problem that are in SO-HORNr and closed under substructures
are definable in SO-HORN.
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