Analysis of the Distribution of Fracture Toughness Values measured with 1T C(T) Specimens at Loading Rates higher than dK/dt=105 MPa√m s-1  by Mayer, Uwe
ScienceDirect
Available online at www.sciencedirect.com
 
Av ilable o line at www.sciencedire t.com 
ScienceDirect 
Structural Integrity Procedia 00 (2016) 000–000  
www.elsevier.com/locate/procedia 
 
2452-3216 © 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of PCF 2016.  
XV Portuguese Conference on Fracture, PCF 2016, 10-12 February 2016, Paço de Arcos, Portugal 
Thermo-mechanical modeling of a high pressure turbine blade of an 
airplane gas turbine engine 
P. Brandãoa, V. Infanteb, A.M. Deusc* 
aDepartment of Mechanical Engineering, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, 1, 1049-001 Lisboa, 
Portugal 
bIDMEC, Department of Mechanical Engineering, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, 1, 1049-001 Lisboa, 
Portugal 
cCeFEMA, Department of Mechanical Engineering, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, 1, 1049-001 Lisboa, 
Portugal  
Abstract 
During their operation, modern aircraft engine components are subjected to increasingly demanding operating conditions, 
especially the high pressure turbine (HPT) blades. Such conditions cause these parts to undergo different types of time-dependent 
degradation, one of which is creep. A model using the finite element method (FEM) was developed, in order to be able to predict 
the creep behaviour of HPT blades. Flight data records (FDR) for a specific aircraft, provided by a commercial aviation 
company, were used to obtain thermal and mechanical data for three different flight cycles. In order to create the 3D model 
needed for the FEM analysis, a HPT blade scrap was scanned, and its chemical composition and material properties were 
obtained. The data that was gathered was fed into the FEM model and different simulations were run, first with a simplified 3D 
rectangular block shape, in order to better establish the model, and then with the real 3D mesh obtained from the blade scrap. The 
overall expected behaviour in terms of displacement was observed, in particular at the trailing edge of the blade. Therefore such a 
model can be useful in the goal of predicting turbine blade life, given a set of FDR data. 
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Abstract 
In a research project investigating the correlation of dynamic crack initiation and crack arrest, funded by the German 
government, tests at -20 °C on specimens of 22 NiMoCr 3 7 steel (A 508 Cl.2) were performed with different specimen 
geometries and loading devices in the range of dK/dt=105 MPa√m s-1, Mayer (2012), Böhme et al. (2013), Mayer and 
Offermanns (2013). New results were obtained in the current follow-up joint IWM-MPA project in a temperature range 
from -20 °C to +20 °C from test series in this range of loading rates, Mayer (2015). Results from tests with 1T C(T)-specimen 
tested at MPA Stuttgart at l adi g rates higher than dK/dt=105 MPa√m s-1 are a alyzed. This analysis shows the nee  of 
modifications to the standard evaluation method in ASTM E1921 if used for tests at elevated loading rates. The assumed 
distribution of the fracture toughness values and the form of the master curve has to be adapted and a more precise correlation of 
the measured reference temperature T0,X to the loading rate at fracture initiation has to be considered. Suggestions for suitable 
changes in the annex of ASTM E1921 for the evaluation of elevated loading rate data are presented. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of ECF21. 
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government investigating the correlation between dynamic crack initiation and crack arrest, Böhme et al. (2012). For 
getting best homogeneity possible, the specimens were extracted in such a way, that the crack tip for all specimens 
(T-S orientation) was positioned between 2/3 and 3/4 of the wall thickness. 
Quasi-static reference temperature was determined for 1T C(T) specimen T0 = -68 °C and RTNDT = -20 °C was 
determined, Roos et al., (2006). Determination of TKIA = 11°C according to ASTM E1221 (2012) for specimens 
with thickness of 50 mm is described in Mayer (2012). Temperature range for the 1T C(T) tests in the current 
follow-up project was extended from -20 °C to 0 °C and +20 °C. 
The statistical distribution of the determined dynamic fracture toughness values KId resp. KJc,d and the sensitivity 
to the loading rate is investigated in the range between -20 °C and +20 °C. For this purpose results of test series at 
dK/dt=2x105 MPa√m s-1 and dK/dt=7x105 MPa√m s-1 are compared. The specimens were pre-cracked to a crack 
depth of a/W = 0.5 according to ASTM E1921-15a and 10% side grooved. The influence of the additional 
parameters, important for the cleavage initiation in tests at elevated loading rates is investigated. These are the stress 
rate and strain rate near the crack tip and also the temperature increase caused by deformation heat in the plastic 
zone is a phenomenon, which occurs especially at higher strain rates, and has to be taken into account, when ASTM 
E1921 is used at elevated loading rates. 
 
Nomenclature 
1T C(T) 1-inch compact tension specimen  
Apl plastic part of the area under the force-COD curve 
a crack length 
B specimen thickness 
BN thickness without side grooves 
COD crack opening displacement 
F force  
f(a/W) elastic form factor 
J J-integral 
Jel elastic part of J-integral 
K stress intensity factor 
K0 master curve normalisation fracture toughness 
KIc fracture toughness (quasi-static) 
KId fracture toughness (dynamic) 
KJc elastic-plastic fracture toughness 
KJc(med) median fracture toughness 
KIR crack arrest reference curve 
Kmin master curve lower limiting fracture toughness 
T0,X master curve reference temperature at loading rate of  order of magnitude X (log10(dK/dt)) 
TKIa crack arrest toughness reference temperature 
W specimen width 
ηpl plastic form factor 
1.1. Testing device 
A purpose-designed servo-hydraulic testing machine (VHS 100/20 Schenck/Instron) was used for these dynamic 
tests. This machine incorporates large hydraulic accumulators (2x 280 l), high flow rate servovalves (6400 l/min) 
and a special slack adapter such that almost constant displacement rates during a complete test could be achieved. 
The slack adapter minimizes the mass to be accelerated and hence reduces oscillations. The computer controlled 
valves (6400 l /min) allow the load time characteristics to be optimized for any particular test condition or material. 
The machine is capable of a maximum load of 100 kN and a maximum loading rate of 20 m/s. 
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1.2. Measurement technique 
Dynamic testing of C(T)-specimens is specified for instance in the corresponding annexes of the standards 
ASTM E399 (2012) and ASTM E1820 (2015) and also in BS7448-3 (2005). In these standards fracture mechanics 
values J and K are determined basically the same way as for quasi-static tests. 
 
𝐾𝐾 =
𝐹𝐹
√𝐵𝐵×𝐵𝐵𝑁𝑁×𝑊𝑊
∙ 𝑓𝑓(𝑎𝑎 𝑊𝑊⁄ ) (1)
and 
𝐽𝐽 = 𝐽𝐽𝑒𝑒𝑒𝑒 + 
𝜂𝜂𝑝𝑝𝑝𝑝×𝐴𝐴𝑝𝑝𝑝𝑝
𝐵𝐵𝑁𝑁×𝑏𝑏0
  (2)

Appropriate bandwidth and natural frequency for the measurement of force and displacement is required. 
Additionally it is required that the inertia of the specimen does not affect the specimen compliance and the fracture 
mechanics values J-Integral and fracture toughness K. At high loading rates the only acceptable force measurement 
is the use of strain gauges on parts of the specimen, which stay elastic during the test. In previous investigations 
positions at the top (fixed part) and bottom (moving part) of the specimen were identified by means of numerical 
simulation at which the strain behaves accordingly proportional to force, (Fig. 1a). The force is determined using the 
mean of the strain measured with the strain gauges at both faces, (Fig. 1b). This is based on the assumption that 
quasi-static force equilibrium can be used by approximation. At loading rates above 2x105 MPa√m s-1 the difference 
between mean and individual values of the strain gauges increases. Numerical finite element simulations showed 
that below 1x106 MPa√m s-1 inertial effects on the evaluation J and K can be neglected, Mayer (2012). Crack 
opening displacement (COD) was measured with an optical extensometer. 
 
 
 
 
Fig. 1. (a) Strain gauges attached on the C(T) specimen  (b) reading of force strain gauges and crack tip strain gauges for initiation detection  
2. Evaluation according to ASTM E1921 
Fig. 2 shows the multi-temperature evaluation of all 1T C(T) tests at 2x105 MPa√m s-1and 7x105 MPa√m s-1 using 
the conventional master curve as described in ASTM E1921. Evaluation of the reference temperature leads to 
T0,5 = +1 °C. It is noticeable that the corresponding single temperature evaluation of T0,5 shows a strong decrease 
with increasing test temperature from +19 °C for test temperature -20 °C, +5 °C for test temperature 0 °C to -6 °C 
for test temperature 20 °C. 
Because there is a significant difference between the results for 2x105 MPa√m s-1 (Fig. 3a) and 7x105 MPa√m s-1 
(Fig. 3b) the classification of the reference temperature was extended to two digits of the logarithm of the loading 
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rate, T0,5.3 and T0,5.8. Separate evaluations of the reference temperature result in T0,5.3 = -5 °C and T0,5.8 = +16 °C. 
According to the current version of ASTM E1921, the results could be evaluated all together as long as the 
individual loading rate differs not more than a factor 3 from the average loading rate. Considering these new results, 
obviously this range has to be narrowed.  
A series of 14 tests at 20 °C and a loading rate of about 2x105 MPa√m s-1 leads to T0,5.3 = -12 °C. For the series of 
14 tests with 1T C(T) specimens at 0 °C and a loading rate of about 2x105 MPa√m s-1 only a small amount of 
plasticity was observed. Single temperature evaluation of the reference temperature leads to T0,5.3 = -1 °C. The 
individual single temperature evaluation results for the reference temperature T0,5.3 are 16 °C higher for test 
temperature -20 °C  and 11 °C lower for test temperature +20 °C than this evaluation at test temperature 0 °C. 
 
Fig. 2. T0,5-multi temperature evaluation for all 1T C(T) tests of the project  
 
Fig. 3. (a)  T0,5.3-multi temperature evaluation for all 1T C(T) with 
 dK/dt=2x105 MPa√m s-1 ; 
 
(b)  T0,5.8-multi temperature evaluation for all 1T C(T) with 
dK/dt=7x105 MPa√m s-1 
2.1. Possible modifications for the evaluation of  test series at elevated loading rates 
A proposal from Schindler and Kalkhof (2013), to solve this issue is the modification of the exponent p in the 
definition of the master curve. 
 KJc(med) = 30 + 70 exp [p·(T-T0)]   (3) 
Instead of  
 KJc(med) = 30 + 70 exp [0.019·(T-T0)]  (4) 
the shape of the master curve is changed to 
 KJc(med) = 30 + 70 exp [0.03·(T-T0)]  (5) 
This proposal is analogous to the recently developed advanced master curve using a variable exponent taking into 
account the influence of temperature and yield stress on the shape of the quasi-static master curve, Wallin (2011). 
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Fig. 4 shows the results obtained using an exponent p = 0.03 instead of p = 0.019. All three single temperature 
results using p = 0.03 agree with the multi temperature evaluation result within +-1 °C. 
 
 
Fig. 4. T0,5-multi temperature evaluation for all 1T C(T) tests of the project using a modified exponent 
 
 
Fig. 5. (a)  T0,5.3-multi temperature evaluation for all 1T C(T) with 
dK/dt=2x105 MPa√m s-1 using a modified exponent; 
 
(b)  T0,5.8-multi temperature evaluation for all 1T C(T) with 
dK/dt=7x105 MPa√m s-1 using a modified exponent 
For the test series at dK/dt = 2 x105 MPa√m s-1 the master curve with the modified exponent p = 0.03 fits very 
well and the three single temperature evaluation for T0,5.3 agree within +- 2 °C. For the test series at 
dK/dt = 7 x105 MPa√m s-1 the difference for T0,5.8 in the single temperature evaluation between test temperature 
0 °C and +20 °C decreases with the modified exponent from 21 °C to 6 °C, but the modified master curve seems to 
be too low at -20 °C. 
This may be influenced by the increase of the real threshold value with temperature. In ASTM E1921 the value 
of Kmin is kept constant for all temperatures. This is a widely accepted simplification, because in most cases this is a 
conservative assumption. But when the test temperature is higher than the reference temperature, the shift of the 
evaluated reference temperature may be not conservative. 
2.2. Discussion of possible increase of the threshold value Kmin at higher temperatures 
With the Weibull parameters used in ASTM E1921 there is the cumulative cleavage probability for 1T specimen 
given as 
𝑝𝑝𝑓𝑓 = 1 − exp⁡[−(
𝐾𝐾𝐽𝐽𝐽𝐽−⁡𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚
𝐾𝐾0−⁡𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚
)4] (6) 
and after transformation and taking the logarithm 
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{𝑙𝑙𝑙𝑙 [
1
(1−𝑝𝑝𝑓𝑓)
]}
1/4
=
𝐾𝐾𝐽𝐽𝐽𝐽−⁡𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚
𝐾𝐾0−⁡𝐾𝐾𝑚𝑚𝑚𝑚𝑚𝑚
 (7) 
For single temperature evaluation we calculated these lines for different estimations for Kmin and plotted them 
together with the values calculated from the measured rank probabilities vs. KJc (Fig. 6 and Fig. 7). 
 
 
Fig. 6. Influence of Kmin on the cumulative cleavage probability for dK/dt = 2 x105 MPa√m s-1 
 
Fig. 7. Influence of Kmin on the cumulative cleavage probability for dK/dt = 7 x105 MPa√m s-1 
As already stated by Wallin (2011), the uncertainty of small data sets is too high to determine the specific value 
of Kmin. Additionally the variation of other Weibull parameters will also change the goodness of these fits. But for 
both data sets the consideration of a higher Kmin would improve the fit for the tests performed at 20 °C. There is only 
a small change in K0 resp. in T0,X, but there is obviously a large influence on the lower bound at this temperature.  
This raising of the lower bound is also achieved when choosing the modified exponent of the master curve. Partly 
this effect of the higher threshold value Kmin at higher temperatures is already included in the modification of the 
shape of the master curve. An evaluation with a temperature dependent Kmin would be less reliable because of the 
above mentioned uncertainty. 
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2.3. Discussion of physical reasons for the modification of the master curve for tests at elevated loading rates 
The occurrence of macroscopic cleavage depends on at least two important requirements. The first one is one or 
more microscopic initiation events, which are influenced by the response of the microstructure to the loading 
condition ahead of the crack tip. During the last decades a large number of models have been proposed describing 
the interaction of stress and strain with the microstructure, trying to extract material parameters for the prediction of 
crack initiation. The second one is the propagation of such an initiated crack. This requirement is identical with the 
absence of arrest. At lower temperatures for most materials the reference temperature T0 is much lower than the 
arrest reference temperature TKIa, Wallin and Rintamaa (1998). At higher temperatures the probability of arrest is 
much higher and there is a much stronger influence of the probability of arrest on the probability of macroscopic 
cleavage. 
This is the case for the elevated loading rate tests analysed here. The statistical distribution for arrest is not a 
Weibull distribution anymore, because it is not a weakest link event. Wallin and Rintamaa (1998) proposed to use a 
lognormal distribution, which is now included in ASTM E1221 (2012). For the same reason there is no size 
correction for arrest. This stronger influence of crack arrest can explain the smaller population near the lower bound 
and the increase of Kmin. 
 
 
Fig. 8. (a) Temperature increase at 28 µm CTOD 
 
 
(b) Temperature increase at 102 µm CTOD 
 
Another reason for the change of the master curve shape is the plastification induced temperature increase in the 
volume near the crack tip. The initiation and arrest behavior corresponds to a temperature, which is up to 60 K 
higher than the initial temperature of the specimen. This phenomenon was proved by a numerical simulation of a 
1T C(T) –specimen loaded at dK/dt = 2 x105 MPa√m s-1. The temperature distribution near the crack tip is shown in 
Fig. 8. Fig. 8(a) shows the temperature increase at the end of macroscopic linear-elastic behavior, Fig. 8(b) the 
increase for the maximum load, observed in this test series. The impact of this phenomenon on the distribution of 
the instability values increases with the size of the plastic zone.  
3. Conclusions  
Testing 1T C(T) at elevated loading rates is influenced not only directly by the loading rate, but also by 
concurrent  secondary effects as crack arrest and temperature increase in front of the crack tip. From the evaluation 
of the here presented results the change in the distribution can be considered in a simplified manner in the evaluation 
of tests according to ASTM E1921 by changing the exponent used in the master curve. Otherwise the determination 
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of the reference temperature T0,X is biased by a negative shift if test temperature is higher than the reference 
temperature and by a positive shift if test temperature is lower than the reference temperature. 
The presented results with loading rates in the range of 105-106 MPa√m s-1 showed that the sensitivity to the 
loading rate requests a more precise definition. Proposed is the use of two digits of the common logarithm of the 
loading rate instead of only one. 
4. Outlook 
In numerical simulations we are going to analyze the correlation of the local strain, stress and temperature 
behavior during high rate loading and the impact on the probability of failure in more detail. In future research 
projects the conclusions found here should be confirmed for other steels and weld material. With this knowledge 
quantitative modifications to ASTM E1921 can be implemented.  
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