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ABSTRACT

Boles, Chelsie MW. M.S.A.B.E., Purdue University, December 2013. SWAT Model
Simulation of Bioenergy Crop Impacts in a Tile-Drained Watershed. Major Professor:
Jane Frankenberger.

Tile drains are an important component of agricultural production in the Midwest, and
their inclusion in modeling studies is important in watersheds where they are a principal
hydrologic pathway. The new tile drainage simulation method in the Soil Water
Assessment Tool (SWAT) was parameterized and tile flow results were compared with
reviewed literature. Streamflow, sediment, and nutrient outputs were compared to
measured values and simulated crop yields were examined with respect to average county
yields. Plant growth stressors were examined to account for differences between
simulated and published yields. The bioenergy crop switchgrass (Panicum virgatum) was
applied over the watershed in land use scenarios developed from a review of published
modeling studies and scenario planning literature. Differences in water quality and
quantity arising from these land use changes, simulated by SWAT, were quantified.
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CHAPTER 1. INTRODUCTION

1.1

Research Background

Tile drainage is an important component of both watershed hydrology and nutrient export.
The few studies which have quantified its affects at the watershed scale have found flow
from tiles can account for up to 70% of a basin’s total discharge (Green et al., 2006) and
94% of the nitrate loss (Crumpton et al., 2012). Tile drainage is of particular importance
in Indiana, the location of the site in this study, at least 50% of the agricultural land in
Indiana is artificially drained (Pavelis, 1987). Tile drains are a crucial component of
agricultural management used by producers to increase the farm-ability of chronically
wet soils, but their effects on watershed health can be problematic. Water quality
problems surrounding the Gulf’s hypoxic zone, where excessive nitrate is lost from tiledrained crop fields, have received widespread media attention. More recently, attention
has been directed to the additional problems associated with phosphorus pollution, which
has manifested itself in the Midwest as algal blooms plaguing the western Lake Erie
basin (Bridgeman et al., 2012), which may be exacerbated by flow from tile drains.
Bioenergy crops have the potential to address the dual issues of water quality
impairments and energy availability (Dale et al., 2010).

As the global population

stretches well beyond seven billion, energy demands increase and fuels such as petroleum
are a finite resource. Consequently, there has been renewed interest in powering the
planet by harnessing the power of the sun. Plants carry out this process naturally and
much hope has been placed in their potential to renewably provide fuel sources for a
growing demand.
In the United States, the Renewable Fuel Standard (RFS) (as expanded under the Energy
Independence and Security Act (EISA) of 2007) has been a key driver in the development
and use of biofuels. EISA set a target of 136.2 billion liters of renewable fuels to be
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included by 2022 in the transportation fuel line-up (EPA, 2013). Cellulosic biofuels are
slated to make up an increasing portion of this total as the 2022 deadline approaches.
Switchgrass (Panicum virgatum) is one example of a perennial whose use in bioenergy
production is being evaluated. It has a clear advantage over its main competitor for
consideration, miscanthus (Miscanthus x giganteus), in that the production and harvesting
of a perennial grass-hay crop is familiar to many involved in production agriculture
(McLaughlin et al., 2005). The growth of switchgrass as a bioenergy crop has the
potential to positively affect nutrient transport in previously row-cropped watersheds.
When switchgrass was simulated on lands previously planted to row crops and hay, Love
et al. (2011) found basin outlet loads decreased for sediment, total nitrogen, and total
phosphorus by between 12% and 47%. However, results of switchgrass impacts on
nutrient pollution must be analyzed with an eye towards previous land cover regimes. For
example, when Love et al. (2011) simulated a second scenario which included the
conversion of fallow lands and pasture, switchgrass was shown to increase total nitrogen
loading by over 30%.
Modeling can help fill the gap existing between measured, test plot data and large scale
growth of bioenergy plantings. The Soil and Water Assessment Tool (SWAT) has been
shown useful in the modeling of both perennial bioenergy crops and subsurface tile
drainage (Kim et al., 2013; Wu et al., 2012; Sui et al., 2008; Green et al., 2006). This
hydrologic model has the capability to use land use, weather, and soil data to produce a
simulation of watershed scale results of possible land cover or management changes.
Few modeling studies have considered the impacts of bioenergy crop growth on tile
drainage (and water quality from the tile drains), which is a common occurrence in the
poorly drained soils of the Midwest. In addition, a new tile drainage routine has been
recently created allowing for the simulation of tile flow with more realistic equations and
the use of a drainage coefficient. Little testing has been done on this update, providing a
window of opportunity for new simulations to add knowledge addressing how well these
changes allow SWAT to predict tile flow.
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Once calibrated for flow and nutrients, does SWAT perform acceptably at predicting crop
growth and yield? Many bioenergy studies use SWAT simulated yields to hypothesize
about potential production levels, yet there is a need for more modeling studies to report
and compare simulated yields from traditional crops for which there is a wealth of
production data. Those studies which do estimate yields of traditional crops, such as corn
or soybeans, from SWAT frequently find mixed or poor outcomes (Hu et al., 2007;
Gassman, 2008). Increased knowledge about plant growth and yield predicted by SWAT
may increase confidence in the models ability to predict the yields of bioenergy crops.

1.2

Objectives

The overall goal of this project was to simulate the hydrological impacts of bioenergy
crops on a typical tile-drained Midwestern watershed using the Soil and Water
Assessment Tool (SWAT). This goal was accomplished through the completion of the
following three objectives:


Implement and test a new tile drainage routine using SWAT by manually
calibrating and validating model performance using data from the Agricultural
Research Services data collection station in the St. Joseph watershed, Indiana.



Use the calibrated SWAT model to better understand the interactions between
SWAT predicted crop yields and plant growth stressors.



Formulate and apply appropriate scenarios for use with the prepared SWAT
model to test the environmental impacts of bioenergy crops on a small watershed
with tile drains.

1.3

Outline of the Thesis

This thesis is composed of five chapters. Chapters two, three, and four are written in the
style of a journal paper. The first chapter, the introduction, reviews the need for
bioenergy simulation, the importance of proper scenario choice, and the use of SWAT to
carry out the project objectives. Chapter Two, entitled “Impact of New Tile Drainage
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Simulation Method on SWAT Model Outputs”, demonstrates the use of an updated tile
drainage routine during the calibration and validation of SWAT. The third chapter
“SWAT Crop Growth and Nutrient Loss Predictions and Interactions in a Small
Watershed” compares the yield outputs of a streamflow/nutrient calibrated SWAT model
to measured NASS data. It will then examine plant stressors and their effect on any yield
discrepancies. The effects of the application of bioenergy crops are explored in the fourth
chapter called “Simulation of the Effects of Bioenergy Crop Cultivation in a Small TileDrained Watershed”. This chapter also contains a literature review of the scenario
choices past modelers have made when faced with the task of simulating bioenergy crops.
Finally, Chapter Five presents the project’s conclusions and gives recommendations for
further research.
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CHAPTER 2. IMPACT OF NEW TILE DRAINAGE SIMULATION METHOD ON
SWAT MODEL OUTPUTS

2.1

Introduction

In the poorly drained soils of the Midwestern United States, subsurface drainage is an
important flow pathway in the agricultural landscape. Installed tile drainage structures
work to lower the water table in times of excess precipitation in order to improve field
manageability and decrease plant death. Pavelis (1987) estimated that about 43 million
hectares of United States cropland requires man-made drainage in order to facilitate
agricultural production. Indiana alone is estimated to have over 2.2 million hectares of
lands with subsurface drainage (Sugg, 2007).
Tile drainage plays an important role in the water balance in poorly drained agricultural
landscapes, at both the field and watershed scale. At the field scale, Lal et al. (1989)
found that tile flow represented between 32.8% and 57.6% of annual precipitation in
plowed conditions, and 27.8% to 59.1% of annual precipitation on no-till plots.
Hernandez-Ramirez et al. (2011) found an average 220 mm of tile flow or 23.2% of
annual precipitation per year in West Lafayette, Indiana on plots with corn-soybean
rotations. Kladivko et al. (1991) found tile flow in southern Indiana on silt loam soils
between 5.9% and 27.4% of annual precipitation. In Iowa, Baker et al. (1981) found tile
flow varied between 9.5% and 23% of annual precipitation over the five year study
period. Tan and Zhang (2011) found that tile drainage was 97% of total flow in the free
drainage system from an intensively drained experimental field.
Only a few studies have estimated tile drainage impact at the watershed scale. For
example, Green et al. (2006) estimated that 71% of total discharge between 1996 and
2004 was tile flow in an Iowa watershed. Culley and Bolton (1983) found that
approximately 60% of annual runoff from their 50.8km2 watershed was due to tile drain

6
effluent, and Macrae et al. (2007) estimated that 42% of annual flow originated from
drainage tiles in a watershed near Maryhill, Ontario.
In-stream nitrate loads are particularly affected by tile drainage. Using a hydrograph
separation method and mixing model, Tiemeyer et al. (2008) found 89–95% of the total
nitrate losses in a ditch catchment were delivered by the catchment’s tile drains. Behrendt
and Bachor (1998) found 47% of the total nitrogen emissions from nine river basins in
northern Germany originated from tile drainage.
Tiles have also been shown to be significant sources of phosphorus in some studies. For
example, Culley and Bolton (1983) estimated that tile drain fluxes in their study
catchment accounted for 25% of total P loads. However in other studies little phosphorus
was found. Kladivko et al. (1991) found soluble P losses from tile drains were only 0.04
kg ha-1 with measured concentrations as low as 0.005 mg L-1.
Due to the impact of tile drainage on watershed hydrology and nitrate loads, accurate
simulation of these drains in hydrological models is important for obtaining simulations
that correctly simulate the processes and estimate the impact of watershed-scale changes
such as the implementation of conservation practices or land use changes. The Soil and
Water Assessment Tool (SWAT) is a continuous time-step, physically based model used
in the simulation of watershed scale hydrology (Arnold et al., 1998). The SWAT model
accepts inputs including elevation, land use, soil layers, and precipitation and uses these
data to predict output such as daily stream discharge, nitrate loads, and sediment export.
Watersheds are first delineated into subbasins; these subbasins are then sub-divided into
hydrologic response units (HRU) upon which the bulk of calculations are carried out.
The SWAT model has had the capability to model tile drain flow in a purely empirical
way since SWAT2005, as described below in Section 2.2. Moriasi et al. (2007a)
developed a new drainage simulation method using the Houghoudt and Kirkham drainage
equations and provided other restructuring to more accurately reflect real-world drainage
systems. Only one published study to date has used this new method (Moriasi et al.,
2012). A promising advantage of the new method is that parameters have physical
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meaning and can be estimated based on measurements and drainage design techniques.
However, little information has been provided on realistic parameters to apply.
The objective of this study is to implement the new drainage routines in a small
agricultural watershed in Indiana, demonstrating how parameters can be selected based
on knowledge of typical drainage systems and drainage design theory. This study also
compares results of the new drainage simulation with the old simulation, and with
measured values.

2.2

Tile Drainage Routines in SWAT

Although tile drainage has been simulated in SWAT since the early versions, Du et al.
(2005) showed that the SWAT2000 method was not adequate to simulate tile drainage.
They developed drainage routines that improved the simulation of water table dynamics
by creating an impervious layer and simulating tile flow on days when the simulated
height of the water table over the impervious layer was greater than the height of the tile
above the impervious layer. Simulation of tile drainage in an HRU was indicated by the
presence of a DDRAIN parameter greater than zero, and

a design drawdown time

(TDRAIN) was used to determine the “rate” of flow. TDRAIN was defined as the time to
drain soils to field capacity, set by the user as a static parameter. Du et al. (2006)
introduced a new coefficient GDRAIN, called the drain tile lag time, which determines
the portion of the flow from the tile drains into the streams on a daily basis, essentially
smoothing the drain flow hydrograph (Equation 2.1).
2.1

where tile_ttime is described as the exponential of the tile flow travel time in the
hydroinit.f subroutine and GDRAIN is a static user-controlled parameter.
These drainage routines were incorporated into SWAT2005. The depth from soil surface
to the impervious layer is represented by DEP_IMP (mm), which can be varied between
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drained and un-drained HRUs. The DEP_IMP parameter defines only the depth to the
impervious layer, but also the amount of water that percolates through it

(Sui and

Frankenberger, 2008). In the subroutine percmicro.f, potential seepage is first calculated
from the soil water excess and a factor of the hydraulic conductivity. Actual seepage is
then calculated by multiplying the potential seepage by a factor derived from the distance
between the impervious layer and the bottom of the soil profile (Equations 2.2 & 2.3).

2.2

2.3

where dep.factor is the depth factor, dep.imp is the parameter known as the depth to the
impermeable layer (DEP_IMP [mm], which in SWAT also controls seepage through the
impermeable layer), and sol.z is the maximum depth of the soil profile (mm). The
calculated seepage factor ranges from 0.0 to 1.0 and determines the percent of potential
seepage that flows through the restrictive layer. If the depth factor is less than 0.001, no
seepage will occur. The seepage for a specific value of DEP_IMP therefore depends on
the soil profile depth (Figure 2.1), which can be found in the SWAT SSURGO soils
database. For the soils at this study site, this value is most commonly 1520mm.
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Figure 2.1 – Seepage factor as a function of DEP_IMP for two soil profile depths

The tile drainage routine in SWAT2005 has been successfully used to simulate hydrology
in watersheds known to be under the influence of subsurface drainage (Sui et al., 2008;
Kiesel et al., 2010; Green et al., 2006; Koch et al., 2013). Green et al. (2006) found that
without the inclusion of tile drainage the surface flow would be overestimated, resulting
in a non-representative water balance with erroneous management implications. Koch et
al. (2013) also found the eliminating tile drainage from their calibrated model reduced
accuracy, although they recognize other parameters also influenced this effect.
However, the simplified method of using only a drawdown time (TDRAIN) to simulate
drain flow timing had limitations. One problem is that the method does not allow for a
different drawdown time for a large storm compared to a small one. Systems are designed
with a design drainage coefficient, which is a volume that can be drained in 24 hours.
Recommended drainage coefficients have been widely provided by NRCS and in state
drainage guides (e.g., USDA-NRCS, 1971; Wright and Sands, 2001), and have typically
been 3/8 to 1/2 inch (9.5 to 12.7mm) per day for field crops in mineral soils. Thus the
time needed for the field to drain varies as a function of precipitation, rather than being
static as modeled with the TDRAIN (drawdown time) approach.
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Moriasi (2007a, 2012) developed a new routine which is available in SWAT beginning
with version 531. This drainage routine has many advantages including the use of the
Hooghoudt and Kirkham drainage equations, rather than a simple drawdown time
(TDRAIN), and the presence of a drainage coefficient that limits flow as real drainage
systems do. The equations used to simulate tile flow under the new routine are now
based on three different conditions, depending on whether the water table is below the
soil surface or less than the surface storage threshold, and whether the predicted drainage
flux under either of the above conditions surpasses the user-set drainage coefficient
(drainage flux set equal to drainage coefficient).
The surface storage is represented by two parameters, S1 and SSTMAXD (Figure 2.2).
When the water level is computed by the model to be less than S1 (Figure 2.2b) or below
the soil surface, drainage flux is calculated with the use of the Hooghoudt (1940)
equation, (Equation 2.4):
2.4

where drainage flux is q (mm hr-1), Ke is representative of the effective lateral saturated
hydraulic conductivity (mm hr-1), L is the distance between drainage tubes (mm), and m
is the height of the water table above the drains measured at midpoint (mm) (Figure 2.2a).
The variable de (mm) is representative of the height of the drain from the impervious
layer; its specific value is acquired through use of Moody’s (1966) equations developed
based on Hooghoudt. It is calculated from L, d, and the drain tube radius r (mm). C
represents the ratio of the flux midway between the drains to the average flux between
the drains. Both SWAT and the tile drainage model DRAINMOD (Skaggs, 1978) assume
this variable to be equal to one (Moriasi et al., 2012).
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Figure 2.2 – (a) Illustration of drainage with the use of the Hooghoudt steady state
equation & (b) Illustration of drainage with Kirkham’s equation for a ponded surface

When the water level is ponded at levels greater than S1, drainage flux is calculated by
Kirkham’s (1957) equation (Equation 2.5):

2.5

where t is the average height of the water stored on the surface, b is the depth from the
soil surface to the tile drains, and r is the tile tube radius (mm). Both Ke and L are as
previously described. The variable g is dimensionless and is calculated as a function of d,
L, r, and h (actual depth of soil profile, [mm]).
The original version of this new drainage routine presented in SWAT revision 531 used a
dynamic surface storage parameter, which did not allow user control of this important
parameter. This parameter, SSTMAXD (Figure 2.3), can be calculated dynamically based
on tillage practices and rainfall, as documented by Moriasi et al. (2007a & 2012). A new
option, used in this study, was introduced after SWAT version 581 to allow the user to set
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SSTMAXD manually. In both options, the height of the surface storage threshold (S 1) is
assumed to be 20% of SSTMAXD.

Figure 2.3 – Drainage parameters in SWAT representative of (or used to calculate) actual
system conditions

The presence of tiles is still indicated through the use of the DDRAIN variable. Tile drain
spacing is represented by parameter SDRAIN (mm) and the tile drain tube radius is
calculated from the parameter RE (effective radius of drains [mm]). A parameter called
the effective radius (RE) is used to simulate the entrance resistance into the perforations
of subsurface drain pipes. This can be calculated with standard drainage theory; for
example values for corrugated plastic tubing are shown in Table 2.1 (USDA-NRCS,
2011). Moriasi et al. (2012) found that RE was the least sensitive tile drain parameter in
their comparison of SDRAIN, DDRAIN, and RE, suggesting that users can choose values
between 3mm and 40mm without expecting large variances in streamflow.
Table 2.1 – Effective Radius of Drains (NRCS, 2011)
Diameter of
Corrugated Drain Tube

Effective Radius, mm

4 in. (101.6 mm)

5.08

6 in. (152.4 mm)

14.73

8 in. (203.2 mm)

24.38
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2.3
2.3.1

Methods

Description of Study Site

The Matson Ditch watershed, a small 4700 ha watershed located in DeKalb County,
Indiana (HUC_12 = 041000030603) is the focus of the study (Figure 2.4). It is dominated
by row-crop agriculture in the form of corn and soybeans. There are eight land uses that
occupy at least 1% of the total watershed area (Table 2.2). An additional 12 land uses
were excluded from the table. The hydrology is strongly influenced by man-made,
subsurface tile drainage systems (Smith et al., 2008). The two dominant soil series are
Blount (a silt loam Alfisol) and Pewamo (a clay loam Mollisol). Together, these two soil
series comprise 48.8% of the watershed.

Location of AXL water quality/discharge
monitoring station and modeled precipitation
inputs.

Figure 2.4 - Location of the Matson Ditch Watershed. (a) Location within Indiana; (b)
Local data with gages and sub-watersheds noted.
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Table 2.2 - Land uses in the Matson Ditch watershed (NASS, 2011)
Land Use

Hectares

Percent of Total

Soybeans

1749

37.2

Corn

987

21.0

Pasture/Hay

605

12.8

Winter Wheat

454

9.6

Deciduous Forest

447

9.5

Developed - Open

211

4.5

Woody Wetlands

154

3.3

Alfalfa

45

1.0

Streamflow was measured by the USDA Agricultural Research Service, which has
monitored at the outlet of the watershed since 2002 (Smith et al., 2008) at a site they call
INSJAXL. Flow is measured at 10-minute intervals from early April to mid-November,
and during the winter, flow monitoring equipment is removed from the ditch to prevent
freeze damage. Data are available from April 2004 through November 2009, but due to
addition of a flow velocity sensor in 2006 (Smith et al., 2008), only data from 2006
forward was used in model calibration and validation. Data were obtained from the
STEWARDS database (Sadler et al., 2008). The 10-minute observed flow data was
processed into daily average flow using a MATLAB script that put every measurement
(from 0000 to 2400) from a single day into a vector which was then averaged. Missing
data was disregarded and any days for which no data was collected were marked with a
“no data” holder.
Nutrients were also measured by USDA ARS and downloaded from the STEWARDS
database. Similar to the flow measurements, nutrient measurements are available each
year from mid-March to mid-November (Table 2.3). Measured nutrients include Kjeldahl
nitrogen, ammonia, total phosphorus, orthophosphate, and oxidized nitrogen. In most

15
instances, samples are taken on a daily basis with higher frequency, storm-based
sampling occurring during large events. Measurements are available beginning in April
of 2004, though not continuously.

Table 2.3 – Description of available nutrient data
Year

Start Date

End Date

Number of
Measurements

2006

March 31

November 14

539

2007

March 31

November 14

407

2008

April 1

November 13

288

2009

April 1

November 12

424

To calculate load, a second MATLAB script was developed to match each ten minute
flow point with the closest available nutrient concentration measurement. A load was
calculated for each ten minute period by multiplying concentration, flow, and time
(Equation 2.6). This time period was longer when there was missing flow or nutrient data.
If the closest nutrient concentration measurement was more than 48 hours from the time
of the flow measurement, a “no data” holder was inserted for the load for this ten-minute
period. These ten minute loads were then summed to form a total daily load (Appendix
A).
(

)

(

)

2.3.2

( )

(

)

(

)

2.6

Model Setup

SWAT2009 in conjunction with ArcGIS10 was used to carry out this modeling. The
high-resolution NHD dataset was used to burn a clipped stream layer into the simulation.
During initial set-up, the delineated 23 sub-basins yield 275 total hydrologic response
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units (HRUs) when given the following thresholds: 5% land, 20% soil, and 20% slope.
Management changes were also carried out to simulate corn and soybeans being rotated
on all lands classified as soybean or corn in the land use layer file (Table 2.4). Wheat was
not rotated, but was modified from the SWAT default management scheme to include
yearly tillage and nutrient application (Table 2.5). The model was run for a total of 11
years (2000 – 2010) to allow for sufficient warm-up before reaching the calibration years.

Table 2.4 - Management scheme for land in corn/soy rotation
Crop

Date

Operation

22-Apr

N Application (219 kg/ha of Anhydrous Ammonia)

22-Apr

P Application (67 kg/ha of P2O5)

22-Apr

Atrazine Application (2.2 kg/ha)

6-May

Tillage, Offset disk plow (60% mixing to 100mm)

6-May

Planting

14-Oct

Harvesting

10-May

P Application (45 kg/ha of P2O5) with N Application (7
kg/ha of Anhydrous Ammonia) to account for P applied as
DAP, MAP, or APP

24-May

Planting with no till (5% mixing to 25mm)

7-Oct

Harvesting

1-Nov

Tillage, Chisel plow (30% mixing to 150mm)

Corn Year

Soybean
Year
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Table 2.5 - Management scheme for land in wheat production
Crop

Wheat
Year

Date

Operation

30-Sep

Planting

1-Mar

N Application (122 kg/ha of Anhydrous Ammonia)

1-Jul

Harvesting

23-Sep

P Application (117 kg/ha of P2O5) with N Application (30
kg/ha of Anhydrous Ammonia) to account for P applied as
MAP

29-Sep

Tillage, Tandem disk (60% mixing to 75mm)

2.3.2.1 Geographical Model Inputs
As a hydrological model, SWAT requires inputs of soil, land use, elevation, and weather
data to drive the mathematical processes which result in the output of flow and nutrient
data. The GIS datasets in Table 2.6 were used as initial model inputs. All were
downloaded from http://datagateway.nrcs.usda.gov.

Table 2.6 - Utilized GIS layers
Layer Name

Raster
Resolution/Scale

United States Geologic Survey

National Elevation Dataset

3 meter

USDA, National Agricultural
Statistics Service

2011 Indiana Cropland Data
Layer

30 meter

SSURGO soil dataset

30 meter

National Hydrography Dataset,
04100003 St. Joseph

1:24,000

Agency

USDA, Natural Resources
Conservation Service
United States Geologic Survey
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Tile drainage was assumed in HRUs where corn, soybean, or wheat was the current land
use and the soil drainage was somewhat poorly drained, poorly drained, or very poorly
drained. Figure 2.5a shows the prevalence of poorly drained soils in the Matson Ditch
watershed while Figure 2.5b documents the area assumed as tile drained. When
calculated by HRU from the file “input.std”, 50.9% of the watershed is simulated with
subsurface drainage.

a

b

Figure 2.5 - Estimation of subsurface tile drainage. (a) Soil Drainage Classes (b)
Subsurface drainage based on Soil Drainage Class and Land Use

2.3.2.2 Weather Data
Weather data for eleven stations of varying duration were downloaded from the
STEWARDS database (Sadler et al., 2008) and a comparison was made of their usability.
A frequent problem in each set was the recurrence of dates that were completely skipped,
both in data provided and in sequential date numbering. Data were analyzed and missing
data documented to aid in selection of the best precipitation gages to use during each time
period (Appendix A).
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For the years 2005 through 2009, four monitoring stations had fairly complete data and
were compared using their daily summed rainfall. These stations were considered due to
a combination of factors including start date of data availability, station location, and
amount of missing data. Areas which were clearly problematic (example - recorded zero
rainfall for several weeks while other stations documented rainfall events) were replaced
with a missing data flag. The graphical cumulative information, missing data chart, and
date availability of each station were the determining factors in developing a usable
precipitation set for the model. To create a continuous precipitation dataset from January
2000 to December 2009, this combined set used the following stations:


From 2000 to 2004: NCDC station Fort Wayne International Airport (used only as
warm-up for the simulation, no ARS data available during this time period)



From 2005 to 2007: ARS station INSJBLG (fewest missing data for this time
period)



From 2008 to 2009: ARS station INSJAXL (fewest missing data for this time
period)

As a final step, the precipitation dataset was evaluated against partially calibrated model
performance. For example, on four days in 2006, flow could not be accurately simulated
using the INSJBLG data. The daily precipitation data for the days in question was revisited and compared with surrounding stations. If there was a noteworthy difference (i.e.
simulation is too high and station comparison shows that the chosen station recorded
much higher precipitation than surrounding stations), a change for that single day was
made to better reflect the observed data’s stream flow since precipitation is a highly
spatially variable parameter. The resulting precipitation data set was complete from
observations and therefore no SWAT-generated simulated data was needed.
Temperature data were from National Oceanic and Atmospheric Administration’s
National Climatic Data Center (NCDC), processed by Y. Her (Her, personal
communication, 2012). Stations provided were Angola (station #120200), Garrett 1 S
(123207), and Montpelier (335438).
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2.3.3

Model Calibration

The ten minute observed flow data was processed into daily average flow using a
MATLAB script that put every measurement (from 0000 to 2400) from a single day into
a vector which was then averaged. Missing data was disregarded and any days for which
no data was collected were marked with a “no data” holder. A daily load was also
calculated from the summation of available ten minute data. These daily data provided
the basis for the calibration.
To be sure parameters were changed in a regionally appropriate way, the model was
calibrated manually. A literature review was performed to record both commonly
changed variables and they ways in which they were changed. Special attention was paid
to watersheds in or around the St. Joseph. In all, twenty papers were reviewed and the
parameter changes were recorded. Fifty-five parameters were found to have been
changed in one or more of these reviewed calibrations (Appendix A). Concurrently, a
sensitivity analysis was also executed to designate high influence parameters. Once key
parameters were identified, manual calibration began by using MATLAB scripts to test
the change in fit resulting from altering the values of these parameters. A file was kept as
a log to document the effects on fit and average annual hydrology by changing these
parameters.

The

final

parameter

set

chosen

is

listed

below

(Table

2.7).
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Table 2.7 – Final calibrated parameter set for Matson Ditch SWAT model
SWAT
default

Final
Value

Initial SCS CN II value

Varies

-25%

ALPHA_BF.gw

Baseflow alpha factor [days]

0.048

0.232

GW_DELAY.gw

Groundwater delay [days]

31.0

43.37

Parameter Name
CN2.mgt

Definition [unit]

Range

ICN.bsn

Daily curve number
calculation method flag

0 or 1

0

0

RCHRG_DP.gw

Deep aquifer percolation
fraction

0.0 to 1.0

0.05

.0001

SOL_K.sol

Estimated KSat [mm/hr]

Varies

+210%

SURLAG.bsn

Surface runoff lag time
[days]

4.0

0.65

NPERCO.bsn

Nitrogen percolation
coefficient

0.20

0.90

PHOSKD.bsn

Phosphorus soil partitioning
coefficient

175.0

100.0

PPERCO.bsn

Phosphorus percolation
coefficient

10.0

17.0

SDNCO.bsn

Denitrification threshold
water content

1.1

1.0

G_DRAIN.mgt

Drain tile lag time [hr]

0.0

48

LATKSATF.sdr

Multiplication factor to
determine conk(j1,j) from
sol_k(j1,k) for HRU

1.0

1.2

SSTMAXD.sdr

Static maximum depressional
storage [mm]

0.0

5.0

.01 to 1.0

10.0 to
17.5

0.01 to
4.0
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Curve numbers (CN2.mgt) are typically used to predict storm flow (not runoff) and
recent studies have shown that a portion of tile flow is included in storm flow (Schilling
& Helmers, 2008). Since curve number was developed to represent storm flow, it is
logical that the value would need to be decreased to correctly represent infiltration which
becomes tile flow.
2.3.3.1 Tile Drainage Objectives
One of the study performance objectives was to simulate tile drainage flow and timing. A
review of previously published papers was completed to attempt to identify an expected
range of tile drain flow per annum. The average of the listed studies, with the exclusion
of Tan and Zhang (2011), was 23.2% of annual precipitation with a standard deviation of
13.9%. The model was therefore expected to calculate tile drainage in range of 9.3% to
37.1% of the annual precipitation on tile drained lands. As only 50% of the watershed is
simulated with tile drains, total tile drain flow should represent 4.7% to 18.5% of total
annual precipitation. Although there is variability in the tile drain size, drainage density,
soil type, of the drainage systems, this represents an approximate target.
2.3.3.2 Drainage Routines and Parameters
SWAT version 531 was used, but the new version of the tile drainage routines allowing
for a static surface roughness coefficient was not included until version 581. However,
since the model setup with version 531 was already completed, this new code was
compiled into version 531 and provided for this project by D. Moriasi of USDA ARS.
The variables in Table 2.8 were set at the beginning of the calibration process to provide
a realistic basis for tile drainage calibration.
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Table 2.8 - Subsurface drainage parameters (non-calibrated)
Parameter
DDRAIN

DEP_IMP

Description

Where
set

Basis for Parameter
Value

Value

Depth to drains

.mgt

Typical drain depth

1000 mm

Depth to
impervious layer

.bsn for
undrained
hrus,

Selected for realistic
percolation values

.hru for
drained

Undrained
HRUs
3000 mm
Drained
HRUs
1200 mm

.sdr

Indiana Drainage Guide
(ID-160) minimum for
mineral soils

10 mm-day-1

ISMAX

Maximum
depressional
storage flag

.bsn

0=static stmaxd from .sdr;
1=dynamic stmaxd
computed by depstor.f

0

ITDRN

Tile drainge
equations
flag/code

.bsn

0=old drainage routine
1=new drainage routine

1

PC

Pump capacity

.sdr

Pumps were not included

0 mm-hr-1

RE

Effective radius
of drains

.sdr

Mid-range value for tiles
between 6 and 8 inches
(between 152mm and
203mm)

20 mm

Tile spacing

.sdr

Typical spacing in
northeastern Indiana

20000 mm

DRAIN_CO

SDRAIN

Drainage
coefficient
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2.3.4

Validation Methods

Prediction efficiency was evaluated based on the coefficient of determination (r2), the
Nash-Sutcliffe Efficiency (NSE), and the modified NSE (Equations 2.7, 2.8 & 2.9). The
r2 value varies from 0 to 1; a value of 1 represents a perfect fit between the dispersion of
the observed data and that of the simulated data. The NSE ranges from -∞ to 1, with the
desirable value being 1. Moriasi (2007b) recommended that a NSE value of greater than
0.5 be considered “satisfactory” monthly model performance. Daily r2 values of greater
than 0.5 are generally considered to be adequate. Krause et al. (2005) found that a
modified form of the Nash-Sutcliffe efficiency (NSE) could be used to decrease the
oversensitivity of the NSE to extreme values (Equation 2.9). When used with j=1, this
term is expected to be sensitive to chronic over- or under predictions which can be often
be over-looked with the use of the coefficient of determination (r2).
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where r2 represents the coefficient of determination, NSE represents the Nash-Sutcliffe
Efficiency, and Ej represents the modified Nash-Sutcliffe Efficiency. In each of the three
equations O represents observed values and P represents predicted (SWAT) values.
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2.4
2.4.1

Results

Tile Flow: Comparison with Old Routine

The addition of the more physically-based equations and the drainage coefficient in the
new drainage routines reduced the flashiness of the tile flow simulation. Tile drainage
peaked more slowly and flow continued for a longer period after the peak. This was
expected for large rainfall since the drainage coefficient, which limits the overall flow
rate, was not available in the old routine. A value of 24 hours was used for the TDRAIN
parameter and a value of 48 hours was used for the GDRAIN parameter to generate the
simulations in this figure (Figure 2.6).
4.5

Old Routine
New Routine

4

3.5
Tile Flow, mm

3
2.5
2
1.5
1
0.5
0
1/1

3/2

5/2

7/2

9/1

10/31

12/31

Figure 2.6 – Comparison of simulated tile flows with old and new drainage routine

2.4.2

Streamflow

The hydrology of the Matson Ditch watershed was predicted well during both the
calibration and validation periods (Table 2.9). The NSE and r2 efficiency values for both
daily and monthly fit were greater than 0.6 during the calibration period (2006 – 2007).
The modified NSE efficiency measurements produced lower results, but this was
expected based on Krause et al. (2005). One problem encountered was that the simulated
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hydrograph peaks tended to precede the observed peaks by a day (Figures 2.7a & 2.7b).
This phenomenon was also observed by Srinivasan et al. (2005) in a 39.5ha watershed in
Pennsylvania, who assumed that this mismatch was caused by SWAT’s lack of runoff
routing.
15

observed

Flow, cms

a

simulated

10
5
0
1/1

3/2

5/2

7/2

8/31

10/31

15

observed

b

simulated

10
Flow, cms

12/31

5
0
1/1

3/2

5/2

7/2

8/31

10/31

12/31

Figure 2.7 - Observed and simulated hydrograph for calibration years (a) 2006 & (b)
2007

Statistical fit values for the validation period (2008-2009) were similar (Table 2.9), with
all values except one greater than 0.5 for the r2 and NSE measurements. The modified
NSE values were, as expected, lower than the other fit measurements. The one day early
simulations can also be seen at flow peaks during the validation years (Figures 2.8a &
2.8b).
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Figure 2.8- Observed and simulated hydrograph for validation years (a) 2008 & (b) 2009

Table 2.9 – Calculated efficiencies for SWAT streamflow simulation
r2

NSE

Modified NSE

Year
Daily Monthly Daily Monthly Daily Monthly
2006

0.64

0.83

0.66

0.84

0.46

0.61

2007

0.79

0.81

0.82

0.85

0.65

0.72

2008

0.71

0.77

0.71

0.81

0.47

0.45

2009

0.45

0.73

0.53

0.76

0.35

0.39

Achieving acceptable efficiencies for simulated streamflow was only one objective in
calibrating this project; a realistic amount of tile drain flow was a second objective. The
target of 4.7% to 18.5% of total annual precipitation was met (Table 2.10). Simulated tile
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flow ranged from 85.4 to 171.6mm per year which represented between 8.5% and 16.2%
of annual precipitation, or 17% to 32.4% of precipitation in tile-drained areas.
Table 2.10 – Tile flow amounts per year
Year Precipitation (mm) Tile Flow (mm) % of Precipitation as Tile Flow
2006

1058

172

16.2

2007

839

110

13.1

2008

1001

85

8.5

2009

1144

166

14.5

Table 2.11 – Annual flow partitioning
Percent Appearing As:
Year

Annual Water
Yield (mm)

Surf
Q

Lateral
Q

Gw
Q

Tile
Q

(%)

(%)

(%)

(%)

% of Precipitation as
Water Yield

2006

355

29.9

8.2

13.7

48.2

33.6

2007

329

39.5

7.5

19.6

33.4

39.3

2008

421

62.6

5.0

12.1

20.3

42.1

2009

625

58.1

5.4

10.0

26.5

54.7
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2.4.3

Nutrients

2.4.3.1 Nitrogen
SWAT simulated 66% of the total nitrogen to be from tile nitrate for the year 2006
(Figure 2.9). Tile drains are known to provide an enhanced conduit for soil nitrate to exit
the profile and enter surface streams and rivers (Hernandez-Ramirez et al., 2011).
Crumpton et al. (2012) found that 94% of the total nitrogen in a small agricultural
watershed was from nitrate-N, and the two showed similar patterns.
6000

Simulated Tile NO3
NO3

N, kg/day

5000

Simulated Total N

4000
3000
2000
1000
0
1/1/06

3/2/06

5/2/06

7/2/06

9/1/06

10/31/06 12/31/06

Figure 2.9 - Simulated tile nitrate compared to simulated total nitrogen

Statistical fit measurements were calculated for total nitrogen at both the daily and
monthly level for the months that measured nutrient data were available. For calibration
and validation years, the model had a tendency to over predict total nitrogen during large
drainage events and under predict peak events during the rest of the year (Figures 2.10a2.11b). The r2 values for this nutrient tended to be acceptable when calculated on a
monthly time-step; however these good results were tempered by the more sensitive
Nash-Sutcliffe efficiencies (Table 2.12). This indicated that, while the model generally
followed the ups and downs of the monthly nitrogen exports, the model response tended
to be weaker at predicting correct amounts.
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Figure 2.10 - Total simulated and observed exported nitrogen for calibration years (a)
2006 & (b) 2007
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Figure 2.11 - Total simulated and observed exported nitrogen for validation years (a)
2008 & (b) 2009

Table 2.12 – Calculated efficiencies for total nitrogen, 2006-2009
r2

NSE

Modified NSE

Year
Daily Monthly Daily Monthly Daily Monthly
2006

0.39

0.36

0.58

0.87

0.39

0.36

2007

0.12

0.43

0.48

0.69

0.34

0.41

2008

0.52

0.72

0.53

0.81

0.39

0.59

2009

-2.7

-7.97

0.27

0.24

-.43

-1.59

2.4.3.2 Phosphorus
Model prediction of total daily phosphorus was somewhat weak (Table 2.13). As
sediment load is strongly tied to phosphorus export, the model may be failing to correctly
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predict erosion in the watershed. Again the r2 value was consistently higher than the other
values, showing the model was producing results which matched the pattern of the
observed data (Figures 2.12a – 2.13b), but in most cases provided a less than satisfactory
fit for daily loads. Monthly r2 values were above 0.50 in all calibration and validation
years.
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Figure 2.12- Simulated and observed exported total phosphorus for calibration years (a)
2006 & (b) 2007
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Figure 2.13 - Simulated and observed exported total phosphorus for validation years (a)
2008 & (b) 2009

Table 2.13 – Calculated efficiencies for total phosphorus, 2006-2009
r2

NSE

Modified NSE

Year
Daily Monthly Daily Monthly Daily Monthly
2006

0.17

0.14

0.22

0.75

0.32

0.16

2007

0.64

0.88

0.66

0.97

0.59

0.73

2008

0.37

0.38

0.42

0.50

0.33

0.25

2009

-0.31

0.38

0.20

0.56

0.25

0.22
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2.5

Discussion

Tile drainage simulated by the updated SWAT model was considered satisfactory, as the
streamflow was well predicted overall and the percent of precipitation which became tile
drain flow was within the targets that had been set based on literature review. Partitioning
among flowpaths appeared reasonable although measurements were not available for
each flowpath. Part of the remaining streamflow discrepancies may be due to the time
scale.

The observed 10-minute hydrograph of this 47km2 watershed showed many sub-

daily fluctuations that were not captured at a daily level and thus may have been
accounted for differently by SWAT’s daily compilation.
Total nitrogen simulated by SWAT was satisfactory in only three out of the four years of
this study, however. Some of these challenges may have come from the necessity of
lowering the curve number variable to support tile drain flow into the system. This action
decreased surface runoff and may have impacted the amount of surface exported nitrogen
simulated during large events outside of the drainage season. Inaccurate predictions may
also be the result of unique management decisions made by agricultural producers in
response to challenging field conditions. In 2007, SWAT clearly over predicted total
nitrogen export during an event in late April. Corn planting was behind the average pace
at this point in 2007 with only 13% of the intended corn fields planted in Indiana (NASS,
2007). With late planting and a dry summer, more nitrogen could have been available for
export than SWAT simulated. SWAT’s weak predictions in 2009 may also be the result
of an atypical planting season. By May 24th, only 55% of the intended corn acreage for
Indiana had been planted which was 34% less than the five year average (NASS, 2009).
Although it is clearly important in a watershed of this size, the inclusion of these
decisions in a modeling framework would be difficult without communicating directly
with the local land managers.

2.6

Conclusions

The new drain flow routine in SWAT provides the potential to realistically simulate tile
drain flow and nitrate transported by tile drains, using parameters that can be measured or
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determined through an analysis of installed drainage systems. This improves the potential
of the model to predict tile flow, and therefore nutrients that flow through the tile drains.
Replacing the method based on drawdown time with the method based on Hooghoudt
and Kirkham drainage equations with a drainage coefficient also resulted in a tile drain
system which exhibited decreased peaks and longer storage time.
Calibrations for heavily tiled areas may include decreasing the curve number to facilitate
an increase in infiltration. The depth to impermeable layer, DEP_IMP, remains an
important part of the calibration process as it controls seepage through the restrictive
layer. Users may need to differentiate between drained and un-drained HRUs when
setting this parameter to correctly simulate drain flow. While some of the new tile drain
parameters could be acceptably valued based on real systems, two were found to need
calibration – LATKSATF and SSTMAXD. An option for SSTMAXD to be calculated
dynamically was offered, but understanding of the physical processes was reduced when
this selection was used. Parameter values provided here provide a basis for further work
to fine-tune drainage tile parameterization.
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CHAPTER 3. SWAT CROP GROWTH AND NUTRIENT LOSS PREDICTIONS AND
INTERACTIONS IN A SMALL WATERSHED

3.1

Introduction

The ability of the Soil and Water Assessment Tool (SWAT), once calibrated using
measured data, to predict streamflow and in-stream nutrients at a watershed outlet has
been extensively evaluated (Gassman et al., 2007). However, it has been used less
frequently to predict the yields of agricultural row crops, and yield predictions have not
been extensively evaluated. Assessment of yield prediction accuracy is important both
because of the utility of the predictions, and also because crop growth is closely linked to
nutrient uptake which affects the prediction of nutrient losses in streams.
When SWAT predicted yields have been compared with measured data, the outcomes
have been mixed. Hu et al. (2007) found the model did a poor job simulating the annual
variability of corn (maize) yields in east-central Illinois. In the Boone River watershed,
Iowa, SWAT dramatically under predicted corn yields during the 1998-2006 simulation
period (Gassman, 2008). Nair et al. (2011) reported that SWAT initially over predicted
crop yields in their central Ohio watershed. However, by adjusting several plant growth
related parameters, modelers in this study were able to reach r2 values of greater than 0.5
for all considered crops during their four-stage calibration process. In contrast, Du et al.
(2006) found their model in central Iowa simulated corn growth and nitrogen uptake in an
acceptable manner after only a flow calibration; simulated soybean yield and nitrogen
uptake was lower than expected.
A reduced harvest yield can mean both reduced plant biomass and reduced plant nitrogen
uptake. If this soil nitrate is not taken up by the plant, it remains available to other
transport mechanisms which can include export to the stream through groundwater, tile,
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or surface pathways.

Examination of the linkages between simulated crop growth and

predicted nutrient yield and streamflow may provide insights on nutrient loss prediction.
Our SWAT calibration yielded a model that predicted hydrology well during both
calibration and validation periods (2006 to 2009). However, nitrogen predictions were
more variable. Although the nitrogen predictions for the calibration years were acceptable,
nitrogen predictions during the validation year 2009 were especially poor (Figure 3.1).
Total nitrogen load at the outlet of the reach, almost all in the form of nitrate, was

Total N, kg/day

consistently over-predicted.
Simulated Nitrate
Observed Total Nitrogen
Simulated Total Nitrogen
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Figure 3.1 – Simulated and observed total nitrogen and simulated nitrate-N for year 2009
(daily r2 = 0.27)

The overall goal of this chapter is to better understand the interactions between SWATpredicted crop yields and nutrients. Specific objectives of this study are:
1) To assess crop yield predictions in comparison to published county data;
2) To clarify crop stress simulation in SWAT, and determine the impact of the
various stresses on crop yields in the watershed; and
3) To analyze the crop nitrogen budget in SWAT and relate it to crop yield to
determine whether the high nitrogen predictions from 2009 can be linked to low
crop yields.
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3.2

Methods

The SWAT simulated corn, soybean, and wheat yields in this chapter were produced
from the calibrated model described in Chapter 2. This model was calibrated on flow and
nutrient data from 2006/2007 and validated using data from 2008/2009. A warm up
period from 2000 to 2005 was included. Yield data was also simulated for year 2010 to
examine consequences of the 2009 high nitrogen simulation. All eleven years of
simulated yields were included in the analysis. Yields represent an average of each crop
type from the 275 hydrologic response units (HRUs) the model generated.
3.2.1

Yield Analysis

SWAT reports yield per HRU on a dry-weight basis using units of t-ha-1. Results were
converted to a standard wet-weight basis assuming 13% moisture (soybeans and wheat)
or 15.5% moisture (corn) using Equation 3.1:

(

)

(

)
3.1

where Yield in t ha-1 is the SWAT simulated output found in output.hru, SMC is the
standard moisture content (0.13 for soybeans/wheat and 0.155 for corn), and W is the
weight per bushel at the standard moisture (60 lb bu-1 for soybeans/wheat, and 56 lb bu-1
for corn).
Crop yields predicted by SWAT were compared to county average yield data for DeKalb
County, Indiana, obtained from the Indiana portal to National Agricultural Statistics
Service (NASS) database (USDA-NASS, 2013) (Figure 3.2). When noted on the NASS
website, revised datasets were used. The ten year yield average for corn is 8.6 MT/ha
(136 bu/acre); soybeans and wheat average 2.7 MT/ha and 4.3 MT/ha (40 bu/acre and 64
bu/acre).
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Figure 3.2 –Yield data for DeKalb County, Indiana from 2000 to 2010 (USDA-NASS,
2010)

Modeled average crop yield in the watershed and county average yield data were
compared using two statistics: the mean relative error ( ̅ ) and the coefficient of
determination (r2) which were calculated as follows:
̅

where

∑
∑

is the individual simulated value and

3.2

is the individual observed value. Hu et

al. (2007) suggests crop yield predictions be viewed as acceptably calibrated when ̅ is in
the

range.

The coefficient of determination is described in (Equations 3.3). The r2 value varies from
0 to 1; a value of 1 represents a perfect fit between the dispersion of the observed data
and that of the simulated data.
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̅

∑
(

3.3
̅

√∑

̅

√∑

̅

)

with O as observed values and P as predicted values.
3.2.2 Plant Growth Stressors
SWAT calculates five stress values for the plant growth simulations: temperature stress,
nitrogen stress, phosphorus stress, water stress (too little water), and aeration stress (too
much water). Aeration stress is not mentioned in the SWAT manuals, and the program
does not provide the capability to print this output unless the executable is modified, but
this stress can have an important effect on yield as described below. Each of these
stresses is calculated on a daily basis. Each stress varies between zero and one, equaling
zero when conditions are ideal for plant growth and one when conditions are non-ideal.
The effect of stresses is modeled by a plant growth factor (1- stress) that is multiplied by
the potential plant biomass increase to calculate the actual plant biomass increase:
3.4

where Δbioact represents the actual plant biomass increase on a certain day (kg/ha), and
Δbio represents the potential plant biomass increase that day (kg/ha). Potential plant
biomass accumulation on any given day is determined in SWAT by the radiation-use
efficiency of the plant (a user-controlled parameter) and the amount of photosynthetically
active radiation the plant intercepts.
Although each stress is calculated for every day of the simulation, only one stress at a
time affects biomass accumulation. The overall plant growth factor is calculated based on
the minimum of the potential plant growth fractions (Equation 3.5):
3.5
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where strstmp, strsn, strsp, strsw, and strsa are individual potential plant growth fractions
due to temperature, nitrogen, phosphorus, water, and aeration stresses as described in the
following sections. Note that two different parameters are used in the SWAT code for
each stress. For example, for temperature, there is tstrs (temperature stress) and strstmp
(plant growth factor due to temperature stress, which is defined as 1- tstrs).
3.2.2.1 Temperature Stress in the SWAT Model
The optimal and base temperatures of each plant type (in the crop database crop.dat) are
compared to the average mean temperature of each day to determine daily temperature
stress using Equations 3.6 through 3.9. This calculation is carried out in the tstr.f
subroutine.
(
(

)

3.6

)
(

(

)
)

3.7

Additionally, temperature stress (tstrs) is equal to 1 and no growth occurs when either of
the following conditions is met:
3.8
3.9
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Figure 3.3 – Potential plant growth fraction due to temperature stress for corn

For corn, the default base and optimal temperatures in the crop database are 8°C and
25°C, meaning that the daily average temperature must be between approximately 13°C
and 37°C for at least 50% of potential corn growth to take place, and between
approximately 17°C and 33°C for 90% of potential growth to occur (Figure 3.3). For
soybeans, the default optimal temperature is also 25°C, but the base temperature is
slightly higher (10°C), resulting in a similar but narrower curve than the one shown in
Figure 3.3.
3.2.2.2 Nitrogen Stress in the SWAT Model
Nitrogen stress is only calculated for non-legumes, as legumes do not experience nitrogen
stress in the SWAT model. It is calculated in subroutine nup.f using the ratio of the
simulated actual plant nitrogen levels to the optimal plant nitrogen level. When the
plant’s nitrogen content is less than 50% of the optimal levels, this stress value will equal
one, meaning there is no growth. The following equations are used to calculate this stress:
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3.10
3.11

where bion is the simulated actual nitrogen mass in the plant (kg/ha), and bionopt is the
optimal mass of plant stored nitrogen at its current growth stage (kg/ha), a parameter set
in crop.dat. The value sn is a scaling factor while strsn (Figure 3.4) is the fraction of
potential plant growth based on nitrogen stress. Nitrogen stress as reported in output.hru
is calculated by:

3.12
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Figure 3.4 – Potential plant growth due to nutrient stress as calculated from simulated
nutrient levels

3.2.2.3 Phosphorus Stress in the SWAT Model
Phosphorus plant stress is calculated in a similar fashion to nitrogen stress, and is
calculated for all crops. Phosphorus stress is computed through the comparison of actual
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and optimal plant phosphorus levels in the npup.f subroutine. When a plant has a
phosphorus content of 50% or less of the optimal level, this stress will equal one. It is
calculated with the same equations as the nitrogen stress:

3.13

3.14

where biop is the simulated actual phosphorus mass in the plant (kg/ha), and biopopt is the
optimal mass of plant stored phosphorus at its current growth stage (kg/ha). The value sp
is a scaling factor while strsp (Figure 3.4) is the fraction of potential plant growth based
on phosphorus stress. Phosphorus stress as reported in output.hru is calculated by:

3.15

3.2.2.4 Water Stress in the SWAT Model
Water stress is the term used to describe the lack of adequate soil moisture. This stress is
calculated using the comparison of actual versus potential plant transpiration in the swu.f
subroutine (Equation 3.16):

3.16

where strsw is the fraction of the potential plant growth based on water stress for the day
in question, ET is the maximum plant transpiration that same day (mm H2O), and ETact is
the actual water uptake by plants from all layers (mm H2O). The water (drought) stress is
then reported in output.hru based on the following equation:
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3.17

3.2.2.5 Aeration Stress in the SWAT Model
Aeration stress described limitations in plant growth due to excess soil water (lack of soil
aeration). Aeration stress calculation functions are not discussed in the SWAT2009
theoretical manual, so the following discussion was taken from the source code,
specifically the swu.f subroutine where aeration stress is calculated. If the amount of
water in the soil profile of the current HRU on this day is greater than the amount of
water the soil profile of the current HRU holds at field capacity then:
3.18

3.19

where strsa is the fraction of potential growth based on aeration stress, soilwater is the
amount of water stored in the soil profile on current day (mm H2O), FCsoilwater is the
amount of water held in soil profile at field capacity (mm H2O), and SATsoilwater is the
amount of water held in soil profile at saturation (mm H2O). If soil water in the current
HRU is less than or equal to field capacity, strsa is equal to 1. The aeration stress is then
reported in output.hru based on the following equation:

3.20

When soil moisture is greater than field capacity, the plant potential growth fraction due
to aeration stress falls to zero as the soil water content approaches saturation (Figure 3.5).
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A hypothetical loam soil with a wilting point of 15%, a field capacity of 32%, and a
saturation point of 48% was used to form the example figure.
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Figure 3.5 – Potential plant growth due to aeration stress as calculated from soil water
content, for an example with wilting point 15%, field capacity 32% and saturation 48%
moisture.

3.2.3

Components of the Nitrogen Budget in the SWAT model

The SWAT output file output.hru reports several nitrogen-related values which can be
used to construct a nitrogen budget for each crop and for the watershed. Nitrogen budget
components include applied fertilizer, rainfall nitrate, legume nitrogen fixation, nitrogen
mineralization, plant uptake, and denitrification, each reported in units of kg/ha. A mean
was calculated for each crop type for each year by grouping HRU outputs. Annual
averages were calculated from 2000-2010 except for wheat which began in 2001. These
values were compared to the simulation averages computed automatically for display in
the SWAT output file output.std which consider all HRUs (cropped and non-cropped).
Plant uptake of nitrogen is related to yield; so year-to-year variations in crop yields
influence the nitrogen budget. In SWAT, plants take nitrogen from the soil nitrate pool
(Neitsch et al., 2011), so by changing the nitrogen uptake distribution parameter, users
can influence the way plant nitrogen uptake (Nup) is distributed through the soil layer.
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Plant nitrogen demand is dependent on either the plant’s biomass on any given day or the
daily potential plant biomass increase (Equation 4.1 & 4.2).
3.21
{

3.22

where bion,opt is the optimal amount of nitrogen stored in the plant (kg/ha), frN is the
optimal nitrogen biomass fraction for the plant’s current growth stage, bio is total plant
biomass on the current day (kg/ha), Nup is the potential nitrogen uptake (kg/ha), bion is
the actual amount of plant nitrogen (kg/ha), frN,3 is fraction of nitrogen stored in the plant
biomass at maturity, and Δbio is the current day’s potential increase in plant biomass
(kg/ha) (Neitsch et al., 2011).

3.3
3.3.1

Results

Comparison of Predicted and Simulated Crop Yields

Uncalibrated for crop growth, SWAT generally under predicted yields in this simulation.
For the simulation period, mean relative errors for the SWAT predicted yields compared
to the NASS measured data were -12.5%, -26.3%, and -13.2% for corn, soybeans, and
wheat, respectively (Figure 3.6). Yields were compared as time series and as scatter plots.
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Figure 3.6 – Crop yields, simulated and measured (USDA-NASS, 2013)
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Several yield prediction concerns were evident from this comparison. The overall average
simulated crop yield was generally too low for all three crops, and the simulated values
exhibited larger yearly variability oscillations than the measured data, shown by the fact
that the standard deviation for each simulated crop dataset was found to be larger than its
NASS counterpart. Of particular concern is that the model did not correctly simulate
yield responses to yearly weather conditions, indicated by simulation values changing in
an opposite direction as the NASS values. For example, simulated soybean yields
decreased from 2008 to 2009 while the county average yields increased. This suggests
that the underlying issue was unlikely to be a parameter that has a consistent effect each
year such as the harvest index.
3.3.2 Timing of SWAT crop growth
To better understand the crop growth timing and variation in 2009, yearly biomass
accumulation was examined for ten HRUs representing corn/soy in rotation, and wheat.
Figure 3.7 shows that overall corn and wheat biomass accumulation were reduced during
the year 2009. Soybean biomass was also reduced for some HRUs, but to a less
noticeable extent.
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Figure 3.7 – Biomass accumulation in corn, soybean, and wheat HRUs (2005 – 2010)

Four of these HRUs were plotted in more detail for daily biomass accumulation in two
separate years, 2007 and 2009, to account for crop rotations (Figure 3.8). In no case did
any HRU accumulate more biomass in 2009 than in 2007, and the delay in biomass
growth occurred during early 2009 for both corn and soybeans. In soybeans, the delay is
especially clear; 2007 biomass accumulation reaches 2 t ha-1 in mid-July while it takes
until early August to reach this amount in 2009.
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Figure 3.8 – Corn (top) and soybean (bottom) growth for 2007 & 2009, where the greater
of each HRU pair is the accumulation during year 2007

3.3.3

Simulated Plant Growth Stressors in the Matson Ditch Watershed

The five stresses SWAT calculates were examined for the same 11 HRUs on an annual
basis to see if 2009 was an abnormal year for any stress type. The SWAT code was
modified to output aeration stress by writing it to output.hru by R. Wang (Wang, personal
communication, 2013). In Figure 3.9, HRUs preceded by CS means that the HRU was
corn in 2005, 2007, and 2009, while HRUs preceded by SC means that the HRU was
soybeans in those same years. A wheat HRU remains in wheat year after year, this is
indicated by included a W before the HRU number. Stresses in 2009 are indicated by
black bars.
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Figure 3.9 – Stress days for five types of plant growth stressors per year (2005 – 2010)
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The three most prominent types of stress were nitrogen, aeration, and temperature stress.
Corn HRUs (CS3, CS4, CS30, & CS94) experienced more temperature stress in 2009
than in the other six years of interest. Several corn, soybean, and wheat HRUs
experienced the highest aeration stress of any year during the 2009 season. May and June
were graphed for the stressors of interest (Figures 3.10, 3.11, 3.12) to understand the
early season delay in biomass growth during 2009 (Figure 3.8).
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Figure 3.12 – Aeration stress during the months of May (L) and June (R) for selected
HRUs

All corn and soybean HRUs showed some temperature stress in May and June of 2009,
but generally less than other years. Soybean HRUs generally exhibited little stress in May,
but showed higher temperature stresses in June when compared to corn. Though wheat
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HRUs had the highest amounts of temperature stress on a yearly scale, this crop
accumulated little stress of this type in May and June (Figure 3.10).
Nitrogen was a factor on a yearly scale but not in May and June. No corn HRU shows N
stress in May of any year (Figure 3.11). One corn HRU experienced 3 days of nitrogen
stress in June of 2009; this is dwarfed by the scale of other stresses during the same time
period. Legumes are not modeled to experience N stress. Nitrogen stress was considered
from this analysis to an unlikely cause of decreased plant growth.
In May, aeration stress is clearly a factor, and in June, aeration stress was the highest in
2009 for all corn and soybean HRUs. Figure 3.12 shows that some HRUs experienced
aeration stress in amounts greater than either temperature or nitrogen stress in both May
and June of 2009. Temperature and aeration stress were further analyzed to explain the
delayed growth of corn and soybeans in year 2009.
3.3.3.1 Potential Causes of Temperature Stress in the Matson Ditch
As can be seen from Figure 3.13, the average daily temperatures for May and June of
2009 stayed largely within the boundaries between optimal and base temperatures for
both corn and soybeans. However, temperatures in early May are consistently below the
17°C mark necessary for 90% of potential growth to occur in corn plants. Note that
soybeans are simulated to be planted May 24th while corn planting is simulated on May
6th. This may explain why, though the temperatures were unfavorable for growth in both
species, corn displayed greater temperature stress than soybeans in May.
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Figure 3.13 – Average daily May and June temperatures for 2009 and the long term
average (5 years), the default corn base temperature (8°C) is shown by a solid blue bar on
the graph for reference along with the minimum temperature needed to obtain 90% of
potential corn growth (17°C)

Although May temperatures were consistently lower than those needed to promote
optimal growth, daily average temperatures for 2009 were not noticeably different from
the five year average temperature over the same May/June window (Figure 3.13). This
information, in combination with the fact that total May/June temperature stress days
were only about 40% of the total May/June aeration stress days, indicated that the
biomass accumulation problem could likely be attributed to poor soil aeration in 2009.
3.3.3.2 Potential Causes of Aeration Stress in the Matson Ditch
Precipitation during the months of March and April was considerably higher in 2009 than
average (Figure 3.14T). This led to increased tile flow during these months and the
months of May and June, indicating increased soil wetness (Figure 3.14M). Finally,
monthly average soil water content was higher in May and June of 2009 than the average
for those months over the duration of the simulation (Figure 3.14B).
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Figure 3.14 – Top: Monthly precipitation (year 2009 against the monthly average)
Middle: Monthly tile flow (year 2009 against the monthly average)
Bottom: Monthly average soil water content (year 2009 against the monthly average)

Clearly 2009 was a wetter than average year and SWAT correctly predicted that aeration
stress could be a greater influence than normal on crop growth. However, based on
comparisons with measured NASS yield data, it seems SWAT over-predicted the effect
wet soils would have on crop development.
The heavy soils in this project area tend to stay somewhat past field capacity, further
towards saturated soil moisture content. Figure 3.5 shows that a soil halfway between
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field capacity and saturation will only support approximately 20% of its potential plant
growth. Equation 3.19 could be updated as shown in Equation 3.23 and Figure 3.15 to
reflect a less dramatic decrease in potential growth.

3.23

This update could allow potential plant growth to remain high until saturated moisture
content was very nearly reached. Using the new equation with A set at 4.0 and B set at
8.0, a soil halfway between field capacity and saturation could support nearly 67% of
potential plant growth (Figure 3.15).
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Figure 3.15 – The effects of a proposed aeration stress equation update on the fraction of
potential plant growth (strsa) with A and B defined by Equation 3.23

3.3.4

SWAT Predicted Nitrogen Budget for the Matson Ditch Watershed

Coupled with the poor yield, nitrate removal by crops was only 158 kg/hectare in 2009.
The 11 year average for this removal rate is 203 kg/hectare. Consequently, the nitrate
contribution from the surface runoff is the highest in 2009 out of all the simulation years
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(Figure 3.16L). Nitrate contributions from tile flow are also higher than average (Figure
3.16R).

Surface Flow

Tile Flow

Figure 3.16 – (L) Flow and Nitrate from surface pathways, (R) Flow and Nitrate
contributions from tile drains

Table 3.1 shows components of the N budget by specific crops, and the N components of
the entire watershed over all simulation years. Comparing the nitrogen yield from the
whole watershed (Table 3.1) with the 2009 tile nitrogen export in Figure 3.16R shows
clearly how abnormal these values are (tile nitrogen for 2009 was greater than total
nitrogen yield averaged over all years).
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Table 3.1 – Average annual N budget by crop for all simulation years (output.hru) & for
entire watershed (output.std)
INPUTS

OUPUTS
kg N ha-1 yr-1

Fertilizer

Fixatio
n

Rain
Depos
-ition

Fresh
Organic
Mineral
-ization

Active
Organic
Mineral
-ization

Plant
Uptake

179.6

-

9.8

70.7

10.1

5.7

248.4

9.8

102.7

Wheat

138.7

-

9.8

Whole
Watershed

111.7

83.7

9.8

Corn
Soybean

Denitrification

N Yield
(tile+lat
+sur
+gw)

NET

131.7

97.3

-

41.2

10.5

270.5

39.8

-

66.8

60.2

11.0

151.2

32.7

-

35.8

107.7

10.6

203.0

66.1

29.1

25.4

This overview of SWAT’s simulated nitrogen budget revealed some discrepancies when
compared with reviewed literature.
Nitrogen fixation in soybeans: The levels of soybean nitrogen fixation predicted by the
SWAT model for the Matson Ditch watershed (278 kg/ha) are higher than would be
expected. Salvagiotti et al. (2008) reviewed soybean fixation from more than 500 data
sets and found values ranging from 0 kg/ha to 337 kg/ha. While the average soybean
yield for the Matson Ditch watershed (1.97 Mg/ha) was in the 25th percentile of literature
reviewed by this study, the level of soybean nitrogen fixation simulated was between the
75th percentile and the maximum. Additionally, Salvagiotti et al. (2008) found that
fixation routinely accounted for 52% of the total plant nitrogen uptake. SWAT predicted
that approximately 92% of plant uptake was fulfilled through fixation.
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Table 3.2 – Comparison of published values of soybean N fixation (measured and
simulated)
Nitrogen fixation
Percent of plant
uptake

Amount in
kg/ha

92%

248 kg/ha

25-50%

-

Source

This study
Harper (1987) (cited by David et al (1997))

0-100 kg/ha

Russelle and Birr (2004), for northeast Indiana.
They estimated 100-200 kg/ha for central and
southern Indiana.

98 ±32 kg/ha

Barry et al. (1993) for Ontario soybeans
producing average yields (2.42 t/ha).

52%

111 kg/ha

Salvagiotti et al. (2008) averages from a
literature review encompassing over 500 data
sets.

-

172-206 kg/ha

Hu et al. (2007) SWAT simulation of upper
Embarras River watershed (Illinois).

-

-

This phenomenon (over prediction of N fixation) has been previously documented by Hu
et al. (2007) whose SWAT model simulation of the upper Embarras River watershed in
Illinois predicted soybean fixation to be in the range of 172 to 206 kg/ha, well above
commonly accepted soybean fixation values of 102 to 124 kg/ha for that region of Illinois.
In SWAT, legume fixation is limited only by high levels of soil NO3 (over 100 kg/ha)
and lack of water; neither of these limitations were common in the Matson Ditch
simulation. Starting and ending soil nitrate levels were both under 100 kg/ha (the
threshold for fixation reduction).
Denitrification: The average predicted denitrification (66 kg/ha) and especially
denitrification predicted in corn HRUs (97 kg/ha) were high compared to the few
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identified field studies. Based on a summary of published mineral N data from Ontario,
Barry et al. (1993) estimated levels of denitrification between 10 and 62 kg/ha for
continuous corn. Woli et al. (2010) were only able to identify denitrification rates of
between 37 and 3,011 g ha-1 d-1 at a farm in east-central Illinois, and used 5 kg/ha for
seed corn denitrification in their published nitrogen budget as the measured results were
too uncertain. Thus, SWAT appears to be over predicting denitrification.
Mineralization: Mineralization from fresh organic sources was the second highest source
of nitrogen for the watershed as a whole, after fertilizer (Table 3.1). SWAT reports
mineralization on a net basis with immobilization already included (Nietsch et al., 2011)
and it is not clear how much immobilization there was. For the three field crops,
mineralization ranged on an annual average basis from 60 to 103 kg/ha. David et al.
(1997) found annual mineralization in Illinois during soybean years was 88 kg/ha while
the same value for corn years was 133 kg/ha, and noted these results compared favorably
to additional annual estimates published by Keeney and DeLuca (1993) of 40 to 120
kg/ha for the Des Moines River basin in Iowa.
Soil organic matter: The nitrogen budget of each crop as well as the overall watershed
average nitrogen budget seems to indicate a surplus of nitrogen building in the watershed.
In the file output.std, users can find a summary of starting and ending nitrate in soil as
well as starting and ending soil organic nitrogen for the entire period of simulation. This
simulation yielded an overall decrease in soil nitrate (from 69 to 31 kg/ha) and an overall
increase in soil organic nitrogen (from 14,783 to 15,058 kg/ha). This overall change in
soil nitrogen seems unlikely; Barry et al. (1993) suggested that Ontario soils which have
been cropped for long periods of time should be close to a steady state in terms of soil N.
As soils in the Matson Ditch watershed have likely been under long term cropping
conditions, the same should be true for this study.

3.4

Conclusions

The SWAT model seriously under predicted crop yields in the Matson Ditch watershed
during 2009, mostly due to simulated aeration stress. Evidence indicates SWAT over-
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estimated the effects aeration stress would have on crop growth. This stress, rarely noted
in SWAT literature, seems to play an important role in reducing wet-year crop yields in
poorly drained areas like the study area. Other stresses such as temperature or nitrogen
may have impacted crop yields in other years.
This reduction in crop yield was accompanied both by a reduction in plant nitrogen
uptake during 2009 and corresponding increases in surface and tile nitrate contributions
to the waterway. These increased contributions were somewhat reflected in a general
over prediction of nitrogen yield at the stream outlet during 2009, however the low yields
would be most likely to cause excess nitrate losses the next year (2010). Hu et al. (2007)
suggested that a strong water pulse shortly after fertilizer application could cause
increased simulated nitrate loss as fertilizer wouldn’t have a chance to immobilize.
Spreading out simulated fertilizer application would decrease this problem.
This study explored other factors that affect nitrogen cycling, and found that some
components were generally higher than field studies would suggest. A review of model
outputs indicated that SWAT may be vastly over-estimating nitrogen fixation in soybeans.
Literature review suggested that fixation should be in the range of 61 kg/ha (25th
percentile determined by Salvagiotti et al. [2008]) to 140 kg/ha (52% of plant uptake,
noted by Salvagiotti et al. [2008]). In contrast, SWAT predicted that soybeans in the
Matson Ditch watershed fixed a yearly average of 248.4 kg/ha of nitrogen. Additionally,
SWAT seemed to be over predicting denitrification. HRU level estimations of this
component ranged from 33 to 97 kg/ha (Table 3.1) while literature review suggested
values below 62 kg/ha.
Many authors have suggested that the SWAT plant growth parameters should be updated
to more accurately reflect plant growth with current varieties. One cause may be that
SWAT was developed for dry areas; a possible improvement would be the inclusion of
parameters from better hybrids for Indiana that are bred to handle wet conditions.
Additionally, regionally appropriate parameter updates may be needed for soybeans to
bring nitrogen fixation calculations into line with published estimations.
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CHAPTER 4. SIMULATION OF THE EFFECTS OF BIOENERGY CROP
CULTIVATION IN A SMALL TILE DRAINED WATERSHED

4.1

Introduction

Along with food and water scarcity, a booming urban population, and natural disaster
mitigation, energy availability was indicated as one of the seven most critical
international issues at the 2012 Rio+20 United Nations Conference of Sustainable
Development (United Nations, 2011). The global community is tasked with developing
long term, sustainable options for energy. One potential solution is the use of plantderived biofuels as a power source for the transportation sector.
In the United States, the Renewable Fuel Standard (RFS) (as expanded under the Energy
Independence and Security Act (EISA) of 2007) has been a key driver in the development
and use of biofuels. EISA set a target of 136.2 billion liters of renewable fuels to be
included by 2022 in the transportation fuel line-up (EPA, 2013). Cellulosic biofuels are
slated to make up an increasing portion of this total as the 2022 deadline approaches.
According to EISA, cellulosic biofuels are to make up 60.5 billion liters of the total
renewable fuel availability by 2022 (EIA, 2013). Though production was mandated by
government policy, cellulosic biofuels have had a rocky start in the United States. In
2013, the availability of this fuel was slated to reach 3.7 billion liters. However, this
target proved difficult to meet and in August of 2013, the EPA issued a reduced
production target of only 22.7 million liters of cellulosic biofuels (EIA, 2013). Additional
adjustments for 2014 targets are expected. It has been posited that renewable
transportation fuel production will fail to meet the overall 136.2 billion liter target in
2022 (Sieminski, 2013).
Switchgrass (Panicum virgatum) is one example of a perennial whose use in bioenergy
production is being evaluated. It has a clear advantage over its main competitor for
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consideration, miscanthus (Miscanthus x giganteus), in that the production and harvesting
of a perennial grass-hay crop is familiar to many involved in production agriculture
(McLaughlin et al., 2005). It is also high-yielding. At testing sites in various locations
throughout the United States, average switchgrass yields have been found to vary from
9.5 Mg ha-1 to 23.0 Mg ha-1 with exceptional single year yields topping 30 Mg ha-1
(McLaughlin et al., 2005). Indiana test plots of a Shawnee variety switchgrass were found
to produce a harvestable yield between 9.6 and 11 Mg ha-1 (Burks, 2013). Finally,
switchgrass is a native crop to the United States (Davis et al., 2011) and has alternative
value as livestock forage (Bledsoe et al., 2010).
The growth of switchgrass as a bioenergy crop has the potential to positively affect
nutrient transport in previously row-cropped watersheds. The low nitrogen requirements
of switchgrass (Cherney et al., 1990) make it attractive in an era where cultivation of
agronomic crops has led to extensive surface water nitrogen pollution. When switchgrass
was simulated on lands previously planted to row crops and hay, Love et al. (2011) found
basin outlet loads decreased for sediment, total nitrogen, and total phosphorus by between
12% and 47%. Results of switchgrass impacts on nutrient pollution must be analyzed
with an eye towards previous land cover regime. Love et al. (2011) also found that under
a second scenario, which included the conversion of fallow lands and pasture,
switchgrass increased total nitrogen loading by over 30%.
Switchgrass growth on an appreciable scale may also affect regional hydrologic cycling.
Hickman et al. (2010) found that switchgrass exhibited a 25% increase in ET over the
growing season when compared with corn. Under current climatic conditions, Le et al.
(2011) found that yearly total ET for switchgrass was 118 mm (31%) greater than annual
corn ET. In contrast, McIsaac et al. (2010) found that end-of-season soil moisture was
greater under switchgrass than under a corn-soybean rotation in three out of four study
years, and they estimated annual switchgrass ET to be less than corn-soy ET by as much
as 70 mm yr-1.
Perennial bioenergy crops will need to be deployed on a much larger scale than the
occasional test plot to supply the cellulosic biofuel demands of the EISA. Looking
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forward, it is important to extrapolate the potential environmental effects of this type of
crop growth. Modeling can help fill the gap existing between measured, test plot data and
large scale growth of bioenergy plantings. The Soil and Water Assessment Tool (SWAT),
a watershed-scale hydrological model, was chosen for this study (Arnold et al., 1998).
SWAT has been widely used as a hydrological model (Gassman et al., 2007) and has
been found to satisfactorily predict switchgrass growth in previous studies (Kim et al.,
2013; Love et al., 2011; Wu & Liu, 2012a; Wu et al., 2012b).
Trybula (2012) studied tile flow hydrology and nutrient transport at a site in West
Lafayette, IN under management schemes including both perennial grasses and
conventional rotations including corn and soybeans. Although miscanthus was
consistently found to decrease tile flow volume (measured by mean event volume),
results from switchgrass plots were less conclusive, with only two of the four switchgrass
replicates exhibiting the decreased volume shown by miscanthus. The other two were
found to exhibit increased tile drainage as compared to control tiles. Trybula (2012)
suggested this may be due to a combination of increased preferential flow under
switchgrass systems and site-specific differences. Tile nitrate concentrations and loadings
consistently decreased under switchgrass treatments (Trybula, 2012).
Few modeling studies have considered the impacts of bioenergy crop growth specifically
on tile drainage (and water quality from the tile drains), which is a common occurrence in
the poorly drained soils of the Midwest. Powers et al. (2011) used the Agricultural
Policy/Environmental eXtender (APEX) model to study the environmental effects of
switchgrass growth and concluded that tile-drained soils should be favored in switchgrass
planting to reduce nitrogen loads to surface waters. Schilling et al. (2008) included tile
drains in their SWAT model of the Raccoon River watershed which analyzed the results
of land use change to accommodate increased ethanol demand, both cellulosic and cornbased. Although they anticipated increases in tile flow to compensate for lower amounts
of surface runoff, they found little change in the annual tile flow component under
perennial scenarios and postulated that this may be due to an increase in plant
evapotranspiration (ET), leaving less soil moisture available for tile transport.
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As tile drained areas exhibit unique hydrological characteristics from non-drained areas,
models which include tiles as a consideration are important to the understanding of
bioenergy environmental impacts. A calibrated SWAT model with an updated tile
drainage routine presented an opportunity to shed new light on these interactions. This
study aims to augment existing studies on bioenergy crop growth by completing the
following objectives:
1) Determine useful scenarios by reviewing literature on the modeling of bioenergy
crop deployment in the United States,
2) Quantify the environmental impacts of these scenarios by simulating switchgrass
growth in the Matson Ditch watershed (DeKalb Co., Indiana) to increase
knowledge on the effects of perennial bioenergy growth on tile drained lands.

4.2

Bioenergy Scenario Development

A literature review was carried out on previous bioenergy modeling studies to help
formulate appropriate bio-energy scenarios. Searches were performed to find journal
articles dealing with general scenario planning, bio-energy specific scenarios, and
modeling papers dealing with alternative energy crops. The list developed from this
endeavor can be seen in Appendix C of this document, which showed that there is a range
of ways to deploy bioenergy crops over a watershed in a modeling scenario. Not only
were various crops modeled, but differences in total area converted, field planting shape,
and harvest tendencies were also considered.
Peterson et al. (2003) defines scenario planning as a “systemic method for thinking
creatively about possible complex and uncertain futures”. The deployment of perennial
bioenergy crops on the American landscape is certainly both complex and uncertain.
Who will grow them? Where will they be grown? Many times both policy makers and
producers will want guidance on potential environmental impacts and profitability before
large scale adoption or promises of subsidization. As this gap can be partially filled by
experimental modeling, modelers are left to make crucial decisions regarding the
placement of the landscape changes they are making.
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Thoughtful scenario planning (Figure 4.1, Peterson et al., 2003) can assist in making
modeled studies more applicable to the real world. After the main issue, where to place
bioenergy crops on a Midwestern landscape, was identified; the objective of this portion
of the study was to identify four useful scenarios for modeling the growth of switchgrass
on the study watershed.

1. Identify the focal issue

6. Determine policies (either existing
or proposed) that would fare well in the
different scenarios.

2. Assess the key players & system
influencers

5. Refine scenarios by testing
plausibility

3. Recognize alternate ways
important components can change

4. Develop three to four believable
scenarios which postulate future events
based on past observations

Figure 4.1 – The stages of scenario planning, drawn from Peterson et al. (2003)

Pulling the reviewed studies together helped to identify key system influences and
players relevant to bioenergy simulation. The first group of major players was the
agriculturalists and land managers. To acknowledge concerns that bioenergy crops may
not compete with traditional crops like corn and soybeans, some studies included
scenarios which considered cultivation in areas not suitable for cash crops (Love et al.,
2011). Some researchers surveyed farmers to approximate what percentage may be
willing to grow perennial biofuel crops and how they envision a post-biofuel landscape to
best work (Jensen et al., 2007; Nassauer et al., 2011). The second major group could be
considered as those focusing on environmental concerns over economic returns. Wu et al.
(2012b) modeled switchgrass growth at three different biomass production targets with a
preference on low nitrogen loading areas. Parish et al. (2012) developed the Biomass
Location for Optimal Sustainability Model (BLOSM) and used it to test three scenarios

69
optimizing switchgrass planting location for minimal nitrogen, phosphorus, or sediment
export.
Once these drivers were recognized, the ways the system could change were also
documented. As noted earlier, all land has a current use regardless of whether it is
supplying an economic return. The following factors of change were noted:


Prior land use – This is unavoidably linked to both policy decisions and economic
returns. This factor slides between marginal lands (those not suited for cash crop
growth by virtue of their slope, soil type, or other immutable characteristic) and
prime farm lands.



Land conversion percentage – The percentage of lands converted could be
considered tied to a hypothetical biofuel conversion plant demand.



Food vs. Fuel – This factor considers the possibilities between a priority on food
production (corn grain growth and harvest for food products with stover
collection for biofuels) and a priority on perennial biofuel production (favoring
the growth of high yielding crops such as miscanthus).



Environment vs. Economic – This factor captures the differences between high
economic return biofuel products (expanding corn grain ethanol production) and
high environmental return biofuel products (low-input perennial grasses).

Figure 4.2 displays a potential array of scenarios from the last two factors of change.
These scenarios were added to a group of possibilities which included scenarios based on
prior land use and land conversion percentage to fulfill the fourth step in scenario
development recommended by Peterson et al. (2003).
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Figure 4.2 – Scenario planning focus possibilities for bioenergy crop growth

As the selection was further refined, some possible scenarios were discarded during
development. A tabulation of prime and important farmlands (from the SSURGO soil
database report ‘Prime and Other Important Farmlands’) showed that many of the soils in
the Matson Ditch watershed were not appropriate for inclusion in a marginal lands
scenario as they were found to be prime, prime when drained, or of statewide importance.
When calculated by HRU, only 2 units totaling 32.3 hectares were found to be not prime
or important. As this represented less than 1% of the total watershed area, this scenario
was not anticipated to be interesting enough to justify its addition.
Based on the consideration of the drivers of change noted above, the following scenarios
were developed using a selection of the ideas in Figure 4.2 and those garnered from the
literature review of previously published studies:


A: Converting 30% of the lands currently in corn/soy rotation.
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B: Converting all the wheat, pasture, and hay lands.



C: Converting all the corn/soy, wheat, alfalfa, and hay lands.



D: The addition of bioenergy buffer strips to all corn/soy and wheat lands.

Although Figure 4.1 lists the final step in the scenario development process as the
determination of scenario based policies, it was considered outside the scope of this
project to hypothesize about future political climates.

4.3

Methods

Chapter 2 of this thesis described the calibration and validation process of the SWAT
model for the Matson Ditch watershed used in this switchgrass study. Model parameters
defined through calibration (2006-2007) and validated for 2008-2009 were used in the
scenarios described here. Weather from 1981 to 2010 was simulated, although model
outputs from the year 1981 were not included in the final analysis as this was considered
a warm-up year for the model.
4.3.1

Weather Data

Precipitation: Precipitation data for the model came primarily from the Angola, IN
(GHCND:USC00120200) daily station (NOAA-NCDC, 2013) as this station offered the
closest, most complete data set for the time period. When needed, data was filled from
the Waterloo, IN station (GHCND:USC00129271) and the Kendallville, IN station
(GHCND:USC00124497) based on data availability. Average annual rainfall over the
simulation period was 990mm.
Temperature: Temperature data for the model also came from the Angola, IN
(GHCND:USC00120200) daily station. Daily maximum and minimum temperatures
were reported. Data from the Fort Wayne Airport station (GHCND:USW00014827) was
used to fill in missing data when necessary. For the simulation period, average January
temperatures ranged from a maximum of -1°C to a minimum of -9.6°C. Average July
temperatures ranged from a maximum of 27.7°C to a minimum of 16°C.
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4.3.2

Simulating Bioenergy Crops

Before switchgrass could be adequately predicted by SWAT, model modifications had to
be implemented to the model. Raj (2013) modified the SWAT model by combining
measured field data from switchgrass grown at the Purdue University Water Quality Field
Station (WQFS) with crop growth parameters known to be sensitive to switchgrass yield
production.
Biomass and yield samples were collected from multiple locations throughout the plots
from 2009 to 2011 (Burks, 2013). Photosynthetically active radiation (PAR) was
measured above and below the canopy during both 2010 and 2011 (Raj, 2013). These
measurements were used to calculate leaf area index; a calculation confirmed during one
2011 sampling using an aboveground biomass sample passed through a leaf area meter.
Perennial grass growth in the SWAT model was improved after the ranges in these
collected data were used to update crop growth parameters controlling harvest efficiency,
radiation use efficiency, plant nutrient fractions, leaf area development, and the light
extinction coefficient (Raj, 2013). The base temperature for switchgrass was also
amended. Ultimately, these updates allowed the model to better simulate nutrient stresses,
underground biomass over-wintering, and plant respiration as validated by the model’s
ability to simulate realistic yield outputs.
These perennial grass specific model updates were re-compiled into the new drainage
code described previously in Chapter 2, resulting in a SWAT model updated for both
switchgrass growth and tile drainage. Calibrated hydrology and nutrient parameters were
used in this simulation. Tile drains were implemented in the same manner; on soils
originally described as cropped with soybeans, corn, or wheat and on lands where soil
drainage was somewhat poorly drained, poorly drained, or very poorly drained. Once the
land use change to switchgrass was simulated, tile drains were not removed as this was
considered economically unrealistic. Switchgrass was grown as described in Table 4.1,
based on Raj (2013).
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Table 4.1 – Management schedule for switchgrass simulations
Date

Management Process

April 1st

Plant switchgrass/beginning of growing season, 1400 heat
units to maturity

April 15th

Fertilizer application, 68 kg/ha of Anhydrous Ammonia
(10% applied to top 10mm of soil)

October 31st

Harvest operation, harvest efficiency of 75%

In scenario A, a randomizing application was used to place the switchgrass on 30% of the
corn and soybean lands (Raj, personal communication, 2013). The total corn/soy area
was first calculated using HRU delineated areas. Each HRU was then assigned a random
number from 0 to 2. The algorithm cycled through each HRU, first testing to see if the
current HRU was growing either corn or soybeans, then testing to see if the random
number was zero. If both these conditions were met and the current switchgrass area was
less than 30% of the corn and soybean area, the HRU was converted to switchgrass. A
copy of the code used is available in the appendices.
4.3.2.1 Filter Strips in the SWAT Model
The algorithms for simulating filter strip effects were based on White and Arnold (2009).
Since SWAT HRUs are non-spatial, SWAT can simulate filter strips for a land unit
regardless of whether it borders a stream. The planting simulated in the border is not
bioenergy specific which is a limitation discussed in detail by Raj (2013). Instead, the
model bases calculations on the ratio of VFS area to HRU drainage area, which is a usercontrolled parameter (White & Arnold, 2009). A runoff reduction percentage, calculated
from saturated conductivity and runoff loading, is used to calculate nutrient and sediment
changes. Total nitrogen and total phosphorus are calculated from sediment reduction only
while nitrate and soluble phosphorus changes are calculated from runoff reductions only
(White & Arnold, 2009). Table 4.2 shows the parameters used in this simulation of filter
strips:
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Table 4.2 – SWAT VFS parameters, values, and descriptions (descriptions from Waidler
et al., 2011)
Parameter Name

Parameter Description

Parameter Value

VFSCON

Fraction of total runoff from
entire field entering most
concentrated 10% of VFS

0.5

VFSRATIO

A ratio of field area (HRU)
to VFS area

40.0

VFSCH

Fraction of flow in the most
concentrated 10% of the
VFS that is completely
channelized (0 unless VFS
is simulated as failing)

0

4.3.3

Environmental Indicators

The term “environmental sustainability” can be both broad and un-quantifiable at times.
Environmental indicators can be used to decrease the confusion associated with this term
and bring quantitative meaning to an abstract concept. However, these indicators must be
chosen carefully as they can fail due to shortcomings including a scope which is too
narrow, a tendency to be either short-sighted or un-focused, and a lack of definition or
replicability (Dale and Beyeler, 2001). In an attempt to address these concerns, thirteen
measurements of water quality or water quantity were selected for use as indicators in
this study (Table 4.3). Guidance for this selection process was provided by the
sustainability indicators for bioenergy systems suggested by McBride et al. (2011).
4.3.3.1 Water Quality Indicators
Nutrients: Mean daily in-stream nitrate concentration was selected as the first water
quality indicator due to its direct effect on drinking water suitability. In addition to this
concentration, the annual export of four pollutants at the watershed outlet was also
evaluated, these included: nitrate, total nitrogen, mineral phosphorus, and total
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phosphorus. All scenarios were compared to the baseline by the total kg yr -1 export of
these nutrients.
Sediment: Sediment load was also included as an environmental indicator. This was
reported as the annual, in-stream amount of exported sediment in metric tons.
4.3.3.2 Water Quantity Indicators
Mean daily streamflow, annual maximum daily streamflow, and the yearly seven day
average low flow were selected as indicators of water quantity. In addition, the metric
peaks over threshold was calculated on a yearly basis. For the purpose of this study, the
threshold was calculated as the 120th highest value of daily streamflow over the 29 years
of simulated flow under the baseline scenario. This threshold was then rounded to 4 m s-1.
The metric is reported as the number of times daily flow exceeded this 4 m s -1 threshold
per year.
Richards Baker Flashiness Index: This index quantifies flashiness in a flow system which
can be described as the rate of short term changes in stream flow. It is particularly
relevant during major runoff events. Developed by Baker et al. (2004), it is stated to have
great ability to detect trends due to its low annual variability. It is calculated by Equation
4.1, in which Q is daily streamflow, and it has no unit.
∑

|
∑

|

4.1

Surface Runoff Index: The surface runoff index (SRI) was calculated from SWAT using
the flow from output.rch and the annual surface runoff from output.std. This index is
unit-less.

4.2
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Water Stress Index: This index, abbreviated WSI, is calculated using the annual ET and
precipitation values reported from SWAT’s output file output.std. It is also unit-less.

4.3

Table 4.3 – List of indicators used to quantify environmental impact of switchgrass
growth
Category

Water
Quality

Water
Quantity

Indicator

Unit

SWAT related output file

Nitrate Concentration

mg/L

output.rch

Nitrate Load

kg/yr

output.rch

Total Nitrogen Load

kg/yr

output.rch

Mineral Phosphorus Load

kg/yr

output.rch

Total Phosphorus Load

kg/yr

output.rch

Sediment Load

metric tons/yr

output.rch

Mean Daily Flow

m3/s

output.rch

Annual Maximum Daily
Streamflow

m3/s

output.rch

Yearly 7-day Average
Low Flow

m3/s

output.rch

Yearly Peaks Over
Threshold

None

output.rch

Richards Baker Flashiness
Index

None

output.rch

Surface Runoff Index

None

output.std

Water Stress Index

None

output.std
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4.4

Results

4.4.1 Scenario Landscape Results
The first three of the four total scenarios represented a conversion from current land uses
to switchgrass. A variety of crops were considered for change along with a variation in
the amount of area to alter. Not surprisingly, scenario C was the most extensive
conversion of the three scenarios as it simulated the conversion of all the corn/soy, wheat,
alfalfa, and hay lands to switchgrass. This resulted in a scenario in which switchgrass was
grown in 70% of the available HRUs and over 88% of the watershed area (Table 4.4).
The most restrained scenario, scenario A, simulated the randomized conversion of only
30% of the corn/soy area, resulting in 20% of the watershed area being simulated with
switchgrass. As scenario D simulated the placement of vegetative filter strips, the HRUs
and land area are not considered converted, merely affected by the presence of VFSs.

Table 4.4 – The extent of land use change in the Matson Ditch under various land cover
scenarios
Scenario

Converted HRUs

Total Area Converted (ha)

A

32

942

B

83

1100

C

193

4128

D

140 (affected by VFS)

3472 (HRU area affected)
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Figure 4.3 – Watershed land uses under various scenarios
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4.4.2

Environmental Impacts of Bioenergy Crops

Scenario A, converting 30% of the corn and soybean HRUs to switchgrass, had little
impact on many of the water quantity indicators, but increased exported mineral
phosphorus. Scenario B, conversion of wheat, hay, and pasture lands to switchgrass,
impacted both water quantity and water quality more noticeably than scenario A although
only an additional 4% of watershed area was converted. Scenario C, which converted all
the row crop, alfalfa, and hay HRUs, had the most dramatic impacts across most metrics
and was projected to greatly improve water quality. The addition of filter strips to row
crop HRUs, scenario D, was found to exert only small changes on water quantity metrics,
decrease total N and total P export, and increase soluble nutrient export.
Scenarios B and C decreased the annual average seven day low flow by the greatest
amounts, 34% and 51%, respectively, while scenario D increased this metric by 8%
(Figure 4.4). Scenario C was the only scenario to effect an appreciable change in mean
annual maxima flow; it decreased under this scenario by 10%. This held true also for the
peaks over threshold metric where only slight changes were observed for scenarios A, B,
and D, while scenario C decreased average annual flow threshold peaks by 21%. The
simulation revealed scenario B to have the greatest effect on flashiness as measured by
the R-B Index, however this index was only increased by a maximum of 5% over all four
scenarios. Scenario C was also found to have the greatest effect on both the surface
runoff index and the water stress index, increasing these metrics by 34% and 11%,
respectively. Finally, mean daily flow decreased under scenario C by 18% and decreased
in variability (Figure 4.4).
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Figure 4.4 – Distribution of hydrologic metrics over various land cover scenarios. All
are based on annual output except mean daily flow.
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Daily

Figure 4.4 Continued.
Mean annual total N was reduced under all four scenarios by a range of 6% to 69% with
the smallest reduction coming from the filter strip scenario (Figure 4.5). Total P was also
reduced under all four scenarios, by 1% to 91%, but in this case scenario A offered the
smallest reduction. Scenario C was the most effective in reducing all nutrient exports.
Scenario C was also the only scenario for which the 90th percentile of daily nitrate
concentration was less than 10 mg L-1. Mean daily nitrate concentration decreased by 30%
and 62% for scenarios B and C, respectively, but increased by 8% and 11% for scenarios
A and D, respectively. Soluble nutrient export results were somewhat surprising as they
revealed an increase in mean annual nitrate and mineral phosphorus export under
scenario D by 3% and 63%, respectively. Scenario A managed to increase mean annual
mineral P by an even greater extent than scenario D. Average annual sediment export was
reduced under all scenarios by a range of 3% to 96% with scenario B being the least
effective.
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Daily

Figure 4.5 – Distribution of nutrient and sediment export over various land cover
scenarios. All are based on annual output except daily nitrate concentration.
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Beyond the indicators specified in Table 4.3, SWAT provides the ability to look at
changes in nutrient, sediment, and water flow by pathway (Table 4.5). This output (from
output.std) allows for the reporting of fertilizer changes across the scenarios; these can
then be compared to the overall changes in nutrient export.
Table 4.5 – Average annual basin values for five different land cover scenarios, red cells
show a decrease from the baseline, green cells show an increase from the baseline (full
page version available in Appendices)

Average Annual Basin Values
(over all 29yrs)

Scenario A:
Baseline Converting 30% of
CORN/SOY

Scenario B:
Convert all
WWHT, PAST,
and HAY

#

#

% Change

#

% Change

Surface Runoff Q (mm)

189.1

199.9

5.7%

190.7

0.9%

Scenario C:
Scenario D:
Convert all
Adding VFS to all
CORN/SOY,
CORN/SOY and
WWHT, ALFA,
WWHT
and HAY
#
% Change
#
% Change
206.5

9.2%

193.3

2.2%
0.0%

Tile Q (mm)

119.5

101.8

-14.8%

108.4

-9.3%

57.6

-51.8%

119.5

Total Water Yield (mm)

385.6

378.4

-1.9%

364.1

-5.6%

317.7

-17.6%

392.4

1.7%

Evapotranspiration (mm)

599.7

606.9

1.2%

621.3

3.6%

668.0

11.4%

592.9

-1.1%

Total Sediment Loading (T/ha)

0.3

0.2

-28.2%

0.3

-3.2%

0.01

-97.2%

0.1

-64.4%

Tile Nitrate Yield (kg/ha)

17.5

13.3

-24.2%

17.4

-0.8%

5.9

-66.5%

17.4

-0.9%

Surface Nitrate Yield (kg/ha)

8.0

8.8

10.8%

4.7

-40.3%

3.7

-53.9%

7.8

-2.2%

Lateral Nitrate Yield (kg/ha)

1.6

1.9

20.3%

0.9

-46.8%

0.4

-73.1%

2.0

24.4%

Groundwater Nitrate Yield (kg/ha)

3.0

3.5

16.2%

1.8

-41.2%

0.7

-78.4%

3.8

25.5%

Organic N Yield (kg/ha)

4.7

3.0

-35.3%

3.8

-19.0%

0.2

-96.8%

1.9

-59.6%

Organic P Yield (kg/ha)

0.6

0.4

-33.9%

0.5

-17.5%

0.02

-96.9%

0.2

-61.7%

Sol. P Yield (kg/ha)

0.3

0.6

84.5%

0.1

-74.0%

0.1

-74.0%

0.6

77.6%

N Fertilizer Applied (kg/ha)

113.6

109.0

-4.1%

76.4

-32.8%

52.7

-53.6%

116.6

2.7%

P Fertilizer Applied (kg/ha)

1.9

1.9

0.0%

0.00

-100.0%

0.00

-100.0%

1.9

0.0%

As expected, the inclusion of switchgrass increased basin-wide evapotranspiration across
all scenarios where it was modeled (Table 4.5). This was accompanied by a
corresponding decrease in water yield and tile flow across all three switchgrass scenarios.
Surface runoff, however, increased under these same scenarios with the conversion of
corn/soybean HRUs to switchgrass in scenario A causing the largest percent increase per
area converted. The tile results simulated by SWAT are consistent with Trybula (2012),
who found that tile flow volume only decreased consistently in half of the replicated plots;
however, all plots showed a decrease in tile nitrate.
The increase in nitrate export observed under scenario D (Figure 4.5) was likely caused
by increases in the lateral and groundwater nitrate contributions to the reach which were
not offset by decreases in surface and tile contributions. As previously discussed in
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section 5.3.2.1, both nitrate and soluble phosphorus reductions from filter strips are
calculated in SWAT by the runoff reduction while total nitrogen and total phosphorus
reductions are calculated by the sediment reduction (White & Arnold, 2009). Surface
runoff actually increased in scenario D (Table 4.5), but based on data in an extensive
review of studies on filter strip effectiveness published by White and Arnold (2009), it
seems unlikely that filter strips would actually increase nitrate export as they seldom do
this in real-world applications.

4.5

Conclusions

The SWAT model was run and analyzed over a 29 year period to quantify the effects of
fertilized switchgrass cultivation on an agrarian, Midwestern watershed with heavy tile
drainage. Scenario C, which converted all the corn/soy, wheat, alfalfa, and hay lands, was
found to be the most effective at reducing nutrient and sediment export from the
watershed. There were potentially negative hydrological effects, as this scenario was also
found to reduce the seven day average low flow and increase both the surface runoff
index and the water stress index. The application of filter strips to corn/soy and wheat
lands (scenario D) was found to decrease only total nitrogen and total phosphorus while
increasing both nitrate and mineral phosphorus.
Some nutrient and sediment results of this study dovetail nicely with the results found by
Wu and Liu (2012a) who saw reductions in both nitrate and sediment when corn lands
were changed to switchgrass and Love et al. (2011) who also observed reductions in
sediment, total N, and total P in their row crop to switchgrass scenario. The decrease in
average low flow, daily streamflow, and annual maximas are also complemented by the
streamflow decreases shown by Kim et al. (2013). Less straightforward is the increase in
mineral P when a low amount of corn/soy is converted to switchgrass and the soluble
nutrient exports under the vegetated filter strip scenarios.
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CHAPTER 5. CONCLUSIONS

5.1

Project Summary

The first step in completing the overall objectives laid out for this thesis was to calibrate
an appropriate SWAT model using an updated drainage routine on the Matson Ditch
watershed in DeKalb County, Indiana. Drained areas were calculated using soil drainage
classes from the SSURGO soil dataset and the land uses from a NASS cropland dataset.
Once calibrated, SWAT predicted yearly tile flow as 17% to 32.4% of annual
precipitation in the tile-drained areas.
Simulated crop yields from the flow and nutrient calibrated model were found to be
consistently low, but most severely under predicted in 2009. After an analysis of SWATcalculated plant stressors, aeration stress was revealed to be the major reason SWAT
predicted this yield decrease. Although precipitation was greater than usual this year, it
appears SWAT over predicted the effect this stress would have on crop growth in Indiana.
An analysis of the nutrient budget found SWAT to be predicting incorrect amounts of
soybean N fixation and denitrification.
Additional weather files were added to the calibrated SWAT model to analyze land use
change effects of bioenergy crop growth. Switchgrass was chosen as the bioenergy crop
to use based a potential to positively affect water quality and its familiarity to agricultural
producers as a forage crop (McLaughlin et al., 2005). Three land conversion scenarios
were selected which converted between 20% and 88% of the watershed area to
switchgrass as well as a filter strip scenario to simulate bioenergy buffers. The model,
previously updated for tile drainage, was augmented with a re-parameterized switchgrass
growth routine developed at Purdue University. Over a simulation period of 29 years,
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switchgrass was found to generally decrease water quantity as increasing percentages of
land were converted to its growth. Water quality results for switchgrass growth were less
conclusive, but this conversion was generally found to reduce the export of total nitrogen
and total phosphorus. Filter strips scenario results were even less straightforward. Little
change in any of the water quantity metrics were observed, while the addition of filter
strips was found to increase watershed export of soluble nutrients.

5.2

Project Conclusions

Once parameterized and calibrated, the new SWAT tile drainage routine allowed for the
prediction of tile drain flow amounts similar to those reported in literature. When
compared to the old SWAT drainage routine, tile drain flow was shown to be less flashy,
peaks were lower and water stayed back in the tile system for a longer period of time.
Drainage parameters needed for the Hooghoudt and Kirkham equations were identified
and tested. For example, while the study used both dynamic and static settings for
parameter SSTMAXD (controlling surface storage), a static user-defined value was found
to improve calibration. Other new parameters, such as tile spacing, were able to be set
based on common measured values without requiring calibration.
The examination of nitrogen budgeting and yield simulations in Chapter 3 revealed that
not only was SWAT over-predicting the effects of aeration stress on crop growth, but that
many of the nitrogen components were not in agreement with measured values from
literature. SWAT over predicted soybean N fixation, and denitrification values were
higher than could be reasonable expected, particularly for corn. The equation computing
aeration stress was found to contain two coefficients which could be updated to better
reflect increased growth potential at higher soil water contents.
Using several water quantity metrics allowed the study to more specifically quantify the
way water availability would change over various switchgrass application scenarios. Not
only did evapotranspiration increase over all switchgrass scenarios, but the portioning of
surface runoff and tile flow changed as well. Results from the filter strip scenario brought
to light the varying predictions that can result when using runoff changes as a predictor
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for soluble phosphorus and nitrate, and sediment changes as a predictor for total nitrogen
and total phosphorus export.

5.3

Recommendations for Future Research

The updated drainage code presents an opportunity for continued testing and
parameterizing. As other users bring increasing focus to the importance of tile drainage
flow partitioning, new insight can be added to the interactions of land use change and tile
drains in the SWAT model. The limitations of the SWAT crop growth simulation, even
when calibrated for flow, nitrogen, and phosphorus, represents an occasion to seek new
parameters for row crops which reflect recent genetic and management advances.
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Appendix A

Supplemental Information for Chapter Two

Table A.1 – Calculation of 10-minute load from 10-minute flow and high-flow frequency
nutrient concentrations
Flow Date
01-Jun-2006 01:50:00
01-Jun-2006 02:00:00
01-Jun-2006 02:10:00
01-Jun-2006 02:20:00
01-Jun-2006 02:30:00
01-Jun-2006 02:40:00

Flow
(L/s)
876.9
888.4
840.3
851.8
861.3
859.3

Nutrient Date
01-Jun-2006 02:01:01
01-Jun-2006 02:01:00
01-Jun-2006 02:01:00
01-Jun-2006 02:01:00
01-Jun-2006 02:01:00
01-Jun-2006 02:01:00

(mg/L)
22.776
22.776
22.776
22.776
22.776
22.776

01-Jun-2006 02:50:00
01-Jun-2006 03:00:00
01-Jun-2006 03:10:00
01-Jun-2006 03:20:00
01-Jun-2006 03:30:00
01-Jun-2006 03:40:00
01-Jun-2006 03:50:00
01-Jun-2006 04:00:00

845.8
855.2
864.6
839.8
860.5
858.4
831.8
816.6

01-Jun-2006 03:24:00
01-Jun-2006 03:24:00
01-Jun-2006 03:24:00
01-Jun-2006 03:24:00
01-Jun-2006 03:24:00
01-Jun-2006 03:54:00
01-Jun-2006 03:54:00
01-Jun-2006 03:54:00

12.928
12.928
12.928
12.928
12.928
20.647
20.647
20.647

01-Jun-2006 04:10:00
01-Jun-2006 04:20:00
01-Jun-2006 04:30:00
01-Jun-2006 04:40:00
01-Jun-2006 04:50:00
01-Jun-2006 05:00:00
01-Jun-2006 05:10:00
01-Jun-2006 05:20:00

814.7
797.7
784.7
791.8
798.9
794.9
791.0
776.3

01-Jun-2006 03:54:00
01-Jun-2006 03:54:00
01-Jun-2006 03:54:00
01-Jun-2006 05:24:00
01-Jun-2006 05:24:00
01-Jun-2006 05:24:00
01-Jun-2006 05:24:00
01-Jun-2006 05:24:00

20.647
20.647
20.647
14.100
14.100
14.100
14.100
14.100

01-Jun-2006 05:30:00
01-Jun-2006 05:40:00
01-Jun-2006 05:50:00

785.1
757.8
754.0

01-Jun-2006 05:24:00
01-Jun-2006 05:24:00
01-Jun-2006 05:24:00

14.100
14.100
14.100

10-min
Load (kg) Notes
12.0
Closest
12.1
nutrient
date
11.5
available is
11.6
June 1st,
11.8
2:01am
11.7
Closest
6.6
nutrient
6.6
date
6.7
available is
6.5
June 1st,
6.7
3:24am
10.6
Closest
10.3
nutrient
date
10.1
available
is
10.1
June 1st,
9.9
3:54am
9.7
6.7
6.8
Closest
6.7
nutrient
date
6.7
available is
6.6
June 1st,
6.6
5:24am
6.4
6.4
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Table A.2 – Calculation of 10-minute load from 10-minute flow and low-flow frequency
nutrient concentrations

Flow Date
04-Jun-2006 19:00:00
04-Jun-2006 19:10:00
04-Jun-2006 19:20:00
04-Jun-2006 19:30:00
04-Jun-2006 19:40:00
04-Jun-2006 19:50:00
04-Jun-2006 20:00:00
04-Jun-2006 20:10:00
04-Jun-2006 20:20:00
04-Jun-2006 20:30:00
04-Jun-2006 20:40:00
04-Jun-2006 20:50:00
04-Jun-2006 21:00:00
04-Jun-2006 21:10:00
04-Jun-2006 21:20:00
04-Jun-2006 21:30:00
04-Jun-2006 21:40:00
04-Jun-2006 21:50:00
04-Jun-2006 22:00:00
04-Jun-2006 22:10:00
04-Jun-2006 22:20:00
04-Jun-2006 22:30:00
04-Jun-2006 22:40:00
04-Jun-2006 22:50:00
04-Jun-2006 23:00:00
04-Jun-2006 23:10:00
04-Jun-2006 23:20:00
04-Jun-2006 23:30:00
04-Jun-2006 23:40:00

Flow
(L/s)
256.8
263.0
269.3
263.0
263.0
255.5
261.7
255.5
261.7
266.6
260.4
260.4
260.4
266.6
260.4
254.2
266.6
266.6
252.9
259.1
259.1
254.2
260.4
260.4
254.2
254.2
260.4
254.2
260.4

Nutrient Date
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
04-Jun-2006 10:01:01
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00
05-Jun-2006 10:01:00

10-min
(mg/L) Load (kg) Notes
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
Closest
4.924
0.8
nutrient
4.924
0.8
date
4.924
0.8
available is
4.924
0.8
June 4th,
4.924
0.8
10:01am
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.8
4.924
0.7
5.896
0.9
5.896
0.9
5.896
0.9
Closest
5.896
0.9
nutrient
date
5.896
0.9
available is
5.896
0.9
June 5th,
5.896
0.9
10:01am
5.896
0.9
5.896
0.9
5.896
0.9
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Table A.3 – Missing data in the available precipitation data sets
Station Name Start Date

End Date

INSJAS1

4/4/2002 0:00

12/31/2009 0:00

INSJAME

4/1/2004 0:00

12/31/2009 0:00

INSJCME

4/15/2004 0:00 12/31/2009 0:00

INSJBLG

12/9/2004 0:00 12/31/2009 0:00

INSJAD

5/20/2005 0:00 12/31/2009 0:00

INSJALG

4/13/2007 0:00 12/31/2009 0:00

INSJAXL

4/13/2007 0:00 12/31/2009 0:00

INSJCLG

4/13/2007 0:00 12/31/2009 0:00

INSJBME

4/25/2007 0:00 12/31/2009 0:00

INSJAS2

4/26/2007 0:00 12/31/2009 0:00

INSJADWT

5/19/2009 0:00 12/31/2009 0:00

Missing Data
Approximately 5 months of
no
data,
no
dates.
Significant data problems
from 11/2008 to 3/2009.
Missing basically all of
2005.
Approximately 1 month of
no
data,
no
dates.
Significant data problems
from 3/2007 to 5/2007.
Significant data problems
from 11/2008 to 3/2009.
Missing data between
10/2004 and 12/2004.
Approximately 4 months of
no
data,
no
dates.
Significant data problems
from 11/2008 to 3/2009
Less than one month of no
date/no data. Significant
data
problems
from
11/2008 to 3/2009.
Approximately 2 months of
no data/no dates.
Less than one month of no
date/no data.
Five days of no date/no
data.
Approximately 2 months of
no data/no dates. All zeros
from 1/2009 to 3/2009.
Approximately one month
of no data/no dates. All
zeros from 1/2009 to
3/2009.
Approximately 2 months of
no data/no dates. All zeros
from 1/2009 to 3/2009.
No instances of no data/no
dates.
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Table A.4 – Calibrated parameters and defaults from 20 reviewed SWAT studies (see
Table A.5 for citations)
Paper
reference
1
number
Parameter
Units
Default
ALPHA_BF
d
0.048
0.010
ALPHA_BNK
0.862
CANMX
mm
0.00
4.102
CDN
1.4
-1
CH_K2
0.00
11.55
mm h
CH_N2
0.014
0.008
CMN
0.0003
CN2
0.070
CN2_Tile
78
CNCOEF
1
DDRAIN
mm
0.00
EPCO
1.00
0.600
ESCO
fraction
0.95
0.803
GDRAIN
h
0.00
GW_DELAY
d
31.0
43.370
GW_REVAP
0.02
GWQMN
mm
0
MSK_CO2
3.50
OV_N
0.10
PERCOP
0.50
PHOSKD
170.0
PPERCO
14.0
PSP
0.300
SFTMP
°C
0.930
SLSUBBS
m
121.0
SMFMN
mm/ °C-d
4.5
SMFMX
mm/ °C-d
4.5
SOL_AWC
mm
0.19
0.290
-3
SOL_BD
1.4-1.73
-0.003
g cm
-1
SOL_K
5.79
0.675
mm h
SOL_ORGN
ppm 42.86-2493
SURLAG
d
4.0
1.0
T_BASE (corn)
°C
8
T_OPT (corn)
°C
25
TDRAIN
h
0.00

2

3

4

0.0171

0.932

0.9

10.0

5.782
0.051

<10%

800.0
0.600
2.0
58.0

0.006
+3.50%
-52.10%
1.994
820
0.757
0.247
15
0.156
677

-6

1200
0.85
96
50
0.04

1.0
2.0
0.025

150.0

0.300
10.0
1.0

48.0

6.481
6.554
+7.30%

-0.04

-10.50%
2055
1.204
+18.10%
+5.60%
44

48
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Table A.4 Continued.

Paper
reference
number
Parameter
ALPHA_BF
BIOMIX
CH_COV
CH_K2

mm h-1

CN2

-

-

-

5

6

Units
d

Default
0.048

0.039

0.93

8

0.3
0.5
0.00

0.0

146.2
-14.90%

ESCO
fraction
0.95
0.74
FFBC
fraction
0
0.95
GW_ALPHA
GW_DELAY
d
31.0
1.0
GW_REVAP
0.02
0.02
GWQMN
mm
0
0.0
NPERCO
PHOSKD
PPERCO
RCHRG_DP
fraction
0.05
0.05
REVAP
0.02
REVAPMN
mm
1
500.0
RSDCO
SFTMP
°C
SHALLST
mm
0.5
800.0
SMFMN
mm/ °C-d
4.5
SMFMX
mm/ °C-d
4.5
SMTMP
°C
SOL_AWC
mm
0.19
0.10-0.20
-3
SOL_BD
1.4-1.73 1.40-1.73
g cm
-1
SOL_K
5.79
8-500
mm h
SOL_ORGN
ppm 42.86-2493
SOL_ORGP
mg kg-1
SOL_SOLP
SPCON
SPEXP
SURLAG

7

0.98

3.95
0.17
99.2

4.0

1.0

50
0.15

-6.0
0.85
0.2
60.0

0.2
100
10
0.04

0.5
0.02

28.2
0.05
1.0

-9%

-0.04

2.5
2.5
-1.0
-0.02

1200
240

mg kg-1

d

72
(AGRL)
0.85

0.97

1.0
0.0004
2.5
1.0
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Table A.4 Continued.

Paper
reference
number
Parameter
ALPHA_BF
APM
CH_N1
CH_N2
CN2
EPCO
ESCO
GW_DELAY
GW_REVAP
GWQMN
ICRK
LATTIME
OV_N
REVAP
REVAPMN
SLSUBBS
SMTMP
SOL_AWC
SOL_K

-

-

Units
d

Default
0.048
1.00
0.014
0.014

-

9

fraction
d
mm

mm
m
°C
mm
-1

mm h

0.19
5.79

11

12

0.014
0.14
-23%

0.14
0.03
-32%

0
1
0.35, 0.55

1
1.5-4
0.44

+0.1
initial

+0.06
initial

0.99
0.6

-15%
1.00
0.95
31.0
0.02
0
0
0
0.10
0.02
1
121.0

10

0.85

-10%
1
0.8
4
0.02
0

0.1
1
decreased
5
-25%

-0.02
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Table A.4 Continued.

Paper
reference
number
Parameter
Units
ALPHA_BF
d
-1
CH_K2
mm h
CH_N1
CH_N2
CN2
ESCO
fraction
GW_DELAY
d
GW_REVAP
GWQMN
mm
ICRK
LATTIME
OV_N
RCHRG_DP
fraction
REVAPMN
mm
SFTMP
°C
SMFMN
mm/ °C-d
SMFMX
mm/ °C-d
SMTMP
°C
SOL_AWC
mm
SOL_K
mm h-1
SURLAG
d
TIMP

Default
0.048
0.00
0.014
0.014
0.95
31.0
0.02
0
0
0
0.10
0.05
1

13

0.014
0.014
-13%

14

15

16

0.3
16.6

1
0

0.911
0

-46%
0.34
2.1
0.03
22.8

-13%
0.95
380
0.13
0

-10%
0
5
0.02
0

0.01
449

0.25
0

0
11.7
0
7.39
0
0.51
50%

1
2
0.44, 0.6

4.5
4.5
0.19
5.79
4.0

+0.05,+0.1 +22.9%
initial*100
0.53

initial
4

0.5
0.01
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Table A.4 Continued.
Paper
reference
number
Parameter
Units
ALPHA_BF
d
-1
CH_K2
mm h
CN2
ESCO
fraction
GW_DELAY
d
GW_REVAP
GWQMN
mm
RCHRG_DP
fraction
REVAPMN
mm
SFTMP
°C
SMFMN
mm/ °C-d
SMFMX
mm/ °C-d
SMTMP
°C
SOL_AWC
mm
SURLAG
d
TIMP

Default
0.048
0.00
0.95
31.0
0.02
0
0.05
1
4.5
4.5
0.19
4.0

17

18

19

20

0.458
75.3
-9.83%
0.714
2
0.044
0
0.959
128.4
1
4.5
4.5
0.5
44.10%
0.5
1

0.72
103
10%
1
102
0.06
3364
0.916
500
1
4.5
4.5
0.5
-38.80%
0.57
1

0.551
17.9
10%
0.391
24
0.033
4367
0.516
406.7
0.39
9.23
9.83
0.03
45%
0.5
0.99

0.997
103.5
-10%
0.165
2
0.096
5000
0.037
200
1
4.5
4.5
0.5
-45.80%
9.13
1

106
Table A.5 – Reference papers and study watersheds for calibration literature review
Reference
Number

Paper

Watershed

State

1

Larose, M., Heathman, G. C., Norton, D., & Smith,
D. (2011). Impacts of conservation buffers and
grasslands on total phosphorus loads using
hydrological modeling and remote sensing
techniques. Catena, 86(2), 121-129.

Cedar Creek

IN

2

Larose, M., Heathman, G. C., Norton, L. D., &
Engel, B. (2007). Hydrologic and atrazine
simulation of the Cedar Creek watershed using the
SWAT model. Journal of environmental quality,
36(2), 521-531.

Cedar Creek

IN

3

Ng, T. L. (2010). Response of Farmer's Decisions
and Stream Water Quality to Price Incentives for
Nitrogen Reduction, Carbon Abatement, and
Miscanthus Cultivation: Predictions Based on
Agent-Based Modeling Coupled with Water
Quality
Modeling.
(Doctoral
dissertation,
University of Illinois at Urbana-Champaign).

Salt Creek

IL

4

Kanwar, R. S., P. Reungsang, M. K. Jha, P. W.
Gassman, K. Ahmad, & A. Saleh. (2005).
Calibration and Validation of SWAT for the Upper
Maquoketa River Watershed. Center for
Agricultural and Rural Development, Iowa State
University.

Upper
Maquoketa
River

IA

5

Feyereisen, G. W., Strickland, T. C., Bosch, D. D.,
& Sullivan, D. G. (2007). Evaluation of SWAT
manual calibration and input parameter sensitivity
in the Little River watershed. Trans. ASABE,
50(3), 843-855.

Little River
Experimental
Watershed

GA

6

Zhang, X., Srinivasan, R., Arnold, J., Izaurralde, R.
C., & Bosch, D. (2011). Simultaneous calibration
of surface flow and baseflow simulations: a revisit
of the SWAT model calibration framework.
Hydrological Processes, 25(14), 2313-2320.

Little River
Experimental
Watershed

GA
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7

Jha, M. K. (2011). Evaluating hydrologic response
of an agricultural watershed for watershed
analysis. Water, 3(2), 604-617.

Maquoketa
River

IA

8

Jha, M. K., J. G. Arnold, & P. W. Gassman.
(2006). Water Quality Modeling for the Raccoon
River Watershed Using SWAT. Center for
Agricultural and Rural Development, Iowa State
University.

Raccoon River

IA

9

Benaman, J., Shoemaker, C. A., & Haith, D. A.
(2005). Calibration and validation of soil and water
assessment tool on an agricultural watershed in
upstate New York. Journal of Hydrologic
Engineering, 10(5), 363-374.

Cannonsville
Reservoir
basin

NY

10

Jha, M., J. G. Arnold, P. W. Gassman, & R. Gu.
(2004). Climate Change Sensitivity Assessment on
Upper Mississippi River Basin Streamflows Using
SWAT. Center for Agricultural and Rural
Development, Iowa State University.

Upper
Mississippi
River Basin

MN,
WI,
IL,
MO,
IA

11

Wolock, D. M., Webb, R. M., & Wieczorek, M. E.
(2009). Identifying Hydrologic Processes in
Agricultural Watersheds Using PrecipitationRunoff Models. US Geological Survey.

Un-named
Maryland
Watershed

MD

12

Wolock, D. M., Webb, R. M., & Wieczorek, M. E.
(2009). Identifying Hydrologic Processes in
Agricultural Watersheds Using PrecipitationRunoff Models. US Geological Survey.

Un-named
Indiana
Watershed

IN

13

Wolock, D. M., Webb, R. M., & Wieczorek, M. E.
(2009). Identifying Hydrologic Processes in
Agricultural Watersheds Using PrecipitationRunoff Models. US Geological Survey.

Un-named
Nebraska
Watershed

NE

14

Van Liew, M. W., Arnold, J. G., & Bosch, D. D.
(2005). Problems and potential of autocalibrating a
hydrologic model. Transactions of the ASAE,
48(3), 1025-1040.

Little River
Experimental
Watershed,
Gage B

GA
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15

Van Liew, M. W., Arnold, J. G., & Bosch, D. D.
(2005). Problems and potential of autocalibrating a
hydrologic model. Transactions of the ASAE,
48(3), 1025-1040.

Little Washita
Experimental
Watershed,
Gage 550

OK

16

Van Liew, M. W., Veith, T. L., Bosch, D. D., &
Arnold, J. G. (2007). Suitability of SWAT for the
conservation
effects
assessment
project:
Comparison on USDA agricultural research
service watersheds. Journal of Hydrologic
Engineering, 12(2), 173-189.

Mahantango,
WE-38

PA

17

Van Liew, M. W., Veith, T. L., Bosch, D. D., &
Arnold, J. G. (2007). Suitability of SWAT for the
conservation
effects
assessment
project:
Comparison on USDA agricultural research
service watersheds. Journal of Hydrologic
Engineering, 12(2), 173-189.

Little River
Experimental
Watershed,
Gage B

GA

18

Van Liew, M. W., Veith, T. L., Bosch, D. D., &
Arnold, J. G. (2007). Suitability of SWAT for the
conservation
effects
assessment
project:
Comparison on USDA agricultural research
service watersheds. Journal of Hydrologic
Engineering, 12(2), 173-189.

Little Washita
Experimental
Watershed,
Gage 550

OK

19

Van Liew, M. W., Veith, T. L., Bosch, D. D., &
Arnold, J. G. (2007). Suitability of SWAT for the
conservation
effects
assessment
project:
Comparison on USDA agricultural research
service watersheds. Journal of Hydrologic
Engineering, 12(2), 173-189.

Reynolds
Creek, Outlet

ID

20

Van Liew, M. W., Veith, T. L., Bosch, D. D., &
Arnold, J. G. (2007). Suitability of SWAT for the
conservation
effects
assessment
project:
Comparison on USDA agricultural research
service watersheds. Journal of Hydrologic
Engineering, 12(2), 173-189.

Walnut Gulch,
Flume 1

AZ
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Appendix B

Supplemental Information for Chapter Four

Table B.1 – Bioenergy scenarios used in published studies which specified conversion rates (see Table B.2 for full references)
Paper also
determined
potential
Corn Soybean Wheat Corn- PastureAny
"Marginal"
0%- 21%- 41%- Greater
Other
conversion
Only Only
Only Soybean Hay Croplands
lands
20% 40% 50% than 50%
based on
constraints
Prior Land Uses Considered

# in chart Paper Reference

Conversion Rates Considered

x

x

2

Gassman et al., 2008

3

Davis et al., 2011

7

Love et al., 2011

x

13

Secchi et al., 2008

x

18

Qin et al., 2011

20

Wu et al., 2012a

x

24

Wu et al., 2012b

x

25

Wu et al., 2012c

26

Kim et al., 2013

27

Moon et al., 2012

x

x

x

x

x

x

x

x

x
x

x

x
x

x
x

x

x
x

x
x

x
x

x

x
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Table B.2 – Perennial scenarios used for bioenergy in published studies
#

1

2

3

4

Paper
Allison Thomson, R. C.
Izaurralde, T. O West, D. J.
Parrish, D. D. Tyler, & J. R.
Williams. (2009). Simulating
potential switchgrass
production in the United
States. Richland, WA: Pacific
Northwest National Laboratory
Gassman, P. W., Secchi, S., &
Jha, M. Assessment of
bioenergy-related scenarios for
the Boone River Watershed in
North Central Iowa. In 21st
Century Watershed
Technology: Improving Water
Quality and Environment
Conference. Concepcion, Chile
(Vol. 29).
Davis, S. C., Parton, W. J.,
Grosso, S. J. D., Keough, C.,
Marx, E., Adler, P. R., &
DeLucia, E. H. (2011). Impact
of second-generation biofuel
agriculture on greenhouse-gas
emissions in the corn-growing
regions of the US. Frontiers in
Ecology and the Environment,
10(2), 69-74.
Egbendewe-Mondzozo, A., S.
M. Swinton, R. C. Izaurralde,
D. H. Manowitz, & X. Zhang.
(2010). Biomass Supply from
Alternative Cellulosic Crops
and Crop Residues: A
Preliminary Spatial
Bioeconomic Modeling
Approach. Unpublished Staff
Paper. Michigan State
University.

Scenarios

Notes

Modeled the potential yield for
lowland/upland types of
switchgrass for a 30-yr. average
over the United States. Found
that by 2022, 23% of U.S.
cropland would be needed.

Modeled using
EPIC.

Convert the following to
switchgrass:
 15% of corn-soybean acreage
 50% of corn-soybean acreage
 75% of corn-soybean acreage

Not peerreviewed
article.

 30 % of corn in central USA
(by county, where land area is
dominated by corn row crops)
 30% of the least productive
corn cropland in central USA
 3 alternatives: miscanthus,
switchgrass, fertilized
switchgrass

DAYCENT
used to run
model

Table 1 of the paper contains the
descriptors for 17 rotation
scenarios and other information.
There are a total of 82 scenarios.
Two are exclusively
switchgrass. Land owner is
assumed to allocate resources to
maximize income.

Seventy subwatersheds are
assumed to be
managed as
single farmer
land units.
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5

6

7

8

Khanna, M., Dhungana, B., &
Clifton-Brown, J. (2008).
Costs of producing miscanthus
and switchgrass for bioenergy
in Illinois. Biomass and
Bioenergy, 32(6), 482-493.
Baskaran, L. M., Jager, Y.,
Schweizer, P. E., & Srinivasan,
R. (2010). Progress toward
evaluating the sustainability of
switchgrass production as a
bioenergy crop using the
SWAT model. Transactions of
the ASAE (American Society of
Agricultural Engineers), 53(5).

Love, B. J., & Nejadhashemi,
A. P. (2011). Water quality
impact assessment of largescale biofuel crops expansion
in agricultural regions of
Michigan. Biomass and
Bioenergy, 35(5), 2200-2216.

McLaughlin, S. B., De La
Torre Ugarte, D. G., Garten, C.
T., Lynd, L. R., Sanderson, M.
A., Tolbert, V. R., & Wolf, D.
D. (2002). High-value
renewable energy from prairie
grasses. Environmental science
& technology, 36(10), 21222129.

A 2km x 2km gridded system
was used to simulate peak dry
season yield for miscanthus over Modeled using
the state of Illinois. Miscanthus MISCANMOD.
was only simulated on grids
identified as cropland.

Reclassified all land use other
than water to switchgrass so as
to simulate lowland switchgrass
yields in SWAT.

Four land-use scenarios and 15
bioenergy crop rotations were
used over 4 watersheds for a
total of 244 scenarios.
 All land currently in row
crops, seed crops, and hay is
considered for conversion.
 Only “other” crops (fruits,
vegetables, etc.) are
considered for conversion to
bioenergy crops.
 Marginal land is considered
for conversion to bioenergy
cultivation.
 Final land-use scenario is a
combination of the previous
three.

Modeled using
SWAT.

Used national average
switchgrass production of 9.4
Mg/ha and a farm-gate price of
$44/dry tonne to determine that
the NE corner of Indiana would
convert between 25,001 and
120,000 ha to switchgrass
production.

Modeled using
POLYSYS
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9

Nassauer, J. I., Dowdell, J. A.,
Wang, Z., McKahn, D.,
Chilcott, B., Kling, C. L., &
Secchi, S. (2011). Iowa
farmers' responses to
transformative scenarios for
Corn Belt agriculture. Journal
of Soil and Water
Conservation, 66(1), 18A-24A.

Nelson, R. G., Ascough II, J.
C., & Langemeier, M. R.
(2006). Environmental and
economic analysis of
10 switchgrass production for
water quality improvement in
northeast Kansas. Journal of
Environmental Management,
79(4), 336-347.
Ng, T. L., Eheart, J. W., Cai,
X., & Miguez, F. (2010).
Modeling miscanthus in the
Soil and Water Assessment
Tool (SWAT) to simulate its
11
water quality effects as a
bioenergy crop. Environmental
science & technology, 44(18),
7138-7144.

Six future scenarios are tested
online via a survey: current farm
program, rotational grazing, 15’
perennial strips, 30’ perennial
strips, bioreserves with 19’
perennial strips, and native
perennials for biofuels. These
six scenarios were tested over
two watersheds.

The survey was
image-based.
The native
perennials for
biofuels
received the
lowest
profitability
rating from
farmers taking
the survey.

Economic analysis by
generating supply curves for
switchgrass on cropland in all
552 HRU’s in the basin. These
supply curves calculated the
quantity of switchgrass available
for removal at a price set by a
function of competing crop
rotations and switchgrass yield.

Used SWAT to
model water
quality changes
associated with
switchgrass
production in
Kansas

It is assumed that the land
converted to miscanthus is
distributed randomly but evenly
across the watershed:
 0% miscanthus
 10% miscanthus
 25% miscanthus
 50% miscanthus
 All soybean
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Sahu, M. K. (2010). Basin
scale water quality
conservation: Impacts of filter
12 strips, bio-fuel development
and hydrological parameters.
Iowa State University, Ames,
Iowa.

Secchi, S., Gassman, P. W.,
Jha, M., Kurkalova, L., &
Kling, C. L. (2008). The Water
Quality Effects of Corn
13
Ethanol vs Switchgrass Based
Biofuels in the Midwest. St.
Louis, Missouri, 96.

Updegraff, K., Baughman, M.
J., & Taff, S. J. (2004).
Environmental benefits of
14 cropland conversion to hybrid
poplar: economic and policy
considerations. Biomass and
bioenergy, 27(5), 411-428.

Four different sizes of contour
strip containing 10%, 20%,
30%, or 50% of land area in the
basin were modeled.
Four different sizes of buffer
strip containing 10%, 20%,
30%, or 50% of land area in the
basin were modeled.
This is an economically based
analysis to see what the water
quality effects of increased corn
planting could be on an
agricultural watershed.
 Baseline scenario
 Commodity prices as
forecasted by FAPRI.
 Switchgrass prices set high
enough to compete with
traditional row crops
 Similar switchgrass prices as
the prior scenario but planting
restricted to the most erodible
lands.
Simulated conversion of
cropland at rates of 10%, 20%,
and 30% to short rotation woody
crops. No grass or forest cover
was converted. Erosive and
conventionally tilled HRU’s
were prioritized for conversion.

Ph.D thesis

Targeted the
pricing so that
the model
would simulate
about 10% of
the cropland
acreage being
converted to
switchgrass.
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Updegraff, K., Gowda, P., &
Mulla, D. J. (2004).
Watershed-scale modeling of
the water quality effects of
15 cropland conversion to shortrotation woody crops.
Renewable Agriculture and
Food Systems, 19(2), 118-127.
Walsh, M. E., Daniel, G.,
Shapouri, H., & Slinsky, S. P.
(2003). Bioenergy crop
production in the United
States: potential quantities,
16 land use changes, and
economic impacts on the
agricultural sector.
Environmental and Resource
Economics, 24(4), 313-333.

Cropland conversion to shortrotation woody crops was
simulated for 10, 20, and 30% of
the base crop-land area. No
The ADAPT
pasture, grass, or forest was
model was
converted. Erosion-susceptible
used.
HRU’s and HRU’s with
conventional tillage were
preferred.
Assumed specific farm-gate
price structures for switchgrass,
hybrid poplar, and willow
(respectively) to see what lands
would convert.
Farmers allowed 75% of CRP
payments in return for being
able to harvest bioenergy crops
on CRP ground.

Modeled using
POLYSYS.

Zhang, X., Izaurralde, R. C.,
 Fifty-four scenarios were
Manowitz, D., West, T. O.,
modeled and described in
Post, W. M., Thomson, A. M.,
detail in table 1, page 264 of
... & Williams, J. R. (2010). An
the article. Please see the
integrative modeling
published paper for this table.
17 framework to evaluate the
 Each of the 54 scenarios was
productivity and sustainability
modeled on all of the
of biofuel crop production
homogeneous spatial
systems. GCB Bioenergy, 2(5),
modeling units (similar to
258-277.
SWAT HRUs) within the
model.

Modeled using
EPIC.
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Qin, Z., Zhuang, Q., & Chen,
M. (2012). Impacts of land use
change due to biofuel crops on
carbon balance, bioenergy
18
production, and agricultural
yield, in the conterminous
United States. GCB Bioenergy,
4(3), 277-288.
Jensen, K., Clark, C. D., Ellis,
P., English, B., Menard, J.,
Walsh, M., & de la Torre
Ugarte, D. (2007). Farmer
19
willingness to grow
switchgrass for energy
production. Biomass and
Bioenergy, 31(11), 773-781.

Wu, M., Demissie, Y., & Yan,
E. (2012a). Simulated impact
of future biofuel production on
water quality and water cycle
20 dynamics in the Upper
Mississippi river basin.
Biomass and Bioenergy, 41,
44-56.

All corn to switchgrass, all
soybean to switchgrass, all
wheat to switchgrass, all corn to
miscanthus, all soybean to
miscanthus, and all wheat to
miscanthus

Authors concluded almost 30%
of farmers surveyed would be
willing to grow switchgrass if it
were profitable.
 Baseline yield, grain only to
ethanol
 Baseline yield, varying stover
harvest rates plus grain
 Increased yield, grain only to
ethanol
 Increased yield, varying
stover harvest rates plus grain
 Increased yield, no stover,
10% pasture conversion to
switchgrass (randomly
selected within each subbasin, section 3.3)

SWAT was
used to model
water quality
changes
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Gopalakrishnan, G., Negri, C.,
& Salas, W. (2012). Modeling
biogeochemical impacts of
bioenergy buffers with
21
perennial grasses for a row‐
crop field in Illinois. GCB
Bioenergy, 4(6), 739-750.

Four baseline scenarios with
various row crops, tillage, and
fertilizer timing are each
simulated with the addition of a
50m bioenergy stream buffer.
Bioenergy crops simulated are:
switchgrass, miscanthus, and
native prairie grass.
Each scenario must result in the
production of 65,000 tons of
switchgrass/yr.
Only land designated as
hay/pasture or agricultural land
is allowed to be switched.
 Minimize nitrogen at
watershed outlet
Parish, E. S., Hilliard, M. R.,
 Minimize phosphorus at
Baskaran, L. M., Dale, V. H.,
watershed outlet
Griffiths, N. A., Mulholland, P.
J., ... & Middleton, R. S.
 Minimize sediment at
(2012). Multimetric spatial
watershed outlet
22
optimization of switchgrass
 Maximize profit
plantings across a watershed.
 Achieve best possible
Biofuels, Bioproducts and
combination of all three water
Biorefining, 6(1), 58-72.
quality objectives while
holding profit high
 Achieve best possible
combination of all three water
quality objectives while
holding profit high and
allowing no more than 25%
of the land change to come
from agricultural land.
Practices: shelterbelts (three
Holzmueller, E. J., & Jose, S.
rows of fast growing trees
(2012). Biomass production for
spaced in groups 150-300m
biofuels using agroforestry:
apart over an agricultural field),
potential for the North Central
23
riparian buffer strips (10-30m in
Region of the United States.
width including grass, shrubs,
Agroforestry systems, 85(2),
and trees), and alley cropping
305-314.
(rows of crop between rows of
trees).

Field scale
model using
DNDC to
simulate nitrate
concentrations
in leachate.

Oak Ridge
National Lab
developed
BLOSM and
used it to run
these tests.
SWAT and
POLYSYS feed
information to
BLOSM.

This paper
ultimately
suggested
riparian buffer
strips as a
likely candidate
for production
of biomass.
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Wu, Y., Liu, S., & Li, Z.
(2012b). Identifying potential
areas for biofuel production
and evaluating the
environmental effects: a case
24
study of the James River Basin
in the Midwestern United
States. GCB Bioenergy, 4(6),
875-888.

Wu, Y., & Liu, S. (2012c).
Impacts of biofuels production
alternatives on water quantity
25 and quality in the Iowa River
Basin. Biomass and Bioenergy,
36, 182-191.

 Simulated potential impacts
of growing more corn by
running crop rotation
scenarios of soy-soy, cornsoy, corn-corn-soy, and corncorn.
 Simulated switchgrass
biomass growth by evaluating
three target production levels
under two priorities (high
production vs. water quality
impact). Land converted was
pasture and rangeland.
 10% of corn to switchgrass
 10% of corn to miscanthus

Note that there
is some
uncertainty in
what scenarios
they used as
production rates
are 3, 6, and 9
million tons in
the body of the
text while they
are 2, 4, and 6
million tons in
table 2.
Model used
was SWAT

 100% of native grass to
switchgrass
 100% of native grass to
miscanthus

Modeling took
place in Iowa
River Basin

Kim, H. K., Parajuli, P. B., &
Filip To, S. D. (2013).
Assessing impacts of
bioenergy crops and climate
change on hydrometeorology
26
in the Yazoo River Basin,
Mississippi. Agricultural and
Forest Meteorology, 169, 6173.

 All corn & soybean land goes
to switchgrass
 All corn & soybean land goes
to miscanthus

Modeled with
SWAT

Moon, J. Y., Apland, J., Folle,
S., & Mulla, D. (2012).
Environmental Impacts of
Cellulosic Feedstock
Production: A Case Study of a
Cornbelt Aquifer. In 2012
27
Annual Meeting, August 12-14,
2012, Seattle, Washington (No.
125016). Agricultural and
Applied Economics
Association.

Switchgrass was simulated to be
grown on the following types of
lands:
 HRUs with slopes > 2%
 Lands with relatively high
effluent levels of nutrients
and sediments
 Lands with corn yields in the
lowest 15%
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Table B.3 – Average annual basin values (full page version)

Average Annual Basin Values
(over all 29yrs)

Baseline

Scenario A:
Converting 30%
of CORN/SOY

Scenario B:
Convert all
WWHT, PAST,
and HAY

Scenario C:
Convert all
CORN/SOY,
WWHT, ALFA,
and HAY

Scenario D:
Adding VFS to
all CORN/SOY
and WWHT

#

#

% Change

#

% Change

#

% Change

#

% Change

Surface Runoff Q (mm)

189.1

199.9

5.7%

190.7

0.9%

206.5

9.2%

193.3

2.2%

Tile Q (mm)

119.5

101.8

-14.8%

108.4

-9.3%

57.6

-51.8%

119.5

0.0%

Total Water Yield (mm)

385.6

378.4

-1.9%

364.1

-5.6%

317.7

-17.6%

392.4

1.7%

Evapotranspiration (mm)

599.7

606.9

1.2%

621.3

3.6%

668.0

11.4%

592.9

-1.1%

Total Sediment Loading (T/ha)

0.3

0.2

-28.2%

0.3

-3.2%

0.01

-97.2%

0.1

-64.4%

Tile Nitrate Yield (kg/ha)

17.5

13.3

-24.2%

17.4

-0.8%

5.9

-66.5%

17.4

-0.9%

Surface Nitrate Yield (kg/ha)

8.0

8.8

10.8%

4.7

-40.3%

3.7

-53.9%

7.8

-2.2%

Lateral Nitrate Yield (kg/ha)

1.6

1.9

20.3%

0.9

-46.8%

0.4

-73.1%

2.0

24.4%

Groundwater Nitrate Yield (kg/ha)

3.0

3.5

16.2%

1.8

-41.2%

0.7

-78.4%

3.8

25.5%

Organic N Yield (kg/ha)

4.7

3.0

-35.3%

3.8

-19.0%

0.2

-96.8%

1.9

-59.6%

Organic P Yield (kg/ha)

0.6

0.4

-33.9%

0.5

-17.5%

0.02

-96.9%

0.2

-61.7%

Sol. P Yield (kg/ha)

0.3

0.6

84.5%

0.1

-74.0%

0.1

-74.0%

0.6

77.6%

N Fertilizer Applied (kg/ha)

113.6

109.0

-4.1%

76.4

-32.8%

52.7

-53.6%

116.6

2.7%

P Fertilizer Applied (kg/ha)

1.9

1.9

0.0%

0.00

-100.0%

0.00

-100.0%

1.9

0.0%
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Appendix C

MATLAB code to change 30% of corn/soy land to switchgrass

Note that this code is modified from Cibin Raj, Purdue University

global sim
% sim is the folder that contains the SWAT input files from which input
% management files will be modified
% fid1 = fopen('../user_inputs/HRUMinMaxCN.dat','r');
% data = textscan(fid1,'%d%d%f%s%f%*d%*d%f','HeaderLines',1);
%load data from lookup table
fid1 = fopen('../important_files/SubHruAreaLulc.dat','r');
data = textscan(fid1,'%d%d%f%s%*s%s%f%f','HeaderLines',1);
sub = data{1};
hru = data{2};
area = data{3};
lulc = data{4};
HydGrp=data{5};
%set counters
nsub = max(sub);
k = 1;
CSarea=0;
%Set percent of corn/soy to change
PChange = 0.3;
%calc area of corn/soybeans
for isub = 1:nsub
hruinsub = size(find(sub == isub),1);
for ihru = 1:hruinsub
if size(strfind(lulc{k},'CORN'),1)>0 | size(strfind(lulc{k},'SOYB'),1)>0
CSarea=CSarea + area(k);
end
k = k + 1;
end
end
if exist(['../' sim '1'],'dir') == 0;
mkdir(['../' sim '1']);
end
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swcharea=0; %set initial switchgrass area
RandStream.setGlobalStream (RandStream('mt19937ar','seed',1999));
RandNums = randi([0 2],k,1);
k=1;
o=1;
for isub = 1:nsub
hruinsub = size(find(sub == isub),1);
for ihru = 1:hruinsub
if size(strfind(lulc{k},'CORN'),1)>0 | size(strfind(lulc{k},'SOYB'),1)>0
if RandNums(k)==0 && swcharea < (PChange*CSarea)
lusecopy3(isub,ihru,HydGrp{k});
swcharea=swcharea+area(k);
hruschanged(o) = hru(k);
areachanged(o) = area(k);
subschanged(o) = sub(k);
o=o+1;
end
end
k = k + 1;
end
end
iScen=1;
fid2 = fopen('../important_files/ChangedHRUs.txt','w');
fprintf(fid2,'%s\t %s\t %s\r\n', 'Sub','HRU','Area(ha)');
for i = 1:length(hruschanged)
fprintf(fid2,'%3.0f\t %3.0f\t %4.3f\r\n', subschanged(i), hruschanged(i),
areachanged(i));
end
fclose(fid2);
disp('Output file "ChangedHRUs.txt" created in important_files folder');
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