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На пiдставi iнформацiйного пiдходу до аналiзу процесiв в радiоелектронних системах встановлено
залежностi їх ефективностi вiд кiлькостi доступної iнформацiї. Прийнято до уваги, що в критичних
режимах функцiонування радiоелектронних систем внаслiдок невизначеностi та непередбаченостi си-
туацiй збiльшується час на обробку iнформацiї, i доступна iнформацiя вiдрiзняється вiд передбаченої
штатним режимом. Показано, що в умовах швидкого розгортання непередбачених подiй певна кiль-
кiсть iнформацiї втрачає свою актуальнiсть, i фактор часу набуває суттєвого значення. В процесi
аналiзу функцiонування систем добування iнформацiї на пiдставi диференцiально-полiномної моделi
збiльшення кiлькостi iнформацiї встановлено вплив запiзнювання iнформацiї на показник ефективно-
стi. Визначено час, необхiдний для виконання поставленої задачi з заданою ефективнiстю. Проведено
системно-iнформацiйний аналiз ситуацiї з одним iз варiантiв диференцiально-полiномної моделi. Про-
аналiзовано ситуацiю, яка виникає в процесi обмiну iнформацiєю мiж двома системами в умовах
затримки iнформацiї вiд однiєї iз них. Визначено залежнiсть швидкостi змiни кiлькостi iнформацiї вiд
часу її запiзнювання. Встановлено вплив запiзнювання iнформацiї на показник ефективностi системи
та визначено час, необхiдний для виконання поставленої задачi з заданою ефективнiстю. Визначено
обмеження на час запiзнювання iнформацiї та проведено системно-iнформацiйний аналiз можливої
ситуацiї. Проаналiзованi типовi ситуацiї критичних режимiв функцiонування радiоелектронних систем
та вплив хибної або втраченої iнформацiї на їх якiснi характеристики. Визначенi показники усталеного
режиму функцiонування систем. Проведено системно-iнформацiйний аналiз процесiв з використанням
типових прогнозних моделей та методу аналогiй.
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Вступ
На сучасному етапi використання технiчних си-
стем все бiльше уваги придiляється прогнозуванню
їх розвитку, якостi та характеристик процесiв як
у штатних режимах функцiонування, так i в умо-
вах втрат iнформацiї [1–3]. Це стосується i радiо-
електронних систем (РЕС), функцiонування яких
може вiдбуватися в умовах змiни режимiв роботи
та невизначеностi вiдносно внутрiшнiх та зовнiшнiх
випадкових факторiв, якi призводять до крити-
чних подiй рiзноманiтного характеру. Передбачити
всi критичнi ситуацiї та їх можливi наслiдки не
представляється можливим, а загальнi висновки мо-
жна зробити на пiдставi системно-iнформацiйного
аналiзу процесiв. Необхiдно зауважити, що такий
аналiз виконується як на макроскопiчному, так i
на мiкроскопiчному рiвнях, але не спрямований на
дослiдження критичних режимiв функцiонування
РЕС. Досить несприятливi ситуацiї для функцiо-
нування РЕС виникають в умовах iнформацiйних
конфлiктiв, коли з’являється необхiднiсть прогно-
зування наслiдкiв втрат iнформацiї або впливу нав-
мисних завад на можливостi РЕС [4, 5]. Необхiдно
зауважити, що в критичних ситуацiях суттєву роль
вiдiграє фактор часу. З одного боку, iнформацiя,
яка надходить iз запiзнюванням, втрачає свою акту-
альнiсть. З iншої точки зору виникає питання щодо
можливостi виконання поставленої задачi в межах
передбаченого часу.
Аналiзу та синтезу систем iз запiзнюванням при-
свячено досить багато робiт. В них розглядаються
як багатозв’язнi системи, так i системи iз запiзню-
ванням по вихiдних змiнних [6, 7]. Розробляються
методи, якi дають можливiсть розкрити робастнi
можливостi систем автоматичного керування iз за-
пiзнюванням на етапi синтезу регулятора, а та-
кож побудови систем, в яких додатково змiнюються
декiлька параметрiв об’єкта керування [8, 9]. До-
слiджуються також динамiчнi властивостi систем
керування об’єктами, моделi яких поряд з пара-
метричною невизначенiстю мiстять компоненти iз
запiзнюванням [10]. Удосконалення методiв дослi-
дження систем передбачає перехiд до системно-
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iнформацiйного аналiзу [11–13]. Своєчаснiсть отри-
мання iнформацiї розглядається як чинник успi-
шного виконання поставленої функцiональної за-
дачi [11, 14]. На макроскопiчному рiвнi аналiзу за
умови використання методу аналогiй час запiзнюва-
ння розглядається як аналог опору в електричному
колi [14]. В розглянутих роботах критичнi режи-
ми функцiонування РЕС не розглядаються, i часовi
показники не аналiзуються.
Таким чином, задача визначення часових пока-
зникiв функцiонування РЕС в критичних режимах
є актуальною та вимагає подальших дослiджень.
1 Постановка задачi
Приймемо до уваги, що ефективнiсть функцiо-
нування РЕС можна оцiнити ймовiрнiстю викона-
ння поставленої задачi 𝑃 . В процесi надходження
iнформацiї 𝐼𝑐 = 𝐼𝑐 (𝑡) ця ймовiрнiсть збiльшується
та асимптотично наближається до одиницi. Якщо
𝐾 — константа швидкостi змiни 𝑃 за рахунок над-
ходження 𝐼𝑐, можна записати
𝑑𝑃 = 𝐾 (1− 𝑃 ) 𝑑𝐼𝑐. (1)
Позначивши 𝑔 = 1 − 𝑃 , на пiдставi формули (1)
запишемо
𝑑𝑔
𝑔
= −𝐾𝑑𝐼𝑐. (2)
Якщо ввести у розгляд величину 𝐺 = ln 𝑔, то iз
залежностi (2) знаходимо
𝑑𝐺 = −𝐾𝑑𝐼𝑐. (3)
Позначивши 𝐶𝑛 = 𝑑𝐼𝑐/𝑑𝑡 , з формули (3) визна-
чаємо
𝑑𝐺
𝑑𝑡
= −𝐾𝐶𝑛. (4)
В критичних режимах функцiонування внаслi-
док невизначеностi та непередбаченостi ситуацiй,
що виникають, збiльшується час 𝜏 на обробку iн-
формацiї. Таким чином, доступна iнформацiя 𝐼𝑐,
яка сприймається системою, вiдрiзняється вiд iн-
формацiї 𝐼, передбаченої штатним режимом, та
визначається з умови
𝐼𝑐 = 𝐼 (𝑡− 𝜏) . (5)
Якщо розкласти функцiю (5) в ряд Тейлора, то
можна записати
𝐼𝑐 = 𝐼 −∆𝐼, (6)
∆𝐼 = −
𝑛∑︁
𝑖=1
(−1)𝑛 𝜏
𝑖𝑑𝑖𝐼
𝑖!𝑑𝑡𝑖
. (7)
В критичних режимах функцiонування, коли
непередбаченi подiї розгортаються дуже швидко,
складова ∆𝐼 вiдповiдає кiлькостi iнформацiї, яка
втрачає свою актуальнiсть. Таким чином, треба
з’ясувати вплив 𝜏 на закономiрнiсть змiни 𝐺 та час
роботи РЕС, необхiдний для виконання поставленої
задачi. З iншого боку необхiдно встановити, чи iсну-
ють обмеження на 𝜏 та з’ясувати вимоги до основ-
них параметрiв, якi характеризують роботу РЕС
в критичних режимах. З практичної точки зору
потрiбно порiвняти реальнi та потенцiйнi показни-
ки РЕС та передбачити можливiсть прогнозування
наслiдкiв критичних режимiв їх функцiонування.
2 Системи добування iнфор-
мацiї
Приймемо до уваги, що однiєю iз поширених
моделей для 𝐼 = 𝐼 (𝑡) є диференцiально-полiномна
𝐼 = 𝑎0𝑡
2 + 𝑎1𝑡 + 𝑎2, (8)
де 𝑎0, 𝑎1, 𝑎2 — постiйнi коефiцiєнти, мiж якими
iснують певнi спiввiдношення [1]. На пiдставi зале-
жностей (5), (8) знаходимо
𝐼𝑐 = 𝑎0𝑡
2 + (𝑎1 − 2𝑎0𝜏) 𝑡 + 𝑎0𝜏2 − 𝑎1𝜏 + 𝑎2,
∆𝐼 = 𝜏 (2𝑎0𝑡 + 𝑎1 − 𝑎0𝜏) . (9)
Оскiльки 𝐶𝑛 = 𝑑𝐼𝑐/𝑑𝑡 , то з формули (9) визна-
чаємо
𝐶𝑛 = 𝑎1 + 2𝑎0 (𝑡− 𝜏) . (10)
Враховуючи залежностi (4), (10), запишемо
𝑑𝐺 = −𝐾 [𝑎1 + 2𝑎0 (𝑡− 𝜏)] 𝑑𝑡. (11)
Iнтегруючи лiву частину рiвняння (11) вiд 𝐺0 до
𝐺, а праву вiд 0 до 𝑡, знаходимо
𝐺 = 𝐺0 −𝐾
[︀
(𝑎1 − 2𝑎0𝜏) 𝑡 + 𝑎0𝑡2
]︀
. (12)
На пiдставi рiвняння (12) визначаємо час, необ-
хiдний для виконання поставленої задачi з показни-
ком 𝐺:
𝑡 =
1
2𝑎0
√︂
1
𝐾
[︁
𝐾(2𝑎0𝜏 − 𝑎1)2 + 4𝑎0 (𝐺0 −𝐺)
]︁
+
+
2𝑎0𝜏 − 𝑎1
2𝑎0
. (13)
Оскiльки 𝐺 = ln 𝑔, 𝐺0 = ln 𝑔0, 𝑔 = 1 − 𝑃 ,
𝑔0 = 1 − 𝑃0, то формула (13) дає можливiсть
визначити залежнiсть 𝑡 вiд 𝑃0 та 𝑃 . На пiдставi фор-
мули (13) визначаємо час виконання поставленої
задачi у штатному режимi (𝜏 = 0)
𝑡0 =
1
2𝑎0
√︂
1
𝐾
[𝐾𝑎21 + 4𝑎0 (𝐺0 −𝐺)]−
𝑎1
2𝑎0
. (14)
Аналiз формул (12), (13) показує, що 𝐺 = 𝐺0 при
𝑡 = 0 та за умови
𝑡1 = 2𝜏 − 𝑎1
𝑎0
. (15)
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Проведемо системно-iнформацiйний аналiз ситу-
ацiї, яка характеризується наступними показника-
ми: 𝑃0 = 0; 𝑃 = 0, 9; 𝐾 = 1; 𝜏 = 2 с; 𝑎0 = 0, 5 (1/с
2);
𝑎1 = 1 (1/с). Оскiльки 𝐺0 = ln 𝑔0 = ln (1− 𝑃0),
𝐺 = ln 𝑔 = ln (1− 𝑃 ), то визначаємо, що 𝐺0 = 0,
𝐺 = −2, 3026. На пiдставi формули (13) знаходимо
необхiдний час функцiонування системи 𝑡 = 3, 4 с.
Отриманi результати дають можливiсть врахо-
вувати вплив 𝜏 на ефективнiсть систем добування
iнформацiї та визначати час, необхiдний на викона-
ння поставленої функцiональної задачi.
3 Системи iз зворотним зв’яз-
ком
Розглянемо ситуацiю, коли мiж двома системами
органiзовано обмiн iнформацiєю. Нехай, 𝐼1 = 𝐼1 (𝑡),
𝐼2 = 𝐼2 (𝑡) — iнформацiя, яка накопичується в си-
стемах, 𝐾1, 𝐾2 — константи швидкостi збiльшення
кiлькостi iнформацiї. В першу систему iнформацiя
надходить з другої системи iз запiзнюванням на час
𝜏 . Тодi можна записати систему рiвнянь
𝑑𝐼1
𝑑𝑡
= 𝐾2𝐼2 (𝑡− 𝜏) , (16)
𝑑𝐼2
𝑑𝑡
= 𝐾1𝐼1. (17)
Будемо аналiзувати характеристики першої си-
стеми, тобто 𝐼 = 𝐼1. Розкладаючи праву частину
рiвняння (16) в ряд Тейлора та утримуючи два
перших члени ряду, знаходимо
𝑑𝐼1
𝑑𝑡
= 𝐾2𝐼2 −𝐾2𝜏 𝑑𝐼2
𝑑𝑡
. (18)
На пiдставi залежностей (17), (18) визначаємо
𝑑2𝐼1
𝑑𝑡2
+ 𝐾1𝐾2𝜏
𝑑𝐼1
𝑑𝑡
−𝐾1𝐾2𝐼1 = 0. (19)
Приймаючи до уваги залежнiсть (19), складаємо
характеристичне рiвняння
𝜆2 + 𝐾1𝐾2𝜏𝜆−𝐾1𝐾2 = 0
та визначаємо його коренi
𝜆1,2 = −𝐾1𝐾2𝜏
2
±
√︃
(𝐾1𝐾2𝜏)
2
4
+ 𝐾1𝐾2. (20)
Якщо 𝐴1, 𝐴2 — постiйнi величини, що визначаю-
ться iз початкових умов, то рiшення диференцiаль-
ного рiвняння (19) має наступний вигляд:
𝐼1 = 𝐴1 exp (𝜆1𝑡) + 𝐴2 exp (𝜆2𝑡) . (21)
На пiдставi рiвнянь (17), (18) знаходимо
𝐾2𝐼2 =
𝑑𝐼1
𝑑𝑡
+ 𝐾1𝐾2𝜏𝐼1. (22)
Враховуючи залежностi (21), (22), запишемо
𝐼2 =
1
𝐾2
𝐴1 (𝐾1𝐾2𝜏 + 𝜆1) exp (𝜆1𝑡) +
+
1
𝐾2
𝐴2 (𝐾1𝐾2𝜏 + 𝜆2) exp (𝜆2𝑡) . (23)
За початкової умови 𝑡 = 0 з формул (21), (23) ви-
значаємо початковi значення кiлькостi iнформацiї
𝐼10 = 𝐴1 + 𝐴2, (24)
𝐼20 =
1
𝐾2
𝐴1 (𝐾1𝐾2𝜏 + 𝜆1) +
+
1
𝐾2
𝐴2 (𝐾1𝐾2𝜏 + 𝜆2) . (25)
На пiдставi системи рiвнянь (24), (25) знаходимо
𝐴1 =
1
𝜆2 − 𝜆1 [𝐼10 (𝐾1𝐾2𝜏 + 𝜆2)−𝐾2𝐼20] ; (26)
𝐴2 =
1
𝜆1 − 𝜆2 [𝐼10 (𝐾1𝐾2𝜏 + 𝜆1)−𝐾2𝐼20] . (27)
На пiдставi формул (21), (23), (26), (27) склада-
ємо матричне рiвняння[︂
𝐼1
𝐼2
]︂
=
[︂
𝐴11 𝐴12
𝐴21 𝐴22
]︂ [︂
𝐼10
𝐼20
]︂
, (28)
𝐴11 =
1
𝜆1 − 𝜆2 [𝑚1 exp (𝜆2𝑡)−𝑚2 exp (𝜆1𝑡)] ,
𝐴12 =
𝐾2
𝜆1 − 𝜆2 [exp (𝜆1𝑡)− exp (𝜆2𝑡)] ,
𝐴21 =
𝑚1𝑚2
𝐾2 (𝜆1 − 𝜆2) [exp (𝜆2𝑡)− exp (𝜆1𝑡)] ,
𝐴22 =
1
𝜆1 − 𝜆2 [𝑚1 exp (𝜆1𝑡)−𝑚2 exp (𝜆2𝑡)] ,
𝑚1 = 𝐾1𝐾2𝜏 + 𝜆1,
𝑚2 = 𝐾1𝐾2𝜏 + 𝜆2.
Приймаючи до уваги, що 𝐶𝑛 = 𝑑𝐼c/𝑑𝑡 , де
𝐼c = 𝐼1, на пiдставi рiвняння (28) визначаємо
𝐶𝑛 =
1
𝜆1 − 𝜆2 (𝑚3𝐼10 + 𝑚4𝐾2𝐼20) , (29)
𝑚3 = 𝑚1𝜆2 exp (𝜆2𝑡)−𝑚2𝜆1 exp (𝜆1𝑡) ,
𝑚4 = 𝜆1 exp (𝜆1𝑡)− 𝜆2 exp (𝜆2𝑡) .
Приймаючи до уваги залежнiсть (4), запишемо
𝑑𝐺 = −𝐾𝐶𝑛𝑑𝑡. (30)
Iнтегруючи лiву частину рiвняння (30) вiд 𝐺0 до
𝐺, а праву вiд 0 до 𝑡 та враховуючи залежнiсть (29),
знаходимо
𝐺 = 𝐺0 +
1
𝜆1 − 𝜆2 (𝑚5𝐾𝐼10 + 𝑚6𝐾𝐾2𝐼20) , (31)
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𝑚5 = 𝑚2 exp (𝜆1𝑡)−𝑚1 exp (𝜆2𝑡) + 𝑚1 −𝑚2,
𝑚6 = exp (𝜆2𝑡)− exp (𝜆1𝑡) .
Розклавши експоненцiальнi функцiї в ряд та
обмежившись двома першими членами ряду, на пiд-
ставi формули (31) визначаємо
𝐺 ≈ 𝐺0 + 𝐾𝐼10
𝜆1 − 𝜆2 (𝑚2𝜆1 −𝑚1𝜆2) 𝑡−𝐾𝐾2𝐼20𝑡. (32)
На пiдставi залежностi (32) знаходимо час, необ-
хiдний для виконання поставленої задачi
𝑡 ≈ (𝐺0 −𝐺) (𝜆1 − 𝜆2)
𝐾𝐾2𝐼20 (𝜆1 − 𝜆2)−𝐾𝐼10 (𝑚2𝜆1 −𝑚1𝜆2) . (33)
Приймемо до уваги, що 𝜆1 > 𝜆2, причому 𝜆1 > 0,
𝜆2 < 0. Оскiльки 𝐺0 −𝐺 > 0, то рiшення щодо часу
iснує, якщо знаменник у формулi (33) вiдповiдає
умовi
𝐾𝐾2𝐼20 (𝜆1 − 𝜆2) > 𝐾𝐼10 (𝑚2𝜆1 −𝑚1𝜆2) . (34)
Спiввiдношення (34) дає можливiсть визначити
обмеження на час запiзнювання iнформацiї
𝜏 <
𝐼20
𝐾1𝐼10
. (35)
Проведемо системно-iнформацiйний аналiз на-
ступної ситуацiї: 𝑃0 = 0.1; 𝑃 = 0, 9; 𝐾 = 0, 1;
𝐾1 = 0, 5 (1/с); 𝐾2 = 2 (1/с); 𝜏 = 2 с; 𝐼10 = 1;
𝐼20 = 2. Визначаємо 𝐺0 = ln (1− 𝑃0) = −0, 1054,
𝐺 = ln (1− 𝑃 ) = −2, 3026. Перевiряємо виконан-
ня умови (35): 𝜏 < 4 с, отже умова виконується.
Приймаючи до уваги рiвняння (20), (28), знахо-
димо 𝜆1 = 0, 414; 𝜆2 = −2, 414; 𝑚1 = 2, 14;
𝑚2 = −0, 414. Отже, на пiдставi залежностi (33)
визначаємо 𝑡 ≈ 10, 99 с.
Отриманi результати дають можливiсть оцiню-
вати вплив запiзнювання iнформацiї на ефектив-
нiсть систем iз зворотним зв’язком та визначати
час, необхiдний для виконання поставленої фун-
кцiональної задачi.
4 Системи з втратами iнфор-
мацiї
В умовах iнформацiйного конфлiкту швидкiсть
зростання кiлькостi iнформацiї 𝐼c зменшується за
рахунок збiльшення кiлькостi хибної (або втраче-
ної) iнформацiї 𝐼в. Тодi можна записати
𝑑𝐼c
𝑑𝑡
= 𝐾1𝐼c −𝐾2𝐼в, (36)
де 𝐾1 — константа швидкостi збiльшення 𝐼c за ра-
хунок надходження 𝐼c; 𝐾2 — константа швидкостi
зменшення 𝐼c за рахунок надходження 𝐼в.
В умовах iнформацiйного конфлiкту радiопро-
тидiя починається не миттєво, а через деякий час
𝜏 , необхiдний для прийняття рiшення. Для опису
змiн 𝐼c та 𝐼в доцiльно скористатися методом ана-
логiй [1, 15]. Додатково необхiдно врахувати час 𝜏 .
Отже, якщо 𝑎 — постiйний коефiцiєнт, 𝑥 = 𝑥 (𝑡) —
нарощування 𝐼c та 𝐼в, то можна записати
𝐼c = 𝐼0 + 𝑥 (𝑡) , 𝐼в = 𝑎𝑥 (𝑡− 𝜏) . (37)
Розкладаючи функцiю 𝑥 (𝑡− 𝜏) в ряд Тейлора та
утримуючи два перших члени ряду, знаходимо
𝐼в = 𝑎𝑥− 𝑎𝜏 𝑑𝑥
𝑑𝑡
. (38)
На пiдставi залежностей (36), (37), (38) визнача-
ємо
𝑑𝑥
𝐴− 𝑥 = 𝐷𝑑𝑡, (39)
𝐴 =
𝐾1𝐼0
𝑎𝐾2 −𝐾1 , (40)
𝐷 =
𝑎𝐾2 −𝐾1
1− 𝑎𝐾2𝜏 . (41)
Пiсля iнтегрування лiвої частини рiвняння (39)
вiд 0 до 𝑥, а правої вiд 0 до 𝑡, запишемо
𝑥 = 𝐴 [1− exp (−𝐷𝑡)] . (42)
Приймаючи до уваги залежностi (37), (38), (42),
визначаємо
𝐼c = 𝐼0 + 𝐴 [1− exp (−𝐷𝑡)] ; (43)
𝐼в = 𝑎𝐴 [1− (1 + 𝐷𝜏) exp (−𝐷𝑡)] . (44)
Вiдповiдно до формули (4) запишемо
𝑑𝐺 = −𝐾𝐶𝑛𝑑𝑡, (45)
де 𝐶𝑛 = 𝑑𝐼c/𝑑𝑡 . Iнтегруючи лiву частину рiвнян-
ня (45) вiд𝐺0 до𝐺, а праву вiд 0 до 𝑡, та враховуючи
залежностi (36), (43), (44), знаходимо
𝐺 = 𝐺0 −𝐾𝐴 [1− exp (−𝐷𝑡)] . (46)
На пiдставi формули (46) визначаємо усталене
значення
𝐺cт = lim
𝑡→∞𝐺 = 𝐺0 −𝐾𝐴. (47)
Приймаючи до уваги залежностi (46), (47) визна-
чаємо час, необхiдний для виконання поставленої
задачi
𝑡 =
1
𝐷
ln
1
𝐺−𝐺ст . (48)
Вiдповiдно до формул (40), (41), (48) запишемо
𝑡 =
1− 𝑎𝐾2𝜏
𝑎𝐾2 −𝐾1 
 ln 𝐾𝐾1𝐼0
𝐾𝐾1𝐼0 − (𝐺0 −𝐺) (𝑎𝐾2 −𝐾1) . (49)
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Аналiз залежностей (42), (46) показує, що 𝐴 > 0,
𝐷 > 0. Отже, на пiдставi формул (40), (41) можна
записати
𝑎𝐾2 −𝐾1 > 0, (50)
1− 𝑎𝐾2𝜏 > 0. (51)
З формули (51) знаходимо
𝜏 <
1
𝑎𝐾2
. (52)
Аналiзуючи знаменник логарифмiчної функцiї
рiвняння (49), визначаємо
𝐺0 −𝐺 < 𝐾𝐾1𝐼0
𝑎𝐾2 −𝐾1 . (53)
Проведемо системно-iнформацiйний аналiз на-
ступної ситуацiї: 𝑃0 = 0, 1; 𝑃 = 0, 9; 𝜏 = 4 с;
𝐼0 = 1; 𝑎 = 0, 1; 𝐾1 = 0, 02 (1/с); 𝐾2 = 0, 3 (1/с);
𝐾 = 2. Визначаємо 𝐺0 = ln (1− 𝑃0) = −0, 154,
𝐺 = ln (1− 𝑃 ) = −2, 3026. Перевiряємо виконан-
ня умов (50), (51), (52), (53) та встановлюємо, що
всi вони виконуються. На пiдставi формули (49)
знаходимо 𝑡 = 70, 18 с.
Отриманi результати дають можливiсть прогно-
зувати наслiдки iнформацiйного конфлiкту, який
розгортається в умовах нарощування iнформацiй-
них потенцiалiв та запiзнювання реакцiї однiєї iз
сторiн конфлiкту. Виходячи iз вимог до ефективно-
стi функцiонування системи в умовах втрат iнфор-
мацiї, можна визначити необхiдний час її роботи.
5 Аналiз отриманих резуль-
татiв
Функцiонування РЕС в умовах навмисних за-
вад та втрат iнформацiї викликає необхiднiсть ре-
тельного аналiзу їх реальних та потенцiйних ха-
рактеристик, визначення необхiдного часу роботи
i обмежень на час запiзнювання iнформацiї. Фор-
малiзацiя та вирiшення поставлених задач може
базуватися на використаннi спiввiдношень (4) – (7) з
подальшим застосуванням моделей щодо 𝐼 (𝑡). В ра-
зi диференцiально-полiномної моделi для 𝐼 (𝑡) стає
можливим визначення часу виконання поставленої
задачi, початкового та передбаченого значення ефе-
ктивностi РЕС. В умовах органiзацiї iнформацiй-
ного обмiну мiж системами встановлюється необхi-
дний час роботи та обмеження на час запiзнювання
iнформацiї вiдповiдно до спiввiдношень (33), (35).
В умовах iнформацiйного конфлiкту радiопротидiя
починається через деякий час 𝜏 , необхiдний для
прийняття рiшення. На пiдставi рiвняння (36) та ме-
тоду аналогiй визначається час виконання поставле-
ної задачi вiдповiдно до формули (50) та обмеження
на час прийняття рiшення згiдно умови (52).
Таким чином, отриманi результати доповнюють
вiдомi данi щодо втрат iнформацiї у динамiчних
системах [2, 3]. З iншого боку, тлумачення своє-
часностi надходження iнформацiї переводиться на
якiсно новий рiвень [11]. Своєчаснiсть iнформува-
ння пов’язується з ефективнiстю РЕС в критичних
режимах функцiонування. В разi використання ана-
логiй з електричними колами час 𝜏 розглядають
як аналог опору та додатково оперують ригiднiстю
(аналогом iндуктивностi) та пам’яттю (аналогом
ємностi) [14]. В процесi складання моделi не врахо-
вується той факт, що ймовiрнiсть 𝑃 асимптотично
наближається до свого потенцiйно можливого ма-
ксимального значення. Аналiз рiвнянь (2), (3) пока-
зує, що замiсть прийнятого в iнформацiйних анало-
гах електричних кiл вiдношення log (𝑃/𝑃0 ) необхi-
дно розглядати вiдношення ln (𝑔0/𝑔 ), де 𝑔0 = 1−𝑃0,
𝑔 = 1 − 𝑃 , або рiзницю 𝐺0 − 𝐺. Комплект мо-
делей може бути створеним на пiдставi рiвнянь
(12), (32), (46). Приймемо до уваги, що в останнi
роки iнформацiйним моделям вiдводиться все бiль-
ше уваги [11,16]. Отриманi результати доповнюють
перелiк вiдомих iнформацiйних моделей та дають
можливiсть прогнозувати наслiдки критичних ре-
жимiв функцiонування радiоелектронних систем.
В критичних ситуацiях ряд цiльових показникiв
системи або функцiональних характеристик сере-
довища виходять за допустимi межi i створюють
умови для такого функцiонування об’єкта, яке при-
зводить до загрози виникнення аварiї або катастро-
фи. Тому розробку моделей i методiв керування в
таких ситуацiях необхiдно розглядати як актуальну
задачу [17]. Спiввiдношення (13), (33), (48) дають
можливiсть враховувати фактор часу, який грає
суттєву роль для наслiдкiв критичних подiй.
Висновки
Отриманi результати показують, що в крити-
чних режимах функцiонування РЕС фактор часу
має суттєве значення та впливає як на показни-
ки ефективностi РЕС, так i на їх потенцiйнi мо-
жливостi. Для систем добування iнформацiї стало
можливим враховувати час, необхiдний для оброб-
ки iнформацiї, використовувати типову прогнозну
модель щодо закономiрностi збiльшення кiлькостi
iнформацiї, визначати ефективнiсть та необхiдний
час роботи системи.
Аналiз роботи систем iз зворотним зв’язком в
умовах запiзнювання iнформацiї дав можливiсть
встановити обмеження на допустимий час запiзню-
вання, визначити ефективнiсть та необхiдний час
роботи систем.
Для систем з втратами iнформацiї в умовах
iнформацiйного конфлiкту у разi збiльшення iнфор-
мацiйних потенцiалiв та запiзнюваннi реакцiї однiєю
iз сторiн конфлiкту встановлено наступнi показни-
ки:
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1. Реальну та потенцiйну ефективнiсть систем.
2. Обмеження на можливу ефективнiсть систем.
3. Допустимий час запiзнювання реакцiї однiєю
iз сторiн конфлiкту.
4. Час, необхiдний для виконання поставленої
функцiональної задачi.
Отриманi результати дають можливiсть перейти
на якiсно новий рiвень аналiзу РЕС, оцiнювати їх
ефективнiсть в критичних режимах функцiонуван-
ня, прогнозувати необхiдний час роботи, визначати
обмеження на час запiзнювання iнформацiї. Вони
можуть використовуватись в процесi модернiзацiї
iснуючих РЕС та на початковому етапi проектува-
ння нових РЕС.
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Фактор времени в критических ре-
жимах функционирования радиоэле-
ктронных систем
Бычковский В. А., Реутская Ю. Ю., Чмелев В. О.
На основании информационного подхода к анали-
зу процессов в радиоэлектронных системах установле-
ны основные соотношения относительно необходимо-
го времени их работы и ограничений на время запа-
здывания информации. Проанализированы типичные
ситуации критических режимов функционирования ра-
диоэлектронных систем и влияние ложной или по-
терянной информации на их качественные характе-
ристики. Определены показатели установившегося ре-
жима функционирования систем. Проведен системно-
информационный анализ процессов с использованием
типовых прогнозных моделей и метода аналогий.
Ключевые слова: радиоэлектронная система; крити-
ческие режимы; информация; фактор времени
Time factor in critical modes of radio
electronic system functioning
Bychkovskyi V. O., Reutska Yu. Yu., Chmelov V. O.
Introduction. At the present stage of the development
of technical systems, it is important to predict their
development, quality, and process characteristics. This also
applies to radio electronic systems. Sufficiently unfavorable
situations for the functioning of radio electronic systems ari-
se in the context of information conflicts, when it becomes
necessary to predict the consequences of information loss
or the effect of deliberate interference on the capabilities
of radio electronic systems. In critical situations the time
factor plays a significant role. On the one hand, informati-
on that comes with a delay and loses its relevance. From
another point of view, it is necessary to carry out the
assigned task within the prescribed time. Thus, the task
of determining time indicators of the functioning of radio
electronic systems in critical regimes remains urgent and
requires further research.
Problem statement. Take into account that the
effectiveness of the radio electronic systems functioning can
be estimated by the performing the task probability. In
the process of information flow this probability increases
and asymptotically come close to one. In critical modes
of operation due to the uncertainty and unpredictability
of emerging situations the processing time of information
increases. Thus the available information which is percei-
ved by the system is different from the information that
is provided by the regular mode. It is necessary to find
out the influence of time on processing information on the
regularity of the change in the probability of accomplishing
the task. It is necessary to estimate the radio electronic
operation time, which is necessary to perform the task.
It is necessary to set restrictions on the processing ti-
me of information and to clarify the requirements for the
main parameters that characterize the operation of radio
electronic systems in critical modes. From a practical point
of view it is necessary to compare real and potential indi-
cators of radio electronic systems and to provide for the
possibility of predicting the consequences of their functi-
oning critical modes.
Results. On the basis of the informational approach
to the analysis of processes in radio electronic systems,
the main relations regarding the necessary time of their
work and the restrictions on the information delay ti-
me are established. Typical situations of critical operating
modes of radio electronic systems and the effect of false
or lost information on their qualitative characteristics are
analyzed. Indicators of a systems operation stable mode
are defined. System information analysis of processes using
typical forecasting models and the method of analogies is
carried out. The effectiveness of the radio electronic systems
depends on the amount and value of information that
comes to them in the process of functioning. Taking into
account the peculiarities of the work of the radio electronic
systems In critical operating modes, we will consider useful
information and misleading or lost information. Analysis
of the work of systems with feedback in the conditions of
information delay, allowed to set limits on the permissi-
ble delay time, determine the efficiency and the required
operating time of the systems. For systems with information
losses in the information conflict context in conditions of
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information capacities increasing and delaying the reaction
of one of the parties to the conflict the following indi-
cators are established: real and potential systems efficiency;
limitations on the possible efficiency of systems; admissi-
ble delay time of reaction by one of the parties to the
conflict; necessary time for the performance of the assigned
functional task.
Conclusions. The obtained results show that in criti-
cal modes of the functioning of radio electronic systems,
the factor influences both the radio electronic systems
performance indicators and their potential capabilities. For
information systems that extract information, it became
possible to take into account the time that is necessary for
processing information, use a typical predictive model for
the regularity of increasing the information amount and
determine the efficiency and necessary time of the system
operating. These results can be used in the process of the
radio electronic systems modernization and at the initial
stage of radio electronic systems designing.
Key words: radio electronic system; critical modes;
information; time factor
