Since the term "spintronics" was conceived in 1996, there have been several directions taken to develop new semiconductor-based magnetic materials for device applications using spin, or spin and charge, as the operational paradigm. Anticipating their integration into mature semiconductor technologies, one direction is to make use of materials involving Si. In this review, we focus on the progress made, since 2005, in Si-based half metallic spintronic materials. In addition to commenting on the experimental growth techniques, we review the computational models and the theory behind the non-spin-polarized and spin-polarized forms of density functional theory and the Kohn-Sham equations. Two software packages, associated with the computational methods, are also discussed. Both experimental and theoretical aspects, leading to recent design of half metallic quantum structures, will be reviewed. 
Introduction
The discovery of a magnetic layer structure formed by Fe(100)/Cr(100) exhibiting magnetoresistance [1, 2] stimulated tremendous interest in developing new devices utilizing spin or spin and charge for information storage. In 1992, magnetoresistive memory technology was first reviewed [3] . Magnetic random access memory (MRAM), composed of layers of transition metal element (TME) separated by a thin insulator, are now common components in computers [4] . In 1996, the term "spintronics" was conceived [5] and has since been a popular term in the device materials research community. This term refers to the integration of the spin of carriers into semiconductors for device applications. In Table 1 , we compare conventional electronics and spintronics.
Several classes of materials have been considered up to this point. The first class studied was Mn Ga 1− As [6] . Various half-metallic half-and full-Heusler alloys [7] , oxides, such as CrO 2 [8] and Fe 3 O 4 [9] , and transition metal chalcogenides [10] , pnictides [11] and carbide [11, 12] have also been investigated. More recently, Mn Si , where 1≤x≤34 and 1.7≤y≤66, are magnetic materials, attracted much attention [13] [14] [15] [16] [17] [18] . In general, these materials are not half metals; we therefore will not discuss these materials further.
In this review, we focus on half-metalic materials. A half metal should satisfy two conditions. The first condition is that one of its spin channels exhibits metallic behavior while the oppositely oriented spin channel shows semiconducting properties. A typical density of states (DOS) of half-metallic CrAs [11] is shown in Fig. 1 : The Fermi energy, E F , intersects the finite DOS of the majority spin channel and is located in the gap of the minority-spin states. For clarity, the origins of the peaks in the plots are not identified. According to the Julliére formula [19] , the magnetoresistance 
where
and the DOSs are evaluated at E F . For CrAs, a half metal, P = 1, while P of iron is 0. 45 . In a perfect situation, P = 1 so MR→ ∞. Consequently, half metals are ideal candidates for spintronic devices that are operated under the MR mode. The second condition is that the magnetic moment/unit-cell should be an integer. This second condition should be strictly satisfied by theoretical calculations. The reasons are:
1. The total number of electrons/unit-cell, N , is an integer.
2. The number of electrons/unit-cell filling up to the top of the valence band (VB) in the semiconducting channel, N , is an integer. The moments of these electrons are canceled by an equal number of electrons in the other spin channel, as shown in Fig. 1 .
3. The number of electrons contributing to the magnetic properties is N -2N , an integer.
4. For 3d-electrons, the g-factor is 2.0.
5. The magnetic moment/unit-cell is N -2N , an integer in units of Bohr magneton, µ B .
All half-metallic alloys and compounds mentioned above have serious drawbacks for spintronic applications. For example, Heusler alloys are difficult to grow [20] . Also, Fe 3 O 4 suffers from the Vervey transition-a structural phase transition causing its half-metallicity to disappear at a temperature far below room temperature [9] . Furthermore, there is still no experimental evidence of half-metallicity in the pnictides or carbides. On the other hand, much of the "hightech" industry is based on Si, and there have been significant advances in nanofabrication and device integration for Si electronics. It will be more effective to develop magneto-electronics by leveraging the mature Si technology. To this end, we explore half-metallic spintronics in Si. In fact, since 2004, several groups around the world have joined this effort to explore the basic properties of alloying a magnetic TME in Si. In Japan, Kubota et al. [21] reported half metallicity in film forms of the Heusler alloys involving Si, Co 2 Fe Mn 1− Si, using magnetic tunneling junction measurement. Sagar et al. [22] studied the effects of interfaces on magnetic activation volumes in films of Co 2 FeSi. In China, there are groups at Nanking University carrying out alloying experiments [23] and at Fudan University performing molecular beam epitaxial (MBE) growth of TME in Si [24] . On the theory side, Guo et al. [25] studied half metallic nanotubes. Magnetic properties of Si films doped with Mn and Mn on the Si(100) surface were reported by Zeng et al. [26] and Wu et al. [27] , respectively.
In this paper, we review work done on doping TMEs in Si-half-metallic Si-based magnetic materials -since 2005. In section 2, we will briefly discuss the experimental methods of growth: ion-implantation [28, 29] and molecular beam epitaxy [30] . In section 3, we mention the theoretical model and review the theory behind the non-spin-polarized version of density functional theory (DFT) [31] , the Kohn-Sham equations [32] and the spin density functional formulation [33] . Two computational methods, the psuedopotential and the linearized augmented plane wave methods [34] , will be discussed in Section 4. Details of all the methods can be found in a recent monograph [35] . Results and discussion in section 5 will begin with dilutely doped Mn in Si, proceed to the design of digital ferromagnetic heterostructures (DFH), continue with the analysis of different doping configurations, and end the presentation with the trilayers. Finally, we provide a summary of our findings in section 6. 
Experimental Methods
Two experimental methods are discussed in this review. The first one is the "ion-implantation" method [28, 29] in which charged atoms are prepared under a strong electric field, and then accelerated toward a target. It has been a favorable method for doping semiconductors because the acceleration and incident flux can be controlled easily. This method should not be used, however, for orderly doping or for high concentrations (> 5 atomic percent, at. %) because doped elements can easily clump together forming clusters. The second method is the molecular beam epitaxy (MBE) method [30] . A simple schematic of the MBE setup is shown in Fig. 2 . "MBE sources" denote the beam sources. The incident rate of the beam and the chamber pressure can be controlled separately and the sample sits on top of a substrate held by the holder. MBE is a popular method of growing thin film structures or layer-by-layer dopings.
Theoretical Models
Since the properties of Si-based spintronic materials, particularly half metals, are intimately tied to their electronic structure and magnetic properties at their ground state, it is important to use a theoretical framework capable of accurately and reliably treating the electron system without resorting to empirical parameters. Hohenberg and Kohn formulated two theorems, which are now collectively called density functional theory (DFT) [31] , laying the foundation of this framework. The basic idea of DFT is that in a many-electron system the ground state is assumed to be nondegenerate and the charge density n(r) is the fundamental quantity. If n(r) is known, other physical properties of the many-electron system can be determined. The first Hohenberg-Kohn theorem states that there is a one-to-one correspondence between the ground state charge density n(r) of a many-electron system and external potential V . As a consequence of this theorem, there is a unique ground state charge density for any given external potential acting on a many-electron system. The second Hohenberg-Kohn theorem states that the ground state charge density of a many-electron system minimizes the total energy of the system. Mathematically, the total energy functional F[n] of a many-electron system at its ground state composes of the kinetic energy T [n], the external potential energy V [n], and the interaction energy of electrons. This interaction energy can be divided into the Coulomb interaction between any pair of electrons and the exchange-correlation energy E [n]. The total energy functional of the system is
where V [n] is expressed in terms of a single particle potential v (r),
and the third term in Eq. 3 is the Coulomb interaction between electrons. The free energy functional F of the system is minimized with respect to n(r) with the constraint,
N is the total number of electrons in the system. By introducing a Lagrange multiplier λ to impose Eq. 5, a one-particle equation is obtained through the minimization of F with respect to n(r),
where t[n(r)] = δT [n]/δn(r) and v [n(r)] is δE [n]/δn(r). They are the kinetic and the exchange-correlation energies per particle, respectively. Now, a few crucial questions remain:
• What is the form of t[n(r)]?
• What is the form of v [n(r)]?
• How does one carry out practical calculations?
Kohn and Sham [32] introduced a scheme leading to the self-consistent method for calculating ground state electronic properties in many-body systems. The first step is to modify the total energy functional by adding and subtracting a non-interacting kinetic energy functional:
and define a new exchange-correlation energy functional as:
By minimizing the modified energy functional with E [n] and using constraint, Eq. 5, the Kohn-Sham equations are
where the single particle potential, vs is:
The v term includes all the many-particle interactions. Eqs. 9 and 10 are solved self-consistently. In DFT, the exchange-correlation energy functional E [n] in Eq. 8 is:
and g(r,r ) is the pair correlation function. It is a non-local function specifying the probability for a particle at r when there is a particle at r. In the local density approximation v is approximated as follows: Let
where ε [n(r)] is the exchange-correlation energy per particle determined locally by the density at r. Thus v [n(r)] can be expressed as
Eqs. 14 and 15 are the essence of the local density approximation LDA. ε [n(r)] is the sum of the exchange energy per particle, ε [n(r)], and correlation energy per particle, ε [n(r)]. Perdew and Zunger [36] fit these energies as functions of n(r) to Monte Carlo results from Ceperley and Alder [37] . Half-metals are a class of ferromagnetic (FM) materials. To study their magnetic properties, it is necessary to include the spin degree of freedom. The subject is reviewed by Sato et al. [35, 38] Here, we only discuss the essential elements of spin-polarized Kohn-Sham equations that pertain to calculate half-metallic properties. The primary difference from the formalism given above is to generalize the energy density functional in terms of a 2 × 2 matrix, which was first given by von Barth and Hedin [39] . We follow the formalism in LDA by defining the matrix form of the charge density,
where α and β denote either the up spin or the down spin states. For diagonal terms, i.e., α = β, the two densities are denoted by either α (r) or β (r) and the Schrödinger equation is now in a coupled form,
where µ, ν, and γ are either α or β. With the local-spin-density approximation (LSDA), using the LDA form for the exchange correlation for each spin channel, the exchange-correlation functional E LSDA is
Note the matrix forms in Eqs 17, 18, 19. The magnetic moment at a point inside the unit cell is
and the moment per unit-cell
can be obtained by integrating m(r) in a unit-cell. Although simple, the LDA (or LSDA) results in a realistic description of the atomic structure, elastic, and vibrational properties for a wide range of systems. However, LDA is generally not accurate enough to describe the energetics of chemical reactions (heats of reaction and activation energy barriers), leading to an overestimation of the binding energies of molecules and solids in particular. To improve this, the generalized gradient approximation (GGA) exchange-correlation energy functional is often used instead. The exchange-correlation functional in GGA is expressed in terms of n(r) and its derivatives,
There are several versions of the corresponding v GGA of which the most popular one is by Perdew, Burke and Ernzerhof [40] (PBE). Numerical expressions for PBE can be found in the monograph [35] .
In the case of half-metals, the choice of v can have several important consequences since the half-metallic problem must treat both extended metallic states and relatively localized semiconducting states accurately. While more advanced functionals, such as the LDA+U or hybrid functionals that include some fraction of the exact exchange of the single particle wavefunctions, can give better agreement with experiment in some cases, they also introduce uncertainties into the theoretical predictions. U is the Hubbard U [41] which correlates the on-site occupation of transition metal elements (TMEs). For Mn, the U term is not essential as with other TMEs, as shown by many calculations [42] [43] [44] [45] . There are many forms of hybrid functional. They have been reviewed by Marsman et al. [46] . Pickett et al. [47] also discussed the spin-orbit (S-O) interaction in half metals of the oxides. For the transition metal elements having 3-d electrons doped into Si, the S-O interaction is not crucial. The gap in the semiconducting channel is also underestimated by both LDA and GGA. This topic has been addressed in half-metals by Kino et al [48] and Damewood et al. [49] using the so-called GW method [50] . In the GW method, the dynamical self-energy Σ for the Green function G is constructed by considering the screened Coulomb interaction W between quasiparticles. The method uses the results of the DFT calculation and is popular for treating the gap problems of LDA and GGA in semiconductors and insulators [51] . A non-self-consistent approach between Green's function and its self-energy greatly improves upon the LDA and GGA gap, but still typically underestimates the gap by a few percent [52] . It should be noted that in half metals, the existence of the metallic channel enhances the screening [49] .
Computational Methods
There are two extremely popular computational methods that we will discuss in this review. We used the pseudopotential method in the spin-polarized version of the VASP algorithm [53, 54] to compute the electronic and magnetic structures. The other, briefly mentioned later in this section, is the full-potential linearized augmented plane wave and local-orbitals (FP-LAPW+lo) method provided by WIEN2k [55] .
VASP is a first-principles code based on density functional theory [31] that is efficient for large periodic systems, such as the supercells and interfaces we consider. The spirit of the pseudopotential method is to replace the atomic-like potential in the core region by an effective, energy dependent and nonlocal, pseudopotential [35] . It has been shown the pseudopotential in the core region is not unique [56] . There are many versions of pseudopotentials, such as norm conserving [57] , ultrasoft [58] and projector augmented wave [59] (PAW) pseudopotentials. We will only discuss the PAW, which is now more widely used.
The PAW pseudopotentials, which were used for the elements in our calculations, use a linear transformation T between the all-electron single-particle wavefunctions and pseudo-wavefunctions within the core region. The transformation consists of projection operators for different valence l-orbitals, characterized by a few parameters to make the phase shifts at the core radius agree with the all-electron atomic calculations. The result is that the PAW pseudopotentials are more accurate than other pseudopotentials in the respective core regions and can be equivalent to the effects on a valence electron in the all-electron approach.
The PBE version of GGA [40] was used for the exchange and correlation characterizing the electron-electron interactions in addition to the Hartree term. Many other exchange-correlation functionals are incorporated into VASP, but PBE has the advantage of being fast and simple while improving upon other GGA functionals. VASP uses several algorithms to solve the Kohn-Sham equation (Eq. 9), it's spin polarized form (Eq. 17), or to relax the ionic positions. They are:
• The Davidson-block iteration schemes [60] : these algorithms solve the secular equation, on a subset of bands, for the lowest energy wavefunctions.
• The conjugate gradient (CG) algorithm [60] : CG is similar to steepest descent minimization except the search directions are along conjugate paths with respect to the gradient instead of the steepest path. The result is fewer steps required to reach the optimized wavefunction.
• The residual minimization scheme, direct inversion in the iterative subspace (RMM-DIIS) method [60] : this algorithm minimizes the norm of the residual vector R |R where
and H K S is the Hamiltonian related to Eq. 9. The spin-polarized equivalent of Eq. 17 can also be solved. We use RMM-DIIS because it greatly reduces the amount of computation in exchange for some rare instability that occurs when the initial wavefunction is far from the optimized wavefunction.
• The molecular dynamics schemes [61, 62] : these algorithms are used to relax the forces acting on atoms due to dopants.
One reason to use VASP is due to its use of planewaves as the only basis. In principle, planewaves form an orthonormal set and accurately approximate any smooth periodic function. The planewave cutoff, related to the maximum kinetic energy, and the size of the Monkhorst-Pack special k-point mesh [63] , together determine the reciprocal space basis set. Both of these quantities have to be decided by testing the convergence of the total energy. Both the planewave cutoff and the k-point mesh are increased until the total energy is converged within 1.0 meV and the magnetic moment is converged around 1.0 mµ B . For PAW, an additional basis set, either using the l-quantum number or a denser planewave grid, is included to evaluate the projections on the planewave basis. We use the default setting in VASP, which is to use twice as many l-quantum numbers than the largest angular quantum number of the pseudo-wavefunctions. The results of our schemes of using the VASP have been tested against the results of the accurate WIEN2k code [55] which is described below.
Another group employed the FP-LAPW+lo algorithm in WIEN2k [55] . This algorithm is also based on density functional theory [31] . The main difference between this and the pseudopotential methods is that in this case all electrons are treated on equal footing. An augmented planewave describes a valence state by combining spherical harmonics with corresponding radial functions inside the so-called muffin-tin sphere and by planewaves outside the sphere [35] . Such all-electron methods are appropriate when the core states in the inner filled shells of the atoms are expected to interact appreciably with either the ions or other electrons, such as in systems with heavy elements and large spin-orbit effects. This method is often restricted to treat small supercells, consisting of less than 100 atoms, because of the inclusive treatment of all electrons in the cell. Like VASP, WIEN2k can use many exchange and correlation functionals, including PBE, and uses the block Davidson scheme for optimization. Similarly, convergence on the total energy must be performed. A k-point mesh and planewave cutoff serve the same purpose as in VASP, but since WIEN2k uses an additional basis within the muffin-tin radius, a convergence test for the angular momentum cutoff must also be performed.
Results and discussion
We present the results of four different Si-based magnetic materials according to the chronological order of their development: 
Dilute doped Mn in Si
Bolduc et al. [68] reported To resolve this issue, we started with a series of smaller Si supercells by stacking up conventional cells of Si along three directions and placing one Mn close to the center. Models with 8, 64, and 216 atoms give m between 5 µ B and 3 µ B -but not necessarily integers because there are interactions between the center Mn and Mn in the neighboring supercells. Finally, we tried a supercell consisting of 512 atoms, which should be sufficient to isolate the Mn atom. Before relaxation, due to the presence of the Mn, the maximum component of the forces acting on the Si atoms, the farthest from the Mn atom (at the edge of the supercell), is already small: 0.015 eV/Å. The small force indicates that the doping is isolated and has a small effect on Si atoms that are far from the Mn. In the 216-atom cell the corresponding force components are 0.08 eV/Å.
In our model, we did not remove the substituted Si. We show, in Fig. 4 , the 513-atom model corresponding to a doping concentration of 0.19%, which simulates the experimental Mn Si 1− alloy at x = 0.1% within a factor of two. [64] From the force comparison, the doped Mn located at the center of the supercell is isolated from the ones in the neighboring cells.
The model we focus on has the substituted Si occupying an I site as the second neighbor (sn) of the Mn atom. We call this group of atoms the Mn-nn Si-sn Si complex, shown in Fig. 5 . We began with the experimental lattice constant of 5.43 Å and optimized it. For each lattice constant, a relaxation was carried out to reduce the forces acting on atoms. The optimized lattice constant is 5.46 Å. We found the presence of thesn Si weakens the d-p hybridization between the Mn and the nn Si causing the following to occur:
Mn nn Si sn Si
In Fig. 6 , we show the charge distributions without (left panel) and with (right panel) the sn Si. The d-electron's retreat back to the Mn is indicated by higher charge density at the Mn atom-denoted by darker regions in the red ring around the Mn in the right panel. The moved sp 3 electron is concentrated at a new small contour pointed out by the green arrow in the right panel.
The spin density with the sn Si is shown in Fig. 7 . A strong spin density (0.507 electrons/Å 3 ) occurs at the Mn. The next highest contour level (0.051 electrons/Å 3 ) coincides with the green arrow in Fig. 6(b) . Thus, the large moment at the Mn polarizes the moved sp 3 electron. In summary:
1. The S site occupancy of the Mn is consistent with the ion implantation growth method used by Bolduc et al. [68] 2. The presence of a sn Si is essential to explain the experimental result. 
Si-related digital ferromagnetic heterostructure (DFH)
The DFH is a δ-layer doping of Mn in Si. [65] The model is shown in Fig. 8 . The supercell consists of eight conventional cubes in the z-direction. In the x-y plane, the unit cell is defined by the square formed by lattice vectors along the [110] and the [-110 ] with length a/ √ 2, where a is the lattice constant of the conventional cell. It has one Mn in this cubic unit cell and the Mn occupies an S site. The optimized lattice constant is 5.45 Å.
In Table 2 , we compare the physical properties of the cases without and with the relaxation at this lattice constant. As a result of the relaxation both the DOS of the metallic channel (↑) and the gap value in the semiconducting states (↓) increases. The DOS is given in Fig. 9 . Based on the criteria [70] , this DFH is a half metal. In fact, it is a 2-dimensional half metal. To see this, we show the band structure and Fermi surfaces of the ↑ spin channel in Fig. 10 . Around Γ, there is no band nearby until k is in the middle between Γ and R, the band labeled "1". In (b), this band defines a hole surface (the contour labeled "1"). The labels "2" and "3" around R are filled and specify the electron surfaces. Along the Γ-Z, there is no intersection of the bands near E F . One feature of this DFH is the presence of E F near the top of the VB.
Experiments on the well-known half Heusler alloy NiMnSb show that its half-metallic properties disappear at 88 K [71] . Thermally excited spin flip transitions from the metallic channel to the bottom of the conduction bands (CB) in the semiconducting channel may be the cause because its E F lies just below the bottom of the CB. In Fig. 11a , a schematic energy diagram near E F for NiMnSb described above and the diagram of the DFH are shown.
As argued by Qian et al. [65] , the spin-flip transitions are not effective in the DFH. The E F is close to the top of the VB. The gap, ∆ (≈ δ), is 0.25 eV, which is 10 times of the thermal energy (0.025 eV). Thus, the thermal excitation from E F to the bottom of the CB is ineffective. On the other hand, spin-flip transitions from the top of the semiconducting VB to the metallic states at E F are greatly reduced by the matrix element effect. The VB states are localized near Si atoms while the metallic states are formed by the d-states of the Mn. So the overlaps between the initial and the final states of the transitions are small.
We realized that it is extremely difficult to grow an ideal δ-layer doping experimentally [72] , so we decided to pursue imperfections that can sustain the half metallicity. We considered three defects in the δ-layer of the DFH. Two were reported [73] . The model given by Qian et al. [65] , containing one Mn in a supercell, cannot be used to examine defects in the δ-layer. We expanded the model to contain a total of four Mn in the x-y plane. The expanded ideal model is given in Fig. 12 . The optimized lattice constant is 5.47 Å for the 64-atom ideal DFH model. Without relaxation, both the 64-and 32-atom models have metallic properties in the ↑ channel. The gaps are 0.21 eV (64-atom) and 0.21 (32-atom) in the ↓ channel. For the 64-atom model, the change in total energy after relaxation is 0.141 eV. The↑ channel is metallic while the ↓ states have a gap of 0.25 eV. All of these agree with the relaxed 32-atom case. Because the 64-atom cell has four Mn, its magnetic moment is 12.0 µ B /unit cell. Results of the optimized lattice constants, the gap values in the semiconducting channel and the magnetic moment are summarized in Table 3 .
The three defect models are shown in Fig. 13 . One Mn in the δ-layer is replaced by a Si in case (a). In case (b), a vacancy is created in the δ-layer. In case (c) a Mn replaces a Si above the δ-layer. This last case simulates the spread of the δ-layer during the growth. The first two cases show the similar half metallic properties as the ideal case. We plot the DOS of the ideal case and defect case (a) in Fig. 14 . Both show E F intersects the finite DOS of the Table 3 . Summary of the optimized lattice constant, the gap energy (eV) in the semiconducting channel, and the magnetic moment (µ B /cell) of the 32-and 64-atom supercells and the gap energy in the relaxed models. Energy is in eV. majority spin channel and is located in the gap of the semiconducting minority spin channel. The DOS, the gap values and magnetic moments of three defective models are given in Table 4 . It is clear that half metallicity is robust in cases 1 and 2. Case 3 (Fig. 13c) has Mn atoms in the nn configuration in two adjacent layers. No half mentality is predicted for this case because the d-d interaction between the neighboring Mn reduces the bonding and antibonding gap. During growth, it is necessary to avoid such Mn-Mn nearest neighbor interactions. If the MBE growth method [30] is used, it is necessary to have the beam concentration of Mn to be less than one monolayer. One other possible method can be mentioned: The atomic layer deposition (ALD) method [74] guarantees atomically thick monolayers, but we did not include it in this review because a suitable protocol for ALD of Mn on Si has yet to be established.
A summary of section V.B is:
1. Perfect δ-layer doping of Mn in Si, DFH, is a 2-dimensional half metal. It is unlikely that the Cuire temperature TC will be lowered by the spin flip transitions.
2. It is not necessary to have perfect δ-layer doping for a DFH to have half metallic properties.
3. With either 25% vacancy or the presence of 25% Si in the layer, the defective DFH remains half metallic.
4. It is advised to avoid having two Mn atoms form a nearest neighbor pair.
Single doping of Fe and Mn in Si
While the S site doping is addressed in experiment [68] and theory [65] , there remains another issue: is this the only possible site for doping? The issue was addressed by Wu et al. [44] using the WIEN2k code [75] and a similar model by Qian et al. [65] They found that there is an interstitial, I, site with a lower doping barrier for Mn as compared to the S site. In Fig. 15 , pictures of the S and I sites are given. Furthermore, they showed that for 1/4 monolayer coverage, the I site doped model is a half metal. At higher concentrations, the half-metallicity disappears due to the interaction between the interstitial Mn atoms. A year later, Zhu et al. [45] suggested that co-doping with As can lower the S site doping barrier of Mn and half metallicity can be preserved. About the same time, we investigated the detailed physical origin of the energetic difference between the two doping sites in order to facilitate the growth of Si-based materials for spintronic devices66 We tried to answer the following basic questions by examining single dopings of Fe and Mn in Si at the two sites:
1. What are possible distortions caused by the dopings-contraction or expansion? Can they be predicted before growth?
2. What are the relative energies between the doping sites, in particular S and a tetrahedral I sites?
3. What is the physical origin of the energetic differences?
Question 1 is answered in Table 5 . For Mn, the lattice expands independent of the doping sites while Fe doping causes lattice contraction at the S site but lattice expansion at the I site. From atomic radii, 1.26 Å for Fe, 1.35 Å for Mn and 1.32 Å for Si, it is possible to predict the contraction of Fe case at the S site.
To answer question 2, we start with the expression of the formation energy E for = E coh − Nµ Si − µ TME (24) where N is the number of Si atoms in a supercell and µ S is the chemical potential of a Si atom; -5.433 eV/Si. The chemical potential of the TME is denoted by µ T ME and E is the cohesive energy of the system. We then calculated the difference between the formation energies of the two sites. Since the number of Si atoms in the two cases differs by 1, the difference of the formation energies is
The results are shown in Table 6 . As the last column of the table shows, the I site has a lower formation energy (∼0.5 eV). The charge density plots, Fig. 16 , in sections containing the atomic chain in the [110] direction of the conventional cell illustrate the microscopic picture of the energetic difference. The different character of the bonding at S and I sites leads to the energetic difference. Fe doping shows similar features. There are several interesting findings when comparing the magnetic moments for various dopings in Table 7 . The magnetic moments at both sites in the small 8-atom supercell are not integers. This agrees with the result obtained by Wu et al. [44] , in which no half metallic properties are found for the I site doping if the layer has more than 1/4 coverage. For the Mn, the moment at the S site is 3 µ B , which can be characterized by the ionic model. At the I site, the open diamond structure causes electrons of the Mn atom to be attracted by the nuclei of the second neighbor Si atoms. The green arrow in Fig. 16(b) shows one of these electrons. The localized electrons remaining at the Mn contribute to the moment. Due to the presence of four Si nuclei, the ionic model also applies and predicts 3 µ B in agreement with the calculated value. Based on the ionic model, the calculated magnetic moment for Fe should be 4 µ B because of the following reasons for the two sites: Fe is a valence 8 element. In the presence of four nn Si at the S site, Fe shares four of its electrons to form d-p hybridized bonds and has four remaining electrons to align and produce the moment. At the I site, four of its electrons are shifted to the sn Si atoms. There also remain four electrons around the Fe atom. However, at the S site, the contractions of the nn Si/Fe bond lengths (shown in Table 5 ) reduces the volume around the Fe preventing its localized electrons from aligning their spin moments and satisfying Hund's first rule. Two localized electrons flip their spins. Consequently, no net magnetic moment is produced (as seen in Table 7 ). In the case of the I site, the volume resulting from the expansion of the nn Si/Fe bond lengths is still not enough to allow all four electrons to align their spins. In this case, only one of the four electrons flips its spin to give the moment of 2 µ B (Table 7 ).
In summary:
1. At an I site, both Fe and Mn cause local expansion. This explains results on Fe doping in Si showing an increase in measured lattice constant of the alloy with respect to the pure Si [24] .
2. At an S site, Fe doping shows a contraction while doping Mn shows an expansion. It is possible to predict this behavior from the atomic radii. 4. The physical origin of the energetic differences between the two sites is due to the requirement of breaking four Si-Si bonds at the S site. The energy cost is not compensated by the formation of new d-p hybridized bonds. The energy difference between the two sites is about 0.5 eV.
5. The ionic model does not predict the magnetic moment because of the local distortion. The difference is a demonstration of the Pauli principle and the effect of confinement.
Trilayers
Finally, we decided to design trilayers in which Mn occupy I sites. The model is shown in Fig. 17a with the Mn shown in blue and Si shown in yellow. Any device fabricated from this type of trilayer can operate under MR mode [67] . As in the 64-atom model, the x-axis, the y-axis, and the z-axis are along [110] , [-110 ] and [001] of the conventional cubic cell, respectively. To operate in the MR mode, a possible configuration has the current flowing perpendicular to the layer planes-this is the so-called current perpendicular to the plane (CPP) configuration [76] . However, we realize from the model shown in Fig. 17a that there are Si layers between the Mn (blue) layers that would inhibit the current flow. To enhance the current, we consider doping the Si layers between the Mn layers. Either n-type or p-type doping in Si can be easily carried out by experiments because of the mature Si technologies. For n-type doping, the donor Table 8 . Lattice constants in the x-y and z (specified by the factor which should be multiplied the lattice constant in the x-y plane) directions, magnetic moments (µ B /unit-cell), and gaps for the Al and Ga doped trilayers. electrons may reduce the gap of the Si. A smaller gap of the host material can reduce the likelihood of getting a half metal. Furthermore, the donors may overlap with the electrons of the Mn-consequently, the sample may be a metal. For a metal such as Fe, the spin polarization at E F is in general less than the one formed by local moments. Alternatively, p-type doping can possibly increase the gap. In addition, the presence of holes causes some of the electrons of the Mn to shift their charge toward the holes similar to the case of the Mn at an I site discussed in Section V C. This process may enhance the formation of local moments of the sample-the remaining electrons at the Mn atoms form local moments. We decided to consider p-doping with Al and Ga. The hole doped model is shown in Fig. 17 (b) with either Al or Ga in red. The relaxed lattice constants, magnetic moment and the energy gap in semiconducting channel are summarized in Table 8 . Without hole doping, the trilayer is not a half metal. This result is consistent with the one given by Wu et al. [44] more than one forth coverage of the layers results in no half metallicity. The gaps for Al and Ga dopings are determined by the GGA, which in general underestimates the magnitude of a semiconducting channel but can be improved by using the GW method [49] . At this point we have not optimized the gap by layer separation.
Hole dopant xy-lattice constant (Å) Factor Magnetic moment (µ B /unit-cell) Energy gap (eV)
Since the DOS of doping either Ga or Al exhibit the same qualitative features, we only plot the DOS of the Al doping in Fig. 18 . E F is in the gap of the spin up channel and intersects the finite DOS of the spin down states. Therefore, with integer magnetic moments, both hole doped trilayers are half metals. Based on the results of single doping of Mn in Si, the magnetic moment is 3 µ B /Mn. In our model, there are four Mn atoms. The moment/unit-cell should be 12 µ B /unit-cell. However, the calculated moment is 14 µ B /unit-cell. The other 2 µ B /unit-cell come from the dangling bonds of Si atoms which are nn to the Al site. To show this, we calculated the difference of the spin density without and with hole doping. The results are shown Fig. 19 . The contour labeled (i) has a value of 0.0205 electrons/Å 3 and is close to where Si atoms are located. This contour and the corresponding one at the other side are associated with the dangling bonds of the nn Si to the Al. These results are summarized as follows:
1. With Mn at an I site, half metallicity can be obtained by doping with either Al or Ga.
2. The dangling bond can contribute to the magnetic moment of sample. We suggest that by optimizing the layer spacing, the gap in the semiconducting channel can possibly be improved. Since this type of doping of Mn does not need to break a bond between pairs of Si, the energy barrier for this doping is at least 0.5 eV/atom less as compared to the doping at an S site. Furthermore, the hole doping in Si should be feasible due to the mature technology.
Summary
We reviewed the experimental and computational methods for half metallic spintronic materials. The two most popular ways to grow these materials, ion implantation and molecular beam epitaxy, were discussed along with two commonly used computer programs, VASP and WIEN2k, for calculating periodic electronic structures and magnetic properties. The computer programs are based upon the DFT framework, of which we provided a brief theoretical overview along with the important algorithms that make the computation feasible.
Additionally, we discussed, in chronological order, four cases of magnetic transition metal elements doped in Si:
1. We explained the measured magnetic moment in dilutely doped Mn in Si. It requires that Mn occupies an S site.
2. Next, we showed 2-D half metallicity in δ-layer doping of Mn atoms at S sites in Si.
3. The basic properties of doping a TME were also studied: The single doping of Fe and Mn in Si show the physical origin of different properties of the S site and the I site.
4. Finally, we designed trilayers with Mn atoms at I sites in Si. With an additional hole doping in the Si region between the Mn layers, the trilayers exhibit half metallic properties.
It is hoped that the last results will encourage experimentalists to grow the half metallic trilayers to realize spintronics in Si.
