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ABSTRACT 
 
Generation expansion planning concerns investment and operation decisions for 
different types of power plants over a multi-decade horizon under various uncertainties. The 
goal of this research is to improve decision-making under various long term uncertainties and 
assure a robust generation expansion plan with low cost and risk over all possible future 
scenarios. In a multi-year numerical case study, we present a procedure to deal with the long 
term uncertainties by first modeling them as a multidimensional stochastic process and then 
generating a scenario tree accordingly. Two-stage stochastic programming is applied to 
minimize the total expected cost, and robust optimization is further applied to reduce the cost 
variance. Results of experiments on a realistic case study are compared. An efficient frontier 
of the planning solutions that illustrates the tradeoff between the cost and risk is further 
shown and analyzed. 
 
1 
 
 
CHAPTER 1   OVERVIEW 
 
1.1  Introduction 
Nowadays, energy has become a more and more essential element of people’s lives, 
as well as a key concern of the whole world. The development of inexpensive, fossil-fuel 
energy instigated a new era of industrial revolution and the increasing use of that energy has 
rapidly improved our human society and standard of living. However, with the global 
economy more reliant on the sustainable development of energy, a series of problems, such 
as energy shortage, electricity shortage and global warming are gaining attention.  
In order to deal with some of the problems, the concept of clean energy and 
sustainable living has gained more popularity and been widely accepted. More and more 
renewable power plants have been built to help ease the energy crisis, improve the 
environmental condition, and, at the same time, meet the increasing demand instead of the 
traditional fossil-fueled power plants. 
All of these reasons contribute to the importance of building up a reliable and 
efficient electricity energy supply system for all the consumers by the decision makers of the 
power generation plants. 
Usually, the decision making for the power generation expansion planning involves a 
long time horizon, from 10 to 20 years. The reason for the long term is as follows [1]: 
• The initial capital investment is expensive and the lifetime of a power generation 
plant normally ranges from 25 to 60 years. 
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• Multiple organizations are required to get involved in the decision making since 
the power plant needs to be integrated into the whole electricity system and thus 
certainly will have impact on the other organizations, by construction of electric 
generation, transmission, or distribution facilities. 
• A certain amount of land is necessary for the power generation stations, the 
transmission and distribution circuits, etc. 
• Environmental impacts which include carbon emission of the fossil-fueled plants, 
wastes from the nuclear plants, audible noise, visual aesthetics and some other 
ecological impact must be considered.   
• The energy cost must be considered based on the forecast of the future fuel prices. 
Also, the forecast of the electricity demand must be estimated to determine the 
appropriate installed capacity. Either unmet demand or surplus energy will lead to 
a loss due to adverse consequences of shortage. 
• Reliability is also a key issue to keep in mind to avoid potential electricity 
interruption or insufficiency. 
1.2 Motivation 
Long term generation expansion planning is a power plant investment decision 
making problem [2, 3]. It is challenging to model and solve due to multiple objective 
functions [4], complexity arising from power plants of different technologies and important 
reliability constraints of sufficient energy supply. Both investment planning and operation 
scheduling must be considered over multiple decades. 
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Long term generation expansion planning is also very complicated to formulate 
because of its large number of uncertainties [5-7].  
Load growth has always been a significant uncertainty in generation expansion 
planning. It can usually be estimated by climate forecast, population expansion or movement, 
economic conditions and technology development. For the long term, the world growth rate 
increased from average of 2% in year 1990 to 4% in year 2007 [8] and it is projected to grow 
with average 2% until year 2030 [9]. Growth in electricity demand in the U.S. has generally 
slowed down from 9% per year in the 1950s to less than 2.5% per year in the 1990s. Recently 
from 2000 to 2007, the average growth rate was down to 1.1% per year. And it was projected 
that the slowdown will still continue for the next 23 years until year 2030 [10]. As one of the 
fast-growing economies currently, China has experienced an electric demand growth rate as 
high as average 14% for the past 5 years [8]. 
The growth of new generation technologies has also gradually become more 
important because environmentally friendly renewable energy is receiving more public 
support currently. The US government is considering greatly enlarging the percentage of 
wind energy to 20% of the generation by year 2030 [11], compared to the 9% in year 2008 
[12]. In Iowa, plans are to increase the Renewable Portfolio Standard (RPS), the proportion 
of renewable net generation over the total [13-15], to 8% of generation capacity by year 2010 
and 20% by year 2020, compared with 7% in year 2007. Most of this increase will come 
from wind energy due to the abundance of wind resources in the Midwest. However, 
integration of wind generation into the power system involves more uncertainties due to its 
weather dependence [2, 6, 7, 16-18]. Hence, instead of “capacity factor”, an average output 
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over a year, “capacity credit” is introduced as a measure of generation potential. It measures 
the wind generation in the worst case that the power generation system can actually count on 
all the time. It can be estimated by different methods [3, 19-21]. Besides wind generation, 
clean coal [22], new nuclear and bio-based technologies are also to be taken into account in 
the expansion planning.  
Other related environmental concerns including emission penalty and/or constraints 
and other regulatory uncertainty will also have a large influence on the investment decision 
of different types of power plants [23]. We need to take into account the potential policy to 
limit or reduce the greenhouse gas emissions, which would have a significant impact on the 
power plant planning. For the past decades, tax incentives have increased the growth of 
renewable generation. The renewable electricity production tax credit (PTC) [24] was 
established as an incentive to promote different kinds of renewable energy beyond wind 
generation and has had a great impact on the growth of wind generation for the past 10 years 
[10]. It is likely that the PTC program will be extended over a future longer term.  
Prices and availability of fuels, particularly coal and natural gas, contribute additional 
uncertainty. Generally speaking, coal price can be considered to be more stable with an 
average yearly growth rate of 2%, while natural gas price fluctuates in a more unpredictable 
way [10], mainly depending on the economic growth rate and the technology development 
rate. The proportion of electricity generated by natural gas in United States for the year 2008 
is around 21% [25]. Since natural gas has generally the highest fuel price, the power plants it 
fuels are considered as peak load generation units, and the generation cost in the future is 
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highly subject to the uncertainty of the natural gas price. Hence, natural gas price is usually 
considered to be a very important uncertainty in the generation expansion planning problem. 
In some cases, the transmission capacity and congestion need to be considered as 
well, because an insufficient transmission network will not enable the system to meet the 
electricity demand by efficiently allocating the generation production. 
In a generation expansion planning problem, two major costs, investment cost and 
generation cost, are involved, respectively depending on the investment decisions on how 
many units of what type of power plants to build in which year and the operational decisions 
on how much electricity is generated by what type of the power plants. While making these 
decisions, we have to take into account the future uncertainties since they could have a 
significant impact on both the investment decision and the generation decision and their 
corresponding costs. At the same time, the investment decisions should be able to satisfy 
some other additional requirements, such as electricity demand, power generation reliability, 
energy resource limitation, financial budget, maximum carbon emission, or the minimum 
required electricity generation proportion for the renewable energy. 
1.3 Problem Statement 
In this thesis, we consider a long term power generation expansion planning problem 
of determining how many units of what type of power plants to build in which year to 
minimize both the initial investment cost and the generation cost in later years, while taking 
account of the future uncertainties represented by different future scenarios. Besides, we also 
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consider the robustness of the expansion planning decisions so that the generation cost 
incurred in the future will not vary too much among the future scenarios.  
For solving it, two-stage stochastic programming is applied to minimize the total 
expected cost over scenarios, and robust optimization is further considered for minimizing 
both the expected cost and the cost variance among scenarios. 
In addition to the optimization models, we also address the following problems: 
• The appropriate way to model the future uncertainties over years 
• The appropriate way to generate future scenarios for a long term horizon  
• Reduction of the number of scenarios that must be considered 
• Model implementation with appropriate data for the Midwest region 
• Comparison of the experiment results for two-stage stochastic programming and 
robust optimization 
• Trade-off between the expected cost and cost variance achieved by robust 
optimization. 
1.4 Thesis Structure 
In Chapter 2, a comprehensive literature review on the state-of-art methodologies to 
solve the expansion planning problem is introduced. In Chapter 3, models of a two-stage 
stochastic programming and a robust optimization method are given, as well as the model 
assumptions and notations. In Chapter 4, we further discuss how to realize the computational 
implementation, including model assumptions, fitting of uncertain variables’ continuous time 
distributions, discrete scenario generation methods and scenario reduction for a multi-year 
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case study. In Chapter 5, a multi-year case study based on the Midwest electric power system 
is conducted, and furthermore a sensitivity analysis of the penalty coefficient for the cost 
variance in the robust optimization model is studied. In Chapter 6, a comprehensive summary 
of the thesis is made and future research regarding the assumptions, uncertainties, constraints 
and methodologies is further discussed.  
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CHAPTER 2.  REVIEW OF LITERATURE 
 
2.1 Methodologies for Power Expansion Planning Problem 
It has been decades since the generation expansion planning problem arose. Different 
optimization techniques have been applied to study the problem concentrating on different 
aspects of it.  
A collection of stochastic programming problems is discussed in [26] and one of the 
applications is electrical capacity expansion problems with the uncertainty concerning the 
different modes of demand. The use of stochastic programming was also studied to address 
the uncertainties in [13, 27, 28]. A review published in 1997 of emerging techniques on 
generation expansion planning included many optimization techniques until that time 
including: expert system, fuzzy logic, neural networks, analytic hierarchy process, network 
flow, decomposition method, simulated annealing and genetic algorithm [29]. For the 
robustness concern of the planning decision, robust optimization was also studied in order to 
reduce the cost variance over different future scenarios [30-32]. Besides, a game-theoretic 
model was applied to solve the problem in a competitive environment to learn the different 
results from the centralized expansion planning [33]. A multi-objective technique [5, 34] can 
also be applied to the power generation expansion problem to minimize cost, environmental 
impact, imported fuel and fuel price risks. The same model was also applied in [35]. 
Different criteria are suggested in [36] to help make a preferable planning solution. Dynamic 
programming [23, 37, 38] can also be applied to the problem. State-of-the-art optimization 
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methods under uncertainty [39] were also reviewed in 2004 including stochastic 
programming, robust stochastic programming, probabilistic (chance-constraint) 
programming, fuzzy programming, and stochastic dynamic programming. 
2.2 Methodologies for Improving Computational Efficiency 
Generally speaking, the computational size of the long-term expansion planning 
problem sometimes can be huge. And since integer decision variables are involved, it can be 
very computationally difficult to solve. Thus, many studies propose alternative heuristics or 
other techniques to solve the problem more efficiently.  
Ahmed et al. provided a multi-stage stochastic programming method, recommended a 
reformulation technique, and applied different heuristic methods to solve the problem in a 
much more efficient way [40]. A parallel genetic algorithm was proposed to solve the 
deterministic power generation expansion planning problem with computational benefit [41]. 
A genetic algorithm was also used to reduce the problem complexity in [42]. Comparison 
among number of meta-heuristic techniques for solving the generation expansion planning 
problem was studied [43]. In 2003, Ahmed developed a fast linear-programming-based, 
approximation scheme that efficiently solves a multi-stage stochastic integer program arising 
from a capacity expansion planning problem [44]. Computational effort for solving by two-
stage stochastic programming was also studied by using Benders decomposition and parallel 
algorithm [32]. 
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2.3 Scenario Generation Methodologies 
The long-term generation expansion planning problem is also a multi-period problem. 
When we consider the uncertainties for a multi-period problem, techniques for scenarios 
generation and reduction, and construction of a scenario tree are required.  
Laurent summarized different methodologies for scenario discretization [29]. Several 
techniques for constructing multi-stage scenario tree were presented in [45]. A scenario 
construction algorithm successively reducing the tree structure by bundling similar scenarios 
was introduced in [46]. Hoyland and Wallace proposed a generalized method applied for 
both single-stage scenario and multi-stage scenarios [47]. Their method will be applied to 
generate the scenarios for the multi-year case study.  
2.4 Commercial Packages 
In the electric power industry, some commercial packages are also available such as 
EGEAS [48], ProMod [49], and Plexos [50, 51], most of which are based on deterministic 
models. They are also widely used in practice to approximate a stochastic programming 
model to address the future uncertainties by solving the different deterministic models based 
on one of the specific generated future scenarios at each time. Robust optimization is 
approximated in an ad hoc way by identifying common elements of the optimal plans found 
for different futures. 
 
In this thesis, we propose a new procedure to model the multi-stage generation 
expansion planning problem in two-stage stochastic programming and robust optimization by 
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combining them with a multi-year scenario tree generation method representing the future 
uncertainties. We first introduce continuous time random variables to model the future 
uncertainties over the years, and then verify their stochastic process as a geometric Brownian 
motion. Based on the statistical specifications of the geometric Brownian motion, a 
methodology is further applied to generate the discrete scenarios for each year until a 
scenario tree has been constructed recursively. At last, naïve sampling is used to reduce the 
number of scenarios in order to improve the computational efficiency of the optimization 
models. 
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CHAPTER 3.  METHODS AND PROCEDURES 
 
3.1 Model Assumptions and Notations 
In the following sections, we introduce three different formulations: two-stage 
stochastic optimization and its special case, deterministic optimization; and robust 
optimization. 
 Regarding the objective function of all three models, both investment and generation 
cost of the power plants are minimized. In addition, we take into account penalties for unmet 
demand, since serious power outage is always costly and disruptive. It might result in the 
direct economic damage due to the destruction of the electricity infrastructure, loss of data or 
breakdown of an assembly line, the loss of a life of a patient who is in the middle of a 
surgery in the hospital, failure of public services and regional confusion. The constraints 
considered in these models are essential for this type of problem: because electricity cannot 
be stored economically, we require the energy to meet the demand in each sub-period, the 
load of each type of generator to be less than its planned capacity, and the number of newly 
built plants to be less than the maximum limit because of the limitation of either budget or 
other resources. 
 For the stochastic and robust models, multiple uncertainties are incorporated by 
bringing in scenario decision variables and scenario parameters with different values over 
scenarios. The notation of decision variables, scenario decision variables, parameters, and 
scenario parameters are as follows: 
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• Indices 
g: Type of generator 
y: Year 
t: Load duration curve sub-period 
yT : Set of sub-periods t in year y 
tY : The year to which sub-period t belongs 
s: Scenario 
• First Stage Decision Variables 
g,yU : Units of generators of type g to be built in year y (integer) 
• Second Stage Decision Variables 
g,t,sL : Load generated by generators of type g in sub-period t under scenario s, 
MWh 
t,sE : Unserved energy (USE) in sub-period t under scenario s, MWh 
• Parameters 
gc : Total cost to build a generator of type g, discounted to beginning of 
construction period, $/MW 
max
gm : Installed capacity of generators of type g, MW 
max
gn : Maximum generation rating of generators of type g over a year, MW 
max
gu : Maximum units built for generators of type g for the whole planning 
horizon 
14 
 
 
gu : Existing units of generators of type g at the beginning of the planning horizon 
up : Penalty cost for unmet energy, $/MWh 
vp : Penalty coefficient of cost variance over scenarios 
r : Annual interest rate for cost discounting 
• Scenario Parameters 
, ,g t sl : Generation cost for generators of type g in sub-period t under scenario s, 
$/MWh 
,t sd : Demand in sub-period t under scenario s, MWh 
π s : Probability that scenarios s occurs 
3.2 Two-Stage Stochastic Optimization 
The two-stage stochastic optimization model formulates future uncertainties as 
different discrete scenarios. It is assumed that the investment decisions must be made at the 
beginning of the planning horizon before any future uncertainties are revealed, and once it 
has been decided, it remains the same over decades no matter what future scenario occurs. 
The operational decisions can be made afterwards, depending on both the future scenario and 
the previous investment decisions. Hence, it is essential to analyze the future uncertainties 
and make robust expansion planning decisions in the first place to ensure a total cost as low 
as possible under any of the future conditions.  
Each scenario is determined by its own parameters and addressed by its decision 
variables. There are two types of decision variables in this formulation. The investment 
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decision variables, g,yU , are also referred to as the first stage decision variables since they 
have to be decided at the beginning of each year before the outcomes of  any future 
uncertainties are revealed. Once the decision is made, it has to carry on over the years, and 
will no longer be changed at all. On the other hand, operational decision variables, g,t,sL  and 
t,sE , are scenario dependent, which are also referred to as the second-stage decision 
variables, since their decision can be delayed until after the realization of some certain 
scenario described by the scenario parameters, , ,g t sl  and ,t sd .  
A probability value π s , aggregating to 1 over all scenarios, is assigned to each 
scenario. The objective is to minimize both the investment cost and the expected generation 
cost over scenarios, and the constraints required must be satisfied for every scenario. 
The two-stage stochastic formulation is as follows: 
• Objective function: Minimize present value of the investment cost and the 
expectation of the sum of the load cost and penalty cost for unmet demand 
( ) ( )( )( )max , ,
min
(1 )
y
g g s g t s ug s t T g
yy
c m l p
r
π
∈
 + + 
 + 
 
∑ ∑ ∑ ∑
∑
g,y g,t,s t,sU L E
         (1) 
• Energy constraints: The generation and unserved energy should equal demand in 
each sub-period t for each scenario 
,      ,t sg d t s+ = ∀∑ g,t,s t,sL E                                        (2) 
16 
 
 
• Maximum generation constraints: Load generation of each type of generator g 
should be less than or equal to its aggregate rating of both existing units and 
newly built units so far in sub-period t for each scenario s 
 ( )       , ,
t
max
g g y Y
n u g t s
≤
≤ + ∀∑g,t,s g, yL U                              (3) 
• Maximum units to build constraints: The number of newly built units of each type 
of generator g in each year should be less or equal to its maximum limit 
max       gy u g≤ ∀∑ g, yU                                             (4) 
A deterministic formulation can be seen as a special case of the two-stage stochastic 
formulation when there is a single scenario that occurs with probability 1. This might 
represent the planner’s best guess of the outcomes of uncertain quantities.  
If G is the number of generator type, S the number of scenarios, Y the number of 
years in the planning horizon, and T the total number of the sub-periods, then both the 
deterministic model and the two-stage stochastic programming model are mixed integer 
programming problems, with T T G G+ ⋅ +  constraints and T T G G Y+ ⋅ + ⋅  decision 
variables, and T S T S G G⋅ + ⋅ ⋅ +  constraints and T S T S G G Y⋅ + ⋅ ⋅ + ⋅  decision variables, 
respectively. Of the decision variables, G Y⋅  are constrained to take integer values. For this 
thesis, they are both solved by Tomlab/CPLEX in Matlab. 
3.3 Robust Optimization 
The two-stage stochastic model deals with uncertainty by minimizing expected cost. 
However, it does not take into account the risk that the cost of a particular scenario far 
exceeds its expected value. Risk can be measured mathematically in different ways. It can be 
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assessed by a possible bad scenario, a worst-case analysis, expectation, standard deviation, a 
specified probability quantile, a value-at-risk or a conditional value-at-risk [52]. In this 
thesis, we measure the risk by the cost variance over scenarios, which reflects a preference 
that the cost among scenarios does not differ too much. The robustness of the planning 
decision implies that overall cost will be more likely to stay stable over all the possible 
scenarios. 
The robust formulation not only minimizes the expected cost over scenarios, but also 
generates a smaller cost variance among scenarios to ensure less difference resulting from 
scenarios. We include the variance in the robust formulation by taking it as an additional 
component of the objective function with a penalty coefficient vp . The objective of the robust 
formulation is as follows: 
 Objective function: Minimize the expectation of both investment and operation 
cost, the penalty for unmet energy, and the penalty for the cost variance over 
scenarios 
    
( )
( ) ( )( )
2
max
, ,
                min , where
(1 )
y
s s v s s s ss s s
g g g t s ug t T g
s yy
p
c m l p
r
π ξ π ξ π ξ
ξ
′ ′′
∈
+ −
 + +
 =
 + 
 
∑ ∑ ∑
∑ ∑ ∑
∑
g,y g,t,s t,sU L E                (5) 
The quantity sξ  in equation (5) represents the discounted investment cost and 
generation cost incurred under the scenario s. The constraints are the same as in the two-stage 
stochastic formulation. 
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Because of the variance term, the robust optimization model is a quadratic mixed 
integer programming problem. Assume column vector [ ]1, , ,S inv ′LX = X X X , with sX  
representing the scenario decision variables under scenario s, and invX  representing the 
investment decision variables, and let 1 , , ,
s s s
S invC C C C
′ =  L  represent the corresponding 
multipliers in ssξ C ′= X  with 
s
sC  the scenario parameters under scenario s, invC  the 
investment cost parameters, and 1 1 1 0
s s s s
s s SC C C C− += = = = = =L L . The variance can be then 
transformed to the following format: 
( ) ( )( )( )
( )( )
2 2
2
2
2
                                   2
                                   2
s s s s s s s s s s s s ss s s s s s
s s s s s s s s s s ss s s s s s
s s s s s ss s s
π ξ π ξ π ξ ξ π ξ π ξ π ξ
π ξ π ξ π ξ π π ξ π ξ
π ξ π ξ π ξ
′ ′ ′ ′ ′ ′ ′ ′′ ′ ′ ′
′ ′ ′ ′ ′ ′′ ′ ′
′ ′′
− = − +
= − +
= −
∑ ∑ ∑ ∑ ∑ ∑
∑ ∑ ∑ ∑ ∑ ∑
∑ ∑ ∑ ( )( )
2                                   
                                   
                                   
s s s ss s
s s s s s ss s s
s s s s
s s ss s s
s s
s ss
C C C C
C C
π ξ π ξ
π ξ π π ξ ξ
π π π
π π π
′ ′ ′ ′′ ′
′ ′′
′
′′
+
= −
′ ′ ′ ′= −
′′ ′= −
∑ ∑
∑ ∑ ∑
∑ ∑ ∑
∑
X X X X
X X X
( ) ( )
( ) ( )
                                   
                                   
s s
ss s
s s s s
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Denote s s s ss s ss s sF C C C Cπ π π
′
′′
′ ′= −∑ ∑ ∑  as the quadratic matrix in the robust 
optimization model. Since the variance ( )2s s s ss sπ ξ π ξ′ ′′−∑ ∑  is nonnegative, we can 
conclude that for any decision variables X, 0F′ ≥X X  from equation (6). Based on this 
derivation, it follows that the quadratic matrix F is a positive semi-definite matrix, which 
ensures a global minimum solution in this case. 
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The robust optimization model has the same size as the two-stage stochastic program 
with T S T S G G⋅ + ⋅ ⋅ +  constraints and T S T S G G Y⋅ + ⋅ ⋅ + ⋅  variables, G Y⋅  of which are 
integer. This quadratic mixed integer programming problem can also be solved by the 
CPLEX of TOMLAB/CPLEX in Matlab. However it takes a much longer time to solve than 
the linear mixed integer programming problem, as the size of problem increases.  
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CHAPTER 4.  SCENARIO TREE GENERATION 
 
For implementation, we collected the real data of year 2008 from the Energy 
Information Administration (EIA), Midwest Independent System Operator (MISO) and Joint 
Coordinated System Planning Report 2008 (JCSP) [53]. EIA is an independent statistical 
agency providing data, analysis and future projection within the U.S. Department of Energy 
(DOE). MISO is an independent system operator and the regional transmission organization 
which monitors the transmission system and provides safe and cost-economic delivery of 
electric power across Midwest United States and one state, Manitoba, in Canada. JCSP is a 
joint organization in the Midwest and Northeast regions of America formally initiated in 
November 2007. Both economic and reliability studies have been conducted to develop a 
conceptual overlay to accommodate the potential 20% wind energy mandate in the future 
years. Year 2008 is considered as the reference year in our case study, since all the 
assumptions made for the later years are based on the 2008 data.  
The uncertainties considered in the case study are both electricity demand and natural 
gas price.  
4.1 Stochastic Process 
In order to model the future uncertainties over multiple years, demand and natural gas 
price, respectively represented by ( )D y  and ( )G y , are considered as continuous time 
random variables. We need to fit a model for their evolution over time. 
21 
 
 
Since both the demand and natural gas price are usually modeled with an annual 
growth rate relative to the previous year, which is equivalent to geometric growth over time, 
and these annual growth rates in different years are taken to be mutually independent, we 
need to find an appropriate stochastic process which best satisfies these characteristics to 
model the uncertainties.  
4.1.1 Geometric Brownian Motion 
A continuous time stochastic process ( )Z y  is a Brownian motion with drift 
coefficient µ  and variance parameter 2σ  if ( )0 0Z = , ( )Z y  has stationary and independent 
increments, and ( )Z y is normally distributed with mean tµ  and variance 2tσ [54]. 
If ( )Z y  is a Brownian motion with drift coefficient µ  and variance parameter 2σ , 
then the stochastic process ( ) ( )Z yX y e=  is defined as a Geometric Brownian motion (GBM), 
which is mostly applicable for modeling the financial market [55]. It has the statistical 
property that ( ) ( )( )
X y+1
w y = log
X y
 
  
 
 is normally distributed with mean Xµ  and standard 
deviation Xσ . In addition, the log ratios ( )w y  are mutually independent.  
Considering that the continuous time random variables, annual electricity demand and 
natural gas price, also possess the similar characteristic, with an annual geometric growth 
rate uncorrelated in different years, GBM might be a reasonable assumption for the random 
variables ( )D y  and ( )G y .  
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4.1.2 Verification of Geometric Brownian Motion 
To test that both the annual electricity demand and the natural gas price can be 
represented as GBM, we obtained hourly demand data from year 1991 to 2007 for the 
Midwest region from the MISO website, and calculated the average annual natural gas price 
data from EIA by state in Midwest region from year 1970 to 2006, weighted by their 
consumption.  
The annual data were first transformed to logarithm format by computing 
( ) ( )( )D
D y+1
w y = log
D y
 
  
 
 and ( ) ( )( )G
G y+1
w y = log
G y
 
  
 
, and then statistical software JMP was 
used to fit a normal distribution to the data. By performing a goodness of fit test on each data 
series, we found that both ( )Dw y  and ( )Gw y  are consistent with observations from normal 
distributions, ( ),D DN µ σ  and ( ),G GN µ σ , respectively with Dµ =0.0072, Dσ =0.0094, Gµ
=0.037 and Gσ =0.082. The related JMP outputs are shown in Figures 1 and 2. They show 
the histogram, moment and normal probability plot of the log ratios of the demand and 
natural gas price in the Midwest region respectively from year 1991-2007 and year 1970-
2006. 
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Figure 1. Log ratios of annual demand in Midwest region from year 1991-2006 
 
Figure 2. Log ratios of annual natural gas price in Midwest region from year 1970-2006 
 
Since the Shapiro-Wilk test statistics for log ratios of demand is 0.951568 and p-value 
is 0.5149, it fails to reject the null hypothesis that the data is from the normal distribution. 
Similarly, since the Shapiro-Wilk test statistics for log ratios of natural gas price is 0.985879 
and p-value is 0.9237, it fails to reject the null hypothesis that the data is from the normal 
distribution as well. Thus, we conclude that the lognormal distribution is a reasonable 
representation for each data set. 
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Besides the test of normal distribution, we also test the correlation between 
( )Dw y +1  and ( )Dw y , ( )Gw y +1 and ( )Gw y  for each y, and furthermore confirm the 
independence of successive values of both ( )Dw y  and ( )Gw y . The related JMP outputs are 
shown in Figures 3 and 4. 
 
Figure 3. Correlation of annual demand in Midwest region from year 1991-2006 
 
Figure 4. Correlation of annual natural gas price in Midwest region from year 1970-
2006 
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 The R-Square for the log ratios of demand is 0.208272 and the R-Square for the log 
ratios of natural gas price is 0.041814, and the p-values are respectively 0.0756 and 0.2387, 
thus we fail to reject the null hypothesis of the zero correlation.  
Therefore, the assumption that both ( )D y and ( )G y  are GBM has been verified [56]. 
Another way to verify the independence is through the autocorrelation test with 
different lags of the time series model in JMP.  
Table 1. Time series autocorrelation with lag = 1 for demand 
Lag AutoCorr Plot Autocorr p-Value 
0 1.0000  . 
1 -0.4075  0.0742 
    
Table 2. Time series autocorrelation with lag = 1 for natural gas price 
Lag AutoCorr Plot Autocorr p-Value 
0 1.0000  . 
1 0.2011  0.2086 
 
The null hypothesis is that there is no autocorrelation. For the time series result for 
historical demand in Table 1, the p-value 0.0742 with lag =1. For the time series result for 
historical natural gas price in Table 2, the p-value is 0.2086 with lag = 1. Both of the p-values 
fail to reject the null hypothesis, which indicates there are no autocorrelation for the time 
series data with lag = 1.  
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4.1.3 Statistical Properties of Random Variables 
Since ( ) ( )( )
X y+1
w y = log
X y
 
  
 
 is normally distributed with mean Xµ  and standard 
deviation Xσ , the ratio 
( )
( )
X y+1
X y
 satisfies the lognormal distribution with mean Xµ and 
standard deviation Xσ , based on which we can further derive the following statistical 
properties of the GBM by the following formulas for the lognormal distribution [57]: 
       
( )
( )
2
2
1 XXX y
E e
X y
σ
µ + +
=  
 
                                             (7) 
( )
( ) ( )
2 221 1X X X
X y
Var e e
X y
σ µ σ+ + = −  
 
                                    (8) 
                     
( )
( ) ( )
2 21
2 1X X
X y
sk e e
X y
σ σ + = + −  
 
                                    (9) 
Denote by ( )x y  the actual value in year y. Assume that the initial year of the 
expansion planning is year 0 and there is no uncertainty in year 0 with known (0)x , based on 
which we can continue to calculate the conditional mean, standard deviation and skewness of 
( )1X  for the next year.  
Given equations (7), (8), (9) and ( ) ( )0 0X x= , we derive the conditional formulas as 
follows in equation (10), (11), (12):  
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( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
1
1
1
1 ,0 ,0
                                              ,0
                                              ,0
                                      
Z y
Z y Z y Z y
Z y Z y Z y
E X y X u u y E e Z u u y
E e Z u u y
e E e Z u u y
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+ + −
+ −
+ ≤ ≤ = ≤ ≤
= ≤ ≤
= ≤ ≤
( ) ( )( ) ( )
2
2
1
        
x
xX y
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X y
σ
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 
                   (10) 
( ) ( )( ) ( ) ( )( )
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1
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+ + −
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2
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X y e eσ µ σ+
 +
=   
 
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          (11) 
( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
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1
1
3
1 1
3
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−
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From the equations (10), (11) and (12) for the conditional statistical properties, the 
conditional expectation and variance in later years both depend on the values for the previous 
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year. However, the skewness is independent over the years, and thus remains the same, only 
depending on Xσ .  
Apply (10), (11) and (12) to the annual demand and annual natural gas price in the 
Midwest region and the derived results are summarized in Table 3. 
Table 3. Statistical properties of random variables over years 
Random Variables 
Statistical 
property 
First Year 
( )1y =  
After First Year 
( )1y >  
Demand 
(Billion MWhs), ( )D y  
Mean 1.00727 (0)d  1.00727 ( 1)d y −  
Standard 
deviation 
0.009469 (0)d  0.009469 ( 1)d y −  
Skewness 0.028 0.028 
Natural Gas Price 
($/Thousand Cubic Feet), ( )G y  
Mean 1.041188 (0)g  1.041188 ( 1)g y −  
Standard 
deviation 
0.085521 (0)g  0.085521 ( 1)g y −  
Skewness 0.25 0.25 
 
The correlation value between the two random variables in each year was also 
obtained by JMP as shown in Figure 5. In general, the annual natural gas price and electricity 
demand both have increasing trends over the year. 
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The R-Square for the linear fitness between the annual demand and annual natural gas 
price is 0.75002, and the p-value is <.0001*, thus we reject the null hypothesis of the zero 
correlation.  
A correlation of 0.866 was indicated by the JMP outputs. Hence, there is a strong 
positive correlation between the total annual electricity demand and average annual natural 
gas price over the years. 
 
Figure 5. Correlation of total annual demand and average annual natural gas price in 
Midwest region from year 1991-2006 
 
4.2 Scenario Generation Method 
4.2.1 Scenario Generation for a Single Year 
Once the distribution assumption for the uncertain variables has been made, we can 
further generate discrete scenarios to well represent the random variables. We construct 
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scenario vector sX  with the same dimension as the number of uncertain variables, and 
scenario probability sπ , to approximate their statistical specifications ( ),if s sX π to the 
statistical specification 
iVAL
P of the original continuous space. For instance, if ( ),if s sX π
represents mean X , then ( ),if s sX π  can be calculated as s∑ s sπ X .  
The optimization model for the scenario generating method [47] is shown in (13).  
( )( )2,
                 1
                    0
min ii i VAL
i P
f Pω
∈
−
=
≥
∑
∑
s s
s s
X ,π
s
s
X π
π
π
                                       (13) 
 In equation (13), P is a set of statistical properties, the ones that we already know 
from the original distribution, i stands for one specification from set P, and 
iVAL
P  is the value 
of the ith statistical specification. The square norm of distance from the original 
iVAL
P  and the 
generated scenarios ( ),if s sX π  are measured and minimized. A set of weights iω  can be 
manually specified depending on personal preference. In our case study, we use weights of 2 
for the means and variances of both random variables, and 1 for the skewnesses and 
correlation. The constraints simply indicate that the scenario probabilities add up to one and 
are non-negative. 
Hoyland and Wallace [47] also discuss the appropriate number of scenarios for the 
optimization problem. To avoid both underspecifications and overspecifications, the number 
of statistical specifications should be close to the number of decision variables. In our case 
study, we have a two-dimensional scenario variable to represent both demand and natural gas 
price, and one scenario probability needs to be decided. The number of decision variables is
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(2 1) 1S ⋅ + − , since all the scenario probabilities adding to 1 eliminates one degree of freedom. 
Regarding the number of the statistical specifications, there are 7, including the mean, 
standard deviation, and skewness of each of the two random variables, as well as their 
correlation. Because the minimal S that leads to 7 statistical specifications is 3, the number of 
scenarios is determined to be 3 at a time.  
This scenario generation problem is a nonlinear programming problem with nonlinear 
objective function and linear constraints. It can be solved by the nonlinear solver 
Tomlab/SNOPT in Matlab, which requires single or multiple starting points for the iteration 
leading to the optimal solution. The initial points for the 3 scenario vectors and scenario 
probabilities are assumed to be ( )'1 ,D D G GX µ σ µ σ= − − , 1 0.333π = , ( )
'
2 ,D GX µ µ= , 
2 0.333π = , ( )
'
3 ,D D G GX µ σ µ σ= + +  and 3 0.333π = . The minimum possible objective 
value is expected to equal zero, if the specifications are consistent. However, since (13) is 
generally not a convex optimization problem, the final solution might end up with a local 
optimal solution, which has a nonzero objective value. If the derived statistical properties are 
still close to the specification, the local solution is also acceptable. But if severe inaccuracy 
occurs, we might need to resolve it by either resetting the weight coefficient  iω  or increasing 
the number of initial starting points for a benefit to the statistical specifications.  
4.2.2 Evolution over Future Years 
  Once the 3 scenarios for year 2009 are generated based on the known information 
(0)d  and (0)g , we generate the scenarios for year 2010 similarly. Conditional statistical 
properties are first specified based on the 3 generated scenario outcomes of year 2009 by 
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applying equations (10), (11) and (12). Then another 3 discrete scenarios are generated from 
equation (13).  
The final scenario tree can be recursively constructed accordingly until the end of the 
planning horizon. A fragment of the scenario tree for our 10-year case study is shown in 
Figure 6.  
 
Figure 6. A scenario tree for multi-year horizon 
 
Each column in the scenario tree represents one single year, and each tree node 
represents one possible outcome for a year. For each node, the number on the top stands for 
the product of the probabilities for that specific scenario path up to that tree node. The 
numbers in the parenthesis on the bottom are the scenario values for both demand and natural 
gas price. The initial year in this case is year 2008, with the known value (0)d =0.57 and 
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(0)g =9.37. The units for demand and natural gas price are respectively billion MWhs and 
$/thousand cubic feet. 
In year 2008, demand is 0.57 and natural gas price is 9.37. Given the node 
information for 2008, statistical specifications for year 2009 can be calculated based on Table 
3, and three possible scenarios can be generated for year 2009 by solving the optimization 
problem (13): with probability 0.3911, the demand is 0.5672 and natural gas price is 8.8998; 
with probability 0.2689, the demand is 0.5780 and the natural gas price is 9.6907; with 
probability 0.3400, the demand is 0.5786 and the natural gas price is 10.7872. For year 2010, 
in the same way, based on each of the possible scenarios generated for year 2009, statistical 
specifications are calculated for year 2010 and 3 scenarios are generated. We recursively 
update the statistical specification for each year based on one of the scenarios in previous 
year until the end of the planning horizon, year 2017. 
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CHAPTER 5. CASE STUDY 
 
 In this chapter, a multi-year case study is formulated. Parameter and scenario 
assumptions are made and experiment results for the deterministic model, two-stage 
stochastic programming model and robust optimization model are illustrated and compared. 
We also examine the tradeoff between cost and risk in robust optimization model by varying 
the penalty cost vp  for the cost variance. 
5.1 Scenario Reduction 
 In Figure 6, each tree node has three branches. Since the number of scenarios 
increases exponentially, at the final year it will be tremendously huge. For instance, if we 
have a 10 year horizon, then the total number of scenarios in year 10 will be ( )10 13 19,683− = . 
We define one of the scenarios at the end of horizon with all their parent nodes back to the 
initial year as one scenario path. We also refer to a scenario path as a “scenario” in the 
remainder of this thesis for the multi-year horizon case study. 
 In order to reduce the computational complexity, we need some scenario reduction 
technique. To select the scenarios for the case study, we used the naïve sampling to randomly 
select a small number of scenarios we need for the case study and rescaled the scenario 
probabilities to make them add up to 1.    
 For the case study in this Chapter, we selected 5 scenarios for the illustration 
simplicity. We assume the planning horizon 10 years, and the 6 different types of power 
plant. Hence, the deterministic model is a 216 270×  mixed integer programming problem, 
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two-stage stochastic programming is a 1056 1110×  mixed integer programming problem and 
robust optimization is a 1056 1110× quadratic mixed integer programming with the 
1110 1110×  quadratic matrix F. 
5.2 Assumptions 
 For the multi-year case study, we made the following parameter and scenario 
assumptions. Most of the data come from the EIA, MISO and JCSP. 
 We assume six different generators, BaseLoad, CC, CT, nuclear, wind and IGCC, as 
the candidate generators to invest for the future expansion planning. CC, representing a 
combined cycle power plant, and CT, representing a combustion turbine power plant, are 
both fueled by natural gas. IGCC, an integrated gasification combined cycle power plant, is 
fueled by coal.  
5.2.1 Demand 
For each year, we assume 3 sub-periods, the peak, medium and low. We order hourly 
demand from the highest to the lowest as one load duration curve (LDC), and respectively 
separate them into three sub-periods by the top quarter, middle half and bottom quarter of the 
load as shown in Figure 7. The accumulated load for each sub-period stands for the demand 
in it. By considering only three sub-periods, we reduce the problem size and also retain the 
chronological demand variability. Figure 7 is an example based on the Midwest hourly load 
in year 2008 from the real-time market report of  MISO [58]. 
36 
 
 
 
Figure 7. Load duration curve in year 2008 (3 sub-periods) 
 
Thus the demand data for 3 sub-periods in year 2008 can be summarized in Table 4. 
Since the LDCs for the later years are unknown, we assume them to be the same as the one in 
year 2008. Once the assumption of the net generation has been made, we can further scale its 
demand load for each sub-period according to Table 4.  
Table 4. Demand data for 3 sub-periods in year 2008 
Hours(h) Demand(MWh) 
271 0.02431*10E9 
6574 0.44637*10E9 
1938 0.10097*10E9 
 
For the demands to satisfy by the newly built power plants in our case studies, we 
also assume them to be the incremental demands from the reference year 2008. For example, 
if we have total generation 570 million MWhs in year 2008, and 578 million MWhs is 
40
50
60
70
80
90
100
1
36
7
73
3
10
99
14
65
18
31
21
97
25
63
29
29
32
95
36
61
40
27
43
93
47
59
51
25
54
91
58
57
62
23
65
89
69
55
73
21
76
87
80
53
84
19
G
W
Hour
Load Duration Curve for Year 2008(3 sub-periods)
37 
 
 
predicted in year 2009, then the demand for year 2009 will be 8 million MWhs. But if we 
have a demand decrease, then the incremental demand will be simply assumed to be zero. 
And we assume the gu to be zero accordingly.  
In the case study, the demand is considered to be an uncertain variable. The 5 
different scenario paths for it are shown in Figure 8. Since we assume the demand as the 
incremental demand compared with the initial year, the demand data for year 2008 are all 
zeros. 
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Figure 8. Scenario incremental demand 
 
5.2.2 Annual Interest Rate for Discounting 
We assume the annual interest rate r= 0.08 based on JCSP [53]. This rate is used to 
discount the future expenditures to the present value in year 2008, which represents the 
reference year, as well as the initial year.  
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5.2.3 Build Cost for Generators 
The calculation of the build cost gc for the generators except the wind farm is based 
on the capital expenditure profile suggested in JCSP [53], shown in Table 4. Since the 
construction time for a wind farm is 2 years from JSCP [53], 50% of the capital expenditure 
for each year is assumed. To obtain gc , we sum up the present value for each year by using 
the discount rate r. Table 5 indicates both the overnight investment cost and the final 
calculated build cost gc . Table 6 shows all the percentages of the overnight investment cost 
actually spent in each year to build the generators. 
For instance, if we want to calculate the build cost for CC power plant, we first 
simply multiply the overnight build cost by the capital expenditure percentage for each year. 
Then we will get for the first year 1.833* 610 *0.25, the second year 1.833* 610 *0.5 and the 
third year 1.833* 610 *0.25. We discounted them by r to the present value in the first year and 
summed them up in equation (14). 
( ) ( )
6 6
6
2
1.833 10 0.5 1.833 10 0.25
   1.833 10 0.25 +
1 0.08 1 0.08
214250 396759.3 183684.8
794694.1
⋅ ⋅ ⋅ ⋅
⋅ ⋅ +
+ +
= + +
=
                 (14) 
Thus the build cost for CC is $794,694.10/MW. 
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Table 5. Overnight cost for generators 
 Overnight Building Cost ($/MW) Build cost gc  ($/MW) 
BaseLoad 1.833*10E6 1.446*10E6 
CC 0.857*10E6 0.795*10E6 
CT 0.597*10E6 0.575*10E6 
Nuclear 2.928*10E6 1.613*10E6 
Wind 1.713*10E6 1.650*10E6 
IGCC 2.118*10E6 1.671*10E6 
 
Table 6. Capital expenditure profile for generators 
Year BaseLoad CC CT Nuclear Wind  IGCC 
1 0.02 0.25 0.5 0.01 0.5 0.02 
2 0.03 0.5 0.5 0.01 0.5 0.03 
3 0.25 0.25  0.01  0.25 
4 0.30   0.01  0.3 
5 0.30   0.01  0.3 
6 0.1   0.02  0.1 
7    0.03   
8    0.2   
9    0.3   
10    0.3   
11    0.1   
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5.2.4 Generation Cost for Generators 
Generation cost involves two parts: the variable operation and maintenance (O&M) 
cost and the fuel cost. All the related parameters for calculating the generation cost for year 
2008 are shown in Tables 7 and 8 from JCSP [53]. From Table 7, we can easily calculate the 
generation cost for each generator.  
 Table 7. Generation cost related parameters for the generators in the first year 
 Fuel Price($/Mbtu) Heat Rate(Btu/kwh) Efficiency Variable O&M($/MWh) 
BaseLoad 3.37151 8844 0.4 4.7 
CC (0)G /1.028 7196 0.56 2.11 
CT (0)G /1.028 10842 0.4 3.66 
Nuclear 0.00093 10400 0.45 0.51 
Wind 0 N/A N/A 5 
IGCC 3.37151 8613 0.48 2.98 
 
Since CC and CT plants are fueled by natural gas, their generation costs are random 
variables depending on scenarios. In order to transform the natural gas price, $/thousand 
cubic feet, into the formal format of the energy price, we made the change based on Table 8. 
Table 8. Unit transformation for the natural gas price 
 $/thousand cubic feet Btu/thousand cubic feet $/Mbtu 
Natural Gas Price (0)G  1.028*10E6 (0)G /1.028 
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As for the later years, we made the escalation assumptions that 2% annual growth rate 
was applied to the fuel price (coal, nuclear, wind) and 3% annual growth rate was applied to 
the variable O&M cost, suggested by JCSP [53]. For the CC and CT power plant, since the 
fuel price is a continuous random variable, we can simply replace the (0)G  in Tables 7 and 8 
by ( )G y , and calculate the fuel cost.  
 The generation cost for the units not fueled by natural gas over the years are in Figure 
9. And the generation cost for the CC and CT plants under 5 different scenarios are in Figure 
10. 
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Figure 9. Generation cost for BaseLoad, IGCC, wind and nuclear power plants 
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Figure 10. Scenario generation cost for CC and CT power plants 
 
5.2.5 Capacity for Generators 
The installed capacity and generator ratings are based on the JCSP [53] and the 
generator ratings are calculated by their installed capacity multiplied by the forced outage 
rate (FOR), also from the JCSP [53]. The installed capacity is for calculating the investment 
cost of the power generation expansion, and the rating is considered as a maximum capacity 
for the electricity generation in the future daily operation. The assumptions for them are 
shown in Table 9. 
Table 9.  Installed capacity and generator rating for generators 
Type Baseload CC CT Nuclear Wind IGCC 
Generators, g 1 2 3 4 5 6 
Install Capacity(MW), maxgm  1200 400 400 1200 500 600 
Generator Rating(MW), maxgn  1130 390 380 1180 175 560 
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5.2.6 Maximum Units to Build for Generators 
 For the maximum units to build constraint over the whole planning horizon, we used 
the following assumption in Table 10. 
Table 10. Max units to build for generators 
Type Baseload CC CT Nuclear Wind IGCC 
Max Units Built, maxgu  4 10 10 1 45 4 
 
5.2.7 Scenario Probabilities 
 A sample of scenarios was taken using a random number generator so that the 
probability, s , selected was proportional to its probability sπ . The scenario probabilities for 
the 5 randomly selected scenarios are respectively 56.89491 10−× , 54.05860 10−× , 
58.86573 10−× , 55.00286 10−×  and 55.30519 10−× . We rescale them to 0.2289, 0.1347, 
0.2943, 0.1660 and 0.1761 so that they add up to 1. 
5.2.8 Lead Time for Generators 
 In our case study, assuming that the newly built generators are able to generate 
electricity ever since the first year that we made the expansion decision, i.e., the lead time for 
building and installing a generator is ignored.  
5.2.9 Penalty Costs 
The penalty for USE up is 100,000 $/MWh and the penalty for cost variance vp  is 1. 
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5.3 Experiment Results 
The experiment results for the 10-year case study are in Table 11. 
Table 11. Experiment result for a 10-year case study 
Method 
Total Expected Cost 
(Billions of $) 
Robustness 
(Billions of $) 
Sce 1 Sce 2 Sce 3 Sce 4 Sce 5 Expected Standard Deviation 
D
et
er
m
in
is
ti
c 
Sce 1 5.8 1234.2 893.0 3507.8 2983.9 1538.2 1297.9 
Sce 2 7.8 7.7 11.3 1598.8 1340.8 507.8 695.2 
Sce 3 6.4 32.2 7.2 1988.7 1195.6 548.7 779.5 
Sce 4 8.6 96.8 98.5 12.4 568.7 146.2 199.3 
Sce 5 9.2 9.8 9.5 62.9 11.9 18.8 19.7 
Expected 6.8 104.8 91.0 770.2 511.7 260.4 284.1 
Stochastic 7.8 9.2 8.6 13.6 12.8 10.1 2.3 
Robust0 10.3 11.7 11.0 14.1 13.7 11.9 1.5 
  
We have six deterministic models, a two-stage stochastic programming model and a 
robust optimization model (with solution called “Robust 0” because 010vp = ). The 
deterministic models have the fixed parameters. For the first five scenario models, the 
expansion planning decisions are determined by only considering one of the scenarios at a 
time while ignoring the other four. However, although it is a deterministic model, the 
“Expected” method considers the future uncertainties by assuming its parameters based on 
the expected value of all the scenario values. 
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The different models give different optimal expansion planning decisions, based on 
which, we can further optimize the actual “Total Cost” under each of the future scenarios. 
For instance, cost for the scenario 1 model under scenario 1 is found by solving (1) - (4) 
using s = 1 with sπ = 1. Denote the expansion plan as 
1U = 1  g,yU . The cost of this solution if 
scenario s occurs is 
( )
( )
( )( )
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Since each of the scenarios happens with some specific probability, we calculate the 
“Expected” 1 1s ssz zπ= ⋅∑  to determine whether an expansion planning decision is cost-
efficient or not. A standard deviation ( )21 1s ss z zπ ⋅ −∑  among the scenarios has also been 
calculated to indicate the robustness of the expansion planning decision.                                                      
In general, based on Table 11, the “Stochastic” and “Robust 0” solutions perform 
much better than the deterministic models on both expected cost and robustness of the 
solution. More specifically, “Stochastic” gives the smallest expected total cost, and “Robust 
0” gives the least standard deviation of the total cost amid scenarios. 
In Figure 11, we made cost comparison amid scenarios for both “Stochastic” and 
“Robust 0”. It shows the three cost components contributing to the total cost: investment cost 
(INV), generation cost (GEN), and penalty cost for unmet demand (USE), which are zeros 
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for all of the scenarios in this case study. And the total costs are shown on the top at each 
column. 
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Figure 11. Investment cost, generation cost, USE cost for both stochastic and robust 
 
Regarding the investment cost, it remains the same under all the scenarios for both 
the “Stochastic” and “Robust 0” solutions since once the expansion planning decision is 
made, it will not change for any future scenario. 
As we can see from the Figure 11, the “Robust 0” solution spends around 1/3 more on 
the generation expansion investment than the “Stochastic” to ensure a more robust 
investment decision, which can easily adjust to the future scenarios: if it’s a scenario of high 
demand, more generation expansion investment will help meet the demand to avoid the 
penalty cost for USE; if it’s a scenario of either extremely low or high natural gas price, it 
will help save generation cost as well by altering the generation preference for different type 
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of power plants. In Figure 11, it also indicates less generation cost of the “Robust 0” 
compared with the “Stochastic”. However, although the “Robust 0” solution might save the 
generation cost, or sometimes the USE cost, its total costs for the scenarios, in this case 
study, are all higher than the “Stochastic”. 
The expansion planning decisions for “Stochastic” and “Robust 0” are shown in 
Figures 12 and 13.  
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Figure 12. Cumulative expansion planning decision in “Stochastic” solution 
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Figure 13. Cumulative expansion planning decision in “Robust 0” solution 
 
In the “Stochastic” model, the tradeoff is between the investment cost, and the 
generation cost and USE cost. It’s also a tradeoff of the total cost among scenarios. 
“Stochastic” is looking for the minimum total expected cost. In this case study, the tradeoff is 
specifically the potential large amount of generation cost for both scenario 4 and 5 with high 
natural gas price and high demand, and the cost saved by expansion investment on CC and 
CT plants. 
On the other hand, for the “Robust 0” plan, the tradeoff is between the total expected 
cost and the cost variance amid scenarios. With vp =1 as the weight of the cost variance in 
the model, in this case study the “Robust 0” solution  builds more coal-fueled plants such as 
BaseLoad and IGCC, but much fewer natural gas-fueled plants, such as CC and CT. Since 
both the building cost and the generation cost of CC plants are much more expensive than the 
CT’s, the “Robust 0” solution doesn’t consider building the CC plants at all. 
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Both the “Stochastic” and “Robust 0” solutions do not make investment decision in 
wind farm due to its relatively more expensive building cost and much lower capacity 
credits. In addition, because the production tax credits for the renewable energy were not 
included in this case study, it makes the wind farm less attractive than it actually is in the real 
world nowadays. However, since the PTC has been allowed to lapse in the past, it might not 
be something that the planners assume for the expansion planning decision.  
5.4 Sensitivity to Robustness Parameter 
In this section, we will continue to discuss the penalty parameter vp  for the robust 
optimization. The weight vp  plays a very significant role in the tradeoff between the total 
expected cost and the cost variance. We don’t want it to overemphasize the importance of the 
cost variance relative to the expected cost to the extent that it even overlooks our major 
concern, the total expected cost over scenarios. 
A series of “Robust” models is studied with different penalty cost vp . The value for 
the vp , and the experiment results are summarized in Table 12 and Figure 14.  
Table 12. The penalty cost vp  for 10 different robust optimization models 
 1 2 3 4 5 6 7 8 9 10 
vp  10E-1 10E-2 10E-3 10E-4 10E-5 10E-6 10E-7 10E-8 10E-9 10E-10 
 
In Figure 14, we compared the experiment results of the 10 additional robust models 
with the stochastic and robust models studied in section 5.3. From experiments 1 through 10, 
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vp  keeps decreasing. Hence, generally speaking, the total expected cost will decrease, and 
the standard deviation will increase, since we are putting more weight on the total expected 
cost while we are concerned less about the cost variance.  
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Figure 14. Standard deviation vs. expected cost for stochastic and robust optimization 
 
In Figure 14, we can see that the “Robust 2, 3, 4, 5 and 6” models have the same 
results. And when vp  decreases to 
1010− , the “Robust 10” model has the same solution as the 
stochastic model.  
As we discussed before, for the robust model, there is a tradeoff between minimizing 
the expected cost and minimizing the cost variance amid scenarios. In Figure 14, “Robust 2, 
3, 4, 5, 6” is dominated by “Robust 7”, and “Robust 1” is dominated by “Robust 8”. Thus, 
they will not be considered as the best planning decisions. As for the rest of the solutions, 
further comparison must be made based on their total cost for each of the scenarios, shown in 
Figure 15. 
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In Figure 15, it is very easy to conclude that the “Robust 0” solution is the only one 
dominated by another solution, thus it can’t be the best available planning decision. For the 
other four, the decision can be made based on the planner’s preference, or some other 
assumptions.  
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Figure 15. The cost over scenarios for five different robust solutions 
 
 In Figures 16-18, the expansion planning decisions for the “Robust 7”, “Robust 8” 
and “Robust 9” solutions are shown. 
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Figure 16. Cumulative expansion planning decision in “Robust 7” solution 
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Figure 17. Cumulative expansion planning decisions in “Robust 8” solution 
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Figure 18. Cumulative expansion planning decisions in “Robust 9” solution 
 
 Since “Robust 0” has 1vp = , “Stochastic” has 0vp =  and “Robust 7, 8, 9” 
respectively have 710vp
−= , 810vp
−=  and 910vp
−= , “Robust 7, 8, 9” represent the efficient 
solutions between the “Robust 0” and “Stochastic”.  
 In Figures 16-18, BaseLoad and IGCC are coal-fired, CC and CT are natural gas-
fired, and Nuclear and Wind are considered as “green” energy. It appears throughout “Robust 
0”, “Robust 7”, “Robust 8”, “Robust 9” and “Stochastic” that green energy sources are not 
used much, coal reduces cost variance and natural gas reduces expected cost. As vp  
decreases, the derived optimal solutions build more CC and CT plants with the lowest 
investment costs, though there is a potential risk of the high price of the future natural gas. 
On the other hand, the optimal solutions reduce the expansion units for BaseLoad plant, 
which has a relatively low and stable fuel price but a more expensive initial investment cost.  
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 In addition, the expansion decisions on CC and CT tend to become more attractive for 
the last few years of the whole planning horizon. This is due to the different investment cost 
and generation cost of the different types of power plants. The model incorporates the 
tradeoff between the initial capital cost and generation cost in the later years. At the 
beginning of the planning horizon, although the initial investment cost for the coal-fired 
plants and nuclear plant are much more expensive than the ones for CC and CT, the much 
lower generation cost will help save more in the future years till the end of the horizon. When 
it comes to the last few years of the planning horizon, when the generation cost saved by the 
end of the horizon is no longer able to cover the expensive capital cost, CC and CT with the 
lowest investment cost becomes more economic. In this case, the model ignores the end 
effect of the 10-year planning horizon.  
By varying vp , we made different assumptions on the importance of total expected 
cost and cost variance. One of these expansion planning decisions can be further selected 
based on the planner’s preference, as long as the two following criteria are satisfied: 
• The solution is not dominated by any of the other solutions regarding both the 
total expected cost and cost variance amid scenarios 
• The solution is not dominated by any of the other solutions regarding the total 
cost of all the scenarios. 
For the final four candidate planning decisions, the final optimal one can be selected 
based on the planner’s preference or some preferable criteria. For instance, if we want to 
select the solution with the minimal maximum regret over all the scenarios, we can calculate 
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their regret under each scenario, get the maximum and select the one with the minimum 
value of the maximum regret.  
In Table 13, a regret table is shown.  
Table 13. Regret over scenarios for “Robust 7”, “Robust 8”, “Robust 9”, “Robust 10” 
 
Regret 
(Billions of $)  
Maximum 
Regret 
(Billions of $) 
 
Sce1  Sce2  Sce3  Sce4  Sce5  
Robust7  0.6372 0.6063 0.5683 0 0.0233 0.6372 
Robust8  0.5782 0.5473 0.5093 0.0329 0 0.5782 
Robust9  0.1904 0.1196 0.1693 0.6934 0.2617 0.6934 
Robust10  0 0 0 0.8915 0.6195 0.8915 
 
 From Table 13, among the four candidate robust solutions, “Robust 10” is the optimal 
for scenarios 1-3, “Robust 7” is optimal for scenario 4, and “Robust 8” is optimal for 
scenario 5. The maximum regret in the last column indicates that “Robust 8” has the 
minimum maximum regret among the four with 85.782 10× . Hence, based on this criterion, 
“Robust 8” is selected as our final expansion planning decision.  
5.5 Production Tax Credit 
 For the past few years, the U.S. government has already initiated a production tax 
credit program to provide a tax incentive promoting the renewable energy. For the electricity 
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generated by wind energy, $0.021/KWh credits will be given. This might significantly alter 
our expansion planning decisions concluded before.  
 If we take account of the $0.021/KWh credit for the electricity generation by the wind 
power, the assumption for the generation costs will be changed as shown in Figure 19. 
 
Figure 19. Generation cost for BaseLoad, IGCC, wind and nuclear power plants (PTC) 
 
The generation cost for BaseLoad, IGCC and nuclear remain the same, while the 
generation cost for the wind power drops down to be even negative. 
In the same way as in the section 5.4, a series of robust solutions is shown in Figure 
20. 
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Figure 20. Standard deviation vs. expected cost for stochastic and robust optimization 
 
 “Robust 2, 3, 4, 5, 6” is dominated by “Robust 7”. The costs over scenarios for all the 
solutions on the efficient frontier ar
Figure 21. The cost over scenarios for five different robust solutions
0.1
0.3
0.5
0.7
0.9
1.1
1.3
1.5
1.7
1.9
2.1
9
St
an
da
rd
 D
ev
ia
ti
on
 in
 $ B
ill
io
ns
0
2
4
6
8
10
12
14
16
18
Sce1
To
ta
l E
xp
ec
te
d 
Co
st
 in
 $
Bi
lli
on
s
57 
(PTC) 
e shown in Figure 21.  
10 11 12 13 14 15 16 17
Total Expected Cost in $
Billions
Robust0
Robust1
Robust2,3,4,5,6
Robust7
Robust8
Robust9,Stochastic
Sce2 Sce3 Sce4 Sce5
Robust0
Robust1
Robust7
Robust8
Robust9
 
 
 (PTC) 
58 
 
 
 Except “Robust 0”, the other four solutions are non-dominated. The planner can 
further select one of them based on the preference. The cumulative expansion planning 
decisions for them are respectively shown in Figures 22-25.  
 
Figure 22. Cumulative expansion planning decision in “Robust 1” solution (PTC) 
 
 
Figure 23. Cumulative expansion planning decision in “Robust 7” solution (PTC) 
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Figure 24. Cumulative expansion planning decision in “Robust 8” solution (PTC) 
 
 
Figure 25. Cumulative expansion planning decision in “Robust 9” solution (PTC) 
  
Compared with the expansion planning decisions without PTC, the robust solutions 
under the PTC program show much more emphasis on the renewable energy, specifically, the 
wind plants. All of the four candidate expansion planning decisions suggest making an 
0
1
2
3
4
5
20
08
20
09
20
10
20
11
20
12
20
13
20
14
20
15
20
16
20
17
# 
of
 u
ni
ts
 in
st
al
le
d BaseLoad
IGCC
CC
CT
Nuclear
Wind
0
1
2
3
4
5
6
20
08
20
09
20
10
20
11
20
12
20
13
20
14
20
15
20
16
20
17
# 
of
 u
ni
ts
 in
st
al
le
d BaseLoad
IGCC
CC
CT
Nuclear
Wind
60 
 
 
expansion on wind plants. As the vp  decreases, the installed units of wind plants decrease as 
well, the same as the coal-fired power plants, since they all have the same characteristics 
with the relatively expensive investment cost and low generation cost.  
5.6 Sensitivity to Scenario Sampling 
 In this section, additional experiment results for another 10-year case study with 5 
scenarios without the production tax credit are presented.   
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Figure 26. Standard deviation vs. expected cost for stochastic and robust optimization 
(sampling 2) 
 
 The tradeoff between standard deviation and expected cost for stochastic and all the 
robust solutions are shown in Figure 26. “Robust 2, 8, 9” are the solutions on the efficient 
frontier. 
  
Figure 27. The cost over scenarios for three different robust solutions (
 
The costs over scenarios for three different robust solutions on the efficient frontier 
are compared in Figure 27. Since the “Robust 2” and “Robust 8” are
9”, we select the “Robust 9” as the best planning decision
expansion planning decisions for “Robust 9” is shown in Figure 
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 Compared with the experiment results from the previous 10-year case study with 5 
scenarios, the selected planning decision in this case is very different, due to the selection of 
the different 5 scenarios from the previous one. 
We expand more capacity in general in this case, and a few investments in wind 
plants are suggested as well. Since the different selection of the 5 scenarios has the great 
impact on the final expansion planning decisions, it suggested that 5 scenario over the 10 
years is not enough for obtaining a truly robust solution. 
With the number of scenarios increasing, the computational efficiency will be greatly 
affected. For instance, the robust optimization will be a 2106 2160× mixed quadratic integer 
programming problem for a 10 scenario case study. The computational efficiency also 
depends on the specific problem. With the same problem size, some of the robust models are 
solved within couple of minutes, some of them take a couple of hours, and some others are 
hardly solvable. More effort on the improvement of the computational efficiency is further 
required.  
5.7 Deterministic Solutions 
 In this section, the deterministic solutions under each scenario of the first 10-year 
case study in Chapter 5 corresponding to the experiment results in Table 11 are presented. 
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Figure 29. Cumulative expansion planning decision in “Sce 1” solution 
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Figure 30. Cumulative expansion planning decision in “Sce 2” solution 
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Figure 31. Cumulative expansion planning decision in “Sce 3” solution 
 
 
Figure 32. Cumulative expansion planning decision in “Sce 4” solution 
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Figure 33. Cumulative expansion planning decision in “Sce 5” solution 
 
 The cumulative expansion planning decision of “Sce 1, 2, 3, 4 and 5” are respectively 
the optimal solutions for each of the scenarios. In the real world, without a stochastic model, 
the planner compares and analyzes each of the solutions based on each different scenario, 
and takes the planning decisions in common to come up with a robust solution. 
Based on Figures 29-33, the investment decision on nuclear plant seems to be the 
most robust always with a new installed unit. The second robust decision is for BaseLoad 
plant, with either zero or one installed unit during the whole planning horizon. For the 
expansion decisions on the other four types of generators, they are less robust over the 
scenarios. One way to make these investment decisions could be based on their expected 
values. However, this does not take risk into account.  
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CHAPTER 6.  SUMMARY AND FUTURE RESEARCH 
 
6.1 Summary 
In this thesis, two optimization formulations, two-stage stochastic programming and 
robust optimization, are applied to the power generation expansion system to help make the 
planning decision on how many units of which type of generator to be build in which year.  
A multi-year case study in the Midwest region of Unite States has been conducted, 
and two major uncertainties, the electricity demand and the natural gas price, are assumed. 
They are modeled as two continuous time random variables following geometric Brownian 
motions. We further studied the statistical properties of the random variables in order to 
generate a scenario tree over years for the case study and applied naïve sampling to reduce 
the number of scenarios for the case study. 
The experiment results were analyzed and compared with the deterministic methods 
to indicate the benefit of both the two-stage stochastic programming and robust optimization. 
Besides, an experiment for the sensitivity of the robust solutions to the robustness parameter 
vp  has been conducted. Criteria are suggested for selecting a best robust expansion planning 
solution considering minimization of both total expected cost and cost variance. In addition, 
we also analyzed the effect that the production tax credit would have on the expansion 
planning decisions. 
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6.2 Future Research 
6.2.1 Assumptions and Constraints 
In the case study, we assume the existing units for all the types of the generators are 
zero and annual demand as the incremental demand from year to year. In the future study, a 
more realistic model should be implemented based on the real demand in each year instead of 
the annual incremental demand, and incorporating the currently existing generator units.  
 For the maximum units to build for each generator, a more practical assumption 
should be made subject to the availability of the energy, the transmission capacity or 
financial budget. 
 The lead time for constructing the different types of power plants must be taken into 
account, as well as the life time for both the existing power plants and newly built power 
plants. 
 To minimize the total expected cost of the power generation expansion planning, cost 
other than building cost and generation cost will be included, such as the annual generation 
fixed cost.  
 For the model implementation, we will further investigate the following assumptions 
in the case study: 
• How does the assumption on the number of the sub-periods in a year representing 
the actually hourly demand affect the planning decision?  
• How does the number of scenarios in the experiment affect the planning decision? 
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 Besides making a more appropriate assumption for the case study, more constraints 
will be considered. For instance, the loss of load probability (LOLP), generally assumed to 
be 0.1 days per year or less in practice, will be considered as a constraints to ensure the 
reliability of the power generation generated by the optimization models.  
6.2.2 Uncertainties 
Besides the demand and natural gas price, more uncertainties should be taken into 
account in the future research work.  
Regarding the increasing concern on the carbon emission and global warming issue, 
the concept of green energy and sustaining economic development has gained more 
popularity. In the Midwest region, due to the abundance of the wind resource, wind farms 
have become more and more attractive for the power expansion investment. However, to 
integrate the wind energy into the power system, more uncertainties will get involved. Since 
the wind resource largely depends on the uncertain weather, there is a potential risk to rely on 
the wind generation. The capacity credit of the wind generation over time will be considered 
as a very significant uncertainty in the future research work. 
To better encourage the generation expansion investment in renewable energies, 
government provides the financial support known as the production tax credits, which could 
greatly affect the planner’s investment decisions towards the renewable power plants. Both 
the ongoing government policy and the future potential incentive for the renewable energy 
are other major uncertainties involved. 
Besides the promotion of the renewable energy, limitation on the carbon emission is 
also another global concern. A potential carbon emission cost or a cap-and-trade system will 
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potentially be established in the near future. These are also the uncertainties we will focus on 
in the future research. In some generation expansion planning situations, the transmission 
capacity and congestion need to be considered as well. 
6.2.3 Methodologies 
In this thesis, the multi-period problem is solved by the two-stage stochastic 
programming. In the future study, we can further consider the multi-stage stochastic 
programming to enable more flexibility for the investment decisions in the later years. By 
comparing the optimization solutions of both of them, we can study the value of the multi-
stage stochastic programming 
For the robust optimization model in the thesis, we use the cost variance to 
mathematically measure the risk of the uncertainties in the future. In the future research, we 
can further study a most appropriate way to measure the risk. Different measurements and 
their mathematical characteristics for modeling the risk are summarized in [52]. These risk 
measurements includes a bad scenario, a worst-case analysis, expectation, standard deviation, 
specified probability quantiles, a value-at-risk or a conditional value-at-risk [52].  
Besides, based on the experiment result of the case studies in the thesis, it ignored the 
effect of the generation cost of the power plants after the planning horizon. Thus, a more 
realistic model able to mitigate the end-of-study effect needs to be developed.  
In addition to the development of a more appropriate model, further effort is also 
required for improving the computational efficiency. An easy-to-solve approximation scheme 
to the original models can be considered to help alleviate the computational burden. We can 
also apply the Benders decomposition to speed up the computational performance.  
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