We present spectra obtained with the 10.4 m Gran Telescopio Canarias telescope of 13 Galactic H ii regions, most of them of very low ionisation degree. The objects are located along the Galactic disc, with R G from 5.7 to 16.1 kpc. We determine T e ([N ii]) for all of them. We obtain -for the first time -a radial abundance gradient of N that is independent on the ionisation correction factor. The radial distribution of the N/O ratio is almost flat, indicating that the bulk of N is not formed by standard secondary processes. We have made a reassessment of the radial O abundance gradient combining our results with previous similar ones by Esteban et al. (2017) ; producing a homogeneous dataset of 35 H ii regions with direct determinations of the electron temperature. We report the possible presence of a flattening or drop of the O abundance in the inner part of the Galactic disc. This result confirms previous findings from metallicity distributions based on Cepheids and red giants. Finally, we find that the scatter of the N and O abundances of H ii regions with respect to the gradient fittings is not substantially larger than the observational uncertainties, indicating that both chemical elements seem to be well mixed in the interstellar gas at a given distance along the Galactic disc
INTRODUCTION
The determination of the radial distributions of chemical abundances along galactic discs -radial gradients -are essential observational constraints for chemical evolution models. Radial gradients reflect the star formation history and the effects of gas flows and other processes over the chemical composition of the galaxies. H ii regions trace the present-day composition of the gas phase of the interstellar medium. They have been largely used to determine the radial abundance gradients of several elements, especially of O, the proxy of metallicity in the analysis of ionised nebula. In these objects, the O abundance can be derived simply adding the ionic abundances of O + and O 2+ , that can be obtained from the intensity of bright optical collisionally excited lines (hereafter CELs). However, N does not show observable CELs of N 2+ in the optical spectral range, and we have to assume an ionisation correction factor (ICF) to estimate the total N abundance. There are several schemes of ICF(N + ) available in the literature based on the similarity of the ionisation potential of O and N or on photoionisation models. The dependence on the assumption of an ICF(N + ) scheme is an important drawback to derive the N abundance because N 2+ is usually the dominant ionisation stage of this element in H ii regions.
The evolution of N in galaxies is complex. It can be produced in both massive and intermediate-mass stars and can have a primary or secondary character depending on the origin of the C and O atoms from which the bulk of N is originated. A precise determination of the radial gradient of N across the disc of the Milky Way is essential for better understanding the origin of this element. The radial distribution of the N/O ratio gives information about the primary or secondary character of N. Determinations of the radial gradient of N/O based on optical or far infrared (FIR) spectra of H ii regions give different results. Based on optical spectra, Shaver et al. (1983) obtain an almost flat radial gradient of N/O while Rudolph et al. (2006) , using FIR observations, find an apparently negative one. Therefore, N seems to be primary or secondary depending on the kinds of observations we are using, which is clearly an inconsis-tent result. The N abundance determinations based on FIR spectra have also to rely on the assumption of an ICF but in this case for the contribution of N + because only CELs of N 2+ are observable in the FIR.
The nucleosynthesis of O is simpler than that of N. It is produced mostly by massive, short-lived stars and the N enrichment of the ISM should be delayed with respect to the O enrichment. There are many determinations of the radial O abundance gradient of the Galactic disc based on H ii regions observations (e.g. Shaver et al. 1983; Deharveng et al. 2000; Rudolph et al. 2006; Balser et al. 2011; Esteban et al. 2017, among others) . The most recent determinations indicate that the gradient slope is between −0.040 and −0.060 dex kpc −1 . Despite some authors claimed that the radial O abundance gradient may flatten out at the outer parts of the Milky Way (e. g. Fich & Silkey 1991; Vílchez & Esteban 1996; Maciel et al. 2006) , the recent work by Esteban et al. (2017) has confirmed the absence of such flattening, indicating that the slope of the gradient remains constant at least up to R G ∼ 17 kpc. On the other hand, some works on metallicity gradients based on Cepheids and red giants observations have found indications of a flattening of the gradients in the inner Galactic disc, at R G < 5-6 kpc (Hayden et al. 2014; Martin et al. 2015; Andrievsky et al. 2016 ). An indication of the presence of such feature can be noted in the H ii region abundance gradient determined by Esteban et al. (2017) , although they did not report the fact because of the limited number of objects.
Until recently, the number of Galactic H ii regions with direct determination of T e from optical spectra has been rather limited. Peimbert et al. (1978) determined the O abundance of a small number of objects and obtaining T e from the same optical spectra. A somewhat larger number of H ii regions -eight -were used by Esteban et al. (2004) . One of the most cited papers on the Galactic abundance gradient, Shaver et al. (1983) , used optical spectra of 33 H ii regions, but they determined T e from radio observations. Optical and radio observations were not cospatial and the aperture sizes of both kinds of data were very different. Deharveng et al. (2000) also combined non-cospatial optical spectra and radio observations to derive T e for most of the 34 H ii regions of their sample. The studies of the radial abundance gradients based on FIR observations as that by Rudolph et al. (2006) , for example, combine measurements of CELs from FIR spectra and T e determined from radio observations with also different apertures. In a recent paper, Esteban et al. (2017) calculated the Galactic radial O abundance gradient based on optical spectra of 21 H ii regions with direct determination of T e from the same spectra. This could be achieved due to the use of very deep spectra obtained with 8-10 m telescopes that permit to measure the faint auroral CELs -which intensities are strongly dependent on T e -in many very low surface brightness nebulae.
In this paper, we present very deep optical spectra of 13 H ii regions of low or very low ionisation degree with the aim of determining the N abundance eliminating as much as possible the effect of assuming an ICF and to increase the number of objects with O abundances calculated from cospatial determinations of T e . The structure of this paper is as follows. In Section 2, we describe the sample selection and in Section 3 the observations and data reduction procedure. In Section 4, we describe the emission-line measurements and the reddening correction. In Section 5 we present the physical conditions and ionic and total abundances determined for the sample objects. In Section 6, we present and discuss our determinations of the Galactic radial N abundance gradient. In Section 7 we propose a new empirical ICF(N + ). In sections 8 and 9 we present and discuss our determinations of the radial N/O and O gradients, respectively. Finally, in Section 10 we summarize our main conclusions.
THE SAMPLE OBJECTS
For ensuring the least possible contribution of N 2+ to the total N abundance of the nebulae, we have revised the literature to set up a sample of H ii regions showing a very low ionisation degree. In particular, we selected 13 objects where the spectroscopical observations available indicate a [O iii] 5007/Hβ = 0 or, at maximum, lower than 0.05. This sample comes from objects published in Fich & Silkey (1991) , Hunter (1992) , Glushkov (1995) , Vílchez & Esteban (1996) and Caplan et al. (2000) . In general, as we will see in Section 4, our observations confirm the absence of the [O iii] 5007Å line or a [O iii] 5007/Hβ ratio lower than 0.05 in all the objects except in the cases of Sh 2-90 and Sh 2-152. Hunter (1992) did not report the detection of [O iii] 5007Å in none of the apertures she observed in Sh 2-90. However, we find [O iii] 5007/Hβ ∼ 0.75 in the brightest area of the nebula, that coincides with the position of her aperture no. 4. Sh 2-90 has a very large reddening coefficient -the largest of the whole sample-and perhaps Hunter (1992) did not detect the [O iii] 5007Å line in her much shallower spectra taken with the KPNO No. 2 0.9 m telescope. In the case of Sh 2-152 the explanation is simpler. In principle, the lowionisation H ii region selected was Sh 2-153, which is a faint and very diffuse nebula that was observed by Caplan et al. (2000) but lies very close to the much brighter Sh 2-152. Unfortunately, we commit the mistake of preparing the finding chart for Sh 2-152 instead of Sh 2-153 and the spectra was taken for the wrong object.
Following the same procedure as in Esteban et al. (2017) , the galactocentric distances, R G , assumed for the sample objects have been estimated as the mean values of kinematic and stellar distances given in different published references. We have associated an uncertainty for each distance, which corresponds to the standard deviation of the values considered for calculating the mean. We have assumed the Sun located at R G = 8.0 kpc (Reid 1993) to make the calculations. To compute the mean distance and standard deviation of R G for each object, we have used the kinematic distances determined by Quireza et al. (2006) , Balser et al. (2011) and Anderson et al. (2015) , the stellar ones calculated by Foster & Brunt (2015) and the kinematic and stellar distances calculated or compiled by Russeil (2003) and Caplan et al. (2000) . In addition, for some objects, we have also considered distance determinations based on the comparison of the color-magnitude diagram of the brightest stars of their associated clusters with stellar evolutionary models. These have been the cases of Sh 2-237 (Pandey et al. 2013; Lim et al. 2015) and Sh 2-266 (Mehner et al. 2016) . Since kinematical distances have typical errors of the order of 20-25% (Quireza et al. 2006; Balser et al. 2011) , our finally assumed uncertainties are of the order of 5-10%. This is be- Figure 1 . Finding charts of Sh 2-61, Sh 2-90, Sh 2-152, Sh 2-175, Sh 2-219 and Sh 2-235 indicating the position and length of the areas extracted for spectroscopical analysis (black/white lines). The charts of Sh 2-61, Sh 2-90 and Sh 2-152 are acquisition images taken with a g filter at the GTC. The charts of Sh 2-175, Sh 2-219 and Sh 2-235 correspond to red images of the Second Digitized Sky Survey (DSS-2) obtained from the Aladin interactive sky atlas (Bonnarel et al. 2000) .
cause the different distance determinations used for each object -typically between 3 and 4 -show a dispersion smaller than the individual errors. The forthcoming second data release of Gaia mission will probably supersede these R G determinations and reduce significantly their uncertainties. However, we do not expect significant changes in our general results -except perhaps for some particular objects -given the relatively low dispersion of the different R G values given by the sources for each object.
Among other additional data that will be described in Section 3, Table 1 gives the names and adopted R G of the 13 H ii regions of our sample. This sample includes objects lo- cated from 5.7 to 16.1 kpc from the Galactic centre, covering a substantial fraction of the Galactic disc .
OBSERVATIONS AND DATA REDUCTION
The observations were performed with the 10.4 m Gran Telescopio Canarias (GTC) at the Observatorio del Roque de los Muchachos (La Palma, Spain). They were carried out in 13 one-hour observing blocks distributed in several nights between September and December 2016. The spectra were taken with OSIRIS (Optical System for Imaging and lowIntermediate-Resolution Integrated Spectroscopy) spectrograph (Cepa et al. 2000 (Cepa et al. , 2003 , which consists of a mosaic of two Marconi CCD42-82 CCDs each with 2048 × 4096 pixels and a 74 pixel gap between them. Each pixel has a physical size of 15µm. We used a binning 2 × 2 for our observations, giving a plate scale of 0.254 arcsec. OSIRIS was used in longslit mode, centering the objects in CCD2. The slit length was 7.4 arcmin and its width was set at 0.8 arcsec. We used the R1000B grism to cover the whole optical spectral range, from 3600 to 7750Å achieving an effective spectral resolution of 6.52Å. The total integration time of the spectra was 2646 s for all objects, divided in three consecutive exposures of 882 s each. This was done in order to accommodate the observations of each object in a standard one-hour observing block of the service mode. An additional 60 s exposure was taken in order to avoid problems with the eventual saturation of the brightest lines. In figures 1 and 2 we indicate the position and length of the apertures extracted for each object. In general, the apertures were chosen to cover the brightest zones of the nebula but also taking care that their extension optimizes the signal-to-noise ratio of the intensity of [N ii] 5755Å line, which is necessary for the determination of the electron temperature (see Section 5.1). Table 1 shows the coordinates of the centre of the extracted aperture, the Galactocentric distance of the object, position angle (PA), the aperture size of the extraction, the mean airmass during the total acquisition time of the spectrum and the mean Hα surface brightness we measure in the areas extracted for spectroscopical analysis. The airmasses of the observations go from 1.05 to 1.56, so the zenith distance has never been larger than 50 • . The atmospheric differential refraction is not a problem for these observations because the objects are very extended -several tens of arcseconds or even arcminutes -and we do not expect that the conditions of the gas change in spatial scales of few arcseconds.
The OSIRIS spectra were reduced using iraf 1 v2.16. Data reduction followed the standard procedure for longslit spectra. The spectrograms were wavelength calibrated with Hg-Ar, Ne and Xe lamps. The absolute flux calibration was achieved by observations of the standard stars Ross 640, G191−B2B, Feige 110 and Hiltner 600. Particular care was taken in background subtraction because the sky background emission is not completely homogeneous along the GTC OSIRIS long slit (Fang et al. 2015) . Since our targets are all extended sources, we take strips of the spectrograms free of nebular emission and multiply them by a factor changing slightly around one until the subtraction of the sky emission features are satisfactorily removed. As it has been (Bonnarel et al. 2000) .
said before, the spectrogram extends along two CCDs and, in some objects, the nebular emission fills completely the CCD where the slit center is located (CCD2). The sky emission strips were taken from CCD1 in these cases (Sh 2-219, Sh 2-235, Sh 2-237 and Sh 2-257).
LINE INTENSITY MEASUREMENTS
Line fluxes of the spectra of the H ii regions included in Table 1 were measured with the splot routine of iraf by integrating all the flux in the line between two given limits and over the average local continuum. All line fluxes of a given spectrum have been normalized to Hβ = 100.0. In the case of line blending, we applied a double or multiple Gaussian profile fit procedure using the splot routine of iraf to measure the individual line intensities. The identification of the lines were made following our previous results on spectroscopy of bright Galactic H ii regions (see García-Rojas & Esteban 2007 , and references therein). The number of lines detected and identified in the objects depends mainly on their surface brightness and varies from 66 in Sh 2-152 and 17 in Sh 2-270. In Figure 3 we show the spectra of these two nebulae.
The reddening coefficient, c(Hβ), was determined from the comparison of the observed flux ratio of the brightest Balmer lines -Hα, Hγ and Hδ -with respect to Hβ and the theoretical line ratios computed by Storey & Hummer (1995) for the physical conditions derived for the nebulaesee Section 5.1 -and following an iterative process. We have used the reddening function, f (λ), normalized to Hβ derived by Cardelli et al. (1989) and assuming R V = 3.1.
In tables A1, A2 and A3 of Appendix A we include the list of line identifications -first 3 columns, the reddening function, f (λ) -fourth column -and dereddened flux line ratios with respect to Hβ -rest of columns. The quoted line intensity errors include the estimated flux calibration error (∼ 2 percent), uncertainties in line flux measurement and error propagation in the reddening coefficient. Colons indicate line intensity errors of the order or greater than 40%. The 2 last rows of each table include the reddening coefficient and the observed -uncorrected for reddening-integrated Hβ flux, F(Hβ), of the extracted aperture for each object.
PHYSICAL CONDITIONS AND CHEMICAL ABUNDANCES
For the 13 objects of the sample, we have determined the physical conditions -electron temperature, T e , and density, n e -and the ionic abundances making use of the version 1.0.26 of pyneb (Luridiana et al. 2015) in combination with the atomic data listed in Table 2 and the line-intensity ratios given in tables A1, A2 and A3.
Physical Conditions
We have derived n e using the density-sensitive emission line ratios of [S ii] 6717/673 for all the objects but also Esteban et al. (2009) . The physical conditions of the H ii regions are presented in Table 3 . The large aperture of GTC and the high efficiency of OSIRIS in the red part of the optical spectrum, has permitted to measure the temperature-sensitive auroral [N ii] 5755Å line in all the objects. This is the first time that T e is determined from the intensity of CELs for the sample objects except in the case of Sh 2-266. For this nebula, Vílchez & Esteban (1996) determined T e ([O ii]) for their inner and outer parts. Their slit position B is nearer to our aperture. Most of the sample objects have previous T e determinations from radio recombination lines and continuum observations. All the T e values available in the literature are shown in Table 4 . In general, our optical determinations are rather consistent with the radio ones considering the errors.
Abundances
Using CELs, we have derived abundances of N + , O + and S + for all the objects and O 2+ , S 2+ , Cl 2+ , Ar 2+ and Fe 2+ for some of them. We also determined the abundances of He + for several of the observed objects from the intensity of recombination lines. We assumed a two zone scheme for calculating the ionic abundances. We used T e ([N ii]) for low ionisation potential ions (N + , O + , S + and Fe 2+ ) and T e ([O iii]) for the high ionisation potential ones (He + , O 2+ , S 2+ , Cl 2+ and Ar 2+ ). Although we determine T e ([O ii]) in many of the objects, we do not consider it because it is systematically larger -except in one case -than T e ([N ii]) perhaps due to contamination from sky emission, which is specially strong in the red part of the spectrum and always difficult to subtract. Positive residuals of these sky emission features are affecting the measurement of the [O ii] 7319, 7330Å lines producing an overestimation of T e ([O ii]). That is especially dramatic in the case of Sh 2-266, where T e ([O ii]) is too high for a normal H ii region and very discrepant with respect to the value reported by Vílchez & Esteban (1996) . We assumed n e ([S ii]) as representative for all ions. The computations were made with pyneb and using the atomic data listed in Table 2 . The He + abundance has been determined making use of pyneb Zhang (1996) and the effective recombination coefficient computations by Porter et al. (2012 Porter et al. ( , 2013 for He i lines, where collisional and optical depth effects in the line intensities are included. The final adopted He + abundance is the weighted average of the ratios obtained from the individual brightest He i lines measured in each object. Table 3 gives the ionic abundancesas well as their uncertainties -for all the observed objects. In H ii regions, O is commonly the only element for which no ionisation correction factor (hereafter ICF) is necessary to derive its total abundance. Therefore, the total O abundance is simply the sum of the O + /H + and O 2+ /H + ratios. In this paper, we select objects of very low ionisation degree for which the assumption N/H ≈ N + /H + can be applied, i. e. no ICF is necessary to derive their total N abundance or, at least, the expected contribution of the N 2+ /H + ratio is smaller than the uncertainty of the N + abundance. Exceptions of this situation are Sh 2-90 and Sh 2-152, for which non-negligible values of the ICF have to be applied, see Sect. 6 for details). Therefore, with the strategy outlined above we avoid the always difficult task of estimating uncertainties for abundances derived using ICFs substantially larger than one. With our data we can also estimate total abundances of He, S, Cl, Ar and Fe for our objects. We plan to study the gradients of these elements in a future paper where we will perform a critical analysis of the best ICF sets including results of other Galactic H ii regions presented in Esteban et al. (2017) . Table 3 gives the total N and O abundances as well as the N/O ratio of the observed objects.
THE RADIAL GRADIENT OF N
As it can be seen in Table 3 , three of the objects show a null contribution of the O 2+ /H + ratio, eight show a value of this quantity smaller than the estimated errors of the total O abundance and only Sh 2-90 and Sh 2-152 present a significant amount of O 2+ /H + . Considering the similarity of the ionisation potential of N + and O + (29.6 and 35.1 eV, respectively), we can assume that the amount of N 2+ is virtually negligible in all the objects except in Sh 2-90 and Sh 2-152. Of those very low-ionization nebula, only Sh 2-235 and Sh 2-297 show a N/H ratio somewhat higher than N + /H + , but this difference is almost marginal, about 0.01 dex, smaller than the uncertainties of the N + abundance 2 . Therefore, we can conclude that N/H ≈ N + /H + within the uncertainties in all the very low-ionisation H ii regions.
In Fig. 4 we show the spatial distribution of the N abundances of the very low-ionisation H ii regions (all the objects of the sample except Sh 2-90 and Sh 2-152, full circles). We also include data for two other Galactic star-forming regions of the literature with direct determination of T e that do not show [O iii] emission (empty circles): IC 5146 and M 43. For IC 5146, we use the average abundances of apertures 2, 3 and 4 observed by García-Rojas et al. (2014) and recalculated by Esteban et al. (2017) . For M 43 we use the average abundances of apertures A4 and A5 observed by Simón-Díaz et al. (2011) and corrected for contamination from the emission of the neighboring Orion Nebula.
We have performed a least-squares linear fit to the R G of the very low-ionisation objects and their N abundanceall the objects included in Table 3 except Sh 2-90 and Sh 2-152 -covering values of R G ranging from 5.7 to 16.1 kpc. We will name this subsample of nebulae as the "non-ICF group". The fit gives the following radial N abundance gradient:
The uncertainties of the slope and intercept of the linear fit are computed through Monte Carlo simulations. We generate 10 4 random values of R G and the N abundance for each observational point assuming a Gaussian distribution with a sigma equal to the uncertainty of each quantity. We performed a least-squares linear fit to each of these 10 4 random distributions. It is important to remark that we have considered the uncertainty of distances in the fittings, which are not usually taken into account in most works. The uncertainties associated to the slope and intercept correspond to the standard deviation of the values of these two quantities obtained from the fits. The spatial distribution of the N abundances and the gradient are shown in Fig. 4 . It is important to remark that the mean difference of the N abundance of the H ii regions represented in Fig. 4 and the abundance given by the linear fit at their corresponding distance e In units of log(N/O).
f N/H ratio determined assuming the ICF(N + ) scheme of Peimbert & Costero (1969) . is ±0.06 dex, of the order of the average uncertainty of the abundance determinations, which is about ±0.05 dex. The maximum difference we find is of the order of ±0.14 dex. This result indicates that the amount of N in the interstellar medium of the Galactic disc is fairly homogeneous and that any possible local inhomogeneity is not substantially larger than the observational uncertainties.
We have made a further determination of the radial N gradient including the data of H ii regions of higher ionisation degree where the approximation N/H ≈ N + /H + is not longer valid. The set of objects includes Sh 2-90, Sh 2-152 and the H ii regions of the whole sample used in Esteban et al. (2017) , for which ionic abundances have been determined using the same methodology and atomic data than in this paper. This subsample contains 21 nebulae and we will refer it as the "ICF group". The range of values of R G covered by this set of objects goes from 5.1 to 17.0 kpc.
In order to derive the total N abundance of normal H ii regions where some amount of N 2+ is present, an ionisation correction factor (ICF) has to be adopted. The ICF(N + ) is a multiplicative factor to transform N + /H + ratios into N/H ones following the simple relation:
In our study, we will use and intercompare three of the most widely used ICF(N + ) schemes in the literature. Firstly, we consider the scheme proposed by Peimbert & Costero (1969) based on the similarity of the ionisation potential of the ionic species of N with those of O. Secondly, the fitting expressions obtained by Izotov et al. (2006) from photoionisation models for extragalactic H ii regions. These last authors define different fittings depending on three metallicity ranges. In our case, we only use their high metallicity fit, valid for 12 + log(O/H) ≥ 8.2. Finally, the set of ICFs proposed by Mathis & Rosa (1991) based on nebular photoionisation models that mainly use plane-parallel stellar atmospheres as ionisation sources. They consider two regimes of "hot" and "cold" Kurucz atmospheres.
The least-squares linear fit to the R G and the N/H ratios including the objects of the non-ICF and ICF groups when using the ICF(N + ) scheme of Peimbert & Costero (1969) , gives the following radial N abundance gradient:
This fit and the data points are represented in the upper panel of Fig. 5 . In this case, the maximum difference in the N/H ratio between the data points and the line fit is 0.27 dex and the mean difference 0.09 dex. We can see that the fit given by Eq. 3 -red continuous line -is located between 0.02 and 0.13 dex below the line defined by the non-ICF group -black dashed line -and given by Eq. 1.
The least-squares linear fit to R G and the N/H ratios calculated using the ICF(N + ) scheme of Izotov et al. (2006) , gives:
12 + log(N/H) = 8.06(±0.07) − 0.050(±0.008)R G .
The N abundance distribution and the fit obtained with this ICF(N + ) are represented in the middle panel of Fig. 5 . In this case, the line fit is still below but closer to the one obtained for the non-ICF group -between 0.01 and 0.09 dex -, indicating that the N abundances determined with the ICF(N + ) of Izotov et al. (2006) are slightly more similar to those determined without ICF(N + ) at the same distance than the abundances obtained with the scheme of Peimbert & Costero (1969) . However, the maximum difference in the N/H ratio between the data points as well as the line fit and the mean difference are almost the same than in the previous case, 0.27 dex and 0.10 dex, respectively. Finally, the least-squares linear fit to R G and the N/H ratios calculated using the ICF(N + ) scheme of Mathis & Rosa (1991) , gives: 12 + log(N/H) = 8.05(±0.08) − 0.050(±0.008)R G .
The N abundance distribution and the fit obtained with this ICF(N + ) are shown in the lower panel of Fig. 5 . As we can see, the fits obtained with the ICF(N + ) schemes of Izotov et al. (2006) and Mathis & Rosa (1991) are almost identical. However, the dispersion of the data points with respect to the line fit is smaller in the last case, the maximum difference is 0.18 dex and the mean difference 0.08 dex.
As a general result of the different fits shown in Fig. 5 , the N abundances of most H ii regions of the ICF group derived using any ICF(N + ) scheme are lower than the abundance given by the linear fit given in Eq. 1 by factors as high as 0.3 dex but usually in the range between 0.05 and 0.10 dex. The dispersion of the data points around the line fit is typically of the order of 0.1 dex, larger than the typical abundance errors and the dispersion around the line fit obtained for the non-ICF group in Fig. 4 . As expected, the use of an ICF(N + ) is a source of uncertainty for the determination of N abundances at a given distance. Another general result is that the slopes of the linear fits obtained using any ICF(N + ) scheme are slightly flatter than the one obtained for the fit of the objects of the non-ICF group.
In Fig. 5 we also include the radial N gradient obtained by Daflon & Cunha (2004) from abundance determinations in young OB stars. The slope found by those authors is −0.042 ± 0.007 dex kpc −1 , consistent with the slopes of the N gradients we find using ICF(N + ) schemes within the uncertainties. However, the stellar N abundances are systematically lower than the nebular ones, specially with respect to the abundances of the objects of the non-ICF group, which are between 0.1 and 0.2 dex higher than the stellar ones for the same value of R G . In principle, considering the relatively short lives of massive stars, we expect that OB stars and H ii regions located at the same R G should show similar abundances. However, N can be enhanced in some OB stars due to mixing of CN-processed material into the atmospheric layers (e. g. Przybilla et al. 2010) . In this context, the fact that the mean N abundances of H ii regions are somewhat higher than those obtained for OB stars suggests that one or both kinds of objects are not giving the correct presentday N abundance of the Galactic disc. One would invoke the effect of dust depletion in the nebulae, but this would affect in the opposite direction lowering the nebular abundances. However, contrary to what happens with O, we do not expect that nebular abundances of N are significantly affected for dust depletion because this element is not a major constituent of dust (Gail & Sedlmayr 1986; Jenkins 2014) .
Previous determinations of the radial abundance gradient of N from H ii regions give slopes stepper than the ones we have found in all our fits. Shaver et al. (1983) obtain −0.073 ± 0.013 dex kpc −1 and Carigi et al. (2005) −0.085 ± 0.020 dex kpc −1 , on the other hand, from FIR observations, Rudolph et al. (2006) obtain a slope of −0.085 ± 0.020 dex kpc −1 . It is difficult to understand the reason because we obtain a flatter slope apart from the use of better observational data with respect to other authors. In the case of Shaver et al. (1983) the finding of a stepper slope is not a strange result because they also obtained a stepper radial O abundance gradient and used the ICF scheme of Peimbert & Costero (1969) to derive the N/H ratio. Both aspects would produce naturally a stepper N gradient. In the case of Carigi et al. (2005) we can argue that they use a smaller sample distributed in a much narrower baseline of R G (see discussion in Section 8), so the statistical significance of their gradient determination is lower than ours. Finally, as it will be discussed in Section 8, FIR studies use non cospatial T e and line intensity determinations, and this can affect the precision of the abundances.
In Fig. 6 we plot the difference between the N abundance we determine for the objects of the ICF group using the standard ICF(N + ) of Peimbert & Costero (1969) and the N abundance we calculate at their R G using Eq. 1 -the N gradient determined for the non-ICF group -as a function of their ionisation degree, parameterized with O + /O. We choose to represent the results obtained using this particular ICF(N + ) scheme because it gives the largest differences with respect to the results obtained for the non-ICF group. The slope of the linear least-squares fit to the points represented in Fig. 6 is −0.008, practically zero, indicating that the difference is independent of the ionisation degree of the gas. As it can be seen in Fig. 6 , the net effect of assuming our "ICF-free" gradient instead of the standard ICF(N + ) of Peimbert & Costero (1969) is an increase of the N/H ratio of about 0.12 dex, with a standard deviation of about 0.1 dex.
In Fig. 7 we intercompare the N/H ratios determined for the objects of our ICF group using the three ICF schemes used in this paper parameterized by O + /O. The inspection of the three plots indicates that there are not substantial discrepancies or trends between the different ICF schemes. The mean value of the differences is almost zero in all the cases, implying the absence of systematic offsets. 
AN EMPIRICAL IONISATION FACTOR FOR N
We can formulate an empirical ICF(N + ) comparing the observed N + /H + ratios of the objects of the ICF group and the total N abundance obtained using Eq. 1 at their corresponding R G . The way we calculate the ICF(N + ) is the following: firstly we estimate the N/H ratio of each object that corresponds to its R G using the radial gradient of N given by Eq. 1. Secondly, we divide the N/H ratio by the N + /H + ratio observed for the object. Finally, we calculate the linear leastsquares fit of that ratio with respect to O/O + . In Eq. 6 and Figure 8 we show numerically and graphically, respectively, the parameters of the fit.
We estimate an uncertainty of about 0.10 dex for this empirical ICF(N + ). The range of validity of this relation correspond to the ionisation range covered by our objects: 1 < O/O + < 14. It must be taken into account that this empirical ICF(N + ) is based on real data of H ii regions, assumes our radial N gradient (given by Eq. 1) and that gaseous N abundances are well mixed in the Galaxy. As it is discussed in Sect 6, the use of this ICF(N + ) gives N abundances about 0.1 dex larger than the other schemes.
THE RADIAL GRADIENT OF N/O
In Fig. 9 we show the radial distribution of log(N/O) as a function of R G for the Galactic H ii regions of the non-ICF group, for which we can assume N/H ≈ N + /H + . The leastsquares linear fit to the data (represented by the red solid line in Fig. 9 ) is:
which slope is rather small and can even be considered flat within the uncertainties. However, the value of the slope of the N/O gradient is very much dependent on the point corresponding to Sh 2-61, which is the innermost object of the non-ICF group and shows the highest N/O ratio. If we recalculate the least-squares linear fit excluding that object the slope becomes practically flat (represented by the blue dashed line in Fig. 9) .
The flatness of the radial distribution of the N/O ratio of the H ii regions between 8 and 16 kpc, permits to assume a constant mean value of log(N/O) = −0.77 ± 0.04, at least in that range of R G . As we performed with the radial gradient of N in Section 6, we have also calculated the N/O gradient including the objects of the ICF group. In Fig. 10 we show the N/O ratios of those nebulae using the ICF(N + ) of Peimbert & Costero (1969) , that implies to assume N/O = N + /O + . In this case, the least-squares linear fit to R G and the N/O ratios gives:
As in the previous fits shown in eqs. 7 and 8, the slope is again rather flat. We have also calculated the radial gradient of the N/O ratio using the ICF(N + ) of Izotov et al. (2006) or Mathis & Rosa (1991) to determine the N abundance, but their slopes are the same: −0.009 ± 0.010 dex kpc −1 and in good agreement with that given by eq. 9 assuming the ICF(N + ) of Peimbert & Costero (1969) . The mean value of log(N/O) we obtain using any of the three ICF(N + ) schemes is −0.84 ± 0.12, about 0.07 dex lower than the value we obtain for the objects of the non-ICF group.
There are several determinations of the radial gradient of the N/O ratio based on H ii region spectra available in the literature. All of them have been obtained assuming an ICF scheme to determine the N abundance. Using optical data and the ICF(N + ) of Peimbert & Costero (1969) , Shaver et al. (1983) obtained a rather flat slope of −0.006 dex kpc −1 , in good agreement with our results. Several determinations of N/O ratios in H ii regions use FIR spectra. Because [N iii] lines are the only N lines observable in the FIR range of the spectra of ionised nebulae, an ICF(N 2+ ) is needed to derive the total N abundance in this case. With these kinds of observations, Simpson et al. (1995) obtained a linear gradient of log(N/O) with a slope of −0.04 ± 0.01 dex kpc −1 . However, they find a significantly better fit using a step fit with two levels, an inner a constant value of log(N/O) = −0.49 for objects located at R G < 6 kpc and and external one of log(N/O) = −0.74 for 6 kpc < R G < 11 kpc. This last value of log(N/O) is very similar to the mean ratio we obtain from our optical data. Simpson et al. (1995) used constant-density H ii region models to estimate the ICF(N 2+ ). Rudolph et al. (2006) , also based on FIR spectra and an ICF(N 2+ ) from photoionisation models, obtained a linear gradient of log(N/O) with a slope of −0.034 ± 0.006 dex kpc −1 for a sample of H ii regions located at R G between 0 and 15 kpc. Inspecting the figure 7 of Rudolph et al. (2006) , one can note that a two step fit similar to the one explored by Simpson et al. (1995) seems also to reproduce the spatial distribution of the N/O ratios. Objects located at R G > 6-7 kpc seem to show a fairly similar log(N/O) ∼ −0.74, while objects located in the inner zones show higher N/O ratios. The results based on FIR observations indicate an enhancement of the N/O ratio in the inner part of the Galactic disc but no strong evidence for an overall linear radial gradient of this quantity. As Simpson et al. (1995) discuss in their paper, the uncertainties of the N/O ratios are larger for H ii regions with lower T eff of their ionising stars. These nebulae have more uncertain ICF(N 2+ ) because their fractions of O + and N + are larger. Considering the positive gradient of T e in the Galactic disc (e.g. Afflerbach et al. 1996; Esteban et al. 2017) , one would expect that N abundances based on FIR observations would be more affected by systematic errors in ICF(N 2+ ) in the case of H ii regions located in the inner parts of the Galaxy. Carigi et al. (2005) , from optical spectra of a small sample of H ii regions and assuming the ICF(N + ) of Mathis & Rosa (1991) , calculated a radial gradient of log(N/O) of −0.042 ± 0.015 dex kpc −1 . It is important to say that the spectra of the 8 H ii regions which data are used in Carigi et al. (2005) are also included and reanalysed in our ICF group of objects. However, the N determinations used by Carigi et al. (2005) are not comparable with ours because they use different sets of atomic data and assume t 2 > 0, which provide N abundances between 0.05 and 0.28 dex higher than our values. Moreover the range of R G covered by their sample objects is between 5.1 and 11.1 kpc, quite narrower than our baseline.
Negative linear abundance gradients for N/O have been determined in many other spiral galaxies based on optical spectra. The vast majority of studies use an ICF(N + ) scheme and strong-line methods for estimating abundances because they lack direct determinations of T e . Using published spectra of HII regions of 54 spiral galaxies and applying the P-method for estimating the O abundance, Pilyugin et al. (2004) have found negative slopes of the N/O gradient for all the galaxies. These authors use the approximation N/O ≈ N + /O + , therefore implicitly assuming the ICF(N + ) of Peimbert & Costero (1969) . In a more recent paper, Belfiore et al. (2017) , use resolved spectroscopic data from the Sloan Digital Sky Survey IV Mapping Nearby Galaxies at Apache Point Observatory (SDSS IV MaNGA) survey for 550 nearby galaxies, finding also negative log(N/O) gradients that seem to steepen with the stellar mass of the galaxies. Belfiore et al. (2017) use the indirect N2O2 calibratorthe formula given by Pagel et al. (1992) -for estimating the N/O ratio. This calibrator implicitly assumes the ICF(N + ) of Peimbert & Costero (1969) . Pérez-Montero et al. (2016) have analysed optical spectra of H ii regions in a sample of 350 spiral galaxies of the CALIFA survey, calculating O abundances using the semi-empirical routine Hii-Chimistry. Although they find that most galaxies show negative N/O gradients, a small fraction of them (about 4-10%) display a flat or even a positive gradient. In this context, our result for the Milky Way seems to be not so rare.
The study of the evolution of N in galaxies is a difficult task. It can be produced in both massive and intermediatemass stars, which enrich the interstellar gas on different timescales. The case of O is simpler because it is produced mostly by massive, short-lived stars. There is another complication with the nucleosynthesis of N. It needs the existence of previous C and O to be formed. If N is produced from the C and O formed in the star itself then N is called primary but if the C and O were already existing at the time the star formed then it is called secondary. When the bulk of N is primary, its abundance increases in proportion to that of the O abundance and the N/O ratio remains constant as the O/H ratio increases (Talbot & Arnett 1974) . This behavior implies that the N yield is metallicity-independent. On the other hand, when N is secondary, its yield is metallicitydependent and the N/O is no longer constant, increasing as the O/H increases (Clayton 1983) . The almost flat N/O gradient we find in this paper indicates that the bulk of the Peimbert & Costero (1969) for determining the N abundance. The solid red line represents the least-squares fit to all the objects. The dashed black line corresponds to the least-squares fit to the objects of the non-ICF group -black circles -given by Eq. 7.
N is not formed by standard secondary processes at least in most part of the Galactic disc. Israelian et al. (2004) discuss the mechanisms that can produce primary N, which are the hot bottom burning (HBB) and rotational mixing (in intermediate mass stars) or rotation diffusion (in massive stars). Some authors have highlighted the difficulties to reconcile the observed and predicted N abundances in Galactic objects. For example, the chemical evolution models of the Galactic disc of Carigi et al. (2005) are successful in reproducing the O and C abundances but failed to fit the N/H values for metal-rich stars. In a recent paper, Henry et al. (2018) compare measured and model-predicted abundances of different elements including N in Galactic planetary nebulae (PN), finding a general discrepancy between the observed and model-predicted N/O ratios. These authors propose that an earlier-than-expected onset of HBB in AGB stars or the presence of extra mixing should be included in the stellar evolution models of low and intermediate mass stars to reconcile the predicted yields of N with observations. Considering all the discussion above, the inclusion of these aspects in evolution models would probably promote the primary production of N in intermediate mass stars, which are responsible of a substantial fraction of the N enrichment in the Milky way. Esteban et al. (2017) presented O abundances of a sample of Galactic H ii regions based on direct determination of T e and using the same methodology and atomic data than in the present paper. The combination of the results of the objects used in both works -35 objects -represents the largest and best dataset available for estimating the radial O abundance gradient in the Milky Way. In fact, the spectra of all the objects except four have been taken with 10 m GTC or 8 m VLT telescopes. The spatial distribution of the O abundances is shown in Fig. 11 . The least-squares linear fit to the R G and the O/H ratios including all the objects, gives the following radial O abundance gradient:
A REASSESSMENT OF THE RADIAL GRADIENT OF O
for H ii regions in an interval of R G extending from 5.1 to 17.0 kpc. This fit is also shown in Fig. 11 as a red continuous line. The gradient is almost identical to that obtained by Esteban et al. (2017) . It is worth noting that the O/H ratio of H ii regions located at R G between 5.1 and about 8 kpc seem to break the general distribution of the rest of the objects. The distribution at this zone shows a flat or slightly positive gradient. This can be noted in figure 7 of Esteban et al. (2017) , but it was not reported because of the still small number of objects located at R G < 8 kpc studied in that paper. Our new results, specially the low O/H ratio of Sh 2-61, confirm this trend and make us to consider seriously the possibility of an inner drop or flattening of the Galactic radial O gradient at R G < 7-8 kpc. We have made a least-squares linear fit to the R G and the O/H ratios but only including objects with R G > 7 kpc. In this case, the resulting radial O abundance gradient is:
which is somewhat stepper than the fit we obtain for the whole sample. This second fit is indicated by a dashed blue line in Fig. 11 . The mean difference of the O abundance of the H ii regions represented in Fig. 11 and the abundance given by Eq. 11 at their corresponding distance is ±0.05 dex, of the order of the typical observational uncertainties. This is consistent with the results of Esteban et al. (2017) and indicates the homogeneity of the chemical composition of the Galactic ISM at a given radial distance. The maximum difference we find is ±0.11 dex. This result contrast dramatically with the large scatter shown in figure 5 of Rudolph et al. (2006) . In fact, these last authors suggest that the spread in O or N abundances they found at a given R G is real, indicating that the gas is not well mixed. Our results for both elements, O and N indicates just the contrary, the ISM seems to be fairly well mixed at a given distance along the Galactic disc. The high quality of our data, the homogeneous analysis and the proper cospatial determination of T e for all the objects may be the reasons that explain these different conclusions. Recent studies on abundance gradients in other galaxies based on direct measurements of T e in H ii regions obtain slightly higher values of the scatter in O abundance, although they do not differ substantially from ours. Croxall et al. (2015 Croxall et al. ( , 2016 obtain internal dispersions of 0.08 and 0.07 dex about the computed O gradient in NGC 5194 and M101 galaxies, respectively. However, other studies based on the application of strong-line methods (e. g. Sánchez-Menguiano et al. 2016; Ho et al. 2017; Vogt et al. 2017 ) find dispersions of about 0.1-0.2 dex that have been attributed to azimuthal abundance variations along the galactic discs.
Let us come back to the apparent drop or flattening of the O/H ratio in the inner zones of the Galactic disc. This is a surprising result that may have important implications for Galactic chemical evolution models. Previous works on the abundance distribution of O, Fe and α-elements in Cepheids in the inner part of the Galactic disc have revealed indications of a flat or even positive abundance gradient for R G < 5 kpc (Martin et al. 2015; Andrievsky et al. 2016) . Moreover, metallicity gradients derived from SDSS-III/APOGEE observations of nearly 20,000 red giants by Hayden et al. (2014) indicate an apparent flattening at R G < 6 kpc, especially important for low-[α/Z] stars. Although the flattening found with Cepheids or red giants seems to begin at somewhat smaller distances (at R G ∼ 5-6 kpc) than suggested by H ii region observations, our results are qualitatively consistent, providing an independent confirmation of the presence of such change of slope of the gradients. Andrievsky et al. (2016) propose that this feature could be due to a decrease in the star formation rate produced by dynamic effects, possibly from the central Galactic bar. In a recent work, Carigi et al. (2018) present chemical evolution models to reproduce the radial O gradient obtained by Esteban et al. (2017) and propose that the flattening of the O/H ratio in the inner zones may be due to an inside out quenching of the star formation history. Those authors find an abrupt decline of the star formation rate from 3 to 5 kpc, and from ∼ 4.1 to 8.4 Gyr. The origin of such quenching may be gas flows towards the Galactic Centre induced by the presence of the Galactic bar (Athanassoula et al. 2013; Gavazzi et al. 2015) . Haywood et al. (2016) and Khoperskov et al. (2018) propose another scenario of quenching without necessarily depleting the gas in the central parts. In this scenario, the action of a stellar bar increases the turbulence in the gas, preventing altogether the gas from collapsing and decreasing the star formation efficiency within the corotation radius of the bar. Gerhard (2011) reviews and discusses the different determinations of the corotation radius of the Galactic bar, that go from 3.4 to 7 kpc. However, some dynamical models (Portail et al. 2015; Li et al. 2016 ) constructed for reproducing recent density and kinematic data from red giants in the Galactic bulge/bar region (Wegg & Gerhard 2013; Kunder et al. 2012 ) require a low pattern speed for the bar to reproduce the observations. This claim implies a corotation radius located at relatively large distances, R G ∼ 6-7 kpc, a result that, although not coincident, is in qualitative agreement with our results for H ii regions that suggest the inner drop or flattening of the radial distribution of the O/H ratio would be located even more distant from the Galactic centre, at about 7-8 kpc.
The presence of an inner drop in the radial O abundance distribution of some spiral galaxies has been already found in several works (e.g. Belley & Roy 1992; Rosales-Ortega et al. 2011; Sánchez-Menguiano et al. 2018) . In all the cases, these features have been obtained from abundance analysis based on strong-line methods and not direct determinations of T e of the H ii regions. In a very recent paper, Sánchez-Menguiano et al. (2018) has presented MUSE@VLT data of about 100 spiral galaxies. These authors have found that about 35% of the objects of their sample show an inner drop that appears at a very similar radial position for all the galaxies, about half of the effective radius, R e , of the galaxy. However, this prescription is not in agreement with the position of our inner drop for the Milky Way because it should be located at about R G ∼ 2 kpc (considering that R e is between 4-5 kpc for our Galaxy, de Vaucouleurs & Pence 1978; Bovy & Rix 2013 ). This value is much smaller than the approximate position of our change of slope at R G ∼ 7-8 kpc.
CONCLUSIONS
We present very deep spectra of 13 Galactic H ii regions, with R G between 5.7 and 16.1 kpc. The data have been obtained with the 10.4 m GTC telescope. We determine T e ([N ii]) for all the objects using the direct method based on the detection of auroral lines. We have selected objects of very low ionisation degree for which the assumption N/H ≈ N + /H + can be applied. This permits to calculate -for the first time -the radial abundance gradient of N avoiding the intrinsic uncertainty of assuming large ICFs to derive abundances. The slope of this new determination of the Galactic radial N abundance is −0.059 ± 0.009 dex kpc −1 . We have also calculated the N gradient including the sample of H ii regions with higher ionised degree studied by Esteban et al. (2017) (as well as two H ii regions analysed in this paper that do not show a very low ionisation degree: Sh 2-90 and Sh 2-152) and assuming three different ICF(N + ) schemes from the literature and the slope becomes somewhat less stepper, between −0.047 and −0.050 dex kpc −1 but rather independent on the ICF scheme used. We find that N abundances determined assuming an ICF(N + ) scheme seem to be about 0.10 dex lower than those estimated from the radial gradient derived without the use of an ICF. We propose an empirical ICF(N + ) to estimate the total N abundance formulated from the comparison of the observed N + /H + ratio of a given object and the N abundance estimated from our gradient at the corresponding R G of the object.
We have studied the behavior of the radial distribution of the N/O finding that it is almost flat. A result that was also previously found by Shaver et al. (1983) . This indicates that the bulk of N is not formed by standard secondary processes. The mean N/O ratio along the Galactic disc is about −0.77 ± 0.04 dex.
We have made a reassessment of the radial O abundance gradient combining our results with the ones by Esteban et al. (2017) , who calculate the Galactic radial O abundance gradient based on deep optical spectra of 21 H ii regions analysed with the same methodology and atomic data that have been used in this paper. With this extended sample, we have homogeneous data of 35 H ii regions with direct determinations of T e that we have used to study the Galactic radial O gradient from R G between 5.1 and 17.0 kpc. We report the possible presence of a flattening or drop of the O abundance in the inner part of the Galactic disc, at R G < 7-8 kpc. This result confirms previous findings by Martin et al. (2015) and Andrievsky et al. (2016) from abundance data from Galactic Cepheids. This change of the slope of the radial O gradient may be produced by the quenching of star formation efficiency due to the dynamical action of the Galactic bar.
Finally, we find that the scatter of the N and O abundances of H ii regions with respect to our gradients is not substantially larger than the observational uncertaintiestypically about 0.05 dex -indicating that both chemical elements are well mixed in the interstellar gas at a given distance along the Galactic disc. 
