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Abstract: An lp (0 < p ≤ 1) sparsity regularization is applied to
time-domain diffuse optical tomography with a gradient-based nonlinear
optimization scheme to improve the spatial resolution and the robustness to
noise. The expression of the lp sparsity regularization is reformulated as a
differentiable function of a parameter to avoid the difﬁculty in calculating
its gradient in the optimization process. The regularization parameter is
selected by the L-curve method. Numerical experiments show that the lp
sparsity regularization improves the spatial resolution and recovers the
difference in the absorption coefﬁcients between two targets, although a
target with a small absorption coefﬁcient may disappear due to the strong
effect of the lp sparsity regularization when the value of p is too small. The
lp sparsity regularization with small p values strongly localizes the target,
and the reconstructed region of the target becomes smaller as the value of p
decreases. A phantom experiment validates the numerical simulations.
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1. Introduction
Diffuse optical tomography (DOT) reconstructs the distributions of the optical properties, such
as the scattering and absorption coefﬁcients in the biological media. Near infrared (NIR) light
incident on the surface of the biological medium propagates diffusively inside the biological
medium, and the fractions of the NIR light are reemitted from and detected at the surface of
the medium. By solving the inverse problem based on the photon diffusion equation with the
measurement data of the detected light, DOT images are obtained noninvasively [1,2]
The reconstructed optical properties contain the information about not only the structure but
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trations of hemoglobin, lipid etc. can be calculated from the optical properties. The abnormal
absorption coefﬁcients which can be caused by the tumor with angiogenesis are detected by
DOT [3–7]. Therefore DOT attracts attentions as a new imaging modality for breast cancer di-
agnoses. DOT also can monitor the brain activities. The large change in the regional blood ﬂow
due to the higher brain activities is detectable by DOT [8,9].
The advantage of the near infrared optical imaging modalities is that the measuring instru-
ments are smaller in size and easier to use than the other modalities. Therefore, it is desirable
that the number of the detectors is small. However, when the number of the detectors is limited,
the inverse problem of DOT is highly ill-posed. The reconstructed optical properties usually
have a low spatial resolution, and measurement noises signiﬁcantly affect the reconstructed
images. One of the solutions of these problems is to use a regularization method in the image
reconstruction. So, recently the regularization techniques are actively studied for improvement
of the DOT image quality.
The important approach is to incorporate the structural prior information. Pogue et al [10]
uses a spatially variant Tikhonov regularization to reduce high frequency noises in the recon-
structed images. Boverman et al employed prior segmentation of breast into glandular and adi-
pose tissues [11]. Yalavarthy et al uses MRI-derived breast geometry to regularize the inverse
solution [12]. Douiri et al applied anisotropic diffusion regularization with a priori edge infor-
mation of the object to preserve the edge of the inner structure [13]. An algorithm assuming that
the targets have blocky structures for regularization is introduced by Hiltunen et al [14]. Mutual
information and joint entropy are used by Panagiotou et al to reﬂect the structure obtained from
an alternative high resolution modality in the DOT images [15].
Another possible approach to improve the spatial resolution of the DOT image is to use a
sparsity constraint. Cao et al implements L1 norm minimization by use of an expectation max-
imization algorithm for a linearized DOT inverse problem, and show that the reconstructed re-
gion with abnormal optical properties are localized more than the other methods they use [16].
Sparsity regularization with L1 norm and other methods to obtain sparse solution are used
to several applications of inverse problems. Image restoration with sparsity constrained reg-
ularization is proposed by Shankar et al [17]. The L1 sparsity constraint is applied to ﬂuo-
rescence/bioluminescence diffuse optical tomography (F/BDOT) [18, 19]. Okawa et al used
recursive spatial ﬁltering for F/BDOT [20]. And other applications are found in the functional
brain imaging such as electroencephalography [21,22].
When the changes in the optical properties, which can be caused by the regional blood ﬂow
changes or the breast cancer in early stage, are expected to be localized, the sparsity regulariza-
tion will provide a good reconstruction in DOT inverse problem.
In this paper, we apply the lp (0 < p ≤ 1) sparsity regularization by partial use of the focal
underdetermined system solver (FOCUSS) algorithm, which was introduced by He et al. [23]
to solve linear underdetermined inverse problems, and investigate the effects of the regulariza-
tion on the non-linear time-domain DOT image reconstruction.
The changes in the absorption coefﬁcients are described by a parameter to solve the difﬁculty
in lp minimization. And the DOT images are reconstructed by minimizing the residual error be-
tween the measurement and predicted data sets and the lp norm of the changes in the absorption
coefﬁcients simultaneously. Numerical simulations and a phantom experiment demonstrate that
the regularization improves the localization of the changes in the distribution of the absorption
coefﬁcient.
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2.1. Forward problem in DOT
Light propagation in biological media is a phenomenon of the transport of radiative energy.
Therefore, the radiative transport equation (RTE) rigorously describes the phenomenon. In
DOT, NIR light illuminates the surface of the medium. The biological tissues strongly scat-
ter and weakly absorb NIR light while propagating. The fraction of the light is reemitted from
and detected at the surface of the medium. Because RTE is an integro-differential equation,
solving and using RTE directly for the inverse problem is not an easy task. So the photon dif-
fusion equation (PDE) is usually used [1]. PDE is a partial differential equation approximating
RTE, and this approximation holds when the media are thicker than several centimeters and
time after the pulse light incidence is longer than several hundred picoseconds.
Under the diffusion approximation, and by use of the spherical harmonic expansion of the










F(r,t) = q0(r,t), (1)
where D = 1/(3m′
s) represents the diffusion coefﬁcient with the reduced scattering coefﬁcient
m′
s, ma the absorption coefﬁcient, c the speed of light, q0 the light source. The boundary con-
dition is given as −n DÑF = 1/(2A)F where n is the vector normal to the surface of the
medium, and A is the parameter depending on the internal reﬂection ratio. The forward solution
is obtained by solving Eq.(1) by use of the ﬁnite element method (FEM).
The ﬂuxes of the ﬂuence rate, G(r,t) = −n DÑF, are the quantities measured by the de-
tectors located at various positions. The mean time of ﬂight (MTF) is calculated from G as
< t >=
R ¥
0 t  Gdt/
R ¥
0 Gdt. In this study, a set of the measured MTFs, M, is used as the input
data for reconstruction of the distribution of ma. An efﬁcient method of solving the forward
problem introduced by Schweiger et al [24] is also employed in this study to calculate MTFs
using the moments of the time-resolved proﬁles.
2.2. Inverse problem with lp sparsity regularization
Reconstruction of the distribution of ma is carried out by minimizing the residual error between
the measured MTF data and the MTF data calculated by solving the forward problem. Recon-




￿ ￿ ￿M− b M(ma)
￿ ￿ ￿
2
+l   f(ma), (2)
where M and ˆ M are the sets of the measured and the calculated MTFs, respectively. l is a regu-
larization parameter, and f is a regularization function depending on the regularization method
such as Tikhonov regularization method, the total variation method, etc [25]. The nonlinear
optimization method such as Gauss-Newton method etc. is used.
To calculate the gradient of the residual error in the ﬁrst term in Eq. (2), Jacobian matrix
which represents the sensitivity of the optical properties to the measured data, ¶ ˆ mj/¶mai, is
calculated by using FEM, where ˆ mj is the j-th calculated datum and mai is the absorption coef-
ﬁcient at the i-th FEM node.
To reconstruct the changes in ma localized in the small regions, we apply an lp (0 < p ≤ 1)
sparsity regularization which minimizes å
I
i=1|Dmai|p where Dmai is a change in ma from the
baseline at the i-th FEM node, and I is the number of the FEM nodes. However, the expression
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timization by use of the gradient based method, because |Dmai|p−1 tends to inﬁnity when Dmai
is minimized. To avoid this difﬁculty, Dmai is reformulated with a parameter zi as follows [23],
Dmai = |zi|2/p sgn(zi). (3)
Thus mai is described as
mai = ¯ ma+Dmai, (4)
where ¯ ma is the constant baseline. Then the DOT reconstruction with the lp sparsity regulariza-
tion is represented as follows,
min
z








where z represents a vector consisting of zi. By solving this optimization problem, a solution
which selects the changes in ma in small localized region is obtained. As p becomes smaller,
the localization is expected to be improved.
We use the nonlinear conjugate gradient method [26] for the optimization which requires the
gradient of the cost function. Therefore, Jacobian matrix, Jji(zi) = ¶ ˆ mj/¶zi, is calculated with
the perturbation of zi which is equivalent to 0.01 percent of the baseline ¯ ma in this study. The
regularization parameter l is selected with the L-curve method [27].
3. Numerical experiments
3.1. Conditions
Numerical experiments are conducted to investigate the effect of the lp sparsity regularization
with p = 1, 1/2, 1/4 on the image reconstruction of time-domain diffuse optical tomography
and the results are compared with Tikhonov regularization which is identical to the lp sparsity
regularization with p = 2.
A ma distribution in a 2D circular medium with a radius of 40 mm is reconstructed with the
regularizations. The medium has strongly absorbing targets. The sizes and the number of the
targets are varied in the simulation. ma of the targets are changed, depending on the purpose
of the experiments. Except the targets, the medium has ma = 0.007 mm−1 and m′
s = 0.8 mm−1
homogeneously. These optical properties are given as those of breast in the NIR wavelength
range by referring a literature [6]. The parameter A in the boundary condition for PDE is equal
to unity because no reﬂection is assumed at the boundary.
16 positions working for both light sources and detectors are located at the boundary of the
medium with an equal spacing. An ultra-short pulse light illuminates one of the 16 positions
and the reemitted light after propagating inside the medium is detected at the rest of the 16
positions. Each position works as the light source one by one. Thus we obtain 16×15 MTF
data.
By use of the same forward solver for generating simulated data and for solving inverse
problem, the reconstruction can be fairly successful [28]. To avoid this ‘inverse crime’ problem,
the measured MTF data sets are generated by solving PDE using FEM with 12800 elements
and 6561 nodes, and the inverse problem is solved using FEM with 3200 elements and 1681
nodes. Gaussian noises with the standard deviation of one percent of MTF are added to the
measured data, and the noisy data are used for reconstruction.
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3.2.1. Effect on the spatial resolution and localization of the reconstructed image
The spatial resolution of the reconstructed images is investigated. Two circular targets are
placed in the medium. The centers of the targets are at (x,y) = (20 mm,10 mm) and
(20 mm,−10 mm) with the origin of the coordinate located at the center of the medium. The
radius and ma of both of the targets are 5 mm and 0.014 mm−1 (Dma = 0.007 mm−1), respec-
tively. m′
s of the targets is identical to that of the background.
Figure 1 shows the L-curves with p = 2, 1, 1/2 and 1/4. Reconstructions are carried
out with l = 10−10,10−9,10−8,   ,10−2 for each p, and the L-curves are plotted with R =
log10
￿ ￿M− ˆ M
￿ ￿2 for the abscissa and F = log10 f(z) for the ordinate. The corner of the L-
curve, in which both terms in Eq. (5) are minimized with a good balance, is visually judged
from the plots. The optimum l determined at the corner decreases with the decrease in p.
The reconstructed ma distributions are shown in Fig. 2 with the same color scale for all im-
ages using (a) Tikhonov regularization with p = 2 and (b) to (d) the lp sparsity regularization
with p= 1, 1/2 and 1/4, respectively. The maximum values of the reconstructed Dma are 0.0015
mm−1, 0.0020 mm−1, 0.0036 mm−1 and 0.0050 mm−1 for p = 2,1,1/2 and 1/4, respectively.
Figure 3(a) shows the proﬁles ofDma at the FEM nodes along the lines in they-direction passing
through the two peaks of reconstructed ma. The two targets are observable and almost equally
reconstructed with their centers at the correct positions. Especially with p = 1/2 and 1/4, the
two targets are clearly separated.
Figure 3(b) plots z = Dmamin/Dmamax as a function of p, where Dmamin is the minimum of Dma
reconstructed between the peaks, and Dmamax is the average of the two peaks of Dma. z is an
index for evaluation of spatial resolution. z = 0 indicates that the two reconstructed targets are
perfectly separated while z = 1 indicates that the two targets are not separated but combined
into one large target. Figure 3 (b) shows that the degree of the separation is improved as p de-
creases.
The average of the peak values of Dma, Dmamax, is plotted as a function of p in Fig. 3(c). The
absolute value of Dma of the reconstructed target with small p becomes closer to the true Dma
of 0.007 mm−1 in the targets than that with large p.
The area of the peak, S, is deﬁned as the sum of the area of the FEM elements having
Dma ≥ Dmamax/2, where Dmamax is the maximum of Dma, and is plotted as a function of p in
Fig. 3 (d). S is an index for evaluation of localization by comparing with the true value of S. S
decreases with the decrease in p, and localization of the reconstructed targets is improved.
The ma distribution reconstructed using Tikhonov regularization (Fig. 2(a)) has small un-
dulations around the targets, which are caused by the random noise, and the difference in the
FEM meshing between that for generating the measurement data and that for solving the in-
verse problem.
On the other hand, undulations are hardly observed in the ma distributions reconstructed with
the lp sparsity regularization. Therefore, the lp sparsity regularization reduces the inﬂuences
of noise and of the difference in the FEM meshing. From these results, it can be said that the
lp sparsity regularization achieves a high spatial resolution. When the true changes in ma are
localized in small regions, the lp sparsity regularization provides preferable reconstruction with
the robustness to noise.
3.2.2. Effect on the sensitivity to small changes in the absorption coefﬁcient
In this subsection we investigate the sensitivity of reconstruction to small changes in the ab-
sorption coefﬁcient by reconstructing ma of a medium having two targets with different ma. The
positions and the sizes of the targets are the same as those in the previous subsection. One of the
targets with its center at (x,y) = (20 mm, 10 mm) has ma = 0.0105 mm−1, and the other target
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Fig. 1. L-curves for the reconstructions with (a) p = 2, (b) p = 1, (c) p = 1/2, (d) p = 1/4
in the simulations in section 3.2.1. R = log10 M− ˆ M 2 for the abscissa and F = log10 f(z)
for the ordinate.
with its center at (x,y) = (20mm,−10mm) has ma = 0.0140 mm−1. The difference in ma from
the background ma = 0.0070 mm−1 of the former target (Dma1 = 0.0035 mm−1) is half of that
of the latter one (Dma2 = 0.0070 mm−1). Therefore, the ratio of the smaller changes in ma from
the background to larger one, deﬁned as g = Dma1/Dma2, is 0.5. g is an index for evaluating
sensitivity to small changes in ma by comparing with the true value of g.
Reconstructions are carried out with the same manner as in the previous section. l is selected
by the L-curve method.
Figure 4 shows the reconstructed images. The ma image reconstructed using Tikhonov regu-
larization shown in Fig. 4(a) reveals weak two peaks with Dmamax =0.0009 mm−1 and 0.0015
mm−1 at (x,y) = (23.0 mm, +12.1 mm) and (25.2 mm, −12.1 mm) , respectively. The posi-
tions of the targets are well reconstructed. However, g calculated from the reconstructed peaks
of Dma is 0.60, and the reconstructed ma are underestimated in this case. As well as in the case
of the previous subsection, the spatial resolutions of the reconstructed images are low, and the
small undulations due to noise are seen in Fig. 4(a).
When the lp sparsity regularization with p=1 is used, undulation due to noise is suppressed,
and localization of the reconstructed targets is improved. Two peaks of the reconstructed Dma
are 0.0013 mm−1 and 0.0027 mm−1, respectively. g is 0.48 which is close to the true value of
0.50. This means that the l1 sparsity regularization recovers the difference in ma between the
two targets better than Tikhonov regularization.
Nevertheless the lp sparsity regularization is not always successful. When p = 1/2, one of
the target is lost in the reconstructed image in Fig. 4(c). The changes in ma are so excessively
localized that the weakly absorbing target disappears. Two peaks are found in the ma distribu-
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Fig. 2. The ma distributions reconstructed using (a) Tikhonov regularization with p = 2
and using the lp sparsity regularization with (b) p = 1, (c) p = 1/2 and (d) p = 1/4 in
the simulations in section 3.2.1. The black open circles indicate the true positions of the
targets.
tion reconstructed with p = 1/4 in Fig. 4(d), but g is 0.23 which is much smaller than the true
value of 0.50. Figures 5(a) and (b) show the reconstructed peaks of Dma of the two targets,
Dma1max and Dma2max, and g = Dma1max/Dma2max calculated from the reconstructed peaks of Dma
as a function of p, respectively. The lp sparsity regularization is effective to enhance the local-
ization, to reduce the artifacts and to recover the difference in ma between the large and small
changes, although small changes in ma may be eliminated by the lp sparsity regularization when
p is too small because it strongly localizes the changes in ma.
3.2.3. Effect on the reconstruction of broad target
The lp sparsity regularization is found to be effective for reconstructing localized targets as
shown in the previous subsections. However, the targets are not always localized well in prac-
tical applications. We demonstrate reconstructions of broad targets in this subsection.
The circular target has a radius of 10 mm, a center at (x,y)=(20 mm, 0 mm) and ma of 0.014
mm−1 in the background medium having ma = 0.0070 mm−1. Reconstructions are carried out
with the manner mentioned above.
Figure 6 shows the reconstructed ma distributions using Tikhonov and the lp sparsity regular-
izationswith p=1,1/2,and1/4.Themaximum ma reconstructedusingTikhonov regularization
shown in Fig. 6(a) is 0.0122 mm−1. Undulations in the ma distribution appear due to the noise
in the input data.
On the other hand, the lp sparsity regularizations remove the undulations. The shape and size
of the target are well reconstructed when p = 1 as shown in Fig. 6(b). In Fig. 6(c), the target
reconstructed with p = 1/2 has a smaller area than that with p = 1, and the maximum ma value
of 0.0130 mm−1 with p = 1/2 is larger than that of 0.0117 mm−1 with p = 1. The maximum
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Fig.3. Thequantitativeevaluationsofthereconstructedimagesobtainedbythesimulations
in section 3.2.1: (a) The proﬁles of Dma along the lines in the y-direction passing through
the two peaks of ma, reconstructed with p = 2 (green line), p = 1 (red line), p = 1/2
(blue line) and (d) p = 1/4 (black line), (b) z = Dmamin/Dmamax as a function of p with the
minimum of Dma reconstructed between the peaks, Dmamin, and the average of the peaks of
Dma, Dmamax, (c) the average of Dmamax of the two peaks as a function of p with the true
Dmamax = 0.0070 mm−1 and (d) the area at half maximum of Dma peak as a function of p
with the true S = 157 mm2.
ma value further increases to 0.0184 mm−1 in Fig. 6(d) as p decreases to 1/4 although the re-
constructed target is localized excessively and smaller in size than the true target. Figures 7(a)
and (b) plot the reconstructed peak value of Dma, Dmamax, and the area of the peak of Dma, S,
as a function of p, respectively. S is deﬁned as the sum of the area of the FEM elements having
Dma ≥ Dmamax/2, and S is the index for evaluating localization of the reconstructed target by
comparing with the true value of S as mentioned before.
From the results of Figs. 6 and 7, it can be said that the lp sparsity regularization is effective
to improve the quality of the reconstructed images of broad targets by reducing the inﬂuence
of noise. However, the quality of the reconstructed images highly depends on the parameter p,
and the size of the reconstructed target becomes smaller than that of the true one as p decreases
too much.
3.2.4. Determination of optimum p value
In the simulations above, we investigated the effects of the p value on the quality of the recon-
structed images in the cases of various sizes and ma of the targets. According to the simulation
results, the optimum p value depends on the cases. For the case in the section 3.2.1, the size
and ma of the small targets with a radius of 5 mm is reconstructed clearly when p is small, and
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Fig. 4. Reconstructed ma distributions using (a) Tikhonov regularization with p=2 and the
lp sparsity regularization with (b) p = 1, (c) p = 1/2 and (d) p = 1/4 in the simulations in
section 3.2.2. The black open circles indicate the true positions of the targets.
(a) (b)
Fig. 5. The quantitative evaluations of the reconstructed images obtained by the sim-
ulations in section 3.2.2: (a) The reconstructed peaks of Dma of the two targets at
(x,y) = (20 mm, 10 mm) (times symbols, true Dma1max = 0.0035 mm−1) and (x,y) =
(20mm,−10mm) (open circles, true Dma2max = 0.0070 mm−1), and (b) the contrast g be-
tween the two peaks reconstructed with p = 1/4,1/2,1 and 2 (true g = Dma1max/Dma2max =
0.5).
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However, other simulation results indicate that smaller p does not always lead to better re-
construction. For the case of multiple targets with different ma, too small p values underestimate
ma of the target with smaller ma. From the results in the subsection 3.2.2, p = 1/4 may be a
good choice from the Dma point of view (Fig. 5(a)), but p = 1 may be a good choice from the g
point of view (Fig. 5(b)). When the target has a radius of 10 mm, the size of the target is well
reconstructed with p = 1, although p = 1/2 reconstructs the peak of Dma of the target better
than p = 1 as plotted in Fig. 7. As a whole it can be said that p ≤ 1 is preferable to reduce the
measurement noise and the error between the true and reconstructed ma values.
A criterion will be required for determination of the optimum p value. Prior information
provided by other imaging modalities may be useful for that purpose. Prior information of the
target size may help determine the optimum p value, for example.
(a) (b)
(c) (d)
Fig. 6. Reconstructed ma distributions using (a) Tikhonov regularization with p=2 and the
lp sparsity regularization with (b) p = 1, (c) p = 1/2 and (d) p = 1/4 in the simulations in
section 3.2.3. The black open circle indicates the true position of the target.
4. Phantom experiment
4.1. Conditions
The effect of the lp sparsity regularization is validated by a phantom experiment in this section.
The time-resolved measurement system consisted of an ultra-short pulse laser operating at the
wavelength of 759 nm, time-correlated single-photon counting units and 16 source/detector op-
tical ﬁber bundles. The ultra-short pulse light with a duration of about 100 ps, a mean power
of 0.25 mW and a repetition rate of 5 MHz illuminated the measured object. The details of the
time-resolved measurement system is found in the literature [29].
One of the optical ﬁber bundles worked as a light source and the others detected light reemit-
ted from the surface of the measured object. Therefore, we acquired 16×15 time-resolved data.
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Fig.7. Thequantitativeevaluationsofthereconstructedimagesobtainedbythesimulations
in section 3.2.3: (a) Reconstructed peaks of Dma with the true Dma =0.0070 mm−1, and (b)
the area at half maximum of Dma, S, reconstructed with p = 1/4,1/2,1 and 2 (true S = 314
mm2).
The MTF dataset obtained from the measured time-resolved data at the wavelength of 759 nm
is used as the input for reconstruction of the ma distribution.
In the phantom experiment, we reconstructed ma in a 2D-like tissue simulating phantom
which was a cylinder made of polyacetal resin with a height of 240 mm and a radius of 40mm.
The phantom had the background optical properties of ma = 0.0006 mm−1 and m′
s = 0.863
mm−1. In this phantom, there existed a target of a cylindrical hole with a radius of 10 mm and
the center at (x,y)=(20 mm, 0 mm). The cylindrical hole was ﬁlled with 1.0 percent Intralipid
solution having ma = 0.0026 mm−1 and m′
s = 1.054 mm−1.
Theopticalﬁberbundleswerecircularlyattachedonthesurfaceofthephantomwithanequal
spacing in a 2D plane perpendicular to the cylinder axis. The ma distribution in the 2D plane
was reconstructed with Tikhonov or the lp sparsity regularizations. We used the FEM meshing
identical to that used for reconstructions in the previous simulations. We set ¯ ma =0.0006 mm−1
and selected l based on the L-curve method. The refractive index of the polyacetal resin was
given as 1.54 leading to the value of A = 4.26 in the boundary condition of PDE.
4.2. Results and discussions
Figure 8 shows the L-curves plotted with the evaluating points with l =
10−10,10−9,10−8,   ,10−2. l values at the corners are determined as 10−2 and 10−5
for p =2 and 1, respectively. However, it was difﬁcult to obtain typical L-curves for p = 1/2
and 1/4. The evaluating points for p = 1/2 and for 1/4 in Fig. 8(c) and (d) subtly form the
L-curves, and l = 10−7 is at the corners in both cases. More points on the L-curve for p = 1/4
were evaluated to conﬁrm the corner as shown in Fig. 8(d). In the simulation sections and this
phantom experiment, the regularized solution with small p tends to change drastically within a
narrow range of l. So it is better to make the L-curve with ﬁne evaluating points of l to ﬁnd
an appropriate corner of the L-curve.
The reconstructed ma distributions are shown in Fig. 9. As expected from the results in the
previous section, the smaller the value of p is, the more localized the target is. Tikhonov reg-
ularization reconstructed the target clearly as shown in Fig. 9(a), but there are undesirable
changes in ma in the wide area out of the true target position which were due to unknown
noise factors and took the values from 38 percent to 63 percent of the reconstructed ma of the
target. The area with the undesirable changes in ma became smaller by the lp sparsity regu-
larization, although some of the undesirable large changes still remained near the position of
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Fig. 8. L-curves for the reconstructions with (a) p = 2, (b) p = 1, (c) p = 1/2, (d) p = 1/4




Fig. 9. The ma distributions reconstructed with (a) Tikhonov regularization with p = 2 and
the lp sparsity regularization with (b) p = 1, (c) p = 1/2 and (d) p = 1/4 in the phantom
experiment. The black open circle indicates the true position of the target.
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Fig. 10. The quantitative evaluations of the reconstructed images obtained by the phantom
experiment: (a) Reconstructed peaks of Dma with the true Dma =0.0020 mm−1, and (b) the
area at half maximum of Dma, S, reconstructed with p = 1/4,1/2,1 and 2 (true S = 314
mm2).
(x,y) = (−20 mm, −10 mm) and (−10 mm, 25 mm) in Figs. 9 (b), (c) and (d). The lp sparsity
regularizations with p = 1/2 and 1/4 provide highly localized targets. The maximum value of
ma became larger as p decreased.
The results of the phantom experiment indicates that the lp sparsity regularization localizes
the change in the ma distribution and that the regularization is effective to reduce the inﬂuence
of noise. Figure 10 shows Dmamax and S in this phantom experiment. Small p enhances Dmamax,
and the size of the reconstructed target becomes smaller than that of the true one as p decreases.
These results validate the simulations in the previous section.
The maximum values of the reconstructed Dma are 0.0047 mm−1, 0.0068 mm−1 and 0.0132
mm−1 for p = 1, 1/2 and 1/4, respectively, and all of these values are larger than the true value
of 0.002 mm−1. These differences may be caused by the small changes in m′
s of the target
from that of the background because only ma is reconstructed under the assumption of homo-
geneous m′
s. Simultaneous reconstruction of ma and m′
s is an interesting topic for future study.
Unknown noise factor must prevent a good reconstruction also for the cases of multiple tar-
gets. Although the phantom experiment was conducted only for single target, the effects of the
proposed method, i.e. improvement of localization and alleviation of inﬂuence of noise, are
validated and similar results will be obtained for the cases of multiple targets.
5. Conclusion
To improve the spatial resolution and the robustness to noise, the lp (0 < p ≤ 1) sparsity reg-
ularization is applied to the time-domain diffuse optical tomography with the gradient-based
nonlinear optimization scheme. The expression of the lp sparsity regularization is reformulated
as a differentiable function of a parameter to avoid the difﬁculty in calculating its gradient in
the optimization process. The regularization parameter is selected by the L-curve method.
Numerical experiments show that the lp sparsity regularization improves the spatial resolu-
tion. Two localized targets with the absorption coefﬁcients higher than that of the background
are clearly separated in the images reconstructed with the lp sparsity regularization, while
Tikhonov regularization reconstructs the two targets as a broad single target. The reconstructed
values of the absorption coefﬁcients approaches the correct value by use of the lp sparsity reg-
ularization.
The difference in the absorption coefﬁcient between targets at different positions is also re-
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small differences in the absorption coefﬁcient from the background may disappear due to the
excessive effect of the lp sparsity regularization.
The lp sparsity regularization is also effective for reconstructing broad targets. The inﬂuence
of noise such as non-targeted small undulations in the reconstructed image is reduced. The size
of the reconstructed target is reconstructed well when p = 1 and 1/2 in the simulation. The lp
sparsity regularization with a small p strongly localizes the target, and the size of the recon-
structed target decreases with the decrease in p. A phantom experiment validates the numerical
simulations.
The lp sparsity regularization can be useful to reconstruct the localized changes in the ab-
sorption coefﬁcient. The criterion to determine the optimum p value can be discussed in a future
work.
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