Abstract-The local binary patern (LBP) descriptor and its derivatives have a demonstrated track record of good performance in face recognition. Nevertheless the original descriptor, the framework within which it is employed, and the aforementioned improvements of these in the existing literature, all suffer from a number of inherent limitations. In this work we highlight these and propose novel ways of addressing them in a principled fashion. Specifically, we introduce (i) gradient based weighting of local descriptor contributions to region based histograms as a means of avoiding data smoothing by non-discriminative image loci, and (ii) Gaussian fuzzy region membership as a means of achieving robustness to registration errors. Importantly, the nature of these contributions allows the proposed techniques to be combined with the existing extensions to the LBP descriptor thus making them universally recommendable. Effectiveness is demonstrated on the notoriously challenging Extended Yale B face corpus.
I. INTRODUCTION
Face recognition is often described as one of the most active areas of research in computer vision [1] , [2] , [3] , [4] . While we are unaware of attempts to formalize this claim and support it with rigorous empirical evidence, it is beyond doubt that the field has undergone substantial changes over time. By this we are not referring merely to changes in the technical approach which can be naturally expected to take place as advances are made, but rather to the practical paradigms and the context in which face recognition is employed.
Early face recognition work can be described as a proverbial exploratory mission which served to deepen the understanding of the key challenges and features (in an abstract sense) which have the greatest discriminative power [5] , [6] . Geometric features and the first statistical appearance based methods were described in this period. Thereafter the focus has shifted to the practical challenge of making face recognition useful in real world security oriented applications. It is in this period that the difficulty of the problem has crystallized, with concurrent changes in pose, illumination, resolution, and other extrinsic factors, exposing the limitations of the proposed algorithms [7] , [8] , [9] , [10] . Most face recognition work falls under the umbrella of this conceptual period. Despite the immense amount of research effort, both by academia and industry, the highly optimistic predictions expressed in the early years of face recognition research failed to materialize: in unconstrained conditions the performance of face recognition in security applications remains disappointing [11] , [12] . The key reason lies in the nature of the demands of most security applications on the one hand, and the inherent discriminative weakness of facial biometrics. As regards the former, security applications demand a low false positive rate (allowing an intruder the access to a resource carries a high cost) and often a low false negative rate (denying access to a legitimate user is frustrating, time consuming, and potentially costly) [13] . At the same time, on the latter point, there is no compelling evidence that face based biometrics even in principle can be used to attain these demands. Face recognition by humans, often intuitively seen as highly sophisticated, is in fact not very accurate when evaluated in conditions comparable to those in which automatic methods are expected to operate [14] , [15] . Humans use a variety of constraints, such as knowledge based priors ('whom do I expect to encounter in this place?'), complementary biometrics (height, gait, voice, etc.), and a plethora of others to simplify the task in everyday situations. However, such assumptions are either difficult to incorporate in automatic methods (e.g. due to the semantic gap) or inappropriate in the context of practical applications of interest.
A turning point for face recognition research has come in the last decade with the emergence of massive amounts of visual data -the focus has shifted to the use of face recognition for the retrieval and organization of photographs and video recordings [16] , [4] , [17] . The requirements of these applications contrast the aforementioned requirements of security applications: following the successes of web search engines, by adopting the ranked retrieval presentation of output, both socalled type I and type II errors are much more readily tolerated [13] . The user is often not overly troubled by not every instance of interest being retrieved, or it not being retrieved at rank-1, as long as correct matches are within a reasonable rank (the quantified meaning of 'reasonable' being somewhat dependent on the application). Thus, to summarise briefly the history of face recognition, the field has largely been characterized by incremental (but important and cumulatively significant) technical advances with major practical leaps which came though by innovative ways of seeing the same problem though a different lens.
Notwithstanding the contextual paradigm sifts just described, work on the underlying fundamentals of face recognition continues with unabated effort [18] , [19] , [20] , [21] , [22] , with many outstanding challenges. In recent years, particularly promising innovations are arising from the use of sparse coding [3] , [21] , [23] , dictionary representations [24] , [25] , and deep learning [26] , [27] , [28] , [17] . Nevertheless many of these approaches suffer from a variety of practical limitations, including their limited interpretability and often seemingly inexplicable failure modes []. Consequently, conceptually simpler and often computationally more efficient approaches remain attractive, especially when enveloped within frameworks which clearly make use of contextual information [29] . In this paper we focus on one of such approaches, or rather umbrella of approaches underlain by a well-known local descriptors known as local binary patterns (LBP). Building upon previous work and the successes of LBP based methods, we start by highlighting a number of inherent limitations of this group of methods, and hence propose a series of improvements which address these in a simple, principled, and effective manner.
II. BACKGROUND
It is worth beginning by noting that the term local binary pattern is frequently employed somewhat loosely, perhaps particularly so within the context of face recognition, in that its strict and original reference is that to a type of local descriptor, whereas in some instances it is used to refer to the overarching framework which is underlain by the aforementioned descriptor but seeks to describe holistic image appearance 1 .
The LBP descriptor was originally proposed in the context of texture recognition but has since been shown as very effective across a range of applications, including face recognition [31] , [32] , object recognition, and numerous others. The original descriptor considers image patches of size 3×3 pixels. By comparing the values of the 8 neighbouring pixels with the value of the central pixel, the neighbourhood is mapped to a series of binary digits (0 or 1) depending on whether a specific pixel has a smaller value than the central pixel or not, as illustrated in Figure 1 . The 8 bit sequence corresponds to an integer in the range [0, 127] and can be used to describe the local appearance.
The description of an entire image (or a region of interest within it) is then obtained by creating histograms over local LBP descriptors within blocks into which the image is divided, with the number of blocks being a free parameter, learnt from training data or set a priori.
A. Improvements and derivative methods
Owing to the general effectiveness of LBPs, a number of derivative methods have been proposed [33] . Many of these focused on low-level tweaks of the descriptor itself and how specifically binarization of a pixel neighbourhood is performed. For example, modified local binary patterns (mLBP) use the mean 3 × 3 pixel neighbourhood average as the reference comparison value, rather than its central pixel [34] , whereas transition local binary patterns (tLBP) perform binarization not by means of comparisons with the central pixel but rather on clockwise comparisons between neighbouring pixels themselves [35] .
Another prominent direction of improvements addresses the thresholding of pixels which lies at the heart of LBPs and makes them vulnerable to small perturbations when compared pixels have values close to one another. A generalization of the LBP descriptor in the form of a local ternary pattern (LTP) was proposed as one simple way of partially alleviating this problem [35] . In particular, instead of mapping neighbourhood pixels to binary digits, to produce a LTP the mapping is done to a ternary digit i.e. without loss of generality, to 0, 1, or 2. A pixel is mapped onto 0 or 2 respectively if its value is smaller or greater than that of the central pixel by at least a certain amount (this threshold is a free parameter), and to 1 otherwise. The latter, additional value can be seen as representing neighbourhood pixels sufficiently similar to the central one. The remainder of the method, that is the aggregation of local descriptors into histograms over blocks, and the concatenation of these to form a holistic representation, is performed just as in the original LBP based method.
Numerous other derivative representations have been proposed for use in different domains, including over-complete LBPs (OCLBP) [36] , volume LBPs (VLBP) [37] and other 3D variants [38] , and RGB-LBPs [39] .
III. TECHNICAL CONTRIBUTIONS
In this section we describe the two key technical contributions of the present work.
A. Adaptive weighting
From the earliest days of research on face recognition (both human and machine based) it has been appreciated that different regions of the face, and thus its image representation, do not contain the same amount of usual, discriminative information content. Speaking on a semantic level, we can say that regions around salient facial features are particularly important [40] . Indeed, this is what leads to us calling them salient. While some previous work has sought to exploit this explicitly, by detecting such semantically meaningful elements (usually the eyes, the mouth, and the nose), a limitation of these approaches is that a bottleneck is inherently introduced: facial feature detection itself becomes an extremely hard problem in unconstrained and severe imaging conditions. An alternative is to move away from semantics and focus on low-level proxy indicators of saliency, namely high frequency content [41] , which does not exhibit the same potential bottleneck. This is the approach adopted in the present work.
Yet, the original LBP descriptor does not account for the aforementioned observation, either implicitly or explicitly, with descriptors associated with all image loci contributing with equal weight to the overall representation of appearance. Consequently, the overwhelming proportion of the face which exhibits uniform appearance and thus contains little discriminative information, disproportionately smooths data by pulling the representation towards the average. To address this limitation we introduce the first modification to the original algorithm by weighting the contribution of each LBP pattern by a monotonically increasing function of the average gradient of its neighbourhood. In particular, we propose and henceforth employ the following weighting function:
where w g is the weight associated with a particular image locus,Ḡ is the average gradient magnitude in the square neighbourhood of the locus, and n a parameter learnt from a training corpus. This functional form is motivated by the common exponential response of many physiological perceptual systems, normalized by subtraction to ensure that uninformative, entirely uniform regions make no contribution. Of course the final histogram is normalized not through the division by a total loci count but by the sum of the corresponding loci weights. The first improvement on the original LBP based method proposed in this paper exploits the heterogeneity of discriminative information across a face. In particular, instead of having each image locus contribute to the overall appearance representation equally, we weight loci (i.e. the corresponding LBPs) according to the local neighbourhood gradient magnitude, associated with greater discriminative content.
B. Topological uncertainty
The second limitation of LBP based face recognition algorithms we highlight in this work concerns spatial discretization. Recall that the original method divides an input image into regions, each of which is described by a histogram of the corresponding area's LBPs which are the concatenated to describe the image as a whole. One of the weaknesses of this approach lies in the partial loss of spatial information across the image. Indeed, this has been recognized by other researchers in the past [33] . An approach proposed to addressed in the form of overlapping regions has shown itself successful -indeed the same idea has been been exploited in a variety of domains when there is either spatial or temporal relatedness between different signal segments, including object recognition [42] , face recognition [43] , and document analysis [44] .
Nevertheless, merely overlapping neighbouring regions does not address the problem associated with the 'hard' assignment of pixel membership to different regions -each pixel is deemed either to be within the region or outside of it, regardless of its precise position. In other words, a pixel within a region is treated exactly the same, in terms of its contribution to the the description of the region, if it is near the region boundary or close to the centre of the region. This means that the representation is highly sensitive to registration imprecisions whereby a small change in input can effect a large change in the corresponding output (representation); yet, precise registration of faces in challenging condition is notoriously difficult to ensure [45] .
Although the nature of the phenomenon of interest here is different, there is a conceptual parallel with the problem considered in the previous section, which is reflected in the approach we propose. In particular, we apply an additional layer of local descriptor weighting but this time round based on the stability of the membership its locus to a particular region. The weighting is thus of the form:
where d is the distance of the locus from the centre of a region to which histogram it contributes with the weight w b , and σ a free parameter, as before learnt from a training corpus. Effectively the membership now becomes fuzzy rather than hard binary [46] .
IV. EMPIRICAL EVALUATION
In this section we describe the experiments we conduced to evaluate and assess the performance of the proposed ideas, summarize the most important findings, and discuss their implications for practical application and future research. We being by introducing the data sets we adopted for the evaluation.
A. Data
We evaluated the proposed representation on the YaleB database [47] , [48] . This is a challenging data set used as a standard benchmark for the comparison of face recognition algorithms in terms of their robustness to severe illumination changes [43] , [49] . The variation in the direction of the dominant light source illuminating a face is extreme: its azimuth varies from -130
• to 130
• , and its elevation from -40
• (i.e. pointing upwards) to 90
• (i.e. directly overhead, pointing downwards), giving a total of 64 different illumination conditions. Notice that the face is sometimes illuminated from the rear lateral direction (and thus hardly illuminated at all), that extreme cast shadows are often present as are highly bright saturated image regions. Some of these challenges have already been illustrated in Figure 3 . The database does not include any intentional variation in facial expression, but some variation exists nonetheless, mainly in the form of squinting when the subject is facing the dominant light source.
B. Results
We adopt the standard protocol whereby data is divided into training, test, and validation (sub)sets. All parameter learning is performed using training data and optimized over on the test set, with validation data used only for the final performance assessment. It is important to emphasise that in order to ensure that no overfitting takes place training, test, and validation sets are non-overlapping. In addition to no image being included in two of these, we also do not even use the same person (i.e. not even different images of the person) in multiple sets, lest there be any implicit overfitting effected by means of learning some characteristic preserved by the used image representations.
We begin by learning the size of regions into which an input image is divided for the purpose of LBP histogram building. The plot in Figure 4 shows the effect of varying this parameter. As expected, a coarse division into a small number of large regions produces inferior results. Increasing the number of regions, i.e. reducing the size of local blocks, improves performance which tails off for a greater number than 8 × 8 blocks. This is consistent with the previous reports in the literature and thus henceforth the block size is fixed to this value.
Similarly, the free parameters of our two weighting schemes, namely the gradient based weighting introduced in Section III-A (n.b. for computational reasons gradient estimation was performed using the Sobel operator) and the fuzzy region membership described in Section III-B, are also learnt from training and test data set. Based on the results shown the following values are used henceforth: gradient scaling n = 120, linear region overlap proportion ρ o = 0.3, and Gaussian fuzzy membership drop-off rate σ = 0.4.
Finally, we turn our attention to the evaluation of trained algorithms on the validation data. To facilitate a more nuanced analysis we followed previous work in considering separately six different subsets of the data, formed according to severity of illumination conditions present [50] . The least challenging two subsets were used for training, and the remaining four for validation. The main results are summarized in Table I . Firstly, observe that already for the least challenging of the four subsets (Subset 3) the proposed approach decreases the average error rate from 15% to 2%, i.e. for nearly an order of magnitude. The benefits of the proposed modification of the overall framework becomes even more apparent as the severity of challenge increases. Already for Subset 5 the original method's performance is extremely poor and effectively useless for any practical application, with our method exhibiting a far more graceful drop-off (nearly though not quite on par with the original method's performance on the least challenging subset).
We also examined the behaviour of the proposed modifications in the presence of registration errors by synthetically introducing them (validation Subset 3 was used in this experiment). The corresponding results are illustrated by the surface plot in Figure 7 . As expected from theory and the premises of the proposed ideas, an impressive degree of robustness is demonstrated. Even a significant shift of 6 pixels both in the horizontal and vertical directions effects a reduction of only approximately 11% in the average rank-1 recognition rate, resulting in performance comparable with the original method and unrealistic, perfect registration. 
V. SUMMARY AND CONCLUSIONS
. The successes of the local binary descriptor across a range of different applications make it a popular choice in many image recognition tasks, not the least significant of which is face recognition. Though much work has been conducted on devising improvements based on the original idea, all of the extensions described in the existing literature inherit some of the fundamental limitations. In this work we discussed these and proposed novel ways of addressing them in a principled fashion. Specifically, we introduce (i) gradient based weighting of local descriptor contributions to region based histograms as a means of avoiding data smoothing by non-discriminative image loci, and (ii) Gaussian fuzzy region membership as a means of achieving robustness to registration errors. Importantly, the nature of these contributions allows the proposed techniques to be combined with the existing extensions to the LBP descriptor thus making them universally recommendable. Effectiveness is demonstrated on the notoriously challenging Extended Yale B face corpus, with the benefits being most prominent when they are needed the most: in the most challenging conditions characterized by severe illumination effects and significant registration errors.
