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Abstract
We provide a comprehensive study of the convergence of forward-backward algorithm
under suitable geometric conditions leading to fast rates. We present several new results
and collect in a unified view a variety of results scattered in the literature, often providing
simplified proofs. Novel contributions include the analysis of infinite dimensional convex
minimization problems, allowing the case where minimizers might not exist. Further, we
analyze the relation between different geometric conditions, and discuss novel connections
with a priori conditions in linear inverse problems, including source conditions, restricted
isometry properties or partial smoothness.
1 Introduction
Splitting algorithms based on first order descentmethods are widely used to solve high dimen-
sional convex optimization problems in signal and image processing [26], compressed sensing
[30], and machine learning [68]. While an advantage of these methods is their simplicity and
complexity independent of the dimension of the problem, a drawback is their convergence
rates which are known to be slow, in the worst case. For instance, the gradient method applied
to a smooth convex function converges in values as o(n−1) [29, 77]. We refer to these results as
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supported by the Center for Brains, Minds and Machines, funded by NSF STC award CCF-1231216, and the Air
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worst case since no particular assumption is made aside from existence of a solution. Clearly
this allows for convex functions with wild behaviors around the minimizers [19], behaviors
that might hardly appear in practice. It is then natural to ask whether improved rates can be
attained under further regularity assumptions.
Strong convexity is one such assumption and indeed it is known to guarantee linear con-
vergence rates [43, 78]. In practice, strong convexity is too restrictive and one would wish to
relax it, while retaining fast rates. In this paper, we are consider geometric conditions that,
roughly speaking, describe convex functions f ∈ Γ0(X) that behave like
dist p(·, argmin f ), (1)
for some p ≥ 1 and on some subset Ω ⊂ X which is typically a neighborhood of the minimiz-
ers and/or a sub-level set. The intuition behind this kind of assumptions is clear: the bigger
is p, the more the function is “flat” around its minimizers, which in turns means that a gra-
dient descent algorithm shall converge slowly. The idea of exploiting geometric conditions to
derive convergence rates has a long history dating back to [73, 76], see the literature review
in Section 2.3. Recently, there has been a renewed interest, since in practice splitting methods
can have fast convergence rates. Plenty of similar convergence rates results have been derived
under different yet related geometrical properties, see Section 3.1.
The goal of this paper is to provide a comprehensive study of the convergence rates of
forward-backward algorithm for convex minimization problem geometric conditions such as
(1). We collect in a unified view a variety of results scattered in the literature, and derive
several novel results along the way. After reviewing basic (worst-case) convergence results
for the forward-backward algorithm, we recall and connect different geometric conditions. In
particular, we study the conditioning and Łojasiewicz properties, and provide a sum rule for
conditioned functions. The central part of our study is devoted to exploiting the p-Łojasiewicz
property to study the convergence of the forward-backward algorithm and a broader class of
first-order descent methods. We show that the convergence is finite if p = 1, superlinear if
p ∈ ]1, 2[, linear if p = 2 and sublinear if p ∈ ]2,+∞[. We further show that 2-conditioning
is essentially equivalent to the linear convergence of the forward-backward algorithm. Then,
we consider the case of convex functions being bounded from below but with no minimizers.
Indeed, we show that in this case the p-Łojasiewicz property with p ∈ ]−∞, 0[ provides sharp
sublinear rates for the values, from o(n−1) to o(1).
Our setting allows to consider infinite dimensional problems and in particular linear in-
verse problems with convex regularizers. Indeed, an observation that motivated out study
is that many practical optimization problems are often derived from estimation problems,
such as inverse problems, defined by suitable modeling assumptions. It is then natural to
ask if these assumptions have a geometric interpretations in the sense of condition (1). This is
indeed the case and we provide two main examples. First, we show that classical Ho¨lder
source conditions in inverse problems [40] correspond to the p-Lojasiewicz property, with
p ∈ ]−∞, 0[∪ ]2,+∞[, on some dense affine subspace. Second, we consider sparse regularized
inverse problems for which we observe that the restricted injectivity condition [24], which is
key for exact recovery, induces a 2-conditioning of the problem over a cone of sparse vectors.
More generally, we consider inverse problems with partially smooth regularizing functions
[46], and show that the restricted injectivity condition induces a 2-conditioning of the problem
over an identifiable manifold. Studying the above connections required considering geometric
conditions like (1) on general subsets Ω ⊂ X, rather than sublevel sets as typically done in the
literature.
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The rest of the paper is organized as follows. We set the notation, introduce the forward-
backward algorithm and discuss worst-case convergence in Section 2, as well as related re-
sults in Subsection 2.3. In Section 3, we define and connect different the geometric conditions:
p-conditioning, p-metric subregularity, and p-Łojasiewicz property. This section contains in
addition examples, and a new sum rule for p-conditioned functions. Convergence rates of the
forward-backward algorithm are in Section 4. Section 5 is devoted to discussing the special
case of linear inverse problems.
2 The forward-backward algorithm: notation and background
2.1 Notation and basic definitions
We recall a few classic notions and introduce some notation. Throughout the paper X is a
Hilbert space. Let x ∈ X and δ ∈ ]0,+∞[. BX(x, δ) and BX(x, δ) denote respectively the open
and closed balls of radius δ centered at x. BX and BX are used to denote BX(0, 1) and BX(0, 1).
The distance of x ∈ X from a set Ω ⊂ X is dist (x,Ω) = inf{‖x− y‖ : y ∈ Ω}, and ‖Ω‖ stands
for dist (0,Ω), with the convention that ‖∅‖ = +∞. If Ω is closed and convex, proj(x,Ω) is
the projection of x onto Ω, and riΩ and sriΩ respectively denote the relative interior and the
strong relative interior of Ω [11]. Given a bounded self-adjoint linear operator S : X → X,
we denote by σ(S) ⊂ [0,+∞[ the set of eigenvalues of S [40], and σmin(S), σ∗min(S) are defined
as inf σ(S) and inf
(
σ(S)∩]0,+∞[), respectively. Let Γ0(X) be the class of convex, lower semi-
continuous, and proper functions from X to ]−∞,+∞]. For f ∈ Γ0(X) and x ∈ X, ∂ f (x) ⊂ X
denotes the (Fenchel) subdifferential of f at x [11]. We also introduce the following notation
for the sublevel sets of f ∈ Γ0(X):
(∀r ∈ [0,+∞]) S f (r) := {x ∈ X | f (x)− inf f < r}, and S f (r) := {x ∈ X | f (x)− inf f ≤ r}.
The following assumption will be made throughout this paper.
Assumption 2.1. X is a Hilbert space, g ∈ Γ0(X), and h : X → R is differentiable and convex, with
L-Lipschitz continuous gradient for some L ∈ ]0,+∞[ and we set f = g+ h.
Splitting methods, such as the forward-backward algorithm, are extremely popular to min-
imize an objective function as in Assumption 2.1. To have an implementable procedure, we
implicitly assume that the proximal operator of g can be easily computed (see e.g. [26]):
(∀λ > 0)(∀x ∈ X) proxλg(x) = argmin
u∈X
{
g(u) +
1
2λ
‖u− x‖2
}
. (2)
If Assumption 2.1 is in force, we introduce the Forward-Backward (FB) map for λ ∈]0, 2L−1[:
Tλ : x ∈ X 7−→ Tλx := proxλg(x− λ∇h(x)) ∈ X, (3)
so that the FB algorithm can be simply written as xn+1 = Tλxn.
2.2 The Forward-Backward algorithm: worst-case analysis
The following theorem collects known results about the convergence of the FB algorithm. This
is a “worst-case” analysis, in the sense that it holds for every f ∈ Γ0(X) satisfying Assump-
tion 2.1. The main goal of Section 4 is to show how these results can be improved taking into
account the geometry of f at its infimum.
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Theorem 2.2 (Forward-Backward - convex case). Suppose that Assumption 2.1 is in force, and let
(xn)n∈N be generated by the FB algorithm. Then:
i) (Descent property) The sequence ( f (xn))n∈N is decreasing, and converges to inf f .
ii) (Fe´jer property) For all x¯ ∈ argmin f , the sequence (‖xn − x¯‖)n∈N is decreasing.
iii) (Boundedness) The sequence (xn)n∈N is bounded if and only if argmin f is nonempty.
Suppose in addition that f is bounded from below. Then
iv) (Subgradients convergence) The sequence (‖∂ f (xn)‖ )n∈N converges decreasingly to zero, with
‖∂ f (xn+1)‖2 = O ( f (xn)− inf f ) .
Moreover, if argmin f 6= ∅, we have:
v) (Weak convergence) The sequence (xn)n∈N converges weakly to a minimizer of f .
vi) (Global rates for function values) For all n ∈ N,
f (xn)− inf f ≤ Cdist (x0, argmin f )
2
2λn
, with C =
{
1 if λ ≤ L−1,
1+ 2(λL− 1)(2− λL)−1 otherwise.
vii) (Asymptotic rates for function values) When n → +∞, f (xn)− inf f = o
(
n−1
)
.
Theorem 2.2 collects various convergence results on the FB algorithm. Item i) appears in [77,
Theorem 3.12] (see also [44]). Item ii) is a consequence of the nonexpansiveness of the FB map
(see (3)) [56, Lemma 3.2]. Item iii), which is a consequence of Opial’s Lemma [72, Lem. 5.2],
can be found in [77, Theorem 3.12]. Item iv) follows from Lemma A.5.ii) in the Annex. Item v)
is also a consequence of Opial’s Lemma, see [56, Proposition 3.1]. Items vi) and vii) are proved
in [29, Theorem 3] (see also [16, Proposition 2] and [12, Theorem 3.1]).
Remark 2.3 (Optimal results in the worst-case). The convergence results in Theorem 2.2 are
optimal, in the sense that we explain below. First, the iterates may not converge strongly:
see [8, 44] for a counterexample in Γ0(ℓ2(N)). Even in finite dimension, no sublinear rates
should be expected for the iterates. To see this, apply the proximal algorithm to the function
x ∈ X 7→ f (x) = ‖x‖p, whose unique minimizer is zero. When p ∈ ]2,+∞[, then (see e.g. the
discussion following [69, Proposition 2.5]):
(∃C > 0)(∀n ∈ N) ‖xn‖ ≥ Cn−1/(p−2), where lim
p→+∞
1
p− 2 = 0. (4)
The estimate (4) provides also a lower bound for the rates on the objective values:
f (xn)− inf f ≥ Cpn−p/(p−2). (5)
Note that the lower bound on the objective values approach o(1) when p → +∞. This fact
was also observed in [29, Theorem 12] on an infinite dimensional counterexample. When f is
bounded from below, but has no minimizers, the values f (xn) − inf f go to zero but no rates
can be obtained in general. To see this, consider for any α > 0 the function defined by
f : R → R : f (x) = x−α if x ≥ 1, −αx+ 1+ α otherwise. (6)
This function is a differentiable convex function with α(1+ α)-Lipschitz gradient. Let (xn)n∈N
be the sequence obtained applying the gradient algorithm to this function. Then
(∃C > 0)(∀n ∈ N) f (xn)− inf f ≥ C−αn−α/(2+α),
and the lower bound on the objective values approach o(1) for α → 0.
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2.3 Beyond the worst case: previous results
To derive better convergence rates for the FB algorithm additional assumptions are needed.
In this paper, we consider several geometric assumptions, namely the p-conditioning, the p-
metric subregularity and the p-Łojasiewicz property, see Section 3.
The first1 result exploting geometry to derive fast convergence rates dates back to Polyak [73,
Theorem 4], showing that the gradient method converges linearly (in terms of the values and
iterates) when the objective function verifies the 2-Łojasiewicz inequality. Improved conver-
gence rates for first-order descent methods were then obtained in [76], considering notions
slightly stronger than p-metric subregularity, and proving finite convergence of the proximal
algorithm for p = 1, and linear convergence for p = 2. These results are improved and ex-
tended in [67], analyzing for the first time convergence rates for the iterates of the proximal
algorithm using metric subregularity for general p ∈ [1,+∞[. The results in [67] recovers
those in [76] (see also [79, 80]), but also derive superlinear rates for p ∈ ]1, 2[, and sublinear
rates for p > 2. Roughly speaking, the results in [67] show that the bigger is p the slower
is the algorithm. In the early 90’s, some attention was devoted to the study of p-conditioned
functions. in particular for p = 1 (some authors call this property superlinear conditioning,
sharp growth or sharp minima property). In this context, [41, 55, 23] showed that the proximal
algorithm terminates after a finite number of iterations. For p = 1, Polyak [74, Theorem 7.2.1]
obtained the finite termination for the projected gradient method. The 2-conditioning was also
used to obtain linear rates for the proximal algorithm in [60].
In [3] it was observed that the p-Łojasiewicz property could be used to derive precise rates
for the iterates of the proximal algorithm. The authors obtain finite convergence when p = 1,
linear rates when p ∈ ]1, 2], and sublinear rates when p ∈ ]2,+∞[. Similar results can be found
in [4, 69]. Such convergence rates for the iterates have been extended to the forward-backward
algorithm (and its alternating versions) in [21], and similar rates also hold for the convergence
of the values in [27, 42]. More recently, various papers focused on conditions equivalent (or
stronger) than the 2-conditioning, to derive linear rates [58, 63, 39, 65, 38, 52]. Some effort
has also been made to show that the Łojasiewicz property and conditioning are equivalent
[19, 20], and to relate it to other error bounds appearing in the literature [52]. See also [70] for
a fine analysis of linear rates for the projected gradient algorithm under conditions belonging
between strong convexity and 2-conditioning (see also Subsection 4.3).
As clear from the above discussion the literature on convergence rates under geometric
conditions is vast and somewhat scattered. The study that we develop in this paper provides
a unified treatment, complemented with several novel results and connections.
3 Identifying the geometry of a function
3.1 Definitions
In this section we introduce the main geometrical concepts that will be used throughout the
paper to derive precise rates for the FB method. Roughly speaking, these notions characterize
functions which behave like ‖ · ‖p around their minimizers.
Definition 3.1. Let p ∈ [1,+∞[, let f ∈ Γ0(X) with argmin f 6= ∅, and Ω ⊂ X. We say that:
1If we discard the “classic” strong convexity assumption.
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i) f is p-conditioned on Ω if there exists a constant γ f ,Ω > 0 such that:
∀x ∈ Ω ∩ dom f , γ f ,Ω
p
dist (x, argmin f )p ≤ f (x)− inf f .
ii) ∂ f is p-metrically subregular on Ω if there exists a constant γ∂ f ,Ω > 0 such that:
∀x ∈ Ω ∩ dom f , γ∂ f ,Ωdist (x, argmin f )p−1 ≤ ‖∂ f (x)‖ .
iii) f is p-Łojasiewicz on Ω if ∃c f ,Ω > 0 such that the Łojasiewicz inequality holds:
∀x ∈ Ω ∩ dom f , ( f (x)− inf f )1− 1p ≤ c f ,Ω‖∂ f (x)‖ .
We will refer to these notions as global if Ω = X, and as local if Ω = BX(x¯; δ) ∩ S f (r) for some
x¯ ∈ argmin f , and (δ, r) ∈ (]0,+∞])2.
The notion of conditioning, introduced in [81, 88], is a common tool in the optimization and
regularization literature [6, 71, 57, 84, 20]. It is also called growth condition [71], and it is strongly
related to the notion of Tikhonov wellposedness [35]. The p-metric subregularity is less used,
generally defined for p = 1 or 2 [36, 58], and is also called upper Lipschitz continuity at zero
of ∂ f−1 in [28], or inverse calmness [34]. The Łojasiewicz property goes back to [66], and was
initially designed as a tool to guarantee the convergence of trajectories for the gradient flow of
analytic functions, before its recent use in convex and nonconvex optimization. It is generally
presented with a constant θ ∈ [0, 1] which is equal, in our notation, to 1− 1/p [66, 1, 17, 20],
or 1/p [69, 45, 42]. The main difference between Definition 3.1 and the literature is that we
consider an arbitrary set Ω ⊂ X, which will prove to be essential for the analysis of inverse
problems (see more details in Section 5).
The notions introduced in Definition 3.1 are close one to the others. Indeed, for convex
functions, p-conditioning implies metric subregularity, which implies the Łojasiewicz prop-
erty. Under some additional assumptions, it is possible to show that the reverse implications
hold. For instance, metric subregularity implies conditioning when Ω = argmin f + δBX,
δ > 0 [85, Theorem 4.3]. Similar results can also be found in [2, 7, 39, 37], and [28, Theorem 5.2]
(for Ω = X). Also, it is shown in [20, Theorem 5] that the local Łojasiewicz property implies
local conditioning. The next result, proved in Annex A.1, extends the mentioned ones, and
states the equivalence between conditioning, metric subregularity, and Łojasiewicz property
on ∂ f -invariant sets (see Definition A.1 in Annex A.1).
Proposition 3.2. Let p ∈ [1,+∞[, let Ω ⊂ X, and let f ∈ Γ0(X) be such that argmin f 6= ∅.
Consider the following properties:
i) f is p-conditioned on Ω ,
ii) ∂ f is p-metrically subregular on Ω,
iii) f is p-Łojasiewicz on Ω.
Then i) =⇒ ii) =⇒ iii). One can respectively take γ∂ f ,Ω = γ f ,Ω/p and c f ,Ω = γ−1/p∂ f ,Ω .
Assuming in addition that Ω is ∂ f -invariant, we also have iii) =⇒ i) with γ f ,Ω = c−pf ,Ωp1−p.
The two next propositions show that these geometric notions are strongerwhen p is smaller,
and are meaningful only on sets containing minimizers (their proof follow directly from Defi-
nition 3.1 and are left to the reader).
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Proposition 3.3. Let f ∈ Γ0(X) be such that argmin f 6= ∅, Ω ⊂ X, and p′ ≥ p ≥ 1.
i) If f is p-conditioned (resp. ∂ f is p-metrically subregular) on Ω, then f is p′-conditioned
(resp. ∂ f is p′-metrically subregular) on Ω ∩ δBX for any δ ∈]0,+∞[.
ii) If f is p-Łojasiewicz on Ω, then f is p′-Łojasiewicz on Ω ∩ S f (r) for any r ∈]0,+∞[.
Proposition 3.4. Let f ∈ Γ0(X) be such that argmin f 6= ∅. If Ω ⊂ X is a weakly compact set
for which Ω ∩ argmin f = ∅, then f is p-conditioned on Ω for any p ∈ [1,+∞[.
3.2 Examples
In this section, we collect some relevant examples.
Example 3.5 (Uniformly convex functions). Suppose that f ∈ Γ0(X) is uniformly convex of
order p ∈ [2,+∞[. Then, there exists γ > 0 such that
(∀(x1, x2) ∈ dom ∂ f 2)(∀x∗1 ∈ ∂ f (x1)) f (x2)− f (x1)− 〈x∗1 , x2 − x1〉 ≥
γ
p
‖x2 − x1‖p.
This implies that f is globally p-conditioned, with γ f ,X = γ. Moreover, the global p-Łojasiewicz
inequality is verified with c f ,X = (1 − 1/p)1−1/pγ−1/p. In the strongly convex case, when
p = 2, the 2-Łojasiewicz inequality holds with the constant c f ,X = 1/
√
2γ, which is sharp.
Examples of uniformly convex functions of order p are x 7→ ‖x‖p [11, Example 10.14].
Example 3.6 (Least squares). Let A : X → Y be a nonzero bounded linear operator between
Hilbert spaces, and f (x) = (1/2)‖Ax − y‖2, for some y ∈ Y. Then, the conditioning, metric
subregularity, and Łojasiewicz properties, with p = 2 and Ω = X, are equivalent to verify on
Ker A⊥, respectively:
γ f ,X‖x‖2 ≤ 〈A∗Ax, x〉, γ∂ f ,X‖x‖ ≤ ‖A∗Ax‖, and 〈A∗Ax, x〉 ≤ 2c2f ,X‖A∗Ax‖2.
If σ∗min(A
∗A) > 0 holds, one can see that the above inequalities hold with
γ f ,X = γ∂ f ,X = 1/(2c
2
f ,X) = σ
∗
min(A
∗A),
meaning in particular that f is globally 2-conditioned. Since σ∗min(A
∗A) > 0 is equivalent
for Im A∗A to be closed, it is in particular always true when Y has finite dimension. If instead
σ∗min(A
∗A) = 0 holds, [45] shows that f cannot satisfy any local p-Łojasiewicz property, for any
p ≥ 1. This is for instance the case for infinite dimensional compact operators. Nevertheless,
we will show in Section 5, that the least squares always satisfies a p-Łojasiewicz property on
the so-called regularity sets, for any p > 2.
Example 3.7 (Convex piecewise polynomials). A convex continuous function f : RN → R is
said to be convex piecewise polynomial if RN can be partitioned in a finite number of polyhedra
P1, ..., Ps such that for all i ∈ {1, ..., s}, the restriction of f to Pi is a convex polynomial, of degree
di ∈ N. The degree of f is defined as deg( f ) := max{di | i ∈ {1, ..., s}. Assume deg( f ) > 0.
Convex piecewise polynomial functions are conditioned [61, Corollary 3.6]. More precisely,
for all r ∈]0,+∞[, f is p-conditioned on its sublevel set Ω = S f (r), with p = 1+ (deg( f ) −
1)N . In general, the constant γ f ,Ω (which depends on r) cannot be explicitly computed. This
result implies that polyhedral functions (deg( f ) = 1) are 1-conditioned (in agreement with [23,
Corollary 3.6]), and that convex piecewise quadratic functions (deg( f ) = 2) are 2-conditioned.
More generally, convex semi-algebraic functions are locally p-conditioned [18].
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Example 3.8 (L1 regularized least squares). Let f (x) = α‖x‖1 + (1/2)‖Ax − y‖2, for some
linear operator A : RN → RM, y ∈ RM and α > 0. As observed in [20, Section 3.2.1], f is
convex piecewise polynomial of degree 2, thus it is 2-conditioned on each level set Ω = S f (r).
The computation of the conditioning constant γ f ,Ω is rather difficult. In [20, Lemma 10] an
estimate of γ f ,Ω is provided, by means of Hoffman’s bound [49].
Example 3.9 (Regularized problems). Let X be an Euclidean space, f (x) := g(x) + h(Ax),
where A : X → RM is a linear operator, g ∈ Γ0(X), and h ∈ Γ0(RM) is a strongly convex C1,1
function. Then f is 2-conditioned on any level set Ω = S f (r), r ∈ ]0,+∞[, if
i) g(x) = ‖x‖p with p ∈ ]1, 2], (see [87, Corollary 2]),
ii) g(x) = ‖x‖pp with p ∈ ]1, 2], (see [38, Theorem 4.2]),
iii) g(x) = ‖x‖∗ is the nuclear norm of thematrix x ∈ X, provided the following qualification
condition holds2 (see [86]): ∃x¯ ∈ argmin f such that −A∗∇h(Ax¯) ∈ ri ∂‖ · ‖∗(x¯).
iv) g is polyhedral (see [86, Proposition 6]).
Note that in [86, 87], the authors do not prove directly that the functions are 2-conditioned,
but that they verify the so-called Luo-Tseng error bound, that is known to be equivalent to
2-conditioning on sublevel sets [38]. Note that in items ii-iv), the strong convexity and C1,1
assumptions on h can be weakened (see [86] and [38, Theorem 4.2]).
Example 3.10 (Distance to an intersection). Let C,D be two closed convex sets in X such that
C ∩ D 6= ∅ and the intersection is sufficiently regular, i.e. 0 ∈ sri (C − D). Let f (·) =
max{dist (·,C), dist (·,D)}. Clearly, f ∈ Γ0(X), and argmin f = C∩D. Then f is 1-conditioned
on bounded sets [10, Theorem 4.3]. Let p ∈ [1,+∞[. From ‖ · ‖∞ ≤ ‖ · ‖p, it follows that the
function x 7→ dist (x,C)p + dist (x,D)p is p-conditioned on bounded sets.
3.3 A sum rule for p-conditioned functions
Let f1, f2 ∈ Γ0(X), and assume that they are respectively p1 and p2-conditioned. What can be
said about their sum f1 + f2? We present in Theorem 3.11 a partial answer to this question,
under the assumption that they remain conditioned under linear perturbations (see Remark
3.13). This extends [38, Theorem 4.2], which deals with the sum of 2-conditioned functions.
Theorem 3.11 (Sum rule for conditioning). Let f = g+ h ◦ A, where g ∈ Γ0(X), A : X → Y is
a bounded linear operator with closed range, and h ∈ Γ0(Y) is of class C1 on Y. Let Ω ⊂ X. Assume
that there exists x¯ ∈ argmin f such that, for v¯ = −∇h(Ax¯) and (p1, p2) ∈ [1,+∞[2,
g− 〈A∗v¯, ·〉 is p1-conditioned on Ω ⊂ X and h+ 〈v¯, ·〉 is p2-conditioned on AΩ ⊂ Y. (7)
Suppose that the following qualification conditions are satisfied:
0 ∈ sri (∂g∗(A∗v¯)− A−1∂h∗(−v¯)), (8)
0 ∈ sri (A∂g∗(A∗v¯)− ∂h∗(−v¯)) . (9)
Let p = max{p1, p2}. Then, for any δ ∈ ]0,+∞[, f is p-conditioned on Ω ∩ δBX.
2We mention that this result was originally announced in [51, Theorem 3.1] without the qualification condition,
but then corrected in [86, Proposition 12], in which the authors show that this condition is necessary.
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Proof. Let ψ ∈ Γ0(Y) be defined by ψ(v) = g∗(A∗v) + h∗(−v). Since dom h = X, [11, Theorem
15.23] yields that strong duality between f and ψ holds, meaning that inf f = − infψ. Differ-
entiability of h on X implies strict convexity of h∗ [11, Proposition 18.10], therefore argminψ is
nonempty [11, Corollary 15.23]. Moreover, since argmin f 6= ∅, [11, Proposition 19.3] applied
to the dual problem, yields argminψ = {v¯} with v¯ = −∇h(Ax) for any x ∈ argmin f . Using
now [11, Corollary 19.2], we conclude that
argmin f = ∂g∗(A∗v¯) ∩ A−1∂h∗(−v¯). (10)
So, it remains to prove that, for all δ > 0, there exists γ > 0 such that:
(∀x ∈ Ω ∩ δBX) f (x)− inf f ≥ γdist p(x, ∂g∗(A∗v¯) ∩ A−1∂h∗(−v¯)). (11)
Fix δ > 0, x¯ ∈ argmin f , set g˜ = g − 〈A∗v¯, ·〉 and h˜ = h + 〈v¯, ·〉. It follows from Propo-
sition 3.3 that g˜ and h˜ are p-conditioned on Ωδ := Ω ∩ δBX and AΩδ, respectively. More-
over, argmin g˜ = ∂g∗(A∗v¯), and argmin h˜ = ∂h∗(−v¯). According to (10), x¯ ∈ argmin g˜ and
Ax¯ ∈ argmin h˜, therefore, for all x ∈ Ωδ,
g(x) ≥ g(x¯) + 〈A∗v¯, x− x¯〉+ (γg˜,Ωδ/p)dist p(x, ∂g∗(A∗v¯)),
h(Ax) ≥ h(Ax¯) + 〈v¯, Ax¯− Ax〉+ (γh˜,AΩδ/p)dist
p(Ax, ∂h∗(−v¯)).
Summing these two last inequalities gives, for all x ∈ Ωδ:
f (x)− inf f ≥ C1 (dist p(x, ∂g∗(A∗v¯)) + dist p(Ax, ∂h∗(−v¯))) ,
with C1 = p
−1min{γg˜,Ωδ ,γh˜,AΩδ}. Since ‖ · ‖∞ ≤ ‖ · ‖p on R2, we deduce that
(∀x ∈ Ωδ) f (x)− inf f ≥ C1max {dist (x, ∂g∗(A∗v¯)), dist (Ax, ∂h∗(−v¯))}p ,
It remains to lower bound the right hand side by the distance to argmin f . By Example 3.10,
thanks to the qualification condition (8) and the fact that Ωδ is bounded, we derive from (10)
that there exists C2 > 0 such that
(∀x ∈ Ωδ) dist (x, argmin f ) ≤ C2max{dist (x, ∂g∗(A∗v¯)), dist (x, A−1∂h∗(−v¯))}. (12)
Fix x ∈ Ωδ, and define y := proj(Ax, R(A) ∩ ∂h∗(−v¯))), which is well defined since we as-
sumed R(A) to be closed. Let φy ∈ Γ0(X) be defined by φy(u) := (1/2)‖Au − y‖2. Since
y ∈ R(A), necessarily inf φy = 0, so we deduce from Example 3.6 that
(∀u ∈ X) φy(u) ≥ (σ∗min(A∗A)/2)dist 2(u, argmin φy). (13)
On the one hand, we have argmin φy = A−1y ⊂ A−1∂h∗(−v¯). On the other hand, the definition
of y implies φy(x) = (1/2)dist
2(Ax, R(A) ∩ ∂h∗(−v¯)). Thus, it follows from (13) that
(∀x ∈ Ωδ) dist (Ax, R(A)∩ ∂h∗(−v¯)) ≥ σ∗min(A)dist (x, A−1∂h∗(−v¯))).
Since this is true for any x ∈ Ωδ, we can combine it with (12) to get for all x ∈ Ωδ
dist (x, argmin f ) ≤ C3max{dist (x, ∂g∗(A∗v¯)), dist (Ax, R(A) ∩ ∂h∗(−v¯))}, (14)
with C3 = C2max{1, σ∗min(A)−1}. To end the proof, note that the qualification condition (9)
implies that 0 ∈ sri (R(A)− ∂h∗(−v¯)), so we can use again Example 3.10 to get some C4 > 0
such that for all x ∈ Ωδ,
dist (Ax, R(A) ∩ ∂h∗(−v¯)) ≤ C4max{dist (Ax, R(A)), dist (Ax, ∂h∗(−v¯))}
= C4dist (Ax, ∂h
∗(−v¯)).
The above inequality, combined with (14) and (11), concludes the proof.
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Remark 3.12 (On the qualification conditions). It is worth noting that the conclusion of The-
orem 3.11 may not hold if the qualification conditions (8) and (9) are removed, as proved in
[86, Section 4.4.4]. Nevertheless, these conditions are automatically satisfied whenever g and
h are uniformly convex functions. Also, if both X and Y have finite dimension and h is strictly
convex, then (8) and (9) become equivalent to x¯ ∈ ri ∂g∗(−A∗∇h(Ax¯)) (see [11]).
Remark 3.13 (On tilt-conditioned functions). Following the terminology in [75, 39, 38], we say
that a function f ∈ Γ0(X) is p-tilt-conditioned on Ω ⊂ X if for all d ∈ X, the function f + 〈d, ·〉 is
p-conditioned on Ω whenever its set of minimizers is not empty. Clearly, tilt-conditioning is a
much stronger assumption than conditioning, but such function has the advantage of verifying
(7) without any knowledge on v¯. Tilt conditioning is strongly related to the metric regularity
of ∂ f (see e.g. [7]). Moreover, many relevant conditioned functions are tilt-conditioned. For
instance, the 1-norm ‖ · ‖1, and more generally polyhedral functions are 1-tilt-conditioned on
Euclidean spaces, p-uniformly convex functions are p-tilt-conditioned on X, and convex piece-
wise polynomials of degree 2 are 2-tilt-conditioned on their sublevel sets. See [86, Proposition
11] for the proof that the nuclear norm is 2-tilt-conditioned on bounded sets, and [38, Section
4] for more examples of 2-tilt-conditioned functions.
4 Sharp convergence rates for the Forward-Backward algorithm
In this section, we present sharp convergence results for the forward-backward algorithm ap-
plied to p-Łojasiewicz functions on a subset Ω, building on the ideas in [5]. We extend the
analysis to the case where Ω is an arbitrary set, which will allow us to deal with infinite dimen-
sional inverse problems (see Section 5.1), or structured problems for which all the information
is encoded in a manifold (see Section 5.2).
4.1 Refined analysis with p-Łojasiewicz functions
Theorem 4.1 (Strong convergence, p ≥ 1). Suppose that Assumption 2.1 is in force, and that f is
bounded from below. Let (xn)n∈N be generated by the FB algorithm. Assume that:
a) (Localization) for all n ∈ N, xn ∈ Ω ⊂ X,
b) (Geometry) f is p-Łojasiewicz on Ω, for some p ≥ 1.
Then the sequence (xn)n∈N has finite length in X, meaning that ∑n∈N ‖xn+1 − xn‖ < +∞, and
converges strongly to some x∞ ∈ argmin f 6= ∅.
Proof. We first show that (xn)n∈N has finite length. Since inf f > −∞, rn := f (xn) − inf f ∈
[0,+∞[, and it follows from Lemma A.5 that
a‖xn+1 − xn‖2 ≤ rn − rn+1, with a = 1
2λ
(2− λL) > 0, (15)
‖∂ f (xn+1)‖ ≤ b‖xn − xn+1‖, with b = λ−1. (16)
If there exists n ∈ N such that rn = 0 then the algorithm would stop after a finite number of
iterations (see (15)), therefore it is not restrictive to assume that rn > 0 for all n ∈ N. We set
ϕ(t) := pt1/p and c := c f ,Ω, so that the Łojasiewicz inequality at xn ∈ Ω can be rewritten as
(∀n ∈ N) 1 ≤ cϕ′(rn)‖∂ f (xn)‖ . (17)
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Combining (15), (16), and (17), and using the concavity of ϕ, we obtain for all n ≥ 1:
‖xn+1 − xn‖2 ≤ bc
a
ϕ′(rn)(rn − rn+1)‖xn − xn−1‖ ≤ bc
a
(ϕ(rn)− ϕ(rn+1))‖xn − xn−1‖.
By taking the square root on both sides, and using Young’s inequality, we obtain
(∀n ≥ 1) 2‖xn+1 − xn‖ ≤ bc
a
(ϕ(rn)− ϕ(rn+1)) + ‖xn − xn−1‖. (18)
Sum this inequality, and reorder the terms to finally obtain
(∀n ≥ 1)
n
∑
k=1
‖xk+1 − xk‖ ≤ bca ϕ(r1) + ‖x1 − x0‖.
We deduce that (xn)n∈N has finite length and converges strongly to some x∞. Moreover, from
(16) and the strong closedness of ∂ f : X⇒ X, we conclude that 0 ∈ ∂ f (x∞).
Now we will provide explicit rates of convergence, for both the iterates and the values.
Theorem 4.2 (Rates of convergence, p ≥ 1). Suppose Assumption 2.1 is in force. Suppose that
inf f > −∞, and let (xn)n∈N be generated by the FB algorithm. Assume that:
a) (Localization) for all n ∈ N, xn ∈ Ω ⊂ X,
b) (Geometry) f is p-Łojasiewicz on Ω, for some p ≥ 1.
Then xn converges strongly to some x∞ ∈ argmin f . Moreover, there exists some constants Cp,C′p > 0,
explicitly computable (see equations (21) and (23)), such that the following convergence rates hold,
depending on the value of p, and of κ := λ(2− λL)[2c2f ,Ω]−1:
i) If p = 1, then xn = x∞ for every n ≥ ( f (x0)− inf f )/κ.
ii) If p ∈]1, 2[, the convergence is superlinear: for all n ∈ N,
f (xn+1)− inf f ≤
(
f (xn)− inf f
κ
) p
2(p−1)
and ‖xn+1 − x∞‖ ≤ Cp( f (xn)− inf f )1/2,
iii) If p = 2, the convergence is linear: for all n ∈ N,
f (xn+1)− inf f ≤ 1
1+ κ
( f (xn)− inf f ) and ‖xn+1 − x∞‖ ≤ C2( f (x0)− inf f )1/2 (1+ κ)−n/2 .
iv) If p ∈]2,+∞[, the convergence is sublinear: for all n ∈ N,
f (xn)− inf f ≤ (C′p)p/(p−2)n−
p
p−2 and ‖xn+1 − x∞‖ ≤ Cp(C′p)1/(p−2)n−
1
p−2 .
Note that the rates range from the finite termination, for p = 1, to the worst-case rates seen
in Theorem 2.2, when p tends to +∞. The bigger is p, the more the function is ill-conditioned,
in the sense that the rates of its values become closer to o(n−1), and the rates of its iterates
become arbitrarily slow.
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Remark 4.3 (Related work). Theorem 4.2 collects known and new results. We present a simple
proof of this theorem, focusing on the analysis of a real sequence satisfying (19) (see [27, The-
orem 3.2] or [42, Theorem 3.4] for previous results). The superlinear rates in ii), which were
known for the proximal point algorithm [67], are new for the Forward-Backward algorithm.
Moreover, the case p = 2 was giving R-linear rates for the values in [27, 42], while we prove
here Q-linear rates. Also, the quantification of the number of steps in the case p = 1 involving
κ is new.
Remark 4.4 (On the optimality of the rates I). Let f = ‖ · ‖p. According to (4) and (5), the order
of the sublinear rates that we obtain for both iterates and values are optimal when p ∈]2,+∞[,
see Remark 2.3. When p = 2, we see that the proximal algorithm verifies xn+1 = (1+ 2λ)
−1xn,
and the algorithm converges linearly. Finally, when p ∈ ]1, 2[, the order of superlinearity that
we obtain is suboptimal, since for this function the proximal algorithm has a Q-superlinear
rate of order (p− 1)−1. It is shown in [67, Theorem 3.1] that dist (xn, argmin f ) converges with
this optimal order for the proximal algorithm. For this, the author uses the stronger notion of
metric subregularity, and we will extend this result in Theorem 4.20 to the FB algorithm.
Remark 4.5 (Best stepsize and condition number). When p ∈ [1, 2], we directly see that the
bigger is κ, the better are the constants in the rates for the values. This is true also for p > 2,
by looking in the proof of Theorem 4.2 to the definition of the constant C′p. The constant κ is
maximal when we take λ = L−1, in which case κ = (L2c2f ,Ω)
−1. When f is a γ-strongly convex
function, κ = γ/L is the condition number of f (see Example 3.5) . So (L2c2f ,Ω)
−1 can be seen
as a generalized condition number, extending this notion from strongly convex functions to
p-Łojasiewicz ones.
Proof of Theorem 4.2. Let c = c f ,Ω for short. We first derive rates for the sequence of values
rn := f (xn)− inf f , from which we will derive the rates for the iterates. Equations (15) and (16)
yield
rn − rn+1 ≥ a‖xn+1 − xn‖2 ≥ a
b2
‖∂ f (xn+1)‖2.
The Łojasiwecz inequality at xn+1 implies c
2r
2/p
n+1(rn − rn+1) ≥ ab−2r2n+1, so we deduce that
∀n ∈ N, r2/pn+1(rn − rn+1) ≥ κr2n+1, with κ := a(bc)−2. (19)
The rates for the values are derived from the analysis of the sequences satisfying the inequality
in (19). Depending on the value of p, we obtain different rates.
• If p = 1, then we deduce from (19) that for all n ∈ N, rn+1 6= 0 implies rn+1 ≤ rn − κ. Since
the sequence (rn)n∈N is decreasing and positive, rn+1 6= 0 implies n ≤ r0κ−1.
For the other values of p, we will assume that rn > 0. In particular, we get from (19)
(∀n ∈ N) rn − rn+1 ≥ κrαn+1, with α := 2(p− 1)p−1 and κ := ab−2c−2. (20)
• If p ∈]1, 2[, then α ∈]0, 1[. The positivity of rn+1 and (20) imply that for all n ∈ N, rn+1 ≤
κ−1/αr1/αn , meaning that rn converges Q-superlinearly.
• If p = 2, then α = 1 and we deduce from (20) that for all n ∈ N, rn+1 ≤ (1+ κ)−1rn, meaning
that rn converges Q-linearly.
• If p ∈ ]2,+∞[, then α ∈ ]1, 2[, and the analysis still relies on studying the asymptotic be-
haviour of a real sequence satisfying (20). Lemma A.4 in the Annex shows that we have
rn+1 ≤ (C′p)p/(p−2)n−p/(p−2), by taking
(C′p)
−1 := min
{
κ, κ
p−2
2p−2
}
max
s≥1
min
{
p− 2
ps
, κ
p−2
2p−2 r
p−2
p
0
(
1− s−
p−2
2p−2
)}
. (21)
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To end the proof, we just need to prove that the rates for ‖xn − x∞‖ are governed by the
ones of rn. Let 1 ≤ n ≤ N < +∞, and sum the inequality in (18) between n and N to obtain
‖xN − xn‖ ≤
N
∑
k=n
‖xk+1 − xk‖ ≤ pcaλ r
1/p
n + ‖xn − xn−1‖.
Next, we pass to the limit for N → ∞, we use (15), and the fact that rn is decreasing to obtain
(∀n ≥ 1) ‖x∞ − xn‖ ≤ pc
aλ
r
1/p
n−1 +
1√
a
√
rn−1. (22)
Note that r1/2n−1 ≤ r
1
2− 1p
0 r
1/p
n−1 if p ∈ [2,+∞[, and r1/pn−1 ≤ r
1
p− 12
0 r
1/2
n−1 if p ∈ [1, 2]. So, by defining
Cp :=
{
2pc(2− λL)−1 + (2λr0)1/2(2− λL)−1/2r−1/p0 if p ≥ 2,
2pcr
1/p
0 (2− λL)−1r−1/20 + (2λ)1/2(2− λL)−1/2 if p ≤ 2,
(23)
we finally conclude from (22) that ‖x∞ − xn‖ ≤ Cpr1/max{2,p}n−1 when n ≥ 1.
In Theorems 4.1 and 4.2, the p-Łojasiewicz assumption with p ∈ [1,+∞[ implies that
argmin f is nonempty. In what follows we will derive convergence rates for the objective
function values, even in the case where f is bounded from below but has no minimizers. Such
results are of interest for instance in function approximation theory, where the goal is to find
the best approximation of a target function within a specified function class [33]. Since in gen-
eral the considered classes are not closed in the ambient space, the minimizer of the error does
not exists, but convergence rates in objective function values are useful. A similar problem
appears also in supervised statistical learning theory, where some specific convergence results
are available (see e. g. [32, Theorem 9], based on the idea in [31, Theorem A.1]). We show
below that the p-Łojasiewicz notion can be extended to the case p < 0 to deal with problems
without minimizers. Based on this new definition, we then derive sharp convergence rates for
the objective function values.
Definition 4.6. Let p ∈ ]−∞, 0[, let f ∈ Γ0(X) be bounded from below, and let Ω ⊂ X. We say
that f is p-Łojasiewicz on Ω if ∃c f ,Ω > 0 such that the Łojasiewicz inequality holds:
∀x ∈ Ω ∩ dom f , ( f (x)− inf f )1− 1p ≤ c f ,Ω‖∂ f (x)‖ .
Similarly to the case p ≥ 1, where this property describes the behavior of f around its
minimizers, here it describes the decay of f (x) when ‖x‖ goes to +∞. This assumption leads
to convergence rates, varying o(1) and o(n−1), depending on the value of p.
Theorem 4.7 (Rates of convergence, p < 0). Let f ∈ Γ0(X) be bounded from below and satisfying
Assumption 2.1, (xn)n∈N be generated by the FB algorithm. Assume that:
a) (Localization) for all n ∈ N, xn ∈ Ω ⊂ X,
b) (Geometry) f is p-Łojasiewicz on Ω, for some p < 0.
Then the values converge sublinearly (with C′p defined as in (21)):
∀n ∈ N, f (xn)− inf f ≤ C
′ pp−2
p n
p
2−p .
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Proof. The proof is as for the case p ∈ ]2,+∞[ of Theorem 4.2: the p-Łojasiewicz property
implies (19), and the statement follows from Lemma A.4 with α = 2(p− 1)/p ∈ ]2,+∞[.
Remark 4.8 (On the optimality of the rates II). The rates obtained in Theorem 4.7 are optimal.
Indeed, the function defined in (6) is p-Łojasiewicz on R with p = −α, and our rates matches
the lower bounds obtained in Remark 2.3.
Theorem 4.7, togetherwith Theorems 4.1 and 4.2, give a complete (and sharp) picture of the
asymptotic behavior of the FB algorithm. In fact, looking at the proofs of thementioned results,
we see that the only properties of forward-backward algorithm that are used are (15) and (16).
We can then extend the previous theorems to a broader class of first-order descent methods,
which encompasses block coordinate descent methods, and/or variable metric extensions of
the FB algorithm [5, 21, 42].
Theorem 4.9 (General first-order descent method). The statements of Theorems 4.1, 4.2 and 4.7
remain true if the sequence (xn)n∈N is generated by any algorithm satisfying:
(∃a > 0) a‖xn+1 − xn‖2 ≤ f (xn+1)− f (xn) (24)
(∃b > 0) ‖∂ f (xn+1)‖ ≤ b‖xn+1 − xn‖. (25)
In that case the constant appearing in Theorem 4.2 becomes κ := ab−2c−2f ,Ω.
Proof. The proofs of Theorems 4.1, 4.2 and 4.7 rely on the combination of the Łojasiewicz in-
equality with the estimations (15) and (16), which can be replaced by (24) and (25).
4.2 How to localize the sequence of iterates
One of the two assumptions we do in Theorems 4.1, 4.2 and 4.7 is that the sequence belongs to
a set Ω on which the geometry of f is known. We discuss here some possible choices. One first
simple case is when Ω remains invariant under the action of Tλ (see also Annex A.1).
Definition 4.10. We say that Ω ⊂ X is FB-invariant if for all λ ∈]0, 2L−1[, TλΩ ⊂ Ω.
Example 4.11 (FB-invariant sets). Theorem 2.2i)-ii) and Lemma A.5.ii) imply that these sets are
FB-invariant (as well as any of their intersection):
• BX(x¯, δ) and BX(x¯, δ) for every x¯ ∈ argmin f , and for every δ ∈ ]0,+∞],
• S f (r) and S f (r) for every r ∈]0,+∞],
• {x ∈ X | ‖∂ f (x)‖ < M} and {x ∈ X | ‖∂ f (x)‖ ≤ M}, for every M ∈]0,+∞],
• Ω = {xn}n∈N if (xn)n∈N is generated by the FB algorithm.
Assuming that Ω is FB-invariant, the localization property becomes a simple assumption
on the initialization of the algorithm. The proof of the next corollary is immediate:
Corollary 4.12. Let f ∈ Γ0(X) be bounded from below and satisfying Assumption 2.1, and
(xn)n∈N be generated by the FB algorithm. Assume that Ω ⊂ X is FB-invariant and that:
a) (Initialization) x0 ∈ Ω,
b) (Geometry) f is p-Łojasiewicz on Ω, for some p ∈]−∞, 0[∪[1,+∞[.
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Then the results of Theorems 4.1, 4.2 and 4.7 apply for the sequence (xn)n∈N.
In some cases, it is possible to remove the assumption x0 ∈ Ω, to the price of having
only asymptotic rates. Indeed, it suffices to prove that the sequence will enter in Ω at a certain
iteration, which is the argument used in [5, 42], in a non-convex setting. This happens for
instance with the local level sets, under a slight compactness assumption (see below).
Corollary 4.13. Let f ∈ Γ0(X) be such that argmin f 6= ∅ and satisfying Assumption 2.1. Let
(xn)n∈N be generated by the FB algorithm and assume that:
a) (Compactness) (xn)n∈N admits a subsequence strongly converging to x¯ in X,
b) (Local geometry) for some p ∈ [1,+∞[:
(∃(δ, r) ∈ ]0,+∞]) such that f is p-Łojasiewicz on BX(x¯, δ) ∩ S f (r).
Then there exists N ∈ N such that the rates of Theorem 4.2 apply for the sequence (xN+n)n∈N.
Proof. Let (xnk)k∈N be a subsequence strongly converging to some x∞, which belongs to argmin f
according to Theorem 2.2. Therefore, f is p-Łojasiewicz on Ω := BX(x∞, δ) ∩ S f (r), for some
(δ, r) ∈ ]0,+∞]. Since xnk → x∞ and f (xnk) ↓ inf f , there exists K ∈ N such that xnK ∈ Ω. Since
Ω is FB-invariant, we conclude that (xn)n≥N ⊂ Ω.
Remark 4.14. The compactness assumption made in Corollary 4.13 is always satisfied in finite
dimension. Indeed Theorem 2.2 guarantees that the sequence is bounded under the assump-
tion that argmin f 6= ∅. If X has infinite dimension, this assumption can be verified provided
that f has compact level sets, due to the decreasing property of f (xn).
The property of being reached by the sequence (xn)n∈N after a finite number of iterations is
called identifiability, or finite identification of Ω [83, 59, 46]. In finite dimension, the so-called
active manifolds can be identified in finite time, under the assumption that f is partially smooth
with respect to this manifold [46, 47]. We will use this notion to derive an other asymptotic
convergence result. Before this, we recall the notion of active manifold for partially smooth
functions, which appear naturally in most sparsity-based inverse problems (e.g. the 1-norm,
nuclear norm, or the total variation, see [63] for more details).
Definition 4.15 (Partial smoothness). Let f ∈ Γ0(RN),M⊂ RN be a C2-smooth manifold, and
x¯ ∈ M. We say that f is partially smooth at x¯ with respect toM (and we say that in that case
thatM is the3 active manifold of f at x¯), provided the following is satisfied:
a) f |M :M→ R ∪ {+∞} is of class C2 near x¯,
b) ∂ f |M :M⇒ RN is continuous at x¯,
c) the affine span of ∂ f (x¯) is a translate of Nx¯M, the normal space ofM at x¯.
Corollary 4.16. Suppose that Assumption 2.1 is in force, that X = RN, and let (xn)n∈N be
the sequence generated by the FB algorithm converging to some x¯ ∈ argmin f . Let M be a
C2-smooth manifold, and assume that:
a) −∇h(x¯) ∈ ri ∂g(x¯),
3It can be shown that the active manifold is uniquely defined near x¯, see [46, Corollary 4.2].
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b) g is partially smooth at x¯ with respect toM, and h is of class C2 on a neighbourhood x¯,
c) f is p-Łojasiewicz onM∩BX(x¯, δ) for some δ ∈]0,+∞] and p ∈ [1,+∞[.
Then there exists n0 ∈ N such that the rates of Theorem 4.2 apply for the sequence (xn0+n)n∈N.
Proof. Assumption b) and [59, Corollary 4.7] imply that f is partially smooth at x¯ with respect
toM. Theorem 2.2-iv) yields ‖∂ f (xn)‖ −→0, and assumption a) is equivalent to 0 ∈ ri ∂ f (x¯).
Therefore, it follows from [46, Theorem 5.3] that there exists n0 ∈ N for which xn0+n ∈ M
for every n ∈ N. Since (xn)n∈N converges to x¯, we can assume that n0 is such that xn0+n ∈
M∩ BX(x¯, δ) for every n ∈ N. This, together with c), allows to apply Theorem 4.2 or 4.7 to
the sequence (xn0+n)n∈N.
Remark 4.17. Note that in Corollary 4.16, even in the case p = 2, we do not assume h to be
strongly convex in the tangent space of M at x¯, contrary to [63]. Such assumption typically
implies the uniqueness of the minimizer of f , that we do not need here .
4.3 Linear rates of convergence for the Forward-Backward algorithm
In this Section we give more insights on the linear rates for the FB algorithm. According to
Theorem 4.1, f (xn)− inf f and ‖xn − x∞‖ converge linearly when a 2-Łojasiewicz property is
verified. Another decreasing quantity of interest is dist (xn, argmin f ), and its Q-linear conver-
gence is equivalent to ask that the forward-backward map satisfies
(∃ε f ,Ω ∈]0, 1[)(∀x ∈ Ω ∩ dom f ) dist (Tλx, argmin f ) ≤ ε f ,Ωdist (x, argmin f ). (26)
If such property holds on a set Ω containing (xn)n∈N, the sequence (dist (xn, argmin f ))n∈N
will converge Q-linearly. In fact, it is possible to show that (26) is equivalent to the 2-conditioning
of f on Ω, provided this set is FB-invariant (see Definition 4.10). This fact has been observed
in [70] for the projected gradient method, with Ω = X and λ = L−1, and below we extend the
argument to our more general setting.
Proposition 4.18 (Linear rates and 2-conditioning). Suppose that Assumption 2.1 is in force
and assume that argmin f 6= ∅. Let Ω ⊂ X and λ ∈]0, 2L−1[.
i) If f verifies (26) on Ω, then it is 2-conditioned on Ω with γ f ,Ω = λ
−1(2− λL)(1− ε f ,Ω)2.
ii) If f is 2-conditioned on TλΩ, then it verifies (26) on Ω with ε f ,Ω = (1+ λγ f ,Ω)
−1/2 for
stepsizes λ ∈ ]0, L−1].
Then, on FB-invariant sets, the 2-conditioning is equivalent to (26), for stepsizes λ ∈ ]0, L−1].
Proof. Let S = argmin f , and let x ∈ Ω. It follows from the triangular inequality that
dist (x, S) ≤ ‖x− proj(Tλx, S)‖ ≤ ‖x− Tλx‖+ dist (Tλx, S). (27)
For item i), combine (27), (26) and (15):
(1− ε f ,Ω)2dist (x; S)2 ≤ ‖Tλx− x‖2 ≤ a−1( f (x)− inf f ).
For item ii), Lemma A.5.i) with u = proj(x; S), and the fact that λ ≤ 1/L implies
‖Tλx− proj(x; S)‖2 ≤ dist (x; S)2 − 2λ( f (Tλx)− inf f ).
Then, since f is 2-conditioned on TλΩ ∋ Tλx, we can conclude from
dist (Tλx; S)
2 ≤ ‖Tλx− proj(x; S)‖2 ≤ dist (x; S)2 − λγ f ,Ωdist (Tλx; S)2.
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Let us assume that f is a γ-strongly convex function, with γ > 0 as in Example 3.5, and let
x¯ be its unique minimizer. Let (xn)n∈N be generated by the FB algorithm, for which we take
λ = 1/L, and define the condition number of f as κ := γ/L. We compare the different linear
rates that we can get for ‖xn − x¯‖ by using different theorems, relying on more or less strong
assumptions. Using that f is 2-Łojasiewicz (with c f ,X = (2γ)
−1/2, see Example 3.5), Theorem
4.2 yields R-linear rates of the form
‖xn − x¯‖ ≤ Cεn, C > 0,
where ε = 1/
√
1+ κ. If instead we exploit 2-conditioning (recall that in general this is a
stronger notion than 2-Łojasiewicz , Proposition 3.2), we obtain Q-linear rates from Proposition
4.18 with exactly the same constant ε. If we use directly the strong convexity of f , we obtain in
this case Q-linear rates with ε = 1− κ (see e.g. [78, Proposition 3]). So, the more information
we use, the better rates we derive. In [70], the authors investigate different notions belonging
between strong convexity and the 2-conditioning. For instance, under an assumption of “quasi
strong convexity”, they obtain ε =
√
(1− κ)/(1+ κ), which is smaller than (1+ κ)−1/2, but
not as good as 1− κ. Finally, note that Proposition 4.18-i) provides a lower bound estimate for
ε: on the class of 2-conditioned functions, no Q-linear rates can be achieved with a better linear
rate constant than 1−√κ. In conclusion, two aspects are crucial in the linear convergence of
forward-backward. First, to have Q-linear rates for the iterates, it is necessary and sufficient
to require the 2-conditioning of the function, due to the equivalence result of Proposition 4.18.
Second, just assuming 2-conditioning is not a guarantee of having a fast computation of the so-
lution, since linear rates can be arbitrarily slow on any finite number of iterations. Indeed two
constants play a key role: the condition number κ, which is directly related to γ f ,Ω (some extra
assumptions on f could improve the value of γ f ,Ω, see e.g. the discussion in Subsection 5.2),
and ε (see also [70]).
4.4 Superlinear rates and finite termination
We address first in Theorem 4.20 the question of the optimality of the superlinear rates in the
case p ∈]1, 2[, as discussed in Remark 4.4. Its proof follows directly from the next lemma,
which is a partial analogue of Proposition 4.18-ii).
Lemma 4.19. Suppose that Assumption 2.1 is in force and assume that argmin f 6= ∅.
i) If ∂ f is p-metrically subregular on Ω ⊂ X, then for all p ∈ ]1, 2[, and x ∈ dom f :
Tλx ∈ Ω ⇒ dist (Tλx, argmin f )p−1 ≤ 2/(λγ∂ f ,Ω)−1dist (x, argmin f ).
ii) If f is p-conditioned on Ω, then moreover:
(x, Tλx) ∈ Ω2 ⇒ ( f (Tλx)− inf f )p−1 ≤
(
p/γ f ,Ω
)2
(2/λ)p ( f (x)− inf f ).
Proof. Let S = argmin f . Lemma A.5.ii), the triangular inequality, and Theorem 2.2-ii) yield
λ‖∂ f (Tλx)‖ ≤ ‖Tλx− x‖ ≤ ‖Tλx− proj(x, S)‖+ ‖proj(x, S)− x‖ ≤ 2dist (x, S). (28)
For i), use the hypothesis with (28) to derive γ∂ f ,Ωdist (Tλx, S)
p−1 ≤ (2/λ)dist (x, S). For ii),
use the p-Łojasiewicz inequality via Proposition 3.2 , togetherwith (28) and the p-conditioning:
( f (Tλx)− inf f )p−1 ≤ (p/γ f ,Ω)‖∂ f (Tλx)‖p ≤ (p/γ f ,Ω)2(2/λ)p( f (x)− inf f )
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Theorem 4.20. Assume that p ∈]1, 2[ and that the hypotheses of Theorem 4.2 hold. If the p-Łojasiewicz
hypothesis is replaced by p-metric subregularity (resp. p-conditioning), then dist (xn, argmin f ) (resp.
f (xn)− inf f ) Q-superlinearly converges with order (p− 1)−1.
We now discuss the relevance of these fast rates when f is p-Łojasiewicz with p ∈ [1, 2[.
While this behaviour is well-known for the proximal algorithm applied to sharp functions, it
is not observed for the gradient method. In a same way, [42, Theorem 3.5] asserts that the
gradient method terminates in a finite time when p ∈ [1, 2[. The apparent contradiction be-
tween these results and practice is in fact related to a quite intuitive fact, stated in the following
Proposition: the more a function is smooth, the less it can be sharp. A similar statement, under
different assumptions, can be found in [13, Proposition 2.8].
Proposition 4.21. Let f ∈ Γ0(X) be differentiable on Ω, where Ω ⊂ X is convex and such
that4 proj(Ω; argmin f ) ( Ω. Assume that f is p-conditioned on Ω, and that ∇ f is α-Ho¨lder
continuous on Ω, i.e.
(∃L∇ f ,Ω > 0)(∃α > 0)(∀(x, y) ∈ Ω2) ‖∇ f (x)−∇ f (y)‖ ≤ L∇ f ,Ω‖x− y‖α .
Then p ∈ [α + 1,+∞[. In the case that p = α + 1, we have moreover that γ f ,Ω ≤ L∇ f ,Ω.
Proof. Let x ∈ Ω \ argmin f , and x¯ := proj(x, argmin f ). Then x¯ ∈ Ω and x¯ 6= x. For all
t ∈ ]0, 1], let xt := tx+ (1− t)x¯. Then xt ∈ Ω \ argmin f and x¯ = proj(xt, argmin f ). From the
p-conditioning assumption and the Descent Lemma A.6 applied at (x¯, xt) ∈ Ω2, we see that:
(∀t ∈ ]0, 1]) 0 < γ f ,Ω
p
‖xt − x¯‖p ≤ f (xt)− f (x¯) ≤
L∇ f ,Ω
α + 1
‖xt − x¯‖α+1. (29)
If we suppose that p < α + 1, then by passing to the limit for t → 0, we get γ f ,Ω/p ≤ 0 which
is impossible. So p ≥ α + 1, and if equality holds, γ f ,Ω ≤ L∇ f ,Ω follows from (29).
As a consequence of Proposition 4.21, we should not expect more than linear rates for the
gradient method applied to a C1,1 convex function. Such a result cannot be extended straight-
forwardly to the Forward-backward algorithm. For instance, the function f (x) = ‖x‖2 + ‖x‖
has a nontrivial smooth term in its decomposition, but is still sharp at its minimizer.
5 Linear inverse problems
Throughout this section, X and Y are Hilbert spaces and A : X −→ Y is a bounded linear
operator. X is called the parameter space and Y is the data space. Given the linear inverse
problem Ax = y, for some y ∈ Y, we are interested in the optimization problem
min
x∈X
1
2
‖Ax− y‖2, (30)
possibly regularized with an additional convex term. The goal of this section is to show that
typical modeling assumptions made in the inverse problem literature can be interpreted as ge-
ometric assumption on (30). First, we show that the classical source conditions are equivalent
to a Łojasiewicz condition on suitable subsets, that we call source sets. Second, we show that
the restricted injectivity property, which is the key for exact recovery in sparsity based regular-
ization, induces a 2-conditioning of the problem over a cone of sparse vectors. More generally,
we consider inverse problems with partially smooth regularizing functions, and show that
the restricted injectivity condition can be seen as the 2-conditioning of the problem over an
identifiable manifold.
4Note that the assumption proj(Ω; argmin f ) ( Ω is always satisfied if Ω = BX(x¯, δ) ∩ S f (r).
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5.1 Łojasiewicz property of quadratic functions via source conditions in Hilbert
spaces
The quadratic function in (30) can be minimized by means of a gradient method, defined as
(∀n ∈ N) xn+1 = xn − λA∗(Axn − y), with x0 ∈ X and λ ∈
]
0, 2‖A∗A‖−1
[
. (31)
A vast literature is devoted to this algorithm, which is often called in this context the Landwe-
ber algorithm. It is well-known that whenever argmin f 6= ∅, the sequence (xn)n∈N generated
by the Landweber algorithm converges strongly towards x¯0, the projection of x0 onto argmin f .
When the range R(A) is closed, both iterates and values converge linearly, see Example 3.6 and
Theorem 4.2. If R(A) is not closed, without additional assumptions, the rates for ‖xn− x¯0‖ can
be arbitrarily slow [29, Theorem 12]. Moreover, [45, Theorem 2.1] shows that no local Łojasiewicz
property can be satisfied by such quadratic function when R(A) is not closed, so it is not pos-
sible to rely on geometrical assumptions to improve the convergence rates. However, in the
inverse problem literature, the worst-case scenario is avoided by making an extra assumption.
If the following source condition is verified
(∃µ ∈ ]0,+∞[) proj(0, argmin f ) ∈ Im(A∗A)µ, (32)
the Landweber algorithm initialized with x0 = 0 is known [40] to satisfy
f (xn)− inf f = O(n−(1+2µ)), and ‖xn − x¯0‖ = O(n−µ). (33)
Also, when argmin f = ∅, a source condition in Y can be made:
(∃ν ∈ ]0,+∞[) proj(y; Im A) ∈ Im(AA∗)ν, (34)
so that the Landweber algorithm initialized with x0 = 0 verifies [32]
f (xn)− inf f = O(n−2ν). (35)
The aim of this section is to highlight how these rates can be simply explained using the
results of Section 4. Indeed, the source condition(s) (32) and (34) are equivalent to assume
that the initialization of the algorithm belongs to a so-called source set. Our main result in
this section consists in showing that the function f satisfies a Łojasiewicz inequality on these
source sets, which are FB-invariant. As a by-product of Corollary 4.12, we will obtain a new
and simple geometrical interpretation of the rates in (33) and (35).
5.1.1 Regularity spaces and source sets
In the following, we assume the reader to be familiar with basic concepts concerning bounded
linear operator between Hilbert spaces (see [40] for more details). We will note A† the pseudo-
inverse of A, and D(A†) = Im A+ Im A⊥ its domain. In particular, D(A†) is the set of y ∈ Y
for which the least squares f defined in (30) has a nonempty set of minimizers.
Definition 5.1. Let y ∈ D(A†) and (µ, δ) ∈ ]0,+∞[. We define respectively the regularity spaces
and source sets:
Xµ,δ(y) := {A†y}+Ker A+ {(A∗A)µw | w ∈ Ker A⊥, ‖w‖ ≤ δ} and Xµ(y) :=
⋃
δ>0
Xµ,δ(y).
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The regularity spaces {Xµ(y)}µ>0 form a decreasing family of dense affine subspaces of X.
Example 5.2 (Regularity spaces as Sobolev spaces). Assume that X is the space of zero mean
L2-functions on [0, 2pi]:
X =
{
ϕ ∈ L2([0, 2pi]),
∫ 2pi
0
ϕ(t) dt = 0
}
.
If A is the linear integration operator defined on X, then ([50, Theorem 6.4]) Im(A∗A)µ coin-
cides with the Sobolev space H2µ([0, 2pi]) ∩ X, so that the regularity space is here
Xµ(y) = {A†y}+ H2µ([0, 2pi]) ∩ X.
The regularity spaces (resp. source sets) introduced in Definition 5.1 can be represented,
via A, through similar spaces (resp. sets) in the data space Y.
Lemma 5.3 (Regularity through the data space). Given y ∈ Y and (ν, δ) ∈ ]0,+∞[2, let
Yν,δ(y) := {proj(y; Im A)}+ {(AA∗)νω | ω ∈ Im A, ‖ω‖ ≤ δ} and Yν :=
⋃
δ>0
Yν,δ.
Then, for all y ∈ D(A†), and for all (µ, δ) ∈ ]0,+∞[2, we have Xµ,δ(y) = A−1Yµ+1/2,δ(y).
Thanks to Lemma 5.3, whose proof is left in Annex A.3, we can extend Definition 5.1 to nega-
tive exponents µ, as well as for y /∈ D(A†).
Definition 5.4. Let y ∈ Y and (µ, δ) ∈ ]−1/2,+∞[ × ]0,+∞[. We define respectively the
regularity spaces and source sets as follows:
Xµ(y) := A
−1Yµ+1/2(y) and Xµ,δ(y) := A−1Yµ+1/2,δ(y)
Remark 5.5. The conditions in (32) and (34) are equivalent to 0 ∈ Xµ(y) and 0 ∈ Xν−1/2(y).
Proposition 5.6. Let y ∈ Y.
i) If y /∈ D(A†), then Xµ(y) = ∅ for all µ ∈ [0,+∞[.
ii) If y ∈ D(A†), then Xµ(y) = X for all µ ∈ ]−1/2, 0].
iii) Assume Im A is closed. Then Xµ(y) = X for all µ ∈ ]−1/2,+∞[.
Proof. First, note that y ∈ D(A†) is equivalent to proj(y; Im A) ∈ Im A. For item i), assume
by contradiction that there exists x ∈ X0(y). Then Im A = Im
√
AA∗ implies that Ax ∈
{proj(y; Im A)}+ Im A, which contradicts the fact that proj(y; Im A) /∈ Im A. So X0(y) = ∅,
and this extends to all µ ≥ 0 because {Xµ(y)}µ>0 is a decreasing family. For item ii), note that
Im A = Im
√
AA∗ implies Y1/2(y) = Im A. It follows that X0(y) = X, and since {Xµ(y)}µ>0
is a decreasing family, we obtain Xµ(y) = X for all µ ∈ ]−1/2, 0]. For item iii), we have
that Im(AA∗)ν is closed, for all ν ∈ ]0,+∞[, and therefore Im(AA∗)ν = Im A. In particular,
Yν(y) = Im A for all ν ∈ ]0,+∞[, and the result follows.
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5.1.2 Properties of quadratic functions on source sets
Here is the main result of this section: on each source set Xµ,δ(y), the least squares functional
is p-Łojasiewicz with p = 2+ µ−1.
Theorem 5.7 (Geometry of least squares on source sets). Let y ∈ Y, µ ∈ ]−1/2, 0[ ∪ ]0,+∞[ and
δ ∈ ]0,+∞[. Then f (x) = 12‖Ax− y‖2 is p-Łojasiewicz on Ω = Xµ,δ(y), with
p = 2+ µ−1 and c f ,Ω = 2−(µ+1)/(2µ+1)δ1/(1+2µ). (36)
Moreover, these constants are optimal.
Proof. Let x ∈ Xµ,δ(y) and y¯ := proj(y, Im A). From Lemma 5.3 and the definition of y¯, we get
Ax = y¯+ (AA∗)µ+1/2ω, where ω ∈ ker A∗⊥ with ‖ω‖ ≤ δ, (37)
f (x)− inf f = (1/2)‖Ax− y¯‖2 and ‖∇ f (x)‖ = ‖A∗(Ax− y¯)‖. (38)
We first prove that f verifies the Łojasiewicz inequality by using the interpolation inequality
(see Lemma A.7 in the Annex) with α = µ + (1/2) and β = µ + 1, together with (37):
‖Ax− y¯‖ = ‖(AA∗)µ+1/2ω‖ ≤ ‖(AA∗)1+µω‖
2µ+1
2µ+2‖ω‖ 12µ+2 ≤ ‖(AA∗)1+µω‖
2µ+1
2µ+2 δ
1
2µ+2 . (39)
We use (37) in the right member of (39), to write
‖(AA∗)1+µω‖2 = ‖(AA∗)1/2(AA∗)µ+1/2ω‖2 = ‖(AA∗)1/2(Ax− y¯)‖2 = ‖A∗(Ax− y¯)‖2. (40)
By combining (37), (38), (39) and (40), we obtain the following inequality
f (x)− inf f = (1/2)‖Ax − y¯‖2 ≤ (1/2)δ 1µ+1‖A∗(Ax− y¯)‖
2µ+1
µ+1 = (1/2)δ
1
µ+1‖∇ f (x)‖
2µ+1
µ+1 .
Then the desired Łojasiewicz inequality holds by taking p := 2+ µ−1. Now we verify that
the obtained constants in (36) are optimal. For this, let X = ℓ2(N), and let (ek)k∈N ⊂ X be
its canonical basis. Let (σk)k∈N be a strictly positive sequence converging to zero, and define
A : X −→ X as follows: ∀x = (xk)k∈N ∈ X, Ax := ∑k∈N σkxkek. Let f (x) = (1/2)‖Ax‖2, y = 0,
(µ, δ) ∈ ]0,+∞[2 and let us assume that f is p-Łojasiewicz on Xµ,δ(0) for some p > 0:
(∀x ∈ Xµ,δ(0)) [(1/2)‖Ax‖2]1−(1/p) ≤ c f ,Xµ,δ(0)‖A∗Ax‖. (41)
Let vk := δσ
2µ
k ek ∈ Xµ,δ(0), which satisfies ‖A∗Avk‖ = δσ
2+2µ
k , and deduce from (41) that
(∀k ∈ N) 2(1−p)/pδ(2p−2)/p ≤ c f ,Xµ,δ(0)σ
(1/p)(4µ+2)−2µ
k . (42)
It follows from σk → 0 that 4µ− 2µp+ 2 ≤ 0, which is equivalent to p ≥ 2+ µ−1, meaning that
2+ µ−1 is the best possible exponent. Moreover, when p = 2+ µ−1, (42) becomes 2−
1+µ
1+2µ δ
1
1+2µ ≤
c f ,Xµ,δ(0), which implies the optimality of the constant obtained in (36).
Remark 5.8. The result of Theorem 5.7 contrasts with [45, Theorem 2.1], in which the authors
show that no local Łojasiewicz property can be satisfied by a quadratic function when R(A)
is not closed. The key difference here is that we look at the Łojasiewicz property on specific
nonlocal sets. If A is injective and y ∈ D(A†), the source sets Xµ,δ(y) have a nonempty interior,
and can be interpreted as balls centered at the solution A†y with respect to the norm induced
by Im(A∗A)µ, defined as ‖x‖µ := ‖((A∗A)µ)†x‖.
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Let us now verify that the source sets are invariant under the action of the Landweber
algorithm (31), which is an instance of the FB algorithm.
Proposition 5.9 (Invariance of source sets). For all y ∈ Y and (µ, δ) ∈ ]−1/2,∞[ × ]0,+∞[2,
the source set Xµ,δ(y) is FB-invariant.
Proof. Let x ∈ Xµ,δ(y), λ ∈ ]0, 2/‖A∗A‖[ and let us prove that Tλx = x− λA∗(Ax− y) belongs
to Xµ,δ(y). By using Lemma 5.3, we deduce that Ax = y¯+ (AA
∗)νω, where y¯ = proj(y; Im A),
ν := µ + 1/2, and ω ∈ Im A with ‖ω‖ ≤ δ. Since A∗(Ax− y) = A∗(Ax− y¯), this implies that
ATλx = Ax− λAA∗(Ax− y¯) = y¯+ (AA∗)ν(I − λAA∗)ω
The above equality shows that Tλx ∈ Xµ(y). It remains only to prove that Tˆλω := (I −
λAA∗)ω verifies Tˆλω ∈ Im A and ‖Tˆλω‖ ≤ δ. The condition Tˆλω ∈ Im A immediately follows
from ω ∈ Im A and AA∗ω ∈ Im A. Next, observe that Tˆλω is obtained by applying a gradient
descent step to ω with respect to the function u 7→ (1/2)‖A∗u‖2. Since this function has zero
as a minimizer and is differentiable with a ‖A∗A‖-Lipschitz gradient, the Feje´r property (see
Theorem 2.2-ii)) implies that ‖Tˆλω‖ ≤ ‖ω‖ ≤ δ.
Next we gather all the results of this section to deduce convergence rates of Landweber
algorithm under source conditions from Łojasiewicz conditions.
Corollary 5.10 (Convergence rates for Landweber algorithm). Let f (x) = 12‖Ax − y‖2, with
y ∈ Y. Let (xn)n∈N be a sequence generated by the Landweber algorithm (31). Assume that
for some µ ∈ ]−1/2,+∞[, the source condition x0 ∈ Xµ(y) is satisfied. Then:
i) f (xn)− inf f = O(n−(1+2µ)),
ii) If µ > 0, then ‖xn − x¯0‖ = O(n−µ), where x¯0 := proj(x0, argmin f ).
Proof. For item i), the source condition together with Proposition 5.9 imply (xn)n∈N ⊂ Xµ,δ(y)
for some δ > 0. If µ 6= 0, we derive from Theorem 5.7 that f is 2+ µ−1-Łojasiewicz on Xµ,δ(y).
Depending on the sign of 2+ µ−1, the rates on f (xn)− inf f follow from Theorems 4.2 and 4.7.
If µ = 0, then the source condition and Proposition 5.6 ensures that y ∈ D(A†), meaning that
argmin f 6= ∅, so the rateO(n−1) follows from Theorem 2.2. For item ii), the rate on the iterates
follows from Theorem 4.2. The characterization of x¯0 follows from the fact that Xµ ⊂ Ker A⊥
and that x¯0 + Xµ,δ ⊂ x0 +Ker A⊥ is FB-invariant.
5.2 Sparsity based regularization, partial smoothness, and restricted injectivity
In this section we study the case of regularized least squares
minimize f (x) =
1
2
‖Ax− y‖2 + g(x), (43)
with g ∈ Γ0(X). In particular, we focus on an interpretation of the 2-conditioning in terms
of the eigenvalues of the Hessian. Then, we will show how to derive 2-conditioning of the
objective function in (43), from properties of g, such as partial smoothness, and relate it to
assumptions made, e.g., in the inverse problems/compressed sensing literature. Many results
hold more generally for a smooth function h replacing the least squares.
We will use the following property for a self-adjoint operator S : X −→ X.
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Definition 5.11. Let S : X → X be self-adjoint and linear, let γ ∈ ]0,+∞[, and let K ⊂ X be a
symmetric closed cone. We say that S is γ-elliptic on K if for all d ∈ K, 〈Sd, d〉 ≥ γ‖d‖2.
Example 5.12. Here are a few simple facts concerning elliptic operators:
• If V is a closed subspace of X, then S is γ-elliptic on V if and only if PVSPV  γPV , where
PV is the orthogonal projection onto V.
• In finite dimension, an operator S is elliptic on K if and only if Ker S ∩ K = {0}.
• The property σ∗min(S) ≥ γ is equivalent to be γ-elliptic on Ker S⊥.
For a function f ∈ Γ0(X) of class C2, these properties are equivalent [48, Theorem 4.3.1]:
f is γ-strongly convex⇔ (∀x ∈ X) ∇2 f (x) is γ-elliptic on X ⇔ (∀x ∈ X) σmin(∇2 f (x)) ≥ γ.
Strong convexity is a global notion, which requires the function to have a definite positive
quadratic-like geometry at each x ∈ X. On the contrary, the 2-conditioning requires the func-
tion to have a positive quadratic-like geometry on a set Ω containing a minimizer. The next
proposition relate 2-conditioning with second-order information at the minimizer (its proof is
left in the Annex A.4). For similar results, see also [22, Section 3.3.1] and [39].
Proposition 5.13 (Ellipticity implies 2-conditioning). Let f = g + h, with g, h ∈ Γ0(X), and
assume that h is of class C2 in a neighbourhood of x¯ ∈ argmin f 6= ∅. Consider the following
conditions:
i) ∇2h(x¯) is γ-elliptic on a symmetric closed cone K ⊂ X
ii) (x¯+ K) ∩ argmin f = {x¯} and:
(∀γ′ ∈]0,γ[) (∃δ ∈]0,+∞]) s.t. f is 2-conditioned on Ω := x¯+ (K ∩ δBX) with γ f ,Ω = γ′.
Then i) implies ii). Moreover, if h is C2 on X with ∇2h being L-Lipschitz continuous, then we
can take δ = (γ− γ′)/L. If ∇2h is constant on X, then we can take γ′ = γ and δ = +∞.
Consider f ∈ Γ0(RN) be defined by, for every x ∈ RN, f (x) = α‖x‖1 + (1/2)‖Ax − y‖2.
f is the sum of a smooth function, with Hessian equal to A∗A, and a nonsmooth function
α‖x‖1. Example 3.8 ensures that f is locally 2-conditioned on its sublevel sets without any
assumption on A. This means, according to Theorem 4.2, that for any r > 0, and any x0 ∈ S f (r),
there exists a constant ε ∈]0, 1[ such that the iterative soft-thresholding initialized at x0 verifies
f (xn+1) − inf f ≤ ε( f (xn) − inf f ). Nevertheless, expressing the 2-conditioning constant, or
ε, in terms of the components of the problems is far to be easy [20]. One way to recover a
meaningful constant is to exploit modeling assumptions which are usually made to ensure the
stability and recovery of the inverse problem Ax = y.
Suppose that we are given the sequence generated by the iterative soft-thresholding, which
converges to a minimizer of f , xn → x¯. It is known that, after some iterations, the support of
the sequence is stable:
(∃I ⊂ {1, ...,N})(∃n0 ∈ N)(∀n ≥ n0) supp(xn) ⊂ I.
In particular, if the qualification condition 0 ∈ ri ∂ f (x¯) holds, we can take I = supp(x¯). To
estimate the rates of convergence for the sequence, it is then sufficient to make a restricted
injectivity assumption on the matrix A, depending on the knowledge we have on I.
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In the case we have access to I, suppose that on the space XI := {x ∈ RN | supp(x) ⊂ I}
the matrix A is injective, i.e. Ker A ∩ XI = {0} holds. Then, there exists a constant γI > 0
such that A∗A is γ-elliptic on XI (see Example 5.12), which implies via Proposition 5.13 that
f is 2-conditioned on XI , with γ f ,XI = γI . We deduce then that, asymptotically, the rates are
governed by ε = (1+ γI‖A∗A‖−1)−1. It might happen that instead of knowing I, we have
only access to a partial information via the sparsity level s := |I|. We can then follow the
same reasoning with the cone Ks := {x ∈ RN | |supp(x)| ≤ s} instead of XI . In that case, the
constant γs of ellipticity of A
∗A on Ks is defined by
(∀x ∈ Ks) γs‖x‖2 ≤ ‖Ax‖2.
Such assumption is classical in sparsity based regularization, and it is related to the so-called
Restricted Isometry Property [24], to ensure uniqueness of the minimizer and show relation-
ships with the sparsest solution of the system Ax = y. Observe nevertheless that while the
constants into play here are meaningful, their computation remains impracticable [9].
This discussion can be extended to other regularized inverse problems, in particular if ‖ · ‖1
is replaced by a partially smooth function. For this, we need an extension of Proposition 5.13
to the partially smooth case, that we give below. Its proof is left in Annex A.4.
Proposition 5.14 (Ellipticity and partial smoothness implies local 2-conditioning). Let f =
g+ h, let x¯ ∈ argmin f , and letM be a manifold of class C2 with:
a) −∇h(x¯) ∈ ri ∂g(x¯),
b) g ∈ Γ0(RN) partially smooth at x¯ with respect toM,
c) h ∈ Γ0(RN) of class C2 around x¯, with ∇2h(x¯) γ-elliptic on Tx¯M.
Then argmin f = {x¯}, and for all γ′ ∈]0,γ[ there exists δ ∈]0,+∞[ such that f is 2-conditioned
on Ω := BX(x¯, δ), with γ f ,Ω = γ
′.
From this Proposition and Corollary 4.13, the linear rates for the FB algorithm applied with
h(x) = (1/2)‖Ax− y‖2 can be interpreted via the degree of restricted injectivity of A over the
tangent space of the active manifold at the minimizer. It is quite interesting to note that, in
this context again, such restricted injectivity assuption is generally exploited to guarantee the
robustness or recovery [82, 25].
6 Conclusion and perspectives
In this paper, we dicussed in details how geometry can be used to improve the rates of the FB
method, or more general first-order descent schemes. We characterized the geometry, using
tools that are often encountered in practice, like the p-conditioning, and we provided a new
sum rule for it. In Figure 6.1 we recall the various rates obtained for the FB method, from the
worst case scenario (no minimizers, no assumptions) to the best one (sharp functions).
We also have discussed how that refined results can be obtained by decoupling the geometri-
cal information we have on the function and the localization of the sequence we are looking
at. This geometry-based analysis reduces then the gap between theory and practice, where the
observed rates are often better than the ones resulting from a worst case analysis. It moreover
shows that linear rates are tightly linked to 2-conditioned function. In addition, we showed
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f (xn)− inf f ‖xn − x∞‖
inf f > −∞ o(1) —
p ∈ ]−∞, 0[ O(np/(2−p)) —
argmin f 6= ∅ o(n−1) decreasing, o(1) in finite dimension
p ∈ ]2,+∞[ O(n−p/(p−2)) O(n−1/(p−2))
p = 2 Q-linear with ε = 1/(1+ κ) R-linear with ε = 1/(1+ κ)
p ∈ ]1, 2[ Q-superlinear of order 1/(p− 1) R-superlinear of order 1/(p− 1)
p = 1 finite finite
Figure 6.1: Convergence rates of the FB algorithm for locally p-Łojasiewicz functions (with the
constant κ defined in Theorem 4.2).
how our setting can be specialized to the inverse problems setting, and allows to explain typ-
ical modeling assumptions in this context, such as source conditions and restricted injectivity
property. It is worth noting that the geometrical information can be exploited to derive sharper
convergence rates for a broader class of functions and/or algorithms. We also emphasize that
convexity plays no role in the proofs of Theorems 4.1, 4.2 and 4.7. Indeed, some of these results
were already known for non-convex functions [21, 27, 42]. One of the challenges in the future is
to have quantitative results concerning the geometry of classes of nonconvex functions. For in-
stance, what can be said about “simple” nonconvex piecewise polynomial functions? Can we
estimate the Łojasiewicz exponent of semialgebraic functions, depending on the degree of the
polynomials defining their graph? Finally, a last challenge is the application of such geomet-
rical tools to derive precise rates for nondescent methods. First results in this direction, using
2-conditioning are known for inertial methods [70, 64] or stochastic gradient methods [52]. It
would be of interest to understand the behavior of these algorithms for other geometries.
A Appendix
A.1 Invariant sets and proofs of Section 3
We provide here a result concerning the equivalence between all the notions in Definition 3.1, for a large
class of sets Ω ⊂ X. The sets Ω we will consider are directly related to the gradient flow induced by
∂ f . Given u0 ∈ dom ∂ f , it is well-known [14] that there exists a unique absolutely continuous trajectory
noted u(·; u0) : [0,+∞[−→ X, called the steepest descent trajectory, which satisfies:
(for a.e. t > 0)
d
dt
u(t; u0) + ∂ f (u(t; u0)) ∋ 0, and u(0; u0) = u0. (44)
Following [14], we introduce the notion of invariant sets for the flow of ∂ f :
Definition A.1. A set Ω ⊂ X is ∂ f -invariant if for any x ∈ Ω ∩ dom ∂ f and a.e. t > 0, u(t; x) ∈ Ω holds.
In other words, Ω is said to be ∂ f -invariant whether any steepest descent trajectory starting in Ω
remains therein. It is straightforward to see that the intersection of two ∂ f -invariant sets is still ∂ f -
invariant.
Example A.2. An easy way to construct a ∂ f -invariant set is to consider the sublevel set (or strict sub-
level set) of a Lyapunov function ψ : X → R ∪ {+∞} for the gradient flow induced by ∂ f . A function is
said to be Lyapunov if for any x ∈ dom f , ψ(u(·; x)) : [0,+∞[→ R is decreasing. Classical examples of
this kind are:
• Ω = X, which is Sψ(1) with ψ = 0.
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• Ω = S f (r) for r ≥ 0, which is Sψ(r) with ψ = f .
• Ω = B(x¯, δ) for x¯ ∈ argmin f , δ > 0, which is Sψ(δ) with ψ(x) = ‖x− x¯‖.
• Ω = {x ∈ X | ‖∂ f (x)‖ < M} for M > 0, which is Sψ(M) with ψ(x) = ‖∂ f (x)‖ .
See [14, Section IV.4] for more details on the subject, as well as [15, 54]. It is also a good exercise to verify
that the source sets considered in Proposition 5.9 are ∂ f -invariant.
We next prove Proposition 3.2, stating the equivalence between conditioning, metric subregularity
and Łojasiewicz on ∂ f -invariant sets. The proof is based on an argument used in [20, Theorem 5],
which relies essentially on the following convergence rate property for the continuous steepest descent
dynamic (44).
Proof of Proposition 3.2. Convexity of f and the Cauchy-Schwartz inequality imply
(∀x ∈ X) f (x)− inf f ≤ ‖∂ f (x)‖ dist (x, argmin f ),
and so i) =⇒ ii) =⇒ iii). Next, we just have to prove that the Łojasiewicz property implies the
conditioning one. So let us assume that f is p-Łojasiewicz on Ω, which is ∂ f -invariant. Define, for all
t ≥ 0, ϕ(t) := (pc f ,Ω)−1t1/p, and for all x ∈ X, r(x) = f (x) − inf f . Let us lighten the notations by
noting u(·) instead of u(·; x), so that u(0) = x. Then:
(∀t ≥ 0) ϕ(r(x)) ≥ ϕ(r(x))− ϕ(r(u(t))) =
∫ 0
t
(ϕ ◦ r ◦ u)′(τ) dτ =
∫ 0
t
ϕ′((r ◦ u)(τ)) · (r ◦ u)′(τ) dτ.
But ddτ (r ◦ u)(τ) = −‖u˙(τ)‖2 = −‖∂ f (u(τ))‖2 (see [14]), so that the above equality becomes
ϕ(r(x)) ≥
∫ t
0
ϕ′((r ◦ u)(τ))‖∂ f (u(τ))‖2. (45)
Since we assume Ω to be ∂ f -invariant, we can apply the Łojasiewicz inequality at u(τ) for all τ ≥ 0,
which can be rewritten in this case as 1 ≤ ϕ′(r(u(τ)))‖∂ f (u(τ))‖ . This applied to (45) gives us:
ϕ(r(x)) ≥
∫ t
0
‖u˙(τ)‖ dτ. (46)
From (46), we see that
∫ +∞
0 ‖u˙(τ)‖ dτ ≤ ϕ(r(x)) < +∞, meaning that the trajectory u(·) has finite
length. As a consequence, it converges strongly to some u¯ when t tends to +∞. Finally, we use on
(46) the fact that ‖u(0) − u(t)‖ ≤ ∫ t0 ‖u˙(τ)‖ dτ, together with the fact that u¯ ∈ argmin f (see [14]) to
conclude that
1
pc f ,Ω
dist (x, argmin f ) ≤ 1
pc f ,Ω
‖x− u¯‖ ≤ ( f (x)− inf f )1/p.
A.2 The Forward-Backward algorithm and proofs of Section 4
Definition A.3. Given a positive real sequence (rn)n∈N converging to zero, we say that rn converges:
• sublinearly (of order α ∈]0,+∞[) if ∃C ∈]0,+∞[ such that ∀n ∈ N, rn ≤ Cn−α,
• Q-linearly if ∃ε ∈]0, 1[ such that ∀n ∈ N, rn+1 ≤ εrn,
• R-linearly if ∃(sn)n∈N Q-linearly converging such that ∀n ∈ N, rn ≤ sn,
• Q-superlinearly (of order β ∈]1,+∞[) if ∃C ∈]0,+∞[ such that ∀n ∈ N, rn+1 ≤ Crβn ,
• R-superlinearly if ∃(sn)n∈N Q-superlinearly convergent such that ∀n ∈ N, rn ≤ sn.
It is easy to verify that rn is R-superlinearly convergent of order β > 1 if and only if
(∀ε ∈]0, 1[)(∃C > 0)(∀n ∈ N) rn ≤ Cεβn .
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Lemma A.4 (Estimate for sublinear real sequences). Let (rn)n∈N be a real sequence being strictly posi-
tive and satisfying, for some κ > 0, α > 1 and all n ∈ N: rn − rn+1 ≥ κrαn+1. Define κ˜ := min{κ, κ
α−1
α },
and δ := max
s≥1
min
{
α−1
s , κ
α−1
α rα−10
(
1− s− α−1α
)}
∈ ]0,+∞[ . Then, for all n ∈ N, rn ≤ (κ˜δn)−1/(α−1).
Proof. It can be found in [62, Lemma 7.1], see also the proofs of [3, Theorem 2] or [42, Theorem 3.4].
Lemma A.5. If Assumption 2.1 holds, then for all (x, u) ∈ X2 and all λ > 0:
i) ‖Tλx− u‖2 − ‖x − u‖2 ≤ (λL− 1) ‖Tλx− x‖2 + 2λ( f (u)− f (Tλx)).
ii) ‖∂ f (Tλx)‖ ≤ λ−1‖Tλx− x‖ ≤ ‖∂ f (x)‖ .
Proof of Lemma A.5. To prove item i), start by writing
‖Tλx− u‖2 − ‖x − u‖2 = −‖Tλx− x‖2 + 2 〈x− Tλx, u− Tλx〉 .
The optimality condition in (2) gives x− Tλx ∈ λ∂g(Tλx) + λ∇h(x) so that, by using the convexity of
g:
‖Tλx− u‖2 − ‖x− u‖2 ≤ −‖Tλx− x‖2 + 2λ (g(u)− g(Tλx) + 〈∇h(x), u− Tλx〉) .
Since we can write 〈∇h(x), u− Tλx〉 = 〈∇h(x), u− x〉+ 〈∇h(x), x− Tλx〉, we deduce from the convex-
ity of h and the Descent Lemma ([11, Th 18.15]) that
〈∇h(x), u− Tλx〉 ≤ h(u)− h(x) + h(x)− h(Tλx) + L2 ‖Tλx− x‖
2 = h(u)− h(Tλx) + L2 ‖Tλx− x‖
2.
Item i) is then proved after combining the two previous inequalities. For item ii), the optimality condi-
tion in (2), together with a sum rule (see e.g. [72, Theorem 3.30]), to deduce that
∀(u, v) ∈ X2, v = proxλg(u) ⇔ λ−1(u− v) +∇h(v) ∈ ∂ f (v). (47)
For the first inequality, use (47) with (u, v) = (x− λ∇h(x), Tλx), together with the contraction property
of the gradient map x 7→ x− λ∇h(x) when 0 < λ ≤ 2/L (see [11, Pro. 12.27 & Cor. 18.16]) to obtain:
‖∂ f (Tλx)‖ ≤ λ−1‖(x− λ∇h(x))− (Tλx− λ∇h(Tλx))‖ ≤ λ−1‖Tλx− x‖.
For the second inequality, consider x∗ := proj(−∇h(x), ∂g(x)), and use (47) with (u, v) = (x+ λx∗, x),
together with the nonexpansiveness of the proximal map (see [11, Pro. 12.27]):
‖Tλx− x‖ = ‖proxλg(x− λ∇h(x))− proxλg(x+ λx∗)‖ ≤ λ‖∇h(x) + x∗‖ = λ‖∂ f (x)‖ .
Lemma A.6 (Descent Lemma for Ho¨lder smooth functions). Let f : X −→ R and C ⊂ X be convex.
Assume that f is Gateaux differentiable on C, and that there exists (α, L) ∈]0,+∞[2, such that for all
(x, y) ∈ C2, ‖∇ f (x)−∇ f (y)‖ ≤ L‖x − y‖α holds. Then:
(∀(x, y) ∈ C2) f (y)− f (x)− 〈∇ f (x), y− x〉 ≤ L
α + 1
‖x − y‖α+1.
Proof. The argument used in [84, Remark 3.5.1] for C = X extends directly to convex sets.
A.3 Linear inverse problems and proofs of Section 5.1
Lemma A.7 (Interpolation inequality [40]). For all x ∈ X and 0 ≤ α < β, we have
‖(A∗A)αx‖ ≤ ‖(A∗A)βx‖ αβ ‖x‖1− αβ .
Lemma A.8. For all b ∈ Y, r ∈ ]0,+∞[, the following two properties are equivalent:
(∃x ∈ ker A⊥) b = Ax, ‖x‖ = r ⇔ (∃y ∈ Im A) b =
√
AA∗y, ‖y‖ = r.
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Proof. It shown in [40, Proposition 2.18] that Im A = Im
√
AA∗, so it is enough to verify this implication:
(∀(x, y) ∈ ker A⊥ × Im A) Ax =
√
AA∗y ⇒ ‖x‖ = ‖y‖.
Let (x, y) be such a pair. Since Ax =
√
AA∗y and y ∈ Im A = ker√AA∗⊥, we deduce that y =
(
√
AA∗)†Ax. Therefore, since AA∗ is self-adjoint, (AA∗)†A = (A∗)†, and A∗(A∗)†x = proj(x; kerA⊥),
we get
‖y‖2 = ‖(
√
AA∗)†Ax‖2 = 〈(AA∗)†Ax, Ax〉 = 〈A∗(A∗)†x, x〉 = ‖x‖2.
Proof of Lemma 5.3. Let y¯ := proj(y; ImA) = AA†y and let ν = µ + 1/2. Then, Lemma A.8 yields:
b ∈ A−1Yν,δ(y) ⇔ (∃ω ∈ Im A) ‖ω‖ ≤ δ, Ab = y¯+ (AA∗)νω
⇔ (∃w ∈ ker A⊥) ‖w‖ ≤ δ, Ab = AA†y+ A(A∗A)µw
⇔ (∃w ∈ ker A⊥) ‖w‖ ≤ δ, b− A†y− (A∗A)µw ∈ ker A
⇔ b ∈ Xµ,δ(y).
A.4 Regularized inverse problems and proofs of Section 5.2
Proof of Proposition 5.13. Let 0 < γ′ < γ, and set S := argmin f . Since h is of class C2 around x¯ ∈ S, there
exists some δ > 0 such that for all u ∈ δBX , ‖∇2h(x¯+ u)−∇2h(x¯)‖ ≤ γ− γ′. Notice that when ∇2h is
Lipschitz continuous, we can take δ = (γ− γ′)/L. Also, if it is constant, we can just take δ = +∞ and
γ′ = γ. Let us show that f is 2-conditioned on Ω := x¯ + (K ∩ δBX) with the constant γ f ,Ω = γ′. Take
x ∈ Ω ∩ dom g and use the optimality condition at x¯ ∈ S and the convexity of g to obtain
f (x)− inf f = g(x)− g(x¯) + 〈∇h(x¯), x− x¯〉+ h(x)− h(x¯)− 〈∇h(x¯), x− x¯)〉
≥ h(x)− h(x¯)− 〈∇h(x¯), x− x¯〉.
By Taylor’s theorem applied to h, we deduce from the inequality above that there exists y ∈ [x, x¯] such
that:
f (x)− inf f ≥ (1/2)〈∇2h(x¯)(x− x¯), x− x¯〉+ (1/2)〈
[
∇2h(y)−∇2h(x¯)
]
(x− x¯), x− x¯〉.
On the one hand, since x ∈ Ω, we have that x− x¯ ∈ K. Thus, from the ellipticity of ∇2h(x¯) we have
〈∇2h(x¯)(x− x¯), x− x¯〉 ≥ γ‖x− x¯‖2.
On the other hand, we use the Cauchy-Schwarz inequality together with the definition of δ and the fact
that ‖y− x¯‖ ≤ ‖x− x¯‖ < δ to obtain
〈
[
∇2h(y)−∇2h(x¯)
]
(x− x¯), x− x¯〉 ≥ −(γ− γ′)‖x− x¯‖2.
By combining the three previous inequalities, we deduce that
f (x)− inf f ≥ (γ′/2)‖x− x¯‖2. (48)
This implies that (x¯+ K) ∩ argmin f = {x¯}, and the statement follows from ‖x − x¯‖ ≥ dist (x; S).
Now we turn on the proof of Proposition 5.14. For this we need a result estimating locally the
ellipticity of an operator on a manifold via its ellipticity on the tangent space.
Proposition A.9. LetM be a C2 manifold in X = RN and let x¯ ∈ M. Let S : RN → RN be a symmetric
linear operator, being γ-elliptic on TM(x¯). Then, for all γ′ ∈ ]0, γ[, there exists a closed cone K, and
δ ∈]0,+∞[, such that S is γ′-elliptic on K and (M− x¯) ∩ δBX ⊂ K.
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Proof. Let γ′ ∈ ]0, γ[, and define θ := arcsin((γ− γ′)‖S‖−1). Since S is γ-elliptic on TM(x¯), we obtain
that γ ≤ ‖S‖, so that θ ∈ ]0,pi/2[ is well defined. Let S be the unit sphere in X. Consider the sets:
∆θ = {x ∈ S | ∃y ∈ TM(x¯) ∩ S, arccos (|〈x, y〉|) ≤ θ} and Kθ = R∆θ .
By definition, Kθ is a symmetric cone containing TM(x¯) and ∆θ is compact, due to the compactness of
TM(x¯) ∩ S and the continuity of arccos on [0, 1]. Since 0 6∈ ∆θ, by compactness of ∆θ , we deduce that
Kθ = R∆θ is a closed cone. Next, we show that S is γ
′-elliptic on Kθ . Since Kθ ∩ S is compact
(∃d¯ ∈ (Kθ ∩ S)) inf
d∈Kθ∩S
〈Sd, d〉 = 〈Sd¯, d¯〉. (49)
Since d¯ ∈ Kθ , there exists v¯ ∈ TM(x¯) ∩ S such that arccos(|〈d¯, v¯〉|) ≤ θ. Now, [53, Theorem 1] yields
|〈Sv¯, v¯〉 − 〈Sd¯, d¯〉| ≤ ‖S‖ sin arccos(|〈v¯, d¯〉|). (50)
Since v¯ ∈ TM(x¯) ⊂ Kθ , we have 〈Sv¯, v¯〉 ≥ 〈Sd¯, d¯〉. Moreover, arccos(|〈v¯, d¯〉|) ≤ θ, therefore (50), implies
〈Sd¯, d¯〉 ≥ 〈Sv¯, v¯〉 − ‖S‖ sin θ ≥ γ− ‖S‖ sin θ = γ′.
We deduce from (49) that S is γ′-elliptic on Kθ . It remains to prove that there exists δ ∈ ]0,+∞[ such
that (M− x¯) ∩ δBX ⊂ Kθ. By contradiction, assume that such a δ does not exist. Then, there exists
(xn)n∈N ⊂ M converging to x¯, such that, for all n ∈ N, xn − x¯ /∈ Kθ . Up to subsequences, we can
assume that for all n ∈ N, yn := proj(xn − x¯; TM(x¯)) 6= 0. Indeed, if for all n ∈ N, xn − x¯ ∈ NM(x¯) :=
TM(x¯)⊥, then the sequence xn−x¯‖xn−x¯‖ would admit a subsequence converging to some d ∈ NM(x¯) ∩ S.
But, by definition of TM(x¯), we have d ∈ TM(x¯), meaning that d = 0, which contradicts d ∈ S. It
follows from xn − x¯ /∈ Kθ that
(∀n ∈ N) sup
y∈TM(x¯)∩S
〈xn − x¯, y〉
‖xn − x¯‖ ≤ cos θ < 1. (51)
On the other hand, we can use the definition of yn together with yn 6= 0, to obtain
(∀n ∈ N) sup
y∈TM(x¯)∩S
〈xn − x¯, y〉
‖xn − x¯‖ =
〈xn − x¯, yn〉
‖xn − x¯‖‖yn‖ . (52)
The manifoldM is smooth, so from the definition of yn we can deduce that xn − x¯ = yn + o(‖xn − x¯‖)
(see e.g. the arguments in the proof of [63, Lemma 5.1]). This, together with (52) and ‖yn‖ ≤ ‖xn − x¯‖
imply
lim
n→+∞ sup
y∈TM(x¯)∩S
〈xn − x¯, y〉
‖xn − x¯‖ = limn→+∞
‖xn − x¯‖2
‖xn − x¯‖‖yn‖ −
〈xn − x¯, o(‖xn − x¯‖)〉
‖xn − x¯‖‖yn‖
≥ lim
n→+∞ 1−
‖o(‖xn − x¯‖)‖
‖xn − x¯‖ = 1.
This contradicts (51), so the claimed result follows.
Proof of Proposition 5.14. Let γ′ < γ. Using Proposition A.9, we deduce the existence of a cone K and
δ′ ∈]0,+∞[, such that ∇2h(x¯) is γ′-elliptic on K and (M− x¯) ∩ δ′BX ⊂ K. It follows from Proposition
5.13 that there exists δ′′ ∈]0,+∞[ such that (48) holds on x¯ + (K ∩ δ′′BX). Since (M− x¯) ∩ δ′BX ⊂ K,
and assuming eventually that δ′ < δ′′, we infer that (48) holds onM∩BX(x¯, δ′). We can then use [46,
Theorem 6.2.ii)] to conclude that (48) holds on BX(x¯, δ), for some δ ∈]0, δ′[.-conditioning.
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