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Two varieties of algebras are generally considered to be "the same" if they 
are term-equivalent. Roughly speaking, this means that the set of available 
term-operations in each variety is the same. It is easy to see that a variety 
that is term-equivalent to a variety of modes is itself a variety of modes. 
However, there is a coarser notion of equivalence that may also be of 
interest. Since varieties can be considered categories, with the algebras as 
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objects and the homomorphisms as the arrows, we might ask whether two 
particular varieties form equivalent categories. 
In this paper we provide a characterization of those varieties ( up to term-
equivalence) that are categorically equivalent to a fixed finitely· generated 
variety, V, of modes. We do this by expanding the set of basic operation 
symbols and adding new identities to an equational base for V . 
At the end of Section 1 we consider several familiar varieties of modes, 
such as left-normal bands, rectangular bands and affine modules, and use 
our technique to construct sample varieties equivalent to each. In Section 2 
we look at semilattices in detail, and construct a bijection between all va-
rieties that are categorically equivalent to the variety of semilattices (up to 
term-equivalence) and all finite posets (up to isomorphism). Again, several 
examples are presented. 
1. MODES 
Our universal algebraic notation and terminology largely follows that of 
[10]. In particular, the definition of a clone, of term-equivalence,· and of 
weak isomorphism can be found in that text. We write A =w B to indicate 
that the algebras A and B are weakly isomorphic. Similarly, we use ' to 
indicate term-equivalence of either algebras or varieties. 
Definition 1.1. Let A = ( A, F) be an algebra. 
e A is idempotent if for every f E F and a E A, f ( a, a, ... , a) = a. 
• A is entropic if for every f, g E F and every aij E A, (for 1 ::; i ::; n, 
1::;j:s;k), 
f(g(a11, ... ,a1k), ... ,g(an1,•••,ank)) = 
= g(f(an, ... , an1), ... , f(alk, ... , ank)). 
Here, f is an n-ary, and g a k-ary operation on A. We often say that 
the operations f and g commute when this relationship obtains. 
e An idempotent, entropic algebra is called a mode. 
• A variety of algebras is idempotent, entropic, or a mode variety, if and 
only if every member has the corresponding property. 
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There are several equivalent formulations of the above conditions. A is 
idempotent if and only if every one-element subset of A is a subalgebra. A 
is entropic if and only if every basic operation ( say of rank n) is a homomor-
phism from An to A. And as Keith Kearnes observed, A is a mode if and 
only if every polynomial operation of A is such a homomorphism, see [6]. 
Any variety can be viewed as a category, in which the algebras are the 
objects, and the homomorphisms are the arrows. If V and W are varieties 
of algebras, then V is categorically equivalent to W (in symbols, V =c W) 
if there are functors F: V -+ W and G: W -+ V such that the composite 
functors FG and G F are naturally isomorphic to the identity functors on 
the respective varieties. The functors F and G can each be referred to as an 
equivalence of categories. See [8] for the formal definitions of these concepts. 
It is often convenient to localize the notion of categorical equivalence to 
individual algebras. Thus for algebras A and B, we write A =c B if there is 
an equivalence of categories F: V(A) -+V(B) such that F(A) = B. Here, 
the variety generated by an algebra A is denoted V(A). 
The purpose of this paper is to explore the behavior of idempotence 
and entropicity under categorical equivalence. Certainly, neither property 
is preserved by categorical equivalence. In fact, almost the exact opposite 
is true. For example, if V =c W and if V and W are both idempotent or 
both entropic, then V =t W. See [5] for the idempotent case and [14] (see 
Section 15) for entropicity. Given a finite mode A, Theorems 1.9 and 1.10 
provide a reasonably concise characterization of all varieties categorically 
equivalent to V(A) and of all algebras categorically equivalent to A. In the 
special case that A is the two-element semilattice, we are able to further 
improve these results. 
The crucial ingredient in this is McKenzie's characterization of catego-
rical equivalence, [9]. We summarize the main ideas. 
Definition 1.2. Let A be an algebra of similarity type I, n a positive 
integer, and s a unary term operation of A. For any k E w, let Ik denote 
the set of k-ary terms of the similarity type of I. 
• For every positive integer p and every sequence 91, 92, ... , 9n of pn-ary 
operations on A, (91 , ... , 9n) denotes the p-ary operation on An that 
maps (a1, ... , ap) to ( 91(a), 92(a), ... , 9n(a) ), where ai = (a1i, ... , ani) 
is an element of An, and 
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• Then-th matrix power of A is the algebra A(n] with universe An and 
similarity type indexed by LJpEw(Inpr- For each n-tuple of terms 
(gi, ... , gn), Afn] has a basic np-ary operation as described ,above. 
• The unary operations is idempotent if for every x EA, s(s(x)) = s(x), 
and s is invertible if for some r there are w E Clor (A) and t1 , ... , tr E 
Clo1(A) such that, for every a EA, w(st1(a), st2(a), ... , str(a)) = a. 
• Let s be an idempotent term operation of A. By A( s) we denote the 
algebra with universe s(A) and similarity type indexed by LJpEwIP. 
For each natural number p and term g E Ip, A(s) has a fundamental 
operation g8 = s o gt s(A). 
It is unfortunate that the term "idempotent" should occur in two diffe-
rent roles in this paper. However, both uses are quite standard in the lite-
rature. Nate that the only unary operation that satisfies the idempotence 
condition of Definition 1.1 is the identity map. So we adopt the following 
convention: When idempotence is used in reference to a unary operation, it 
is in the sense of Definition 1.2 , whereas, for an operation of rank greater 
than 1, it refers to Definition 1.1. 
Let V be a variety of algebras. For a positive integer k, y[k] denotes 
the class of all algebras isomorphic to A[kl, for some A E V. The class 
y[k] is again a variety, see [13], point 0.13, for a proof. For any invertible 
idempotent term s of V, V( s) denotes the class { A( s) : A E V }. This class 
is also a variety, see [9], Theorem 2.1. 
McKenzie's Theorem.Two varieties, V and W, are categorically equiva-
lent if and only if there exists a positive integer m and unary term s on y[m] 
such that y[ml(s) =t W, withs invertible and idempotent. For two algebras 
A and B, A =c B if and only if there exist a positive integer m and unary 
terms such that B is term-equivalent to an algebra isomorphic to A[ml(s), 
with s invertible and idempotent. 
When A =c B, the functor C i-+ c(m] ( s) realizes ( up to term-equivalence) 
a categorical equivalence between V(A) and V(B). 
One could say that McKenzie's Theorem provides a complete solution to 
the problems we have set for ourselves. However, the algebra A(ml(s) is, by 
definition, an untyped object. That is, rather than being presented as a set 
together with a reasonably small, perhaps finite, but at least manageable 
sequence of basic operations, we get the entire clone of term operations in 
7 
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no particular order. McKenzie does show in [9), Theorem 6.8, that if V is of 
finite type ( or finitely bal'Jed), then so is v[ml( s ). Our results for modes are 
an improvement (in the number and rank of the operations involved, and the 
complexity of the identities) on what would be obtained from McKenzie's 
construction. 
Furthermore, given an algebra A it is not obvious how to find the inver-
tible idempotent terms on A(mJ. This is still not easy for an arbitrary mode. 
However, our first result shows that for modes, we get invertibility for free. 
Definition 1.3. Let A be a set, and k a positive integer. We define a unary 
operation ii (for each 1 ~ i ~ k), and a k-ary operation don Ak by 
for i = 1, ... , k. 
Also, for each r-ary operation f on A, we have an r-ary operation f(k] on 
Ak given by 
j(kl((xn, x12, ... , xlk), ... , (xr1, .. •, Xrk)) = 
= (f(x11,X21, ... , Xr1), .. ·, f(x1k, ... , Xrk)). 
The operation f[k] is nothing but the usual component-wise application off. 
Lemma 1.4. Let V be any variety, k 2:: 1 ands = (s1, ... , sk) a unary 
term on V[k]. Suppose that for some i ~ k and unary term u of V, the 
identity u(si(x,x, ... ,x)) = x holds in V. Thens is invertible on v(k]_ 
Proof. For simplicity, let us assume that i = 1. Let A EV and x1, ... , Xk 
be members of A. Consider the k-ary term f on v(k] given by 
f((xn, · · ·, Xk1), (x12, • •., Xk2), · · •, (x1k, .. ·, Xkk)) 
(u(xn), u(x12), ... , u(x1k)). 
Writing x = (x1 ,x2 , •• • ,xk) note that for any i ~ k, 
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Therefore, we compute 
f( si1 (x), si2(x), ... , sik(x)) = . 
( us1(x1, ... , x1), us1(x2, ... , x2), ... , us1(xk, ... , Xk)) = x. 
Thus, s is invertible. 11111 
Corollary 1.5. Let V be a variety in which the V-free algebra on one gene-
rator has no proper subalgebras. Then every unary term on V[k] is invertible. 
In particular, every idempotent variety, hence every variety of modes, has 
this property. 
Proof. Lets= (s1 , ... , sk) be a unary term on V[k], and v(x) = s1(x, ... , x). 
We can think of v(x) as an element of F, the free algebra generated by x. 
Then by assumption, x is a member of the subalgebra of F generated by 
v(x). Therefore, for some unary term u(x) on V, we have x = u(v(x)) = 
u(s1(x, x, ... , x)). The result now follows from Lemma 1.4. · Ill 
Lemma 1.6. Let A be a finite set and C, D two clones on A. Suppose that 
C ~ D and that the algebras ( A, C} and ( A, D } are categorically equivalent. 
Then C = D. 
Proof. Let us write Sub( (A, C)k) for the set of subalgebras of the algebra 
(A, C)k. It is well-known that C is precisely the set of operations on A that 
preserve all members of Sub( (A, C)k), for all positive integers k. 
Suppose that C ¥ D. Then for some k, Sub((A,C/) ~Sub((A,D}k). 
However, the categorical equivalence implies that for every k, the lattices 
Sub( ( A, C /) and Sub( ( A, D /) are isomorphic, hence have the same car-
dinality. Since A is :finite, this is impossible. 1111 
Our objective is to give a description (up to term-equivalence) of those 
varieties that are categorically equivalent to a :fixed, :finitely generated variety 
of modes. These varieties are described in the following definition. 
Definition 1. 7. Let M be a :finitely generated variety of modes. Let the 
set of basic operation symbols be F. For each f E F, the rank off will be 
denoted r(f). Fix an equational base,~, for M. Let k be a positive integer 
ands= (s1 , s2, ... , sk) an invertible idempotent term on M[k]_ 
CATEGORICAL EQUIVALENCE OF MODES 47 
We define the (k, s)-expansion of M, denoted E(M, k, s), to be the 
following variety. The similarity type of E(M, k, s) is FU { d, t1 , t2, ... , tk}, 
in which d, t1, ... , tk are operation symbols not appearing in F. The rank 
of dis k, the rank of each ti is 1. The identities defining E(M, k, s) are 
axl 
ax2ij 
(1) ax3 
ax4·f 
'l-, 
ax5i 
all identities of :E; 
titj(x) tj(x); 
d(t1(x),t2(x), ... ,tk(x)) = x; 
ti(f(x1, X2, ... , Xr(J))) = f(ti(x1), ... , ti(Xr(J))); 
tid(x1, x2,.;., x;.:) = si(t1(x1), ... , tk(xk)). 
In each axiom schema, i and j run from 1 to k, and f ranges over F. 
Let us make several remarks on this definition. First, if k > 1 then 
it is possible to derive the axioms ax2ii from the remaining ones. For, if 
i f::: j, then ti = tjti = titjti titi. We use this fact without comment in 
several of the examples. Second, for any A E E(M,k,s), it follows from 
ax2 that t1(A) = t2(A) = ... = tk(A), and from ax3 that the mapping 
a 1-+ (t1(a), .. . , tk(a)) is injective. Finally, note that the similarity type of 
E(M,k,s) is an expansion of that of M. Since Si is a term of M, it can 
also be viewed as a term of E(M,k,s). 
Lemma 1.8. Let M be a variety of modes, and let V = E(M,k,s) for 
some k and idempotent term s. Then t1 is an invertible idempotent term 
for V, and the variety V(t1) is term-equivalent to a subvariety, M', of M. 
Proof. That every ti is an invertible idempotent follows from ax2ij and 
ax3. For the rest of the proof, we shall write t instead of t1 to save a 
subscript. Let B be an algebra in V. Thus B(t) is a typical member of V(t). 
Recall from Definition 1.2 that for any term g of M, the term operation 9t 
on B(t) is defined to be to gt t(B)· Let Ft = { ft : f E F }. These are among 
the term-operations of B(t). Set T = t(B). From axl and ax4 we deduce 
that the algebra ( T, Ft) satisfies :E, hence is a member of M. 
Claim. For every g E Clo(B) and every 1 :S: i :S: k, the operation 9t; lies in 
the clone on T generated by Ft, 
Proof. Let C denote the clone on T generated by F,,. Using ax2ij and 
ax4, it is easy to see that for every F-term p, the operaton Pt is a member 
of C. We prove the claim by induction on the height of g. For the base 
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case, suppose that g(x) x. Let y ET. Then y = t(x) for some x E B. 
Therefore 9t; (y) = tig(y) = ti(Y) = tit( x) = t( x) = y, by ax2i1 . Thus 9t; is 
a projection operation on T. 
Now suppose that g(x1, x2, ... , xn) = tjh(x1, ... , xn) for some j :S k and 
h E Clo(B). Then, for all fi = Yi, ... , Yn E T,gt;(fi) = tig(y) = titjh(y) = 
tjh(y) ht1(y). By the induction hypotheses, ht1 E C. Similarly, if g(x) = 
f(h1(x), h2(x), ... , hr(x)) for some f E F, then (using ax4i,f ); 
9t;(fi) = tig(fi) = td(h1(fi), ·, ·, hr(fi)) = ttd(h1(fi), · · ·, hr(fi)) 
= tf(tih1(fi), ... ,tihr(fi)) = Jt((h1)t;(fi),, ... ,(hr)t;(y)) EC. 
Finally, suppose g(x) = d(h1(x), ... , hk(x)). Then for fi ET, by ax5i, 
9t;(fi) = tid(h1(fi), ... , hk(fi)) = ttid(h1(fi), ... , hk(fi)) 
= tsi(t1h1(fi), ... , tkhk(fi)) = (si)tC (h1)t1 (fi), ... , (hk)tk(y) ). 
Since Si is an F-term, we have (si)t E C. Also, every (hi)t; E C. · Conse-
quently, 9t; lies in C. Ill 
From the claim, it follows that Clo(B(t)) is a subset of the clone on T 
generated by F. But since Ft ~ Clo(B(t)), the algebras B(t) and ( T, Ft) 
are term-equivalent. Therefore, V(t) is term-equivalent to its image under 
the functor that sends B(t) to ( t(B), Ft). ■ 
Let M be a finite generator of M. Among the term-operations of M[k] 
are all operations J[k] for f E F (see Definition 1.3). Define 
F = { j[k] : f E F} and 
Dk(M) = {(x,x, ... ,x) E Mk: x EM}. 
Obviously M ~ (Dk(M),F). 
Now recall that the component functions, s1 , ... , sk, of our invertible 
idempotent term s are k-ary terms of M. Hence, they are idempotent. It 
follows that the elements of Dk(M) are fixed by s, and by every ti. Con-
sequently, for every f E F and x E.Dk(M), Jg;(x) = lisf[kl(x) = J[kl(x). 
Equivalently, M ~ (Dk(M), Fs) = (Dk(M), Ft;J• 
Theorem 1.9. E{M,k,s) is term-equivalent to M[kl(s). 
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Proof. We shall continue to write V for E(M,k,s). Let A= M(kl(s) and 
let A' ( A, F's, ds, (i1)s, ... , (h)s ). Note that A' is a reduct of A. It is 
straightforward to check that A' satisfies all of the identities in (1). (Axiom 
axl follows from the entropicity of M.) Consequently,·A' EV. Since the 
members of Dk(M) are fixed by si1s, we have t1(A') = si1(A) = si1s(Mk) 
Dk(M). By Lemma 1.8 , A'(t1) =t (t1(A1), Ft1 ) = (Dk(M), Ft) ~ M. It 
follows that the subvariety M' constructed in Lemma 1.8 contains M. Since 
M generates M, we actually have M' = M. From this we deduce that 
M =c V. Since the functor that realizes that equivalence carries M to A', 
and M is generic for M, we conclude that the variety generated by A' is all 
of V. 
On the other hand, Clo( A') ~ Clo( A) and A' =c M =c M[ k] ( s) = A. 
Therefore, by Lemma 1.6, Clo(A') = Clo(A), i.e., A' and A are term-
equivalent. Therefore the varieties they generate are term-equivalent as 
well. § 
The algebra A' that we constructed in Theorem 1.9 turned out to be 
term-equivalent to M(k] ( s). Therefore, we have the following "local" version 
of Theorem 1.9. 
Theorem 1.10. Let M be a finite mode, k a natural number, and s an 
invertible idempotent term on M[k]_ Then M[kl(s) is term-equivalent to the 
k ~ - - -
algebra (s(M ), Fs,ds,(t1)s,···,(tk)s) E E(M,k,s). E 
There is another way to look at Theorem 1.9. Let £ denote the variety 
of sets. It is well-known that the variety £(kl can be presented using basic 
operations d and c ( of ranks k and 1 respectively) and the following identities 
(see [13]). 
d(x,x, ... ,x) x; 
(2) d(d(x11, ... ,X1k), ... ,d(xk1,••·,xkk)) = d(x11, ... ,Xkk)i 
cd( x1, x2, ... , xk) d( c( x2), ... , c( xk), c( x1) ); 
ck(x) x. 
The operation ck is the composite of c with itself k times. 
Now, for i = l, ... ,k, define ti(x) = d(ck+i-1(x),ck+i-2(x), ... ,ci(x)). 
Then £[kl can also be presented by operation symbols d, t1, ... , tk and 
identities 
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titj(x) = tj(x), for i, j = 1, ... , k; 
(3) d(t1(x), ... ,tk(x)) = x; 
ti(d(x1, ... , xk)) = ti(xi), for i = 1, ... , k. 
This follows from Theorem 1.9 by taking M £ and s the identity operation 
on £(kl. However, it is not difficult to derive (3) directly from (2), and vice-
versa. 
For an arbitrary variety W, one can axiomatize W[k] by adding to the 
description in (3) the operation symbols of W, an equational base I:w for 
W, and the axioms 
as f ranges over all basic operation symbols of W. Note that from the 
identities in (3)+( 4), one can easily derive the identities asserting that d 
commutes with every basic operation symbol of W. 
Now, let us recall that for varieties V and W, the Kronecker product, 
V®W, of V and W, is the variety whose set of basic operation symbols is the 
disjoint union of those of V and W, and whose defining equations consist of 
an equational base for V, an equational base for W, and identities asserting 
that the basic operations of V commute with those of W. (See [4], page 93, 
where the construction was called the tensor product.) From the discussion 
in the previous paragraphs, we see that the identities (3)+( 4)+I:w describe 
the variety £(kl® W. (Thus we have the well-known relationship w[k] =t 
£[kl ® W, for any variety W.) · 
Finally, let Ek denote the variety defined only by the identities 
titj(x)=tj(x), fori,j=l, ... ,k; 
d(t1(x), ... ,tk(x)) = x. 
Note that t:k is a supervariety of £(kl. The identities axl-ax4 of (1) 
describe the variety Ek® M. Thus, Theorem 1.9 asserts that M[kl(s) is 
term-equivalent to the subvariety of. Ek® M defined by ax5. 
We are not aware of any appearance of Ek in the literature. However 
it is relatively easy to give a description of its members. Just as £[kl is 
the theory of (direct) powers of sets, Ek is a theory of a kind of diagonal 
subdirect retract of sets. 
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Let ( A, d, t1, ... , tk) be a member of Ek. As we noted earlier, there is 
a subset B of A with B = t1(A) = t2 (A) = ... = tk(A), and the map-
ping x H- (t1(x), ... ,tk(x)) is a diagonal subdirect injection of A into Bk. 
Furthermore, dt Bk is a one-sided inverse of this injection. 
Conversely, let A and B be sets, h: A - Bk a diagonal subdirect injection 
and d': Bk - A such that d' oh is the identity on A. By assumption, for each 
b E B, there is a unique b E A such that h(b) = (b, b, ... , b ). Thus we identify 
B with { b : b E B } , and think of B as a subset of A. Let Pi= Bk --t B be 
the i th projection map, for i = 1, ... k, and define ti = Pi oh. Since we are 
treating B as contained in A, ti is a unary operation on A. Finally, extend 
d' arbitrarily to a function d: Ak - A. It is now a simple matter to verify 
that ( A, d, t1, ... , tk) E Ek. 
Let us consider several applications of Theorem 1.9 to some familiar 
varieties of modes. 
Example 1.11. A left-normal band is a binar satisfying the identities 
(i) x·x=x; 
(a) x • (y · z) = (x • y) • z; 
(ln) x • ( y · z) = x · ( z • y). 
Every left-normal band is entropic since (x · y) · (z · w) = (x · (y · z)) · w 
(x • (z • y)) • w = (x · z) · (y · w ). Thus the class of all left-normal bands forms 
a variety of modes. This variety is generated by the three-element algebra 
L with multiplication table given by 
a b c 
a a a c 
b b b C 
C C C C 
see [11], Example 7.3. We denote this variety by£,. 
Let us define a unary term s on £[21 by s(x, y) = (x • y, y). That s is 
idempotent follows from the fact that 
(5) ( X • y) · y = X • (y · y) = X • y 
which uses only idempotence and associativity. Therefore, by Corollary 1.5, 
s is invertible, and £[21( s) is a variety categorically equivalent to £. We 
can apply Theorem 1.9 to axiomatize £[2l(s). We add unary operations t1 
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and t2 , and a binary operation '*' (instead of the prefix symbol d used in 
the theorem). An axiom set will consist of the equations (i), (a) and (ln), 
together with 
(6) 
t1t2(x) = t2(x), 
i1 ( X) * t2 ( X) = X 
t1(x · y) = t1(x) · t1(Y), 
t1(x * y) = t1(x) •t2(Y), 
t2(x · y) = t2(x) · t2(Y) 
t2(x * y) = t2(Y), 
The algebra L[2l( s) will have 7 elements: ( a, a), ( a, b ), (b, a), (b, b ), ( c, a), 
(c,b) and (c,c), which we denote by u 1,u2, ... ,u7. L[2l(s) is the minimal 
generator of £[2l(s). The operation tables for L[2l(s) are given in Figure 1. 
U1 U2 U3 U4 U5 U6 U7 t1 t2 
U1 U1 U1 U1 U1 U5 U5 U7 U1 U1 U1 
U2 u2 U2 U2 U2 U6 U6 U7 u2 U1 U4 
U3 U3 U3 U3 U3 U5 U5 U7 U3 U4 U1 
U4 U4 U4 U4 U4 U6 U6 U7 U4 U4 U4 
U5 U5 U5 U5 U5 U5 U5 U7 U5 U7 U1 
U6 U6 U6 U6 U6 U6 U6 U7 U6 U7 U4 
U7 U7 U7 U7 U7 U7 U7 U7 U7 U7 U7 
* U1 u2 U3 U4 U5 U6 U7 
U1 U1 U2 U1 U2 U1 U2 U7 
U2 U1 U2 U1 U2 U1 U2 U7 
U3 U3 U4 U3 U4 U3 U4 U7 
U4 U3 U4 U3 U4 U3 U4 U7 
U5 U5 U6 U5 U6 U5 U6 U7 
U6 U5 U6 U5 U6 U5 U6 U7 
U7 U5 U6 U5 U6 U5 U6 U7 
Figure 1. The algebra L[2l ( s) 
To give the reader a better feel for these constructions, we include a few 
sample computations. For the binary operation'·' we have for example 
u1 · u6 = (a,a) · (c,b) = s(a · c, a· b) = s(c,a) = (c• a,a) = (c,a) = u5. 
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Of course, all of the instances of'·' after the first equal sign are computed 
in the original algebra L. The term x * y is defined to be s(d(x, y)). Thus 
u2 * u7 = (a, b) * (c, c) = s(d((a, b), (c, c))) = s(a, c) =(a· c, c) = (c, c) = u7. 
Similarly, t1(u2) = t1(a,b) = si1(a,b) = s(a,a) = (a,a) = u1. 
Example 1.12. A rectangular band is a binar satisfying the equations (i), 
( a) of Example 1.11 and 
(r) x•(y•z) x-z. 
It is easy to see that every rectangular band is entropic. Every rectangular 
band is isomorphic to a product of a left-zero semigroup (i.e., one obeying the 
law x • y = x) and a right-zero semigroup, and conversely. See [10], page 117, 
Exercise 10. Therefore the variety 'R., of all rectangular bands is generated 
by a four-element algebra (the direct product of a two-element left-zero 
semigroup, and a two-element right-zero semigroup ). Using equation (5), we 
see that the unary term s(x, y) = (x · y, y) is idempotent, hence invertible, 
on R,[21. 
Using an analysis similar to that of Example 1.11, we arrive at an axio-
matization of R,[21 consisting of the same identities as in (6), except that 
(ln) is replaced by ( r). 
Example 1.13. Let R be a commutative ring with identity. The variety 'R 
of affine spaces over R was discussed earlier in this volume [12]. 
The unary terms on R,[21 are of the form s( x, y) ( ux + u' y, vx + v' y), 
as u and v range through the members of R (see [12], Equation 4.4). Here, 
we are using the notational convention u' = 1 - u. It is not hard to check 
that s is idempotent if and only if 
(7) u'( u - v) = v( u - v) = 0. 
By Corollary 1.5, sis invertible if and only ifs is idempotent. 
To take a specific example, let R = ~6, the ring of integers modulo 6. 
There are several pairs u, v that satisfy (7): 1, 3; 1, 4; 5, 2. Let us take 
s(x, y) = (x, 3x-2y). We can obtain an axiomatization of the variety z£21 (s) 
by combining the axioms ( 4.10-4.11) of [12] with those of our equations (1). 
Alternately, we can describe z£21 ( s) as the subvariety of £2 ® Z6 defined by 
t1 ( X * y) = t1 ( X) 
t2(x * y) = 3t1(x) - 2t2(y). 
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There are, of course, numerous other examples that one could develop 
here. Several examples involving semilattices are discussed at the end of 
Section 2. 
2. A SHARPER THEOREM FOR SEMILATTICES 
The axiomatization in Theorem 1.9 is in terms of the invertible idempotent 
term s on M[k]. For an arbirary mode variety, there does not seem to be 
any reasonable way to find these terms. However, for the special case of 
semilattices, the situation is brighter. Theorem 2.4 gives a straightforward 
way to construct all invertible, idempotent terms satisfying a condition we 
call irredundancy. In Lemma 2.2 we show that it is sufficient for our purposes 
to restrict our attention to irredundant terms. This, in conjunction with 
Theorem 1.9 gives a very satisfactory description of all varieties categorically 
equivalent to semilattices. 
Lemma 2.1 ([1], Lemma 4.1). Let A be an algebra, k a positive inte-
ger, and s an invertible idempotent term for A[k]. Suppose there exist 
an integer m < k and terms Um+i, ... , Uk E Clam (A) such that for each 
- k) b =(bi, ... ,bk) E s(A 
b =(bi, ... , bm, Um+i(bi, ... , bm), ... , Uk(bi, ... , bm)). 
Then there is an invertible idempotent term s' for A[m] such that 
A[kl(s) =w A(ml(s') =c A. 11111 
It is not hard to see that if two algebras are weakly isomorphic then the 
varieties they generate will be term-equivalent, see (10], Theorem 4.140. 
Lemma 2.2. Let V be a finitely generated variety, k a positive integer, 
and s = ( si, ... , sk) an invertible idempotent term on v[k]. Suppose that for 
some i ::; k there is an ( k - l )-ary term u of V such that V satisfies the 
identity 
si(x) = u(si(x), s2(x), •.. , si-i(x), si+i(x), ... , sk(x)) 
(where x = (xi,• .. ,xk)). Then there is an invertible idempotent terms' on 
v[k-i] such that v[kl(s) =t v[k-i](s'). 
Proof. Let A be a finite generator of V . By rearranging the components 
of s, we can assume that i = k. For any b E s(Ak), there is a E Ak such 
that b = s(a). Then in the kth component, we have 
bk= sk(a) = u(si(a), ... ,sk-i(a)) = u(bi, ... ,bk-i), 
Thus, the condition in Lemma 2.1 obtains with m = k - l. 1111 
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We shall call an idempotent term redundant if an identity as in Lemma 2.2 
holds. Otherwise, s shall be called irredundant. Let F denote the free 
V-algebra on generators xi, ... , Xk- Then redundance can be recast as fol-
lows: s is redundant in V if for some i < k, Si lies in the subalgebra of 
F generated by { s1, ... , Si-I, Si+I, . .. , sk}. From Lemma 2.2 we see that it 
suffices, in McKenzie's Theorem, to restrict our attention to irredundant, 
invertible, idempotent terms. 
In what follows, S shall denote the variety of semilattices, with operation 
symbol 'V'. For each positive integer k, let Nk = {1,2,3, ... ,k}. Also, F 
shall denote the free semilattice on the generators x 1 , .•• , Xk- In the context 
of semilattices, the idempotent term s = ( s1, ... , sk) on S[k] is redundant 
if, for some i :S k, there are j1, ... ,jm :S k with i rJ_ {j1, ... ,jm} and 
Si = Sjl V sh V ... V Sjm in F. 
Definition 2.3. Let k be a positive integer and a a partial ordering of Nk. 
For each 1 :S i :S k, we define the k-ary semilattice term 
S~ - V x· i - J· 
(j,i)Ea 
Let s°' =(sf, ... , s1:). Thuss°' is a unary term on S[k]_ 
Theorem 2.4. Let k be a positive integer. For every partial ordering a of 
N k, s°' is an irredundant, invertible, idempotent term on S[k]. Conversely, 
every irredundant, invertible idempotent term on S[k] is of the form s°' for 
some partial order a. 
Proof. Let a be an ordering of Nk and let s = s°' be the correspon-
ding term on S[k]_ Then for each i :S k, the identity si(s1, ... ,sk) = 
Si follows immediately from the definition. Hence, s is idempotent, and 
by Corollary 1.5, s is invertible. Suppose that s fails to be irredundant. 
Then for some i,j1, ... ,jm :S k, the identity si(x1, ... , xk) = V'J;1 Sjix1, 
... , Xk) holds in Sandi rJ_ {j1, ... ,jm}- Working in F, Xi :S Si, so for some 
.e. :S m, Xi :S Sjt, hence (i,je) E a. On the other hand, Xjl :S Sjl :S Si, so 
(jR., i) E a. We conclude that i jR., which is a contradiction. 
Conversely, let s = ( s1, ... , sk) be an arbitrary unary term of S[k]_ For 
each i :S k, Si is a k-ary semilattice term in the variables x 1 , ••• , Xk- Let Di 
denote the set of those j :S k such that Si depends on the variable Xj. It is 
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helpful to think of these terms as elements of F as we did just above. In F 
we have 
(8) tDi = {j: Si 2:: Xj} and Si= V Xj, 
jED; 
Now suppose that s is idempotent and irredundant. Then for every 
i::; k, si(s1 , •.. ,sk) = Si is an identity of S. Thus, in the free semilattice F 
we have · 
(9) 
It follows from irredundance that i E Di. Moreover, for all i,j::; k, we have 
(10) 
One direction of this follows immediately from equation (9). In the other 
direction, since j E Dj, equations (8) imply that Xj ::; Sj ::; Si, so j E Di, 
Therefore, if we define a= { (j, i): Sj ::; Si} then a is a partial ordering; 
in fact, the poset ( Nk, a) is isomorphic to the ordering on {s1 , ... , sk} 
in F under the mapping i f-+ Si. The equality set = s now follows from 
Definition 2.3, equations (9) and (10) and the definition of a. 11111 
Thus we can generate all idempotent, irredundant terms (hence all va-
rieties categorically equivalent to S) by generating all finite posets. To com~ 
plete this analysis, we will show in Theorem 2.8 that non-isomorphic posets 
give rise to varieties that are not term-equivalent. We need several lemmas. 
These are surely known to others (see for example [3], Theorem 4.10 or [7], 
Lemma 2.1, for the first, and [4] for the second). However, we have not been 
able to find in the literature the precise formulation that we need here. 
For any collection T of operations on a set A, let T* denote the set of all 
operations on A that commute with every member of T. T* is often called 
the centralizer of T. It is easy to see that T* is always a clone on A. Let 
2= ( {O, 1}, V) denote the two-element join-semilattice. 
Lemma 2. 5. The clone of term operations on 2 is equal to { V, 0, 1} *. (Here 
the symbols 'O' and '1' do double-duty as elements of the semilattice and as 
the constant operations with values O and 1 respectively.) 
Proof. Since the join operation is idempotent and commutes with itself, 
we have Clo(2) ~ {V,O, 1}*. Suppose conversely that the n-ary operation f 
lies in the centralizer. Since f must preserve both O and 1, f is not constant. 
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Hence n > 0. Since J commutes with 'V', it is monotone. Without loss of 
generality, assume J depends on all of its variables. We wish to show that 
f(x1, ... , Xn) = X1 V X2 V ... V Xn. 
Suppose not. Since J preserves 0, f(O, 0, ... , 0) = 0. Therefore, there 
exist a1, ... , an, not all 0, such that f ( a1, ... , an) = 0. For simplicity, let us 
assume that a1 = 1. By monotonicity, we have J(l, 0, 0, ... , 0) = 0. Since 
f depends on its first variable, there are b2, b3 , ••• , bn E { 0, 1} such that 
J(O,b2,,,.,bn) f= J(l,b2,,,.,bn), But since J commutes with 'V', 
f(l, b2, .. . 'bn) = J(l, 0, 0, ... , 0) V J(0, b2, ... , bn) = 
= 0 V f(O, b2, ... 'bn) = f(O, b2, ... 'bn), 
a contradiction. II 
Lemma 2.6. Let'+ ' and' * ' be binary operations on a set A, each with 
a two-sided identity element. If+ and * commute with each other, then they 
are equal. 
Proof. Let O and 1 be the identity elements for + and * respectively. The 
assertion that + and * commute is equivalent to the identity ( x+u )*( v+y) = 
.(x * v) + (u * y). Taking u = ·v = 0 we obtain 
Setting x = y 1 in this new equation yields 
1 = 1 * 1 = (1 * 0) + (0 * 1) = 0 + 0 = 0. 
Therefore, equation (11) becomes x * y = x + y. 1111 
Recall our definition of J[k] for an operation f on a set A (Definition 1.3). 
The next lemma requires a straightforward, but tedious, verification. The 
details are worked out in [2]. 
Lemma 2.7. Let A be an algebra and Ta set of operations on A. Suppose 
that Clo(A) = T*. Ifs is an invertible idempotent term on A[k], then 
Clo(A[kl(s)) {(J[k])s: f ET}*. 
Theorem 2.8. Let k and £ be positive integers. If a and f3 are partial 
orders on Nk and Nl'. respectively, then s[kl(sa) =t Sll'.J(s.B) if and only if 
(Nk,a) ~ (Nl'.,/3). 
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Proof. Suppose that a and (3 are partial orders on Nk and N1. respectively. 
Certainly if (Nk,a) ~ (N1.,f3) then S[kl(sa) =t s[R.J(sP) since the term sP 
will simply be a rearrangement of the components of sa. So now we suppose 
that S[kl(sa) =t S[R.l(sP). 
Let s be an invertible idempotent term on S[k]. By Lemmas 2.5 and 2. 7, 
Clo(2[kl(s)) = {V~kl,o~kl,1~k)}*, and furthermore, it is easy to check that 
v~l is a semilattice operation on s(2k) with bounds s(0, 0, ... , 0) = o[k] and 
s(l, ... , 1) = 1[k]_ Since 2 is the unique simple algebra in S, it follows that 
2[kl(s) is the unique simple algebra in S[kl(s). Thus the term equivalence 
of S[kl(sa) and S[kl(sP) implies that the algebras 2[kl(sa) and 2[kl(sP) are 
weakly isomorphic. 
Therefore, there are two semilattice operations, V1 and V2 on sa(2k) 
( one equal to V~, the other obtained from v~j via the weak isomorphism) 
with bounds ai and bi (for i = 1,2) such that Clo(2[kl(sa)) = {V1,a1,b1}* 
{V2 ,a2 ,b2}*. Since V1 commutes with itself (and a1 and b1), it must com-
mute with V2 • Therefore, by Lemma 2.6, the two join operations coincide. 
Consequently, the semilattices (sa(2k), V~~) and (sP(2£), v~j) are isomor-
phic. The conclusion (Nk, a)~ (N1., (3) now follows from the following claim. 
Claim. For any partial ordering a of Nk, the poset (Nk, a) is isomor-
phic to the dual of the poset of join-irreducible elements of the semilattice 
(sa(2k), v~1). 
Proof of Claim. Let us write s in place of sa. Let ei = (0, 0, ... , 0, 
1, 0, ... , 0) (with a '1' in the i th position), for i = 1, 2, ... , k. We shall demon-
strate that the mapping i H- s( ei) provides the desired dual isomorphism. 
First, it is easy to verify from Definition 2.3 that for any b = (b1, ... , bk) E 
s(2k) we have b Vb;=l s( ei)- Consequently, the only candidates for join-
irreducible elements are s( e1), ... , s( ek)-
Now, observe that for any i,j E Nk, 
To see that our assignment is order-reversing, let (j, i) E a. Then, for any 
£ ~ k, s1.(ei) = 1 ~ (i,£) Ea~ (j,l) Ea~ s1.(ej) = 1. Thus s(ei) ~ 
s( ej ). Similarly, the map is one-to-one, for if (j, i) ft. a, then Si( ei) = 1, but 
si(ej)=0. 
Finally, suppose that s( ei) = s( ej1 ) V ... Vs( eim ). Since si( ei) = 1, there 
is some£~ m such-that si(ejl) = 1, hence (j1.,i) Ea, so s(ei) ~ s(eit). 
Therefore, s(ei) s(ejR.), in other words, s(ei) is join-irreducible. II 
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Putting all of this together, we obtain a very satisfactory procedure 
for enumerating all varieties (up to term-equivalence) that are categorically 
equivalent to S. For each finite poset P with !Pl = k (up to isomorphism), 
use Definition 2.3 to build a unary terms on S[k], which, by Theorem 2.4 will 
be idempotent and invertible. Then Theorem 1.9 gives an axiomatization of 
S[kl(s). 
lv2 
E 
2 
1 
(J 'Y 
2 
·3 
1 
( 
Figure 2. 
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•1 •2 ·3 
7J 
For example, the posets of cardinality at most 3 are given in Figure 2. 
Of course sc, = (x) and S[1l(sc,) =t S. For the poset (N2,/3), we have 
sf3 = (x, x Vy). The variety S[2l(sf3) can be described, much as we did in 
Examples 1.11 and 1.12 with two binary and two unary operations satisfying 
the following identities: 
XV X = x, 
XV y = y V x, 
(x Vy) V z = x V (y V z), 
t1t2(x) = t2(x), t2t1(x) = x, 
t1(x) * t2(x) = x, 
t1(x Vy)= t1(x) V t1(Y), t2(x Vy)= t2(x) V t2(Y), 
t1 ( X * y) = t1 ( X), 
t2(x * y) = t1(x) V t2(y). 
Put another way, this is the subvariety 9f £2 ® S defined by the last two of 
these identities. The smallest nontrivial algebra in this variety is 2(21( sf3), 
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which can be taken to have universe { a, b, c} and join-semilattice structure 
such that a< b < c. In fact, a= (0, 0), b = (0, 1) and c = (1, 1). The tables 
for the other operations are 
* a b c 
a a b b 
b a b b 
C C C C 
a a a 
b a c 
C C C 
The posets I and 'T/ yield the second and third matrix powers of S. So 
let us turn to 8. The idempotent term s0 = (x, y, x Vy V z). The smallest 
nontrivial algebra of S[3l(s8 ) will have five elements. We can present this 
variety with operations V, d, t1, t2, t3 and the identities consisting of axl-
ax4 together with 
t1d(x,y,z) = t1(x); 
t2d(x, y, z) = t2(y); 
t3d(x, y, z) = t1(x) V t2(Y) V t3(z). 
Similarly, se(x, y, z) (x V z, y V z, z). The presentation for S[3l(se) 
would be the same as the one just above, except that the last three equations 
become 
t1 d( X, y, Z) = t1 ( X) V t3 ( Z); 
t2d( x, y, z) = t2(Y) V t3(z); 
t3d(x, y, z) = t3(z). 
Finally, sC(x, y, z) = (x, x Vy, z). We leave it to the reader to determine the 
axiomatization and minimal nontrivial member (which has six elements). 
It is interesting to compare our results to the description of varieties 
categorically equivalent to S in [3), Theorem 4.10. That theorem asserts 
that V =c S if and only if there is a nontrivial algebra A E V such that 
1. V = ISP(A), i.e., every member of V is isomorphic to a subalgebra 
of a power of A; 
2. A has a binary term 'V' such that (A, V) is a semilattice, and under 
the induced ordering, A forms a distributive lattice with bounds 0 
and 1; 
3. Clo(A) = {v, 0, 1}*. 
We see now that for a poset (Nk, a), the algebra A above will be 2[kl(sa), 
and the semilattice operation will be V~~. The distributive lattice structure 
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on A arises as both the order-theoretic dual of the lattice of downsets of 
(Nk, a), and as s(2k), which turns out to be a sublattice of {O, l}k under 
the usual order. 
The proof of Theorem L9 goes through with only minor modifications 
if we allow the variety M to have a single constant operation. All of the 
nonconstant operations are still required to be idempotent. This would allow 
us to extend our results to semilattices with identity. One interesting feature 
of this is that the k-ary operation d of E(M,k,s) could be replaced with k 
unary operations Pi via the definitions 
Pi(x)=d(0,0, ... ,0,x,O, ... ,0) i=l, ... ,k 
where the lone 'x' appears in the ith position of d, and O denotes the identity. 
The operation d can be recovered from p1 , ... , Pk with 
k 
d(x1, ... , xk) = V Pi(Xi)-
i=I 
Thus, varieties categorically equivalent to semilattices with identity can be 
axiomatized using one binary, one nullary and several unary operations. 
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