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Seiichi Iwamoto, Yutaka Kimura and Toshiharu Fujita
Abstract
We consider a quadratic minimization (primal) problem with both fixed endpoints and its
associated maximization (dual) problem from a view point of complementarity. We focus on a
pair of linear terms, which generates the respective quadratic functions (sums of squares) through an
elementary inequality. We show that a complementary identity plays a fundamental part in estab-
lishing a dual relation between primal and dual. The identity produces the pair with an equality
condition. The condition turns out to be a linear system of 2n-equation in 2n-variable. The system
yields a couple of solutions, one is a minimum solution and the other is a maximum one. In the
n-variable pair, both the solutions turn out to be complementary. The optimal solution is characterized
by the backward Fibonacci sequence. The duality is enhanced through conjugate function. The
solution is also given by dynamic programming. Thus Fibonacci complementary duality is established
through the complementary identity approach.
1. Introduction
R. Bellman has already analyzed a wide class of dynamic optimization problems—
linear, quadratic and nonlinear—[2, 3, 4, 5, 6, 8, 9, 10, 11, 12]. Recently a duality
in quadratic programming without constraint has been established through several
approaches such as (i) Lagrangean method, (ii) plus-minus method, (iii) inequality
method and others [1, 7, 18, 19, 20]. This duality applies partly to the class
[18, 19]. It also lights up a duality theory for quadratic problems in [2, 3, 4,
5, 6].
In this paper we propose a new approach, which is called (iv) complementary
method. We show that the complementary method analyzes a dual relation in a
clear way. It produces a pair of n-variable minimization problem (primal) and
n-variable maximization problem (dual) with an equality condition—a linear system
of 2n-equation on 2n-variable—. The condition splits into two systems of n-equation
on n-variable. One system yields a minimum solution, while the other does a maximum
solution. Thus the complementary approach compresses the duality-analysis into a
linear equation problem.
An identity
ðCInÞ ðc x1Þm1 þ x1ðm1  m2Þ þ
Xn1
k¼2
½ðxk1  xkÞmk þ xkðmk  mkþ1Þ
þ ðxn1  xnÞmn þ ðxn  dÞmn ¼ cm1  dmn
is called complementary. We show that the complementary identity plays a funda-
mental part in analyzing a duality between primal and dual. This complementarity
with an elementary inequality with equality condition
ðEIÞ 2xya x2 þ y2 on R2; x ¼ y
produces the pair with an equality condition. The condition turns out to be a linear
system of 2n-equation in 2n-variable. The system yields a couple of solutions, one is
a minimum solution and the other is a maximum one. The solution is characterized
by the Fibonacci sequence [13, 15, 21, 24].
Section 2 gives a complementary identity in the form of the first three (1-variable,
2-variable and 3-variable) and of a general n-variable. Section 3 presents the first
three pairs of primal and dual. Each pair is accompanied with an equality condition.
This is a linear system of 2k-equation on 2k-variable where k ¼ 1; 2; 3: The linear
system splits into two systems of k-equation on k-variable, whose solutions yield a
minimum solution of primal and a maximum solution of dual, respectively. Section 4
solves a general n-variable pair. Section 5 shows a duality between n-variable pair.
In Section 6, we discuss the duality through conjugate function [14, 16, 22]. Section
7 solves both three-variable pair and n-variable pair through dynamic programming
[2, 17, 23].
2. Complementary identities
First we present three elementary complementary identities, which take a funda-
mental role in analyzing respective pairs of primal and dual.
Let two real constants c, d be given. First we consider a pair of one-variable x
and l: Then an identity
ðC1Þ ðc xÞlþ ðx dÞl ¼ cl dl
holds true.
Second we consider a pair of two-variable ðx; yÞ and ðl; mÞ: Then an identity
ðC2Þ ðc xÞlþ xðl mÞ þ ðx yÞmþ ðy dÞm ¼ cl dm
holds true.
Third we consider three-variable case. Let us divide two 3-dimensional vectors
ðx; y; zÞ; ðl; m; nÞ
into 6-dimensional ones
ðc x; x; x y; y; y z; z dÞ;
ðl; l m; m; m n; n; nÞ;
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respectively. It turns out that the inner product is cl dn. Thus an identity
ðC3Þ ðc xÞlþ xðl mÞ þ ðx yÞmþ yðm nÞ þ ðy zÞnþ ðz dÞn ¼ cl dn
holds true.
Finally we consider n-variable case. Let us divide two n-dimensional vectors
ðx1; x2; x3; . . . ; xk; . . . ; xnÞ;
ðm1; m2; m3; . . . ; mk; . . . ; mnÞ
into 2n-dimensional ones
ðc x1; x1; x1  x2; x2; x2  x3; . . . ;
xk1; xk1  xk; xk; . . . ; xn1; xn1  xn; xn  dÞ;
ðm1; m1  m2; m2; m2  m3; m3; . . . ;
mk1  mk; mk; mk  mkþ1; . . . ; mn1  mn; mn; mnÞ;
respectively. Then we make an inner product of resulting two ones. It turns out to
be cm1  dmn:
ðCnÞ ðc x1Þm1 þ x1ðm1  m2Þ þ
Xn1
k¼2
½ðxk1  xkÞmk þ xkðmk  mkþ1Þ
þ ðxn1  xnÞmn þ ðxn  dÞmn ¼ cm1  dmn:
This identity is called complementary.
3. Three pairs
In this paper as a pair of primal1 and dual, we take n-variable optimization
problems.
We present the first three pairs as follows. The first pair is
ðP1Þ
minimize ðc xÞ2 þ ðx dÞ2
subject to ðiÞ x A R1
ðD1Þ
Maximize 2cl ðl2 þ l2Þ  2dl
subject to ðiÞ l A R1:
1 Two nouns primal and dual mean primal problem and dual problem, respectively.
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The second is
ðP2Þ
minimize ðc xÞ2 þ x2 þ ðx yÞ2 þ ðy dÞ2
subject to ðiÞ ðx; yÞ A R2
ðD2Þ
Maximize 2cl ½l2 þ ðl mÞ2 þ m2 þ m2  2dm
subject to ðiÞ ðl; mÞ A R2:
The third is
ðP3Þ
minimize ðc xÞ2 þ x2 þ ðx yÞ2 þ y2 þ ðy zÞ2 þ ðz dÞ2
subject to ðiÞ ðx; y; zÞ A R3
ðD3Þ
Maximize 2cl ½l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ n2 þ n2  2dn
subject to ðiÞ ðl; m; nÞ A R3:
3.1. ðP1Þ vs ðD1Þ
Let us consider the first pair of ðP1Þ and ðD1Þ. Then it turns out that both are
dual to each other. It holds that
2cl ðl2 þ l2Þ  2dla ðc xÞ2 þ ðx dÞ2
for any feasible pair ðx; lÞ: An equality condition is
ðEC1Þ c x ¼ l; x d ¼ l:ð1Þ
The equality condition ðEC1Þ is a linear system of 2-equation on 2-variable ðx; lÞ.
Let ðx; lÞ be a solution. Then both sides become a common value with five
expressions:
ðc xÞ2 þ ðx dÞ2
¼ cðc xÞ  dðx dÞ
ð5V1Þ ¼ 2cl ðl2 þ l2Þ  2dl
¼ l2 þ l2
¼ cl dl:
The primal ðP1Þ has a minimum value
m1 ¼ ðc xÞ2 þ ðx dÞ2
¼ cðc xÞ  dðx dÞ
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at x, while the dual ðD1Þ has a maximum value











Proof. From ðEC1Þ, we have a pair of linear systems of 1-variable on
1-equation:
ðEQ1Þ 2x ¼ cþ d 2l ¼ c d:
The left system has a solution (2), while the right has a solution (3). r
The primal ðP1Þ has a minimum value
m1 ¼ cðc x̂Þ  dðx̂ dÞ ¼
1
2
ðc2  2cd þ d 2Þ




The dual ðD1Þ has a maximum value
M1 ¼ cl  dm ¼
1
2





3.2. ðP2Þ vs ðD2Þ
Let us consider the second pair. Then ðP2Þ and ðD2Þ are dual to each other.
It holds that
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2cl ½l2 þ ðl mÞ2 þ m2 þ m2  2dm
a ðc xÞ2 þ x2 þ ðx yÞ2 þ ðy dÞ2
for any feasible pair ðx; y; l; mÞ: An equality condition is
ðEC2Þ
c x ¼ l; x ¼ l m
x y ¼ m; y d ¼ m:
The equality condition ðEC2Þ is a linear system of 4-equation on 4-variable
ðx; y; l; mÞ.
Let ðx; y; l; mÞ be a solution of ðEC2Þ. Then both sides become a common value
with five expressions:
ðc xÞ2 þ x2 þ ðx yÞ2 þ ðy dÞ2
¼ cðc xÞ  dðy dÞ
ð5V2Þ ¼ 2cl ½l2 þ ðl mÞ2 þ m2 þ m2  2dm
¼ l2 þ ðl mÞ2 þ m2 þ m2
¼ cl dm:
The primal ðP2Þ has a minimum value
m2 ¼ ðc xÞ2 þ x2 þ ðx yÞ2 þ ðy dÞ2
¼ cðc xÞ  dðy dÞ
at ðx; yÞ, while the dual ðD2Þ has a maximum value
M2 ¼ 2cl ½l2 þ ðl mÞ2 þ m2 þ m2  2dm
¼ l2 þ ðl mÞ2 þ m2 þ m2
¼ cl dm
at ðl; mÞ:
Lemma 3.2. The system ðEC2Þ has indeed a unique solution:
ðx; yÞ ¼ 1
5
ð2cþ d; cþ 3dÞð4Þ
ðl; mÞ ¼ 1
5
ð3c d; c 2dÞ:ð5Þ
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Proof. From ðEC2Þ, we have a pair of linear systems of 2-variable on
2-equation:
ðEQ2Þ
3x y ¼ c 2l m ¼ c
xþ 2y ¼ d lþ 3m ¼ d:
The left system has a solution (4), while the right has a solution (5). r
The primal ðP2Þ has a minimum value
m2 ¼ cðc x̂Þ  dð ŷ dÞ ¼
1
5
ð3c2  2cd þ 2d 2Þ
at a path
ðx̂; ŷÞ ¼ 1
5
ð2cþ d; cþ 3dÞ:
The dual ðD2Þ has a maximum value
M2 ¼ cl  dm ¼
1
5
ð3c2  2cd þ 2d 2Þ
at a path
ðl; mÞ ¼ 1
5
ð3c d; c 2dÞ:
3.3. ðP3Þ vs ðD3Þ
Let us consider the third pair. Then ðP3Þ and ðD3Þ are dual to each other. It
holds that
2cl ½l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ 2n2  2dn
a ðc xÞ2 þ x2 þ ðx yÞ2 þ y2 þ ðy zÞ2 þ ðz dÞ2
for any feasible pair ðx; y; z; l; m; nÞ: An equality condition is
c x ¼ l; x ¼ l m
ðEC3Þ x y ¼ m; y ¼ m n
y z ¼ n; z d ¼ n:
The equality condition ðEC3Þ is a linear system of 6-equation on 6-variable.
Let ðx; y; z; l; m; nÞ be a solution of ðEC3Þ. Then both sides become a common
value with five expressions:
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ðc xÞ2 þ x2 þ ðx yÞ2 þ y2 þ ðy zÞ2 þ ðz dÞ2
¼ cðc xÞ  dðz dÞ
ð5V3Þ ¼ 2cl ½l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ 2n2  2dn
¼ l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ 2n2
¼ cl dn:
The primal ðP3Þ has a minimum value
m3 ¼ ðc xÞ2 þ x2 þ ðx yÞ2 þ y2 þ ðy zÞ2 þ ðz dÞ2
¼ cðc xÞ  dðz dÞ
at ðx; y; zÞ, while the dual ðD3Þ has a maximum value
M3 ¼ 2cl ½l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ 2n2  2dn
¼ l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ 2n2
¼ cl dn
at ðl; m; nÞ:
Lemma 3.3. The system ðEC3Þ has indeed a unique solution:
ðx; y; zÞ ¼ 1
13
ð5cþ d; 2cþ 3d; cþ 8dÞð6Þ
ðl; m; nÞ ¼ 1
13
ð8c d; 3c 2d; c 5dÞ:ð7Þ
Proof. From ðEC3Þ, we have a pair of linear systems of 3-variable on
3-equation:
3x y ¼ c 2l m ¼ c
ðEQ3Þ xþ 3y z ¼ 0 lþ 3m n ¼ 0
yþ 2z ¼ d mþ 3n ¼ d:
The left system has a solution (6), while the right has a solution (7). r
The primal ðP3Þ has a minimum value
m3 ¼ cðc x̂Þ  dðẑ dÞ ¼
1
13
ð8c2  2cd þ 5d 2Þ
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at a path
ðx̂; ŷ; ẑÞ ¼ 1
13
ð5cþ d; 2cþ 3d; cþ 8dÞ:
The dual ðD3Þ has a maximum value
M3 ¼ cl  dn ¼
1
13
ð8c2  2cd þ 5d 2Þ
at a path
ðl; m; nÞ ¼ 1
13
ð8c d; 3c 2d; c 5dÞ:
Here we note that the first seven Fibonacci numbers appear:
1; 1; 2; 3; 5; 8; 13:
The Fibonacci sequence fFng is defined as the solution to the second-order linear
di¤erence equation
ðFiboÞ: xnþ2  xnþ1  xn ¼ 0; x1 ¼ 1; x0 ¼ 0:
n    2 1 0 1 2 3 4 5 6 7 8 9 10 11   
Fn    1 1 0 1 1 2 3 5 8 13 21 34 55 89   
Table 1. Fibonacci sequence fFng
4. ðPnÞ vs ðDnÞ
Let us now consider the n-variable pair, where nb 2: First we present the n-th
complementary identity, which takes a fundamental role in analyzing the pair of primal
and dual. Let x ¼ fxkgnþ10 , m ¼ fmkg
n
1 be a pair of sequences of real number with
x0 ¼ c, xnþ1 ¼ d: Then an identity
ðCnÞ cm1  dmn ¼
Xn1
k¼1
½ðxk1  xkÞmk þ xkðmk  mkþ1Þ þ ðxn1  xnÞmn þ ðxn  xnþ1Þmn





½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  xnþ1Þ2
subject to ðiÞ x A Rn; ðiiÞ x0 ¼ c; xnþ1 ¼ d
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½m2k þ ðmk  mkþ1Þ
2  m2n  m2n  2dmn
subject to ðiÞ m A Rn:




½m2k þ ðmk  mkþ1Þ
2  m2n  m2n  2dmn
a ðc x1Þ2 þ x21 þ
Xn1
k¼2
½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  dÞ2
for any feasible pair ðx; mÞ: An equality condition is
c x1 ¼ m1; x1 ¼ m1  m2
ðECnÞ xk1  xk ¼ mk; xk ¼ mk  mkþ1 2a ka n 1
xn1  xn ¼ mn; xn  d ¼ mn:
The equality condition ðECnÞ is a linear system of 2n-equation on 2n-variable.
Let ðx; mÞ be a solution of ðECnÞ. Then both sides become a common value with
five expressions:
ðc x1Þ2 þ x21 þ
Xn1
k¼2
½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  dÞ2
¼ cðc x1Þ  dðxn  dÞ
ð5VnÞ ¼ 2cm1 
Xn1
k¼1
½m2k þ ðmk  mkþ1Þ




½m2k þ ðmk  mkþ1Þ
2 þ 2m2n
¼ cm1  dmn:
The primal ðPnÞ has a minimum value
mn ¼ ðc x1Þ2 þ x21 þ
Xn1
k¼2
½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  dÞ2
¼ cðc x1Þ  dðxn  dÞ
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at x, while the dual ðDnÞ has a maximum value
Mn ¼ 2cm1 
Xn1
k¼1
½m2k þ ðmk  mkþ1Þ




½m2k þ ðmk  mkþ1Þ
2 þ 2m2n
¼ cm1  dmn
at m:

























































Proof. From ðECnÞ, we have a pair of linear systems of n-variable on
n-equation:
ðEQnÞ
3x1  x2 ¼ c 2m1  m2 ¼ c




xn2 þ 3x2n1  xn ¼ 0 mn2 þ 3mn1  mn ¼ 0
xn1 þ 2xn ¼ d mn1 þ 3mn ¼ d:
The left system has a solution x̂ in (8), while the right has a solution m in
(9).
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In fact, the left system is written as
Ax ¼ b



























and A is an n n-matrix:
A ¼
3 1 0 0    0 0 0 0
1 3 1 0    0 0 0 0
0 1 3 1    0 0 0 0











0 0 0 0    3 1 0 0
0 0 0 0    1 3 1 0
0 0 0 0    0 1 3 1






Further A has the inverse
A1 ¼ 1
F2nþ1
F2n1 F2n3 F2n5 F2n7    F7 F5 F3 F2
F2n3 3F2n3 3F2n5 3F2n7    3F7 3F5 2F4 F4
F2n5 3F2n5 8F2n5 8F2n7    8F7 8F5 2F6 F6











F7 3F7 8F7 13F8    13F2n6 5F2n6 2F2n6 F2n6
F5 3F5 8F5 5F8    5F2n6 5F2n4 2F2n4 F2n4
F3 2F4 2F6 2F8    2F2n6 2F2n4 2F2n2 F2n2






Thus a unique solution x ¼ A1b is specified in (8).
On the other hand, the right is
Bm ¼ f
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and B is an n n-matrix:
B ¼
2 1 0 0    0 0 0 0
1 3 1 0    0 0 0 0
0 1 3 1    0 0 0 0











0 0 0 0    3 1 0 0
0 0 0 0    1 3 1 0
0 0 0 0    0 1 3 1






Further B has the inverse
B1 ¼ 1
F2nþ1
F2n F2n2 F2n4 F2n6    F8 F6 F4 F1
F2n2 2F2n4 2F2n4 2F2n6    2F8 2F6 2F4 F3
F2n4 2F2n4 5F2n4 5F2n6    21F5 8F5 3F5 F5











F8 2F8 21F5 21F7    21F2n7 8F2n7 3F2n5 F2n7
F6 2F6 8F5 8F7    8F2n7 8F2n5 3F2n5 F2n5
F4 2F4 3F5 3F7    3F2n7 3F2n5 3F2n3 F2n3






Thus a unique solution m ¼ B1f is specified in (9). r
Lemma 4.2. The primal ðPnÞ has a minimum value
mn ¼ cðc x̂1Þ  dðx̂n  dÞ ¼
1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ
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at the path x̂: The dual ðDnÞ has a maximum value
Mn ¼ cm1  dmn ¼
1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ
at the path m:
5. Duality
Now we show that ðPnÞ and ðDnÞ are dual to each other. It turns out that the
duality is based upon the complementary identity and an elementary inequality ðEIÞ.
Let x ¼ fxkgnþ10 , m ¼ fmkg
n
1 be a pair of sequences of real number with x0 ¼ c,
xnþ1 ¼ d: Then an identity ðCnÞ holds true. We make it double. Then an identity
2cm1  2dmn ¼
Xn1
k¼1
½2ðxk1  xkÞmk þ 2xkðmk  mkþ1Þ þ 2ðxn1  xnÞmn þ 2ðxn  xnþ1Þmn
with the elementary inequality ðEIÞ yields
2cm1  2dmn a
Xn1
k¼1
½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ




½m2k þ ðmk  mkþ1Þ
2 þ m2n þ m2n :




½m2k þ ðmk  mkþ1Þ




½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  xnþ1Þ2
for any feasible pair ðx; mÞ: The sign of equality holds i¤
c x1 ¼ m1; x1 ¼ m1  m2
ðECnÞ xk1  xk ¼ mk; xk ¼ mk  mkþ1 2a ka n 1
xn1  xn ¼ mn; xn  d ¼ mn:
Thus we have a pair of minimization problem ðPnÞ and maximization problem ðDnÞ.
Hence both are dual to each other.
Similarly it is shown that ðP1Þ and ðD1Þ are dual to each other.
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6. Conjugate dual
Let f be a di¤erentiable convex function on R1. Then a conjugate function f  is
defined by
f ðlÞ ¼ Max
x AR1
½lx f ðxÞ l A R1:ð10Þ
Then it holds that
lxa f ðxÞ þ f ðlÞ ðx; lÞ A R2:ð11Þ
The sign of equality holds i¤
f 0ðxÞ ¼ l:ð12Þ
In the following, we assume that three convex functions f , g, h are given. We
show that three identities generate their respective pairs of primal and dual with equality
condition.
The first identity
ðC1Þ cl dl ¼ ðc xÞlþ ðx dÞl
yields a pair
ðCP1Þ
minimize f ðc xÞ þ hðx dÞ
subject to ðiÞ x A R1
ðCD1Þ
Maximize cl ½ f ðlÞ þ hðlÞ  dl
subject to ðiÞ l A R1:
An equality condition is
ðCEC1Þ f 0ðc xÞ ¼ l; h 0ðx dÞ ¼ l:
The second identity
ðC2Þ cl dm ¼ ðc xÞlþ xðl mÞ þ ðx yÞmþ ðy dÞm
yields a pair
ðCP2Þ
minimize f ðc xÞ þ gðxÞ þ f ðx yÞ þ hðy dÞ
subject to ðiÞ ðx; yÞ A R2
ðCD2Þ
Maximize cl ½ f ðlÞ þ gðl mÞ þ f ðmÞ þ hðmÞ  dm
subject to ðiÞ ðl; mÞ A R2:
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An equality condition is
ðCEC2Þ
f 0ðc xÞ ¼ l; g 0ðxÞ ¼ l m
f 0ðx yÞ ¼ m; h 0ðy dÞ ¼ n:
The third identity
ðC3Þ cl dn ¼ ðc xÞlþ xðl mÞ þ ðx yÞmþ yðm nÞ þ ðy zÞnþ ðz dÞn
yields a pair
ðCP3Þ
minimize f ðc xÞ þ gðxÞ þ f ðx yÞ þ gðyÞ þ f ðy zÞ þ hðz dÞ
subject to ðiÞ ðx; y; zÞ A R3
ðCD3Þ
Maximize cl ½ f ðlÞ þ gðl mÞ þ f ðmÞ þ gðm nÞ þ f ðnÞ þ hðnÞ  dn
subject to ðiÞ ðl; m; nÞ A R3:
An equality condition is
f 0ðc xÞ ¼ l; g 0ðxÞ ¼ l m
ðCEC3Þ f 0ðx yÞ ¼ m; g 0ðyÞ ¼ m n
f 0ðy zÞ ¼ n; h 0ðz dÞ ¼ n:
Finally the n-th identity
ðCnÞ cm1  dmn ¼
Xn1
k¼1






½ f ðxk1  xkÞ þ gðxkÞ þ f ðxn1  xnÞ þ hðxn  xnþ1Þ





½ f ðmkÞ þ gðmk  mkþ1Þ  f ðmnÞ  hðmnÞ  dmn
subject to ðiÞ m A Rn:
An equality condition is
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f 0ðc x1Þ ¼ m1; g 0ðx1Þ ¼ m1  m2
ðCECnÞ f 0ðxk1  xkÞ ¼ mk; g 0ðxkÞ ¼ mk  mkþ1 2a ka n 1
f 0ðxn1  xnÞ ¼ mn; h 0ðxn  dÞ ¼ mn:
7. Dynamic programming
We show that dynamic programming solves both primal and dual.
7.1. Three-variable pair
We consider the minimization problem ðCP3Þ and the maximization problem
ðCD3Þ.
7.1.1. Primal ðCP3Þ
Let U be the minimum value of ðCP3Þ. Let u1ðxÞ be the minimum value of two-
variable subproblem:
ðSP2Þ
minimize f ðx yÞ þ gðyÞ þ f ðy zÞ þ hðz dÞ
subject to ðiÞ ðy; zÞ A R2:
Let u2ðyÞ be the minimum value of one-variable subproblem:
ðSP1Þ
minimize f ðy zÞ þ hðz dÞ
subject to ðiÞ z A R3:
Finally let u3ðzÞ :¼ hðz dÞ. Then we have a recursive formula
u3ðzÞ ¼ hðz dÞ
u2ðyÞ ¼ min
z AR1
½ f ðy zÞ þ u3ðzÞ
u1ðxÞ ¼ min
y AR1
½ f ðx yÞ þ gðyÞ þ u2ðyÞ
U ¼ min
x AR1
½ f ðc xÞ þ gðxÞ þ u1ðxÞ:
Now let us solve the forementioned problem:
ðP3Þ
minimize ðc xÞ2 þ x2 þ ðx yÞ2 þ y2 þ ðy zÞ2 þ ðz dÞ2
subject to ðiÞ ðx; y; zÞ A R3:
Then the recursive formula
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u3ðzÞ ¼ ðz dÞ2
u2ðyÞ ¼ min
z AR1
½ðy zÞ2 þ u3ðzÞ
u1ðxÞ ¼ min
y AR1
½ðx yÞ2 þ y2 þ u2ðyÞ
U ¼ min
x AR1
½ðc xÞ2 þ x2 þ u1ðxÞ
has a solution















ð8c2  2cd þ 5d 2Þ; x̂ðcÞ ¼ 1
13
ð5cþ dÞ:
Thus we get a minimum point ðx̂; ŷ; ẑÞ, where
x̂ ¼ x̂ðcÞ ¼ 1
13
ð5cþ dÞ
ŷ ¼ ŷðx̂Þ ¼ 1
5
ð2x̂þ dÞ ¼ 1
13
ð2cþ 3dÞ
ẑ ¼ ẑð ŷÞ ¼ 1
2
ð ŷþ dÞ ¼ 1
13
ðcþ 8dÞ:
Hence ðP3Þ attains a minimum U ¼
1
13
ð8c2  2cd þ 5d 2Þ at a point
ðx̂; ŷ; ẑÞ ¼ 1
13
ð5cþ d; 2cþ 3d; cþ 8dÞ:
See (6).
7.1.2. Dual ðCD3Þ
Let V be the maximum value of ðCD3Þ. Let v1ðlÞ be the minimum value of two-
variable subproblem:
ðSD2Þ
minimize ½ f ðlÞ þ gðl mÞ þ f ðmÞ þ gðm nÞ þ f ðnÞ þ hðnÞ þ dn
subject to ðiÞ ðm; nÞ A R2:
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Let v2ðmÞ be the minimum value of one-variable subproblem:
ðSD1Þ
minimize ½ f ðmÞ þ gðm nÞ þ f ðnÞ þ hðnÞ þ dn
subject to ðiÞ n A R1:
Finally let v3ðnÞ :¼ f ðnÞ þ hðnÞ þ dn. Then we have a recursive formula
v3ðnÞ ¼ f ðnÞ þ hðnÞ þ dn
v2ðmÞ ¼ min
n AR1
½ f ðmÞ þ gðm nÞ þ v3ðnÞ
v1ðlÞ ¼ min
m AR1




Now let us solve the forementioned problem:
ðD3Þ
Maximize 2cl ½l2 þ ðl mÞ2 þ m2 þ ðm nÞ2 þ n2 þ n2  2dn
subject to ðiÞ ðl; m; nÞ A R3:
Then the recursive formula
v3ðnÞ ¼ 2n2 þ 2dn
v2ðmÞ ¼ min
n AR1
½m2 þ ðm nÞ2 þ v3ðnÞ
v1ðlÞ ¼ min
m AR1




















ð8c2  2cd þ 5d 2Þ; lðcÞ ¼ 1
13
ð8c dÞ:
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Thus we get a maximum point ðl; m; nÞ, where
l ¼ lðcÞ ¼ 1
13
ð8c dÞ
m ¼ mðlÞ ¼ 1
8
ð3l  dÞ ¼ 1
13
ð3c 2dÞ
n ¼ nðmÞ ¼ 1
3
ðm  dÞ ¼ 1
13
ðc 5dÞ:
Hence ðD3Þ attains a maximum V ¼
1
13
ð8c2  2cd þ 5d 2Þ at a point
ðl; m; nÞ ¼ 1
13
ð8c d; 3c 2d; c 5dÞ:
See also (7).
7.2. n-variable pair
We consider the minimization problem ðCPnÞ and the maximization problem
ðCDnÞ.
7.2.1. Primal ðCPnÞ






½ f ðxl1  xlÞ þ gðxlÞ þ f ðxn1  xnÞ þ hðxn  xnþ1Þ
subject to ðiÞ ðxkþ1; xkþ2; . . . ; xnÞ A Rnk; ðiiÞ xnþ1 ¼ d
where 1a ka n 1. Finally let unðxnÞ :¼ hðxn  dÞ. Then we have a recursive
formula
unðxnÞ ¼ hðxn  dÞ
ukðxkÞ ¼ min
xkþ1 AR1
½ f ðxk  xkþ1Þ þ gðxkþ1Þ þ ukþ1ðxkþ1Þ 1a ka n 1
U ¼ min
x1 AR1
½ f ðc x1Þ þ gðx1Þ þ u1ðx1Þ:
Let x̂kþ1ðxkÞ be a minimizer. Then a sequence fx̂1; x̂2; . . . ; x̂ng is called a policy.
Now let us solve the forementioned problem:





½ðxk1  xkÞ2 þ x2k  þ ðxn1  xnÞ
2 þ ðxn  xnþ1Þ2
subject to ðiÞ x A Rn; ðiiÞ x0 ¼ c; xnþ1 ¼ d:
Then the recursive formula
unðxnÞ ¼ ðxn  dÞ2
ukðxkÞ ¼ min
xkþ1 AR1
½ðxk  xkþ1Þ2 þ x2kþ1 þ ukþ1ðxkþ1Þ 1a ka n 1
U ¼ min
x AR1
½ðc x1Þ2 þ x21 þ u1ðx1Þ:
has a solution















1a ka n 1;
Thus we get a minimum point x̂ ¼ ðx̂1; x̂2; . . . ; x̂k; . . . ; x̂nÞ as follows:




x̂2 ¼ x̂2ðx̂1Þ ¼
1
F2n1






x̂kþ1 ¼ x̂kþ1ðx̂kÞ ¼
1
F2n2kþ1






x̂n ¼ x̂nðx̂n1Þ ¼
1
F3




Hence ðPnÞ attains a minimum U ¼
1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ at a point





































½ f ðmlÞ þ gðml  mlþ1Þ þ f ðmnÞ þ hðmnÞ þ dmn
subject to ðiÞ ðmkþ1; mkþ2; . . . ; mnÞ A Rnk
where 1a ka n 1: Finally let vnðmnÞ :¼ f ðmnÞ þ hðmnÞ þ dmn. Then we have a
recursive formula









Let mkþ1ðmkÞ be a minimizer and m1 ðcÞ be a maximizer. Then a sequence fm1 ; m2 ; . . . ;
mng is called a policy.





½m2k þ ðmk  mkþ1Þ
2  m2n  m2n  2dmn
subject to ðiÞ m A Rn:
Then the recursive formula




½m2k þ ðmk  mkþ1Þ
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has a solution















1a ka n 1;
Thus we get a maximum point m ¼ ðm1 ; m2 ; . . . ; mk ; . . . ; mn Þ, where




m2 ¼ m2 ðm1 Þ ¼
1
F2n






mkþ1 ¼ mkþ1ðmkÞ ¼
1
F2n2kþ2






mn ¼ mn ðmn1Þ ¼
1
F4




Hence ðDnÞ attains a maximum V ¼
1
F2nþ1































We have analyzed a pair of primal and dual from a complementary duality. Now
we consider the pair from an identical duality.
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8.1. ðPÞ vs ðDÞ
Let x ¼ fxkgnþ10 , m ¼ fmkg
n
1 be a pair of sequences of real number with x0 ¼ c,
xnþ1 ¼ d: Then a complementary identity
ðCInÞ ðc x1Þm1 þ x1ðm1  m2Þ þ
Xn1
k¼2
½ðxk1  xkÞmk þ xkðmk  mkþ1Þ
þ ðxn1  xnÞmn þ ðxn  dÞmn ¼ cm1  dmn
holds true.
Let us define two sequences y ¼ fykg2n1 , n ¼ fnkg
2n
1 from x ¼ fxkg
nþ1




y1 ¼ c x1; y2 ¼ x1; y3 ¼ x1  x2; y4 ¼ x2; y5 ¼ x2  x3 . . . ;
y2n2 ¼ xn1; y2n1 ¼ xn1  xn; y2n ¼ xn  d
n1 ¼ m1; n2 ¼ m1  m2; n3 ¼ m2; n4 ¼ m2  m3; n5 ¼ m3 . . . ;
n2n2 ¼ mn1  mn; n2n1 ¼ mn; n2n ¼ mn;
ð13Þ
respectively. Then an identity




holds under a constraint—a linear system of 2n-equation on 4n-variable ðy; nÞ—:
ðCÞ
c ¼ y1 þ y2 n1 ¼ n2 þ n3




y2n4 ¼ y2n3 þ y2n2 n2n3 ¼ n2n2 þ n2n1
y2n2 ¼ y2n1 þ y2n þ d n2n1 ¼ n2n:
An equality ðCÞ with constraint ðCÞ is called a 4n-variable conditional complementarity.
This is simply written as ðCÞ under ðCÞ:
Now let y ¼ fykg2n1 , n ¼ fnkg
2n
1 satisfy ðCÞ: Then an elementary inequality with
equality
2xya x2 þ y2 on R2; x ¼ y
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yields












The sign of equality holds i¤
ðECÞ yk ¼ nk 1a ka 2n:
Hence we have a pair of conditional minimization problem:
minimize y21 þ y22 þ    þ y22n
subject to ð1Þ y1 þ y2 ¼ c
ð2Þ y3 þ y4 ¼ y2
ðPÞ ..
.
ðn 1Þ y2n3 þ y2n2 ¼ y2n4
ðnÞ y2n1 þ y2n þ d ¼ y2n2
ðnþ 1Þ y A R2n
and conditional maximization problem:
Maximize 2cn1  ðn21 þ n22 þ    þ n22nÞ  2dn2n
subject to ½1 n2 þ n3 ¼ n1
½2 n4 þ n5 ¼ n3
ðDÞ ..
.
½n 1 n2n2 þ n2n1 ¼ n2n3
½n n2n ¼ n2n1
½nþ 1 n A R2n:
Let ðACÞ be an augmentation of the system ðCÞ with the additional equality condition
ðECÞ:
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ðACÞ
c ¼ y1 þ y2 n1 ¼ n2 þ n3




y2n4 ¼ y2n3 þ y2n2 n2n3 ¼ n2n2 þ n2n1
y2n2 ¼ y2n1 þ y2n þ d n2n1 ¼ n2n
yk ¼ nk 1a ka 2n:
The linear system ðACÞ is of 4n-equation on 4n-variable.
Let ðy; nÞ satisfy ðACÞ. Then both sides become a common value with five
expressions:
y21 þ y22 þ    þ y22n
¼ cy1  dy2n
ð5VÞ ¼ 2cn1  ðn21 þ n22 þ    þ n22nÞ  2dn2n
¼ n21 þ n22 þ    þ n22n
¼ cn1  dn2n:




























































The primal ðPÞ has a minimum value
m ¼ cŷ1  dŷ2n ¼
1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ
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at a path ŷ, while the dual ðDÞ has a maximum value
M ¼ cn1  dn2n ¼
1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ
at a path n:
Both optimal solutions (point and value) are identical:
x̂ ¼ m; m ¼ M:
Further both are Fibonacci:








1a ka n 1;




m ¼ M ¼ 1
F2nþ1
ðF2nc2  2cd þ F2n1d 2Þ:
Thus Fibonacci Identical Duality (FID) holds between ðPÞ and ðDÞ:
We remark that the 2n-variable pair is a transliteration from n-variable one of ðPnÞ
and ðDnÞ.
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