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Tato diplomová práce se zabývá ohodnocením okolí bodů v obraze. Popisuje postupy získání
důležitých bodů a metody jejich popisu. Blíže se věnuje Gaborově filtraci. Tato metoda je
dále použita v praktické části práce jako základ pro aplikaci sledování objektů ve videu,
kde slouží pro ohodnocení částic částicového filtru.
Abstract
This master thesis is focused on parametrization of image point neighborhood. Some me-
thods for point localization and point descriptors are described and summarized. Gabor
filter is described in detail. The practical part of thesis is chiefly concerned with particle
filter tracking system. The weight of each particle is determined by the Gabor filter.
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Počítače se staly za posledních pár desítek let již neoddělitelnou součástí běžného života lidí
z rozvinutých zemí. Jedním z jejich možných použití je zpracování obrazových dat, která se
získávají například z kamer nebo fotoaparátů. Obraz lze v počítači různě upravovat, a nebo
je možné získat nějaké zajímavé informace o tom, co se v nich nachází a na jaké pozici.
Počítačové vidění je ta část počítačové grafiky, která se právě zabývá získáváním infor-
mací z obrazu. Aplikace využívající počítačové vidění dnes potkáváme na každém kroku.
Například jednoduché digitální čtečky čárových kódů v obchodech, radary automaticky roz-
poznávající registrační značky vozidel při překročení rychlosti, digitální fotoaparáty, které
umožňují automaticky zaostřít na obličeje v zorném poli, a nebo automaticky zmáčknout
spoušť ve chvíli, kdy se člověk směje. Své uplatnění nalézá taky v mnoha průmyslových od-
větvích, kde bez zásahu lidského faktoru kontroluje kvalitu výrobků a je tím pádem schopen
produkovat větší množství bezvadných výrobků.
Při interpretaci obrazu naráží počítačové vidění na problémy, které řeší lídé automaticky
na základě svých zkušeností a znalostí. Je snaha dát strojům taky schopnost rozeznat vztahy
mezi různými obrazy a nebo mezi snímky po sobě jdoucí animace.
Tato diplomová práce se zabývá ohodnocováním bodů v obraze. Jinými slovy získáváním
nějaké příznačné množiny rysů, která popisuje daný obraz. Zajímavým rysem v obrazu může
být například náhlá změna intenzity osvětlení nebo rohový bod. Takto ohodnocené body
mohou být následně použity pro klasifikaci objektů v obraze, vyhledání pozice objektu
v obraze a podobně.
Prvním cílem této diplomové práce je vytvořit souhrn známých metod pro získávání
významných bodů z obrazu a postupy pro ohodnocení jejich okolí. Zvolené metody by
měly být nezávislé na afinní deformaci vstupního obrazu. Druhou částí této práce je bližší
popis možností Gaborovy vlnky a Gaborovy transformace obrazu s ohledem na lokalizaci
a popis příznaků v obraze. Funkčnost metody je představena na aplikaci sledování objektů
ve videosekvenci.
Následující kapitola na začátku definuje co je to příznak v obraze a co jsou použitelné
příznaky. Na to volně navazuje popisem některých metod pro získání pozice významných
bodů z obrazu. Jde především o rohové a hranové detektory. V závěru kapitoly jsou před-
stavené i více komplexnější metody, které jsou založeny na zkoumání vztahu hran v obraze
nebo na detekci celých regionů.
Třetí kapitola v návaznosti na druhou popisuje metody, které se používají pro vytvoření
příznakových vektorů. Ty slouží pro popis významných bodů. V kapitole jsou blíže roze-
brané metody SIFT a SURF jako zástupci dnes velmi používaných přístupů. Podrobněji
je na konci rozebrán i Gaborův filtr a jeho možnosti, protože je v této práci použít jako
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základ algoritmu pro trasování objektů.
Ve čtvrté kapitole je shrnuta analýza a návrh řešení sledování objektů ve videosekvenci.
Je zde navrhnutý způsob lokalizace příznaků a jejich popis prostřednictvím transformace
obrazu bankou Gaborových filtrů. Dále je představený způsob, jak lze tyto příznaky použít
pro ohodnocení váhy částice používané v metodě částicového filtru, který se stará o vyhod-
nocení modelu pohybu. Jsou zmíněny dva způsoby ohodnocení, kdy jeden je založený na
podobnosti jednotlivých bodů a druhý na podobnosti triangulace, která vznikne z bodů po
aplikaci Delunay algoritmu.
Implementací zvoleného řešení se zabývá pátá kapitola. Jsou v ní blíže rozebrány dílčí
aspekty řešení problému od výběru nástrojů a knihoven až po problémy, které při vývoji
vznikly a bylo nutné je řešit.
V šesté kapitole se nachází výsledky testování vytvořené aplikace na reálných testovacích
datech z bezpečnostních kamer. Na konci kapitoly jsou diskutované problémy zvoleného
přistupu sledování objektů a jejich možné příčiny.
4
Kapitola 2
Příznaky v obraze a jejich detekce
Ze všeho nejdříve je důležité definovat, co to vlastně příznaky nebo rysy obrazu jsou, k čemu
slouží, a jaké na ně klademe požadavky. Obrazový příznak je jednoduchá rozlišující charak-
teristika nebo atribut obrazu. Většinou je definovaný jako funkce jednoho nebo více měření
hodnoty nějaké kvantifikovatelné vlastnosti objektu tak, že popisuje podstatnou vlastnost
objektu. Některé mohou být obrazu přirozené. Myšleno ve smyslu, že je lze získat z obrazu
přímou cestou. Jde například o intenzitu osvětlení v určitém místě. Druhým případem jsou
příznaky umělé, které vznikají sofistikovanou manipulací se vstupním obrazem.
Místa, která označujeme v počítačové grafice jako významné rysy, jsou většinou oblasti,
kde dochází k prudkým změnám jasu. Tato místa lze nalézt pomocí algoritmů pro detekci
rohů, hran, blobů a nebo algoritmů pro získání význačných bodů(SIFT, SURF, . . .). Pou-
žíváme je pro abstraktní reprezentaci obrazu, protože značně redukují množství informace,
která je zapotřebí k pochopení jak vypadá obraz a co se v tomto obrazu nejspíše nachází.
Přestože existuje nepřeberné množství příznaků, tak některé jsou si vždy něčím podobné
a lze je s určitým nadhledem zařadit do jedné z těchto kategorií[27].
Obecné příznaky
Jedná se o obecné na konkrétním případu nezávislé příznaky. Může to být například
barva, tvar objektu, roh v obrazu, . . . Tato skupina jde ještě dále rozdělit podle
lokality:
Bodové
Lze provést výpočet v každém bodu obrazu. Jde například o zjištění barvy nebo
intenzity osvětlení v bodě.
Lokální
Provádí výpočet příznaku z větší oblasi, které je určená například segmentací
obrazu, nebo popisuje okolí rohových bodů. Typickým příkladem může být popis
tvaru objektu.
Globální
Může být spočítán nad celým obrazem nebo nad jeho značnou ohraničenou částí.
Jde vlastně o statistický popis obrazu. Příkladem je histogram intenzity osvětlení
nebo obrazový moment.
Aplikačně závislé příznaky
Tyto příznaky jsou vyvinuty a vázány pouze k jedné aplikaci. Jde například o většinu
biometrických aplikací. Popis jednotlivých markantů v otiscích prstů, identifikace rýh
a korón při zpracování oční duhovky a další.
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Výše uvedené kategorie však nelze chápat jako jedinný možný způsob pohledu na roz-
dělení příznaků. Mezi jednotlivými kategoriemi existuje překryv. Například intenzita osvět-
lení nás může zajímat jak v jednom jediném bodě, tak i v určité oblasti. Proto je důležité
si uvědomit, že příznaky používané v počítačovém vidění by měly být smysluplné, a také
by mělo být možné je v obrazu detekovat. Tedy nějak určit jejich pozici.
K příznakům se ještě vážou minimálně dva pojmy, které by bylo dobré zmínit. Jedná
se o příznakový vektor a příznakový prostor.
Příznakový vektor
Jde o n-rozměrný vektor jednoduchých číselných příznaků, které reprezentují určitý
objekt. Je důležité, aby tento vektor byl dostatečně rozlišující. Musí být ale zachovaný
rozumný poměr mezi rozměrem tohoto vektoru a rozlišitelností. Čím vyšší je dimenze
tohoto vektoru, tím je výpočetně náročnější porovnávání těchto vektorů a vyhledávání
objektů ve scéně.
Příznakový prostor
Je to abstraktnní n-rozměrný prostor, ve kterém je příznak reprezentovaný jako jeden
bod. Rozměr tohoto prostoru je určen počtem číselných hodnot, které popisují danou
třídu příznaků.
2.1 Detekce význačných bodů
Význačný bod nebo oblast je pro nás taková část obrazu, kde dochází k velké změně in-
tenzity jasu. Nejlépe, když jde o změnu skokovou. O detekci těchto míst bylo v posledních
třiceti letech publikováno velké množství článků. Mezi nejzajímavější práce patří bezesporu
práce H. P. Moravce[25], který představil průlomovou detekci hran a rohů založenou na au-
tokorelační funkci. Taky definoval pojem
”
body zájmu“ jako body, které v obraze uzavírají
viditelně odlišné regiony a zárověň by mohly být použity k nalezení korespondujících oblastí
mezi dvěma po sobě jdoucími snímky. Na jeho práci nepřímo navázal C. Harris[12], který ve
své práci navrhnul jiný postup ohodnocení autokorelační funkce. Z modernějších rohových
detektorů by bylo vhodné jmenovat třeba SUSAN[31] nebo Trajkovicův operátor[33], kdy
oba jmenovaní se zaměřili hlavně na malou výpočetní náročnost a vysokou stabilitu nale-
zených bodů. Pokud odhlédneme od detekce rohů k detekci regionů, tak tady se v poslední
době používá například postup MSER[20]. V oblibě jsou i metody SIFT[19] a SURF[1]
používající pro lokalizaci příznaků DoG respektive DoH operátory.
Z letmého výčtu je zřejmé, že metod existuje opravdu hodně. Metody byly vyvinuty
v průběhu let, a každá má své charakteristické rysy, které ji předurčují k použití v určíté
sadě úloh. Naneštěstí neexistuje žádná samospásná metoda, která by se dala použít vždy
a za všech okolností. Je důležité si uvědomit, že metody, které dosahují lepší stability a
lokalizace výsledků, jsou zpravidla i více výpočetně náročné a naopak.
Požadavky, které klademe na detektory význačných bodů, jsou především stabilita, lo-
kalizace, odolnost vůči šumu a výpočetní náročnost. Stabilitou je myšleno, že detektor
nalezne ve snímcích téže scény, které jsou zachycené například z rozdílných pozorovacích
úhlů, stejnou množinu bodů. Na obrázku 2.1 je vidět, jak se chová nestabilní metoda hle-
dání rohových bodů, která není invariantní vůči rotaci. Lokalizace se potom vztahuje ke
vzdálenosti, s jakou je například nalezený roh vzdálen od skutečného rohu v obraze. Zbylé
dva požadavky souvisí potom s kvalitou vstupního obrazu a rychlostí zpracování obrazu.
Hlavně při operacích s videem je potřeba zpracování v reálném čase, tedy minimálně 25
snímků za sekundu.
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Obrázek 2.1: Ukázka nestability detektoru rohových bodů
V následující části práce budou podrobněji popsané některé významné operátory a
postupy pro detekci hran, rohů a regionů.
2.2 Moravcův operátor
Jde o jeden z prvních rohových detektorů. Tento operátor byl objeven Hansem P. Moravcem[25]
v roce 1977 při jeho práci na navigaci robota v neuspořádaném prostředí. Jeho cílem je hle-
dat lokální maximum minimální změny intenzity pohybem malého pravoúhlého okna přes
obraz. Formálně lze specifikovat problém následovně. Nechť I je intenzita obrazu a E je




wu,v[Ix+u,y+v − Iu,v]2 (2.1)
Kde w specifikuje okno obrazu. Pohyb obrazu (x,y) zahrnuje kroky z množiny {(1,0), (1,0),
(1,1), (0,1), (-1,1)}.
Pro každý pixel obrazu se určuje, jestli je rohový tím, že je zvažována podobnost mezi
okny umístěnými na okolních pixelech. Následuje několik případů, které mohou nastat (viz
grafická reprezentace 2.2):
(a) Nezajímavá oblast nastane v případě, že je změna intenzity obrazu v okolních bodech
zkoumaného pixelu stejná nebo velmi podobná
(b) Oblast hrany je případ, kdy okolní oblasti zkoumaného pixelu jsou na stejné straně
hrany stejné a oblasti na opačné straně hrany jsou jiné
(c) Oblast rohu jde o specifickou odezvu, kdy jsou oblasti kolem zkoumaného pixelu, který
představuje roh, navzájem odlišné
(a) Prostor (b) Hrana (c) Roh
Obrázek 2.2: Grafické znázornění případů Moravcova operátoru
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Moravcův operátor s oknem obvykle velkým 3x3, 5x5 nebo 7x7 bodů tedy může být
použit pro určení rohovosti každého bodu obrazu. Výpočtem nad celým obrazem vznikne
takzvaná
”
mapa rohovosti“. V této mapě body, které jsou rohy, mají v okolí nejvyšší hod-
notu. Potlačením nemaximálních hodnot z této mapy dostaneme množinu bodů, které lze
chápat jako rohy.
Bohužel jak už vyplývá z principu algoritmu, tak ten reaguje i na osamocené pixely,
které mají rozdílnou intenzitu, jako na rohy. To je velmi nevhodné chování hlavně v obraze,
kde se nachází velké množství šumu. Po potlačení nemaximálních hodnot bude v množině
totiž velké množství hodnot, které operátor vyhodnotí jako rohy, i když rohy nejsou.
Řešením je nastavit určitý práh
”
rohovosti“ a rohy, které mají nižší odezvu než je práh,
zahodit. Hodnotu prahu je nutné nastavit obezřetně. Při špatné hodnotě prahu by jinak
byly zahazovány i skutečné rohy!
V dnešní době je tento oprátor považovaný za zastaralý a i přes svou výpočetní efektiv-
nost nenachází velké uplatnění. Mezi jeho hlavní nedostatky patří již zmíněný šum a také
to, že není invariantní vůči rotaci, což je častý požazavek na moderní detektory.
2.3 Harrisův detektor
Harrisův rohový detektor byl představen v [12] Chrisem Harrisem a Mikem Stephensem.
Podobně jako Moravec se zabývali interpretací prostředí pro robota, který snímá sve okolí
jednou kamerou. Potřebovali tedy nalézt korespondenci bodů mezi jednotlivými snímky
z kamery. Jejich cílem bylo vytvořit kombinovaný detektor hran a rohů, který bude mít
lepší stabilitu nalezených bodů. Svůj výzkum položili na základech Moravcova operátoru
se snahou odstranit jeho nedostatky. Pro každý z problémů bylo navrženo i řešení[12]:
1. Odezva má v různých směrech jiné vlastnosti, protože je použita jen dis-
krétní množina posuvů a je uvažován posuv pouze v násobcích 45◦. Podle
Harrise je možné pokrýt všechny přípustné malé pohyby analytickým rozšířením pů-




wu,v[xX + yY +O(x2, y2)]2 (2.2)
kde první gradienty jsou vyjádřeny jako:
X = I ⊗ (−1, 0, 1) ≈ ∂I/∂x
Y = I ⊗ (−1, 0, 1)T ≈ ∂I/∂y
2. Odezva je zašuměná, protože je okénko binární a pravoúhlé. Řešením je





3. Moravcův operátor až příliš reaguje na hrany, protože je zahrnuto do vý-
počtu příliš málo informace z okolních odezev. Harris proto přeformuloval
hodnocení, které určuje kdy se jedná o roh a kdy o hranu. Dosáhnul toho, že algorit-
mus reaguje v závislosti na zvoleném prahu především na rohy nebo na hrany. A taky
toho, že algoritmus se stal invariantním vůči rotaci obrazu.
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Harris ve výpočtu odezvy začal používat matici parciálních derivací 2.4, která je pužita


















Harrisova odezva je potom určena vztahem R = detA−κtrace2(A), kde má pro většinu pří-
padů konstanta κ hodnotu v rozmezí 〈0, 04, 0, 06〉. Rozmezí hodnot bylo empiricky zjištěno
a tyto hodnoty dosahují nejlepších výsledků. Vyhodnocení odezvy R je následovné. Pokud
je R malé, tak pixel je v nějaké oblasti neměnící se intenzity. R < 0 znamená, že pixel leží
na hraně. Konečně R > 0 značí, že se jedná o rohový bod.
Nalezené rohové body jsou invariantní vůči rotaci při stejném měřítku. S významnější
změnou měřítka se detektor vypořádat nedokáže.
Po aplikaci všech výše zmíněných úprav se stal Harrisův operátor robustnějším než
Moravcův, ale bohužel se podstatně navýšila výpočetní náročnost algoritmu. I přesto se
jedná o hojně používaný detektor.
2.4 SUSAN detektor
Smallest Univalue Segment Assimilating Nucleus(SUSAN) je nový přístup k detekci rohů,
který představili v [31] Smith a Brady v roce 1997. Základem tohoto algoritmu je porov-
návání pixelů s malou kruhovou maskou. Předpokladem je, že v této malé oblasti mají
všechny pixely podobnou intenzitu jasu. Grafické znázornění těchto oblastí je vidět na ob-
rázku 2.3. Algoritmus počíta pixely, které mají stejnou nebo velmi podobnou hodnotu jasu
jako středový pixel(
”
nucleus“) kruhové oblasti. Tyto pixely se potom označují jako Uni-
value Segment Assimilating Nucleus(USAN). Detekce rohových bodů je provedena tak, že
se spočítají USAN hodnoty pro každý pixel obrazu. Tím vznikne mapa USAN hodnot, ve
kterých se naleznou lokální minima. Ty jsou chápány jako rohové body.
Obrázek 2.3: Grafické znázornění principu SUSAN detektoru. Zeleně jsou onačeny USAN
oblasti.
Díky tomu, že SUSAN algoritmus nepoužívá pro detekci prostorovou derivaci obrazu,
tak je tato metoda odolná proti šumu i bez potřeby vyhlazovat vstupní obraz. Jedná se
celkem o výpočetně nenáročný problém. Nevýhodou je ovšem poměrně malá stabilita nale-
zených bodů!
2.5 Trajkovicův operátor
Tento oprátor byl navrhnut Miroslavem Tajkovicem a Markem Headleym v roce 1998 a
představen v [33]. Jejich záměrem bylo získat porovnatelné výsledky opakovaní a lokalizace
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bodů jako většina populárních rohových detektorů, ale s co nejmenší výpočetní náročností.
Empiricky dokázali[33], že jejich operátor je 5x rychlejší než Harrisův rohový detektor a
alespoň třikrát rychlejší než operátory které uvažovali, včetně oprátoru SUSAN(2.4), který



















Obrázek 2.4: Tajkovicův operátor
Tajkovicův operátor uvažuje malé kruhové okno, které přikládá na jednotlivé pixely ob-
razu. Středem tohoto kruhu jsou konstruovány přímky, u kterých nás zajímá jejich průnik
s okrajem. V bodech průniku je odečtena informace o intenzitě z obrazu a vzájemně po-
rovnána s hodnotou ve středu. Reálný výpočet je trochu složitější, dochází k aproximacím
bodů (viz grafické znázornění 2.4b).
Pokud budem uvažovat zjednodušený pohled na operátor, tak jak je znázorněný na
obrázku 2.4a, tak intenzitu ve středu okna můžeme označit jako IC a intenzity na obou
koncích úsečky jako IP a IP ′ . Odezva operátoru potom byla stanovena jako 2.5.
C(x, y) = min ((IP − IC)2 + (IP ′ − IC)2), ∀P,P ′ (2.5)
(a) Prostor (b) Hrana (c) Roh
Obrázek 2.5: Grafické znázornění případů Tajkovicova operátoru
Ke zvýšení rychlosti algoritmu využil Tajkovic ještě multigrid algoritmus [33]. Druhým
přínosem tohoto přístupu je zvýšená kvalita detekovaných rohů. Co je to kvalita rohů? Na
to Tajkovic odpoveděl ve své práci tak, že existují geometrické a texturní rohy. Geometrické
jsou rohy, které ohraničují objekt ve scéně. Avšak těchto rohů je ku počtu pixelů scény jen
vzácně přes 1 %. Protože objekty ze scény při zmenšení vstupního obrazu nezmizí, dá se
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předpokládat, že tyto body jsou relativně invariantní vůči měřítku. Naproti tomu texturní
rohy jsou spojené s malými objekty ve scéně a obvykle nemají co do činění s fyzickými rohy.
Při změně měřítka však tyto rohy ze scény do značné míry mizí.
Toho Tajkovic využil a vyhledává rohy ve zmenšeninách původního obrazu. Následně
provede zpětné zkoumání, jestli nalezené body ve zmenšenině jsou i rohy v původním ob-
raze. Díky tomuto opatření je algoritmus velmi výpočetně nenáročný a je tudíž vhodný
pro operace v reálném čase. Bohužel má však i své nevýhody. Trajkovicův operátor není
invariantní vůči rotaci a je citlivý na šum.
2.6 CSS operátor
CSS je zkratkou pro anglický výraz Curvature Scale Space. Tyto metody detekce roho-
vých bodů jsou založené na zcela jiném princpu než byly dosavadní metody. Původní
algoritmus[24] představený v roce 1998 F. Mokhtarianem je založený na určení křivosti
z obrazu, který je pouhou hranovou reprezentací reálného snímku.
Vstupní obraz je tedy potřeba předzpracovat některým z detektorů hran. Kvalita de-
tekovaných rohových bodů závisí na tom, jak kvalitní je hranová reprezentace obrazu. Po
mnoha pokusech zjistili, že plně vyhovující je Cannyho hranový detektor[5] a metoda CSS
s ním dosahuje nejlepších výsledků. Avšak metoda není primárně spojena s žadným kon-
krétním detektorem, použít lze kterýkoliv.
Druhým krokem při detekci je opravení vstupního obrazu. Je nutné vyplnit chybějící
pixely v hranách. Z takto upraveného obrazu se extrahují informace o T spojích a označí
se jako speciální T rohy.
Následně dochází k výpočtu zakřivení jednotlivých hran v maximálním měřítku obrazu.
Ze zakřivení jsou vybrány kandidátní body na rohy. Jde o takové body, které jsou lokálním
maximem v zakřivení a současně mají hodnotu nad nějakým zvoleným globálním prahem.
Kandidátní body jsou potom postupně transformovány do menšího měřítka obrazu a
je zpřesňována jejich pozice v obrazu. Taky se odstraní body, které leží přiliš vedle sebe.
Nakonec se provede porovnání bodů s množinou T rohů, které byly detekovány ihned po
aplikaci hranového detektoru, a pokud leží blízko rohu detekovaných CSS metodou, tak
jsou z výsledku odstraněny.
Tento algoritmus má velký potenciál. Detekované body se vyznačují vysokou stabilitou a
i lokalizace je velmi dobrá. V závislosti na zvoleném hranovém detektoru a jeho paramterech
je CSS detektor odolný proti šumu v obraze. Jeho nevýhodou je však vysoká výpočetní
náročnost.
Výše popsaná metoda však trpí i několika neduhy. Jde především o to, že k detekci
rohových bodů dochází pouze v nejvyšším měřítku obrazu. V nižších měřítcích už se pouze
upřesňuje lokalita bodů. Dalším aspektem, který není příliš ideální, je použití globálního
prahu pro určení kandidátních bodů. Řešení těchto problémů naštěstí nabízí novější varianta
této metody s adaptivním lokálním prahem představená v [14].
2.7 MSER detektor
MSER (Maximally stable extremal regions) detektor byl představen J. Matasem a kolek-
tivem roku 2002 v [20]. Už se na rozdíl od předchozích metod nejedná o detektor rohů a
hran. Jde o detektor oblastí. Tuto metodu vytvářeli s důrazem na schopnost nalézt kore-
spondenci mezi dvěma obrazy pořízenými z jiných pozorovacích úhlů. Výstupem metody je
11
obsáhlý počet elementů, který umožňuje široké srovnání dvou obrazů a vede k lepší aplikaci
algoritmů počítačového vidění při zpracování stereo obrazu.
Princip metody je následující. Vstupem procesu je šedotónový obraz, který se postupně
prahuje. Hodnota, která je pod hodnotu prahu, zapíše do výsledku černý pixel a hodnota
rovna nebo přesahující prah má ve výsledku bílou barvu. Představte si, že výsledek praho-
vání spustíme jako jednotlivé snímky po sobě a začneme vzestupně od prahu 0. Jako první
je vidět zcela bílý obraz, protože intenzitu uvažujeme jen v intervalu 〈0, 255〉. Postupně
se se zvyšujícím prahem začnou objevovat rostoucí černé fleky, které odpovídají lokálnímu
minimu intenzity. Dále budou v obrazu vznikat body, ve kterých dojde k propojení dvou
lokálních minim. Jako poslední snímek bude naprosto černá obrazovka, při nastavení prahu
255.
Množina bodů spojení všech komponent, které vzniknou při propojování lokálních mi-
nim přes všechny snímky, je množina všech maximálních regionů. Jak je z popisu zřejmé, tak
MSER detektor sdílí určité rysy s algoritmem rozvodí [34], který se používá pro segmentaci
obrazu.
MSER má následující vlastnosti. Všechny intenzity v každém regionu jsou buď nižší,
to platí pro tmavé extrémní oblasti, nebo vyšší, to platí pro světlé extrémní oblasti, než
intenzity mimo jejich hranice. Každý region je afinně invariantní vůči geometrickým a foto-
metrickým transformacím. Je schopen detekovat velmi malé regiony stejně tak dobře jako
regiony rozsáhlé. Složitost algoritmu lze vyjídřit funkcí O(n log log(n)).
Jedná se tedy z praktického hlediska o velmi rychlou metodu získání zajimavých oblastí
z obrazu. Existuje však ještě novější varianta tohoto algoritmu. Linear Time MSER [26] je
algoritmus, který dosahuje stejných výsledků jako standardní implementace MSER, jen je
jeho teoretická složitost O(n). Jedná se taky o algoritmus s menší prostorovou složitostí.
2.8 Harris-Laplace
Standardní 2D Harrisův rohový detektor, jak byl popsaný v 2.3, se nedokáže vyrovnat
s komplexnější afinní transformací obrazu. Harrisův afinní detektor představený v [23],
neboli Harris-Laplace detektor, je kombinací původního postupu a gaussova prostoru měří-
tek. Cílem bylo vytvořit detektor invariantní vzhledem k měřítku. Harrisův detektor nabízí
vhodnou startovní pozici pro výběr významných bodů, protože mají dobrou invarianci vůči
rotaci a částečnou vzhledem ke změně osvětlení. Nejsou však invariantní k měřítku. Z toho
důvodu se musí rozšířit Harrisova matice tak, aby reflektovala změnu měřítka.
M = µ(x, σI , σD) = σ2Dg(σI)⊗
[
L2x(x, σD) LxLy(x, σD)
LxLy(x, σD) L2y(x, σD)
]
(2.6)
Kde g(σI ) je Gausovo jádro s rozměry σI , x je bod obrazu (x, y) a L(x) je gausovsky
vyhlazený obraz. Matice popisuje rozložení gradientu v lokálním sousedství zkoumaného
bodu. Lokální derivace jsou počítány s Gausovým jádrem, jehož velikost je určena lokálním
měřítkem σD . Pro tuto matici je potom odezva na rohy definována jako 2.7.
R = det(µ(x, σI , σD))− α trace2(µ(x, σI , σD)) (2.7)
Lokální maxima odezvy potom určují body zájmu. Nad těmito body je proveden proces
automatického výběru měřítka. Myšlenka je vybrat příznačné měřítko lokální struktury,
pro které má daná funkce extrém přes všechna měřítka. V [22] porovnávali několik difere-
nčních operátorů. Experimenty ukázaly, že Laplacián Gausiánu (dále LoG) nalezne největší
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množství správných příznačných měřítek. Pro body je tedy počítána následující rovnice 2.8.
|LoG(x, σn)| = σ2n|Lxx(x, σn) + Lyy(x, σn)| (2.8)
2.9 Detektor vyčnívajících regionů
T. Kadir a M. Brady v [16] představili detektor význačných regionů, který je postavený na
hustotě pravděpodobnosti intenzity osvětlení p(I) počítané přes eliptickou oblast Ω. V této
práci rozšířili svůj starší detektor, který pracoval jen s kružnicemi [15]. Značnou nevýhodou
tohoto detektoru je nutnost manuálního zásahu při označování korespondujícího výběru
detektoru. Tento krok není ve většině praktických aplikacích akceptovatelný. Popis jak tento
algoritmus funguje v bodech:
1. v každém bodě c = (x, y) je vypočtena entropie hustoty pravděpodobnosti p(I) přes
tři parametry (s, ρ, θ) elipsy, která má střed v bodě c. Kde ρ je poměr os elipsy a θ je





2. pro každý bod c potom existuje množina měřítek, ve kterých entropie vrcholí. Tato





p(I) log p(I) (2.9)
3. kandidátní význačné regiony jsou řazeny vzhledem k velikosti derivace hustoty pravdě-






∣∣∣∣∂p(I; s, ρ, θ)∂s
∣∣∣∣ (2.10)
4. nejlépe hodnocené vrcholy jsou získány řazením podle jejich význačnosti y = Hw
2.10 PCBR detektor
PCBR je zkratka pro anglický výraz Principal Curvature-Based Region. Jde o moderní a
zajímavou metodu, která byla představena v roce 2007 v [8]. Jedná se o zcela odlišný přístup
než u MSER a nebo Harris-Laplace detektoru. Tyto byly postavené na zkoumání intenzity
jasu okolí vybraných bodů. Oproti tomu PCBR je metoda, která se zabývá strukturou
obrazu jako jsou čáry, hrany a nebo křivky. Tyto atributy obrazu jsou totiž více odolné
proti změně intenzity jasu, barvy a nebo pozice.
Algoritmus pracuje s pojmem
”
křivočaré struktury“. Jedná se o linie, které mohou být
rovné a nebo zakřivené. V praxi se jedná například o letecké snímky dopravních komunikaci
nebo různá medicínská data, jako je třeba angiografie cév. Pokud se na takovýto typ obrazu
nazírá z pohledu intenzity jasu, tak křivočaré struktury odpovídají hřebenům a údolím na
povrchu. Postup jak tyto struktury detekovat přebírá metoda z prvního kroku detektoru
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Kde Ixx, Ixy a Iyy jsou druhé parciání derivace obrazu vyhodnocené v bodě x s Gausso-
vým měřítkem parciální derivace σD. Pro matici H se v každém bodě obrazu vypočítají
vlastní čísla λ1 a λ2 pro maximální respektive minimální hodnotu. Výsledný obraz, který je
označován jako Principal Curvature Image(obraz hlavního zakřivení, dale jen PCI), vznikne
vyhodnocením výrazu P(x) = max(λ1(x), 0) respektive P(x) = min(λ2(x), 0). První vztah
vrací odezvu na tmavé hrany na světlém pozadí. Naopak druhá vrací nejvyšší odezvu na
světlé hrany na tmavém pozadí.
Výpočet PCI se podobně jako u jiných metod provádí v prosotru měřítek. Nejprve je
provedeno vyhodnocení na obrazu s dvoujnásobnou velikostí, než je jeho originální velikost.
V každé úrovni obrazové pyramidy je vypočteno šest částí. První je vstupní obraz dané
úrovně a zbylých pět jsou gausovsky rozostřené snímky. Každý čtvrtý snímek je potom
převorkován na poloviční velikost a stává se z něj vstupní obraz další úrovně pyramidy.
Pyramida má celkově n = log(min(w, h))− 3 úrovní, kde w je šířka vstupního obrazu a h
je jeho výška. V každé úrovni se vytvoří výsledné PCI tak, že se vezmou vždy tři po sobě
jdoucí snímky, a v každém jejich bodě se spočítá maximální hodnota zakřivení z těchto tří
snímků. Výsledkem budou 4 PCI v každé vrstvě obrazové pyramidy.
Na vzniklé PCI bude aplikována metoda rozvodí[34], která se běžně používá pro seg-
mentaci přímo obrazu intenzit jasu nebo velikosti gradientu v obraze. Tato metoda je ale
bohužel citlivá na šum v obraze, tak se ještě před ní obraz musí předzpracovat, protože
jinak je výstupem detektoru velká množina regionů, které nemají požadované vlastnosti.
Nad PCI je provedena šedtódová morfologická operace uzavření. Jde tedy o kombinaci mor-
fologických operátorů eroze a dilatace. Tím jsou z obrazu odstraněny malé regiony, které
většinou závisí na šumu obrazu. Druhým krokem v předzpracování je vyčištění PCI obrazu,
ke kterému je využita vlastní varianta prahování s hysterezí. Kdy hodnoty nad horním pra-
hem se stávají semínky pro hodnoty, které přesahují pouze spodní prah a nabalují se na ně.
Spodní práh je na rozdíl od klasické metody určený funkcí, která je vypočítána na základě
vlastních čísel vektorů osmiokolí zkoumaného pixelu. Na takto prahovaný obraz je potom
aplikovaná metoda rozvodí.
Nakonec je vypočítána chyba překryvu nalezených regionů v jednotlivých měřítcích ob-
razové pyramidy. Je zkoumána vždy chyba mezi třemi úrovněmi. A pro každý korespondující
PCI v úrovni. Nastavením určitého prahu jsou potom zvoleny vhodné regiony, které jsou
výstupem PCBR algoritmu.
Výsledné regiony nemají takovou opakovatelnost[8] jako třeba ty, které získáme z algo-
ritmu MSER. Jde však o regiony, které jsou stabilní i v případě nestabilní intenzity zkou-





Ve chvíli, kdy už máme v obrazu nalezena místa nebo oblasti, které nás zajímají, tak na-
stává chvíle, kdy je nutné je nějak popsat. Asi nejjednodušším popisem je vektor hodnot
jednotlivých pixelů. Takový popis ale není příliš vhodný. Ideální deskriptor příznaku by měl
nést hodnověrnou informaci o objektu, která umožní snadné a rychlé porovnávání a vyhle-
dávání. Měl by být schopný vyrovnat se s velkým počtem rozdílných objektů, s částečně
překrytými objekty a s rušivým pozadím, které je například velmi podobné ohodnocova-
nému objektu. Je zde i požadavek na invarianci vůči velké škále transformací(geometrícké,
fotometrické).
Výsledkem popisu je příznakový vektor, který má určitou dimenzi. Na velikosti této
dimenze závisí většinou vyjadřovací schopnost tohoto příznaku a také rychlost, s jakou se
jednotlivé příznaky porovnávají mezi sebou. Je proto nutné u určitých metod volit kom-
promis. Například u metody SURF je možné volit mezi 64 složkovým a 128 složkovým
příznakovým vektorem. Rozdíl v rychlosti porovnávání je značný.
V literatuře bylo popsáno velké množství deskriptorů a u mnoha z nich bylo prokázáno,
že se hodí k určité aplikaci v počítačovém vidění(například pro sledování pohybu v obraze,
kategorizaci objektů, popis obrazů, . . .). Dále budou popsány některé možné deskriptory.
V samostatných částech potom bude přiblížena funkce deskriptorů SIFT a SURF.
3.1 Deskriptory založené na filtraci
Myšlenka popisu příznaků je založena na filtraci okolí bodu zájmu. Cílem je získat filtrací
co nejlepší odezvu filtru. Jsou dva přístupy, jak toho dosáhnout. Je možnost vzít nějaký filtr
a aplikovat mnoho malých změn jeho pootočení, a tak zjistit ideální odezvu filtru v daném
bodě. Víc efektivním přístupem je však aplikovat pouze několik filtrů, které korespondují
pouze několika změnám úhlu a odezvu potom interpolovat mezi nimi. Potom ale potřebu-
jeme znát jaké množství filtrů je potřeba a jak správně provést interpolaci mezi odezvama.
Se správnou množinou filtrů a správnými interpolačními pravidly je možné určit odezvu
libovolného natočení filtru, aniž bychom ho aplikovali.
V [11] William T. Freeman a Edward H. Adelson použili pro třídu filtrů, ve kterých
může být libovolná orientace filtru složena z lineární kombinace množiny jednoduchých
filtrů, výraz
”
steerable filter“(dále jen SF). Dokázali, že pro každou frekvenčně omezenou
funkci v úhlové frekvenci, lze s dostatečným množstvím jednoduchých filtrů vytvořit SF.
V praxi jsou ale použitelné hlavně ty funkce, které pro SF potřebují co nejmenší počet
jednoduchých filtrů. Při vytváření SF filtrů se vytváří vždy dvojice fázově posunutých filtrů
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o 90◦, kdy oba mají stejnou frekvenci, ale jeden je Hilbertovou transformací toho druhého.
Takto vytvořené dvojice analyzují spektrální sílu nezávisle na fázi a mohou být použity
k získání odezvy filtru s libovolným fázovým posuvem. V praxi je vhodné používat derivace
Gaussovy funkce, které jsou užitečné v mnoha úlohách počitačového vidění.
Schaffalitzky představil v [28] jiný přístup pro vytvoření banky filtrů. Použil lineární
filtry, které jsou podobné derivaci Gaussovy funkce. Výpočítává se z funkce 3.1.
Kmn(x, y) = (x+ iy)m(x− iy)nG(x, y) (3.1)
kde G(x, y) ja Gaussián. A použity jsou jen filtry, pro něž platí m+n ≤ 6 a současně m ≥ n.
To dává dohromady banku 16 filtrů. Tedy 16 odezev pro jeden zkoumaný bod v obraze.
3.2 Textony
Textony jsou příznaky textur objektů. Odkazují na základní mikrostruktury v přírodních
obrazech a jsou chápány jako základ lidského vnímání[38]. Vychází se z předpokladu, že
pixely obrazu nejsou jeho přirozenou reprezentací. Jinou reprezentací může být jeho složení
z elementárních prvků. Těmito základními prvky jsou potom textony tedy vzory, které
jsou transformovány přes filtry. Pokud máme takovýto pohled na obraz, tak pak je možné
provést i zpětnou filtraci obrazu a nalézt v něm umístění jednotlivých textonů.
Bylo vyvinuto velé množství textonů pro charakteristiku příznaků. Klíčovou rolí při
jejich extrakci je použití vhodné banky filtrů. Například Cordelia Schmid [29] zvolil pro
ohodnocení kůže zebry a geparda 13 rotačně invariantních filtrů, které jsou popsané rovnicí
3.2.








3.3 Deskriptory založené na derivaci
Lokální derivace byly prozkoumány Koenderinkem a Van Doornem[17]. Na jejich práci
navázal Luc Florack se svou skupinou [10] a připravili množství lokálních derivací. Pro
lokální reprezentaci příznaků potom vytvořili rotačně invariantní deskriptory.
Jeden z nejpopulárnějších deskriptorů založeném na principu derivací vyvinul C. Schmid
a R. Mohr [30]. Jedná se o množinu diferenciálních invariantů třetí lokální derivace. Lokální
derivace stupně N v bodě ~x = (x1, x2) je Li1...ik...in(~x, σ). To může být jiným způsobem
získané jako konvoluce obrazu I s derivací Gaussiánu Gi1...ik...in(~x, σ), kde ik ∈ x1, x2.
3.4 Deskriptory založené na barvě
Tyto deskriptory příznaků jsou založené na informaci o barvě pixelů v okolí zkoumaného
bodu. Moc pozornosti se však netěší. Většina metod totiž pracuje pouze s jasem.





spherical angle“). Každý z těchto čtyř deskriptorů nabízí
invarianci vůči jiným typům transformací.
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3.5 SIFT
SIFT (Scale Invariant Feature Transform) je komplexní algoritmus pro detekci a ohod-
nocení příznaků v obraze představený Davidem G. Lowem roku 1999 [19]. Algoritmus je
patentovaný v USA1.
Lokalizace příznaků
Cílem je detekovat pozice zajímavých bodů, které se v SIFT nazývají
”
klíčové body“, v ob-
razové pyramidě tak, aby byly invariantní vůči posuvu, změně měřítka a rotaci. Taky je
kladen důraz na co nejmenší ovlivnění těchto bodů šumem v obraze. K dosažení invariance
vůči rotaci a vysoké efektivity algoritmu se klíčové body vybírají jako maxima a minima
rozdílu Gaussovy funkce aplikované v scale-space. Toto může být velice efektivně vypočítané
jako obrazová pyramida, kde mezi každými dvěma obrazy docházi k převzorkování. Výsled-
kem tohoto postupu je v SIFTu typicky určeno pro vstupní obraz o rozměrech 512x512
pixelů na 1000 klíčových bodů.
Metoda DoG(Difference of Gaussians), jak je nazýván postup, který metoda SIFT pou-
žívá pro lokalizaci bodů, slouží jako aproximace metody LoG(Laplacian of Gaussians).
Jedná se tedy o aproximaci druhé derivace vstupního obrazu. Jak vypadá tato aproximace
je znázorněno na sigmoidální funkci f = 1/(1 + exp(−x)) viz obrázky 3.1. Je dobré si všim-
nout podobnosti výsledku druhé derivace funkce f na obrázku 3.1b a obrázku rozdílu dvou
gaussovsky rozostřených funkcí 3.1e.
(a) Funkce f (b) 2. derivace f
(c) 1. gaussovo rozostření f (d) 2. gaussovo rozostření f (e) DoG
Obrázek 3.1: Grafické znázornění aroximace LoG pomocí DoG
2D Gaussova funkce je separovatelná. Její konvoluce s obrazem může být efektivně spočí-









Pro lokalizaci klíčů jsou všechny vyhlazovací operace počítány s parametrem σ =
√
2.
Taková funkce může být uspokojivě aproximována konvolučním jádrem se sedmi vzorky[19].
1Vlastníkem patentu US6711293 je University of British Columbia
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Vstupní obraz je prvně bilineárně převzorkován na svoji dvojnásobnou velikost, abychom
v následné části algoritmu nepřišli s ohledem na zpracování pyramidy o vysoké prostorové
frekvence v obrazu. Nad tímto převzorkovaným vstupním obrazem je prvně provedena
konvoluce Gaussovou funkcí s parametrem σ =
√
2, po které vznikne obraz A. Tento je dále
podroben konvoluci a jeho výsledné rozostření je rovno σ = 2. Tento obraz má označení B.
Rozdíl Gaussových funkcí je potom výsledkem odečtení obrazu B od obrazu A. Rozdíl má
potom zase poměr rozostření roven σ =
√
2.
Při generování nižšího stupně obrazové pyramidy se převzorkuje obraz B s použitím
bilineární interopolace a rozestupem pixelů 1,5 v každém směru. Tento rozestup říká, že nový
pixel bude lineární kombinací 4 pixelů z původního obrazu. Nad nově vzniklým obrazem je
proveden zase postup rozostření a odečtení jako ve zdrojovém obrazu.
V takto vytvořené pyramidě je provedeno vyhledání maxim a minim. Prvně se pro každý
pixel zkontroluje jeho osmiokolí. Pokud je na dané úrovni pyramidy pixel maximem nebo
minimem, tak je pro něj určen jeho adekvátní pixel v nižší úrovni pyramidy. Pokud hod-
nota pixelu na této úrovni zůstává vyšší(v případě maxima) nebo nižší(v případě minima)
vzhledem k jeho adekvátnímu pixelu a jeho osmiokolí, tak je stejný test proveden pro vyšší
vrstvu pyramidy(viz obrázek 3.2a). Celkem je tedy zkoumaný pixel porovnán s 26 jinými
pixely. Většina bodů je však z výpočtu vyloučena po několika málo porovnáních, a proto
není tento výpočet příliš náročný.
Pro každý klíčový bod je spočítán ve všech úrovních pyramidy gradient a orientace
tohoto bodu. Robustnosti vůči změně osvětlení je potom dosáhnuto prahováním velikosti
gradientu prahem, který je 0,1 násobkem maximální hodnoty gradientu. Ke každému bodu
je taky přiřazena jeho orientace v prostoru, a proto se stává invariantním vůči rotaci.
Lokální obrazový deskriptor
Předcházející série operací vedla k vytvoření klíčových bodů, které mají přiřazenou pozici,
rozměr a orientaci. Dalším krokem je tedy vypočítat popis lokální oblasti kolem tohoto
klíčového bodu. Tento popis musí být vysoce rozlišující, a taky co nejvíce invariantní vůči








Obrázek 3.2: (a) test sousedních pixelů v algoritmu, (b) deskriptor SIFT
Obrázek 3.2b názorně ukazuje popis jednoho klíčového bodu(na obrázku zelený bod)
v metodě SIFT. Prvním krokem k získání popisu je vzhledem k měřítku klíčového bodu
kolem něj namapovat velikost gradientů v jednotlivých pixelech. Aby byla zachována in-
variance vzhledem k rotaci, tak jsou souřadnice deskriptoru a orientace relativně rotovány
vzhledem k orientaci klíčového bodu.
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Aby gradienty, které jsou vzdálenější od klíčového bodu, míň ovlivňovaly deskriptor,
je použita Gaussova váhová funkce. Její σ je rovno polovině šířky okna deskriptoru. Na
obrázku 3.2b je to naznačeno kružnicí nad maticí deskriptoru. Vzdálené rohové body masky
tak budou mít mizivý vliv na výsledný popis klíčového bodu.
Jednotlivé buňky SIFT histogramu, který má 16x16 buňek je naplněno ze zdrojových
hodnot gradientu prostřednictvím trilineární interpolace. Buňky histogramu jsou potom
seskupovány do regionů velikých 4x4 (na obrázku 3.2b vlevo nahoře). Výsledkem je tedy
16 regionů. V těchto regionech nezáleží na kombinaci jednotlivých dílčích buňek. Výsledek
je vždy stejný, protože region je reprezentován jako histogram 8 orientací(na obrázku 3.2b
vpravo dole), kde délka každého směru je daná součtem hodnot gradientu v jeho matici 4x4.
To umožňuje zachytit nepatrné posuny klíčového bodu v obraze a být proti nim invariantní.
SIFT deskriptor je potom vektor hodnot popisující orientace v histogramu gradientů,
které odpovídají délkám jednotlivých šipek, které jsou vidět na obrázku 3.2b vpravo dole.
Velikost vektoru deskriptoru je 128 hodnot. Jde o 4x4 regiony a každý obsahuje histogram
8 orientací. Vektor je na konci výpočtu normalizovaný na jednotkovou délku. To umožní
redukovat závislost deskriptoru na osvětlení. Jedná se ale pouze o redukci lineární změny
osvětlení.
Proti nelineární změně osvětlení, která může být způsobena například rozílnou změnou
osvětlení povrchu tělesa při jeho otočení v závislosti na jeho materiálu, se výsledný vektor
prahuje hodnotou 0.2(hodnota zvolena experimentálně). Každá složka vektoru, která pře-
sahuje, je nastavena na 0. Po tomto kroku následuje opětovná normalizace na jednotkovou
délku.
Výsledkem všech operací je nakonec normalizovaný vektor 128 hodnot, který popisuje
klíčový bod a je do značné míry invariantní vůči změně osvětlení.
3.6 SURF
Herbert Bay se svými kolegy v roce 2006 představili v [2] nový postup pro lokalizaci a
popis význačných bodů v obraze. Později tento postup ještě publikovali v [1]. Cílem jejich
výzkumu bylo navrhnout detektor a deskriptor, který by byl rychlejší než tehdy používané
postupy, ale tak, aby neutrpěla přesnost popisu klíčových bodů. Jejich přístup nazvali SURF
(Speed-Up Robust Features).
Detekce bodů zájmu
Detektor je založený na Hessově matici. Nepoužívá však přesný výpočet této matice, ale
implementuje pouze základní aproximaci, asi podobně, jako je v metodě SIFT(3.5) Lapacián
aproximovaný rozdílem Gaussiánu. Svoji metodu nazvali
”
rychlý Hessův detektor“ a je
založený na integrální reprezentaci obrazu. Tato reprezentace značně redukuje čas potřebný
na výpočet.
Integrální obraz, tak jak ho definoval například Viola v [35] je v každém svém bodě





kde ii(x, y) je bod ve výstupním integrálním obrazu a oi(x′, y′) jsou body v originálním
obrazu. Velikou výhodou výpočtu integrálního obrazu je, že je možné ho vypočítat v jednom
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jediném průchodu. Myšlenka spočívá v zavedení pomocné funkce s(x, y), která rekurentně
reprezentuje součet v každém sloupci. Integrální obraz lze potom vypočítat jako:
s(x, y) = s(x, y − 1) + oi(x, y) , s(x,−1) = 0
ii(x, y) = ii(x− 1, y) + s(x, y) , ii(−1, y) = 0
Důvod, proč je tato reprezentace obrazu použita v metodě SURF, spočívá v možnosti rych-
lého výpočtu konvolučních filtrů nad obrazem. Přitom nezáleží na velikosti těchto filtrů,
protože v integrálním obrazu lze vypočíst součet intenzit jakékoliv velké oblasti pouze po-
mocí dvou součtů a jednoho rozdílu.
S integrálním obrazem je potom provedena konvoluce s jádry, které reprezentují jednot-
livé derivace potřebné pro výpočet Hessovy matice. Z výsledné matice je potom spočítán
determinant, který se ještě dále normalizuje, aby se zmírnil dopad aproximace.
Body zájmu je potřeba vyhledat v různých měřítcích zdrojového obrazu, aby se body
staly invariantní vůči změně měřítka. Metoda SURF nepoužívá běžného přístupu k vy-
tvoření scale-space, jako třeba metoda SIFT, tedy Gaussovské rozmazání a převzorkování
obrazu na nižší rozlišení. Naopak je tu využita výhoda integrální reprezentace obrazu. Je-
likož rychlost konvoluce nad tímto typem obrazu není závislá na velikosti jádra, tak zde
dochází ke zvětšování velikosti jádra filtru. To sebou nese značnou výhodu, protože je tento
proces možné paralelizovat. Výpočet jedné vrstvy nezáleží na předchozí. Všechny se počítají
přímo ze zdrojového obrazu. Výhodou je také to, že nenastává aliasing, protože nedochází
k žádnému převzorkování. Stinnou stránkou je potom to, že tento způsob filtrace zachovává
vysoké frekvence v obrazu ve všech měřítcích, což limituje invarianci vůči příliš oddáleným
variantám stejné scény.
Scale-space je rozdělený do skupin. Každá skupina obsahuje konstantní počet měřítek
filtrovaného obrazu. Konstrukce první skupiny začíná filtrem velikosti 9x9. Tím je spočítaná
odezva pro nejmenší meřítko odbrazu. Vzhledem ke vzhledu[1] filtru je důležité jeho zvětšení
pro další krok o 6 pixelů, aby si zachoval svoje vlastnosti. Takže další část skupiny je potom
vypočítaná aplikováním filtrů 15x15, 21x21 a 27x27. Tím je vypočítaná první skupina scale-
space. Zbývající skupiny se vypočítají stejným způsobem, jen zvětšování filtru v každé další
skupině bude dvojnásobné. Počáteční velikost filtru je rovna druhé úrovni předcházející
skupiny, to znamená pro další skupiny počáteční filtr velikosti 15, 27, 39 a 51. Nemá smysl
vypočítávat více než 4 nebo 5 skupin, protože jak při testování prokázali, tak zajímavých
bodů z velkých měřítek vzniká jen zanedbatelné množství.
Výsledná množina význačných bodů je potom z prostoru vyfiltrovaných obrazů v růz-
ném měřítku stanovena na základě eliminace bodů, které nejsou maximem. Jde v podstatě
o stejný princip jako v metodě SIFT (viz obrázek 3.2a). Testovaný bod je v prostoru 3x3x3
kolem sebe porovnáván, jestli je lokálním extrémem v dané oblasti. Body, které jsou ex-
trémy, patří do množiny významných bodů.
Lokální obrazový deskriptor
Aby byl deskriptor invariantní vůči rotaci, tak je nutné zaprvé zjistit orientaci bodu zájmu
vzhledem k okolí. K tomuto účelu je spočítaná odezva Haarovych vlnek ve směru x a y
uvnitř kruhového okolí bodu. Velikost tohoto okolí je rovna 6m(šestinásobku měřítka ve
kterém byl tento bod detekován). Rozměr vlnky taktéž závisí na měřítku bodu a je roven
4m. Pro výpočet odezvy se opětovně použije konvoluce nad integrálním obrazem.
Výsledné odezvy po transformaci jsou váhovány Gaussovou funkcí s parametrem sigma
rovným 2m. Střed funkce je umístěný nad bodem zájmu. Výsledkem jsou body v prostoru.
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Nad těmito body je pohybováno kruhovým oknem, jak je vidět na obrázku 3.3a. Horizon-
tální a vertikální odezvy jsou v tomto okně sečteny a výsledkem je lokální orientační vektor.







Obrázek 3.3: (a) Určení směru bodu, (b) Deskriptor SURF
K získání samotného deskriptoru zajímavého bodu se k němu nejprve přiloží čtvercová
oblast(viz 3.3b). Je vycentrovaná na střed a otočená podle orientačního vektoru klíčového
bodu tak, aby se červené šipky na obrazcích překrývaly.
Tento region je rozdělený do matice 4x4 menších oblastí. Pro každou z techto 16 oblastí
je spočítaná odezva Harrových vlnek v horizontálním a vertikálním směru vůči orientaci za-
jímavého bodu. Nejedná se o horizontální a vertikální směr ve smyslu x a y osy v původním
obrazu. Velikost filtru pro každou vlnku je 2m. Aby se dosáhlo větší robustnosti vůči geo-
metrickým změnám, tak je výsledek odezev váhován Gaussovou funkcí mající sigma rovnu
3.3m. Střed váhovací funkce je v bodu zájmu a na obrázku je naznačen modrou kružnicí.
Každá ze 16 oblastí je popsaná čtyřrozměrným vektorem, který obsahuje součty intenzit










Když spojíme všechny vektory každé z oblastí, tak dostaneme výsledný SURF deskriptor,
který je reprezentovaný 64 hodnotami. To oproti metodě SIFT značně redukuje čas po-
třebný na komparaci těchto vektorů. Výsledný 64 složkový vektor se dále normalizuje, aby
bylo dosaženo invariance vůči změně kontrastu v obrazu. Invariance vůči změnám osvětlení
potom vychází z vlastnosti odezvy Harrovych vlnek. V porovnání s metodou SIFT je taky
více odolný proti šumu v obraze.
3.7 Gaborův filtr
Gaborův filtr je postavený na Gaborově vlnce, kterou objevil D. Gabor. Jedná se o modulo-
vanou funkci sinus, která při filtraci reaguje pouze na určitou frekvenci a pouze ve vymezené
části signálu.
Z hlediska zpracování počítačové grafiky nás více zajímá 2D Gaborova filtrace. Je za-
ložena na 2D Gaborově vlnce. Tu odvodil J. Daugman a jde o kombinaci komplexní si-
nusoidy a 2D Gaussovy funkce. Tato vlnka má velmi blízký vztah ke zpracování obrazu
v lidském mozku, konkrétně ve
”
Virtual Cortex“[7]. Komplexní sinusoida je nosičem, který
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je v prostorové doméně modulovaný Gaussovou funkcí. Tato funkce má pět parametrů,
které udávají její orientaci, rozptyl Gaussovy funkce a prostorovou frekvenci nosné sinu-
sovky. Tato frekvence určuje, kde má filtr největší odezvu. Formální zápis funkce je uveden
jako vzorec 3.6.
g(x, y, σx, σy, fx, fy, θ) = e((R1/σx)
2+(R2/σy)
2)ei(fxx+fyy) (3.6)
Vzorec slouží pro výpočet hodnot Gaborovy 2D funkce v bodě (x, y). Dvojice parametrů
(σx, σy) určuje rozptyl Gaussovy funkce, která dává filtru prostorovou velikost. Rotace os
této obálky je potom dána parametrem θ. (fx, fy) je dvourozměrná frekvence komplexní
sinusovky, jejíž orientace v prostoru lze vyjádřit úhlem γ = tan−1(fy/fx). Proměnné R1 a









cos θ − sin θ
sin θ cos θ
]
(3.7)
Komplexní funkce je z našeho pohledu ne příliš vhodná, a proto je dobré si ji rozepsat
samostatně na reálnou část 3.8 a imaginární složku 3.9. Takto definované dvojice jsou
používány pro vytváření filtrů.
greal(...) = e((R1/σx)
2+(R2/σy)
2) cos(fxx+ fyy) (3.8)
gimg(...) = e((R1/σx)
2+(R2/σy)
2) sin(fxx+ fyy) (3.9)
Filtraci spojitého obrazu se potom říká Gaborova transformace. Jde o konvoluci jedné
ze složek Gaborovy 2D funkce spolu se vstupním obrazem. Popsané řešení je však analytické
řešení Gaborova filtru. Obrazy v počítačové grafice nejsou běžně reprezentované jako spojité
funkce, ale jako diskrétně vzorkovaná pravidelná mřížka bodů. Takovýto obraz tedy nelze
filtrovat spojitým filtrem. Aby je bylo možné filtrovat, je potřeba vytvořit jádro filtru K
o rozměrech IxJ , se kterým bude možné provést diskrétní konvoluci obrazu. Toto jádro
může mít libovolnou velikost. Je doporučeno vzhledem k zachování symetrie filtru volit
liché rozměry jádra. Jádro se naplní hodnotami navzorkované funkce g(xI , yJ , ...). Ukázka
diskretizovaného jádra je vidět na obrázku 3.4. S tímto jádrem proběhne konvoluce nad
vstupním obrazem. Výsledkem je impulzní odezva daného filtru. Výsledky vyfiltrovaného
obrazu
”
Lena“ jsou na obrázku 3.5.
Obrázek 3.4: Grafické znázornění reálné složky Gaborova filtru
To byla trocha matematiky a teorie. Nýní se pojďme podívat na to, proč se tyto filty pou-
žívají v počítačové grafice. Jejich velkou výhodou je vysoká míra stability lokality v čase
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a frekvenční doméně. Gaborova vlnka je jedna z nejlépe lokalizovatelných vlnek. Nabízí
kompromis mezi spektrální a prostorovou rozlišitelností obrazu. Tedy je schopná reagovat
na velmi malé elementy v obraze a na malé změny intenzity jasu. Filtry lze velmi dobře pa-
rametrizovat. Poslední výhodou, nebo spíše jen zajímavostí, je již zmíněný vztah k chování
lidského mozku při zpracování toho co vidí[6].
Obrázek 3.5: Vstupní obraz
”
Lena“ a výsledek filtrace třemi Gáborovými filtry
Gaborovy filtry nacházejí v oblasti zpracování počítačové grafiky velké uplatnění a jsou
používány mnoha způsoby pro naprosto rozdílné druhy úloh. Například v [18] se v návaz-
nosti na vztah Gaborových vlnek a zrakových kortikálních buňek zaměřili na zakodování
obrazu pomocí těchto vlnek. Jejich výsledek byl přesvědčivý. Podařilo se jim docela věrně
se zvolenou bankou filtrů reprezentovat vstupní obraz jako superpozici filtrů z této banky
v místech jejich největší odezvy. Další zajímavé použití je prezentováno v [4]. V této pu-
blikaci je popsán postup, jak použít Gaborovy filtry k detekci vad na textiliích. Přístup
spočívá v automatickém namodelování struktury textilie pomocí specifické sady Gaboro-
vých filtrů. S filtry masky a obrazem textilie je provedena konvoluce a v případě, že není
po prahování výsledný obraz všech filtrů bez odezvy, tak je na textilii výrobní vada. Tento
postup detekce je přirozenější a robustnější vůči změně barvy a osvětlení než konvenční
kontrolování bod po bodu vůči referenční textuře textilie.
Je nepřeberné množství dalších případů použití. Většinou se jedná o extrakci informací
z textur, jejich segmentace a podobně. Jedním z případů použití je i extrakce příznaků
z obrazu. Jde o postup, kdy se vstupní obraz transformuje bankou N Gaborových filtrů.
Výsledkem je 2N odezev v každém bodě obrazu. Jedna odezva pro imaginární část a druhá
pro reálnou část. Většinou se však počítá velikost celkové odezvy tak, že se odezvy z realné
a imaginární části zkombinují dohromady a výsledek má celkově jen N odezev. V obraze se
následně detekují body, které mají výraznou odezvu na větší počet filtrů z banky.
Takto detekované body je potřeba následně popsat. Pro popis se přímo hodí odezvy jed-
notlivých filtrů. Takže příznakový vektor takovéhoto bodu bude reprezentovat N hodnot
odezev transformovaného obrazu v daném bodě. Lze však použít i jiné popisy prostřednic-
23
tvím například SURF deskriptoru.
V dilomové praci bude v dalších kapitolách představen postup pro sledování objektů ve




V této kapitole bude popsán návrh na ohodnocení okolí bodů a jejich sledování ve videosek-
venci. Výsledkem tohoto rozboru by měla být aplikace, která bude schopná sledovat pohyb
označených objektů ve videu. Ohodnocení bodů by v ideálním případě nemělo podléhat
afiním transformacím zkosení, rotaci a změně měřítka. Popsaný bude také návrh možnosti
sledování těchto bodů mezi jednotlivými snímky.
Jako metoda pro extrakci příznaků z obrazu a jejich popis je zvolena banka Gaborových
filtrů. Z vyfiltrovaného obrazu jsou násedně získány klíčové body, kterým je přiřazen jejich
popis. Tyto jsou potom sledovány metodou částicového filtru v po sobě jdoucích snímcích
videosekvence.
4.1 Ohodnocení bodů
Jedním z přístupů k ohodnocování okolí bodů diskutovaných v kapitole 3 byla filtrace obrazu
prostřednictvím Gaborových vlnek. Příznaky, které vzniknou filtrací vstupního obrazu, mají
vysokou spektrální rozlišitelnost, což může být přínosné ve chvíli, kdy je na sledovaný objekt
vržen stín. Další užitečnou vlastností je stabilita hledaných bodů, která se ovšem odvíjí od
počtu a tvaru vlnek, které jsou zvoleny. Při zpracování videosekvence jde přepokládat, že
hledané příznaky se v násedujícím snímku nacházejí někde v okolí příznaku z minulého
snímku. Nebude proto třeba složitě vyhledávat a porovnávat velkou množinu bodů.
U řešení ohodnocování Gaborovými filtry je také dobré si uvědomit, že se nejedná
o žadné obecné řešení, jehož implementace by šla použít vždy a za všech okolností. Je
nutné předem při vytváření filtrů určit jak velké objekty mají být v obraze detekovány.
Díky vysoké prostorové rozlišitelnosti bude například citlivý filtr v plném HD rozlišení
vstupního obrazu neschopný věrohodně detekovat body na sledovaném objektu, jehož ve-
likost je polovinou tohoto rozlišení. Výběr filtrů musí být proveden s ohledem na velikosti
sledovaných objektů.
Určitou nevýhodou tohoto řešení je fakt, že Gaborův filtr sám o sobě není invariantní
vůči markantnější změně měřítka a vůči rotaci. Jako řešení se nabízí filtrovat obraz filtry
mající různou velikost a prostorové natočení, a tím dosáhnout alespoň částečné invariance.
Ta by však měla na potřeby sledování objektů mezi snímky stačit, protože se nepředpokládá,
že by mezi dvěma po sobě jdoucími snímky došlo k nějaké razantní změně, která by nebyla
podchycena.
Druhou zvažovanou možností řešení invariantnosti vůči měřítu by bylo vystavit obra-
zovou pramidu podobně jako je tomu u metody SURF. Jednalo by se tedy o převedení
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vstupního obrazu na integrální obraz a následná rychlá konvoluce jader Gaborova filtru
s tímto obrazem. Vzhledem k oblasti obrazu, kterou bude nutné filtrovat, byla tato metoda
zavrhnuta, protože by nepřinesla příliš výkonu vzhledem k vynaložené práci. Je však dobré
zvážit tento přístup do budoucna pro případnou optimalizaci.
Vzhledem k výše napsanému, se bude výsledný tracker zaměřovat na sledování menších
objektů. Půjde především o záběry lidí z obchodních center z bezpečnostních kamer. Banka
gaborových filtrů 4.1 je tedy zvolena tak, aby dobře reagovala na tyto objekty. Banka filtrů
Obrázek 4.1: Banka Gaborových filtrů(reálná složka) použitých v diplomové práci.
je složena z 36 filtrů mající 6 směrů a 6 různých prosotorvých rozměrů. Jednotlivé filtry jsou
od sebe posunuty o 30 stupňů. Jejich natočení je tedy 0, 30, 60, 90, 120 a 150 stupňů. Kaž-
dým filtrem je transformován vstupní obraz, tak jak je naznačené na obrázku 4.2. S ohledem
na použití metody pro trackování, není provedena filtrace nad celým obrazem, ale pouze
nad oblastí zájmu, kde se může nacházet hledaný objekt. To, jak je tato oblast určena, je
popsané v následujících sekcích. Výsledkem transformace je tedy 36 obrazů odezev. V těchto
Banka filtrů
Vstupní obraz Odezvy obrazu na filtry
Obrázek 4.2: Princip transformace oblasti zájmu bankou filtrů
odezvách se nacházejí lokální maxima, která je potřeba nalézt, aby mohla být prohlášena
za významné body. Vhodná metoda pro nalezení těchto bodů může být vzájemné pronáso-
bení všech odezev. Jelikož při násobení mohou vznikat obrovské součiny, které by nebylo
možné uchovat ve standardních datových typech, je nutné po každém násobení výsledek
zmenšit. Jako dobrá volba z hlediska nepřetečení hodnot je druhá odmocnina mezivýsledku.
Nevýhodou je náročnější výpočet této operace. Alternativním výpočtem obrazu, ze kterého
budou hledána lokální maxima, je součet třetích mocnin jednotlivých odezev. Tak budou
v obraze stále významně reprezentovány silné odezvy.
Ať už je výsledný obraz odezev získán kterýmkoliv ze zmíněných postupů, tak je potřeba
potlačit nemaximální hodnoty. Anglicky se tento mezikrok nazývá non-maximum suppres-
sion. Jde o krok, který se používá v mnoha algoritmech počítačového vidění. Pro každý
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bod obrazu je zkoumáno jeho osmiokolí. V případě, že se v něm nalézá hodnota větší než
je střed tohoto osmiokolí, tak je středová hodnota nastavena na nulu. Nenulové hodnoty,
které zbudou v obrazu, jsou hledané významné body.
Příznakový vektor sloužící pro popis těchto bodů bude tvořen 36 hodnotami. Pro každý
významný bod se v místě jeho umístění zjistí hodnota ve všech transformovaných obrazech.
Těmito odezvami bude bod jednoznačně identifikovatelný.
4.2 Sledování objektů
Pro sledování objektů ve videosekvenci byla zvolena metoda částicového filtru. Anglicky
označovaná jako Particle Filter, Sequential Monte Carlo methods nebo třeba Condensation
algorithm. Ať už má název jaký chce, princip je pořád stejný. Jedná se o stochastickou
metodu. Jejím cílem je vyhodnotit funkci hustoty pravděpodobnosti
”
posterior probabi-
lity“(Dále PP). PP určuje míru pravděpodobnosti, že se jev stane vzhledem k tomu, že
související událost už nastala. Tento druh pravděpodobnosti se často používá při modelo-
vání finančních trhů, proto pro přiblížení jednoduchý příklad.
Modelová situace je, že potřebujeme zjistit, jaká je pravděpodobnost, že se zvýší cena
akcií, když se zvýší úrokové sazby. Nechť jev A značí, že cena akcií stoupá. Pravděpodobnost
tohoto jevu je P (A) = 0, 5. Pravděpodobnost, že se úroková sazba zvýší je jev B s hodnotou
P (B) = 0, 75. Podmíněná pravděpodobnost, že se úrokové sazby zvednou, když se zvednuly
ceny akcií je P (B|A) = 0, 20. PP jevu A je potom vypočítaná jako P (A|B) = P (B|A) ∗
P (A)/P (B). Z toho výchází, že zvyšující se úrokové sazby mohou pozitivně ovlivnit cenu
akcií s pravděpodobností 0,13.
Cílem částicového filtru je tedy odhadnout posloupnost parametrů x1, x2, ...xn na zá-
kladě pozorování y1, y2, ...yn. Všechny odhady jsou založeny právě na rozložení hustoty PP
P (xn|y1...yn). Postup spočívá ve využítí algoritmu Monte Carlo, který navzorkuje prostřed-
nictvím množství částic stavu modelu. Každé částici je přiřazena její váha, která říká, jak
moc reprezentuje skutečný stav. Výsledný odhad je potom dán váženým součtem všech
těchto částic a nebo třeba jen částicí s největší vahou.
Algoritmus má tři kroky : predikaci, aktualizaci a převzorkování. Během predikace je
upravován stav částice na základě modelu a oblasti zájmu vstupního snímku videosekvence.
Každé částici je připočten nějaký šum, který simuluje šum ve vstupu. V kroku aktualizace
jsou částice znovu vyhodnoceny vůči aktuáním datům a je jim přiřazena nová váha. V po-
sledním kroku algoritmu dochází k vyhodocení, které částice jsou málo signifikantní. Tyto
jsou potom odstraněny, a aby nedošlo postupem času k zaniknutí všech částic, tak je místo
nich vytořena nová částice na místě, které má hodnotu aktuálního váženého součtu para-
metrů. Metod převzorkokvání ale existuje velké množství a záleží na použití filtru.
Mnoho představených řešení na základě sekvenčních Monte Carlo metod využívá pro
sledování objektů mezi více snímky pouze jednu vlastnost obrazu. Jedná se ve většině pří-
padů o sledování objektů na základě histogramu barev, kdy drtivá většina těchto metod
používá převod obrazu do barevného prostoru HSV. Příklad takovéhoto řešení lze nalézt
třeba v [21]. Přístup sledování pouze jedné vlastnosti však nepřínáši vždy úplně nejlepší
výsledky. Jde hlavně o případy, kdy se musí metoda vyrovnat s vzájemným překryvem
objektů. Z tohoto důvodu se objevily metody, které sledují více parametrů obrazu. Jed-
ním parametrem je většinou pořád histogram barev v HSV nebo RGB prostoru, druhou




V této práci je představena metoda sledování podle jedné vlastnosti obrazu. Půjde o dříve
zmíněné klíčové body detekované a popsané odezvou Gaborových filtrů. Aby bylo možné
vyhodnotit rozložení hustoty pravděpodobnosti je nutné, aby šlo říct, jestli body v určité
části obrazu odpovídají hledaným bodům, případně jak moc jim odpovídají. Podle těchto
hodnot podobnosti potom bude určena váha jednotlivých částic filtru a vyhodnocena pozice
hledaného objektu.
Popis objektu bude postaven principielně pouze na jednom parametru. V [13] byla však
představena metoda, která umožní využití maxima informace. Objekt je popsán body a
taky sítí, která vznikne propojením těchto bodů.
Popis bodů byl představený v 4.1. Určení podobnosti bodů je postavené na výpočtu
vzdálenosti jejich vektorů. Předpokladem je množina M a T obsahující n prvků. První
množina je model, pro který je vypočítávána míra podobnosti s testovacím objektem T.
Podobnost Sbod mezi jednotlivými body se spočítá jako :
Sbod =
Mi ·Ti














Druhá vlastnost, která bude sloužit k vyhodnocení podobnosti modelu a testovaného
objektu, je triangulace těchto bodů. Popis vychází z myšlenky, že pokud máme dva trojú-
helníky a nad oběma provedeme nějakou afinní transformaci, tak poměr jejich ploch zůstane
zachovaný. Naprosto zřejmé je to z obrázku 4.3a a 4.3c, kde druhý obrázek je rotací prvního.
Pokud si vystřihneme z papíru podobný tvar, tak ať s ním budeme točit sebevíc, tak svůj
tvar nikdy nezmění a tím pádem se nezmění ani poměr obsahů jednotlivých trojúhelníků.
Podobně jasné je to i v případě zvětšení nebo zmenšení původní triangulace.
(a) Model objektu (b) Zkosený objekt (c) Rotovaný objekt
Obrázek 4.3: Triangulace bodů
U zkosení není ovšem situace tak jednoduchá na představení. Proto vysvětlení na jed-
noduchém příkladu. Mějme čtverec ABCD rozdělený podle úhlopříčky na dva trojúhelníky
ABD a BCD. Jednotlivé body se nacházejí na pozicích (0, 0), (5, 0), (5, 5) a (0, 5). Obsah
každého trojúhelníka je tedy 12, 5. Po zkosení dojde ke transformaci horních bodů o deset
pozie doprava. Nové rozestavení čtverce A′B′C ′D′ je (0, 0), (5, 0), (15, 5) a (10, 5). Dosaze-
ním bodů do vzorce pro výpočet obsahu trojúhelníka vyjde znovu hodnota obsahu pro oba
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stejná 12, 5. Závislost vzájemných obsahů je tedy 1:1. Výše uvedený postup samozřejmě
platí i u složitějších triangulací.
Z jednotlivých významných bodů v obraze lze získat tojúhelníkovou síť pomocí něk-
teré metody triangulace. Jako vhodný algoritmus pro tuto práci se jeví například Delaunay
triangulace[3]. Tento přístup byl navrhnut ruským matematikem Borisem Dlaunayem(Delonem).
Základní myšlenka, která se označuje i jako Deloneho podmínka, zní. Žádný z množiny
bodů, které jsou spojovány do trojúhelníkové sítě, neleží uvnitř opsané kružnice ktérého-
koliv z trojúhelníků. Jinými slovy, každá opsaná kružnice trojúhelníka obsahuje právě tři
body. Ty tvoří trojúhelník, který opisuje. Princip viz 4.4. Algoritmus není v určítých ohle-
dech naprosto jednoznačný. Nešlo by mezi sebou porovnávt dvě sítě trojúhelníků z jiných
implementací, protože už pro čtyři body, které leží na stejné opsané kružnici, existují dvě
řešení. Například čtverec lze rozdělit podle jedné z jeho dvou úhlopříček. Obě tato řešení
splňují podmínku triangulace.
Obrázek 4.4: Delaunay triangulace. Body leží na hranách opsaných kružnic.
Spojit body do trojúhelníku lze hned několika algoritmy. Asi nejvíce intuitivním řešením
je hrubá síla. Tato metoda spočívá v náhodném propojení sítě. Potom se nalezne první
trojúhelník, který nesplňuje Deloneho podmínku triangulace a je prohozena jedna z jeho
hran. Takto se pokračuje, dokud všechny trojúhelníky neplní podmínku. Jde ovšem o docela
neefektivní řešení se složitostí v nejhorším případě O(n2)[3].
Dalším možným přístupem je rozdělit vstupní množinu na několik částí, které se zpracují
odděleně. Výsledné triangulace se spojí podle hran, kde byly množiny rozděleny. Toto řešení
má složitost O(n log n)[3].
Nejvíce logická cesta vytvoření sítě trojúhelníků je inkrementální postup. Z množiny
vstupních bodů jsou vybrány a postupně vkládány nové body do výsledné triangulace.
V každém kroku je vožen jeden bod. Je zjištěno, jakou množinu již vytvořených trojúhel-
níků postihuje. Tyto jsou přetvořeny tak, aby spolu s nově vloženým bodem všechny plnili
pravidlo Deloneho triangulace. Tento přístup potom vede ve většině případů na složitost
O(log n)[3].
Výsledná triangulace se zakóduje jako příznakový vektor, který obsahuje hodnoty ob-
sahu jednotlivých trojúhelníků. Podobnost SM mezi dvěma vektory lze vypočíst podle









Kde MM a TM jsou vektory modelu a testovaného objektu. κ je vhodně zvolená konstanta,
která vyvažuje lokální a globální citlivost výpočtu.
Výsledné ohodnocení sledovaného objektu je potom lineární kombinací dvou podobností
SM a SB. Pro výpočet celkové podobnosti S se používá vzorec 4.4.
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S = αSM + (1− α)SB (4.4)
Jedná se o váhovanou lineární kombinaci, kde parametr α ovlivňuje rozdělení mezi
zaměření se na hodnocení podobnosti podle stejnosti bodů a nebo podle podobnosti trian-
gulace.
4.4 Chování aplikace
To, jakým způsobem budou objekty sledovány, a jak budou ohodnocovány jednotlivé stavy,
bylo zmíněno v předcházejících podkapitolách. V této části jsou jen krátce shrnuty poža-
davky na výslednou aplikaci.
Výsledný program by měl svůj vstup načítat pouze z video souborů. Nebude snaha
o dosažení zpracování vstupu z připojeného externího zdroje videosignálu v reálném čase.
Z povahy postupu, který byl zvolen pro ohodnocování okolí bodů, by se jednalo o náročnou
implementaci paralelního zpracování konvoluce na GPU nebo v programovatelném HW a
to není cílem této práce.
Aplikace nebude využívat žádný algoritmus pro detekci objektů v obraze. Proto je nutné
navrhnout a vytvořit GUI, ve kterém bude možné označovat místa v obraze, kde se nacházejí
požadované sledované objekty. Pro jednoduchost stačí oblasti označovat pozicí jejich levého
horního rohu a dvojicí výška a šířka.
Pro každou oblast se v programu vytvoří částicový filtr a bude probíhat sledování. Jak
již bylo zmíněno, tak nepůjde o zpracování v reálném čase. Z toho důvodu je potřeba




Kapitola se věnuje implementaci aplikace pro sledování lidí ve videosekvencích. Potřebný
teoretický základ je čerpán z kapitol 2 a 3. Analýza samotného řešení je potom popsaná
v předchozí kapitole.
Cílem této části práce je v první řadě seznámit čtenáře s použitými technologiemi a
následně blíže popsát jednotlivé části implementované aplikace a problémy, které musely
být v průběhu řešeny.
Jako implementační jazyk byl vybrán C++. Volba padla na tento jazyk především
z toho důvodu, že podporuje objektově orientovaný návrh programu. Dalšími důvody jsou
přenositelnost na jiné platformy a standardní sada šablon a vyšších datových typů, díky
kterým šel vývoj rychleji. Jako překladač jazyka C++ byl vybrán Microsoft Visual C++
2008 Express. Jeho hlavní výhodou oproti konkurenci je především to, že má nad sebou
IDE se zabudovaným debuggerem. Díky tomu lze velmi efektivně ladit psaný program.
Vstupní videosekvence
Výběr objektů pro sledování
Generování referenčních dat
Asistence uživatele
Predikace částic v systému
Nová pozice objektu
Převzorkování částic
Obrázek 5.1: Blokový diagram funkce programu
Dále aplikace využívá platformně nezávislou knihovnu OpenCV(Open SourceComputer
Vision) ve verzi 2.2, která poskytuje jednoduchý přístup k obrazu uloženému ve videu nebo
načítanému přímo z videokamery. Umožňuje práci s obrazem jako maticí hodnot. Imple-
mentuje taky hodně algoritmů počítačového vidění, které usnadní vytváření aplikace. Jde
především o impelentaci rychlé konvoluce, morfologických operátorů a dalších.
Navzdory volbě multiplatformních knihoven a prostředků pro jádro aplikace, je imple-
mentovaná a odzkoušená pouze verze pro operační systém Windows. Zdrojový kód jádra
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byl však psán s vysokou pečlivostí a bez použití platformě závislých prostředků, a proto by
přenesení jádra na operační systém Linux neměl být problém.
Vzhledem k požadavkům na aplikaci uvedenému v 4.4 je potřeba vytvořit GUI aplikace,
prosřednictvím kterého bude umožněna uživatelská interaktivita, která se týká především
výběru objektů pro sledování. Pro tento účel je využito proprietálního řešeni fy. Micro-
soft. Technologie se nazývá Windows Forms. Jde o grafické API postavené na technologii
.NET. Nabízí jednoduchou a intuitivní formu vytvoření a správy GUI aplikace. Jde vlastně
o náhradu dříve používaného MFC, který se stal již zastaralým. Programovacím jazykem
v tomto případě je kombinace jazyků C++ a C#. Tato část aplikace se stává přímo ne-
přenositelnou na jiné platformy, i když existují otevřené implementace .NET Frameworku,
jako je třeba projekt Mono.
Na obrázku 5.1 je znázorněné zjednodušené blokové schéma funkce sledování objektů
výsledného programu s uživatelskou interakcí. Diagram tříd 5.2 potom již představuje struk-



































































Obrázek 5.2: Diagram tříd programu
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5.1 Práce s videem
Aplikace pro svou činnost potřebuje otevírat a ukládat videosekvence. Vzhledem k jed-
noduchosti použití se nabízí využití služeb, které poskytuje knihovna OpenCV. Pro práci
s videem má knihovna dvě třídy. cv::VideoCapture slouží pro dekódování vstupního videa
nebo načítání vstupu z videokamery připojené k PC. cv::VideoWriter se stará o zápis
jednotlivých matic obrazu do výstupní videosekvence. Nespornou výhodou těchto tříd je i
nativní podpora datových typů cv::Mat, takže se s načteným obrazem dá ihned pracovat
a nejsou potřeba žádné převody jako při použití jiné knihovny.
V implementaci je první třída použita na otevírání vstupního videa. Po otevření videa
jsou zjištěny jeho parametry. Především jsou důležité hodnoty rozměru a počtu snímků
za vteřinu. Podle těchto informací je otevřen výstupní video stream tak, aby mohly být
výsledky sledování objektů v obraze zaznamenány a následně zpětně přehrány.
Jako vstupní videosekvence je dobré volit videa uložené v kontejneru AVI, protože pouze
nad těmito soubory je OpenCV schopné provádět nastavení pozice. Ostatní kontejnery
jako třeba MPEG lze sice přehrát, ale vždy pouze od začátku. Zvláště u testovacích dat
z bezpečnostních kamer, které byly použity při vývoji, je nemyslitelné, aby nešlo nastavovat
pozice ve videu.
Bohužel ukázalo se, že volba OpenCV jako knihovny pro práci s videem nebyla zrovna
šťastná. OpenCV konkrétně ve verzi 2.2 má obrovské problémy s rozumným chodem na
Windows Vista. Jelikož se jedná o open source knihovnu, která je pod vývojem, tak v ní
dochází každý den ke změnám. Důsledek toho je, že nebylo možné zprovoznit verzi knihovny
bez debug informací, protože jsou ve zdrojových kódech chyby při práci s videem a deteko-
váním kodeků. To se projevuje negativně na snížené rychlosti celé implementace.
5.2 Ohodnocení obrazu
Základním pilířem celého programu je implementace algoritmu pro ohodnocení bodů a
zhotovení triangulace popsané v podkapitole 4.3.
Prvním krokem je vytvoření banky Gaborových filtrů, kterých bude 6x6(v programu
je počet filtrů označen vypočítanou konstantou MAX WAVES), tak jak bylo uvedeno v 4.1.
Každý jednotlivý filtr je reprezentovaný objektem typu GaborWave a je určen svou pro-
storovou frekvencí, velikostí Gaussovy obálky, měřítkem a orientací v prostoru. Objekt, po
inicializaci vstupními parametry, uchována reálnou a imaginární složku Gaborovy vlnky ve
formě matice typu cv::Mat. Jedná se o datový typ, který poskytuje knihovna OpenCV.
To umožňuje jednoduchou práci s takovou reprezentací 2D vlnky. Lze ji uložit ve formě
bitmapového obrazu na disk, přímo zobrazit, ale hlavně ji lze použít jako vstupní parametr
funkce cv::filter2D(). Jejím účel je aplikovat lineární filtr na obraz. V tomto případě
půjde o výpočet konvoluce s Gaborovou vlnkou.
Filtrace obrazu je prováděna metodou Convolution(), která jako parametry bere vstupní
obraz, který bude filtrován, druhým parametrem je matice, ve které se vrací výsledek re-
ferencí, a posledním parametrem je typ filtrace. Vstupní obraz může být touto metodou
filtrován třemi způsoby. První a druhý typ jsou oddělené filtrace pomocí imaginární respek-
tive reálné složky filtru. Třetí a v aplikaci jedině používaný typ je získání celkové velikosti
odezvy jako kombinace filtrace reálné a imaginární složky v každém bodě. Výsledky parci-
álních filtrací jsou umocněny na druhou, sečteny a výsledek odmocněn na druhou.
Pro snadnější práci s filtry a filtrovaným obrazem je vytvořena třída GaborSpace. Ta
obsahuje jako privátní statickou položku banku filtrů, pro které implementuje i volání inici-
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Obrázek 5.3: Gaborova transformace obrazu
alizační sekvence. Hlavním smyslem této třídy je však umožnit uživateli fitrovat obraz ban-
kou filtrou voláním jedné metody. Metoda Transform() třídy GaborSpace převede vstupní
obraz do filtrované podoby, ve které je možné nalézt významné body. Výsledek, který produ-
kuje tato třída je vidět na obrázku 5.3. Nalevo je vstupní obraz v odstínech šedi, uprostřed
transformované obrazy ruznými filtry. Vpravo je potom výsledek, kde nejčernější místa jsou
hledané klíčové body.
Metody určení významných bodů z filtrovaných obrazů byly popsány v 4.1. V apli-
kaci je implementovaná výpočetně náročnější metoda, která však dávala lepší výsledky.
Jde o pronásobení všech filtrovaných obrazů mezi sebou. Mezi každým násobením dochází
k odmocnění mezivýsledku tak, aby nedošlo v případě silných odezev ve všech 36 obrazech
k dosažení maximalní hodnoty datového typu float. Právě opakovaný výpočet odmocniny
je časově nejnáročnější část tohoto postupu. Výsledkem je potom matice čísel obsahující
lokální maxima, která je potřeba extrahovat. Na to slouží metody potlačení nemaximálních
hodnot.
Potlačení nemaximálních hodnot jde nasimulovat šedotónovým morfologickým operá-
torem dilatace. Aplikace je taková, že se vytvoří jádro šedotónového filtru o velikosti 9x9
bodů nebo větší. Tato velikost říká, v jakém okolí se nemůže vyskytovat žádné jiné lokální
maximum. Jádro je vyplněno samými jedničkami. To znamená, že hodnota zkoumaného
bodu bude nahrazena největší hodnotou ze zkoumaného okolí. Výsledek aplikace dilatace
s tímto jádrem je posléze porovnán se vstupním obrazem. Na místech, kde se zachovala
původní hodnota z obrazu, se nacházejí hledaná lokální maxima. Přístup byl zvolen pro
svou jednoduchost implementace, protože pro výpočet dilatace se používá vestavěná funkce
cv::dilate().
Výstupem je ovšem značná množina bodů. Valná většina z nich se ani příliš neliší od
svého okolí, ale jsou lokálním maximem. Proto je nutné tyto hodnoty dále prahovat, aby
byly zastoupeny opravdu jen významné body. Z pokusů vyplynula jako ideální možnost
prahování na základě maximální hodnoty odezvy. V obrazu je tedy vybrán bod, který má
maximální hodnotu a z něj je určen práh, podle kterého ještě mohou být body považo-
vány za význačné a nebo nikoli. Pro výběr největšího lokálního maxima je využito funkce
cv::minMaxLoc(), která vrací maximální a minimální hodnotu z matice čísel.
Významné body je nutné následně zakódovat. Třída, která uchovává informace o popi-
sech bodů se jmenuje GaborFeature. Členské položky uchovávají informace o pozici bodu
v obraze, velikosti odezvy významného bodu a hodnotu odezev jednotlivých filtrů z banky
filtrů. Nad takto popsanými body je definována metoda Similarity(), která přesně s ohle-
dem na analýzu problému a uvedený vzorec 4.1 vypočítá podobnost mezi dvěma význam-
nými body. Hodnota vrácená metodou je desetinné číslo v rozsahu 0 až 1, kdy 0 říká, že si
body nejsou vůbec podobné a 1 že jde o identické body.
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5.3 Popis objektu
Popis objektu je reprezentovaný trojúhelníkovou sítí. Samotná triangulace je postavena na
iterační verzi Delaunay algoritmu, který byl popsaný v 4.3. Triangulace bodů, které jsou
vloženy do objektu, se vyvolá voláním metody Triangulate(). Tato na začátku zkontro-
luje, jestli jsou splněny vstupní podmínky, tedy že existují alespoň tři body. Následně je
vstupní množina bodů seřazena podle své x-ové souřadnice. To zjednodušuje konstrukci
algoritmu. Díky seřazení lze taky snadno zjistit minimální a maximální horizontální pozici.
Kvůli získání rozsahu na vertikální souřadnici se projdou všechny body a je zaznamenané
minimum a maximum y-lonové souřadnice. Těmito body je definovaná obdélníková obálka,
ve které se nacházejí všechny body budoucí triangulace.
Kolem této obálky je vytvořen první trojúhelník, který kompletně obklopuje obálku.
Jedná se o rovnostranný trojúhelník. Důvodem pro vytvoření trojúhelníka, který nesouvisí
s hledaným rozmístěním trojúhelníků, je zjednodušení konstrukce algoritmu a zvýšení rych-
losti triangulace. V případě, že by nebyl uplatněn tento postup, tak by se stejně musela
zvolit nějaká počáteční inicializace. Pravděpodobně zvolení prvních tří bodů ze seznamu.
Druhou a závažnější komplikaci by bylo řešení stavu, že nově vložený bod do triangulace by
ležel někde mimo existující trojúhelníky. Nebylo by tedy tak snadné určit, ke které hraně
existujícího trojúhelníka se má nový bod připojit, aby byla splněna Deloneho podmínka.
Při použití zmíněné optimalizace jsou body vkládány vždy do již existující triangulace.
To umožňuje zaměření se jen na řešení jednoho stavu, při vložení nového bodu. Na konci
výpočtu se potom trojúhelníky, které se vážou k tomuto prvnotnímu trojúhelníku včetně
něho samého, odstraní.
Obrázek 5.4: Triangulace obrazu
Triangulace tedy proběhne tak, že se procházejí všechny body a po jednom jsou vkládány
do již existující sítě. V ní je každý z trojúhelníků reprezentovaný objektem třídy Triangle.
Ta uchovává kromě ukazatelů na pozici svých tří vrcholů i informaci o opsané kružnici.
Pro nově vložený bod je zjištěno, pro které všechny trojúhelníky porušuje Deloneho pravi-
dlo, které říká, že každá opsaná kružnice trojúhelníka obsahuje právě tři body, které tvoří
opisovaný trojúhelník. Postižené oblasti jsou z existující triangulace odstraněny. V dalším
kroku následuje vytvoření nové triangulace, která bude splňovat Deloneho pravidlo a bude
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obsahovat nově přidaný bod. Takto algoritmus pokračuje dokud nejsou vloženy všechny
body.
Výsledná triangulace se převede na příznakový vektor, který bude popisovat hledaný
objekt. Tento vektor je reprezentovaný třídou MeshFeature, která nese informaci o velikosti
a o jednotlivých složkách. Velikost každého příznakového vektoru je určena počtem troj-
úhelníků triangulace. Při převodu je dynamicky alokována paměť pro jednotlivé složky a
ve smyčce je pro každý trojúhelník zjištěna velikost plochy, kterou zabírá metodou Area()
třídy Triangle. Hodnota je uložena popořadí do příznakového vektoru typu MeshFeature.
Pro vzájemné porovnání příznaků MeshFeature a vyhodnocení jejich podobnosti slouží
metoda Similarity(). Jde o implementaci vzorce 4.3. Prvně je v metodě zjištěno, jestli
porovnávané vektory mají stejný počet dimenzí. Pokud ne, tak je nelze porovnat. S největší
pravděpodobností se jedná o jiné objekty, a proto je nastavena jejich defaultní podobnost
na 0. V případě, že se jedná o stejně velké vektory, je proveden výpočet podle vzorce a
navrácena hodnota v rozsahu 0 až 1, kdy 0 říká, že si triangulce nejsou vůbec podobné a 1
že jde o identické body.
5.4 Částicový filtr
Částice je v programu reprezentovaná strukturou Particle. Jsou o ní uchovávány informace
o její původní, aktuální a předcházející pozici. Na začátku jsou všecny pozice inicializované
na stejnou hodnotu. Dále je uložena informace o rozměru částice, její měřítko, ukazatel na
referenční ohodnocení stavu částice a hlavně obsahuje informaci o své váze(důležitosti).
Každý částicový filtr potom obsahuje ještě informaci o velikosti obrazu, nad kterým
pracuje, dynamicky alokované pole částic, informaci o počtu částic a pořadové číslo ak-
tuální interace. S těmito datovými položkami je filtr schopen sledovat pouze jeden objekt
ve vstupní videosekvenci. Inicializaci sledování provádí metoda Init(). Jejím vstupem je
pozice obdélníku, který v obrazu označuje objekt. K tomuto regionu je ještě na vstupu
informace o referenčním ohodnocením bodů této oblasti a výsledná triangulace. Při inicia-
lizaci dochází k dynamické alokaci nového pole, ve kterém jsou uloženy jednotlivé částice.
Následně je každá částice implicitně nastavena na stejnou hodnotu.
Ve chvíli, kdy je vše vytvořeno a správně nastaveno, je možné do filtru poslat nový
snímek obrazu a určit novou pozici sledovaného objektu. K tomu slouží metoda Iterate(),
která na vstup bere přímo výstup z třídy pro dekódování videosekvence.
Prvním krokem metody je průchod přes všechny částice a odhad jejich nové pozice. Pro
odhad je volena metoda Transition(), která počítá přechod z jednoho stavu do nového.
Přechod mezi stavy je založen na předpokladu, že sledované objekty mají kontinuální pohyb.
To znamená, že se pohybují spojitě, a když jsou na jednom snímku na levé straně, tak lze
předpokládat, že tam bude objekt i v dalším snímku. To umožňuje použití autoregresivních
modelů, které slouží pro popis chování, kde má v čase hodnota vztah k předcházející i
následné hodnotě systému. Řešení predikace je založeno na autoregresní dynamice druhého
řádu. Tento typ dynamiky uvažuje efekt vztahu po sobě jdoucích hodnot v řadě stejně tak,
jako vztah hodnot dvou period odděleně. Nová hodnota umístění částice je tedy vypočítaná
na zakladě její předcházející pozice. Model lze popsat rovnicí 5.1.
yt = b0 + b1yt−1 + b2yt−2 + t (5.1)
Kde hodnoty yt−1 a yt−2 jsou předcházející stavy systému, yt hledaný stav systému, b0, b1
a b2 jsou koeficienty autoregresivního modelu a t je náhodná chyba. Nová pozice částice je
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tedy vypočtena na základě výše zmíněné rovnice a to samostatně pro kažnou ze složek X a
Y. Výsledek je ovlivněn různou chybou. Každá částice, i když je při inicializaci nastavena
na stejnou hodnotu jako ostatní, má po provedení přechodu unikátní pozici. Pro každou
částici je vytvořen popis bodů, který reprezentuje třída GaborDetector.
Tímto je ukončena iterační část filtru. Z nových pozic a ohodnocení se vybere nejvíce
důležitý prvek na základě jeho nejvyšší podobnosti s referenčním řešením. Jeho pozice a
rozměr modeluje aktuální pozici sledovaného objektu. Nyní však existují v modelu částice,
které buď nekorespondují s modelem a nebo korespondují zcela zanedbatelně, případně se
přičtením náhodné hodnoty dostaly do velké vzdálenosti. Těchto nevhodných prvků modelu
je potřeba se zbavit.
K tomu slouží fáze převzorkování, které ješte předchází normalizace vah. Jde o jedno-
duchý proces, kdy se sečtou jednotlivé váhy všech částic a touto hodnotou jsou posléze vy-
děleny. Součet vah pak bude roven jedné. Nad těmito daty je zavolána metoda Resample().
Převzorkování probíhá tak, že na začátku jsou všechny částice setřízené podle své váhy al-
goritmem Quicksort. První prvek v setřízeném poli teď bude nejpodobnějším prvkem vůči
modelu. Následně je vytvořeno nové pole částic a začnou se procházet všechny doposud
existující částice ze setřízeného pole. Tyto jsou kontrolovány na svou vzdálenost od první
částice a v případě, že jsou již moc daleko, tak dojde k jejich nahrazení. To znamená, že na
jejich pozici je do nového pole překopírovaná hodnota prvního prvku. Pokud se nachází v to-
lerovatelné vzdálenosti, tak je hodnota částice překopírována. Tím, že se zbavíme slabých
částic, by se měl model posílit jako celek.
5.5 Framework pro sledování objektů
Protože třída filtru je navržena tak, aby současně sledovala pouze jeden objekt, tak je nad
ní postavená obecnější třída, která na venek zaobaluje celou práci s filtry, videem a vůbec
všemi doposud zmíněnými věcmi. Jde o výsledné rozhraní, nad které lze jednoduše dopsat
GUI rozhraní. Tato třída se jmenuje Tracker.
Na začátku práce s touto třídou je nutné nastavit počet částic, které se budou generovat
pro jednotlivé sledované objekty. Čím více částic je zvoleno, tím je pravděpodobnější, že
bude model správně simulován. Nízké hodnoty takřka znemožňují sledovat jakýkoliv objekt.
Pokud se inicializace povedla, tak lze otevřít vstupní video. V případě, že je video otevřeno,
tak je možné vytvořit i výstupní datový proud, do kterého se budou automaticky uklá-
dat zpracované snímky videa s vyznačenými objekty. Otevření výstupního streamu před
otevřením vstupu povede k chybě, protože do té doby není znám rozměr a počet snímků
videa.
Jakmile je vstupní video otevřeno, tak lze začít sledovat objekty. Pro vložení informací
o sledovaném objektu slouží metoda PushNewObject(). Po jejím volání je vytvořen nový
objekt částicového filtru, kterému je předána informace o aktuálním snímku a požadovaném
regionu, který má být sledován. Filtr si na pozadí vytvoří referenční hodnoty a přiřadí je
jednotlivým částicím.
Ve chvíli, kdy jsou označeny všechny objekty pro sledování, lze začít samotný proces
sledování. Jedna iterace sledovacího procesu se provede voláním metody Process(). Je-
jím výsledkem je snímek ve formátu cv::Mat, ve kterém jsou vyznačený aktuální pozice
sledovaných objektů. Metoda uvnitř prochází postupně jednotlivé filtry, které reprezentují
sledované objekty a volá na nich metody Iterate(), Normalize() a Resample(). Výsledek
zapíšou do kopie vstupního obrazu a ten je potom navrácen.
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V metodě Process() je implementovaná funkce převzorkování referenčních hodnot sle-
dovaných objektů. Je to přístup, díky kterému je možné sledovat objekty, co v čase mění
svůj tvar. Za změnu tvaru lze považovat například i otáčení člověka kolem své vlastní osy.
Bez změny referenčních hodnot by otáčejícího člověka nebylo možné sledovat, protože třeba
při otočení o 90 stupňů se zcela mění rozložení významných bodů, a tak by nebyla nale-
zena žádná korespondence. Pokud však při jeho otáčení budou průběžně měněny referenční
hodnoty, tak bude jeho pozice stále dobře sledovatelná.
5.6 Grafické rozhraní
Z důvodu usnadnění ovládání programu a především označování objektů bylo vytvořeno
uživatelské rozhraní nad třídou Tracker. Využití vestavěných tříd highgui v knihovně
OpenCV se nejevilo jako dobrý nápad i přesto, že by výsledná aplikace byla multiplatformní.
GUI je proto postaveno na technologii společnosti Microsoft Windows Forms. Jedná se
o část .NET Frameworku, která zpřístupňuje nativní vzhled Windows aplikací a prostředky
WinAPI v manažované části kódu. Tato část řešení diplomové práce je napsaná v jazyce
C# zkombinovaném s množinou jazyka C++. Výsledek řešení je vidět na obrázku 5.5.
Obrázek 5.5: Grafické rozhraní aplikace
Největším problémem při vytváření GUI byla nekompatibilita obrazového formátu knihovny
OpenCV a formátu podporovaného komponentou PictureBox .NET Frameworku. Řešení
tohoto problému není zrovna elegantní, ale svým způsobem značně jednoduché. Místo ma-
nuálního převodu jednoho datového typu na druhý, se výsledný obraz navrácený metodou
Process() uloží do dočasného souboru na disk počítače ve formě bitmapového obrazu.




Tato kapitola se věnuje testování vytvořeného programu pro sledování objektů ve videu.
Jsou provedeny experimenty sledování jednoho a více objektů v testovacích videosekvencích.
Jako zdrojové sekvence byly použity data z projektu
”
CAVIAR project“. Domovská stránka
je http://homepages.inf.ed.ac.uk/rbf/CAVIAR/. Jde o projekt financovaným evropským
společenstvím.
Testovací videosekvence mají rozlišení 384x288 bodů. Jedná se o záběry bezpečnostních
kamer z nákupního centra. Jedna kamera sleduje pohled do chodby a současně záběry
z druhé kamery jsou z bočního pohledu téhož místa ve stejném čase. Videa byla kvůli
omezení OpenCV převedena ze zdrojového kontejneru MPEG do AVI, čímž došlo ke snížení
kvality výsledného obrazu.
Všechny testy byly provedeny na počítači s procesorem Intel Core 2 Duo T5670 1.8GHz.
Operační pamět měla velikost 2 GB DDR2 a kmitočet 667 MHz. Na počítači byl nain-
stalován operační systémem Windows Vista Business 32 bit. Knihovna OpenCV 2.2 byla
přeložena v prostředí Microsoft Visual Studio C++ 2008 Express v režimu debug, pro-
tože v release režimu nebyla schopna pracovat se vstupním videem. Výsledný program byl
přeložen ve stejném nástroji a debug režimu.
Testy probíhaly tak, že se nalezla nějaká zajímavá oblast ve vstupním videu. V této části
videa byly ručně označeny objekty, které mají být sledovány. Výstup sledování se nechal
ukládat do souboru na disk, protože sledování neprobíhá přímo v reálném čase. Z tohoto
výsledného videa byly programem VirtualDUB vyextrahovány jednotlivé snímky, které se
nachází ve výsledcích jednotlivých testů.
6.1 Stabilita
Cílem tohoto testu je zjistit, jestli dokáže detektor zůstat v části videosekvence, kde nedo-
chází k pohybu, v klidném stavu. Tedy jestli bude celou dobu zaměřený pořád na jedo a to
samé místo. Test probíhal na videosekvenci bočního záběru chodby obchodního domu.
Výsledek testu je vidět na obrázku 6.1. V prvních snímcích je pozice zaměřená do
oblasti, která byla na začátku testu vybraná. S postupujícím časem se však začíná přesouvat
nepatrně do levého horního rohu. Analýzou gaborovy transformace obrazu bylo zjištěno, že
je to způsobeno nepatrným posunem významných bodů obrazu, které se nacházejí převážně
v místě bílého nápisu na červeném podkladu v levém horním rohu. Tento posun je způsobený
nekvalitní kompresí vstupního obrazu. Gaborův filtr reaguje na artefakty, které se nacházejí
v obraze kvůli ztrátové kompresi videa.
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Obrázek 6.1: Test stability detektoru pohybu
6.2 Sledování jednoho objektu
Tento test je zaměřený na sledování jednoho pohybujícího se objektu ve videosekvenci.
Jako testovací video byl zvolena scéna, kde se pohybuje žena v nákupním centru po chodbě
směrem od kamery. Výsledek trasování je znázorněný na obrázku 6.2.
Obrázek 6.2: Sledování ženy jdoucí od kamery
Výsledek testu je plně uspokojující, obdélník sleduje ženu po celou dobu a ani se příliš




















Obrázek 6.3: Vzdálenost trasovaného objektu
žádnému překryvu. Je prezentována pouze schopnost vyrovnat se s afinní tranformací změny
měřítka. Výsledek sledování taky zachycen v grafu 6.3, kde je zaznamenaná vzdálenost
nejlepšího obdélníka, tak jak ho vyhonotil částicový filtr, od pozice, která je předpokládaná
jako nejlepší výsledek a je určena ručně. Vzdálenost je spočtena jako euklidovská vzdálenost
středů porovnávaných částic. V tabulce 6.1 jsou potom číselné údaje vzdálenosti z grafu
v některých snímcích. Chyba roste, protože není použit žadný algoritmus pro rozpoznávání
objektů, který po určitém počtu snímků korigoval chybu.
Snímek 635 Snímek 672 Snímek 709 Snímek 746 Snímek 785
0 px 3 px 5 px 11 px 16 px
Tabulka 6.1: Vzdálenost předpokládané pozice od skutečné
6.3 Sledování více objektů
Zde se jedná pouze o ukázku toho, že je framework schopen sledovat více než jeden objekt.
Každý sledovaný objekt je označen vlastní barvou, aby ho bylo možné snadno rozlišit.
Výsledek je k vidění na obrázku 6.4.
Obrázek 6.4: Sledování více objektů
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6.4 Překryv objektů
Následující test ukazuje slabost zvolené implementace. Jak je vidět na sekvenci obrázků 6.5,
tak algoritmus se není schopný vypořádat se situací, kdy je sledovaný objekt zastíněn jiným
objektem. Tento problém je způsoben dvěma aspekty řešení. Prvním je, že při překryvu
zmizí velké množství významných bodů, takže porovnání podobnosti velké množiny bodů
ztratí smysl. Případně se body vyhodnotí jako velmi podobné i když leží na cizím objektu.
Druhým problémem je již zmíněné převzorkování referenčního modelu. To způsobí, že
se při překryvu začne sledovaná část vázat čím dál tím více na překrývající objekt, až je při
značném překryvu původní objekt zcela zatracen a sledování se přesune na nový objekt.
Obrázek 6.5: Neschopnost se vypořádat s překryvem objektů
6.5 Ztracení objektu
Tento test ukazuje negativní vlastnost zvoleného řešení. Jako vstup je sekvence, kde je
zachycen průchod halou z bočního pohledu. Po chodbě prochází muž z pravé části obrazu
doleva. Postava muže je sledována a díky převzorkování referenčních hodnot objektu, které
bylo zmíněno v 5.5, je korektně sledován i když se v průběhu otáčí. Bez změny referenční
hodnoty by sledování ve chvíli, kdy by se začal otáčet, selhalo.
Snímek 1189 Snímek 1226 Snímek 1263 Snímek 1300 Snímek 1339
0 px 2 px 4 px 4 px 18 px
Tabulka 6.2: Vzdálenost předpokládané pozice objektu od skutečnosti
Při stání u červené cedule s bílým nápisem však vlivem převzorkování referenční hodnoty
dojde k uchycení klíčových bodů na tuto tabuli a sledovaný objekt je ztracen. Výsledky
sledování jsou podobně jako v případě testu 6.2 zachyceny v grafu a tabulce. Graf 6.7
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znázorňuje vzdálenost sledovaného objektu a jeho předpovídané pozice částicovým filtrem.
V tabulce 6.2 jsou zaznamenány číselné hodnoty pro některé ze snímků.




















Obrázek 6.7: Vzdálenost trasovaného objektu
6.6 Zhodnocení
Představenou metodu ohodnocení okolí bodu založenou na odezvách Gaborových vlnek
v daném bodě, lze použít pro sledování objektů mezi sekvencí obrazů. Řešení to ale ve spo-
jení s částicovými filtry není úplně ideální. V této části práce bude zhodnocen a diskutován
výsledek řešení.
Ve druhém testu je vidět, že metoda si bez větších potíží poradí se sledováním jednoho
objektu v prostředí, kde není zastíněn jiným objektem. Kvalita a přesnost sledování do
značné míry závisí na kvalitě vstupního videa. Jak bylo vidět v prvním testu, tak metoda
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je citlivá na artefakty, které vznikají v obraze při ztrátové kompresi videa. Tyto artefakty
by vadily míň, pokud by se přistoupilo ke sledování rozměrnějších objektů.
Trasování objektů představenou metodou je citlivé na okolí sledovaného objektu. Je
to zapříčiněno především výběrem klíčových bodů v obdélníkové oblasti kolem objektu.
Výběr je založený na hledání bodů s největší odezvou. I když jsou ignorovány body, které
leží v rohových částech, tak je dost možné, že bude za klíčový bod vybrána oblast mimo
sledovaný objekt. Dalším problémem při zpracování oblasti je její velikost. Nesmí být příliš
malá, protože se v ní nemusí nacházet žádné významné odezvy na banku filtrů. Nesmí být
ani příliš velká, jinak jsou jako významné body vybrány i místa mimo požadovaný objekt.
Rychlost metody není u implementace na PC platformě příliš dobrá. Dochází k opako-
vané konvoluci stejné části obrazu s jinými filtry. Na PC se jedná o úlohu, která musí být
serializovaná, a nebo rozdělena na několik jader CPU. Mnohem vhodnější by však byla im-
plementace v HW, kde by se nacházela pro každý filtr vlastní konvoluční jednotka. V úvahu
připadá i implementace na GPU. Rychlost celé aplikace by následně rapidně stoupla. Tento
problém by bylo potřeba řešit, protože při sledování více objektů narůstá celkový čas po-
třebný pro vyhodnocení okolí bodů. V současném stavu se metoda nehodí pro sledování
více objektů v reálném čase.
Metoda není schopna se vypořádat s překryvem objektů. Možným řešením tohoto pro-
blému by bylo rozdělit sledovaný objekt na více částí, které by byly sledovány samostatně
a pozice výsledku by byla určena nejvíce signifikantní částí, ke které by se následně po-
měrně posunuly méně relevantní části. To by umožnilo sledovat například člověka, který
má zakrytou velkou část těla a vyčnívá mu jen hlava.
K přecházejícímu odstavci se váže ještě problém neurčitosti objektů. Ten vzniká kvůli
tomu, že ve vyfiltrovaném obraze jsou si dva lidé, obzvláště v tak malých proporcích, jako
v prezentovaných testovacích datech, velmi podobní. Na takové úrovni je velmi těžké rozlišit
dva objekty. Tento problém může nastat, když jdou dva lidé ve stejném směru a jeden se
pohybuje rychleji. Ve chvíli, kdy se překryjí, se oba dva filtry pravděpodobně navážou
na objekt na popředí. Řešením problému by bylo zahrnout do vyhodnocení podobnosti
částice a aktuálního stavu, kromě implementovaných ohodnoceních založených na Gaborově




Cílem této diplomové práce bylo nastudovat metody pro ohodnocení okolí bodů v obraze,
které jsou nezávislé na afiních transformacích. Zvolit si některou z metod a předvést její
nasazení na problém sledování pohybujících se objektů ve videu. Cíl této práce byl splněn.
Nastudované metody ohodnocení okolí bodu v obraze byly popsány ve druhé a třetí
kapitole. Z nich byla vybrána metoda postavena na Gaborových filtrech. Vstupní obraz je
u této metody konvoluován s bankou Gaborových 2D vlnek. Z produktů filtrace se určí, kde
se nacházejí významné body. Ty jsou následně popsány vektorem odezev na každou vlnku
v daném bodě.
Vyhodnocené okolí bodů je vstupem částicového filtru, který se stará o predikaci pohybu
objektu ve videu. Filtr obsahuje velké množství částic. Ty mají určenou váhu na základě
podobnosti bodů referenčního ohodnocení a stavu nad aktuálním snímkem. Váha je ještě
zpřesněna triangulací bodů, aby byl potlačen vliv afinních transformací.
Výsledný program je schopen sledovat jednotlivé objekty ve videosekvenci. Rychlost
sledování je však silně závislá na počtu sledovaných objektů a na velikosti banky filtrů a
rozměrech filtrů samotných. Řešení není schopné se vyrovnat s překryvem hledaných ob-
jektů stejně tak, jako nedokáže rozpoznat objekty, u kterých dojde k absolutnímu překryvu.
Jak vyplývá z testů provedených v šesté kapitole, tak chyba při sledování objektů po-
stupně roste. Na začátku je vzdálenost sledovaného objektu prakticky totožná s odhado-
vanou pozicí částicovým filtrem. Postupně se vzdálenost zvyšuje a drží se relevantně na
nízkých hodnotách kolem 4 pixelů. Po 100 snímcích však už dochází ke ztracení referenč-
ních hodnot a reálná pozice se od předpokládané začína čím dál tím víc lišit. Jak vychází
z prvního testu, tak po 150 snímcích se odklonila předpokládaná pozice o 16 pixelů.
Další vývoj programu by měl být zaměřen na zrychlení výpočtu konvoluce. Mělo by jít
o přenesení výpočtu na GPU a nebo tuto část implementovat v HW. Dalším zlepšení by si
zasloužilo ohodnocení stavu částic filtru. Mělo by jít především o přidání další informace
z obrazu, která by se podílela na sledování. Nejspíše by se mělo jednat o HSV histogram
barevného prosotru v okolí částice. Aby nedocházelo ke ztrácení objektů po velkém počtu
snímku, tak by bylo vhodné do sledování zapojit některou metodu pro rozpoznávání ob-
jektů, aby mohla být korigována pozice objektu.
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• Elektronická verze textu diplomové práce ve formátu PDF a její zdrojový text pro
LATEX.
• Zdrojový kód implementace popisované v práci včetně řešení pro Microsoft Visual
Studio 2008.
• Binární soubory řešení pro operační systém Windows




Na obrázku B.1 je zachycené GUI vysledného programu, který byl vytvořen v rámci této
diplomové práce, a jsou popsány jednotlivé ovládací prvky. Dál proto už bude obecnější
koncept ovládání bez zaměření na jednotlivé prvky GUI.
Otevření videa se děje na základě jeho výběru ve standardním Windows dialogu. Po
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Obrázek B.1: Vzdálenost trasovaného objektu
Ukládání videa na disk není povinná část procesu a je možné ji provést tak, že se vybere
adresář, do kterého se má ukládat výsledný videosoubor. Tento videosoubor bude mít jméno
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rovno aktuálnímu datumu a času, kdy byl vytvořen.
Výběr objektů se provádí jedině při pozastaveném videu. Je potřeba zvolit mód
”
Select“.
V tuto chvíli se při přechodu nad obrazem videa zobrazá ukazatel ruky. Zmáčknutím a
tažením ve směru dolů a doprava se ohraničuje požadovaný objekt. Po uvolnění zmáčnutí
je vložen objekt do fronty a bude sledován.
Při špatném označení nebo potřebě přeznačit objekty zájmu, je možnost vymazat ak-
tuálně sledované objekty. Podobně jako při značení lze tuto operaci provést pouze při po-
zastaveném videu kliknutím na tlačítko
”
Clear“.
Spuštění videosekvence a sledování objektů se děje při zmáčnutí ovládacího prvku
”
Play“. Pro pozastavení aktuálně přehrávané sekvence slouží tlačítko
”
Pause“.
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