This paper discusses a method for recognizing certain graph classes based on elimination schemes more e ciently. We reduce the time bound for recognizing quasi-triangulated graphs from O(n 3 ) to O(n 2:77 ), and perfect elimination bipartite and cop-win graphs from O(n 3 ) to O(n 3 =log n). ?
Introduction
A vertex elimination scheme for a graph is an ordering of the vertices v 1 ; v 2 ; : : : ; v n such that each v i satisÿes a particular property on the graph induced by v i+1 ; v i+2 ; : : : ; v n .
Many important graph classes are deÿned or characterized in terms of an elimination scheme. For example, chordal graphs, deÿned as having no induced cycles of length greater than 3, are characterized as those graphs which have an elimination scheme with the property that neighbors of v i induce a clique. Trees can be characterized as those graphs such that every eliminated vertex (except for v n ) has degree 1 in the remaining graph. Other elimination schemes are discussed in [2] .
A vertex v is called simplicial if the neighborhood of v induces a clique. A vertex v is co-simplicial if the neighborhood of v induces a clique in G, i.e. the nonneighbors of v are an independent set in G.
Elimination schemes are often a desirable form of characterization. We consider the characterization of chordal graphs as an example. It is obvious that if the neighbors of v induce a clique, v cannot be part of an induced cycle of length greater 1 Supported by NSF Grant 9820840.
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than 3. The elimination scheme characterization shows that the global property of not having a long induced cycle can be resolved entirely via local operations of testing whether neighborhoods of vertices induce cliques. The elimination scheme immediately leads to an O(n 3 ) recognition algorithm for chordal graphs, and using more specialized observations eventually yields a linear time chordal graph recognition algorithm [7] .
The class of good graphs is deÿned in [10] . A good ordering of a graph G is an ordering of the vertices such that for every induced subgraph H of G, either the last vertex of H in the ordering is simplicial in H , or the ÿrst vertex of H in the ordering is co-simplicial in H . This deÿnition arises in the context of perfect orders [3, 11, 13] ; every good graph is perfectly orderable, and good graphs contain such classes as chordal graphs, co-chordal graphs, and graphs with Dilworth number at most 3.
It is easy to see that G is good if and only if G has an elimination scheme such that every vertex v eliminated is simplicial in either G or G. Graphs with this form of elimination scheme are called quasi-triangulated graphs by Gorgos [8] . Clearly every good graph is quasi-triangulated, and a good ordering can be constructed from such a scheme by placing simplicial vertices after all remaining vertices, and co-simplicial vertices before any remaining vertices.
Gorgos characterized quasi-triangulated graphs as follows. A graph is latticed if every vertex belongs to some chordless cycle of length at least 4 in both G and G.
No induced subgraph of a quasi-triangulated graph can be latticed, since a simplicial vertex is not part of a long chordless cycle in G and a co-simplicial vertex is not part of a long chordless cycle in G. Gorgos proved that the converse direction holds as well; i.e., G is quasi-triangulated if and only if no induced subgraph is latticed.
We will show how to use the deÿnition of an elimination scheme to recognize quasi-triangulated graphs more e ciently than the result one gets by an obvious algorithm.
A ÿrst algorithm
We ÿrst present a natural O(n 3 ) algorithm for recognizing quasi-triangulated graphs. For every ordered pair of vertices x; y, let deÿcitset(x; y) be the set of vertices which are adjacent to x but not to y, and let deÿcit(x; y) be the number of vertices in this set. Let nonzero(x) be the number of neighbors y of x such that deÿcit(x; y) is greater than 0. It is not hard to see that x is simplicial if and only if nonzero(x) = 0.
It is easy to create all deÿcitsets for both G and G in O(n 3 ) time. We can then place vertices x such that nonzero(x) is 0 in either G or G into a queue for removal from the graph. We repeatedly take a vertex q from the front of the removal queue, remove q from all deÿcitset lists, and update deÿcit and nonzero values in both G and G. Using standard data structures, it is easy to see that a single vertex can be removed in O(n 2 ) time, and thus the time for creating the entire elimination scheme for a quasi-triangulated graph is O(n 3 ). HoÂ ang [9] points out that this time complexity can be reduced simply to O(nm). There are only O(m) deÿcit lists for G, so the time for removing a single vertex from these lists is O(m). It is not so obvious, however, that we can maintain deÿcit lists for G within this time bound.
To see that the total size of deÿcit lists is O(nm) and that the lists can be constructed in this time bound, consider a single edge (u; v) of G. For each vertex w, we check to see whether w is nonadjacent to both v and u; if so, we add v to deÿcitset(w; u) and u to deÿcitset(w; v) in G. The time spent on each edge is O(n), and all deÿcitsets are constructed in this way. Since the total size of deÿcit sets in both G and G is O(nm), the total time spent removing vertices from these sets is O(nm), and quasi-triangulated graphs can be recognized in O(nm) time.
In the following sections, we will show that this fundamental algorithm of maintaining deÿcit lists can be improved. Instead of computing all deÿcit sets initially, we can save time by ÿnding deÿcit sets only when these sets are small, and updating other deÿcit values periodically.
Saving logarithmic factors
In this section, we show that we can shave a factor of log n from the running time for recognizing quasi-triangulated graphs. This factor is achieved by precomputating on small sets, and is similar to algorithms such as [1, 5] .
If we want to compute deÿcit(x; y) for a single pair of vertices x and y, we will take time proportional to n. However, if we want to compute deÿcit(x; y) for all x and y, we can use matrix multiplication to get an algorithm which runs in O(n 2:376 ) time. This algorithm will not allow us to compute the sets deÿcitset(x; y), however. Of course, if the size of the deÿcitsets is large, we may need (n) time simply to output the deÿcit set. Our algorithms are designed to output deÿcitset(x; y) for vertex pairs such that this deÿcitset is small.
We ÿrst create a precomputation tree T as follows. T is a complete binary tree of height f(n); T has 2 f(n) leaves. T can be viewed as a decision tree, where a vertex is placed at a leaf by branching to the right at level i if and only if it is adjacent to vertex i, for i = 1 : : : f(n).
For each pair of leaves l 1 ; l 2 of T , we calculate the deÿcitsets for vertices which are placed in this pair of leaves. We can easily calculate all such deÿcitsets in O(f(n)2 2f(n) ) time.
Suppose we want to compute deÿcitsets (x; y) for a set of vertex pairs P. Let D be the set of vertices which appear in at least one of these set of vertex pairs. Divide the entire vertex set into sets of size f(n), and calculate the deÿcitset of each pair on each set of f(n) vertices. To calculate all deÿcitsets over a single set S of f(n) vertices, ÿrst place each vertex of D at the appropriate leaf of T if we branch left or right depending on adjacency to the ith vertex of S. Our precomputation allows us to create the deÿcitset for each pair of P in time proportional to the size of deÿcitset(x; y) in S. Note that if we only wish to count the size of this deÿcitset, we can take constant time per vertex pair.
Suppose that we let f(n) = log n. Then the precomputation time creating T is O(n 2 log n).
We now demonstrate how to use this approach to reduce the time complexity for recognizing quasi-triangulated graphs, as well as some other graph classes deÿned by elimination schemes. Chordal graphs can also be recognized by this algorithm, but this would be neither simpler nor faster than existing algorithms for recognizing chordal graphs.
Instead of computing all possible deÿcitsets, we create deÿcitset(x; y) only when deÿcit(x; y) is at most f(n). We recalculate deÿcit values of all vertices every f(n) vertices deleted; this guarantees that we discover every pair (x; y) with 0 deÿcit. We will call the removal of f(n) vertices a phase of the algorithm.
Using the techniques described above, and choosing f(n) = log n, we can calculate all initial deÿcit values in O(n 3 =log n) time. We can calculate all deÿcitsets such that deÿcit(x; y) is at most log n as follows. For each set S of size log n, place all vertices at the appropriate leaves of T based on adjacencies to S. For each (x; y) such that deÿcit(x; y) is at most log n, ÿnd the members of S which are in deÿcitset(x; y) and add them to the deÿcitset list.
The time placing a single vertex v as a leaf in all of the n=log n trees is O(n), so O(n 2 ) time is spent placing vertices in trees during a phase. Since there are at most n=log n phases, the total time spent placing vertices in trees is O(n 3 =log n). We also spend time checking and adding to deÿcitset lists for pairs with small deÿcits. Any pair (x; y) creates a deÿcitset during only one phase; the time spent within a single tree is constant plus the size of the deÿcitset restricted to the tree. Therefore, the time spent creating deÿcitset(x; y) is O(n=log n + log n); this gives a total time O(n 3 =log n) for creating deÿcitsets of all pairs. At the end of a phase, we need to update all deÿcit values. To do this, we create a set S consisting of the log n most recently deleted vertices, place all vertices in T based on adjacency to S, and ÿnd the change in deÿcit for each (x; y) by seeing the value of deÿcits for the corresponding leaves. This takes O(n 2 ) time for each phase, and thus O(n 3 =log n) time overall. Therefore, we can maintain the set of pairs with 0 deÿcits as vertices are deleted from a graph in O(n 3 =log n) time. This allows us easily to recognize quasi-triangulated graphs in this time bound, since a vertex v is a candidate for deletion if and only if it has all deÿcits of edges (v; w) equal to 0 either in G or G.
We can reduce the time complexity of recognizing other graph classes deÿned by elimination schemes in this way as well. Cop-win graphs are deÿned using a pursuit-evasion game on a graph. Nowakowski [14] showed that G is a cop-win graph if and only if we can reduce the graph to a single vertex by successively ÿnding and deleting a vertex v such that for some edge (v; w); N(v) is a subset of N [w]. This corresponds to having some edge with deÿcit 1, and we can easily modify our algorithm to recognize cop-win graphs in O(n 3 =log n) time.
Larger improvements for quasi-triangulated graphs
The previous section described a general method for reducing time bounds for recognizing graph classes deÿned by elimination schemes, using the idea of precomputation for small sets, and special treatment of edges with small deÿcits. The following method seems somewhat general as well, but I have only been able to improve the running time for recognizing quasi-triangulated graphs at this point. The idea is to use fast matrix multiplication to reduce the time needed to determine which deÿcits are small; this allows us to raise the threshold for small deÿcits, and reduces the number of phases of the algorithm. We note that the di erence between quasi-triangulated graphs and other classes is that for quasi-triangulated graphs, we can state the elimination condition in terms of a vertex satisfying a condition, while in the other cases we must deal with edges satisfying a property.
We deÿne two functions, g(n) and h(n). We use g(n) as our notion of a threshold, ÿnding and maintaining deÿcitsets (x; y) when x could be deleted among the next g(n) vertices. For quasi-triangulated graph recognition, we calculate all deÿcitset(x; y) if for all edges (x; w) deÿcit(x; w) is at most g(n). We divide the vertices into sets of size h(n), where we will be calculating deÿcits and deÿcitsets on subsets of size h(n).
Instead of using a decision tree to calculate deÿcit values, we may use matrix multiplication. To calculate all initial deÿcits of adjacent vertices, we set deÿcit(x; y) equal to degree(x) − A 2 [x; y] − 1. A vertex v is a candidate for elimination in a quasi-triangulated graph elimination scheme during the next g(n) steps if the maximum value of deÿcit(v; w) over all edges (v; w) is at most g(n). We will refer to the elimination of g(n) vertices as a phase of the algorithm. Let X be the set of vertices which have not previously been identiÿed as candidates for elimination, and are now candidates for elimination. We describe a method for computing all deÿcitset lists for vertices in X .
Divide remaining vertices into sets of size h(n). For each C[x; v] which is less than the number of neighbors of x in S, we will have at least one addition to deÿcitset(x; v). We ÿnd the actual members to add to deÿcitset(x; v) by stepping through the vertices of S, testing adjacencies to x and v. We note that it is possible to use the techniques of the previous section to save a logarithmic factor in this step, but we will ignore this to make the analysis and improvements for this section clearer.
Once deÿcitset lists are created, we remove vertices in a single phase as in the previous section. We can maintain a count of the number of nonempty deÿcitset lists for vertices of X , and use pointers to delete a removed vertex from all deÿcitset lists on which the vertex appears. A vertex enters a queue for possible removal when the number of its nonempty deÿcitset lists becomes 0.
At the end of a phase, we must update the values of deÿcit(u; v) for all remaining vertices u and v. This is done by matrix multiplication. We now analyze the time complexity of the algorithm. Let n ! be the time complexity of multiplying two n by n matrices; the current best known algorithm requires O(n 2:376 ) time. To multiply an i by j and j by k matrix takes O(q !−2 max(ij; ik; jk)) time [4] , where q = min(i; j; k) [12] . In current terms, this means that instead of using O(ijk) time as in tradition matrix multiplication, you can reduce the time by a factor of q 0:624 , where q is the smallest dimension.
Initial deÿcit values are calculated in O(n 2:376 ) time. We then identify a set X of vertices for which deÿcitset lists will be created. We perform n=h(n) matrix multiplications of size |X | by h(n); h(n) by n to identify parts of the matrix where we will add to a deÿcitset list.
To analyze the time taken on this step, we consider two cases, depending on whether h(n) is larger or smaller than |X |. If h(n) is larger than |X |, the time for a single multiplication is O(nh(n)|X | 0:376 ). This can be repeated n=h(n) times for a single X set, giving O(n 2 |X | 0:376 ) time for the set X . If we overestimate |X | by h(n), and assume this occurs in all n=g(n) phases, we get an upper bound of O(n 3 h(n) 0:376 =g(n)) spent on this case overall.
When |X | is larger than h(n), the time is O(n|X |h(n) 0:376 ) for a single multiplication, and O(n 2 |X |=h(n) 0:624 ) for a single X set. Summing over all |X | sets gives a bound of O(n 3 =h(n) 0:624 ) over the entire elimination process. When we identify that there are elements to add to deÿcit(x; y) within a subset of size h(n), we spend O(h(n)) time to identify such elements. We will ÿnd at most g(n) such subsets for each pair x; y, so the total time spent creating deÿcitset lists is O(n 2 g(n)h(n)). We then update the deÿcit values at the end of each phase. This involves multiplying an n by g(n) matrix with a g(n) by n matrix, which takes O(n 2 g(n) 0:376 ) time. This is repeated for each of n=g(n) phases, and thus takes O(n 3 =g(n) 0:624 ) time. The total time of the algorithm is O(n 2 g(n)h(n))+O(n 3 =g(n) 0:624 )+O(n 3 =h(n) 0:624 )+ O(n 3 h(n) 0:376 =g(n)). Balancing these terms via g(n) = h(n) = n 1=2:624 gives an algorithm with running time O(n 2+2=2:624 ), which is O(n 2:77 ).
Perfect elimination bipartite graphs
Perfect elimination graphs were introduced to generalize a famous application of chordal graphs. Given a symmetric matrix M , we can construct a corresponding graph Thus, an edge of a bipartite graph is called bisimplicial if the neighbors of the endpoints induce a complete bipartite graph, and a bipartite graph is called perfect elimination bipartite if all edges can be removed by successive removal of both endpoints of bisimplicial edges. For more on perfect elimination bipartite graphs, see [7] .
The best known algorithm for recognizing perfect elimination bipartite graphs runs in O(n 3 ) time [6] . We will use techniques from the previous sections to reduce the running time to O(n 3 =log n). The techniques are of the same type as those used earlier to get logarithmic improvement, though the details become considerably more complex.
First, we must determine what it means for an edge to be close to elimination, i.e. that it might be eliminated in the next f(n) steps. To determine this, let us rephrase bisimpliciality in terms of the deÿcits described in previous sections.
Edge (x; y ) is bisimplicial if and only if for all neighbors u of y deÿcit(x; u) = 0, and for all neighbors v of x, deÿcit(y ; v ) = 0.
A neighbor u of y is a mustneighbor of (x; y ) if deÿcit(x; u) ¿ f(n); similarly, a neighbor v of x is a mustneighbor of (x; y ) if deÿcit(y ; v ) ¿ f(n). We use the name mustneighbor because all of these vertices must be eliminated if we want to use the edge (x; y) as part of the next f(n) vertices to eliminate. Other neighbors of x and y will be called mayneighbors of (x; y ).
However, we do not want to deÿne a vertex to be close to elimination when the number of mustneighbors of the edge is at most f(n). We will be constructing a list of nonedges which stop (x; y ) from being bisimplicial when it is close to elimination and all mustneighbors have been eliminated; if every vertex has deÿcit f(n), these lists could be of size nf(n) for each edge, and simply writing down all the lists would take more than n 3 time. Thus, we need a more restrictive deÿnition for being close to elimination.
Deÿne the total deÿcit of (x; y ) to be the sum of deÿcit(x; u) for all neighbors u of y plus the sum of deÿcit(y ; v ) for all neighbors v of x. The total deÿcit can also be viewed as twice the number of nonedges from neighbors of x to neighbors of y . We also deÿne the mustneighbor deÿcit of (x; y ); this sums the deÿcit over all mustneighbors rather than over all neighbors of the edge.
Removing a mayneighbor of (x; y ) can reduce the total deÿcit of (x; y ) by at most 2f(n). Thus, if (x; y ) will be eliminated in the next f(n) steps, the total deÿcit contribution of edges which have two mayneighbors of (x; y ) as endpoints is at most 2f 2 (n). Every f(n) steps, we will compute for all (x; y ) the total deÿcit of (x; y ), and the mustneighbor deÿcit of (x; y ). Note that if the edge has at most f(n) mustneighbors, then the number of nonedges between mustneighbors is smaller than f 2 (n). To see the relationships between these values, note that the total deÿcit comes from three types of nonedges between neighbors of x and neighbors of y : (1) nonedges between mustneighbors, (2) nonedges between mustneighbors and mayneighbors, (3) nonedges between mayneighbors. All nonedges are counted twice in the total deÿcit; in the mustneighbor deÿcit, edges of type 1 are counted twice, edges of type 2 are counted once, and edges of type 3 are not counted. Therefore, if we subtract 2(mustneighbor deÿcit(x; y )) from total deÿcit(x; y ), we get edges of type 3 counted twice, edges of type 2 not counted, and edges of type 1 subtracted twice; in other words, we get 2(number of edges between mayneighbors − number of edges between mustneighbors). If we know that the number of edges between mustneighbors is at most f 2 (n), then if total deÿcit(x; y ) − 2(mustneighbor deÿcit(x; y )) is greater than 4f 2 (n), then the number of nonedges between mayneighbors is larger than f 2 (n), and (x; y ) cannot be chosen for elimination in the next f(n) steps.
Therefore, we will say that (x; y ) is close to elimination if the number of mustneighbors of (x; y ) is at most f(n), and total deÿcit(x; y ) − 2(mustneighbor deÿcit(x; y )) is at most 4f 2 (n). For this algorithm, the bottleneck step comes in the preprocessing of the tree, so there are many values of f(n) which can be chosen and do not a ect the running time of the algorithm. We choose f(n) to be n 0:4 ; other values can also be chosen. Our fundamental operation will be to use periodic matrix multiplication to determine which edges are close to elimination (similar to the steps in the faster algorithm for quasi-triangulated graph recognition), and to use the logarithmic improvement technique for keeping track of necessary deletions for edges which are close to elimination.
As a ÿrst step, we will calculate all values of deÿcit(i; j) every f(n) steps. Since all deÿcits can be calculated with one matrix multiplication, and this step is performed O(n 0:6 ) times, deÿcit calculation takes O(n 2:976 ) time even if we recompute from scratch every time. We then construct a new graph G 2 , with vertices i; i 2 for every vertex i of G. For each edge (u; v ) of G, we add the edges (u; v ); (u; v 2 ); (u 2 ; v ) and (u 2 ; v 2 ) to G 2 . We then add all edges (i; j 2 ) such that deÿcit(i; j) ¿ f(n), and all edges (a ; b 2 ) such that deÿcit (a ; b ) ¿ f(n).
The reason for deÿning G 2 is that the number of mustneighbors of (x; y) is equal to the number of common neighbors of x and y in G 2 . Thus, we can determine the number of mustneighbors for each edge within our time bound. For edges with at most f(n) mustneighbors, we now need to determine the values total deÿcit(x; y ) and mustneighbor deÿcit(x; y ).
The techniques for calculating total deÿcit for all edges and mustneighbor deÿcit for all edges are very similar. We create matrices for a matrix multiplication problem as follows. In . To calculate the mustneighbor deÿcit, we set all deÿcit values which are smaller than f(n) to 0, and perform the same calculation.
We now assume that we have identiÿed edges which are close to elimination. When an edge is close to elimination, we ÿrst create a list of mustneighbors of the edge; when the number of mustneighbors is reduced to 0, we create a list of nonedges between mayneighbors. To create the list of mustneighbors, we can use techniques developed in previous sections.
Create a complete binary precomputation tree T of height log n, as described in a previous section, which allows us to ÿnd the deÿcitset for a pair of vertices reaching these locations.
Create (every f(n) steps) a graph G 3 . In G 3 , create two vertices x; x 2 for every x in G, and one vertex for every y in G. Add an edge (x; y ) to G 3 if and only if x is adjacent to y in G, and add an edge (x 2 ; u) if and only if deÿcit(x; u) is smaller than f(n). Then the mustneighbors of (x; y ) from the ÿrst color class are exactly equal to deÿcitset(y ; x 2 ) in G 3 . A similar construction of a graph G 4 makes the mustneighbors of (x; y ) in the second color class correspond to deÿcitset(x; y 2 ) in an associated graph G 4 .
We can use the techniques described earlier to allow us to ÿnd all deÿcitsets, and thus all sets of mustneighbors for edges close to deletion, in time O(n 3 =log n). For each pair of vertices (x; y ) which is close to deletion, we maintain a list of mustneighbors of (x; y ). Whenever a vertex is deleted, it is also deleted from all mustneighbor lists. A mustneighbor can also be removed from the list when the deÿcit of the corresponding pair falls below f(n). Every f(n) steps, when deÿcits are recalculated, we check to see which values deÿcit(i; j) have gone from larger than f(n) to at most f(n); this occurs at most once for each pair i; j. We can maintain a list (using standard balanced tree data structures) for each vertex j consisting of all edges which are close to deletion and have j as a mustneighbor. When deÿcit(i; j) goes below f(n), we search this list for occurrences of i, and remove j from any edges (i; k ) which have j as a mustneighbor. Searching this list takes logarithmic time, so the total time spent is O(n 2 log n) (to ÿnd whether some value must be changed) + O(n 2 f(n)) (total number of deletions made from mustneighbor lists).
When the number of mustneighbors of (x; y ) is reduced to 0, we need to create a list of nonedges between mayneighbors of (x; y ). Since (x; y ) is close to deletion, and there are no more mustneighbors of (x; y ), the total size of this list is at most 4f 2 (n). We have already shown that in O(n 3 =log n) time, we can maintain data structures which allow us to handle vertex deletions, and determine when deÿcit(i; j) becomes 0 for all pairs of vertices i and j. We will now show that it is possible to maintain similar data structures which allow us to determine which vertices are contributing to the total deÿcit of an edge.
Vertex i (in the same color class as x) contributes to the total deÿcit of (x; y ) if i is adjacent to y , and deÿcit(x; i) is greater than 0. We maintain a graph G 5 with two vertices x; x 2 for each vertex in the ÿrst color class of G, and a vertex y for each vertex from the second color class. Vertex i is adjacent to y if and only if i is adjacent to y in G, and i 2 is adjacent to j if and only if deÿcit(j; i) is 0. Thus, i contributes to the total deÿcit of (x; y ) in G if and only if i is part of deÿcitset(y ; x 2 ) in G 5 . We create a similar graph G 6 , with i from the second color class contributing to the deÿcit of (x; y ) if and only if i is part of deÿcitset(x; y 2 ).
We maintain deÿcitsets for G 5 and G 6 for all deÿcits of size at most 4f 2 (n); as stated earlier, this can be maintained in O(n 3 =log n) time. When (x; y ) is close to elimination and all mustneighbors have been removed, we ÿnd all i which are part of deÿcitset(y ; x 2 ) in G 5 and all j which are part of deÿcitset(x; y 2 ) in G 6 . We then collect all deÿcitset(x; i) and deÿcitset(y ; j ) in G, adding the values to a list for nonedges associated with (x; y ). Each entry gives a nonedge between a neighbor of x and a neighbor of y ; since (x; y ) is close to elimination, there are at most 4f 2 (n) entries. When a vertex v is deleted, we delete all nonedges involving v from all lists; if this reduces the number of entries in a list to 0, the edge becomes eligible for elimination.
Conclusion
This paper considers a new strategy for ÿnding elimination schemes for classes of graphs. One standard approach is to maintain a full list of conditions which need to occur before each vertex is eliminated. We show that it is possible to improve on this idea by keeping a full list only for vertices which are 'close' to elimination, and doing a periodic check on the other vertices to see whether they are now close to elimination. This gives a polynomial improvement, from O(n 3 ) to O(n 2:77 ), for quasi-triangulated graph recognition.
We also present a variant of the Four Russians algorithm which runs in O(n 3 =log n) time; this can recognize cop-win graphs and perfect elimination bipartite graphs as well as perform such tasks as 0/1 matrix multiplication.
We would like to extend the ideas of the paper to other graph classes deÿned by elimination schemes as well.
