Abstract. This paper argues that basing the semantics of concurrent systems on the notions of state and state transitions is neither advisable nor necessary. The tendency to do this is deeply rooted in our notions of computation, but these roots have proved problematic in concurrent software in general, where they have led to such poor programming practice as threads. I review approaches (some of which have been around for some time) to the semantics of concurrent programs that rely on neither state nor state transitions. Specifically, these approaches rely on a broadened notion of computation consisting of interacting components. The semantics of a concurrent compositions of such components generally reduces to a fixed point problem. Two families of fixed point problems have emerged, one based on metric spaces and their generalizations, and the other based on domain theories. The purpose of this paper is to argue for these approaches over those based on transition systems, which require the notion of state.
Introduction
In this paper, I argue that basing the semantics of concurrent systems on the notion of state and state transitions is problematic. The resulting models often have unnecessary nondeterminism in the sense that the nondeterminism is an accident of the choice of modeling technique, rather than an intrinsic or interesting property of the system under study. This complicates analysis and impedes understanding. Moreover, such models fail to be compositional, in the sense that deterministic transition systems, when composed, often become nondeterministic, and that this nondeterminism reveals few if any insights about the system. The result is poor descriptions of the composite behavior.
Introducing time into concurrent models can help, but it either reduces the problem to sequential computation or it relies on a fictional abstraction, Newtonian universal time. In Newtonian universal time, every component in a distributed system shares a common notion of time. Networked computational systems have no mechanism for establishing this common notion of time. Considerable effort is required to establish even an approximate common notion of time [26] , and since it is necessarily approximate, the resulting models will be either inaccurate or unnecessarily nondeterministic. When a strongly common notion of time is assumed in the semantics, as in for example discrete-event systems, then distributed or parallel execution becomes a major challenge [19, 58] . There is a strong draw, however, towards using the notions of state and state transitions in semantics. These notions are deeply rooted in our understanding of computation. Programming languages are based on these concepts (and as a consequence, adapt poorly to concurrent computation [33] ). Even our foundational notions of semantics are wedded to state. In [56] , for example, Winskel explains denotational semantics to be a description of commands as functions mapping a syntax into a function that maps state into state. Winskel observes, in fact, that this notation appears to not be powerful enough for parallelism and fairness (presumably because of its focus on a single global state). When it comes to modeling parallelism, in [56] Winskel focuses on Hoare's CSP [25] and Milner's CCS [43] . He gives both in terms of labeled transition systems, where the labels can include input/output operations. But labeled transition systems are intrinsically based on the notion of state. Coupling two deterministic noninteracting processes (a trivial composition) under either CSP or CCS semantics will yield a nondeterministic semantic model. This nondeterminism contributes nothing to the understanding of the system. It reflects the uninteresting and inconsequential multiplicity of possible interleavings of independent actions.
The focus on transition systems follows naturally from our core imperative notions of computation. There has been, of course, considerable exploration of concurrent alternatives to imperative models of computation. For example, in [20] , Goldin et al. describe a persistent Turing machine (PTM), which has three tapes: input, working, and output. It continually processes data from the input, producing outputs. Networks of these can interact. A "universal PTM" can simulate the actions of any PTM. Goldin et al. argue that any "sequential interactive computation" (which has only a causality restriction) can be represented by a PTM. PTM's have stream and actor semantics, and are intrinsically concurrent. But they are not compositional. Consider again two non-interacting PTSs. Without synchronization between these, the resulting composition is not usefully modeled as a PTM. Similarly, in [22] , Gössler and Sifakis argue eloquently for a separation of behavior models from interaction models. But "behavior" is again given as transition systems. Once again, without imposing strong synchronization, a composition of behaviors is not usefully modeled as a behavior.
Of course, one can introduce synchronization to alleviate these problems. The synchronous languages [8] take a particularly strong stance on this, where concurrent computations are simultaneous and instantaneous, and at each "tick" of a global "clock" variables have a value given denotationally as a fixed point. This model is clean and compositional, but has proved notoriously difficult to implement in parallel or distributed systems. This has led to a focus on "global asynchronous, locally synchronous" (GALS) models [9] . These are, by definition, not compositional, since compositions of asynchronously interacting components cannot be again made synchronous without introducing unnecessary nondeterminism.
Even our notions of equivalence between systems are deeply connected to the notion of state. In [44] , Milner originated the idea of observational equivalence as mutual simulation (and bisimulation). Simulation and bisimulation are relations 3 on states, and hence become much less useful when system state is not a welldefined concept. To be sure, the formalisms apply, but only at the expense of the introduction of nondeterminism that is likely not intrinsic to the system being modeled.
To get a sense of just how deeply rooted the concept of state and state transitions are, consider next the very notion of computation.
Computation as Transformation of State
Let N = {0, 1, 2, · · · } represent the natural numbers. Let B = {0, 1} be the set of binary digits. Let B * be the set of all finite sequences of bits, and
be the set of all infinite sequences of bits (each of which is a function that maps N into B). Following [15] , let B * * = B * ∪ B ω . We will use B * * to represent the state of a computing machine, its (potentially infinite) inputs, and its (potentially infinite) outputs. Let
denote the set of all partial functions with domain and codomain B * * . An imperative machine (A, c) is a finite set A ⊂ Q of atomic actions and a control function c : B * * → N. The set A represents the atomic actions (typically instructions) of the machine and the function c represents how instructions are sequenced. We assume that A contains one halt instruction h ∈ A with the property that
That is, the halt instruction leaves the state unchanged. A sequential program of length m ∈ N is a function
That is, a sequential program is a finite sequence of instructions tailed by an infinite sequence of halt instructions. Note that the set of all sequential programs, which we denote P , is a countably infinite set. An execution of this program is a thread. It begins with an initial b 0 ∈ B * * , which represents the initial state of the machine and the (potentially infinite) input, and for all n ∈ N,
Here, c(b n ) provides the index into the program p for the next instruction p(c(b n )). That instruction is applied to the state b n to get the next state b n+1 . If for any n ∈ N c(b n ) ≥ m, then p(c(b n )) = h and the program halts in state b n (that is, the state henceforth never changes). If for all initial states b 0 ∈ B a 4 program p halts, then p defines a total function in Q. If a program p halts for some b 0 ∈ B, then it defines a partial function in Q.
1
We now get to the core appeal that sequential programs have. Given a program and an initial state, the sequence given by (1) is defined. If the sequence halts, then the function computed by the program is defined. Any two programs p and p can be compared. They are equivalent if they compute the same partial function. That is, they are equivalent if they halt for the same initial states, and for such initial states, their final state is the same.
2 Such a theory of equivalence is essential for any useful formalism. But in extending this theory of equivalence to concurrent systems, we are tempted to expose the internal sequence of state transformations, which proves to be an enormous mistake. This mistake underlies the technology of multithreaded programming, on which most concurrent software is built.
The essential and appealing properties of programs are lost when multiple threads are composed. Consider two programs p 1 and p 2 that execute concurrently in a multithreaded fashion. What we mean by this is that (1) is replaced by
At each step n, either program may provide the next (atomic) action. Consider now whether we have a useful theory of equivalence. That is, given a pair of multithreaded programs (p 1 , p 2 ) and another pair (p 1 , p 2 ), when are these two pairs equivalent? A reasonable extension of the basic theory defines them to be equivalent if all interleavings halt for the same initial state and yield the same final state. The enormous number of possible interleavings makes it extremely difficult to reason about such equivalence except in trivial cases (where, for example, the state B * * is partitioned so that the two programs are unaffected by each others' partition). Even in such trivial cases, we need to extend the semantics in some way to explicitly talk about isolation of state.
Even worse, given two programs p and p that are equivalent when executed according to (1) , if they are executed in a multithreaded environment, we can no longer conclude that they are equivalent. In fact, we have to know about all other threads that might execute (something that may not itself be well defined), and we would have to analyze all possible interleavings. We conclude that with threads, there is no useful theory of equivalence.
This problem shows up in practical situations. Building non-trivial multithreaded program with predictable behavior is notoriously difficult [33] . Moreover, implementing a multithreaded model of computation is extremely difficult. Witness, for example, the deep subtleties with the Java memory model (see for example [48] and [21] ), where even astonishingly trivial programs produce considerable debate about their possible behaviors.
The core abstraction of computation given by (1), on which all widely-used programming languages are built, emphasizes deterministic composition of deterministic components. The actions are deterministic and their sequential composition is deterministic. Sequential execution is, semantically, function composition, a neat, simple model where deterministic components compose into deterministic results.
Threads, on the other hand, are wildly nondeterministic. The job of the programmer is to prune away that nondeterminism. We have, of course, developed tools to assist in the pruning. Semaphores, monitors, and more modern overlays on threads (see [33] for a discussion of these) offer the programmer ever more effective pruning.
A model based on nondeterministic interleavings of state transformations is not a useful model. We should build neither programming techniques nor semantics on it. In [33] , I have discussed alternative programming techniques. Here I discuss alternative approaches to semantics. As with with the programming techniques, these alternative approaches are not new (mostly). The purpose of this paper is to argue their superiority, not to introduce new techniques.
Tagged Signal Model
Instead of functions of the form f : B * * → B * * concurrent computation can be given in terms of functions of the form
where (T → B * * ) is the set of functions with domain T and codomain B * * . In the above, T is a partially or totally ordered set of tags, where the ordering can represent time, causality, or more abstract dependency relations. A computation viewed in this way maps an evolving bit pattern into an evolving bit pattern. This formulation is based on the "tagged signal model" [36] , and it has been shown adaptable to many concurrent models of computation [9, 12, 38] . The mathematical structure of T can be highly variable, depending on the concurrency model, and can model tight synchronization (as in the synchronous languages) and loose synchronization (as in stream processing).
The tagged signal model is similar in objectives to the coalgebraic formalism of abstract behavior types in [4] , interaction categories [1] , and interaction semantics [52] . As with all three of these, the tagged signal model seeks to model a variety of interaction styles between concurrent components, without focusing on their state. Components may have state, and may execute through state transformations, but this is an irrelevant implementation detail. The notion of state is not exposed at the interface, and consequently the same model can be used for compositions of components where the state of the composition is not well-defined.
When computational components are given in the form of (3), we call the components actors [32] . Their environment (which can include other actors) provides them with data, and they react and possibly provide the environment with additional data. As suggested by the name, the classical "actor model" [3, 24] is actor-oriented in our sense. In the actor model, components have their own thread of control and interact via message passing. We are using the term "actors" more broadly, inspired the analogy with the physical world, where actors control their own actions. In this sense, the synchronous languages [8] , for example, are also actor-oriented. Asynchronous dataflow models are also actororiented in our sense, including both Kahn-MacQueen process networks [28] , where each component has its own thread of control, and Dennis-style dataflow [17] , where components (also called "actors" in the original literature) "fire" in response to the availability of input data. In our conception, however, compositions of actors are also actors. It does not matter whether the composition has a single thread of control or a well-defined "firing."
A number of component architectures that are not commonly considered in software engineering also have an actor-oriented nature and are starting to be used as source languages for embedded software [34, 31] . Discrete-event (DE) systems, for example, are commonly used in circuit design and in modeling and design of communication networks [13, 5] . In DE, components interact via events, which carry data and a time stamp, and reactions are chronologically ordered by time stamp. In continuous-time (CT) models, such as those specified in Simulink (from The MathWorks) and Modelica [54] , components interact via (semantically) continuous-time signals, and execution engines approximate the continuous-time semantics with discrete traces.
When computational components are given in the form of (3), concurrent composition can take the form of ordinary function composition. By contrast, under the imperative model, the clean and simple mechanism of function composition is only applicable to sequential composition.
For components of form of (3), the domain and range of the function f are themselves functions, with form x : T → B * * . We call these functions "signals." They represent a potentially infinite evolving bit pattern. To build a useful semantic model for general concurrent systems, however, we need to broaden this simplistic model. For one, the model is much more usable if components have multiple inputs and outputs. This is easy to accomplish.
First, we generalize the notion of a signal. An event is a pair (t, v), where t ∈ T and v ∈ V, a set of values. The set of events is E = T × V. A signal s is a subset of E. So the set of all signals is P(E), the power set. A functional signal s is a partial function from T to V, meaning that if (t, v 1 ) ∈ s and (t, v 2 ) ∈ s, 7 then v 1 = v 2 . We denote the set of all functional signals by S = (T V). We will only consider functional signals here, so when we say "signal" we mean "functional signal."
Next we generalize the notion of an actor. An actor is associated with a set of ports. Actors receive and produce events on ports. Thus, a port is associated with a signal, which is a set of events. Given a set P of ports, a behavior is a function σ : P → S.
That is, a behavior for a set of ports assigns to each port p ∈ P a signal σ(p) ∈ S. Three actors with ports are depicted graphically in figure 1(a) . The actors are represented by rectangular boxes and the ports by small black triangles. At each port, there is a signal. Note that nothing in our formalism so far constrains the set V of values. In particular, there is nothing to keep us from including in V representations of actors themselves, which would yield a higher-order formalism. In particular, since a signal represents an evolving set of values, such a higherorder formalism supports evolving actor composition structures.
An actor a with ports P a is a set of behaviors,
That is, an actor can be viewed as constraints on the signals at its ports. A signal s ∈ S at port p is said to satisfy an actor a if there is a behavior σ ∈ a such that s = σ(p).
A connector c between ports P c is also a set of behaviors,
but with the constraint that for each behavior σ ∈ c, there is a signal s ∈ S such that ∀ p ∈ P c , σ(p) = s.
That is, a connector asserts that the signals at a set of ports are identical. In figure 1(a) , the connectors are represented as wires between ports. Given two sets of behaviors, a with ports P a and b with ports P b , the composition behavior set is the intersection, defined as
where
where σ ↓ P denotes the restriction of σ to the subset P of ports. A set A of actors (each of which is a set of behaviors) and a set C of connectors (each of which is also a set of behaviors) defines a composite actor. The composite actor is defined to be the composition behavior set of the actors A and connectors C. Figure 1(a) is such a composite actor.
In many such concurrent formalisms, ports are either inputs or outputs to an actor but not both. Consider an actor a with ports P a = P i ∪ P o , where P i are the input ports and P o are the output ports. In figure 1(a) , triangles pointing into the actor rectangles represent input ports, and triangles pointing out from the rectangles represent output ports. The actor is said to be functional if
Such an actor can be viewed as a function from input signals to output signals. Specifically, given a functional actor a with input ports P i and output ports P o , we can define a function
This function is total if any signal at an input port satisfies the actor. Otherwise it is partial. If the function is total, the actor is said to be receptive. A connector, of course, is functional and receptive. An actor with no input ports (only output ports) is functional if and only if its behavior set is a singleton set. That is, it has only one behavior. An actor with no output ports (only input ports) is always functional.
A composition of actors and connectors is itself an actor. The input ports of such a composition can include any input port of a component actor that does not share a connection with an output port of a component actor. If the composition has no input ports, it is said to be closed. Figure 1(a) is a closed composition.
A composition is determinate if it is functional. Note that now a composition is determinate if and only if its observable behavior is determinate. There is no accidental nondeterminism due to the choice of modeling technique.
A key question in many such concurrent formalisms is, given a set of total functional actors and connectors, is the composition functional and total? This translates into the question of existence and uniqueness of behaviors of compositions. It determines whether a composition is determinate and whether it is receptive. This is a question of semantics. 
Semantics
First, we observe that the semantics of any network of functional actors is the signal values. This reduces to a fixed point problem. In particular, any composition of functional actors can be restructured as a single actor with feedback connections. The composition in figure 1(a) can be redrawn as shown in figure  1(b) , which suggests the abstraction shown in figure 1(c) . It is easy to see that any diagram of this type can be redrawn in this way and abstracted to a single actor with the same number of input and output ports, with each output port connected back to a corresponding input port.
It is also easy to see that if actors a 1 , a 2 , and a 3 in figure 1(b) are functional, then the composite actor a in figure 1(c) is functional. Let F a denote the function of the form (4) giving the behaviors of a. Then the behavior of the feedback composition in figure 1(c) is a function f : {p1, p2, p3} → S that is a fixed point of F a . That is,
A key question, of course, is whether such a fixed point exists (does the composition have a behavior?) and whether it is unique (is the composition determinate?).
For some models of computation, a unique semantics is assigned even when there are multiple fixed points by associating a partial order with the set S of signals and choosing the least or greatest fixed point. For dataflow models [27, 11, 35] , a prefix order on the signals turns the set of signals into a complete partial order (CPO). Given such a CPO, we define the semantics of the diagram to be the least fixed point. The least fixed point is assured of existing if a is monotonic, and a constructive procedure exists for finding that least fixed point if a is also continuous (in the prefix order) [27] . It is easy to show that if a 1 , a 2 , and a 3 in figure 1(b) are continuous, then so is a in figure 1(c) . Hence, continuity is a property that composes easily.
This approach builds on domain theory [2] , developed for the denotational semantics of programming languages [56, 51] . But unlike many semantics efforts that focus on system state and transformation of that state, it focuses on concurrent interactions, and does not even assume that there is a well-defined notion of "system state."
Note that even when a unique fixed point exists and can be found, the result may not be desirable. Suppose for example that in figure 1(c) F a is the identity function. This function is continuous, so under the prefix order, the least fixed point exists and can be found constructively. In fact, the least fixed point assigns to each port the empty signal. We interpret this result as deadlock, because an execution of the program cannot proceed beyond the empty signals. Whether such a deadlock condition exists is much harder to determine than whether the composition yields a continuous function. In fact, it can be shown that in general this question is undecidable for dataflow models [35] . An approach that analyzes such networks for such difficulties is given in [37] and [59] . This approach defines causality interfaces for actors and gives an algebra for composing these interfaces.
In synchronous languages, the problem of existence and uniqueness reduces to determining existence and uniqueness at each tick of the global clock, rather than over the entire execution. In this case, we can use a flat CPO (rather than one based on a prefix order) and similarly assign a least fixed point semantics [50, 10, 18] . In this CPO, all monotonic functions are continuous. As in the dataflow case, continuity composes easily, but does not tell the whole story. In particular, the least fixed point may include the bottom ⊥ of the CPO, which represents an "unknown" value. When this occurs, the program is said to have a causality loop. Whether a program has a causality loop can be difficult to determine in general, but one can define a conservative "constructive semantics" that enables a finite static analysis of programs to determine whether a program has a causality loop [10] . One can further define a language that needs to know very little about the actors to determine whether such a causality loop exists [18] . The causality interfaces of [37] and [59] can again be used to analyze these models for causality loops.
When T represents time, it is customary to define semantics using metric space approaches [6, 49, 57, 7, 16, 29] . In such formulations, causality plays a central role. Causality intuitively defines the dependence that outputs from a concurrent component have on inputs to that component. In metric-space formulations, causal components are modeled as contracting functions in the metric space, conveniently enabling us to leverage powerful fixed-point theorems.
In [40] , Liu, Matsikoudis, and myself recently showed that the standard metric-space formulation excessively restricts the models of time that can be used. In particular, it cannot handle super-dense time [41, 42] , used in hardware description languages, hybrid systems modeling, and distributed discrete-event models. Super-dense time is essential to cleanly model simultaneous events without unnecessary nondeterminism. Moreover, the metric-space approaches do not handle well finite time lines, and time with no origin. Moreover, if we admit continuous-time and mixed signals (essential for hybrid systems modeling) or certain Zeno signals, then causality is no longer equivalent to its formalization in terms of contracting functions. In [40] , Liu et al. give an alternative semantic framework using a generalized ultrametric [46] that overcomes these limitations. The existence and uniqueness of behaviors for such systems comes from the fixed-point theorem of [47] , but this theorem gives no constructive method to compute the fixed point. In [14] we go a step further, and for the particular case of super-dense time, we define petrics, a generalization of metrics, which we use to generalize the Banach fixed-point theorem to provide a constructive fixed-point theorem.
Domain-theoretic approaches, it turns out, can also be applied to timed systems, obviating the need for a metric space. The following approach is described in [39] , which is based on [38] . This approach constrains the tagged signal model described above in a subtle but important way. Specifically, it assumes that the tag set is a poset (T , ≤), and that a signal is a partial function defined on a down set of T (a similar restriction is made in [45] ). A subset T of T is a down set if for all t ∈ T and t ∈ T , t ≤ t implies t ∈ T . Down sets are also called initial segments in the literature [23] . Under this approach, a signal s : T V is a partial function from T to V such that dom(s) is a down set of T , where dom(s) is the subset of T on which s is defined.
This constraint leads to a natural prefix order on signals. For any s 1 , s 2 ∈ S, s 1 is a prefix of s 2 , denoted by s 1 s 2 , if and only if dom(s 1 ) ⊆ dom(s 2 ), and s 1 (t) = s 2 (t), ∀t ∈ dom(s 1 ). That is, a signal s 1 is a prefix of another signal s 2 if the graph of the function s 1 is a subset of the graph of the function s 2 . The prefix order on signals is a natural generalization of the prefix order on strings or sequences, and the extension order on partial functions [53] . It is shown in [39] that existence and uniqueness of behaviors are ensured by continuity with respect to this prefix order. Causality conditions are also defined that ensure liveness and freedom from Zeno conditions. In this formulation, causality does not require a metric and can embrace a wide variety of models of time in timed concurrent systems.
In summary, approaches to semantics based on the tagged signal model, rather than on the notion of state and state transitions, appear to accomplish the key objectives of studies semantics. Since they do not explicitly depend on the notion of state, they do not introduce unnecessary and uninteresting nondeterminism due to irrelevant interleavings of state transitions.
Conclusion
I have argued that basing the semantics of concurrent systems on the notions of state and state transitions is neither advisable nor necessary. The tendency to do this is deeply rooted in our notions of computation, but these roots have also proved problematic in concurrent programming, where they have led to such poor programming foundations as threads. I have outlined some approaches to the semantics of concurrent programs that rely on neither state nor state transitions.
