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SUBCRITICAL APPROACH TO SHARP
HARDY-LITTLEWOOD-SOBOLEV TYPE INEQUALITIES ON
THE UPPER HALF SPACE
JINGBO DOU, QIANQIAO GUO AND MEIJUN ZHU
Abstract. In this paper we establish the reversed sharp Hardy-Littlewood-
Sobolev (HLS for short) inequality on the upper half space and obtain a new
HLS type integral inequality on the upper half space (extending an inequality
found by Hang, Wang and Yan in [8]) by introducing a uniform approach. The
extremal functions are classified via the method of moving spheres, and the
best constants are computed. The new approach can also be applied to obtain
the classical HLS inequality and other similar inequalities.
1. Introduction
In this paper, we shall continue our study of the extension of the sharp Hardy-
Littlewood-Sobolev inequality. The classical sharp Hardy-Littlewood-Sobolev (HLS)
inequality ([9, 10, 14, 12]) states that
|
∫
Rn
∫
Rn
f(x)|x − y|−(n−α)g(y)dxdy| ≤ N(p, α, n)||f ||p||g||t (1.1)
for all f ∈ Lp(Rn), g ∈ Lt(Rn), where 1 < p, t < ∞, 0 < α < n and 1/p+ 1/t +
(n − α)/n = 2. Lieb [12] proved the existence of the extremal functions to the
inequality with the sharp constant, classified the extremal functions and computed
the best constant in the case of t = p (the conformal case), or p = 2, or t = 2 (that
can be reduced to conformal case). The sharp HLS inequality will be called the
Hardy-Littlewood-Sobolev-Lieb (HLSL) inequality.
HLSL inequality plays a crucial role in the development of global analysis. For
instance, HLSL inequality implies Moser-Trudinger-Onofri and Beckner inequalities
[1], which are widely used in the study of uniformization theorem and prescribing
curvature problems; HLSL inequality implies sharp Sobolev inequality, as well as
Gross’s logarithmic Sobolev inequality [6] (see also Weissler [15]), which are widely
used in conformal geometry and Ricci flow problem.
Recently, we are able to extend HLSL inequalities in two directions: the sharp
inequality on the upper half space and the reversed HLS inequality.
On the upper half space Rn+ = {x ∈ Rn|x = (x1, x2, · · · , xn), xn > 0}. Dou and
Zhu [5] showed that: for 0 < α < n, 1 < p, t < ∞, n−1n · 1p + 1t + n−α+1n = 2, there
is a constant C(p, n, α), such that, for any f ∈ Lp(∂Rn+), g ∈ Lt(Rn+),
|
∫
R
n
+
∫
∂Rn+
g(x)f(y)
|x− y|n−α dydx| ≤ C(p, n, α)‖f‖Lp(∂Rn+)‖g‖Lt(Rn+). (1.2)
Moreover, the extremal functions are classified and the best constant is computed
in conformal case, that is, p = 2(n−1)n+α−2 and t =
2n
n+α .
1
On the other hand, if α > n, the reversed HLS inequality was found by Dou
and Zhu in [4]: for α > n, 0 < p, t < 1, 1p +
1
t +
n−α
n = 2, there is a constant
C(p, n, α) > 0, such that, for nonnegative functions f ∈ Lp(Rn), g ∈ Lt(Rn),∫
Rn
∫
Rn
g(x)f(y)
|x− y|n−α dydx ≥ C(p, n, α)‖f‖Lp(Rn)‖g‖Lt(Rn). (1.3)
Again, in conformal case, that is, t = p = 2nn+α , the extremal functions are also
classified and the best constant is computed in [4].
In this paper, we shall introduce a uniform approach to deal with these in-
equalities in conformal cases. Note in conformal cases, the corresponding extremal
functions can always be classified and the best constant can be explicitly computed.
Throughout the paper, we always use Bn to represent the ball in Rn with radius
1 and centered at (0, ..., 0,−1). The main idea of this approach is to study the
corresponding sharp inequalities with subcritical exponents either on the ball Bn
or on the sphere ∂Bn, and show that the extremal functions in the cases are always
constant functions, thus the best constants can be easily computed. We then pass
to the limit to obtain the expected sharp inequalities with critical exponents.
We first use this approach to establish the sharp reversed HLS inequality on the
upper half space in conformal case.
Theorem 1.1. Assume that α > n, p = 2(n−1)n+α−2 , t =
2n
n+α . Then for all nonnegative
f ∈ Lp(∂Rn+), g ∈ Lt(Rn+) :∫
R
n
+
∫
∂Rn+
g(x)f(y)
|x− y|n−α dydx ≥ Ce1 (n, α)‖f‖Lp(∂Rn+)‖g‖Lt(Rn+), (1.4)
where
Ce1(n, α) = (nωn)
−n+α−2
2(n−1)
( ∫
Bn
( ∫
∂Bn
1
|ξ − ζ|n−α dζ
) 2n
n−α dξ
) n−α
2n .
And the equality holds if and only if
f(y) = c
( 1
|y − y0|2 + d2
)n+α−2
2 ,
for some c > 0, y0 ∈ ∂Rn+.
We indicated in [4] that the above inequality holds. Late it was also proved
by Ngoˆ and Nguyen [13] via a different method, while they classified the extremal
functions along the line of early work of Li [11] and Dou and Zhu [4].
We shall also use the approach to establish following new sharp HLS type integral
inequality.
Theorem 1.2. Assume n ≥ 3, 2 ≤ α < n, p = 2(n−1)n+α−4 , t = 2nn+α , and write
x = (x′, xn) ∈ Rn+. Then the following sharp inequality holds for all nonnegative
f ∈ Lp(∂Rn+), g ∈ Lt(Rn+) :∫
R
n
+
∫
∂Rn+
xng(x)f(y)
(|x′ − y|2 + x2n)
n−α+2
2
dydx ≤ Ce2(n, α)
2
‖f‖Lp(∂Rn+)‖g‖Lt(Rn+), (1.5)
where
Ce2(n, α) = (nωn)
−n+α−4
2(n−1)
( ∫
Bn
( ∫
∂Bn
(1− |ξ − zo|2)
|ξ − ζ|n−α+2 dζ
) 2n
n−α dξ
)n−α
2n , (1.6)
2
and zo = (0,−1) ∈ Rn−1 × R. And the equality holds if and only if
f(y) = c
( 1
|y − y0|2 + d2
)n+α−4
2 ,
for some c > 0, y0 ∈ ∂Rn+.
Let
K1,α(x, y) =
1
|x− y|n−α . (1.7)
HLS type inequalities essentially are the Lp estimates for the convolution operators
with this kernel, either in the whole space (the classical HLS inequality), or on the
upper half space (Dou and Zhu’s generalization of HLS inequality on the upper half
space [5]). Note that this kernel, up to a constant, can be viewed as the fundamental
solution of (−∆)α/2 operator.
On the other hand, consider
K2,α(x, y) := − 1
n− α ·
∂
∂xn
K1.α =
xn
|x− y|n+2−α (1.8)
for x ∈ Rn+, y ∈ ∂Rn+, 2 ≤ α < n. This function, up to a constant, can be viewed
as the fundamental solution of (−∆)α/2 operator on the upper half space. In fact,
for α = 2, this is the classical Poisson kernel (up to a certain constant multiplier).
From this view point, it is quite natural to expect that inequality (1.5) shall hold.
In fact, for α = 2, (1.5) was first obtained by Hang, Wang and Yan [8]; and it can
be seen as the higher dimensional version of Carleman’s inequality and is closely
related to the sharp isoperimetric inequality. Hang, Wang and Yan’s inequality
was also extended by Chen [2] with different kernel function (for viewing fractional
Lapalacian operator on the boundary of the upper half space as a special map from
Dirichlet data to Neumann data). Chen’s approach is along the same line as that
in [8].
It is worth pointing out that the approach we introduced here can be used to
give another proof of the classical HLSL inequality, as well as that of reversed
sharp HLS inequality in conformal case. In these conformal cases, there always
are equivalent sharp inequalities either on unit sphere/ball, or on the upper half
unit sphere/ball. These sharp inequalities usually play essential role in the study of
geometric elliptic equations or integral equations involving critical exponents, such
as the sharp Sobolev inequality in study of Yamabe problem, the sharp logarithmic
Sobolev inequality in the study of Ricci flow.
We arrange the paper as follows. In Section 2, we prove Theorem 1.1. In fact,
we prove its equivalent form on a ball (Theorem 2.1 below). A reversed Young
inequality is derived, which yields the inequality with subcritical power (that is:
0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α ). We then establish the existence of extremal
functions under an extra assumption on the boundedness of L2 norm. Then we
classify the extremal functions via the method of moving planes, and compute the
best constant. Passing to the limit, we obtain the sharp inequality for p = 2(n−1)n+α−2
and t = 2nn+α . The extremal functions for the sharp inequality in critical case can
be classified via the method of moving spheres (following from similar argument
in Li [11] and Dou and Zhu [5]). In Section 3, we prove Theorem 1.2 by similar
procedures as in Section 2.
3
Notation: throughout the whole paper, we will write xo = (0,−2), zo = (0,−1) ∈
R
n−1 × R and Bn := B1(zo) being the unit ball centered at zo.
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2. Reversed Sharp HLS Inequality on the Upper Half Space
In this section we shall establish the sharp reversed HLS inequality on the upper
half space.
Consider conformal transformation Txo : x ∈ Bn → xxo ∈ Rn+ given by
xx
o
=
22(x − xo)
|x− xo|2 + x
o ∈ Rn+. (2.1)
Via this conformal transformation, one can easily show that inequality (1.4) is
equivalent to the following sharp reversed HLS inequality on the ball Bn (see, e.g.
Dou and Zhu [5]):
Theorem 2.1. For α > n, p = 2(n−1)n+α−2 , t =
2n
n+α , the following sharp inequality
holds for all nonnegative f ∈ Lp(∂Bn), g ∈ Lt(Bn) :∫
Bn
∫
∂Bn
g(x)f(y)
|x− y|n−α dydx ≥ Ce1 (n, α)‖f‖Lp(∂Bn)‖g‖Lt(Bn), (2.2)
where Ce1(n, α) is the sharp constant appearing in Theorem 1.1.
2.1. A Reversed Young Inequality. We first establish a reversed Young inequal-
ity on a ball, which yields a reversed HLS inequality with subcritical powers.
For x ∈ Bn \ {zo}, denote x∗ = zo + x−zo|x−zo| ∈ ∂Bn and (zo)∗ = 0.
Lemma 2.2. Let p, t ∈ (0, 1) and 1p + 1p′ = 1, 1t + 1t′ = 1. Let h(x, y) and h1(x, y)
be two nonnegative functions defined on Bn × ∂Bn and ∂Bn × ∂Bn respectively,
satisfying h(x, y) ≥ h1(x∗, y), ∀ x ∈ Bn, y ∈ ∂Bn, h(·, xo) ∈ Lat′(Bn), h1(0, ·) ∈
L(1−a)p
′
(∂Bn) for some a ∈ (0, 1), and ‖h(·, y1)‖Lat′(Bn) = ‖h(·, y2)‖Lat′ (Bn), ∀ y1, y2 ∈
∂Bn, ‖h1(z1, ·)‖L(1−a)p′ (∂Bn) = ‖h1(z2, ·)‖L(1−a)p′ (∂Bn), ∀ z1, z2 ∈ ∂Bn. Then for
all nonnegative functions f ∈ Lp(∂Bn), g ∈ Lt(Bn),∫
Bn
∫
∂Bn
g(x)f(y)h(x, y)dydx ≥ ‖f‖Lp(∂Bn)‖g‖Lt(Bn)‖h(·, xo)‖Lat′ (Bn)‖h1(0, ·)‖L(1−a)p′ (∂Bn).
(2.3)
Proof. Let q < 0 such that 1p +
1
t +
1
q = 2 and
1
q +
1
q′ = 1. Denote
I =
∫
Bn
∫
∂Bn
g(x)f(y)h(x, y)dydx
4
and
γ1(x, y) = g
t
p′ (x)h1−a(x, y),
γ2(x, y) = f
p
t′ (y)ha(x, y),
γ3(x, y) = g
t
q′ (x)f
p
q′ (y).
By reversed Ho¨lder inequality and Ho¨lder inequality, we have
I ≥ (
∫
Bn
∫
∂Bn
γq
′
3 (x, y)dydx)
1
q′ (
∫
Bn
∫
∂Bn
[γ1(x, y)γ2(x, y)]
qdydx)
1
q
≥ (
∫
Bn
∫
∂Bn
γq
′
3 (x, y)dydx)
1
q′ (
∫
Bn
∫
∂Bn
γp
′
1 (x, y)dydx)
1
p′ (
∫
Bn
∫
∂Bn
γt
′
2 (x, y)dydx)
1
t′
= ‖γ3‖Lq′(Bn×∂Bn)‖γ1‖Lp′(Bn×∂Bn)‖γ2‖Lt′(Bn×∂Bn).
On the other hand, it is easy to see that
‖γ3‖Lq′(Bn×∂Bn) = (
∫
Bn
∫
∂Bn
gt(x)fp(y)dydx)
1
q′ = ‖g‖
t
q′
Lt(Bn)‖f‖
p
q′
Lp(∂Bn),
and
‖γ2‖Lt′(Bn×∂Bn) = (
∫
Bn
∫
∂Bn
fp(y)hat
′
(x, y)dydx)
1
t′
= (
∫
∂Bn
fp(y)dy)
1
t′ (
∫
Bn
hat
′
(x, xo)dx)
1
t′
= ‖f‖
p
t′
Lp(∂Bn)‖h(·, xo)‖aLat′(Bn).
Since h(x, y) ≥ h1(x∗, y) ≥ 0, ∀ x ∈ Bn, y ∈ ∂Bn and ‖h1(z1, ·)‖L(1−a)p′ (∂Bn) =
‖h1(z2, ·)‖L(1−a)p′ (∂Bn), ∀ z1, z2 ∈ ∂Bn, we have
‖γ1‖Lp′(Bn×∂Bn) = (
∫
Bn
∫
∂Bn
gt(x)h(1−a)p
′
(x, y)dydx)
1
p′
≥ (
∫
Bn
∫
∂Bn
gt(x)h
(1−a)p′
1 (x
∗, y)dydx)
1
p′
= (
∫
Bn
gt(x)dx)
1
p′ (
∫
∂Bn
h
(1−a)p′
1 (0, y)dy)
1
p′
= ‖g‖
t
p′
Lt(Bn)‖h1(0, ·)‖1−aL(1−a)p′(∂Bn),
where
∫
Bn
∫
∂Bn
gt(x)h(1−a)p
′
(x, y)dydx and
∫
Bn
∫
∂Bn
gt(x)h
(1−a)p′
1 (x
∗, y)dydx could
be 0 and +∞, in which case the above inequality holds automatically.
Lemma follows from above estimates on γi for i = 1, 2, 3. 
Corollary 2.3. Assume that α > n, 0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α . There is a
positive constant C(n, α, p, t) > 0, such that: for all nonnegative f ∈ Lp(∂Bn), g ∈
Lt(Bn), there holds∫
Bn
∫
∂Bn
g(x)f(y)
|x− y|n−α dydx ≥ C(n, α, p, t)‖f‖Lp(∂Bn)‖g‖Lt(Bn). (2.4)
Proof. In Lemma 2.2, we choose
h(x, y) =
1
|x− y|n−α
5
and
h1(z, y) =
{
1, if |z − y| > √2,
1
( |z−y|2 )
n−α
, if |z − y| ≤ √2.
where x ∈ Bn, y, z ∈ ∂Bn.
It is easy to see that h(·, xo) ∈ L t′2 (Bn), h1(0, ·) ∈ L p
′
2 (∂Bn), since
(n− α) t
′
2
< n, and (n− α)p
′
2
< n− 1,
which follow from the assumption that both p, t are subcritical, that is, 0 < p <
2(n−1)
n+α−2 , 0 < t <
2n
n+α .
It is also easy to verify ‖h1(z1, ·)‖
L
p′
2 (∂Bn)
= ‖h1(z2, ·)‖
L
p′
2 (∂Bn)
, ∀ z1, z2 ∈ ∂Bn;
as well as h(x, y) ≥ h1(x∗, y), ∀ x ∈ Bn, y ∈ ∂Bn. Corollary 2.3 then follows from
Lemma 2.2. 
Remark 2.4. From above proof it is easy to see that inequality (2.4) still holds
if 0 < p ≤ 2(n−1)n+α−2 , 0 < t < 2nn+α or 0 < p < 2(n−1)n+α−2 , 0 < t ≤ 2nn+α just by taking a
different a ∈ (0, 1). More generally, the inequality (2.4) holds for any p, t ∈ (0, 1)
satisfying
1− n− 1
n− α (1 −
1
p
) <
n
n− α (1−
1
t
).
2.2. Sharp inequality in subcritical case. For f(y) defined on ∂Bn, we intro-
duce the extension operator as in [5]:
Eαf(x) =
∫
∂Bn
f(y)
|x− y|n−α dy, for all x ∈ B
n.
Then inequality (2.4) is equivalent to
‖Eαf‖Lt′(Bn) ≥ C(n, α, p, t)‖f‖Lp(∂Bn), (2.5)
for nonnegative function f(y). To obtain the best constant C(n, α, p, t), we consider
ξα := inf{‖Eαf‖Lt′(Bn) : f ≥ 0, ‖f‖Lp(∂Bn) = 1, ‖f‖L2(∂Bn) ≤ b2} (2.6)
for any b2 ≥ ω1/p−1/2n−1 , where ωn−1 is the surface area of n−1-dimension sphere ∂Bn.
We first show that the above infimum can be achieved for subcriticall exponents
p, t.
Proposition 2.5. Assume that α > n, 0 < p ≤ 2(n−1)n+α−2 , 0 < t ≤ 2nn+α . Then the
infimum in (2.6) is attained by a nonnegative f∗ ∈ Lp(∂Bn) with ‖f∗‖Lp(∂Bn) = 1.
Proof. Let {fi} be a nonnegative minimizing sequence of (2.6) with ‖fi‖Lp(∂Bn) =
1, and ‖fi‖L2(∂Bn) ≤ b2. Then, up to a subsequence, fpi → (f∗)p weakly in
L2/p(∂Bn). Thus, f∗ ≥ 0, ∫
∂Bn
(f∗)p = 1. Since∫
∂Bn
fpi · (f∗)2−p →
∫
∂Bn
(f∗)2,
we know via Ho¨lder inequality that ‖f∗‖L2 ≤ limi→∞ ‖fi‖L2 ≤ b.
On the other hand, noticing that up to a subsequence, fpi → (f∗)p weakly in
L1/p(∂Bn), for any x ∈ Bn, (f∗)1−p(y)|x − y|α−n ∈ L 11−p (∂Bn). Thus∫
∂Bn
fpi · (f∗)1−p|x− y|α−ndy →
∫
∂Bn
f∗|x− y|α−ndy.
6
Using Ho¨lder inequality again, we have
limi→∞Eαfi(x) ≥ Eαf∗(x).
Note ‖fi‖L2(∂Bn) ≤ b2. Then, up to a subsequence, fi → F weakly in L1(∂Bn).
Thus Eαfi(x) → EαF (x) pointwise. In fact, since fi is uniformly bounded in
L1(∂Bn), we know that {Eαfi(x)}∞i=1 is uniformly bounded and equicontinuous
on Bn. Thus, up to a subsequence, Eαfi(x) → EαF (x) uniformly in Bn. If
‖F‖L1(∂Bn) = 0, then (Eαfi)t′ →∞, thus ‖Eαfi‖Lt′ → 0, which is a contradiction
to the fact that ‖Eαfi‖Lt′ → ξα > 0. So, ‖F‖L1(∂Bn) > 0, thus EαF > 0. It follows
that (Eαfi(x))
t′ → (EαF (x))t′ uniformly in Bn. Therefore,
limi→∞
∫
Bn
(Eαfi(x))
t′dx =
∫
Bn
limi→∞(Eαfi(x))
t′dx ≤
∫
Bn
(Eαf
∗(x))t
′
dx,
which yields ‖Eαf∗‖Lt′ ≤ ξα, that is: f∗ is a non-negative minimizer.

2.3. Best constant for the reversed inequality with subcritical exponents.
Standard variational argument shows that f∗(x) > 0. Also, near any point z ∈ ∂Bn,
if φ(x) is in L2(∂Bn ∩Bǫ(z)), then, up to a constant multiplier,∫
∂Bn
fp−1(z)φ(z)dz =
∫
∂Bn
∫
Bn
(Eαf(ξ))
t′−1
|ξ − z|n−α φ(z)dξdz.
Since Eαf
∗ is continuous, we know that f∗ satisfies
fp−1(z) =
∫
Bn
(Eαf(ξ))
t′−1
|ξ − z|n−α dξ, ∀ z ∈ ∂B
n. (2.7)
We will show that for 0 < p < 2(n−1)/(n+α−2) and 0 < t < 2n/(n+α), solution
f(z) = constant for any z ∈ ∂Bn via moving plane method, thus to conclude that
ξα = (nωn)
− 1p
( ∫
Bn
( ∫
∂Bn
1
|ξ − ζ|n−α dζ
)t′
dξ
) 1
t′ . (2.8)
Let y = zx
o ∈ ∂Rn+, x = ξx
o ∈ Rn+, where z ∈ ∂Bn, ξ ∈ Bn. Then we have
fp−1(yx
o
) =
∫
R
n
+
(Eαf(x
xo))t
′−1
|xxo − yxo |n−α
( 2
|x− xo|
)2n
dx.
Notice that
Eαf(x
xo) =
∫
∂Rn+
f(ζx
o
)
|xxo − ζxo |n−α
( 2
|ζ − xo|
)2(n−1)
dζ,
thus
fp−1(yx
o
) =
∫
R
n
+
( ∫
∂Rn+
f(ζx
o
)
|x−ζ|n−α
(
2
|ζ−xo|
)n+α−2
dζ
)t′−1
|x− y|n−α
( |y − xo|
2
)n−α( 2
|x− xo|
)(α−n)t′+2n
dx.
That is (
(
2
|y − xo| )
n−α
p−1 f(yx
o
)
)p−1
=
∫
R
n
+
( ∫
∂Rn+
f(ζx
o
)
|x−ζ|n−α
(
2
|ζ−xo|
)n+α−2
dζ
)t′−1
|x− y|n−α
( 2
|x− xo|
)(α−n)t′+2n
dx. (2.9)
7
Denote
F (y) :=
( 2
|y − xo|
) 2(n−1)
p f(yx
o
), u(y) := F p−1(y)
and
v(x) =
∫
∂Rn+
F (ζ)
|x− ζ|n−α
( 2
|ζ − xo|
)n+α−2− 2(n−1)p ( 2
|x− xo|
)n+α− 2nt dζ.
For simplicity, we also denote κ := t′ − 1 < 0, θ := 1p−1 < 0, s′1 := n + α − 2 −
2(n−1)
p < 0, s
′
2 := n + α − 2nt < 0 since 0 < p < 2(n−1)n+α−2 , 0 < t < 2nn+α . Thus the
single equation (2.9) can be rewritten asu(y) =
∫
R
n
+
vκ(x)
|x−y|n−α
(
2
|x−xo|
)s′2( 2
|y−xo|
)s′1dx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
uθ(y)
|x−y|n−α
(
2
|x−xo|
)s′2( 2
|y−xo|
)s′1dy, x ∈ Rn+, (2.10)
where u ∈ Lθ+1(∂Rn+), v ∈ Lt
′
(Rn+).
For simplicity, let u(y) = u(y)|y − xo|s′1 , and v(x) = v(x)|x − xo|s′2 . Thus, up to
a constant, we shall just consideru(y) =
∫
R
n
+
vκ(x)
|x−y|n−α
1
|x−xo|s2 dx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
uθ(y)
|x−y|n−α
1
|y−xo|s1 dy, x ∈ Rn+,
(2.11)
where s1 := n+ α− 2− n−αp−1 > 0, s2 := (α − n)t′ + 2n > 0.
In the rest of this section, for any positive Lebesgue measurable solutions (u, v)
to system (2.11), we always assume that u(y) = u(y)|y−xo|s′1 , v(x) = v(x)|x−xo|s′2
with u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+).
To classify all positive solutions to system (2.11), we need some lemmas.
Lemma 2.6. Assume that α > n and θ, κ < 0. Let (u, v) be a pair of positive
Lebesgue measurable solutions to system (2.11). Then
(I)
∫
∂Rn+
(1 + |y|α−n) uθ(y)|y−xo|s1 dy <∞,
∫
R
n
+
(1 + |x|α−n) vκ(x)|x−xo|s2 dx <∞;
(II) it holds
0 < a := lim
|y|→∞
|y|n−αu(y) =
∫
R
n
+
vκ(x)
|x− xo|s2 dx <∞,
and
0 < b := lim
|x|→∞
|x|n−αv(x) =
∫
∂Rn+
uθ(y)
|y − xo|s1 dy <∞;
(III) there exist some constants C1, C2 such that
1 + |y|α−n
C1
≤ u(y) ≤ C1(1 + |y|α−n), ∀ y ∈ ∂Rn+,
and
1 + |x|α−n
C2
≤ v(x) ≤ C2(1 + |x|α−n), ∀ x ∈ Rn+.
Proof. We use the similar idea from the proof of Lemma 5.1 in [11].
First of all, it is easy to know that u, v 6≡ ∞ from the integrability assumption,
thus
meas{y ∈ ∂Rn+ : u(y) <∞} > 0, meas{x ∈ Rn+ : v(x) <∞} > 0.
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Take y1, y2 ∈ ∂Rn+, |y1 − y2| = δ such that
u(y1) <∞, u(y2) <∞.
It is easy to know that there exists C > 0 such that
|x− y1|α−n ≥ C(1 + |x|α−n), ∀ x ∈ Rn+ \B(y1,
δ
2
),
and
|x− y2|α−n ≥ C(1 + |x|α−n), ∀ x ∈ Rn+ \B(y2,
δ
2
).
Thus
∞ > u(y1) + u(y2)
≥ C
∫
R
n
+\B(y
1, δ2 )
vκ(x)
|x− y1|n−α
1
|x− xo|s2 dx+ C
∫
R
n
+\B(y
2, δ2 )
vκ(x)
|x− y2|n−α
1
|x− xo|s2 dx
≥ C
∫
R
n
+
(1 + |x|α−n) v
κ(x)
|x− xo|s2 dx.
So ∫
R
n
+
(1 + |x|α−n) v
κ(x)
|x− xo|s2 dx <∞.
Similarly, we have ∫
∂Rn+
(1 + |y|α−n) u
θ(y)
|y − xo|s1 dy <∞.
Thus (I) holds.
For |y| ≥ 1, it holds
|x− y|α−n
|y|α−n ≤ 2
α−n(1 + |x|α−n).
By the Lebesgue Dominated Convergence Theorem and (I), we have
a = lim
|y|→∞
|y|n−αu(y) = lim
|y|→∞
∫
R
n
+
|x− y|α−n
|y|α−n
vκ(x)
|x− xo|s2 dx =
∫
R
n
+
vκ(x)
|x− xo|s2 dx <∞.
Similarly,
b = lim
|x|→∞
|x|n−αv(x) =
∫
∂Rn+
uθ(y)
|y − xo|s1 dy <∞.
We thus obtain (II).
Take R > 1 and some measurable set E such that
E ⊂ {x ∈ Rn+, v(x) < R} ∩B(xo, R)
with |E| > 1R . Then for any y ∈ ∂Rn+,
u(y) =
∫
R
n
+
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx
≥
∫
E
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx
≥ Rκ−s2
∫
E
|x− y|α−ndx.
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So
lim
|y|→∞
u(y)
(1 + |y|α−n) ≥ C lim|y|→∞
Rκ−s2
(1 + |y|α−n)
∫
E
|x− y|α−ndx
≥ CRκ−s2 .
That is, there exists M > 0 large enough such that, for any |y| ≥M , it holds
u(y) ≥ C(1 + |y|α−n). (2.12)
On the other hand, we also have, via equation (2.11), that there exists C0 > 0 such
that
inf
B(0,M)∩∂Rn+
u(y) ≥ C0. (2.13)
Thus the lower bound inequalities in (III) hold. By using (II), we can easily obtain
the upper bound inequalities in (III). 
Lemma 2.7. Assume that α > n and θ, κ < 0. Let (u, v) be a pair of positive
Lebesgue measurable solutions to system (2.11). Then u(y), y ∈ ∂Rn+ is differ-
entiable in yi, i = 1, 2, · · · , n − 1, and v(x), x ∈ Rn+ is differentiable in xi, i =
1, 2, · · · , n.
Proof. We first show that u(y), y ∈ ∂Rn+ and v(x), x ∈ Rn+ are continuous.
It is easy to see that for any y0 ∈ ∂Rn+, y ∈ B(y0, δ) ∩ ∂Rn+ with δ > 0 small
enough,
u(y) ≤ C(y0, δ)
∫
R
n
+
(1 + |x|α−n) v
κ(x)
|x − xo|s2 dx.
By using (I) in Lemma 2.6 and Lebesgue Dominated Convergence Theorem, u(y)
is continuous in y0. Similarly, we can show that v(x), x ∈ Rn+ is continuous.
Next, we will show that u(y) is differentiable in yi, i = 1, 2, · · · , n − 1, v(x) is
differentiable in xi, i = 1, 2, · · · , n.
Take y ∈ ∂Rn+ and R > 0 large enough such that y ∈ B(0, R) ∩ ∂Rn+ and write
u(y) =
∫
R
n
+
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx
=
∫
B(0,2R)∩Rn+
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx+
∫
R
n
+\B(0,2R)
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx
:= I1(y) + I2(y).
It is easy to see that I2(y) is differentiable in yi, i = 1, 2, · · · , n− 1. Now we prove
I1(y) is differentiable in y1.
If α − n ≥ 1, for fixed y0 = (y01 , y02 , · · · , y0n−1, 0) ∈ B(0, R) ∩ ∂Rn+ and y =
(y1, y
0
2 , · · · , y0n−1, 0) ∈ B(0, R) ∩ ∂Rn+ with y1 6= y01 , we have∣∣∣∣ |x− y|α−n − |x− y0|α−ny1 − y01 v
κ(x)
|x− xo|s2
∣∣∣∣ ≤ C vκ(x)|x− xo|s2 , ∀ x ∈ B(0, 2R) ∩ Rn+,
where C is independent of x, y. Thus Lebesgue Dominated Convergence Theorem
implies that ∂I1(y)∂y1 |y=y0 exists.
If 0 < α− n < 1, we need the following simple inequality:
|aβ1 − aβ2 | ≤ aβ−12 |a1 − a2|
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for any a1, a2 > 0, 0 < β < 1. Thus for fixed y
0 = (y01 , y
0
2 , · · · , y0n−1, 0) ∈ B(0, R) ∩
∂Rn+ and y = (y1, y
0
2 , · · · , y0n−1, 0) ∈ B(0, R) ∩ ∂Rn+ with y1 6= y01, we have∣∣∣∣ |x− y|α−n − |x− y0|α−ny1 − y01 v
κ(x)
|x− xo|s2
∣∣∣∣ ≤ C|x−y0|α−n−1 vκ(x)|x− xo|s2 , ∀ x ∈ B(0, 2R)∩Rn+,
where C is independent of x, y. It is easy to see that∫
B(0,2R)∩Rn+
|x− y0|α−n−1 v
κ(x)
|x− xo|s2 dx <∞.
Thus Lebesgue Dominated Convergence Theorem implies that ∂I1(y)∂y1 |y=y0 exists.
Similar arguments yield that ∂I1(y)∂yi |y=y0 exists for i = 2, · · · , n − 1, as well as
v(x) is differentiable in xi, i = 1, 2, · · · , n. 
Lemma 2.8. Assume that α > n and θ, κ < 0. Let (u, v) be a pair of positive
Lebesgue measurable solutions to system (2.11). Then we have
0 < a(α− n) = lim
|y|→+∞
|y|n−α(∇u(y) · y + n− α
2
u(y)
)
, (2.14)
0 < b(α− n) = lim
|x|→+∞
|x|n−α(∇v(x) · x+ n− α
2
v(x)
)
, (2.15)
where a, b are the same numbers in Lemma 2.6.
Proof. We only prove (2.14). By using Lemma 2.7, letting |y| ≥ 1∣∣∣∣|y|n−α(∇u(y) · y + n− α2 u(y))
∣∣∣∣
= (α− n)
∣∣∣∣|y|n−α ∫
R
n
+
|x− y|α−n−2( n∑
i=1
(yi − xi)yi − |x− y|
2
2
) vκ(x)
|x− xo|s2 dx
∣∣∣∣
= (α− n)|y|n−α
∫
R
n
+
|x− y|α−n−2||y|2 − |x|2| v
κ(x)
|x− xo|s2 dx
≤ C(α − n)
∫
R
n
+
(1 + |x|α−n) v
κ(x)
|x− xo|s2 dx.
Thus Lebesgue Dominated Convergence Theorem implies that
lim
|y|→+∞
|y|n−α(∇u(y) · y − u(y)
2
) = (α− n)
∫
R
n
+
vκ(x)
|x− xo|s2 dx = a(α− n).

Next, we shall establish the symmetric properties about the positive, measurable
solutions to system (2.11).
Proposition 2.9. Let (u, v) be a pair of positive Lebesgue measurable solutions to
system (2.11). For α > n, if 0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α , then u(y), y ∈ ∂Rn+ and
v(x), x ∈ Rn+ must be symmetric with respect to xn−axis.
We shall relegate the proof late. But first, from this, we shall obtain the extremal
functions and the best constant for the reversed HLS in a ball with subcrtical
exponents.
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Proposition 2.10. For α > n, if 0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α , then the positive
solution to (2.7) must be constant function. Thus ξα is given by (2.8).
Proof. From Proposition 2.9 we know that f(y1) = f(y2) if |y1 − xo| = |y2 − xo|,
y1, y2 ∈ ∂Bn, where we recall xo = (0,−2). But actually we can prove f(y1) =
f(y2) for any y1, y2 ∈ ∂Bn.
In fact, for any two different points y1, y2 ∈ ∂Bn, we can choose x1 ∈ ∂Bn such
that |y1 − x1| = |y2 − x1|. There exists a rotation transformation T , such that
xo = T x1. We use the transformation (from z ∈ Bn to y ∈ Rn+)
y = ẑx1 :=
22(z′ − xo)
|z′ − xo|2 + x
o,
where z ∈ Bn, z′ = T z. Under this transformation, equation (2.7) will be changed
to the same system (2.11). Thus we conclude f(y1) = f(y2) since |y1 − x1| =
|y2 − x1|.
The infimum can be computed easily. 
2.4. Symmetry via the method of moving planes. Now we prove Proposition
2.9 via the method of moving planes.
Denote x = {x1, x2, · · · , xn} ∈ Rn. Let
Tλ = {x ∈ Rn|x1 = λ}, xλ = {2λ− x1, x2, · · · , xn},
Σλ,n = {x ∈ Rn+|x1 ≤ λ},Σλ,n−1 = {x ∈ ∂Rn+|x1 ≤ λ},
and denote
uλ(y) := u(yλ), for y ∈ ∂Rn+,
vλ(x) := v(xλ), for x ∈ Rn+.
Lemma 2.11. Let (u, v) be a pair of positive solutions to system (2.11). Then we
have
u(y)−uλ(y) =
∫
Σλ,n
(|xλ−y|α−n−|x−y|α−n)( v
κ
λ(x)
|xλ − xo|s2 −
vκ(x)
|x− xo|s2 )dx, y ∈ ∂R
n
+,
(2.16)
and
v(x)−vλ(x) =
∫
Σλ,n−1
(|yλ−x|α−n−|y−x|α−n)( u
θ
λ(y)
|yλ − xo|s1 −
uθ(y)
|y − xo|s1 )dy, x ∈ R
n
+.
(2.17)
Proof. We only prove the first one. Direct computation yields
u(y) =
∫
Σλ,n
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx +
∫
R
n
+\Σλ,n
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx
=
∫
Σλ,n
vκ(x)
|x− y|n−α
1
|x− xo|s2 dx +
∫
Σλ,n
vκλ(ξ)
|ξλ − y|n−α
1
|ξλ − xo|s2 dξ,
and
uλ(y) =
∫
Σλ,n
vκ(x)
|x− yλ|n−α
1
|x− xo|s2 dx+
∫
R
n
+\Σλ,n
vκ(x)
|x− yλ|n−α
1
|x− xo|s2 dx
=
∫
Σλ,n
vκ(x)
|x− yλ|n−α
1
|x− xo|s2 dx+
∫
Σλ,n
vκλ(ξ)
|ξλ − yλ|n−α
1
|ξλ − xo|s2 dξ.
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Notice that |xλ − y| = |x − yλ| and |xλ − yλ| = |x − y|, (2.16) follows from above
equalities. 
Lemma 2.12. Let (u, v) be a pair of positive Lebesgue measurable solutions to
system (2.11). Assume that α > n, 0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α . Then, for
sufficiently negative λ, we have
u(y) ≥ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≥ vλ(x), ∀ x ∈ Σλ,n.
Proof. We shall follow the proof of Lemma 5.4 in [11].
By Lemma 2.8, we know that there exists λ0 < 0 sufficiently negative such that,
for y1 < λ0,
∇(|y|n−α2 u(y)) · y = |y|n−α2 (∇u(y) · y + n− α
2
u(y)
)
> 0.
For y ∈ Σλ,n−1, if |y1| ≥ −λ0 and |2λ− y1| ≥ −λ0, we then have
|y|n−α2 u(y) > |yλ|
n−α
2 uλ(y),
which implies
u(y) > uλ(y).
On the other hand, for y ∈ Σλ,n−1, if |2λ− y1| ≤ −λ0, by Lemma 2.6 (III), we
can take |λ| large enough such that
u(y) ≥ 1 + |y1|
α−n
C1
≥ 1 + |λ|
α−n
C1
≥ C1(1+|λ0|α−n) ≥ C1(1+|2λ−y1|α−n) ≥ uλ(y).
Similarly, one can get the inequality for v(x). 
Let
λ = sup{µ < 0 : u(y) ≥ uλ(y) and v(x) ≥ vλ(x), ∀ y ∈ Σλ,n−1, ∀ x ∈ Σλ,n, ∀λ ∈ (−∞, µ)}.
Lemma 2.13. λ = 0.
Proof. Assume by contradiction that λ < 0.
Since u, v are continuous, we have
u(y) ≥ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≥ vλ(x), ∀ x ∈ Σλ,n.
Then by Lemma 2.11, we have
u(y) > uλ(y), ∀ y ∈ Σλ,n−1,
v(x) > vλ(x), ∀ x ∈ Σλ,n.
Otherwise, if there exists y0 ∈ Σλ,n−1 such that u(y0) = uλ(y0), then
v(x) ≡ vλ(x) ≡ 0, ∀ x ∈ Rn+,
since |xλ − y|α−n − |x− y|α−n > 0, |xλ − xo| < |x− xo| (note that λ < 0). This is
impossible.
Next we prove that, there exists ǫ > 0 such that, for any λ ∈ (λ, λ+ ǫ),
u(y) ≥ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≥ vλ(x), ∀ x ∈ Σλ,n.
We divide the proof into two steps.
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Step 1. We show that there is some 0 < ǫ1 < 1 satisfying λ + ǫ1 < 0, such that
for any 0 < ǫ < ǫ1, λ ≤ λ ≤ λ+ ǫ, if y1 ≤ λ− 1, x1 ≤ λ− 1, then
u(y)− uλ(y) ≥ ǫ1
2
|y|α−n−1, v(x) − vλ(x) ≥ ǫ1
2
|x|α−n−1.
By (2.16) and Fatou’s Lemma, if y1 ≤ λ− 1, for any fixed R > 0 large enough
lim inf
|y|→∞
|y|n−α+1(u(y)− uλ(y))
≥
∫
Σλ,n
lim inf
|y|→∞
|y|n−α+1(|ξλ − y|α−n − |ξ − y|α−n)( vκλ(ξ)|ξλ − xo|s2 − v
κ(ξ)
|ξ − xo|s2
)
dξ
≥
∫
Σλ,n∩B(0,R)
lim inf
|y|→∞
|y|n−α+1(|ξλ − y|α−n − |ξ − y|α−n)( vκλ(ξ)|ξλ − xo|s2 − v
κ(ξ)
|ξ − xo|s2
)
dξ
≥ c0 > 0,
since v(x) > vλ(x), ∀ x ∈ Σλ,n. Hence there exists 0 < ǫ2 < 1 such that
u(y)− uλ(y) ≥ ǫ2|y|α−n−1,
if y1 ≤ λ− 1.
On the other hand, since |∇u(y)| ≤ C|y|α−n−1 by Lemma 2.8 and Lemma 2.6
(III), we can take 0 < ǫ3 < ǫ2 small enough such that if y1 ≤ λ− 1, λ ≤ λ ≤ λ+ ǫ3,
then
|uλ(y)− uλ(y| ≤
ǫ2
2
|y|α−n−1.
Thus
u(y)− uλ(y) ≥ ǫ3
2
|y|α−n−1,
if y1 ≤ λ− 1, λ ≤ λ ≤ λ+ ǫ3.
Similar argument leads to the estimate for v(x).
Step 2. We show that there exists 0 < ǫ∗ < ǫ1, such that, for any 0 < ǫ < ǫ∗,
λ ≤ λ ≤ λ+ ǫ, if λ− 1 ≤ y1 ≤ λ, λ− 1 ≤ x1 ≤ λ, then
u(y) ≥ uλ(y),
v(x) ≥ vλ(x).
It follows from Lemma 2.8 that there exists R1 ≥ 4(|λ| + 1) large enough such
that for any y ∈ (Σλ,n−1\Σλ−1,n−1)\B(0, R12 ),
∇(|y|n−α2 u(y)) · y = |y|n−α2 (∇u(y) · y + n− α
2
u(y)
)
> 0.
Based on this, we know that if |y| ≥ R1, thus |yλ| ≥ R12 , then, for λ ≤ λ ≤ λ+ǫ1 < 0,
|y|n−α2 u(y) > |yλ|
n−α
2 uλ(y).
Therefore,
u(y) > uλ(y), if |y| ≥ R1. (2.18)
Next, we consider y ∈ (Σλ,n−1\Σλ−1,n−1) ∩ B(0, R1). For convenience, in the
following we denote K(λ, ξ, y) := |ξλ − y|α−n − |ξ − y|α−n. First, for 0 < ǫ < ǫ1,
take R0 ≥ 2R1 large enough such that
1
R0
n+1 ≤ ǫ.
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Then for any y ∈ (Σλ,n−1\Σλ−1,n−1) ∩B(0, R1), ξ ∈ (Σλ,n\Σλ−1,n)\B(0, R0),
K(λ, ξ, y) = |ξ − yλ|α−n − |ξ − y|α−n
≤ Cmax{|ξλ − y|α−n−1, |ξ − y|α−n−1}||ξ − yλ| − |ξ − y||
≤ C|ξ|α−n−1|yλ − y|
≤ C|ξ|α−n−1(|y1| − |λ|).
Thus by using Lemma 2.6 (III),
|
∫
(Σλ,n\Σλ−1,n)\B(0,R0)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ|
≤ C(|y1| − |λ|)|
∫
(Σλ,n\Σλ−1,n)\B(0,R0)
|ξ|α−n−1 · |ξ|
κ(α−n)
|ξ|s2 dξ|
≤ C(|y1| − |λ|)|
∫
Rn\B(0,R0)
|ξ|κ(α−n)+α−n−1−s2dξ|
= C(|y1| − |λ|)
∫ ∞
R0
rκ(α−n)+α−n−1−s2 · rn−1dr
= C(|y1| − |λ|) 1
R0
n+1 ≤ Cǫ(|y1| − |λ|)
for some positive constant C. Hence
u(y)− uλ(y)
≥
∫
(Σλ,n\Σλ−1,n)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
+
∫
(Σλ−2,n\Σλ−3,n)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
≥ −Cǫ(|y1| − |λ|) +
∫
(Σλ,n\Σλ−1,n)∩B(0,R0)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
+
∫
(Σλ−2,n\Σλ−3,n)∩B(0,R0)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
:= −Cǫ(|y1| − |λ|) +A+B.
We rewrite A as
A =
∫
(Σλ,n\Σλ,n)∩B(0,R0)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
+
∫
(Σλ,n\Σλ−1,n)∩B(0,R0)
K(λ, ξ, y)
( vκλ(ξ)
|ξλ − xo|s2 −
vκ(ξ)
|ξ − xo|s2
)
dξ
:= A1 +A2.
Since y ∈ (Σλ,n−1\Σλ−1,n−1) ∩B(0, R1), it is easy to see that
|A1| ≤ C(Ro)
∫
(Σλ,n\Σλ,n)∩B(0,R0)
K(λ, ξ, y)dξ ≤ C(Ro, R1)|yλ−y|
∫
(Σλ,n\Σλ,n)∩B(0,R0)
dξ.
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So we can take 0 < ǫ∗ < ǫ small enough such that for any λ ≤ λ ≤ λ + ǫ∗ ( note
the volume of (Σλ,n\Σλ,n) ∩B(0, R0) is small ),
|A1| ≤ C
4
ǫ(|y1| − |λ|),
and
|A2| ≤
∫
(Σλ,n\Σλ−1,n)∩B(0,R0)
K(λ, ξ, y)
∣∣∣∣ vκλ(ξ)|ξλ − xo|s2 − v
κ
λ
(ξ)
|ξλ − xo|s2
∣∣∣∣dξ
≤ C(Ro, R1)|yλ − y|
∫
(Σλ,n\Σλ−1,n)∩B(0,R0)
∣∣∣∣ vκλ(ξ)|ξλ − xo|s2 − v
κ
λ
(ξ)
|ξλ − xo|s2
∣∣∣∣dξ
≤ C
4
ǫ(|y1| − |λ|),
since
∣∣∣∣ vκλ(ξ)|ξλ−xo|s2 − vκλ(ξ)|ξλ−xo|s2
∣∣∣∣ is small uniformly for ξ ∈ (Σλ,n\Σλ−1,n)∩B(0, R0) and
λ ∈ [λ, λ+ ǫ∗]. So we have
A ≥ −C
2
ǫ(|y1| − |λ|).
Now we always assume λ ≤ λ ≤ λ+ ǫ∗. Notice that
∂K(λ, ξ, y)
∂y1
· y1
∣∣
y1=λ
= (α− n)|ξ − y|α−n−2(2ξ1 − 2λ)y1 > 0
if ξ1 < λ. Since K(λ, ξ, y)
∣∣
y1=λ
= 0, there exists δ > 0 independent of ǫ, ǫ∗, such
that
K(λ, ξ, y) ≥ δ(|y1| − |λ|),
for any y ∈ (Σλ,n−1\Σλ−1,n−1)∩B(0, R1) and ξ satisfying λ− 3 ≤ ξ1 ≤ λ− 2 < λ.
By Step 1, there exists δ1 independent of ǫ, ǫ∗, such that
vκλ(ξ)− vκ(ξ) ≥ δ1, ∀ ξ ∈ Σλ−2,n\Σλ−3,n.
Hence
B ≥
∫
(Σλ−2,n\Σλ−3,n)∩B(0,R0)
K(λ, ξ, y)
(vκλ(ξ)− vκ(ξ))
|ξ − xo|s2 dξ ≥ Cδ1δ(|y1| − |λ|)
for some positive constant C.
Based on the above, we have for y ∈ (Σλ,n−1\Σλ−1,n−1) ∩B(0, R1) that
u(y)− uλ(y) ≥ −Cǫ(|y1| − |λ|) + Cδ1δ(|y1| − |λ|) ≥ 0,
which combining with (2.18) ends the proof for u(y) of Step 2, where λ ≤ λ ≤ λ+ǫ∗.
The proof for v(x) is similar. These contradict the definition of λ, thus implies
λ = 0. 
Proof of Proposition 2.9. From Lemma 2.13, we know that both u(y) and
v(x) are symmetric with respect to x1 = 0 since one also can move the plane
from positive side of x1 to zero. Similar argument shows that u(y) and v(x) are
symmetric with respect to x2 = 0, x3 = 0, · · · , xn−1 = 0. 
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2.5. Proof of Theorem 2.1. For any a > 0 and b ≥ ω1/p−1/2n−1 a, consider
inf{‖Eαf‖Lt′(Bn) : f ≥ 0, ‖f‖Lp(∂Bn) = a, ‖f‖L2(∂Bn) ≤ b}.
Letting v = a−1f , we know the above infimum is attained by a constant function.
This indicates that: if 0 < p < 2(n−1)n+α−2 , 0 < t <
2n
n+α , then for any f ∈ L2(∂Bn),
‖Eαf‖Lt′(Bn) ≥ ξα‖f‖Lp(∂Bn).
For any general nonnegative f ∈ Lp(∂Bn), we consider fA := min(f(x), A) ∈
L2(∂Bn) in the above inequality. Sending A → ∞ , we obtain (via the monotone
convergence theorem) the best constant for inequality (2.5) is given by
C(n, α, p, t) = ξα = (nωn)
− 1p
( ∫
Bn
( ∫
∂Bn
1
|ξ − ζ|n−α dζ
)t′
dξ
) 1
t′ ,
and the extremal function must be constant function. Sending p→ ( 2(n−1)n+α−2 )−, t→
( 2nn+α )
−, we have C(n, α, p, t)→ Ce1 (n, α) for critical powers and constant function
is an extremal function for inequality (2.5).
To classify all extremal function for inequality (1.4) for p = 2(n−1)n+α−2 , t =
2n
n+α , we
define
E˜αf(x) =
∫
∂Rn+
f(y)
|x− y|n−α dy, for all x ∈ R
n
+,
where f ∈ Lp(∂Rn+). Then sharp inequality (1.4) is equivalent to
‖E˜αf‖Lt′(Rn+) ≥ Ce1 (n, α)‖f‖Lp(∂Rn+). (2.19)
The Euler-Lagrange equation for extremal functions, up to a constant multiplier,
is given by
fp−1(y) =
∫
R
n
+
(E˜αf(x))
t′−1
|x− y|n−α dx, ∀ y ∈ ∂R
n
+. (2.20)
Let u(y) = fp−1(y), v(x) = (E˜αf(x))
t′−1. Then up to a constant, we haveu(y) =
∫
R
n
+
vκ(x)
|x−y|n−αdx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
uθ(y)
|x−y|n−α dy, x ∈ Rn+,
(2.21)
where κ := t′ − 1 < 0, θ := 1p−1 < 0, u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). As
in the subcritical case (see Lemma 2.7), u(y), y ∈ ∂Rn+ is differentiable in yi, i =
1, 2, · · · , n − 1, and v(x), x ∈ Rn+ is differentiable in xi, i = 1, 2, · · · , n. Using the
method of moving spheres, (see similar argument given in [4]-[5]), we know
u(y) = c1(
1
|y − y0|2 + d2 )
n−α
2 , v(y, 0) = c2(
1
|y − y0|2 + d2 )
n−α
2 ,
where y, y0 ∈ ∂Rn+, c1, c2, d > 0. Thus
f(y) = c(n, α)(
1
|y − y0|2 + d2 )
n+α−2
2 ,
where y, y0 ∈ ∂Rn+, c(n, α) > 0.
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3. A new sharp integral inequality on the upper half space
In this section we shall use the similar approach in previous section to establish
the sharp integral inequality (1.5) on the upper half space (1.5). Note that the new
kernel can be viewed as the partial derivative of the extension kernel used in Dou
and Zhu [4]. We always assume α ≥ 2 in this section.
By conformal transformation (2.1), it is easy to see that the inequality (1.5)
is equivalent to the following integral inequality on the ball Bn = B(zo, 1) with
zo = (0,−1) ∈ Rn−1 × R:
Theorem 3.1. For n ≥ 3, 2 ≤ α < n, p = 2(n−1)n+α−4 , t = 2nn+α , the following sharp
inequality holds for all f ∈ Lp(∂Bn), g ∈ Lt(Bn) :∫
Bn
∫
∂Bn
(1 − |x− zo|2)g(x)f(y)
|x− y|n−α+2 dydx ≤ Ce2(n, α)‖f‖Lp(∂Bn)‖g‖Lt(Bn), (3.1)
where Ce2(n, α) is given by (1.6).
3.1. A Young Inequality. We first establish a Young inequality on a ball.
As in previous section we denote x∗ = zo+ x−z
o
|x−zo| for x ∈ Bn\{zo} and (zo)∗ = 0.
Lemma 3.2. Let p, t > 1 with 1/p + 1/t ≥ 1 and 1p + 1p′ = 1, 1t + 1t′ = 1. Let
h(x, y) and h1(x, y) be two functions defined on B
n × ∂Bn and ∂Bn× ∂Bn respec-
tively. Assume h(·, xo) ∈ Lat′(Bn), h1(0, ·) ∈ L(1−a)p′(∂Bn) for some 0 < a < 1,
satisfying |h(x, y)| ≤ |h1(x∗, y)|, ∀ x ∈ Bn, y ∈ ∂Bn and ‖h(·, y1)‖Lat′(Bn) =
‖h(·, y2)‖Lat′ (Bn), ∀ y1, y2 ∈ ∂Bn, ‖h1(z1, ·)‖L(1−a)p′ (∂Bn) = ‖h1(z2, ·)‖L(1−a)p′ (∂Bn),
∀ z1, z2 ∈ ∂Bn. Then for all f ∈ Lp(∂Bn), g ∈ Lt(Bn), there holds∫
Bn
∫
∂Bn
g(x)f(y)h(x, y)dydx ≤ ‖f‖Lp(∂Bn)‖g‖Lt(Bn)‖h(·, xo)‖Lat′ (Bn)‖h1(0, ·)‖L(1−a)p′ (∂Bn).
(3.2)
Proof. Without loss of generality, we can assume that f, g, h, h1 are nonnegative.
Choose q ≥ 1 such that 1p + 1t + 1q = 2, and q′ = q/(q − 1) be its conjugate.
Denote
I =
∫
Bn
∫
∂Bn
g(x)f(y)h(x, y)dydx
and
γ1(x, y) = g
t
p′ (x)h1−a(x, y),
γ2(x, y) = f
p
t′ (y)ha(x, y),
γ3(x, y) = g
t
q′ (x)f
p
q′ (y).
(Choose γ3 = 1 if q
′ =∞). By Ho¨lder’s inequality, we have
I ≤ ( ∫
Bn
∫
∂Bn
γq
′
3 (x, y)dydx
) 1
q′
( ∫
Bn
∫
∂Bn
(γ1(x, y)γ2(x, y))
qdydx
) 1
q
≤ ( ∫
Bn
∫
∂Bn
γq
′
3 (x, y)dydx
) 1
q′
( ∫
Bn
∫
∂Bn
γp
′
1 (x, y)dydx
) 1
p′
( ∫
Bn
∫
∂Bn
γt
′
2 (x, y)dydx
) 1
t′
= ‖γ3‖Lq′(Bn×∂Bn)‖γ1‖Lp′(Bn×∂Bn)‖γ2‖Lt′(Bn×∂Bn).
On the other hand, it is easy to see
‖γ3‖Lq′ (Bn×∂Bn) =
( ∫
Bn
∫
∂Bn
gt(x)fp(y)dydx
) 1
q′ = ‖g‖
t
q′
Lt(Bn)‖f‖
p
q′
Lp(∂Bn),
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and
‖γ2‖Lt′(Bn×∂Bn) =
( ∫
Bn
∫
∂Bn
fp(y)hat
′
(x, y)dydx
) 1
t′
=
( ∫
∂Bn
fp(y)dy
) 1
t′
( ∫
Bn
hat
′
(x, xo)dx
) 1
t′
= ‖f‖
p
t′
Lp(∂Bn)‖h(·, xo)‖aLat′ (Bn).
Since h(x, y) ≤ h1(x∗, y), ∀ x ∈ Bn, y ∈ ∂Bn and ‖h1(z1, ·)‖L(1−a)p′ (∂Bn) =
‖h1(z2, ·)‖L(1−a)p′ (∂Bn), ∀ z1, z2 ∈ ∂Bn, we have
‖γ1‖Lp′(Bn×∂Bn) =
( ∫
Bn
∫
∂Bn
gt(x)h(1−a)p
′
(x, y)dydx
) 1
p′
≤ ( ∫
Bn
∫
∂Bn
gt(x)h
(1−a)p′
1 (x
∗, y)dydx
) 1
p′
=
( ∫
Bn
gt(x)dx
) 1
p′
( ∫
∂Bn
h
(1−a)p′
1 (0, y)dy
) 1
p′
= ‖g‖
t
p′
Lt(Bn)‖h1(0, ·)‖1−aL(1−a)p′ (∂Bn).
Thus inequality (3.2) holds. 
Corollary 3.3. Assume n ≥ 3, 2 ≤ α < n, 1p + 1t ≥ 1 and
p >
2(n− 1)
n+ α− 4 , t >
2n
n+ α
.
Then there is a constant C(n, α, p, t) > 0, such that, for all f ∈ Lp(∂Bn), g ∈
Lt(Bn), there holds∫
Bn
∫
∂Bn
(1− |x− zo|2)g(x)f(y)
|x− y|n−α+2 dydx ≤ C(n, α, p, t)‖f‖Lp(∂Bn)‖g‖Lt(Bn). (3.3)
Proof. Note that
1− |x− zo|2
|x− y|n−α+2 =
|y − zo|2 − |x− zo|2
|x− y|n−α+2 =
|x− y|2 − 2(y − x, zo − x)
|x− y|n−α+2
≤ |x− y|+ 2|z
o − x|
|x− y|n−α+1 ≤
4
|x− y|n−α+1 .
Thus apply Lemma 3.2 with
h(x, y) =
4
|x− y|n−α+1
and
h1(z, y) =
{
1, if |z − y| > √2,
1
( |z−y|2 )
n−α+1
, if |z − y| ≤ √2,
where x ∈ Bn, y, z ∈ ∂Bn, and a = n−α2(n−α+1) .
It is easy to see that ‖h1(z1, ·)‖L(1−a)p′ (∂Bn) = ‖h1(z2, ·)‖L(1−a)p′ (∂Bn), ∀ z1, z2 ∈
∂Bn, and h(x, y) ≤ h1(x∗, y), ∀ x ∈ Bn, y ∈ ∂Bn.
To use Lemma 3.2 , we still need to verify h(·, xo) ∈ Lat′(Bn), h(0, ·) ∈ L(1−a)p′(∂Bn).
But these follow from the facts that
(n− α+ 1)at′ < n
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and
(n− α+ 1)(1− a)p′ < n− 1,
since p > 2(n−1)n+α−4 , t >
2n
n+α . We conclude the inequality (3.3). 
Remark 3.4. (i). By conformal transformation (2.1), it is easy to see that in-
equality (3.3) is also equivalent to∫
R
n
+
∫
∂Rn+
xng(x)f(y)
(|x′ − y|2 + x2n)
n−α+2
2
· 1|(x′, xn + 2)|n+α− 2nt
· 1
|(y, 2)|n+α−4− 2(n−1)p
dydx
≤ C(n, α, p, t)‖f‖Lp(∂Rn+)‖g‖Lt(Rn+) (3.4)
for f ∈ Lp(∂Rn+), g ∈ Lt(Rn+).
(ii). From the above proof, it is easy to see that inequality (3.3) still holds if
p ≥ 2(n−1)n+α−4 , t > 2nn+α or p > 2(n−1)n+α−4 , t ≥ 2nn+α (by taking a different a ∈ (0, 1) in the
proof).
3.2. Sharp inequality in subcritical case. Let
Pαf(x) =
∫
∂Bn
(1− |x− zo|2)f(y)
|x− y|n−α+2 dy, ∀ x ∈ B
n,
which is obvious continuous for x ∈ Bn and
Qαg(y) =
∫
Bn
(1− |x− zo|2)g(x)
|x− y|n−α+2 dx, ∀ y ∈ ∂B
n.
Thus, inequality (3.3) is equivalent to
‖Pαf‖Lt′(Bn) ≤ C(n, α, p, t)‖f‖Lp(∂Bn), (3.5)
or
‖Qαg‖Lp′(∂Bn) ≤ C(n, α, p, t)‖g‖Lt(Bn). (3.6)
The best constant Cs2(n, α, p, t) in above inequalities is given by
Cs2 (n, α, p, t) = sup{‖Pαf‖Lt′(Bn)
∣∣‖f‖Lp(∂Bn) = 1}. (3.7)
We first show that the above supremum can be achieved by some function f ∈
Lp(∂Bn), ‖f‖Lp(∂Bn) = 1.
For simplicity, in the following we just consider 1p +
1
t > 1.
Theorem 3.5. Assume that 2 ≤ α < n, p > 2(n−1)n+α−4 , t > 2nn+α , 1p + 1t > 1. Then the
supremum in (3.7) is achieved by a nonnegative f ∈ Lp(∂Bn) with |f‖Lp(∂Bn) = 1.
Proof. Let {fj} be a nonnegative maximizing sequence to (3.7) with ‖fj‖Lp(∂Bn) =
1.
We first prove that the sequence {Pαfj} is precompact in Lt′(Bn).
For fixed 1 > r > 0 small, we take
Ωr := {x : |x− zo| ≤ 1− r}.
Then for any x ∈ Ωr, y ∈ ∂Bn, we have |x− y| ≥ r. So for any x ∈ Ωr,
|Pαfi(x)| ≤ rn−α+2
∫
∂Bn
f(y)dy ≤ Crn−α+2,
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which means that Pαfi(x) is uniformly bounded in Ωr for any i. On the other
hand, for any i and for any z1, z2 ∈ Ωr, by using the mean value theorem, there
exists zτ := τz1 + (1− τ)z2 for some 0 ≤ τ ≤ 1 such that
|Pαfi(z1)− Pαfi(z2)| ≤
∫
∂Bn
∣∣∣∣(1 − |z1 − zo|2)|z1 − y|n−α+2 − (1− |z2 − zo|2)|z2 − y|n−α+2
∣∣∣∣f(y)dy
≤ C
∫
∂Bn
|z1 − z2|
|zτ − y|n−α+3 f(y)dy
≤ C 1
rn−α+3
|z1 − z2|,
which implies that Pαfi(x) is equicontinuous in Ωr. Therefore up to a subsequence
there exists P (x) ∈ C(Ωr) such that
Pαfi(x)→ P (x) ∈ C(Ωr).
Now by using (3.5) and noticing Remark 3.4 (iii), we have∫
Bn
|Pαfi(x)− Pαfj(x)|t
′
dx
=
∫
Ωr
|Pαfi(x)− Pαfj(x)|t
′
dx +
∫
Bn\Ωr
|Pαfi(x) − Pαfj(x)|t
′
dx
≤
∫
Ωr
|Pαfi(x)− Pαfj(x)|t
′
dx
+(
∫
Bn\Ωr
|Pαfi(x)− Pαfj(x)| 2nn−α dx)
t′
2n
n−α · (
∫
Bn\Ωr
dx)
1− t
′
2n
n−α
≤
∫
Ωr
|Pαfi(x)− Pαfj(x)|t
′
dx + C‖fi − fj‖Lp(∂Bn)r
1− t
′
2n
n−α
≤
∫
Ωr
|Pαfi(x)− Pαfj(x)|t
′
dx + Cr
1− t
′
2n
n−α .
Letting i, j →∞ and then sending r → 0, we conclude that∫
Bn
|Pαfi(x) − Pαfj(x)|t
′
dx→ 0,
that is, the sequence {Pαfj} is precompact in Lt′(Bn).
Since ‖fj‖Lp(∂Bn) = 1, there exists f ∈ Lp(∂Bn) such that ‖f‖Lp(∂Bn) ≤ 1 and
fj ⇀ f weakly in L
p(∂Bn), up to a subsequence.
Take any function g(x) ∈ Lt(Bn), we have Qαg(y) ∈ Lp′(∂Bn). Then
< Pαfj − Pαf, g >=< fj − f,Qαg >→ 0 as i→∞,
which implies that Pαfj − Pαf converges weakly to 0, and then also converges
strongly to 0 in Lt
′
(Bn) since {Pαfj} is precompact in Lt′(Bn). It follows that
‖f‖Lp(∂Bn) = 1 and f is a non-negative maximizer of (3.7). 
It is standard to show that f(z) is positive, thus satisfies the following Euler-
Lagrange equation:
fp−1(z) =
∫
Bn
(1 − |ξ − zo|2)(Pαf(ξ))t′−1
|ξ − z|n−α+2 dξ, ∀ z ∈ ∂B
n. (3.8)
So Pαf(ξ) is also positive.
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Let y = zx
o ∈ ∂Rn+, x = ξx
o ∈ Rn+, where z ∈ ∂Bn, ξ ∈ Bn. We have
Pαf(x
xo) = 2
∫
∂Rn+
xnf(ζ
xo)
|x− ζ|n−α+2
( 2
|x− xo|
)−(n−α)( 2
|ζ − xo|
)n+α−4
dζ.
Thus (3.8) becomes(
f(yx
o
)
)p−1
= 2t
′
∫
R
n
+
( |y − xo|
2
)n−α+2 xn
|x− y|n−α+2
( 2
|x− xo|
)n+α
·( ∫
∂Rn+
xnf(ζ
xo)
|x− ζ|n−α+2
( 2
|ζ − xo|
)n+α−4( 2
|x− xo|
)−(n−α)
dζ
)t′−1
dx.
Denote
u(y) := (
2
|y − xo| )
2(n−1)
p′ (f(yx
o
))p−1
and
v(x) :=
∫
∂Rn+
xnu
1
p−1 (ζ)
|x− ζ|n−α+2 (
2
|ζ − xo| )
n+α−4− 2(n−1)p (
2
|x− xo| )
2n
t′
−(n−α)dζ.
For simplicity, we also denote κ := t′ − 1 > 0, θ := 1p−1 > 0, s1 := n + α − 4 −
2(n−1)
p > 0, s2 := n+ α− 2nt > 0 since p > 2(n−1)n+α−4 , t > 2nn+α . Thus single equation
(3.8) can be rewritten as, up to a constant,u(y) =
∫
R
n
+
xnv
κ(x)
|x−y|n−α+2
1
|y−xo|s1
1
|x−xo|s2 dx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
xnu
θ(y)
|x−y|n−α+2
1
|y−xo|s1
1
|x−xo|s2 dy, x ∈ Rn+,
that is,
u(y) =
∫
R
n
+
xnv
κ(x)
(|x′−y|2+x2n)
n−α+2
2
1
|(y,2)|s1
1
|(x′,xn+2)|s2
dx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
xnu
θ(y)
(|x′−y|2+x2n)
n−α+2
2
1
|(y,2)|s1
1
|(x′,xn+2)|s2
dy, x ∈ Rn+,
(3.9)
where u(y) ∈ Lθ+1(∂Rn+) = Lp
′
(∂Rn+), v(x) ∈ Lκ+1(Rn+) = Lt
′
(Rn+) and u(y), v(x)
are positive functions. Here and in the following we use y to represent points in
∂Rn+, as well as points in R
n−1 .
Next, we shall classify all measurable positive solutions to the system (3.9).
Proposition 3.6. Let (u, v) be a pair of positive solutions to system (3.9) with
u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). For 2 ≤ α < n, if p > 2(n−1)n+α−4 , t > 2nn+α , 1p+ 1t >
1, then u(y), y ∈ ∂Rn+ and v(x), x ∈ Rn+ must be symmetric with respect to xn−axis.
Thus we obtain
Proposition 3.7. For 2 ≤ α < n, if p > 2(n−1)n+α−4 , t > 2nn+α , 1p+ 1t > 1, f ∈ Lp(∂Bn),
then the positive solution to (3.8) must be a constant function.
Proof. We omit the proof here since it is the same as that of Proposition 2.10. 
Now we focus on the proof of Propsition 3.6 via the method of moving planes.
As in Section 2, we denote x = {x1, x2, · · · , xn} ∈ Rn and let
Tλ = {x ∈ Rn : x1 = λ}, xλ = {2λ−x1, x2, · · · , xn}, x′λ = {2λ−x1, x2, · · · , xn−1},
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Σλ,n = {x ∈ Rn+ : x1 ≤ λ},Σλ,n−1 = {x ∈ ∂Rn+ : x1 ≤ λ}.
We also denote
uλ(y) := u(yλ), ∀ y ∈ ∂Rn+, vλ(x) := v(xλ), ∀ x ∈ Rn+.
We need some lemmas.
Lemma 3.8. For 2 ≤ α < n, p > 2(n−1)n+α−4 , t > 2nn+α , 1p + 1t > 1, let (u, v) be a pair
of positive solutions to system (3.9) with u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). Then
u(y), y ∈ ∂Rn+ and v(x), x ∈ Rn+ are continuous.
Proof. The proof is standard. So we omit it here. See, for example, the proofs of
Theorem 1.3 in [11], Proposition 5.2 and 5.3 in [8], or Theorem 4.2 in [5]. 
Lemma 3.9. Let (u, v) be a pair of positive solutions to system (3.9). Then we
have
u(y)− uλ(y) (3.10)
=
∫
Σλ,n
1
|(y, 2)|s1
( xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ(x)
|(x′, xn + 2)|s2
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
vκλ(x)
|(x′λ, xn + 2)|s2
)
dx
−
∫
Σλ,n
1
|(yλ, 2)|s1
( xn
(|x′ − y|2 + x2n)
n−α+2
2
vκλ(x)
|(x′λ, xn + 2)|s2
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
vκ(x)
|(x′, xn + 2)|s2
)
dx, y ∈ ∂Rn+,
and
v(x) − vλ(x) (3.11)
=
∫
Σλ,n
1
|(x′, xn + 2)|s2
( xn
(|x′ − y|2 + x2n)
n−α+2
2
uθ(y)
|(y, 2)|s1
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
uθλ(y)
|(yλ, 2)|s1
)
dy
−
∫
Σλ,n
1
|(x′λ, xn + 2)|s2
( xn
(|x′ − y|2 + x2n)
n−α+2
2
uθλ(y)
|(yλ, 2)|s1
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
uθ(y)
|(y, 2)|s1
)
dy, x ∈ Rn+.
Proof. Direct computations give the result. We omit details here. 
For t ≥ 2nn+α , p > 2(n−1)n+α−4 or t > 2nn+α , p ≥ 2(n−1)n+α−4 , inequality (3.4) yields( ∫
∂Rn+
( ∫
R
n
+
xng(x)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx
)p′
dy
) 1
p′
≤ C(n, α, t)‖g‖Lt(Rn+), (3.12)
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and
( ∫
R
n
+
( ∫
∂Rn+
xnf(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy
)t′
dx
) 1
t′
≤ C(n, α, p)‖f‖Lp(∂Rn+). (3.13)
Lemma 3.10. Let (u, v) be a pair of positive solutions to system (3.9) with u(y) ∈
Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). Assume that 2 ≤ α < n, p > 2(n−1)n+α−4 , t > 2nn+α , 1p + 1t >
1. Then, for sufficiently negative λ, we have
u(y) ≤ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≤ vλ(x), ∀ x ∈ Σλ,n.
Proof. Let
Σvλ,n = {x ∈ Σλ,n : v(x) > vλ(x)}, and Σuλ,n−1 = {y ∈ Σλ,n−1 : u(y) > uλ(y)}.
For λ < 0, if y ∈ Σuλ,n−1, we have
0 ≤ u(y)− uλ(y)
≤
∫
Σλ,n
1
|(y, 2)|s1
( xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ(x)
|(x′, xn + 2)|s2
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
vκλ(x)
|(x′λ, xn + 2)|s2
)
dx
−
∫
Σλ,n
1
|(y, 2)|s1
( xn
(|x′ − y|2 + x2n)
n−α+2
2
vκλ(x)
|(x′λ, xn + 2)|s2
+
xn
(|x′λ − y|2 + x2n)
n−α+2
2
vκ(x)
|(x′, xn + 2)|s2
)
dx
=
∫
Σλ,n
1
|(y, 2)|s1
( xn
(|x′λ − y|2 + x2n)
n−α+2
2
− xn
(|x′ − y|2 + x2n)
n−α+2
2
)
(3.14)
×( vκλ(x)|(x′λ, xn + 2)|s2 − v
κ(x)
|(x′, xn + 2)|s2
)
dx
≤
∫
Σvλ,n
1
|(y, 2)|s1
( xn
(|x′λ − y|2 + x2n)
n−α+2
2
− xn
(|x′ − y|2 + x2n)
n−α+2
2
)
×( vκλ(x)|(x′λ, xn + 2)|s2 − v
κ(x)
|(x′, xn + 2)|s2
)
dx
≤
∫
Σvλ,n
xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ(x) − vκλ(x)
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx, (3.15)
where we use the facts that |x′λ − y| > |x′ − y|, |x′| > |x′λ|, and |y′| > |y′λ|, for
x ∈ Σλ,n, y ∈ Σλ,n−1 for negative λ.
Notice that 1p +
1
t > 1 implies that κθ > 1. Now we consider two cases.
Case (i). κ > 1, θ > 1.
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By (3.15), for y ∈ Σuλ,n−1 we have
0 ≤ u(y)− uλ(y)
≤ κ
∫
Σvλ,n
xn
(|x′ − y|2 + x2n)
n−α+2
2
Φκ−1λ (v)(v(x) − vλ(x))
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx
≤ κ
∫
Σvλ,n
xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ−1(x)(v(x) − vλ(x))
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx,
where vλ(x) ≤ Φλ(v) ≤ v(x). Similarly, for negative λ and x ∈ Σuλ,n, we have
0 ≤ v(x) − vλ(x)
≤ θ
∫
Σuλ,n−1
xn
(|x′ − y|2 + x2n)
n−α+2
2
uθ−1(y)(u(y)− uλ(y))
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy.
By (3.12), we have
‖u− uλ‖Lp′(Σuλ,n−1) ≤ C‖v
κ−1(v − vλ)‖Lt(Σvλ,n)
≤ C‖v‖κ−1
Lt′(Σvλ,n)
‖v − vλ‖Lt′(Σvλ,n).
Similarly, (3.13) yields that
‖v − vλ‖Lt′(Σvλ,n) ≤ C‖u
θ−1(u− uλ)‖Lp(Σuλ,n−1)
≤ C‖u‖θ−1
Lθ+1(Σuλ,n−1)
‖u− uλ‖Lp′(Σuλ,n−1). (3.16)
Notice that u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). Thus for sufficiently nega-
tive λ, ‖v‖κ−1
Lt′(Σvλ,n)
, ‖u‖θ−1
Lθ+1(Σuλ,n−1)
will be close to zero, which yields that ‖v −
vλ‖Lt′(Σv
λ,n
) = ‖u− uλ‖Lp′(Σu
λ,n−1
) = 0. That is: both Σ
v
λ,n and Σ
u
λ,n−1 are empty.
Case (ii). 0 < κ ≤ 1, θ > 1 or κ > 1, 0 < θ ≤ 1.
We assume without loss of generality that 0 < κ ≤ 1, θ > 1. Since 1p + 1t > 1,
we have 1κ < θ. Thus there exists a number r satisfied
1
κ < r < θ. By (3.15), for
λ < 0, y ∈ Σuλ,n−1, we have
0 ≤ u(y)− uλ(y) ≤
∫
Σvλ,n
xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ(x)− vκλ(x)
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx
≤ κr
∫
Σvλ,n
xn
(|x′ − y|2 + x2n)
n−α+2
2
vκ−
1
r (v
1
r (x) − v
1
r
λ (x))
|(x′, xn + 2)|s2
1
|(y, 2)|s1 dx.
By (3.12), we have
‖u− uλ‖Lp′(Σuλ,n−1) ≤ C‖v
κ− 1
r (v
1
r − v
1
r
λ )‖Lt(Σvλ,n)
≤ C‖vκ− 1r ‖
Lt
′/(t′−1− 1
r
)(Σvλ,n)
‖v 1r − v
1
r
λ ‖Lt′r(Σvλ,n)
= C‖v‖κ−
1
r
Lt′(Σvλ,n)
‖v 1r − v
1
r
λ ‖Lt′r(Σvλ,n). (3.17)
Using the facts that |x′| > |x′λ|, and |y′| > |y′λ|, for x ∈ Σλ,n, y ∈ Σλ,n−1 with
λ < 0, we have
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v(x) =
∫
Σuλ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′, xn + 2)|s2 dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′, xn + 2)|s2 dy
≤
∫
Σuλ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(x′λ, xn + 2)|s2
( 1
|(yλ, 2)|s1 −
1
|(y, 2)|s1
)
dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′, xn + 2)|s2 dy,
and
vλ(x) =
∫
Σu
λ,n−1
xnu
θ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − yλ|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − yλ|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
≥
∫
Σuλ,n−1
xnu
θ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(x′λ, xn + 2)|s2
( 1
|(yλ, 2)|s1 −
1
|(y, 2)|s1
)
dy
+
∫
Σλ,n−1\Σuλ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′, xn + 2)|s2 dy
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+∫
Σλ,n−1\Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(yλ, 2)|s1
1
|(x′, xn + 2)|s2 dy.
Noticing: for 0 < s ≤ 1, a ≥ b ≥ 0 and c ≥ 0,
(a+ c)s − (b+ c)s ≤ as − bs,
and the fact that |x′λ − y| > |x′ − y|, for x ∈ Σλ,n, y ∈ Σλ,n−1 with λ < 0, we have,
for x ∈ Σvλ,n,
0 ≤ v 1r − v
1
r
λ
≤ ( ∫
Σu
λ,n−1
xnu
θ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
) 1
r
−( ∫
Σuλ,n−1
xnu
θ(y)
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
+
∫
Σuλ,n−1
xnu
θ
λ(y)
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
) 1
r
=
[ ∫
Σuλ,n−1
( (xnuθ(y)) 1r
(|x′ − y|2 + x2n)
n−α+2
2r
1
|(y, 2)| s1r
1
|(x′λ, xn + 2)|
s2
r
)r
+
( (xnuθλ(y)) 1r
(|x′λ − y|2 + x2n)
n−α+2
2r
1
|(y, 2)| s1r
1
|(x′λ, xn + 2)|
s2
r
)r
dy
] 1
r
−[ ∫
Σuλ,n−1
( (xnuθ(y)) 1r
(|x′λ − y|2 + x2n)
n−α+2
2r
1
|(y, 2)| s1r
1
|(x′λ, xn + 2)|
s2
r
)r
+
( (xnuθλ(y)) 1r
(|x′ − y|2 + x2n)
n−α+2
2r
1
|(y, 2)| s1r
1
|(x′λ, xn + 2)|
s2
r
)r
dy
] 1
r
≤ [ ∫
Σuλ,n−1
( xn(u θr (y)− u θrλ (y))r
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
+
xn
(
u
θ
r (y)− u
θ
r
λ (y)
)r
(|x′λ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
)
dy
] 1
r
≤ 2[ ∫
Σuλ,n−1
xn(u
θ
r (y)− u θrλ (y))r
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
] 1
r
≤ 2θ
r
[ ∫
Σuλ,n−1
xnu
θ−r(y)(u(y)− uλ(y))r
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
] 1
r .
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Then, by HLS inequality (3.12) it yields
‖v 1r − v
1
r
λ ‖Lt′r(Σvλ,n)
≤ 2θ
r
{∫
Σvλ,n
[ ∫
Σuλ,n−1
xnu
θ−r(y)(u(y)− uλ(y))r
(|x′ − y|2 + x2n)
n−α+2
2
1
|(y, 2)|s1
1
|(x′λ, xn + 2)|s2
dy
]t′
dx
} 1
t′r
≤ C‖uθ−r(u− uλ)r‖
1
r
Lp(Σuλ,n−1)
≤ C‖u‖
θ−r
r
Lθ+1(Σu
λ,n−1
)
‖u− uλ‖Lp′(Σuλ,n−1). (3.18)
Combining the above with (3.17), we have
‖u− uλ‖Lp′(Σuλ,n−1) ≤ C‖v‖
κ− 1r
Lt′(Σvλ,n)
‖v 1r − v
1
r
λ ‖Lt′r(Σvλ,n)
≤ C‖v‖κ−
1
r
Lt′(Σvλ,n)
‖u‖
θ−r
r
Lθ+1(Σuλ,n−1)
‖u− uλ‖Lp′(Σuλ,n−1).
Then, we can obtain (3.16) again. Similar to that in Case (i) we can show that
both Σuλ,n−1 and Σ
v
λ,nare empty. 
Define
λ = sup{µ < 0 : ∀λ ≤ µ, u(y) ≤ uλ(y), ∀ y ∈ Σλ,n−1; v(x) ≤ vλ(x), ∀ x ∈ Σλ,n}.
Lemma 3.11. λ = 0.
Proof. We prove this by contradiction. Suppose that λ < 0.
Notice that
u(y) ≤ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≤ vλ(x), ∀ x ∈ Σλ,n.
Then by Lemma 3.9 we have
u(y) < uλ(y), ∀ y ∈ Σλ,n−1, (3.19)
v(x) < vλ(x), ∀ x ∈ Σλ,n. (3.20)
Otherwise, if there exists y0 ∈ Σλ,n−1 such that u(y0) = u(y0λ), then
0 ≤
∫
Σλ,n
1
|(y0, 2)|s1
( xn
(|x′ − y0|2 + x2n)
n−α+2
2
− xn
(|x′
λ
− y0|2 + x2n)
n−α+2
2
)
×( vκ(x)|(x′, xn + 2)|s2 − v
κ
λ
(x)
|(x′
λ
, xn + 2)|s2
)
,
which yields
v(x) ≡ vλ(x) ≡ 0, ∀ x ∈ Rn+
since |xλ − y0| > |x− y0|, |xλ| < |x|. It is impossible.
Now we prove that, there exists ǫ∗ > 0 such that, for any λ ∈ (λ, λ+ ǫ∗),
u(y) ≤ uλ(y), ∀ y ∈ Σλ,n−1,
v(x) ≤ vλ(x), ∀ x ∈ Σλ,n,
which draws a contradiction, we thus have λ = 0.
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By Lemma 3.8, u, v are continuous. Then by (3.19), (3.20), for R > 0 large we
can take δ > 0 small such that
uλ(y)− u(y) ≥ C0, ∀ y ∈ Σλ−δ,n−1 ∩Bn−1R (0),
vλ(x)− v(x) ≥ C0, ∀ x ∈ Σλ−δ,n ∩BnR(0)
for some C0 > 0 small. Then there exists ǫ1 > 0 small such that for λ ∈ (λ, λ+ ǫ1),
uλ(y)− u(y) ≥ 0, ∀ y ∈ Σλ−δ,n−1 ∩Bn−1R (0),
vλ(x) − v(x) ≥ 0, ∀ x ∈ Σλ−δ,n ∩BnR(0).
So Σuλ,n−1 ⊂ (∂Rn+ \ Bn−1R (0)) ∪ ((Σλ,n−1 \ Σλ−δ,n−1) ∩ Bn−1R (0)) and Σvλ,n ⊂
(Rn+ \BnR(0))∪((Σλ,n \Σλ−δ,n)∩BnR(0)). Therefore we can first choose R > 0 large,
then δ > 0 small, then 0 < ǫ2 < ǫ1 small such that for λ ∈ (λ, λ+ ǫ2),
‖v‖Lt′((Rn+\BnR(0))∪((Σλ,n\Σλ−δ,n)∩BnR(0)))
and
‖u‖Lθ+1((∂Rn+\Bn−1R (0))∪((Σλ,n−1\Σλ−δ,n−1)∩Bn−1R (0)))
is sufficiently small. Then the same argument as in Lemma 3.10 yields that both
Σvλ,n and Σ
u
λ,n−1 are empty. 
Proof of Propsition 3.6. Lemma 3.11 indicates λ = 0. Thus u(y) and v(x) are
symmetric with respect to x1 = 0 since one also can move the plane from positive
infinity to zero. Similar argument shows that u(y) and v(x) are symmetric with
respect to x2 = 0, x3 = 0, · · · , xn−1 = 0. 
3.3. Proof of Theorem 3.1. By Proposition 3.7, the best constant for inequality
(3.5) is
C(n, α, p, t) = (nωn)
− 1p
( ∫
Bn
( ∫
∂Bn
(1− |ξ − zo|2)
|ξ − ζ|n−α+2 dζ
)t′
dξ
) 1
t′ .
Sending p→ ( 2(n−1)n+α−4 )+, t→ ( 2nn+α )+, we have C(n, α, p, t)→ Ce2(n, α), where
Ce2 (n, α) = (nωn)
−n+α−4
2(n−1)
( ∫
Bn
( ∫
∂Bn
(1− |ξ − zo|2)
|ξ − ζ|n−α+2 dζ
) 2n
n−α dξ
)n−α
2n .
We are left to classify all extremal functions. In the rest of this subsection we
always assume p = 2(n−1)n+α−4 , t =
2n
n+α .
For 2 ≤ α < n, define
P˜αf(x) =
∫
∂Rn+
xnf(y)
(|x′ − y|2 + x2n)
n−α+2
2
dy, for all x ∈ Rn+,
where f ∈ Lp(∂Rn+). Then inequality (1.5) is equivalent to
‖P˜αf‖Lt′(Rn+) ≤
Ce2 (n, α)
2
‖f‖Lp(∂Rn+). (3.21)
The Euler-Lagrange equation to the above inequality is
fp−1(y) =
∫
R
n
+
xn(P˜αf(x))
t′−1
(|x′ − y|2 + x2n)
n−α+2
2
dx, ∀ y ∈ ∂Rn+. (3.22)
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Proposition 3.12. Let f ∈ Lp(∂Rn+) be a positive solution to equation (3.22).
Then f must be given in the following form:
f(y) = c(n, α)(
1
|y − y0|2 + d2 )
n+α−4
2 ,
where y, y0 ∈ ∂Rn+, c(n, α), d > 0.
To prove Proposition 3.12, for simplicity we again denote u(y) = fp−1(y), v(x) =
(P˜αf(x))
t′−1, then up to a constant, we haveu(y) =
∫
R
n
+
xnv
κ(x)
|x−y|n−α+2dx, y ∈ ∂Rn+,
v(x) =
∫
∂Rn+
xnu
θ(y)
|x−y|n−α+2dy, x ∈ Rn+,
(3.23)
where κ := t′ − 1 > 0, θ := 1p−1 > 0, u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). As in the
subcritical case (see Lemma 3.8), u(y), y ∈ ∂Rn+ and v(x), x ∈ Rn+ are continuous.
We shall use the method of moving spheres to derive
Proposition 3.13. Let (u, v) be a pair of positive solutions to system (3.23) with
u(y) ∈ Lθ+1(∂Rn+), v(x) ∈ Lt
′
(Rn+). Then u, v must be the following forms:
u(y) = c1
( 1
|y − y0|2 + d2
)n−α+2
2 ,
v(y, 0) = c2
( 1
|y − y0|2 + d2
)n−α
2 ,
where y, y0 ∈ ∂Rn+, c1, c2, d > 0.
Proposition (3.12) follows from the above proposition immediately.
To use the method of moving spheres, we introduce the following notations: for
R > 0, y0 ∈ ∂Rn+, denote
BR(y
0) = {z ∈ Rn : |z − y0| < R},
Bn−1R (y
0) = {z ∈ ∂Rn+ : |z − y0| < R},
B+R(y
0) = {z = (z1, z2, · · · , zn) ∈ BR(y0) : zn > 0},
and
Σny0,R = R
n
+ \B+R (y0),Σn−1y0,R = ∂Rn+ \Bn−1R (y0).
For y0 ∈ ∂Rn+, λ > 0, we define
uy0,λ(η) :=
( λ
|η − y0|
)n−α+2
u(ηy
0,λ), for η ∈ ∂Rn+,
vy0,λ(ξ) :=
( λ
|ξ − y0|
)n−α
v(ξy
0,λ), for ξ ∈ Rn+,
where for any z ∈ Rn+,
zy
0,λ :=
λ2(z − y0)
|z − y0|2 + y
o.
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Lemma 3.14. Let (u, v) be a pair of positive solutions to system (3.23). We have
uy0,λ(η) =
∫
R
n
+
ξnv
κ
y0,λ(ξ)
|ξ − η|n−α+2 dξ, η ∈ ∂R
n
+,
vy0,λ(ξ) =
∫
∂Rn+
ξnu
θ
y0,λ(η)
|ξ − η|n−α+2 dη, ξ ∈ R
n
+.
Moreover,
uy0,λ(η) − u(η) =
∫
Σn
y0,λ
K(y0, λ; ξ, η)(vκy0,λ(ξ)− vκ(ξ))dξ, (3.24)
vy0,λ(ξ)− v(ξ) =
∫
Σn−1
y0 ,λ
K(y0, λ; ξ, η)(uθy0,λ(η) − uθ(η))dη, (3.25)
where
K(y0, λ; ξ, η) :=
ξn
|ξ − η|n−α+2 −
ξn
|ξy0,λ − η|n−α+2 ·
( λ
|ξ − y0|
)n−α+2
> 0,
for ξ ∈ Σny0,λ, η ∈ Σn−1y0,λ, λ > 0.
Proof. Direct computations yields the result. See for example, proof of Lemma 3.2
in [5]. 
Lemma 3.15. Let (u, v) be a pair of positive solutions to system (3.23) with u(η) ∈
Lθ+1(∂Rn+), v(ξ) ∈ Lt
′
(Rn+), where
3n
2n−1 < α < n, p =
2(n−1)
n+α−4 , t =
2n
n+α . Then, for
any y0 ∈ ∂Rn+, there exists λ0(y0) > 0 small enough such that: ∀ 0 < λ < λ0(y0),
uy0,λ(η) ≤ u(η), ∀ η ∈ Σn−1y0,λ,
vy0,λ(ξ) ≤ v(ξ), ∀ ξ ∈ Σny0,λ.
Proof. Let
Σn,vy0,λ = {ξ ∈ Σny0,λ : v(ξ) < vy0,λ(ξ)}, and Σn−1,uy0,λ = {η ∈ Σny0,λ : u(η) < uy0,λ(η)}.
By Lemma 3.14, if η ∈ Σn−1,uy0,λ , we have
0 ≤ uy0,λ(η)− u(η) ≤
∫
Σn,v
y0 ,λ
ξn
|ξ − η|n−α+2 (v
κ
y0,λ(ξ)− vκ(ξ))dξ. (3.26)
Notice that κ = t′ − 1 = n+αn−α > 1. By (3.26), for η ∈ Σn−1,uy0,λ we have
0 ≤ uy0,λ(η)− u(η)
≤ κ
∫
Σn,v
y0,λ
ξnΦ
κ−1
y0,λ(v)(vy0,λ(ξ)− v(ξ))
|ξ − η|n−α+2 dξ
≤ κ
∫
Σn,v
y0,λ
ξnv
κ−1
y0,λ(ξ)(vy0,λ(ξ)− v(ξ))
|ξ − η|n−α+2 dξ,
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where v(ξ) ≤ Φy0,λ(v) ≤ vy0,λ(ξ). By (1.5), we have
‖uy0,λ − u‖Lp′(Σn−1,u
y0 ,λ
) ≤ C‖vκ−1y0,λ(vy0,λ − v)‖Lt(Σn,vy0,λ)
≤ C‖vy0,λ‖κ−1Lt′(Σn,v
yo,λ
)
‖vy0,λ − v‖Lt′ (Σn,v
y0,λ
)
= C‖v‖κ−1
Lt′(B+λ (y
0))
‖vy0,λ − v‖Lt′(Σn,v
y0 ,λ
). (3.27)
Now we consider two cases.
Case (i). θ > 1.
Similar to the above, we have
‖vy0,λ − v‖Lt′ (Σn,v
y0,λ
) ≤ C‖u‖θ−1Lθ+1(Bn−1λ (y0))‖uy0,λ − u‖Lp′(Σn−1,uy0,λ ).
Notice that u(η) ∈ Lθ+1(∂Rn+), v(ξ) ∈ Lt
′
(Rn+). Thus for λ > 0 small enough,
‖v‖κ−1
Lt′(B+λ (y
0))
, ‖u‖θ−1
Lθ+1(Bn−1λ (y
0))
will be close to zero, which yields that
‖uyo,λ − u‖Lp′(Σn−1,u
y0 ,λ
) = ‖vy0,λ − v‖Lt′(Σn,v
y0 ,λ
) = 0.
That is: both Σn,vy0,λ and Σ
n−1,u
y0,λ are empty.
Case (ii). 0 < θ ≤ 1.
Since 1p +
1
t > 1, we have 1 ≤ 1θ < κ. Thus there exists a number r satisfied
1
θ < r < κ. By (3.21) and Ho¨lder inequality, we have
‖vy0,λ − v‖Lt′(Σn,v
y0,λ
) ≤ C‖u‖
θ− 1r
Lθ+1(Bn−1λ (y
0))
‖u
1
r
y0,λ − u
1
r ‖Lp′(Σn−1,u
y0 ,λ
). (3.28)
Similar to (3.18), we can also conclude that
‖u
1
r
y0,λ − u
1
r ‖Lp′(Σn−1,u
y0 ,λ
) ≤ C‖v‖
κ−r
r
Lt′(B+λ (y
0))
‖vy0,λ − v‖Lt′(Σn,v
y0 ,λ
).
Combining the above with (3.28), we obtain
‖vy0,λ − v‖Lt′(Σn,v
y0 ,λ
) ≤ C‖u‖
θ− 1r
Lθ+1(Bn−1λ (y
0))
‖v‖
κ−r
r
Lt′(B+λ (y
0))
‖vy0,λ − v‖Lt′(Σn,v
y0 ,λ
).
Notice that u(η) ∈ Lθ+1(∂Rn+), v(ξ) ∈ Lt
′
(Rn+). Thus for λ > 0 small enough,
‖u‖θ−
1
r
Lθ+1(Bn−1λ (y
0))
‖v‖
κ−r
r
Lt′(B+λ (y
0))
will be close to zero. Similar argument as that in
Case (i) concludes that both Σn,vy0,λ and Σ
n−1,u
y0,λ are empty. 
Define
λ(y0) = sup{µ > 0 : ∀λ ∈ (0, µ), uy0,λ(η) ≤ u(η), ∀ η ∈ Σn−1y0,λ; vy0,λ(ξ) ≤ v(ξ), ∀ ξ ∈ Σny0,λ}.
Lemma 3.16. For some y0 ∈ ∂Rn+, if λ(y0) <∞, then
uy0,λ(y0)(η) ≡ u(η), ∀ η ∈ ∂Rn+,
vy0,λ(y0)(ξ) ≡ v(ξ), ∀ ξ ∈ Rn+.
Proof. For simplicity, we denote λ := λ(y0). It is enough to prove that
uy0,λ(η) ≡ u(η), ∀ η ∈ Σn−1y0,λ,
vy0,λ(ξ) ≡ v(ξ), ∀ ξ ∈ Σny0,λ.
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Notice that
uy0,λ(η) ≤ u(η), ∀ η ∈ Σn−1y0,λ,
vy0,λ(ξ) ≤ v(ξ), ∀ ξ ∈ Σny0,λ.
Then if uy0,λ(η) 6≡ u(η) or vy0,λ(ξ) 6≡ v(ξ), by Lemma 3.14 we have
uy0,λ(η) < u(η), ∀ η ∈ Σn−1y0,λ,
vy0,λ(ξ) < v(ξ), ∀ ξ ∈ Σny0,λ.
Notice that u, v are continuous. Then for R > 0 large we can take δ > 0 small such
that
u(η)− uy0,λ(η) ≥ C0, ∀ η ∈ Σn−1y0,λ+δ ∩B
n−1
R (y
0),
v(ξ) − vy0,λ(ξ) ≥ C0, ∀ ξ ∈ Σny0,λ+δ ∩B+R(y0)
for some C0 > 0 small. Then we can choose 0 < ǫ < δ small such that for
λ ∈ (λ, λ+ ǫ),
u(η)− uy0,λ(η) ≥ 0, ∀ η ∈ Σn−1y0,λ+δ ∩B
n−1
R (y
0),
v(ξ)− vy0,λ(ξ) ≥ 0, ∀ ξ ∈ Σny0,λ+δ ∩B+R(y0).
And so
Σn−1,uy0,λ ⊂ (∂Rn+ \Bn−1R (y0)) ∪ (Σn−1y0,λ \ Σn−1y0,λ+δ) := Ω
n−1
λ,R
and
Σn,vy0,λ ⊂ (Rn+ \B+R(y0)) ∪ (Σny0,λ \Σny0,λ+δ) := Ωnλ,R.
Denote (Ωn−1λ,R )
∗, (Ωnλ,R)
∗ as the reflection of Ωn−1λ,R and Ω
n
λ,R respectively under the
Kelvin transformation with respect to ∂BR(y
0). Then we have
(Ωn−1λ,R )
∗ = Bn−1ǫ1 (y
0) ∪ (Bn−1λ (y0) \Bn−1λ2\(λ+δ)(y
0))
and
(Ωnλ,R)
∗ = B+ǫ1(y
0) ∪ (B+λ (y0) \B+λ2\(λ+δ)(y
0)),
where ǫ1 :=
λ2
R → 0 as R→∞.
Therefore we can first choose R > 0 large, then δ > 0 small, then 0 < ǫ < δ
small such that for λ ∈ (λ, λ+ ǫ), both ‖v‖Lt′(Ωnλ,R)∗ and ‖u‖Lθ+1(Ωn−1λ,R )∗ are small
enough. Then the same argument as Lemma 3.15 yields that Σn,vy0,λ and Σ
n−1,u
y0,λ are
empty, which contradicts with the definiton of λ. 
Proof of Proposition 3.13. If λ(y) =∞ for any y ∈ ∂Rn+, then for any λ > 0,
uy,λ(η) ≤ u(η), ∀η ∈ Σn−1y,λ .
Lemma 5.7 in [11] implies that u ≡ C0 > 0 is a constant, which contradicts with
u(η) ∈ Lθ+1(∂Rn+). Thus there exists y0 ∈ ∂Rn+ such that λ(y0) < ∞. Now we
prove that for any y ∈ ∂Rn+ it holds λ(y) <∞.
In fact, for any fixed y ∈ ∂Rn+, we know that for any λ ∈ (0, λ(y)), uy,λ(η) ≤
u(η), ∀η ∈ Σn−1y,λ , which implies that for any λ ∈ (0, λ(y)),
a := lim inf
|η|→∞
(|η|n−α+2u(η)) ≥ lim inf
|η|→∞
(|η|n−α+2uy,λ(η)) = |λ|n−α+2u(y). (3.29)
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On the other hand, since λ(y0) <∞, by using Lemma 3.16,
a = lim inf
|η|→∞
(|η|n−α+2u(η)) = lim inf
|η|→∞
(|η|n−α+2uy0,λ(y0)(η)) = |λ(y0)|n−α+2u(y0) <∞.
(3.30)
By using (3.29) and (3.30) we conclude that for any y ∈ ∂Rn+ it holds λ(y) < ∞.
It then follows from Lemma 3.16 that
uy,λ(y)(η) ≡ u(η), ∀y, η ∈ ∂Rn+.
Lemma 5.8 in [11] yields that for any η ∈ ∂Rn+
u(η) = c1
( 1
|η − η0|2 + d2
)n−α+2
2
for some c1, d > 0, η
0 ∈ ∂Rn+. Similarly, we have for any η ∈ ∂Rn+
v(η, 0) = c2
( 1
|η − η0|2 + d2
)n−α
2
for some c2, d > 0, η
0 ∈ ∂Rn+. 
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