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Abstract: Multi-Agent Systems (MASs) provide a powerful tool to model distributed systems. Large-scale systems contain many autonomous agents, and therefore, the 
agents should be able to work in a group and collaborate toward common objectives. Holonic Multi-Agent Systems (HMASs) present a suitable organization, especially in 
large-scale systems. The idea behind HMASs is a division of a system into smaller sub-systems in a recurrent way. A holon is defined as a self-similar structure that comprises 
holons as sub-structures. Therefore, a holarchy is a hierarchy of holons that act as autonomous wholes in super-ordination to their parts and as dependent parts in sub-
ordination to controls on higher levels. There are two main attributes for a holarchy, the first attribute ensures that holons are in stable forms, which are robust against 
disturbances. The second one confirms that the holons are in intermediate forms, which provide the proper functionality for the whole. In this paper, we study the robustness 
of a holarchy for traffic signals control. Robustness is an essential feature for providing reliable solutions, especially in real world applications. We show that holonic MAS 
can be effectively used for traffic signals control as a robust modeling method. 
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1 INTRODUCTION  
  
Multi-agent System (MAS) is an effective solution for 
modelling and simulation of large scale distributed 
systems. MASs generally consist of autonomous, reactive, 
proactive, and interacting agents working toward a joint 
goal. The problems which are modeled by multi-agent 
systems can be considered as decision-making problems 
where an agent needs to decide which action should be 
executed in order to maximize its objective function. 
Optimization of the decision-making process in multi-
agent systems is very challenging especially in a large-
scale system because each agent should consider other 
agents’actions in the system. Organizing agents into a 
network is a common approach to handle large scale 
systems, where each agent interacts only with a number of 
agents [1]. In organization-based systems, interactions 
among the agents are decreased. Therefore, it is a very 
common method to reduce the complexity of large 
systems. In MAS, an organization is defined as a collection 
of roles, relationships and authority structures that rule the 
behavior of the multi-agent system [2]. There are numerous 
models proposed for the concept of organizations in a 
multi-agent system such as hierarchies, holarchies, 
coalitions, teams, congregation, societies, federations, 
markets, matrix organization and formant organizations 
[2]. 
Organization-based multi-agent systems have been 
proposed for traffic signals control many years ago. The 
hierarchical organization has been presented to control the 
traffic signals in different kinds of literature.  Some related 
works, which have utilized the hierarchical organization 
for traffic signals control in agent-based systems, are 
mentioned in this section. However, the readers are 
referred to [3] and [4] for a comprehensive survey of 
applications of agents and multi-agent systems for traffic 
signals control. Chen and Li proposed the architecture of 
hierarchical networked traffic signals controllers based on 
multi-agent systems [5]. Organization, coordination, and 
execution are three layers incorporated in the control 
system. On the top of the system, an organization layer 
provides some services utilizing three databases including 
control algorithm, typical intersection and agents’ 
database. Although the proposed system in [5] can be 
effectively used in simulations, the architecture contains 
many different modules either for online and offline 
learning in organization layer or in two layers. Moreover, 
it seems that the implementation and execution of their 
system are non-trivial and computationally expensive. 
Decentralized agent-based hierarchical control methods 
break down the system into smaller subsystems interacting 
with each other. Choy et al. [6] and Srinivasan et al. [7] 
also introduced a hierarchical multi-agent system 
consisting of three layers of agents: controller agents, zone 
controller agents, and regional controller agents. The 
implementation of agents is based on feed-forward neural 
network and fuzzy logic theories. The system also provides 
online learning capabilities, including reinforcement 
learning, learning rate, weight adjustment, and dynamic 
update of fuzzy relations using the evolutionary algorithm, 
to allow agents to dynamically adapt to changing 
environments. The hybrid method effectively controls 
traffic signals in a dynamic environment. However, the 
system is difficult to extend due to the computational cost 
of implementation of both the neural network and the 
evolutionary algorithm. 
A hierarchical multi-agent system with three levels has 
also been presented in [8]. On the first level, local traffic 
agents represent intersections and coordinator agents stand 
on the second level. Bazzanet. al have proposed a 
hierarchical learning method for traffic signals control [9]. 
Their system is composed of two types of agents: local 
agents to control intersections and superior agents to 
control groups of three local agents. Wang developed an 
agent-based traffic management system in [10, 11]. Agent-
based control breaks down a complex control algorithm 
into simple task-oriented agents that are distributed over a 
network. The ability to dynamically deploy and replace 
control agents as needed allows the network to operate on 
demand to adapt a variety of control scenarios. The system 
architecture uses a hierarchical architecture with three 
levels. The highest level performs the reasoning and 
planning of task sequences for the control agents; 
intermediate level dispatches and coordinates control 
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agents; and the lowest level hosts and runs the control 
agents. Control agents are represented by mobile agents 
that can transfer from remote traffic control centers to field 
traffic devices or travel from one field device to another 
[10, 11]. 
Reinforcement Learning (RL) has been widely used 
for traffic signals control [12-14]. The advantages of using 
RL for traffic signals control are: the agents can learn 
online in a dynamic domain; therefore, they are adaptive to 
changes in traffic demand. Moreover, RL can be 
effectively used when no prior knowledge is available [15]. 
The references [15, 16] provide a comprehensive review of 
the applications of RL to traffic signals control. RL has 
been used in organization-based MASs in large urban 
networks in which the agents were organized hierarchically 
to control the traffic signals in [9, 17]. A large network 
decomposed to groups of three intersections. The groups 
were coordinated by a superior agent that recommends a 
joint action in [9]. A two-level hierarchical MAS to control 
the traffic signals based on RL was also presented in [17]. 
The agents at the two levels use RL independently. At first 
level, each agent controls an intersection by its own local 
view while its autonomy is restricted by superior agents 
that stand at the second level to control a region composed 
of multiple intersections [17].  
The holonic organization has been used in [18, 19] for 
traffic signals control. In this study, we focus on holarchies 
and holonic multi-agent systems; therefore, we describe 
them in more details in the following sections. 
In 1967, A. Koestler invented the term holon [20]. A 
holon denotes a whole-part construction that can be 
considered as a component of a higher level system or as a 
whole consisting of other holons as substructures. The 
concept of holonic system has been implemented in a 
programming language [21] and it has been widely used in 
industrial applications as Holonic Manufacturing Systems 
[22, 23]. The holonic multi-agent system has proven to be 
an effective solution to several problems associated with 
hierarchical and self-organizing constructions [24] and has 
been successfully applied to a wide range of complex 
systems. For instance, we can imply the operations which 
have been done in transportation [19], distributed sensor 
management [25], adaptive mesh problem [26], supply 
chain management [27], health organizations [28], 
biological network simulation [29], complex software 
systems [30] and for smart grid market to manage 
electricity agents in Smart grid operation [31]. 
The holonic organization provides a powerful tool for 
intelligent transportation systems (ITS). It has been applied 
in different applications including pedestrian simulation 
[32], global road transportation system [33], transport 
scheduling [34] as different aspects of ITS.  
Although holonic organization is a hierarchical nested 
structure, it differs from hierarchy [2]. According to 
definitions, the main characteristic of a holonic system is 
that the holons are self-similar and partially autonomous. 
Each holon consists of one or more subordinate holons and 
can be a member of one or more superordinate holons. 
Therefore, it keeps both features of recursion and 
hierarchical structure. 
Holonic multi-agent system characteristics will be 
discussed in the next section. In this paper, we introduce a 
holonic MAS for traffic signals control and study the 
robustness of the method. It will be verified that the holonic 
organization accommodates a robust tool against internal 
and external disturbances while it improves the efficiency. 
The rest of the current paper is as follows: Section 2 
includes the properties of a holonic multi-agent system. 
Robustness concept in HMAS is presented in Section 3. 
The proposed HMAS for traffic signals control is 
introduced in Section 4. Section 5 includes experimental 
results. Conclusion and future works are given in Section 
6. 
 
2 HOLONIC MULTI-AGENT SYSTEMS 
 
According to the study conducted by Koestler, a 
holarchy is defined as a hierarchy of self-regulating holons 
which act as autonomous wholes in super-ordination to 
their parts, and also operate as dependent parts in sub-
ordination to controls on higher levels as well as in 
coordination with their local environment. Therefore, a 
holarchy can be modeled using whole-part relationships. 
Wholes and parts on any level of the hierarchy are referred 
as holons. A set of rules defining holonic systems, has been 
proposed by Koestler, and called Open Hierarchical 
Systems (OHS) [20] as follows:  
• A holonic system has an abstract structure. Indeed, it 
can be considered as a set of interwoven hierarchies. 
• A holon is taken into account both as a part of the 
system and as a whole. 
• A holon follows specific principles, but it can accept 
different strategies as needed. 
• Complex behaviours are situated at the top of the 
hierarchy while the simple and reactive behaviours are 
founded at the bottom of the holarchy. 
• Communications must follow the hierarchy and along 
with the direction, should be filtered or detailed. 
 
 
Figure 1 A holonic organization 
 
Therefore, a holonic multi-agent system has a 
hierarchical and flexible structure. They integrate to form 
a whole while each one can be broken down into holons, 
which called the recursive breakdown of a problem as 
shown in Fig. 1. Koestler indicates that holons are 
autonomous self-reliant units, while they are partially 
independent to handle contingencies without requesting 
directions from higher authorities. At the same time, holons 
can be controlled by (multiple) higher authorities. The first 
feature ensures that holons are stable forms, which are 
robust against disturbances. The second feature means that 
they are intermediate forms providing the appropriate 
functionality for the super-ordinated whole. 
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Holons have some important features that make them 
well suited for complex and/or distributed systems 
modeling. The advantages of a holonic system are [35]: 
• Scalability: Each holon is autonomous and it can work 
with little or no knowledge about the other holons. 
Therefore, we can add more holons to the system 
without affecting previously existing holons.  
• Robustness: Robustness is a result of autonomous 
nature of a holon. We can remove holons as we can 
add them to a system without affecting the 
functionality of other holons as a whole. 
• Simplicity of control: Each holon has a simple task to 
accomplish and it needs a simple control mechanism 
which can be developed easily compared to centralized 
systems. 
 
Holons have some disadvantages in comparison with 
centralized systems [35]: 
• Common resources: The autonomous feature of a 
holon causes that it takes the shared resources without 
considering other holons. Therefore, it may limit the 
ability of other holons to work in the system. 
• Losing their way: It also comes from the autonomous 
feature of a holon. A holon can conduct activities that 
do not contribute to the global goal of the system. They 
can even conduct activities that are contrary to the 
global goal. 
 
In this paper, traffic signals controllers have been 
modelled using a holonic multi-agent system. Among 
different properties of an HMAS, we concentrate on the 
robustness of the proposed system. It will be shown that 
the holonic model is robust against changing the 
environment and also against the noise. 
 
3 ROBUSTNESS IN HOLONIC MULTI-AGENT SYSTEMS 
 
In a MAS, there are multiple agents collaborating 
towards a goal. The agents need to exchange information 
over a network for effective cooperation. A MAS must, 
therefore, take into account the network errors and noises. 
The theory of cooperative MAS should address the 
robustness against the noises and uncertainties in the 
communications. Communication error in the transferred 
data was considered in [36] for a leader-follower 
consensus. Failure detection and management have been 
studied in different kinds of literature. Providing a robust 
solution against failure was presented in [37] in a 
manufacturing system by pre0scheduling policies. 
Uncertain channels have also been considered in [38] and 
[39]. The robustness of a MAS for collaboration between 
termites has been studied in [40]. A fault-tolerant 
infrastructure in Cougar MAS introduced in [41] and 
applied to a large-scale logistics application over 1000 
agents. 
Robustness is a key characteristic of a system, 
especially when used in real world applications. 
Robustness can be defined according to responses to 
disturbances, having a different severity level, which 
affects the performance of the system. 
Robustness is a necessity for systems in a dynamic 
environment, which are partly unpredictable and non-
deterministic [42]. Although the robustness is defined in 
different systems such as dynamic systems by control 
engineers [43] or computer scientists [44] and [45], it is not 
appropriate for holonic multi-agent systems. In HMAS, 
robustness means that holons can be able to work in an 
environment even in the case of environmental conditions 
variations. Robustness is a measure of the persistence of 
systems against disturbances where the system behaviour 
is formed through adaptive dynamics coupled to 
organizational architecture [46]. A solution for a dynamic 
system is robust if small disturbances result in a new 
solution that remains close to the original solution. 
Disturbances can be considered as small differences made 
in the actual state of the system. 
 
3.1 Wilcoxon-Mann-Whitney Test for Robustness 
Evaluation 
 
One of the non-parametric methods for comparing 
groups and studying associations is Wilcoxon-Mann-
Whitney Test. It provides a different and potentially useful 
perspective regarding how groups compare and how 
variables are related to each other. The observation is 
randomly sampled from each group. Assume 
that p is the probability that the randomly sampled 
observation from the first group, x1 is less than the 
randomly sampled observation from the second group, x2 
as given in Eq. (1). This equation shows a natural method 
for characterizing how the groups differ [47]. 
 
1 2( )p P x x= <                                                                 (1) 
 
The test is based on a direct estimation of p. The 
groups are statistically identical if there is a chance that an 
observation from the first group is less than an observation 
from the second. 
 
0 : 0.5H p =                                                                     (2) 
 
A method for estimation of p is explained by this 
method, which is a rank-based technique. The method 
begins by combination of the observations and 
a single group, writing them in ascending order and then 
assigning ranks. Let n1 and n2 be the number of samples in 
the first and second groups, respectively. The observations 
get a rank from [1, n1 + n2]. Let S be the sum of the ranks 
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=                                                                         (4) 
 




n nU S += −                                                           (5) 
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U is called the Wilcoxon-Mann-Whitney U statistic 
[33]. The description of the test is in terms of U. If it is 
assumed that there are no duplicated values and 
both groups have identical distributions. Variance of U is 
given by 
 
2 1 2 1 2( 1)
12u
n n n n
σ
+ +
=                                                     (6) 
 









=                                                                  (7) 
 
The null hypothesis is rejected if: 
 
Z c≥                                                                              (8) 
 
where c is the 1 − α/2 quantile of a standard normal 
distribution. To evaluate the robustness of a holonic 
system, the difference between the performances of the 
the system in similar situations is used as an observation. 
The goal is to determine whether a fixed value of 
disturbances leads to the identical differences in all 
situations or not. For example, distribution of behavioural 
difference is the same in the following two situations: (a) 
disturbance rate increases from 0% to k% and (b) 
disturbance rate increases from k% to 2k% where k is a 
constant number. 
 
4 TRAFFIC SIGNALS CONTROL BASED ON HOLONIC 
ORGANIZATION 
 
The holonic organization is used to model a network 
composed of 16 intersections. Each intersection is 
controlled by an agent. Groups of four intersections 
are considered as superior agents. Therefore, a two-level 




Figure 2 A traffic network used for simulation 
 
Let call the agents on the bottom level and upper level as 
sub-holons and super-holons respectively. In this model, 
there are 16 sub-holons and 4 super-holons that are 
composed of 4 sub-holons. According to the mentioned 
rules defined by Koestler for holonic systems, complex 
activities are situated at the top of the hierarchy. Therefore, 
a super-holon determines a strategy for its sub-holons. On 
the other hand, the defining characteristic of a holarchy is 
the partially-autonomous holon and sub-holons give up a 
part of their autonomy to their super-holons [2]. A holonic 
multi-agent system has been proposed for traffic signals 
control in [19] based on reinforcement learning. We briefly 
describe the method for traffic signals control in this 




A traffic network composed of 16 intersections has 
been considered in this study, where each intersection is 
controlled by a sub-holon. In the network configuration, a 
signal group is assigned for each approaching link. Since 
all intersections have 4 approaching links, a signal plan 
containing 4 signal phases is used for all intersections as 
shown in Fig. 3. 
The state space is also defined according to the signal 
plan [12]. The average queue length of approaching links 
in a fixed cycle has been utilized to determine the state of 
the environment. The possible ranked list of them 
determines the state space. Let li be the average queue 
length of the ith approaching link of an intersection, then 
l1≥l2≥l3≥l4 shows a state in which the average queue length 
of approaching link l1 is the longest among the other links 
and l4 is the shortest one. Two approaching links with the 
same average queue length ranked considering their order 
in the signal plan.  The number of states is 24, that equals 
the number of the permutations of the four lanes, l1, l2, l3 
and l4. The actions are considered by assigning different 
time splits in a fixed order to the signal groups. 
 
 
Figure 3 A signal plan which includes 4 signal groups is used in simulation 
 
It can be mentioned that for a fixed time controller, all 
available phases should be considered at least once in a 
cycle. The green time associated to each phase should be 
at least equal to the time that a stopped vehicle needs to 
receive a green signal and cross the intersection. To assign 
cycle length to different phases, the proposed method 
considers the following steps: first, the minimum green 
time is assigned to each phase, and then the remaining time 
is divided into a number of extensions that are assigned to 
different phases. Assume that minimum green time is 
computed as 13 seconds. Moreover, there are 4 extensions 
with fixed length of time, 10 seconds. The actions 
determine the assignment of 4 extensions to different 
phases. Let xi show the number of extensions assigned for 
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the ith phase, the possible green time assignment can be 








= ∈∑                                                  (9) 
 
There are 19 possible solutions for Eq. (9). For 
example, [x1, x2, x3, x4] = [0, 2, 1, 1] is a solution for Eq. 
(9) in which the green time assigned to four phases is (13, 
33, 23, 23). The reward is inversely proportional to the 
average queue length of the approaching links, which is 
normalized to remain between 0 and 1. 
 
4.2  Super-Holons 
 
There are 4 super-holons to control regions which are 
composed of 4 intersections. A super-holons determine a 
strategy for the sub-holons. Since sub-holons are partially 
autonomous holons, super-holons can reduce the size of the 
action set of sub-holons. Super-holons have a broader view 
of the network and can prevent the network to be saturated 
by making a proper decision. Super-holons control the 
traffic demand and average queue length of the 
approaching links in the region. 
Consider η is the maximum density value of 
approaching links. The state of a super-holon is estimated 
using η, as it is shown in Tab. 1 [12]. 
 
  = 1, ..., 4
 = 1, ..., 4
( )i , ji
j
max density lη =                                                (10) 
 
Table 1 The state space of a super-holon 
State 1 0 ≤ η ≤ 0.15 
State 2 0.15 ≤ η ≤ 0.3 
State 3 0.3 ≤ η ≤ 0.45 
State 4 0.45 ≤ η ≤ 0.6 
State 5 0.6 ≤ η 
 
In Eq. (10), i, j show the indices related to a sub-holon 
and its approaching links respectively. For example, l1,3 
means the 3rd approaching link of the 1st sub-holon. 
Assume that the maximum density value of approaching 
links related to a sub-holon is p: 
 
      i , jp i | i, j l η= ∃ → =                                              (11) 
 
The action space of the super-holons is defined to 
restrict the autonomy of its sub-holons: 
•  Action 1: No command 
• Action 2: Change the priority of p 
• Action 3: Pre-emption of green time for li,j = h such 
that the lowest green time is assigned to the other 
phases and the remaining green time is assigned to li,j. 
• Action 4: Joint action for p and its neighboring sub-
holon connected through li,j = h called q to change their 
priorities. 
• Action 5: Joint action for p and q, such that p pre-empts 
the green time for li,j and q changes the priority of the 
opposite link of li,j to higher priority. When the super-
holon selects Action 1, there is no command for sub-
                                                            
1www.Aimsun.com 
holons and therefore sub-holons can select an action 
autonomously Action. If the super-holon selects Action 
2 or Action 4, sub-holons change the priority and select 
an action among the actions that satisfy the following 




2;    2    {0  1  2}j i i
i ,i j
x x , x , ,
= ≠
= = ∈∑                            (12) 
 
Pre-emption in 3 and Action 5 means that the sub-
holons can select an action such that: 
 
4;   ( 1, ..., 4)         0j i ix x i i j x= ∀ = ≠ =                      (13) 
 
5  EXPERIMENTAL RESULTS 
 
The method has been tested on a network shown in Fig. 
2. In order to evaluate the robustness of the holonic system, 
we run the proposed method in two different experiments 
to see:  
• Adaptability to changing environments: Whether the 
system still works when the input parameters of the 
environment change, or not. 
• Robustness against connection interruption: How does 
the system work if a part of the connection between 
holons is damaged? 
 
Three scenarios have been used in simulation: a) low 
volume, under-saturated conditions, b) high volume, 
under-saturated, and c) high volume, close to saturation. 
For the first scenario, 500 vehicles per hour are entered to 
the network from each entry points, which is given as 
traffic demand 1 in Tab. 2. For the second and third 
scenario, 750 and 1000 vehicle per hour are entered from 
the points, which are respectively related to traffic demand 
2 and traffic demand 3 in Tab. 2. The holons are trained 
during 10 hours simulation.  
Aimsun1 traffic simulator has been used to generate 
the network. The number of intersections and the number 
of entry points are 16. The network is composed of 80 
links, the average length of the links being 850 kilometers. 
The number of lanes per link is 3 and the maximum 
allowed speed of the vehicle is 50 km/h. During the 
simulation time steps, new vehicles are generated as 
governed by the Poisson process at each entry point that 
stands on the boundary of the network. Poisson distribution 
is commonly used to describe a random process to model 
the number of vehicles arrived in a given duration of time 
[48]. The network configuration parameters are shown in 
Tab. 2. 
In order to evaluate the robustness of the system, we 
use a random function to force disturbances in connections. 
In experiments, a part of connections is damaged during 
the learning process. We use 0%, 25%, 50%, 75% and 
100% noise in experiments. It means that a connection will 
be damaged during the learning process with probability of 
0, 0.25, 0.5, 0.75 and 1, respectively. The experiment with 
0% noise is equivalent to a complete holonic system in 
which there is full control of super-holons. The 
experiments with 100% noise are equivalent to a system 
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without super-holons in which the sub-holons control the 
signals without any superior control. The average delay 
time values computed over 10 independent runs for 
different traffic demands are shown in Figs. 4 to 6. Fig. 4 
shows the average delay time for the first scenario. The 
fixed-timing method is also simulated for this scenario for 
comparing the results of the proposed method and fixed- 
time method. It can be seen that the proposed method 
outperforms the fixed-time method even in the presence of 
noises. 
 
Table 2 Network configuration parameters 
Properties Value 
number of intersections 16 
number of links 80 
the average length of links 850 m 
number of lanes per links 3 
maximum speed 50 km/h 
number of input/output centroid 16 
arrival distribution Poisson 
simulation duration 10 hour 
traffic demand 1 8000 veh/hour 
traffic demand 2 12000 veh/hour 
traffic demand 3 16000 veh/hour 
 
Table 3 Average delay time values (sec/km) 























Figure 4 Average delay time of simulation along relative traffic arrival rate for 
traffic demand 1 
 
The average delay time values computed over 10 
simulations for the second traffic demand that is related to 
high volume, under-saturated conditions are shown in Fig. 
5. 
Third traffic demand is related to high volume, close 
to saturation condition. It means that the number of 
vehicles entered to the network is more than the number of 
vehicles exited from the network and therefore some parts 
of the network will be full in such a way that it is not 
possible for any more vehicles to be entered to that part. 
The average delay time values computed over 10 
simulations are shown in Fig. 6. It can be seen in the figure 
that although the network is saturated 
in all situations, the saturation time is different. The 
numerical delay values for different experiments are given 
in Tab. 3. The data reported in the table is not valid for 
traffic demand 3, since the average values are computed 
before saturation time while it is not the same in all cases. 
Although the performance of a robust system decreases 
when it faces the disturbances, the decrement value can be 
estimated with respect to the disturbances. In other words, 




Figure 5 Average delay time of simulation according relative traffic arrival rate 
for traffic demand 2 
 
 
Figure 6 Average delay time of simulation according relative traffic arrival rate 
for traffic demand 3 
 
The classic method for comparing two independent 
groups is Wilcoxon Mann-Whitney test which is derived 
by Wilcoxon in 1945. It is one of the most well-known 
nonparametric statistical hypothesis tests to determine 
whether one of two samples of independent observations 
tends to have larger values than other. Using the Mann-
Whitney-Wilcoxon test, we can decide whether the 
population distributions are identical without assuming 
them to have a normal distribution. In order to show the 
robustness of the holonic traffic signal controllers, we 
compare the difference between the average delay times, 
when we increase the disturbances 25%. According to Eq. 
4 to Eq. (7) the value of Z is computed when we increase 
the disturbances from 0% to 25%, 25% to 50%, 50% to 
75%, and 75% to 100%. Tab. 4 shows the value of Z 
computed for different conditions. In this table we use 
notations of G1 for <0%, 25% >, G2 for < 25%, 50% >, G3 
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for < 50%, 75% > and G4 for < 75%, 100% >. The value of 
c is 1.645, 1.96 and 2.58 for α = 0.1, α = 0.05 and α = 0.01 
respectively [43]. 
 
Table 4 The value of |Z| computed for different disturbance rate. TD stands for 
traffic demand i 
Groups TD 1 TD 2 TD 3 
G1 & G2 
G2 & G3 











Table 5 Validity of Eq. (8) for different traffic demands 
 α 
0.1 0.05 0.01 





































The validity of the proposition which is given in Eq. 8 
with respect to different values of α is shown in Tab. 5. 
When the traffic demand is low volume, for the first traffic 
demand, an equal increment in disturbances leads to an 
equal difference between average delay times in the 
simulation. As it can be seen in the table, for different 
values of α the distributions of the difference are identical. 
It shows the robustness of the proposed holonic system for 
low volume traffic demand. For high volume but under 
saturated traffic demand, it can be seen that the 
distributions are also identical when the disturbances 
increase 25%. It shows that the proposed holonic system is 
robust for under saturated traffic demands. Fig. 6 shows 
that in high volume close to saturation traffic demand, the 
network starts to be saturated after some hours. Although 
in all conditions the saturation happens, the saturation time 
is different. The difference between the average delay 
times has identical distribution when the disturbance rate 
increases. Since the average delay time is measured before 
network saturation, the data collected in different 
disturbance rates are not the same. Therefore, we can 
conclude that even in close to saturation traffic demand, the 
system is robust. 
 
6 CONCLUSIONS AND FUTURE WORKS 
 
Robustness is essential for providing reliable 
solutions, able to be used in real world applications. The 
holonic organization offers advantages: they are robust 
in the face of external and internal disturbances, they are 
efficient in their use of resources, and they can adapt to 
environmental changes. Therefore, holonic organization 
provides a robust organization that can be used in 
distributed problems. In this paper, we have concentrated 
on the robustness of the holonic multi-agent system for 
traffic signals control. We showed that the holonic 
organization is robust for internal and external 
disturbances. The performance of the proposed method for 
internal disturbances, i.e. noise in communication, and for 
external disturbances, i.e. various traffic demands, shows 
that the holonic organization provides a robust solution for 
traffic signals control. Future works will include analysis 
of other features of holonic multi-agent system either in 
traffic signals control or other real-world applications, and 
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