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Splinewavelet decomposition inweighted function spaces1
E. P. Ushakova
Battle–Lemarie´ wavelet systems of natural orders are established in the paper. The main
result of the work is decomposition theorem in Besov and Triebel–Lizorkin spaces with local
Muckenhoupt weights, which is performed in terms of bases generated by the systems of such a
type. Battle–Lemarie´ wavelets are splines and suit very well for the study of integration operators.
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1 Introduction
This paper is a generalisation of [75]. Let Bspq(R
N , w) and F spq(R
N , w) be weighted analogs
of the unweighted Besov Bspq(R
N) and Triebel–Lizorkin spaces F spq(R
N) in Euclidean
N−space RN with 0 < p ≤ ∞, 0 < q ≤ ∞, −∞ < s < ∞ and weights w of
Muckenhoupt type (see § 2 for the definitions). The main result in [75] is a decomposition of
Bspq(R
N , w) and F spq(R
N , w), which was performed in terms of compactly supported linear
combinations of elements of Battle–Lemarie´ spline wavelet systems of natural orders.
Recall that, for a given n ∈ N, Battle–Lemarie´ scaling φBLn and wavelet ψ
BL
n functions
generate an orthonormal spline basis in L2(R) (see § 3). But, being not compactly supported,
the functions φBLn and ψ
BL
n , themselves, cannot be effectively used for decomposing elements
of weighted function spaces of Besov and Triebel–Lizorkin type. An important localisation
property of elements of Battle–Lemarie´ systems was established in [75] (see also [76]):
there exist finite linear combinations of integer shifts of φBLn or ψ
BL
n resulting in some new
functions Φn or Ψn having compact supports in R and generating a semi–orthogonal Riesz
basis. The result in [75] uses the systems {Φn,Ψn} for decomposing elements of weighted
smoothness function spaces Bspq(R
N , w) and F spq(R
N , w) into linear sums of simple pieces.
In recent decades, several concepts of decompositions in Besov and Triebel–Lizorkin
type spaces became known. Among them there are atomic and molecular representations
[7, 8, 55], sub–atomic (quarkonial) [19, 69] and wavelet [36, 72] decompositions as well as
local means characterisations [71,78]. All these approaches have found their applications.
For instance, representations by wavelet bases appeared to be an effective tool for in-
vestigations of characteristic numbers of linear operators [30–36, 40, 41, 50, 61, 77]. The
purpose of this work is the characterisation of Besov Bs,wpq (R
N) and Triebel–Lizorkin
F s,wpq (R
N) spaces (see § 2 for the definitions), with weights w of a more general type than
in Bspq(R
N , w) and F spq(R
N , w), with help of spline wavelet systems of Battle–Lemarie´
type suitable to further study of characteristic values (entropy numbers, approximation
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numbers, eigenvalues, etc.) of integration and differentiation operators between the above
spaces.
Spline decompositions in Besov and Triebel–Lizorkin type spaces go back to Z. Ciesielski
and T. Figiel [11–15]. Further studies in this context were undertaken in e.g. [1, 6, 23, 24,
54, 63, 73, 74]. The connection with multiresolution analysis can be seen in [2, 3, 42, 66].
Spline wavelets are also discussed in standard books on wavelets [10, 17, 44, 46, 80]. One
may also consult [67, § 2.12.3] and [72, § 2.5]. Spline wavelet systems can be orthogonal or
not. One of the most popular representatives of non–orthogonal splines is the Cohen–
Daubechies–Feauveau class of biorthogonal wavelets [16]. Dropping the orthogonality
requirement helps sometimes to impart properties those are absent in orthonormal systems
(for instance, compactness of supports, symmetry, etc.).
Scales of unweighted spaces Bspq(R
N) and F spq(R
N), accordingly 0 < p ≤ ∞, 0 < q ≤
∞ and −∞ < s < +∞, contain, in particular, classical Sobolev spaces, local Hardy
spaces, Bessel potential spaces, Ho¨lder–Zygmund spaces. History of related studies can
be seen in a number of monographs [5, 67, 68, 70, 72] and series of papers [21, 22] (see
also [4, 18, 57, 60]). Weighted function spaces of Besov and Triebel–Lizorkin type were
investigated in e.g. [34–36] for so called admissible weights w. In [58,59] they were studied
with locally regular weights, in [7–9,28–30,43,64] — with w from the Muckenhoupt class.
Authors of [38,39,56,78,79] dealt with w belonging to local Muckenhoupt weight class. In
this work we focus also on weighted Besov spaces Bs,wpq (R
N) and Triebel–Lizorkin spaces
F s,wpq (R
N) with w belonging to some local Muckenhoupt class A locp , p ≥ 1 (§ 2.1.2).
The paper is organised as follows. In § 2 we collect information about Muckenhoupt
and local Muckenhoupt weight classes and recall definitions of related smoothness function
spaces of Besov and Triebel–Lizorkin types. § 3 is devoted to a class of Battle–Lemarie´
spline wavelet systems of natural orders n. We reproduce briefly constructions of scaling
φn and wavelet ψn functions from this class and establish localisation algorithms resulting
in some related to them compactly supported functions Φn and Ψn. Our main theorem
uses the Φn and Ψn for decomposing Besov and Triebel–Lizorkin spaces B
s,w
pq (R
N) and
F s,wpq (R
N) with local Muckenhoupt weights w. It is given in § 4.3 (see Theorem 4.3).
Throughout the paper relations of the type A . B mean that A ≤ cB with some
constant c, independent of A and B, but depending, possibly, on number parameters. We
write A ≈ B instead of A . B . A and A ≃ B instead of A = cB. We use Z, N and R for
integers, natural and real numbers, respectively, and C for the complex plane. By N0 we
denote the set N∪{0}. The both symbols dx and |·| stand for theN−dimensional Lebesgue
measure. The notation [s] is used for the integer part of s ∈ R, and s+ = max{s, 0}. We
put r′ := r/(r − 1) if 0 < r < ∞ and r′ = 1 for r = ∞. The symbol →֒ will be used for
continuous embeddings. We make use of marks := and =: for introducing new quantities.
We abbreviate h(Ω) :=
∫
Ω
h(x) dx, where Ω ⊂ RN is some bounded measurable set.
2 Classes of weights and function spaces
2.1 Weight functions (weights)
Let w be a locally integrable function, positive almost everywhere (a weight) on RN .
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2.1.1 Classes of admissible and general locally regular weight functions
Let NN0 , N ∈ N, be the set of all multi–indices γ = (γ1, . . . , γN) with γi ∈ N0, and
|γ| =
∑N
j=1 γj . We use the abbreviation D
γ for derivatives.
Definition 2.1. ( [18, Chapter 4], [36, Definition 2.1]) The class W N of admissible
weight functions is the collection of all infinitely differentiable functions w : RN → (0,∞)
with the following properties:
(i) for all γ ∈ NN0 there exists a positive constant cγ such that
|Dγw(x)| ≤ cγw(x) for all x ∈ R
N ; (1)
(ii) there exist constants c > 0 and α ≥ 0 satisfying the condition
0 < w(x) ≤ c w(y)(1 + |x− y|2)α/2 for all x, y ∈ RN . (2)
In particular, the functions w(x) =
(
1 + |x|2
)α/2
and w(x) =
(
1 + log(1 + |x|2)
)α
with
α 6= 0 belong to the class W N of admissible weights.
If a function w in Definition 2.1 satisfies (1) and, instead of (2), the following exponential
growth condition
0 < w(x) ≤ c w(y) exp
(
c|x− y|β
)
for all x, y ∈ RN and some 0 < β ≤ 1,
then it is called a general locally regular weight. Any admissible weight is locally regular.
But, for instance, the weight w(x) = exp
(
|x|β
)
, 0 < β ≤ 1, is locally regular but is not
admissible in the sence of Definition 2.1 [45, 58, 59].
2.1.2 Class of Muckenhoupt weights A∞
To describe Muckenhoupt class A∞ we appeal to [20, 28, 47–49,62, 65].
Let Q be a cube Q ⊂ RN with sides parallel to the coordinate axes, |Q| — its volume.
Let Lr(R
N), 0 < r ≤ ∞, denote the Lebesgue space of all measurable functions f on
R
N quasi–normed by ‖f‖Lr(RN ) :=
(∫
RN
|f(x)|r dx
)1/r
with the usual modification in the
case r =∞.
Definition 2.2. ( [62, Chapter V]) (i) A weight w belongs to the Muckenhoupt class
Ap, 1 < p <∞, if
Ap(w) := sup
Q⊂RN
w(Q)
|Q|
(
1
|Q|
∫
Q
w1−p
′
) p
p′
<∞; (3)
(ii) w ∈ A1 if
A1(w) := sup
Q⊂RN
w(Q)
|Q|
‖1/w‖L∞(Q) <∞; (4)
(iii) the Muckenhoupt class A∞ is given by
⋃
p≥1 Ap.
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Suprema in (3) and (4) are taken over all cubes Q ⊂ RN . The set A∞ is stable with
respect to translation, dilation and multiplication by a positive scalar, cf. [62, Chapter V].
Moreover,
(P1) if w ∈ Ap, 1 < p <∞, then w
−p′/p ∈ Ap′;
(P2) (doubling property in a general form) if w ∈ Ap then there exist constants c, u > 0
such that
w(Qt) ≤ c t
uw(Q)
for all cubes Q and their concentric cubes Qt with side lengths l(Q) and l(Qt) satisfying
l(Qt) = t · l(Q), t ≥ 1;
(P3) if 1 ≤ p1 < p2 ≤ ∞ then Ap1 ⊂ Ap2;
(P4) if w ∈ Ap, p > 1, then there exists some number r < p such that w ∈ Ar.
We refer to [62, Chapter V] and e.g. [30, Lemma 1.3], [28, Lemma 2.3] for details.
The property (P4) emerges in the following definition of the number
r0 := inf{r ≥ 1: w ∈ Ar} <∞, w ∈ A∞,
playing a role of an important technical parameter in decomposition theorems.
A number of examples of weights w belonging to the class A∞ can be seen in e.g.
[30, Examples 1.5], [28, Remark 2.4, Example 2.7] and [79, § 2.1.2]. One of typical
representatives of the Muckenhoupt weight class is the following:
w(x) = |x|α ∈ Ap, where
{
−N < α < N(p− 1), p > 1,
−N < α ≤ 0, p = 1.
Alternative definitions, further properties and examples of Muckenhoupt weights can be
found in [62, 79] and [30, Lemma 1.4] (see also references given there).
2.1.3 Local Muckenhoupt weight functions A loc∞
Here we introduce a class of weight functions covering the sets of admissible, locally regular
and weights of Muckenhoupt type A∞.
Definition 2.3. ( [56]) (i) A weight w belongs to the class A locp , 1 < p < ∞, of local
Muckenhoupt weights if
A
loc
p (w) := sup
|Q|≤1
w(Q)
|Q|
(
1
|Q|
∫
Q
w1−p
′
) p
p′
<∞; (5)
(ii) w ∈ A loc1 if
A
loc
1 (w) := sup
|Q|≤1
w(Q)
|Q|
‖1/w‖L∞(Q) <∞; (6)
(iii) we say that w ∈ A loc∞ if w ∈ A
loc
p for some 1 ≤ p <∞, that is A
loc
∞ :=
⋃
p≥1 A
loc
p .
Suprema in (5) and (6) are taken over all cubes Q ⊂ RN with |Q| ≤ 1. Similarly to
A∞, the class A
loc
∞ is stable with respect to translation, dilation and multiplication by a
positive scalar. Besides,
(P1) if w ∈ A locp , 1 < p <∞, then w
−p′/p ∈ A locp′ ;
(P2) if w ∈ A locp , 1 < p ≤ ∞, then there exists a constant cw,N > 0 such that
w(Qt) ≤ exp(cw,N t)w(Q)
4
holds for all cubes Q with |Q| = 1 and for their concentric cubes Qt with side lengths
l(Q) and l(Qt) satisfying l(Qt) = t · l(Q), t ≥ 1;
(P3) if 1 < p1 < p2 ≤ ∞ then A
loc
p1 ⊂ A
loc
p2 .
Definition 2.3(iii) implies that if A loc∞ then w ∈ A
loc
p for some p <∞. In consequence,
for w ∈ A loc∞ one can define a positive number
r0 := inf{r ≥ 1: w ∈ A
loc
r } <∞, w ∈ A
loc
∞ , (7)
similarly to r0 for w ∈ A∞. There is the basic property of A
loc
p −weights with respect to
Ap−weights [56, Lemma 1.1]: any w ∈ A
loc
p can be extended beyond a given cube Q so
that the extended function w¯ belongs to Ap.
Lemma 2.1. ( [56, Lemma 1.1]) Let 1 ≤ p <∞, w ∈ A locp and Q be a unit cube, i.e.,
|Q| = 1. Then there exists a w¯ ∈ Ap so that w¯ = w on Q and, with a positive constant c
independent of Q, the following estimate is satisfied:
Ap(w¯) ≤ cA
loc
p (w).
As an example of a weight, which is in A loc∞ but is not in A∞ and is not locally regular,
one can take
A
loc
p ∋ w(x) =
{
|x|α, |x| ≤ 1,
exp(|x| − 1), |x| > 1,
where
{
−N < α < N(p− 1), p > 1,
−N < α ≤ 0, p = 1.
More information and examples of local Muckenhoupt weights can be found in [45,56,79].
2.2 Function spaces
For 0 < p <∞ and a weight w on RN we denote Lp(R
N , w) the weighted Lebesgue space
quasi–normed by ‖f‖Lp(RN ,w) := ‖w
1/pf‖Lp(RN ) with usual modification if p =∞.
For the definitions of the unweighted Besov Bspq(R
N ) and Triebel–Lizorkin F spq(R
N)
spaces we refer to [67,68]. Their weighted counterparts can be introduced in several ways
[58]. The space S ′(RN) of tempered distributions suits well for the case of Muckenhoupt
weights, (see § 2.2.1 or e.g. [30,36,67]), but it is not sufficient when dealing with the local
Muckenhoupt weight class (see § 2.2.2 for details).
2.2.1 Function spaces Bsp,q(R
N , w) and F sp,q(R
N , w) with w ∈ W N ∪A∞
Let S (RN) be the Schwartz space of all complex–valued rapidly decreasing, infinitely
differentiable functions on RN . By S ′(RN) we denote its topological dual, the space of
tempered distributions. If ϕ ∈ S (RN) then
ϕ̂(ξ) = (Fϕ)(ξ) = (2π)−N/2
∫
RN
e−iξxϕ(x) dx, ξ ∈ RN , (8)
the Fourier transform of ϕ, in addition, ϕ̂ ∈ S (RN ). Symbol F−1ϕ stands for the inverse
Fourier transform given by the right–hand side of (8) with i in place of −i. Both F and
F−1 are extended to S ′(RN) in the standard way.
Let ϕ0 = ϕ ∈ S (R
N ) be such that
suppϕ ⊂ {y ∈ RN : |y| < 2} and ϕ(x) = 1 if |x| ≤ 1,
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and for d ∈ N let ϕd(x) = ϕ(2
−dx) − ϕ(2−d+1x). Then {ϕd}
∞
d=0 is a smooth dyadic
resolution of unity. If f ∈ S ′(RN) then the compact support of ϕdf̂ implies, by the
Paley–Wiener–Schwartz theorem, that F−1(ϕdf̂) is an entire analytic function on R
N .
Definition 2.4. Let 0 < p < ∞, 0 < q ≤ ∞, −∞ < s < +∞ and {ϕd}d∈N0 be a
smooth dyadic resolution of unity. Assume that w ∈ W N ∪A∞.
(i) The weighted Besov space Bspq(R
N , w) is the collection of all distributions f ∈ S ′(RN)
with finite (quasi–)norm
‖f‖Bspq(RN ,w) :=
(
∞∑
d=0
2dsq
∥∥∥F−1(ϕdf̂)∥∥∥q
Lp(RN ,w)
) 1
q
(9)
(with the usual modification if q =∞).
(ii) The weighted Triebel–Lizorkin space F spq(R
N , w) consists of all f ∈ S ′(RN) satisfying
the condition
‖f‖F spq(RN ,w) =
∥∥∥∥∥
( ∞∑
d=0
2dsq
∣∣F−1(ϕdf̂)(·)∣∣q) 1q
∥∥∥∥∥
Lp(RN ,w)
<∞ (10)
(with the usual modification in the right hand side of (10) for q =∞).
Definitions of the above spaces are independent of the choice of ϕ, up to equivalence
of quasi–norms. To simplify the notation we write Aspq(R
N , w) instead of Bspq(R
N , w) or
F spq(R
N , w).
If w = 1 then we have the unweighted Besov Bspq(R
N) and Triebel–Lizorkin F spq(R
N)
spaces defined by (9) and (10) with Lp(R
N) instead of Lp(R
N , w). The theory and properties
of Bspq(R
N , w) and F spq(R
N , w) can be found in [18, 34, 35].
2.2.2 Function spaces Bs,wpq (R
N) and F s,wpq (R
N) with w ∈ A loc∞
Let D(RN ) denote the space of all compactly supported C∞(RN) functions equipped with
the usual topology. To incorporate the A loc∞ −weights into the theory of weighted function
spaces V.S. Rychkov exploited a class S ′e(R
N) of distributions generalising S ′(RN) (see
[56] and works [58, 59] by Th. Schott where the class Se(R
N) was introduced).
Definition 2.5. The space Se(R
N) consists of all C∞(RN) functions ϕ satisfying
q
N
(ϕ) := sup
x∈RN
eN|x|
∑
|γ|≤N
|Dγϕ(x)| <∞ for all N ∈ N0.
The set Se(R
N) is equipped with the locally convex topology defined by the system of
the semi–norms q
N
. The following properties take place (see [58], [56] and [45, § 3]):
(i) Se(R
N) is a complete locally convex space;
(ii) D(RN ) →֒ Se(R
N) →֒ S (RN );
(iii) the space D(RN) is dense in Se(R
N); the space Se(R
N ) is dense in S (RN);
(iv) if w ∈ A loc∞ then Se(R
N) →֒ Lp(R
N , w) for any 0 < p <∞.
By S ′e(R
N) we denote the strong dual space of Se(R
N). The class S ′e(R
N) can be
identified with a subset of the collection D ′(RN) of all distributions f on D(RN ) for
which the estimate
|〈f,ϕ〉| ≤ C sup
{∣∣Dγϕ(x)∣∣eN|x| : x ∈ RN , |γ| ≤ N}
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holds for all ϕ ∈ D(RN ) with some constants C andN depending on f . Such a distribution
f can be extended to a continuous functional on Se(R
N).
Contrary to the situation with S (RN) and S ′(RN), the convolution transform, instead
of the Fourier one, is justifiably used when dealing with Se(R
N) and S ′e(R
N). Indeed, for
any functions ϕ,ψ ∈ Se(R
N) their convolution
ϕ ∗ψ(x) =:
∫
RN
ϕ(x− y)ψ(y) dy, x ∈ RN ,
belongs to Se(R
N). Besides, for f ∈ S ′e(R
N) and ϕ ∈ Se(R
N) the related convolution
f ∗ϕ(x) =: 〈f(·),ϕ(x− ·)〉, x ∈ RN ,
is a function from C∞(RN) of at most exponential growth.
To be able to define the required spaces we take a function ϕ0 ∈ D(R
N ) such that∫
RN
ϕ0(x) dx 6= 0, (11)
put
ϕ(x) = ϕ0(x)− 2
−Nϕ0(x/2) (12)
and let ϕd(x) := 2
(d−1)Nϕ(2d−1x) for d ∈ N. One can find ϕ0 such that∫
RN
xγϕ(x) dx = 0 (13)
for any multi–index γ ∈ NN0 , |γ| ≤ Γ, where Γ ∈ N is fixed. We write Γ = −1 if (13) does
not hold.
Definition 2.6. ( [56]) Let 0 < p < ∞, 0 < q ≤ ∞, −∞ < s < +∞ and w ∈ A loc∞ .
Let a function ϕ0 ∈ D(R
N ) satisfy (11) and ϕ of the form (12) satisfy (13) with |γ| ≤ Γ,
where Γ ≥ [s]. We define
(i) weighted Besov space Bs,wpq (R
N ) to be the set of all f ∈ S ′e(R
N) such that the quasi–
norm
‖f‖Bs,wpq (RN ) :=
( ∞∑
d=0
2dsq
∥∥ϕd ∗ f∥∥qLp(RN ,w)
) 1
q
(with the usual modification if q =∞) is finite; and
(ii) weighted Triebel–Lizorkin space F s,wpq (R
N) as the collection of all f ∈ S ′e(R
N) with
finite quasi–norm
‖f‖F s,wpq (RN ) =
∥∥∥∥( ∞∑
d=0
2dsq
∣∣ϕd ∗ f ∣∣q) 1q ∥∥∥∥
Lp(RN ,w)
admitting the standard modification for q =∞.
To simplify the notation we write As,wpq (R
N) instead of Bs,wpq (R
N) or F s,wpq (R
N). The
definitions of the above spaces are independent of the choice of ϕ0, up to equivalence
of quasi–norms. Definition 2.6 covers Definition 2.4 of Bspq(R
N , w) and F spq(R
N , w) with
Muckenhoupt and admissible weights w, and Besov and Triebel–Lizorkin spaces with
locally regular weights [56, § 2.2 and Remark 2.23].
The spaces As,wpq (R
N) have properties similar to the unweighted Bspq(R
N ) and F spq(R
N)
and spaces Aspq(R
N , w) with w ∈ W N ∪A∞ (see [39, 45, 56, 78, 79] for details).
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3 Spline wavelet systems with localisation properties
Consider a class of orthonormal spline wavelet systems of Battle–Lemarie´ type, which can
be obtained by orthogonalisation process of (basic) B−splines. Detailed constructions
of wavelet systems of such a type were established in [75, 76] inspired by the idea taken
from [52,53] (see also [51]). To remind them briefly in § 3.1 let us recall some fundamentals.
Put B0 = χ[0,1) and define
Bn(x) := (Bn−1 ∗B0)(x) =
∫ 1
0
Bn−1(x− t) dt, n ∈ N. (14)
Each B−spline Bn of order n is continuous and n−times a.e. differentiable function on R
with suppBn = [0, n+ 1]. In addition, Bn(x) > 0 for all x ∈ (0, n+ 1) and the restriction
of Bn to each [m,m+ 1], m = 0, . . . , n, is a polynomial of degree n. The function Bn(x)
is symmetric about x = (n+ 1)/2 (see e.g. [10]).
B–splines satisfy the following differentiation property
B′n(·) = Bn−1(·)− Bn−1(· − 1) almost everywhere (a.e.) on R, (15)
or, in its generalised form,
B(k)n (·) =
k∑
ν=0
(−1)νk!
ν!(k − ν)!
Bn−k(· − ν), n ≥ k ∈ N. (16)
Orthogonalisation of B–splines of the form (14) results in functions φBLn ∈ L2(R),
named after G. Battle [2, 3] and P.G. Lemarie´–Rieusset [42]. A function φBLn satisfying
φˆBLn (ω) = Bˆn(ω)
(∑
m∈Z
∣∣∣Bˆn(ω + 2πm)∣∣∣2
)−1/2
is called the Battle–Lemarie´ scaling function of order n. The n−th order Battle–Lemarie´
wavelet related to φBLn is a function ψ
BL
n whose Fourier transform is
ψˆBLn (ω) = −e
−iω/2 φˆ
BL
n (ω + 2π)
φˆBLn (ω/2 + π)
φˆBLn (ω/2).
For any fixed k ∈ Z the system
{
φBLn,k(· − τ) := φ
BL
n (· − k − τ) : τ ∈ Z
}
generates
multiresolution analysisMRAφBL
n,k
of L2(R), andMRAφBL
n,k
= MRAφBLn . Moreover,MRAφBLn
= MRABn = MRABn,k . In more detail, let Vd, d ∈ Z, denote the L2(R) closure of the
linear span of the system
{
Bn(2
d ·−τ) : τ ∈ Z
}
. The spline spaces Vd, d ∈ Z, are generated
by Bn and constitute MRABn of L2(R) in the sense that
(i) . . . ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ . . .;
(ii) closL2(R)
(⋃
d∈Z Vd
)
= L2(R);
(iii)
⋂
d∈Z Vd = {0};
(iv) for each d the system
{
Bn(2
d · −τ) : τ ∈ Z
}
is an unconditional basis of Vd.
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Observe that
{
Bn(2
d · −τ) : τ ∈ Z
}
is not orthonormal. Further, there are the orthogonal
complementary subspaces . . . ,W−1,W0,W1, . . . such that
(v) Vd+1 = Vd ⊕Wd for all d ∈ Z, where ⊕ stands for Vd ⊥ Wd and Vd+1 = Vd + Wd.
Wavelet subspaces Wd, d ∈ Z, related to the spline Bn, are also generated by some basis
functions (wavelets) in the same manner as the spline spaces Vd, d ∈ Z, are generated by
the scaling function Bn.
The scaling function Bn and one of its associated wavelets form a wavelet system
generating a Riesz basis of L2(R). Unfortunately, not all the elements of such a basis
are orthogonal to each other [10, 80]. In contrast, Battle–Lemarie´ systems {φBLn , ψ
BL
n }
constitute orthonormal bases of L2(R) within MRABn .
3.1 Battle–Lemarie´ wavelet systems of natural orders
Constructions of the required spline wavelet systems {φBLn , ψ
BL
n }, in relativity explicit
forms, were established in [76, § 2.2] and [75, § 3].
Fix n ∈ N. For each j = 1, . . . , n we define rj(n) := (2αj(n)−1)−2
√
αj(n)(αj(n)− 1)
with some particular αj(n) > 1. Then rj(n) ∈ (0, 1) for all j = 1, . . . , n. Put βn :=
2n
√
α1(n) r1(n) . . . αn(n) rn(n) and define the n−th order Battle–Lemarie´ scaling function
φn,k via its Fourier transform as follows:
φˆn,k(ω) := βn Bˆn,k(ω)A
−1
n (ω) = mn,k(ω/2) φˆn,k(ω/2), (17)
where An(ω) :=
(
1 + eiωr1(n)
)
. . .
(
1 + eiωrn(n)
)
,
mn,k(ω) := e
−i(n+1)ω/2(cos(ω/2))n+1
An(ω)
An(2ω)
e−iωk.
Here the parameter k ⊂ Z is fixed. It allows to start with Bn,k centred at (n+ 1)/2 + k.
Since ∑
m∈Z
∣∣∣φˆn,k(ω + 2πm)∣∣∣2 = β2n∣∣An(ω)∣∣−2∑
m∈Z
∣∣∣Bˆn,k(ω + 2πm)∣∣∣2
and (see [76, § 2])
Pn,k(ω) :=
∑
m∈Z
∣∣∣Bˆn,k(ω + 2πm)∣∣∣2 = ∑
m∈Z
∣∣∣Bˆn(ω + 2πm)∣∣∣2 = 1
β2n
∣∣An(ω)∣∣2,
then ∑
m∈Z
∣∣∣φˆn,k(ω + 2πm)∣∣∣2 = 1.
Therefore, for fixed k ∈ Z the system {φn,k(· − τ) : τ ∈ Z} forms an orthonormal basis in
V0 of MRABn .
Since
(e±iωr + 1)−1 =
∞∑
l=0
(
−r e±iω
)l
, 0 < r < 1, (18)
it follows from (17), that
φˆn,k(ω) =
βn Bˆn,k(ω)∏n
j=1
(
1 + eiωrj(n)
) = βn n∏
j=1
∞∑
lj=0
(
−rj(n) e
iω
)lj Bˆn,k(ω),
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that is,
φn,k(x) = βn
∑
l1≥0
(
−r1(n)
)l1 . . .∑
ln≥0
(
−rn(n)
)ln
Bn,k
(
x+ l1 + . . .+ ln
)
.
In particular,
φ1,k(x) = β1
∑
l≥0
(
−r1(1)
)l
B1,k(x+ l), B1(x) =

x, if 0 ≤ x < 1,
2− x, if 1 ≤ x < 2,
0, otherwise;
φ2,k(x) = β2
∞∑
l1=0
(
−r1(2)
)l1 ∞∑
l2=0
(
−r2(2)
)l2B2,k(x+ l1 + l2),
B2(x) =

x2/2, 0 ≤ x < 1,
−x2 + 3x− 3/2, 1 ≤ x < 2,
x2/2− 3x+ 9/2, 2 ≤ x < 3,
0 otherwise.
The Fourier transform of a wavelet function ψn,k,s related to the φn,k must satisfy the
condition
ψˆn,k,s(ω) = Mn,k,s(ω/2)φˆn,k(ω/2) (s ∈ Z),
where we can put (see [76, § 2] for details)
Mn,k,s(ω) := e
−iωmn,k(w + π) e
−2iωs.
Similarly to the situation with k, the parameter s ∈ Z is also fixed here. It makes possible
the positioning ψn,k,s at a particular point on R (see e.g. [75, p. 25]).
Denote An(ω) := An(ω + π) =
(
1− e−iωr1(n)
)
. . .
(
1− e−iωrn(n)
)
. Since
mn,k(ω + π) = e
−i(n+1)(ω+pi)/2(e−ipi sin(ω/2))n+1
An(−ω)
An(2ω)
e−i(ω+pi)k,
then
Mn,k,s(ω) =e
−iωei(n+1)(ω+pi)/2(eipi sin(ω/2))n+1
An(ω)
An(−2ω)
ei(ω+pi)k e−2iωs
=eipi(n+1+k)e−iω
(
eiω − 1
2
)n+1
An(ω)
An(−2ω)
eiωk e−2iωs.
Therefore,
ψˆn,k,s(ω) =
βn e
−iωs e−iω/2
2n+1 eipi(n+1+k)
An(ω/2)
(
eiω/2 − 1
)n+1
An(−ω)An(ω/2)
Bˆn(ω/2). (19)
Observe that, the pre–image of
e−iω/2
(
eiω/2 − 1
)n+1
=
n+1∑
k=0
(−1)k(n + 1)!
k!(n + 1− k)!
e(n−k)iω/2 Bˆn(ω/2)
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is exactly
n+1∑
k=0
(−1)k(n + 1)!
k!(n + 1− k)!
Bn(2 ·+(n− k)),
which is equal to the (n+ 1)−st order derivative of 2−n−1B2n+1(2x+ n).
Multiplying the numerator and denominator in (19) by An(−ω/2) we obtain
ψˆn,k,s(ω) =
βn e
−iωs e−iω/2
2n+1 eipi(n+1+k)
∣∣An(±ω/2)∣∣2 (eiω/2 − 1)n+1
An(−ω)An(ω)
Bˆn(ω/2) (20)
with An(ω) := An(ω/2)An(−ω/2) =
(
1− eiωr21(n)
)
. . .
(
1− eiωr2n(n)
)
.
Denote ρj(n) = rj(n) + 1/rj(n), j = 1, . . . , n. Since
[1− e−iω/2r] [1− eiω/2r] = |1− e±iω/2r|2 = r
[(
r + 1/r
)
−
(
eiω/2 + e−iω/2
)]
(r > 0),
then ∣∣An(±ω/2)∣∣2 = [r1(n) . . . rn(n)] n∑
j=0
(−1)jλj(n) cos(jω/2),
where λn(n) = 2, 0 < λj(n) = λj(ρ1(n), . . . , ρn(n)) for j 6= n and λj(n) is even for all
j 6= 0. From here and (20), we obtain on the strength of (18):
ψˆn,k,s(w) =
[
r1(n) . . . rn(n)
]
βn
2n+1 · (−1)n+1+k
{ n∑
j=0
λj(n)
2(−1)j
[
ejiω/2+e−jiω/2
]} n+1∑
k=0
(−1)k(n + 1)!
k!(n + 1− k)!
e(n−k)iω/2
×
n∏
j=1
∞∑
mj=0
(
−rj(n) e
−iω
)mj ∞∑
lj=0
(
r2j (n) e
iω
)lj Bˆn(ω/2) e−iωs. (21)
In particular, with γn,k := [r1(n) . . . rn(n)]βn2
−n(−1)n+1+k and Bn,s(2x) := Bn(2(x− s)):
ψ1,k,s(x) = γ1,k
∑
m≥0
(
−r1(1)
)m∑
l≥0
r2l1 (1)
[
−B1,s
(
2x−2m+2l+2
)
+
(
ρ1(1)+2
)
B1,s
(
2x−2m+2l+1
)
−2
(
ρ1(1)+1
)
B1,s
(
2x−2m+2l
)
+
(
ρ1(1)+2
)
B1,s
(
2x−2m+2l−1
)
−B1,s
(
2x−2m+2l−2
)]
=
γ1,k
4
∑
m≥0
(
−r1(1)
)m∑
l≥0
r2l1 (1)
[
−B
′′
3,s
(
2x− 2m+ 2l + 2
)
+ ρ1(1)B
′′
3,s
(
2x− 2m+ 2l + 1
)
− B
′′
3,s
(
2x− 2m+ 2l
)]
;
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while, with λ0(2) = 2 + ρ1(2)ρ2(2) and λ1(2) = 2(ρ1(2) + ρ2(2)),
ψ2,k,s(x) = γ2,k
∑
m1≥0
(
−r1(2)
)m1 ∑
m2≥0
(
−r1(2)
)m2 ∑
l1≥0
r2l11 (2)
∑
l2≥0
r2l21 (2)[
B2,s
(
2x− 2m1− 2m2 +2l1+2l2 +4
)
−
(λ1(2)
2
+ 3
)
B2,s
(
2x− 2m1− 2m2+2l1+2l2+3
)
+
(
λ0(2) +
3λ1(2)
2
+ 3
)
B2,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 2
)
−
(
3λ0(2) + 2λ1(2) + 1
)
B2,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 1
)
+
(
3λ0(2) + 2λ1(2) + 1
)
B2,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2
)
−
(
λ0(2) +
3λ1(2)
2
+ 3
)
B2,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 − 1
)
+
(λ1(2)
2
+3
)
B2,s
(
2x−2m1−2m2+2l1+2l2−2
)
−B2,s
(
2x−2m1−2m2+2l1+2l2−3
)]
=
γ2,k
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∑
m1≥0
(
−r1(2)
)m1 ∑
m2≥0
(
−r1(2)
)m2 ∑
l1≥0
r2l11 (2)
∑
l2≥0
r2l21 (2)[
B
(3)
5,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 4
)
−
λ1(2)
2
B
(3)
5,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 3
)
+ λ0(2)B
(3)
5,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 2
)
−
λ1
2
B
(3)
5,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2 + 1
)
+B
(3)
5,s
(
2x− 2m1 − 2m2 + 2l1 + 2l2
)]
.
By construction, orthonormal wavelet systems {φn,k, ψn,k,s} are from MRABn for any
k, s ∈ Z. Substitution x = x˜+1/2 into the definition of Bn leads to another type of Battle–
Lemarie´ wavelet systems of natural orders {φ˜n,k, ψ˜n,k,s}, which are shifted with respect to
{φn,k, ψn,k,s} in 1/2 to the left. These are from MRAB˜n generated by the shifted B–spline
B˜n(x) := Bn(x+ 1/2). Basic properties of Battle–Lemarie´ wavelet systems are described
in [75, Proposition 3.1]. These systems can be chosen to be k–smooth functions if n ≥ k+1
having exponential decay with decreasing rate as n increases [17, § 5.4].
3.2 Localisation of elements of Battle–Lemarie´ wavelet systems
For n ∈ N the both φn,k and ψn,k,s have unbounded supports on R (see § 3.1). Several the
so called algorithms for localising {φn,k, ψn,k,s} were established in [76, § 3] and [75, § 3.2.2].
Here we introduce, in some sense, their mixed version.
We have (see (17) and (20) with (21)):
φˆn,k(ω) = βn
e−iωk Bˆn(ω)
An(ω)
, (22)
ψˆn,k,s(ω) = βn (−1)
n+1+k 2−n−1
∣∣An(±ω/2)∣∣2 n+1∑
k=0
(−1)k(n+ 1)!
k!(n+ 1− k)!
e(n−k)iω/2 e−iωs Bˆn(ω/2)
An(−ω)An(ω)
.
Localisation algorithms are based on getting rid of denominators in φˆn,k and ψˆn,k,s,
which, in fact, cause spreading over R the compactly supported pre–images of Bˆn,k (see
12
(22)) and ∣∣An(±ω/2)∣∣2 n+1∑
k=0
(−1)k(n + 1)!
k!(n + 1− k)!
e(n−k)iω/2 e−iωs Bˆn(ω/2)
standing in numerators of φˆn,k and ψˆn,k,s, respectively.
Fix some m ∈ N. One of localised versions of φn,k can be represented by a function
Φn,k [76, § 3] such that
Φˆn,k(ω) = φˆn,k(ω)An(ω) = βn Bˆn,k(ω). (23)
Respectively to the form of An(ω), the localised functions Φn,k are linear combinations of
n+ 1 orthogonal to each other functions φn,k, with k replaced by k− n, . . . ,k− 1,k and
coefficients corresponding to the definition of An(ω). The number of steps for performing
Φn,k from integer translations of φn,k is equal to n. According to the structure of An(ω),
at each step, we should sum an element obtained at the previous stage (or φn,k in the
beginning) with the same one, but shifted in 1 and multiplied by rl(n), l = 1, . . . , n.
As a localised analogue of ψn,k,s, suitable for our purposes, we shall use a function
Ψn,m(k);k,s satisfying the condition
Ψˆn,m(k);k,s(ω) = ψˆn,k,s(ω)An(−ω)An(ω)
∣∣Am(±ω)∣∣2k
=
βn(−1)
k
(−2)n+1
∣∣An(±ω/2)∣∣2 ∣∣Am(±ω)∣∣2k n+1∑
k=0
(−1)k(n+ 1)!
k!(n+ 1− k)!
e(n−k)iω/2 e−iωs Bˆn(ω/2) (24)
with power k ∈ {0, 1}. If k = 0 then
Ψˆn,m(0);k,s =: Ψˆn,k,s = ψˆn,k,s(ω)An(−ω)An(ω) (25)
(see [75, § 3.2.2]). According to the form of the product An(−ω)An(ω), the functions
Ψn,k,s are linear combinations of 2n + 1 mutually orthogonal elements ψn,k,s, with s
replaced by s − n, . . . , s, . . . , s + n and coefficients related to the definitions of An(−ω)
and An(ω). Construction of Ψn,k,s from ψn,k,s requires 2n steps, and is fully dependent of
the structure ofAn(−ω)An(ω). Respectively, comparing the first line in (24) for k = 1 with
(25), one can observe that Ψn,m(1);k,s are linear combinations of Ψn,k,s with s replaced
by s − m, . . . , s, . . . s + m and coefficients related to the definition of Am(−ω)Am(ω).
Therefore, the total number of steps for establishing Ψn,m(1);k,s from orthogonal to each
other integer shifts of ψn,k,s equals to 2n+ 2m.
Property (15) (or (16)) provides possibilities to construct from Φn,k proper variants
of functions such that their (anti)derivatives of order |n − m| coincide with Φm,k for
m 6= n. Analogously, one can use Ψn,m(1);k,s to built functions having |n −m|−th order
(anti)derivatives equal to some linear combinations of shifts of Ψm,k,s and Ψm,k,s+1/2 with
m 6= n. This fact can be useful for the study of particular classes of operators in weighted
function spaces, when one needs to transfer from a basis of smoothness n to basis elements
of some other smoothness, say m.
On the strength of (23) and (24), the Φn,k and Ψn,m(k);k,s are compactly supported. It
also holds: ∣∣Φˆn,k(ω)∣∣ = ∣∣φˆn,k(ω)An(ω)∣∣ = βn∣∣Bˆn;k(ω)∣∣, (26)∣∣Ψˆn,m(k);k,s(ω)∣∣ = ∣∣Am(±ω)∣∣2k∣∣ψˆn,k,s(ω)An(ω)An(ω)∣∣
=
|γn,k|
2
∣∣An(±ω/2)∣∣2∣∣Am(±ω)∣∣2k∣∣eiω/2 − 1∣∣n+1∣∣Bˆn;s(ω/2)∣∣. (27)
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It follows from (23) and (24), respectively, that
Φn,k(x) = βnBn,k(x),
Ψn,k,s(x) =
γn,k
2n
[ n∑
j=0
λj(n)
2(−1)j
[
B
(n+1)
2n+1
(
2(x− s) + n + j
)
+B
(n+1)
2n+1
(
2(x− s) + n− j
)]
.
Notice that Φn,k =
∑n
κ=0α
′
κ · φn,k−κ and Ψn,m(k);k,s =
∑
|κ|≤n+mkα
′′
κ · ψn,k,s+κ, where
n∑
κ=0
α′κ =
(
1 + r1(n)
)
. . .
(
1 + rn(n)
)
:= Λ′n > 0, (28)
∑
|κ|≤n+mk
α′′κ =
[(
1 + r1(n)
)(
1− r21(n)
)
. . .
(
1 + rn(n)
)(
1− r2n(n)
)]
[(
1− r21(m)
)
. . .
(
1− r2m(m)
)]2k
:= Λ′′n > 0 (29)
(see (23), (24) and definitions of An(±ω) and An(±ω)). The Φn,k and Ψn,m(k);k,s are
localised (e.g. have compact supports), in addition,
suppΦn,k = [k,k+n+1] and suppΨn,m(k);k,s = [s−n/2−mk, s+3n/2+mk+1]. (30)
It follows from the localisation algorithms that the functions Φn,k and Ψn,m(k);k,s are
finite linear combinations of integer translations of φn,k and ψn,k,s, respectively, which are
elements of the same orthonormal basis in MRABn of L2(R). On the strength of (26) the
system {Φn,k(· − τ) : τ ∈ Z} forms a Riesz basis in the subspace V0 ⊂ L2(R) related to
MRABn . Integer translates of Ψn,m(k);k,s also form a Riesz basis in W0 ⊂ L2(R) related to
MRABn . The both facts are confirmed by the forms of |Φˆn,k| and |Ψˆn,m(k);k,s| (see (26),
(27)). Further properties of
{
Φn,k,Ψn,m(k);k,s
}
can be found in [75, Proposition 3.2].
4 Characterisation of weighted function spaces by Battle–
Lemarie´ spline wavelets
Let C(RN) be the space of all complex–valued uniformly continuous bounded functions
in RN and let
CM(RN) =
{
f ∈ C(RN) : Dγf ∈ C(RN), |γ| ≤ M
}
, M ∈ N0,
obviously normed. We shall use the convention C0(RN) = C(RN).
For a given N ∈ N and for each l ∈ {1, . . . , N} let Vd, d ∈ N0, denote the multi–
resolution approximation of L2(R) generated by Bnl with Vd+1 = Vd⊕Wd for each d ∈ N0
(see p. 8). Define Vd, d ∈ N0, as the closure in L2(R
N)−norm of the tensor product
Vd ⊗ . . .⊗ Vd︸ ︷︷ ︸
N times
, d ∈ N0.
For each l ∈ {1, . . . , N} we fix nl, ml ∈ N, kl ∈ {0, 1} with kl, sl ∈ Z and denote
Φ˜(x) := Φnl,kl(x)/Λ
′
nl
and Ψ˜(x) := Ψnl,ml(kl);kl,sl(x)/Λ
′′
nl
(31)
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with Λ′nl and Λ
′′
nl
as in (28) and (29). Therefore, we have chosen N one–dimensional
Battle–Lemarie´ wavelet systems
{
Φ˜, Ψ˜
}
of order nl. Applying the tensor–product proce-
dure one can obtain the following N−dimensional scaling and wavelet functions Φ and
Ψ, with compact supports on RN , related to the pairs {Φ˜, Ψ˜}:
Φ ∈ Cn0−1(RN), Ψi ∈ C
n0−1(RN) (i = 1, . . . , 2N − 1), (32)
here n0 = min{n1, . . . , nN}. Being linear combinations of basis functions (from V0 only or
W0 only), integer translates of Φ˜ and Ψ˜ form (semi–orthogonal) Riesz bases (in V0 and
W0, respectively) of order nl for each l ∈ {1, . . . , N}. Thus, Φ and Ψ constitute Riesz
basss in V0 and W0 of smoothness n0 − 1.
For x ∈ RN we denote
Φτ (x) := Φ(x− τ) and Ψidτ (x) := 2
dN/2
Ψi(2
dx− τ)
(i = 1, . . . , 2N − 1; τ ∈ ZN ; d ∈ N0). (33)
Basis functions Φτ and Ψidτ from wavelet systems (33) generated by (31) and (32) can
both serve as atoms and local means (see Definitions 4.1 and 4.5 in § 4.1).
4.1 Atomic representation
For (τ1, . . . , τN) = τ ∈ Z
N and d ∈ N0 we define dyadic cubes
Qdτ :=
N∏
l=1
[τl − 1/2
2d
,
τl + 1/2
2d
]
with sides of lengths 2−d parallel to the axes of coordinates. For 0 < p <∞, d ∈ N0 and
τ ∈ ZN we denote by χ
(p)
dτ the p−normalised characteristic function of the cube Qdτ :
χ
(p)
dτ (x) := 2
dN/pχdτ (x) :=
{
2dN/p, x ∈ Qdτ ,
0, x 6∈ Qdτ ,
‖χ
(p)
dτ ‖Lp(RN ) = 1.
Definition 4.1. Let −∞ < s < +∞, 0 < p <∞, K,L ∈ N0 and d ≥ 1.
(i) Functions a ∈ CK(RN) are called 1K−atoms if supp a ⊂ dQ0τ for some τ ∈ Z
N and
|Dαa(x)| ≤ 1 for |α| ≤ K, x ∈ RN .
(ii) Functions a ∈ CK(RN) are called (s, p)K,L−atoms if for some d ∈ N
supp a ⊂ dQdτ with some τ ∈ Z
N ,
|Dαa(x)| ≤ 2−d(s−N/p)+d|α| for |α| ≤ K, x ∈ RN ,∫
RN
xβa(x) dx = 0 for |β| < L.
Definition 4.2. Let w ∈ A loc∞ . For 0 < p <∞, 0 < q ≤ ∞ we define a weighted space
bwpq to be the collection of all sequences λ given by
λ = {λ00τ}τ∈ZN ∪ {λidτ}i=1,...,2N−1; d∈N; τ∈ZN with λ00τ ,λidτ ∈ C (34)
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such that
‖λ‖bwpq :=
(∫
RN
∣∣∣∑
τ∈ZN
λ00τχ
(p)
0τ (x)
∣∣∣pw(x) dx) 1p
+
(
∞∑
d=1
2N−1∑
i=1
(∫
RN
∣∣∣∑
τ∈ZN
λidτχ
(p)
dτ (x)
∣∣∣pw(x) dx) qp) 1q <∞.
For 0 < p < ∞, 0 < q ≤ ∞ or p = q = ∞ a weighted space fwpq is the collection of all
(34) such that
‖λ‖fwpq =
(∫
RN
(∑
τ∈ZN
∣∣∣λ00τχ(p)0τ (x)∣∣∣q) pqw(x) dx) 1p
+
(∫
RN
( ∞∑
d=1
2N−1∑
i=1
∑
τ∈ZN
∣∣∣λidτχ(p)dτ (x)∣∣∣q) pqw(x) dx
) 1
p
<∞.
The expressions defining the (quasi–)norms ‖ · ‖bwpq and ‖ · ‖fwpq are subjects of standard
modification in the cases of infinite parameters p and/or q.
To simplify the notation we write awpq instead of either b
w
pq or f
w
pq. The sequence spaces
awpq are adapted versions of the spaces from [39, Definition 3.2] or [78, Definition 4.2] with
respect to the additional parameter i = 1, . . . , 2N − 1. We shall denote an atom a(x)
supported in some Qdτ by aidτ in the sequel.
For w ∈ A loc∞ with r0 of the form (7) we define
σp(w) := N
( r0
min{p, r0}
− 1
)
+N(r0 − 1),
σq :=
N
min{1, q}
−N and σpq(w) := max
{
σp(w), σq
)
.
In 2012 Izuki M. and Sawano Y. proved the atomic representation theorem for elements
of spaces As,wpq (R
N) [39]. This result admits the following reformulation (see [39, Theorem
3.4] and also [78, Theorem 4.3]).
Theorem 4.1. Let 0 < p < ∞, 0 < q ≤ ∞, −∞ < s < +∞ and w ∈ A loc∞ . Assume
that K,L+ 1 ∈ N0 satisfy the conditions
K ≥ (1 + [s])+ and L ≥ max
{
−1, [σp(w)− s]
}
when As,wpq (R
N ) denotes Bs,wpq (R
N), or are such that
K ≥ (1 + [s])+ and L ≥ max
{
−1, [σp,q(w)− s]
}
in the case As,wpq (R
N) = F s,wpq (R
N).
(i) If f ∈ As,wpq (R
N) then there exist sequences of 1K−atoms {a00τ}, τ ∈ Z
N , and (s, p)K,L−atoms
{aidτ}, i = 1, . . . , 2
N − 1, d ∈ N, τ ∈ ZN , and λ ∈ awpq such that
f =
∑
τ∈ZN
λ00τ a00τ +
∞∑
d=1
2N−1∑
i=1
∑
τ∈ZN
λidτ aidτ
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with convergence in S ′e(R
N), and ‖λ‖awpq ≤ c‖f‖As,wpq (RN ).
(ii) Conversely, if {a00τ}, τ ∈ Z
N , and {aidτ}, i = 1, . . . , 2
N − 1, d ∈ N, τ ∈ ZN , are
sequences of 1K− and (s, p)K,L−atoms, respectively, and λ ∈ a
w
pq then the series
f =
∑
τ∈ZN
λ00τ a00τ +
∞∑
d=1
2N−1∑
i=1
∑
τ∈ZN
λidτ aidτ
converges in S ′e(R
N) and belongs to As,wpq (R
N). Moreover,
‖f‖As,wpq (RN ) ≤ c‖λ‖awpq .
4.2 Characterisation by local means
Following [71] and [78] we start from definitions of special classes of functions of finite
smoothness (kernels) and from notion of distributions of finite order.
Definition 4.3. Let A,B ∈ N0 and C > 0. Then C
A(RN)−functions
k00τ : R
N 7→ C пїЅ τ ∈ ZN and kidτ : R
N 7→ C with i = 1, . . . , 2N − 1, d ∈ N, τ ∈ ZN
are called kernels if, firstly, for all i = 0, . . . , 2N − 1
supp kidτ ⊂ CQdτ , d ∈ N0, τ ∈ Z
N ;
secondly, there exist all (classical) derivatives Dαkidτ ∈ C(R
N) with |α| ≤ A such that
for all i = 0, . . . , 2N − 1
|Dαkidτ (x)| ≤ 2
dN+d|α|, |α| ≤ A, d ∈ N0, τ ∈ Z
N ,
and ∫
RN
xβkidτ (x) dx = 0, |β| < B, d ∈ N, τ ∈ Z
N .
Let CMK (R
N) be a set of functions ϕ ∈ CM(RN) such that suppϕ ⊂ K, where K ⊂ RN
is a compact. By CM0 (R
N) we denote a set consisting of all functions of order M with
compact supports.
Definition 4.4. A distribution f ∈ D ′(RN ) is of orderM if for every compact K ⊂ RN
there exists a constant c such that
|〈f, ϕ〉| ≤ c
∑
|γ|≤M
sup
x∈K
|Dγϕ(x)| for every ϕ ∈ C∞0 (R
N).
The set of all distributions of order M is denoted by D ′M(R
N). If f ∈ D ′M(R
N) then f
can be extended to a continuous linear functional on C∞0 (R
N). Moreover [37],
(CM0 (R
N))′ = D ′M(R
N).
Remark 4.1. It was proven in [78, Lemma 5.6 and Corollary 5.7] that As,wpq (R
N)
consists of distributions of finite order M provided M ≥
(
[N(r0 − 1)/p− s] + 1
)
+
.
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Further, following again the concept from [71] and [78, § 5], we define local means and
introduce sequence spaces with local Muckenhoupt weights adaptively to the parameter
i = 0, . . . , 2N − 1.
Definition 4.5. Let f ∈ D ′
A
(RN)∩S ′e(R
N). Let kidτ be kernels according to Definition
4.3 (with the same A). Then k00τ (f) = 〈f, k00τ 〉 with τ ∈ Z
N and kidτ (f) = 〈f, kidτ 〉 with
i = 1, . . . , 2N − 1, d ∈ N, τ ∈ ZN , are called local means. Furthermore, we put
k(f) =
{
k00τ (f) : τ ∈ Z
N
}
∪
{
kidτ (f) : i = 1, . . . , 2
N − 1, d ∈ N, τ ∈ ZN
}
.
Definition 4.6. Let −∞ < s < +∞, 0 < p <∞, 0 < q ≤ ∞ and w ∈ A∞. Then b
s,w
pq
is the collection of all
λ = {λ00τ}τ∈ZN ∪ {λidτ}i=1,...,2N−1; d∈N; τ∈ZN with λ00τ , λidτ ∈ C (35)
such that
‖λ‖bs,wpq =
(∫
RN
(∑
τ∈ZN
∣∣λ00τ ∣∣χ(p)0τ (x))pw(x) dx) 1p
+
(
∞∑
d=1
2d(s−N/p)q
2N−1∑
i=1
(∫
RN
(∑
τ∈ZN
∣∣λidτ ∣∣χ(p)dτ (x))pw(x) dx) qp
) 1
q
<∞, (36)
and f s,wpq is the collection of all sequences of the form (35) satisfying the condition
‖λ‖fs,wpq =
(∫
RN
(∑
τ∈ZN
∣∣∣λ00τχ(p)0τ (x)∣∣∣q) pqw(x) dx) 1p
+
(∫
RN
( ∞∑
d=1
2dsq
2N−1∑
i=1
∑
τ∈ZN
∣∣∣λidτχ(p)dτ (x)∣∣∣q) pqw(x) dx
) 1
p
<∞. (37)
The (quasi–)norms (36) and (37) should be modified in a standard way in the case q =∞.
Characterisation of function spaces As,wpq (R
N ) with w ∈ A loc∞ by local means was given
in [78, Theorem 5.8]. This important result admits the following reformulation.
Theorem 4.2. Let 0 < p < ∞, 0 < q ≤ ∞ and −∞ < s < +∞. Assume w ∈ A∞.
Suppose that kidτ are kernels according to Definition 4.3 with fixed C > 0 and A,B ∈ N0
satisfying the conditions
A ≥ max
{
0, [σp(w)− s], [N(r0 − 1)/p− s] + 1
}
and B ≥ (1 + [s])+
if As,wpq (R
N) = Bs,wpq (R
N), or
A ≥ max
{
0, [σpq(w)− s], [N(r0 − 1)/p− s] + 1
}
and B ≥ (1 + [s])+
when As,wpq (R
N) denotes F s,wpq (R
N). Let k(f) be as in Definition 4.5. Then for some c > 0
and all f ∈ As,wpq (R
N)
‖k(f)‖as,wpq ≤ c‖f‖As,wpq (RN ),
where as,wpq stands for either b
s,w
pq or f
s,w
pq , respectively to the meaning of A
s,w
pq (R
N).
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For proving our main result we shall need the local reproducing formula for f ∈
As,wpq (R
N ) by V.S. Rychkov [56] utilising the idea from [21]. Denote by {ϕd}d∈N0 the family
of functions from D(RN ) satisfying (11)–(13) with Γ = (1 + [s])+. It was established
in [56, Theorem 1.6] that for any given integer L ≥ 0 there exists another family of
functions {ψd}d∈N0 ⊂ D(R
N ) such that ψ1 has at least L ≥ 0 vanishing moments and
f(x) =
∑
d∈N0
ψd ∗ϕd ∗ f in D
′(RN), for all f ∈ D ′(RN). (38)
4.3 The main theorem
We shall represent a distribution f ∈ As,wpq (R
N) as the series
f =
∑
τ∈ZN
〈f,Φτ 〉Φτ +
∑
d∈N
2N−1∑
i=1
∑
τ∈ZN
〈f,Ψi(d−1)τ 〉Ψi(d−1)τ
converging in S ′e(R
N). Our main result reads as follows.
Theorem 4.3. Let 0 < p < ∞, 0 < q ≤ ∞, −∞ < s < +∞ and w ∈ A loc∞ . Let
Φ, Ψi ∈ C
n0−1(RN ) with i = 1, . . . , 2N − 1 be functions satisfying (32). We assume
n0 ≥ max
{
0, [s] + 1,
[
N(r0 − 1)/p− s
]
+ 1,
[
σp(w)− s
]}
+ 1 (39)
in the case As,wpq (R
N) = Bs,wpq (R
N), and
n0 ≥ max
{
0, [s] + 1,
[
N(r0 − 1)/p− s
]
+ 1,
[
σpq(w)− s
]}
+ 1 (40)
when As,wpq (R
N) denotes F s,wpq (R
N). Then f ∈ S ′e(R
N) belongs to As,wpq (R
N) if and only if
it can be represented as
f =
∑
τ∈ZN
λ00τΦτ +
∑
d∈N
2N−1∑
i=1
∑
τ∈ZN
λidτ2
−dN/2
Ψi(d−1)τ ,
where λ ∈ as,wpq and the series converges in S
′
e(R
N). This representation is unique with
λ00τ = 〈f,Φτ 〉 (τ ∈ Z
N), λidτ = 2
dN/2〈f,Ψi(d−1)τ 〉 (i = 1, . . . , 2
N−1; d ∈ N; τ ∈ ZN)
and I : f 7→
{{
λ00τ
}
∪
{
λidτ
}}
is a linear isomorphism of As,wpq (R
N) onto as,wpq . Besides,
(i) ‖λ‖as,wpq . ‖f‖As,wpq (RN ) . ‖λ‖awpq , (ii) ‖λ‖awpq . ‖λ‖as,wpq , (41)
with λ00τ = λ00τ , τ ∈ Z
N , and λidτ = 2
dσλidτ , i = 1, . . . , 2
N − 1, d ∈ N, τ ∈ ZN , where
σ = s−N/p when awpq denotes b
w
pq, and σ = s when a
w
pq denotes f
w
pq.
Proof. We follow the idea taken from [78, Theorem 6.2].
The estimate ‖λ‖awpq . ‖λ‖as,wpq is obvious. Assume that ‖λ‖awpq <∞. Let f ∈ S
′
e(R
N)
and
f =
∑
τ∈ZN
λ00τΦτ +
∑
d∈N
2N−1∑
i=1
∑
τ∈ZN
λidτ2
−d(s+N/2−N/p)
Ψi(d−1)τ .
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Then a00τ (x) = Φτ (x) are 1K−atoms and aidτ (x) = 2
−d(s+N/2−N/p)
Ψi(d−1)τ (x) are (s, p)K,L−
atoms with K = L = n0 − 1. Thus, by Theorem 4.1, f ∈ A
s,w
pq (R
N) and the right hand
side of (41)(i) is performed.
Now let f ∈ As,wpq (R
N). We take k00τ (x) = Φτ (x), τ ∈ Z
N , and kidτ (x) = 2
dN/2
Ψi(d−1)τ (x),
i = 1, . . . , 2N − 1, d ∈ N, τ ∈ ZN , as kernels of local means with A = B = n0 − 1. Thus,
the left hand side of the inequality (41)(i) follows by Theorem 4.2. From here and atomic
decomposition
g =
∑
τ∈ZN
k00τ (f)Φτ +
∑
d∈N
2N−1∑
i=1
∑
τ∈ZN
kidτ (f)2
−dN/2
Ψi(d−1)τ ∈ A
s,w
pq (R
N).
Denote Ψ0(−1)τ := Φτ . By (33), (32) and (31), the Ψi(d−1)τ , i = 0, . . . , 2
N − 1, d ∈ N0,
τ ∈ ZN , are functions of N variables having a form of products of N functions, either Φ˜
or Ψ˜ of one variable xl, staying at l−th place, l = {1, . . . , N}. Recall that each of Φ˜ or Ψ˜
are finite number linear combinations of integer shifts of either φnl,kl or ψnl,kl,sl, which are
elements of an orthogonal wavelet basis in L2(R
N). Moreover, measures of the supports
of Φ˜ and Ψ˜ are equal to nl + 1 and 2nl + 2mlkl + 1, respectively (see (30)).
It follows from Remark 4.1 that the dual pairing 〈g,Ψi∗(d∗−1)τ∗〉 with some i
∗ = 0, 1, . . . ,
2N − 1, d∗ ∈ N0, τ
∗ ∈ ZN makes sense. Then
〈g,Ψi∗(d∗−1)τ∗〉 =
∑
d∈N0
2N−1∑
i=0
∑
τ∈ZN
kidτ (f)2
−dN/2〈Ψi(d−1)τ ,Ψi∗(d∗−1)τ∗〉
=
∑
τ∈ZN
ki∗d∗τ (f)2
−d∗N/2〈Ψi∗(d∗−1)τ ,Ψi∗(d∗−1)τ∗〉 =
∑
h∈Zn,i∗
λh〈f,Ψi∗(d∗−1)(τ∗+h)〉. (42)
Here h = (h1, . . . , hN) and, in view of product type structure of Ψi∗(d∗−1)τ∗ ,
λh := 〈Ψi∗(d∗−1)(τ∗+h),Ψi∗(d∗−1)τ∗〉 = λh1 · . . . · λhN , h ∈ Zn,i∗ , (43)
with λhl = 〈Φ˜i∗(d∗−1)(τ∗l +hl), Φ˜i∗(d∗−1)τ∗l 〉 or λhl = 〈Ψ˜i∗(d∗−1)(τ∗l +hl), Ψ˜i∗(d∗−1)τ∗l 〉, which
depend on r1(n), . . . , rn(n) (and, possibly, on r1(m), . . . , rm(m) in Ψ˜ case). SinceΨi∗(d∗−1)τ∗
have bounded supports, the coefficients λh are non-trivial on a bounded set Zn,i∗ =
Z(n1,...,nN ),i∗ only. Indeed, if i
∗ = 0 then Zn,0 = {−n1, . . . , 0, . . . , n1}×. . .×{−nN , . . . , 0, . . . ,
nN}, since each of Ψ0(−1)τ∗ = Φτ ′=(τ∗
1
,...,τ∗
N
) is N−terms product of Φ˜τ∗
l
, l = 1, . . . , N . If
i∗ 6= 0 then, each Ψi∗(d∗−1)τ∗ has either Φ˜i∗(d∗−1)τ∗
l
with l ∈ N ′ or Ψ˜i∗(d∗−1)τ∗
l
with l ∈ N ′′
at the l−th place, where l = 1, . . . , N and N ′∪N ′′ = N . This means that Zn,i∗ is N−terms
product of {−nl, . . . , 0, . . . , nl} and/or {−2nl − 2mlkl, . . . , 0, . . . , 2nl + 2mlkl}.
Therefore, inner products 〈Ψi∗(d∗−1)(τ∗+h),Ψi∗(d∗−1)τ∗〉 in (43) have N terms of the forms
λhl = 〈Φ˜i∗(d∗−1)(τ∗l +hl), Φ˜i∗(d∗−1)τ∗l 〉 (l ∈ N
′)
or
λhl = 〈Ψ˜i∗(d∗−1)(τ∗l +hl), Ψ˜i∗(d∗−1)τ∗l 〉 (l ∈ N
′′).
They are non-zero as long as |hl| ≤ nl or |hl| ≤ 2nl + 2mlkl, respectively (see details of
constructing Φ˜nl,kl and Ψ˜nl,kl,sl from orthogonal to each other integer shifts of φnl,kl and
ψnl,kl,sl in § 3.2). Hee we recall also that for each l ∈ {1, . . . , N}
Φ˜nl,kl =
(
Λ
′
nl
)−1 nl∑
κl=0
α′κl · φnl,kl−κl
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and
Ψ˜nl,ml(kl);kl,sl =
(
Λ
′′
nl
)−1 ∑
|κl|≤nl+mlkl
α′′κl · ψnl,kl,sl+κl.
Therefore, for a fixed set of l ∈ {1, . . . , N} \ l we have in the case l ∈ N ′, taking into
account (28) and the fact that each of Φ˜ is a combination of orthogonal to each other
nl + 1 sequential elements φnl,kl :
∑
hl
λhl =
∑
|hl|≤nl
λhl =
(
Λ
′
nl
)−2[ nl∑
κl=0
(
α′κl
)2
+
∑
|κ∗
l
−κ⋆
l
|=1
α′κ∗
l
·α′κ⋆
l
+ . . .+
∑
|κ∗
l
−κ⋆
l
|=nl
α′κ∗
l
·α′κ⋆
l
]
=
(
Λ
′
nl
)−2[ nl∑
κl=0
α′κl
]2
= 1.
Thus, we obtain, by grouping, if i∗ = 0:
∑
h∈Zn,i∗=0
λh =
∑
(h1,...,hN )∈Zn,i∗=0
λh · . . . · λhN =
N∏
l=1
[(
Λ
′
nl
)−2( nl∑
κl=0
α′κl
)2]
= 1. (44)
Analogously, in the case l ∈ N ′′, we have, taking into account (29),
∑
hl
λhl =
∑
|hl|≤2nl+2mlkl
λhl =
(
Λ
′′
nl
)−2[ ∑
|κl|≤nl+mlkl
(
α′′κl
)2
+
∑
|κ∗
l
−κ⋆
l
|=1
α′′κ∗
l
·α′′κ⋆
l
+ . . .+
∑
|κ∗
l
−κ⋆
l
|=2nl+2mlkl
α′′κ∗
l
·α′′κ⋆
l
]
=
(
Λ
′′
nl
)−2[ ∑
|κl|≤nl+mlkl
α′′κl
]2
= 1,
since each of Ψ˜ is a linear combination of orthogonal to each other 2nl+2mlkl+1 sequential
elements ψnl,kl,sl. Therefore, on the strength of product type structure ofΨi∗(d∗−1)τ∗ having
either Φ˜i∗(d∗−1)τ∗
l
if l ∈ N ′ or Ψ˜i∗(d∗−1)τ∗
l
if l ∈ N ′′ at the l−th place, where N ′ ∪N ′′ = N ,
we obtain:
∑
h∈Zn,i∗6=0
λh =
∑
(h1,...,hN )∈Zn,i∗6=0
λh · . . . · λhN =
∏
l∈N ′
[(
Λ
′
nl
)−2( nl∑
κl=0
α′κl
)2]
×
∏
l∈N ′′
[(
Λ
′′
nl
)−2( ∑
|κl|≤nl+mlkl
α′′κl
)2]
= 1. (45)
Further, we can rewrite for f ∈ Aspq(R
N , w) and some h ∈ Zn,i∗ :
〈f(·),Ψi∗(d∗−1)(τ∗+h)(·)〉 = 〈f(·),Ψi∗(d∗−1)τ∗(· − h/2
d∗)〉 =
〈f(·+ h/2d
∗
),Ψi∗(d∗−1)τ∗(·)〉 =: 〈f− h
2d
∗
,Ψi∗(d∗−1)τ∗〉.
From this and (42),
〈g,Ψi∗(d∗−1)τ∗〉 =
∑
h∈Zn,i∗
λh〈f− h
2d
∗
,Ψi∗(d∗−1)τ∗〉. (46)
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On the strength of (38), representation for f− h
2d
∗
can be written as follows:
f− h
2d
∗
(x) = f(x+ h/2d
∗
) =
∑
ν∈N0
∫
RN
ψν(x+ h/2
d∗ − y) (ϕν ∗ f−h/2d∗ )(y) dy
=
∑
ν∈N0
∫
RN
ψ˜ν(x− y) (ϕ˜ν ∗ f)(y) dz. (47)
Here functions ψ˜d and ϕ˜d are shifted (in −h/2
d∗) versions of proper ψd and ϕd, inheriting
their properties (see [56, Theorem 1.6]). Thus, (47) can be viewed as local representation
of the original element f ∈ Aspq(R
N , w) with help of shifted with respect to {ψ}d∈N0 and
{ϕ}d∈N0 functions {ψ˜}d∈N0 and {ϕ˜}d∈N0 preserving the same properties. This coincides
with (38) for f and allows to write (46) in the following form:
〈g,Ψi∗(d∗−1)τ∗〉 = 〈f,Ψi∗(d∗−1)τ∗〉 ·
∑
h∈Zn,i∗
λh =: 〈f,Ψi∗(d∗−1)τ∗〉
(see (44) and (45)). This could be extended to any finite linear combination of Ψi∗(d∗−1)τ∗ .
Both distributions f and g are locally contained in Bσpp(R
N) for any σ < s − N(r0 −
1)/p. This follows from [45, (21)] and, in addition, from elementary embeddings between
weighted Besov and Triebel–Lizorkin spaces if As,wpq (R) = F
s,w
pq (R
N) (see e.g. [56, § 2.3]).
Any φ ∈ C∞0 (R
N ) has the unique L2(R
N) wavelet representation, which converges in the
dual space of Bσpp(R
N) if we choose σ so that n − 1 > max{σp − σ, σ} for A
s,w
pq (R
N) =
Bs,wpq (R
N ) and n−1 > max{σp,q−σ, σ} in the case A
s,w
pq (R
N ) = F s,wpq (R
N) [71]. This implies
〈g, φ〉 = 〈f, φ〉 for all φ ∈ C∞0 (R
N), that is g = f .
By the above, f ∈ S ′e(R
N) belongs to As,wpq (R
N ) if and only if
f =
∑
τ∈ZN
λ00τΦτ +
∑
d∈N
2N−1∑
i=1
∑
τ∈ZN
λidτ2
−dN/2
Ψi(d−1)τ ,
and λ ∈ as,wpq (or λ ∈ a
w
pq). This representation is unique with λ00τ = k00τ (f), τ ∈ Z
N ,
and λidτ = kidτ (f), i = 1, . . . , 2
N − 1, d ∈ N, τ ∈ ZN , and the estimates (41) hold. The
uniqueness of the coefficients implies that I is the required isomorphism.
Remark 4.2. Theorem 4.3 is using spline wavelet bases (33) generated by (32).
Elements of (32) have explicit forms, and their main components B−splines satisfy diffe-
rentiation property (15). This fact makes our result applicable to the study of integration
or differentiation operators of natural orders in As,wpq (R
N) ∩ Lloc1 (R
N).
Another decomposition theorem in function spaces As,wpq (R
N) with local Muckenhoupt
weights was performed in [78, Theorem 6.2] in terms of Daubechies wavelets [17]. Our
main theorem is analogous to that result, which is valid under the same assumptions (39)
and (40) on parameters. But our Theorem 4.3 is using dictionary of Battle–Lemarie´ spline
wavelet systems instead of that of Daubechies type as in [78, Theorem 6.2].
Theorem 4.3 is an extension of spline wavelet decompositions from [72, § 2.5] by H.
Triebel in unweighted spaces Aspq(R
N), upto weighted As,wpq (R
N) with w ∈ A loc∞ (see also
[76, Proposition 4.2]). Theorem 4.3 generalises also [75, Theorem 4.7], which works for
function spaces Aspq(R
N , w) with w ∈ A∞.
Observe that in the unweighted case the restrictions on n0 can be taken less strong
than in (39) and (40) (see e.g. [72, § 2.5] or [76, Proposition 4.2]). In particular, even the
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Haar system can be used for decomposing Besov spaces Bspq(R
N) in the range 1/p− 1 <
s < min{1/p, 1}. For Triebel–Lizorkin spaces F spq(R
N) conditions on s look a bit more
complicated [72, § 2.5]. By recent papers of G. Garrigo´s, A. Seeger and T. Ullrich one can
see that those restrictions on smoothness s are optimal when decomposing Aspq(R
N) by
the Haar systems [25–27].
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