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Abstract
Flow-structure interaction is a generic problem for many engineering applications, such as
flow-induced oscillations of marine risers and cables. In this thesis a Direct Numerical Sim-
ulation (DNS) approach based on spectral/hp elements is employed. Structural motion
implies changes on the boundaries of the flow domain. An Arbitrary Lagrangian Eulerian
(ALE) scheme is incorporated to efficiently move the mesh without remeshing. Efficient
three-dimensional simulations with periodicity in at least one space direction are achieved
using Hybrid Fourier-Jacobi expansions. Both 2D and 3D formulations can treat an arbi-
trary number of oscillating bodies. Due to the large computational demands of the resulting
systems parallel computing is used with MPI. Numerical experiments are run and systematic
data sets are obtained for flow around two cylinders. Stationary cylinders in tandem and
side-by-side arrangements are examined parametrically over spacing and Reynolds number.
Parametric studies of tandem cylinders in prescribed motion and free oscillation are also
conducted.
For tandem cylinders, sudden changes in the forces occur at a critical spacing where a tran-
sition from reattachment to binary vortex regime occurs. A hysteresis effect is observed for
spacings near the nominal critical, where for given Reynolds number there are two possible
solutions depending on the initial conditions. Discrepancies in the prediction of the critical
spacing using 2D and 3D simulations are identified and explained. The three-dimensional
effects are found to cause a weakening of the strength of the primary vortices and a delay in
the inception to binary vortex regime.
When the cylinders oscillate in prescribed motion, the phase angle of the oscillations can
alter significantly the hydrodynamic work on the downstream cylinder. For spacings smaller
than the critical spacing, the lock-on range of frequencies is wider than that of a single
cylinder. As the oscillations amplitude increases however, pockets of non-lock-on regions are
found within the Arnold synchronization regions.
A shift towards higher frequencies in the synchronization range is found for the in-phase
oscillations compared to the anti-phase oscillations. A consistent change is found in the
spanwise correlations.
For the elastically mounted two-degree of freedom tandem cylinders it is found that the
synchronization range of the upstream cylinder is wider when its latest shed pair of vortices
intercepts the downstream cylinder. A shifting of the synchronization curve on the reduced
velocity axis is observed and explained in terms of the natural shedding frequency of the
corresponding stationary system of cylinders.
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Chapter 1
Introduction
1.1 Motivation
Flow around a circular cylinder is a classical topic in fluid mechanics. Apart from its wide
engineering applications it is theoretically very interesting. Part of what makes it so in-
teresting is the fact that although it is a simple geometry the resulting flow is very rich in
phenomena. Boundary layer separation, wake instability and turbulence, development of
three-dimensionalities, are only some of the interesting phenomena encountered.
When a bluff body is subject to a cross-flow, it sheds vortices that create fluid excitation
forces which, in turn, cause the body to vibrate. The resultant structural motions influence
the flow field, giving rise to fluid-structure coupling and modifying the frequency and mag-
nitude of the induced forces. This non-linear process is referred to as flow-induced vibration.
Flow-induced vibration is experienced in many engineering applications, ranging from off-
shore platforms to heat exchangers and power transmission lines.
The last decades the problem of flow induced vibrations has been receiving increasing at-
tention because with the use of modern high-strength materials, structures become more
slender and thus more susceptible to vibrations.
Despite the big attention flow-induced vibration has received and the big number of papers
published on the topic, there is still a lot of uncertainty for a wide range of problems asso-
ciated with it.
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Flow around two cylinders has many applications in engineering. Representative examples
include tension-leg platforms, heat exchanger tubes, piles of offshore structures, adjacent tall
buildings, and many others where a cylinder cannot be realized as standing alone due to the
presence of another in close proximity.
The flow is complicated and depends on Reynolds number, cylinder arrangement, and up-
stream flow conditions. When the cylinders are allowed to oscillate, the interaction of the
oscillations with the fluid flow are adding to the complexity of the problem. The complica-
tion in solving the dynamic equations of each of the two cylinders comes from the difficulty
in calculating the fluid forces. The fluid force on one of the cylinders also depends on the
motion of the cylinder itself and in many cases on the presence and motion of the other
cylinder as well. There are several approaches that can be used, including analytical, exper-
imental and numerical methods. In this thesis we follow a numerical approach.
The use of numerical methods for solving the Navier-Stokes equations has become increas-
ingly popular with the development of faster and more capable computers. Despite the in-
creasing computer capabilities however, the numerical simulation of a practical engineering
flow at its real scale parameters remains out of reach. As the Reynolds number increases,
the range of spatial and temporal scales that have to be resolved increase dramatically.
Moreover, even flows around two-dimensional geometries like a cylinder become increasingly
three-dimensional. Those factors lead to a big increase on the number of degrees of freedom
that we have to solve for. Numerical constraints associated with the used numerical scheme
is an added difficulty. In flow-structure interaction problems the coupling between the fluid
and the structure solver and the movement of the domain boundary are extra difficulties.
It is obvious from the above that there is a number of numerical difficulties that have to be
dealt with in order to seek answers to the physical problem. This thesis deals with some of
those difficulties.
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1.2 Review of Flow Around Cylinders
1.2.1 Flow Around a Single Cylinder
It would be hard to include all the publications on the topic, and to some degree out of
the scope of this thesis which is focusing on the flow around two cylinders. However, an
understanding of the flow around a single cylinder is necessary before moving on to anything
more complicated.
Stationary cylinder flow regimes
For the flow around smooth stationary cylinders the significant non-dimensional parameter
is the Reynolds number based on the cylinder diameter D, and the free stream velocity U.
Re = UJD
The first definition of flow regimes based on measurements of velocity fluctuation. spectra
and frequency was given by Roshko [105]. Several flow regimes have been identified based
on the Reynolds number:
For Re = 0(1) there is a balance between inertial and viscous forces and the flow does not
separate. This seems to be the case for Re < 5.
For Re > 5 the flow separates from the cylinders and forms a pair of vortices. symmetric
with respect to the axis of the incoming flow. The formation length increases linearly with
the Reynolds number in that regime [5].
Definition 1.1. The formation length is defined as the location along the wake centerline
where velocity fluctuations reach a maximum.
The base suction also increases and so do the unsteady forces. According to Roshko [105
this regime extends to Re ~ 40, while according to Williamson [143] the critical Reynolds
number is Rec ~ 49.
Provansal et al. [1031 found that the onset of wake instability around Re = 49 is a mani-
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festation of a Hopf bifurcation, and the flow represents a dynamical system described by a
Stuart-Landau equation.
Definition 1.2. A Hopf bifurcation occurs when a pair of complex conjugate eigenvalues
that characterize the stability of a system crosses the imaginary axis.
Jackson [56] used finite elements to solve the generalized eigenvalue problem of a set of
steady-state equations in order to locate a Hopf bifurcation on bodies of various shapes.
The critical Reynolds number he calculated for a circular cylinder is . 46.
Triantafyllou et al. [129] used the inviscid Orr-Sommerfeld equation together with mea-
sured wake profiles at various Reynolds numbers, to study the stability of the wake. They
explained the formation of vortex streets behind stationary cylinders as the result of an ab-
solute instability in the wake immediately behind the cylinder. For Reynolds number smaller
that the critical a convective instability was identified.
Before moving farther we should clarify the terms absolute and convective instability.
Definition 1.3. An absolutely unstable region is that flow region where perturbations added
locally are magnified temporally and spatially and, with increasing time, affect the entire
absolutely unstable region.
Definition 1.4. In convectively unstable regions, locally introduced perturbations flow down-
stream and can, at later times, no longer affect the original position of the perturbation.
For Re > 40 the flow becomes absolutely unstable, the vortices break-away and a laminar,
periodic, staggered vortex street is formed. According to Roshko [105] the laminar vortex
shedding regime extends up to Re=150 and then there is a wake transition regime between
Re=150 and Re=300. Noak and Eckelmann [93] used a low-dimensional Galerkin method
to perform a global three-dimensional stability analysis, and reported the onset to three-
dimensionality at Re a 170 as a supercritical Hopf bifurcation.
Williamson [139, 140], conducted experiments trying to suppress end-effects and found that
the transition to three-dimensionality in the wake occurs at Re ~ 180. Transition to three-
dimensionality in the wake near Re ~ 180 occurs with the inception of vortex loops ('mode
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A= shedding) and the formation of streamwise vortex pairs due to the deformation of pri-
mary vortices as they are shed. At Rc e 230 - 250 there is a gradual transfer of energy
from 'mode-A 'shedding to a 'mode-B'shedding. The latter mode is comprised of finer-scale
streamwise vortices, and of more uniform deformation of the primary Karman vortices as
they are shed. Williamson [142] demonstrated that the transition regime involves massive
spot-like structures caused by vortex dislocations which form between spanwise cells of dif-
ferent frequency, when the main von Karman vortices in each cell move out of phase with
each other. To this phenomenon he attributed the low-frequency fluctuations reported by
Roshko [105, 106] and Bloor [12]. Zhang et al [151] reported the existence of a frequency
discontinuity in the Re range 185-190. Henderson and Barkley [3, 47] performed a linear
Floquet stability analysis and also reported the appearance of this local discontinuity at
Re = 188.5. Karniadakis and Triantafyllon [65 have conducted three-dimensional compu-
tations for Reynolds in the range 200-500, and suggested a scenario for the route to chaos
of the flow transition, through period-doubling mechanisms. Persillon and Braza [16] using
Direct Numerical Simulation (DNS) for Reynolds in the range 100 to 300, were able to pre-
dict the frequency modulation in the Strouhal-Reynolds number relation. delimited by two
clearly obtained discontinuities in this curve. In a later paper [101] they conducted a study
at Re=220 and identified the successive stages of the transition to three-dimensionality and
the role of natural vortex dislocations. They also provided a definition for the natural vortex
dislocations:
Definition 1.5. Vortex dislocations consist of a break of continuity in the main core of the
vortex row, associated with a local junction with the previously formed von Karman vortex.
With increasing Reynolds number the fine-scale three-dimensionality becomes increasingly
disordered.
For 10' < Re < 2 x 105 instability is developing on the separated shear layers. This
regime is also named 'Schiller-Linke' in the literature. Schiller and Linke [111] reported
decrease in the formation length of the mean recirculation region. Norberg [95] found that
the Strouhal number gradually decreases, and the Reynolds stress and base suction increase
with increasing Reynolds number in this regime. Bloor [12] found that the instability vortices
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that appear in the shear layers generate frequencies in the wake that varies as Re3 /2 rather
than varying as Re for the Karman vortices.
Another interesting phenomenon occurring in this Reynolds regime, is when the shear layer
vortices, also called Bloor vortices, coincide in frequency with Karman vortices. Gerrard [39]
associated to that phenomenon some peculiar lift amplitude reduction, and Norberg recently
confirmed it.
Zdravkovich [150] describes three phases in the free shear layer transition:
* Development of transition waves; (350 - 400) < Re < (103 - 2 x 103).
* Formation of transition eddies; (103 _ 2 103) < Re < (2 x 104 - 4 x 104).
" Burst to turbulence; (2 x 104 - 4 x 101) < Re < (105 - 2 105).
In the band (2 - 3) x 105 < Re < 3.5 x 105 the boundary layer becomes turbulent at one of
the separation points and remains laminar at the other. The side at which the separation is
turbulent switches occasionally [110]. This flow asymmetry causes a non-zero mean lift on
the cylinder. This flow regime is called precritical. The flow regime (3 105 < Re < 106 is
called critical. In the upper critical flow regime 5.0 x 10 5 < Re < 3.4 x 106 the boundary
layer separation is turbulent on both sides of the cylinder. However transition to turbulence
in the boundary layer has not been completed yet.
The boundary layer becomes fully turbulent on one side of the cylinder at about Re
1.5 x 106 while it remains partly laminar and partly turbulent on the other [107]. This
regime is called upper-transition and prevails over the range 1.5 x 106 < Re < 3.5 x 106.
For Re > 3.5 x 106 the boundary layer on the cylinder surface becomes fully turbulent and
the flow regime is called supercritical.
Vortex induced vibrations
The alternating forces caused by the vortex shedding can cause a flexible or a rigid but
elastically mounted cylinder to oscillate. The lift force may induce cross-flow vibrations,
while the drag force may induced in-line vibrations. These vibrations are generally termed
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vortex induced vibrations. Feng's experiment [35] is a reference in the systematic study and
description of vortex induced vibrations on cylindrical structures. Classical reviews on the
topic are given in the papers of King [69], Saprkaya [109], Griffin [441, Bearman [6], Parkin-
son [99], and the books by Blevins [11], Chen [115], and Sumer & Fredsoe 11191.
An interesting situation arises when a natural frequency mode of the structure is close to
the natural shedding frequency. Then the vortex shedding is modified towards the natural
frequency. This phenomenon is known as lock-in and is another case of resonance or syTI-
chronzzation in nature. The width of the lock-in range in terms of the structural natural
frequency broadens as the vibration amplitude increases. The maximum vibration amplitude
depends on the structural damping and the mass ratio.
Another very interesting aspect of flow induced transverse vibrations is the hysteretic mode
transition in the amplitude response curve with varying reduced velocity. This has been
observed in the original experiments by Feng [35], and experiments on a vibrating cable
by Brika & Laneville [17]. They examined cases that correspond to 'high. values of the
combined mass-damping parameter and showed the response curve has two branches. The
amplitude response of such an elastically mounted cylinder shows two distinctly different
types of behaviors, depending on whether one has a *high' or 'low' mass-damping parameter,
as shown in Khalak & Williamson [68] and Govardhan & Williamson [42]. In the case of 'low"
mass-damping parameter a third branch of response appears. Those branches are associated
with different wake modes. A comprehensive map of vortex-flow regimes for a cylinder un-
dergoing forced transverse oscillation in a steady current is given by Williamson & Roshko
[144]. The most basic modes that are also encountered in free transverse oscillations are
termed 2S and 2P. The 2S mode means that there are two single vortices shed for each cycle
of vibrations. The 2P mode on the other hand indicates that two vortex-pairs form in each
cycle of vibrations. The 2P mode occurs for higher reduced velocities than the 2S mode
and for high oscillation amplitudes. Griffin & Ramberg [45] first showed, for large-amplitude
forced-vibration experiments at Re ~ 190, that an asymmetric mode occurred whereby three
vortices were formed per cycle. This is characterized as a P+S mode.
Virtual free vibration experiments by Hover, Techet, & Triantafyllou [49], yielded a com-
plete response plot which corresponds well with the map of vortex modes from Williamson &
37
Roshko [144]. They showed that the initial branch corresponds to a 25 mode and the lower
branch corresponds to a 2P mode. They also conducted experiments on tapered cylinders
[124] and found the formation of a 'hybrid' mode comprising from both 2P and 2S modes
occuring simultaneously at different spanwise locations of the cylinder.
Three-dimensional numerical simulations by Evangelinos & Karniadakis [28] showed that the
P+S pattern may be associated with the Upper Branch. They also found transient mixtures
of P+S and 2P modes in the near wake with possible formation of 25 mode as the flow
travels downstream.
Govardhan & Williamson [42] showed among other things that the 2P mode is stable.
In the following we give a review of previous studies of flow around two cylinders as well as
numerical methods that have been applied to the incompressible flow around bluff bodies.
1.2.2 Flow Around Two Cylinders
When more than one bluff bodies are placed in a fluid flow, the resulting forces and vortex
shedding pattern may be completely different of those found on a single body at the same
Reynolds number.
There is an infinity of possible arrangements of two cylinders in a flow. In the literature
there are three types of arrangements defined purely geometrically.
1. Tandem arrangement when the centers of the two cylinders are aligned parallel to the
free stream.
2. Side-by-Side arrangement when the cylinders are aligned perpendicularly to the free
stream.
3. Staggered arrangement when the line connecting the cylinder centers forms an angle
with the free stream different than zero or ninety degrees.
Figures 1-1 and 1-2 are taken from Zdravkovich [148] who did the most systematic effort
to categorize the basic interference flow regimes. The ranges of cylinder separations cor-
responding to the various regimes depends on Reynolds number as will be shown on later
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The flow regimes shown on figure 1-2 were selected as follows:
1. Proximity Interference, which takes place when the pipes are close to each other but
none of them is submerged in the wake of another.
2. Wake Interference, which takes place when one pipe is near to or submerged into the
wake of the other.
3. A region noted as a combination of the above two regimes.
4. A negligible interference regime, where the flow around each cylinder is effectively
identical to that of a single cylinder.
Wake interference is subdivided in the following regimes:
" Single Slender Body: The free shear layers separated from the upstream body do
not reattach on the downstream cylinder. The vortex street behind the downstream
cylinder is formed by the shear layers detached from the upstream.
* Reattachment: The shear layers separating from the upstream cylinder reattach on
the front side of the rear. There is one wake formed behind the downstream body.
This regime can be further subdivided into alternating and quasi-steady based on the
characteristics of the flow.
" Intermittent Shedding: One of reattachments is disturbed but there is no regular vortex
shedding behind the front cylinder.
" Unstable Region: Vortex shedding behind the front cylinder persists for some time and
then is intermittently suppressed and replaced by the reattachment flow regime.
" Two Vortex Streets: The separated layers of the upstream body roll-up in the gap
region and a binary vortex street is formed behind the two bodies consisting of the
interacting wakes of the two bodies.
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In the same publication Zdravkovich discusses and categorizes cases of more than two inter-
fering cylinders.
Bearman and Wadcock [7] conducted surface pressure measurements for flows around two
side-by-side arranged circular cylinders. The experiments were done at Reynolds number
2.5 x 10'. Hot wire anemometers were used for Strouhal number and correlation measure-
ments. They found that when the bodies are in close proximity there is a repulsive force
acting between them. For a range of cylinder separations there is an asymmetry in the flow
with the two cylinders experiencing different drags and base pressures. The base pressure
was found to change from one steady value to another or simply fluctuate between the two
extremes. They proved that this behavior is due to a near-wake phenomenon rather than be-
ing related to the position of boundary-layer separation. They also found that the spanwise
correlation length measured on a pair of cylinders in contact is double than that measured
one one of the cylinders when the gap is greater than about one diameter.
Williamson [137] used flow-visualization methods to investigate the mechanisms by which
the wakes of a pair of side-by-side bodies interfere with one another. When the gaps be-
tween the cylinders are such as to produce vortex-shedding synchronization the resulting
wake configuration will either be two parallel streets in phase, or two parallel streets in an-
tiphase. The study showed that the two antiphase streets are experimentally stable and this
configuration keeps its form for large distances downstream. In the case of in-phase vortex
shedding the configuration of two in-phase parallel streets does not occur except for a small
region behind the cylinders. This configuration is not experimentally stable. The wakes from
each cylinder combine to form a single large-scale wake, defined as a binary-vortex street. A
binary vortex is formed by pairs of like-signed vortices rotating around one another. They
also discovered modes of harmonic vortex shedding for smaller cylinder gaps when the flow
is distinctly asymmetric.
Paidousis et al. [120] used Particle Image Velocimetry (PIV) to study the temporal and
spatial development of the impulsively started flow around two stationary cylinders in tan-
dem arrangement. The Reynolds numbers ware in the range 1200-3800 and the pitch ratios
1.0-3.0. Three types of behavior were identified based on the pitch ratio. Single-body bluff
behavior when the cylinders are in contact, constraint streamwise growth and lateral ex-
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pansion of the gap recirculation zones at small and intermediate pitch ratios (P/D) and
independent formation of recirculation zones similar to a single impulsively started circular
cylinder at large P/D. They were able to quantify the location and characteristics of the
recirculation zone and provided time evolution of primary eddy circulation (F) area (A),
center location, and length from base of cylinder (LR).
Zhou et al. [153] used a phase-averaging experimental technique to study the turbulent wake
behind two side-by-side cylinders. Their experiments were at Reynolds number Re = 5800,
and the spacings of the cylinders were 1.5 and 3 diameters. They also used the same method-
ology to analyze single cylinder data, which is thought of as infinite separation distance. They
found that for the case of T/D=1.5 both the longitudinal and lateral spacings of the vortices
are larger. One row of vortices was found to be significantly weaker in strength than the
other. They concluded that the interactions between the narrow and wide wake lead to an
early vanishing of the narrow wake and, meanwhile, prolong the formation process of the
vortex row than neighbors the narrow wake. On the other hand, the formation on the other
row is completed earlier. This mechanism was proposed to justify the significant difference
in the vortex strengths between the two rows. For the T/D=3.0 case, the two distinct anti-
phase vortex streets were found to interact vigorously and be unstable. They observed a fast
decay of the vortices especially the inner ones. Due to the fast decay of vortices the coherent
contribution to Reynolds stresses and heat fluxes is generally smaller than the other spacing
ratio.
King & Johns [70] reported a detailed study for the two flexible cylinders in a tandem ar-
rangement in water flow. The inter-cylinder spacing in their investigation varied from 1.5 to
7 diameters. Some cases the cylinders were rigid while in others they were flexible. Three
modes of vibration were observed for different ranges of the natural frequency. The funda-
mental mode in-line, the fundamental mode cross-flow, and the second normal mode in-line.
The choice of modes was found to be sensitive to Reynolds number.
Zdravkovich [147] studied the flow-induced oscillations of two interfering, rigid, elastically
supported circular cylinders, for Reynolds numbers in the range 104 to 105 and for vari-
ous arrangements. The arrangements covered the proximity-interference, wake-interference
and no-interference regimes. Two mechanisms of excitation were discussed. Vortex shed-
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ding excitation and fluid-elastic excitation. On the vortex-shedding excitation study the
synchronization range and the critical reduced velocity were recorded for every studied ar-
rangement. It was found that the extent of the synchronization range varied considerably
within all three regions. From the cases he tested three corresponded to tandem arrange-
ments. One of them in the reattachment regime, one in the beginning of the binary-vortex
regime and one even further. It can be inferred from his data that the synchronization range
decreases as the cylinder separation increases. The critical velocity is considerably bigger
in the reattachment regime compared to the binary-vortex regime cases. Increase in the
streamwise spacing beyond 7D gradually diminished the interference effect. The reduced
velocities triggering fluid elastic excitation were significantly bigger than those triggering
vortex-shedding excitation. The oscillations were characterized by very large amplitudes. At
least three types of fluid-elastic responses were identified, two with the dominant compo-
nent in the streamwise direction (RI and R2) and one with the dominant component in the
transverse direction (R.3). R2 response initiates instability for lower reduced velocities than
RI but the amplitude build-up is more moderate and gradual. Side-by-side arrangements
always give R1 response, while cylinders in tandem arrangements always gave R3 response.
R.2 was observed in staggered arrangements. Some staggered arrangements gave R1 or R3
responses as well.
Bokaian & Geoola [13] presented fluid-dynamic instability results on an elastically mounted
smooth cylinder in free lateral vibration positioned at the wake of an identical but station-
ary cylinder. The static experiments they conducted showed that both the drag and the
Strouhal number of the downstream body are continuous functions of its relative position.
The drag force was found to be negative for small gaps. The dynamic experiments revealed
that depending on the cylinders' separation and structural damping, the cylinder exhibits '
vortex-resonance, or a galloping, or a combination of the two, or a separated vortex-resonance
and galloping. The characteristics of wake excited motion were unaffected by the free-stream
turbulence intensity. The same authors [14] also conducted experiments to investigate the
response of a rigid, elastically mounted, smooth, circular cylinder, as influenced by the pres-
ence of an identical body fixed inside the wake. They also developed a quasi-steady theory
to predict galloping behavior. The static forces on the upstream cylinder were found to
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be influenced by the proximity to the downstream one when the streamwise spacing is less
than two diameters. The vortex-shedding frequency was found to always lock to oscillation
frequency.
Rockwell et al. [831 investigated the wake of a system of two cylinders in tandem arrange-
ment at Re=160. The cylinders were subjected to controlled oscillation. The amplitude and
frequency of oscillations as well as the phase angle between the oscillating cylinders were
varied. In the context of forced oscillations lock-on is the state when the near-wake structure
is phase-locked to the motion of the cylinder system. They found that lock-on is attained
for a much wider range of excitation frequency than the corresponding single cylinder. That
study also revealed that for closely spaced cylinders it is possible to attain a regime sensitive
to the phase angle between the motion of the two cylinders. That means that for given oscil-
lation amplitude and frequency, transformation between locked-on and modulated response
occurs when the phase angle is varied. Classification of each case was done according to
the spectrum of the fluctuating velocity in the near-wake. As origins of the possible spectra
peaks they suggested:
1. Frequency of cylinder oscillation and its harmonics.
2. Inherent vortex formation frequency from the two-cylinder system.
3. A modulation frequency.
4. Sum and difference components of the aforementioned.
When the cylinders were P/D=5 apart the predominant influence on the lock-on region ap-
peared to be that of the individual wakes from the cylinders. On the other hand when the
two cylinders were P/D=2.5 apart the flow in the gap region is mutually induced by both
cylinders.
The second part of this study [84] included the investigation of the wake of a system of
two cylinders arranged side-by-side 3 diameters apart and moving in prescribed motion. A
very interesting result that came out of this study was that for in-phase motion of the two-
cylinders, the upper extent of the lock-on region is amplitude limited. The pattern of vortex
formation outside the lock-on region was repetitive at a multiple of the period of the cylinder
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oscillation.
Rockwell et al. [38] used the vortices generated on a cylinder to study the effect of the inci-
dence of those vortices to the flow structure and the loading of a cylinder placed downstream
of the first one. The Reynolds number was 700 and the two cylinders were oscillating with
the same amplitude A/D=0.125 at a non-dimensional frequency 0.21 that lead to locked-on
vortex formation. The phase of the incident vortices with the oscillation of the downstream
cylinder was controlled by changing the distance of the cylinder within the range from 4.33 to
6.42 diameters. The experiments revealed that the timing of the incident vortices relative to
the cylinder motion controls the large-scale vortex formation in the near-wake, and thereby
the phase shift between the loading on the cylinder and its motion. As a consequence, it is
possible to change the sign of the fluid-dynamic work done by the fluid on the cylinder. The
patterns of vortex formation in the near-wake exhibited dramatic changes in the presence of
incident vortices. The formation length is substantially shortened for both extreme cases of
timing of incident vortices relative to the cylinder motion. This alteration of the wake vortex
system, in conjunction with the incident vortices and their distortion along the cylinder, give
rise to relatively large magnitudes of the lift forces, that exceed those in absence of incident
vortices by a factor of at least five.
Brika and Laneville [18] conducted experimental studies on the power imparted by wind to
a flexible circular cylinder vibrating in the wake of a, fixed upstream cylinder for different
arrangements and spacings between the cylinders. The obtained results differ significantly
from those of a single cylinder. The power input on the downstream cylinder was found to
decrease with increasing either the separation between the cylinders or the bundle inclination
angle with respect to the flow direction. The downstream cylinder was reported to behave
as an isolated one for bundle inclination angle more that 20".
Zhou et al. [152] investigated experimentally the fluid-structure interactions of two freely
vibrating elastic cylinders in a cross-flow. The results for large transverse spacing (3 diam-
eters) showed symmetrically formed vortex pairs, and accordingly two vortex streets in the
near wake in anti-phase mode. This behavior was found independent on Reynolds number.
For intermediate spacing (1.7 diameters) a narrow and a wide wake were observed giving
dominant frequencies of 0.31 and 0.105., respectively. Flow visualization suggested that vor-
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tices are shed from both sides of each cylinder at the same frequency, i.e f8 e 0.1 but the
two vortices across the narrow wake displayed different convection velocity and subsequently
underwent pairing. Then they drew-in the gap vortex of the wide wake generated on the
other cylinder leading to a merging of the three vortices and a small lateral spacing result-
ing in a prominent peak on the velocity spectra at f8 ~ 0.3. The natural frequencies of
the combined fluid-cylinder system change as a result of fluid-structure interactions. This
observation contrasts with the lock-on phenomenon where the vortex shedding frequency is
tuned to the forced vibration frequency of the cylinder. They also found that the cross-flow
natural frequencies of the system increase when the transverse spacing ratio is decreased.
The natural frequencies of the fluid-cylinder system decrease slowly as the reduced velocity
(VR) increases. This observation did not seem to depend on the interference between the
cylinders and it was attributed to increase in the fluid damping with increasing VR.
1.2.3 Numerical Approaches
There have been few numerical studies of flow around two circular cylinders to the present
day, all of which are two-dimensional. Although a cylinder is a simple geometry, two of them
create geometrical complexity, difficult to be handled efficiently by structured grid meth-
ods. The methods that have been used for this problem are either vortex methods that are
Lagrangian in nature and do not need a grid, or methods that use unstructured mesh, like
finite element or finite volume methods.
Chang & Song [22] have used a blending technique of finite element method in the vicinity
of the bodies and a finite difference method for the rest of the flow field. They computed
the flow around two circular cylinders at Re=100 for two different spacings in side-by-side
arrangement (T/D=1.7, 3.0).
Tezduyar et al. [128] used a finite element formulation with the streamline-upwind/Petrov-
Galerkin (SUPG) method. Two alternative numerical schemes, the adaptive implicit-explicit
(AIE) solution scheme and the grouped element-by-element (GEBE) iteration method, were
employed for computational efficiency. They applied their numerical method to the investiga-
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tion. among other cases, of the flow past two circular cylinders, in side-by-side arrangement.
with spacing ratio T/D=1.5 at Re=100. A major difficulty in such computational work lies
in the correct prediction of the unsteady value of the stream function on the body surfaces.
Both Tezduyar and Chang & Song ([22]) determined the value of the stream function at
the surface of the cylinders by integrating the equation of motion in the velocity-pressure
formulation along each internal boundary.
Stansby et al. [116] used a Random Vortex Method to model the two-dimensional laminar
flow around two cylinders. They presented results for cylinders in Side-by-side as well as in
tandem arrangements for Re=200. Diffusion was simulated by imposing random walks to
the vortex particles. For efficiency in the convection calculation the Vortex-in-Cell method
([261, [136], [118]. [117], [74]), was used. For that purpose a set of overlapping meshes had to
be used. A. coarse outer mesh, an intermediate mesh and two polar meshes each surrounding
each of the two cylinders. The Poisson equation for the stream-function was solved on each
of those meshes starting from the outer and coarser mesh and moving towards the inner by
interpolation of the results. The results of the study showed many of the features observed
experimentally for the corresponding cases and confirmed the value of the use of laminar
flow computations to investigate the large-scale features of flows at much higher Reynolds
numbers. Their calculations had difficulties in analyzing frequencies in the side-by-side ar-
rangement at the smaller spacings (TID < 1.8) and in the tandem arrangement for spacings
less than the critical for generation of shedding in the gap region.
Meneghini et al. [85] used a fractional step method with Galerkin's finite-element formu-
lation on an unstructured mesh, and a velocity correction projection method, to solve the
flow around two cylinders in tandem and staggered arrangements. The simulations were
two-dimensional. The computational domain for the tandem cases was formed by triangular
elements and was extending about 35 diameters horizontally and about 21.3 diameters ver-
tically. Most simulations were for Reynolds number 200. The spacing examined for both the
tandem and side-by-side arrangements were 1.5, 2.0, 3.0, 4.0. Their results showed qualita-
tive agreement with experiments. For the tandem arrangement, negative drag was observed
on the downstream cylinder for gaps less than 3D and positive for gaps above 3D. For gaps
smaller than 3D vortices were only shed from the downstream cylinder while for gaps greater
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or equal to 3D vortices were shed from both bodies. For the side-by-side arrangement, they
were able to observe the general characteristics reported in experiments, such as a repulsive
force for gaps smaller or equal to 2D and the corresponding deflection of the wake, as well
as the synchronized, anti-phase vortex street for a gap 3D.
Mittal et al. [88] used a finite element method stabilized by the SUPG (streamwise upwind
/ Petrov-Galerkin) and PSPG (pressure-stabilizing / Petrov-Galerkin) techniques, to study
the flow past a pair of cylinders. Two tandem arrangements, P/D=2.5 and P/D=5.0, and
one staggered arrangement P/D=5.5 and T/D=0.7 were studied for Re=100 and Re=1000.
The simulations were two-dimensional. Equal in order bilinear basis functions for velocity
and pressure were used and 2x2 Gaussian quadrature was employed. The computational
domain was formed by quadrilateral elements and was extending from 5 diameters upstream
the front body to 16 diameters downstream the rear body, and 8 diameters up and down from
the base line. For the case P/D=2.5 and Re=100 they observed no distinct vortex shedding
behind the upstream cylinder. The downstream cylinder was experiencing 'negative drag.
For P/D=2.5 and Re=1000 on the other hand vortex was formed in the gap region. The
instability first developed downstream and propagated upstream. The Strouhal number was
found lower compared to the single cylinder case. There was also a decrease in the mean
drag coefficient on both cylinders. For the P/D=5.5 spacing the vortex shedding from the
two cylinders was anti-phase for both Reynolds numbers. For the Re=1000 case although
the near wake was temporally periodic, the far wake was not. The upstream cylinder seemed
unaffected by the downstream one and behaves almost like a single cylinder. For the stag-
gered arrangement the spectrum of the drag coefficient contained components at additional
frequencies that were vaguely attributed to the geometric asymmetry. As expected the mean
lift coefficient of the downstream body was non-zero.
At a later paper Mittal et al. [87] studied the flow-induced oscillations of the cylinder for
the tandem arrangement P/D=5.5 and the staggered arrangement P/D=5.5 and T/D=0.7.
The dynamics of each cylinder were modeled as a two-degree of freedom system. They
used the deforming spatial domain/stabilized space-time (DSD/SST) technique. To stabilize
the computations against spurious numerical oscillations and to enable the use of equal-
order-interpolation velocity-pressure elements, the Galerkin/least-squares (GLS) technique
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was employed. The mesh of quadrilateral elements was extending 5 diameters upstream the
front cylinder, 30 diameters downstream and 10 diameters on each side. The non-dimensional
mass of each cylinder was A* = 4.7273 and the structural damping coefficient ( = 3.3 x 10-4.
Soft lock-on was observed in many cases. In this condition the vortex shedding frequency
is detuned from the structural frequency. This is one of the mechanisms of the non-linear
oscillator to self-limit its oscillation amplitude. Soft lock-on is usually observed for small
values of the mass ratio * and from some point on further feduction of A* causes small or
no increase in the oscillation amplitude. On the other hand when A* is increased the detun-
Ing reduces and eventually lock-in is observed. For the tandem arrangement both cylinders'
trajectories resemble Lissajous figure-of-eight. For the staggered arrangement however the
trajectory of the djownstream cylinder was a tilted oval.
Liu et al. [79] used an operator-splitting, two-dimensional finite element method to examine
the flow-structure interaction of two side-by-side cylinders in cross flow. Each cylinder was
modeled as a two-degree of freedom mass-damper-spring system. Their calculations were
done at Re=200 for three different spacings, T/D = 1.1. 1.8 and 3.0, corresponding to the
three different interference regimes. A fixed value of the reduced velocity VH = 5.0 was used.
The structural-damping coeficient was ( = 0.03 and three different mass ratios were used
*= {10, 33, 66}. The operator splitting scheme lead to three fractional steps. Two of
them, the first and the third, were identical and were of the steady Stokes problem type.
and one (the second) was the classical nonlinear diffusion-convection problem. A deforming
mesh had to be used to account for the motion of the cylinders. The displacement of the
grid was determined by solving the Laplacian equation, with Dirichlet boundary conditions.
The boundary condition on the cylinder surface was the displacement of the cylinder as it
was predicted by the solution of the dynamical equations of motion. For the solution of
the dynamical equations the Runge-Kutta method was used. Their calculations on rigid
cylinders were in relatively good agreement with previously reported experimental [1371 and
numerical [116] results. For the elasticly mounted cylinders they found that for T/D=3.0
the vibrations of the two-cylinders at M* = 66 are in phase while for 34* = 33 and A/I* = 10
they are anti-phase. They also found increase in the amplitude of oscillations with decreasing
*. For the case of T/D=1.8 they were no able to obtain steady state, even for large time.
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due to the strong interaction of the vortices in the near-wake. For T/D=1.1 only AP = 66
was tested to avoid collision of the risers. They found for that case that the vortex shedding
frequency shifted slightly compared to the rigid case.
1.3 Objectives
The goals of this thesis are:
" Extend current CFD capability in the context of HP-Finite Element methods, to enable
efficient parallel two- and three-dimensional simulations of flow-structure interactions
with an arbitrary number of rigid bodies. The developed codes are DNS and no turbu-
lence or subgrid-scale model is included at this stage. This fact limits the applicability
of the developed codes to small and moderate Reynolds numbers, up to 0(10), but
makes them more reliable for the study of the physics of the flows and their analysis.
" Use the developed codes to study the flow around a pair of cylinders. The study
includes:
- Obtaining systematic data sets for stationary cylinders in tandem and side-by-side
arrangements.
- Assessing the validity of two-dimensional results by comparison with correspond-
ing three-dimensional.
- Gaining insights on the flow regime transition with varying cylinder spacing past
a critical distance.
- Obtaining data sets for a pair of cylinders in prescribed motion with varying
motion characteristics.
- Studying lock-on phenomena.
- Studying the effect of the phase difference in the motion of the two cylinders in
wake synchronization as well as three-dimensionality in the wake.
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- Obtaining data sets for tandem cylinders in flow-induced oscillations.
- Studying the effect of cylinder spacing in the synchronization range.
1.4 Thesis Outline
In the second chapter (Chapter 2) the numerical approach is presented. First, the general
solver, time splitting scheme and discretization are presented for two-dimensional, and peri-
odic in z-direction, three-dimensional flow. Then, the Arbitrary Lagrangian Eulerian (ALE)
scheme for moving flow domain is explained and the new formulation for Jacobi-Fourier
bases is provided. Implementation of the flow structure interaction scheme is discussed as
well. The two-degree-of-freedom (2-dof) structural model is presented, and solved using the
trapezoid rule, one of the Newmark family of methods. The validation and verification pro-
cess followed is then described.
In the Chapter 3, the theory of the post-processing and analysis procedures is provided.
Those include spectral analysis, windowing, phase angle calculations, and common statis-
tics.
In Chapter 4, the two-dimensional flow around stationary cylinders in tandem arrangement
is treated. The effect of spacing and Reynolds number in the flow characteristics and cylin-
der forces is studied. Single cylinder results are provided as reference for each Reynolds
number case examined. In Chapter 5, the effect of three-dimensionalities is investigated for
the same problem of stationary tandem cylinders. In Chapter 6, the cylinders are placed
in side-by-side arrangement. Two-dimensional results on how the flow characteristics vary
with cylinder spacing are provided.
Chapter 7, handles the problem of two cylinders in tandem arrangement moving in pre-
scribed sinusoidal motion in-phase or anti-phase to each other. The effect of the oscillation
amplitude, frequency and phase angle, on the force response, hydrodynamic work and syn-
chronization range is investigated through a systematic parameter study using the extended
two-dimensional solver at low Reynolds number (Re=160). The one-degree-of-freedom free
oscillations of a single cylinder is compared with prescribed oscillations at the same fre-
quency. The effect of phase angle and oscillation frequency on the three-dimensionality of
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the flow is examined using the Fourier-Jacobi ALE solver developed.
In Chapter 8, the tandem cylinders are allowed two-degree-of-freedom oscillation and the
effect of spacing and structural characteristics is studied. A comparison between 1-dof and
2-dof oscillations on a single cylinder is included.
The summary and conclusions as well as suggestions for future work, follow in Chapter 9.
Appendix-A includes all the computational meshes used with some characteristics of them.
The rest of the Appendices include time-series of forces and in the case of free oscillations'
displacements, as well phase plots.
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Chapter 2
Numerical Method
2.1 Flow Field Solution
2.1.1 Analytic description
The governing equations of motion, of a viscous, incompressible, Newtonian fluid expressed
in terms of the primitive variables (7i,p) and after suitable non-dimensionalizations are the
Navier-Stokes equations:
Ui+j 
.
= (-poij + Re-'(ui,j + 7tji)),.j
Uii = 0
(2.1)
(2.2)
Taking into account incompressibility (2.2). the momentum equation (2.1) can be rewritten:
u'a + uju.;g = -pi + e-iijj (2.3)
Equations 2.1-2.2 have to be complemented by suitable boundary and initial conditions.
The initial condition consists of a specification of the velocity field ui(o) at the initial time
/= 0. namely:
(2.4)
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On the cylinder surface the instantaneous velocity of the fluid has to be equal to that of the
body:
uiIs = Vi(xs, t) (2.5)
where V denotes the velocity of the body at the position xs of its surface and the time t
and it has to satisfy the following condition:
JKni ds = 0 (2.6)
This is always true for a rigid body, but if we were to consider deformable body, it would
have to be taken into account.
Before we move further we should make a brief physical note of a distinctive aspect of the
incompressible Navier-Stokes equations. That has to do with the fact that the in-
compressibility condition represents a constraint for the velocity field. The pressure variable
on the other hand, appears in the momentum equation and provides the extra degrees of
freedom to satisfy that constraint. Correspondingly no evolutionary equation exists for the
pressure, so for incompressible problems it does not have its usual thermodynamic mean-
ing. The role of the pressure is to adjust instantaneously in order for the zero divergence
condition to be satisfied. As a consequence, the pressure field cannot be calculated by an
explicit time-advancement procedure but it requires an implicit determination able to take
into account the coupling existing between the pressure and the velocity, as well as the effect
of the velocity boundary condition.
After this discussion it is clear that the governing equation for the pressure can be derived
from the momentum equation, by taking the gradient and requiring incompressibility:
P'ii = -ui,ujsi (2.7)
This equation has to be satisfied at all times. It is not clear what boundary conditions the
pressure should be subject to. Gresho & Sani [43], and Orszag et al. [97] among others,
addressed the issue of pressure boundary conditions and concluded that a Neumann-type
boundary condition derived from the normal to domain boundary momentum equation leads
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to a correct pressure solution.
2.1.2 Time Splitting Scheme
For the solution of equations 2.1-2.2 the method of fractional steps was used. This method
is the most frequently used for solving the primitive variable Navier-Stokes equations. The-
oretical details about the fractional step method can be found on the works of the 'founding
fathers' of the method, [146], [127, 125, 126], [24, 23, 25], as well as other references such as
731 and 1104] . The idea starts with the following theorem:
Theorem 2.1 (Ladyzhenskaya Theorem). Any vector field 'i defined ra Q admits the
unaque orthogonal decomposition:
Uj = ui + ui
where u' = (ijk 1 kJ zs a solenoidal field with zero normal component on the boundary, uen4 =
0 on OQ, and u=
This decomposition is also known as Helmholtz decomposition.
An operator of orthogonal projection P can then be introduced that projects a vector field
onto the space
JO(Q) = {u G L 2 (Q), 0lb = , 'LnIaQ = 0
and by applying it to 2.1 eliminates the pressure variable. Using the projection in the
Navier-Stokes equations we can write:
Ui= Pj'i[-ujuij + Re-luij,] (2.8)
which is an evolution equation for the velocity independent of pressure. To make the orthog-
onal projection operator P viable for solving the viscous incompressible equations, one has
to split the viscosity term from the treatment of the incompressibility condition. It should be
noted that the vector fields i4 of the projection space Jo are subject to a boundary condition
which prescribes only the normal component of u.
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There are some fractional step schemes in the literature that do include simultaneous treat-
ment of viscosity and incompressibility but cannot be characterized as projection methods.
In the Helmholtz decomposition the irrotational component ur is usually easier to compute
than the divergence free part u . This is done by solving a Neumann elliptic problem:
<b,jj= uj,j <Djrn = ujnj (2.9)
with the compatibility condition for the Neumann problem automatically satisfied.
The splitting scheme developed by Karniadakis et al. [62] was employed along with the
Spectral Element Method [100], [61], [63].
The integration of the Navier-Stokes equations in time is done in three sub-steps:
3 
- Lq=O aq~i = /3q(ujsUj)n n (2.10)
At
q=O
n+9 n+1
SAt. +1 ,with u?17 = 0 (2.11)
7On+1 _ n+2
O 
- = Re-1ut. 1  (2.12)At ZJj
In equations 2.10-2.12, J, and Ji are the explicit and the implicit orders respectively. The
coefficients 3 q can be readily computed by the method of undetermined coefficients and
employing Taylor series expansions. The coefficients aq and yo are standard coefficients of
implicit stiffly stable schemes for the corresponding order Ji. The requirement for consistency
is
Ji-1
70 S aq (2.13)
q=O
Table 2.1 summarizes the coefficients for schemes up to third-order. The first step (2.10) is
explicit and can be solved directly after some basic algebraic manipulation for U 3
For the solution of the pressure on the second step the divergence operator is applied to 2.11
and the incompressibility condition enforced to 3
Ui 3 = 0 (2.14)
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Table 2.1: Coefficients for Stiffly-Stable Schemes
Coefficient 0(l) 0(2) 09(3)
'YO 1 3/2 11/6
ao 1 2 3
_ _ _ 0 -1/2 -3/2
a2 0 0 1/3
/3o 1 2 3
_ _ _ 
0 -1 -3
t,2 0 0 1
This results to a Poisson equation for the pressure:
1+ 1/2 _ "i i ( 2 .1 5 )
"'i AtI
Equation 2.15 as an elliptic equation requires proper boundary conditions. The pressure
boundary condition proposed by Karniadakis and Orszag [62] is used.
pij= n=1 3 (N(uj-4) + Re-'L(u7 ))" on DQ (2.16)
q=O
where OQ denotes the boundary, N(ui) = ujuj'j represents the non-linear terms of the
Navier-Stokes and L(uj) represents the linear, Laplacian terms written in rotational form:
L(ui ) = n =ujjj - (Uj),i = Ui jj -'sij = 6 jlimUm,Ij - 6jmJVitin,1j = -ijAEklnMUmIj (2.17)
The rotational form is preferred because it reinforces the incompressibility condition, satisfies
the compatibility condition, and leads to a stable approximation as the boundary divergence
is directly controlled by the time step. If only Neumann conditions are used the pressure
is known up to a constant. For our application a Dirichlet boundary condition of p = 0
is applied far downstream (outflow), so that the pressure calculated elsewhere is relative to
that pressure.
The viscous correction on the third fractional step 2.12 gives a Helmholtz equation for the
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velocity 0 1
n+2
n+1 Re7O n+ 1  _ i_ _
At Re-At (2.18)
The Helmholtz operator in that case after the spatial discretization leads to well conditioned
matrix since A =R > 0 and usually At < and for our applications Re >> 1 giving a
very strong diagonal. Equation 2.18 is complemented by the 2.5 boundary conditions on the
surface of the body.
2.1.3 Spatial Discretization in 2D
A Galerkin Spectral/HP Element Method is applied for the spatial discretization on two-
dimensions. The Spectral Element Method combines the benefits of spectral methods and
finite element methods.
In spectral methods the trial functions are infinitely differentiable global functions. Typically
they are tensor products of the eigenfunctions of singular Sturm-Liouville problems. The
advantage of spectral methods is the exponential convergence. The order of the convergence
is not fixed but it depends on the maximum regularity of the solution. Among the draw-
backs of spectral methods is that due to their global support they are not easily applicable
to complex geometries. The fast convergence is also lost if the solution has finite irregularity.
Extensive information on spectral methods for fluid mechanics can be found in [19].
In finite element methods on the other hand the domain is divided into small elements, and
a trial function is specified in each element. The trial functions are thus local in character
and well suited for handling complex geometries.
In the spectral element method the domain is divided into small elements like in the finite
element method, but on each element, the local trial functions are those used as basis func-
tions for the spectral method.
To construct a spectral element fractional-step method, a weak formulation of the problem
defined by equations 2.10-2.12 is necessary. For the equations to be written in the weak
(variational) form appropriate functional spaces have to be defined for the velocity and the
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pressure. Those are dictated by the highest spatial derivatives involved. Thus:
ui E H'(Q) and p E L 2 (Q)
Where 1(Q) is the Sobolev space of vector-valued functions defined on Q which are square
integrable and have square integrable first derivatives. L 2 (Q) is the Hilbert space of scalar
square integrable functions defined on Q.
In general the weak form is derived from the strong by forming the inner product of the mo-
mentum and incompressibility conditions with the appropriate test functions and then apply
integration by parts. The test functions belong to the same space as the basis functions but
with homogeneous essential boundary conditions.
The domain is discretized by a hybrid unstructured mesh, consisting in the general case by
non-overlapping quadrilateral and triangular elements, such that:
Nel NeO
Q= where = (2.19)
e=1 e=1
The two-dimensional trial bases are constructed as tensor products of Jacobi polynomials
Pp'- )(x). Those represent the solutions to a singular Sturm-Liouville problem in the region
(--1 < < 1), written as:
( d Ap(l - x)a(1 + x)up(x) (2.20)
d[ _ d J
where
Ap = -p(o + 3 +p+l) (2.21)
They depend on two real parameters a., 3 E R with a > -1 and 3 > -1. By setting the
parameters a and 3 many known families of polynomials are derived. Legendre polyno-
mials are obtained by setting a = 3 = 0. Chebysev polynomials are obtained by setting
= = -0.5. Properties of these polynomials can be found in [37].
Details on the construction of hierarchical bases for each type of element can be found in
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[63, 113, 114, 134].
The fields (ui, p) can be represented by the coefficients of their modal expansions (modal
space), or by their actual values at the quadrature points (physical or nodal space). Trans-
formation from modal space to physical space is called backward transformation. We shall
primarily be concerned with the discrete backward transform where the functions are eval-
uated at the quadrature points:
u'(li, 2j) = U ipq~pq(li, 2j)
m(pq)
On the other hand transformation from physical space to modal space is called forward
transformation. Using matrix notation the backward and forward transformations are written
respectively ([63]):
u = Bu (2.22)
= (M) BTWu (2.23)
In 2.22, 2.23 B is the basis matrix, whose columns are the discrete values of the expansion
modes at the quadrature points:
B [m(ij)n(pq)] = Ppq ( 1i, 2j) (2.24)
W is the weight matrix, a diagonal matrix containing the quadrature weights multiplied by
the Jacobian of the transformation of the element to the reference element evaluated at the
quadrature points:
W [m(ij)n(pq)] = J (1i, 2j) WiWj6mn (2.25)
M is the mass matrix which can be written in terms of the basis and weight matrices:
M = BTWB (2.26)
In the above expressions m(ij) and n(pq) are indexing functions that have to do with how the
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two indices corresponding to each dimension are packed. In quadrilateral elements in and n
can have simple analytic expression while in triangular elements they don't have closed form
expression.
" Equation 2.10 is explicit and the integration is done in physical space. it is trans-
formed from modal space to physical space using 2.22. The non-linear terms ('uaij )"-'
are calculated. and the integration of 2.10 is performed. Once u> is known in phys-
ical space it is transformed to modal space using 2.23 to participate in the rest of the
fractional steps.
" Equation 2.11 is subject to Dirichlet boundary condition p = 0 at the part of the
boundary &Q that corresponds to the outflow condition, and to Neumann condition
2.16 everywhere else. The right-hand-side of the Poisson equation is calculated in
physical space and then transformed in modal space. The discrete form of the weak
Laplacian arising by the HP/spectral element discretization is subsequently solved. In
this implementation for the solution of this step the discretized Poisson operator is
formed. This implies a restriction of the pressure from its original L2 space to an H'
space.
An alternative would be to use a grad-div formulation where a discrete divergence
operator is applied to the already discretized equation 2.11 but for simplicity in the
implementation and efficiency it was not chosen.
" Equation 2.12 is implicit and yields the Helmholtz equation as in 2.18. Dirichlet bound-
ary conditions 2.5 for the velocity are prescribed for the surface of the cylinders. The
infinity boundary conditions on the truncated grid are of two kinds. Partly Dirichlet
conditions with free stream velocity ui = u' prescribed and partly homogeneous Neu-
mann in the wake u1 ,jni = 0. The Lebesgue inner product of the equation with the
61
test functions vi E V = {H1 (Q)Ivi a2D = O} is taken:
n 2
VU+ 
- RyoU * dV dV
SRe- o Re n+2
Vjnj dS - vij ui dV - Avu dV = U 3v dV -
Reyo Reu dV-n u2vd
vijuij dV + AtuM viui dV e u3 vi dV
This equation can be written in the concise form:
Re-yo Re n+2(Uij, Vi,) + At (UiIvi) = At (U 3, vi) (2.27)
2.1.4 Spatial Discretization in 3D Periodic in -z
If the domain is periodic in one of the space dimensions, we can use a mixed representation
that uses Fourier expansions for the direction of periodicity. For the non-periodic dimensions
we use expansions on the bases mentioned in 2.1.3. In our application, we have periodicity
in the z-direction which coincides with the cylinder axis.
It is proven in different contexts, that the optimal basis functions for homogeneous domains
are Fourier modes [9]. It is known also experimentally that the first modes of instability in
the wake of a cylinder are 'wavy' vortex structures [143].
The use of Fourier-collocation in the z-direction and Jacobi-Galerkin in two dimensional
unstructured mesh, gives improved efficiency compared to a Jacobi-Galerkin in a three di-
mensional unstructured mesh.
The method has been successfully employed by Newman ([91]), and by Evangelinos ([29]).
Newman used Fourier collocation in the z-direction and spectral element collocation in the
x-y planes. Evangelinos used Fourier collocation in the z-direction and Galerkin spectral
element approach in the x-y planes. The latter approach was adopted in the present work.
In the above prescribed context the velocity can be expanded as follows:
M-11
ui(X1, X 2 ,X 3 ;t) 3 [ui] (XI, X2 ; t) e CKMX3 (2.28)
M,=0
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where K is the x 3-direction (or z-) wave number defined as K = 27r/L,. Taking the Fourier
transform of the Navier-Stokes equations 2.1, 2.2 we get the coefficient equation for each
mode rn of the expansion:
-2
[uM]" = -rm [p]"f + Re-1-i [us]" - [ujuij1"' (2.29)
where we did not use tensor notation for the gradient and Laplace operator to emphasize
their modal nature, as seen in the equations below:
Vm .0C I O (2.30)
~2 492 t92 2 2
= (, 2m2 (2.31)
Fourier collocation is applied on 2M physical planes in the z-direction.
The splitting scheme described in equations 2.10-2.12 is again used. Two dimensional meshes
can be used to solve for each mode m,. The coupling between different modes occurs:
" Directly in the non-linear terms: [upuiV"' that are calculated in physical quadrature
space and then transformed to Fourier.
" Indirectly in the pressure solver through the divergence that appears in the right hand
side of 2.15. Directly in the pressure boundary condition 2.16. It should also be noted
that in this implementation for the non-zero mode a Helmholtz equation is solved for
the pressure instead of a Poisson as seen by 2.31. The constant of the Helmholtz
equation depends on the wave number K.
" For the last fractional step the three velocity fields are solved independently and cou-
pling occurs only when time varying boundary conditions are used for the velocity.
A parallel implementation allows the solution for each Fourier mode independently with
communications required when the Fast-Fourier-Transform is to be applied.
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2.2 ALE Method on 3D Jacobi-Fourier Expansion
2.2.1 Treatment of moving flow domain
The numerical treatment of flow-structure interaction problems, requires an effective way to
account for the movement of the flow domain and its interface with the structure. Description
of the flow field in purely Eulerian coordinates possess difficulties in handling fluid-structure
coupling and precise interface definition. Purely Lagrangian methods on the other hand are
limited by difficulties in coping with the strong distortions which often characterize flows
of interest. Because of the shortcomings of purely Lagrangian and purely Eulerian descrip-
tions, generalized kinematic descriptions of the fluid domain are used. Those descriptions
are referred to as Arbitrary Lagrangian Eulerian (ALE) and possess both Eulerian and La-
grangian features. The theoretical framework for ALE Finite Element Method descriptions
of incompressible viscous flows was first established by Hughes et al. [53].
This section provides the underlying theory of the developed Arbitrary-Lagrangian-Eulerian
scheme for three space dimensions, with periodicity in the z-direction. The spanwise wave-
length will be denoted as L.
2.2.2 Formulation
Starting from the Navier-Stokes equations 2.1, 2.2 and after Fourier expansion in the periodic
z-direction the Fourier-modal expression is obtained as in 2.29
[uilt + [uui,,]' = - [p,i]" + Re [us]", (2.32)
Note that the gradient and Laplacian simply denoted as ,j and ,ji in the above expression
have the meaning of 2.30 and 2.31 respectively. Multiplication by two-dimensional for each
mode test functions [vil' and integration over the plane leads us towards the weak form.
What is different here is that the domain of integration changes with time.
u ]" [v ]"' + [vi]m [ujui,j]" dV = - [v]"] [p, ]" + ["' [ui]" dV (2.33)
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The following property holds for the test functions:
(d K',,fl'
kdt} i [vi]' + Lo [Vig,)' = 0
This property is the mathematical expression of the intuitive fact that the time derivative of
the test function [vi]" following the motion of the material points Xk of the domain is zero.
To obtain the mass matrix from the first term of 2.33 the partial derivative appearing inside
the integral has to come out. Due to the time dependence of the flow domain taking the
time derivative out of the integral gives an extra terms involving the mesh velocity according
to Leibnitz's rule:
S [vl" [Vi] m),t dV + (Qu]' [vi ]l')wynj dS
Expansion of the partial time derivative on the first term and application of the divergence
theorem or Gauss rule on the second term of the right hand side gives:
u 1]" [Vi']") - dV )( [ui]7 [i]" + [i ]" [v]") dI +)
After expansion of the derivative on the last term the equation becomes:
d f ( ?t]" ['vi]") dV =
,14
f {w ([lUi]"m [vi]') + Lg ([u]"M [Vi]m)} dV
Making use of 2.34 the above equation can be rewritten as:
d ! ui]" [vi') dV =
lu| i ]" + u]a -;[va") V+ ([ui]" [vi]" ), + Loj ([ui]"' [vi]?")
n~t) 0(t
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(2.34)
d'
[1 ui ]"
+ [uti" [vi]" dV +4
I'Vil"') 4'j d'V
[' (ui' )"vi]"'
After expanding the derivative of the third term and simplifying with the second term:
d r
S. u ]' [vi]') dV = f, {[ui]" [vi]" +wi [ui]m [vi]" + Wj,j ([ui" [vi"')}
Finally after reordering an expression for the first term of 2.33 is obtained:
J ui]' [vi' dV =m2(t)
dt M dV - f
Substituting 2.36, 2.33 is written:
, ,(ui]"' [Vill") dV+dt 2 t
[vi]' [ujui,j]" dV - [vi]
. f(t) + I (t
- vil"n [p,i]"m dV + --
.ft) Re &2(t)
" [ui,l ]' wj dV +
fvil ]"uij]"'nj dS - +
Re 1(t) [vij]
m [ui,j]" dI(2.37)
Equation 2.37 constitutes the weak formulation of the Navier Stokes equations for each
Fourier mode on a time dependent domain.
2.2.3 Implementation
A time splitting scheme like the one described earlier is used to integrate the equations in
time. The procedure has to be complemented by additional steps for updating the structure
as well as the mesh and it is outlined below. The four possible states of a field variable are:
1. Physical-Quadrature
2. Physical-Jacobi(modal)
3. Fourier-Quadrature
4. Fourier-Jacobi(modal)
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dV (2.35)
(2.36)
wgj, ([ui]' [vi]') dV
n(t )
wj [ui, ]' [vi ]" + Lwi,j [u ]' [v ]"' dV
The transformation between physical and Fourier space is done with an FFT, while the
backward 2.22 and forward 2.23 transformations are used to change between quadrature
space and Jacobi (or modal) space. To make more clear in which space a field is we will
include a ' when a field is in the Jacobi modal space.
The time iteration loop includes the following steps:
* The fields are transformed in Fourier-Quadrature space.
" The nonlinear terms are calculated. Derivatives in the periodic z-direction are taken
in Fourier-Quadrature space, for efficiency. Then the fields as well as the calculated z-
derivatives are transformed in Physical-Quadrature space. The non-linear terms ujuj
are then calculated. Consequently the non-linear terms are transformed to Fourier-
Quadrature space [Lujui," '.The fields in Fourier-Quadrature space are multiplied by
the mesh velocities so that the term ug Lui,]"' is calculated. The mesh velocity wg is the
same for all Fourier modes and in a sense it is only meaningful there. This is because
for the Fourier collocation to be applied in the periodic direction the meshes corre-
sponding to all modes have to be identical and the collocation points form pencils in
that. direction at all times. Because the calculation of the nonlinear terms is performed
in quadrature space it involves multiplications and not convolutions. Calculation of
the non-linear terms, and integration of the first fractional step in quadrature space,
also eliminates the term involving the divergence of the mesh velocity that appears on
the variational formulation.
e The pressure boundary conditions are set according to a modification of 2.16:
['s"'ni = ni fiq (N(uiQ " , w)" + Re- L([us]")"- + (%Vt]"),~4) on OQ
q=0
(2.38)
Where,
N([u]", Lei) = [ujuij]' - cj fuij]"' and L([ui"') = - 6 ij8s 6 sqr [lr,qj]" (2.39)
[VB.t]"n denotes the acceleration of the boundary. In our case where the rigid boundary
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is moving uniformly in the z-direction only the 0 th mode can be different than zero, i.e
[VB,t]"? = 0 , for m # 0 (2.40)
The terms are calculated in the Fourier-Quadrature space and then transformed to the
Fourier-Jacobi space.
" The mesh position is advanced based on the mesh velocities calculated in the previous
iteration and using a stiffly stable integration scheme:
J1 b-1 Je -1
X? = I q X>- + At E qw>" (2.41)
q=0 q=0
The coefficients aq, Oq, and -YO can be found in table 2.1.
" The velocity field is updated by integration of the non-linear terms according to:
Ji-1 Je-1
U )n+ aq ([Uism)n~ + At 3 13q ([ujuj, 3]' - wy []"n)~- (2.42)
q=0 q=0
* A Helmholtz equation for the pressure is then solved in Fourier-Jacobi space:
( _2M2 (])n+ ( A ;j = 1,2 (2.43)
Note that the index j runs only in the 2 directions x and y normal to the periodic one.
Because the equation is in Fourier space the z-derivative gives the terms K2 Mr2 and a
Helmholtz instead of a Poisson equation has to be solved. For the right hand side term,
the divergence is calculated first in Fourier-Quadrature space and then transformed to
Fourier-Jacobi. The solution of the Helmholtz equation in Fourier-Jacobi space requires
the reconstruction of the mass and stiffness matrices based on the updated position of
the mesh.
* After enforcing the incompressibility condition by solving for the pressure, the pressure
is transformed from Fourier-Jacobi to Fourier-Quadrature space where the gradient is
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calculated and the velocity is updated:
([Ui1)")n+ -1 - At ([p,i")n+ (2.44)
* The structural solver is then invoked and the state vector of the structures are calcu-
lated. Each structure can be moving with its own independent prescribed motion or
as a mass-spring-damper system oscillating in the action of the fluid forces Fin. Details
on how the structure solver works are given on the next section. Here it needs only be
mentioned that because the structure is rigid the zeroth Fourier mode, i.e. the average
of the forces is fed into the structure solver.
* After the structure motion and position are calculated, the boundary conditions for
the flow velocity at the structure boundaries are set.
" The viscous correction for the velocity is performed next:
([j]~ ll -(r2 2 + Reio) - r),+ R (_ m g
(+ + A ]tt+1 = -j = 1, 2 (2.45)
This is taking place in Fourier-Jacobi space.
" The new mesh velocity (wi)n+ is calculated, based on boundary conditions arising
from the motion of the structure. Because the structure moves uniformly in -z the
mesh distortion velocity is the same for all Fourier modes.
2.2.4 Specifying the Mesh Velocity
A recurring question for any ALE scheme is how to specify the mesh velocity. In mathemat-
ical terms. given the velocity on the moving surfaces:
W = wo (2.46)
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and assigning a vanishing mesh velocity on the non-moving or truncation boundaries:
4 1 = 0 (2.47)
find the spatial distribution of w trying to minimize mesh distortion. There are in general
three families of methods used to specify mesh velocity:
1. Analytic user-prescribed functions, where the velocity at a given point in the mesh is
prescribed to be an analytic function of the velocity of the closest to it point of the
surface, and its distance from it.
2. Smoothing of coordinates. Here the vertices are treated as nodes and the edges of
the unstructured grid are treated as springs of varying length and tension. The mesh
coordinate positions at each time step are updated by relaxation of the network spring
to achieve equilibrium. The force exerted by each spring is a function of its length and
acts along its direction. The new values of the coordinates are obtained iteratively via a
relaxation or conjugate gradient scheme. Once the new coordinates have been evaluated
the new mesh velocity can be easily computed by a simple differencing scheme. Initial
meshes that have not been smoothed can cause problems with this method.
3. Smoothing of velocities. In this case the mesh velocity is smoothed directly based
on the exterior boundary conditions 2.46 and 2.47. Elliptic operators have smoothing
properties. so in the general case the mesh velocity may be obtained by solving:
(k(xi) wj) = 0 (2.48)
subject to the boundary conditions 2.46 and 2.47. Setting k(xi) = 1 in the whole mesh
recovers the classic Laplace equation.
In this work the third approach has been adopted. Lohner and Yang [80] presented an
ALE scheme, where the mesh velocities were smoothed by a Laplacian with variable diffu-
sivity based on the distance from the moving bodies. Kirby [71] combined the above idea
of smoothing the velocity using variable diffusivity, with the graph theory method, used in
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the coordinate smoothing techniques described above. The variable diffusivity improves the
robustness by avoiding crossovers of small elements located near the moving structures, while
the graph theory provides computational efficiency.
In the present work we adopt Kirby's method for updating mesh velocities.
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2.3 Two-degree of Freedom Structural Model
2.3.1 Governing Equations
Flow-induced vibration is governed by a number of major parameters. Each of those param-
eters plays a different role in the dynamic response of the cylinder. The damping ratio is the
ratio of the energy dissipated by the system to the total system energy. The mass ratio m*,
which is the ratio of the cylinder mass to the displaced fluid mass, provides a measure of the
relative importance of the different fluid force components. The reduced velocity VR = U,JN.D
is linked to the ratio of the vortex shedding frequency to the structural natural frequency.
We consider a two-degree of freedom model for rigid cylinders.
The dimensional dynamic equations for each elastically mounted cylinder can then be written
as:
mixi + ci7i + ki4'i = F1  (2.49)
Fi, denotes the hydrodynamic force on each cylinder.
c denotes the structural damping.
Damping actually arises from the structure itself as well as from the fluid surrounding the
structure. While structural damping is related to the properties of the structure alone,
fluid damping originates from viscous dissipation and fluid drag. In the above equation the
fluid component of the damping is embedded in F. Also embedded in F is an added mass
component of the inertial force. We also assume elastic support of a linear spring of constant
k and constant structural damping coefficient c.
The natural frequency of each cylinder in vacuum is:
WDN = k c) 2  (2.50)
m 2m
For most applications of our interest the term ()2 is considerably smaller than the term
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so we can approximate the natural frequency as that of the undamped system:
WN ~ - (2.51)
r,
The above is used as a 'nominal' natural frequency. The natural frequency of the cylinder in
the flow can be considerably modified as added mass effects and fluid damping are incorpo-
rated so the approximation of equation 2.51 is relatively harmless. It is customary to write
the damping coefficient in terms of the natural frequency:
c = 2 m(sWDN (2.52 )
Time is nondimensionalized by t = t* '-' space by Y = D?, and mass by rn m*ppD
with pF denoting the density of the fluid. From here on we will be using the non-dimensional
quantities but we will skip the asterisk (*) for brevity.
The dynamic equations 2.49 of each cylinder can now be written in the following non-
dimensional form:
F.
Xi +- 2(,wN, i -r =-(2.53)
mi
Note that the coupling of the two cylinders does not explicitly show on any of the equations
2.49 and 2.53. It is also embedded in the forcing term Fi. To make it more clear we can
write:
Fi = Fi(t, r:, ,5) , m = 0,... (2.54)
where rn in 2.54 denotes derivative. In words this means that the hydrodynamic forcing of
the i" cylinder depends not only on its own state characteristics (position, velocity, acceler-
ation), but also on those of the jth cylinder. The investigation of this coupling is one of the
main objectives of this thesis.
The total hydrodynamic force Fk acting on each cylinder is calculated by integration of the
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pressure and viscous stresses on its surface.
Fk = (-p nk + (Ukj + U)k ds (2.55
where the index k denotes the kth direction of the vector and nk is the normal vector at any
position of the cylinder.
2.3.2 Numerical solution
For the solution of 2.53 with initial conditions
S(0) = -(0)
-= (0) (2.56)
the trapezoid rule was used. The trapezoid rule is a member of the Newmark family of
methods [92], [52]. According to the Newmark method in its general form the acceleration.
velocity, and displacement at the n+I time step are updated from the values they had at
step n according to the following equations:
:4n+1) + s 1)
-(n+1)
2 - (n+1) _ Fi
WNXm (2.57)
-(n+1) _ (n) n) n) n+1)1
=i i --ZX + 2 [( 1 -2/3)fx. + 20jx J
Xin+1 t (1 -+})Xi + hYz n+
Equations 2.57, 2.58, 2.59 can be rewritten in compact form:
(2.58)
(2.59)
1 2 CW~ N 1 n+1)
-- At 1 0 - n+1
-3At 2 0 1 (n+
0
At(1 - -Y)
At2 (1 - 2i3)
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[ 1 0At 1I n)- IL X J -. (n 1) ~00
(2.60)
  )
The matrix on the left hand side of equation 2.60 has determinant:
Det =
1 2 swN W
-YAt 1 0 =1 + 2 At(,sN + OAt2
3At2 0 1
(2.61)
which is generally iion-zero and thus the matrix is invertible. The inverse is easy to obtain
analyticly:
I tJ2 -2sWN1+--2- At(,WN 2N
-L N
1 + 3At2w2 -2(sWN 3At2
- Nyt 1 + 2yAt(swAr
Multiplying the inverse by the right hand side we get an analytic explicit formula for the
state vector at the (n+1) time step, assuming we already know F .
The choice of parameters 1 and y determine the stability and accuracy characteristics of the
algorithm.
The trapezoid rule or average acceleration/. method is derived by setting:
20 > - > 0.5
It is unconditionally stable and second order accurate, i.e. the error is of order (O(At2 )).
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1I (2.62)
(2.63)
2.4 Validation-Verification
The verification process should prove that the code is bug free and that it behaves the way
it is supposed to. The validation should prove if the developed code is producing results
that compare well with other numerical results and/or experiment results. The validation-
ALE
0
M 2D Serial -d
H ALE
*1 0
FGM r
0 Fourier
ALE (2.5D)
r~1i
ou A
2D Parallel -i FGM
-)
New Developed CodesFGM
* Existing Codes
Figure 2-1: Schematic overview of developed codes.
verification process followed will be more easily understood by showing schematicly 2-1 of
what has been developed compared to what was there from before and how they are related.
In the figure ALE stands for an Arbitrary Lagrangian Eulerian, while FGM stands for Fixed
Geometry Mesh, ie. body attached mesh. The existing codes (red circles) have been validated
and results produced with them have already been published and considered reliable.
Validation of the physical results obtained are given in the corresponding chapters. For the
verification of the newly developed codes the general strategy was to at least be able to
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accurate reproduce the results of the exisiting codes for the corresponding cases. In more
detail the strategy followed to verify each of the developed codes was the following:
* Serial Multi-body FGM (NKT2dMBSV).
- Run with one stationary cylinder at several Reynolds numbers and input param-
eters, such as At and polynomial order, and compare with corresponding runs
from the 'Serial Single Body FGM code. The comparison was exact.
- The single cylinder mesh was translated and then reflected producing a mesh
with two cylinders in side by side arrangement but very far apart from eash other
(> 30D). The forces on each of the cylinders were identical to several digits of
accuracy to the forces obtained by the single cylinder code. The sum of the forces
was also identical to the force produced for the combined two bodies by the single
cylinder code.
" Serial Multi-body ALE (FALE2MSV)
- Test cases of one cylinder oscillating in prescribed motion were compared with
the Single-body ALE and produced identical results.
- Test cases of one cylinder oscillating freely were compared with the Single-body
ALE and produced identical results. Several different natural frequencies, mass
ratios and structural damping coefficients were tried all giving identical results
between the two codes.
- The single cylinder mesh was translated and reflected giving a combined mesh
of two cylinders aligned normal to the free stream and very far apart (> 30D)
so that there is practically no interference. One cylinder was given a prescribed
oscillation and the other allowed to oscillate freely under the action of the flow.
The results on each cylinder were identical to at least 6 significant digits to the
results of the single-body ALE code for each cylinder separately. The discrepancy
of some high accuracy digits is attributed to the fact that there was a change in
the mesh. The sidewise truncation of the mesh is different and this causes small
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digit discrepancy. Increasing the polynomial order also improved the number of
digits that the comparison matched.
* Parallel single-body ALE (P_FlexALE2d)
- Comarison with corresponding serial for stationary and moving cases gave iden-
tical results.
" Parallel multi-body FGM (PNKT2dMBSV)
- Comparison of flow around two cylinders with the serial multi-body version gave
matching results.
" Parallel multi-body ALE (PFALE2MSV)
- Tested with two moving cylinders in tandem and results were identical to the
serial version of the code.
" Fourier FGM multi-body code (FourierMB)
- One cylinder case at Re = 500 where tree-dimensionalities are present was run
and results were identical to the single-body Fourier version.
- Flow around two cylinders side by side at big distance from each other (> 30D),
was simulated and results showed statistically equal forces on each of the bodies
and equal to the single cylinder.
- The previous case was also run with the single-body Fourier version and the total
force calculated matched the sum of the forces calculated by the multi-body code.
* Fourier ALE single-body (FourierALE)
- Simulation of a single stationary cylinder gave results identical to the single-body
Fourier version.
- Simulation of a cylinder in prescribed motion at low Reynolds number Re = 100
showed agreement with the two-dimensional ALE version.
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9 Fourier ALE multi-body (FourALEMB)
- Two body stationary calculation gave exact same results as the Fourier Multi-
body FGM code.
- Single cylinder moving in free oscillation result was identical to corresponding
results obtained with the single-body Fourier ALE code.
- Results from two moving cylinders in low Reynolds number (Re=100) were in
agreement with results obtained with the 2D multi-body ALE solver.
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Chapter 3
Data analysis
3.1 Spectral analysis
Spectral analysis is used often throughout this thesis, and is one of the main tools used for
post processing of the results and studying of the physics. Specifically it is used:
1. To process time series for calculation of response frequencies. The time series include:
" Forces data for extraction of force response frequency which is identical to the
vortex shedding (Strouhal) frequency.
" Probe point data. Time series are obtained for the velocity and pressure of one or
more points in the flow field. Spectral analysis on such points indicate frequency
peaks that give one or more wake response frequencies. Those are reveiling of
the vortex dynamics of the flow. If the probe is placed in the near wake the
measured frequency is a good indication of the shedding frequency. Depending
on the geometric configuration and the complexity of the resulting wake there
could be a dependence on the measured frequency peaks or the relative spectral
density of the peaks and the position of the probe. For the stationary cylinders'
data the only source of unsteadiness is the vortex shedding and vortex interactions
in the wake. For the moving cylinders, components related to the motion of the
cylinders are also present in the wake spectra.
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* Cylinder displacement time series. When the cylinders are ellastically mounted
and subject to vortex induced oscillations the time series of their displacement
is also subjected to spectral analysis for better understanding especially in cases
that the motion is not simple harmonic.
2. To process data series in the spanwise direction of the cylinder and identify prominent
wave-modes of three-dimensionality.
Time series obtained during the program execution are sampled every At time interval. This
time interval is integer multiple of the dt used for the flow solver. The sampling At defines the
maximum resolved frequency by Nyquist's theorem. This states that the highest frequency
that can be captured when digitizing a continuous time signal is half of the sampling rate:
1
fc = (3.1)2At
The dt used in the flow solver is mostly determined by stability requirements and is much
smaller than the required to capture the shedding fequency and the most important eddy
frequencies of the flow, for the Reynolds numbers treated in this thesis. For example using
dt* = 10- for the flow solver would be adequate for capturing frequencies up to 500Uec/D.
This number is orders of magnitude higher than 0.2 which is roughly the Strouhal frequncy.
On the other hand to identify small shifts in the Strouhal frequency among different cases
examined it is important to have adequate frequency resolution Af.
The foundation of spectral analysis is the Discrete Fourier Transform. Assuming the analysis
is performed on N discrete time measurements of a signal v(ts), n = 1,... N the discrete
Fourier transform is written:
N
27rk(n-1)
Vk = Ve N k=0 ... N-i (3.2)
n=1
The backward transformation is written:
N-1I Z V 2rk(n-1)
Vn = vet N ( 3.3 )
k=O
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The coefficients of the Fourier series
N/2
Vn= ao + E (ak cos(2wrktn) + Ok sin(27rkt,)) (3.4)
k=1
are related to the Fourier coefficients:
a0  N
ak 2RIe(Vk) (3.5)N
As seen from above the real and imaginary parts of N/2 coefficients are used in the Fourier
series to reproduce the signal obtained by N samples. Indeed, the Fourier transform yileds
half of the coefficients the conjugate gradients of the other half. This makes intuitive sense
as well because from N real samples one obtains N/2 independent complex coefficients con-
taining real and imaginary parts. The discrete Fourier transform can be computed efficiently
with complexity NlogN using the Fast Fourier Transform (FFT) algorithm. The frequency
corresponding to the kth mode can be estimated:
k N
fk= , k = 0 ... - (3.6)NAt 2
The frequency resolution Af resulting from the FFT actually depends on the length of the
time window the FFT is performed on:
= 1=(3.7)NAt
Inversely, one can estimate how long the simulation should be to acheive a required accuracy
on the calculation of the dominant frequency.
This can be better illustrated with an example. If an accuracy of 5% was needed on the
value of the shedding frequency, assuming a base shedding frequency of 0.20, it would give
Af = 0.01 requiring a length of 100D/U,. Practically the required length is longer. The
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calculation of the shedding frequency is meaningful after steady-states have been established.
The developed post processing utilities provide the user with a graphical interface that allows
for the exlusion of the transient part of the time series. How soon or how fast steady-states
establish varies from case to case. Generally cylinders in prescribed oscillation establish
steady-states earlier that stationary cylinders or cylinders in flow induced oscillations. Spec-
tral analysis is better suited for stationary processes. To study transient phenomena wavelet
analysis or autoregressive modeling may be more suitable.
The dominant frequencies are identified as the peaks of the Power Spectral Density (PSD).
The power spectrum was estimated using Welch's method [135].
This method estimates the power spectrum of a process by taking the square of the magni-
tude of the Fourier coefficients. The estimate obtained this way is called periodogram. To
ensure the estimate is asymptotically unbiased the magnitude squared of the FFT coeffi-
cients are scaled by the square norm of the data window applied to the signal.
The problem with the periodogram estimate is that its variance is large and does not decrease
with increasing sample number. To alleviate this problem the signal is cut in overlapping or
non-overlapping sections, the periodogram of each section is calculated and the average of
the sections' peridiogram is then the resulting periodogram. The variance is smaller when
the sections are not overlapping but then the number of possible sections is limited by the
length of the data samples. When the sections overlap the variance is higher due to statis-
tical dependence of the sections. To reduce this effect a technique called windowing is used.
The main role of windowing however, is to damp out the effects of the Gibbs phenomenon
that results from truncation of an infinite series. If the measurement does not represent an
integral number of cycles, then the Fourier Transform assumes the signal repeats periodi-
cally. However, the end of one signal segment does not connect smoothly with the beginning
of the next. The assumed signal is similar to the actual signal, but has little 'glitches' at
regular intervals. The glitches can be reduced by shaping the signal so that its ends match
more smoothly. Since nothing can be assumed about the signal, the signals ends have to be
forced to connect smoothly to each other when the signal is repeated. One way to do this
is to multiply the signal by a 'window' function. The easiest way for the ends of a signal to
match is to be forced to zero. Another requirement is that the signal is going in the right
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direction at the ends to match up smoothly. This can be acheived by requiring zero slope at
the signal ends.
The Hanning window was used in the present work. This is a special case of the Generalized
Cosine Windows:
2wrk 4irk
w = A - Bos( ) + Chos( ) (3.8)
n-1 n-1
The coefficients for the Hanning window are:
A = 0.5,B = 0.5,C = 0 (3.9)
The concept behind the Hanning window, as well as the other Generalized Cosine Windows is
that by summing the individual terms to form the window, the low frequency peaks combine
in such way as to decrease sidelobe height. The side effect is the increase in mainlobe width.
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3.2 General Statistics
General statistics are customarily performed to forces, velocities and pressures. Those statis-
tics are most commonly performed to the time series of those quantities.
The statistical quantities are best calculated at steady-states over an integer number of peri-
ods. The largest possible time window within steady-states was used to obtain more accurate
statistics. Mean and rms quantities where calculated using the common formulas:
to+kT
Ii = xi(t) dt (3.10)
to
to+kT ~
X' = (X -- Y)2 dt (3.11)
to
The x quantity used above can be a force or displacement component of a cylinder or a
velocity component or pressure of a probe placed in the flow etc. Formulas 3.10 and 3.11
although simple do contain an ambiguity. The ambiguity stems from the fact than in many
of the examined cases there are more than one dominant frequencies in the spectra, that
correspond to different periods T. The lowest frequency with power spectral density higher
than 20% of the maximum power spectral density peak present in the spectrum was used.
This was done to accomodate envelope like signals resulting from beat-up or modulation of
two neighbooring frequencies.
Another interesting feature in the study of the physics of the flow is kinetic energy. To save
in storage kinetic energy time series were not stored during the simulation. Statistics of the
kinetic energy can however be efficiently calculated aposteriori from the known statistics of
the velocity components With given 74 and u' we can reconstruct mean kinetic energy:
Ekin fc u Z = i (Ui + U,)2 -+ ((U/) (3.12)
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3.3 Phase difference between signals
3.3.1 Phase Difference Calculation
It is often useful to calculate the phase difference between two time signals. To calculate the
phase angle between two signals the argument of the complex Fourier coefficient is taken for
the mode corresponding to the peak frequency. Those arguments are then subtracted and
the phase difference is obtained. If the two time series compared do not have the same length
or starting point, a phase difference equal to 27rf(t2 - t1) should be accounted for. Things
get more complicated when the two signals have more than one prominent frequency peaks
or when the phase varies in time. In the latter case a technique called complex demodulation
can be used to trace the changes with phase difference in time.
3.3.2 Phase Plots
Phase plots of hydrodynamic force versus displacement yields information about the energy
exchange between the fluid and the oscillating structure. The work of the fluid force acting
on a body in flow induced oscillation can be written:
W = Fi dx, (3.13)
Since the motion of the cylinder confined on x-y plane equation 3.13 the integral can be
decomposed into two integrals one for the work produced in the x-direction and one for the
work produced int he y-direction. Thus the total work exchange corresponds to the total
area of the closed F - xi loops. For simplicity the i index is dropped and the equations
written from here on are assumed to be applied for each directions and the total work be the
sum of the two directions. Substituting the force and displacement by each Fourier series
representation:
W 42 N-1 N-1
VV =Re FkC FrW(kt--kG )d xjetwt (3.14
t1 k=O (j=o
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After few manipulations equation 3.14 can be written:
(N-1 N-1 t
W=Re (jZ Fkwgx] e 2k+wi)t+G ++)ldt (3.15)
k=O j=O t
If the force and amplitude responses are monochromatic at one and the same frequency a,
the work done by the fluid over a period of oscillation can be obtained from 3.15 by keeping
only one term of the double summation and integrating over a period corresponsing to that
particular frequency.
W = Fkxkwsin(Ok) (3.16)
Figure 3-1 gives a quick visual illustration of what was described above. For the example
both amplitude and displacement magnitudes are set to unity, i.e Fk = 1.0 and Xk = 1.0. The
vertical axis corresponds to the force and the horizontal to the displacement. According to
equation 3.16 and figure 3-1 the work is positive when the force is leading the displacement,
or 0 E (0, 7r). The direction of the phase loop in this case is clockwise. Here positive work
means that the structure gains energy.
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Figure 3-1: Illustrative example of how the area of the phase plot representing the work
exchanged between the fluid and the cylinder changes for difference phase angles. Monochro-
matic responses of unit amplitude are assumed.
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Chapter 4
Stationary Cylinders in Tandem
Arrangement
4.1 Problem Description
The problem considered in this chapter is the flow about a pair of identical cylinders of
diameter D placed one behind the other in a uniform horizontal flow U... The center-to-
center distance between the two cylinders is denoted as P and is non-dimensionalized by the
cylinder diameter D.
Various aspects of the flow are studied. Force statistics and frequency are of interest from
the engineering perspective. The effect of cylinder spacing P and Reynolds number on them
is studied. In order to understand the variations of the forces and their frequencies with
spacing and Reynolds number the flow field has to be studied and understood in relation to
those parameters.
Understanding the vorticity dynamics and how they vary with changing cylinder spacing
and Reynolds number is essential to explain variations in the force coefficients and the force
response frequencies.
In this chapter, an extensive study is done in two dimensions in order to understand the
effect of spacing and Reynolds number on the primary vortex shedding.
Two-dimensional simulations are conducted for Reynolds numbers corresponding to the lam-
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mar and lower subcritical regime. It should be mentioned that the regime ranges in the
two-cylinder case differ somewhat from that of a single cylinder and the Reynolds numbers
were transitions occur depend every time on the specific configuration.
The effect of the distance separating two stationary cylinders on the flow around them is
studied for two different Reynolds numbers, 160 and 500.
For Re=160 the vortex street forming in a flow around a single cylinder is known to be
laminar and the shedding is essentially two-dimensional, i.e., it does not vary in the span-
wise direction. As discussed in the introduction three-dimensional instabilities for the single
cylinder case occur between Re=170 and Re=190. For Re=500 the wake is already turbulent
but the boundary layer over the cylinder remains laminar.
Simulations at Reynolds numbers 100, 200, 250, 300, and 350 were run for selected spacings.
Those were done to track how a critical transition from reattachment to binary vortex regime
is influenced by the Reynolds number.
Few cases were run at Re = 10' for farther comparison along with the Re=500 with corre-
sponding results of three-dimensional simulations.
A comparison of the results obtained for the isolated cylinder with other numerical and ex-
perimental results in the literature is provided in table 4.1.
A map of the CD of all the two-dimensional cases run in the P/D - Re plane is shown in
figure 4-1. Negative values of P/D correspond to the upstream cylinder for the corresponding
spacing. That way both cylinders' drag coefficients can be on the same schematic, quick-
reference diagram. Figure 4-2 shows a map of the Strouhal frequency in the P/D - Re plane
for all the two-dimensional cases examined. The frequency is calculated here based on the
lift force and is identical for both cylinders as it will be shown later. Maps of CD and C'
are shown in figures 4-3 and 4-4 respectively.
Some of the obtained data is compared with the few corresponding ones found in the litera-
ture. Experimental results reporting forces reliably are not available for the low Reynolds
numbers considered. A comparison of experimental results with the three-dimensional data
obtained is included in 5.
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Table 4.1: Comparison of forces on a single cylinder among various studies.
Work Approach Re C St
Present work Numerical-2d 100 1.37 0.170
Meneghini [86] Numerical-2d 100 1.52 0.162
Braza [151 Numerical-2d 100 1.37 0.160
Persillon [101. Numerical-2d 100 1.2-3 0.165
Persillon [1011 Numerical-3d 100 1.240 0.164
Lehnert [76.1 Experimental 100 1.40 0.16-0.17
Roshko [1051 Experimental 100 1A 0.16-0.17
Tritton [131] Experimental 100 Y 4 0.16
Friehe [36] Experimental 100 KA 0.16
Williamson [141] Experimental. 100 A 0.164
Present work Numerical-2d 200 1.37 0.200
Meneghini [86] Numerical-2d 200 1.25 0.196
Braza [15] Numerical-2d 200 1.35 0.200
Persillon [101] Numerical-2d I 200 1.321 0.198
Persillon [101] Numerical-3d 200 1.306 0.181
Lehnert [76] Experimental 200 1.30 0.185
Roshko [105, Experimental 200 AfNA 0.17-0.19
Williamson [141] Experimental '-200 /A 0.196
Present work Numerical-2d 300 1.42 0.218
Persillon [101] Numerical-2d 300 1.405 0.209 I
Persillon [101] Numerical-3d 11 300 1.366 0.206
Present work Numerical-2d 500 1.45 0.225
Blackburn [10] Numerical-2d 500 /A 0.225
Present work Numerical-3d 500 1.153 0.210
Roshko [105] Experimental 500 A/A 0.206-0.21
Lehnert [76] Experimental 500 1.15 0.19-0.20
Present work Numerical-2d 103 1.55 0.242
Mittal [87] Numerical-2d 103 1.53 0.245
Jester [58] Numerical-2d 10' 1.51 0.25
Present work Numerical-3d i 1.028 0.210
Lehnert [76] Experimental 103 1.15 0.210-0.215
Roshko [105] Experimental 10" MA 0.210
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Figure 4-1: Map of CD for all 2D runs in Re-P/D plane.
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Table 4.2: Comparison of CD and St among various studies numerical two-dimensional
studies .
Work Re P/D [ St
Meneghini [85] 200 3.0 1.00 -0.08 0.125
Slaouti [116] 200 3.0 0.87 -0.16 0.128
Present Work 200 3.0 1.02 -0.12 0.128
Slaouti [116] 200 3.5 0.85 -0.18 0.12
Present Work 200 If 3.5 1.27 0.40 0.174
Jester [58] 103 3.0 1.42 0.16 TA
Present Work 103 3.0 1.44 0.13 0.222
Jester [58] 103 3.5 11.43 11 0.16 TAA
Present Work-- 103 3.5 1.45 11 0.12 T 0.224
4.2 Discretization
The HP Finite Element method enables us to achieve different resolutions by either decreas-
ing the elements' size (h-refinement) or by increasing the order of the polynomials used for
a given mesh (p-refinement). The second way is in general easier. That enables the use the
same meshes for both the Re=160 and Re=500 simulations by increasing the polynomial
order in the latter case to achieve higher resolutions.
The code has the option of using different polynomial order in each of the elements giving
increased flexibility in choosing the regions of higher resolution.
For the two-dimensional set of results obtained using parallel processing, a uniform polyno-
inial order across the mesh was used. This makes load balancing and domain decomposition
issues easier to handle. The serial graph partitioning program METIS was used for the do-
main decomposition. The algorithms implemented in METIS are described in [66. 67].
The computational meshes are shown in Appendix-A, as they are also of interest to later
chapters of this thesis. The mesh is generated as pre-processing and taken as input by the
code. Even though the resolution can be increased easily by using p-refinement until con-
verging results are obtained, the quality of the mesh is very important for efficiency and
conditioning.
A number of factors were taken into account in the mesh generation process.
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" Efficiency can be improved by using increased resolution in places were high gradi-
ents are expected and low resolution on places were almost free-stream conditions are
expected in the solution.
* Highly stretched triangular elements were avoided, especially on the interior domain.
" Gradual increase on elemental size with increasing distance from the cylinders' surfaces
to avoid reflection phenomena.
* Resolution of boundary layer has to be ensured. The boundary layer remains laminar
for the Reynolds numbers examined, and thus its thickness scales (5 Re-2
" Try to resolve the turbulence scales on the near wake and the ga) region by making
the mesh much denser in those regions. The degrees of freedom scale as Re,, where
d denotes the dimensionality of the problem (2 or 3) and I is the nitegral scale of
turbulence which was assumed to be of the size of the largest vortex or O(D).
For the mesh generation process a number of utility codes had to be developed and used
alongside the Simplex2D package. The latter uses Steiner triangulation [4] to produce tri-
angulated meshes. The developed utilities provide:
" Mesh merging capability for patching together pieces of mesh. It can handle hybrid
meshes consisting of both triangles and quadrilaterals, and was an essential tool in the
production of the used meshes.
" Affine transformation capability. A number of affine transformations are possible
such as translation, rotation, reflection and scaling which can be independent in each
dimension.
" Interface capability, for creating input and handling the output of Simplex2D.
" Mesh diagnostic capability for identifying characteristics of the mesh, locating pos-
sible problems with it, and generating sections of the input file for the main solver
code.
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* Quadrilateral meshing capability. There are regions like the wake and the boundary
layer where the use of quadrilateral elements is advantageous. Quadrilateral elements
have also some efficiency advantages, and are easier to analyze in the context of spectral
element method. However, triangles are generally more flexible for the construction of
meshes around complex geometries, especially when the use of conforming elements is
a requirement, as it is here.
The above mesh-generation procedure allowed for the construction of a mesh out of modular
mesh blocks. The mesh generation process was more efficient and lead to the construction
of consistent meshes. This means that certain mesh areas were the same for meshes corre-
sponding to different pitch ratios. Preserving the symmetry was one more advantage of the
mesh generation procedure. In some meshes the symmetry was intentionally not preserved in
the wake region in order to accelerate the development of wake instability. When geometric
symmetry was intentionally not inherited to the mesh, isotropy was ensured in order to avoid
a systematic error or bias.
The above discussion covers the spatial discretization. On the temporal discretization, the
time step used was At = 10-3.
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4.3 Convergence
Following the previous discussion about resolving the flow, and to establish the validity of the
obtained data, it is necessary to perform convergence tests for each presented case. Due to
the big number of configurations a thorough convergence study of each spacing and Reynolds
number considered, would be impractical and to some extent pointless.
A map is included in figures 4-5 and 4-6 of all the available cases and the polynomial order
used for each one of them along with the corresponding results. To study convergence the
integral of the time-average enstrophy and the time-rms of the enstrophy is printed fol
each case where this kind of calculation was available (4-5). The dependence on practical
engineering quantities such as the CD and Strouhal for each case are displayed in figure 4-6.
The top plot of figure 4-5 displays the character 'H' for the cases where a hybrid mesh was
uised and the character 'T' when a purely triangulated mesh was used. Those meshes for
each spacing can be found in Appendix-A.
In choosing the polynomial order extra considerations were made on top of those mentioned
in the previous section. Firstly, for the triangulated mesh the degrees of freedom per elemeni
increase as p(p + 1)/2. while for the quadrilateral elements increase as p2 . Secondly. for the
same Reynolds number more resolution will be required with increasing cylinder spacing as
the gap region should be adequately resolved in order to obtain reliable calculation of loads
on the downstream cylinder. Additionally there is more vorticity, i.e more velocity gradients
when the flow passes from the reattachment to the binary vortex regime.
It should be noted that because the enstrophy calculation was a capability that was added
to the codes more recently it is not available for all cases included in the map. Also, in
comparing and interpreting the numbers plotted on these maps it should be taken into
account also possibility of some error or small inconsistency in obtaining the averages and
calculating the frequency. This is due to the fact that the the time window used for the
averaging was not identical for the same case among the different modes plotted. Actually
in most cases the simulation was run starting from smaller polynomial orders and then
restarted to continue with higher order. All the results shown throughout this thesis are
always the ones for the highest available polynomial order for the corresponding case.
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Before attempting to draw any conclusions from figures 4-5 and 4-6 it should be noted that
the same polynomial order could correspond to different resolutions among different meshes.
One could argue that in such case it would be more meaningful to give results in terms
of the total degrees of freedom of the mesh but again since the meshes are unstructured,
different meshes can have the resolution distributed differently changing the results. Having
that remark in mind, the following conclusions can be drawn:
" Convergence up to second or even third significant digit on the time average enstrophy
is obtained. Good convergence is also demonstrated in the drag forces and Strouhal
frequency calculations.
" For given Reynolds number the maximum enstrophy is right after the critical spacing.
This is highly related with a local maximum on the forces of the downstream cylinder
just past the critical point as well as a widening of the wake there.
" For given spacing and Reynolds number the enstrophy in most cases increases towards
its converged value. This is expected because smaller scale vortices contribute to the
integral when the resolution is higher until the flow is fully resolved.
* For the upstream cylinder under-resolution results to underestimation of the drag co-
efficient. This could be anticipated for the two-dimensional calculation because the
forces increase with increasing vortex strength. Under-resolution is dissipating the
vortices or reducing the smaller scale enstrophy making the forces smaller.
" For the downstream cylinder in the binary vortex regime the effect of under-resolution
is to overestimate the drag force. The reason is that again under-resolution make the
vortices in the gap region weaker and the low-pressure field in front of the upstream
cylinder also weaker integrating to higher drag.
" In the reattachment regime the forces are relatively more insensitive to the number
of modes than the binary vortex regime. The mean force which is actually pointing
forward is Smaller resolutions than the ones used for the same Reynolds number past
the critical regime can be afforded without quality compromises.
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* The forces on the downstream cylinder are more sensitive to the resolution than the
forces on the upstream.
* Results obtained for the same case using two different meshes were also in very good
agreement. This is more clearly illustrated in figure 4-7. The triangle marks are used
to indicate the triangulated mesh and the square marks to indicate the use of hybrid
mesh. For the case of P/D=3.5, the hybrid and triangular meshes used, have the same
truncation limits with exception the upstream truncation limit. For the case of the
single cylinder however the spanwise extent of the mesh is different by 3 diameters on
each side and the length downstream the cylinder is considerably different. almost 30
diameters. The results still show very good agreement proving that the smaller area
mesh was sufficient.
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4.4 Vorticity Fields
Figures 4-8 to 4-21, show several snapshots of the vorticity field for different separations
(P/D) and different Reynolds numbers. For better illustration the force vector exercised on
each cylinder at that particular instant of time is plotted.
When P/D is very small the system of the two cylinders behaves much like a single bluff
body. There is a single wake forming behind the downstream body. Almost all of the vor-
ticity is generated on the upstream cylinder.
For moderate values of P/D the vorticity generated on the front cylinder reattaches on the
downstream cylinder. There is a single wake forming downstream the back cylinder. The
range of cylinder spacings over which shear layers from the upstream cylinder reattach on
the downstream one, corresponds to the reattachment reqime.
For bigger values of P/D the shear layers that separated from the upstream body roll-up and
form vortices in the gap region. In this case two vortex streets are formed. Downstream the
back cylinder there is a complex wake formed by vortices generated both on the upstream
and downstream cylinders. Zdravkovich [148] referred to the vortex street forming behind
the downstream cylinder as binary.
It can be observed from figures 4-8 to 4-21. that the direction of the force vector of the down-
stream cylinder in the cases that the flow reattaches is opposite to the flow direction. This
means there is negative drag. In the cases that there is vortex shedding in the gap region
the force vector on the downstream cylinder is oriented downstream. Comparison of the
vorticity fields corresponding to the same separation for different Reynolds numbers shows
that vortex formation in the gap region occurs at smaller P/D for Re=500 than for Re=160.
This may be anticipated because for increasing Reynolds number the laminar shear layers
become thinner, and the formed vortices stronger. The above phenomena cause a shortening
of the vortex formation length of the upstream cylinder. The effect of the Reynolds number
on the critical spacing was also studied and will be discussed in more detail later.
Further observation reveals a qualitative difference on the picture of the wake between the
Re=160 and Re=500 cases. This qualitative difference is related with what was described by
Zdravkovich [149] as two distinct modes of vortex formation. The first was named low-speed
111
mode, while the second was named high-speed mode. The two modes describe two different
vortex formation mechanisms.
For the slow-speed mode the vortices are the result of the laminar wake instability. They are
formed by the gradual roll-up of free shear layer crests and troughs.
On the other hand, for the high-speed mode turbulent vortices grow and develop almost in
stationary position until they are strong enough to draw the other shear layer across the
wake so that the subsequent vortex is cut-off from a further supply of the circulation.
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Figure 4- 8: Snapshots of vorticity field and force vectors for P/D= 1. 1. Re= 160.
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Figure 4-11: Snapshots of vorticity field and force vectors for P/D=2.5, Re=16O.
119

2 4 6 8 ( 2 4 6 8
Frs x
Fig-ure 4-12: Snapshots of vorticity field and force vectors for P/D=3.5, Re=160.
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Figure 4-13: Snapshots of vorticity field and force vectors for P/D=4.0, Re=160.
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Figure 4-14: Snapshots of vorticity field and force vectors for P/D=5.O, Re=160.
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Fig ure 4-15: Snapshots of vorticity field and force vectors for P/D=1.1, Re=500.
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Figure 4-21: Snapshots of vorticity field and force vectors for P/D=5.0, Re=500.
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4.5 Forces on Cylinders
Figure 4-24 shows time average and rms values of the drag and lift coefficients of each cylinder
for the different spacings and different Reynolds numbers. It also shows the corresponding
values for a stand-alone cylinder.
The first plot shows that the mean drag coefficient (CD ) of the downstream cylinder is
considerably smaller than that of the upstream cylinder. In fact it is negative for a wide
range of P/D which means that the downstream cylinder is actually experiencing thrust in
that range. When reattachment occurs the two recirculating regions between the reattaching
shear layers are causing a strong low pressure field in the gap region that results to a negative
drag for the downstream cylinder.
For the whole range of the examined spacings the CD of each of the two cylinders remains
smaller than that of the stand-alone cylindei case. In the proximity or reattachment regimes
the sum of the mean drags on the two cylinders is smaller than the mean drag of a single
cylinder for the corresponding Reynolds number as shown in figure 4-25.
As P/'D increases beyond the critical spacmg, the values of C ' . C' , and C" for the up-
stream cylinder approach those of the stand-alone cylinder. This is expected and also serves
as a consistency check for the obtained results.
For spacings P/'D smaller than the critical spacing for vortex formation in the gap region.
CD of the upstream cylinder is reducing with increasing spacing. This can be attributed to
a change in the locus of the recirculation region immediately downstream the front cylinder.
Figures 4-22 and 4-23 showing instantaneous streamlines for several indicative cases. For
the cases corresponding to reattachment there is a shift of the center of the gap recirculation
region to higher x-values as the cylinder spacing increases. The pressure low associated with
them moves away too and the resulting drag force on the upstream cylinder reduces. This
is consistent with what is known for a single cylinder, [108] i.e. that as the mean formation
length or recirculation 'bubble' decreases, the mean base suction and mean drag increase.
When the shear layers of the upstream cylinder reattach on the downstream the length of
the recirculation bubble of the upstream cylinder is in away imposed by the downstream.
Right at the critical spacing there is a jump in the mean and rms values of the forces. The
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value of CD on the downstream cylinder becomes positive from negative. For both Reynolds
numbers examined, the CD of the downstream cylinder has a local maximum right after the
critical spacing and then slowly reduces to a value that changes little with farther increase
of the spacing. The 'asymptotic' value of CD on the downstream cylinder reduces with
increasing Reynolds number. In the two-dimensional simulations the strength of the vor-
tices increases with increasing Reynolds number. The local maximum just after the critical
spacing seems a little perplexing. A look at the streamlines as well as the velocity profiles
however, indicates that the wake in this case is wider than for higher spacings. Wider wake
is usually an indication of higher drag.
The CD of the upstream cylinder also increases towards the value of the single cylinder case,
since the influence of the downstream body on the vortex shedding of the upstream is in-
creasingly insignificant with increased spacing past the critical.
The breaking of the symmetry in the gap region is responsible for the increase of the rins
values of drag and lift (CD ,CL ). This increase is observed on both cylinders but it is larger
on the downstream one. The alternating pressure field in the gap region is responsible for the
increase of the rms values on the upstream cylinder. The downstream cylinder is receiving
an alternating flow caused by the shed vortices in the gap region from upstream and this
causes more significant increases on the rms drag and lift compared to the upstream cylinder.
The increase in CD from Re=160 to Re=500 does not agree with what is known from exper-
iments. The reason for this discrepancy is that at Re=500 three-dimensional effects become
significant as will be discussed in detail later. The shed vortices at Re=500 are stronger than
those at Re=160 and this is the reason that the two-dimensional calculation leads to higher
CD -
Spectral analysis of the two components of the force on each cylinder reveals that the fre-
quency of the force response on the two cylinders is identical. All the time series of the
horizontal and vertical forces on each cylinder along with the spectral analysis on them can
be found in Appendix-B. The frequency response of the drag is double than that of the lift.
This is expected and well known from the single cylinder case. Every time a vortex is shed
from either side of the cylinder the force in the in-line direction completes one period. For
the transverse force however to complete a cycle it needs a vortex to be shed from each side
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of the cylinder.
Figure 4-26 shows the phase angle of each of the force components between the upstream
and downstream cylinders.
Phase angles in the range (-90, 90) degrees indicate same sign while in the range
(-180, -90) U (90, 180) degrees indicate that the corresponding signals of the two cylin-
ders have opposite signs at any given time.
In general the phase angle on the forces is determined by the relative positions of the cylin-
ders with the produced and oncoming vortices. In the proximity regime the x-component of
the forces have opposite signs. The y-component of the forces have the same sign because
the vorticity produced on the upstream cylinder is just over the downstream cylinder. The
calculations seem to be consistent with the observation of the variation of the force vectors
with the vortex shedding shown in figures 4-8 to 4-21. In the binary-vortex regime the
changes in phase angle with P/D are more abrupt as there is already vortex shed in the gap
reg ini and changes in P/D basically change the relative position of the downstream cylin-
der with the on-coming vortex at a given stage of the shedding cycle of the upstream cylinder.
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4.6 Base-Pressure Coefficient
Figure 4-27 shows mean and rins values of the base pressure coefficient (CBp).
The base pressure coefficient is very sensitive to the process of vortex formation on the near
wake. In the proximity and reattachment regime, as the cylinder separation increases CPB
becomes less negative.
For the upstream cylinder the explanation was already provided when explaining the reduc-
tion in the CD . The location of the downstream cylinder essentially dictates the size of the
recirculation 'bubble' of the upstream cylinder. With increasing spacing before inception
occurs, the bubble gets longer, the base pressure suction weaker, and thus the coefficient
of mean base pressure less negative. For the downstream cylinder in the proximity and
reattachment regimes, the algebraic value of Cp? increases with increasing spacing. In the
proximity regime the vortex layers separating from the upstream cylinder roll up behind the
downstream creating low pressure close to it.
After the critical spacing CPB of the upstream cylinder remains almost constant with slightly
higher algebraic value than the single cylinder case corresponding to the same Reynolds num-
ber. The CPB of the downstream cylinder however is increasing. For this cylinder there is a
local minimum of CPB . or equivalently stating a local maximum in the base suction at the
crztical spacing.
The root-mean-square value of the base pressure coefficient has a pronounced maximum
right after the critical spacing for both the upstream and downstream cylinders.
It is noteworthy that for both Reynolds numbers examined there is a similarity in the general
shape of the curve that corresponds to the difference between the CPB of the two cylinders.
As shown in figure 4-28 there is a clear peak at the critical spacing indicating that just after
the spacing that inception occurs the difference between CPB of the downstream and the
upstream cylinder reaches a minimum. This is interesting fact in understanding the events
relating to this critical transition.
Figure 4-29 shows the variation of the mean pressure coefficient of the upstream stagnation
point (CPG ). In the proximity and reattachment regimes the value for the downstream
cylinder is negative as expected, in consistency with the negative drag force experienced by
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that cylinder in this regime. Then after the critical spacing for the Re=160 case the value
increases rapidly. In the Re=500 case however it remains negative probably due to the
Upstream Stagnation Pressure Coefficients
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Figure 4-29: Upstream stagnation point pressure coefficient as a function of cylinder spacing
parametrically for Re={160,500}.
fact that the oncoming vortices are much stronger maintaining low pressure at this point
for most time over a period of vortex shedding. For the upstream cylinder the values are
consistent and almost identical to the corresponding for a single cylinder.
Given the stagnation pressure coefficient is for the downstream cylinder is so much different
than that of a single cylinder, the difference between the stagnation and the base pressure
coefficient averaged over times is plotted in figure 4-30. The shape of those curves resemble
strongly the curves drawn for the mean drug coefficient (4-24).
Based on that visual observation, it seemed worthwhile to look into the possibility that the
drag force could be explained merely in terms of the difference between forward stagnation
and base pressure. Apparently the force is an integral of all the pressures around the cylinder
with particular importance on that integral on the separation point. However if much of this
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Figure 4-30: Difference between mean stagnation and base pressure coefficients.
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effect is embedded indirectly on the CPB , and the shielding effect is embedded on the CPG ,
the mapping could have some merit. Based on this hypothesis an attempt was made to find
a linear mapping function CB = g(AC') where AC = Co - CpB and n. denotes the
n body. A linear mapping function of the form g(AC ) = aAC' + 0 was sought. The
coefficients a and 3 where calculated solving using least squares the problem:
CDj =aACj+ 3 , fori= 1..., (4.1)
where the index i runs over all available P/D cases. This least squares problem was solved
separately for each body and each Reynolds number. Figure 4-31 shows the obtained equa-
tions for the mapping as well as how well the mapped curves fit the curves of CD . The
figure shows pretty good agreement even in the case of the single cylinder although this
case was not included in the solution of the least squares problem. The practicality of this
observation is limited by the fact that the upstream and downstream bodies have different
mapping equation. It is still very interesting however that it is quite independent of the
spacing P/D. and that it does so well for the single cylinder even though it was not included
into the calculations for obtaining the coefficients.
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4.7 Wake Spectra
Figure 4-32 shows how the frequency of vortex shedding varies with the distance separating
the two cylinders. The value of the shedding frequency when the two bodies are in very close
proxinmty is almost equal to the shedding frequency of the cylinders when they are far apart
and to the shedding frequency of a single cylinder at the same Reynolds number.
This can be explained as follows: When the cylinders are in very close proximity the wake
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Figure 4-32: Shedding frequency versus P/D parametrically over Re.
is similar to that of a single stand-alone cylinder in uniform flow. The frequency of the
shedding depends on the distance of the two formed shear layers, which is still D as it is in
the stand-alone cylinder case. To be more precise the shedding frequency depends mostly on
the width of the wake ([106],[89],[1]). Thus, as the cylinder separation decreases the vortex
shedding frequency is similar to that of a single cylinder.
On the other end now, when the cylinders are very far apart the upstream cylinder is
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practically uninfluenced by the presence of the one downstream, so it is shedding as if it was
isolated. The downstream cylinder on the other hand is receiving an alternating flow due to
the vortices in the wake convected from upstream and towards it and tunes its shedding to
it. Thus, when P/D is large enough for the given Reynolds number to allow vortex shedding
in the gap region, the shedding frequencies of both cylinders are equal to the single cylinder
case.
For intermediate values of P/D the shedding frequency is reduced. As described earlier in
a certain range of P/D the flow separating from the upstream cylinder reattaches to the
downstream and a single wake is formed. The frequency of this wake is reduced due to the
shielding effect.
There seems to be a local minimum on the shedding frequency just before the critical spacing,
and then a recovery of the shedding frequency to that of a single cylinder, after the critical
spacing.
Both in the reattachment and binary vortex regimes there is a single dominant frequency in
the wake. Sometimes depending on the position of the probe, higher harmonics may become
dominant. One such case is on the centerline, y = 0 when the second harmonic frequency of
the velocity spectrum may have more spectral energy than the first.
Figures 4-33 and 4-34, show the velocity and pressure time history at two points in the
wake, of two cylinders in the reattachment regime (P/D=2.2). The points are at (1.1, 0.5)
and (4.7, 0.5) and were selected for illustration because the first is in the gap region and the
second in the wake downstream both cylinders. The same illustration but for the binary
vortex regime (P/D=5.0) is done in figures 4-35 and 4-36.
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4.8 Critical Spacing
It is evident from the results shown so far that the change from reattachment to binary-
vortex regime is also causing abrupt changes to the forces on the cylinders and the general
characteristics of the flow. Since those changes occur suddenly at what is called the critical
spac~rig gaining insights on what it depends on and how it varies is important. I this section
the critical spacing will be examined from purely two-dimensional results. The matter will
be revisited later with three-dimensional effects incorporated.
It can be inferred already from figures 4-24. 4-25, and 4-32 that the critical spacing for the
case Re=160 and R.e=500 is different.
The range of two-dimensional cases investigated is plotted in figure 4-37, with the exception
of few cases at Re = 10', that were left out to avoid loss of clarity of the figure in the lower
Reynolds numbers. Each symbol corresponds to one case in the Reynolds-spacing map and it
can have one of two colors. Each color indicates if the point is in the reattachment or binary
vortex regime. The critical spacing is between a point corresponding to the reattachment
regime and the next available point corresponding to binary-vortex regime for the given
Reynolds number. This information was plotted in figure 4-38. Because the P/D resolution
did not allow for a very accurate estimation of the critical spacing a shaded region which
contains it, is presented instead.
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Figure 4-38: Length of recirculation region of single cylinder, and critical spacing as a
function of Reynolds number in 2D simulations. For every Reynolds the critical spacing
is somewhere within the shaded region.
This critical spacing corresponds to specific initial conditions. This is for impulsively starting
flow or gradually increasing Reynolds number. As it will be shown later some of the points on
those chart could be in either regime depending on the initial conditions due to a hysteresis
phenomenon.
The critical spacing is decreasing with Reynolds number in the two-dimensional calculations.
As the Reynolds number increases the shear layer thickness decreases and the strength of
the shed vortices increases. The base suction increases, and the formation length increases,
as shown in 4-38 and summarized on table 4.3.
Table 4.3: Length of mean recirculation region based on 2D simulations.
166
5
4
O3
2
1
Re 100 160 200 250 300 350 500
LF 1-93 1.50 1.34 1.22 1.14 1.09
00 2
x x
0iL5
-'0 2 *
x x
0. 0 
2.5
2 2
F.igure 4-39: Recirculation region for single cylinder at Re=f{100,200,300.350}. Mean vortic-
it,, field, streamlines of mean velocity and contours of zero streamnwise velocity.
167
Figure 4-39 shows the mean vorticity field. streamlines of mean velocity field, as well as the
zero streamwise velocity contour line. The saddle point of the streamlines coincides with
the point that the zero streamwise velocity intersects the centerline. We define the distance
of this point to the center of the cylinder, which is placed at the origin of the coordinate
system, as the recirculation or formation length. It should be mentioned that often in the
literature, the formation length is defined by the point of maximum root-mean-square value
of the streamwise velocity.
In figure 4-39 the axes are linear. Plotting in logarithmic axes and measuring the slope or
simply taking the logarithm of both the formation length and the Reynolds number and best
fitting a linear function yielded a slope of about -0.5. The actually calculated one was -0.487
but those extra digits are erroneous since the accuracy of the formation lengths that were
data fitted was only two significant digits. In this sense the -0.5 slope is quite satisfactory
and reminds of how the laminar shear layer thickness scales with Reynolds number.
The length of the mean recirculation bubble is smaller than the critical spacing for the cor-
responding Reynolds number.
The curve for the critical spacing is not as smooth, but it may have to do with the fact that
the critical spacing is not known precisely for a given Reynolds number. Measurements of
slopes of the logarithmic plot of the critical spacing as a function of the Reynolds number
yielded numbers in between -0.35 and -0.48. The slopes where measured manually by taking
points within the shaded region and its boundaries and best fitting. Evidently there are
infinite choices but some extreme cases were chosen. Those slopes can only be indicative
and in any case it is visible even from the linear plot, that the critical spacing is varying
with Reynolds number a bit 'slower' than the formation length.
4.9 Hysteresis
An interesting feature of the flow around tandem cylinders was a hysteresis observed near
the critical spacing for a given Reynolds number. For a given spacing close to the critical,
depending on the initial conditions the flow could either be reattaching or allow vortex shed-
Q1lW 11 1c e 'j gap 1,1din inthegapregion.
Steady state solutions were obtained in both reattachment and binary-vortex renines (e-
pendiig on the initial flow field.
As explained earlier for the two-dimensional sinmlations the critical spacing is reducig as
the Reynolds number is increasing. Which means that there are spacings that could belong
to either the reattachment or the binary-vortex regime depending on the Reynolds number.
V.en the initial flow field for a given spacing and Reynolds number was set, to (u. v) =
(1.0. 0.0) or the flow field of a lower Reynolds number for the corresponding spacing was
vised. the steady state solution was showing reattachmnent. If however the initia.l condition
was the flow field of a higher Reynolds number that allowed vortex sheddino in the gap
region for the given spacing, the steady state solution was still showing vortex shedding in
the gap region.
This shows that there is range of spacings around the critical, that depending on the initial
conditions could either belong to the reattachment regime or the binary-vortex regime. I
also shows that in this range. once vortices are shed in the gap region the resulting flow is
quite stable. This has implications in the fluid induced oscillations that will be examined in
later chapter. The extent of the range over which this hysteresis occurs was not identified
in the present work.
Figures 4-40 and 4-41 illustrate the two possible solution states depending on the initial
condition. The first case corresponds to spacing P/D=3.5 and Reynolds number 160. The
second case corresponds to spacing P/D=2.5 and Reynolds number 350. Each plot contains
snapshots of the two possible vorticity fields aid a time evolution of the enstrophy to show
that both cases are actually in steady state.
The time evolution of the total enstrophy also indicates the initial solution used. When the
solution corresponding to a lower Reynolds number for the given spacing is used as initial
condition the enstrophy increases towards its new steady state oscillating cycle. On the
other hand when the solution corresponding to a higher Reynolds number is used the total
enstrophy decreases towards its new steady state oscillating cycle.
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Figure 4-40: Two possible steady state solutions for case P/D=3.5, Re=160.
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4.10 Wake Velocity Profiles
The term profiles here means variations along a straight line in the y-direction, i.e. normal to
the free stream axis. Obtaining profiles of quantities in the wake, can yield information about
some properties of the flow and the wake itself. In the tandem cylinders case this argument
could hold stronger because the downstream cylinder is on the wake of the upstream, hence
if the mid-wake could be well understood, an estimate of the forces on the downstream
cylinder could be obtained [54]. Huse's method [54] is based on Schlichting's theory on
turbulent wakes [112]. Description and application of this theory is included in the next
chapter (5.8) so that it can be compared with the higher Reynolds number results presented
there. Here, a presentation and comparison of the wake profiles among different P/D cases
is provided.
Profiles at specific x/D are plotted for:
1. Mean velocity magnitude, LIv
2. Mean pressure. It is reminded that the pressure shown is non-dimensional and reference
(zero) is the pressure in the outflow far downstream wake conditions.
3. Mean horizontal component of the velocity.
4. Root-mean-square (rms) of the horizontal velocity (u).
5. Root-mean-square (rms) of the vertical velocity (v).
6. Shear Reynolds stress ((u - U)(v - T)).
In comparing velocity profiles among different tandem arrangements, it is not clear if it is
more consistent to compare profiles at equal distance from the upstream or from the down-
stream cylinder. Figures 4-42 and 4-43 show profiles taken at a distances 2.5D from the
center of the downstream cylinder. In figures 4-44 and 4-45, profiles are taken at x/D=4.0
from the center of the upstream cylinder which also coincides with the origin of the coordi-
nate system. Figures 4-46 and 4-47 show profiles at x/D=7.5 from the origin. On all figures
4-42 to 4-47 each column of figures corresponds to a different Reynolds number (160 and
174
500).
For the spacings tha-t correspond to the binArv Vortex regime, the number of peavks in the
Reynolds stresses protiles is double than the isolated body, or the re attachment cases. The
distance between the peaks of the Reynolds st-resses could be used to gain insight on how the
wake width varies among the various spacings. in addition to the classical way of measur-
lug the width in the 99%U points of the horizontal velocity profile. In any case however,
to have a meaningful comparison, the profile needs to be taken in a consistent position in
the wake. Maybe one answer to the consistency issue would be to take the profiles farther
downstream in the wake where a parallel flot conditions would be better resembled.
Figures 4-48 and 4-49 show the time average vorticity field for a case corresponding to reat-
vachinent and a case corresponding to binary-vortex regimes. The contour corresponding to
zero horizontal velocity and defining the mean recirculation region is also included. Those
figures add some extra insight on understanding the contribution of each cylinder to the
overall flow field. For isolated cylinders there has been found that the shape of the recircu-
lation region is consistent with a balance of forces on the boundary of such region due to the
tangential (shear) and normal stresses [106], [2]. It is found that an increase in the forma-
tion length is associated with a decrease in the level of velocity fluctuation maximum and a
decrease in the base suction and the shedding frequency. In figure 4-48 that reattachment
occurs, the horizontal velocity in the gap region is negative all the way to the downstream
cylinder. For the binary vortex regime case, the recirculation region of the upstream cylinder
is similar to that of an isolated cylinder. The downstream cylinder appears to have a much
longer recirculation region. This observation, along with the calculated mean base pressure
coefficients shown in figure 4-27 are consistent with the theory described above. The spectral
peaks of the forces however B-43. show a single frequency for both cylinders. The measured
frequency is close to that of an isolated cylinder and it corresponds to the formation length
of the upstream cylinder. The lower frequency that would correspond to the long formation
length of the downstream cylinder is not detectable in the obtained spectra. Experimental
data for even larger spacing-s however have shown a branching of the frequencies, with one
branch corresponding to shedding frequencies close to those of an isolated cylinder and the
other much smaller values.
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Figure 4-42: Mean velocity and pressure profiles at fixed distance 2.5 diameters from the
downstream cylinder: x/D = P/D + 2.5.
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distance 2.5 diameters from the downstream
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Figure 4-46: Mean velocity and pressure profiles
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Figure 4-47: Reynolds stresses profiles at distance 7.5 diameters from the upstream cylinder;
x/D = 7.5.
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Figure 4-48: Time averaged vorticity
Re=500 (reattachment regime).
field and horizonta velocity field for P/D=1.5, and
4.11 Summary
In this Chapter the two-dimensional flow around two-cylinders in tandem arrangement was
solved for Reynolds numbers in the laminar and lower subcritical regimes. The frequency of
vortex shedding and forces on each cylinder were calculated and their variations with spacing
and Reynolds number explained.
Convergence and mesh dependence tests were conducted for many of the examined cases.
Engineering quantities such as forces and shedding frequency. as well as physical quantities.
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namely enstrophy, were used as convergence norms.
Three flow regimes were identified by ploVting the vorticity fields. The proximity, reat-
tachment and binary vortex regime. In the proximity and reattachment regimes the CD is
negative.
It was found that for a. given Reynolds number the maximum enstrophy is attained just after
the critical spacing for vortex shedding in the gap region. The forces on the downstream
cylinder also have a local maximum there.
For all spacings the CD of both cylinders is smaller than the CD of an isolated cylinder. For
1830
25 F
2 -
1.5
0.5
0
-0.5
-1
-1.5
-2
-2.5
2.5
2
1.5
0.5
0
-0.5
-1
-1.5
-2
-2.5
spacings smaller than the critical the total drag of the combined two cylinders is also smaller
than the isolated cylinder.
It was found that it is possible to come up with a linear map between the CD and the
difference between the stagnation and the base pressure coefficients. The coefficients of the
linear map vary with Reynolds number and are different for the upstream and downstream
cylinder but independent of the cylinder spacing. This means that the shielding effect is to
great degree embedded in the stagnation pressure, and the separation and near wake effects
are embedded in the base pressure.
The shedding frequency in the proximity regime is similar to that of an isolated cylinder
because it depends mostly on the later distance of the two shear layers which is about D
in both cases. In the binary vortex regime, the distance of the downstream cylinder, is big
enough not to alter the shedding of the upstream cylinder. The downstream cylinder then
tunes its own shedding to the oncoming wake. For spacings in the reattachment regime, there
is a reduction of the vortex shedding frequency due to the shielding effect. The reduction
in the shedding frequency, can also be related to the increase in the algebraic value of CPB
with increasing spacing in this regime. The CPB increase is also associated to the increase in
the length of the mean recirculation region. In the reattachment regime the mean horizontal
velocity is negative throughout the gap region.
The critical spacing predicted by the 2D simulations decreased with Reynolds number at a
rate slightly lower than the formation length of the isolated cylinder. The later was calcu-
lated to decrease ~ Re-.
A hysteresis effect in the onset of vortex formation in the gap region is identified. For a given
Reynolds number and spacings in a range close to the nominal critical spacing, two steady
state solutions are possible depending on the initial conditions. No attempt was made to
identify the exact range of the hysteresis for each Reynolds number.
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Chapter 5
Three-Dimensional Effects on
Stationary Cylinders in Tandem
Arrangement
5.1 Introduction
In this chapter the problem of two cylinders in tandem is examined solving the periodic in
z-direction, three-dimensional flow. The importance of spanwise instabilities is assessed and
the validity of the two-dimensional results is evaluated for Reynolds numbers in the lower
subcritical regime.
5.2 Discretization
The meshes used for this set of numerical experiments were the same as the two-dimensional
cases. The need for a three dimensional mesh is alleviated by exploiting the periodicity in
the z-direction and using Fourier collocation as explained earlier.
The parallelization scheme used for this version of the code assigns to every processor one
Fourier mode, or equivalently two physical z-planes. This is somewhat restrictive, because
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increasing the number of allocated processors can only increase the resolution in the z-
direction and does not relief the other processors from having to load and calculate a whole
two-dimensional mesh. This, along with the fact that for the Reynolds numbers considered,
Re=500 and Re=1000, require even higher resolution, renders the simulations expensive,
both in terms of memory and in terms of CPU time.
In order to economize without compromising the resolution where it is needed, variable poly-
nomial order was used.
For that purpose a function was devised. The resulting polynomial order distribution over
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Figure 5-1: Variable polynomial order destribution.
the mesh for one of the cases is shown in figure 5-1.
For the Re=500 cases of the steady-state solution of the corresponding two-dimensional run
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was used as initial condition. Then the flow-field was perturbed by random noise for a sus-
tained -ime period. The random noise had a standard deviation of 0.25U in each direction
(x,y.z). The solution obtained from each P/D case for Re=500. was used as initial condition
for the corresponding Re = 103 case.
The simulations were run with a cylinder length of Lz = 37r. The choice was made taking
into consideration that the correlation length for the range of Reynolds numbers measured
experimentally [69] was 2-3 diameters. Efficiency of the calculations and obtaining adequate
spanwise resolution were also important factors in the choice of spanwise length.
in this section several different ways of understanding the three-dimensionality. and quanti-
fying its effects are employed.
5.3 Three-dimensionality of the flow
Figures 5-2 to 5-10 show vorticity contours of the three components of the instantaneous
vorticity vector field, for various spacings and a single cylinder at Re=500. Similarly figures
5-11 to 5-18 show the cases examined at Re = 103.
The figures show on the top left the component of the vorticity parallel to the cylinder axis,
here designated as z-axis, describing the primary vortex shedding. A single value of the
vorticity is plotted and its exact opposite. On the top right the same information is plotted
for several slices, perpendicular to the z-axis for more clear illustration and direct comparison
with the two-dimensional cases. In the second row on the left a three dimensional plot of the
streamwise component of the vorticity is plotted showing the evolving Braid vortices. On
the right of the second row, the lateral component (along y-axis) of the vorticity is plotted at
a slice at the y = 0 plane. The left of the third row shows contours of the primary vorticity
in the y = 0 plane. This plot shows more clearly the non-uniform primary shedding along
the span. The two smaller plots on the right of the third row show slices of the streamwise
(x-axis) component of the vorticity in y-z planes. Those plots are more illustrative of how
many Braid vortices are coming through the specific x = const plane at that particular
instance of time.
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Apart from the expected and obvious observation that for given spacing the higher the
Reynolds number the more three-dimensional the flow field is, it can be visually observed
that the three-dimensionality for a given Reynolds number depends on the spacing of the
two-cylinders.
The following qualitative observations can be made from figures 5-2 - 5-18.
* For the single cylinder cases, three-dimensionality is characterized by fine-scale stream-
wise vortices and primary-vortex dislocations. The dislocation here is seen as an inter-
ruption along the core of a primary shedding vortex. The occurrence of an 'interruption'
along the core of a primary shedding vortex is associated with the growth of stream-
wise and lateral components of the vorticity. It is also associated with a decrease in
the power spectral density of the time signal of a probe placed in the wake as will be
shown.
* Streamwise and lateral components of the vorticity seem to be gaining in strength
as vorticity is convected downstream at the expense of spanwise (primary shedding)
vorticity.
o Stream-wise vorticity appears also in opposite signed pairs. It can also be seen that
there is helical twisting of the vortex tubes along the span. This is more obvious on
the constant x-plane views.
9 In cases of relatively high three-dimensionality the phase of primary vortex shedding
is considerably different among different spanwise sections. This is better illustrated
on the figure showing spanwise vorticity for different z-planes.
* In the proximity and reattachment regime the three-dimensionality in the gap region
increases with cylinder spacing. The presence of the downstream cylinder in the near
wake region of the upstream, has a stabilizing effect in the development of three-
dimensionalities in the gap region. This is a consequence of the stabilizing effect it has
on the primary vorticity in the gap region from where the vertical vorticity would draw
energy. The prevention of vortex roll-up and formation of strong vortex core in the
gap region is suppressing three-dimensionality as well, because at this Reynolds number
188
rmge the development of three-diniensionality comes from an original undulation of
primary vorticity and the formation of vortex dislocations on the core of primary
vortices.
" Inspection of the constant z-planes shows that in the reattachment regime, the vortex
sheets emanating from the upstream cylinder in the case P/D=1.5. reattach on the
top sides of the downstream cylinder. This kind of reattachment was classified by
Zdravkovich [148] as alternate reattachment. The present simulations show a remark-
able two-dimensionality of the flow for this spacing for both Reynolds numbers 500
and 10'.
" For increasing spacing within the reattachment regime the shear layer that reattached
on the front side of the downstream cylinder appears to be drawn into the gap at least
in one of the two sides. This case shows some considerable primary vorticity in the
gap region but it is distinctly different than the binary vortex regime. Apart from
the difference in the measured forces on the downstream cylinder there is qualitative
difference in that the spanwise vorticity in the gap region seems to be drawn from the
downstream cylinder rather than an immediate roll-up of the shear layer emanating
from the upstream as is the case in the binary-vortex regime. The increases presence
of spanwise vorticity in the gap region also generates three-dimensionalities there.
* Past the reattachment regime (P/D > 3.5) that vortex shedding occurs in the gap
region, the three-dimensionality of the gap region as well as the whole wake of the flow
increases.
" The critical spacing in all Reynolds numbers examined is (P/D)cR E (3.5, 3.8). This is
in contrast with the two-dimensional results and has important implications because a
change in regime is associated with a change in the sign of the force on the downstream
cylinder and a change in the frequency.
" The flow field especially for Re = 103 looks somewhat noisy. The reason is that random
turbulent fluctuations become significant with increasing Reynolds number, and here
only instantaneous contours are plotted. Better visualization could be achieved by
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phase-averaging technique which would smooth out the random component and show
better the coherent structures but such procedure has not been employed here.
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5.4 Spanwise Correlations and Wake Spectra
In this section the wake three-dimensionality is studied by the time series of the velocity
components and pressure of a line of points parallel to the cylinder axis. Each of figures 5-19
and 5-20 is divided in four blocks, each for each velocity component and the pressure. Each
of this blocks contains six smaller plots. On the top left of each block the time history along
the span is plotted. In a totally two-dimensional shedding there would be uniformity across
the z-axis. In the cases examined the spanwise variation is visible and for the two cases of
figures 5-19 and 5-20 periodic within the span. In the top right plot of each block the time
frequency spectra are plotted for each z along the span. The variation of the power spectral
density along the span is the result of the vortex dislocations mentioned earlier. On the
second row of each block on the left the z-spectra are plotted as a function of time and just
below that the time average of the spanwise spectra. Those two plots show the prominent
spanwise modes of the three-dimensional instability. The right plot on the second row of
each block shows the matrix of the correlation coefficients:
C (z i, z ) = f ( z ) f ( ') (5 .1 )
f 2(zi)v f 2 (zi)
Where fin this expression denotes the fluctuating part of a velocity component u' = 1ii -i,
or the fluctuating part of the pressure p' = p - p. A totally two-dimensional run would
give a matrix whose every entry would be equal to one. Another effort to quantify three-
dimensionality was done by placing various norms on this matrix such as taking the maximum
singular value, or the Frobeneous norm etc. Just below this plot, an average of the rows is
plotted. The correlation length is obtained by integration of those average coefficients along
the span.
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Figure 5-21: Time and spanwise spectra
(x,y)=(4.50,0.5) for P/D=2.0 and Re=500.
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Figure 5-23: Time and spanwise spectra
(x,y)=(6.00,0.5) for P/D=3.5 and Re=500.
x= 6.00, y= 0.50
670 7 g
10
660I
650 10
640 -0.5 5 .6
0 10 0 0 0.10
0.03
670 60-
660 0 0.8
650 20
0.01
640 2 046
20 40 60
x 104 0  20 30
4, 1
00
0 2 4 0 5 10
670 c 1
0.5
660 4 90..2
650. 20
640 f40 -6
2/ 00 00.
x120 10
6 0 24 40 0 .1
65d 20rlto cefcet frpita
235

/D = 4 ,Re =500, Lz= 9.4248
0 10 z/ ~~
0.8
790 0.6
780 20.4
770 20r 0.2
01 50
760 . 20 40 60!
x1040  20 30
4 1
.0.5
0 2 4 0 5 10
7701
010
790 0 6 0.6
780 40.4
0.2
770 0 0.2
7601 0 40 60 -0.2
x 104 0  20 30
4 1
2! 2 4 0
000 2 4 0 5 10
x= 6.50, y= 0.50
0 10 106
1
./4
790 60
780 8
0
770 20
760 20 40 60 0.6
x1040  20 30
0.8
0 2 4 0 5 10
790
780 4
2 1
0 0
770 20
760 -1. 4 6 0.6
x 10-10 20.10
720 0.48.
0~ 026
0 2 4 0 5 10
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Figure 5-25: Time and spanwise spectra and correlation coefficients for point at
(x,y)=(7.50,0.5) for P/D=5.0 and Re=500.
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5.5 Forces on Cylinders and Comparison with 2D Re-
sults
Figure 5-26 shows the variation of the force coefficients of each cylinder as a function of their
distance. Three dimensional results for Re=500 and Re=10 are plotted, as well as two-
dimensional results for the cases Re=160 and Re=500. This provides a direct comparison of
the 2D and 3D results for the cases Re=500.
Good agreement with experinental data is obtained as shown in figure 5-27 for the Re = 10'
data. Most experimental results are at higher Reynolds numbers and this is why only the
highest of the available Re is compared here.
A first observation that should be made is the correction of the paradox observed in the two-
dimensional simulations for the single cylinder case, i.e. the increase of CD with increasing
Reynolds number. The three-dimensional results show an actual decrease in the CD in
accordance with experimental results. Comparison of the two- and three-dimensional results
for the case Re=500 shows big difference in the obtained results. There is a region between
P/D=2.2 and P/D=3.5 that the 2D and 3D simulations give qualitatively different results.
According to the 3D simulation for spacings within this region the flow still reattaches
whereas the 2D simulation show vortex shedding in the gap region for this range of spacings
at Re=500. This qualitative difference is the source of big difference in the calculated forces
of both the upstream and downstream cylinder. For spacings smaller than P/D=2.2. i.e in
the proximity and the unambiguously reattachment regime the 2D results compare somewhat
better with the corresponding 3D. For the cases where there is vortex formation in the gap
region there are big differences between the two- and three-dimensional results.
The two-dimensional code clearly overestimates the forces.
Figure 5-28 contains two columns, each for each of the Reynolds numbers examined by the
three-dimensional code. The spanwise average force is compared with the two-dimensional
force and the maximum sectional force obtained by the three-dimensional code. For this
figure it is evident that the maximum sectional force is smaller than the corresponding two-
dimensional. This leads to the conclusion that the reduction of the total forces on a cylinder
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due to three-dimensionality is not the resilt of the spanwise averaging of forces in different
phase. Or at least this is not, the primary factor for the range or Reynolds examined at the
present. As it became clear from the vorticity contours and will be shown also later, the
reduction in the total force is related to the weakening of the primary vorticity in favor of the
streamrnvwse and transverse components of the vorticity. As expected the curve corresponding
to the maximum sectional force is always greater or equal to the spanwise average.
The frequency peaks of the force spectra are plotted in figure 5-30. The two-dimensional
Re=160 case and the three-dimensional Re=500 and Re=1000, are similar in shape. One
can relatively safely assume that at Re=160 a three-dimensional simulation would give about
the same results as the two-dimensional. For the single cylinder case, Re=160 is before the
inception of three-dimensionalities. As seen by the vorticity figures the presence of the second
body in the near wake generally stabilizes the flow and suppresses three-dimensionalities. The
two-dimensional curve for Re=500 on the other hand is distinctly different due to its earlier
transition to the binary vortex regime.
Regarding the isolated cylinder Strouhal frequencies there is an increase from Re=160 to
Re=500 and then it is almost the same for Re=1000. The calculated Strouhal frequencies
are in good qualitative aid quantitative agreement with the experiments of Roshko [1061.
In the same spirit, and looking at the curve for tandem cylinders a shift towards higher
Strouhal numbers as the Reynolds increases can be observed. The shedding frequency in
the proximity and early reattachment regimes is almost identical between the two and the
three-dimensional results. In all Reynolds examined there is a minimum in the shedding
frequency just before the critical spacing and then a rapid picking up of the frequency.
Figure 5-32 shows comparison of the obtained shedding frequencies with experimental results.
One of the attempts made to quantify three-dimensionality in the wake was by plotting
the time average of the spanwise variance of the drag and lift coefficients. The results
are shown in figure 5-31. The curves for the two examined Reynolds numbers are very
similar in shape indicating consistency in the results. For all spacings the downstream
cylinder has higher spanwise variations of the forces than the upstream. This is expected
because the downstream cylinder is more exposed to developing three-dimensionalities in the
wake just after it and due to the three-dimensionality that develops in the gap region for
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Figure 5-31: Time average of the spanwise root-mean-square of force coefficients.
spacings over a certain value. Again there is a local minimum in the variation just before the
critical spacing. For the upstream cylinder the case of smaller Reynolds number (Re=500)
experiences more spanwise variance than the Re = 103. This is also true for the single
cylinder case and probably relates to the fact that the mean spanwise force is reducing as
the Reynolds increases in this range. For the downstream cylinder on the other hand, the
spanwise variance is higher for the Re = 10 3 case than for Re=500.
An alternative approach employed here to quantify and understand three-dimensional ef-
fects is by forming the spanwise correlation coefficient matrices of the drag and lift forces.
This is similar to the analysis performed on the time series of velocity and pressure on an
alignment of probes at a particular (x,y) and parallel to the z-axis. By definition the corre-
lation coefficient matrix is real, symmetric with diagonal entries equal to one and all entries
CQ E -, 1]. To quantify the three-dimensionality various norms of the correlation coeffi-
cient matrix were examined. An SVD (singular value decomposition) was performed on the
correlation coefficient matrix. The maximum singular value o7 gives the spectral norm of the
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correlation coefficient matrix:
J Cx 1|| C 112= max oj4C) (5.2)
Cumulative results of each spacing and Reynolds number are plotted on the top row of figure
5-33. Because the maximum singular value actually depends on the size of the matrix, which
in this case coincides with the number of planes within the chosen span length, it is divided
by the matrix size. This is more physically relevant because if NA planes are enough to fully
resolve the Lz span chosen the results should not be different than using 2 * Nz for the same
span. However the singular values themselves will be different. In a purely two-dimensional
situation for example where the coefficient matrix has all entries equal to one, the rank of
the matrix is equal to one and there will be only one non-zero singular value. Because all the
entries are one from the properties of the singular value decomposition, the non-zero singular
value will be or = Nz. For that reason and consistency in the comparison the maximum
singular value is divided by NZ in the first row of figure 5-33.
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Another matrix norm employed is the Frobenius or Euclidean norm. This is defined:
NZ N2
11 C 11}=2 C (5.3)
Once the SVD is available the Frobenius norm can be more efficiently be calculated:
NZ
11 C I= (5.4)
i= I
For the same reasons as before, the Frobenius norm is plotted in the second row of figure
5-33 normalized by N.
In the third row of figure 5-33 the correlation length is plotted. The classic definition for the
correlation length is:
Lor= C(z) dz (5.5)
.0
In the above expression C(z) is the correlation coefficient defined in 5.1, where a homogeneity
assumption is made. This means assuming that the correlation coefficient between two points
in the z-direction depends only in the distance between them. Given periodic boundary
conditions have been prescribed in the spanwise direction this definition taken literally would
mean that the correlation length is infinite if L,,, = fIP C(z) dz -A 0. Even though this holds
true in all of the examined cases it was still used. It should be emphasized that attention
should riot be paid to the numerical value obtained by this calculation, but to how the various
cases compare with each other.
The three different ways of quantifying the three-dimensionality of the forces on each cylinder
yield similar trends, especially the ones based on the y-forces. As expected the correlations for
the case of Re=500 are higher than those that correspond to Re = 10' for the corresponding
cylinder. This is an obvious result since more three-dimensionalities are expected with
increasing Reynolds number. Correlations based on the x-force are generally smaller than
those based on the y-force. This is reasonable considering the correlations are related to
the relative phase of shedding, and that the x-force has half the period of the y-force. For
example for the correlation coefficient based on y-force to be -1 it would require two spanwise
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stations to be at completely opposite shedding phase, i.e. one station is just forming vortex
on upper side while the other has the newly formed vortex on the lower side. This situation is
extreme and not encountered in any of the examined cases. Such a situation would actually
yield a correlation coefficient based on the x-force equal to 1 because when shedding cycle
and y-force cycle is half the x-force cycle is complete. On the other hand the x-force cycle
has reached anti-phase or correlation coefficient -1 when the phase difference of the shedding
cycle is just '.
All plots indicate a particularly high spanwise correlation for the 1.5D spacing. This is in
agreement with the visual observation of high two-dimensionality of the flow field for this
case.
In the x-force based correlations for a given Reynolds number the first and second body
curves intersect each other at two spacings defining three regions. In the first and third
spacing region the x-force spanwise correlation of the upstream cylinder is higher than that
of the downstream cylinder. In the second region the downstream cylinder has higher x-force
spanwise correlation. The second point the curves cross, is close (if not coinciding), to the
critical spacing. This shows that when the flow is in the reattachment regime the x-force
spanwise correlation of the upstream cylinder is lower than that of the downstream, but
when vortex shedding in gap region occurs there is a reversal of the situation. The second
part of the above hypothesis seems intuitive because the vortex shedding in the gap region
increases the three-dimensionality of the flow there and the turbulence intensity that the
downstream cylinder receives.
One could speculate about the other crossing point of the curves, that it could relate to
the point where the flow changes from the proximity to the reattachment regime. In the
proximity regime the shear layers emanating from the upstream cylinder do not reattach but
roll up just after the downstream cylinder. This, along with the fact that the strength of the
vortices shed from the upstream cylinder is higher in the proximity than the reattachment
regime and the roll-up occurs closer to the downstream body, provide an explanation for
the increased spanwise correlation of the upstream cylinder compared to the downstream.
The absence of primary vorticity in-between the cylinders causes the high correlations of the
upstream cylinder. On the other hand, the downstream cylinder is affected by the three-
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dimensionality developed as the vortex sheets roll-up in its near wake. At the same time it
protects the upstream cylinder from the effect of the developed three-dimensionality in the
wake. This is consistent with the fact that in the proximity regime the spanwise correlation
of the upstream cylinder is much higher than that of a single cylinder at the same Reynolds
number as seen also in figure 5-33.
The questions remaining are why in the reattachment regime the spanwise correlations of
the downstream cylinder are higher than those of the upstream for both components of the
force, and why there is an increase in the force correlations from the reattachment to the
binary vortex regime even though it is obvious from the vorticity fields 5-2 - 5-18 that the
three-dimensionalities actually increase.
5.6 Enstrophy
The enstrophy is defined as the variance of the vorticity:
D(t) = /w(xi,t) dV = )2 dV (5.6)
Physically it is a measure of how 'vortical' the flow is. A direct integration of the vorticity
would result to cancellations of the positive and negative vortices. The enstrophy on the
other hand is a good measure of how much vorticity really is present in the flow. For
many flows it has been shown that the enstrophy cascade is more useful in understanding
turbulence than the energy cascade.
Mathematically it represents the H' norm of the velocity field. Studying the evolution
of the H' norm in time for a flow, is used in the mathematical study of fluid flows to
obtain properties of the solution such as proving regularity, finding global attractors etc. The
mathematical study of a complex flow like the one at hand is not currently possible.
Here the idea of studying the enstrophy integral is used along with the numerical solution.
At every time step the whole field in primitive variables (ui, p) is solved for. Calculating
the enstrophy can be done directly by numerical differentiation of the calculated velocity,
subsequent calculation of the vorticity field, squaring and integrating.
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Figure 5-34 shows the time history of the enstrophy and the total force magnitude for a two-
dimensional laminar case in the binary vortex regime (P/D=5.0, Re= 160). The time window
is chosen to include transience and before steady-states have been fully established. This
was done to illustrate that if a trendline was drawn by a moving average over few periods of
shedding, there is a similarity in the trendline corresponding to the total enstrophy and that
corresponding to the total force. Some explanation for this can be provided if the enstrophy
integral which integrates spatially vorticity squared, is thought to be related with circula-
tion which would equal the spatial integral of the vorticity. Then by some potential flow
simplistic argument for a viscous case like this, one could argue that by Kutta-Joukowsky
the force is related to the circulation. F = s s 2enjFk.
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In the three-dimensional calculations the vorticity is a three component vector. In many
cases as it was shown in figures 5-2 to 5-18 all three components of the vorticitv vector are
significant. As an alternative way of quantifying three-dimensionality the verti cal enstrophy
is C alculated. Vertical enstrophy is defined as the total enstrophy based on the streamwise
(x) and lateral (y) components of the vorticity:
D - / (w(tx)t)+w (x?.t)) dV (5.7)
This gives the total enstrophy based on components of the vorticity not present in a two-
dimensional calculation. Measurement of the total enstrophy and primary component of the
ellstrophy (D2), and comparison with corresponding 2D enstrophy calculation can enhance
the understanding of how the 2D and 3D calculations differ.
Figure 5-35 shows the primary (z-vorticity based), vertical (x- and y- vorticity based) and
total enstrophy variation with cylinder spacing. Figure 5-36 shows the ratio of vertical to
total enstrophy.
The curves corresponding to the total, vertical and primary enstrophy are generally similar
in shape indicating that in general the stronger the primary vorticity is the more vivid
the three-dimensional components of the vorticity will develop. It can be concluded from
the figures that in the case P/D=3.5 just before the critical spaczng the primary vorticity
is minimal. This is consistent with the minimum attained at this spacing in the primary
shedding frequency.
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Figure 5-35: Primary,vertical and total enstrophy comparisons.
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Figure 5-36: Primary,vertical and total enstrophy comparisons.
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5.7 Critical Spacing
Stationary Cylinders in Tandem - 3D
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Figure 5-37: Regime outline for three-dimensional cases in P/D-Re space.
Critical spacing calculated by 2D and 3D simulations
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Figure 5-38: Critical spacing as a function of Reynolds number in 2D and 3D simulations.
Figure 5-37 shows an outline of the three-dimensional stationary cylinders cases examined.
Each circle represents a case in the Re-P/D space and the color is indicating if the case shows
reattachment or vortex shedding in gap region has actually occurred. The critical spacing for
a given Reynolds number is somewhere between the spacings corresponding to bullets that
change color horizontally. Based on the Reynolds numbers examined (Re = {250, 500, 130})
plot 5-38 is drawn. For comparison the corresponding two-dimensional result (4-38) is also
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included. In figure 5-38 is can be seen that for the three-dimensional calculation the critical
spacing does not reduce with Reynolds number as it did for the two-dimensional case but if
is rather constant and greater than 3.5D for the range of Reynolds numbers examined.
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5.8 Wake Profiles
In the context of three-dimensional simulations the profiles are obtained by taking time
statistics on the mean spanwise velocities; i.e, first averages of the quantities along the z-
direction (axial) are taken for each discrete time, and then times statistics are applied. In
figures 5-39 and 5-40 profiles are compared at a fixed distance of 2.5 diameters from the
downstream cylinder. In figures 5-41 and 5-42 profiles are compared at a fixed distance of
4.0 diameters from the upstream cylinder.
Figures 5-43 and 5-44, show for every spacing comparison between different Reynolds num-
bers, between 2D and 3D and the theoretical profile shape predicted with Schlichting's
theory. Schlichting's theory can be better applied in the far-wake because the constant
pressure assumption is less invalid there. Also, the farther downstream, the smaller the
transverse component of the velocity compared to the streamwise. And the streamwise gra-
dient of the horizontal velocity is much smaller than the rate of change across the wake. The
Navier-Stokes equations can then be simplified:
Ou + = u (5.8)
Ux +Vy /y 2
Far downstream, u can be substituted by U,, without introducing significant error. A first
estimation of the velocity defect u1 = U,, - u, can be obtained by:
U 1  = t9 (5.9)Ox Oy 2
Using a control volume approach for the momentum it can be derived for the total drag:
D = p Ju -u1 dy (5.10)
but because far downstream u1 << U0 the approximation u - a 1 m U00ui can be made and
equation 5.10 can be written:
D p U, 0 /1 dy (5.11)
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The integration has non zero contribution across the wake width which will be denoted as
b. After non-diiensionalization the velocity deficit ratio can be related to the CD :
UI C)D
U, 2b ;5 12 -)
In equation 5.12 both b and u1 are shape characteristics of the velocity profile. At this stage
Prandtl's mixing length theory is brought into play. It is assumed that the m'xing length of
the turbulent wake is proportional to the width of the wake, i.e.
/
b
= const == 0 (5.13)
Also empirically it is assumed that the rate of increase of the width b in time. is proportional
to the transverse velocity v':
(5.14)Di
According to Prandtl's mixing layer theory:
and thus:
Db Ou
Dt 0 y
Further the mean value of 0 taken over half the width of
approximately proportional to "-. Consequently:
(5.16)
the wake, may be assumed to be
Db
(5.17)D = const x -a = const x 3u,Dtb
For the wake width one can write:
au
V y (5.15)
Db
Di
db
= C dx (5.18)
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From 5.17 and 5.18 an estimate on the horizontal variation of the wake width is obtained:
db 3U1
dx UO
(5.19)
Equation 5.12 relates the velocity deficit to the wake width through the CD , and equation
5.19 relates the velocity deficit to the streamwise rate of change of the wake width db/dx.
Those two can be combined to yield:
db2b- ~3CDDdx
or
b ~(OXCDD)2
From 5.21 and 5.12 the velocity deficit is given:
/1U1 (CDD 2
U00 OX
A new variable can be introduced in accordance to boundary layer theory:
and ui = Axzf(T) (5.23)
where A is a constant and f(77) a universal function. Solving 5.8 using the variable change
proposed and subject to the conditions that
lim u1 = 0y--o
au 1and 0]-
Ogq 77=0
= 0 (5.24)
for the wake to be symmetric along the centerline.
3)2
f(7) = C (1 (5.25)
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(5.20)
(5.21)
(5.22)
2v0 )2
Huse [54- gives the velocity profile can be written in terms of the velocity deficit simply as:
u = 'uexp(-0.639 ) (5.26)b/2
He also proposed a dipole correction to account for potential flow effects near the cylinder.
He introduces the concept of virtual source position. This means that the distance x in the
expressions should be substituted by
.'= x + Xq, (5.27)
where x, is the distance from cylinder to virtual source. This is calculated requiring the
wake width be equal to the diameter of the cylinder at the cylinder location, yielding:
V = 4D (5.28)
CD
The drag coefficient on another cylinder in the wake is obtained by:
, (VC - 71', 529D= CD U 2  (5.29)
To apply the theory for more than one cylinders RMS summation of the wakes can be used.
Here it was used to obtain the theoretical profiles shown in figures 5-43 and 5-44. The
contribution of the downstream cylinder to the wake is calculated by the same formulas, but
U, is substituted by the corrected velocity due to the wake deficit. The velocity correction
due to a dipole at the cylinder location is also added:
VD 2 (y2 - X2)
Vd = (5.30)4 (y 2 + x 2 )
In figure 5-45, the theoretically predicted CD on the downstream cylinder, is compared to
the result of the three-dimensional DNS simulation for the corresponding Reynolds numbers.
Reasonably good agreement is obtained for the case that corresponds to the binary vortex
regime. As expected due to the inherent assumptions of the method, the theoretical predic-
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tion is completely wrong in the reattachment regime. Better agreement can be expected for
higher P/D cases if they where available.
5.9 Summary
In this chapter the role of three-dimensionalities in the flow around two tandem cylinders
was examined.
It was found that the presence of the downstream cylinder in the near wake of the upstream
has a stabilizing effect on the wake. The prevention of vortex roll-up and formation of strong
vortex core in the gap region, from where the vertical vorticity would draw energy, is sup-
pressing three-dimensionality in the near wake. In the proximity and reattachment regimes
the three-dimensionality in the gap region increases as the spacing increases. For spacings
past the critical, that vortex shedding occurs in the gap region , the three-dimensionality of
the flow increases significantly.
Comparing with the two-dimensional results for Re=500 the effect of three-dimensionalities
is already significant. In a single cylinder the two-dimensional simulation gives overesti-
mated values of the CD . For the tandem case however there is also qualitative discrepancy.
This is due to the difference in the estimated critical spacing. The two-dimensional re-
sults at Re=500 yield a critical spacing of P/D 1 2.4 while the three-dimensional is
P/DIR e3.6 for the same Reynolds number. For spacings between those two values quan-
tities such as forces do not compare well. For the range of spacings that both 2D and 3D
simulations yield the same regime CD and Strouhal frequency compare relatively well for
Re=500. The same cannot be said for the fluctuating components of the forces. Those are
clearly overestimated by the 2D code.
A comparison between maximum sectional forces in a 3D calculation, and corresponding
2D forces show that the 3D forces are not smaller only due to spanwise averaging of forces
corresponding to different phases of vortex shedding along the span, but the sectional forces
are considerably overestimated in the 2D case. Energy from the primary vortices is fed into
three-dimensionality weakening them and resulting to smaller forces in the 3D case.
Enstrophy calculations show that both primary and vertical enstrophy have a local min-
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Figure 5-39: Mean velocity profiles taken at x/D = P/D + 2.5, i.e 2.5 diameters downstream
the back cylinder.
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61
imum just before the critical spacing (P/D=3.5). Another local minimum exists in the
P/D=1.5 case, which exhibits remarkable two-dimensionality for both Re=500 and Re = 103.
When quantifying three-dimensionality by calculating spanwise correlations however those
two cases are very different. The case P/D=1.5 has very high correlation coefficients, while
the case P/D=3.5 has the lowest correlation length compared to all other cases.
The critical spacing was found to be relatively constant for the range of Reynolds numbers
examined, contrary to the two-dimensional calculations.
The applicability of Schlichting's theory for the prediction of the CD of the downstream
cylinder increases as the spacing and the Reynolds number increase.
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Chapter 6
Stationary Cylinders in Side-by-Side
Arrangement
6.1 Problem Definition
The problem being considered in this chapter is two-dimensional flow about a pair of identical
cylinders of diameter D, placed in side-by-side arrangement normal to the free stream velocity
(U1). The center to center distance is denoted as G and is non-dimensionalized by the
cylinder diameter D.
Three different spacings G/D=1.5, 2.0. 3.0 were considered. The case G/D=1.5 was chosen
so that it lies in the bistable regime. The case G/D=3.0 was chosen so that the cylinders can
form two separate but synchronized wakes. The case G/D=2.0 was chosen to correspond to
a spacing near which transition between the previous two states is expected to occur.
Simulations at Re=160 were run where the two-dimensional assumption of the flow remains
valid at least for the single-cylinder case. Some calculations were performed at Re=500
where the vortex dynamics are more vivid. Three-dimensionalities that would be present
and considerable for Re=500, are not being taken into account.
Tables 6.1 and 6.2 show comparison of the calculated forces with other published results.
There seems to be very good agreement in the lift forces. The drag forces appear higher in
this work compared to others, but the trend is similar with a maximum drag force occurring
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for the case G/D=2.0 which as will be explained
transition in the flow regime occurs.
Table 6.1: Drag coefficient (mean and rms)
G/D
Re
1.5
ill
GP2D
160
1.563 0.153
1.558 0.161
iii
iii
[116]
200
1.05 0.35
1.28 0.35
ii
[85]
200
1.32
1.32
ii
later is near the spacing where a critical
comparison among various studies.
[7]
2.5 104
1.29
ii
[58]
103,7 2D
1.25
1.85
GP2D
500
1.584 0.300
1.572t0.317
2.0 1.608 0.155 1.30 0.35 1.42 1.40 AA 1.784 0.186
1.624 0.151 1.34 0.35 1.42 1.823 0.169
3.0 1.583 0.040 1.23 0.15 1.41 A/A 1.70 1.652 0.122
1.583 0.040 1.22 0.10 1.41 1.652 0.122
Table 6.2: Lift coefficient (mean and rms)
GP2D
160
0.461 0.231
-0.467 0.238
[116]
200
0.47 0.70
-0.19 0.70
[85]
200
0.40
-0.40
comparison among various studies.
[7]
2.5 IF
0.34
[58]
103 , 2D
0.55
1.74
GP2D
500
0.331 0.653
-0.378 0.658
2.0 0.238 0.462 0.32 1.00 0.22 0.22 TAA 0.145 1.183
-0.253 0.463 -0.05 1.00 -0.22 -0.201 1.223
3.0 0.099 0.575 0.14 .00 0.10 _ A +1.67 0.089 1.040
-0.099 0.575 0.001 0.90 -0.10 0.089 1.040
6.2 Geometric Discretization
Figures 6-1, 6-2, and 6-3 show the meshes used for each of the examined spacings.
The same meshes can be used for simulations at different Reynolds numbers utilizing the p-
refinement capability of the method. The meshes were produced using the methodology and
rational described earlier in the thesis. Symmetry with respect to the x-axis was preserved
by generating one half of the mesh, reflecting it and then merging the two to form the final
mesh.
As seen from figures 6-1 and 6-2, the meshes corresponding to cases G/D=1.5 and G/D=2.0
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G/D
Re
1.5
atre different only in the. interior box [-1.5. 1.5' x --3, 3]. The rest of the mesh is the same
including the region around the cylinder. This is one of the advantages of the developed
mesh handling and generation utilities and gives a consistency advantage for comparisons
between the two cases. The interior mesh region 1ihat contains the boundary layer consists of
308 triangular elements per cylinder distributed in three layers. The three layers are within
U. iD of the cylinder surface and are clustered so that they are more dense towards the cylin-
der. For the G/D = 1.5 and Re = 160 case, simulations were run using uniform polynomial
orders of p={ 5 . 7. 8. 9}. The results are shown in table 6.3. Observation of the values
Table 6.3: Effect of p-refinement for case G/D=1.5, Re=160
p~ C'/o__P _ D ~C 1L [(-L
T U 1.629 0.159 0.491 0.297
L 1.580 0.161 -0.469 0.292
U 1.562 0.153 0.459 0.230
1.563 0.163 - 0.467 o 239
U 1.601 0.156 0.482 0.275
L K 1.593 0.154 -0.472 0.274
_U 1.574 0.157 0.478 0.2489 L 1.561 0.169 -0.477 0.246
shows that there is no monotonic convergence with increasing polynomial order. It has to be
(emplhasized however that the force signals for this case are quite irregular and probably the
randomness of the flow and the choice of window for averaging vary the results significantly.
The calculated mean drag forces are within about 4% based on the difference between the
maximum and minimum obtained values. The more sensitive quantity is the flictuating lift
where the values can vary up to about 23%. But again since there is no monotonic conver-
gence it seems that the complicated nature of the signal and the time averaging procedure
are responsible for the scattering of the values of CL . Results shown from here on about
this case are based on the highest run resolution, i.e p 9.
Based on the conclusions drawn from table 6.3 together with efficiency considerations a poly-
nomial order of p = 7 was considered adequate to resolve the flow of the case corresponding
to spacing G/D = 2.0 and Re = 160.
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The mesh corresponding to the case G/D = 3.0 is different than the previous two cases. One
of the ways it is different is that this mesh is much longer. This was done for observation
of the wake structures far downstream. For the Re = 160 calculation a uniform polynomial
order of p = 9 was used, while for the Re = 500 calculation a uniform polynomial order of
p = 11.
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Figure 6-1: Mesh for Side-by-Side Cylinders at G/D=1.5
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6.3 Description and analysis of flow characteristics
6.3.1 Flopping regime, G/D=z1.5
Figures 6-4 and 6-5 show snapshots of the vorticity field. The force vector is also added to
the plot for better illustration.
A deflection of the gap flow can be seen together with the formation of a wide wake behind
one cylinder and a narrower wake behind the other. There is an intermittent alternation of
the side towards which the deflection occurs. This alternation of the deflected gap flow is
called "flopping' and this is why the range of spacings over which this phenomenon occurs is
called 'flopping regime'.
Originally it was suggested by Ishigai et al [55] that the biased gap flow was an instance
of Coanda, effect. The Coanda effect is observed when a jet tangentially attached to a
curved surface becomes deflected by following the surface. According to this definition, it is
essential to have a rounded surface and displacement of the separation point. Bearman and
Wadcock "( dismissed that explanation by conducting experiments with flat plates side by
side. observing again a deflection of the gap flow. They suggested that the biased gap flow
was due to a wake interaction rather than to separation point displacement. The findings of
this thesis also point in that direction.
Figure 6-6 shows the time evolution of the forces on the cylinders. The actual calculation is
extending from nondimensional time t* = 0 to t* = 1060, but smaller windows are shown.
At any time the drag force on one cylinder is exceeding significantly the drag on the other.
The inequality of the drag forces is related to the flow deflection of the gap flow. The narrow-
wake cylinder experiences higher drag force than the wide-wake cylinder.
Observation of the force time signal of figure 6-6 indicates that for the case examined, there
are roughly two to three smaller picks in the drag force between two swaps of the wake.
Experimental results by Zhou et al. [153] at Re=5,800 report that the timescale for the
changeover is several orders of magnitude loger than that of vortex shedding. The same
authors also mention that the nature of the gap flow is nominally independent of Reynolds
number. There seems to be a contradiction between those statements by Zhou and the
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results of the current study that show a more frequent swapping.
The time signal of the forces for this spacing seems to lack obvious periodic structure. This
is also indicated by the corresponding spectra which show several peaks. The y-force spectra
show two predominant peak frequencies, one at around 0.19 and another around 0.11. This
is consistent with the experimental results of Williamson [137] at Re=200.
The time average lift on the upper cylinder is positive, while on the lower cylinder it is
negative. This indicates there is a time average repulsive force acting on the cylinders. This
is in agreement with the experimental findings of Bearman & Wadcock [7] and Williamson
[137], and numerical findings by Meneghini et al. [85]. The repulsive force is the result of the
shift of the front stagnation points of each cylinders towards the centerline. This shifting of
the stagnation point is documented in the experiments of Hori [48] and Bearman & Wadcock
[7] but an explanation for this shifting is not provided.
Here, a mechanism is proposed for the shifting of the stagnation points. The conventional
terminology is adopted and the shear layers emanating from the cylinders from the sides
towards the centerline y = 0 are called inner, while the opposite ones are called outer.
Observation of figures 6-4, 6-5 shows that the action of the inner shear layers to one another
is to counter act and weaken the tendency to roll-up. This is due to the opposite signs
of vorticity they carry. On the other hand the outer shear layers, caused by the slip of
high-momentum fluid from the free stream on the outer surface, are rolling up closer to
the cylinder. The formed vortex is shifting the outer side separation point upstream. The
combined shifting of the outer separation point upstream and the inner separation point
downstream is also likely to cause a shifting of the upstream stagnation point as well.
Figures 6-7 and 6-8 show profiles of mean and rmns velocities, mean pressures, and shear
Reynolds stress at a location very close to the body x/D = 1.00 and a location x/D = 2.50.
The first thing that can be noted by these figures is the fast amalgamation of the inner
vortices. At x/D = 1.0 there are distinct peaks indicating the two wakes, while at x/D = 2.5
there is only one wake identified.
The averaging of the probing points was done over a quite large number of periods based
on the smallest prominent frequency (0.11). This, along with the frequent change in the
deflection is the reason that the profiles look quite symmetric with respect to the x-axis.
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Observation of the shear Reynolds-stress plot at x/D = 1.0 shows six peaks marked with
red, three on each half-plane. Explanation of the peaks on the upper half-plane is adequate
given the similarity between the upper and lower half-planes. There is a negative peak at
about y/D ~~ 1.6 corresponding to the negative vortex sheet emanating from the outer side
of the upper cylinder. Then there are two positive peaks. The one corresponding to bigger
y/D and thus closer to the negative peaks discussed earlier, is the result of the vorticity sheet
when there is narrow wake behind the upper cylinder. The larger peak more close to the
centerline should correspond to the positive vorticity shear layer emanating from the lower
side of the upper cylinder when there is wide wake behind it. The relative strength as well
as y/D location of the Reynolds-stress peaks is related to the location of the profile x/D.
At x/D = 2.5 the upper negative peak that corresponds to the outer layer is at the same
location while the two inner peaks have become one at an intermediate location indicating
that an amalgamation has already occurred.
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6.3.2 G/D=2.0
This is a spacing that Bearman & Wadcock [7], as well as Zdravkovich [148], consider to
be the upper limit of the bistable (or flopping) regime. Qualitatively thinking, this is a
spacing that the two inner shear layers are at, equal distance among themselves and the
corresponding outer shear layers. That observation alone could by itself make that spacing
a good candidate for transitions between regimes. Figures 6-9 and 6-10 show snapshots of
the evolution of the vorticity field. In this case we also see a single vortex street forming
downstream the system of two cylinders. The interference of the ZTriner shear layers looks
different than the previous case. In this case we can see some roll-up close to the cylinder by
the inner shear layers. This also causes the y-component of the force vector to be towards
the centerline for part of the observation time. This was not happening at G/D=1.5 where
the force vector was repelling at all times. Consequently the mean lift force is smaller than
in the case G/D=1.5 as seen in table 6.2.
The first pair of vortices immediately downstream each body appears to be forming almost
almost in phase. Soon however there is a coalescence of the two pairs of vortices and the
formation of one big wake. An event that can be identified in the wake coalescence is that
each of the two inner shear layers interacts with the outer formed vortex of the other cylinder
which is one generation older. When such interaction occurs the near wake has features that
look like a P-type shedding, i.e. a combination of two vortices on each side of the centerline
y = 0. In this two-vortex combination however one of the two vortices is much stronger than
the other.
Figures 6-23, 6-24. 6-25 and 6-26 show the time series and spectra for four points in the
wake. Spectral analysis has been performed for a number of other points. The four points
shown here are at x = 2.5 and y = {-2.0, -0.4, 0.6, 1.8}. The choice of illustrated points
was such as to show how the velocity and pressure spectra vary across the wake in positions
that correspond to the inner and outer layers of both cylinders. The x-location of the points
is chosen based on the flow visualizations to be at about the end of the first shed vortex pair.
We see that the prominent frequency at the points corresponding to the outer layers is about
0.20. Peaks at smaller frequencies are also present but contain significantly less power spec-
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tral density. The points corresponding to inner layers maintain the prominent peak at 0.20
but the smaller frequency peaks gain in density with one at about 0.09 becoming significant
especially in the u-velocity and the pressure spectra where it even prevails. This frequency
must relate to the coalescence event described earlier and the fundamental frequency of the
combined large wake forming downstream.
Figures 6-15 and 6-16 show of mean and rms velocities, mean pressures, and shear Reynolds
stress at a location x/D = 2.50. Just as in the G/D=1.5 case the inner layers exhibit higher
Reynolds stress than the outer indicating the vivid vortex interactions and momentum trans-
port occurring in the gap region. The shear Reynolds stress peaks in the case G/D=2.0 are
higher than the corresponding ones at G/D=1.5 and so are the peaks for the rms of the the
vertical velocity. On the other hand the rms peaks of the horizontal velocity are smaller. This
is indicative that the case G/D=2.0 for this Reynolds number behaves less than a deflected
jet flow as is the case G/D=1.5 and the bigger gap allows for more momentum transfer in
the vertical direction.
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Figure 6-16: Characteristic mean, rms and Reynolds-Stress profiles. G/D=2.0. Re=160.
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6.3.3 Symmetric wakes regime G/D=3.0
Figure 6-17 shows the evolution of two coupled vortex streets. one from each cylinder. The
wakes are in anti-phase-(or symmetric) mode which is a stable vorticity configuration. Figure
6-18 shows the evolution of the wake as it is convected downstream from the cylinders. In the
Re=160 case the symmetry of the two wakes is preserved for the whole domain. The vortices
appear to lose in strength due to viscous dissipation as they are convected downstream. The
vortices in each vortex street, reduce their horizontal and increase their vertical spacing.
The distance between the two streets also increases until a certain distance after which they
seem to remain at constant separation to each other. In the Re=500 case the wake dynamics
are more vivid. Four regions can be identified in the wake. corresponding to different vortex
confilgurations.
* Two-wake region, starting from the cylinders' position and extending to about 10
diameters downstream (for Re=500). In the region there are two symmetric wakes,
each corresponding to each of the cylinders and coupled so that they are anti-phase.
" A transition region immediately after the two-wake region. In this region vortices
appear somewhat tilted deviating from the symmetric configuration.
* A region where there is a widening of each of the two wakes, with the symmetry no
longer preserved and the opposite signed vortices of each wake reducing their horizontal
spacing and increasing their vertical spacing.
" A region where each of the two wide wakes collapses. The stages leading to the collapse
are identified as follows: The wake widening described earlier causes the horizontal
spacing of vortices to reduce and their vertical spacing to increase. Same signed vortices
that come horizontally close to each other interact until they abruptly merge into a
combined elliptic vortex. This merging event of two horizontally aligned., equally signed
vortices, belonging to the same vortex row is happening under the action of diffusion
and oppositely signed vortices. It is responsible for the collapse of each vortex street.
The collapsed and reorganized vortex street consisting of binary vortices interacts with
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its counterpart of the other cylinder forming a complex combined wake and deviating
from the symmetric arrangement observed at close distances from the cylinders.
Reynolds stress profiles obtained at x = 2.5 for the Re = 160 case and shown in figure 6-20,
indicate that the shear Reynolds-stress peaks corresponding to the outer surface are stronger
at this location than the inner peaks. This could indicate either that the outer vortices are
produced stronger or that the inner vortices strength weakens at a faster rate than the outer.
Figures 6-21 and 6-22 show velocity, pressure and Reynolds stress profiles for three locations
for the case of Re=500. The first location x = 2.5 was chosen to be within the first shed
vortices immediately downstream the cylinders. The second at x = 7.5 is within the range of
the totally parallel symmetric wakes. The third profile is shown for x = 20.0 corresponding
to the region where there is a widening of each of the two wakes before the collapse occurs.
The plot showing the profile of the total velocity may seem paradox as it shows stronger
deficit at x = 20 than at x = 2.5 which actually show as a jet immediately behind the
cylinders. This is due to the fact that the plot of total velocities has contributions from the
vertical component as well as the horizontal. At close distances from the body the vertical
fluctuation is significant as shown in figure 6-22 making up the deficit in horizontal. We
should note that this is observed in other places of this thesis too and it seems to occur in
2D results at high Reynolds numbers. Figures 6-23, 6-24, 6-25 and 6-26 show the time series
and spectra for four points in the wake. Spectral analysis has been performed for a number
of other points in the flow leading to the same conclusion. The four points shown here are
at x = 2.5 and y = {-2.4, -0.6, 0.6, 2.4}. They are chosen for illustration as each of them
falls within a row of vortices. For example the point (2.5, -2.4) falls in the outer side of the
lower cylinder, the point (2.5, -0.6) falls in the inner side of the lower cylinder etc.
The spectra have one clear a peak and in the case of the pressure a smaller peak at the
second harmonic of the fundamental frequency. This is very different from what was seen
in the flopping regime case (G/D=1.5) or even for G/D=2.0. The primary peak shown is
at f* = (D = 0.21. Similar calculation for Re = 500 yielded a frequency of f* = 0.24.
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Figure 6-18: Vorticity field. G/D=3.0, Re=500
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Figure 6-21: Total velocity and pressure profiles. G/D=3.0, Re=500.
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Figure 6-22: Characteristic mean, rms and Reynolds-Stress profiles. G/D=3.0. Re=160.
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Figure 6-24: G/D=3.0, Re=160. Velocity and pressure time series, and corresponding spec-
tra of a point in the wake at (x,y)=(2.5,-0.6)
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6.4 Summary
The study of the flow around two side by side cylinder lead to the following conclusions:
" As the cylinders approach each other a mean repulsive lift is acting on them which
increases as the spacing reduces.
" The mean repulsive force for the flopping regime case is attributed to an inward shift
of the forward stagnation points. A mechanism is suggested that relates this shift.
with the vortex dynamics of the near wake and a shift of the outer separation points
upstream. and the inner separation points downstream. A purely potential flow so-
lution to the problem gives forces that are attracting the cylinders, eliminating the
possibility of the repulsive forces being a potential flow effect due to the presence of
the neighboring body.
" In the flopping case (G/D=1.5), an alternation between a wide and a narrow wake
between each of the cylinders occurs., with the drag force on the narrow wake cylinder
exceeding that of lie wide wake. The alternation observed numerically in this thesis
is not periodic. However both in this numerical work as well as the numerical work of
[85] it is happening at much smaller time periods than what is reported in experiments.
* The spectra of velocity and pressure in the wake, as well as the spectra of the forces,
seem to be getting fewer and clearer peaks as the distance increases from the flop-
ping regime to the symmetric wake regime. This reflects the increased regularity and
stability of the anti-phase two-street shedding, as opposed to the complicated vortex
dynamics of the interaction of the inner vortices at spacings below the critical.
* Two distinct spectral peaks were identified in the flopping regime. The lower peak
was gaining in spectral density as the probing point was moved towards the centerline
(y=0). This leads to the concluskon that the prominent peaks at frequencies lower or
about 0.1 are due to the interactions and merging events occurring in the gap region
and involving mostly the inner vortices. A possible explanation that would attribute
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the low frequency peak to the interaction of the outer layers viewing the combined two-
cylinder system as one body of diameter about G+D is disqualified for those spacings
examined. Indeed that would mean that for the smaller spacing G/D=1.5 the low
frequency peak should be higher than that of the spacing G/D=2.0. The situation
however is opposite with the spectral peaks of the G/D=1.5 case generally shifted to
lower frequencies than those of G/D=2.0.
" The vivid vortex dynamics among the inner shear layers in the flopping regime are
also the reason why higher Reynolds stresses are observed in the inner rather than the
outer sides.
" In the symmetric wakes case, the spectral peaks are very clear, and a stable periodic
wake is formed behind each cylinder. Each wake is almost similar to what would
be observed behind a single cylinder wake, until far downstream after the first wake
reorganization has occurred. After the wake collapses with merging of like-signed
vortices that came horizontally very close, the new resulting vortices are strong enough
to interfere with those of the other wake and create a single complex wake farther
downstream.
* In the symmetric wake case, the strength of the inner vortices weakens faster than that
of the outer vortices.
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Chapter 7
Flow Around Cylinders in Forced
Oscillation
7.1 Tandem Arrangement
7.1.1 Description
In this chapter the problem of two cylinders in tandem arrangement that oscillate in pre-
scribed motion is studied. The two cylinders are oscillating sinusoidally with the same
amplitude and frequency in the vertical (y) direction. The difference between in-phase and
anti-phase oscillations of the two-cylinders is addressed. A range of oscillating amplitudes
and frequencies is examined for both in-phase and anti-phase motions. Single cylinder forced
oscillations numerical experiments are run for reference and comparison. The laminar case
of two cylinders in P/D=2.5 and Re=160 is studied using two-dimensional (2D) simulations.
The effect of phase between the two cylinders' motion in three-dimensionalities is studied at
Re=500 for two tandem cylinders at P/D=2.0.
Before moving on, some notation conventions should be introduced.
The natural shedding frequency of a single stationary cylinder will be denoted as f,*, and the
natural shedding frequency of the stationary system of tandem cylinders at the examined
spacing will be denoted as f,**. The upstream cylinder will be assigned the index one (1)
and the downstream cylinder the index two (2).
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7.1.2 Lock-on Phenomena
In the context of cylinders in forced oscillations lock-on is defined as the state where the
vortex shedding frequency is tuned to the oscillation frequency of the cylinder.
It has been shown experimentally by Mahir & Rockwell [83] that the range of synchroniza-
tion frequencies of the wake varies with cylinder oscillation amplitude and with phase angle
between the two cylinders.
At lock-on the flow pattern in the near wake should be the 'same' when the cylinder is at
the same phase of its oscillation. The notion of having the 'same' flow pattern takes some
discussion. For small Reynolds numbers the wake is laminar and two-dimensional, hence
the flow patterns in the near wake are expected to be periodic. Due to the nonlinearity of
vortex interactions the same may not be true in the far wake, however. For higher Reynolds
numbers the wake becomes turbulent, hence in order to identify similarity in the near wake
the random components associated with turbulence should be removed through a phase av-
eraging procedure. This procedure is often used to identify coherent structures. Direct phase
averaging, based on the cylinder oscillation period would hide modulations that may exist.
In the present work spectral analysis and peak identification is used. When more than one
peaks are identified in the spectra of a particular case, and the extra peaks are not superhar-
monics of the first one the case is classified as outside the lock-on range. For cases however.
that there is a single dominant frequency and possibly superharmonics of it, the case is
considered at lock-on state. The relative strength of spectral peaks depends on the location
of the probe into the flow.
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7.1.3 Forces on Cylinders
Figure 7-1 shows the variation of CD with oscillation frequency for both the upstream and
downstream cylinders. parametrically with the oscillation amplitude , and either the in-
phase (0 = 00) or anti-phase (0 = 1800) motions. The corresponding curves for a single
oscillating cylinder are also included. The horizontal lines correspond to the values of CD for
the stationary (non-oscillating) case. The vertical lines correspond to the natural shedding
frequency of the single stationary cylinder (f*) at the Reynolds number considered. and that
of the stationary system of the two cylinders (f**) for the same Reynolds number.
The following conclusions can be drawn regarding the forces:
" The CD of both the upstream and downstream cylinder increase with increasing os-
cillation amplitude. This is an expected result and it can be explained in terms of an
increase in the average velocity defect with increasing oscillation amplitude. An other
explanation is that the cylinder undergoing cross-flow oscillations presents a larger
projected area to the mean flow.
" For each oscillation amplitude there is a peak in CD . This peak does not always occur
at the same frequency for the upstream and downstream cylinders.
" The mean drag coefficient of the downstream cylinder (CD 2 ) for all oscillating ampli-
tudes is maximum at frequency around the natural shedding frequency of the corre-
sponding stationary system. This is showing a resonance effect. There is a small shift
towards higher frequencies with increasing oscillation amplitude. The shift is more
pronounced in the anti-phase case 0 = 180'. This is to some extent indicative of the
origin of the shift. When the cylinders are in out-of-phase (0 = 1800) motion the down-
stream cylinder is shielded less by the presence of the upstream cylinder. The higher
the oscillation amplitude is, the less the shielding in the anti-phase motion and the
higher the frequency of maximum mean drag coefficient of the downstream cylinder
(Ci"2). The CD 2 exhibits very high sensitivity to the oscillation frequency. In the
-max
range of frequencies between the frequency corresponding to CD 2  and the natural
shedding frequency of the single cylinder (ft) the CD 2 is almost constant for 0 = 0.
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For frequency oscillations higher than f* the CD 2 reduces towards the corresponding
value when the cylinders are stationary (CD2*). This is a rather interesting result and
it consistent among both in-phase and anti-phase oscillations. It should be reminded
that the examined case is for spacing P/D=2.5 which in the stationary problem is in
the reattachment regime. This justifies the negative CD2'
" The CD peak frequency of the upstream cylinder starts at the natural shedding fre-
quency of the stationary system for small amplitudes and increases with increasing
oscillation amplitude.
" The phase-angle between the two cylinders' oscillation has very small effect on CD, as
seen in figure 7-2. The effect is bigger on CD 2 and becomes more significant as the
oscillation amplitude increases.
* For the highest oscillation amplitude examined (A/D=0.5) the CD of the upstream
cylinder is very similar to the single cylinder for a range of frequencies. The increase in
CD of the single cylinder with oscillation frequency persists until the natural shedding
frequency of the single stationary cylinder f* where it obtains its maximum value. The
CD of the single cylinder case has maximum value at f,* for all examined oscillation
amplitudes. The frequency of peak D, is smaller than that of a single cylinder and
greater or equal to the frequency of peak CD 2.
* The CL of the upstream cylinder is higher for the in-phase motion case than the anti-
phase motion for the cylinder spacing examined (P/D=2.5) and for almost all the
frequencies in the examined range.
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cylinder case.
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7.1.4 Work of Hydrodynamic Forces
The work of the hydrodynamic force on the oscillating cylinders was calculated by integrating
the area under the phase plots of the lift force versus the displacement over one period of
oscillation. Non-dimensional force (CL) and displacement (y/D) are integrated, so the
resulting work is also non-dimensional ( ). The variation of the hydrodynamic force
work with the oscillation frequency for different phase angles and different motion amplitudes
are plotted in figure 7-5.
Single Cylinder
For the single cylinder, the hydrodynamic force work on the cylinder attains a maximum
positive value at the frequency corresponding to the natural shedding frequency of the sta-
tionary single cylinder (f*).
Although the two curves corresponding to oscillating amplitudes A/D=0.2 and A/D=0.5
are similar in shape. the curve corresponding to A/D=0.5 is always lower than the A/D=0.2
curve. In fact, for most frequencies in the range examined, the hydrodynamic force work on
the cylinder with transverse oscillation amplitude A/D=0.5, is negative except for a small
region near f*.
The fact that the hydrodynamic work input for the A/D-0.2 oscillating amplitude is higher
than that of A/D=0.5 is not surprising and is well documented in the literature although
these results depend on the Reynolds number. If the hydrodynamic work input was mono-
tonically increasing with oscillation amplitude for a given frequency, the amplitude of vortex
induced vibration of an elastically mounted cylinder would never reach a limit value. In
the vortex-induced vibration context the amplitude of oscillation depends on other factors
too. such as inertial forces and structural damping. However insight on the energy transfer
from the hydrodynamic force for given oscillating amplitude and frequency can be gained by
studying prescribed oscillations.
Figure 7-6 shows the hydrodynamic lift work as a function of the oscillation amplitude for
a frequency fe = 0.172. On the same plot data for an elastically mounted cylinder with
one degree of freedom are also plotted. The free oscillations data correspond to a natural
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Figure 7-5: Work of hydrodynamic force upon tandem cylinders in oscillatory motion.
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amplitude.
Hydrodynamic force work on a single cylinder as a function of the oscillation
Free transverse 1-dof oscillation data lie on the forced oscillation curve.
frequency of the elastically mounted cylinder f, = 0.17. This case is at lock-on and it was
chosen so that it coincides with the frequency of the forced oscillation data. With the nat-
ural frequency being in lock-on the cylinder response is expected monochromatic. This is
desirable in order to have a direct comparison with the forced oscillation data. The following
observations can be made from figure 7-6:
a The hydrodynamic work originally increases with the amplitude of oscillation, then
it reaches a peak value and subsequently decreases and becomes negative. This is
indicative of the self-limiting mechanism of the flow-induced oscillation.
* The free oscillation data fall right onto the forced oscillation curve. This proves that
the hydrodynamic force work depends on the oscillation amplitude and frequency and
it is the same for corresponding free and forced oscillations. The position on the
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forced oscillation curve that the free oscillation will fall depends on the mass-damping
coefficient.
* The amplitude for which the forced oscillation work crosses the axis (AO), and from
positive becomes negative, is the upper bound of the possible amplitude for free os-
cillations at natural frequency corresponding to that of forced oscillations. As the
mass-damping coefficient decreases the oscillation amplitude increases up to (AO). If
the mass-damping coefficient was zero the hydrodynamic force work over a cycle should
be zero otherwise the structure would increase its energy at every cycle by amount equal
to the net work of the hydrodynamic force. As the mass-damping coefficient increases
the hydrodynamic force work balances for the energy losses during the cycle.
To get a closer look on the energy exchange during the single cylinder oscillation the phase
loops are plotted in figures 7-7 and 7-8. A closed clockwise loop indicates positive hydrody-
namic work, as opposed to a counterclockwise loop which indicates negative work. Figure
7-7 shows the change of the phase loops with the oscillation frequency, while in figure 7-8
the phase loops corresponding to the data points of 7-6 are plotted. This way the work is
directly associated with the corresponding phase loop from which it was calculated. The
phase loop at lock on frequency fe = 0.172 starts as a clockwise elliptical shape diagonally
positioned. As the oscillation amplitude increases the phase loop flattens near the y=0 point
until the middle section swaps giving negative work contribution from the middle section.
The phase loops and work done are better understood in conjunction with the phase angle
between the force and the displacement 7-9. For frequencies higher than those correspond-
ing to lock-on the phase between the cylinder displacement and the lift is nearly zero and
the work of the hydrodynamic force is close to zero as well. For frequencies below lock-on
the loops are asymmetric and crossing creating positive and negative work subloops during
one oscillation period. As it can also be seen from the wake spectra at the low oscillation
frequencies the force contains spectral peaks at both the oscillation frequency fe as well as
the natural vortex shedding frequency. This is why the loops are more complex and for part
of the cycle the work is positive and for other part it is negative.
In the lock-on region the phase loops are simpler indicating there is a single dominant fre-
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quency, as it is expected by the definition of lock-on given at 7.1.2. The loops at A/D=0.2
are more indicative of a lock-on situation with a single dominant frequency. When there is
only one dominant frequency component the work production depends on the phase angle
between the force and the displacement 3.16. From 7-7 it is seen that for A/D=0.2 in the
lock-on region the phase angles are around 125 to 90 degrees with the force heading the
displacement producing positive work. For the A/D=0.5 case the phase angle is about -90
degrees for a wide range of frequencies leading to negative work. Then there is an increase
of the phase angle until the peak of the corresponding work curve. In this region that the
phase angle increases from about -90 degrees towards a positive value of about 20 degrees,
the phase loops are twisting forming three subloops. The center subloop contributes negative
work while the side ones positive. The sublooping relates to a significant peak in the third
superharmonic of the lift force signal, as seen at the last spectrum plot of each one of figures
7-10, 7-11.
On the contrary for the case A/D=0.2 and fe = 0.172 that corresponds to a single positive
work loop, the lift force spectrum has a single peak at the frequency of oscillation as seen in
figure 7-12.
Lift in-phase with velocity (CLV)
An alternative way to express the self-limiting mechanism of the flow-induced oscillation,
is by looking at the variation of the 'lift coefficient in-phase with velocity' (CLV), with the
oscillation amplitude A/D:
CLV = (7-1)
As already explained, work is produced when the lift and the displacement are almost or-
thogonal. This is equivalent to the lift being in-phase with the velocity given the cylinder is
in harmonic oscillation. Another way to think about it is in terms of power. The power at a
given time is the product of the force with the velocity. The work over a period of oscillation
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is obtained by integrating the power exchange during that time:
W = F*(y*)dy*= I F* (y*(t*)) dt*
|(k+1)Tjk F(t)y*dt*
k T
J (k+l)T
k T 0.5CL (t)A*wsirn(wt* + Oo)dt*
-0.5CLVA*W (7.2)
The asterisk (*) indicates appropriate non-dimensionalizations introduced earlier. Relation
7.2 indicates the direct relation between the hydrodynamic work and the lift in phase with
velocity for simple harmonic cylinder oscillation.
Figure 7-13 shows the CLV variation with A/D. As expected for this case the curve has
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Figure 7-13: Lift Coefficient in-phase with velocity for a single cylinder at lock-on frequency
fe=O.172. with oscillation amplitude A/D.
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similar shape with the hydrodynamic work curve and crosses the horizontal axis at the same
oscillation amplitude.
Hydrodynamic Force Work on Tandem Cylinders
The work of the hvdrodynamic force on the upstream cylinder is negative for oscillation fre-
quencies below fo* The higher the amplitude of oscillation the more negative the work is at
this frequency range. The negative sign at the hydrodynamic force work is associated with
the phase angle between the lift force and the oscillation displacement. As scen in figure 7-4
for frequencies below /* the phase angle is negative indicating that the lift force is opposing
the oscillation. thus performing negative work. The negative phase angle decreases towards
-180 degrees. The frequency for which the phase angle becomes anti-phase corresponds to
rho the frequency for which the hydrodynamic force work changes from negative to positive,
passing from zero when lift and displacement are exactly anti-phase. The work on the up-
stream cylinder increases as the phase angle reduces from 180 towards 0 according also to
the variations of the C' . When the phase angle reaches values very close to 0. the displace-
ment arid the force are almost in-phase and the work production almost vanishes. Another
interesting observation from figure 7-5, regarding the upstream cylinder, is that for a range
of oscillation frequencies and particularly in the anti-phase motion. the hydrodynamic work
increases with A/D for all amplitude cases examined contrary to the single cylinder result. A
shift towards higher frequencies of the peak in the hydrodynamic work curve is also observed.
For the downstream cylinder, the work of the lift force depends strongly on the phase angle
between the two cylinders' oscillations as seen in figure 7-9. It can be observed from the
figure that at the frequency corresponding to maximum hydrodynamic work for anti-phase
motion (0 = 1800). there is a minimum for the in-phase motion 0 = 0'). The reason of this
sensitivity is that the lift force and its phase to the oscillation, for the downstream cylinder,
depend on the phase of the oncoming vortex from the upstream cylinder. Due to the small
distance between the two cylinders (P/D=2.5) the phase of the oncoming vortex with the
downstream cylinder motion depends on the motion and vortex shedding phase of the up-
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stream cylinder.
Consider for example the case shown in the middle row of figure 7-16. It corresponds to
A/D = 0.5 and fe = 0.172. On the left side, the cylinders are moving in-phase (6 = 0) with
each other while on the other in anti-phase (0 = 180). The upstream cylinder is moving
downwards in both figures, but the shown snapshots do not correspond to exactly the same
phase. In the in-phase case (6 = 0) the second cylinder is also moving downwards, while
in the anti-phase (6 = 180) case it is moving upwards. The calculated phase angles of the
lift force with the displacement for the downstream cylinder are = -48' for the in-phase
motion and # = 230 for the anti-phase motion. Because # E (-900, 900) for both cases the
vertical component of the force vector is in the direction of the motion. However in the case
of anti-phase motion the force is leading the displacement by 23 degrees while in the in-phase
motion it lags by 48 degrees. A heuristic explanation of why this happens is provided below:
Directly above the downstream cylinder (7-16) there is 'blue' (negative) vortex originally
shed by the upstream cylinder. This vortex is associated with a pressure-low and has a
significant effect on the lift force of the downstream cylinder. In the in-phase motion this
vortex is positioned right over the downstream cylinder when the latter is moving downwards
reducing the lift force due to its own oscillation. In the anti-phase motion on the other hand,
the motion of the cylinder is towards the on-coming vortex increasing its lift. This scenario
is also endorsed by the values of the CL" shown in figure 7-4. For the case of 6 = 00 the
CL = 0.80, almost 27% less that the corresponding value for 6 = 1800 which was calculated
CL = 1.10.
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7.1.5 Vortex Patterns
Selected vorticity fields are plotted in figures 7-14. 7-15 and 7-16 for illustration of the flow
features.
Figure 7-14 includes vorticity fields for single cylinder in prescribed oscillations. The figure
consists of several instantaneous fields. The plotting parameters, such as contour levels, axes
limits and frame sizes were kept constant for consistency. What is not consistent is the phase
of the motion of the cylinder the particular instant corresponds to. The fields in the left
colunin correspond to A/D=0.2 and the fields in the right column correspond to A/D=0.5.
The rows correspond to forced oscillation frequencies f, = {0.11, 0.17, 0.22} respectively.
The first. one is below lock-on, the middle one is in the lock-on range and the last one is
just after it. Depending on the parameters of the motion there is a variation of the spacing
and the arrangements of the shed vortices but all the cases would be classified as yielding
2S vortex patters. A 2P type pattern is not observed in this set. This is attributed to
the low Reynolds number and the limited oscillation amplitude. In the case A/D=0.5 and
fe = 0.11 the vortices are staggered with small horizontal spacing compared to all other
cases displayed. This case would be the most susceptible to 2P type of shedding due to the
high amplitude and low frequency of oscillation. However the vortex pattern observed here
is not characterized by two oppositely signed vortices on each side of the horizontal axis as
a 2P shedding case would.
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7.1.6 Lock-on Manifestation on Wake Spectra
In accordance to the discussion of 7.1.2 regarding lock-on, in the present context the vortex
shedding for a case is classified as locked-on when it is captured to the cylinder oscillation.
This occurrence is manifested in the near wake spectra, with a single peak corresponding to
the frequency f. Superharmonics of this frequency, i.e integer multiples of it can also be
present in lock-on.
Figure 7-17 shows the frequency peaks obtained by a probe in the near wake (x.,y)
(5.0, 0.5) of a single oscillating cylinder. Each of the plots corresponds to a different os-
cillatiou amplitude A/D. In each plot the response frequency is plotted as a function of
the oscillation frequency f, nondimensionalized. Two nondimensionalizations are displayed
in each figure. The oscillation frequency f, is nondimensionalized on the top axis by the
shedding frequency of the tandem cylinders at P/D=2.5 (f**) for reference and comparison
with the corresponding results. The bottom axis is nondimensionalized by the shedding
frequency of a single stationary cylinder (f*). Correspondingly the wake response frequency
is non-d(imensionalized by f* on the left axis and f,** on the right.
The horizontal line at Fl/'f* = 1.0 corresponds to vortex shedding at the frequency of a sta-
tionary cylinder. The diagonal line corresponds to vortex shedding response in accordance
with 'j.
The lock-on cases are those with a single peak for a given 'e at the diagonal line of unit
slope (1.0). The following observations can be made from plot 7-17:
* The range of lock-on frequencies for the A/D=0.5 case is -wiider than the lock-on range
for A/D=0.2. Generalizing this observation it could be hypothesized that in general
the synchronization range increases with increasing oscillating amplitude A/D.
" For oscillating frequencies smaller than the lock-on range the dominant frequency in
the near wake is almost that of a stationary cylinder (f*). It should be reminded that
small differences in frequencies may be attributed to the accuracy and resolution of
the performed FFT according to 3.7.
* For frequencies higher than the lock-on range there is still a prominent peak corre-
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sponding to the frequency of oscillation fe. An additional peak corresponding to the
natural shedding frequency of the stationary cylinder (f*) is often present. An other
peak at frequency lower than (f*) is also present. The frequency of this peak becomes
lower as the oscillation amplitude increases. For the case A/D=0.2 the two peaks on
the curve apart from the one corresponding to f, are about 0.145 and 0.185. The
second peak observed in the case A/D=0.5 is at 0.165.
Figure 7-18 shows the frequency peaks obtained by a probe in the near wake (x, y) = (5.0, 0.5)
of a tandem oscillating cylinder system. The left column of the figure corresponds to in-phase
oscillations (6 = 0") and the right to anti-phase cases (6 = 180). In this figure only one non-
dimensionalization parameter was used, that of f**. All figures have intentionally the same
axes limits for consistent comparisons among them.
Generally the frequency peaks occur in accordance to what was described for the single
cylinder case.
Another observation that could be made is that the range of frequencies corresponding to
lock-on in the case of tandem cylinders is larger than that of a single cylinder for correspond-
ing oscillation amplitudes. This is also seen in the cumulative map of examined cases shown
in figure 7-19.
A shift in the synchronization range towards smaller frequencies can be observed in the anti-
phase oscillations compared to the in-phase oscillations. This is consistent with the findings
of Mahir & Rockwell [83], although there is not exact match in the values of the frequencies
that define the lock-on region. Given the frequency scan here is not very dense to define
exactly the borders of the region, and the fact that some discrepancy occurs in the values
of fJ* and f** it is satisfactory that the qualitative comparison is consistent. What is inter-
esting, and is not shown in the synchronization curves provided by [83], is the appearance
of non-lock-on cases for the amplitude A/D=0.5 and frequencies for which lock-on occurs
at smaller oscillation amplitudes. Re-examination of figure 7-16 for the cases A/D=0.5,
f, = 0.156, fe = 0.172 and fe = 0.22 for in-phase motion, and A/D=0.5, fe = 0.188 for
the anti-phase motion, indicate complex near-wake vortex interactions. Figures 7-20 and
7-21 show the time series and power spectra for two of the above cases. In the u-spectra in
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figure 7-21 the peak at 0.176 corresponds to the oscillation frequency fe = 0.172. The 0.004
difference is within the FFT error which is 0.006 in this case. The peak at 0.342 corresponds
to the second superharmonic 2f, = 0.344 with error 0.002 within the FFT resolution. The
low frequency peak at 0.107 is likely to represent incommensurate frequency. Looking back
at the vorticity contours for this case, a merging event of equal sign vortices can be observed
in the near wake of the downstream cylinder. This low frequency is likely to be due to this
near wake merging event and responsible for not having lock-on in this case. As an extra
evidence of the existence of pockets of irregularity within the lock-on region, extra data
points are obtained at A/D=0.45 for the in-phase motion. Figure 7-22 shows the spectra
at point (1.25,0.75) in the gap region between the two cylinders. The spectra there have a
single peak at the oscillation frequency. At point (5.0,0.5) in the wake of the downstream
cylinder however, there are multiple peaks as shown in figure 7-23. The peak at 0.312 in
the u-velocity spectra corresponds to the second harmonic of the oscillation frequency 0.156
(2fe). In the v-velocity spectra an extra peak at 0.117 is present. This can be related to the
difference of the two peaks in the u-velocity spectra, i.e 0.117 = 0.312 - 0.196 = 2f, - 0.195.
The 0.195 peak could be related to f,* which as seen in 4-2 is calculated 0.188. For this
oscillation amplitude the maximum vertical velocity of the cylinder 27rfA ~~ 0.441 which is
quite significant compared to the free stream velocity of 1.0. If the mean value of the velocity
magnitude is calculated: 2 f 2 /E v/U2 + (27rfeA sin(27rfet))2 dt for the parameters of this
case a factor of about 1.0472 is obtained. If this is now multiplied by f,* = 0.188 the value
of 0.197 is obtained. This is very close to the 0.195 value appearing in the spectra especially
if it is taken into account that the resolution of the present FFT is 0.007 and that the value
of 0.188 already contains some error in it.
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7.1.7 Dependence of Three-Dimensionality on Phase Angle
In this section two cylinders in tandem arrangement with center to center distance of 2
diameters (P/D=2.0) and Reynolds number 500 are subjected to prescribed oscillations,
Both in-phase and anti-phase oscillations are considered. The oscillation amplitude is fixed
to A/D=0.4 for all cases considered here. The natural shedding frequency of the stationary
cylinder system in tandem with P/D=2.0 and Re=500 was calculated by three-dimensional
numerical simulation to be f** = 0.155. Two oscillation frequencies were tested, one at,
00.15 and one at fe. 2 0 . In figure 7-24 various norms of the correlation coefficient
matrix are plotted.
The following observations can be made:
" For the anti-phase motion the spanwise correlations of the forces are reducing when
the frequency increases from f, = 0.15 to fe. = 0.20. The reason for that is that the
first is closer to the natural shedding frequency of the corresponding stationary system
(f**). For the in-phase motion this is the case for the downstream cylinder while for
the upstream there is a significant increase in the spanwise correlation of the lift force.
" The in-phase case has in general higher spanwise correlations than the anti-phase
motion.
* The anti-phase motion promotes the vortex dynamims in the gap region. As seen in
5.5 the instability of primary vorticity is generating three-dimensionality.
e At the lock-on frequency fe = 0.15 the spanwise correlation of the upstream cylinder
is smaller than that of the downstream cylinder, similar to what happens for the sta-
tionary case. For the frequency fe = 0.20 the situation is reversed with the upstream
cylinder having higher correlations than the downstream.
In figure 7-25 the time average spanwise spectrum of the lift and drag force for each cylinder
is plotted. Because the length of the time series for each examined case was not the same.
comparison in the actual strength of the spectral peaks is not meaningful. So each plot is
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CL
divided over its maximum value for normalization, and attention is directed on the location
(wavenumber) of the spectral peaks. The spanwise undulation length scale is larger (smaller
wavenumber) for the frequency fe = 0.20 compared to the frequency fe = 0.15. The case
fe = 0.15 has more than one prominent peak in the spanwise spectra unlike the case f, = 0.20
where there is a peak at the first mode. Comparing the in-phase and anti-phase cases for
the frequency fe = 0.15 yields that the anti-phase case has higher spectral density at the
smallest wavenumbers especially for the downstream cylinder as also shown in figures 7-26,
7-27, 7-28, 7-29.
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7.1.8 Summary
Lock-on and synchronization was studied for isolated and tandem cylinders subjected to
prescribed transverse oscillations. The spacing examined is in the reattachment regime. In-
phase and anti-phase motions of the two cylinders are compared. The study yielded the
following conclusions:
" For small oscillation amplitudes, the flow is similar to the stationary system and the
maximum CD for both upstream and downstream cylinders occurs at the frequency of
vortex shedding of the corresponding stationary system (f,**). Increasing oscillation
amplitude shifts the peak of CD towards higher values of the oscillation frequency but
always less than the shedding frequency of an isolated cylinder (f,*).
" For an isolated cylinder forced oscillations of increasing amplitude were performed for a
fixed frequency close to the natural shedding frequency. The hydrodynamic force work
and the lift in-phase with velocity were calculated. The terminal oscillation amplitude
of a structurally undamped cylinder in one degree of freedom transverse motion were
predicted from the location that the hydrodynamic force work of the forced cylinder
changed from positive to negative sign.
" There is a range of frequencies that the hydrodynamic work increases with increasing
oscillation amplitude for all oscillation amplitudes considered (A/D ; 0.5), contrary
to what is seen for the isolated cylinder.
" In the lock-on region, by definition, vortices are shed at the frequency of cylinder oscil-
lation. For smaller oscillation frequencies than those corresponding to lock-on vortices
are shed at the frequency of the corresponding stationary system, with modulations
due to the 'slow' cylinder oscillation often being present. For higher oscillation fre-
quencies than those corresponding to lock-on, spectral peaks occur at the oscillation
frequency and at smaller frequencies.
" The synchronization curve of the tandem cylinders arrangement is wider than that of
the isolated cylinder.
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" There is a shift of the synchronization range towards smaller frequencies in the anti-
phase motion compared to the in-phase motion.
* For the tandem cylinders at P/D=2.5, as the oscillation amplitude increases 'pockets'
of non-lock-on regions develop inside the synchronization regions (Arnold's 'tongues').
" The spanwise correlations of the in-phase motion increase when the oscillation fre-
quency increases from 0.15 to 0.20, while for the anti-phase motion they decrease. This
is consistent with the shift in the synchronization range towards higher frequencies.
374
Chapter 8
Elastically Mounted Cylinders in
Tandem
8.1 Introduction
In this chapter we investigate the effect of cylinder separation on the flow induced vibrations
of two cylinders in tandem arrangement.
We consider the case of Re=160 for which the results of the two-dimensional code are still
assumed valid. The spacings chosen were 2.5D, 3.5D and 5.OD. The case P/D=2.5 was chosen
as a case which is in the reattachment regime for Re=160. The P/D=3.5 case was chosen
because it is close to the critical spacing for vortex formation in the gap region. The case
P/D=5.0 on the other hand is in the binary vortex regime. For reference and comparison
the case of one stand-alone cylinder was also examined.
The two-degree of freedom structural model was used. Vibrations were allowed in both the
streamwise and transverse directions.
The structural damping coefficient used in all cases was = 0.01 and the mass ratio m*
10.0. The natural frequency of oscillation FN or equivalently the reduced velocity VR were
varied.
From here-on to avoid confusion with the natural shedding frequency, FN will be referred to
as Nominal Reduced Frequency. In general, for the case of a stand-alone cylinder the main
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response mechanisms are:
1. Fluid-elastic excitation. The cylinder vibrates under alternating action of the fluid
forces. This type of excitation can lead to both in-line and transverse oscillations and
it becomes significant for high values of the reduced velocity.
2. Self excitation. When the periodic vortex shedding is close to the cylinder natural
frequency, lock-in occurs. In that condition the vibration controls the vortex shedding
over a range of flow velocities determined by the system damping. The vortex shedding
frequency 'locks-on' to the cylinder natural frequency. This type of excitation leads to
predominantly transverse oscillations.
3. Turbulent excitation. Turbulence in the incoming flow or generated in the flow
over the cylinder can excite a random motion of the cylinder. In the case of Re=160
examined, such excitation is not present.
In the present work free vibrations resulting from the self excitation mechanisms are mostly
examined.
Interference excitation should be added to the above mechanisms for the tandem cylin-
ders case. In this case the downstream cylinder is oscillating in response to the wake of the
upstream.
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8.2 Cylinder Force and Deflection Responses
Figures 8-3 and 8-4 show cumulative results for the force and amplitude response respectively.
The parametric plots include the responses of both the upstream and downstream cylinders
for the distances examineud as well as the response of a stand-alone cylinder. In some cases.
as seen in Appendix-D, the time signals were quite complicated, the values plotted in 8-4
correspond to maximum peak-to-peak deflections.
Study of figures 8-3 and 8-4 yields the following:
1. The force and amplitude response of the upstream cylinder in the P/D=5.0 case is
very close to that of the stand-alone cylinder. Small discrepancies may be due to small
errors in the statistical calculations, particularly for the cases that the signals were
complex. The effect of the downstream cylinder oscillation on the upstream for this
spacing (5D) is expected to be very small.
2. In all examined cases the oscillations were predominantly in the transverse direction.
The range of reduced velocities (Vj) considered does not cover the fluid-elastic exci-
tation regime where in-line oscillations are in many cases dominating over transverse
147.
3. The response curve of the upstream cylinder for the spacing P/D=3.5 is shifted towards
higher values of the reduced velocity compared to the P/D=5.0 case. The response
curve for a single cylinder is shifted towards smaller reduced velocities compared to all
other curves. This result is consistent with the fact that the natural shedding frequency
of the stationary system for P/D=5.0 is smaller than that of P/D=3.5 at Re=160 as
shown in figure 4-32.
4. The amplitude response curve of the upstream cylinder in the P/D=2.5 case is the
widest and completely includes the curve that corresponds to P/D=3.5. The widening
of the response curve relates to the proximity of the cylinders. This spacing for the
stationary system is well in the reattachment regime. So when the cylinders don't
oscillate vividly the flow is reattaching as seen in figure 8-12. The synchronization
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Figure 8- 1: Comparison of vorticity fields among different cylinder spacings P/D={ 2.5 . 3.5
5.0} and a single cylinder for FN = 0.10, AP = 10.0, ( = 0.01 and Re=160.
of the P/D=2.5 case starts at smaller VR than the P/D=3.5 case. This is consistent
with the stationary result of 4.7 that shows the shedding frequency of the P/D=2.5
case being slightly higher than the P/D=3.5 case. As the reduced velocity increases
(or the nominal reduced frequency decreases) lock-in conditions are generated and the
upstream cylinder is vividly oscillating without reattachment. With further increase of
VR the reattachment conditions are such that resemble those near the critical point of
the stationary case. This is like moving the natural shedding frequency towards even
lower values than those corresponding to the stationary P/D=2.5 case, resulting to
wider synchronization range for this case. For the P/D=3.5 case, on the other hand,
which is near the critical point when stationary, smaller oscillations can generate vortex
shedding in the gap region and increase of the natural shedding frequency.
In other words. considering the conclusions of the curve 4-32 there is a minimum in the
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X X
aaitural shedding frequency near the critical spacing for reattachment. Considering the
cylinders" oscillations alter the vortex shedding and reattachnient conditions. when
the cylinders are close to each other there is wider range of oscillations that allow
the flow to reattach at least in one side. Such conditions. however, resemble more
those near 0the critical point, and it is like moving towards the right of P/D=2.5 in
the curve 4-32 resulting to lower shedding frequencies and giving resonance to higher
reduced velocfties. While for the case P/D=3.5 moving further to the right increases
the natural shedding frequency and prevents resonance at low natural frequencies (high
reduced velocities). This provides an explanation of the wider response curve in the
P/D=2.5 case.
5. The transverse response of the downstream cylinder for P/D=2.5 is also wider than
that of P/D=3.5. The case P/D=5.0 exceeds both of them after a certain value of the
reduced velocity.
6. The values of CDi for very low values of the reduced velocity VR tend to the values
of the corresponding stationary case. The reason is that that for low values of VR or
higher natural frequencies (stiff spring), the oscillation of the upstream cylinder is very
small and the flow is similar to the corresponding stationary case.
7. There is almost coincidence in the values of CD and C' of the upstream cylinder for
high values of VR. As seen in figures 8-1 and 8-2 corresponding to natural frequencies
0.10 and FN = 0.12 respectively, there is vortex formation in the gap region for
all considered spacings. In the case P/D=2.5 though there is one-sided intermittent
reattachment.
8. The mean drag (CD ) of the upstream cylinder reaches a maximum near lock-m.
9. The in-line oscillation of the downstream cylinder has two peaks. The first peak occurs
at the same reduced velocity VR (or nominal reduced frequency FN) as the peak of in-
line oscillations of the upstream cylinder. The second peak occurs at higher reduced
velocities. The rms drag CD's force exhibits similar behavior and peaks at the same
reduced velocities as the inline oscillations. For the cases P/D=2.5 and P/D=3.5 this
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occurs at the same frequency as the peak of transverse oscillations for the downstream
cylinder. For the case P/D=2.5 the first and second peaks are close and cannot be
identified in the figure as two distinct. It could be because there is not enough data
points in the curve to resolve the existence of two peaks in this narrow region or that
there is a natural shifting and synchronization of the two peaks there. The second
scenario is also consistent with the widening of the transverse response curve. Those
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Figure 8-2: Comparison of vorticity fields among different cylinder spacings P/D={2.5 , 3.5
5.0} and a single cylinder for FN = 0.12. M* = 10.0, (= 0.01 and R e=160.
are the peaks relating to vortex induced vibration and do not address fluid-elastic
response which gives rise to significant inline oscillations at higher reduced velocities.
In other words the inline oscillation curves are expected to peak up again for higher
reduced velocities if such data was available, based on what is known by the work of
Zdravkovich [147].
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8.3 Frequency Responses
Figures 8-5 and 8-6 show the frequency peaks in the power spectra, of the forces and deflec-
tions in the in-line and transverse directions respectively for each natural frequency (Nv)
exaniiiied. Each plot contains information for each pitch ratio (P/D) studied overlayed to
the corresponding stand-alone cylinder results.
Figures 8-7 and 8-8 contain the same information as figures 8-5 and 8-6 but the axes are
scaled differently. The latter way is the most common in the literature.
For a given nominal reduced frequency FN more than one peaks may be present. Those
peaks have different sizes according to the power spectral density they correspond to in the
spectra plots.
The continuous lines in 8-5 and 8-6 attempt to explain each of the frequency peaks. The
horizontal lines correspond to the dominant frequencies of the stationary cases. Points that
tie onto one of these lines indicate response at the natural shedding frequency of the station-
ary stand-alone or the stationary tandem arrangement under consideration.
Points being crossed by the diagonal lines passing through the origin indicate response at
the natural structure frequency FA'. In plot 8-5 there are two such lines. One correspondios
to the nominal reduced frequency FN and has a unit slope while the other has slope equal
to 2 to reflect the fact that the dominant frequency in the x-direction is double than the
shedding frequency.
The dashed lines are drawn to represent the difference between the natural shedding fre-
quencies of the stationary cases and the nominal reduced frequency Fv. It is known that
non-linear dynamical systems often respond to frequencies corresponding to the difference
or the average of other significant frequencies. They were drawn in order to explain some of
the small modulation frequencies appearing in the plots.
It should be noted that the accuracy of the frequency peaks calculated depended on the time
window used for the spectral analysis. A serious effort was made to contain the error below
0.01. In most of the cases it lies within 0.002 and 0.007.
The following can be noted after examination of the frequency content of the responses:
e For nominal reduced frequencies higher than the synchronization regime (stiff spring)
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the cylinders respond at the natural shedding frequency of the corresponding stationary
system. A component corresponding to FN is sometimes present. This is in agreement
with the flow visualizations. Indeed for the reattaching case the flow patterns are
similar to those of the corresponding stationary case.
" For nominal reduced frequencies below the synchronization range (soft spring) the
cylinders respond at a frequency between the natural shedding frequency of the sta-
tionary system with the corresponding spacing and the natural shedding frequency of
a single cylinder at the same Reynolds number. An explanation for this can be pro-
vided following the rational of the explanation provided earlier for the widening of the
synchronization range for P/D=2.5. For example, in the case of P/D=2.5, for natural
frequencies smaller than the lock-on range, the system responds at the frequency of the
corresponding stationary arrangement. For the case P/D=5.0 the situation is similar.
For the case P/D=3.5 however the response frequencies in the same range are close
to those of a single cylinder than the corresponding stationary system with the same
spacing. The reason is that because the spacing P/D=3.5 is very close to the critical
spacing, inception occurs after the cylinders begin to oscillate. When inception occurs
there is an abrupt change of the natural shedding frequency from a local minimum
towards the single cylinder values.
" The x-direction responses have a significant number of low-frequency peaks that do not
appear in the y-direction responses. Those peaks correspond to modulation frequencies.
They manifest themselves in the time series as long time period envelopes within which
the higher frequency oscillations are contained. The reason that they appear stronger
in the x-response spectra is that due to the predominance of the transverse oscillations
the spectrum peaks in the transverse direction responses are clearer and contain most
of the energy content of the oscillation. Due to the comparatively small energy content
of the modulation frequencies in the transverse direction they are almost undetectable
in the power spectra.
" The widening of the lock-on range for the case of P/D=2.5 compared to all the other
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cases examined is manifested here as well. The corresponding plot exhibits the larger
nunber of points aiong the diagonal without a second point (spectral peak) corre-
sponding to the same reduced velocity (or nominal reduced frequency).
8.4 Phase Angle Calculations
All phase angle calculations where conducted based on the most prominent frequency of the
response.
Figure 8-9 shows for every spacing considered how the phase angle between the force in one
direction and the corresponding deflection, varies with the nominal reduced frequency. For
small FN (soft spring) the hydrodynamic force opposes the motion of the cylinder phase
(-180 deg) and is limiting its oscillation amplitude.
For large values of the eigenfrequency FN (stiff spring) the phase angle for the v-direction is
nearly 0 degrees. This means that the transverse motion is in-phase with the hydrodynamic
force. No work is produced in this case, at least not from the component of the force at the
frequency examined. In between. lies the lock-on region where a transition occurs and the
phase angle drops from 180 to 0 degrees passing from intermediate values that contribute
hydrodynamic work.
Similar results have been reported in the literature for a single cylinder in one degree of
freedom transverse oscillation (120], [144]). The new result presented here shows that in
tandem arrangements both the upstream and downstream cylinders follow the same trends.
Additionally the motion here has two-degrees of freedom.
The hysteresis effect reported in the literature ([144] ,[96],[20],[46]) is associated with a switch
iii the vortex shedding pattern from 2S to 2P, and a corresponding change by almost 1800 in
the phase angle between the motion and the force. This effect is not observed in the present
numerical experiments. Jean and Gharib [57] showed experimentally that the 2P mode can
disappear due to the streamwise oscillations. The streamwise oscillations, even though much
smaller in amplitude than the transverse oscillation, they contribute to the accelerations
because their frequency is double the transverse frequency and the acceleration scales as the
square of the frequency. In addition to this justification, in the present work it will be shown
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that the absence of P-mode is also due to the iow Reynolds number. Figure 8-19 show'S the
same structural paramete-s in Re=160 and R,(=500. The Re=500 is 'n an asymmetric P-S
mode, indicating that the absence of P mode is also due to the low Reynolds number.
Figure 8-10 shows the phase angles of (lehection and force responses between the two cylin-
ders for the VariU~s sDacings considered. As expected, there is significant dependence on
the spauing because the response of the downstream cylinder is greatly influenced by the
oncoming vortex. The distance that separates the two cylinders implies at what stage of the
upstream cylinder's cycle will the shed vortices encounter the downstream cylinder. There
Is also dependence on the nominal reduced1 frequency, because different Fv implies different
osciliatn oli amuplitudle of both the upstream and downstream cylinders.
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8.5 Vortex Patterns
The figures 8-12 to 8-11 correspond to the spacings examined P/D = {2.5, 3.5, 5.0} and
the single cylinder. and show the variation of the vorticity field with the nominal reduced
frequency of the cylinders.
It can be observed that in the single cylinder case. for the values of FN for which synchroniza-
tion occurs, the wake vortices are staggeied in two parallel and wide rows with significant
vertical spacing stemming from the high amplitude of oscillation.
For the spacing P/D=2.5. for soft spring (small natural frequencies) there is one-sided reat-
tachment. One vortex is shed in the gap region while the other is attached to the side of
the dowNstream cylindei. As the natural frequency increases and synchronization occurs
giving rise to high amplitude oscillations, a pair of vortices is forming behind the upstream
cylinder but remains attached to it until on of the two vortices detaches, contributing to
the resulting wide wake of two rows of vortices. The shedding of the vortex at half cycle
from the upstream cylinder is synchronized with the shedding of the downstream cylinder
and draws equal signed vorticity from it. Further increase in the natural frequency of the
cylinders causes the oscillation amplitude to drop and the resulting wake to narrow, with
the two rows of vortices reducing their vertical and horizontal spacing. Even further increase
of FNx drops the oscillation amplitude to very low values and the resulting flow resembles
that of the corresponding stationary syster with reattachment occurring on both sides of
the downstream cylinder. A reduction in the shedding frequency is also observed.
For the spacing P/D=3.5. the events are similar to those described earlier; only this time
for 'ow FN there is no reattachment due to the fact that the spacing is very close to the
'ritical and it is easier to have vortex inception in the gap region for smaller oscillations.
For P/D=5.0 the wake behind the downstream cylinder for small values of FN7 appears ir-
regular. This irregularity reflects the existence of more than one dominant frequencies with
significant spectral content. For lock-on a wide regular wake is formed. Further increase in
the natural frequency causes the oscillation amplitude to drop and the picture of a binary
vortex wake is similar to the stationary case.
Figures 8-15 to 8-18 show several snapshots of the vorticity field within an oscillation cycle
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along with the corresponding force vectors for different cases of spacing and frequency. For
each of the shown spacings, results for a frequency in the lock-on region and a frequency
lower than the lock-on region are shown. For the low natural frequency cases (FN = 0.12) it
can be observed that the force vector of the upstream cylinder is in the opposite direction
than the cylinder motion, consistently with the phase angle results of figure 8-9. It can also
be seen the the y-component of the force vector is pointing in the same direction for both
cylinders in the case P/D=3.5, while in different direction for the case P/D=5.0 ; consis-
tently with the results of figure 8-10. For values of FN that correspond to synchronization,
the y-component of the force vector is in the direction of the cylinder motion, producing
positive hydrodynamic work.
Figure 8-19 provides a proof of the statement posed earlier that the absence of the P mode
shedding is associated with the low Reynolds number and not the streamwise oscillations
only. A heuristic argument is hereby provided for the physical justification of the above: In-
creasing the Reynolds number reduced the shear layer thickness and increases the strength
of the shed vortices. The increase in vorticity indicates smaller rotation period for each
vortex and in this regime an increase in the Strouhal shedding frequency as well. Thus, if
the cylinder responds according to its natural frequency, and this is the same for the two
different Reynolds number cases, within a period of oscillation the higher Reynolds number
case provides stronger vorticity than at the lower Reynolds.
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Figure 8-11: Vortex patterns variation with nominal reduced frequency F, for single cylinder
at Re-i60 in two-degree-of-freedom flow induced oscillations.
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Figure 8-12: Vortex patterns variation with nominal reduced frequency FN for tandem cylin-
ders ta P/D=2.5 and Re=160 in two-degree-of-freedom flow induced oscillations.
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Figure 8-13: Vortex patterns variation with nomInal reduced frequency FN for tandem cylin-
ders at P/D=3.5 and Re=160 in two-degree-of-freedom flow induced oscillations.
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dens at P/D=5.0 andw Re=t160 in two-degree-of-freedom flow induced oscillations.
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Figure 8-15: Snapshots of vorticity field over o period for case P/D=3.5. A* = 10, FNv 0.12,40.01.
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Figure 8-16: Snapshots of vorticity field over a period for case P/D=3.5, M* = 10. Fv = 0.18,
0.01.
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Figure 8-17: Snapshots of vorticity field over a period for case P/D=5.0, M* = 10, FN = 0.12.
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Figure 8-18: Snapshots of vorticity field over a period for case P/D=5.0, M* = 10, FV= 0.17
-=0.01.
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8.6 Hydrodynamie Force Work
The work of the hydrodynamic force during one oscillation cycle is plotted in figure 8-20 for
each of the examined P/D and FN and for both the upstream and downstream cylinders.
This is the work that corresponds to a cycle after the system has reached steady-state.
Yhe hydrodynamic work corresponding to the force and oscillation in the inline (x-) as well
as the transverse (y-) direction are plotted. The total is the sum of those two:
x((k4t)T) y( (k+1)T)
Fids; = F dx +/T) dy (8.
Since the oscillations are predominantly in the y-direction the total hYdrodynamic work
is determined mostly by the lift force coim)ponent. In equation 8.1 a single period T is
used in the integral limits. The x-oscillations often occur at twice the frequency of the
oscillations, as also seen in figures 8-5 and 8-7. The period entering equation 8.1 is based
on the transverse oscillations. For more robust calculation an average over several periods
is obtained as follows:
F , = T; F x + y (+) F 1 dy (8.2)
- F(kT .(kT)
In practice a time window from t11 to tE is manually selected so that transients are cut-off.
Then, within this window the largest number of integer periods is calculated N = tF-t:!
and a time window based on it (NT) is selected with ending time the last available tE (end
of calculation) and starting time ts = tE - NT. The period T has been selected based on
the most prominent peak in the frequency spectra of the transverse response.
From figure 8-20 it can be concluded that the work produced in the in-line direction is
very small fraction of the work produced by the transverse force. The inline work is more
significant for the case P/D=5.0 and it takes both positive and negative values unlike the
transverse which is always non-negative. The F, that corresponds to the peak in the total
hydrodynamic work is lower for the downstream cylinder than for the upper: consistently
with the response curves (8-3 and 8-4).
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8.7 Comparison between I and 2 Degree of Freedom
Oscillations for a Single Cylinder
The one and two degree of freedom oscillations of a single cylinder at Re=160 are compared
in this section. The cylinder has the same mass ratio (m* = 10) and damping parameter (
0.01) in both sets of experiments and the natural frequency was varied. In the two degree
of freedom response., as before, the naturai frequency of in-line and transverse oscillations is
the same, denoted by FN.
In figure 8-21 the transverse amplitude response for both cases is presented. The mean drag
coefficient and rms drag and lift are compared as well. The hydrodynamic work is also
compared. For the 1-dof (oiie degree of freedom) oscillations, since there in no motion in
the inline (x-) direction there is no work done there. For the 2-dof (two degree of freedom)
oscillations, the total work and the work done by the lift in the transverse direction are
plotted.
The amplitude of transverse oscillations is almost identical for the whole range of examined
natural frequencies. The same can be said about almost all the compared quantities. There
is one case at lock-on however, the one corresponding to FN = 0.22, where there is some
discrepancy in the values of the fluctuating components of the drag and lift. This is the case
where the peaks in amplitude and C} occur. In this case the 1-dof case has hig2her Cj and
slightly lower C than the 2-dof case.
In figure 8-22 a. comparison of the vorticity fields between 1-dof and 2-dof oscillations for
corresponding natural frequencies is provided. The snapshot of vorticity are not all at the
same phase but a comparison can be made by looking at the gross characteristics of the wake.
In the case corresponding to FN = 0.22 that discrepancy in the values of C was observed
the vorticity fields are indeed quit different. The 2-dof wake is wider with the two rows of
vortices having larger vertical spacing in comparison to the 1-dof wake. This is interesting
especially given that the oscillation amplitudes obtained in both cases are almost identical.
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8.8 Summary
The two-degree-of-freedom (2-dof) laminar flow-induced oscillations of tandem and isolated
cylinders are examined for three different spacings. The first spacing (P/D=2.5) is in the
reattachment regime. The other (P/D=5.0) is in the binary vortex regime, and finally
P/D=3.5 is close to the critical spacing for the Reynolds number considered (Re=160). Re-
duced velocities in the range of vortex shedding excitation were considered.
Both cylinders' oscillations where predominantly in the transverse direction. The in-line os-
cillations where more significant on the downstream than the upstream cylinder. The onset
of synchronization of the upstream cylinder is shifted on the reduced velocity axis consis-
tently with the natural shedding frequency of the corresponding stationary case. As the
spacing increases beyond the critical spacing the upstream cylinder behaves more like the
isolated case. For cylinder spacings in the reattachment regime, there is a widening of the
response curve of the upstream cylinder. The maximum oscillation amplitude is also higher
in this case. An explanation of the widening of the response curve for the small spacing case
is provided: When the cylinders are close there is wider range of oscillation amplitudes for
which there is reattachment in at least one side. When reattachment is present the natural
shedding frequency is reduced and synchronization of the elastically mounted cylinder per-
sists towards higher values of the reduced velocity.
The phase angle between the y-displacement and the y-force is smoothly varying from 180
degrees for low values of the natural frequency to 0 degrees for high values of the natural
frequency. At lock-in the phase angle has values around 90 degrees indicating energy input
during one cycle from the flow to the cylinders. No hysteresis effect was observed in the
present data sets in the value of the phase angle. Accordingly, no 2P type of shedding was
obtained in the single cylinder oscillations at Re=160. This is attributed primarily to the
low Reynolds number. The fact that the oscillations are 2-dof has also been reported as rea-
son for 2P shedding suppression. A comparison between 1-dof and 2-dof at Re=160 showed
that the absence of 2P shedding was due to the low Reynolds number. This statement was
further endorsed by a simulation at Re=500 that yielded P-S shedding. A mass-damping
ratio dependence is also present given it controls the maximum oscillation amplitude.
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In the response spectra three significant frequencies were identified: The shedding frequency
of the stationary single cylinder f*, the shedding frequency of the stationary tandem system
f**, and the structural natural frequency FN. The peaks of the cylinder responses spectra
were explained in terms of those three frequencies and their combinations.
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Chapter 9
Conclusions
9.1 Summary
The two-dimensional spectral element code Ncktar was extended so that it can simulate the
flow structure interaction for an arbitrary number of rigid bodies. Each of the bodies Cati
have its own geometrical and physical characteristics and its motion can either be prescribed
or Modeled as a mass-spring-damper system able to move in one or two space dlimensionis.
A Fourier-Jacobi ALE method was developed, suitable for efficient three-dinensional snila-
tioos. periodic in one dimension. with moving boundaries. The motion of the boundaries has
1 be uniform in the periodic direction. This code was then extended to handle an arbitrary
nul)er of independently moving rigid bodies. in analogy to the two-dimensional code.
A set of mesh generation utilities were also developed, for the generation of meshes leading
to more robust and efficient simulations.
The aforementioned codes were used to study the flow around a pair of cylinders in tandem
and side-by-side arrangements at the laminar and lower subcritical regimes.
The developed programs were used to conduct numerical experiments and parametric stud-
ies of flow around two stationary and oscillating cylinders. Cylinder spacing and Reynolds
iuiimber effects were studied. Comparison between two- and three-dimensional results was
also obtained.
A list of the main findings of each study is included in the corresponding chapter but a
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selection of the main findings of each is also included hereby.
The study of stationary cylinders in tandem arrangement lead to the following conclusions:
" Three flow regimes were identified. The proximity., reattachment and binary vortex
regime. In the proximity and reattachment regimes the CD is negative.
" For a given Reynolds number the enstrophy becomes maximum for spacings just after
the critical spacing. The forces on the downstream cylinder also have a local maxinnun
there.
" For all spacings the CD of each cylinder is smaller than the CD of an isolated cylinder.
" For spacings in the proximity and reattachment regimes, the total drag of the combined
two cylinders is smaller than the isolated cylinder.
" A linear map between the CD and the difference between the stagnation and the base
pressure coefficients was found. The coefficients of the linear map vary with Reynolds
number and are different for the upstream and downstream cylinder but independent
of the cylinder spacing.
" The shedding frequency in the proximity regime is similar to that of an isolated cylinder
because it depends mostly on the latter distance of the two shear layers which is about
D in both cases. In the binary vortex regime, the distance of the downstream cylinder.
is big enough not to alter the shedding of the upstream cylinder. The downstream
cylinder then tunes its own shedding to the oncoming wake.
" For spacings in the reattachment regime, there is a reduction of the vortex shedding
frequency due to the shielding effect. The reduction in the shedding frequency. can
also be related to the increase in the algebraic value of CPB with increasing spacing in
this regime. The CPB increase is also associated to the increase in the length of the
mean recirculation region. In the reattachment regime the mean horizontal velocity is
negative throughout the gap region.
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" A. listeresis effect, ill the onset of vortex formation in the gap region is identified. Foi
a givel Reynolds umnber and spacings in a range close to the nominal critical spacing.
two stealv state solutions are possible depending on the initial conditions. No atteii)t
was made to identify the exact range of the hysteresis for each Reynolds number.
" It was found that the presence of the downstream cylinder in the near wake of the
upstream lias a stabilizing effect on the wake. The prevention of vortex roll-up an(
formation of strong vortex core in the gap region, from where the vertical vorti(ity
would draw energy, is suppressing three-dimensionality in the near wake.
" The two-dimensional results at Re=500 yield a critical spacing of p/1)I 2.4 while
the three-dimensional is P/DI ~ 3.6 for the same Reynolds number. For spacings
between those two values quantities such as forces do not compare well.
" For the range of spacings that both 2D and 3D simulations yield the same regime. C,
and Strouhal frequency compare relatively well for Re=500. The same cannot be said
for the fluctuating components of the forces. Those are clearly overestimated by the
2D code.
" The critical spacing was found to be relatively constant for the range of Reynolds uimn-
bers exalmined, contrary to the two-dimensional calculations.
For the side-by-side arrangement the following conclusions were reached:
" A mean repulsive lift force acts on each cylinder which increases as the spacing between
them decreases. This is opposite to what a potential calculation yields and is associated
with an inward shift of the forward stagnation points. A mechanism is suggested that
relates this shift, with the vortex dynamics of the near wake and a shift of the outer
separation points upstream, and the inn-r separation points downstream.
" In the flopping regime, an alternation betweeni a wide and a narrow wake between each
of the cylinders occurs, with the drag force on the narrow wake cylinder exceeding
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that of the wide wake. The alternation observed numerically in the present work is
aperiodic but occurs in higher frequency than what is reported in experiments.
" As the distance between the two cylinders decreases the vortex interactions in the
near wake become more complex and are manifested with multiple peaks in the power
spectra of velocity and pressure probes in the wake.
" There is a critical spacing above which, a regular and stable time persisting anti-phase
two-street shedding establishes. Below this spacing the inner vortices interact in a
rather complicated way, leading to chaotic behavior.
" Two distinct spectral peaks were identified in the flopping regime. The lower peak
was gaining in spectral density as the probing point was moved towards the centerline
(y=0). This leads to the conclusion that the prominent peaks at frequencies lower or
about 0.1 are due to the interactions and merging events occurring in the gap region
and involving mostly the inner vortices.
* In the symmetric (anti-phase) wake case, the strength of the inner vortices weakens
faster than that of the outer vortices.
The study of prescribed oscillations of two cylinders in tandem at the reattachment regime
lead to the following conclusions:
" As the oscillation amplitude increases the CD increases and the frequency of peak CD
shifts from the shedding frequency of the corresponding stationary system (f**) to
higher frequencies and namely the shedding frequency of the isolated cylinder (f,*).
* The terminal oscillation amplitude of a structurally undamped cylinder in 1-dof oscil-
lations was predicted by forced oscillation experiments at its natural frequency. That
amplitude was found to be the amplitude for which the hydrodynamic work on the
cylinder changed from positive to negative sign.
" In the lock-on region, by definition, vortices are shed at the frequency of cylinder oscil-
lation. For smaller oscillation frequencies than those corresponding to lock-on vortices
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are shed at the frequency of the corresponding stationary system, with modulations
due to the 'slow' cylinder oscillation often being present. For higher oscillation fre-
quencies than those corresponding to lock-on, spectral peaks occur at the oscillation
frequency and at smaller frequencies.
" The synchronization curve of the tandem cylinders arrangement is wider than that of
the isolated cylinder.
" For the tandem cylinders at P/D=2.5, as the oscillation amplitude increases 'pockets'
of non-lock-on regions develop inside the synchronization regions (Arnold's 'tongues').
* The spanwise correlations of the in-phase motion increase when the oscillation fre-
quency increases from 0.15 to 0.20, while for the anti-phase motion they decrease. This
is consistent with the shift in the synchronization range towards higher frequencies.
The study of 2-dof laminar flow-induced oscillations of tandem and isolated cylinders showed:
" A relative shift of the onset of synchronization among different spacings, consistent
with the the natural shedding frequency of the corresponding stationary case.
" For spacings corresponding to the binary vortex regime, the upstream cylinder behaves
more like the isolated cylinder. For cylinder spacings in the reattachment regime. there
is a widening of the response curve of the upstream cylinder. When reattachment is
present the natural shedding frequency is reduced and synchronization of the elastically
mounted cylinder persists towards higher values of the reduced velocity. The closer
the cylinders are the more reattachment persists.
" A smooth variation was found on the phase angle between the y-displacement and the
lift force, from 180 degrees at low frequencies to 0 degrees at high frequencies. With
lock-on occurring in between and when the phase angle obtains values of about 90
degrees.
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" No hysteresis effect was observed in the present data sets in the value of the phase
angle. Accordingly, no 2P type of shedding was obtained in the single cylinder oscilla-
tions at Re=160. This is attributed primarily to the low Reynolds number. The fact
that the oscillations are 2-dof has also been reported as reason for 2P shedding suppres-
sion. A comparison between 1-dof and 2-dof at Re=160 showed that the absence of 2P
shedding was due to the low Reynolds number. This statement was further endorsed
by a simulation at Re=500 that yielded P-S vortex structure. A mass-damping ratio
dependence is also present given it controls the maximum oscillation amplitude.
* In the response spectra three significant frequencies were identified: The shedding fre-
quency of the stationary single cylinder f*, the shedding frequency of the stationary
tandem system f**, and the structural natural frequency FN. The peaks in the spectra
of the cylinder responses were explained in terms of those three frequencies and their
combinations.
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9.2 Future Work Recommendations
MaNiY reconnendations could be given for future work in the general area. of flow-structure
interaction. To keep the conversation limited and more relevant, only extensions directly
relating to the present work are included.
The following extensions and improvements are proposed to the developed codes:
" Hybrid parallelization of the Fourier code to enable full scalability. Currently the par-
allelization of the Fourier code is done in such way that the Fourier planes have to be
loaded on a single processor. In distributed memory computers this is limiting the size
of the x-y mesh and resolution that can be handled. An obvious performance limita-
tioli is present both on shared and distributed memory computers. One of the ways
to implement such multi-level parallelization would be through a Cartesian topology
cOmmunicator.
" Incorporation of Spectral Vanishing Viscosity model to allow stable simulations at
higher Reynolds numbers. The concept of Spectral Vanishing Viscosity originates from
the work of Tadmior [82, 122, 123]. and has already been incorporated in various forms
in different versions of Nektar [59, 601,[71]. There are still open issues in the use of
such model. the error it introduces, and its suitability and efficiency for solving no-
linear problems over alternatives suchi as polynomial filtering. Dynamic SVV, and
(levelopment of a model that would allow back-scattering of energy from smaller to
larger scales would also be interesting extensions.
" Another direction of improvement, would be to derive and enforce a Discrete Geomet.-
ric Conservation Law (DGCL) for the present numerical scheme. A DGCL requires
that geometric parameters such as grid positions, and grid velocities, be computed so
that the corresponding numerical scheme reproduces exactly a constant solution. As
described in [33, 31] there is no DGCL per se. A DGCL has to be associated with a spe-
cific numerical procedure. The stability and accuracy of the solution to flow-structure
interact ion problem are improved by enforcing a DGCL.
* Dynamic refinement in both space and time could provide improved performance aild
431
resolution. Such refinement could be implemented in the p- sense or the h- sense. The
p- refinement may be easier to implement given the hierarchical structure of the bases
functions currently used.
9 The coupling of an adaptive refinement procedure with LES or SVV implementation
has many interesting and non-trivial aspects to it. Commutation of differentiation
and filtering is an issue which requires particular attention, particularly in the context
of unstructured meshes. When adaptive refinement is utilized commutivity of fine
and coarse grid filters must be enforced in order to consistently relate variables at
different refinement levels. This presents an open research direction especially at the
unstructured mesh context and the spectral/hp elements.
The following ideas are proposed for the analysis of the physical mechanisms:
" Proper Orthogonal Decomposition analysis would help identify the most energetic C0-
herent structures in the wake and how they vary with cylinder oscillations and spacing.
" Possible extensions of this, could include the design of a feedback control mechanism
that will aim at suppressing the excitation of the downstream cylinder.
" Stability analysis of wake profiles to identify regions of global instability on the coni-
bined system of two cylinders. The identification of the extent of such regions in the
single cylinder case and how it varies with Reynolds number could help understand
better the critical spacing.
" The experimentally observed presence of two frequencies in the wake of two tandem
cylinders at relatively large spacings is an aspect that was not investigated in this
thesis but worth of attention. Based on figure 4-49 we can make the following intuitive
hypothesis: The downstream cylinder shows a longer mean recirculation region than
the upstream and is most likely to be responsible for the low frequency peak in the
spectrum. while the upstream is responsible for the higher, and expected one. Further
analysis could illuminate better aspects of the flow in this large spacing regime.
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U tilization of wavelet analvsis (0ou(1 be used especially in the study of cylinders in
side-by-side arrangement and particularly in the flopping regime where there is irreo-
ular and non-periodic switching of the wake. Identification of the high spectral peak
frequency associated with the narrow wake and the lower spectral peak frequency as-
sociated with the wider wake could better be identified through such analysis given
the irregular alternation of the deflection. The spectral analysis used here is not giving
any information of the temporal development of those peaks as the wake deflectioi
changes.
* More in-depth investigation of the hysteresis phenomenon observed in 4.9 is suggested.
Investigation of the persistence of this effect at higher Reynolds number using three-
dimensional simulations would benefit the understanding of this phenomenon. Finding
the range of the spacings that can yield two solutions, and how this range depends on
the Reynolds number are also interesting research directions.
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Appendix A
Computational Meshes
A.1 Triangular Meshes
Figures A-1 - A-7 show the triangulated meshes produced for the various spacings. The final
meshes are an assambly of building blocks many of which are common among the meshes
for consistency and more meaningful comparisons between different spacings.
Those meshes are used with the Finite-HP element method and the size of each element does
not by itself specify the resolution. Indeed any resolution can be acheived within each element
by increasing the polynomial order p. The degrees of freedom for a triangular element are
p(p+1)
2
The emphasis on the generation of the meshes is on distributing the elements and their
sizes in such way as for a given polynomial order to acheive resolution in areas of high
velocity gradients, like the boundary layer and the wake, while avoiding inefficiency caused
by having many degrees of freedom where they are not needed. At the same time it is an
external flow that is being simulated and the mesh has to extend enough so that the imposed
infinity boundary conditions don't alter the results. Care is also needed to avoid very abrupt
changes in resolution as reflection and other unwanted effects can be observed in such cases.
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Figure A-1: Triangulated mesh for single cylinder.
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Mesh Name: sOOaOOO
Single Cylinder
Number of triangular elements = 1283
Number of quadrilateral elements = 0
Total number of elements = 1283
Number of vertices = 710
Number of interior edges = 1856
Number of boundary edges/total = 137
Number of boundary edges/cylinder = 32
2Mesh Area/D = [-15, 75] x [-15, 15] = 2700
Area of smallest element/D = 4.877exp(-3)
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Mesh Name: pllhs
P/D = 1.1
Number of triangular elements = 3406
Number of quadrilateral elements = 0
Total number of elements = 3406
Number of vertices = 1809
Number of interior edges = 5002
Number of boundary edges/total = 214
Number of boundary edges/cylinder =72
Mesh Area/D = [-10, 36] x [-12,12] = 1104
Area of smallest element/D = 6.4*exp(-4)
Figure A-2: Triangulated mesh for tandem cylinders P/D=1.1 apart.
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Figure A-3: Triangulated mesh for tandem cylinders P/D=1.5 apart.
438
12
10
8
6
4
2
0
-6
-8
-10
-12 0 10 30
X
0 1 2
Mesh Name: pl5hs
P/D = 1.5
Number of triangular elements = 3376
Number of quadrilateral elements = 0
Total number of elements = 3376
Number of vertices = 1767
Number of interior edges = 4984
Number of boundary edges/total = 160
Number of boundary edges/cylinder =45
2Mesh Area/D2= [-10, 36] x [-12,12] = 1104
Area of smallest element/D2 = 3.48*exp(-4)
// 1
Number of vertices = 1677
Number of interior edges = 4606
Number of boundary edges/total = 214
Number of boundary segments/cylinder = 45
Mesh Area/D = [-8, 30] x -12,12] = 912
Area of smallest element/D = 3.48*exp(-4)
Figure A-4: Triangulated mesh for tandem cylinders P/D=2.0 apart.
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Mesh Name: p20hs
P/D = 2.0
Number of triangular elements =
Number of quadrilateral elements
Total number of elements = 3142
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Mesh Name: p25hs
P/D = 2.5
Number of triangular elements = 3580
Number of quadrilateral elements = 0
Total number of elements = 3580
Number of vertices = 1869
Number of interior edges = 5290
Number of boundary edges/total = 160
Number of boundary edges/cylinder = 45
Mesh Area/D2 = [-10, 36] x [-12,12] = 1104
Area of smallest element/D = 3.48*exp(-4)
Figure A-5: Triangulated mesh for tandem cylinders P/D=2.5 apart.
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Mesh Name: p35hs
P/D = 3.5
Number of triangular elements = 3526
Number of quadrilateral elements = 0
Total number of elements = 3526
Number of vertices = 1844
Number of interior edges = 5207
Number of boundary edges/total = 164
Number of boundary edges/cylinder = 45
Mesh Area/D2= [-10.5, 42.5] x [-12.5,12.5] = 1325
Area of smallest element/D 2= 3.48*exp(-4)
Figure A-6: Triangulated mesh for tandem cylinders P/D=3.5 apart.
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Figure A-7: Triangulated mesh for tandem cylinders P/D=5.0 apart.
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Mesh Name: p50hs
P/D = 5.0
Number of triangular elements = 3308
Number of quadrilateral elements = 0
Total number of elements = 3308
Number of vertices = 1735
Number of interior edges = 4880
Number of boundary edges/total = 164
Number of boundary edges/cylinder = 45
Mesh Area/D2 = [-10.5, 42.5] x [-12.5,12.5] = 1325
Area of smallest element = 3.48*exp(-4)
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A.2 Hybrid Meshes
The final meshes are the assembly of blocks of meshes. The exterior is common among all
meshes corresponding to different cylinder spacings. The layers surrounding each cylinder
are also common. Characteristics of the common blocks used are shown in figure A-8. The
number of modes in each quadrilateral elemen is p 2 where again p denotes the order of the
polynomial.
Quadrilateral elements are better suited for the spectral element method and handled more
efficiently than triangles. This is consequence of the way the basis functions are formed
in two dimensions as tensor products of the corresponding one-dimensional functions [113],
[114], [134]. The hybrid meshes were also proven more robust when used in ALE simulations
where the mesh had to move as the moving bodies were causing motion to its boundaries.
Figures A-9 - A-18 show the hybrid meshes produced for the various spacings.
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Wake
Number of elements = 500
Area = [7.5, 45.5] x [-4, 4]
Nx=50, Ny=10
30
ZONEAB
Elements # = 102
Quads #= 54
Triangles # = 48
Vertices # = 107
ZONEC
Elements # = 696
Quads # = 572
Triangles # = 124
Vertices # = 665
Area = [7.5, 45.5] x [-12, 12]
0.75 ~ '1
Cylinder Layers
Elements # = 260
Quads #= 200
Triangles # = 60
Vertices # = 260
Figure A-8: Common blocks used for the construction of hybrid mesh of all P/D cases.
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Outer Mesh
Number of triangular elements = 172
Number of quadrilateral elements = 626
Total number of elements = 798
Number of vertices = 762
Mesh Area = [-12.5, 45.5] x [-12, 12] - [-2.5, 7.5] x [-4.0, 4.0]
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Mesh Name: pOOb
Single Cylinder
Number of triangular elements = 618
Number of quadrilateral elements = 1206
Total number of elements = 1824
Number of vertices = 1565
Number of interior edges = 3289
Number of boundary edges/total = 100
Number of boundary edges/cylinder = 40
Mesh Area/D = [-12.5,45.5 ] x [-12,12] = 1392
Area of smallest element/D = 7.881 *exp(-4)
Figure A-9: Hybrid mesh for single cylinder.
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Mesh Name: p22ha
P/D = 2.2
Number of triangular elements = 1050
Number of quadrilateral elements = 1150
Total number of elements = 2200
Number of vertices = 1744
Number of interior edges = 3805
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D2 = [-12.5,45.5 ] x [-12,12] = 1392
Area of smallest element/D 2 = 0.00155
Figure A-10: Hybrid mesh for tandem cylinders P/D=2.2 aprart.
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Mesh Name: p25ha
PD = 2.5
Number of triangular elements = 722
Number of quadrilateral elements = 1026
Total number of elements = 1748
Number of vertices = 1456
Number of interior edges = 3065
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D = [-12.5,45.5] x [-12,12] = 1392
Area of smallest element/D = 0.00155
Figure A-11: Hybrid mesh for tandem cylinders P/D=2.5 apart.
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Mesh Name: p28ha
P/D = 2.8
Number of triangular elements = 1174
Number of quadrilateral elements = 1122
Total number of elements = 2296
Number of vertices = 1778
Number of interior edges = 3935
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D 2 = [-12.5,45.5] x [-12,12] = 1392
Area of smallest element/D = 0.00155
Figure A-12: Hybrid mesh for tandem cylinders P/D=2.8 apart.
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Mesh Name: p30ha
P/D = 3.0
Number of triangular elements = 1204
Number of quadrilateral elements = 1026
Total number of elements = 2230
Number of vertices = 1697
Number of interior edges = 3788
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D = [-12.5,45.5 ] x [-12,12] = 1392
Area of smallest element/D 2= 0.00155
Figure A-13: Hybrid mesh for tandem cylinder P/D=3.0 apart.
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Mesh Name: p32ha
P/D = 3.2
Number of triangular elements = 1252
Number of quadrilateral elements = 1026
Total number of elements = 2278
Number of vertices = 1721
Number of interior edges = 3860
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D 2 = [-12.5,45.5] x [-12,12] = 1392
Area of smallest element/D2 = 0.00155
Figure A-14: Hybrid mesh for tandem cylinders P/D=3.2 apart.
450
18
16
14
12
10
8
2
0
-2
-4
-8
-10
-12
-10 0 10 20 30 40
41 , 7\ $7
jI,
j I
( K T
' ~\ \i
z ~v2
3 4
4
3
2
>1 0
-1
-2
-3
.4
-1
Mesh Name: p35ha
P/D = 3.5
Number of triangular elements = 790
Number of quadrilateral elements = 1026
Total number of elements = 1816
Number of vertices = 1490
Number of interior edges = 3167
Number of boundary edges/total = 140
Number of boundary edges/cylinder =
Mesh Area/D = [-12.5, 42.5] x [-12.5,
Area of smallest element/D 2= 0.00155
40
12.5] = 1392
Figure A-15: Hybrid mesh for tandem cylinders P/D=3.5 apart.
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Mesh Name: p38ha
P/D = 3.8
Number of triangular elements = 1074
Number of quadrilateral elements = 1026
Total number of elements = 2100
Number of vertices = 1632
Number of interior edges = 3593
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D 2 = [-12.5, 42.5] x [-12.5,12.5]= 1392
Area of smallest element/D 2= 0.00155
Figure A-16: Hybrid mesh for tandem cylinders P/D=3.8 apart.
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Mesh Name: p40ha
P/D = 4.0
Number of triangular elements = 1030
Number of quadrilateral elements = 1026
Total number of elements = 2056
Number of vertices = 1610
Number of interior edges = 3527
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D = [-12.5, 42.5] x [-12.5,12.5] = 1392
Area of smallest element/D 2= 0.00155
Figure A-17: Hybrid mesh for tandem cylinders P/D=4.0 apart.
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Mesh Name: p50ha
P/D = 5.0
Number of triangular elements = 940
Number of quadrilateral elements = 1026
Total number of elements = 1966
Number of vertices = 1565
Number of interior edges = 3392
Number of boundary edges/total = 140
Number of boundary edges/cylinder = 40
Mesh Area/D2 = [-12.5, 45.5] x [-12.0, 12.0] = 1392
Area of smallest element/D2 = 0.00155
Figure A-18: Hybrid mesh for tandem cylinders P/D=5.0 apart.
454
18
16
14
12
10
8
4
-2
-8
-10
-12
7\
N
'K
0.5
-1 0
Appendix B
Stationary Cylinders in Tandem
Arrangement
B. 1 Two-dimensional
B.1.1 Time series of forces
455
0.2 --- -
-.2 
- Body-1
0.15-
0.1 -
0.05-
0
-0.05-
-0.1 -
-0.15-
Stand-alone Cylinder, Re = 100
0 50 100 150 200 250 300 350 400 450 500
tU/D0.95-
- Body-1
0.9
0.85-
0.8
0.75
0.7
0.65
0.6
155
0 50 100 150 200 250
tU/D
300 350 400 450 500
0.1 0.2 0.3
fD/U
0.8
(0.6
S
E
(/)
0.2
0.4 0.5 0.6 0 0.1 0.2 0.3 0.4 0.5 0.6
fD/U
Figure B-1: Forces time signal and spectra for a single cylinder at Re=100.
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Figure B-2: Forces time signal and spectra for tandem cylinders P/D=3.5 apart at Re=100.
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Figure B-3: Forces time signal and spectra for tandem cylinders P/D=3.8 apart at RBe=100.
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Figure B-4: Forces time signal and spectra for tandem cylinders P/D=4.0 apart at Re=100.
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Figure B-5: Forces time signal and spectra for a single cylinder at R.e=160.
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Figure B-6: Forces time signal and spectra for tandem cylinders P/D=1.1 apart at Re=160.
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Figure B-7: Forces time signal and spectra for tandem cylinders P/D=1.5 apart at Re=160.
462
0.03 r
0.02
U- 0
-0.03
-0.0310
0.8 r
0.6
U-
0.4
0.2
0
-n
0
0.8
0.6
E
0.21
(I - -
-
^
1 1
P/D 2 ,Re= 160
Body-1
- Body-2
III'I
II~tI
Il~,l
ItIIt
11 fit ~I
100 2C0 300 400 500 600 700 300 900
0.05
0
1.27
0.3
100 200 300 400 'OO 600 700 300 900
tU/D
0.8
0.6
0.2
0
0 0.1 0.2 0.3
1D/U
Ul)
0.4 0.5 0.6
1
0.6'
.c4~
0.2
0 01 0.3 0.4 0.5 0.6
fD/U
Figure B-8: Forces time signal and spectra for tandem cylinders P/D=2.0 apart at Re=160.
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Figure B-9: Forces time signal and spectra for tandem cylinders P/D=2.5 apart at Re=160.
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Figure B-10: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=160.
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Figure B-li: Forces time signal and spectra for tandem cylinders P/D=3.5 apart at Re=160.
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Figure B-12: Forces time signal and spectra for tandem cylinders P/D=3.8 apart at Re=160.
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Figure B-13: Forces time signal and spectra for tandem cylinders P/D=4.0 apart at Re=160.
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Figure B-14: Forces time signal and spectra for tandem cylinders P/D=5.0 apart at Re=160.
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Figure B-15: Forces time signal and spectra for a single cylinder at Re=200.
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Figure B-16: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=200.
471
--0.2
0.6
0.5
0.4
0.1-
iL
00
-0.1
600
1
0.8 F
a 0.6
E 5.40
4
CI)
0.2
0
0 0.1 0.2 0.3
fD/U
0.4 0.5 0.6
00
P/D = 3.2 . Re = 200
'liii"'dilili
V ITI
111,1,01,11
- - Body-1
Body-2
100 200 300
tU/D
100 200 300
tU/D
400 500 600
- Body-1
- - Body-2
400 500 600
0.8
C 0.6
E
p04
Cl)
0.2
0.4 0.5 0.6 0.1 0.2 0.3
fD/U
Figure B-17: Forces time signal and spectra for tandem cylinders P/D=3.2 apart at Re=200.
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Figure B-18: Forces tine signal and spectra for tandem cylinders P/D=3.5 apart at Re=200.
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Figure B-19: Forces time signal and spectra for tandem cylinders P/D=2.8 apart at Re=250.
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Figure B-20: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=250.
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Figure B-21: Forces time signal and spectra for tandem cylinders P/D=3.2 apart at Re=25O.
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Figure B-22: Forces time signal and spectra for tandem cylinders P/D=3.5 apart at Re=250.
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Figure B-23: Forces time signal and spectra for tandem cylinders P/D=3.8 apart at R e=250.
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Figure B-24: Forces time signal and spectra for a single cylinder at R e=300.
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Figure B-25: Forces time signal and spectra for tandem cylinders P/D=2.8 apart at Re=300.
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Figure B-26: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=300.
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Figure B-27: Forces time signal and spectra for a single cylinder at Re=350.
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Figure B-28: Forces time signal and spectra for tandem cylinders P/D=2.2 apart at Re=350
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Figure B-29: Forces time signal and spectra for tandem cylinders P/D=2.5 apart at Re=350.
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Figure B-30: Forces time signal and spectra for tandem cylinders P/D=2.8 apart at Re=350.
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Figure B-31: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=350.
486
0.5
LL 0
-0.5
-1
-1.5
500
0.7
0.6
0.5
U x 0.4
0.3
0.2
0.1
500
1.5 r-
1
P/D 3.2 ,Re =350
If1.I51 1 1 11.5
500 520 540 560 580 600 620 640 660 680 700
0.8 tU/D0.5
--Bdy -2
50 520 540 560 580 600 620 640 660 680 700
tUlD
1 r1-
0.87 .8
0 0
~06L -06k
044
0.2 1.2
04
0 0.1 0.2 0.3 0.4 0.5 0.6 1 3. 0.2 0.3 0.4 0.5 0.6
Figure B-32: Forces time signal and spectra tor tandem cylinders P/D=3.2 apart at Re=35O.
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Figure B-33: Forces time signal and spectra for a single cylinder at Re=500.
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Figure B-34: Forces time signal and spectra for tandem cylinders P/D= 1.1 apart at Re=500.
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Figure B-35: Forces time signal and spectra for tandem cylinders P/D=1.5 apart at Re=500.
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Figure B-36: Forces time signal and spectra for tandem cylinders P/D=2.0 apart at Re=500.
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Figure B-37: Forces time signal and spectra for tandem cylinders P/D=2.2 apart at Re=500.
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Figuire B-38: Forces timc signal and spectra for tandem cylinders P/D=2.5 apart at Re=500.
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Figure B-39: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at RBe=500.
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Figure B-40: Forces time signal and spectra for tandem cylinders P/D=3.5 apart at Re=500.
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Figure B-41: Forces time signal and spectra for tandem cylinders P/D=3.8 apart at Re=500.
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Figure B-42: Forces time signal and spectra for tandem cylinders P/D=4.0 apart at Re=500.
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Figure B-43: Forces time signal and spectra for tandem cylinders P/D=5.0 apart at Re=500.
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Figure B-44: Forces time signal and spectra for a single cylinder at Re=103 .
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Figure B-45: Forces time signal and spectra for tandem cylinders P/D=1.1 apart at R e=10 3
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Figure B-46: Forces time signal and spectra for tandem cylinders P/D=3.0 apart at Re=103 '
501
1.5 -
0 .5
U-
P/D = 3.5 Re = 1000
Body-1
- - Body-2
-
.............
'I fil ?o 1117 1
I I .0 11
50 100 150 200 250 300 350
tU/D
H~0 I 'i' ,I Body-i
1 . 011 .114. 1 . *.1
50 100 150 200 250 300 350
tub
0 1 A H
0 0.1 0.2 0.3
f D/U
1
0.8
00.6
CO4
E~
0.2
0.4 0.5
11
I
0.6 0 0.1 0.2 0.3
f D/U
0.4 0.5 0.6
Figure B-47: Forces time signal and spectra for tandem cylinders P/D=3.5 apart at R e=10 3
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Appendix
Ellasticly Mounted Cylinders Forces
and Phase Plots
C.1 Single Cylinder in Two Degrees of Freedom Oscil-
lation
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Figure C-1: Time series, S-A, Re=160, M* = 10, FN -0.10, ( 0.01
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Figure C-2: Phase plots, S-A, Re=160, M* = 10, FN = 0.10, ( -0.01
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Figure C-3: Time series. S-A, Re=160, M* = 10, FN = 0.12, 0.01
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Figure C-4: Phase plots, S-A, Re=160, M* = 10, FN= 0.12, 0.01
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Figure C-5: Time series, S-A, Re=160, M* = 10, FN 0.14, ( = 0.01
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Figure C-6: Phase plots, S-A, Re=160, M* = 10, FN= 0.14, (= 0.01
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Figure C-7: Time series, S-A, Re=160, M* = 10, FN = 0.15, (= 0.01
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Figure C-8: Phase plots, S-A, Re=160, M* = 10, FN = 0.15, (= 0.01
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Figure C-9: Time series, S-A, Re=160, M* = 10, FN = 0.17 0.01
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Figure C-10: Phase plots, S-A, Re=160, M* = 10, FN 0.17, ( 0.01
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Figure C-11: Time series, S-A, Re=160, Al* = 10, FN 0.18, -0.01
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Figure C-12: Phase plots, S-A, Re=160, M* = 10, FN= 0.18, ( = 0.01
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Figure C-13: Time series, S-A, Re=160, M* = 10, FN= 0.20, = 0.01
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Figure C-14: Phase plots, S-A, Re=160, M* = 10, FN= 0.20, ( = 0.01
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Figure C-15: Time series, S-A, Re=160, M* = 10, FN 0.22. = 0.01
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Figure C-16: Phase plots, S-A, Re=160, M/* = 10, FN= 0.22 0.01
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Figure C-17: Time series, S-A, Re=160, M* 10, FN = 0.25, = 0.01
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Figure C-18: Phase plots, S-A, Re=160, M* = 10, FN= 0.25, ( = 0.01
521
0.5
c0
-0.5
-1
-0.04 -0.02 0
dy
0.02 0.04
0.03
I x
-0.8
0.6
E
0.4
0.2
100 200 300 400 500 600
0 L0 0.1 0.2 0.3 0.4 0.5 0.6
1
0.8
0.6
E
06.4
0
100 200 300 400 500 600
0.2
0 0 0.1 0.2 0.3 0.4 0.5 0.6
0.8
2 0.6
2
A0.40
0.2
100 200 300 400 500 600 0'0 0.1 0.2 0.3 0.4 0.5 0.6
0.3-
0.2- 0.8
0.1 - 0.6
>0.4
-0.1 0
0.
-0.2- 0.2
-0.3 00 100 200 300 400 500 600 0 0.1 0.2 0.3 0.4 0.5 0.6
tU/D
Figure C-19: Time series, S-A, Re=160, M* = 10, FN = 0.30, 0.01
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Figure C-20: Phase plots, S-A, Re=160, M* = 10, FN -0-0 0.1
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Figure C-21: Time series, P/D=2.5. Re=160, M' = 10, FN = 0.10. ( = 0.01
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Figure C-22: Phase plots, P/D=2.5, Re=160, M* = 10, FN -0.10, ( -0.01
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Figure C-23: Time series, P/D=2.5, Re=160, M* = 10, FN= 0.12, ( = 0.01
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Figure C-24: Phase plots, P/D=2.5, Re=160, M* = 10, FN= 0.12, (= 0.01
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Figure C-25: Time series, P/D=2.5, Re=160, M* = 10, FN= 0.14, ( = 0.01
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Figure C-26: Phase plots, P/D=2.5, Re=160, M* = 10, FN= 0.14, ( = 0.01
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Figure C-27: Time series, P/D=2.5. Re=160, M* = 10, FN 0.15, ( = 0.01
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Figure C-28: Phase plots, P/D=2.5, Re=160, M* = 10, FN= 0.15. ( = 0.01
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Figure C-29: Time series, P/D=2.5, Re=160, M* = 10, FN= 0.17, 0.01
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Figure C-31: Time series, P/D=2.5, Re=160, M* = 10, FN 0.18, (= 0.01
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Figure C-32: Phase plots, P/D=2.5, Re=160, M* = 10, FN 0.18, ( = 0.01
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Figure C-33: Time series, P/D=2.5, Re=160, M* = 10, FN- 0.20, ( = 0.01
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Figure C-34: Phase plots, P/D=2.5, Re=160, M* = 10, FN - 0.20, ( = 0.01
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Figure C-35: Time series, P/D=2.5, Re=160, M* = 10, FN = 0.22, ( = 0.01
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Figure C-38: Phase plots, P/D=2.5, Re=160, M* = 10, FN = 0.25, ( = 0.01
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Figure C-39: Time series, P/D=2.5, Re=160, M* = 10, FN 0.30, ( = 0.01
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Figure C-41: Time series, P/D=3.5, Re=160, M* = 10, FN = 0.10. -0.01
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Figure C-42: Phase plots, P/D=3.5, Re=160, M* = 10, FN = 0.10, ( = 0.01
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Figure C-58: Phase plots, P/D=3.5, Re=160, M* = 10, FN= 0.25, ( = 0.01
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Figure C-64: Phase plots, P/D=5.0, Re=160, M* = 10, FN= 0.12, 0.01
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