To demonstrate the use of this framework for the formulation and solution of MVMP problems, we examine in detail four representative works and summarize several other related works. As MP solution algorithms and associated numerical solvers continue to develop, we anticipate that MP solution techniques will be applied to an increasing number of MVMP problems and that the framework and formulations presented in this paper may serve as a guide for future MVMP research.
generate a trajectory specifying a continuous sequence of positions, orientations, and speeds while avoiding contact with any obstacles. The trajectory starts at the initial position and orientation and terminates at the goal position and orientation. Report a failure if no such trajectory exists [1] .
This problem, also called the kinodynamic motion planning problem [2] , takes into account the kinematics, dynamics, and collision avoidance requirements of the robot and becomes often much more difficult to formulate and solve once extended to coordinated motion of multiple mobile robots amidst multiple stationary and moving obstacles [3] , [4] , [5] . Coordinated motion planning of multiple robotic vehicles can be used to accomplish several complex tasks with relatively high efficiency. Example applications include automated guidance of ground, underwater, and air vehicles; air traffic control; and manufacturing cell operations.
Mathematical programming frameworks offer the flexibility to accommodate multiple complex constraints simultaneously. Once the constraints have been formulated, an appropriate performance measure can be constructed. In its most general form a mathematical program (1) minimizes (or maximizes) an objective function Φ(ζ , σ ) subject to a set of constraints Ω(ζ , σ ) ≤ 0, where ζ ∈ R n 1 and σ ∈ Z n 2 are continuous and discrete decision variables, respectively, and Ω :
The difficulty of solving (1) depends on the convexity of the feasible region and objective function, the integrality of the variables, and the size MATLAB's fmincon and quadprog, and others have been written to solve several MP classes. This is one of the key benefits of using MP as the solvers implementing these algorithms can be directly applied to MVMP problems.
II. REPRESENTATIVE WORKS
The body of work that uses MP techniques to address variants of the general MVMP problem continues to grow [6] - [21] , [31] . Table I provides a short introduction to sixteen pertinent publications. We compare them in terms of the types of constraints they deal with (kinematics, dynamics, collision avoidance, communication, and others). We also note the resulting formulation and the solvers used. Of these sixteen studies, we have selected four for a deeper look. These are studies by Schouwenaars et al. [6] , Peng and Akella [8] , Derenick et al. [10] , and by Abichandani et al. [11] . Collectively, these four works cover almost all of the features of MVMP problems, viz. kinematics, dynamics, collision avoidance, communication, and visibility/tracking. The problems studied in [6] , [8] , [10] , [11] , (as most MVMP problems) can be expressed in the following mathematical program formulation:
Schouwenaars et al. in [6] present a cooperative decentralized algorithm for trajectory generation of multiple UAVs with hard safety guarantees. Of main interest in this work is the Mixed Integer Linear Programming (MILP) formulation of the trajectory planning problem, and a decentralized receding horizon decision making algorithm. This algorithm takes into account the trajectories/plans of other UAVs and maintains a guaranteed safe plan by ensuring that the trajectories of all UAVs terminate in non-intersecting circular paths (called loiter circles). The work presented in this paper led to one of the first practical implementations of MP based motion planning of UAVs [7] .
In [8] , Peng and Akella deal with the problem of collision-free coordination of multiple robots with constraints on kinematics and dynamics along specified paths such that the traversal time of the set of robots is minimized. The solution of this problem is a time schedule for each robot along its path. Each robot's path is divided into segments. Each segment is then checked for a possibility of collisions and is accordingly labelled as collision segment or collision-free segment. The authors use a well established result obtained from optimal control theory (minimum and maximum time control of a double integrator with inequality constraints on control (acceleration) and state (velocity and hence position) [32] ) to obtain closed form formulae for minimum and maximum times that the double integrator should take to traverse a path segment of given length. Using these closed form expressions as constraints on robot path segment traversal times, the authors construct a Mixed Integer Nonlinear Program (MINLP) with additional constraints on robot vehicle kinematics, dynamics, and collision avoidance.
In [10] , Derenick et al. formulate a target tracking by multiple robots problem as a discrete-time generic semidefinite program (SDP) to yield an optimal robot configuration over a given time step. The framework guarantees that the target is tracked by at least a single robot while the robots maintain full communication connectivity with each other. The authors use a key property of the Laplacian matrix of a weighted graph, namely that the second smallest eigenvalue of the Laplacian is a measure of connectivity of the graph. This property is used to formulate Linear Matrix Inequalities (LMIs) [33] involving Laplacian matrices of graphs that represent target visibility and inter-robot communication connectivity. This work demonstrates the use of spectral graph theory and semidefinte programming techniques to solve the target tracking problem.
In [11] , we consider a scenario with a group of car-like vehicles traversing known and fixed paths. These vehicles must begin their transit from a set starting point while making sure that a certain level of communication connectivity is maintained throughout the journey, and the communication graph is connected at all times. The problem is formulated and solved as a Nonlinear Program (NLP). We develop Partition Elimination constraints that assist in ensuring that the communication network is fully connected (no network partitions). These constraints are enforced only when network partitions would otherwise occur, an approach which significantly reduces the problem size and the required computational effort. The vehicles must travel in such a way that the maximum transit time is minimized. The fixed paths of the vehicles are represented by spline curves. A comprehensive scalability test of our approach was performed and documented by testing scenarios up to 50 vehicles.
III. GENERAL MATHEMATICAL PROGRAMMING
STRUCTURE OF MVMP PROBLEMS As we stated, in its most general form, a MVMP problem can be expressed by the Mathematical Program (2) and [6] , [8] , [10] , and [11] are excellent examples of the use of (2). In the following, we highlight details about the formulations and results discussed in these four studies.
A. Decision Variables ζ , σ
Depending on the task to be performed and modeling approach adopted, the decision variables for (2) can be reference speed of each vehicle [6] , segment traversal times and speeds at the start of each segment of a discretized path space [8] , positions of the robot vehicles in continuous Euclidean space [10] , or speed along the fixed paths represented by cubic spline path primitives [11] . For centralized formulations in [8] , [10] , [11] , the values of all decision variables are determined simultaneously. For decentralized formulations presented in [6] , [13] each vehicle determines the values of its own speed in a sequential manner.
B. Objective Function
In the decentralized formulation of Schouwenaars et al. [6] , ζ = u k , where u k is the reference speed of each vehicle at current time step k, and the objective function for each vehicle Φ a (ζ ) is a piecewise linear cost function that comprises of the weighted 1-norm of the difference of the current state x k with the desired state x f minus the scalar product of the current velocity vector s k with the vector indicating the direction from initial position p 0 to the final position p f . The values of x k and s k depend on the decision variable ζ = u k . q and r are weights that can be tuned appropriately. Φ a (ζ ) provides a minimum time formulation.
In [8] , the scenario completion time, which is maximum time taken by the last arriving robot, is minimized. To maximize the tracking visibility, Derenick et al. in [10] minimize the negative of the second smallest eigenvalue of the visibility graph.
The centralized formulation in [11] is a minimum time formulation with ζ = s k , where s k is a vector of (continuous valued) speeds of all robots along their paths at discrete time step k. The formulation minimizes Φ b (ζ ), where
d i goal (k) is the distance from goal for robot i = 1 . . . n at time step k = 1 . . . T . γ is a tunable weight with appropriate units. T max represents the traversal time of the last arriving robot and can be defined using a discrete variable A i (k) for each robot i = 1 . . . n at each time step k = 1 . . . T as
To represent vehicle kinematics, Schouwenaars et al. in [6] use a discretized velocity control model, Peng and Akella use a double integrator model in [8] , Derenick et al. use a single order fully actuated model [10] . In [11] , piecewise cubic spline functions with continuous first and second derivatives are used to represent the fixed paths. The spline curve ps i (u i (k)) defines the position (x i (k), y i (k)) for each robot i at time step k. u i (k) is the arc-length traversed by the robot i along its spline path at time k. u i (k) depends on the speed s i (k) and time-step ∆t (5).
Schouwenaars et al. in [6] , linearize the nonlinear dynamic bounds by using N-sided polygonal approximations of a circle that represents dynamic bounds on speed. Non-linear bounds on speed and acceleration are used in [8] and [10] (second order conic inequalities). In [11] , due to the fact that the cubic splines representing the robot paths are twice continuously differentiable, the nonholonomic kinematic model used for two-wheeled differential drive robots with additional upper and lower bounds on speed and acceleration results in feasible motion at all times.
E. Collision Avoidance Constraints
Collision avoidance constraints require the robots to avoid colliding with obstacles as well as other robots in the workspace at all times. In [6] , Schouwenaars et al. represent collision avoidance using loiter circles. In [10] , Derenick et al. use conditions on Euclidean Distance Matrix (EDM) [34] to model collision avoidance constraints while in [11] , a safety margin in terms of Euclidean distances is enforced on each vehicle at all discrete time steps.
Discretizing different aspects of the problem changes the nature of these constraints. In [8] , by discretizing space instead of time, Peng and Akella express collision avoidance constraints by using segment traversal times. The authors note that if two robots i and j could potentially collide if simultaneously traversing segments z i and z j respectively, then one of the following must hold to avoid collisions:
where t represents segment entry time. The first inequality means that robot i exits segment z i before robot j enters segment z j . The second inequality means that robot j exits segment z j before robot i enters segment z i
By introducing an arbitrarily large number M, these disjunctive (either-or) constraints can be converted into (8) . where M is an arbitarily large number [35] .
F. Communication Constraints
Communication requirements are mostly specified in terms of connectivity between the vehicles. While [6] assumes that there is a centralized communication hub that takes care of all communication needs, [10] and [11] explicitly deal with these communication requirements. In [10] , Derenick et al. use constraints on the Laplacian matrix of a communication graph to express communication connectivity requirements. Given a set of nodes V n and a set of edges E m , let G(V n , E m ) be a weighted graph with n vertices and m edges. The Laplacian L(G) of G is a n-dimensional square matrix whose entries are denoted by
where, w ψα is the weight associated with the edge between vertices ψ and α. There are certain important properties of L(G) that make it particularly useful for several applications. Specifically, the communication connectivity constraint states that the communication connectivity graph should be connected at all times and hence the transformation P T N LP N should be positive definite, where P is a n x (n − 1) matrix [36] .
In [11] , we use the Friis's free-space communication model to capture the propagation and power loss in the radio communication channels [37] 
where α is the path loss exponent. P r is the received power at the receiver and P tr is the power at which the signal was transmitted. The noise is assumed to be thermal (kT BF). λ is the wavelength and is equal to c/ f , where c = 3 x 10 8 m/s and f = 2.4 x 10 9 Hz. The values of G t and G r (antenna gains) is assumed to be 1. The values of α range from 1.6 (indoor with line of sight) to 6 (outdoor obstructed) depending on the environment.
G. Other Constraints
In [10] , Derenick et al. deal with visibility/ tracking constraints that require the group of robots to be within a certain Euclidean distance of a target of interest at all times. These visibility/tracking constraints are expressed using a visibility graph approach. The link weights of this graph are functions of inter-robot and robot-target Euclidean distances. By minimizing the negative of the second smallest eigenvalue of the Laplacian of this visibility graph, the authors guarantee tracking of the target by at least one robot at all times. Of importance in this exposition is the key result from spectral graph theory that states that the second smallest eigenvalue of L(G), λ 2 , is a measure of the connectivity of G. λ 2 > 0 is a necessary and sufficient condition to guarantee the connectivity of G. The further away the value from 0, the more connected the graph [36] .
IV. OBSERVATIONS AND DESIGN CONSIDERATIONS
A. Generality
1) Concepts/results from other disciplines:
The framework is general enough to incorporate concepts and results from other disciplines. In [6] , the mathematical program is embedded in a decentralized decision-making algorithm. In [8] , the authors make use of results from optimal control theory to get bounds on the decision variables, while in [10] , the authors use results from spectral graph theory to express visibility and communication constraints. In [11] , we were able to reduce the problem size and computational effort by using an algorithmic approach that introduced constraints only when required. In recent work [21] , Garcia et al. recast an optimal control problem for multiple spacecraft maneuvering using a two stage planning processthe first stage uses an augmented Rapid-Exploring Random Tree algorithm [38] . The output of the first stage acts as an initial guess to second stage NLP formulations.
2) Discretization of Space and/or Time: This framework is general enough to allow discretization of space and/or time. Studies [6] , [10] , and [11] are examples of continuous space and discrete time formulations. In [8] , there is an example of discrete space, continuous time formulation. Each robot's path is divided into segments, and all constraints are indexed over the set of segments. This allowed the authors to choose the segment traversal times as continuous decision variables and obtain upper and lower bounds on the segment traversal times by using results from optimal control theory [32] .
3) Path Primitives: This framework is general enough to allow any path primitives such as straight lines and circular arcs [8] , two dimensional cubic splines [11] among others to be used.
4) Centralized/Decentralized Decision Making:
The framework allows for centralized decision making schemes as witnessed in case of [8] , [10] , and [11] or decentralized decision making schemes, wherein multiple decision makers independently solve their optimization problems [6] , [13] .
5) Receding Horizon/Model Predictive Control:
If computational resources are limited and/or complete information is unavailable, instead of solving a problem for all time steps for all vehicles, one can use a receding horizon/model predictive approach to solve similar problems over multiple time steps [6] , [20] .
B. Advantages accorded by MP
1) Handling Non-Convexity: When the MVMP problem has convex objective functions and convex feasible region, polynomial time algorithms can be used to obtain globally optimal solutions. Existing Newton's method based algorithms for nonlinear non-convex problems only guarantee local optimality. It is difficult to express all MVMP problems in a convex form. Constraints such as collision avoidance are inherently non-convex.
Due to the fact that certain nonlinear constraints add non-convexity to the problem, many models are constructed by linearizing/approximating the nonlinearities and encoding non-convexities using integer variables. This approach enables the use of powerful integer programming solvers. This can be seen in [6] , where the authors develop polygonal approximations of a circle to express dynamic constraints. On the other hand, the authors in [39] develop convex approximations of collision avoidance constraints by using the concept of optimal reciprocal collision avoidance (ORCA). Recent advances in MINLP solution techniques can be leveraged to solve MVMP variants without the need to linearize/approximate nonlinear, nonconvex constraints [23] . Under certain conditions, lack of convexity due to discrete variables can be handled using branch and bound and cutting plan algorithms for MILP, and branch and bound and outer approximation algorithms for MINLP [23] .
2) Modeling Environments, Solution Algorithms and Solvers: Modeling environments such as AMPL [40] , GAMS [41] , and YALMIP [42] can be used for rapid development of models for testing/simulation purposes. Schouwenaars et al. in [6] implement their entire framework using AMPL. In particular, several large-scale NLP solution techniques can handle non-convexities but do not provide guarantees of finding globally optimal solution. These include solvers like LOQO that uses interior-point methods [27] , KNITRO that uses trust-region algorithms [43] , and SNOPT that uses a quasi-Newton algorithm [30] among others. These solvers also incorporate mechanisms to detect infeasibilities and unboundedness in the problem. Many solvers heavily preprocess the problem before proceeding to solving them thereby speeding up the solution process tremendously. CPLEX [24] is one such commercial solver that has been successfully used to solve problems practical MVMP problems in real-time [7] , [31] . Furthermore, in recent work, highly efficient code has been written to implement these algorithm in real time [44] , [45] .
V. CONCLUSION
In this paper we reviewed several publications that use MP to solve variants of the general MVMP problem. We presented a general mathematical programming based framework that can accommodate all objectives and constraints of a MVMP problem, and focused on four representative efforts that serve as examples of using this framework. We described several advantageous properties of the MP including the ability to incorporate various path primitives, discretization of space and/or time, centralized/decentralized decision making, receding horizon/model predictive control in a vast array of real-world settings. In addition, the framework lends itself to numerical solutions using readily available commercial and/or open-source solvers and in many cases via efficient polynomial time algorithms.
While these advantages certainly make MP an attractive option to solve MVMP problems, we would like to highlight the fact that a prohibitively large number of decision variables and constraints in an MP problem can result in increased solution times, and solutions that are not necessarily globally optimal. However, as MP solution algorithms and numerical solvers continue to improve, we anticipate that this framework will be applied to a greater number of MVMP problems.
