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Povzetek
Osnovni namen diplomskega dela je prikazati uporabo procesnega rudarjenja
na realnem primeru. Prav tako pa raziskati in podati prednosti ter slabosti
procesnega rudarjenja. V teoreticˇnem delu so podrobneje predstavljeni: na-
men uporabe procesnega rudarjenje, njegove mozˇnosti za uporabo, razlicˇni
algoritmi, prav tako pa nekaj mozˇnih procesnih modelov za predstavitev pro-
cesa. V zadnjem delu teoreticˇnega dela pa je predstavljeno orodje ProM in
ostala mozˇna orodja, prav tako pa primerjava med njimi. V prakticˇnem delu
pa je predstavljena uporaba prikazanih tehnik na realnem primeru iz okolja.
Kot rezultat analize s programom ProM dobimo razlicˇne modele, mrezˇe in
grafe, s pomocˇjo katerih lahko potem analiziramo proces.
Kljucˇne besede
Procesno rudarjenje, procesni model, petrijeve mrezˇe, c-mrezˇe, dnevnik do-
godkov, alfa algoritem, hevristicˇno rudarjenje, inductive miner, fuzzy miner,
token replay, organizacijski vidik, cˇasovni vidik.

Abstract
The primary purpose of this diploma is to demonstrate the use of process
mining on a real life case and also to explore advantages and disadvantages
of process mining. The theoretical part presents in detail the purposes and
reasons of applying process mining to organizations, different algorithms for
process mining, and some possible process models for representation of pro-
cesses. The last chapter in theoretical part presents the ProM tool, which
is used for process mining, and also other popular tools. The last part is
practical part, which shows the usage of process mining techniques on a real
life example. As a result of analysis with program ProM, we get different
models, networks and graphs, which we can then use to analyze the process.
Key words
Process mining, process model, Petri nets, c-nets, event logs, alpha algorithm,
heuristic mining, inductive miner, fuzzy miner, token replay, organizational
mining, time perspective.

Poglavje 1
Uvod
V danasˇnjem cˇasu imajo informacijski sistemi vse vecˇjo veljavo, prav tako pa
postajo vse bolj prepleteni s procesi, ki jih podpirajo. Zaradi nadzora, varno-
sti, mozˇnosti izboljˇsave in sˇtevilnih drugih razlogov, belezˇijo vse vecˇ dogodkov
v njih. Pri tem pa nastane problem, saj podjetja ne znajo izvlecˇi uporabnih
informacij z ogromnih kolicˇin zabelezˇenih dogodkov. Ravno pri tem pa stopi
v veljavo procesno rudarjenje. S pomocˇjo razlicˇnih tehnik poizkusˇa dobiti
cˇim vecˇ uporabnih podatkov. Namen vsega tega pa je povecˇati ucˇinkovitost
in uspesˇnost procesov, prav tako pa odkriti pomanjkljivosti in nepravilnosti
v njih. Z izboljˇsanjem procesov pa se zmanjˇsajo strosˇki, povecˇa ucˇinkovitost
poslovanja, sˇtevilo strank in posledicˇno vecˇa dobicˇek. Procesno rudarjenje
je relativno mlada tehnika, katera se je zacˇela uporabljati ne tako dolgo na-
zaj. Temelji na procesnem modelu in podatkovnem rudarjenju, vendar pa
je dosti vecˇ kot samo zdruzˇitev obstojecˇih pristopov, kajti pri podatkovnem
rudarjenju namenimo prevecˇ pozornosti samim podatkom. Posledica tega
pa je, da ne moremo dobiti natancˇnega pregleda nad celoto procesa. Ostala
podrocˇja, kot je poslovna inteligenca, pa se fokusira na preprosta namizja
in porocˇila, pozablja pa na podrobnejˇsi pregled procesov. Podrocˇje upra-
vljanja poslovnih procesov pa se prevecˇ posvecˇa idealiziranemu pogledu na
procese, pozablja pa na dejansko stanje procesov. Zaradi omenjenih razlogov
je procesno rudarjenje koristna pridobitev za vsa omenjena podrocˇja.
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Trenutno najbolj uporabljeno orodje za uporabo tehnik procesnega rudar-
jenja je ProM. ProM je brezplacˇni odprtokodni program, ki vsebuje vse po-
gostejˇse tehnike procesnega rudarjenja. Prednost programa ProM pa je tudi
v tem, da je mozˇno razsˇiriti dodatne mozˇnosti z uporabo razlicˇnih vticˇnikov.
Vticˇnike pa lahko kdorkoli razsˇiri in doda v sam program pri tem pa ni
potrebno ponovno prevajanje programa. Dodamo samo zapis v nekaj .ini
datotek.
Diplomska naloga je sestavljena iz dveh delov. V prvem delu je teoreticˇni
opis procesnega rudarjenja, tehnik rudarjenja ter mozˇnih orodij, v drugem
delu pa je uporaba tehnik procesnega rudarjenja na primeru iz realnega okolja
s programom ProM.
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Procesno rudarjenje
2.1 Definicija in uvrstitev procesnega rudar-
jenja
Procesno rudarjenje je skupek tehnik upravljanja procesov, katere omogocˇajo
analizo poslovnih procesov na osnovi dnevnika dogodkov, pri cˇemer pa kot
proces oznacˇimo skupek aktivnosti, ki prejmejo enega ali vecˇ vrst vhodov
in ustvarijo izhod, ki je pomemben za stranko. Poslovni proces ima cilj,
nanj pa delujejo dogodki iz zunanjega sveta ali iz drugih procesov. [1] Vecˇina
procesov, ki potekajo v podjetjih je podprtih s strani informacijskega sistema.
Prav tako je v navadi, da informacijski sistem belezˇi vsak dogodek, ki se
zgodi v njem, ter ga shrani v dnevnik dogodkov. Glavna ideja procesnega
rudarjenja je izvlecˇi cˇim vecˇ znanja in informacij iz dnevnikov dogodkov
zapisanih s strani informacijskega sistema. Glavni cilj in s tem tudi namen
rudarjenja procesov je izboljˇsanje poslovanja s tem, da poda orodja in tehnike
za odkrivanje procesov, podatkov, organizacijske in druzˇbene strukture, ter
njihovega nadzora. To pa naredi na taksˇen nacˇin, da podatke, ki so potrebni
za vse to, pridobi iz dnevnikov dogodkov.[2]
V danasˇnjem cˇasu se z analizo in z izboljˇsanjem procesov ukvarjajo zˇe
nekatera podrocˇja. To so upravljanje poslovnih procesov (BPM), poslovna
inteligenca (BI), upravljanje delovnih tokov (WFM) ter sˇe nekatera. Kar je
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Slika 2.1: BPM zˇivljenski cikel [3]
pravzaprav razumljivo, saj imajo velik potencial pri povecˇanju produktivno-
sti in zmanjˇsanju strosˇkov. Da bi lazˇje uvrstili in razumeli glavno razliko
med rudarjenjem procesov ter ostalimi podrocˇji moramo najprej pogledati
BPM zˇivljenjski cikel(Slika 2.1).
Zˇivljenjski cikel je sestavljen iz razlicˇnih faz upravljanja dolocˇenega po-
slovnega procesa. V fazi nacˇrtovanja se sestavi procesni model in opravi
vse stvari, ki jih bomo pozneje potrebovali za implementacijo oz. se po-
novno nacˇrtuje, cˇe je proces zˇe bil nacˇrtovan. Ta se nato v fazi nastavi-
tev/implementacije pretvori v delujocˇi sistem. Cˇe je model zˇe v izvrsˇevanju
ter WFM ali BPM sistem zˇe tecˇe, je ta faza zelo kratka. V primeru, da
je model sˇe samo informativen, ter ga je potrebno dejansko sprogramirati
se ta faza lahko zelo zavlecˇe. Potem sledi faza ponazoritve/ nadzorovanja.
Tukaj vsi procesi tecˇejo, medtem ko jih nadzira upravitelj z namenom, da
bi ugotovil, cˇe so potrebne spremembe. Nekatere izmed teh sprememb se
uposˇtevajo v naslednji fazi, ki je faza priredbe. V tej fazi se ne ustvari ali
spreminja noben del programske opreme ali kakorkoli ponovno nacˇrtuje pro-
cese. Spremeni se le mozˇne nastavitve, zˇe vgrajene v programsko opremo.
V fazi diagnoza/zahteve se programska oprema ovrednoti ter iz razlogov,
kot so slaba uspesˇnost ali zahteva za nove mozˇnosti, ponovno sprozˇi fazo
nacˇrtovanja. Pri prikazanem modelu igra procesni model glavno vlogo v
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Slika 2.2: Procesno rudarjenje kot povezava med modelom in podatki [4]
fazi nacˇrtovanja in nastavitev/implementacije. Podatki pa igrajo pomembno
vlogo v fazi ponazoritve/nadzorovanja in diagnoza/zahteve.
Ravno zaradi tega nastane razlika med dejansko pridobljenimi podatki in
procesnim modelom, kajti dejanskih podatkov se ne uporabi pri nacˇrtovanju
procesnega modela.
Zato je pri procesnem rudarjenju glavna tezˇnja proti temu, da postavimo
model zˇe na osnovi zapisanih dnevnikov dogodkov ter s tem to pomanjkljivost
odpravimo.
Kot lahko vidimo na sliki 2.2 procesno rudarjenje vzpostavi povezavo med
dejanskim procesom in njegovimi podatki ter modelom procesa. Danasˇnji
informacijski sistemi zabelezˇijo ogromno sˇtevilo dogodkov. Klasicˇni WFM
sistemi, BPM sistemi, ERP sistemi, CRM sistemi, PDM sistemi, . . . po-
dajajo podroben pregled kaj se z aktivnostmi in sistemom dogaja. Na 2.2
se ti zabelezˇeni dogodki vidijo v dnevniku dogodkov. Vendar pa moramo
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biti pozorni na dejstvo, da vecˇina informacijskih sistemov shranjuje taksˇne
informacije v nestrukturirani obliki, npr. dnevniki dogodkov so razmetani
po razlicˇnih tabelah ali pa jih je potrebno odcepiti od podsistema za izme-
njavo sporocˇil. Zato je vsako cˇrpanje podatkov pomemben del pri procesnem
rudarjenju. [3]
2.2 Uporaba procesnega rudarjenja
Na podlagi zbranih dnevnikov dogodkov lahko izvedemo tri razlicˇne nacˇine
procesnega rudarjenja:
• Odkrivanje(discovery), je tehnika izgradnja procesnega modela brez
predhodno pridobljenih informacij o samem sistemu. S to tehniko pre-
prosto vzamemo dnevnik dogodkov in ta poda rezultat v obliki proce-
snega modela. Primer take tehnike je alfa algoritem. Ta vzame dnevnik
dogodkov in poda petri mrezˇo, katera razlozˇi dogajanje v samem mo-
delu.
• Skladnost(conformance), pri tej tehniki obstojecˇi model primerjamo z
dnevnikom dogodkov enakega procesa. Ta tehnika se na primer lahko
uporablja pri preverjanju, cˇe realnost zadosˇcˇa modelu. Se pravi, cˇe
se v realnosti zgodijo taki dogodki in po taksˇnem vrstnem redu, ko je
postavljeno v samem procesnem modelu. Prav tako se lahko preveri
princip sˇtirih ocˇi, se pravi, da se neka aktivnost ne opravi le z strani
ene in iste osebe, kajti s tem ko jih pregleda vecˇ oseb, se zmanjˇsa
verjetnost za napako. Iz vsega tega sledi, da se ta tehnika uporablja
za odkrivanje, iskanje in pojasnjevanje odstopanj ter resnost odstopanj
od zastavljenega modela.
• Izboljˇsava(enhancment), zadnja tehnika pa se uporablja za razsˇiritev
ali izboljˇsavo obstojecˇega procesnega modela z uporabo dejanskih in-
formacij, pridobljenih na procesih.
[5]
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Proces pa lahko pogledamo iz vecˇ razlicˇnih perspektiv, ter na podlagi
perspektive pridemo do razlicˇnih zakljucˇkov. Mozˇne perspektive pa so nasle-
dnje:
• Perspektiva nadzora toka se fokusira na potek procesov. Se pravi, zˇeli
najti najboljˇso karakterizacijo vseh mozˇnih poti v procesu. Obstajajo
razlicˇni nacˇini prikaza kot so Petri mrezˇe, Workflow mrezˇe, BPMN,
YAWL, . . . V tem primeru nas najbolj zanima izgradnja dejanskega
procesnega modela.
• Organizacijska perspektiva se fokusira na informacije o resursih, skri-
tih v log datotekah. Zanima nas kje so resursi(ljudje, sistemi, vloge in
oddelki) udelezˇeni in kako so povezani. Cilj je prikazati sestavo organi-
zacije, tako da klasificira ljudi in vloge ali pa izdelamo socialno mrezˇo
resursov.
• Perspektiva na strani primera pa se osredotocˇa na lastnosti primerov.
Seveda se lahko primer karakterizira s strani poti v procesu ali tistih, ki
delajo na primeru ali pa s strani pripadajocˇih podatkovnih elementov.
• Cˇasovna perspektiva se ukvarja z cˇasom in pogostostjo pojavljanja do-
godkov. Cˇe primer vsebuje cˇasovni zˇig, se lahko z procesnim rudarje-
njem ugotovijo ozka grla, nadzorujejo zasedenost in uporabnost resur-
sov, napove preostali cˇas procesiranja primerov.
Potrebno je pa dodati, da se lahko razlicˇne perspektive med sebpj prekrivajo,
kljub temu pa podajo dober pregled nad tem, kaj zˇeli procesno rudarjenje
dosecˇi.
Obstajata dva nacˇina kako se lahko izvede procesno rudarjenje. Prvi nacˇin
in tudi najbolj pogost je, da se analiza naredi off-line, torej se opravi pre-
gled po poteku procesa. Njen namen je izboljˇsanje procesa ali vzpostavitev
boljˇsega razumevanja procesa, vendar pa je mozˇno vse vecˇ tehnik uporabiti
tudi v drugem nacˇinu analize, se pravi on-line, med samim potekom procesa.
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To je na primer podajanje cˇasa, ki ga en primer v procesu rabi za dokoncˇanje
na podlagi prejˇsnjih podatkov.[3]
Poglavje 3
Procesni modeli ter njihova
analiza
Procesni modeli igrajo zelo pomembno vlogo pri vseh vecˇjih nacˇrtovanjih, iz-
boljˇsevanju oz. optimizaciji informacijskih sistemov. Obstajajo organizacije,
ki uporabljajo le neformalne procesne modele, in sicer za diskusijo ali do-
kumentacijo procedur. Vendar pa vse ozavesˇcˇene organizacije glede pomena
procesnih modelov, jih ne uporabljajo le za to, saj so procesni modeli sestavni
del analize procesov in izboljˇsajo delovanje le teh. Dandanes se vecˇina pro-
cesnih modelov naredi ”na roko”, brez kaksˇnih strogih analiz ali uposˇtevanja
zˇe obstojecˇih podatkov, zato je procesno rudarjenje lahko sˇe kako pomembno
pri nacˇrtovanju, saj uposˇteva zˇe zbrane podatke, prav tako pa opravi obsezˇne
analize, preden naredi model. Dober procesni model pa ima sˇe posebno po-
membno vlogo pri nadaljnjem nacˇrtovanju in implementaciji resˇitev.
3.1 Procesni model
Procesni model je formalni nacˇin predstavitve, kako nek poslovni svet de-
luje. Opisuje aktivnosti in njihove povezave med sabo. Lahko se predstavi z
razlicˇnimi tehnikami, najpogostejˇse med njimi so petrijeve mrezˇe, podatkovni
diagrami tokov, BPMN, . . . [6]. Dober procesni model ni lahko sestaviti. Ve-
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lja pravilo, da je narediti dober model bolj umetnost kot znanost. Glavne
lastnosti, ki jih mora vsebovati dober procesni model so naslednje:
• Slediti mora kaj se dejansko dogaja tekom procesa
• Prevzeti pogled nevtralnega zunanjega opazovalca, kateri gleda, kako
je bil proces izveden in ugotovi izboljˇsave, ki so potrebne, da proces
deluje bolj ucˇinkovito
• Definira zˇeleni proces in kako bi moral delovati
• Postavi pravila, smernice in obnasˇanje; cˇe jim proces sledi bi morale
zadostiti zˇelenim rezultatom procesa.
• Poda razlago o racionalnosti procesa
• Raziˇscˇe in ovrednoti vecˇ mozˇnih smeri delovanja, ki temeljijo na racio-
nalnih argumentih
• Definira tocˇke za uporabo izvlecˇenih podatkov za analizo v porocˇilih[7]
Najpogostejˇse napake, ki se pojavljajo pri zasnovi procesnih modelov pa so:
• Model predstavlja idealizacijo realnosti. Nacˇrtovalec procesa se osre-
dotocˇi na zˇelen oz. normalen nacˇin delovanja, torej model npr. pokrije
samo 80% reprezentativnih primerov ostalih 20% pa zaradi netipicˇnega
delovanja pozabi. Ponavadi pa ravno teh 20% ustvari vecˇino problemov
v sistemu. Razlogi za taksˇno poenostavljanje so v tem, da se zaradi
nepopolnega razumevanja vseh primerov in pristranskosti, odvisni od
vloge nacˇrtovalca v organizaciji, naredi taksˇen model. Prav tako so
rocˇno narejeni modeli ponavadi subjektivni in poenostavljeni zaradi
lazˇjega razumevanja.
• Nezmozˇnost, da bi ustrezno zajeli cˇlovesˇko vedenje. Preprosti mate-
maticˇni modeli lahko zadostno opiˇsejo delovanje ljudi za tekocˇim tra-
kom, problem pa nastane, ko zˇelimo opisati model z ljudmi, ki sode-
lujejo v vecˇih procesih z razlicˇnimi prioritetami. Delavec, ki sodeluje
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v vecˇih procesih, mora razdeliti svoj cˇas med vecˇ teh procesov, zato
je tezˇko modelirati proces v izolaciji. Delavci pa prav tako ne delajo z
enako hitrostjo. Modeli pa po navadi vzamejo fiksno razdelitev resursov
in fiksno cˇasovno okno za razpolago resursa.
• Model je v napacˇnem abstrakcijskem nivoju. Odvisno od vhodnih po-
datkov in vprasˇanj, ki jih zˇelimo odgovoriti, mora biti izbran prime-
ren abstrakcijski nivo, na primer model je prevecˇ poenostavljen, da bi
lahko odgovorili na relevantna vprasˇanja, ali pa je prevecˇ podroben, da
bi lahko razumeli dejansko vlogo in delovanje procesa.
To so samo nekateri od problemov, ki nastajajo pri zasnovi modela. Le
izkusˇeni nacˇrtovalci po navadi naredijo dober model, primeren za zacˇetek
implementacije ali ponovne implementacije. Nepravilni in slabi modeli lahko
privedejo do nerazumevanja procesa in napacˇne implementacije. Ravno zato
se pri procesnem rudarjenju zanasˇamo na dogodkovne podatke, se pravi po-
datke, ki zˇe obstajajo o nekem procesu in na podlagi le-tega ustvarijo model.
Vendar pa ne ustvarijo modela samo na eni ravni, lahko se pogleda model z
vecˇih razlicˇnih nivojev, na primer za 90% najbolj pogostejˇsimi primeri. Prav
tako pa lahko razkrije, da ljudje v organizaciji ne delujejo kot stroji. Na
eni strani lahko razkrije dosti neizkoriˇscˇenosti, na drugi strani pa razkrije
fleksibilnost drugih delavcev pri razlicˇnem delu.[3]
3.2 Petrijeve mrezˇe
Dober procesni model je tezˇko narediti. Ogromno pomocˇi pa lahko pri tem
pridobimo s procesnim rudarjenjem. Z algoritmi za iskanje procesov(npr. alfa
algoritem, genetski algoritem, hevristicˇno rudarjenje,...) lahko racˇunalnik
samodejno, glede na zapise v bazi generira procesni model. Obstaja vecˇ
razlicˇnih mozˇnosti prikaza procesnega modela. V programu Prom je najbolj
razsˇirjen prikaz s petrijevimi mrezˇami. Je pa predvsem odvisno od vrste
uporabljenih algoritmov in zˇelje predstavitve procesa. Ponavadi obstaja tudi
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mozˇnost samodejne pretvorbe v druge prikaze, kot so BPMN, UML diagrame,
...
3.2.1 Osnovni pojmi
Katerikoli dinamicˇni sitem lahko opiˇsemo z naslednjimi elementi:
• Akcijami(T-transition)
• Pogoji(P-places)
• Enosmernimi povezavami med akcijami in pogoji(I,O-input, output)
• Zˇetoni
Graficˇno pa so ti elementi predstavljeni na naslednji nacˇin. Akcije predsta-
vljamo s pravokotniki, pogoje s krogi, enosmerne povezave s pusˇcˇico in zˇetone
s piko.
Petrijeve mrezˇe pa definiramo kot urejen cˇetvercˇek C = (P, T, I, O), kjer
sta P = p1, p2, . . . pn, n ≥ 0 (koncˇna mnozˇica mest) in T = t1, t2, . . . tm,m ≥ 0
(koncˇna mnozˇica prehodov), ter velja, da sta mnozˇici P in T tuji mnozˇici.
I je vhodna funkcija, O pa je izhodna funkcija. Torej nam funkciji I in O
definirata povezave med akcijami in pogoji.[26]
3.2.2 Petrijev graf
Petrijev graf je biparitetni graf, ki je sestavljen iz dveh tipov vozliˇscˇ. Za vo-
zliˇscˇe vzamemo pogoj ali akcijo. Pogoje oznacˇimo s krogom, akcije pa s pravo-
kotnikom ali cˇrtico, vse skupaj pa zakljucˇijo usmerjene povezave. Usmerjena
povezava povezuje pogoj z akcijo ali akcijo s pogojem, ne more pa povezovati
dveh enakih vozliˇscˇ npr. pogoj z pogojem ali akcijo z akcijo. Vsak pogoj pa
lahko vsebuje zˇeton. Zˇeton oznacˇimo z cˇrno piko v pogoju. Delu z zˇetoni
v petrijevi mrezˇi pravimo oznacˇevanje. Primer petrijevega grafa si lahko
ogledamo na sliki 3.1 . [27]
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Slika 3.1: Primer petrijeve mrezˇe [27]
3.2.3 Oznacˇevanje in izvajanje v Petrijevi mrezˇi
Oznacˇevanje v petrijevi mrezˇi je dodeljevanje osnovnih postavk (zˇetonov)
posameznim mestom v mrezˇi. Sˇtevilo zˇetonov se lahko pri izvajanju petrijeve
mrezˇe spreminja. Oznacˇevanje o v petrijevi mrezˇi je funkcija, ki mestom
P priredi pozitivna cela sˇtevila N . Oznacˇevanje lahko predstavimo tudi z
oznacˇitvenim vektorjem o. Oznacˇeno Petrijevo mrezˇo zapiˇsemo kot M =
(P, T, I, O, o), pri cˇemer velja, da je o = o1, o2, . . . on, n = |P | .
S tem, ko je petrijeva mrezˇa oznacˇena, je mozˇno tudi njeno izvajanje,
v nasprotnem primeru pa to ni mozˇno. Izvajanje mrezˇe se izvede z vzˇigom
izbranega prehoda ti. Vzˇig se izvede tako, da se iz vhodnih mest odvzamejo
ter na izhodna mesta dodajo zˇetoni. Vzˇig je mozˇen le takrat, ko obstaja
na vseh vhodnih mestih vsaj en zˇeton. Mnozˇico vseh mozˇnih stanj petrijeve
mrezˇe pa imenujemo prostor stanj. Prav tako pa morajo veljati naslednja
pravila. Vzˇig prehoda se izvede v idealnem cˇasu, cˇas vzˇiga prehoda je logicˇen
in ne absolutni cˇas. V asinhronem primeru vzˇge prehod tj takoj, ko je izbran,
v sinhronem primeru vzˇge takrat, ko nastopi urin cikel. Cˇe je izbranih vecˇ
prehajanj istocˇasn,o se lahko izbere prehajanje glede na prioritetni sistem,
nakljucˇno ali pa, cˇe primer ni konflikten, lahko vzˇge vecˇ prehajanj hkrati. [8]
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3.3 WorkFlow mrezˇe
Posebna oblika petrijevih mrezˇ je workflow mrezˇa. Petrijevo mrezˇo lahko
imenujemo tudi workflow mrezˇa samo v primeru, da uposˇteva naslednja pra-
vila:
• Obstaja samo en sam izvor procesa, oznacˇimo ga z i.
• Obstaja samo en sam ponor procesa, oznacˇimo ga z o.
• Vsako vozliˇscˇe je na poti iz i do o
• Ne obstaja reset povezava do ponora.
Ko sestavimo workflow mrezˇo, nas ponavadi najbolj zanima vprasˇanje ”Ali
je ta workflow mrezˇa pravilno sestavljena?”. Ker pa brez domene ne moremo
odgovoriti na to vprasˇanje, lahko odgovorimo le na vprasˇanja kot so ”Ali
se mrezˇa zakljucˇi”,”Ali obstajajo kake mrtve zanke”, in podobno. Iz tega
potem izhaja pojem uglasˇenost WF mrezˇe.[28]
Cˇe vzamemo WF mrezˇo N z zacˇetnim vozliˇscˇem i in izhodnim vozliˇscˇem
o, potem je mrezˇa N uglasˇena, cˇe veljajo naslednji pogoji:
• Varnost: (N, [i]) je varna, ko pogoji ne morejo vsebovati vecˇ zˇetonov
naenkrat.
• Pravilno koncˇanje: za vsako oznacˇitev M ∈ (N, [i]), o ∈ M velja M =
[o]
• Mozˇnost za dokoncˇanje: za vsako oznacˇitev M ∈ (N, [i]), [o] ∈ [N,M ]
• Odsotnost mrtvih zank. [3]
3.4 C-mrezˇe
C-mrezˇe definiramo kot graf, pri katerem vozliˇscˇa predstavljajo aktivnosti
in povezave prilozˇnostne odvisnosti. Vsaka aktivnost ima mozˇna vhodna
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Slika 3.2: Primer C-mrezˇe [29]
in izhodna pravila. Cˇe si kot primer ogledamo sliko 3.2, aktivnost a nima
nobenega vhodnega pravila, saj je zacˇetna aktivnost. Zato pa ima dve izhodni
pravili, in sicer {b, d} in {c, d}. To pomeni, da a sledi ali b in d oz. c in d.
To povezavo oznacˇimo kot povezani piki v grafu. Za razliko od petri mrezˇ
pa pri c-mrezˇah nimamo pogojev.
C-mrezˇa je definirana kot C = (A, ai, ao, D, I, O) za katere velja:
• A je koncˇni niz aktivnosti
• ai ∈ A je zacˇetna aktivnost
• ao ∈ A je koncˇna aktivnost
• D ⊆ A× A je relacija odvisnosti aktivnosti
• I ∈ A definira vhodna pravila
• O ∈ A definira izhodna pravila
tako da velja naslednje
• D = {(a1, a2) ∈ A× A|a1 ∈
⋃
as∈I(a2)}
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• D = {(a1, a2) ∈ A× A|a2 ∈
⋃
as∈I(a1)}
• {ai} = {a ∈ A|I(a) = {∅}}
• {ao} = {a ∈ A|O(a) = {∅}}
Cˇe zˇelimo zapisati c-mrezˇo iz primera na sliki 3.2 dobimo naslednje vre-
dnosti. A = {a, b, c, d, e, f, g, h, z}, kar predstavlja vse aktivnosti, a = ai
je unikatna zacˇetna aktivnost in z = ao unikatna koncˇna aktivnost. Pove-
zave predstavljajo odvisnostno relacijo med aktivnostmi in se jih oznacˇi kot
D = {(a, b), (a, c), (a, d), (b, e), ..., (g, z), (h, z)}. Funkciji I in O pa dolocˇata
pravila povezav. Za aktivnost a je I(a) = {∅}, ter O(a) = {{b, d}, {c, d}},
potem I(b) = {{a}, {f}} ter O(b) = {{e}, ...}, ter vse do I(z) = {{g}, {h}},
O(z) = {∅}. [29]
3.4.1 Vzorcˇna matrika
Posebna predstavitev c-mrezˇ je predstavitev z vzorcˇno matriko. Ta pred-
stavitev nam pride zelo prav pri gradnji npr. genskega algoritma za iskanje
procesov, saj predstavlja poenostavljeno predstavitev c-mrezˇ. Kljub temu
pa lahko brez problema pretvorimo matriko v c-mrezˇo ter nato, cˇe zˇelimo, sˇe
c-mrezˇo v petrijevo mrezˇo.
Vzorcˇna matrika predstavlja vzorcˇne odvisnosti med aktivnostmi. Cˇe
pogledamo na tabeli 3.1, vidimo da ni vzorcˇne odvisnosti med A in A saj je
vrednost v matriki 0. Zato pa obstaja vzorcˇna odvisnost med A in B, to nam
pokazˇe vrednost 1 v tabeli. Nadaljnji vnosi pa nam razkrijejo odvisnost med
C in D za aktivnost A. Iz te matrike vidimo, da vsepovsod, kjer je vrednost
ena, naredimo povezavo med aktivnostmi, saj nam to nadomesti funkcijo D v
c-mrezˇah. Zadnji stolpec in prva vrstica pa nam povesta kaksˇna je logika med
povezavami, se pravi za primer aktivnosti A je logika B ∨C ∨D in glede na
te vrednosti postavimo pike oz. loke v grafu c-mrezˇe. To pa nam nadomesti
funkciji I in O. Formalna definicija vzorcˇne matrike pa je naslednja:
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true A A A D D E ∧ F B ∨ C ∨G
→ A B C D E F G H OUTPUT
A 0 1 1 1 0 0 0 0 B ∨ C ∨D
B 0 0 0 0 0 0 0 1 H
C 0 0 0 0 0 0 0 1 H
D 0 0 0 0 1 1 0 0 E ∧ F
E 0 0 0 0 0 0 1 0 G
F 0 0 0 0 0 0 1 0 G
G 0 0 0 0 0 0 0 1 H
H 0 0 0 0 0 0 0 0 true
Tabela 3.1: Primer vzorcˇne matrike [15]
Izrek 3.1 Vzorcˇna matrika je sestavljena iz CM = (A,C, I, O), kjer velja
naslednje:
• A je koncˇna mnozˇica aktivnosti
• C ⊆ A× A je vzorcˇna odvisnost relacij
• I ∈ A→ P (P (A)) je vhodna funkcija
• O ∈ A→ P (P (A)) je izhodna funkcija
Za katero veljajo naslednja pravila:
• C = {(a1, a2) ∈ A× A|a1 ∈
⋃
I(a2)
}
• C = {(a1, a2) ∈ A× A|a2 ∈
⋃
O(a1)
}
• ∀a∈A∀s,s′∈I(a)s ∩ s′ 6= ∅ ⇒ s = s′
• ∀a∈A∀s,s′∈O(a)s ∩ s′ 6= ∅ ⇒ s = s′
• C ∪ {(ao, ai) ∈ A× A|ao c• = ∅ ∧ c•ai = ∅ je mocˇno povezan graf
[15]
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3.5 Ostali procesni modeli
Poleg omenjenih procesnih modelov obstaja tudi vrsta drugih procesnih mo-
delov. Med zelo pogosto uporabljenimi so transition system, YAWL(Yet
Another Workflow Language), BPMN(Business Process Modeling Notation),
EPC(Event-Driven Process Chains),... Razlog zaradi katerega obstaja tako
veliko sˇtevilo modelov, lahko oznacˇimo z besedo ”predstavitvena pristran-
skost”, to pomeni, da ima vsak model zˇe v osnovi nekatere omejitve in po-
manjkljivosti. Te pomanjkljivosti so lahko npr. nezmozˇnost predstavljanja
socˇasnosti(transition system, Markov model, flow chart), nezmozˇnost pred-
stavljanja tihih akcij, nezmozˇnost predstavljanja podvojenih akcij(akcij z
enakim imenom, zapisanih v dnevnikih dogodkov), nezmozˇnost prikaza ali
razcepov, nezmozˇnost predstavitve hierarhije, ... Seveda pa obstajajo sˇe ve-
liko ostalih razlogov zakaj se uporablja tako veliko sˇtevilo modelov.[30]
Poglavje 4
Dnevniki dogodkov
Procesno rudarjenje je nemogocˇe realizirati brez primernih dnevnikov do-
godkov. Dnevniki dogodkov morajo zadostovati nekaterim kriterijem, ter
slediti nekaterim pravilom. V realnosti je realizacija dnevnika dogodkov kar
zapleten in tezˇak postopek, kajti podatki so lahko razdrobljeni v razlicˇnih
tabelah, ki se nahajajo v razlicˇnih podatkovnih bazah ter vsakemu podatku
lahko manjka dobrsˇen del informacije oziroma metapodatkov za primerno
analizo.
4.1 Viri podatkov
Zacˇetna pot zbiranja podatkov se vecˇinoma zacˇne na naslednji nacˇin. Naj-
prej zberemo potrebne podatke, kajti podatki so po navadi zapisani v grobi
obliki, torej niso primerni za analizo procesov z procesnim rudarjenjem. Viri
podatkov so lahko od preprostih podatkovnih datotek, do excelovih pregle-
dnic, transakcijskih zapisov ter verjetno najpogostejˇsih zapisov v podatkovni
bazi. Problem pa ne nastane samo zaradi uporabe razlicˇnih virov podatkov.
Podatki so lahko ne samo v razlicˇnih virih podatkov, ampak tudi v razlicˇnih
tabelah, zato je potrebno precej napora, da izvlecˇemo relevantne podatke.
Cˇe vzamemo primer, je v celotni SAP implementaciji preko 10000 tabel.[3]
V splosˇnem se pa lotimo priprave podatkov za procesno rudarjenje na
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Slika 4.1: Pregled postopka procesnega rudarjenja od podatkov do rezultatov
[3]
naslednji nacˇin. Najprej moramo na virih podatkov izvesti ETL(extract,
transform, load). Izraz prihaja iz poslovne inteligence in podatkovnega ru-
darjenja, pomeni pa, da moramo izvlecˇi(exract) podatke iz zunanjih virov, jih
preoblikovati(transform), da ustrezajo operacijskim potrebam ter nazadnje
nalozˇiti(load) v ciljni sistem. Ta je lahko podatkovno srediˇscˇe ali relacijska
podatkovna baza. Cilj tega procesa je poenotenje podatkov na nacˇin, da
jih lahko uporabimo za analize, porocˇila, predvidevanja, . . . V naslednjem
koraku je najbolj pomembno filtriranje in ocenjevanje podatkov. Pogosto ni
problem sinteticˇna pretvorba podatkov, ampak izbira primernih podatkov.
Pomemben je odgovor na vprasˇanje: Katere tabele pretvoriti. V tem koraku
se podatki shranijo v XES (eXtensible Event Steam) ali MXML (Mining
eXtensible Markup Language) format.[9] Pomembno je, da pretvorimo samo
tiste podatke, ki so relevantni pri nasˇi analizi. Taksˇen dnevnik dogodkov je
potem nefiltriran, kajti za nadaljnje delo, odvisno od tega katero vprasˇanje
zˇelimo natancˇno odgovoriti, izvedemo dokoncˇno filtriranje. Nato nad tem
dnevnikom dogodkov izvedemo odkrivanje, skladnost in izboljˇsave, ki so se-
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stavni del procesnega rudarjenja. Za vse opisano pa moramo uposˇtevati sˇe
eno stvar, in sicer rezultati rudarjenja procesov sprozˇijo nova vprasˇanja in ta
vprasˇanja lahko sprozˇijo potrebo po drugih virih podatkov, zato se ta proces
pridobivanja podatkov iterativno ponavlja, dokler si ne odgovorimo na vsa
zahtevana vprasˇanja.[3]
4.2 Dnevniki dogodkov
Dnevniki dogodkov so pomemben del pri sami analizi podatkov z rudarjenjem
procesov. Cˇe pogledamo sliko 4.1, se dnevnik dogodkov nahaja po izvlecˇku,
oz. hrapavem filtriranju, torej je dnevnik dogodkov ena datoteka, zapisana v
formatu XES ali MXML, ki mora uposˇtevati pravila. Obstajajo tri osnovna
pravila, ki morajo veljati za dnevnike dogodkov. Ta pravila pa so naslednja:
1. ID primera(case ID) je identifikator procesa. Druga oznacˇba za ID pri-
mera je instanca procesa. Proces je sestavljen iz primerov. Pomemben
je zaradi razlikovanja izvedbe istega procesa. Kaj natancˇno je primer
ID-ja je odvisno od domene vsakega procesa(npr. v bolniˇsnici bi bil
primer ID-ja pacient)
2. Aktivnost(Activity), vsak korak ali sprememba statusa v procesu mora
biti poimenovana. Cˇe je za vsako instanco procesa zapisano samo ena
vrstica, potem podatki niso dovolj natancˇni. Podatki morajo biti na
transakcijski ravni (moramo imeti dostop do zgodovine vsakega pri-
mera).
3. Cˇasovni zˇig(timestamp), kajti rabimo vsaj en cˇasovni zˇig, da razvrstimo
podatke v pravilni vrstni red. Seveda jih pa rabimo tudi za dolocˇitev
zakasnitev med aktivnostmi, ali pa ugotavljanje ozkih grl v samem
sistemu. Zelo zazˇeleno je, da imamo zapisano kdaj se katera aktivnost
zacˇne in kdaj se tudi koncˇa.[8]
Poleg teh pravil pa moramo za pravilno razumevanje dnevnikov dogodkov
uposˇtevati sˇe nekaj stvari. Sam proces je sestavljen iz primerov. Primer
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ID primera ID dogodka Cˇasovni zˇig Aktivnost Vir
1 1000 01.01.2013 (A) Order Goods Peter
1001 10.01.2013 (B) Receive Goods Michael
1002 13.01.2013 (C) Receive Invoice Frank
1003 20.01.2013 (D) Pay Invoice Tanja
2 1004 02.01.2013 (A) Order Goods Peter
1005 03.02.2013 (B) Receive Goods Michael
1006 05.02.2013 (C) Receive Invoice Frank
1007 06.02.2013 (D) Pay Invoice Tanja
3 1008 01.01.2013 (A) Order Goods Louise
1009 04.01.2013 (C) Receive Invoice Frank
1010 05.01.2013 (B) Receive Goods Michael
1011 10.01.2013 (D) Pay Invoice Tanja
4 1016 15.01.2013 (A) Order Goods Peter
1017 20.01.2013 (C) Receive Invoice Claire
1018 25.01.2013 (D) Pay Invoice Frank
5 1023 01.01.2013 (A) Order Goods Michael
1024 10.01.2013 (B) Receive Goods Michael
1025 13.01.2013 (C) Receive Invoice Michael
1026 20.01.2013 (D) Pay Invoice Michael
Tabela 4.1: Primer dnevnika dogodkov [31]
je sestavljen iz dogodkov, in sicer na taksˇen nacˇin, da vsak dogodek pripada
natanko enemu primeru. Dogodki v primeru so urejeni. Dogodki lahko imajo
atribute. Primer najpogostejˇsih atributov so aktivnost, cˇas, cena, resurs.
4.3 XES(eXtensible Event Stream)
Zelo pomemben del standardizacije pri procesnem rudarjenju je format, v
katerem so zapisani podatki. Do sedaj je to vlogo opravljal MXML format,
vendar pa so se mu zacˇele kazati omejitve in pomanjkljivosti v tem, kaksˇne
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podatke lahko in kaksˇne ne moremo shraniti. XES sloni na XML in je kratica
za eXtensible Event Stream. Pri nacˇrtovanju XES formata so bili najbolj
pomembni naslednji cilji:
• Preprostost – ideja je, da predstavimo podatke na najbolj preprost
mozˇen nacˇin. XES naj bo preprost za ustvariti in cˇleniti. Prav tako pa
mora biti preprost za cˇlovesˇko branje.
• Fleksibilnost – XES mora biti sposoben zajeti dnevnike dogodkov iz
katerega koli podrocˇja in ozadja, ne glede na izbrano domeno ali IT
podporo opazujocˇega procesa, zato XES ni namenjen samo za uporabo
v procesnem rudarjenju, temvecˇ na splosˇno za belezˇenje dnevnikov do-
godkov.
• Razsˇirljivost – mora biti mogocˇe na preprost nacˇin omogocˇeno doda-
janje standardu. Razsˇiritve standarda morajo biti transparentne ter
ohraniti kompatibilnost za nazaj, prav tako pa mora biti prilagodljiv
za razsˇiritve tocˇno dolocˇenih domen ali posebnih zahtev.
• Izraznost – cˇeprav je cilj generalizacija formata, pa je trud v tej smeri,
da dnevniki dogodkov izgubijo cˇim manj informacije kot je le mogocˇe.
Zato morajo biti vsi informacijski elementi mocˇno definirani, prav tako
pa je zraven tudi privzeta metoda za vkljucˇitev cˇlovesˇko interpretira-
nega pomena podatkov.
Cˇeprav je XES dobil inspiracijo iz MXML se precej pogledih razlikuje od
njega. Meta model za XES z UML razrednim diagramov vidimo na sliki 4.2.
XES ohranja privzeto strukturo dnevnika dogodka. Celotnemu procesu je
enaka ena log datoteka, katera je sestavljena iz sledi(traces), se pravi posame-
zne instance izvedbe. Vsaka instanca tj. sled pa je sestavljena iz zaporedja
dogodkov, prav tako pa lahko vsaka od teh treh konceptov vsebuje atribute,
ki vsebujejo dejanske podatke o procesu.
Za razliko od MXML so sedaj atributi enakovredni, ne obstaja vecˇ poseb-
nih polj, kot je na primer originator. Sˇe bolj pomembno pa je, da so sedaj
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Slika 4.2: Metamodel XES z UML diagramom [10]
atributi strongly typed. Atributi lahko vsebujejo string, date(timestamp),
integer, floating-point ali boolean. Te spremembe mocˇno povecˇajo izraznost
formata, saj mocˇno povecˇajo enostavnost shranjevanja meta podatkov in iz-
vedbe procesa(kot je npr. cena aktivnosti).
Z ukinitvijo namenskih, posebnih polj za ime aktivnosti, se pojavi tezˇava
v tem, da ne vemo kaj natancˇno vsak atribut pomeni, zato pa se za ta namen
uporabljajo razsˇiritve(extensions). Razsˇiritev definira sˇtevilo standardizira-
nih atributov za vsak nivo hierarhije, skupaj z njegovim tipom in posebnim
kljucˇem atributov.
Privzeto XES standard vsebuje sˇtevilne standardne razsˇiritve. Nekatere
od teh so:
• Concept extension: Definira atribute za imena elementov(ime aktivno-
sti, id sledi,..)
• Time extension: Definira standardni atribut za opis datuma in cˇasa,
ko se je dogodek zgodil.
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• Lifecycle extension: Definira zˇivljenjski model aktivnosti ter v katerem
delu zˇivljenjskega cikla se ta nahaja(zacˇetek, konec, nadaljevanje,. . . )
• Organizational extension: Definira standardne atribute za ime, vlogo
in skupino resursa, ki je sprozˇila dogodek.
Cˇe XES zapis uporablja te standardne razsˇiritve, bodo njihovi atributi pra-
vilno interpretirani s strani aplikacije, ki analizira te podatke. Cˇe pa zapis
uporablja svoje posebne domene, jih je prav tako mozˇno uporabiti z defi-
niranjem svojih posebnih razsˇiritvenih domen. Prav tako pa je dovoljeno
definirati svoje posebne atribute.
Popravek iz formata MXML je tudi mozˇnost izbire ravni abstrakcije. Pri
MXML si bil po navadi prisiljen dnevnik dogodkov razdeliti v vecˇ datotek.
Pri XES pa je dodan koncept klasifikatorja dogodka. Klasifikator prepro-
sto definira skupek atributov, ki dodajo identiteto dogodku. To pomeni, cˇe
imata dva dogodka enake vrednosti klasifikatorja za te atribute, se smatrata
kot enakovredna. Zato sedaj, cˇe imamo dnevnik dogodkov z vecˇ ravnmi
abstrakcije, sedaj preprosto samo enkrat pretvorimo z vsemi pomembnimi
informacijami v atributih dogodkov, ter dodamo klasifikator za vsak nivo
abstrakcije.[11]
Poglavje 5
Algoritmi za odkrivanje
procesov
Zelo pomemben del procesnega rudarjenja je odkrivanje in izgradnja proce-
snih modelov, se pravi, da glede na zapisane podatke v dnevniku dogodkov
sestavi model procesa. V programu ProM se za predstavitev modelov najpo-
gosteje uporabljajo petrijeve mrezˇe oz. WF mrezˇe, ki so izpeljanke petrijevih
mrezˇ. Za odkrivanje procesov obstaja veliko algoritmov. Najbolj osnoven al-
goritem je alfa algoritem, vendar se ga kot takega vecˇinoma ne uporablja
zaradi nekaj pomanjkljivosti, katere se delno ali v celoti resˇijo z izpeljankami
tega algoritma.
5.1 Alfa algoritem
Proces za odkrivanje oz. ponovno odkrivanje WF-mrezˇ je razdeljen na tri
dele. Predprocesiranje je prvi del algoritma. V tem delu sklepa razmerja
med akcijami oz. aktivnostmi, ki se v WF mrezˇi pretvorijo v akcije. Nato
sledi procesiranje, v katerem se izvede dejanski alfa algoritem ter nazadnje
sˇe poprocesiranje.
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5.1.1 Razmerja
Prvi del pri razumevanju algoritma je, da moramo postaviti razmerja med
akcijami v delovnem toku. Ta razmerja bomo pozneje uporabili za iskanje
pogojev in povezav med akcijami in pogoji.
Definiramo naslednje relacije med akcijami v dnevniku dogodkov:
• Takojˇsen naslednik x > y, pomeni da aktivnosti x sledi y v dnevniku.
• Vzorcˇnost x → y, pomeni x sledi y vendar pa y ne sledi x. Se pravi
imamo zaporedje dveh dogodkov, vendar pa samo v eno smer.
• Vzporednost x ‖ y, pomeni x > y in y > x. Tukaj pa velja da x sledi
y in y sledi x aktivnosti.
• Nepovezanost x 6= y pomeni x ne sledi y in y ne sledi x. Pomeni, da
ne obstaja zapis v dnevniku, kjer bi aktivnosti x sledila aktivnost y in
obratno.
Za vsak zapis v dnevniku dogodkov obstaja ena izmed opisanih rela-
cij. Zapisu dnevnika dogodkov z opisom teh relacij pravimo odtis dnevnika.
Vzemimo dnevnik dogodkov L = [〈a, b, c, d〉3, 〈a, c, b, d〉2, 〈a, e, d〉], pripadajocˇ
odtis dnevnika za ta primer pa dobimo v tabeli 5.1 .[12]
a b c d e
a # → → # →
b ← # ‖ → #
c ← ‖ # → #
d # ← ← # ←
e ← # # → #
Tabela 5.1: Primer odtisa dnevnika [32]
28 POGLAVJE 5. ALGORITMI ZA ODKRIVANJE PROCESOV
Slika 5.1: Primer vizualne predstavitve odtisa dnevnika. [12]
5.1.2 Delovanje alfa algoritma
Pri opisu algoritma privzamemo, da imamo dnevnik dogodkov L, T je seznam
vseh akcij, T1 je seznam vseh zacˇetnih povezav, T0 pa seznam vseh koncˇnih
povezav. Alfa algoritem deluje na naslednji nacˇin:
1. Iz dnevnika dogodka L izvleci vse povezave T
2. Dolocˇi T1 in T0, oz. seznam zacˇetnih in koncˇnih aktivnosti(akcij)
3. Najdi vse sete v paru (A,B) za katere velja
(a) ta ∈ A, ter je povezan preko prehoda p z tb ∈ B
(b) ∀a ∈ A in ∀b ∈ B za katerega velja a→ b
(c) ∀a1, a2 ∈ A velja a1#a2 in ∀b1, b2 ∈ B velja b1#b2
4. Ko najdemo take sete parov, ohranimo samo maksimalne, se pravi tiste,
s katerimi lahko povezˇemo maksimalno sˇtevilo elementov.
5. Povezˇemo vse elemente iz A z elementi iz B z enim pogojem p(A,B),
6. ter na koncu sˇe povezˇemo vse zacˇetne povezave z zacˇetkom in vse
koncˇne povezave z koncem.
Cˇe vzamemo dnevnik dogodkov L = [〈a, b, c, d〉, 〈a, c, b, d〉, 〈a, e, d〉] lahko za
lazˇjo predstavo, vizualno predstavimo odtis dnevnika, kot je tudi v tabeli 5.1
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Slika 5.2: Primer dobljenega grafa z alfa algoritmom. [12]
na nacˇin, ki je na sliki 5.1. Nato poiˇscˇemo maksimalne sete, ki so prikazani
v tabeli 5.2, ter na koncu sˇe samo povezˇemo vse maksimalne sete med seboj
in dobimo WF mrezˇo, ki je prikazana na sliki 5.2.[12]
A B
(1) {a} {b, e}
(2) {a} {c, e}
(3) {b, e} {d}
(4) {c, e} {d}
Tabela 5.2: Primer maksimalnih setov. [12]
5.1.3 Omejitve alfa algoritma
Zaradi lastnosti iskanja povezav z alfa algoritmom, je ta delezˇen kar nekaj
omejitev. Zaradi tega se v praksi ponavadi kot tak ne uporablja. Omejitve
pa so naslednje:
• Zanka z dolzˇino 1. Cˇe obstaja kratka zanka z dolzˇino 1, je alfa algoritem
ne more odkriti. Razloge zakaj je ne, najdemo v definiciji, kajti mi
iˇscˇemo sete v A in B, za katerega velja da mora biti b v mnozˇici A in
b v mnozˇici B, hkrati pa mora veljati da sta b#b, kar pa ni mogocˇe po
definiciji iskanja z algoritmom alfa.
30 POGLAVJE 5. ALGORITMI ZA ODKRIVANJE PROCESOV
Slika 5.3: Primer ne-lokalne odvisnosti. [12]
• Zanka z dolzˇino 2. Prav tako ne more najti zank z dolzˇino 2. Razlog
zakaj je ne najde, je v miˇsljenju algoritma, saj pri relaciji b ‖ c misli,
da sledi iz b > c in c > b, vendar pa pri zankah dolzˇine 2 temu ni tako.
Zanke z vecˇjo dolzˇino od 2 pa lahko algoritem brez problema odkrije in
ustvari model.
• Ne-lokalne odvisnosti, katere nastanejo zaradi omejitev v nekaterih pro-
cesih. Primer ne-lokalne odvisnosti lahko vidimo na sliki 5.3. To sta
pogoja p1 in p2.[12]
– Te odvisnosti alfa algoritem ne zajame
– Niso vidne v dnevnikih dogodkov
– Te odvisnosti niso problem samo alfa algoritma, ampak velike
vecˇine algoritmov v procesnem rudarjenju
5.2 Alfa plus algoritem
Je izboljˇsava alfa algoritma in sicer v tem pogledu, da lahko odkrije kratke
zanke dolzˇine 1 in 2. To pa naredi na naslednji opisan nacˇin.
5.2.1 Odkrivanje kratkih zank dolzˇine 2
Cˇe si pogledamo primer na sliki 5.4, za dnevnik dogodkov [〈a, b, d〉, 〈a, b, c, b, d〉, 〈a, b, c, b, c, b, d〉]
vidimo da je razlog za neuspesˇno odkrivanje zank v nepravilni domnevi za
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Slika5.4:Primeriskanjazankdolˇzine2zalfaalgoritmom.[12]
b c.Zaraditegasimoramodomislitinovorelacijo,daoznaˇcimotodoga-
janje. Najprejpamoramodeﬁniratinovonotacijopopolnostizaobvlado-
vanjetakˇsnihprimerov.ZadelovnitokNjednevnikpopoln,cˇejepopoln
injedovoljinformacijzadetekcijozankdolˇzine2(moramovidetisekvence
..,a,b,a,..a=b,ˇceobstajajo).
Kotomenjenodeﬁniramodvenovirelaciji:
•a b⇐⇒ veljazazapis...,a,b,a,..vdnevnikudogodkov
•a♦b⇐⇒ obstajasekvenca...,a,b,a,..in...,b,a,b,..
Popravimopatudiostalirelacijinato,daizvzamemozanke
•a→b⇐⇒(a>b)∧(b>a∨a♦b)
•a b⇐⇒(a>b)∧(b>a)∧(a b)
Pritejdeﬁnicijipamoramovseenopredvidevati,dazankezdolˇzino1niv
dnevniku,kajtienakzapislahkoproizvedetudizankadolˇzine1,zaraditega
paproblemzankdolˇzineenaodpravimovpredprocesiranju.[12]
5.2.2 Odkrivanjekratkihzankdolˇzine1
Zaodkrivanjezankdolˇzine1moramonajprejpogledatinekajosnovnihla-
stnosti,kiveljajo.
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Slika 5.5: Primer odstranitve akcije, ki je zanka dolzˇine 1 [12]
• Akcije, ki so zanke dolzˇine 1, ne morejo biti povezani na zacˇetni ali
koncˇni pogoj.
• To akcijo lahko varno odstranimo iz grafa, saj je ocˇitno, da ne bo
vplivala na potek dogajanja in WF mrezˇa bo ostala uglasˇena. Kot
vidimo na sliki 5.5
• S takimi zankami se ukvarjamo v pred in po procesiranju.
Akcije, ki imajo zanke z dolzˇino 1 najdemo tako, da iˇscˇemo vzorec . . . , a, a, . . .
v dnevniku dogodkov.[12]
5.2.3 Potek in pomanjkljivosti
Alfa plus algoritem pa poteka tako, da najprej v predprocesiranju odstranimo
vse akcije z zanko dolzˇine ena in dva ter izvedemo navaden alfa algoritem.
V poprocesiranju pa dodamo omenjene akcije in na koncu dobimo pravilno
WF mrezˇo.
Kljub tem dodatkom alfa plus algoritma, nam vseeno ostane sˇe nekaj
omejitev in pomanjkljivosti. Kot prva pomanjkljivost je ta, da privzamemo
uporabo popolnih informacij. Se pravi, da predpostavljamo celovitost dnev-
nikov dogodkov. Naslednja pomanjkljivost je, da ne uposˇtevamo sˇuma. Sˇum
pa se lahko pojavi kadarkoli in kjerkoli v zapisanih podatkih. To pa izhaja iz
tega, ker alfa algoritem ne uposˇteva sˇtevilo pojavitev dolocˇenega zaporedja
dogodkov. [12]
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5.3 Hevristicˇno rudarjenje
Naslednji algoritem, ki ga lahko uporabimo za procesno rudarjenje, je hevri-
sticˇni algoritem. Prednost pred alfa in alfa plus algoritmoma je v tem, da
ta uposˇteva sˇtevilo pojavitev dolocˇenih aktivnostih, s tem pa tudi poskrbi za
mozˇen sˇum v podatkih, kajti sama ideja je v tem, da tistih poti, ki se zelo
redko pojavijo ne vkljucˇimo v sam model.
5.3.1 Opis in prednosti hevristicˇnega rudarjenja
Rezultat hevristicˇnega rudarjenja se po navadi ponazori z C-mrezˇami, ki
sem jih razlozˇil zˇe v prejˇsnjem poglavju. Prednost hevristicˇnega rudarjenja
pred alfa algoritmom je v tem, da hevristicˇno rudarjenje uposˇteva pogostost
pojavljanja zaporedja nekih aktivnostih, prav tako ima alfa algoritem tudi
pogoj, da ne dovoli preskakovanja aktivnosti. Hevristicˇno rudarjenje pa s
tem nima problemov. Prav tako pa lahko dolocˇimo, do kaksˇnega nivoja naj
zanemari sˇum v dnevniku dogodkov.[13][3]
5.3.2 Potek hevristicˇnega rudarjenja
C-mrezˇe se predstavi z C = (A, ai, ao, D, I, O), pri cˇemer je A koncˇna mnozˇica
aktivnosti, ai je zacˇetna aktivnost, ao je koncˇna aktivnost, D je odvisnostna
relacija, I je mnozˇica vhodnih aktivnosti, O je mnozˇica izhodnih aktivnosti.
Zato najprej poiˇscˇemo vse aktivnosti v dnevniku dogodkov. S tem smo ugo-
tovili A, ai in ao lahko prav tako poiˇscˇemo brez vecˇjih problemov. Naslednji
korak, ki ga moramo narediti pa je nastaviti odvisnostne relacije med vsemi
pari aktivnosti. Odvisnostne relacije naredimo tako, da naredimo tabelo, v
katero vpiˇsemo kolikokrat je x >L y. Se pravi presˇtejemo kolikokrat x sledi
y. Za primer vzemimo:
L = [〈a, e〉5, 〈a, b, c, e〉10, 〈a, c, b, e〉10, 〈a, b, e〉, 〈a, c, e〉, 〈a, d, e〉10, 〈a, d, d, e〉2, 〈a, d, d, d, e〉]
Ko opravi prvi korak na nasˇem primeru dobimo odvisnostne relacije, ki
si jih lahko pogledamo na tabeli 5.3.
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>L a b c d e
a 0 11 11 13 5
b 0 0 10 0 11
c 0 10 0 0 11
d 0 0 0 4 13
e 0 0 0 0 0
Tabela 5.3: Primer odvisnostne relacije [3]
Ko izracˇunamo odvisnostne relacije, sledijo izracˇuni vrednosti odvisnosti
med akcijami. Za to pa uporabimo enacˇbo 5.1 . Po uporabi te enacˇbe dobimo
nove vrednosti za vsako vrstico tabele 5.3. Na primer za aktivnost a dobimo
vrednosti v relaciji z a dobimo 0
0+1
= 0 v relaciji z b dobimo 11−0
11+0+1
= 0, 92
potem z c dobimo 11−0
11+0+1
= 0, 92 z d je 13−0
13+0+1
= 0, 93 in tako dalje dokler ne
dobimo vrednosti za vse v tabeli.
Izrek 5.1
|a⇒ b| =
{ |a>Lb|−|b>La|
|a>Lb|+|b>La|+1 , a 6= b
|a>La|
|a>La|+1 , a = b
(5.1)
Za obe tabeli potem dolocˇimo prag, katerega moramo uposˇtevati, da se
med dvema aktivnostima ustvari povezava. Na nasˇem primeru, cˇe vzamemo
prag 5 za | >L | in 0,7 za | ⇒L | dobimo povezave na grafu, kot prikazuje slika
5.6 . Ko smo koncˇali te postopke smo s tem dobili (A, ai, ao, D) vrednosti
C-mrezˇe. Manjkata nam sˇe I in O. To pa dobimo tako, da presˇtejemo
vse pojavitve povezav med njimi. Cˇe si pogledamo na primeru na sliki 5.7
vidimo, da se akcija a pojavi 40-krat, akcija b 21 krat, akcija c tudi 21 krat,
akcija d 17 krat in akcija e 40-krat. Potem pogledamo, koliko krat sledijo
zaporedoma aktivnosti, ki imajo med seboj povezavo. Se pravi preverjamo
povezave, ki se vzporedno izvedejo za nasˇ primer. To pomeni, da preverjamo
kombinacije med akcijami (a, e, b, c, d). V nasˇem primeru ugotovimo, da se
zaporedno izvajata v 20 primerih (a, b, c) medtem ko pa v 2 primerih temu ni
tako. Ker pokrivamo vecˇino med b in c naredimo lok, da se izvajata socˇasno.
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Slika 5.6: Primer praga z vrednostmi 5 za | >L | in 0,7 za | ⇒L | [3]
Na ta nacˇin potem naredimo za celotni graf, dopolnimo I in O ter zakljucˇimo
nasˇo C-mrezˇo.
Hevristicˇno rudarjenje uporabimo takrat, ko imamo dejanske podatke z
majhnim sˇtevilom dogodkov ali pa, ko rabimo petrijevo mrezˇo za nadaljnje
raziskave.[13][3]
5.4 Gensko procesno rudarjenje
Genski algoritmi so prirejeni nacˇini iskalnih metod, ki poizkusˇajo posnemati
delovanje procesa evolucije. Taki algoritmi se zacˇnejo s prvotno(initial) po-
pulacijo posameznikov(v nasˇem primeru s procesnim modelom). Nato se
populacija razvija z izbiro najboljˇsih(fittest) posameznikov. Te najboljˇse po-
sameznike nato krizˇamo(crossover) med seboj, da dobimo nove posameznike.
Na koncu pa te posameznike sˇe mutiramo(dodamo nakljucˇne spremembe).
Ta proces ponavljamo, dokler ne zadostimo nasˇim zahtevam.[14]
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Slika 5.7: Graficˇna predstavitev izracˇuna I in O v C-mrezˇi[3]
Cˇe zˇelimo uporabiti gensko rudarjenje, moramo biti zmozˇni predstaviti
posameznike. Vsak posameznik mora biti del mozˇnega procesnega modela in
obenem enostaven za obdelavo. Zacˇetno je bil namen predstavitve genskega
rudarjenja s Petrijevimi mrezˇami, vendar pa se je izkazalo, da niso najboljˇse
za tak nacˇin dela. Glavni razlog za to je, da ne moremo dobiti pogojev
iz dnevnikov dogodkov. Dogodki v dnevniku dogodkov se nanasˇajo zgolj
na akcije, iz tega pa sledi, da je dosti tezˇje generirati zacˇetno populacijo ter
definirati krizˇanje in mutacijo. Prav tako pa so problemi z in/ali povezavami.
Zaradi tega je bila pri gradnji tega algoritma uporabljena vzorcˇna matrika.
[15]
5.4.1 Delovanje algoritma
Cilj prvega dela algoritma je narediti zacˇetne populacije. To se naredi tako,
da se naredijo nakljucˇne vzorcˇne matrike. Vzorcˇna matrika je sestavljena iz A
– seznam aktivnosti, C - vzorcˇne relacije, I – vhodna funkcija, O – izhodna
funkcija. Pri kreiranju populacije pa velja, da imajo vse populacije enake
aktivnosti. S tem smo zˇe definirali mnozˇico A, saj je za vso populacijo enaka.
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I in O mnozˇica sta nakljucˇno sestavljeni za vsak primer v populaciji. Za
izracˇun C oz. vzorcˇne relacije pa se uporablja hevristika za mero odvisnosti.
Motivacija za tem je preprosto v tem, cˇe se pojavi v dnevniku dogodkov
zapis t1, t2, je zapis t2, t1 pogosto le kot izjema. Obstaja pa velika verjetnost,
da je med t1 in t2 vzorcˇna odvisnost. Rezultat vsega tega je v tem, da
ima lahko zacˇetna populacija katerega koli posameznika v iskalnem prostoru
definiranega z zacˇetnimi aktivnostmi.
Naslednji del, ki se ga moramo lotiti je natancˇnost izracˇuna. Cˇe posame-
znik v tej populaciji pravilno opiˇse vedenje v dnevniku dogodkov, potem je
natancˇnost tega posameznika visoka. V nasˇem primeru je natancˇnost mocˇno
povezana s sˇtevilom pravilno razcˇlenjenih sledi v dnevniku dogodkov. Mo-
ramo pa uposˇtevati, da ne moremo pricˇakovati popolno prilagajanje dnevnika
dogodkov procesnemu modelu, to pa je zaradi sˇuma v sledi, katerega ne mo-
remo uposˇtevati v zˇelenem modelu. Natancˇnost, ki jo zˇelimo dosecˇi z genskim
procesnim rudarjenjem izracˇunamo po formuli 5.2.
Izrek 5.2 Formula za izracˇun natancˇnosti genskega procesnega rudarjenja
fitness = 0, 4× allParsedActivities
numberOfActivitiesAtLog
+0, 6×allProperlyCompletedLogTraces
numberOfTracesAtLog
(5.2)
Kjer numberOfActivitiesAtLog pomeni sˇtevilo vseh aktivnosti, numberOfTracesAtLog
sˇtevilo vseh zapisov v dnevniku, allParsedActivities so vse aktivnosti, ki se
lahko sprozˇijo brez umetnega dodajanja zˇetonov, allProperlyCompletedLogTraces
je pa sˇtevilo sledi, ki so bile pravilno razvrsˇcˇene.
Nato sledijo genske operacije kot so elitizem, krizˇanje in mutacija. Eliti-
zem pomeni, da je samo odstotek najbolj natancˇnih oz. najmocˇnejˇsih posa-
meznikov uporabljen za naslednjo generacijo. Krizˇanje ustvari nove posame-
znike s tem da krizˇa najboljˇse posameznike v nove potomce. Se pravi krizˇanje
vzame najboljˇse dele najboljˇsih posameznikov in jih med sabo krizˇa z zˇeljo,
da ustvari sˇe boljˇse potomce. Algoritem se ustavi v naslednjih primerih:
• Najde posameznika, katerega natancˇnost je 1.
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• Izracˇuna n generacij, za katere velja da je n najvecˇje mozˇno sˇtevilo
generacij.
• Najboljˇsi posameznik se ni spremenil zˇe n
2
generacij zaporedoma.
Cˇe nobeden od teh pogojev ne velja, se generacije ustvarjajo po naslednjem
pravilu:
VHOD: trenutna populacija, stopnja elitizma, stopnja krizˇanja in stopnja
mutacije
IZHOD: nova populacija
1. Skopiraj najboljˇse posameznike iz prejˇsnje populacije in jo dodaj novi
populaciji
2. Dokler lahko sˇe ustvarjamo posameznike:
(a) Z tournament selection izberi parent1
(b) Z tournament selection izberi parent2
(c) Izberi nakljucˇno sˇtevilo r med 0(vkljucˇujocˇ) in 1(izkljucˇujocˇ)
(d) Cˇe je r manj kot stopnja krizˇanja, potem parent1 in parent2 ter s
tem dobiˇs dva potomca, v nasprotnem primeru pa offspring1 je
enak parent1 in offspring2 enak parent2
(e) Mutiraj parent1 in parent2
(f) Dodaj offspring1 in offspring2 v novo populacijo
3. Vrni novo populacijo
Tournament selection: je nacˇin izbire starsˇa, pri katerem algoritem nakljucˇno
izbere pet posameznikov in med njimi izbere najboljˇsega(najbolj natancˇnega
glede na formulo 5.2).[15]
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5.5 Inductive miner
Kateri procesni model je najboljˇsi, se tipicˇno pogleda z razlicˇnimi preverja-
nji kakovosti. Predvsem je odvisno, kaksˇno kakovost zˇelimo zagotoviti mo-
delu. Ena izmed pomembnih kakovosti je soundness modela. Model sˇteje
kot soundness takrat, ko je mozˇno izvesti vse stopnje v procesu ter vedno
dosezˇemo neko koncˇno stanje. Naslednje mozˇno preverjanje kakovosti je na-
tancˇnost. Popolnoma natancˇen model lahko izvede vse zapise v dnevniku
dogodkov. Obstaja pa sˇe vrsta drugih kriterijev. Posebnost inductive mi-
nerja pred drugimi algoritmi je, da lahko zagotovi soundness ter obenem
dosezˇe zahtevano stopnjo natancˇnosti. Inductive miner uporablja algoritem
deli in vladaj.[36][37]
5.5.1 Algoritem
Predpostavljamo, da imamo podano skupek aktivnosti A, ter dnevnik do-
godkov L. Velja da je dogodek, ena aktivnost v dnevniku dogodkov e ∈ A.
Sled t pa je mozˇno prazno zaporedje dogodkov. Velja da je velikost dnevnika
enaka ||L|| = ∑t∈L |t|.
Osnova za delovanje algoritma je procesno drevo. Procesno drevo je kom-
paktna abstraktna predstavitev blocˇne strukture workflow mrezˇe. Je koren-
sko drevo, v katerem so kot listi predstavljene aktivnosti, vsa ostala vozliˇscˇa
pa so predstavljena kot operatorji. Drevo formalno predstavimo rekurzivno.
Skupek aktivnosti predstavimo kot A in skupek operatorjev kot ⊕. Simbol τ
pa predstavlja skrite aktivnosti in velja τ /∈ A. Prav tako bomo pa uporabili
naslednje operatorje.
• operator × pomeni ekskluzivno izbiro med dvema poddrevesoma
• operator → pomeni zaporedno izvrsˇitev vseh poddreves
• operator ∨ pomeni vzporedno izvrsˇevanje poddreves
• operator ↪→ pa pomeni zanko na poddrevo
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Slika 5.8: Primer razdelitve procesa na procesno drevesno [36]
Cˇe si pogledamo na primeru iz slike 5.8 dobimo naslednji zapis procesnega
drevesa: →(a,↪→(→ (∨(×(b, c), d), e), f), ×(g, h)). Samo delovanje al-
goritma pa poteka tako, da imamo podan skupek pravil ⊕ ter definiramo
ogrodje B za odrivanje procesnega modela, z uporabo deli in vladaj algo-
ritma. Cˇe imamo podan dnevnik dogodkov L, potem B iˇscˇe mozˇna razbitja
L v manjˇse L1, ..., Ln , ki skupaj z operatorji, ki so v ⊕, lahko ponovno zgra-
dijo L. Potem se rekurzivno izvaja algoritem na najdenih razdelitvah ter vrne
kartezicˇni produkt najdenih modelov. Rekurzija se zaustavi, ko se L ne more
bolj razdeliti. Manjˇsi popravek moramo pri tej ideji narediti edino pri delitvi
L, saj pri strogi delitvi nekateri modeli ostanejo neodkriti, na primer za ne-
opazovane aktivnosti. Tako L razdelimo v podbloke, ki imajo enako velikost
kot L, vendar pa se tudi to lahko zgodi samo tolikokrat. Zato predstavimo
sˇtevec φ, ki se mora zmanjˇsati, ko je nemogocˇe enakomerno zmanjˇsati dnev-
nik L. Z drugimi besedami je to sˇtevilo nevidnih aktivnosti τ , sam algoritem
pa je na sliki 5.9.[36]
5.6 Fuzzy miner
Je eden izmed najmlajˇsih algoritmov za izgradnjo procesnih modelov iz dnev-
nikov dogodkov. Je pa prvi algoritem, katerega namen je analiza procesov z
velikim sˇtevilom aktivnostmi in zelo ne-strukturiranim delovanjem procesa.
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Slika 5.9: Inductive miner algoritem [36]
Kot izhod nam ta algoritem poda Fuzzy model, katerega pa ni mozˇno pre-
tvoriti v druge procesne modele. Za razliko od hevristicˇnega rudarjenja pa
tukaj lahko skrijemo manj pomembne aktivnosti ali pa jih zdruzˇimo v sku-
pine, katere potem v modelu ne vidimo. [13]
5.7 Regijsko-temeljen algoritem
Za to metodo iskanja procesnega modela je znacˇilno da dobimo petrijevo
mrezˇo, katera pretirano priblizˇuje obnasˇanje zapisov v dnevniku dogodkov.
Najpomembnejˇsa lastnost te metode je, da vrne mrezˇo z najmanjˇsim obse-
gom, kateri sˇe vedno pokrije obseg dnevnika dogodkov. Algoritem je sesta-
vljen iz dveh delov. Prvi del je dobiti transition sistem, drugi del pa je ta
sistem pretvoriti v petrijevo mrezˇo. V prvem delu dolocˇimo zˇeleno abstrak-
cijo v dnevniku dogodkov. V drugem delu pa to abstrakcijo predstavimo na
zˇelen sistem, s sintezo.[16]
Poglavje 6
Preverjanje skladnosti
Naslednji mozˇen nacˇin uporabe procesnega rudarjenja je preverjanje skladno-
sti. Pri tem nacˇinu imamo kot vhod podan procesni model in dnevnik do-
godkov. Nato pa preverjamo skladnost modela s podatki, kot rezultat pa do-
bimo odstopanja podatkov od modela. Pridobljene ugotovitve pa lahko upo-
rabimo za poslovno poravnavo(analizo procesne uspesˇnosti in izboljˇsanja),
revizijo(najdbo goljufij in nepravilnosti) ali pa za analizo procesnih iskalnih
algoritmov. Obstaja veliko razlicˇnih nacˇinov in metrik za testiranje skladno-
sti. K vsemu temu pa lahko skladnost merimo na razlicˇnih nivojih. Mozˇni
nivoji so meritev na ravni primera, dogodka, sledi in omejitev. Skladnost
se pa lahko testira online(med izvajanjem procesov) ali oﬄine(po koncˇanju
procesov).
Obstajata dva mozˇna nacˇina za testiranje skladnosti, in sicer Data Ana-
lysis in Conformance testing. Data analysis se osredotocˇa na primerjanje
modela z modelom, medtem ko Conformace Testing neposredno primerja
model s podatki v dnevniku dogodkov. [17]
6.1 Token Replay
Najenostavnejˇsa metrika za izmero natancˇnosti je izracˇun popolnoma prile-
gajocˇih sledi.
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Slika 6.1: Primer grafa [18]
Cˇe si pogledamo na primeru iz slike 6.1 ter ga primerjamo z dnevnikom
dogodkov L = [〈a, b, c, d〉3, 〈a, c, b, d〉3, 〈a, e, d〉2, 〈a, d〉, 〈a, e, e, d〉] ima po pri-
legajocˇih sledeh natancˇnost 0,8. To pa zaradi tega, ker je 8 od 10 sledi mozˇno
rekonstruirati s pripadajocˇim modelom. Vendar pa tega naivnega pristopa
ne moremo uporabiti pri bolj kompleksnejˇsih in realnih primerih, saj ima eno
veliko pomanjkljivost, ne more razlocˇiti med skoraj se ujema s tistimi, ki
se popolnoma ne prilegajo. Zato rabimo neko mero, s katero bomo merili na
ravni dogodkov ne pa na ravni sledi. Se pravi rabimo nekaj, s cˇimer bomo
kljub napaki nadaljevali in na koncu zabelezˇili sˇtevilo manjkajocˇih zˇetonov
in koliko zˇetonov bo ostalo v sistemu. Tukaj pa uporabimo mero token re-
play. Za predstavitev ideje je najlazˇje, cˇe pogledamo na primeru. Zˇelimo na
primer izvesti naslednjo zaporedje dogodkov: (a, b, c, d) na grafu iz slike 6.1.
Uporabimo sˇtiri mere:
• p(ustvarjene zˇetone)
• c(porabljene zˇetone)
• m(manjkajocˇi zˇetoni)
• r(preostali zˇetoni)
Na zacˇetku je p = c = 0 in vsi pogoji so prazni. Potem okolje ustvari en
zˇeton na zacˇetku sistema. Zato je p = 1. Nato se sprozˇi akcija a. To je
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mogocˇe, saj se porabi en zˇeton in se ustvarita dva na izhodu a, kot poteka
prozˇenje pri Petrijevi mrezˇi. Zato se p povecˇa za 2 in je sedaj p = 3, c = 1
nato sledi sprozˇitev akcije b, katera poda p = 4, c = 2. Po sprozˇitvi c pa je
p = 5, c = 3. Nato pa sˇe sledi d, p = 6, c = 5. Na koncu pa sˇe okolje pozˇre
en zˇeton in je rezultat p = 6, c = 6. Ocˇitno je da okolje porabi toliko zˇetonov
kot jih proizvede. Se pravi da se ta sled popolnoma izvede(m = r = 0).
Natancˇnost sledi pa je definirano po formuli 6.1.
Izrek 6.1 Formula za izracˇun natancˇnost sledi pri token replay
fitness(σ) =
1
2
×
(
1− m
c
)
+
1
2
×
(
1− r
p
)
(6.1)
Ko vstavimo vse parametre prejˇsnjega primera v formulo 6.1 dobimo rezultat
1, kajti noben zˇeton ne manjka ali bi ostal v sistemu. Sedaj pa poglejmo
primer, kjer pa se vse ne izide. Izracˇunajmo natancˇnost prileganja sledi
(a, d). Na zacˇetku je p = c = 0, spet ustvarimo zˇeton na zacˇetku sistema
p = 1. Prva akcija a se lahko sprozˇi in tako nastane p = 3, c = 1, m =
0 in r = 0. Sedaj poizkusˇamo izvesti drugo akcijo d. To ni mogocˇe, ker
akcije d ne moremo aktivirati. Cˇe zˇelimo aktivirati d moramo vstaviti dva
manjkajocˇa zˇetona na vsak vhod d − ja. Tako dobimo naslednje sˇtevilke
p = 4, c = 3, m = 2 in r = 0. Na koncu okolje porabi en zˇeton, vendar pa
nam ostaneta 2 v sistemu. Tako je koncˇni rezultat p = c = 4 in m = r = 2.
Cˇe vstavimo sˇtevilke v formulo 6.1 dobimo rezultat, da je natancˇnost te sledi
0,5.
S tem smo izracˇunali natancˇnost za en primer, podobno izracˇunamo na-
tancˇnost za celotno skupino primerov. Preprosto vzamemo povprecˇje vseh
oz. uporabimo formulo 6.2.[18]
Izrek 6.2 Formula za izracˇun natancˇnost vseh sledi pri token replay [18]
fitness(L) =
1
2
×
(
1−
∑
σ∈L L(σ)×mσ∑
σ∈L L(σ)× cσ
)
+
1
2
×
(
1−
∑
σ∈L L(σ)× rσ∑
σ∈L L(σ)× pσ
)
(6.2)
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Slika 6.2: Primer petrijeve mrezˇe [18]
6.2 Cost-based alignments
Obstaja veliko nacˇinov za izracˇun in meritev natancˇnosti. Token replay, s ka-
terim sˇtejemo manjkajocˇe, obstojecˇe, narejene in porabljene zˇetone, ima ne-
kaj omejitev. Na primer za akcije, ki imajo enako poimenovane vecˇ razlicˇnih
aktivnostih ali pa za skrite aktivnosti nastanejo vse mogocˇe komplikacije.
Kot je na primer katero pot vzeti, cˇe je omogocˇenih vecˇ akcij z enako oznako.
Ali pa cˇe ima sistem zelo slabo natancˇnost, je ta poplavljen z zˇetoni in je
ocena natancˇnosti zelo optimisticˇna. Cost-based alignments prinese bolj ro-
busten in fleksibilen pristop k preverjanju skladnosti.
Za izracˇun natancˇnosti, moramo najprej poravnati sledi v dnevniku
dogodkov s sledmi procesnega modela. Najlazˇje pogledamo ta postopek na
primeru. Imamo podan graf na sliki 6.2. Poglejmo si primer poravnave sledi:
L = [〈a, c, d, f〉10, 〈a, c, d, h〉5, 〈a, b, c, d, e, c, f, g, f〉5] , na sliki 6.2.
Prva vrstica vsake poravnave pripada premikom v dnevniku, naslednji
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Slika 6.3: Primer poravnave sledi pri Cost-based alignments [18]
dve vrstici pa premikom v modelu. Premiki v modelu so predstavljeni z
akcijami in njenimi oznakami, saj lahko obstaja vecˇ akcij z enako oznako.
Pri poravnavi pa najprej izvedemo prvi stolpec s prvo akcijo tako v premiku
modela kot v premiku dnevnika. V primeru, da ne moremo rekonstruirati
sledi vstavimo znak >>, cˇe pa obstaja skrita akcija, potem pa vstavimo
znak τ. Na ta nacˇin sledimo zapisu v dnevniku in preverjamo, kje obstaja
zapis v modelu in kje obstaja skrivna akcija, ter tako dobimo poravnane
modela.
En tak premik lahko zapiˇsemo s parom (x, (y, t)), kjer se prvi element
nanasˇa na zapis v dnevniku drugi pa v modelu. Na primer za prvi primer
zapisa v dnevniku je par (a, (a, t1)), to pomeni, da oba dnevnik in model
naredita a premik in premik v modelu je povzrocˇen s pojavitvijo akcije t1.
Za izracˇun natancˇnosti pa uporabimo naslednja pravila:
• δ(x, (x, t)) = 0
• δ(>>, (τ, t)) = 0
• δ(>>, (x, t)) > 0
Se pravi, da nas zanimajo samo taki primeri, kjer v dnevniku ne moremo
narediti premika in obenem v modelu ne obstaja na tistem mestu skrita
akcija. Cˇe si pogledamo rezultate za prejˇsnji primer, dobimo vrednosti
6.2. COST-BASED ALIGNMENTS 47
δS(γ1) = δS(γ2) = δS(γ3) = 0, δS(γ4) = 1, δS(γ5) = 1 in δS(γ6) = 2.
Te rezultate lahko potem tudi normaliziramo, da 0 pomeni najmanjˇso na-
tancˇnost, 1 pa najvecˇjo natancˇnost. Poleg teh dveh metod obstajajo tudi
druge metode za preverjanje skladnosti, kot je na primer preverjanje sledi,
popravljanje modela, . . . [18]
Poglavje 7
Druge perspektive procesa
Pri iskanju procesnega modela je glavni poudarek na control-flow vidiku. Po-
leg same informacije o poteku procesa pa lahko dnevniku dogodkov vsebujejo
tudi ostale pomembne podatke, kot so na primer organizacijske strukture v
podjetju, razlicˇne informacije v zvezi s primerom, ter pomembne lastnosti
kar se ticˇe cˇasa in trajanja izvedbe razlicˇnih delov procesa. Tako so poleg
control-flow vidiku, zelo pomembne tudi organizacijski vidik, vidik s strani
primera ter cˇasovni vidik. Organizacijski vidik je pomemben zato, ker do-
bimo pogled v tipicˇne delovne vzorce, organizacijske strukture in socialne
mrezˇe. Iz cˇasovnega vidika in pogostosti pojavljanja zahtev lahko dobimo
podatke za detekcijo ozkih grl ter ostalih zmogljivostnih problemov. Vidik s
stani primera pa lahko uporabimo za boljˇse razumevanje odlocˇanja in analizo
razlik med razlicˇnimi primeri posameznih zapisov.[3]
7.1 Organizacijski vidik
Pri organizacijskem vidiku se osredotocˇamo na probleme glede na tri vrste
procesnega rudarjenja, in sicer odkrivanje, skladnost in izboljˇsava. Pri is-
kanju nam je glavni cilj izgradnja modela, s katerim ponazorimo trenutno
situacijo. Za organizacijski vidik sta pomembna predvsem dva modela. To
sta organizacijski model, ki predstavlja trenutno organizacijsko strukturo in
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socialno omrezˇje, katera prikazˇe komunikacijo v organizaciji.
Organizacijski model je po navadi sestavljen iz organizacijskih enot, vlog(zadolzˇitev),
izdajatelji in njihova razmerja(kdo pripada kateri enoti, kdo ima kako vlogo,
njihova hierarhija). Pri analizi dnevnika dogodkov je tezˇko odkriti natancˇno
hierarhijo organizacijskih enot, vendar pa je mogocˇe prikazati skupino udelezˇencev,
kateri izvajajo podobne naloge, kajti le dolocˇene skupine udelezˇencev, ima
mozˇnost izvrsˇevanje dolocˇenih nalog. Iz tega, kako pogosto dolocˇeni udelezˇenci
izvedejo specificˇne naloge, lahko ustvarimo skupine s podobnimi lastnostmi.
Socialna mrezˇa pa je mrezˇa, v kateri vozliˇscˇa predstavljajo posameznike ali
organizacijske enote, povezave med njimi pa njihovo razmerje. Generirana
socialna omrezˇja omogocˇajo spremljanje organiziranost ljudi in skupin, ki de-
lajo skupaj. Socialna omrezˇja lahko analiziramo z ogromno skupino tehnik
SNA(Social Network Analysis), katera izracˇunajo metrike, kot so centralnost,
pozicijo in gostoto.
Poleg tega lahko uporabimo iskana pravila, kot so pravila za dodelitve
osebju in pravila za dodelitev nalogodajalcu. Primer enega taksˇnih pravil je
na primer, da je pri popravilu mobilnega telefona to delo dodeljeno inzˇenirju,
kateri pripada tej mobilni ekipi. Medtem ko pravila za dodelitev osebju
definirajo katero opravilo lahko izvrsˇi posameznik pa pravila za dodelitev
nalogodajalcu definirajo komu je dolocˇena naloga dodeljena ob izvrsˇevanju.
Delo lahko razvrsˇcˇamo glede na prioriteto dela, kapaciteto nalogodajalcev,
FIFO/LIFO pravil in podobno.
Poleg iskanja, pri katerem nam je cilj izgradnja modela, pa lahko tudi
preverimo skladnosti modela. Pri preverjanju skladnosti raziskujemo, cˇe se
modelirano obnasˇanje sklada z opazovanim obnasˇanjem okolja. Obstajata
dve dimenziji preverjanja s staliˇscˇe control flow: natancˇnost in ustreznost.
Natancˇnost je stopnja ujemanja med zapisi v dnevniku dogodkov in izvedbo
poti v procesnem modelu. Ustreznost pa je stopnja natancˇnosti, s katero
procesni model opiˇse opazovano obnasˇanje. Te koncepte lahko uporabimo
tudi v organizacijskem vidiku. Na primer za pravila dodelitve nalog osebju;
lahko priredimo natancˇnost kot razsˇiritev, s se katero dejanski nalogodajalci
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v dnevniku dogodkov skladajo z nalogami, katere so dolocˇene s pravili za do-
deljevanje osebja. Ustreznost pa je kot stopnja natancˇnosti, s katero pravila
za dodeljevanju osebja opiˇsejo opazovano obnasˇanje.
Zadnja vrsta mogocˇe analize je izboljˇsava, katere cilj je obogatiti obstojecˇi
model z razsˇiritvijo modela glede na informacije, pridobljene iz dnevnika
dogodkov. Kot primer tega lahko vzamemo razsˇiritev socialnih omrezˇij z
uporabo performancˇnih podatkov. Z identifikacijo ozkih grl ter njihovo pro-
jekcijo na socialno mrezˇo lahko identificiramo probleme v komunikacijski in
organizacijski strukturi.[19]
7.1.1 Rudarjenje organizacijskega modela
Rudarjenje organizacijskega modela cilja na pridobitev organizacijskega mo-
dela preko dnevnika dogodkov. Ker ima dnevnik dogodkov omejene informa-
cije, ki so po navadi pomembne le za izvajanje procesov(izvajajocˇe naloge,
izvajalci,..), ne moremo pridobiti dejanskega organizacijskega modela organi-
zacije, vendar pa lahko izvlecˇemo skupino izvrsˇiteljev, kateri imajo podobne
karakteristike v izvajanju procesov in razmerja med temi skupinami in na-
logami, ki jih izvajajo. Obstajata dva tipa organizacijskih subjektov, katera
lahko izvlecˇemo iz dnevnikov dogodkov: opravilno temeljecˇe skupine in pri-
mer temeljecˇe skupine. Opravilno temeljecˇe skupine so sestavljene iz ljudi, ki
imajo pravico izvajati podobna opravila oz. naloge, medtem ko na primeru
temeljecˇe skupine vsebujejo ljudi, ki opravljajo z enakimi primeri. Opra-
vilno temeljecˇe skupine so pomembne za funkcionalno razdelitev na oddelke,
v katerih imajo zaposleni podobne sposobnosti in znanje za opravljanja po-
dobnih nalog. Na primeru temeljecˇe skupine pa so pomembne za dolocˇitev
projektnih skupin, v katerih imajo zaposleni razlicˇne sposobnosti, vendar
pa delajo skupaj na enakem primeru. Cˇeprav ima veliko organizacij funk-
cionalne strukture, pa imajo nekatere kot so bolniˇsnice, svetovalne firme,
.. potrebo da ustvarijo ekipe posameznikov z razlicˇnimi znanji in sposob-
nostmi, da dosezˇejo dolocˇen cilj(kirursˇke operacije, svetovalni projekti,. . . ).
V teh primerih je identifikacija teh skupin uporabna za razumevanje delova-
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nja organizacije.[19]
7.1.2 Analiza socialnih omrezˇij
Za pridobitev socialnih mrezˇ iz dnevnikov dogodkov je bilo razvitih pre-
cej metrik. Za boljˇse razumevanje si je najbolje ogledati osnovni koncept.
Osnovna ideja je nadzirati, kako posamezni primeri potekajo med izvrsˇitelji
nalog. Tipicˇni primer je metrika podajanja dela. Cˇe obstajata dve vzorcˇno
povezani aktivnosti v enem primeru, katerega prvo aktivnost je dokoncˇal
izvrsˇitelj i in drugo izvrsˇitelj j, je zelo velika verjetnost, da je bilo med njima
podano delo od izvrsˇitelja i do izvrsˇitelja j. Zato lahko povezˇemo vozliˇscˇe
i in vozliˇscˇe j. Ta nacˇin prepoznavanja lahko osvezˇimo na razlicˇne nacˇine.
Na primer, lahko uporabimo znanje strukture procesa, cˇe dejansko obstaja
odvisnost med dvema aktivnostima. Uporabimo pa lahko ne samo dejansko
uspesˇno odkrito povezavo, ampak tudi ne direktno uspesˇnost z uporabo ca-
usality fall faktorja. Cˇe imamo n aktivnosti med aktivnostima, ki sta ju
koncˇala izvrsˇitelj i in izvrsˇitelj j, je causality fall faktor Bn. Sˇe en primer je
subcontracting metrika, kjer je glavna ideja sˇtetje sˇtevila izvedb aktivnosti
izvrsˇitelja j med izvedbo aktivnosti izvrsˇitelja i. To lahko nakazuje preda-
janje dela od i do j. Z uporabo teh in podobnih metrik lahko iz podatkov
pridobljenih iz dnevnikov dogodkov naredimo socialno mrezˇo.
Po generiranju socialnih mrezˇ lahko uporabimo razlicˇne SNA tehnike,
kot so: gostota, osrednjost, kohezija, enakost in druge. Na premier z upo-
rabo betweenness(razmerje temeljecˇe na sˇtevilo obiskanih geodetskih poti
dolocˇenega vozliˇscˇa) lahko ugotovimo mozˇna ozka grla. Cˇe pa uporabimo
metriko predaje dela, lahko ugotovimo izvrsˇitelje, ki samo sprozˇijo proces,
saj nimajo prihajajocˇih povezav ter tiste, ki delajo samo na koncˇnih aktiv-
nostih, saj nimajo odhajajocˇih povezav. Nato, cˇe uporabimo subcontracting
metriko, pa zacˇetno vozliˇscˇe predstavlja izvrsˇitelja in koncˇno vozliˇscˇe pod-
izvrsˇitelja. Zato so tista vozliˇscˇa z visoko vrednostjo odhajajocˇe centralnosti
izvrsˇitelji del, medtem ko tisti z visoko vrednostjo prihajajocˇe centralnosti
podizvrsˇitelji. Cˇe pa uporabimo joint case metriko pa vidimo, da tisti z vi-
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Slika 7.1: Primer socialne mrezˇe ustvarjene s programom Prom [33]
soko gostoto bolj sodelujejo med sabo. Temu se pravi tudi raven ego omrezˇja,
pri katerem vidimo koliko izvrsˇitelji sodelujejo med samo. V prakticˇnih pri-
merih se je pokazalo, da z uporabo teh tehnik in metod na realnih dnevni-
kih dogodkov dobimo dosti bolj natancˇno sliko sodelovanja in komunikacije
med zaposlenimi, kot pa, da bi uporabili na primer, metode kot so analiza
posˇiljanja e-mailov med njimi. Saj je tukaj dosti bolj povezano s primeri
samo iz delovnega sodelovanja in ni onesnazˇeno z nedelovnimi primeri(kot
so razni maili, iz zasebnih razlogov, ipd.). [19]
7.2 Cˇasovni vidik
Cˇasovni vidik procesnega rudarjenja je namenjen analizi cˇasov in pogostosti
pojavljanja dogodkov. Vecˇina dnevnikov dogodkov vsebuje cˇasovni zˇig, ven-
dar pa se razlikujejo po podrobnosti podanih cˇasovnih parametrov. Nekateri
imajo samo datum, drugi pa cˇasovni zˇig do milisekunde natancˇnosti dogodka.
7.2. CˇASOVNI VIDIK 53
Kot cilj cˇasovnega vidika in s tem mozˇnost pri prisotnosti cˇasovnih zˇigov v
dnevnikih dogodkov so iskanje ozkih grl, analiza ravni storitve, nadzor upo-
rabe resursov in napoved trajanja procesov za dokoncˇanje trenutno tekocˇih
primerov.
V naslednjem primeru si lahko pogledamo, kako se zacˇne in kaksˇne so
osnovne analize cˇasovnega vidika. Vzemimo kot primer naslednji zapis v
dnevniku dogodkov, kot je prikazan v tabeli 7.1.
Cace ID Trace
1 〈a12start, a19complete, b25start, d26start, b32complete, d33complete, e35start, e40complete, h50start, h54complete〉
2 〈a17start, a23complete, d28start, c30start, d32complete, c38complete, e50start, e59complete, g70start, g73complete〉
3 〈a25start, a30complete, c32start, c35complete, d35start, d40complete, e45start, e50complete, f 50start, f 55complete,
b60start, d
62
start, b
65
complete, d
67
complete, e
80
start, e
87
complete, g
90
start, g
98
complete〉
... ...
Tabela 7.1: Primer predstavitve cˇasovnih parametrov. [3]
V tej tabeli vidimo, da imamo podane cˇasovne parametre kot dvosˇtevilcˇne
zapise namesto dejanskih datumov. To je zaradi lazˇjega predstavljanja, v
realnih primerih imamo podan datum kot cˇasovni zˇig. Iz teh podatkov smo
dobili cˇasovno analizo graficˇno predstavljeno na sliki 7.2 .
Na tej sliki vidimo cˇasovne izracˇune za vsako aktivnost in vsak prehod
posebej. Cˇe pogledamo za aktivnost a vidimo, da imamo tri instance ak-
tivnosti. Prva instanca se je zacˇela v a s cˇasovnim zˇigom 12 in se koncˇala
s cˇasovnim zˇigom 19. Vse skupaj pa je trajalo 7 cˇasovnih enot. Potem je
v pogoju p1 instanca 1 trajala 6 cˇasovnih enot in se potem nadaljevala v
aktivnosti b. Te cˇasovne parametre izracˇunamo za celotni procesni model.
Moramo pa ignorirati tiste primere, kateri se ne dokoncˇajo in kateri nimajo
100% skladnosti z modelom. Zˇe s pogledom in analizo takega modela s temi
dodanimi podatki, lahko dobimo kake pomembne podatke. Na primer, v tem
nasˇem modelu vidimo, da je za primer tretje instanca aktivnosti a potekala
od cˇasa 25 do 30. Pri cˇasu 30 sta se aktivirala c in d. Vendar pa se je c komaj
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Slika 7.2: Primer izracˇun cˇasovnih aktivnosti za vsak prehod. [3]
zacˇel pri cˇasu 32 in d pri cˇasu 35. Tako vidimo, da ima c cˇakalno dobo 2 in
d cˇakalno dobo 5 cˇasovnih enot.
Po simulaciji vsakega primera skozi model dobimo multi-set trajanj za
vsak pogoj in akcijo. Primer za p1 je multi-set trajanj [6, 7, 2, 5, . . .]. Za
velike sisteme imamo zelo veliko teh sˇtevil in lahko izracˇunamo standardno
deviacijo, povprecˇje, maksimum in minimum. Prav tako pa lahko izracˇunamo
interval zaupanja. Primer 90% zaupanja vrednega intervala za povprecˇje
cˇakanja za aktivnost x je med 40 in 50 minutami. Poleg vsega nasˇtetega je
mozˇno izvlecˇi sˇe naslednje informacije:
• Vizualizacija cˇasa serviranja in cˇakanja – Statistike, kot so povprecˇno
cˇakanje na aktivnost, lahko projektiramo na procesni model. Aktivno-
sti z zelo visokimi variacijami v servisiranju primerov lahko oznacˇimo
in podobno.
• Odkritje in analiza ozkih grl – Zˇe prej ugotovljen multi-set lahko upo-
rabimo za odkritje in analizo ozkih grl. Mesta, kjer se porabi najvecˇ
cˇasa, se lahko oznacˇijo ter potem analizirajo zakaj se tam porabi najvecˇ
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Slika 7.3: Instance aktivnosti projicirane na resurs. [3]
cˇasa.
• Cˇas trajanja in SLA(Service Level Agreements) analiza – cˇas trajanja
izracˇunamo glede na multi- set trajanj, lahko izracˇunamo povprecˇen
med x in y ali del primerov, ki traja vecˇ kot ta cˇas in podobno. To
lahko uporabimo za preverjanje SLA. Lahko je na primer v pogodbi
zapisano, da 90% primerov mora biti koncˇanih v dolocˇenem roku in
tiste, ki temu ne ustrezajo, oznacˇimo.
• Analiza pogostosti in izkoriˇscˇenosti – ko smo izvajali primere zapi-
sane v dnevnike dogodkov, lahko tudi zabelezˇimo pogostost izvajanja
dolocˇenih aktivnosti. Na primer po aktivnosti e imamo na razpolago
aktivnosti f , g in h. Z analizo pogostosti lahko na primer vidimo, da
ima f pogostost pojavljanja npr. 50%, g 35% in h 25%, ter nato z
zdruzˇitvijo pogostosti in povprecˇnega cˇasa servisiranja, lahko dobimo
izkoriˇscˇenost resursa.
V predstavljenem primeru ta vsebuje le start in complete dogodka. Lahko
pa vsebuje tudi ostale, kot so assign, schedule, suspend, resume, . . . V
takem primeru lahko izvlecˇemo sˇe dodatne statistike in analize. Na primer,
cˇe aktivnosti za assign sledi start, lahko analiziramo koliko cˇasa rabi od
trenutka ko se mu dodeli delo do dejanskega zacˇetka dela.[3]
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7.3 Vidik s strani primera
V vidiku s strani primera se postavlja vprasˇanje kaj. To analizo lahko iz-
vedemo takrat, ko imamo podane razlicˇne lastnosti individualnih primerov.
Nekatere lastnosti nam lahko podajo dodatno informacijo o aktivnostih, ki
se izvajajo ali izvajalcih te aktivnosti, lahko pa nam podajo sˇe kake infor-
macije o primeru. Kakor koli je tesno povezano prakticˇno izvajanje primera
in lastnosti povezane s primerom. V vidiku s strani primera se ukvarjamo
ravno s taksˇnimi povezavami. Zˇelimo ugotoviti razlicˇna pravila s katerimi
lahko pojasnimo obnasˇanje v dolocˇenih aktivnostih. Se pravi neke vrste if
. . . then . . . pravila. Ter poiskati primere v katerih se ta pravila ne ujemajo
in poiskati vzroke za to.[20]
7.4 Prikaz dogodkov na prvi pogled(Tocˇkast
grafikon)
Analizo s tocˇkastim grafikonom lahko uvrstimo med iskalne tehnike, vendar
pa se za razliko od obstojecˇih ta usmerja v bolj cˇasovno dimenzijo in ne
zahteva nobene posebne strukture procesa. Prikazˇe lahko posebno uporaben
pogled, s katerim lahko hitro ugotovimo zmogljivostne probleme v procesu.
7.4.1 Pregled
Tocˇkast grafikon je podoben Ganntovemu diagramu. Prikazˇe razprsˇenost
dogodkov skozi cˇas. Osnovna ideja je postaviti tocˇke glede na cˇas, kdaj so
se zgodili. Cˇe si pogledamo na primeru iz slike 7.4, vidimo, da tocˇka na
grafu predstavlja posamezni dogodek v dnevniku dogodkov. Graf ima dve
dimenziji, na x osi oznacˇimo cˇas, na y osi pa tip komponente. Ta tip je
lahko instanca, izvajalci, zadolzˇitev, ali podatkovni elementi. Na sliki 7.4
a.) vidimo, da je za komponento izbrano opravilo. Na sliki b.) pa je kot
komponenta izbrana instanca procesa. S to izbiro se uporabniku pokazˇe
katere instance potekajo dlje, katere imajo polno dogodkov in podobno. V
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Slika 7.4: Primer tocˇkastega grafa. [21]
grafu imamo mozˇnost izbire razlicˇne prikaza cˇasa in nekaj metrik za prikaz
zmogljivosti.
7.4.2 Cˇasovne mozˇnosti
Analizo s tocˇkastim grafikonom nam omogocˇa izbiro vecˇ cˇasovnih prikazov.
Prva mozˇnost je dejanski prikaz cˇasovnih zˇigov, torej nam prikazˇe, kdaj
se je dogodek zgodil glede na realni cˇas. Kot lahko vidimo prikazano na
sliki 7.4. Obstajajo pa sˇtiri alternative temu prikazu. Prva izmed teh je
relativni prikaz cˇasa. Pri tem prikazu je prvi dogodek vsake komponente
postavljen na 0. V nasˇem primeru na sliki 7.5 (a), vidimo, da je v tej in-
stanci procesa Case0 vzelo najvecˇ cˇasa, cˇeprav je bil koncˇan pred drugima
dvema. Drugi prikaz je relativno razmerje, pri katerem raztegne vsak primer
do konca cˇasovnega intervala. Tu vidimo relativno porazdelitev dogodkov v
vsaki instanci procesa, kar je prikazano na sliki 7.5 (b). Tretji nacˇin je logicˇna
mozˇnost razvrstitve cˇasa. Tukaj pa so dogodki razvrsˇcˇeni glede na cˇasovni
zapis z dodano sekvencˇno sˇtevilko. To pomeni da ima prvi dogodek cˇas 0,
drugi dogodek cˇas 1 in tako dalje(Slika 7.5 (c)). Nazadnje pa sˇe logicˇna re-
lativna mozˇnost, ki je pa zdruzˇitev relativnega prikaza in logicˇnega prikaza,
se pravi imamo prikaz, ki se zacˇne z 0 (Slika 7.5 (d)).[21]
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Slika 7.5: Razlicˇni prikazi tocˇkastega grafa. [21]
7.4.3 Zmogljivostne metrike
Zaradi tega ker tocˇkast grafikon prikazuje razprsˇitev dogodkov v dnevniku
dogodkov, je tezˇko pokazati tradicionalne zmogljivostne vrednosti, kot so
cˇas cˇakanja in cˇas izvajanja, vendar pa je zato mozˇno prikazati metrike za
dogodke in njihovo razprsˇenost. Lahko uporabimo dve metriki za merje-
nje zmogljivosti. Prva je metrika za merjenje celotnega dnevnika dogodkov,
druga pa za vsako komponento posebej. Za metriko celotnega dnevnika lahko
izracˇunamo : pozicijo prvega in zadnjega dogodka v dnevniku, povprecˇno,
minimalno in maksimalno razprsˇenost. Za vsako posamezno komponento pa
pozicijo prvega in zadnjega dogodka v komponenti, povprecˇen, maksimalen
in minimalen interval med dogodki. Glede na tip komponent in cˇasovne
opcije se lahko te rezultate interpretira na razlicˇne nacˇine. Na primer cˇe
imamo izvajalca kot komponento in dejanski cˇas kot cˇasovno opcijo, pov-
precˇna razprsˇenost predstavlja povprecˇen cˇas, ko je izvajalec dejansko zapo-
slen z nekim primerom. Cˇe pa imamo instance za tip komponent in relativni
cˇas kot cˇasovna opcija, pa povprecˇna razprsˇenost predstavlja povprecˇen cˇas
7.4. PRIKAZ DOGODKOV NA PRVI POGLED(TOCˇKAST
GRAFIKON) 59
izvajanja instanc. [21]
Poglavje 8
ProM
ProM(Process Mining framework)[34] je odprtokodno orodje za uporabo al-
goritmov, namenjenih procesnemu rudarjenju. ProM omogocˇa uporabnikom
in razvijalcem platformo za enostavno uporabo in razsˇiritev algoritmov za
procesno rudarjenje. Glavni cilj razvijalcev tega orodja je postati de facto
standard platforma za procesno rudarjenje v akademskem okolju. To pa zˇeli
dosecˇi z vzpostavitvijo aktivne prepoznavne skupnosti uporabnikov in razvi-
jalcev ter ustvariti zavedanje mocˇi tehnologije procesnega rudarjenja. [22]
8.1 Arhitektura
Osnova za vsako procesno rudarjenje je dnevnik dogodkov. Ker ima vsak in-
formacijski sistem vecˇinoma svoj format za shranjevanje dogodkov, je bil za
potrebe ProM-a razvit poseben splosˇni XML format. Ta format je bil osno-
van na temeljiti primerjavi med vhodnimi podatki, ki jih rabimo za procesno
rudarjenje in dejanskimi podatki, ki so zˇe bili zapisani v dnevnikih dogod-
kih kompleksnih informacijskih sistemih.(ERP ali WFM). Druga pomembna
funkcija ProMa je, da omogocˇa medsebojno povezovanje razlicˇnih vticˇnikov.
Vticˇnik je v osnovi implementacija nekega algoritma, ki se ga uporablja za
neko dejavnost v procesnem rudarjenju. Take vticˇnike se brez tezˇav dodaja
v ogrodje in ni potrebe po ponovnem spreminjanju ogrodja Proma, dodamo
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Slika 8.1: Arhitektura ProM-a [23]
samo ime v nekaj ini-datotek.
Na sliki 8.1 si lahko ogledamo razmerje med ogrodjem, dnevniki in vticˇniki.
Kot prikazuje slika, lahko ProM bere datoteke v XML formatu preko filtra
komponent za dnevnike dogodkov. Ta komponenta je zmozˇna dela z velikimi
podatkovnimi seti in jih filtrirati, preden se procesno rudarjenje dejansko
zacˇne. Preko import vticˇnikov je mozˇno nalozˇiti ogromno modelov, vse od
Petri mrezˇ do LTL formul. Iskalni algoritmi opravijo rudarjenje in rezul-
tat shranijo kot okvir. Te okvire lahko potem uporabimo za vizualizacijo,
prikazovanje petri mrezˇ, EPC, socialna omrezˇja, ali za nadaljnjo analizo in
pretvorbo. Vticˇniki za analizo pa vzamejo rezultate in jih analizirajo. Po-
tem imamo sˇe algoritme za pretvarjanje, ki rezultat procesnega rudarjenja
pretvorijo v drug format.[23]
8.2 Razvoj in izboljˇsave v ProM6
V zacˇetnih verzijah ProMa so implementirani algoritmi z vticˇniki predpo-
stavljali prisotnost graficˇnega vmesnika. Vecˇina algoritmov je rabila neke
parametre in vticˇnik je te parametre zahteval preko nekaksˇnega graficˇnega
62 POGLAVJE 8. PROM
vmesnika, zato je bila zelo povezana uporaba vticˇnikov z uporabo graficˇnega
vmesnika. To je pa imelo slabo stran, saj je bilo mogocˇe poganjati vticˇnike
samo na GUI-zavedajocˇem strezˇniku. Prav tako je bilo nemogocˇe ucˇinkovito
poganjati eksperimente v zvezi s procesnim rudarjenjem z uporabo razprsˇene
infrastrukture in serijskega preverjanja sistemov. V verziji ProM 6 pa je bil
ta problem odpravljen s previdno locˇitvijo graficˇnega vmesnika in vticˇnikov.
Naslednji problem, ki je bil v starejˇsih verzijah ProM-a je, da ogrodje ni
vedelo, katere so vhodne zahteve in izhodna pricˇakovanja vticˇnikov. Kot po-
sledica tega pa ni bilo mogocˇe zdruzˇevati vecˇ vticˇnikov skupaj. Ta problem
je bil prav tako resˇen z izidom ProM 6. Prav tako so resˇili problem z licenci-
ranjem dolocˇenih paketov in posodobitvijo Package Managerja za namestitev
vticˇnikov.[24]
8.3 Ostala mozˇna orodja
Poleg ProM-a obstaja tudi nekaj drugih komercialnih resˇitev za procesno
rudarjenje. Naslednjih nekaj opisanih orodij ima skupno to, da je z njimi
mozˇno samodejno, na podlagi dnevnikov dogodkov, odkriti model procesa.
8.3.1 Software AG - ARIS Process Performance Ma-
nager (PPM)
ARIS Process Performance Manager (PPM) pripada podjetju Software AG
in je komponenta ARIS Controlling Platformi, usmerjena v analizo poslov-
nih procesov, glede na zgodovino zapisanih podatkov. Kot vhod za analizo
to orodje omogocˇa razlicˇne tipe formatov od CSV datotek do dnenvikov do-
godkov izvlecˇenih iz podatkovnih baz in zunanjih sistemov, kot so ERP-ji in
CRM-ji. Odkrite modele lahko izvozimo kot XML, AML, image datoteka,
podatke pa lahko zapiˇsemo kot datoteko Microsoft Excel. Procesni model pa
je mogocˇe odkrivati na dva nacˇina.[25]
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8.3.2 Fourspark – Flow
Flow je orodje razvito s strani Norvesˇkega podjetja Fourspark. Podprti for-
mat kot vhod je datoteka formata Microsoft Excel. Uporabniˇski vmesnik
je zgrajen kot nadzorna plosˇcˇa in omogocˇa fleksibilnost s tem, ko da upo-
rabniku mozˇnost dodajanje razlicˇnih widgetov za prikaz razlicˇnih informa-
cij. Poleg iskanja procesov omogocˇa sˇe vizualizacijo modelov zgrajenih med
dvema cˇasovnima zapisoma. Redke primere je mogocˇe izkljucˇiti iz modela z
nastavitvijo mejne vrednosti. Omogocˇa pa tudi vizualizacijo pogostejˇsih poti
z uporabo razlicˇnih barv in debelino cˇrt.[25]
8.3.3 Futura Process Intelligence - Futura Reflect
Futura reflect je internetno bazirano orodje, ki lahko deluje kot samostojno
orodje ali pa kot del BPM. Kot vhod podpira samo CVS format datotek.
Rezultat pa lahko shranimo kot image datoteko ali kot FLOW model, ki ga
lahko pozneje nalozˇimo v BPM platformo. Funkcionalnost tega orodja vse-
buje pregled nad vnesenimi podatkov, iskanjem procesnih modelov(uporablja
genski algoritem), pregled in analizo koncˇanih iskanj.[25]
8.3.4 QPR – ProcessAnalyzer
To orodje bazira na programu Microsoft Excel in se namesti kot Add-on.
Omogocˇa uvoz katerekoli podatke, ki so zˇe v Excelu. Omogocˇa iskanje pro-
cesov, iskanje variacij v procesih in razlicˇne analize podatkov.[25]
Poglavje 9
Analiza realnega primera iz
okolja
Za analizo realnega primera iz okolja sem izbral podatke, ki so dostopni na
internetu in sicer na spletni strani [35]. Podatki so pridobljeni z belezˇenjem
procesov v dejanskem informacijskem sistemu za upravljanje s prometnimi
prekrsˇki. Podatki predstavljajo en proces od zacˇetka, ko se sprozˇi zahteva
za izdajo kazni pa vse do placˇila oz. v primeru, da je pritozˇba uspesˇna
do obvestitve o oprostitvi placˇila. Na tem primeru bom poizkusˇal izvesti
vecˇino predstavljenih tehnik za odkrivanje in izboljˇsavo procesov, obenem pa
poskusˇal odgovoriti na zastavljena vprasˇanja v naslednjem odstavku.
9.1 Cilji in namen analize
Namen analize je prikazati tehnike procesnega rudarjenja na realnem pri-
meru. Cilj analize pa je odgovoriti na naslednja zastavljena vprasˇanja v
zvezi s procesom:
1. Koliko je zapisov v dnevniku dogodkov in koliko je dokoncˇanih primerov
v njem?
2. Kaksˇne so lastnosti zapisanih podatkov dnevniku dogodkov?
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3. Ali je proces strukturiran?
4. Koliko cˇasa traja najdlje izvajajocˇi primer v procesu in koliko je pov-
precˇje trajanja enega primera?
5. Kako so aktivnosti med sabo povezane?
6. Ali je mogocˇe ustvariti procesni model za izbrani proces ter kako na-
tancˇen je ta model?
7. Kako so izvrsˇevalci aktivnosti v procesu med seboj povezani?
8. Katere aktivnosti trajajo najdlje v procesu oz. kje so ozka grla v pro-
cesu?
9.2 Pregled podatkov
Prvo, kar lahko s programom ProM naredimo je, da pregledamo lastnosti po-
datkov. Na sliki 9.1 lahko razberemo lastnosti podatkov, kot jih je predstavil
program ProM. Najprej vidimo, da imamo en proces, kateri vsebuje 150370
primerov, ter 561470 dogodkov. Kot primer je v tem procesu en kaznjenec
z zahtevkom za placˇilom. Dogodek v tem primeru pa je vsak pojav, ki se
zgodi od ustvaritve kazni do placˇila oz. pritozˇbe. Iz tega pregleda podatkov
lahko prav tako razberemo, da so se podatki zacˇeli belezˇiti 1.januarja 2000
in koncˇali 18.junija 2013. Razberemo pa tudi, da je v tem informacijskem
sistemu sodelovalo 149 izvrsˇiteljev procesov. Ti izvrsˇitelji so lahko sistem
sam ali pa zaposleni v tem uradu. Vsega skupaj imamo 11 razlicˇnih mozˇnih
dogodkov, ki se lahko zgodijo v tem informacijskem sistemu. V povprecˇju
se zgodijo 4, maksimalno pa vseh 11. Medtem pa se v samem procesu lahko
vecˇkrat ponovijo razlicˇni dogodki, kar nam prikazuje prvi graf na tej sliki,
kjer je prav tako povprecˇje dogodkov na primer 4, medtem ko pa je maksi-
malno sˇtevilo dogodkov, ki se zgodijo na primeru, enako 20. Naslednji prikaz,
ki ga omogocˇa ProM je povzetek vseh podatkov v dnevniku dogodkov. To
vidimo na sliki 9.2. Pri tem povzetku vidimo, kolikokrat se zgodi dolocˇeno
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Slika 9.1: Prikaz skupek lastnosti podatkov v ProMu
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Slika 9.2: Prikaz lastnosti podatkov v ProMu
opravilo ter kaksˇen je odstotek tega opravila v dnevniku dogodkov. Prav
tako vidimo vsa zacˇetna in koncˇna vozliˇscˇa, ter glede na te podatke vidimo,
da ta dnevnik dogodkov vsebuje tudi nedokoncˇane oz. nepopolne dogodke.
To vidimo iz koncˇnih vozliˇscˇ, saj se v nekaterih primerih zakljucˇijo brez da bi
bilo to koncˇno vozliˇscˇe. Zakljucˇeni primeri se koncˇajo na naslednje tri mozˇne
nacˇine. Ali z dogodkom Payment ali Send for credit collection ali pa
z Notify result apeal to Offender. Zato bom moral te podatke odstraniti
iz dnevnika dogodkov, saj bodo v nasprotnem primeru pri analizi samo v
napoto in bodo povzrocˇali probleme pri rezultatih.
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Slika 9.3: Prikaz podatkov v ProMu
Mozˇen pa je sˇe prikaz dejanskih podatkov po instancah, pri kateri je ena
instanca ena posamezna sled v dnevniku dogodkov. To je prikazano na sliki
9.3. Kot vidimo, so bili podatki verjetno skopirani iz vecˇ tabel ter zdruzˇeni v
tej xes datoteki. Kot posledica tega je, da si id instance ne sledijo zaporedoma
po datumu in cˇasu kdaj so se dejansko zgodile. To pa bo predstavljalo tezˇave
pri predstavitvi podatkov s tocˇkastim diagramom. Zato bom moral pred
zacˇetkom analize popraviti tudi to.
Odlocˇil sem se, da bom najprej popravitl instance in pripadajocˇe datume.
Za kaj takega sam program ProM nima nobenega vticˇnika ali kakega podob-
nega orodja, zato sem spisal preprost java program za odpravo teh tezˇav
v dnevniku dogodkov. Tako sem instance oz. sledi procesa osˇtevilcˇil od
100000 dalje. Saj ProMu predstavljajo tezˇave pri prikazu tudi razlocˇevanje
med vecˇmestnimi sˇtevili(npr. med 1006 in 10060, cˇe imamo prej sled 10059
potem sled 1006 vstavi med te dve).
Ko sem odpravil problem z instancami pa sem uporabil vticˇnik v ProMu,
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ki se imenuje Simple Heuristic Miner, s katerim je mozˇno filtrirati podatke
in izbrati, katere sledi s koncˇnimi vozliˇscˇi naj obdrzˇi. Prav tako je tudi
mozˇno izbrati, koliko odstotkov sledi naj uposˇteva kot relevantne. Moje
nastavitve so bile, da naj obdrzˇi sledi, ki se koncˇajo z Payment ali Send
for credit collection ali pa z Notify result apeal to Offender. Prav tako
pa sem izbral, da se naj ohrani 100% sˇtevilo vseh sledi s temi pogoji, saj bi
v nasprotnem primeru imel sledi samo za najpogostejˇse primere.
Na koncu tega filtriranja sem dobil dokoncˇne podatke, ki jih lahko upora-
bim v analizi procesa. Pri pregledu vizualnega prikaza dokoncˇnih podatkov
v ProMu na sliki 9.4 vidimo, da se v povprecˇju izvedejo 4 dogodki na en
primer. Najvecˇ dogodkov, ki se jih je zgodilo za en primer je 20. Na spodnji
sliki pa vidimo, da se je v povprecˇju zgodilo prav tako 4 razlicˇni dogodki na
en primer. Najvecˇ razlicˇnih dogodkov, ki se jih je zgodilo pa je 10. Sˇtevilo
primerov, ki jih bom analiziral je 126284 sˇtevilo dogodkov, ki se jih je zgodilo
pa je 499508.
Na sliki 9.5 si lahko ogledamo, kako so dejanske aktivnosti porazdeljene
glede na odstotek pojavljanja. Prav tako pa lahko vidimo sˇtevilo koncˇnih
in zacˇetnih vozliˇscˇ. Sedaj lahko vidimo, da se je sˇtevilo koncˇnih vozliˇscˇ
spremenilo na 3. Po pregledu porazdeljenih odstotkov glede na to, s katero
aktivnostjo se proces koncˇa vidimo, da se zelo malo primerov koncˇa z do-
godkom Notify result apeal to Offender. To nam pove, da je samo v zelo
malem odstotku pritozˇb glede na kazen dejansko ugodeno.
Na koncu si lahko na sliki 9.6 pogledamo, kako izgledajo dejansko zapisani
podatki s spremenjenimi instancami in popravljenim vrstnim redom.
9.3 Analiza s tocˇkastim diagramom
Ponavadi je najlazˇje zacˇeti analizo procesa s tocˇkastim diagramom, aj pri tem
dobimo kar nekaj osnovnih podatkov glede samega procesa. Zato sem se tudi
odlocˇil, da zacˇnem analizo s tem. Cˇe kot tip komponente izberemo instanco in
cˇasovno komponento, dobimo izpis kot ga prikazuje slika 9.7. Ta grafikon nam
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Slika 9.4: Prikaz lastnosti dokoncˇnih podatkov v ProMu
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Slika 9.5: Prikaz skupka lastnosti dokoncˇnih podatkov v ProMu
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Slika 9.6: Prikaz dokoncˇnih podatkov v ProMu
predstavlja, kako so se instance pojavljale skozi cˇasovno obdobje. Na tem
grafikonu lahko vidimo, da gre verjetno za strukturiran proces, saj zahteve
vecˇinoma enakomerno prihajajo v sistem in se vecˇinoma enakomerno koncˇajo
s koncˇnimi aktivnostmi. Barve, ki pripadajo dolocˇeni aktivnosti, vidimo na
sliki 9.8. Vse instance procesa prihajajo relativno enakomerno v sistem
in se relativno enakomerno zakljucˇijo. Le tu pa tam vidimo, da se katera
instanca zakljucˇi pozneje, kot ostale v podobno prejetem cˇasovnem intervalu.
Opazimo tudi, da se aktivnost Send for credit collection zgodi samo ob
dolocˇenih dnevih. Ker gre najverjetneje za strukturiran proces, bomo lahko
uporabili vse prej opisane tehnike za procesno rudarjenje.
Naslednji prikaz v tocˇkovnem diagramu, ki nam poda nekaj informacij
o procesu je z izbiro tipe komponente za originator. S tem bomo dobili
informacijo o izvrsˇevalcih opravil na aktivnostih. Kot vidimo na sliki 9.9
so bili izvrsˇevalci zabelezˇeni samo pri dveh opravilih za vse ostala opravila
pa tega podatka ni. Zaradi tega ni mogocˇe tudi v nadaljevanju narediti
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Slika 9.7: Analiza s tocˇkastim diagramom
Slika 9.8: Pripadajocˇe barve aktivnosti za dolocˇen proces.
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Slika 9.9: Analiza s tocˇkastim diagramom
in obravnavati kake posebne analize predaje dela. Ter kot lahko vidimo so
vsi izvrsˇitelji po tej analizi opravljali eno in isto delo. Se pravi izvrsˇitelj
aktivnosti Create fine je opravljal samo to opravilo, katera je oznacˇena z
rdecˇo barvo. Mozˇno je sˇe spremeniti nekaj parametrov za kaksˇen drugacˇen
prikaz grafikona. Vendar pa vecˇino uporabnih stvari izvemo iz teh dveh
grafikonov. Prav tako pa tocˇkast diagram sluzˇi vecˇinoma za hiter pregled
procesa. Vecˇ informacij o procesu in delovanju izvemo iz naslednjih metod
procesnega rudarjenja.
9.4 Procesni model
Vecˇinoma je glavni cilj procesnega rudarjenja pridobiti dober model pro-
cesa iz dnevnika dogodka. Za odkrivanje procesnega modela obstaja veliko
razlicˇnih algoritmov z veliko mozˇnostjo prilagajanja. Za moj izbrani pro-
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blem sem najprej pogledal kaksˇen rezultat vrne alfa algoritem. Vedel sem,
da se v realnih primerih vecˇinoma ne uporablja. Prav tako se je izkazalo,
da ni ravno uporaben v mojem primeru. Proces je razdelil na vecˇ delov z
razlicˇnimi vhodnimi vozliˇscˇi. Prav tako pa z algoritmom za skladnost ni mo-
gel v popolnosti ponoviti nobene od sledi v dnevniku dogodkov. S pregledom
obstojecˇih algoritmov za odkrivanje procesov sem ugotovil, da bi bil eden iz-
med mozˇnih algoritmov hevristicˇen algoritem, saj imamo precej strukturiran
proces, hevristicˇen algoritem pa bi naj ponavadi dajal precej dobre rezultate
v takem primeru. Edini problem glede podatkov je bil sˇe v tem, da so vse-
bovali vecˇ koncˇnih vozliˇscˇ. V tem primeru se nepravilno izracˇuna natancˇnost
algoritma, zato sem uporabil sˇe en vticˇnik v ProMu s katerim sem dodal
koncˇno vozliˇscˇe ArtificialEnd. Na sliki 9.10 si lahko pogledamo rezultat,
ki ga vrne ta algoritem.
9.4.1 Hevristicˇni algoritem
Kot vidimo na sliki 9.10 se proces zacˇne z aktivnostjo Create fine, v tem
procesu se ustvari kazen za storjen prekrsˇek. Od tu sta mozˇna dva scenarija,
ali se kazen placˇa v dolocˇenem cˇasovnem obdobju; v tem primeru se proces
nadaljuje v Payment in zakljucˇi. V nasprotnem primeru, cˇe se pa kazen ne
poravna v dolocˇenem obdobju, pa se proces nadaljuje v Send Fine, kjer se
posˇlje obvestilo , nato pa sledi proces Insert Fine Notification. Med tem
cˇasom ima krsˇitelj mozˇnost pritozˇbe, kar bi se nadaljevalo v aktivnost In-
sert Date Appeal to Prefecture, medtem se sprozˇi tudi aktivnost Appeal to
Judge. Privzeti pregled procesa s hevristicˇnim algoritmom nam vrne rezul-
tat brez pogleda, katere aktivnosti se zgodijo istocˇasno. Vendar pa ima tudi
to mozˇnost prikaza kar vidimo na sliki 9.11. Tam tudi vidimo, da se lahko
takoj po aktivnosti Appeal to Judge zgodi aktivnost Payment (placˇilo)
ali aktivnost Send for Credit Collection, kjer posˇljejo ljudi za terjatev ka-
zni. Lahko pa se nadaljujejo v aktivnost Send Appeal to Prefecture. Ta
se lahko zakljucˇi z aktivnostjo Payment. Cˇe ne, se nadaljuje z Receive
Result Appeal to Prefecture kjer se prejmejo rezultati pritozˇbe. Vzporedno
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se izvede sˇe aktivnost Add penalty, v kateri se dodajo strosˇki ponovnega
posˇiljanja in sˇe ostali mozˇni strosˇki, ki so nastali v tem procesu. V primeru,
da se proces zakljucˇi z aktivnostjo Notify Result Appeal to Offender se teh
strosˇkov in placˇilu izogne in se proces tukaj koncˇa. V nasprotnem primeru
pa se sˇe vse skupaj nadaljuje z Payment ali Send for Credit Collection.
Za pregled povezav aktivnosti v procesu nam ta hevristicˇni algoritem
poda kar dobro sliko. Prav tako nam izpiˇse natancˇnost ujemanja procesa,
kar je v mojem primeru 0,8708, to je zˇe precej natancˇno. Saj velja nekaksˇno
nenapisano pravilo, da kar je vecˇ kot 0,8 velja za strukturiran proces. To
pomeni, da je proces mozˇno kar dobro predstaviti in analizirati s procesnim
rudarjenjem. Naslednji korak pri analizi procesa je pretvorba hevristicˇne
mrezˇe(C-mrezˇa) v petrijevo mrezˇo, saj je vecˇino orodij za analizo mozˇno
opraviti le na petrijevi mrezˇi. Pri tem pa nastanejo problemi, in sicer ob-
staja mozˇnost pretvorbe v petrijevo mrezˇo, ampak pri tem nastanejo veliko
sˇtevilo skritih akcij. Kljub poizkusu zmanjˇsanja teh skritih akcij z razlicˇnimi
pristopi, jih vseeno nisem mogel dovolj zmanjˇsati. Nastale so pa tudi tezˇave
pri analizi petrijeve mrezˇe. Program ProM je preprosto zamrznil pri poizkusu
rekonstruiranja primerov in cˇasovni analizi. Pri pregledu vseh mozˇnosti, sem
izbiro skrajˇsal na dva algoritma ali genski algoritem ali pa inductive miner.
Kar se ticˇe algoritma bi morala oba zadosˇcˇati mojim zahtevam. Najprej sem
poizkusˇal genski algoritem, vendar pa sem tudi po nekaj dneh poganjanja
algoritma ostal brez petrijeve mrezˇe. Zato sem za izgradnjo petrijeve mrezˇe
uporabil inductive miner.
9.4.2 Inductive miner
Pri izbiri inductive minerja sem dobil rezultat, kot ga prikazuje slika 9.12.
Kot zahtevano natancˇnost sem izbral najmanj 0,9. Pridobljeno mrezˇo sem
prav tako preveril z analizatorjem Woflan, kateri vrne rezultat, da je prido-
bljena mrezˇa uglasˇena petrijeva mrezˇa. Cˇe si pogledamo sliko 9.12 vidimo, da
se zacˇne proces z zacˇetno akcijo Create Fine. Ko se ta sprozˇi, dobimo na
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Slika 9.10: Hevristicˇni model
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Slika 9.11: Hevristicˇni model s prikazom istocˇasnosti akcij
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izhodnem pogoju en zˇeton. Ta zˇeton lahko sprozˇi tri razlicˇne akcije, vendar
pa lahko sprozˇi samo eno izmed teh. Prvo lahko sprozˇi skrito akcijo katera
potem prenese zˇeton na konec mrezˇe k mozˇnosti izbire Payment, katera
potem prenese zˇeton na mozˇnost izbire sˇe za Send for Credit Collection.
Drugi mozˇen scenarij je, da se zˇeton prenese pri aktiviranju akcije Send
Fine ta se pa potem nadaljuje z Insert Fine Notification nato se doda sˇe
dodatno placˇilo Add Penalty ter potem spet zakljucˇi enako kot pri prvem
primeru. Nato pa sledi sˇe tretja mozˇnost. Kjer se aktivira skrita akcija,
ki ustvari na vseh svojih izhodih po en zˇeton. Se pravi, da se vzporedno
zacˇnejo izvajati trije razlicˇni postopki. Prvi izmed teh je Send Appeal to
prefecture, ki prenese zˇeton na izhodni pogoj. Za nadaljevanje pa se morata
zakljucˇiti sˇe ostala dva dela tega postopka. Najprej se zˇeton prenese na skrito
akcijo, katera sprozˇi izvajanje dveh akcij vzporedno in sicer Receive Result
Appeal in Insert Date Appeal to Prefecture. Po zakljucˇku obeh dejanj
se izvede sˇe akcija Notify Result Appeal to Offender. Za dokoncˇanje tega
postopka pa se izvaja sˇe tretji del tega dela procesa, in sicer se lahko izvede
akcija Appeal to Judge. Ni pa nujno, da se ta izvede, saj kot vidimo na
sliki, se lahko sprozˇi skrita akcija in se temu delu izognemo. Komaj takrat
ko se vsi ti trije deli izvedejo se lahko nadaljuje z akcijo Add penalty in na
koncu sˇe z akcija Payment in Send for Credit Collection, cˇe so izpolnjeni
ustrezni pogoji.
9.4.3 BPMN model
Zelo pogosto se proces predstavi z BPMN modelom. Zaradi tega sem tudi
sam pridobljeni model pretvoril v BPMN model. Dobil sem rezultat, kot ga
prikazuje slika 9.13.
9.5 Preverjanje skladnosti
Sedaj, ko sem dobil petrijevo mrezˇo z inductive minerjem, lahko preverimo na
pridobljenih podatkih, katere sledi se ne ujemajo s pridobljeno mrezˇo. Prav
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Slika 9.12: Petrijeva mrezˇa
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Slika 9.13: BPMN model
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Slika 9.14: Natancˇnost pridobljenega modela
tako pa lahko pregledamo, koliko sledi se ujema ter kaksˇna je natancˇnost
modela. Z vstavljenim vticˇnikov za preverjanje natancˇnosti dobimo rezultat,
ki ga prikazuje slika 9.14. Kot vidimo na izpisu imamo 12966 neprilagojocˇih
primerov od 150370. Se pravi je to natancˇnost 0,91377 oz. 91,377% primerov
smo uspesˇno rekonstruirali z nasˇim modelom. Kar je precej natancˇno, celo
boljˇse kot s hevristicˇnim modelom. Naslednji korak pri preverjanju skladno-
sti je simuliranje vse primerov skozi model in pogled v primere, v katerih
se model razlikuje in zakaj. To sem naredil z vgrajenim vticˇnikom ter do-
bil rezultat, kot ga prikazuje slika 9.15. Na tej sliki so tiste akcije, ki so
najbolj obiskane oznacˇene s temno modro barvo, redkeje pa s svetlejˇso mo-
dro, odvisno od intenzitete. Prav tako je z intenziteto odebelitve pusˇcˇice
oznacˇena najpogostejˇsa pot v modelu. Pri vsaki aktivnosti, kjer sled ni sle-
dila v skladu z modelom, pa je oznacˇeno v kvadratku akcije, z zeleno koliko
sledi je uspesˇno sledilo modelu in z roza barvo koliko jih je bilo neuspesˇnih. Z
rumeno pa so oznacˇeni tudi pogoji, kjer je priˇslo do premika zˇetona v katerem
od primerov. Prav tako pa imamo kot vidimo na sliki 9.16 mozˇnost pogleda
9.5. PREVERJANJE SKLADNOSTI 83
Slika 9.15: Pregled modela skozi simulacijo
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Slika 9.16: Pregled odstopanj sledi
vseh sledi, katera niso ustrezala modelu in jih lahko podrobneje proucˇimo.
Npr. za sled s sˇtevilko 100395 vidimo, da je zaporedje dogodkov taksˇno:
Create Fine, Send Fine, Insert Fine Notification, Payment, Add
penalty, Send for Credit Collection. Se pravi so v tem primeru krsˇitelju
poslali kazen, je ni placˇal, v dolocˇenem roku so mu poslali opomin, medtem
je placˇal kazen, vendar pa ni placˇal strosˇkov opomina, zato so mu na koncu
poslali sˇe izterjavo za preostanek. Za sled 100385 vidimo, da je dvakrat priˇslo
do placˇila itd. Glede na to, ali so taksˇna dejanja dejansko lahko dovoljena,
popravimo model ali pa sam proces prilagodimo, da do tega ne bo prihajalo.
9.6 Ostale perspektive procesa
9.6.1 Socialna mrezˇa
Kot sem zˇe omenil pri tocˇkastemu diagramu, imamo samo za Create Fine po-
datke o izvrsˇiteljih in kot vidimo na pridobljeni socialni mrezˇi na nasˇih podat-
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Slika 9.17: Socialna mrezˇa
kih na sliki 9.17, ni nobenega sodelovanja razen med izvrsˇevalcem z sˇtevilko
0 in 57. Na sliki 9.18 pa vidimo podobne skupine s podobnim opravljanjem
dela. Kot vidimo, so vse vkljucˇene v enako skupino, saj kot sem omenil,
manjka za ostale aktivnosti podatki o izvrsˇiteljih.
9.6.2 Cˇasovni vidik
Namen cˇasovnega vidika je odkriti ozka grla v sistemu, analizirati cˇasovne
parametre ter v glavnem poizkusˇati izboljˇsati cˇas izvajanja procesa. Obstaja
vecˇ vrst cˇasovnih analiz v programu ProM. Jaz sem uporabil vticˇnik Replay
a log on Petri net on performace analysis. Pri tem sem dobil rezultat, ki ga
prikazuje slika 9.19. Kot vidimo na sliki, je najdlje trajajocˇa aktivnost Send
for Credit Collection. Povprecˇni cˇas trajanja od zacˇetka do zakljucˇka aktiv-
nosti je 17,54 meseca. Prav tako vidimo povprecˇni cˇas trajanja aktivnosti za
vse ostale aktivnosti. Bolj je barva rdecˇa, dlje aktivnost traja. Kot vidimo,
se aktivnost najhitreje zakljucˇi v primeru takojˇsnjega placˇila, v vseh osta-
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Slika 9.18: Socialna mrezˇa - skupine glede na podobno delo
lih primerih pa zavzame sam proces kar precej cˇasa med prehodom iz ene v
drugo aktivnost. V primeru pritozˇbe na kazen pa se ta cˇas zelo povecˇa. Prav
tako v primeru zakljucˇka procesa z aktivnostjo Send for Credit Collection.
Prav tako je v grafu z debelino pusˇcˇic oznacˇeno, katere povezave so najbolje
obremenjene. Tukaj vidimo, da je najpogostejˇsi primer takojˇsnjega placˇila
kazni ali pa placˇilo po prejetju obvestila o potrebnem placˇilu. S pregledom
grafa lahko takoj vidimo kje so ozka grla ter katera aktivnost traja najdlje.
Obstajajo pa sˇe drugi vticˇniki za cˇasovno analizo. Eden izmed njih je Enrich
petri net with performace data s katerim lahko dobimo sˇe malo podrobnejˇsi
pregled nad aktivnostjo. Kot vidimo, dobimo taksˇne rezultate kot je na sliki
9.20 za vsako aktivnost. Prikazano imam pa samo za dve najbolj cˇasovno
problematicˇni aktivnosti, to sta Send for Credit Collection in Appeal to
Judge. Na prvem grafu na sliki vidimo, kako je skozi cˇasovno izvajanje v
dneh porazdeljena verjetnost pojavitve aktivnosti. Se pravi, kaksˇna je ver-
jetnost, da bo izid trajanja aktivnosti enak dolocˇenemu cˇasu. Na drugem
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Slika 9.19: Performancˇne lastnosti petrijeve mrezˇe
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Slika 9.20: Podrobnejˇsi prikaz lastnosti dveh aktivnosti
grafu pa vidimo trajanje aktivnosti glede na obremenitev. V nasˇem primeru
lahko razberemo, da je za aktivnost Send for Credit Collection najvecˇja
verjetnost, da se zakljucˇi v priblizˇno 500 dnevih, saj je takrat vrh pri prvem
grafu. Na drugem grafu pa vidimo, da ne glede na kolicˇino zahtev, je nekje
enakomerno cˇasovno trajanje na primer. Se pravi, je neodvisno od tega ali
je polno zahtev ali pa ena zahteva bo priblizˇno v enakem cˇasovnem obdo-
bju zakljucˇena. Za aktivnost Appeal to Judge pa prav tako pridemo do
podobnega zakljucˇka s tem, da se aktivnost koncˇa nekaj cˇasa prej.
9.7 Odgovori na zastavljena vprasˇanja
1. Koliko je zapisov v dnevniku dogodkov in koliko je dokoncˇanih primerov
v njem?
V pridobljenih podatkih imamo 150370 primerov, ter 561470 dogod-
kov, vendar pa za analizo rabimo samo dokoncˇane primere, kajti ne-
dokoncˇani primeri nam v nasprotnem primeru samo povzrocˇijo sˇum v
podatkih in s tem pokvarijo analizo, ki jo zˇelimo narediti. Dokoncˇanih
primerov in s tem primernih podatkov je 126284 primerov in 499508
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dogodkov.
2. Kaksˇne so lastnosti zapisanih podatkov v dnevniku dogodkov?
V povprecˇju se izvedejo 4 razlicˇni dogodki na primer. Najvecˇ pa se
je zgodilo 10 dogodkov na primer. Prav tako pa se tudi v povprecˇju
zgodijo 4 dogodki na primer. Najvecˇ dogodkov na en primer,ki se jih
je zgodilo pa je 20.
3. Ali je proces strukturiran?
Skoraj zagotovo lahko trdimo, da je proces strukturiran. To nam do-
kazuje tocˇkovna analiza, kjer vidimo, da si dogodki v primeru sledijo
precej enakomerno, prav tako vidimo enakomerno prihajanje zahtev v
sistem, ter njihov zakljucˇek. Kot drugi dokaz pa imamo sam procesni
model, v katerem vidimo, da je natancˇnost modela nad 0,8, saj je ne-
kako nenapisano pravilo, da cˇe je mozˇno ponoviti vecˇ kot 80% primerov
velja, da je proces strukturiran. Ker je sam proces strukturiran, lahko
uporabimo vecˇino tehnik procesnega rudarjenja.
4. Koliko cˇasa traja najdlje izvajajocˇi primer v procesu in koliko je pov-
precˇje trajanja enega primera?
Najdlje trajajocˇi primer traja 3285 dni. V povprecˇju pa traja za do-
koncˇanje primera 379 dni, vendar pa nam to kaj dosti ne pove, saj je
veliko odstopanje od tega na kaksˇen nacˇin se obravnava primer. Se
pravi, cˇe se krsˇitelj pritozˇi se cˇas izvajanja procesa precej podaljˇsa.
5. Kako so aktivnosti med seboj povezane?
Povezave med aktivnostmi, si najlazˇje ogledamo na hevristicˇnem mo-
delu, ki je predstavljen na sliki 9.11 . Prav tako pa lahko pogledamo
povezave in delovanje procesa na pridobljeni petrijevi mrezˇi na sliki
9.12 .
6. Ali je mogocˇe ustvariti procesni model za izbrani proces, ter kako na-
tancˇen je ta model?
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Da, procesni model je mogocˇe narediti. Sam sem naredil vecˇ modelov,
vendar pa sem za analizo uporabljal procesni model pridobljen na sliki
9.12 .
7. Kako so izvrsˇevalci aktivnosti v procesu med seboj povezani?
Kot lahko vidimo na sliki 9.18 in na sliki 9.9 ni povezav med njimi,
saj je problem pri zapisu dnevnika dogodkov. Saj je samo za zacˇetni
proces zabelezˇen izvrsˇitelj. Zaradi tega ni nobenega predaja dela. Se
pravi, da ne moremo na to vprasˇanje odgovoriti zaradi pomanjkanja
podatkov.
8. Katere aktivnosti trajajo najdlje v procesu oz. kje so ozka grla v pro-
cesu?
Najdlje traja proces Send for Credit Collection. Vsak primer, kjer se
krsˇitelj pritozˇi, se sam proces obravnave kazni zelo zavlecˇe. Se pravi, cˇe
zˇelimo skrajˇsati povprecˇen cˇas izvajanja, moramo najprej skrajˇsati cˇas
izvajanja Appeal to Judge, vecˇina primerov, ki se obravnavajo s to
aktivnostjo se tudi koncˇajo z aktivnostjo Send for Credit Collection.
To pa za taksˇne primere zelo povecˇa cˇas izvajanja procesa.
9.8 Zakljucˇek
V diplomski nalogi smo pregledali podrocˇje procesnega rudarjenja. Prav tako
pa smo predstavljene tehnike uporabili na realnih podatkih iz procesa. Kot
rezultat pa smo dobili razlicˇne predstavitve podatkov, od modelov do grafov,
ter mrezˇ. Te rezultate pa lahko uporabimo za analizo procesa ter njegovo
izboljˇsanje.
Ugotovili smo, da je za dobro procesno rudarjenje potrebno poznati po-
manjkljivosti in prednosti posameznega algoritma. Prav tako pa je potrebno
pravilno interpretirati podatke. Na koncu pa je sˇe vseeno velik del analize
odvisen od samega izvajalca analize in njegove interpretacije pridobljenih re-
zultatov. Zato nam procesno rudarjenje ne resˇi vseh problemov pri izgradnji
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modelov, je pa odlicˇen nacˇin, da dobimo dodatne informacije v zvezi s tem,
kaj se v realni postavitvi procesa dogaja. Poleg vseh ostalih stvari pa je
pomembno zacˇetno filtriranje podatkov, saj v nasprotnem primeru dobimo
modele, kateri ustrezajo tudi nedokoncˇanim podatkom, oz. podatkom, ki so
rezultat napak v belezˇenju dnevnikov dogodkov(sˇum). Seveda pa morajo biti
podatki tudi v pravilni obliki, saj v nasprotnem primeru ne moremo izvesti
procesnega rudarjenja.
Z uporabo programa ProM sem pri analizi procesa lahko odgovoril na
vecˇino vprasˇanj, ki sem si jih na zacˇetku analize zastavil. Zaradi tega me-
nim, da je diplomska naloga dosegla svoj cilj, ki je bil predstaviti prednosti
procesnega rudarjenja za analizo procesov. Prav tako pa sem predstavil pro-
sto dostopen program ProM, kateri je lahko sˇe kako uporaben pri izboljˇsanju
procesov. Glavni problem pri uporabi orodja je vecˇinoma pridobiti ustrezno
zapisane podatke, saj so ponavadi porazdeljeni v vecˇ bazah, cˇe sploh so, zato
se v vecˇini novejˇsih informacijskih sistemih zacˇenja uporaba belezˇenja po-
datkov na nivoju procesov, ter nato zˇe sam informacijski sistem poskrbi za
pravilni zapis podatkov.
Mozˇne izboljˇsave oz. nadaljevanje diplomske naloge bi lahko bile, pregled
analize procesnega rudarjenja medtem, ko se podatki sˇe belezˇijo. S tem bi
lahko dobili oceno sˇe potrebnega cˇasa za izvedbo primera ali pa cˇe pride do
kakih krsˇitev modela in podobno. Naslednja mozˇna izboljˇsava bi lahko bila
uporaba teh sklepov za dejanski poizkus izboljˇsanja analiziranega procesa.
Pri analizi sem uporabil znanje pridobljeno z vecˇ podrocˇij sˇtudija na
Fakulteti za racˇunalniˇstvo in informatiko, katerega sem potem uporabil za
uspesˇno analizo s procesnim rudarjenjem, za katero menim, da bi morala biti
vgrajena v vecˇino vecˇjih informacijskih sistemov.
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