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Cap´ıtulo 1
Introduccio´n
Una de las caracter´ısticas esenciales del software es la complejidad [8], es
dif´ıcil encontrar un producto construido por el hombre que posea el grado de
complejidad que tiene el software ya sea como proceso constructivo o como
producto en s´ı mismo. Pensemos por un momento en la construccio´n de un
sistema operativo, quiza´ un caso para tomar como ejemplo (por la e´poca en
que fue construido) ser´ıa el del OS/360 liderada por Fredrik P. Brooks en el
cual unas 1000 personas formaron parte del equipo de desarrollo [9]; o en los
sistemas de tiempo real o en los sistemas Open-Source, como el Linux, en los
cuales han colaborado cientos e incluso miles de programadores en conjunto
desde distintos lugares del mundo. Este tipo de hazan˜a es comparable a la
construccio´n de grandes estructuras como los rascacielos, sate´lites y otros.
1.1. El Software
El cambio es un factor que ejerce continuamente presio´n sobre el software
[8]. Lo sobresaliente de este caso es que una vez terminada la produccio´n del
mismo, el cambio sigue ejerciendo presiones sobre el producto, algo dif´ıcil de
que suceda en la industria de la manufactura. Esto es debido, segu´n Brooks,
a dos motivos: el primero a que el software puede sufrir modificaciones ma´s
fa´cilmente que por ejemplo un edificio, el segundo a que el software esta´ cons-
tituido por su funcionalidad, y justamente la funcionalidad es el aspecto que
esta´ sujeto a ma´s presiones para cambiar.
Teniendo en cuenta e´stas y otras caracter´ısticas esenciales del software
(Conformidad, Intangibilidad) el proceso por el cual se logra la construccio´n
del mismo ha sufrido grandes cambios a lo largo de su corta existencia, unos
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50 an˜os de vida. Segu´n las investigaciones hechas en los u´ltimos an˜os el por-
centaje de proyectos de desarrollo que no logran completarse es muy elevado
[53], como as´ı tambie´n el sobreprecio y la modificacio´n de calendarios inter-
minables. Un ejemplo muy gra´fico de este hecho es el sistema de entrega de
equipaje del aeropuerto de Denver. Un proyecto que deb´ıa estar entregado
para octubre de 1993 y en su lugar fue terminado en marzo de 1995, con un
retraso de unos 16 meses aproximadamente y con un costo muy por encima
del presupuestado [15].
La complejidad en la cual esta´ sumergido el proceso de desarrollo de soft-
ware se refleja en la rapidez de la evolucio´n de los lenguajes de programacio´n,
herramienta fundamental este proceso. Hacia marzo del 2005 exist´ıan unos
7957 [17] lenguajes de programacio´n, al d´ıa de hoy hay unos 8512 [49]. En
unos 3 an˜os y 7 meses el nu´mero de lenguajes de programacio´n aumento´ en
555 unidades, aproximadamente un 7% ma´s.
En la figura 1.1, figura 1.2 se pueden ver los a´rboles genealo´gicos de todos los
lenguajes de programacio´n, la primera actualizada al an˜o 2005 y la u´ltima
actualizada al mes de octubre de 2009. Ambas figuras en su formato origi-
nal med´ıan 3 x 6 metros. En la figura 1.3 se intenta realizar una ampliacio´n
de una de las ima´genes para poder ver el grado de complejidad de e´stas
estructuras parentales.
En los u´ltimos 50 an˜os la ingenier´ıa de software ha visto nacer, crecer, vi-
vir y perder notoriedad a 5 paradigmas de programacio´n [17]: el declarativo,
el funcional, el estructurado, el orientado a objetos y el orientado a frame-
works.
A partir de estos problemas detectados en el desarrollo de software, se
han realizado estudios sobre el ciclo de vida del proceso de desarrollo en-
contra´ndose algunos aspectos notables. Uno de ellos, se centra en la etapa
de mantenimiento del software, e´sta constituye la fase que requiere de ma´s
esfuerzos dentro del ciclo de vida del desarrollo del producto. Entre el 60%
y el 70% de todo el esfuerzo es utilizado en la etapa de mantenimiento. Es-
ta etapa se divide en: mantenimiento correctivo, mantenimiento adaptativo,
mantenimiento preventivo y mantenimiento perfectivo [26] [12].
Mantenimiento Perfectivo: se aplican tareas de mantenimiento para
perfeccionar el sistema de software en te´rminos de performance, man-
tenibilidad, eficiencia de procesamiento, etc. Puede implicar la imple-
mentacio´n de nuevos requerimientos.
Mantenimiento Correctivo: se aplican tareas de mantenimiento para la
correccio´n de errores en el sistema de software.
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Mantenimiento Adaptativo: se aplican tareas de mantenimiento para
adaptar al sistema de software a cambios producidos en su entorno.
Puede necesitar la implementacio´n de nuevos requerimientos.
Mantenimiento Preventivo: El propo´sito es prever aver´ıas o desperfec-
tos.
Un error conceptual es pensar en el software como un producto al que
puede defin´ırsele una etapa de finalizacio´n, y que e´ste se “termina de cons-
truir” en un determinado momento. Un importante avance se ha hecho dentro
de la disciplina de la ingenier´ıa de software, cuando se logro´ entender que la
primera versio´n de un producto no es ma´s que eso, una “primera versio´n”
dentro de un proceso de evolucio´n continua [17].
A medida que el software evoluciona a trave´s de sucesivas liberaciones
de distintas versiones del producto, su co´digo fuente tambie´n va cambiando.
Es de vital importancia conocer que´ componentes del producto siguen siendo
estables y cua´les necesitan que se le aplique mantenimiento correctivo y cua´les
no, pues los u´ltimos son aquellos ma´s susceptibles a que su co´digo fuente
decaiga en lo que se refiere a legibilidad, correctitud, calidad y otros aspectos
internos. Estas sucesivas modificaciones hacen que el co´digo empeore versio´n
tras versio´n, torna´ndolo inmantenible debido a la introduccio´n de bugs en
nuevas correcciones, a la adaptacio´n a nuevos requerimientos, etc. [42].
1.2. Software Restructuring
A partir de esta problema´tica una rama de la ingenier´ıa de software se
aboco´ a la investigacio´n de co´mo mejorar el co´digo fuente, en base la apli-
cacio´n de transformaciones al co´digo ya existente. La reestructuracio´n de
co´digo fuente nacio´ como la “aplicacio´n de modificaciones al co´digo fuente
para hacerlo ma´s fa´cil de cambiar y de comprender, o hacerlo menos suscepti-
ble a errores cuando futuros cambios sean aplicados” [2]. Cabe destacar que
en la definicio´n utilizada por Arnold se excluye a la reestructuracio´n para
cualquier otro propo´sito, como la mejora del co´digo para aumentar perfor-
mance, la transformacio´n de co´digo para paralelizar, etc. Vista como tal, la
reestructuracio´n es una herramienta que podr´ıa ayudar a resolver el proble-
ma del enorme esfuerzo que se requiere en la fase de mantenimiento, dentro
del ciclo de vida del desarrollo del software. Existen otros motivos por los
cuales, segu´n Arnold [2], la reestructuracio´n del co´digo fuente debe ser tenida
en cuenta por los ingenieros de Software:
Factores que esta´n asociados a la comprensibilidad del co´digo fuente :
3
• Facilitar la documentacio´n.
• Facilitar las tareas de testing.
• Facilitar las tareas de auditor´ıa.
• Reducir potencialmente la complejidad del software.
Reducir el tiempo que necesitan los programadores para familiarizarse
con el sistema antes de implementar tareas de mantenimiento.
Hacer ma´s fa´cil el reconocimiento de errores.
Facilitar la introduccio´n de nueva funcionalidad.
Implementacio´n de esta´ndares en la estructura del co´digo.
La reestructuracio´n de programas surge como herramienta necesaria para
ser aplicada en los procesos de mantenimiento debido a las caracter´ısticas
esenciales del software para reducir los costos de esta fase del proceso de
desarrollo y como herramienta en la introduccio´n de nueva funcionalidad
dentro del ciclo evolutivo de las aplicaciones.
El objetivo de la reestructuracio´n de software es principalmente mantener
o aumentar el valor del mismo. Exteriormente, el valor se aumenta, mediante
la satisfaccio´n de los usuarios, ya este´n e´stos relacionados con el proyecto o
no. A medida que los usuarios generan y peticionan cambios, debidos a las ca-
racter´ısticas del dominio de la aplicacio´n, estas modificaciones son plasmadas
durante la etapa de mantenimiento, haciendo que los programas se vuelvan
ma´s y ma´s r´ıgidos torna´ndose paulatinamente ma´s dif´ıciles de modificar. In-
ternamente, el valor del software puede ser medido: a) por el ahorro en costo
de mantenimiento que una aplicacio´n puede aportar a otra; b) por el ahorro
que proporciona la reutilizacio´n de componentes en otras aplicaciones; y c)
por el ahorro incurrido en la ampliacio´n del ciclo de vida del sistema previo a
su reposicio´n por uno nuevo. Como puede verse la reestructuracio´n de co´digo
fuente reduce los costos de mantenimiento, a su vez aumenta la posibilidad
de reutilizacio´n de componentes en otros sistemas y ampl´ıa el ciclo de vida
del sistema aumentando de esta manera el valor del mismo [2]. Por ende, es
importante a la hora de planear la aplicacio´n de reestructuracio´n de co´digo
evaluar como ese proceso de reestructuracio´n aumentara´ el valor actual del
sistema.
Puede encontrarse otra definicio´n del concepto de reestructuracio´n de
software aportada por Chikofsky y Cross [13] : “es una transformacio´n de
una forma de representacio´n a otra en el mismo nivel de abstraccio´n, mien-
tras se mantiene el mismo comportamiento externo del sistema en cuestio´n
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(funcionalidad y sema´ntica). Una transformacio´n de reestructuracio´n ba´sica-
mente se aplica en la apariencia del sistema, como por ejemplo la alteracio´n
del co´digo para mejorar su estructura, en el sentido tradicional del disen˜o
estructurado. Mientras que la reestructuracio´n crea nuevas versiones que im-
plementan o proponen cambios al sistema, no hace modificaciones debido a
variaciones en los requerimientos del sistema. Esto puede acercar a tener una
adecuada comprensio´n del mismo que sugiera cambios que mejoren aspectos
del sistema”.
Arnold [2] propone distintas te´cnicas de restructuracio´n de software que
se listan a continuacio´n :
1. Te´cnicas de reestructuracio´n orientadas a modificaciones en el co´digo
fuente:
a El estilo de programacio´n: Se intenta reestructurar el co´digo
fuente de una aplicacio´n para hacerlo ma´s fa´cil de comprender:
Pretty printing and code formatting : Se mejora el aspecto del
co´digo fuente aplicando identacio´n, espaciado, se lleva a una
instruccio´n por l´ınea, etc.
Estandarizacio´n del estilo de programacio´n: Se modifica el
co´digo fuente del programa para hacerlo compatible con algu´n
esta´ndar, por ejemplo esta´ndar de COBOL, FORTRAN, etc.
Reestructuracio´n con pre-procesador [29] : Se sustituye co´digo
fuente con directivas ma´s fa´ciles de comprender que posterior-
mente sera´n reemplazadas por el co´digo original.
b Paquetes / Co´digo Reusable: Esta te´cnica consiste en la utiliza-
cio´n de componentes, paquetes, bibliotecas ya utilizadas anterior-
mente.
Reestructuracio´n para reusabilidad [30] : Se modifica el co´digo
fuente de forma tal que se modifique para poder ser aprove-
chado en otros programas.
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Adquirir un paquete para sustituir un sistema obsoleto [11] :
Se sustituye un programa viejo con otro de similares carac-
ter´ısticas.
Adquirir un componente para sustituir un programa y adema´s
extender su funcionalidad [11] : Se compra un componente
nuevo que pueda extender incluso la funcionalidad del sistema
a reemplazar. Esta te´cnica se utiliza cuando es muy riesgoso
o econo´micamente inviable la construccio´n de una nueva apli-
cacio´n para reemplazar una vieja.
Adquirir un componente para reemplazar parte de un sistema
viejo [11] : Igual que el anterior, pero el Nuevo componente
so´lo reemplaza una parte del Viejo programa.
Te´cnica del sistema sa´ndwich [11] : Esta te´cnica es utilizada
en aplicaciones con una intrincada y compleja estructura. Se
van haciendo reestructuraciones en capas, por ejemplo la in-
terfaz de usuario, la capa de base de datos. Suponiendo una
lo´gica de negocio compleja, se utiliza esta capa como una caja
negra. Y se encierra en sa´ndwich entre las otras capas.
c Control de flujo: Uno de los motivos por los cuales surge la rees-
tructuracio´n, es justamente para mejorar y hacer ma´s sencillo el
flujo de un programa. Esta categor´ıa permitio´ desarrollar un gran
nu´mero de herramientas. Dentro de las te´cnicas de reestructura-
cio´n es una de las ma´s complejas.
Eliminacio´n de go-to: todas las te´cnicas abajo enumeradas en
este apartado, intentan eliminar los go-to no estructurados de
un programa:
• Early goto-less approach [7].
• Giant case statementapproach [3].
• Boolean flagapproach [60].
• Duplication of coding approach [60].
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• Baker’s graph-theoretic approach [5].
• Refined case statement approach [35].
Las herramientas enumeradas a continuacio´n son utilizadas
para reestructuracio´n de programas COBOL de diversas em-
presas:
• RETROFIT (tm)[36].
• SUPERSTRUCTURE (tm) [41].
• RECORDER (tm) [10].
• Cobol Structuring Facility (tm) [34].
• Delta STRUCTURIZER (tm).
• Doble conversio´n.
d Datos: La reestructuracio´n de software ba´sicamente se centro´ en la
reestructuracio´n de las estructuras de control y no en los datos.
Este hecho no implica la imposibilidad de aplicar reestructuring a
datos en una base de datos. Por ejemplo cuando se aplica el pro-
ceso de normalizacio´n, pasar de 2da. forma normal a 3ra. forma
normal, en ese proceso se puede decir que hay una reestructura-
cio´n de los datos de una aplicacio´n.
2. Documentacio´n o Actualizacio´n de la documentacio´n: Consiste
en mantener actualizada la documentacio´n de un sistema, facilitando
as´ı la reingenier´ıa y la aplicacio´n de ingenier´ıa inversa.
Re-Modularizacio´n: Estudia la forma de descomponer una aplica-
cio´n en mo´dulos que posean algu´n criterio de significacio´n. Puede
aplicarse a sistemas ya modularizados.
Auto documentacio´n: Utiliza herramientas que permitan agregar
meta informacio´n dentro de los programas para mejorar la com-
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prensibilidad del mismo.
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Figura 1.1: A´rbol de Genealog´ıa de los 7957 lenguajes de programacio´n marzo
2005[17], el archivo pdf original mide 3 m x 6 m
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Figura 1.2: A´rbol de Genealog´ıa de los 8512 lenguajes de programacio´n Oc-
tubre 2009, el archivo pdf original mide 3 m x 6 m
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Figura 1.3: Ampliacio´n de parte del a´rbol genealo´gico correspondiente a la
Figura 1.1
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Cap´ıtulo 2
Refactorizacio´n
Desde su creacio´n los sistemas de software han sido utilizados, probados
e incluso modificados. A lo largo de este per´ıodo el software y los seres hu-
manos han interactuado entre s´ı en forma cotidiana, no pudie´ndose concebir
la vida actual del hombre sin la presencia de los sistemas informa´ticos (co-
municaciones, medicina, transporte, etc.). A tal punto que paulatinamente
los procesos de negocio consumen cada vez ma´s informacio´n procesada por
los sistemas de software, incluso hasta a ser controlados y guiados por soft-
ware. Por ende, las especificaciones y el disen˜o de estos sistemas requieren
de supuestos acerca de la aplicacio´n dada, del dominio de la aplicacio´n y de
su a´mbito operativo, hecho que a su vez se refleja en el software.
2.1. La Decadencia del Co´digo Fuente
Lehman [32] [31] propone una serie de leyes que gu´ıan la evolucio´n de los
sistemas de software:
1. Cambio Continuo - Los sistemas deben adaptarse continuamente de
lo contrario se hacen progresivamente menos satisfactorios. Estas adap-
taciones son el resultado del cambio en la operacio´n del entorno en el
cual la aplicacio´n cumple una funcio´n.
2. Complejidad Creciente - A medida que evoluciona un programa,
su complejidad se incrementa, a menos que se trabaje para mantenerla
o reducirla. Esta ley implica un tipo de degradacio´n o entrop´ıa en la
estructura del programa. Esto a su vez conlleva a un aumento progre-
sivo del esfuerzo de mantenimiento, a menos que se realice algu´n tipo
de mantenimiento perfectivo a este respecto.
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3. Autoregulacio´n - El proceso de evolucio´n del programa se autoregula
con una distribucio´n de medidas de atributos de producto y procesos
cercana a la normal.
4. Conservacio´n de la Estabilidad Organizativa - La velocidad de
actividad global efectiva media en un sistema en evolucio´n es invariante
a lo largo del ciclo de vida del producto.
5. Conservacio´n de la Familiaridad - Durante la vida activa de un
programa en evolucio´n, el contenido de las versiones sucesivas es es-
tad´ısticamente invariante.
6. Crecimiento Continuo - El contenido funcional de un programa
debe incrementarse continuamente para mantener la satisfaccio´n del
usuario durante su ciclo de vida.
7. Calidad Decreciente - Los sistemas sera´n percibidos como de calidad
decreciente a menos que se mantengan de manera rigurosa y se adapten
al entorno operativo cambiante.
En base a que el software tiene un comportamiento evolutivo se pu-
do observar que, en gran medida, muchos sistemas tienden a ser construi-
dos/mantenidos con te´cnicas/pra´cticas que propician un camino casi hacia
la antiiengenier´ıa. Estas pra´cticas, que se desarrollan bajo la inercia cotidiana
de las tareas destinadas a emparchar agujeros surgen a veces de la incom-
prensio´n del sistema, y otras, de la falta de bases de una buena arquitectura;
esto es debido a la necesidad imperiosa del cumplimento de calendarios des-
nutridos, del ahorro de recursos costosos, de entregas construidas sobre esti-
maciones ficticias. Pruebas de estos hechos se encuentran dispersas en la vida
cotidiana de los ingenieros de software. Estos sistemas tienden a convertirse
a la larga en una “gran bola de barro” (big ball of mud), una masa amorfa de
comportamiento erra´tico muchas veces unida con delgados hilos de alambre,
con una estructura (o ma´s bien “des-estructura”) interna ma´s enmaran˜ada
que un plato de espaguetti [18]. E´stos van siendo presa del crecimiento des-
ordenado (Piecemeal Growth), del co´digo fuente escrito para salir del paso
(Throwaway Code), etc. En este proceso gradual de decaimiento en el cual
intervienen los usuarios y los programadores, los primeros solicitando conti-
nuos y pequen˜os cambios a ser efectuados con rapidez sobre el sistema, y los
segundos haciendo realidad estas solicitudes a toda costa, existe un atributo
del software que inexorablemente va perdiendo fuerza: la calidad. Al estar
sometidos continuamente a las presiones del cambio, incluso los sistemas con
una arquitectura asentada, pueden sufrir en su ciclo evolutivo, a tal punto
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de que su estructura interna sea erosionada como una piedra sometida a los
avatares del viento.
Este aumento entro´pico al cual se ve sometido el software gracias a la
pe´rdida paulatina de calidad, introducida por los pequen˜os cambios gradua-
les incorporados de forma incremental en el software, ha llevado a autores a
comparar este proceso con el que sufre a trave´s del tiempo cualquier sustan-
cia orga´nica, e´sta paulatinamente se descompone, es decir, con el tiempo va
tomando mal olor! (bad Smell) [21].
2.2. Mal Olor en el Co´digo Fuente
¿Cua´ndo un sistema de software comienza a tomar mal olor? Un progra-
mador experimentado puede intuir que su programa va camino a oler mal
cuando hay [21]:
Co´digo duplicado. Se deben eliminar las l´ıneas de co´digo que son exac-
tamente iguales en varios sitios, o bien eliminar l´ıneas de co´digo muy
parecidas o con estructura similar en varios sitios.
Me´todos muy largos. En este caso hay que particionar el co´digo fuente
en trozos y extraerlos para crear me´todos ma´s pequen˜os, que sean ma´s
fa´ciles de mantener y de reusar.
Clases muy grandes. En estos casos se deber´ıa tratar de identificar
que´ cosas hace esa clase, ver si realmente todas esas cosas tienen algo
que ver la una con la otra y si no es as´ı, hacer clases ma´s pequen˜as, de
forma que cada una trate una de esas cosas. Por ejemplo, si una clase
es una ventana, adema´s realiza ca´lculos y escribe los resultados en una
base de datos, ya esta´ haciendo demasiadas cosas. Deber´ıa haber una
clase que sea la ventana, otra que realice los ca´lculos y otra que sepa
escribir en base de datos.
Me´todos que necesitan muchos para´metros. Suele ser buena solucio´n
hacer una clase que contenga esos para´metros y pasar la clase en vez
de todos los para´metros. Especialmente si esos para´metros suelen tener
que ver unos con otros y suelen ir juntos siempre.
Instrucciones Switch-Case. Normalmente un switch-case se tiene que
repetir en el co´digo en varios sitios, aunque en cada sitio sea para ha-
cer cosas distintas. Existen formas, usando el polimorfismo, que evitan
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tener que realizar esta repeticio´n a lo largo del co´digo fuente, o incluso
evitan tener que ponerlo en algu´n lado.
E´stas y otras pautas dan al programador la idea de que su co´digo fuente
puede ser susceptible a producir mal olor en un corto lapso de tiempo.
Dentro de este panorama casi desolador surge el concepto de refactoriza-
cio´n de co´digo fuente como una te´cnica que permite mejorar la comprensibi-
lidad, la claridad, el disen˜o, la legibilidad y a su vez reducir la cantidad de
errores. En definitiva una te´cnica para mejorar la calidad del software.
En un principio asociada a la programacio´n orientada a objetos, el con-
cepto de refactorizacio´n fue extendie´ndose hacia otros paradigmas de progra-
macio´n, teniendo en cuenta la gran cantidad de co´digo fuente escrito en los
u´ltimos 50 an˜os de existencia del campo de la informa´tica.
2.3. Refactoring
El primer uso conocido del te´rmino refactorizacio´n en la literatura se
encuentra publicado en el art´ıculo Refactoring: An Aid in Designing Appli-
cation Frameworks and Evolving Object-Oriented Systems por William F.
Opdyke y Ralph E. Johnson [45]. La refactorizacio´n surge como un intento
de mejorar la produccio´n de software reusable. El desarrollo de software es
un proceso complejo y continuo en el cual un producto transita, a lo largo de
su construccio´n, por un proceso iterativo (desarrollo espiral, desarrollo por
prototipos, desarrollo de tipo iterativo incremental, otros). El desarrollo de
software re-usable es un proceso aun ma´s complejo pues e´ste es el resultado
de varias iteraciones de disen˜o, incluso cuando e´ste ya ha sido reusado, por
ende los cambios a los que esta´ sujeto, no lo afectan u´nicamente a e´l sino
tambie´n al software que lo utiliza [44]. En base a ello la refactorizacio´n surge
como “el proceso en el cual se aplican cambios en un sistema de software de
forma tal que no altere el comportamiento externo del co´digo, mejorando su
estructura interna” [21].
Esta definicio´n, que no deja de ser muy abierta, plantea una serie de cues-
tiones: ¿En que´ consiste el comportamiento externo del software? ¿El a´rea
de aplicabilidad de la refactorizacio´n esta´ restringida u´nicamente a software
reusable? ¿Puede extenderse este concepto a otros productos del proceso de
15
desarrollo, o es solamente aplicable a co´digo fuente? ¿En que´ consiste la es-
tructura interna? ¿Cua´ndo, do´nde, por que´ refactorizar?
2.3.1. El Comportamiento Externo
Dentro de la definicio´n de refactorizacio´n, existe un concepto en el cual
hay que detenerse un segundo: la idea de la preservacio´n del comportamiento
externo del software. Por definicio´n el proceso de refactorizacio´n de co´digo
fuente debe preservar el comportamiento del software. Pero ¿que´ se entiende
por comportamiento? En la bibliograf´ıa no se encuentra una definicio´n exac-
ta sobre que´ es el comportamiento externo del software. En su tesis Opdyke
[44], sostiene que el conjunto de entrada y el conjunto de salida deben ser
los mismos antes y despue´s de aplicar el proceso de refactorizacio´n. Si bien
en la definicio´n de Opdyke los conjuntos de entrada y salida se conservan,
Mens y Tourwe´ [39] agregan que ver la conservacio´n del comportamiento so´lo
desde el punto de vista de las entradas/salidas es exiguo, pues existen otros
aspectos dependiendo del dominio que hay que tener en cuenta. Este u´lti-
mo enfoque permite ampliar la definicio´n de comportamiento que debe ser o
no preservado, dependiendo del dominio e incluso a veces dependiendo de las
necesidades del usuario. Mens y Tourwe´ proponen tipos distintos de dominios:
Software de tiempo real, en el cual los procesos de refactoring deben
preservar las restricciones temporales. El tiempo es un factor que forma
parte del comportamiento externo en este caso.
Software embebido, el consumo de memoria en este caso forma parte
del comportamiento a preservar en aplicaciones pertenecientes a este
dominio.
Existen adema´s otros dominios en los cuales se pueden definir otros as-
pectos que hacen al comportamiento externo. En las aplicaciones web, el
contenido puede pasar a formar parte del comportamiento externo o como
se especifica en [43] el conjunto de nodos y los links de navegacio´n entre los
nodos y el conjunto de operaciones disponibles para el usuario y la sema´ntica
de cada operacio´n, pueden ser considerados comportamiento externo, desde
el punto de vista de la refactorizacio´n.
A pesar de los intentos de formalizacio´n, no existe una definicio´n formal
de lo que es considerado comportamiento externo del software.
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2.3.2. Caracter´ısticas Internas y Externas del Software
Otro punto destacable aportado por el trabajo de [39] es el efecto de los
procesos de refactorizacio´n sobre la calidad del software. El software posee ca-
racter´ısticas que se manifiestan en forma externa y otras que son propias de la
estructura interna del mismo, definidas como caracter´ısticas internas. En las
primeras encontramos conceptos como robustez, extensibilidad, performan-
ce, reusabilidad, etc. Entre las caracter´ısticas internas nos encontramos con
los conceptos de comprensibilidad, legibilidad, correctitud, redundancia, etc.
Los procesos de refactorizacio´n pueden afectar a las caracter´ısticas internas:
al aplicar reduccio´n de co´digo redundante, al aplicar cambios de nombres de
me´todos o variables. Pero tambie´n pueden afectar a factores o caracter´ısticas
externas que hacen a la calidad del software, por ejemplo la performance. Si
bien se cree que la refactorizacio´n de co´digo fuente afecta negativamente en
cuanto a la performance [21], existen estudios que demuestran lo contrario.
Refactorizaciones tendientes a reemplazar intrucciones if con polimorfismo
mejoran la performance de la aplicacio´n gracias a las optimizaciones que ha-
cen los compiladores actuales [39].
2.3.3. Un Ejemplo de Refactorizacio´n
E´ste es un ejemplo muy ba´sico. Es un programa para calcular el valor total
de una compra en un negocio de computacio´n. A partir de que el programa
sabe que´ art´ıculos se compraron para ser facturados, se calcula importe total
de la factura. Existen tres tipos de art´ıculos: los que son tipificados como soft-
ware, los art´ıculos de hardware y otros, que no entran en ninguna de las dos
categor´ıas anteriores. Adema´s de calcular el costo de los art´ıculos teniendo
en cuenta si existen impuestos que regulen la operacio´n, en este caso el IVA,
se calculan una serie de bonificaciones segu´n el tipo de art´ıculo comprado.
El diagrama de clases (figura 2.1):
A continuacio´n se lista el co´digo fuente de cada clase en C#
La clase Producto
Representa a un producto que es vendido en la tienda.
class Producto {
public const int SOFTWARE=1;
public const int HARDWARE=2;
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Figura 2.1: Diagrama de clases
public const int NOAPLICA=0;
private string _nombre;
private float _precio;
private int _tipo;
public Producto( string nombre, float precio, int tipo ) {
_nombre = nombre;
_precio = precio;
_tipo = tipo;
}
public string Nombre
{
get { return _nombre;}
set { _nombre = value; }
}
public float Precio {
get { return _precio; }
set { _precio = value; }
}
public int Tipo {
get { return _tipo; }
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set { _tipo = value; }
}
}
La clase Compra
Representa la compra de un producto
class Compra {
private Producto _producto;
private int _cantidad;
public Compra( Producto producto, int cantidad) {
_producto = producto;
_cantidad = cantidad;
}
public Producto Producto {
get { return _producto; }
set { _producto = value; }
}
private int Cantidad {
get { return _cantidad; }
set { _cantidad = value; }
}
}
La clase Factura
Representa el importe a pagar por todas las compras realizadas: esta cla-
se es la que se encarga de determinar el valor a pagar de todas las compras
realizadas.
Esta clase posee un me´todo llamado facturar() que es el encargado de calcular
el valor total y estado de cuenta de la factura, aplicar el impuesto correspon-
diente y adema´s calcular puntos por las compras realizadas. Ver diagrama de
secuencia figura 2.2
class Factura {
private List<Compra> _compras;
private string _numero;
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Figura 2.2: Diagrama de secuencia de me´todo facturar()
public Factura(string numero) {
_numero = numero;
_compras = new List<Compra>();
}
public void AgregarItem(Compra item) {
_compras.Add(item);
}
public String Numero {
get { return _numero; }
set { _numero = value; }
}
public string Facturar() {
double totalFactura;
IEnumerator it = _compras.GetEnumerator();
int puntaje = 0;
int ticket = "";
totalFactura = 0;
while (it.MoveNext) {
double valorCompra = 0;
Compra compra = it.Current;
//Calcular el valor de una compra de la factura
switch (compra.Producto.Tipo){
case Producto.HARDWARE:
valorCompra = compra.Producto.Precio * 10.5;
break;
case Producto.SOFTWARE:
valorCompra = compra.Producto.Precio * 21;
break;
case Producto.NOAPLICA:
valorCompra = compra.Producto.Precio;
break;
}
// calcular bonificacion
puntaje++;
if (compra.Producto.Tipo() == Producto.HARDWARE && compra.Cantidad >1 ) puntaje++;
// Calcular el valor Total de la factura
totalFactura += valorCompra;
// imprimir
ticket= "\t" + compra.Producto.Nombre + "\t" + compra.Cantidad +"\t" +valorCompra + "\n";
}
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// Totalizar
ticket = "El total de su compra es :" + totalFactura.ToString() + "\n";
ticket = "Su puntaje acumunlado en esta compra es: " + puntaje + "\n";
}
}
El co´digo fuente que se encuentra en el me´todo facturar, sin dudas tiene
algunos problemas, si quisiera ser visto desde la programacio´n orientada a
objetos. La escasa posibilidad de reutilizacio´n por ejemplo, habr´ıa que pensar
que´ suceder´ıa si las reglas de ca´lculo de los impuestos como el IVA variaran;
se deber´ıa reescribir completamente el me´todo. Otro cambio al que podr´ıa
estar sujeta la aplicacio´n podr´ıa ser la variacio´n en la clasificacio´n de los tipos
de productos.
Antes de producir alguna transformacio´n al co´digo fuente de esta aplica-
cio´n, hay que tener en cuenta que la refactorizacio´n, por definicio´n, no debe
introducir ningu´n cambio en el comportamiento externo de la aplicacio´n. Por
ende hay que estar seguro de que esto no suceda, la forma de asegurarnos
esto, es precisamente haciendo un muy buen conjunto de test de unidad para
esta porcio´n de co´digo fuente [21].
Teniendo en cuenta las secciones anteriores, lo primero que salta a la vista
en estas tres clases es la extensio´n del me´todo facturar(). Existe una refactori-
zacio´n propuesta en este caso en [21] que es llamada “extraccio´n de me´todo”
(extract method), que consiste ba´sicamente en dividir un me´todo muy ex-
tenso en dos ma´s pequen˜os, con el objetivo de hacer ma´s manejable el co´digo
fuente. Es un hecho comprobable, que es ma´s fa´cil de seguir y comprender
un me´todo que entre en las 24 filas de un monitor que, aquel que ocupe ma´s
l´ıneas y haga que sea necesario scroll para poder hacer el seguimiento.
En el caso de facturar() el fragmento de co´digo en el cual es factible una
divisio´n o extraccio´n de un nuevo me´todo independiente se encuentra en :
public string Facturar() {
double totalFactura;
IEnumerator it = _compras.GetEnumerator();
int puntaje = 0;
int ticket = "";
totalFactura = 0;
while (it.MoveNext) {
double valorCompra = 0;
Compra compra = it.Current;
//Calcular el valor de una compra de la factura
switch (compra.Producto.Tipo){
case Producto.HARDWARE:
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valorCompra = compra.Producto.Precio * 10.5;
break;
case Producto.SOFTWARE:
valorCompra = compra.Producto.Precio * 21;
break;
case Producto.NOAPLICA:
valorCompra = compra.Producto.Precio;
break;
}
// calcular bonifica
puntaje++;
if (compra.Producto.Tipo() == Producto.HARDWARE && compra.Cantidad >1 ) puntaje++;
// Calcular el valor Total de la factura
totalFactura += valorCompra;
// imprimir
ticket= "\t" + compra.Producto.Nombre + "\t" + compra.Cantidad +"\t" +valorCompra + "\n";
}
// Totalizar
ticket = "El total de su compra es :" + totalFactura.ToString() + "\n";
ticket = "Su puntaje acumulado en esta compra es: " + puntaje + "\n";
}
Este nuevo me´todo podr´ıa llamarse CalcularCompra(compra), quedando el
nuevo fragmento de co´digo as´ı :
public string Facturar() {
double totalFactura;
IEnumerator it = _compras.GetEnumerator();
int puntaje = 0;
int ticket = "";
totalFactura = 0;
while (it.MoveNext) {
double valorCompra = 0;
Compra compra = it.Current;
//Calcular el valor de una compra de la factura
valorCompra =CalcularCompra(compra);
// calcular bonifica
puntaje++;
if (compra.Producto.Tipo() == Producto.HARDWARE && compra.Cantidad >1 ) puntaje++;
// Calcular el valor Total de la factura
totalFactura += valorCompra;
// imprimir
ticket= "\t" + compra.Producto.Nombre + "\t" + compra.Cantidad +"\t" +valorCompra + "\n";
}
// Totalizar
ticket = "El total de su compra es :" + totalFactura.ToString() + "\n";
ticket = "Su puntaje acumunlado en esta compra es: " + puntaje + "\n";
}
private double CalcularCompra(Compra Item) {
double valor = 0;
switch (item.Producto.Tipo) {
case Producto.HARDWARE:
valor = item.Producto.Precio * 10.5;
break;
case Producto.SOFTWARE:
valor = item.Producto.Precio * 21;
break;
case Producto.NOAPLICA:
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valor = item.Producto.Precio;
break;
}
return valor;
}
Luego de producido el cambio, el siguiente paso es correr los tests para el
nuevo fragmento de co´digo y verificar que todos los tests resulten favorables.
Una vez hecho esto se puede observar como al reducir en taman˜o el me´todo,
un cambio casi cosme´tico, se ha favorecido el co´digo fuente en varios factores:
Comprensibilidad: el co´digo fuente ha quedado ma´s fa´cil de compren-
der.
Complejidad: el co´digo fuente ha quedado menos complejo. Se acota la
responsabilidad del me´todo facturar.
Legibilidad: el co´digo fuente es ahora legible.
Mantenibilidad: el co´digo fuente es ma´s fa´cil de mantener. Supongamos
un cambio en la forma de ca´lculo de la facturacio´n, e´sta ha quedado
aislada del resto de la funcionalidad de la clase en el me´todo Calcular-
Compra().
Si bien este cambio ha aportado mejoras desde el punto de vista de la
estructura interna del co´digo fuente, y adema´s se ha validado que el com-
portamiento externo del mismo no ha cambiado (testing) es innegable que se
podr´ıa mejorar aun ma´s esta estructura interna.
Si leemos ma´s detenidamente el co´digo resultante veremos que en Calcu-
larCompra() no se esta´ utilizando ningu´n dato que pertenece a la factura,
por ende se puede llegar a la conclusio´n que el me´todo CalcularCompra()
esta´ en el objeto equivocado, pues deber´ıa pertenecer a la clase Compra. He
aqu´ı la posibilidad de aplicar otra refactorizacio´n propuesta tambie´n en [21]
llamada ”Mover Me´todo”que consiste en mover un me´todo de una clase a
otra. En este caso se deber´ıa mover CalcularCompra() de la clase Factura a
la clase Compra.
class Compra {
private Producto _producto;
private int _cantidad;
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public Compra (Producto producto, int cantidad) {
_producto = producto;
_cantidad = cantidad;
}
private double CalcularCompra() {
double valor = 0;
switch (_producto.Tipo) {
case Producto.HARDWARE:
valor = _producto.Precio * 10.5;
break;
case Producto.SOFTWARE:
valor = _productoPrecio * 21;
break;
case Producto.NOAPLICA:
valor = _productoPrecio;
break;
}
return valor;
}
}
Tras haber aplicado este cambio, que desde el punto de la programacio´n
orientada a objetos es ma´s lo´gico que el me´todo CalcularCompra pertenezca
a la clase Compra que a la clase Factura. Otra vez se han aplicado cambios
internos que no modifican el comportamiento externo, pero aportan a la es-
tructura del co´digo fuente mejoras sustanciales.
Ha resultado impresindible poder agrupar esta serie de cambios o refacto-
rizaciones para tenerlas en cuenta cuando sean necesarias. En su libro Martin
Fowler [21] ha proporcionado un cata´logo de ma´s de 90 refactorizaciones. A
continuacio´n se listan (http://www.refactoring.com/catalog/):
1. Add Parameter
2. Change Bidirectional Association to Unidirectional
3. Change Reference to Value
4. Change Unidirectional Association to Bidirectional
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5. Change Value to Reference
6. Collapse Hierarchy
7. Consolidate Conditional Expression
8. Consolidate Duplicate Conditional Fragments
9. Convert Dynamic to Static Construction
10. Convert Static to Dynamic Construction
11. Decompose Conditional
12. Duplicate Observed Data
13. Eliminate Inter-Entity Bean Communication
14. Encapsulate Collection
15. Encapsulate Downcast
16. Encapsulate Field
17. Extract Class
18. Extract Interface
19. Extract Method
20. Extract Package by Gerard M. Davison
21. Extract Subclass
22. Extract Superclass
23. Form Template Method
24. Hide Delegate
25. Hide Method
26. Hide presentation tier-specific details from the business tier
27. Inline Class
28. Inline Method
29. Inline Temp
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30. Introduce A Controller
31. Introduce Assertion
32. Introduce Business Delegate
33. Introduce Explaining Variable
34. Introduce Foreign Method
35. Introduce Local Extension
36. Introduce Null Object
37. Introduce Parameter Object
38. Introduce Synchronizer Token
39. Localize Disparate Logic
40. Merge Session Beans
41. Move Business Logic to Session
42. Move Class by Gerard M. Davison
43. Move Field
44. Move Method
45. Parameterize Method
46. Preserve Whole Object
47. Pull Up Constructor Body
48. Pull Up Field
49. Pull Up Method
50. Push Down Field
51. Push Down Method
52. Reduce Scope of Variable by Mats Henricson
53. Refactor Architecture by Tiers
54. Remove Assignments to Parameters
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55. Remove Control Flag
56. Remove Double Negative by Ashley Frieze and Martin Fowler
57. Remove Middle Man
58. Remove Parameter
59. Remove Setting Method
60. Rename Method
61. Replace Array with Object
62. Replace Assignment with Initialization by Mats Henricson
63. Replace Conditional with Polymorphism
64. Replace Conditional with Visitor by Ivan Mitrovic
65. Replace Constructor with Factory Method
66. Replace Data Value with Object
67. Replace Delegation with Inheritance
68. Replace Error Code with Exception
69. Replace Exception with Test
70. Replace Inheritance with Delegation
71. Replace Iteration with Recursion by Dave Whipp
72. Replace Magic Number with Symbolic Constant
73. Replace Method with Method Object
74. Replace Nested Conditional with Guard Clauses
75. Replace Parameter with Explicit Methods
76. Replace Parameter with Method
77. Replace Record with Data Class
78. Replace Recursion with Iteration by Ivan Mitrovic
79. Replace Static Variable with Parameter by Marian Vittek
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80. Replace Subclass with Fields
81. Replace Temp with Query
82. Replace Type Code with Class
83. Replace Type Code with State/Strategy
84. Replace Type Code with Subclasses
85. Reverse Conditional by Bill Murphy and Martin Fowler
86. Self Encapsulate Field
87. Separate Data Access Code
88. Separate Query from Modifier
89. Split Loop by Martin Fowler
90. Split Temporary Variable
91. Substitute Algorithm
92. Use a Connection Pool
93. Wrap entities with session
Fowler [21] considera que erro´neamente puede llegarse a la conclusio´n,
que refactorizar es aplicar pequen˜os cambios al co´digo fuente variando im-
perceptiblemente o no el comportamiento externo del mismo. Solamente los
cambios que hacen que el software sea ma´s fa´cil de entender son considerados
para el autor, como refactorizacio´n.
2.3.4. Otro Ejemplo Menos Trivial
El ejemplo que se presenta a continuacio´n, es menos trivial que el ante-
rior. E´ste sirve para ver como mediante la refactorizacio´n de co´digo fuente
se puede adema´s introducir por ejemplo patrones de disen˜o dentro de una
aplicacio´n ya escrita y funcionando. En el caso que a continuacio´n se presenta
una clase Empleado es refinada mediante herencia en tres subclases: Admi-
nistrativo, Supervisor y Gerente. Cada una de ellas tiene que realizar ciertos
ca´lculos en el momento de la liquidacio´n de haberes y de las vacaciones, estos
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ca´lculos var´ıan segu´n el tipo de empleado, por ende, los me´todos Liquidar-
Sueldo y LiquidarVacaciones de estas clases son distintos en cada caso. La
clase Empleado adema´s posee dos clases de soporte que son LiquidadorSuel-
do y LiquidadorVacaciones, que como su nombre lo indica, son responsables
de calcular el sueldo y las vacaciones de un empleado .
Figura 2.3: Diagrama inicial de clases
Este disen˜o no es o´ptimo, pues diferente funcionalidad de la clase emplea-
do esta´ diseminada a lo largo de las clases hijas. Llegado el caso de necesitar
agregar nueva funcionalidad a la clase Empleado, se deber´ıan realizar cam-
bios a lo largo de todas las subclases, adema´s se necesitar´ıa una clase de
soporte para realizar la nueva funcionalidad. Este tipo de evolucio´n incre-
menta adema´s la complejidad y reduce la comprensibilidad del disen˜o [39].
Es posible evitar este inconveniente aplicando refactorizacio´n al disen˜o del
sistema, esto podr´ıa lograrse introduciendo un patro´n de disen˜o gof: Visitor
[22] el cual mantendr´ıa la funcionalidad cohesionada en la clase Empleado.
¿Cuales ser´ıan los pasos a seguir para lograr transformar el disen˜o existen-
te? Para ello se debera´n aplicar algunas de las refactorizaciones propuestas
por Fowler:
1. Mover el me´todo LiquidarSueldo() de las subclases de Empleado a la
clase LiquidadorSueldo, aplicando Move Method.
2. Renombrar el me´todo LiquidarSueldo() movido en 1 con un nuevo nom-
bre (visitar), usando Rename Method.
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Figura 2.4: Diagrama de clases refactorizado
3. Mover el me´todo LiquidarVacaciones() de las tres subclases de Em-
pleado a la clase LiquidadorVacaciones, aplicando tambie´n en este caso
Move Method.
4. Renombrar el me´todo LiquidarVacaciones() movido en 1 con un nuevo
nombre (visitar), usando Rename Method.
5. Introducir una nueva clase abstracta llamada Visitador, como super-
clase de LiquidadorSueldo y LiquidadorVacaciones, aplicando la refac-
torizacio´n Add Class.
6. Agregar tres nuevos me´todos abstractos llamados VisitarAdministra-
tivo(), VisitarSupervisor() y VisitarGerente() aplicando la refactoriza-
cio´n llamada Add Method.
7. Agregar un nuevo me´todo llamado Aceptar() en la clase Empleado,
aplicando Add Method.
Haciendo una combinacio´n de las refactorizaciones de la lista de Fowler
se puede lograr introducir un patro´n gof a un disen˜o ya existente [28]. Esta
herramienta se torna de fundamental importancia en las tareas de manteni-
miento de sistemas heredados (Legacy Systems), dado que permite mediante
la utilizacio´n compuesta de refactorizaciones obtener un disen˜o mejorado
de aplicaciones que se encuentran corriendo en ambientes de produccio´n;
adema´s, gracias a la definicio´n de refactorizacio´n se puede asegurar que el
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comportamiento externo de la misma no var´ıe. Asimismo, es posible extraer
otras refactorizaciones a partir de un conjunto primitivo si se toman, por
ejemplo, los pasos 1 al 7 se podr´ıa componer una refactorizacio´n llamada
MoveMethodsToVisitor [28][39][44]. En el libro Refactoring to Patterns [28]
se puede encontrar una lista propuesta de composiciones de refactorizaciones
que logran arribar a la mejora del disen˜o introduciendo patrones gof:
Chain Constructors
Compose Method
Encapsulate Classes with Factory
Encapsulate Composite with Builder
Extract Adapter
Extract Composite
Extract Parameter
Form Template Method
Inline Singleton
Introduce Null Object
Introduce Polymorphic Creation With Factory Method
Limit Instantiation with Singleton
Move Accumulation to Collecting Parameter
Move Accumulation to Visitor
Move Creation Knowledge to Factory
Move Embellishment to Decorator
Replace Conditional Dispatcher with Command
Replace Conditional Logic with Strategy
Replace Constructors with Creation Methods
Replace Hard-Coded Notifications with Observer
Replace Implicit Language with Interpreter
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Replace Implicit Tree with Composite
Replace One/Many Distinction/s with Composite
Replace State-Altering Conditionals with State
Replace Type Code with Class
Unify Interfaces with Adapter
Unify Interfaces
Algunos de ellos son autodescriptivos, por ejemplo, Replace Implicit Tree
with Composite, permite reemplazar una estructura claramente similar a la
de un a´rbol por el patro´n Composite. Otro ejemplo interesante de observar
es co´mo sustituir co´digo enmaran˜ado que var´ıa segu´n estados por el patro´n
State, o extraer un me´todo de ca´lculo con Strategy(figura 2.5).
Figura 2.5: Refactorizacio´n de me´todo de ca´lculo aplicando Strategy
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Cap´ıtulo 3
Herramientas de
Refactorizacio´n
Durante sus dieciocho an˜os de vida el concepto de refactorizacio´n se ha
extendido ma´s alla´ del a´mbito para el cual fue creado (OOP). Su a´rea de
aplicabilidad se ha extendido a tal punto que se puede encontrar el concepto
de refactoring utilizado en muchas a´reas de la ingenier´ıa de software. Dada su
utilidad como herramienta en la etapa de mantenimiento se han desarrollado
herramientas automatizadas para un gran nu´mero de lenguajes de progra-
macio´n, as´ı como tambie´n para distintos tipos de artefactos que se generan
a lo largo del proceso de desarrollo de software.
3.1. Entornos Integrados de Desarrollo
En la actualidad, la mayor´ıa de los sistemas integrados de desarrollo,
comu´nmente llamados IDEs, poseen opciones automatizadas para realizar
refactorizaciones. Estas utilidades esta´n disponibles para los programado-
res como opciones de menu´. Estas herramientas asisten al programador en
el proceso de refactorizacio´n y favorecen la escritura de buen co´digo fuente
brindando la posibilidad de refactorizar en el mismo momento en el cual el
co´digo fuente es escrito. Ejemplos de estos productos se encuentran en entor-
nos como Eclipse, Visual Estudio .Net, net.Beans, etc. Todos ellos proporcio-
nan opciones para aplicar te´cnicas de refactorizacio´n (Figura 3.1, Figura 3.2).
A partir de que esta te´cnica se introdujo en el proceso de desarrollo de
software ha surgido una gran cantidad de herramientas automatizadas para
ser aplicadas algunas como plug-in de entornos de programacio´n y otras como
refactoring browsers.
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Figura 3.1: Microsoft Visual Studio
3.2. Herramientas Comerciales
A continuacio´n se detalla una lista de las herramientas comerciales exis-
tentes en la actualidad para distintos lenguajes de programacio´n:
3.2.1. Smalltalk
Smalltalk Refactoring Browser
Esta herramienta se desarrollo´ para VisualWorks, VisualWorks/ENVY,
y IBM Smalltalk. Incluye las caracter´ısticas del entorno de ventanas
esta´ndar de Smalltalk adema´s con te´cnicas de refactorizacio´n.
(http://st-www.cs.uiuc.edu/users/brant/Refactory/RefactoringBrowser.html).
3.2.2. Java
InteliJ Idea IDE que es capaz de aplicar algunas te´cnicas de refac-
toring como: renombrar, extraer me´todos, introducir variables, etc.
(http://www.jetbrains.com/idea/index.html)
JFactor
Es en realidad una familia de productos que provee herramientas pa-
ra aplicar te´cnicas de refactorizacio´n. E´ste es capaz de integrarse al
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Figura 3.2: Eclipse
entorno de desarrollo VisualAge. Este producto permite aplicar las si-
guientes refactorizaciones: extract method, rename method variables,
introduce explaining variable, inline temp, replace magic number with
symbolic constant, inline method, rename method, safe delete method,
pull up method, push down method, introduce foreign method, rename
field, pull up field, push down field, encapsulate field, extract super-
class, extract interface.
(http://old.instantiations.com/jfactor/default.htm)
XRefactory
Es una herramienta de desarrollo de software para C y Java que propor-
ciona la posibilidad de aplicar te´cnicas de refactorizacio´n. Una de sus
notables caracter´ısticas es que este producto es un plug-in para Emacs.
Adema´s soporta otros lenguajes de programacio´n como C (figura 3.3).
Otra caracter´ıstica de este producto es que sus creadores afirman que
ha sido desarrollado para trabajar en proyectos de gran envergadura,
proyectos con millones de l´ıneas de co´digo fuente.
Este producto permite aplicar: extraccio´n y renombramiento de paque-
tes, clases, para´metros, variables, insercio´n, borrado y movimiento de
para´metros, atributos y me´todos; pushing down y pulling up atributos
y me´todos; encapsulamiento de atributos, entre otros.
(http://www.xref.sk/xrefactory/main.html)
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Figura 3.3: XRefactory
JBuilder
Es un entorno integrado de desarrollo para java que adema´s permi-
te aplicar te´cnicas de refactorizacio´n. El software fue creado en 1995.
La versio´n 2006 (Borland JBuilder 2006) tiene 3 ediciones: Enterprise
(para aplicaciones J2EE, Web Services y Struts), Developer (para el
desarrollo completo de aplicaciones Java) y Foundation (con capacida-
des ba´sicas para iniciarse en el desarrollo de aplicaciones Java y por el
momento es gratuito).
RefactorIt
Es una herramienta para desarrolladores Java, que posee la habilidad
de aplicar 30 te´cnicas distintas de refactorizacio´n de co´digo fuente.
Adema´s proporciona un analizador gra´fico de dependencias y ma´s de
100 me´tricas para medir calidad del software. Puede ser utilizado como
herramienta stand alone o integrada como plug-in a Eclipse, NetBean
y Jbuilder.
(http://freshmeat.net/projects/refactorit/)
JRefactory
Chris Seguin ha desarrollado este software durante el per´ıodo 1999-
2002, llego´ a la versio´n 2.6.40. Desde entonces, Mike Atkinson se ha
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hecho cargo llegando a liberar la versio´n 2.8 en octubre de 2003 con me-
joras importantes. El software es gratuito y se proporciona “tal cual”.
IDEs soportados por la herramienta
• jEdit (4.1final and 4.2pre11).
• Netbeans (3.6) - parcialmente soportado.
• JBuilder X - parcialmente soportado.
• Ant (1.5.4) - solamente pretty printing.
• Tambie´n funciona como herramienta stand alone.
La pro´xima versio´n soportara´ ma´s IDEs y con un mayor nivel de inte-
gracio´n para los siguientes IDEs: Eclipse, InteliJ y Emacs JDE.
Caracter´ısticas:
JRefactory permite aplicar las siguientes refactorizaciones: Move class
between packages (repackage), Rename class, Add abstract parent class,
Add child class, Remove empty class, Extract interface, Push up field,
Push down field, Rename Field, Push up method, Push up abstract
method, Push down method, Move method, Extract method, Rename
Parameter.
Se presenta como aplicacio´n de l´ınea de comando, stand alone y como
plug-in para Jedit, Jbuilder, NetBeans y Elixir.
(http://jrefactory.sourceforge.net/)
Transmogrify
El propo´sito principal de esta aplicacio´n es la de refactorizar co´digo
fuente, pudiendo e´sta aplicar:
• Rename Symbol Extract Method
• Replace Temp With Query
• Inline Temp
• Pull up field
El producto se utiliza como plug-in de Jbuilder y Forte4Java. El meca-
nismo de funcionamiento consiste en parsear los archivos de un proyecto
y a partir de la generacio´n de una ventana con todo el co´digo fuente,
basta con posicionarse en el s´ımbolo en el cual se desea aplicar alguna
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refactorizacio´n y seleccionar la misma en el menu´ de la herramienta. El
producto analiza el co´digo fuente, selecciona y valida si la refactoriza-
cio´n seleccionada es aplicable. De no serlo muestra un dia´logo de error.
En el caso que sea aplicable se realiza el cambio y se realiza copia de
seguridad de los fuentes.
(http://transmogrify.sourceforge.net/ )
JavaRefactor
Este producto es un plug-in para Jedit. Permite aplicar refactorizacio´n
basado en un cata´logo de refactorizaciones para Java. Con este pro-
ducto se puede renombrar clases, atributos, me´todos y paquetes; hacer
PushDown y PullUp de me´todos y atributos a trave´s de una jerarqu´ıa
de clases. Otras refactorizaciones sera´n incluidas en futuras versiones
segu´n sus creadores.
(http://plugins.jedit.org/plugins/?JavaRefactor)
CodeGuide
Este producto es un entorno integrado de desarrollo para Java que
ofrece la posibilidad de aplicar refactoring al co´digo fuente Java escrito
con esta herramienta.
(http://www.omnicore.com/en/)
CloneDR
Este producto detecta y elimina co´digo fuente duplicado en aplicacio-
nes de gran envergadura. Segu´n sus creadores, se repite entre el 10 -
25% del co´digo fuente escrito en aplicaciones con un gran nu´mero de
l´ıneas de co´digo. Esta herramienta permite detectar esta redundancia
y modificar el mismo para reducir las repeticiones (figura 3.4).
3.2.3. .NET
C# Refactory
Esta es una herramienta para aplicar refactorizacio´n al entorno de pro-
gramacio´n de Visual Studio .Net como un plug-in. El ca´talogo de refac-
torizaciones que proporciona es reducido: extract method, decompose
conditional, extract variable, introduce explaining variable, extract su-
perclass, extract interface, copy class, push up members, rename type,
rename member, rename parameter, rename local variable.
(http://www.xtreme-simplicity.net/CSharpRefactory.html)
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Figura 3.4: CloneDR
Refactor! - Ver descripcio´n en el apartado de Visual Basic
Visual Assist X
Esta herramienta es un plug-in para Visual Studio. Permite realizar
las siguientes refactorizaciones: Rename, Extract Method, Encapsulate
Field, Change Signatura, Move Implementation to Source File, Add
Member, Add Similar Member, Document Method, Create Declaration,
Create Implementation. (http://www.wholetomato.com/)
JustCode!
Herramienta que agrega ma´s refactorizaciones a las que vienen por
defecto en Visual Studio .Net. Es distribuida como plug-in. Soporta
refactorizaciones para C#, Visual Basic.net y ASP.net.
(http://www.omnicore.com/en/justcodefeatures.htm)
3.2.4. C/C++
SlickEdit
Editor multi-lenguaje y multi-plataforma, dentro de sus caracter´ısticas
proporciona la posibilidad de la aplicacio´n de refactorizaciones al co´digo
fuente escrito con esta herramienta.
(http://www.slickedit.com/)
Ref++
Plug-in para Visual Estudio .net que proporciona caracter´ısticas de
refactorizacio´n para C++.
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XRefactory - ver descripcio´n en el apartado de Java
3.2.5. Visual Basic
Refactor!
Refactor! para Visual Basic es una herramienta en formato de plug-in,
que permite a los programadores aplicar refactorizaciones a co´digo fuen-
te escrito para este lenguaje. Segu´n sus creadores es capaz de aplicar
30 refactorizaciones. El producto es para Visual Basic .net no aplicable
a Visual Basic 6.
Existe una versio´n gratuita del producto que permite aplicar las si-
guientes refactorizaciones al co´digo fuente: reorder parameters, extract
method, extract property, create overload, encapsulate field, reverse
conditional, simplify expression, introduce local, introduce constant,
inline temp, replace temp with query, split temporary variable, move
initialization to declaration, split initialization from declaration, move
declaration near reference (figura 3.5).
Figura 3.5: Refactor!
(http://msdn.microsoft.com/es-es/vbasic/ms789083.aspx)
Aivosto Project Analyzer
Esta aplicacio´n, segu´n sus creadores, es un revisor de co´digo y una
herramienta para analizar la calidad del co´digo fuente. Unas de las
caracter´ısticas de la misma es que realiza un ana´lisis de impacto antes
de realizar algu´n cambio al co´digo fuente de la aplicacio´n (figura 3.6).
(http://www.aivosto.com/project/project.html)
3.2.6. Delphi
ModelMaker
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Figura 3.6: Aivosto Project Analizer
Esta herramienta permite aplicar te´cnicas de refactorizacio´n a progra-
mas pascal o delphi. Permite realizar refactorizaciones como por ejem-
plo: Extract Method, Extract Class / Interface, Rename Parameter
etc.
3.2.7. Erlang
Erlang es un lenguaje disen˜ado por Ericsson, esta´ orientado a la pro-
gramacio´n concurrente. En su origen fue creado para construir aplicaciones
distribuidas, tolerantes a fallas, soft-real-time y de funcionamiento continuo.
Esta´ considerado como lenguaje funcional.
Wrangler
Es una herramienta de refactorizacio´n construida para Erlang, que per-
mite aplicar refactorizaciones al co´digo Erlang en forma interactiva.
Aun se encuentra en su fase de prototipo. Esta herramienta no es co-
mercial.
(http://www.cs.kent.ac.uk/projects/forse/wrangler/doc/overview-summary.html)
3.2.8. Haskell
Hare [33]
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Es un prototipo de herramienta para refactorizar programas escritos
en Haskell. Hare permite realizar refactorizaciones ba´sicas como rena-
me, delete, promote level, etc. La aplicacio´n corre una interfaz gra´fica
amigable.
3.2.9. Resumen
Puede verse co´mo en los u´ltimos an˜os se ha incrementado la cantidad
de herramientas de desarrollo que facilitan la aplicacio´n de refactorizacio´n
de co´digo fuente. Ba´sicamente existen tres variantes. La primera como plug-
in adosable a un entorno de desarrollo. La segunda formando parte de un
entorno integrado de desarrollo (IDE). La tercera, como una aplicacio´n stand-
alone. Las dos primeras variantes son las ma´s encontradas. Cabe destacar que
si bien la cantidad de herramientas de refactorizacio´n son numerosas, esta
te´cnica es muy reciente y es de esperar que las herramientas evolucionen en
un nu´mero aun mayor.
3.3. Otras Aplicaciones de Refactoring
3.3.1. Refactorizacio´n de Modelos
Desde el punto de vista de la investigacio´n acade´mica, la refactorizacio´n de
modelos es un a´rea que aun esta´ poco desarrollada. Existen muchas preguntas
que poseen una respuesta abierta en este a´mbito de investigacio´n. Desde un
a´ngulo pragma´tico no son muchas las herramientas automa´ticas capaces de
aplicar refactorizacio´n a modelos. Uno de los problemas fundamentales es que
la refactorizacio´n de modelos es un proceso que dista mucho de ser trivial. Se
ha de tener en cuenta que un modelo construido consta de distintas vistas que
a su vez usan distintas notaciones (diagramas de clases, diagramas de estados,
diagramas de interaccio´n, etc). Un ejercicio interesante para hacer es suponer
que parte de este modelo es refactorizado. Una de las tareas a cumplir es la de
mantener el modelo consistente, resincronizando todas las vistas por ejemplo,
adema´s de mantener consistente los cambios que pueden haberse producido
dentro del co´digo fuente de la aplicacio´n [38]. E´sta es so´lo una parte del
complejo proceso que se requiere en la refactorizacio´n de modelos. Desde el
punto de vista de la refactorizacio´n, los modelos UML son aquellos candidatos
ma´s apetecibles para ser refactorizados. Cabe destacar que existen varios
trabajos realizados en esta direccio´n. Desde la perspectiva de los modelos de
comportamiento, no es sencillo poder probar que los cambios ejercidos por
una refactorizacio´n preservan el comportamiento del modelo. Existen pocos
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trabajos hechos sobre refactorizacio´n de diagramas de estados, por ejemplo.
3.3.2. Refactorizacio´n y la Web
Otra a´rea de investigacio´n en la cual se esta´ introduciendo la refactori-
zacio´n es la de las aplicaciones web. Si bien es complejo poder encuadrar
la definicio´n de refactorizacio´n dentro de este modelo de aplicaciones, en el
cual el comportamiento externo es un factor que trae controversias por ser
inherente a la aplicacio´n. Existen trabajos como [50] [52] [43] en los cuales se
introduce la refactorizacio´n aplicada al modelo como herramienta de mejora
de la aplicacio´n web.
3.3.3. Refactorizacio´n de Programas Orientados a As-
pectos
A medida que la refactorizacio´n como te´cnica para mejorar el co´digo fuen-
te fue evolucionando, tambie´n se desplazo´ del a´rea de aplicacio´n original a tal
punto que se extendio´ a otras a´reas de la programacio´n orientada a objetos,
como la programacio´n orientada a aspectos. En [27] se propone un enfoque
sistema´tico para aplicar refactoring a la programacio´n orientada a aspectos.
Asimismo se investiga el impacto de las refactorizaciones que propone Fo-
wler [21] en los programas orientados a aspectos. En [54] adema´s de explorar
el conjunto de transformaciones propuestas por [44] se introducen nuevas
refactorizaciones que aplican exclusivamente a la programacio´n orientada a
aspectos. Trabajos como el de Monteiro [40] intentan proponer un cata´logo
de refactorizaciones que sean exclusivamente aplicables a la programacio´n
orientada a aspectos. A continuacio´n se detallan algunos ejemplos:
Extend marker interface with signature.
Generalise target type with marker interface.
Introduce aspect protection.
Replace intertype field with aspect map.
Extract superaspect.
Push down pointcut.
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3.3.4. Economı´a de la Refactorizacio´n
As´ı como la refactorizacio´n se ha introducido en la vida cotidiana de los
programadores ya sea a la hora de un nuevo desarrollo como en el proceso
de mantenimiento del software, nace de esta situacio´n un factor que puede
resultar de importancia dentro del ciclo de vida de un producto de software:
el factor econo´mico. El factor econo´mico de la refactorizacio´n tiene que ver
con los costos de la aplicacio´n de esta te´cnica y sobre el efecto de la refac-
torizacio´n en el costo de adicionar nueva funcionalidad al producto. Existe
una l´ınea investigativa que se interesa en determinar co´mo se mide el costo
de la aplicacio´n de refactorizacio´n a un producto, o del estudio del costo de
la introduccio´n de nueva funcionalidad aplicando o no refactorizacio´n ([56] y
otros).
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Cap´ıtulo 4
Refactorizacio´n de Co´digo
Estructurado
Hacia fines de la de´cada de los sesenta, la ingenier´ıa de software, re-
cientemente creada, ya transluc´ıa problemas dentro de sus filas. Debido a
la maleabilidad del software muchas personas y organizaciones adoptaron la
filosof´ıa de “codificar y arreglar” (Code and Fix) como te´cnica dentro del
proceso de desarrollo de software [6]. Este hecho podr´ıa considerarse como el
aspecto caracter´ıstico que representa al desarrollo de software en la de´cada
de los sesenta y que encauso´ a la Ingenier´ıa de Software en la bu´squeda de
me´todos ma´s formales.
4.1. La Programacio´n Estructurada
Hacia el principio de la de´cada de los setenta comienza a gestarse la nece-
sidad de organizar la forma en que los programadores realizaban su trabajo.
E´ste movimiento tiene sus bases en la carta enviada por Dijkstra, E.W. a
ACM Communications, conocida como “Goto Statement Considered Harm-
ful” [16] en la cual el autor argumenta los motivos del por que´ las instruc-
ciones del tipo Go To deben ser abolidas de los lenguajes de alto nivel. En
esa misma e´poca Bo¨hn-Japonini [7] publican un trabajo del cual se despren-
de el teorema que lleva el mismo nombre, en el cual se demuestra que los
programas secuenciales pueden ser construidos sin instrucciones Go To. Los
programas pueden ser construidos a partir de tres tipos de estructuras, lla-
madas estructuras de control: Secuenciales, Iterativas y Selectivas.
Este movimiento derivo´ posteriormente en el surgimiento de otros con-
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ceptos como el de Cohesio´n y Acoplamiento reforzados por Constantine [14],
conocidos como los principios de la modularidad.
Al d´ıa de la fecha existen miles de millones de l´ıneas de co´digo fuente de
programas escritos basa´ndose en los principios de la programacio´n estructu-
rada. Muchos de estros programas se encuentran principalmente escritos en
COBOL, C o FORTRAN. Un informe publicado en 2003 por Gartner Group
[55] muestra como aun sigue habiendo produccio´n de nuevas aplicaciones en
lenguajes de programacio´n como COBOL, desarrollados ba´sicamente bajo el
paradigma de la programacio´n estructurada. Unos 210.000 millones de l´ıneas
de co´digo fuente de programas escritos en COBOL siguen siendo utilizados
actualmente en ambiente de produccio´n. Son unas 5000 millones de l´ıneas de
co´digo COBOL escritos anualmente de aplicaciones totalmente nuevas.
4.2. Lenguajes de Programacio´n
La programacio´n estructurada puede ser vista como un subconjunto o
una subdisciplina de la programacio´n imperativa. Si bien existen muchos
lenguajes de programacio´n en los cuales se pueden utilizar los preceptos de
la programacio´n estructurada, tres de ellos son por sus caracter´ısticas los ma´s
destacables.
4.2.1. C
E´ste es considerado uno de los lenguajes ma´s importantes dentro de la
historia de los lenguajes de programacio´n. C es un lenguaje de programacio´n
de propo´sito general desarrollado entre 1969 y 1973 por Dennis Ritchie, in-
vestigador de los Laboratorios Bell, para el sistema operativo Unix.
Es el lenguaje que comu´nmente se utiliza en la programacio´n de drivers o
componentes del nu´cleo de sistemas operativos de la familia Unix, a tal punto
que su evolucio´n esta´ estrechamente ligada a este lenguaje. C es un sucesor
del lenguaje B desarrollado por Ken Thompson en 1973, el cual a su vez
deriva de BCPL. Como la mayor´ıa de los lenguajes imperativos, siguiendo la
tradicio´n de ALGOL, C fue disen˜ado para ser compilado usando un compi-
lador relativamente sencillo, para tener acceso de bajo nivel a la memoria y
para que el set de instrucciones mapeen muy fa´cilmente a instrucciones de
co´digo ma´quina. E´stas son algunas de las caracter´ısticas ba´sicas de C cuyo
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disen˜o fue orientado para ser un lenguaje eficiente, con un nu´cleo relativa-
mente pequen˜o que adema´s estaba provisto de bibliotecas que manejaban
archivos y ca´lculos matema´ticos.
En 1978 se publico´ “The C Programming Language ” que fue adoptado
como una especificacio´n informal del lenguaje, hasta que en 1983 la ANSI
formo´ un comite´ para la especificacio´n del esta´ndar del lenguaje de progra-
macio´n C [1]. Ese mismo esta´ndar fue adoptado en 1990 por la ISO como
ISO/SEC 9899:1990 conocida vulgarmente como C90. Muchos lenguajes de
programacio´n han tomado a C como base, el ejemplo ma´s claro es C++ de
Bjarne Stroustrup cuya especificacio´n es de 1985.
4.2.2. FORTRAN
El 15 de octubre de 1956 fue publicado el primer borrador de la espe-
cificacio´n de The IBM Mathematical Formula Translating System [4], este
lenguaje de programacio´n nacio´ con un conjunto de 32 instrucciones, la ma-
yor parte de ellas para controlar los dispositivos de entrada/salida (READ
DRUM, PUNCH).
Esta primera versio´n de FORTRAN no estaba preparada para soportar pro-
gramacio´n de tipo procedural y so´lo pod´ıan definirse arrays de 1, 2 o´ 3 dimen-
siones de so´lo dos tipos de datos: enteros (fixed point) o de punto flotante
(floating point). Admit´ıa la declaracio´n impl´ıcita de tipos de variable, las
comenzadas en i, j, k, l, m o n eran de tipo entero y las de punto flotante
comenzaban con cualquier otro cara´cter. No admit´ıa la conversio´n impl´ıcita
de tipos de datos, es decir, no pod´ıan usarse variables enteras y de punto
flotante en una misma expresio´n, si bien la conversio´n estaba permitida.
FORTRAN II fue la versio´n posterior, liberada en 1958. Entre algunas de las
caracter´ısticas nuevas que FORTRAN II pose´ıa se encuentran:
La inclusio´n de SUBROUTINE, FUNCTION y END.
CALL y RETURN.
COMMON.
Tipos de datos de Doble precisio´n y complejos (COMPLEX).
En ese mismo an˜o (1958) tambie´n fue liberada la versio´n de FORTRAN
III, en la cual no se aportaron mejoras significativas al lenguaje. E´sta adema´s
pose´ıa caracter´ısticas que la hac´ıa muy dependiente de la ma´quina donde se
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compilaba; e´stas fueron eliminadas en la versio´n de FORTRAN IV en 1961.
Gracias a la gradual relevancia obtenida por este lenguaje de programacio´n,
hacia 1966 la American Starndadr Association (en la actualidad ANSI) con-
formo´ un comite´ que redacto´ la primera versio´n del esta´ndar de FORTRAN
conocida como FORTRAN 66. El mismo se basa principalmente en FOR-
TRAN IV. En 1978 y debido a la popularidad adquirida por el lenguaje y
a las modificaciones que introdujeron algunos fabricantes de compiladores,
la ANSI se vio obligada a hacer una revisio´n del esta´ndar. En abril de 1978
fue publicada una nueva versio´n llamada FORTRAN 77 [19]. Esta versio´n se
convertir´ıa en el dialecto de FORTRAN ma´s utilizado a lo largo de unos 30
an˜os.
Hacia 1992, con la aparicio´n de la programacio´n orientada a objetos, el
esta´ndar de FORTRAN se somete a una nueva revisio´n, que concluye con
la publicacio´n del esta´ndar denominado FORTRAN 95 [20].
Cabe destacar que en la revisio´n de 1992 no se elimina ninguna caracter´ısti-
ca respecto de la versio´n anterior (en el Appendix B.1 se indica: The list of
deleted features in this standard is empty.”). La u´ltima revisio´n del esta´ndar
es la de FORTRAN 2003 en la cual se introdujeron todas las propiedades de
la programacio´n orientada a objetos como el polimorfismo, la herencia, etc.
FORTRAN es posiblemente el lenguaje con mayor bagaje histo´rico entre los
lenguajes de programacio´n.
4.2.3. COBOL
Podr´ıa decirse que e´ste es el lenguaje de programacio´n ma´s conocido por
la personas que trabajan en ambientes de procesamiento de datos. Su nombre
es una abreviatura de COmmon Business-Oriented Language, que fue cons-
truido principalmente para implementar sistemas fuertemente relacionados
con el a´mbito financiero, econo´mico y administrativo. En mayo de 1959 fue
creada la comisio´n CODASYL, conformada por el Departamento de Defensa
de los Estados Unidos, por fabricantes de hardware y por usuarios.
La definicio´n y formalizacio´n del lenguaje fue aprobada por la comisio´n
en enero de 1960 (seis meses despue´s de la conformacio´n de dicha comisio´n).
COBOL nace con el aporte de dos lenguajes de programacio´n Flow-Matic de
Grace Hopper y el IBM COMTRAN de Bob Bemer, ambos parte del proyec-
to.
Este lenguaje de programacio´n se popularizo´ muy ra´pidamente, a tal pun-
to que fue revisado entre 1961 y 1965 con el objetivo de an˜adirle mayor
48
funcionalidad. En 1968 surge la primera versio´n ANSI de COBOL llama-
da COBOL ANSI-68, con revisiones posteriores COBOL ANSI-74, COBOL
ANSI-85 posiblemente la versio´n ma´s utilizada de este lenguaje de progra-
macio´n y una u´ltima revisio´n en el an˜o 2002 llamada COBOL ANSI-2002. A
partir del an˜o 2007 se esta´ preparando una nueva revisio´n del lenguaje.
Segu´n estudios realizados por la Gartner Group en el 2003 COBOL sigue
siendo un lenguaje de programacio´n con gran produccio´n de l´ıneas de co´digo
fuente, para ese an˜o se calculaban unos 5000 millones de l´ıneas de co´digo.
Una de las caracter´ısticas entre las versiones de los esta´ndares COBOL-74 y
COBOL-85 que resulto´ en una de las ma´s grandes cr´ıticas al lenguaje es la
incompatibilidad que existe entre las dos versiones del esta´ndar.
4.3. Refactorizacio´n de Co´digo Fuente Estruc-
turado en C
Si bien el concepto de refactorizacio´n surge para la programacio´n orienta-
da a objetos, la aplicacio´n de este concepto fue migrando a otros paradigmas
de programacio´n como el estructurado. En el an˜o 2000 se publica la tesis
“Software refactoring applied to C programming language” [23] en la cual es
publicado el primer cata´logo de Refactorizaciones para un lenguaje de pro-
gramacio´n utilizado en el paradigma de la programacio´n estructurada como
el lenguaje C. Este trabajo es uno de los pioneros en la aplicacio´n de te´cni-
cas de refactoring a co´digo estructurado. Adema´s de presentar la primera
herramienta automatizada para refactorizar co´digo estructurado. El cata´logo
aqu´ı presentado es de suma importancia pues es una gu´ıa de referencia para
los programadores de dicho lenguaje [23]:
1. Adding a Program Entity:
a Add a variable
b Add a parameter to a function
c Add a typedef definition encapsulating an existing type
d Add a field to a structure
e Add a pointer to a variable
2. Deleting a Program Entity
a Delete unused variable
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b Delete unused parameter
c Delete a function
3. Changing a Program Entity:
a Rename variable
b Rename constant
c Rename user-defined type
d Rename structure field
e Rename function
f Replace the type of a program entity
g Contract variable scope
h Extend variable scope
i Replace value with constant
j Replace expression with variable
k Convert variable to pointer
l Convert pointer to direct variable access
m Convert global variable into parameter
n Reorder function arguments
4. Complex refactorings:
a Group a set of variables in a new structure.
b Extract function
c Inline function
d Consolidate conditional expression
e For into while
f While into for
g While into do while
A continuacio´n se presenta un ejemplo extra´ıdo de [23] en el cual se puede
observar la aplicacio´n de varias refactorizaciones propuestas en el cata´logo:
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#define XMAX 100
#define YMAX 100
#define TRUE 1
#define FALSE 0
#include <stdio.h>
typedef struct {
float x;
float y;
} Point;
typedef struct {
Point pt1;
Point pt2;
} Rectangle;
Point middle;
Point make_pt(float x, float y) {
Point temp;
temp.x = x;
temp.y = y;
return temp;
}
char less_than(Point pt1, Point pt2) {
if (pt1.x < pt2.x) {
return TRUE; }
else if (pt1.x == pt2.x && pt1.y <= pt2.y) {
return TRUE; }
else
return FALSE;
}
Point middle_point(Rectangle *r) {
Point m;
m = make_pt((r->pt1.x + r->pt2.x)/2,
(r->pt1.y + r->pt2.y)/2);
return m;
}
void main() {
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Rectangle sc;
float x1, x2;
scanf("Enter upper left x coordinate: %f", x1);
scanf("Enter upper left y coordinate: %f", x2);
sc.pt1 = make_pt(x1, x2);
if (x1 < (XMAX-10) && x2 < (YMAX-10)) {
float x1, x2;
scanf("Enter lower right x coordinate: %f", x1);
scanf("Enter lower right y coordinate: %f", x2);
sc.pt2 = make_pt(x1, x2);
}
else
sc.pt2 = make_pt(XMAX, YMAX);
middle = middle_point(&sc);
}
Despue´s de aplicar:
1. Rename structure-field al campo x de la estructura Point renombra´ndo-
lo como xcoor.
2. Rename structure-field al campo y de la estructura Point renombra´ndo-
lo por ycoor.
3. Se renombro´ pt1 de la estructura Rectangle aplicando Rename structure-
field por el nombre upperleft.
4. Rename structure-field al campo pt2 de la estructura Rectangle re-
nombra´ndolo por lowerright.
Se obtiene el co´digo fuente refactorizado:
#define XMAX 100
#define YMAX 100
#define TRUE 1
#define FALSE 0
#include <stdio.h>
typedef struct {
float x_coord;
float y_coord;
} Point;
typedef struct {
Point upper_left;
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Point lower_right;
} Rectangle;
Point middle;
Point make_pt(float x, float y) {
Point temp;
temp.x_coord = x;
temp.y_coord = y;
return temp;
}
char less_than(Point pt1, Point pt2) {
if (pt1.x_coord < pt2.x_coord) {
return TRUE;
}
else if (pt1.x_coord == pt2.x_coord && pt1.y_coord <= pt2.y_coord) {
return TRUE;
}
else return FALSE;
}
Point middle_point( Rectangle *r) {
Point m;
m = make_pt((r->upper_left.x_coord + r->lower_right.x_coord) / 2,
(r->upper_left.y_coord + r->lower_right.y_coord) / 2);
return m;
}
void main() {
Rectangle sc;
float x1, x2;
scanf("Enter upper left x coordinate: %f", x1);
scanf("Enter upper left y coordinate: %f", x2);
sc.upper_left = make_pt(x1, x2);
if (x1 < (XMAX - 10) && x2 < (YMAX - 10)) {
float x1, x2;
scanf("Enter lower right x coordinate: %f", x1);
scanf("Enter lower right y coordinate: %f", x2);
sc.lower_right = make_pt(x1, x2);
}
else sc.lower_right = make_pt(XMAX, YMAX);
middle = middle_point(&sc);
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}A simple vista puede observarse co´mo la transformacio´n producida me-
jora la comprensibilidad y la claridad del co´digo fuente C, cumpliendo esta
transformacio´n con la definicio´n de refactorizacio´n provista por Fowler [21].
En la actualidad son muy pocos los entornos de desarrollo integrados
destinados a la construccio´n de software para el lenguaje C de programacio´n
que no posean capacidades de refactorizacio´n para este lenguaje. Un ejem-
plo de entorno de programacio´n integrado (IDE) utilizado para desarrollar
en C que provee capacidades de refactorizacio´n para el lenguaje C es Eclip-
se. Esta herramienta de desarrollo proporciona una serie de refactorizaciones
que esta´n enumeradas en el cata´logo de Garrido [23] como por ejemplo Ex-
tract function, Replace value with constant y Rename en todas sus versiones.
El trabajo de Garrido [23], adema´s de ser el primero en presentar un
cata´logo de refactorizacio´n para un lenguaje de programacio´n procedural,
sienta las bases para la aplicacio´n del concepto en refactorizacio´n al para-
digma de la programacio´n estructurada, sirviendo e´ste como l´ınea de partida
para la construccio´n, medicio´n y comparacio´n de herramientas de refactoriza-
cio´n para el lenguaje de programacio´n C y para otros lenguajes procedurales.
Otros trabajos han sido publicados sobre refactorizacio´n de co´digo fuente
escrito para el lenguaje de programacio´n C, algunos de ellos dirigidos a la
semi-automatizacio´n del proceso de refactorizacio´n [48] y otros orientados a
la refactorizacio´n en C con directivas de preprocesamiento [24] [25] [37].
4.4. Refactorizacio´n de Co´digo Fuente Estruc-
turado en COBOL
Pese a ser uno de los lenguajes ma´s populares y sobre los cuales la pro-
duccio´n de co´digo fuente en la actualidad es aun importante, no se ha podido
encontrar un cata´logo sobre refactorizacio´n de co´digo fuente COBOL.
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4.5. Refactorizacio´n de Co´digo Fuente Estruc-
turado en FORTRAN
A pesar de ser un lenguaje de programacio´n con casi unos 50 an˜os de
vida con cientos de miles de l´ıneas de co´digo escritas, y adema´s uno de los
lenguajes ma´s utilizados para co´mputo paralelo y de altas prestaciones [46] y
uno de los lenguajes ma´s evolucionados desde la fecha de su creacio´n hasta el
d´ıa de hoy, FORTRAN cuenta con un muy escaso desarrollo de herramientas
y te´cnicas de refactorizacio´n.
Al d´ıa de la fecha, FORTRAN, no posee un cata´logo asentado de refac-
torizaciones, a pesar de que posee una caracter´ıstica particular en la especi-
ficacio´n de los distintos esta´ndares producidos a lo largo de toda su historia.
Todos los esta´ndares revisados desde la versio´n de FORTRAN 77 en adelante
son compatibles entre s´ı hacia atra´s: es posible escribir co´digo fuente orien-
tado a objetos para el esta´ndar de FORTRAN 2003 en el formato de tarjetas
de 80 columnas (si bien esto no es del todo recomendable, es posible [46]).
Esta compatibilidad ”backward“ hace que pueda escribirse el mismo co´digo
FORTRAN de diversas formas, un ejemplo muy ilustrativo de esto son los
ciclos DO-LOOP.
En la versio´n de FORTRAN 90/95 es posible escribir [59]:
DO 100 J=1,10 DO J=1,10
A(J)=A(J)+ B(J) A(J)=A(J)+ B(J)
100 CONTINUE END DO
E´stas son dos posibles formas de escribir el mismo ciclo Do-Loop en FOR-
TRAN 90/95, la primera forma pertenece al esta´ndar de FORTRAN 77 [19]
y la segunda la versio´n corregida o revisada de FORTRAN 90/95 (ambas
va´lidas para este u´ltimo). Por ende, en un programa escrito en FORTRAN
90 [20] podemos encontrar la misma estructura de control escrita en dos for-
matos distintos, esto si bien permite la compatibilidad de versionado entre
los distintos esta´ndares del lenguaje, por otro lado hace ma´s compleja la
comprensio´n y la claridad del co´digo fuente.
Una caracter´ıstica que poseen las dos versiones de F77 y F90 en los loops
son los llamados Shared Do loops Terminations, en este caso se recomien-
da eliminarlos por las formas ma´s estructuradas de escribir, que es con los
correspondientes END-DO [58]:
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DO 101 k=1,l
DO 101 i = 1,imax
X(i,k)=temp(i,k)-h25e2
Y(I,k)=x(i,k) * x(I,k)
101 CONTINUE
La forma propuesta de transformacio´n de este fragmento de co´digo a una
versio´n mucho ma´s clara y estructurada es la siguiente:
DO k=1,l
DO i = 1,imax
X(i,k)=temp(i,k)-h25e2
Y(I,k)=x(i,k) * x(I,k)
END DO
END DO
Nuevamente la forma propuesta provee mucha ma´s claridad y comprensibili-
dad al co´digo fuente que la original, siendo ambas formas totalmente ampa-
radas por el esta´ndar de FORTRAN 90.
En el trabajo realizado por Tinetti [58] se citan algunas otras mejoras
a implementarse en la estructura interna del co´digo fuente de una aplica-
cio´n FORTRAN, en este caso espec´ıficamente para un sistema de prediccio´n
clima´tico [57], donde todas cumplen con la definicio´n de refactorizacio´n de
Fowler [21]; se pueden encontrar algunas de ellas tambie´n propuestas por
Ralph Johnson en [47]. En su trabajo, Tinetti [58] se propone mejorar el
co´digo fuente de un sistema legacy construido totalmente en FORTRAN,
cuyo co´digo esta´ escrito para FORTRAN 77 con la intencio´n de mejorar su
estructura interna mediante la migracio´n del programa al esta´ndar de FOR-
TRAN90.
Otro caso interesante de estudio sobre las caracter´ısticas del co´digo fuente
de FORTRAN lo encontramos en los operadores lo´gicos. A partir de la versio´n
de FORTRAN 90 [20] es posible escribir de dos formas los operadores lo´gicos:
F77: .GE. .GT. .EQ. .NE. .LE. .LT.
F90: >= > = = /= <= <
A continuacio´n se muestran distintas formas en las cuales se puede encontrar
co´digo fuente FORTRAN escrito:
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IF (X .GT. 0) THEN
IF (X .GE. Y) THEN
WRITE(*,*) ’X ES POSITIVO Y X >= Y’
ELSE
WRITE(*,*) ’X ES POSITIVO PERO, X < Y’
ENDIF
ELSEIF (X .LT. 0) THEN
WRITE(*,*) ’X ES NEGATIVO’
ELSE
WRITE(*,*) ’X ES CERO’
ENDIF
Co´digo fuente escrito en el formato F77 [19]
IF (X > 0) THEN
IF (X >=0 Y) THEN
WRITE(*,*) ’X ES POSITIVO Y X >= Y’
ELSE
WRITE(*,*) ’X ES POSITIVO PERO, X < Y’
ENDIF
ELSEIF (X < 0) THEN
WRITE(*,*) ’X ES NEGATIVO’
ELSE
WRITE(*,*) ’X ES CERO’
ENDIF
Co´digo fuente escrito en el formato F90 [20] (ambos va´lidos para F90).
Cabe adema´s destacar que se han hecho trabajos de grado que han de-
mostrado que la aplicacio´n de ciertos cambios al co´digo fuente de programas
escritos en FORTRAN mejoran, adema´s, otras caracter´ısticas del mismo co-
mo por ejemplo la performance. En este trabajo se llega a medir una variacio´n
en el rendimiento de ciertas rutinas de la aplicacio´n de hasta un 22,94%, cam-
biando el co´digo fuente escrito a la notacio´n matricial donde pod´ıa realizarse
el cambio[51][58] .
Un aspecto importante que hay que destacar es la casi total ausencia de
herramientas que permitan la aplicacio´n de estas transformaciones a progra-
mas FORTRAN. Uno de los proyectos que ma´s avances ha realizado sobre
este tema es el equipo de PHOTRAN, plug-in de Eclipse para FORTRAN.
Siguiendo la l´ınea de este IDE, la herramienta proporciona un muy buen
motor para realizar las refactorizaciones de co´digo fuente (figura 4.1). En las
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u´ltimas versiones se han introducido algunas de las refactorizaciones descrip-
tas en este apartado. Una de las razones de la importancia de este punto,
se basa en las caracter´ısticas de los programadores FORTRAN, si bien un
entorno gra´fico proporciona claridad, usabilidad, comprensibilidad, etc. es
cierto que, adema´s, los programadores de este lenguaje esta´n muy acostum-
brados a entornos de tipo consola, en los cuales el formato de la herramienta
a utilizar cambia radicalmente.
Muchas de las transformaciones de co´digo fuente propuestas anteriormen-
te podr´ıan ser aplicadas como reglas automa´ticas. El problema de la aplica-
cio´n batch de estas reglas reside en la necesidad de que estos cambios deban
ser efectuados por una persona, dado que es la persona quien tiene control
sobre cua´les deber´ıan ser las transformaciones aplicables para lograr la me-
jora dentro de la estructura interna. Por ello es de vital importancia que la
herramienta que realiza las refactorizaciones interaccione con el programa-
dor. Este es un aspecto importante dentro de la construccio´n de herramientas
dirigidas a refactorizar co´digo fuente.
Por otro lado, existen muy pocos trabajos que apliquen te´cnicas de re-
factorizacio´n dentro de la programacio´n estructurada orientados a a´reas ma´s
espec´ıficas, como por ejemplo la High Performance o la Programacio´n en Pa-
ralelo. Este es un campo dentro de las te´cnicas de refactorizacio´n de co´digo
estructurado en el cual no se han hecho muchos trabajos sobre el tema, un
muy buen punto de partida para futuras investigaciones.
Si bien al parecer las te´cnicas de refactoring han tenido su auge durante
la de´cada del 2000, aun existen varias a´reas de aplicabilidad en las cuales
estas te´cnicas no han sido explotadas.
58
Figura 4.1: Herramienta de refactorizacio´n Photran
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Cap´ıtulo 5
Conclusiones
En el presente trabajo se ha realizado un estudio actualizado del estado
del arte sobre refactoring y se estudio´ con ma´s detalle la aplicacio´n de este
concepto a la programacio´n estructurada.
El software en s´ı mismo posee caracter´ısticas que lo transforman en un
producto muy particular, en el trabajo se revisaron estas caracter´ısticas par-
ticulares y los motivos histo´ricos que sentaron los precedentes para el surgi-
miento de te´cnicas como la refactorizacio´n de co´digo fuente.
Un producto de software de calidad deber´ıa ser producido a partir de un
buen disen˜o, seguido de un proceso ordenado de implementacio´n. E´sta no es
una pra´ctica habitual, y nos encontramos con software construido a partir
de un proceso de desarrollo muy poco ordenado. Existen incluso aplicaciones
que han sido desarrolladas por personas con escasos conocimientos de te´cni-
cas de produccio´n de software, como por ejemplo, aplicaciones desarrolladas
por f´ısicos, matema´ticos, etc. que utilizaron lenguajes de programacio´n como
FORTRAN para implementar modelos nume´ricos de ca´lculo.
Se han enumerado los motivos principales por los que un sistema de soft-
ware necesita apoyarse en te´cnicas que permitan mejorar el producto, me-
diante la aplicacio´n de pequen˜os cambios en forma paulatina.
A partir de la definicio´n y presentacio´n de te´cnicas de refactorizacio´n se
hace referencia en este trabajo a distintos cata´logos de refactorizaciones que
han sido elaborados para ser aplicados en distintas a´reas de la ingenier´ıa de
software.
Asimismo se ha realizado un estudio de las distintas herramientas dispo-
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nibles, hasta la edicio´n de este trabajo, que proveen te´cnicas automatizadas
para la realizacio´n de estas transformaciones.
Dentro de las aplicaciones actuales de las te´cnicas de refactoring el tra-
bajo se centro´ en la aplicacio´n de la misma a la programacio´n estructurada.
Dentro de esta a´rea se observo´ la necesidad de ahondar aun ma´s en el estudio
y aplicacio´n de las te´cnicas de refactorizacio´n en lenguajes de programacio´n
como COBOL y FORTRAN.
Adema´s se presentan casos de estudio como el de [58] en el cual se han
aplicado estas te´cnicas orientadas a la mejora de programas ya escritos con
el objetivo de poder paralelizarlos.
Otro hecho que se desprende de este estudio es la necesidad de profun-
dizar en el a´rea de las herramientas automatizadas espec´ıficas para co´digo
fuente estructurado. En la actualidad se cuenta con un nu´mero muy reducido
de herramientas que aplique estas te´cnicas.
En resumen, la refactorizacio´n de co´digo estructurado se encuentra aun
en desarrollo y esconde un gran potencial que necesita ser explotado.
5.1. Futuros Trabajos
Si bien existen trabajos realizados sobre las te´cnicas de refactorizacio´n pa-
ra co´digo estructurado como el de [23] existen lenguajes de programacio´n en
los cuales estas te´cnicas no han sido explotadas, como FORTRAN Y COBOL.
Ma´s precisamente en FORTRAN es necesario determinar un cata´logo que
sirva como referencia a los programadores sobre las posibles transformaciones
al que el lenguaje escrito en este co´digo fuente puede ser sometido.
Adema´s es necesario contribuir a la construccio´n de una herramienta pa-
ra FORTRAN que permita aplicar las refactorizaciones a los sistemas de
software ya escritos. Dicha herramienta debe convertirse en un apoyo en el
momento de la aplicacio´n de estas transformaciones, que la mayor´ıa de las
veces no pueden realizarse en forma manual.
Es necesario continuar investigando sobre las posibles incumbencias de la
refactorizacio´n y de los l´ımites de aplicabilidad de la misma dentro del cam-
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po de la ingenier´ıa de software. Asimismo es importante determinar cua´les
son los l´ımites dentro de los que una serie de transformaciones pueden ser
llamadas refactorizaciones o no. Adema´s es necesario formalizar los concep-
tos dentro de la definicio´n de refactoring donde aun hoy existen opiniones
controversiales de cua´ndo una determinada transformacio´n es o no una re-
factorizacio´n.
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