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THE ERDO˝S MATCHING CONJECTURE AND CONCENTRATION
INEQUALITIES
PETER FRANKL AND ANDREY KUPAVSKII
Abstract. More than 50 years ago, Erdo˝s asked the following question: what is the maximum
size of family F of k-element subsets of an n-element set if it has no s + 1 pairwise disjoint sets?
This question attracted a lot of attention recently, in particular due to its connection to various
combinatorial, probabilistic and theoretical computer science problems. Improving the previous
best bound due to the first author, we prove that |F| ≤
(
n
k
)
−
(
n−s
k
)
, provided n ≥ 5
3
sk − 2
3
s and
s is sufficiently large. We derive several corollaries concerning Dirac thresholds and deviations of
sums of random variables. We also obtain several related results.
1. Introduction
We consider the following classical problem due to Erdo˝s. Suppose that positive integers n, k, s
satisfy n ≥ k(s + 1). Let F ⊂ ([n]k ) be a k-graph (a family of k-element subsets) on the vertex set
[n] := {1, . . . , n}. A matching in F is a collection of pairwise disjoint sets in F . We denote by ν(F)
the matching number of F , that is, the maximum size of a matching in F . Then the problem is as
follows: determine the maximum m(n, k, s) of |F| subject to the condition ν(F) < s+ 1.
Erdo˝s proposed two very natural candidate families to attain the maximum:
A(n, k, s) :=
{
A ∈
(
[n]
k
)
: A ∩ [s] 6= ∅
}
, A0(k, s) :=
(
[k(s+ 1)− 1]
k
)
.
Note that
|A(n, k, s)| =
(
n
k
)
−
(
n− s
k
)
=
(
n− 1
k − 1
)
+ . . . +
(
n− s
k − 1
)
and (1)
|A0(k, s)| =
(
k(s + 1)− 1
k
)
. (2)
Note also that the right hand side of (2) is independent of n.
Erdo˝s conjectured that m(n, k, t) always equals the right hand size of either (1) or (2).
Erdo˝s Matching Conjecture (Erdo˝s, [9]). We have
m(n, k, s) = max
{(n
k
)
−
(
n− s
k
)
,
(
k(s + 1)− 1
k
)}
. (3)
It was one of the favourite problems of Erdo˝s and there was hardly a combinatorial lecture of
him where he did not mention it.
The Erdo˝s Matching Conjecture, or EMC for short, is trivial for k = 1 and was proved by Erdo˝s
and Gallai [10] for k = 2. It was settled in the case k = 3 and n ≥ 4s in [22], for k = 3, all n and
s ≥ s0 in [38], and, finally, it was completely resolved for k = 3 in [16].
The case s = 1 is the classical Erdo˝s-Ko-Rado theorem [11] which was the starting point of a
large part of ongoing research in extremal set theory.
The research of the second author was partially supported by the EPSRC grant no. EP/N019504/1.
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In his original paper, Erdo˝s proved (3) for n ≥ n0(k, s). His result was sharpened by Bolloba´s,
Daykin and Erdo˝s [7], who established (3) for n ≥ 2k3s. Subsequently, Hao, Loh and Sudakov
[29] proved the EMC for n ≥ 3k2s. Their proof relies in part on the “multipartite version” of the
following universal bound from [13]:
m(n, k, s) ≤ s
(
n− 1
k − 1
)
. (4)
If n = k(s + 1) then the right hand side of (4) is equal to |A0(s, k)|. For this case, the EMC was
implicitly proved by Kleitman [33]. This was extended very recently by the first author [17], who
showed thatm(n, k, s) ≤ (k(s+1)−1k ) for all n ≤ (s+1)(k+ε), where ε depends on k. The first author
proved (3) for n ≥ (2s+1)k− s (cf. [15]). An easy computation shows that |A(n, k, s)| > |A0(k, s)|
already for n ≥ (k + 1)s, that is, m(n, k, s) = (nk) − (n−sk ) should hold also for (k + 1)s < n <
(2s + 1)k − s. The aim of the present paper is to prove the following.
Theorem 1. There exists an absolute constant s0, such that
m(n, k, s) =
(
n
k
)
−
(
n− s
k
)
(5)
holds if n ≥ 53sk − 23s and s ≥ s0.
Roughly speaking, Theorem 1 settles the EMC for 1/3 of the cases left over by [15]. We believe
that the EMC is one the most important open problems in extremal set theory, playing a major
role in several extremal problems in combinatorics. At the same time, its importance goes beyond
combinatorics. As it was pointed out in [3], [4], it is deeply related to certain problems in proba-
bility theory dealing with generalizations of Markov’s inequality, as well as some computer science
questions.
In the remaining part of this section we shall discuss problems related to the EMC and the
implications of Theorem 1. In particular, in Section 1.1 we discuss relaxations of the EMC, in
Section 1.2 we deduce corollaries for Dirac thresholds, in Section 1.3 we briefly mention other
combinatorial applications of the EMC, in Section 1.4 we speak about the relation of the EMC
to the problems concerning deviations of sums of random variables and, finally, in Section 1.5 we
discuss universal bounds for the EMC improving (4). In Section 2 we give necessary preliminaries,
mostly related to shifting and shadows. In Section 3 we state and prove results on the concentration
of intersections of families and random matchings. In Section 4 we give the proof of Theorem 1.
One of the Lemmas used in Section 4 has a technical proof, and it is deferred to the Appendix.
1.1. Relaxations of the Erdo˝s Matching Conjecture. A fractional matching in F ⊂ ([n]k )
is a weight function w : F → [0, 1], such that ∑F∈F :i∈F w(F ) ≤ 1 for every i ∈ [n]. It is a
relaxation of the notion of (integer) matching, for which we are only allowed to have w(F ) ∈ {0, 1}
for every F ∈ F . The size of a fractional matching is ∑F∈F w(F ). Let us denote by ν∗(F) the
size of the largest fractional matching in F . In particular, we have ν∗(F) ≥ ν(F). Note also that
ν∗(A(n, k, s)) < s + 1 and ν∗(A0(k, s)) < s + 1. For an integer s, let m∗(n, k, s) be the maximum
number of edges in a family F ⊂ ([n]k ) such that ν∗(F) < s+1. The following natural relaxation of
the Erdo˝s Mathing Conjecture was proposed in Alon et. al. [3].
Erdo˝s Matching Conjecture (fractional version, [3]). We have
m∗(n, k, s) = max
{(n
k
)
−
(
n− s
k
)
,
(
k(s+ 1)− 1
k
)}
. (6)
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One may be tempted to state the conjecture above for non-integral values of s, but the situation
in that case is more complicated, see [3].
An interesting relaxation of the conjecture concerns the regime when k is fixed, s is linear in n
and n →∞. It is more convenient to change the parametrisation and assume that ν(F) = xn for
some fixed x ≤ 1/k. For such x, it is not difficult to see that one has
lim
n→∞
|A(n, k, xn)|/
(
n
k
)
= 1− (1− x)k and lim
n→∞
|A0(k, xn)|/
(
n
k
)
= (kx)k.
The following two conjectures are natural relaxations of the two versions of the EMC presented
above.
Erdo˝s Matching Conjecture (asymptotic version, [3]). For any fixed k ≥ 2 and positive x ≤ 1/k
one has
lim
n→∞
m(n, k, xn)/
(
n
k
)
= max
{
1− (1− x)k, (kx)k}. (7)
Erdo˝s Matching Conjecture (asymptotic fractional version, [3]). For any fixed k ≥ 2 and
positive x ≤ 1/k one has
lim
n→∞
m∗(n, k, xn)/
(
n
k
)
= max
{
1− (1− x)k, (kx)k}. (8)
In all the variants of the EMC that we stated, the lower bound is obviously attained. Since it is
only the upper bound that is interesting, the last conjecture is clearly the weakest out of all four.
1.2. Dirac thresholds. An active area of research in extremal combinatorics stems from the
famous Dirac’s criterion for Hamiltonicity: any n-vertex graph with minimum degree at least n/2
contains a Hamilton cycle. For 0 ≤ d ≤ k − 1 and F ⊂ ([n]k ), let us denote by δd(F) the minimal
d-degree of F , that is, δd(F) := minS∈([n]d )
∣∣{F ∈ F : S ⊂ F}∣∣. Let us give the following general
definitions.
md(n, k, s) := max
{
δd(F) : F ⊂
(
[n]
k
)
, ν(F) < s+ 1
}
and (9)
m∗d(n, k, s) := max
{
δd(F) : F ⊂
(
[n]
k
)
, ν∗(F) < s+ 1
}
. (10)
(Note that, to comply with the EMC, the definitions are slightly different from the ones normally
used in the literature.) In particular, if we substitute d = 0 in the definitions above, then we get
back to the functions m(n, k, s) and m∗(n, k, s), while if we substitute s = n/k (given that k divides
n, which we assume tacitly), then the functions md(n, k, n/k−1), m∗d(n, k, n/k−1) provide us with
sufficient conditions for the existence of perfect (fractional) matchings. Let us denote these two
functions md(n, k), m
∗
d(n, k) for shorthand. There is extensive literature on the subject, and we
refer the reader to the survey [49]. Let us summarize some of the known results. The problem of
determining m1(n, k, s) was considered in [7] and [8]. Some of the first results on the topic were
due to Ro¨dl, Rucin´ski and Szemere´di [43, 44]: they determined the exact values of m∗k−1(n, k) and
mk−1(n, k), respectively. The first one is roughly n/k, while the second one is roughly n/2. The
reason for such a difference in behaviour is the so-called “divisibility barrier” for the existence of
perfect integral matchings. The values of md(n, k) were determined asymptotically for d ≥ 0.42k
([44, 41, 25]). The values of m∗d(n, k) were determined exactly for d ≥ k/2. Basically, all known
asymptotical results for md(n, k), m
∗
d(n, k) follow from the aforementioned result [15] of the first
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author on the EMC via the following considerations, presented in [3]. First, we state without proof
the following proposition, which is a straightforward generalization of [3, Proposition 1.1].
Proposition 2. We have m∗d(n, k, s) ≤ m∗(n− d, k − d, s).
Next, the following general theorem was proven in [3] in the asymptotic form and refined in [48]
to give the exact part.
Theorem 3 ([3], [48]). Fix k, d ∈ N with 1 ≤ d ≤ k − 1. If lim supn→∞m∗d(n, k)/
(n−d
k−d
)
= c∗ for
some c∗ ∈ (0, 1), then
lim sup
n→∞
md(n, k)/
(
n− d
k − d
)
= max{c∗, 1/2}. (11)
Moreover, if c∗ < 1/2 then there exists n0, such that md(n, k) is determined exactly for all n ≥ n0.
The counterpart of this result for smaller matchings (at least for d ≥ 1) was proven by Ku¨hn,
Osthus and Townsend [35].
Theorem 4 ([35]). Fix k, d ∈ N with 0 ≤ d ≤ k − 1 and x < 1/k. Then
lim sup
n→∞
m∗d(n, k, xn)/
(
n− d
k − d
)
= lim sup
n→∞
md(n, k, xn)/
(
n− d
k − d
)
. (12)
The authors of [35] proved Theorem 4 using the Weak Hypergraph Regularity Lemma [21]. In
the paper, we will give a proof of Theorem 4 based on an extension of the approach from [3], which
is hopefully simpler and may have an interest of its own. See Section 5 for details. We note that
one direct consequence of Theorem 4 is that the fractional and integral asymptotic forms of the
EMC are equivalent for any k and x < 1/k.
The following is an immediate corollary of Theorem 1 combined with Proposition 2
Corollary 5. There exist s0, such that the following holds for any s ≥ s0. For any n, k, s, d
satisfying 1 ≤ d ≤ k−1, s ≤ n/k and n−d ≥ 53(k−d)s− 23s we have m∗d(n, k, s) =
(n−d
k−d
)−(n−s−dk−d ).
In particular, this gives exact values of m∗d(n, k) for all sufficiently large n and 5d ≥ 2k−2.1 This
includes such new cases as (k, d) = (8, 3), (9, 4), (10, 4), (11, 4) etc. Exact values were previously
known only for (k, d) = (3, 1), (4, 1) (cf. [32, 36]) and in the range d ≥ k/2, while asymptotic
solutions were also given in [3] for pairs satisfying k − 4 ≤ d ≤ k − 1.
Using Theorem 4, we obtain the following asymptotic result.
Corollary 6. Fix k ∈ N and some positive x < 1/k. Then for any d satisfying 1 ≤ d ≤ k − 1 and
5
3(k − d)x− 23x < 1 we have lim supn→∞md(n, k, xn)/
(n−d
k−d
)
= 1− (1− x)k−d.
We can say slightly more about md(n, k).
Proposition 7. We have lim supn→∞m
∗
d(n, k)/
(n−d
k−d
) ≤ 1 − γ−12 · 5k−2γk−(γ−1)(1 − 1/k)k−d provided
d > γ−1γ (k − 1). If additionally γ−12 · 5k−2γk−(γ−1)(1− 1/k)k−d ≥ 12 then
lim sup
n→∞
md(n, k)/
(
n− d
k − d
)
=
1
2
, (13)
moreover, we know the exact value of md(n, k) for all n ≥ n0. In particular, (13) holds for all
d ≥ 3k/8.
1For the case 5d = 2k − 2 one has to use Theorem 21, which says that the conclusion of Theorem 1 is valid if one
replaces 5/3, 2/3 by 5/3− 10−4, 2/3− 10−4.
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The proof of Proposition 7 is given in Section 1.5.
We note that, although the determination of md(n, k) asymptotically reduces to the corre-
sponding fractional problem, other methods are needed to determine md(n, k) exactly (see. e.g.,
[26, 47, 48]). The main technique used for this group of problems is absorption. On a very high
level, one searches for small subfamilies in the original family, which, once an almost-spanning
matching is found, can be used to cover any small remainder by a perfect matching. This is a very
powerful technique, which allows to find much more general structures. One remarkable example of
the use of absorption is the second proof of the existence of combinatorial designs given by Glock,
Lo, Ku¨hn and Osthus [23]. (This result was first proved by Keevash [30] using other methods.)
1.3. Other combinatorial applications. There are several other problems in which the EMC
plays an important role. In particular, results on fractional version of the EMC were used by
Alon, Huang and Sudakov [4] to prove the Manickam-Miklo´s-Singhi conjecture for n ≥ 33k2. They
also note that, as was pointed out by Rucin´ski, the Manickam-Miklo´s-Singhi conjecture is actually
equivalent to a variant of fractional version of the EMC.
We say that families F1, . . . ,Fs+1 are cross-dependent, if there are no Fi ∈ Fi, i = 1, . . . , s + 1,
such that F1, . . . , Fs+1 are pairwise disjoint. In [29], one of the main ingredients for the proof of the
EMC for n ≥ 3k2s was the result stating that if for some n ≥ (s+ 1)k the families F1, . . . ,Fs+1 ⊂([n]
k
)
are cross-dependent, then mini |Fi| ≤ s
(n−1
k−1
)
. They asked whether an analogue of (3) always
holds for cross-dependent families. They could prove it for n ≥ 3k2s. Keller and Lifshitz [31] proved
it for n ≥ f(s)k. Unfortunately, the proof of the first author [15], as well as the proof of the present
result, breaks for cross-dependent families. Several questions in this spirit were independently asked
by Aharoni and Howard [1].
Among other applications of the EMC, let us point out that the EMC was used in [40] and [18]
to obtain progress in the following question: what is the maximum number of (non-empty) colors
one can use in the coloring of
([n]
k
)
without forming an (s+1)-matching of sets of pairwise distinct
colors. In other words, what is the maximum t, such that
([n]
k
)
= F1 ⊔ . . . ⊔ Ft, where all Fi are
non-empty and any s+ 1 of them are cross-dependent?
1.4. Deviations of sums of nonnegative variables. Assume that X1, . . . ,Xk are nonnegative
independent, identically distributed random variables with mean x < 1/k. Put X := (X1, . . . ,Xk).
Put
pk(x) := sup
X
Pr[X1 + . . .+Xk ≥ 1].
The value of p2(x) was determined by Hoeffding and Shrikhande [28].  Luczak, Mieczkowska and
Sˇileikis [39] proposed the following conjecture, which states that for every positive k and 0 ≤ x ≤ 1/k
we have
mk(x) = max{1− (1− x)k, (kx)k}. (14)
We note that it is easy to see that mk(x) = 1 for x ≥ 1/k. The authors of [39] proved the
equivalence of (14) and (8), which implied that (14) is true for k = 3 and any x, as well as for any
k and x ≤ 12k−1 . Theorem 1, combined with the aforementioned equivalence, immediately implies
the following corollary.
Corollary 8. The equality (14) holds for any x ≤ 35k−2 .
Actually, the idea to relate (8) and conjectures similar to (14) appeared already in [3], [4]. The
following general conjecture was stated by Samuels [45]. Let X1, . . . ,Xk be independent random
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variables with means x1, . . . , xk. Assume that
∑k
i=1 xi < 1 and let
p(x1, . . . , xk) := sup
X1,...,Xk
Pr[X1 + . . .+Xk ≥ 1].
Put p¯k(x) := p(x, . . . , x). Note that the difference between pk(x) and p¯k(x) is that in the latter
we do not require the random variables to be identically distributed. Thus, clearly, p¯k(x) ≥ pk(x).
Samuels [45] conjectured that for all admissible x1, . . . , xk
p(x1, . . . , xk) = max
t=0,...,k−1
1−
k∏
i=t+1
(
1− xi
1−∑tj=1 xj
)
. (15)
It is not difficult to come up with the example of random variables that show the “≥”-part of (15).
Moreover, as it is shown in [3], for x1 = . . . = xk =: x with 0 ≤ x ≤ 1/(k + 1), the maximum
of the right hand side is attained for t = 0, which suggests the following conjecture: for any
0 ≤ x ≤ 1/(k + 1), we have
p¯k(x) = 1− (1− x)k. (16)
Samuels [45, 46] verified (15) for k ≤ 4, which means that (16) and (14) are valid for k ≤ 4,
x ≤ 1/(k + 1). Combined with the equivalence of (14) and Theorem 4, we get the following
corollary.
Corollary 9. The equalities (7) and (8) hold for k = 4, x ≤ 1/5.
Comparing with our main result, a similar corollary of Theorem 1 (more precisely, its “optimized”
version, Theorem 31) would imply (7) and (8) (and also (3) and (6)) for x ≤ 0.18.
The case x = k + δ, where δ > 0 is meant to be a small constant, of (16) was studied by Feige
[12] in the context of some algorithmic applications, in particular, estimating the average degree of
a graph. He managed to prove the following bound:
p¯k
( 1
k + δ
) ≤ 12
13
for any δ ≥ 1
12
. (17)
In particular, this bound, together with the aforementioned equivalences, implies that for any ε > 0
there exist s0, such that for all s ≥ s0 and δ ≥ 1/12 we have
m
(
n, k,
n
k + δ
) ≤ (12
13
+ ε
)(n
k
)
. (18)
This is much stronger than the bound (4) for large k. (The latter implies m(n, k, nk+δ ) ≤ kk+δ
(
n
k
)
.)
Later, the bound (17) was improved in [27] to p¯k
(
1
k+1
) ≤ 78 .
1.5. Bounds for the Erdo˝s Matching Conjecture. We have already seen two bounds on
m(n, k, s): the universal bound (4) and the bound (18), which works for large s and which is
good for matchings that are nearly perfect. Exploiting the approach of Frankl [15], Han [25] proved
the following global bound for the EMC, valid for 1 < γ ≤ 2− 1/k.
m(n, k, s) ≤
(
n
k
)
−
(
n− s
k
)
+
(2− γ)k − 1
γk − 1 s
(
n− s− 1
k − 1
)
for n ≥ γk(s+ 1) + k − 1. (19)
For α = 2 − 1/k, one recovers the original bound of Frankl [15], while for α = 1 we get a trivial
bound m(n, k, s) ≤ (nk).
In this paper, we prove the following universal bound for the EMC.
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Theorem 10. Fix some 1 < γ ≤ 53 . Then there exists s0, such that the following holds for any
s ≥ s0. If n ≥ γsk − (γ − 1)s then
m(n, k, s) ≤
(
n
k
)
− γ − 1
2
· 5k − 2
γk − (γ − 1)
(
n− s
k
)
. (20)
The proof uses Theorem 1 as a black box, and is given in Section 6. The bound (20) is weaker
than (19) for roughly γ ≤ 4/3, and is stronger for γ ≥ 4/3. There are several reasons to present
Theorem 10. First, we find the approach potentially very useful, as it relates the problem on
the number of edges in Kneser graphs and the EMC (and may be combined with any bound
for m(n, k, s)). Second, the result of Han is based on a slight generalization of [15, Theorem 3.1].
Lemma 22 is the analogue of [15, Theorem 3.1] in our paper, and it is much more technical (although
possible) to obtain an analogous generalization for Lemma 22. Third, Theorem 10 gives good
bounds in the range when γ is relatively large, which allows us to determine more values ofmd(n, k),
as stated in Proposition 7. We prove it below.
Proof of Proposition 7. The first part of the statement follows from Theorem 10 and Proposition 2,
using that n−d = sk−d ≥ γ(k−d)s+(γ−1)s is equivalent to d > γ−1γ (k−1) in the limit s→∞.
(Also recall that
(n−s−d
k−d
)
/
(n−d
k−d
) → (1 − 1/k)k−d as n → ∞.) The second part directly follows
from the first part of the proposition and Theorem 3. The final conclusion that (13) holds for
d ≥ 3k/8 follows from the fact that for d = 3k/8 we may find γ such that both d > γ−1γ (k− 1) and
(γ − 1) 5k−2γk−(γ−1) (1− 1/k)k−d > 1 hold. This can be verified by a computer-aided computation. 
2. Preliminaries
First let us give a simple proof of (4) in case n = qk, where q is an integer larger than s. Let
[n] = A1 ⊔ . . . ⊔Aq be any full partition of [n] into k-sets. Let F ⊂
([n]
k
)
satisfy ν(F) ≤ s. Then
|F ∩ {A1 . . . , Aq}| ≤ s (21)
should be obvious. By the Baranyai Theorem [6], for n = qk one can partition
([n]
k
)
into
(
n−1
k−1
)
full
k-set partitions. Then (21) implies (4).
As a matter of fact, using a bit of probability one can circumvent the use of Baranyai Theorem.
Namely, choose a full partition at random from the uniform distribution over all full partitions.
Then for i ∈ [q], we have Pr[Ai ∈ F ] = |F|/
(n
k
)
. By additivity of expectation, E[|{A1, . . . , Aq} ∩
F|] = q|F|/(nk). By (21), the left hand side is never more than s, thus we have
|F| ≤
(
n
k
)
s
q
= s
(
n− 1
k − 1
)
for n = qk.
The reason that we presented this simple argument is two-fold. Firstly, it is easy to understand.
Secondly, investigating the size of the intersection of a fixed family F ⊂ ([tl]l ) with randomly
chosen full partitions {A1 . . . , At} is the main new ingredient of our proof. We present two bounds
(Lemma 17 and Theorem 19) showing that the size of this intersection is concentrated around
its mean. Let us mention that the proof is due to the second author. Both bounds exploit the
eigenvalue properties of Kneser graphs via a result of Alon and Chung [2]. The first concentration
result uses Chebyshev’s inequality, while the second is based on the Azuma–Hoeffding inequality
([5]) for martingales. Hopefully, both these bounds will prove useful in other situations as well.
The main combinatorial ingredients of the proof of the main theorem (Theorem 1) are related
to shifting, an operation invented by Erdo˝s, Ko and Rado [11]. It was first used in the context of
the EMC in [13]. Let us state it in the form that we are going to use it.
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Let (a1, . . . , ak) stand for a k-set with a1 < . . . < ak. The so-called shifting partial order is
defined on k-sets, and we say that (a1, . . . , ak) precedes (b1, . . . , bk) if ai ≤ bi for all i ∈ [k] and the
two k-sets are distinct.
One can define this for unordered sets A,B by simply comparing their elements after ordering
them increasingly. Let A ≺ B denote the fact that A precedes B in the shifting partial order.
A family F ⊂ ([m]k ) is called initial (shifted) if G ≺ F ∈ F implies G ∈ F .
Lemma 11 ([13]). For every family F˜ ⊂ ([m]k ), there is an initial family F ⊂ ([m]k ) with |F| = |F˜ |
and ν(F) ≤ ν(F˜).
In view of this lemma we can restrict our investigation to initial families when dealing with the
EMC.
Proposition 12. If F ⊂ ([m]k ) is initial and ν(F) ≤ s then (s + 1, 2(s + 1) . . . , k(s + 1)) /∈ F .
Proof. Define Fi = (i, i + (s + 1), . . . , i + (k − 1)(s + 1)). Should Fs+1 ∈ F hold, Fi ≺ Fs+1 would
imply Fi ∈ F for 1 ≤ i ≤ s as well. However, F1, . . . , Fs+1 are pairwise disjoint, contradicting
ν(F) ≤ s. This proves the proposition. 
Corollary 13. For every initial F ⊂ ([n]k ) with ν(F) ≤ s and every F ∈ F , there exists some
i = i(F ), 1 ≤ i ≤ k, such that
|F ∩ [i(s + 1)− 1]| ≥ i. (22)
Proof. The opposite is equivalent to (s+ 1, . . . , k(s + 1)) ≺ F. 
For a family G ⊂ ([m]k ) let ∂G denote its immediate shadow:
∂G := {H : |H| = k − 1,∃G ∈ G s.t. H ⊂ G} or, equivalently, ∂G := ⋃
G∈G
(
G
k − 1
)
.
Corollary 14. For every initial F ⊂ ([m]k ) such that ν(∂(F)) ≤ s and every F ∈ F there exists
some i = i(F ), 1 ≤ i < k, such that
|F ∩ [i(s+ 1)− 1]| ≥ i+ 1. (23)
Proof. Remark that, provided that j is the smallest element of F , we have F ′ := F \ {j} ∈ ∂(F)
and |F ′ ∩ [i(s + 1)− 1]| = min{∣∣F ∩ [i(s + 1)− 1]∣∣− 1, 0}. Then apply (22) to F ′. 
Our interest in families satisfying the requirements of Corollary 14 is motivated by the proposition
below. For any S ⊂ [s+ 1], define the family F(S) by
F(S) := {F − S : F ∈ F , F ∩ [s+ 1] = S}.
Proposition 15. If F is initial and ν(F) ≤ s then
ν(∂(F(∅)) ≤ s. (24)
Proof. Assume the contrary and let G1, . . . , Gs+1 ∈ ∂F(∅) be pairwise disjoint. Now Gi ∈ ∂(F(∅))
means that Gi∪{xi} ∈ F(∅) for some xi > s+1. Then Gi∪{i} ≺ Gi∪{xi} implies that the former
is in F . Consequently, we found s + 1 pairwise disjoint sets Gi ∪ {i}, 1 ≤ i ≤ s + 1, all belonging
to F , a contradiction. 
The following lemma, applied to F(∅), was an important ingredient of the proof in [15].
Lemma 16 ([14]). If F ⊂ ([m]k ) satisfies (22) then
s|∂(F)| ≥ |F|. (25)
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In the next subsection, we are going to use Corollary 14 and Proposition 15 to improve the bound
(25) for F(∅).
2.1. Shadows of families satisfying ν(∂(F)) ≤ s. The analysis presented in this subsection
follows the paper [14] due to the first author, and we present it for completeness. Consider an
initial G ⊂ ([m]k ) and assume that ν(∂G) ≤ s. Recall that (23) is valid for such G.
For each F ∈ G define the tail of F : T (F ) := F \ [i(s + 1) − 1], where i is the largest index for
which (23) holds for F . Let us split G := ⊔k−1i=1 Gi, where Gi is the subfamily of all sets having a
tail of size k − i− 1 (in other words, satisfying (23) for i and not for larger indices). Furthermore,
let us partition G := ⊔T⊂[m] G+(T ), where
G+(T ) := {F ∈ G : T (F ) = T}.
It is clear that G+(T ) indeed form a partition of G. Let us define the restricted shadow
∂r(G) :=
{
F ′ : |F ′| = k − 1,∃F ∈ G s.t. T (F ) ⊂ F ′ ⊂ F}.
Then we have
∂r(G+(T )) ∩ ∂r(G+(T ′)) = ∅ for T 6= T ′. (26)
Proof of (26). Take F ∈ G+(T ), F ′ ∈ G+(T ′). The equation (26) is trivial if |T | = |T ′|. Suppose
that |T ′| < |T | and A ∈ ∂r(G+(T ))∩∂r(G+(T ′)). That is, there exist F,F ′ ∈ G such that F∩F ′ = A,
T (F ) = T and T (F ′) = T ′. Set {x} := F \ A, {x′} := F ′ \ A. Clearly, x 6= x′, and x ∈ F \ T (F ).
Thus, T ′ ( T and x′ ∈ T . We conclude that F satisfies (22) for the same i as F ′, a contradiction. 
Equation (26) implies that
∂G ⊃
k−1⊔
i=1
∂r(Gi) and thus |∂G| ≥
k−1∑
i=1
|∂r(Gi)|.
Define G−(T ) :=
{
F \ T : F ∈ G+(T )
}
. Note that for any T of size k − i − 1 we have G−(T ) ⊂([i(s+1)−1]
i+1
)
and ∂(G−(T )) ⊂
([i(s+1)−1]
i
)
. Clearly, |G−(T )| = |G+(T )| and |∂(G−(T ))| = |∂r(G+(T ))|.
Considering the bipartite graph between
(
[i(s+1)−1
i+1
)
and
(
[i(s+1)−1
i
)
with edges connecting pairs of
sets, one of which contains the other, it is easy to see that for any T of size k − i− 1
|∂(G−(T ))|(i(s+1)−1
i
) ≥ |G−(T )|(i(s+1)−1
i+1
) and hence
|∂r(Gi)| ≥ i+ 1
is
|Gi|. (27)
(We could have replaced is by is− 1, but this does not matter for us since we only study the case
of large s.) Note that the coefficient i+1is in (27) is at least
k
(k−1)s , which is greater than
1
s . Thus,
in our situation (27) improves (25) by a little bit. To prove Theorem 1, we need much more. To
achieve that, we are going to estimate the sizes of Gi in the context of the EMC (see the appendix).
3. Intersection of subsets and cliques in Kneser graphs is concentrated
Fix integers m, l, t, such that m ≥ tl. Let G ⊂ ([m]l ) be a family and set α := |G|/(ml ). Let η
be the random variable |G ∩ B|, where B is chosen uniformly at random out of all t-matchings of
l-sets. Clearly, we have
E[η] = αt. (28)
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Using the eigenvalue properties of Kneser graphs, we deduce that η is concentrated around its
mean. We present two bounds, the first one based on Chebyshev’s inequality, and the second one
based on the Azuma–Hoeffding inequality ([24], [5]).
We recall that the Kneser graph KGm,l is the graph on the vertex set
([m]
l
)
and with the edge
set formed by pairs of disjoint sets. For a family G ⊂ ([m]l ), we denote by e(G) the number of edges
of KGm,l induced between the members of G.
Lemma 17. Suppose that m, l, t are integers and m ≥ tl. Let G ⊂ ([m]l ) be a family, and α :=
|G|/(ml ). Let η be the random variable equal to the size of the intersection of G with a t-matchingB of l-sets, chosen uniformly at random. Then E[η] = αt and, for any positive β, we have
Pr[|η − αt| ≥ βt] ≤ 2α(1 − α)
β2t
. (29)
Proof. We have η = η1 + . . . + ηt, where ηi is the indicator function of the event Ai that the i-th
set in B belongs to G. Then Var[η] = ∑iVar[ηi] +∑i 6=j Cov[ηi, ηj ]. It is easy to see that, since
Pr(Ai) = α, we have Var[ηi] = α(1 − α). The covariation of ηi and ηj for i 6= j is estimated in the
following proposition.
Proposition 18. For any i, j ∈ [t], where i 6= j, we have |Cov[ηi, ηj ]| ≤ α(1−α)t−1 .
Proof. We have
Cov[ηi, ηj ] = Pr(Ai ∩Aj)− Pr(Ai) Pr(Aj) = Pr(Ai ∩Aj)− α2.
At the same time, Pr(Ai ∩ Aj) is equal to the probability that a randomly chosen edge in the
Kneser graph KGm,l has both ends in G. Let M :=
(m
l
)
be the number of vertices in KGm,l
and D :=
(
m−l
l
)
be the degree of a vertex in KGm,l. Due to regularity, the largest eigenvalue
of (the adjacency matrix of) KGm,l is equal to D. Let λ be the second-largest absolute value
of an eigenvalue of KGm,l. It is known (see, e.g., the celebrated paper [37] due to Lova´sz) that
λ =
(m−l−1
l−1
)
, and thus λD =
l
m−l ≤ 1t−1 . Using the result of Alon and Chung [2], we get that the
number of edges of KGm,l induced in G satisfies
∣∣e(G) − α2
2
DM
∣∣ ≤ 1
2
λα(1 − α)M. (30)
On the other hand, we have Pr(Ai ∩Aj) = e(G)DM/2 and thus
∣∣Pr(Ai ∩Aj)− α2| ≤ λα(1 − α)
D
. (31)
Substituting λ/D ≤ 1/(t− 1), we get
∣∣Cov[ηi, ηj ]∣∣ = ∣∣Pr(Ai ∩Aj)− α2∣∣ ≤ α(1 − α)
t− 1 .

We conclude that
Var[η] ≤ α(1 − α)
(
t+ t(t− 1) · 1
t− 1
)
= 2tα(1 − α). (32)
Using Chebyshev’s inequality, (28) and (32), we conclude that, for any positive β, we have
Pr[|η − αt| ≥ βt] ≤ Var[η]
β2t2
=
2α(1 − α)
β2t
.
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
We can get a much stronger concentration result if we use martingales.
Theorem 19. In the setting of Lemma 17, we have
Pr
[|η − αt| ≥ 2β√t] ≤ 2e−β2/2. (33)
Proof. Let X0, . . . ,Xt be the following exposure martingale:
Xi := E[η | η1, . . . , ηi−1].
In particular, X0 = E η and Xt = η. Let us show that |Xi − Xi−1| ≤ 2. We actually show that
something slightly stronger holds. Assume that the choice of the first i− 1 sets B1, . . . , Bi−1 in the
random matching B is fixed (and thus the choice of η1, . . . , ηi−1 is also fixed). We will show that∣∣E[η | ηi, Bi−1, . . . , B1]−E[η | Bi−1, . . . , B1]∣∣ ≤ 2 (34)
for any choice of B1, . . . , Bi−1, where, somewhat unconventionally, conditioning on Bj denotes
the event that the j-th set of B is Bj . This implies |Xi − Xi−1| ≤ 2. Indeed, fix a choice of
η1, . . . , ηi−1. This choice indiuces a probability subspace of all choices of B, which have the fixed
values of η1, . . . , ηi−1. This probability space can be further refined by specifying B1, . . . , Bi−1. Let
us denote by Bi the set of all choices of B := (B1, . . . , Bi−1) which comply with the fixed choice of
η1, . . . , ηi−1. Then we have∑
B∈Bi
Pr
[
B | ηi−1, . . . , η1
](
E
[
η | ηi,B
]− E [η | B]) = E [η | ηi, . . . , η1]− E [η | ηi−1, . . . , η1].
Thus, if the expression in brackets on the left hand side has absolute value at most 2 (which is
exactly what (34) states), then the right hand side has absolute value at most 2, which is in turn
equivalent to |Xi −Xi−1| ≤ 2.
Next, we prove (34). Fix B1, . . . , Bi−1 and consider the Kneser graph KGm′,l on Y
′ := [m] \⋃i−1
j=1Bj. Here, |Y ′| = m′ ≥ t′l with t′ := t − i + 1. Put G′ := G ∩
(
Y ′
l
)
and α′ := |G′|/(m′l ). Put
η′ = η′i + . . . + η
′
t to be equal to the intersection of G′ with a randomly chosen t′-matching B′ of
l-sets in Y ′, where η′j and the corresponding even A
′
j are defined analogously to ηj , Aj.
Then, clearly, E[η′ | η′i] = E[η | ηi, Bi−1 . . . , B1] and E[η′] = E[η | Bi−1 . . . , B1]. We have
E[η′] = α′t′. At the same time,
E[η′ | η′i] = η′i +
t∑
j=i+1
E[η′j | η′i] = η′i + (t′ − 1)E[η′t | η′i].
In order to prove |Xi − Xi−1| ≤ 2, we need to show that for both η′i = 0 and η′i = 1 the value of
the last expression is between α′t′ − 2 and α′t′ + 2. Let us first consider the case η′i = 1.
E[η′t | η′i = 1] = E[η′t | A′i] = Pr[A′t | A′i] =
Pr[A′t ∩A′i]
Pr[A′i]
.
Using (31), we conclude that the following holds.
∣∣E[η′t | A′i]− α′∣∣ ≤ λ
′(1− α′)
D′
≤ (1− α
′)
t′ − 1 , (35)
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where D′ and λ′ are the degree and the second-largest absolute value of an eigenvalue of KGm′,l,
respectively. Indeed, as before, we have λ
′
D′ ≤ 1t′−1 . Therefore, we conclude that in the case η′i = 1
∣∣E[η′ | η′i = 1]− α′t′∣∣ ≤ 1− α′ + ∣∣(t′ − 1)E[η′t | A′i]− α′(t′ − 1)∣∣ (35)≤ 2− 2α′ ≤ 2.
Similarly, we can obtain
E[η′t | η′i = 0] =
Pr[A′t]− Pr[A′t ∩A′i]
1− Pr[A′i]
=
α′ − Pr[A′t ∩A′i]
1− α′ .
Using (31), we get that ∣∣E[η′t | η′i = 0]− α′∣∣ ≤ λ
′α′
D′
≤ α
′
t′ − 1
and, doing the same calculations as before, we infer that
|E[η′ | η′i = 0]− α′t′| ≤ 2α′ ≤ 2.
Thus, we can apply the Azuma–Hoeffding inequality to X0, . . . ,Xt and conclude that (33) holds.
Note that we have 2β instead of β in (33) due to the fact that Xi are 2-Lipschitz. 
For technical reasons, in case when α is small, we will need to compare the probability that
Xt got “very big” and the probability that it got “just big”. Below we give a proposition that
formalises this.
Proposition 20. In the notations above, assume that E[η] = αt. Fix a constant 0 < C ≤ 1/2 such
that C ≥ α and C2t ≥ 16. Then
Pr[η ≥ 4Ct] ≤ 2e−C
2t
2 Pr
[|η − 2Ct| ≤ Ct]. (36)
Proof. Let ρ be the random variable, which is equal to i in case i is the first step at which Xi ≥
2Ct− 2. If there is no such step, then put ρ := −1. Note that, since X0, . . . ,Xt form a 2-Lipschitz
martingale, we have 2Ct−2 ≤ Xi < 2Ct for i defined as above. Moreover, if the value of Xt exceeds
4Ct, then 2Ct− 2 ≥ Ct ≥ αt and the value of Xi must become bigger than 2Ct− 2 at some step
and so ρ is assigned an integer from 0 to t.
Pr[Xt ≥ 4Ct] =
t∑
i=0
Pr[Xt ≥ 4Ct | ρ = i] Pr[ρ = i]. (37)
Let us bound the following related quantity:
Pr
[|Xt − 2Ct+ 1| ≤ Ct− 1 | ρ = i].
The sequence Xi, . . . ,Xt, conditioned on ρ = i, is a 2-Lipschitz martingale with the expected value
lying between 2Ct− 2 and 2Ct. Therefore, we can apply the Azuma–Hoeffding inequality to this
martingale and conclude that
Pr
[
Xt − (2Ct− 1) ≥ 1 + 2β
√
t− i | ρ = i] ≤ e−β2/2,
Pr
[
Xt − (2Ct− 1) ≤ −1− 2β
√
t− i | ρ = i] ≤ e−β2/2.
Using these inequalities with t − i bounded from above by t and β = Ct1/2 and Ct−2
2t1/2
for the
numerator and denominator, respectively, we get
Pr[Xt ≥ 4Ct | ρ = i]
Pr[|Xt − 2Ct| ≤ Ct | ρ = i] ≤
Pr[Xt ≥ 4Ct | ρ = i]
Pr[|Xt − 2Ct− 1| ≤ Ct− 1 | ρ = i] ≤
e−
C2t
2
1− 2e− t(C−2/t)
2
8
≤ 2e−C
2t
2 ,
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where the last inequality holds since t(C − 2/t)2 ≥ 34C2t ≥ 12 and 2e−12/8 ≤ 1/2.
Using this bound and the fact that η = Xt, we can continue (37) as follows:
Pr[η ≥ 4Ct] ≤ 2e−C
2t
2
t∑
i=0
Pr
[|η− 2Ct| ≤ Ct | ρ = i]Pr[ρ = i] ≤ 2e−C2t2 Pr [|η − 2Ct| ≤ Ct]. (38)

4. Proof of Theorem 1
For convenience, we prove Theorem 1 in the following, slightly modified form.
Theorem 21. For any ε > 0 there exists s0 = s0(ε), such that for any s ≥ s0 and n ≥ s+(1.666+
ε)s(k − 1) the conclusion of Theorem 1 is valid.
Theorem 21 easily implies Theorem 1. Indeed, we only have to choose ǫ < 5/3−1.666 and apply
Theorem 21. The rest of the section is concerned with the proof of Theorem 21.
We prove Theorem 21 by induction on k. The case k = 3 is verified by the first author in [16].
Using shiftedness, it is easy to obtain the formula
m(n, k, s) ≤ m(n− 1, k, s) +m(n− 1, k − 1, s),
valid for any n ≥ (s + 1)k. At the same time, we have(
n
k
)
−
(
n− s
k
)
=
(
n− 1
k
)
−
(
n− s− 1
k
)
+
(
n− 1
k − 1
)
−
(
n− s− 1
k − 1
)
.
(It is important to note that in the above recursions n and k change but s is fixed. This is essential
because we only prove Theorems 1 and 21 for s > s0.) Consequently, if we proved the EMC
for k-uniform families and n = s + (1.666 + ε)s(k − 1), then, using the inductive hypothesis for
(k − 1)-uniform families and the formulas above, we can conclude that the EMC is valid for any
n ≥ s+(1.666+ε)s(k−1). Therefore, we only need to prove the EMC for n = s+(1.666+ε)s(k−1).
(Note that we omit integer parts when they are unimportant.)
Recall that families F1, . . . ,Fs+1 are cross-dependent, if there are no F1 ∈ F1, . . . , Fs+1 ∈ Fs+1
such that F1, . . . , Fs+1 are pairwise disjoint. We say that F1 . . . ,Fs+1 are nested if F1 ⊃ F2 ⊃ . . . ⊃
Fs+1. The following somewhat technical lemma is the key ingredient in the proof. It resembles [15,
Theorem 3.1], but the analysis is more complicated. Theorem 19 plays crucial role in the proof,
providing us with much more control over the situation than a simpler averaging argument used in
[15].
Lemma 22. For any ǫ > 0 there exists s0 ∈ N, such that the following holds for any s ≥ s0. Let
F1, . . . ,Fs+1 ⊂
(
Y
l
)
be cross-dependent and nested and suppose that |Y | ≥ tl for some t ∈ N. If for
some x, q with x, q ≤ s+ 1 we have |Fs+1| = α
(|Y |
l
)
, where (α+ ǫ)t ≤ sxq and t ≥ s+ x+ 1, then
|F1|+ |F2|+ . . . + |Fs|+ q|Fs+1| ≤ s
(|Y |
l
)
. (39)
We defer its proof to the next subsection and first finish the proof of Theorem 21. Recall that,
for a subset S ⊂ [s + 1], we use the standard notation F(S) := {F − S : F ∈ F , F ∩ [s + 1] = S}.
The next lemma translates the statement of Lemma 22 to our situation.
Lemma 23. Fix c = 1.666. For any ε > 0 there exists s0 ∈ N, such that the following holds for
any s ≥ s0. Put n = s+(c+ε)s(k−1) and consider an initial family F ⊂
([n]
k
)
satisfying ν(F) ≤ s.
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Assume that q′|∂(F(∅))| = |F(∅)|, and let α, β > 0 be such that |∂(F(∅))| ≤ α(n−s−1k−1 ) and |F(∅)| ≤
β
(
n−s−1
k
)
. Then the EMC is true, provided that at least one of the following inequalities holds:
α ≤s(c− 1)
q′c
or (40)
β ≤ (c− 1)k
c2(k − 1) − ε. (41)
We could have provided a more concise statement, and giving bounds on both α and β in the
statement is redundant (the parameters are interconnected via q′), but this form of the statement
illuminates the actual logic of the proof.
Proof. To prove the lemma, it is sufficient to show that
|F({1})| + . . .+ |F({s + 1})| + |F(∅)| ≤ s
(
n− s− 1
k − 1
)
(42)
holds. Indeed, for any subset S ⊂ [s + 1], |S| ≥ 2, we have A(n, k, s)(S) ⊃ F(S), since the former
contains all possible such sets. The inequality (42), in turn, gives that∑
S⊂[s+1]:|S|∈{0,1}
|A(n, k, s)(S)| ≥
∑
S⊂[s+1]:|S|∈{0,1}
|F(S)|.
In total, this gives |A(n, k, s)| ≥ |F|.
Thus, our main task is to verify (42). Fix some ε′, 0 < ε′ < ε, which choice would be clear later.
As F(∅) ⊂ F , we clearly have ν(F(∅)) ≤ s, and thus, using (25), we conclude that q′ ≤ s. We
apply Lemma 22 with ǫ := ε′, l := k − 1 and q := q′ + 1 to F({1}), . . . ,F({s + 1}). Since F is
initial, these families are nested. Also, these families are cross-dependent: otherwise, if Fi ∈ F({i})
are pairwise disjoint, then Fi ∪ {i} form an (s + 1)-matching in F .
Moreover, we have |F({s + 1})| ≥ |∂(F(∅))| and thus q|F({s + 1})| ≥ |F({s + 1})| + |F(∅)|.
Therefore, inequality (39) with these parameters implies (42).
To see that (39) holds, we need to verify that the assumptions on α, t, x from Lemma 22 are
satisfied. Put Y := [s + 2, n]. We have |Y | = n − s − 1 = (c + ε)s(k − 1) − 1, so we may put
t := (c+ ε)s− 1, x := (c− 1 + ε)s− 2 in order to satisfy the inequality t ≥ x+ s+1. Thus, we are
left to verify that for some ε′
q(α+ ε′)
(
(c+ ε)s− 1) ≤ s((c− 1 + ε)s − 2).
It is easy to see that one can find positive ε′ = ε′(ε) and a sufficiently large s0 so that the above
holds for s ≥ s0, provided that
q′αcs ≤ s2(c− 1)
holds. The displayed inequality is equivalent to (40). (Note that we simply discarded constants
and epsilons and replaced q with q′, which is possible since the inequality above is non-trivial only
if q′ > (c − 1)s/c and thus q′/q can be made as close to 1 as needed.) On the other hand, by the
definition of q, q′ we have αq′ = |F(∅)|
(n−s−1k−1 )
, and β = |F(∅)|
(n−s−1k )
= αq′ kn−s−k ≥ αq
′k
(c+ǫ)s(k−1) . Thus, the
inequality (40) is implied by
(c+ ε′)sβ
k − 1
k
≤ sc− 1
c
⇐ β ≤ (c− 1)k
c2(k − 1) − ε.
(Note that we use (c+ ε′)/c ≤ (β + ε′)/β.) The last condition is exactly (41). 
THE ERDO˝S MATCHING CONJECTURE AND CONCENTRATION INEQUALITIES 15
To complete the proof of Theorem 21, we need to find good bounds on either α or β. This is
done in the following lemma, whose proof is deferred to the appendix.
Lemma 24. For c = 1.666 either (40) or (41) is valid.
This lemma, combined with Lemma 23, concludes the proof of Theorem 21. Unfortunately, the
proof of Lemma 24 involves some quite technical parts, in particular, obtaining good bounds on
some expressions involving sums and products of binomial coefficients. At the heart of it, however,
we find ideas from Section 2.1, combined with induction. Roughly speaking, if q′ from Lemma 23 is
significantly smaller than s, then we use (40), combined with the fact that we assume by induction
that Theorem 1 is valid for k − 1 (and thus we can get good bounds on α using (5)). If q′ is large,
then, using the ideas from Section 2.1, we are able to say something about the structure of F(∅)
and, most importantly, get good upper bounds on β, concluding via (41). Thus, the conceptual
part of the proof, based on [14], is presented in Section 2.1, while the necessary tedious estimates
are deferred to the appendix.
4.1. Proof of Lemma 22. An auxiliary lemma. Choose uniformly at random t pairwise disjoint
sets B1, . . . , Bt ∈
(Y
l
)
and define B := {B1, . . . , Bt}. The expected size of B ∩ Fi is t|Fi|/
(|Y |
l
)
.
Lemma 25. Let 1 ≤ x, q ≤ s+ 1 and t ≥ s+ x+ 1. In the notations above, we have
|B ∩ F1|+ . . .+ |B ∩ Fs|+ q|B ∩ Fs+1| ≤ st+ q|B ∩ Fs+1| − sx (43)
for |B ∩ Fs+1| ≥ x and
|B ∩ F1|+ . . .+ |B ∩ Fs|+ q|B ∩ Fs+1| ≤ st− |B ∩ Fs+1|
(
x− q|B ∩ Fs+1|
s+ 1
)
(44)
for |B ∩ Fs+1| ≤ x.
Proof. Consider the bipartite graph between B on the one side and Fi, i = 1, . . . , s + 1, on the
other side, with edges connecting Bj and Fi if and only if Bj ∈ Fi. Put weight 1 on the edges
incident to F1, . . . ,Fs and weight q on the edges incident to Fs+1. This graph has no matching
of size s + 1 (otherwise, the families are not cross-dependent), therefore, all edges can be covered
by s vertices. Note that each neighbor of Fs+1 has degree s + 1 and therefore must be included
in the vertex cover. Assume that q1 vertices are chosen among Fi, q2 := |B ∩ Fs+1| vertices are
chosen among the neighbors of Fs+1, and q3 vertices are chosen among other vertices of B. Note
that q1 + q2 + q3 = s (we may assume that the equality holds by adding extra vertices if needed).
Then the total weight of all the edges in the graph is at most
q1t+ q2(q + s− q1) + q3(s− q1) = q1t+ (q2 + q3)
(
q2 + q3 +
qq2
q2 + q3
)
≤
st− (q2 + q3)
(
s+ x+ 1−
(
q2 + q3 +
qq2
q2 + q3
))
. (45)
Let us analyze the contribution of the last term
(q2 + q3)(s+ x+ 1− (q2 + q3))− qq2. (46)
The bigger the expression is, the smaller the right hand side in (45) is. If q2 ≤ x, then the first
summand is minimized when q3 = 0, and thus the expression (46) is at least
q2(s+ x+ 1− q2 − q) ≥ q2
( x
s+ 1
(s+ 1− q) + q
s+ 1
(x− q2)
)
= q2
(
x− qq2
s+ 1
)
,
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where the last expression is exactly as stated in (44). Assume that x ≤ q2 + q3 ≤ s (the second
inequality holds by the definition). Then the first summand in (46) is at least its value for q2+q3 =
s+ 1, and we get that the contribution is at most
sx− qq2, (47)
as (43) states. This concludes the proof of Lemma 25. 
In the next section, we combine Lemma 25 with the findings from Section 3 to conclude the
proof of Lemma 22.
4.2. Completing the proof of Lemma 22. Let us show that, averaging over the choice of B,
we have
E
[|B ∩ F1|+ . . .+ |B ∩ Fs|+ q|B ∩ Fs+1| − st] ≤ 0. (48)
Essentially, it just follows from the concentration of the intersection |B ∩ Fs+1| =: q2 and the fact
that on average it contributes negative terms due to Lemma 25 and the hypothesis of Lemma 22.
Due to the condition on α in Lemma 25, the average value of q2 in Lemma 25 is αt ≤ sxq − ǫt.
Assume first that, say, α > 3ǫ. Then, applying Theorem 19, we get that the probability that
|B ∩ Fs+1| ≥ sxq is at most 2e−ǫ
2t/8 = o(t−4) for any sufficiently large t. We may trivially bound
the contribution of each of the terms with |B ∩ Fs+1| ≥ sxq as q|B ∩ Fs+1| − sx ≤ t2. Thus, the
(positive) contribution of these terms to the expectation in (48) is o(t−2). On the other hand,
using Theorem 19 again, we see that the value of q2 falls in the interval [(α− ǫ/2)t, (α+ ǫ/2)t] with
probability at least 1/2. Each of these terms, according to Lemma 25, make a negative contribution
of at least
min
{ ǫ
2
t, (α− ǫ
2
)t
ǫ
2
t
}
≥ ǫ2t
absolute value to the expectation, where the first term comes from (43) and the second comes from
(44). Clearly, given that t is large enough, the contribution of these terms is at least 12ǫ
2t = Ω(t−2),
which completes the proof of (48) in the case when α ≥ 3ǫ.
The case α < 3ǫ is done analogously, with Theorem 19 replaced by Proposition 20. Unfortu-
nately, we need this technical twist since the contribution of the terms with q2 = 0 to the expecta-
tion is 0, and we need to use this tool to formally express that we cannot be in a situation when
|B∩Fs+1| takes value 0 with probability close to 1, and some large value with probability close to 0.
Once we have (48), it is easy to finish the proof of Lemma 22. Indeed, we have
st ≥ E[|B ∩ F1|+ . . . + |B ∩ Fs|+ q|B ∩ Fs+1|] = t
(|F1|+ . . .+ |Fs|+ q|Fs+1|)/
(|Y |
l
)
.
5. Proof of Theorem 4
Our proof of this theorem follows the same steps as the proof of Theorem 3. Fix some small
ε > 0. Put c∗x+ε := lim supn→∞m
∗(n, k, (x + ε)n)/
(n−d
k−d
)
. Assume that n0 = n0(ε) is large enough
and take n ≥ n0. Consider a family F ⊂
([n]
k
)
satisfying δd(F) > (c∗x+ε + ε)
(n−d
k−d
)
. We use the
following claim, used in [3] to prove Theorem 3. Note that the o(1)-notation is with respect to
n→∞.
Claim 26 ([3]). There exist sets Ri ⊂ [n], i = 1, . . . , n1.1, such that the families Fi := {F ∈ F :
F ⊂ Ri} satisfy the following conditions.
(i) For every v ∈ [n], the number Yv of sets Ri containing v is (1 + o(1))n0.2,
(ii) every pair u, v ∈ [n] is contained in at most two sets Ri,
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(iii) every set F ∈ F is contained in at most one set Ri,
(iv) for all i = 1, . . . , n1.1, we have |Ri| = (1 + o(1))n0.1 and
(v) for all i = 1, . . . , n1.1 we have δd(Fi) ≥ (c∗x+ε + ε/2)
(|Ri|−d
k−d
)
.
Next, still following [3], we use (v) and find fractional matchings wi : Fi → [0, 1] of size at least
(x + ε)|Ri| for Fi, i = 1, . . . , n1.1. We construct a random family H by including F ∈ Fi with
probability wi(F ). (Note that this procedure is well-defined due to (iii).) The family H with high
probability has the following properties.
A ∆(H) ≤ (1 + o(1))n0.2.
B the number of edges containing any two given vertices is at most n0.1.
C the average degree of a vertex in H is at least (x+ ε+ o(1))kn0.2.
The verification of A and B is done as in [3], while C is easy to obtain, since the expected
number of edges in H is ∑n1.1i=1 ∑F∈Fi wi(F ) ≥ n1.1 · (x + ε)|Ri| ≥ (x + ε + o(1))xn1.2, and it is
highly concentrated around the mean (easily verified via Chernoff-type bounds).
The only twist we have to add to the proof of the authors of [3] is the following useful gener-
alization of the theorem due to Frankl and Ro¨dl [20] and Pippenger and Spencer [42]. In what
follows, a k-uniform hypergraph is used in almost the same sense as a family F ⊂ ([n]k ), with the only
difference that a hypergraph may have multiple edges. A codegree of two vertices in a hypergraph
is the number of edges containing both of them (counted with multiplicities). Let d(H) be the
average degree of H.
Theorem 27. For any k ∈ N and ε > 0 there exists n0 and ε > 0, such that the following holds for
any n ≥ n0. Let H be an n-vertex k-uniform hypergraph. If d(H)/∆(H) = c > 0 and the codegree
of any two vertices v,w in H is at most ε∆(H), then there exists a matching M ⊂ H covering at
least a c− δ-proportion of vertices of [n].
We prove this theorem in the next subsection, using the method from [34, Theorem 2.13]. We note
that, using the same argument, one may prove an obvious common generalization of Theorem 27
and [34, Theorem 2.13], however, this is not needed for our purposes. Let us now finish the proof
of Theorem 4.
Using Theorem 27, we conclude that H contains a matching covering at least an xk-proportion
of vertices, provided n is sufficiently large. In other words, cx := lim supn→∞md(n, k, xn)/
(n−d
k−d
) ≤
c∗x+ε + ε. On the other hand, of course, cx ≥ c∗x. We can make ε arbitrarily small, and thus we
conclude that cx = c
∗
x, provided that c
∗
x is continuous as a function of x, x ∈ (0, 1/k). This is
proven in the next lemma.
Lemma 28. The function c∗x is monotone and continuous as a function of x, where x ∈ [0, 1/k).
We remark that the same proof would work for x = 1/k and d = 0. In this respect, c∗x and cx
behave differently, since cx is not continuous at 1/k (due to the parity-based constructions, see the
discussion in the introduction).
Proof. The monotonicity is obvious. Fix some x ∈ (0, 1/k). We show that, for any ε > 0, there exists
δ, such that c∗x−δ ≥ c∗ − εk. To do so, it is clearly sufficient to show that, given a family F ⊂
([n]
k
)
satisfying xn− 1 ≤ ν∗(F) ≤ xn, we can obtain a family F ′ ⊂ (nk), such that ν∗(F ′) ≤ (x− δ)n and
δd(F ′) ≥ δd(F ′) − ε
(n−d
k−d
)
. Let us take sufficiently large n depending on x, ε, δ. For simplicity, we
assume that xn is an integer.
Consider F as above and, using LP-duality, consider the function w : [n] → [0, 1], such that∑
i∈[n]w(i) ≤ xn and w(F ) :=
∑
i∈F w(i) ≥ 1 for each F ∈ F . Without loss of generality, assume
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that w(1) ≥ w(2) ≥ . . . ≥ w(n). We may also assume that F = {F ∈ ([n]k ) : w(F ) ≥ 1}. Let s+ 1
be the smallest index i such that w(i) < 1/k. Clearly, s ≥ xn−1. Indeed, if it is not true, then any
set in F intersects the first xn − 2 elements. Thus, the function assigning weight 1 to each of the
elements 1, . . . , xn− 2 and 0 to others would be a fractional covering function for F , contradicting
the assumption ν∗(F) ≥ xn− 1. If d ≥ 1, then we do the following preprocessing. Replace each of
w(n− d+1), . . . , w(n) with φ :=∑ni=n−d+1 w(i)/d and redefine F with respect to these weights. If
d = 0 then put φ := 0. It is easy to see that this operation does not decrease the minimal d-degree.
Let us also note that φ ≤ x < 1/k.
Define the weight function w′(i) by putting w′(i) := w(i) for i ∈ [(1 − ε)s] ∪ [s + 1, n] and
w′(i) := φ for i ∈ [(1 − ε)s + 1, s]. Define F ′ := {F ∈ ([n]k ) : w′(F ) ≥ 1}. Note that ν∗(F ′) ≤
w′([n]) ≤ xn−ε(1/k−φ)s ≤ (x−δ)n for δ := εx(1/k−φ)/2. Moreover, the minimal d-degree of F ′ is
still achieved on the d-subset [n−d+1, n], and is at least δd(F)−εs
(n−d−1
k−d−1
) ≥ δd(F)−εk(n−dk−d). (We
simply used the fact that the number of sets containing both [n−d+1, n] and some i ∈ [(1−ε)s+1, s]
is at most εs
(
n−d−1
k−d−1
)
.) This concludes the proof. 
5.1. Proof of Theorem 27. Let δ(H) stand for the minimal degree of H. We use the following
theorem due to Pippenger and Spencer.
Theorem 29 ([42]). For any k ∈ N and δ > 0 there exists n0 and ε > 0, such that the following
holds for any n ≥ n0. Let H be an n-vertex r-uniform hypergraph satisfying δ(H) ≥ (1−ε)∆(H) and
the codegree of any two vertices in H is at most ε∆(H), then H can be partitioned into (1+ δ)∆(H)
matchings.
Consider H as in the statement of Theorem 27. Given such H, in the proof of [34, Theorem 2.13]
the authors construct the hypergraph G containing H, which additionally satisfied the following
properties: ∆(G) ≤ (1+ε1/3)∆(H), δ(H′) ≥ (1−ε)∆(H) and with the codegree of any two vertices
being at most ε1/4∆(H). One can then apply Theorem 29 to G with δ2, ε1/4 playing the roles
of δ and ε, respectively, and obtain (1 + δ2)∆(G) ≤ (1 + δ/k)∆(H) =: t matchings M1, . . . ,Mt
partitioning the set of edges of G. Since M1, . . . ,Mt cover H, the expected number of k-sets in
the intersection M∩H is |H|/t ≥ cnk+δ ≤ cnk − δnk . Choose Mi which has intersection of at least
expected size. Then it covers at least a c− δ-proportion of vertices of H.
6. Proof of Theorem 10
The statement of Theorem 10 follows from Theorem 1 and the following proposition, which
allows to extend any bounds on the EMC to the full range.
Lemma 30. Assume that for some 0 < α < 1, n0, k and 0 < x < 1/k we have m(n, k, xn)/
(n
k
) ≤ α
for all n ≥ n0. Then for any y satisfying x ≤ y ≤ 1/k there exists n1 such that for any n ≥ n1
with yn ∈ N we have m(n, k, yn)/(nk) ≤ α+ y−x1/k−x(1− α).
We remark that the upper bound on m(n, k, yn) is a convex combination of the assumed bound
on m(n, k, xn) and the trivial boundm(n, k, n/k)/
(
n
k
) ≤ 1. (Note that yn = xn+ y−x1/k−x(n/k−xn).)
Proof. Let us prove the statement by induction on yn. It clearly holds for y = x. Put t := n/k.
Our main tool is inequality (30), applied to the Kneser graph KGn,k and its subgraphs. Take a
family F ⊂ ([n]k ) with ν(F) = yn and |F| = m(n, k, yn). Put β := |F|/(nk), D := (n−kk ) and, for
a set A ∈ ([n]k ), denote by dF (A) the number of sets from F , disjoint with A. Note that, for a
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randomly chosen A, E[dG(A)/D] = β. Inequality (30) for KGn,k implies that∣∣ ∑
A∈F
dF (A) − βD|F|
∣∣ ≤ λ(1− β)|F|,
where λ is as in the proof of Proposition 18. Recall that λ/D = 1/(t − 1). That is, if we fix a
random set A from F and consider a subfamily FA := {F ∈ F : F ∩ A = ∅}, then in expectation∣∣|FA|/(n−kk )− β∣∣ ≤ 1−βt−1 . Concluding, we get that on average
|FA|/
(
n− k
k
)
≥ β − 1− β
t− 1 . (49)
Take a set A ∈ G satisfying the inequality above. Remark that yn − 1 = (y − 1k−yt−1 )(n − k). We
have ν(FA) ≤ yn− 1 and thus
|FA|/
(
n− k
k
)
≤ m(n− k, k, (y − 1/k − y
t− 1
)
(n − k))/
(
n− k
k
)
≤ α+ 1− α
1/k − x
(
y − 1/k − y
t− 1 − x
)
by the induction hypothesis. Combining (49) and the inequality displayed above, one concludes
that β ≤ α+ 1−α1/k−x(y − x), as stated. 
To deduce Theorem 10, we just note that m(n, k, (53k − 23 )−1n) ≤
(n−s
k
) − (n−sk ) for sufficiently
large n due to Theorem 1, and thus due to Lemma 30
m(n, k, (γk − (γ − 1))−1n) ≤
(
n
k
)
−
(
n− s
k
)
+
(γk − (γ − 1))−1 − (53k − 23 )−1
k−1 − (53k − 23)−1
(
n− s
k
)
.
Simplifying the expression above, we get that
m(n, k, (γk − (γ − 1))−1n) ≤
(
n
k
)
− γ − 1
2
· 5k − 2
γk − (γ − 1)
(
n− s
k
)
,
as stated.
7. Concluding remarks
The bounds we present in the paper can be further optimized. In particular, here is what we
can get for k < 10 using the approach presented in the appendix.
Theorem 31. The EMC is true for all s ≥ s0 and n ≥ ck(k− 1)s+ s, where c4 = 1.56, c5 = 1.58,
c6, c7 = 1.6, c8, c9 = 1.61.
Even that we extended the range for which the EMC is proved, we feel that new ideas are needed
to prove the EMC for all n > (s+1)k. Answering the following question would be very helpful for
some further progress on the EMC.
For a family F ⊂ ([n]k ), ν(F) ≤ s, n ≥ k(s+ 1), let us define its s-diversity γs(F) by
γs(F) := min |F(T¯ )|, where
F(T¯ ) := {F ∈ F : F ∩ T = ∅}. Note that for an initial family the minimum is attained for T = [s],
i.e., in our notation γs(F) = |F({s + 1})|+ |F(∅)|. Let us define a family with high s-diversity
A2(n, k, s) := {A ∈
(
[n]
k
)
: |A ∩ [2s+ 1]| ≥ 2}.
Then γs(A2(n, k, s)) =
∑
2≤l≤s+1
(
s+1
l
)(
n−2s−1
k−l
)
.
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Conjecture 1. For every family F ⊂ ([n]k ) with ν(F) ≤ s, n ≥ k(s+ 1) one has
γs(F) ≤ max{
∑
2≤l≤s+1
(
s+ 1
l
)(
n− 2s− 1
k − l
)
,
(
(k − 1)(s + 1)
k
)
}. (50)
The second term in (50) is the diversity of
([k(s+1)−1]
k
)
. Proving (50) completely or establishing
it at least for initial families would provide much better bounds on β from Lemma 23. Also, it
would immediately provide us with a good universal bound on the m(n, k, s).
We could prove (50) only for n ≥ n0(k, s). That proof along with some other diversity results
will appear in [19].
We note that it would be also very interesting to extend the stability result for the EMC proved
in [18] to the new range n > 53sk.
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8. Appendix. How to get good bounds on β or α in Lemma 23
In this section we prove Lemma 24. We note that the numerical bounds we get are by no means
optimal even within our approach. We had to make a compromise: on the one hand, to obtain
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better bounds on c, and thus on n, in the main Theorem, and, on the other hand, not to flood the
paper with tedious estimates of expressions involving sums and products of binomial coefficients.
8.1. Bounds on |Gi|. To use (27) effectively, we need to get bounds on |Gi| from Section 2.1. In
particular, we show that the size of Gi decreases exponentially as i increases. Recall that G ⊂
([m]
k
)
.
For each set F ∈ Gi we have |F ∩ [i(s+ 1)− 1]| = i+ 1 and F ∩ [i(s+ 1), (i+ 1)(s+ 1)− 1] = ∅,
implying
|Gi|(
m
k
) ≤
(
i(s+1)−1
i+1
)(
m+1−(i+1)(s+1)
k−i−1
)
(
m
k
) =
(
k
i+ 1
)∏i+1
j=1(i(s+ 1)− j)
∏k−i−1
j=1 (m+ 2− (i+ 1)(s+ 1)− j)∏k
j=1(m+ 1− j)
. (51)
Let us do some auxiliary computations. We prove the following useful inequality, valid for any
a, b > 0 and k1, k2 ∈ N, satisfying k1 < a and k2 < b.∏k1
i=1(a− i)
∏k2
i=1(b− i)∏k1+k2
i=1 (a+ b− i)
=
ak1bk2
(a+ b)k1+k2
·
∏k1
i=1(a+ b−
a+b
a
i)
∏k2
i=1(a+ b−
a+b
b
i)∏k1+k2
i=1 (a+ b− i)
≤
ak1bk2
(a+ b)k1+k2
, (52)
where the last inequality holds since, for any j1, j2 ∈ N and x > 1, if j1 a+ba ≤ x and j2 a+bb ≤ x then
x ≥ j1 + j2 (and so the before-last fraction is at most 1 since to each multiple in the numerator we
can correspond a bigger multiple in the denominator). Indeed, taking a convex combination of the
two inequalities assumed to be valid, we get x ≥ aa+b · j1 a+ba + ba+b · j2 a+bb = j1 + j2.
In what follows, o(1) is with respect to s→∞. Keep in mind the fact that (m/(m+2))k = 1−o(1)
as s → ∞ (independently of the behaviour of k). With (52) in hand, we conclude that the last
expression in (51) is at most(
k
i+ 1
)
(i(s+ 1))i+1(m+ 2− (i+ 1)(s+ 1))k−i−1
(m+ 1)k
≤ (1 + o(1))
(
k
i+ 1
)
(i(s+ 1))i+1(m− (i+ 1)(s+ 1))k−i−1
mk
.
Suppose that m = c′(k − 1)(s + 1). Then
|Gi|(
m
k
) ≤ (1 + o(1))
(
k
i+ 1
)
ii+1(c′(k − 1)− i− 1)k−i−1
(c′(k − 1))k =: ϕ(k, i, c
′). (53)
Taking the derivative in c′, it is easy to see that, as long as c′ > k/(k − 1), the value ϕ(k, i, c′)
decreases as c′ increases.
8.2. Proof of Lemma 24. Recall that c = 1.666. As the statement of Lemma 24 suggests, we
have two possible ways to finish to the proof. First, by the induction hypothesis, the EMC holds for
m := n−s−1 = (c+ε)s(k−1)−1 and sets of size k−1. (Indeed, n−s−1 > s+(c+ε)s(k−2) and the
induction hypothesis is applicable.) Then, using (24), we infer |∂(F(∅))| ≤ (n−s−1k−1 ) − (n−2s−1k−1 ) =:
α
(
n−s−1
k−1
)
, and the equation (40) holds if α ≤ s(c−1)q′c . Let us obtain a bound on α. We have
α =
(
m
k−1
)− (m−sk−1)(
m
k−1
) = 1−
s−1∏
i=0
m− k − i+ 1
m− i ≤ 1−
(m− k + 1− s/2
m− s/2
)s−1
≤1−
(
1− k − 1
(c+ ε/2)s(k − 1)− s/2
)s ≤ 1− e− k−1c(k−1)−1/2 ,
where the last inequality holds for any sufficiently large s (depending on ε). Thus, we are done if
1− e− k−1c(k−1)−1/2 ≤ s(c− 1)
q′c
, (54)
provided that we know that the Erdo˝s Matching Conjecture holds for this c and k−1. The displayed
bound is effective if we get an upper bound on q′, which is significantly better than s.
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If we cannot get a satisfactory bound on q′, then we argue that the family F(∅) should be
somewhat small. To formalize this, we use the calculations from the previous subsection. Indeed,
F(∅) satisfies the condition ν(∂(F(∅))) ≤ s, and, putting G := F(∅), we can get a decomposition
F(∅) = ⊔k−1i=1 Fi(∅), in which |Fi(∅)| satisfies (53) with c′ := c and m as above. Indeed, we only
need to note that m = n− s− 1 = (c+ ε)(k − 1)s− 1 ≥ c(k − 1)(s + 1) for sufficiently large s.
For each i ∈ [k − 1], define ρi, ρi ∈ [0, 1 + o(1)) as follows:
ρi :=
|Fi(∅)|(m
k
)
ϕ(k, i, c)
.
If we have |F(∅)| ≥ q′|∂F(∅))| then, using (27), we get
∑k−1
i=1 ρiϕ(k, i, c)∑k−1
i=1
i+1
i ρiϕ(k, i, c)
≥ q
′
s
. (55)
The ratio on the left hand side only increases if we replace the sets in Fi(∅) with sets in Fj(∅),
where j > i. Thus, we may w.l.o.g. assume that there exists i ∈ [k − 1], such that ρj = 0 for j < i
and ρj = 1 + o(1) for j > i. Actually, in what follows we assume that ρj = 1 for j > i since it
only alters the left hand side by a factor of (1 + o(1)), and adjusting the value of δ (see below)
compensates for it. Since (53) is an inequality, such a choice of ρi is probably not even possible,
but it does not matter for our purposes. Keep in mind that we assume such a precise form of
ρ1, . . . , ρk−1 for F(∅) when we make statements involving |F(∅)|. Note that the expression on the
left hand side of (55) decreases as |F(∅)| increases.
We say that for a fixed c, k and a sequence ρ1, . . . , ρk−1, the equations (54) and (55) are σ-
consistent for some σ ≥ 0, if the largest q′ satisfying (54) is bigger by σs than the largest q′
satisfying (55). Consistency implies that, for such ρ1, . . . , ρk−1, and thus for a fixed value of |F(∅)|,
as well as for larger F(∅), the corresponding value of q′ satisfies (54) with a certain margin. In
particular, Lemma 24 is true for families of such size.
If the ratio on the left hand side of (55) is big, then, using (53) and (55), we can show that the
family F(∅) is small, that is, it satisfies the inequality (41):
k−1∑
i=1
ρiϕ(k, i, c) ≤ (c− 1)k
c2(k − 1) − δ, (56)
where δ > 0 is a small constant, say, 10−6. The intuition behind (55), (56) is that, the bigger q′ in
(55) is, the more members of the sequence ρj are equal to 0. But the upper bound (53) on the size
of Fi(∅) decreases exponentially in i, and thus eventually the equation (56) is satisfied.
We say that, for some c > 1, k ≥ 4 and σ ≥ 0, the choice of ρ1, . . . , ρk−1 is σ-robust if the left
hand side of the inequality (56) is smaller than the right hand side by at least σ.
To summarize, if we can find σ > 0, such that, for a given c and for all k, we can find a choice
of ρ1, . . . , ρk−1 such that the equations (54) and (55) are σ-consistent and (56) is σ-robust, then
we proved the lemma. Indeed, we have already mentioned that for larger F(∅) the lemma is valid
since (54) is satisfied. Moreover, for smaller F(∅) the inequality (56) is satisfied.
Recall that c = 1.666. Using Wolfram Mathematica, it is easy to verify the following:
A For 4 ≤ k ≤ 10, ρ1 = ρ2 = 0, ρ3 = 0.5 and ρj = 1 for 4 ≤ j ≤ k− 1, the equations (54) and
(55) are 0.03-consistent. Moreover, (56) is 0.08-robust.
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B For 10 < k ≤ 2 · 104, ρ1 = ρ2 = 0, ρ3 = 0.1 and ρj = 1 for 4 ≤ j ≤ k− 1, the equations (54)
and (55) are 0.005-consistent. Moreover, (56) is 0.005-robust, even with the right hand side
replaced by c−1c2 − δ.
C For k = 2 · 104, ρ1 = ρ2 = 0, ρ3 = 0.1 and ρj = 1 for 4 ≤ j ≤ k − 1, we have∑k−1
i=1 ρiϕ(k, i, c) ≈ 0.234 and
∑k−1
i=1 ρiϕ(k, i, c)/
∑k−1
i=1
i+1
i ρiϕ(k, i, c) ≈ 0.88.
Note that A and B alone verify the validity of Lemma 24 for k ≤ 2 ·104. To verify the statement of
the lemma for any k > 2 · 104, we need to put some additional effort and to show that the situation
is in some sense stable for larger k.
First of all, let us estimate ϕ(k, i, c) for large i. For i ≥ 2 we have
ϕ(k, i, c) =
(
k
i+ 1
)
ii+1(c(k − 1)− i− 1)k−i−1
(c(k − 1))k ≤
ii+1e
−
(i+1)(k−i−1)
c(k−1)
(i+ 1)!ci+1
≤
(e1−(k−i)/kc
c
)i+1
,
which, again via Mathematica calculations, implies that ϕ(k, 100, c) ≤ 3 · 10−5, and the right hand
side of the expression above decreases at least as fast as a geometric progression with base 0.91 until
i = k/40. Thus,
∑k/40
i=100 ϕ(k, 100, c) ≤ 4 · 10−4. Moreover, for i = k/40 the value of the expression
on the right hand side of the displayed equation is at most e−k/500, and the function k · e−k/500 is
decreasing for k ≥ 2 · 104, with its maximum in k = 2 · 104 being at most 10−13. Therefore, we
obtain
k−1∑
i=100
ϕ(k, i, c) ≤ 1
2000
, (57)
provided that ϕ(k, i, c) ≤ e−k/500 for any i ≥ k/40, k ≥ 2 · 104. The latter is not difficult to verify
by comparing terms ϕ(k, i, c) and ϕ(k, i + 1, c).
In what follows, we have to deal with the cases 3 ≤ i ≤ 99 (recall that ρ1 = ρ2 = 0 for our choice
of ρi in B, C). Let us compare the terms ϕ(k, i, c) and ϕ(k + 1, i, c). We have
ϕ(k + 1, i, c)
ϕ(k, i, c)
=
(
k+1
i+1
)
i
i+1(ck−i−1)k−i
(ck)k+1(
k
i+1
)
ii+1(c(k−1)−i−1)k−i−1
(c(k−1))k
=
k + 1
k − i
(k − 1
k
)i+1
·
( (k − 1)(ck − i− 1)
k(c(k − 1)− i− 1)
)k−i−1 ck − i− 1
ck
=
(
1 +
i+ 1
k − i
)(
1− 1
k
)i+1(
1 +
i + 1
k(c(k − 1)− i− 1)
)k−i−1(
1− i+ 1
ck
)
≤ e i+1k−i e− i+1k e
(i+1)(k−i−1)
ck(k−1−
i+1
c
) e−
i+1
ck ≤ e i(i+1)k(k−i) ≤ e (i+1)
2
k2 ,
where in the second to last inequality we used that the product of the last two terms in the
expression to the left is at most 1 for i ≥ 3, and in the last inequality we used the fact that
k > i(i + 1) for i ≤ 99, k ≥ 2 · 104.
Thus, for any k′ > k ≥ 2 · 104, we have
ϕ(k′, i, c)
ϕ(k, i, c)
≤ e(i+1)2
∑
∞
j=k
1
j2 ≤ e1.01(i+1)2/k =: g(i, k′, k).
Using this formula, we can estimate, how much do the sums of ϕ’s change. Let k′ > k := 2 · 104.
Then
99∑
i=3
ϕ(k′, i, c) − ϕ(k, i, c) ≤
99∑
i=3
(g(i, k′k)− 1) i
i+1e
− (i+1)(k−i−1)
c(k−1)
(i+ 1)!ci+1
≤ 0.003, (58)
where the calculation is again using Mathematica. Moreover,
∑99
i=3
i+1
i (ϕ(k
′, i, c) − ϕ(k, i, c)) ≤
0.003 as well.
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Combining (57) and (58), we can right away conclude, that from the 0.005-robustness of (56)
for k = 2 · 104 with ρi as in B we can infer the 0.0015-robustness of (56) for the same ρi and any
k′ > 2 · 104.
Similarly, we claim that we can maintain the consistency of (54) and (55) for any k′ > 2 · 104.
First, we note that the minimum q′ for which (54) holds increases as k increases, and therefore
it is sufficient to show that the maximal q′, for which (55) holds does not increase by more than,
say, 0.0035s for any k′ > 2 · 104, as compared to its value for k = 2 · 104. But, as we have seen
before, the numerator on the left hand side of (55) increases by at most ζ := 0.0035, and if the
numerator increases by a, then the denominator increases by at least a. Using C, the value of the
expression on the left hand side of (55) for k = 2 · 104 is larger than 4/5 and the absolute value of
the denominator is at least 1/5. Using this, by a simple calculation we conclude that the fraction
in the left hand side increases by at most ζ. The case when ϕ(k + 1, i, c) < ϕ(k, i, c) is treated
similarly. Therefore, (54) and (55) are 0.0015-consistent for any k′ > 2 · 104. The lemma is proven.
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