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Abstract—Deep learning Convolutional Neural Network (CNN)
models are powerful classification models but require a large
amount of training data. In niche domains such as bird acoustics,
it is expensive and difficult to obtain a large number of training
samples. One method of classifying data with a limited number of
training samples is to employ transfer learning. In this research,
we evaluated the effectiveness of birdcall classification using
transfer learning from a larger base dataset (2814 samples in
46 classes) to a smaller target dataset (351 samples in 10 classes)
using the ResNet-50 CNN. We obtained 79% average validation
accuracy on the target dataset in 5-fold cross-validation. The
methodology of transfer learning from an ImageNet-trained CNN
to a project-specific and a much smaller set of classes and images
was extended to the domain of spectrogram images, where the
base dataset effectively played the role of the ImageNet.
I. INTRODUCTION
Deep learning Convolutional Neural Network (CNN) mod-
els are powerful and popular classification architectures. CNN
models have achieved the state-of-the-art results in the areas
of image classification [1], object detection [2], face recog-
nition [3], and speech recognition [4] reaching high levels of
accuracy [5]. In the area of image recognition, the success
of CNN models is partially attributed to the availability of
large-scale annotated datasets, e.g. ImageNet [6]. ImageNet is
a comprehensive dataset with 1.2 million images in over 1,000
classes. CNN models, trained using ImageNet, learn through
the high-level and layered hierarchy of image features.
While training data, for example, ImageNet, is relatively
easily curated in the general image recognition domain, it is
difficult to obtain a large amount of training data in niche
areas such as medical imaging [6] or animal acoustics. For
example, to obtain training data in animal acoustics, ecologists
with expertise in specific animal calls have to manually listen
to long duration (weeks or months-long) acoustic recordings
and annotate these calls. This is a time-consuming, expensive
endeavour prone to error due to human fatigue.
One method of classifying data with a limited number of
training data is to employ transfer learning. Transfer learning is
the reuse of a pre-trained model to solve a new problem [7] and
is used to improve learning by transferring CNN connections,
weights and biases, trained in one domain to a related or even
different one [7]. Transfer learning is effective when there is a
limited supply of target learning data due to the training data
being rare, inaccessible, expensive, and/or time consuming
to collect and label. Transfer learning has been successfully
applied to medical image classification where the availability
of training datasets is limited [6].
A. Birdcalls in Acoustic Recording
The application of transfer learning in CNN could be
beneficial in the area of animal call classification in environ-
mental acoustic recordings due to the difficulty in obtaining
annotated training calls. In this study, we investigated the
application of transfer learning in CNN to classify birdcalls
from environmental acoustic recordings.
Ecologists and environmental managers use acoustic record-
ings obtained using Autonomous Recordings Units (ARUs)
for long term non-invasive passive environmental monitoring.
ARUs can be deployed in the field for weeks or months on
end, over large spaces, and with minimal maintenance time and
effort. As such, ARUs are a popular tool used by ecologists
to easily monitor natural environments while reducing costly
and time-consuming repeated visits to field sites.
Ecologists use the acoustic recordings captured through
ARUs for different purposes such as monitoring overall en-
vironmental health [8], biodiversity [9], threatened species
[10], invasive species [11], occupancy of animals [12], and
climate change [13]. Most commonly, ecologists identify and
then count the number of specific animal calls in an acoustic
recording as a method of monitoring environmental changes.
Birds are one of the most important groups of animals
ecologists monitor through acoustic recordings, as birds are an
important indicator of biodiversity. The number and diversity
of bird species in an ecosystem directly reflect biodiversity,
ecosystem health, and suitability of the habitat [14]. Monitor-
ing birdcalls in the ecosystem provides vital information about
changes in the environment itself [14].
Even though ARUs are a popular tool capturing acoustic
recordings for environmental monitoring, there is a bottleneck
in processing these acoustic recordings to identify specific
birdcalls. Many ecologists rely on manual and time-consuming
methods of listening to the recordings, as automated methods
and tools for birdcall detection in acoustic recordings are still
not available. The task of automatic birdcall classification in
acoustic recordings is impacted by [14]:
Fig. 1. Three examples of Acanthagenys rufogularis birdcalls from the target dataset.
• large inter- and intra-species birdcall variability;
• environmental noise overlapping with birdcalls;
• overlapping birdcalls, especially during dawn and dusk
choruses;
• birds generating incomplete, quick calls or long calls in
different situations, for example, birds generate quick
calls during breeding season as they are occupied by
incubation and/or chick rearing;
• varying power in vocalisation due to distance and angles
of birdcalls from the ARU microphones.
Fig. 1 illustrates the challenge of classifying bird species by
their birdcalls (at least via spectrograms), where all three
sound segments were expertly labelled to belong to the same
bird species, Acanthagenys rufogularis.
Some tools, such as SoundID [15] and Raven Pro [16], use a
semi-automated approach, but these tools require users to have
considerable knowledge in signal processing making their use
impractical to end users like ecologists. In addition, these tools
require high calibration time as the recognisers are tailored
(“handcrafted”) for specific birdcalls and do not generalise
to other birdcalls [14]. Due to the challenges associated
with birdcall classification, specifically the high variability in
birdcalls, Machine Learning (ML) based automated birdcall
classification is favoured because of the ability of ML algo-
rithms to accommodate a high variability in birdcalls.
Most ML approaches in animal call classification take their
lead from automated speech recognition by virtue of the
commonalities between human speech and birdcalls. These
ML approaches include supervised neural networks (including
deep learning neural networks) [17]–[21], unsupervised neural
networks [22], support vector machines [23]–[25], decision
trees [26], [27], random forests [28], [29], and hidden markov
model [30]–[34]. Despite the significant amount of research
into the automated classification of birdcalls, there is not yet
an adequate method for field recordings due to the challenges
associated with birdcall classification, such as the high vari-
ability in calls.
Currently, supervised deep learning methods have gained
popularity for automatic call classification in acoustic record-
ings. In the LifeCLEF Bird (Audio) Identification Task
2016/2017 algorithm benchmarking competition, the top algo-
rithms were a variation of fully supervised deep learning CNN
architecture [35], [36]. However, CNN models are heavily
reliant on a large number of labelled samples, using experts
to obtain such a large number of labelled records in acoustics
is an expensive and time-consuming endeavour.
Yet, in an acoustic monitoring environment, it is relatively
easy for ecologists to label a small number of animal calls
focusing on the animal calls that they are interested in for a
specific project or study. In addition, there is an abundance of
annotated audio datasets with non-bird animal calls and calls
from non-project specific birds that can be utilised. Given this
scenario, transfer learning is a suitable technique to explore
for birdcall classification.
Transfer learning is a method where a model developed
for one task is reused/repurposed for a second related task.
The first model is used as the starting point for the second
task. Transfer learning is useful and important in deep learning
given a large amount of data required to train a CNN model
from scratch. In transfer learning, a source model is selected
firstly. The source model is a pre-trained model that is trained
on large and challenging datasets. The source model is then
used as the starting point for the task of interest. In this, it may
involve only using parts of the model or the whole model
depending on the task of interest. The source model is fine
adapted for the task at hand by fine-tuning the source model
based on input-output pairs of the task of interests.
Inspired by the success of CNN for birdcall classification
in the LifeCLEF Bird (Audio) competition, in this research,
we investigated the application of CNN transfer learning
for birdcall classification using a relatively small number of
training samples. Within the image classification domain, it is
commonly accepted that the transfer learning method should
be applied by retraining and/or fine-tuning an ImageNet-
trained CNN using only project-specific images. An alternative
and not recommended approach would be to add the project
images into the pool of ImageNet images and retrain the CNN
to classify the project classes as well as the 1,000 ImageNet
classes at the same time.
Our main contribution was both practical and methodolog-
ical. In this study, we demonstrated how an ImageNet-like
“SoundNet” collection of spectrograms could be constructed
first and used to train a CNN. Then the SoundNet-trained
CNN could be fine-tuned to classify a much smaller dataset of
project-specific spectrograms. Therefore, the highly successful
image-domain transfer learning approach could be replicated
in nearly identical fashion for the sound spectrograms and used
with confidence in future sounds classification studies.
II. MATERIALS AND METHODS
A. Dataset
In this research, we used three different datasets to inves-
tigate the application of CNN transfer learning for birdcall
classification as follows.
1) Base “SoundNet” Dataset: Using the ImageNet as an
analogy, in this study, a dataset developed by Nanni et al.
[24], from the Xeno-Canto site [37], was selected as a base
“SoundNet” dataset. It contained birdcalls recorded within
a radius of up to 250 km from the city of Curitiba, in
the South of Brazil. The dataset was publicly available, and
it was a subset of Xeno-Canto set used in the BirdCELF
challenges. Nanni et al. [24] removed all bird species with
less than 10 samples. After these filters, 2814 audio samples
representing 46 bird species remained in the dataset and were
made available online 1. 22.05KHz was the sample rate of the
1https://bit.ly/2lLmcSW
Fig. 2. Sample spectrograms of birdcalls from the target dataset.
audio files which were converted to spectrograms and made
publicly available 2.
2) Target Dataset: The project target dataset used for trans-
fer learning was a dataset developed from the Xeno-Canto site.
The target dataset had birdcalls of 10 bird species common in
the authors’ home state of Queensland, Australia, and where at
least 20 manually annotated (and with high confidence score)
records existed at the Xeno-Canto site. This dataset had 351
audio samples representing 10 bird species (different from the
2https://github.com/dmitryako/bs46spectrograms or https://bit.ly/2kCcUZs
base dataset’s 46 bird species) and it was made available 3.
The sample rate of the audio files was 41KHz.
3) Negative Dataset: In addition to the base SoundNet and
target datasets, the CNN model was trained using a negative
dataset that was similar to the base and target datasets but
from a different domain. For this purpose, a publicly available
dataset [38] was used. The dataset had 16,930 sound instances
of 243 environmental sounds, which were known not to be
birdcalls.
B. Spectrograms
The birdcalls and sounds in the base SoundNet, target,
and negative datasets were converted into spectrogram images
where the spectrum of frequencies (vertical y-axis, Hz) varied
according to time (horizontal x-axis, seconds). The intensity of
each pixel represents the frequency amplitude of the birdcall
at a particular time. Since we worked with different quality
sounds, for consistency, every sound recording was resampled
to 22.05 KHz. The following spectrogram procedure was
developed by experimenting with different options to achieve
visually expressive images, see examples in Figs. 1 and 2.
Spectrograms were calculated using Fast Fourier Transforma-
tion (FFT) with a Hamming window with a frame length of
256× 4 = 1024 samples and (256− 32)× 4 = 896 samples
(87.5%) overlap between subsequent frames. Intensities S of
the FFT-spectrograms were normalised to the same maximum
value of 1 × 108 and then converted to the dB scale via
y = log(1+S). Due to the 1024-base FFT, all resulting images
had 513 rows and a variable number of columns (i.e. different
time durations of the original sound recordings). After exten-
sive experimentation, it was found that the spectrograms could
be proportionally downsized to have 256 rows, that made them
more closely comparable with the standard image sizes used to
train and test the modern ImageNet-trained CNN models. Then
we normalised the images from 0-255 grayscale spectrogram
to the [0,1]-range values.
Note that the examples in Fig. 2 were only one of many
possible birdcalls for each species, while Fig. 1 depicts more
realistic and much wider variations of birdcall patterns within
the same species.
C. Convolutional Neural Network Model
The focus of this study was to verify the ImageNet-like
transfer learning workflow, rather than to invent a better
sound classification CNN. Therefore, we used well-established
ResNet-50 baseline CNN, a 50 layer deep CNN architecture,
to classify birdcalls. ResNet-50 was the first deep CNN
architecture that utilised residual learning [2]. ResNet-50 has
been successful in increasing accuracy in computer vision
benchmarking challenges winning first prize in the ImageNet
Large Scale Visual Recognition Challenge 2015 (ILSVRC,
2015) [39] and the Microsoft Common Objects in Context
2015 competition [2], [39]. The ResNet-50 model was trained
on 1.28 million training images in 1,000 classes and reached an
3https://github.com/dmitryako/aus10spectrograms or https://bit.ly/2k6sAnq
Fig. 3. Model of the modified ResNet-50.
average of 5.25% in top-5 errors [2]. In addition, the ResNet-
50 model achieved 62% accuracy in classifying 46 different
bird species [40].
We modified the ResNet-50 model for the classification of
birdcalls as follows (Fig. 3):
• A learnable channel was added between the base
ImageNet-trained ResNet-50 model and the input
grayscale image (spectrogram) to convert the single-
channel grayscale spectrogram for the expected by
RetNet-50 3-channel RGB image;
• After discarding the ImageNet classifier layer in the orig-
inal ResNet-50, a global max-pooling layer was added,
followed by a 0.5 probability dropout layer to convert the
last 2-dimensional (with 2048-channels) heatmap output
of ResNet-50 into a 2048 feature vector;
• The required classifications were achieved by adding a
fully connected sigmoid-activated layer, classifier layer,
to accommodate the number of classes in either the base
or target datasets (details in next section).
D. ResNet-50 Base Dataset Training
We used the ResNet-50 model that was available in the
high-level neural network Application Programming Interface
(API) of Keras [41] with the ML Python package, TensorFlow
backend [42]. This model was trained to recognise the 1,000
different ImageNet [43] object classes. The original ImageNet-
trained architecture was modified to classify 47 classes (46-
class birdcall base dataset + 1 negative class sound dataset)
by removing its 1,000-class top, adding the global 2D max
pooling, 0.5 dropout, and a 47-neuron fully-connected layer.
Specifically, the training spectrograms were randomly cropped
to have 256 rows and 256 columns. The network then accepted
a 256× 256× 1 input image where the grayscale spectrogram
image was converted into the three colour channels expected
by the ResNet CNN via a trainable 1 × 1 convolution layer.
After removing the ImageNet 1,000 classification layers, the
ResNet-50 network outputs had the 8×8×2048 shape, where
2048 was the number of extracted features for each 8 × 8
spatial location. The spatial max pooling layer was used to
convert the fully-convolutional 8 × 8 × 2048 output to the
2048 feature vector which was then densely connected (via
the 0.5 dropout) to the final 47-classifier layer. A sigmoid
activation function was used in the classification layer because,
in practice, multiple birdcalls could be present in the same
image. Hence, each class-specific sigmoid-activated neuron
could independently detect a birdcall it was trained for in a
given spectrogram.
Prior to training, the ResNet-50 model was loaded with
the corresponding ImageNet-trained weights available within
Keras. In fact, this was the first knowledge transfer event
of this study; that is, transferring the ImageNet domain of
everyday images to the domain of sound spectrograms. Even
for the cross-domain transfer, it was still more accurate and
faster to train the ResNet-50 model with ImageNet-trained
weights than to train a randomly initialised ResNet-50 model
[44]. For the newly created gray-to-RGB conversion and 47-
neuron fully-connected layers, the weights were initialised
using uniform random distribution [45]. For training, the
binary cross-entropy loss function was class-weighted. All not-
ResNet-50 additional trainable weights were regularised by the
1× 10−5 weight decay.
To train the ResNet-50 model, the Adam [46] optimizer
was used. The initial learning rate (lr) was set to lr = 1 ×
10−5, which was relatively low to allow the ImageNet-trained
weights to adjust gradually. It was then successively halved
every time the validation loss did not decrease after 10 epochs,
where the validation loss refers to the loss computed on the
validation subset of images. While training, the model with
the smallest running validation loss was continuously saved
in order to restart the training after an abortion. The training
was performed in batches of eight spectrograms and aborted
if the validation loss did not decrease after 32 epochs. In such
cases, the training cycle was repeated three more times with
the initial learning rates scaled down by 0.9 at each restart.
All 2814 labelled spectrograms from the base SoundNet
dataset were randomly partitioned into a 80% and 20% split
of training and validation subsets, respectively, to monitor
the training process and to estimate the predictive accuracy
of the CNN. In addition, 1407 samples from the negative
dataset were selected randomly for each epoch of training and
validation. Before the 256 × 256 random crop, the spectro-
gram images were randomly scaled vertically and horizontally
within the -10% to 10% range to account for the variability in
birdcalls. After the crop, random uniform [0,25]-range noise
was added at each pixel. And finally, the gray values were
scaled to a minimum of zero and a maximum of one per image.
Note that while the training images were randomly scaled
and noise-added, the validation images were only randomly
cropped and the [0,1]-range normalised.
Fig. 4. Models’ training and validation accuracy on: Single train-validation
split for the base dataset (top); Five different train-validation splits for the
target dataset (bottom)
E. ResNet-50 Target Dataset Training
After training the ResNet-50 model with the 46-bird base
“SoundNet” dataset, to transfer learning from the base dataset
to the target 10-bird dataset, the ResNet-50 was modified to
classify 11 classes (10-class birdcall base dataset + 1 negative
class sound dataset). This was achieved by replacing the last
densely-connected 47-neuron layer with a 11-neuron fully-
connected layer. The training pipeline remained the same as
per the preceding 47-class case; that is, the class-weighted
binary cross-entropy loss function was used for training. Then
ResNet-50 was trained with all 351 labelled spectrograms from
the target dataset, which were randomly partitioned into a
72% (i.e. 80% of 90%), 18% (i.e. 20% of 90%), and 10%
split of training, validation, and testing subsets, respectively,
to monitor the training process and to estimate the predictive
accuracy of the CNN. In addition, 175 samples from the
negative dataset were selected randomly for each epoch of
training. Random five-fold cross-validation was performed:
the complete training (from the 46-bird pretrained ResNet-50)
cycle was repeated five times, where a different random seed
was used each time to select a different subset of training,
validation, and test images.
III. RESULTS
We used ResNet-50, a deep CNN architecture, for au-
tomated birdcall classification. We applied transfer learning
from the base dataset of 46 different species of birds with a
larger sample size (2814 samples) to a target dataset of 10
Fig. 5. Five-fold averaged confusion matrix for test holdout subsets of the target dataset.
different species of birds with a much smaller sample size
(351 samples).
A. Spectrogram
A total of 2814 spectrograms of birdcalls were generated for
the base dataset and 351 spectrograms for the target dataset.
Fig. 2 shows sample spectrograms of 10 different bird species
from the target dataset.
B. ResNet-50 Transfer Learning
Fig. 4(a) and Fig. 4(b) present the training process for the
ResNet-50 model on both the base and target birdcall datasets,
respectively. Lighter colours indicate higher density of points
in Fig. 4(b). For both datasets, the ResNet-50 was trained on
256(height)×256(width) images randomly cropped from the
spectrograms.
For the base dataset training, the network reached about
82% training accuracy and 78% validation accuracy. The accu-
racy began to plateau after 150 epochs. It took approximately
10 hours to train the ResNet-50 model on a Nvidia GTX 1080
Ti GPU.
With this transfer learning and further training, the network
reached about 89% training accuracy and 79% validation
accuracy for the target dataset. The accuracy began to plateau
after 50 epochs. It took approximately 2 hours to train the
ResNet-50 model on a Nvidia GTX 1080 Ti GPU.
The training accuracy in both instances exceeded the val-
idation accuracy by only a small amount (<∼ 9%). This
was indicative of a network that was not underfitting or
overfitting to the training data. Note that only the additional
training noise, random rows and columns scaling, and the
much larger negative dataset prevented the ResNet-50 model
from drastically overfitting such a small target dataset (only
351 images for 10 birds).
Fig. 5 shows the confusion matrix of actual versus predicted
classification of the testing samples of the target dataset
(averaged over the five train/test cross validations). As ex-
pected, the negative class (non-birdcall class) had the highest
correct classification. Among the target dataset birdcalls, class
10 (Fig. 2(j) Psophodes olivaceus) had the highest correct
classification due to its very distinct birdcall signature, while
class 7 (Fig. 2(g) Meliphaga gracilis) had the lowest correct
classification. For testing, each test image was converted to
a series of 50%-column overlapping 256 × 256 images, and
then the maximum class prediction value (for each of the 11
classes) was used to assign the classification prediction of
the test image. While only one bird species per image was
assumed in this study, the same testing procedure could be
used to extract multiple bird species from the same image in
the future, e.g. by using an activation level threshold.
This was the first reported research on the application of
CNN model in birdcall classification utilising transfer learning
from a larger base dataset to a smaller target dataset. There is
no prior research (baseline) available to compare with.
IV. DISCUSSION AND CONCLUSION
In this study, we evaluated the application of transfer
learning for the classification of birdcalls. We evaluated the
application of transfer learning from a larger-base bird-sound
dataset (2814 sounds) to a smaller target dataset (351 sounds)
as it was difficult to obtain a large number of birdcalls for
a specific bird species. In addition to the development of
cross- and within-domain knowledge transfer procedures, we
developed a new (at least for the sound domain) regularisation
technique of using a much larger pool of negative examples,
consisting of environmental sounds (non-birdcalls). The large
variety of negative samples forced the training to focus on
the birdcalls rather than on the non-bird surrounding sounds,
which assisted in preventing the overfitting of the relatively
small number of training samples by the high capacity ResNet-
50 CNN. We used the deep CNN, ResNet-50, for feature
extraction and classification due to ResNet-50’s successful
image classification in the ILSVRC 2015 and MS COCO 2015
competitions [39]. In addition, ResNet-50 has been successful
in classifying birdcalls [40].
Firstly, we trained the entire ResNet-50 with the larger
base birdcall dataset (2814 samples) and a negative class
of environmental sounds (16,930 samples). The validation
accuracy of ResNet-50 reached 75% and plateaued at around
150 epochs. This was more accurate and faster than in the
previous work by Sankupellay and Konovalov [40] where the
ResNet-50 validation accuracy was only 65% at around 300
epochs. The 10% improvement in validation accuracy and
twice faster training speed were attributed to:
• using the 256 × 256 training image sizes, which were
closer to the intended use of ResNet-50, and where 512-
row images were used in [40];
• allowing the CNN architecture to automatically ad-
just its input via the gray-to-RGB trainable conversion
layer, where the typical learnt conversion weights were
{0.55,−0.145,−0.54} and zero biases;
• the regularisation via the much larger negative class
dataset; and
• using the maximum pool layer instead of the average
pooling layer in [40], which contributed around 2% to
the accuracy but not to the speed of training.
Then, we applied transfer learning from the larger base
dataset to smaller target dataset (only 351 samples) by fine-
tuning ResNet-50. Effectively, features extracted from the
larger base dataset were utilised for the classification of the
smaller target dataset. In this research, we achieved 79%
validation classification accuracy with a data-efficient small
number of birdcall samples.
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