The concept of polarity for canonical sum-of-products (SOP) Boolean functions is introduced. This facilitates efficient conversion between SOP and fixed polarity Reed-Muller (FPRM) forms. New algorithms are presented for the bidirectional conversion between the two paradigms. Multiple segment and multiple pointer techniques are employed to achieve fast conversion for large Boolean functions. Experimental results are given using a personal computer with a Cyrix 6x86-166 CPU and 32MB RAM. The results show that the algorithm is very efficient in terms of time and space for large Boolean functions.
Introduction
In the logic synthesis process, ANDKOR (Reed-Muller) design has shown several advantages, such as high testability, low cost for arithmetic and symmetric functions, and in the areas of symmetry detection [l] and Boolean matching [2] . Therefore, conversion between the standard SOP and Reed-Muller forms becomes necessary, and there has been extensive research on this.
In [3] , any function in SOP form can be converted by three algorithmic rules of bJ coefficient maps, similar to Karnaugh maps. Then the best polarity that corresponds with the maximum number of zero-valued bJ coefficients can be determined by the folding technique. This folding technique is extended to convert minterms to Reed-Muller coefficients directly in [4] when the number of variables, n, is< six. A tabular technique is applied in [5, 61 for conversion between the canonical SOP and Reed-Muller forms. The computer experiments show that it will take much CPU time for large Boolean functions even with the parallel process realisation [7] . A different kind of data structure, such as the Binary Decision Diagram and Functional Decision Diagram are used in [8, 91 to improve the conversion speed. The experimental results for large Boolean functions are not reported, however. Alternatively, matrix and cube techniques are introduced for the conversion of minterms to Reed-Muller coefficients in [lo-121. Recently, the relationship between on-set coefficients of SOP forms and the corresponding Reed-Muller coefficients was published [13] . The algorithm in [I31 requires less computer memory since it computes from only on-set coefficients, but it takes excessive CPU time when n 2 15. On the other hand, a hardware realisation for conversion with any fixed polarity is proposed in [14] . Although the conversion speed is very fast, it is only suitable for small functions because of the limitation of the number of chip pins. Other relevant results can also be found in [15-191. Generally speaking, most of the present algorithms are not suitable for large Boolean functions, when the number of variables n is > 15.
Basic definitions and terminology
Any n-variable Boolean function can be expressed canonically by the SOP form in eqn. 1: In eqns. 2 and 4 , j is from 0 to n -1. We will refer to the coefficients of SOP form and the coefficients of ReedMuller form as a and b, respectively, for simplicity.
For example, when n is 2, f(x1xo) can be expanded by the SOP form as follows:
Alternatively, it can be expanded by the positive polarity Reed-Muller form as follows:
In a fixed polarity Reed-Muller (FPRM) expansion with any fixed polarity p , p = (P,, -p,, -. . . po), every variable can only be either true or complemented, but not both. If an entry of p , p j is 0 (or 1) then the corresponding variable is in the true (or complemented) form. Therefore, there are 2" polarities for an n-variable function, and the positive polarity is equivalent to zero polarity.
Conversion of coefficients between a and b with zero polarity
Since the minterms are mutually exclusive, eqn. 1 can be rewritten as follows:
Because f = 1 0 x, replace 2 with 1 0 x in each mi of eqn. 5 and simplify to convert from a to b. For any Reed- 
In eqn. 7 -' x ' is the notation for both 0 and 1, j E {O,l, . . . , n -l}. For example, if n = 2 , then according to eqn. 6 we have
In the same way, we have
Similarly, because 1 = x 0 2, replace ' 1 ' with x 0 2 in each p i of eqn. 3 and simplify to convert from b to a. Eqns. 8 and 9 can be obtained in the same way:
Comparing eqns. 6 and 7 with eqns. 8 and 9, it can be seen that the only difference between them is the entries of a and b. The conversion methods from a to b and from b to a are identical with zero polarity. This leads to Observation 1. Observation 1: Any Reed-Muller coefficient bi can be computed from SOP coefficients a k according to eqns. 6 and 7 with zero polarity. Similarly, any SOP coefficient ai can be computed from Reed-Muller coefficients bk according to eqns. 8 and 9 with zero polarity.
Alternatively, eqns. 7 and 9 can be expressed using a truth . . , go are 1, then eqns. 7 and 9 are satisfied. The coefficient can be computed using eqn. 6 or 8 with all the coefficients whose subscript satisfies eqn. 7 or 9. It can be seen from eqns. 7 and 9 that the number of satisfied coefficients, both on-set and off-set, is 2', where t is the number of 1-valued bits of i. For example, to compute a Reed-Muller coefficient bi from SOP coefficients, if all the binary bits of g are 1 for the subscripts i and k, then the SOP coefficient a k should be included in eqn. 6; otherwise, it should not be included. This process is shown in Example 1 later.
Furthermore, Table 1 
Alternatively, b6 can be calculated by eqn. 10. For the first on-set coefficient ' 1 ', we have
Because go is 0 instead of 1, this coefficient should not be included in the computation of bg. Then switch to the second on-set coefficient '2'. Similarly we have
Because all of gi are 1, this coefficient should be included.
Then switch to the third on-set coefficient, and so on. After finishing all eight on-set coefficients, only two coefficients, '2' and '6', are included. Hence b6 is 0 since 2 is even. All these procedures can be done easily by a computer. Now observation 1 is updated by the following observation. Observation 2: Any zero polarity Reed-Muller coefficient bi can be computed from the on-set SOP coefficients using eqn. 10 or 1 1. If all are 1 then this coefficient is included.
If the number of included coefficients is odd, then bi is 1; otherwise, bi is 0. In the same way, any SOP coefficient ai can be computed from the on-set Reed-Muller coefficients with zero polarity.
Conversion of coefficients with a fixed polarity
In the preceding section, a zero polarity conversion method is introduced. In this section a polarity for SOP forms is proposed to extend the conversion method from zero polarity to any fixed polarity. Then the bidirectional conversion method between SOP and FPRM forms is presented.
I Polarity for SOP expansions of Boolean functions
For any n-variable Boolean function, there are 2" FPRM expansions, and expansions with different polarities have different on-set coefficient sets. Here we define a polarity for SOP expansions of Boolean functions. 
According to eqn. 12, if any entry of p , pi is 0 (or l), then the corresponding variable is in the true (or complemented) form. This is the same as the polarity for FPRM forms. Now eqn. 1 is extended accordingly as follows:
In eqn. 14, x" is the complemented form of 1. Besides, eqn. 14 is an extension of eqn. 2. Therefore, the corresponding subscript in eqn. 13, i = (in -li, -2 . . . io), can be obtained from eqn. 14 as follows:
has zero polarity. Since f = x , we have
If the polarity p is 1, then x2 =x2, xl = x l , and xo =Zo according to eqn. 12. Hence, from eqns. 13 and 15, this hnction can also be expressed a~f ( 2~2~2~) with polarity 1 as follows:
with polarity p according to Definition 1. There are 2" polarities for a Boolean function. To convert any SOP expansion from polarity p f to polarity p , every subscript i, 0 I i < 2", should be converted using eqn. 16, where 'A' and '+' are bitwise XOR and assignment operators, respectively. Since p' is conventionally zero as in eqn. 1, eqn. 16 can be simplified as follows:
A theorem can be formulated about the polarity of SOP expansions. Theorem 1: If there are A4 on-set minterms of an nvariable function with polarity p , then there are always M on-set minterms with any other polarities. Prooj For any coefficient i of the function with polarity p , it is converted to if with any other polarity p ' , i' = iApAp', according to Definition 1 and eqn. 16 . So there is a one-toone correspondence between any minterm with polarity p and its corresponding minterm with polarity p ' . Thus, the number of on-set minterms is the same with any polarity.
Unlike the FPRM expansions, the number of on-set coefficients for any SOP expression is fixed for all polarities. The only effect of the polarity is the order of the onset minterms. In step 2, E(0,3,4,7,6,9, 11, 10) is converted to ReedMuller expansion using any zero polarity conversion method. We use the method based on observation 2. For example, to compute b, all the on-set minterms should be decided as in Example 1. For the first SOP on-set coefficient '0' we have
Conversion from a to b with a fixed polarity
This minterm should be included. Similarly, 3, 9, 11, 10 should be included to compute bl The number of these included on-set coefficients is an odd number 5, so bl is 1. In the same way, the final FPRM expansion can be obtained as E (0,1,2,6,7,8,11, 13) with polarity 1.
From procedure 1, if we have any zero polarity conversion algorithm between SOP and Reed-Muller forms, then it can be extended to any fixed polarity.
Conversion from b to a with a fixed polarity
From eqns. 6, 7 and 8, 9, it can be seen that the zero polarity conversion methods are in exactly the same from a to b and from b to a. If a coefficient set C of an SOP form is converted to a Reed-Muller coefficient set with zero polarity, then the result is a set C'. Likewise, if a coefficient set C of an SOP form is converted to a Reed-Muller coefficient set with zero polarity, then the result is a set C. In Example 3, the SOP on-set coefficient set {0,3,4,7,6,9,11, lo} is converted to a Reed-Muller onset coefficient set (0, 1,2,6,7,8,11,13}. Similarly, the SOP on-set coefficient set {0,1,2,6,7,8,11,13} will be converted to the Reed-Muller on-set coefficient set {0,3,4,7,6,9,11,10}. From this point, Procedure 1 can be extended to Procedure 2. Procedure 2: Any Boolean function can be converted from canonical FPRM expansion with a fixed polarity p to canonical SOP expansion through the following steps. 1'. Convert the function to SOP expansion using any zero polarity conversion method. 2'. Convert the SOP expansion after step 1' from polarity p to zero polarity using eqn.17.
Suppose we have converted the coefficient set C of the SOP forin to the FPRM coefficient set C by the two steps in Procedure 1. If we want to convert C' to C, then it is an inverse procedure. In .step 1 of Procedure 1, C is first converted to C', then C' is converted to C in step 2. Now, C" can be obtained in step 1' because of the zero polarity conversion method. In step 2', C can be calculated from C"
The bidirectional conversion is illustrated in Fig. 1 , where d is a binary variable for the direction. If d is 0, then the conversion is from a to 6 ; otherwise, it is from b to a. Besides, a or b in Fig. 1 is any element of the set A or B, and ' * ' is for multiplication.
Conversion algorithm for large Boolean functions
In Section 4, the method for bidirectional conversion is discussed with any fixed polarity. We have implemented this method with the C language. For a 15-variable function with 10000 on-set coefficients, the CPU time for conversion with any fixed polarity is -13 s on a personal computer with Cyrix6x86-166 CPU and 32M RAM. Most of the CPU time, however, is spent on the zero polarity conversion because other parts of the algorithm are simple to compute. In this section, multiple segment and multiple pointer techniques are introduced to improve the speed for zero polarity conversion.
I Multiple segment technique
In Observation 2, to compute a Reed-Muller coefficient, all the SOP on-set coefficients should be accessed once. If we order these on-set coefficients in advance, then the speed will be improved. Thus the multiple segment technique is introduced, defining a segment as a suitable subset of the on-set coefficients. Example 4: All of the on-set coefficients of a 4-variable function f(x3x2xIxo) = C(1,2,5,6,7,8, 10, 1 1) can be ordered into four segments, SO, s l , s2, s3, that is, s = 4, I= 2. According to Definition 2, SO = { 1, 2 } , s l = {5,6,7}, s2 = { 8,10, 1 1 }, s3 = 0. Alternatively, these on-set coefficients can be reordered into eight segments, SO', SI', s2', s3', s4', s5', s6', s7', that is, s=8, I= 1. Then, SO'= { l}, s l ' = { 2 } , s2' = { 5 } , s3' = { 6, 7}, $4' = { 8}, ~5 ' = { 10, 1 1 }, s6' = ~7 ' = 0. Definition 3: For two integers, i, k, and their binary representations,
According to Definition 3, the relation of cover can be expressed exactly as eqn. 10 or 11. So any coefficient bi can be computed from the number of all on-set coefficients ak, where k is covered by i. If this number is odd, then hi is 1; otherwise, bi is 0. Without losing generality, we suppose that the conversion is from a to b since it is zero polarity conversion.
For any Reed-Muller coefficient i,
in -2 . . .io), all its n bits can be divided into two groups, coefficients covered by i' of all the segments that are covered by i". After reducing by j ' * u in step 2", all the most significant n -1 bits are set to zero. Therefore, the number of SOP coefficients covered by the least significant 1 bits of i is the same as before subtracting according to Theorem 2. These numbers for summation are obtained in step 3" in each segment. Finally the sum is calculated in step 4". Therefore, the numbers saved in step 4" are the Reed-Muller on-set coefficients. Then switch to i'=2 in step 3" and repeat the above procedure. Finally, switch to i ' = 3 in step 3" and repeat.
These data are shown in Table 2 . According to Procedure 3, the coefficients saved in step 4" are the Reed-Muller coefficients. So the Reed-Muller form is E(8, 12, 1, 13, 2, 2 } , s l = { l , 2 , 3 } , s 2 = { 0 , 2 , 3 } , s 3 = 0 .
In step 4": 10, 7, 11).
Multiple pointer technique
For large Boolean functions, there are still many coefficients in each segment, although they have been divided into s segments by the multiple segment technique. Here the multiple pointer technique is introduced to operate on every segment. In the realisation of the multiple segment technique, every coefficient should be accessed by a pointer in a In the multiple segment technique of Procedure 3, the coefficients in the j'th segment are reduced by j ' * u in step 2" so that the most significant n -1 bits of any coefficient are zero. Because zero can only cover zero by Definition 3, any number whose most significant bit is 1 can be appended to all segments and keep the values in M[s] the same. In our experiments, this extra coefficient e is set so that all of its bits are 1. The conversion algorithm using multiple segment and multiple pointer techniques is given in Fig. 2 .
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Algorithm and experimental results
From Section 5, the values of s and q, that are the number of segments and the number of pointers, should be set first. Both s and q cannot be too big or too small; otherwise, either an extra burden, in time and memory, is incurred or no significant improvement is achieved. Although the number of pointers q can be set dynamically using an array, we find that the speed will suffer because of the array. In our experiments, we found, by experiment, that it is efficient to set q to be a constant 32 in most cases.
As fors, it can be seen from Procedure 3 that most of the CPU time is spent on steps 3" and 4". These two steps are labelled as the two loops, loopl and loop2 in the subfunction of convert-withzero-polarity() in Fig. 2 . Suppose there are altogether M on-set coefficients to convert; then these coefficients are divided into s segments. Besides, the number of coefficients of all segments are multiples of q. Then the average number of coefficients in a segment is
In loopl, all the s segments should be accessed once so the CPU time is proportional to s * (t+;).
Similarly, the CPU time is proportional to s2 in the second loop. We determine the value of s by setting these two parts of CPU time to be equal: with-zerogolarity(u,s,d,p, q,MMs[] Besides, s must be a power of 2 by Definition 2 . So we sets to be the power of 2 that is close to q + @T-i%.
From the above discussion, our conversion algorithm is made up of three processes as follows: 1. Initialise and read the data from the file to the memory. 2. Preprocess the data with any fixed polarity and convert them with zero polarity according to Fig. 1.  3 . Save the outputs to the file.
Further, most CPU time is spent on process 2 for large Boolean functions. Because the conversion process for any fixed polarity is the same, the CPU time in process 2 is independent of both the polarity and the direction. In other words, when n and M are fixed, the combined CPU time of both process 1 and process 2 is identical for any polarity in either direction. Since the number of on-set coefficients after conversion varies with the polarity and the direction, the CPU time of the algorithm is mainly dependent on n and M.
The algorithm is implemented in the C language and the program is compiled by the GNU C compiler. Then it is tested on a personal computer with Cyrix6x86-166 CPU and 32M RAM under the Linux operating system. Some random coefficient sets are generated to test the effectiveness of the algorithm. The results confirm that the CPU time is mainly dependent on n and M only. For any nvariable Boolean function with n e 12, the CPU time is almost zero using multiple segment and multiple pointer techniques with any fixed polarity in either direction. These results, both with and without multiple segment and multiple pointer techniques, are shown in Fig. 3 , where the time for saving to disk is not included.
When n > 2 0 , the number of on-set coefficients is comparatively small. To convert these sparse functions, a multiple pointer technique may not be necessary. We find from the experiments that the conversion will be slightly faster without the multiple pointer technique for the sparse functions.
Furthermore, to compare with the results from [ 131, we also test the parity functions defined as follows:
Both the polarity and the direction are set to be zero in our algorithm while converting the parity functions. It should be noted that the tests in [ 131 are performed using Borland C+ + on a PC with Pentium-90MHz CPU and 16M RAM under the WIN32 platform. These results are shown in Table 3 .
Finally, we compare our method with the results from a recently published paper [7] using a fast tabular technique. In [7] , the CPU time for conversion depends on the polarity as well as n and M. To calculate the time in [7] , the FPRM expansions for all possible polarities (from 0 to 2" -1) were found, and their time average was taken for a given n and M. In our method, the computation time depends on n and A4 only and is independent of the polarity and direction of conversion. From Fig. 3 of [7] , the average conversion times for the logic functions with 80% of on-set minterms are -35, 85, 220 s when n is 8, 9, 10, respectively. The conversion was implemented in MATLAB on a PC. Applying our method with multiple techniques for the same functions, our conversion times are 0, 0.01, 0.03 s, respectively.
Conclusions
We propose the polarity for the SOP form of any Boolean function through which the bidirectional conversion between SOP and Reed-Muller forms is direct. The CPU time for conversion is nearly independent of the polarity and the direction for a given number of variables and onset coefficients. The speed of the algorithm is much faster than existing algorithms when multiple segment and multiple pointer techniques are used. From Fig. 2 , the time complexity of our algorithm is O(21.5"), while it is O(4") as reported in [ 131. The space complexity is 0(2"), as in [ 131, since our conversion is also manipulated on on-set coefficients only. The algorithm is tested for randomly generated functions of up to 30 variable and 500000 on-set coefficients. In the absence of a method for predicting the best polarity, short of exhaustive search, this method makes the search for a 'good' polarity a practical reality.
