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IRIT, Université de Toulouse, CNRS.
Email: emmanuel.soubies@irit.fr
Laure Blanc-Féraud
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Abstract—We study the strict local minimizers of the CEL0 func-
tional, an exact continuous relaxation of the `0-regularized least-squares
criterion. More precisely, we derive a necessary and sufficient condition
for strict local optimality, recalling that global minimizers are strict.
Moreover, we quantify the number of strict local (not global) minimizers
of the initial functional that are eliminated by the relaxation.
I. INTRODUCTION
Let A ∈ RM×N with M  N be an arbitrary linear operator and
y ∈ RN be a measurement vector obtained through y = Ax + n
for a sparse signal x ∈ RN (i.e., ‖x‖0  N ) and a vector of noise
n ∈ RM . The problem of recovering x from the data y has received
a considerable attention in the context of compressed sensing [2]. To








‖Ax− y‖2 + λ‖x‖0
}
, (1)
for a suitable choice of λ > 0. However, Problem (1) is non-convex
and, furthermore, NP-hard, which makes its resolution a challenging














where φi : R → R, i ∈ {1, . . . , N}, are one-dimensional penalty
functions. A variety of penalties have been proposed and studied
over the past, going from the `1 convex relaxation [1] to continuous
non-convex approximations of the `0 pseudo-norm [3, 6–8, 13–15].
Interestingly, some of them lead to exact continuous relaxations of
the initial criterion (1) in the sense of Theorem 1 below [4, 11, 12].
In this work, we consider the continuous exact `0 (CEL0) relaxation
that corresponds to the inferior limit of the class of exact relaxations
















where ai denotes the ith column of A.
Theorem 1 (Links between (1) and (2)-(3) [4, 11]). Let L0 (resp.
L̃) be the set of local minimizers of F0 (resp. F̃ ). Let G0 ⊆ L0 (resp.
G̃ ⊆ L̃) be the corresponding subset of global minimizers. Then,
1) there exists a simple thresholding rule1 T : RN → RN such
that for any x ∈ L̃, T (x) ∈ L0
2) G0 ⊆ G̃.
An important consequence of Theorem 1 is that, while each local
minimizer of F̃ can be easily mapped to a local minimizer of F0,
the converse does not hold and some local (not global) minimizers
of F0 are removed by the relaxation F̃ .
In the present communication, we make the following assumption.
Assumption 1. Every pair (x̂1, x̂2) of global minimizers (x̂1 6= x̂2)
verify ‖x̂1 − x̂2‖0 > 1.
1Which is completely characterized in [11].
It is worth noting to mention that this assumption is not fulfilled
only for a finitely number of λ values [10]. Then, we have the
following corollary of Theorem 1.
Corollary 2. Under Assumption 1, global minimizers of F0 and F̃
coincide (i.e., G0 = G̃). Moreover, they are stricts for both F0 and F̃ .
Hence, under Assumption 1, being a strict local minimizer of F̃ is
a necessary condition of global optimality for both F̃ and F0. This
motivates the analysis of the strict local minimizers of F̃ .
II. THE STRICT LOCAL MINIMIZERS OF F̃
Previous works [4, 11] were limited to the characterization of the
critical points of F̃ and the study of the links between the minimizers
of F̃ and F0 (Theorem 1). Here, we go one-step further by providing,
in Theorem 3, a necessary and sufficient condition to recognize
critical points that are strict local minimizers of F̃ .
Theorem 3 (Strict local optimality for F̃ ). A critical point x ∈ RN
of F̃ is a strict (local) minimizer of F̃ if and only if
• ∀i ∈ σx, |xi| >
√
2λ/‖ai‖,
• ∀i ∈ IN\σx, | 〈ai,Ax− y〉 | <
√
2λ‖ai‖,
• rank(Aσx) = #σx,
where IN = {1, . . . , N}, σx = {i ∈ IN : |xi| 6= 0} and Aσx is the
restriction of A to the columns indexed by the elements of σx.
III. QUANTIFICATION OF THE STRICT LOCAL MINIMIZERS
Given a small-size matrix A ∈ RM×N , one can compute all strict
local minimizers of F0 by solving (Aω)TAωxω = (Aω)Ty for
any support ω ∈ IN such that rank(Aω) = #ω [9, Theorem 3.2].
Moreover, as S̃ ⊆ S0 [11, Corollary 4.9] – where S0 (resp. S̃) denotes
the set of strict local minimizers of F0 (resp. F̃ ) – Theorem 3 allows
to extract all strict local minimizers of F̃ from those of F0. We
performed this experiment for M = 5 and N = 10. We report the
results in Figure 1. One can make two observations,
• the situation is more favorable (more minimizers are removed by
the relaxation) when A is generated from a Normal distribution
(with good RIP properties). This observation is in line with the
recent work [5] and deserves a deeper analysis,
• the behaviour for extremal values of λ is independent of the
matrix A. This is theoretically explained by Theorem 4.
Theorem 4. Let XLS = arg minx∈RN 12‖Ax− y‖
2
2. Then, there
exists λ0 > 0 and λ∞ > 0 such that
1) ∀λ ∈ (λ∞,+∞), S̃ = {0RN },
2) ∀λ ∈ (0, λ0), S̃ = (S0 ∩ XLS).
In other words, for a sufficiently small value of λ, only the strict
minimizers of F0 that solve the un-regularized least squares problem
are minimizers of F̃ . On the other hand, for a large λ, all strict local
minimizers of F0 are removed by F̃ , except 0RN which (for such λ)
is the global minimizer of both F0 and F̃ .












#S0 (638 strict min)
#S̃ (A Normal)
#S̃ (A Uniform)
Fig. 1: Cardinality of S̃ with respect to λ. The curves correspond to
an average value (with standard deviation) over 2000 generations of
A ∈ R5×10 and y ∈ R5 from a Normal (purple) or Uniform (green)
distribution. As a reference, we plot the value of #S0 that does not
depend on λ [9, Remark 5]. Note that A and y are generated with the
constraint that for any two supports ω 6= ω′ such that rank(Aω) = #ω
and rank(Aω′ ) = #ω′, the corresponding strict minimizers are different.






5-sparse strict minimizers which corresponds to the limiting value for
small λ (see Theorem 4).
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