Eigenvalues and the Smith normal form  by Rushanan, Joseph J.
NORTH- HOLLAND 
Eigenvalues and the Smith Normal Form* 
Joseph J. Rushanan 
The MITRE Corporation 
M/S E025 
Bedford, Massachusetts 01730 
Submitted by Richard A. Brualdi 
ABSTRACT 
We compare the Smith normal form (SNF) over the integers of an integral nonsingular 
matrix with its spectrum when its eigenvalues are integers. Our results include tight bounds 
on the size of the largest element of the SNF when the matrix is diagonalizable with nonzero 
integer eigenvalues, with no assumptions on the diagonalizing matrices. 
PRELIMINARIES 
This paper concerns the relationship between the spectrum of an integral matrix 
and its Smith normal form (SNF) over the integers. Our aim is more general than the 
results on similarity by integral matrices (see [ 1, Chapter 3]), since two integral 
matrices integrally similar possess both the same SNF and the same spectrum. 
Instead, we partially address the question: given two integral matrices with the 
same spectra, how similar are their SNFs? The work in [3] also relates the spectrum 
and SNF for matrices of rings of algebraic integers. However, we exploit unique 
factorization in the underlying ring of entries in order to obtain different results. 
These results (with essentially the same proofs) are valid for any principal ideal 
domain and its corresponding field of fractions. 
The SNF of a matrix A is the canonical representative of the equivalence class 
of all matrices formed by pre- and postmultiplying A by unimodular matrices 
(square integral matrices with determinant plus or minus one); see, for example, 
[ 11. For our purpose, we identify the SNF of A with the ordered list (si , . . . , s,), 
where the sj are positive integers with sj 1 sj+l, and p is the rank of A. 
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All matrices and vectors in this paper are integral unless otherwise indicated; 
vectors are row vectors. We denote the row space over the integers Z of a matrix 
A by R(A), and let Z(A) denote the integral vectors in the row space of A over 
the rationals Q. In general, if V is a subspace of Q”, then Z(V) is the Z-module 
formed by V fl Z”. Recall that any finitely generated Z-module has a Z-basis, the 
so-called Hermite normal form, which is a set of integral vectors that represent 
each element of the module uniquely by taking integral linear combinations. 
Most of our techniques come from module theory, and in particular, from the 
theory of finitely generated abelian groups. Define the Smith group of an m x n 
matrix A to be the factor Z-module 
G(A) = Z”/!?(A). 
Thefinite part of G(A) is the finite group Z(A)/R(A). Thus, 
G(A) = Z”-p @ Z(A)/R(A), 
where p is the rank of A. In particular, the finite part of G(A) is equal to G(A) if 
the rank of A equals II. The finite part of G(A) is related to the SNF of A by 
Z(A)/R(A) g Z,v, @ . . . 63 ZP . 
Here and throughout Z, denotes the integers modulo s. If L is a submodule of 
Z(A), then G(L) denotes the submodule of G(A) whose elements are v + R(A) for 
v E L. 
Our motivation can be summarized by the following simple example. Let Xi 
and X2 be two distinct nonzero integers. Set 
(1) 
The spectra of A1 and A2 are the same, namely the eigenvalues Xi and X2 each 
with multiplicity one. However, the Smith groups are 
@AI) g Zx, @ Zxz and WW g ZX,X~, 
which are nonisomorphic unless the two eigenvalues are relatively prime. 
In general we will relate the spectrum of A to its Smith group; from there it is 
straightforward to derive results about the SNF. Our motivation is that often there 
is a more natural representation for G(A) then that given by the SNF. For example, 
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the SNF of A1 yields 
which is less revealing than our first representation of G(Al). Concentrating on 
the Smith group is similar to looking at the diagonal form used in [4]. 
In the remainder, we will assume the following 
Hypothesis: A is an n x n nonsingular matrix with SNF ($1, . . . , s,J and distinct 
eigenvalues {Xi, . . . , A,} with respective multiplicities mi. 
In the next section we derive bounds for s,, in terms of the Xi when the Xi 
are integers. In the section after that we derive a result that further restrict the sj 
forj < n by considering the multiplicities mi. We finish with a small unifying 
example. 
BOUNDS ON sn 
In this section we give tight upper and lower bounds on the exponent s, of 
G(A). The upper bound requires A to be diagonalizable with integer eigenvalues 
(we make no assumptions on the diagonalizing matrices). The lower bound is 
derived from the following result. 
THEOREM 1. Let X be an eigenvalue of A. Then X 1 s, (division de$ned in 
the ring of algebraic integers). 
REMARK. We give two proofs, the first is probably the simplest proof pos- 
sible. The second proof isolates a useful technique, but we need to assume that 
x E z. 
First p-005 There exist unimodular matrices E and F with EAF=S, where 
S = diag(si, . . . , s,). Then A-’ = FS-‘E, and so s,,A-’ is integral. This latter 
matrix has s,,/X as an eigenvalue. But since the eigenvalues of an integral matrix 
are algebraic integers, it follows that X 1 s,. ??
Secondproo$ Make the further assumption that X E Z, and let v = [vi, . . . , 
v,] be an integral eigenvector for X such that the gcd of the vj is 1. From VA = Xv 
we have (1 /X)vA = v. As A is nonsingular, the order of the element v + R(A) in 
G(A) is then the smallest positive integer C such that (!/X)v is an integral vector. 
Since the gcd of the vj is 1, it follows that C is 1x1. But s, is the exponent of G(A), 
so it is divisible by the order of any element in the group; in particular, Xls,. ??
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Theorem 1 gives a lower bound on s,, since it implies that the least common 
multiple of all integer eigenvalues of A must divide s,. Theorem 1 can also specify 
the SNF of a matrix, as this next example shows. Let M be the circulant matrix 
formed from a row of k consecutive l’s followed by n - k consecutive O’s, where 
gcd(k, n) = 1: 
( 
1 . . . 1 
1 . . . 1 
M= . . 
.. 1. 
. . 
1 . . . 1 1 
Newman shows in [2] that det M = k, using a straightforward calculation involving 
the eigenvalues of M. In particular, /G(M)] = k. But k is an eigenvalue with 
eigenvector j (the all-ones vector), so by Theorem 1, k divides the exponent of 
G(M). That is, G(M) e & and G(M) is generated by j + R(M). 
Can we eliminate the assumption of the invertibility of A? If M is a singular 
n x n matrix, then the last term of its SNF is 0, and so is clearly divisible by 
any nonzero integer eigenvalue. It is not generally true, though, that each integer 
eigenvalue of M divides the exponent of the finite part of G(M). For example, let 
M= 





\l 1 10 0 3 I1 so G(M)EZ@Z3@Z3$Z9. 
However, M has the eigenvalue 6 (with j as an eigenvector), which does not divide 
9, the exponent of the finite part of G(M). 
The next result gives an upper bound for the exponent s, of G(A) when A is 
diagonalizable with all integer eigenvalues. It is perhaps surprising that the bound 
depends only on the number of distinct eigenvalues and not on their multiplicities. 
THEOREM 2. Suppose that A is diagonalizable with all integral eigenvalues 
XI,...,&. Thens,IX1Xz..-X,. 
PROOF. We show that the order of every element in G(A) divides the product 
x,x2.. . A,. In particular then the exponent of G(A) must divide this product. 
Let v E Z”. Because A is diagonalizable, we can write v as the sum of at most 
r eigenvectors: 
v= 2Vi. (2) 
i=l 
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Each vi is a (perhaps nonintegral) rational eigenvector for Xi. Let 
be the unique preimage of v, that is, WA = v. The order of v + R(A) is the 
smallest positive integer e such that ew is integral. Thus it suffices to show that 
-e1x,x2.. . A,, since v was arbitrary. 
We proceed by induction on the number of nonzero vectors vi in the sum (2). If 
there is only one, then v = vi for some i, and since v is integral, the second proof of 
Theorem 1 shows that e 1 Xi. Our induction hypothesis is that all vectors composed 
of at most k - 1 nonzero eigenvectors have order dividing II&, where the index in 
the product runs through those indices corresponding to the nonzero eigenvectors 
constituting that vector. We consider vectors composed of k eigenvectors, and in 
order to simplify the discussion, we let v comprise only eigenvectors from the first 
k eigenvalues: 
and w = 
k 1 
v= vi c 
i=l 
i=l xvi = VA-‘. 
Since v is integral, we have 
x=vA= &vi E R(A). 
i=l 
Consider the vector 
k-1 
y = x - &v = c (Ai - Xk)vi. 
This vector is integral and comprises only k - 1 eigenvectors. Thus we can apply 




. Xk-_l (preimage of y) = x1 x2 . . ’ &__l c ~vi 
i=, ’ 
is integral. Finally, a simple calculation shows that 
which shows that Xi X2 . . . &w is integral. Hence, the order v divides At AZ . . . &. 
The theorem then follows when k = r, the number of distinct eigenvalues. ??
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For completeness we state the following easy corollary of Theorems 1 and 2. 
These bounds are tight, as the matrices in (1) show. 
COROLLARY 3. LetA be diagonalizable with all integral eigenvalues XI, . . . , 
A,. Then 
Icm(Xi, . . . , A,) Is,/ X1 . . . A,. 
The proof of Theorem 2 relies heavily on the diagonalizability of A. This 
restriction cannot be weakened; for example, consider the following three matrices 
with the same spectra: 
M, = G(M)“Z2@22@Z2, 
M2 = G(M2) g 22 @ Z4, 
and 
Not surprisingly, one would need to know the location and values of the off- 
diagonal terms. 
EIGENVALUE MULTIPLICITIES 
We next investigate how the multiplicity of an eigenvalue affects G(A). Sup- 
pose that A has an integer eigenvalue X with algebraic multiplicity t. Then X’ 
divides det A, and hence it divides the product of the sj. The following result gives 
sufficient conditions to determine a lower bound on the number of Sj that X divides. 
THEOREM 4. Suppose that A has eigenvalue X E Z with m associated lin- 
early independent eigenvectors. Then the group (Zx)” is isomorphic to a subgroup 
of G(A). 
PROOF. Let VI,... , v, be the m linearly independent eigenvectors associ- 
ated with X, and set V equal to the subspace generated over the rationals by these 
eigenvectors. Let wi , . . . , w, be a Z-basis for Z(V); the wi are of course also 
eigenvectors. To obtain the result, we construct an isomorphism between (ZA)~ 
and G(Z(V)). 
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Map[at,... , amI E GW” to WV’)) by 
cP([Q,... 7 GA> = 2 UiWi + R(A), 
i=l 
where we use {O,l,..., 1x1 - 1) = ZA and use the same symbol for both an 
element in ZX and one in Z. Clearly, cp is a well-defined homomorphism [since 
XWi = WiA E R(A)]. Notice that the gcd of all the components of any Wi must 
equal 1, by the uniqueness of representation of a Z-basis. Hence, from the second 
proof of Theorem 1, the order of each Wi + R(A) in G(A) is 1x1. This shows that 
cp is onto. 
To show that p is one-to-one, it suffices to show that the Wi + R(A) are inde- 
pendent in the sense that if 
fJaiWi+R(A)] =R(A)y aiE {Oyl,..*,I~I-l}, (3) 
i=I 
then ai = 0 for each i. Suppose that (3) holds, and let 
X== UiWi E R(A). 
i=l 
Since A is nonsingular, the unique preimage of x, (1 /X)x, must be integral. In 
particular, (1 /X)x E Z(V) and so is uniquely expressed as an integral linear com- 
bination of the Wi. But the coefficients of this linear combination are the ai/X. 
Therefore ai = 0 for each i. ??
The conclusion of Theorem 4 can be put directly in terms of the SNF. If (Zx)” 
is embeddable in G(A), then at least m of the Sj must be divisible by X. In particular, 
the last m terms of the SNF are divisible by X. The following simple corollary 
gives sufficient conditions for the spectrum of a matrix to determine its SNF. Again 
we make no assumptions on the diagonalizing matrices. 
COROLLARY 5. LetA be diagonalizuble with all integral eigenvulues X1, . . . , 
A, with respective multiplicities ml, . . . , m,, and assume that gcd(Xi, Xj) = 1 for 
i # j. Then 
G(A) cs &ZA,)? 
i=l 
PROOF. For i = 1,. . . , r, let Gi = (Z,J,)~I. From Theorem 4 each Gi is 
embeddable in G(A), because there are mi linearly independent eigenvectors for 
184 JOSEPH J. RUSHANAN 
each Xi. Since the orders of the Gi are pairwise relatively prime, their direct sum 
can be embedded in G(A). Since this direct sum and G(A) have the same order, 
they must be isomorphic. ??
AN EXAMPLE 
We finish with a small example to unify the above techniques. Pick nonzero 
integers a and b such that gcd(cz, b) = 1. Let M be the n x n matrix al + bJ, where 
n 2 2 and J is the all-ones matrix. Then M has eigenvalues, a + bn and a with 
respective multiplicities 1 and n - 1. Assume further that M is nonsingular. Then 
G(M) = @a)“-* ‘3 Za(a+bn). 
This result follows quickly from Theorem 4 and the easily shown fact that the 
vector [l,O,. . . , 0] has order la(a + bn)( in G(M). 
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