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Abstract
We consider one aspect of the general problem of unicast equation based rate control in the Internet, which
we formulate as follows. When a so called “loss-event” occurs, a data source updates its sending rate by setting
it to f(p^
n
), where p^
n
is an estimate of p, the rate of loss-events. Function f (the target loss-throughput function)
defines the objective of the control method: we would like that the throughput x, attained by the source, satisfies
the equation x  f(p). If so, we say that the control is conservative. In the Internet, function f is obtained by
analyzing the dependency of throughput versus the rate of loss-events for a real TCP source. A non-TCP source
which implements a control system as we describe is said to be TCP-friendly if the control is conservative. In
this paper, we examine whether such a control system is conservative. We first consider a simple stochastic model
which assumes that the intensity of the loss-events is proportional to the current sending rate. We show that, for this
model, the control is always conservative if f(p) is a concave function of 1=p; otherwise this may not be true. Then
we consider a second model where the loss-event inter-arrival times is an exogeneous stationary random process.
We show that, for this second model, there exist statistics of the loss-event inter-arrival times such that the control
is non-conservative, even if f(p) is a concave function of 1=p. We validate our analytical results with simulations.
Another aspect of unicast equation-based rate control in the Internet is the influence of the variability of round-trip
times, which is not analyzed in this paper.
Keywords
Equation-based, Rate control, TCP-friendliness, Internet, Stochastic recurrence, Autoregressive process, Markov
modulated process, Non-linear system, Estimation, Palm expectation
I. Introduction
Our work is motivated by the concept of TCP friendliness. TCP compatibility is defined in [1] as
“a TCP-compatible flow is responsive to congestion notification, and in steady-state it uses no more
bandwidth than a conformant TCP running under comparable conditions”. TCP-friendliness [2] is the
weaker property corresponding to the latter part of this definition.
Consider a TCP sender adjusting its sending rate x(t) in response to a sequence of loss-events, modeled
by a stationary ergodic system. Then, the average throughput satisfies the “loss-throughput equation”
E[x(t)] = f(p), where f captures the performance of TCP in typical network conditions; it is a function
of the long-run average of the loss-event rate p, and also of other parameters such as the autocovariance
of the loss-event inter-arrival times and some statistics of the round-trip time [3], [4], [5]. Consider also
an adaptive, non-TCP source with rate x(t) which experiences a loss-event rate p; the requirement to be
TCP-friendly can be expressed as
E[x(t)]  f(p) (1)
There is a large number of proposals on how to obtain this; see [6] and the references therein. We focus
on one type of solutions which is exemplified in TFRC [7], [8], [9], and which we refer to as “equation-
based rate control”. It can be formulated as follows. At the time of occurrence of the nth loss-event, the
source computes
X
n
= f(p^
n
) (2)
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where p^
n
is an estimate of p, the rate of loss-events. Function f (the target loss-throughput function) is
obtained by TCP modeling as discussed above. The sending rate x(t) is then set to X
n
until the next
loss-event:
x(t) = X
n
for T
n
 t < T
n+1
(3)
where T
n
is a time instant of the nth loss-event.
Then we expect that such a source would be TCP-friendly. However, as we see later, this is not
necessarily true.
In this paper, we focus on the simple control system described by Equation (2) and Equation (3) and
ask whether Equation (1) holds. If so, we say that the control is conservative. This models one aspect
of TCP-friendliness. Other aspects such as the influence of the variability of round-trip times are not
analyzed it in this paper.
We assume that our system, and in particular the sequence of the loss-event inter-arrival times, can
be modeled as a stationary ergodic stochastic process. The validity of this assumption in the real-world
Internet is beyond the scope of this work. For this issue, the reader is referred to Zhang, Paxson, and
Shenker [10].
We need to distinguish between the expected value of X
n
, namely the average rate seen at update
instants, from the expected value of x(t) (they are assumed to be independent of n or t, by the stationarity
assumption). The expectation of X
n
is the expected rate at special instants, and is traditionally called
a Palm expectation [11]. We denoted it with E
0
[X
n
] = E
0
[X
0
] and call it the “rate Palm expectation”.
We call E[x(t)] the “rate time average”, or simply the “throughput”. In general, Palm expectations differ
from time averages, even if the special instants form a Poisson process.
Our first observation, in Section II, is that, if 1=p^
n
is an unbiased estimator of 1=p, and if f(p) is
concave with 1=p, then
E
0
[X
0
]  f(p) (4)
The condition that 1=p^
n
is an unbiased estimator of 1=p is true for smoothed averages such as in TFRC
[7]. The condition that f(p) is concave with 1=p is true for the simple TCP loss-throughput formulas in
[3] (the “square root” formula), or for the exact formula (28) in [4] but is no longer true for other formulas
such as the approximate formula (30) in [4].
Then, in order to go further, we take additional modeling assumptions. Note that we do not aim at
providing the best, or even a good, model of the interaction between a rate controlled source and the
network. This is a topic of its own and is not in the scope of this paper. In contrast, we consider models
that are reasonable approximations of some limiting cases, and use them as a framework in which we can
give some answers to our original question.
In a first model (simple model, Section III), we assume that the intensity of the loss-events is propor-
tional to the current sending rate (in fact we show a slightly more general result). This model represents
for example a source sending packets of equal size, and which has a negligible influence on the network.
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With this assumption, we show that the expected throughput is less than or equal to the rate Palm ex-
pectation. Thus, due to Equation (4), if f(p) is concave with 1=p, the control is conservative. However,
we show numerically that if f(p) is not concave with 1=p, the control may be non-conservative. For the
design of a unicast equation-based rate control, it tells us that, if f(p) is concave with 1=p, the rate control
should be indeed TCP-friendly. In fact, if f(p) is strictly concave with 1=p, we should expect that such a
rate control would give less rate than TCP would.
We also consider a second model (Section IV) where the loss-event inter-arrival times is an exogeneous
stationary random process. For tractability, we analyze the case where the loss event process is driven
by a hidden Markov chain. A system which can be reasonably modeled by this is an audio source which
adjusts its rate not by sending fewer packets, but by adapting the packet size, assuming that the network
drops packets independent of their size. Thus for such a source, the dropping events depend on the rate
of the source only through the state of the hidden Markov chain. We show that there exists statistics of
the loss-event inter-arrival times such that the control is non-conservative, even if f(p) is concave with
1=p. This suggests that if the packet dropping probability in a RED gateway is independent of packet
size, then such an audio application may exceed its TCP-friendly rate. The exact analysis of our second
model seems to be out of our reach, even with our hidden Markov chain assumption. Our approach to
circumvent that difficulty is as follows. First, we solve the model numerically in the special case where
the estimator p^
n
is not smoothed. This gives us one exact solution and is used as a benchmark. Second, for
the general case of this model, we use a classical approximation technique which consists in linearizing
the system around its equilibrium. We find numerical procedures for solving this approximating system.
We confirm our approximations by a discrete event simulation of the control system (not of TCP, since
we want to avoid the effect of other factors). Our computations show that for a two-state hidden Markov
chain, the autocorrelation structure of loss-events plays a key role.
II. Preliminary Results
We use the following notation. Let fS
n
g
1
n= 1
be a stationary ergodic stochastic process representing
the loss-event inter-arrival times. Then, fT
n
g
1
n= 1
is the associated point process with intensity such that
S
n
:= T
n+1
  T
n
, for all n 2 Z. Stationarity implies that the law of S
n
; S
n+1
; : : : ; S
n+m
is independent
of n. Call  = 1=E[S
0
] the intensity of the point process T
n
.
Let 
n
be number of the packets sent within [T
n
; T
n+1
); following [7] we call this the loss-event
interval.
Let f be a positive-valued non-increasing function with respect to the loss-event rate p^
n
defined on
[0; 1]. In the Internet, f is also a function of the round-trip time, and the retransmit timeout, but in this
paper we consider those parameters to be fixed, equal to  and , respectively.
For notation convenience, we define f

(
^

n
) = f(
^

 1
n
), where ^
n
is estimate of the expected loss-event
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interval. Thus the rate control formula in Equation (2) is equivalent to
X
n+1
= f

(
^

n
) (5)
We suppose the control (5) admits stability conditions [12], under which there exists a unique finite
stationary rate process.
Proposition 1: Suppose f

is concave, and that ^
n
is a unbiased estimator of the loss-event interval
1=p. Then
E
0
[X
0
]  f

(E
0
[
0
]) = f(p)
Proof: For ^
n
to be an unbiased estimator of the loss-event interval means that E[^
0
] = E[
0
]. The
proof is then a direct application of Jensen’s inequality [13] to (5).
Note that we request that ^
n
is unbiased, which is inline with [7]. With this assumption, p^
n
is a biased
estimator of the loss-event rate, E[p^
n
]  p (Jensen’s inequality again).
It follows from this proposition that the control is conservative as soon as E[x(t)]  E
0
[X
0
]. Whether
this holds depends on the properties of the point process; in general, we should expect that time averages
differ from Palm averages. In the following sections, we will draw conclusions, in two specific cases.
Before getting there, we derive general relations which will be used in the sequel.
The rate Palm average and the throughput are related by Palm’s inversion formula [11]:
E[x(t)] = 1E
0
[S
0
]
E
0
[
Z
T
1
0
x(t)dt] = E
0
[X
0
S
0
] (6)
Also observe that the long-run average of the loss-event rate p is equal to 1=E
0
[
0
]. This can be
established by noting that
p = lim
t!1
N(t)
R
t
0
x(t)dt
=
1
lim
t!1
n
1
N(t)
P
N(t) 1
n=0

n
+
1
N(t)
(t T
N(t)
;t)
o
=
1
E
0
[
0
]
Thus, we have shown that
E[x(t)] = 
p
(7)
Thus the control is conservative if E[x(t)]  f(E[x(t)] 1), or equivalently
E[x(t)]  f

(
 1E[x(t)]) (8)
In some cases (for example the square root formula in [3]), the equation x = f

(
 1
x) has a unique
positive solution x and Equation (8) is equivalent to E[x(t)]  x. In such cases, we call x the “TCP-
friendly throughput”.
III. A first model
In this first model we assume that the loss event process and the rates satisfy an equation of the form
P(S
n
> sjX
n
= x) = e
 (x)s (9)
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where (x) is a non-negative positive-valued function corresponding to the intensity of the loss-events
given the rate X
n
= x. This is true in particular if the point process has the Markov property, with a
(continuous) state equal to the rate. We are particularly interested in the case (x) = x, which attempts
to model the situation where the source has a negligible influence on the network, and the time until next
loss event is proportional, in average, to the current rate.
A. A sufficient condition for the control to be conservative
Proposition 2: Suppose ^
n
is an unbiased estimator of the loss-event interval. Suppose 1
(x)
is a
positive-valued non-increasing convex function. Then, if f

is a concave function, and f
Æf

is concave,1
E[x(t)]  f(p) (10)
i.e. the control is conservative. Otherwise, the control may be non-conservative.
Proof: Note that E[S
n
jX
n
= x] = 
 1
(x). From Equations (6) and (9) we derive
E[x(t)] = E0[X0S0]E
0
[S
0
]
=
E
0
[X
0

 1
(X
0
)]
E
0
[
 1
(X
0
)]
(11)
We now prove the first statement. The condition (10) combined with (11) and (5) translates to
E
0
[
f

(
^

0
)
 Æ f

(
^

0
)
]  f

(E
0
[
^

0
])E
0
[
1
 Æ f

(
^

0
)
] (12)
Now, we utilize the given assumptions, and use Jensen’s inequality; 1

being convex implies 1
(E
0
[f

(
^

0
)])

E
0
[
1
Æf

(
^

0
)
], and 1

being non-increasing, and f

being concave, imply 1
(f

(E
0
[
^

0
]))

1
(E
0
[f

(
^

0
)])
. Now,
by Jensen’s inequality:
E
0
[
f

(
^

0
)
 Æ f

(
^

0
)
] 
f

(E
0
[
^

0
])
(f

(E
0
[
^

0
]))
(13)
which implies that (12) holds.
The second statement is shown by an example – consider f

(#) = e
a#
+b, for positive-valued constants
a; b, and (x) = x, 0 <  <1. Clearly, f

is convex, and f(#)
Æf

(#)
=
1

is concave. We show a random
experiment results in Table I. This completes the proof.
Corollary 1: In particular, for (x) = x, 0 <  < 1, we have the following statement. If ^
n
is an unbiased estimator of the loss-event interval and if f(p) is concave with 1=p, then the control is
conservative. Otherwise, if f(p) is convex with 1=p then the control may be non-conservative.
B. Numerical Examples with TCP friendly formulas
The previous corollary says that, in theory, our control system may not be conservative if the concavity
assumption does not hold. We now confront this theoretical finding with TCP-friendly formulas. Indeed,
in [4] there is a concave function–formula (28), the “exact formula” – and a non concave one – formula
(30), the “approximate formula”.
1Def.  Æ f

() = (f

()).
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TABLE I
IF f(p) IS NOT CONCAVE WITH 1=p THEN THE CONTROL MAY BE NON-CONSERVATIVE – A CASE
f(p) = e
a
p
+ b, a = 0:2, b = 9, AROUND p = 1
6
= 0:16
_
6, (x) = x. THE RANDOM EXPERIMENT RESULTS
NORMALIZED WITH f(p); THE VALUES LARGER THAN 1 INDICATE A NON-CONSERVATIVE CONTROL, IN ALL
THE CASES E
0
[X
0
] > E[x(t)] > f(p). WE SUPPOSE ^
n
=
P
L
l=1
w
l

n l+1
(WITH TFRC WEIGHTS).
L (E
0
[X
0
] CI
95%
E
0
[X
0
]
)=f(p) (E[x(t)] CI95%E[x(t)])=f(p)
1 5:0268  2:2195 1:0325  0:0048
2 1:3932  0:2011 1:0258  0:0051
4 1:0852  0:0119 1:0189  0:0060
8 1:0360  0:0054 1:0109  0:0045
16 1:0166  0:0060 1:0069  0:0061
We ran a random experiment over 10000 samples of the loss-event inter-arrival times, and estimate the
rate Palm expectation E[X
0
], and the throughput E[x(t)], as the average over 5 such runs, with associated
0.95-confidence intervals.
In Fig. 1, we validate the observations of our corollary. The exact formula and its approximation are
shown in the upper-most graph in Fig. 1-a. Let us discuss the results shown in Fig. 1-b, for L = 4,
where the effects involved are more pronounced due to a moderate smoothing; the observations drawn
hold, also, for L = 8 (Fig. 1-a). The upper-most graph in Fig. 1-b happens to be the square-root formula
( = 0), and there we find E[x(t)]  E
0
[X
0
]  f(p), steadily over the given range 0:01  p < 1
(Proposition 2). The same inequalities hold, also, for the results with the exact formula,  = 4 , shown in
Fig. 1-b, middle-graph. However, for the approximate formula, and  = 4 , we observe E
0
[X
0
] > f(p),
for p > 0:1 (E[
0
] < 10). This comes out due to convexity of the approximate formula f(p) with 1=p, for
p > 0:1 (Proposition 1). It is noteworthy that, for both the exact and approximate formula, the attained
throughput tends toward zero for a sufficiently high loss-event rate p. The same phenomena occurs for
our second model, too, but that is not shown in this paper. This is not a new observation; it is experienced
in experimental studies, e.g. [8]. However, we note that this is a stability problem. The fixed-point
reasoning suggests that with formulas like the ones shown in Fig. 1-a, for  > 0, there exists a critical
expected loss-event interval below which there is no positive fixed-point x. This is not the case with
the square-root formula (Fig. 1-b, upper-most graph), where there always exists a non-zero fixed-point
solution. The stability issue goes beyond the scope of the present paper. Nevertheless, we observe that
the effect involved contributes to a conservative bias of the control.
IV. A second model
Consider the loss-event rate estimator defined as follows p^
n
=
1
^

n
, where
^

n
=
L
X
l=1
w
l

n l+1
(14)
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Fig. 1. The rate time average E[x(t)] and the Palm expectation E
0
[X
0
] (dots and stars, respectively), for the first
model, versus the expected loss-event interval E[
0
]; (a) TFRC weights with L = 8, (b) TFRC weights with
L = 4. The loss-throughput formula is shown in the upper-left graph, for the retransmit timeout  = 0, and
4 , where  = 0:05 sec. The results are shown divided with f(p); the values at y-axis less than 1 (dotted line)
correspond to a conservative control.
and w
l
 0, l = 1; 2; : : : ; L, are the weights such that
P
L
l=1
w
l
= 1. Thus, we suppose a sliding-window
estimation;2 a special case of which is proposed in [7]. Note that, by the system definition, 
n
is defined
on [1;1), for any n 2 Z, and thereby, ^
n
is defined, also, on [1;1).
Given x(t) is piece-wise constant, 
n
= X
n
S
n
, and thus,
X
n+1
= f

(
L
X
l=1
w
l
S
n l+1
X
n l+1
) (15)
Hence, the model corresponds to a non-linear autoregressive process with stationary random coefficients.
However, the non-linearity involved due to the function f

renders the analytical analysis difficult.
In order to increase the chance of tractability, we use a hidden Markov chain, as follows. Let fZ
n
g
1
n= 1
be an irreducible positive recurrent discrete-time Markov chain with a finite state spaceE = f1; 2; : : : ; Ng,
N = jEj. Let P = fp
ij
g
i;j2E
be the transition matrix, and 
i
, i 2 E, the stationary distribution. Suppose
that
P(S
n
 sjZ
n+1 k
; S
n k
; k = 1; 2; : : :) = P(S
n
 sjZ
n
) (16)
thus, S
n
is conditionally independent of its past, given the state Z
n
. Clearly, f(S
n
; Z
n
)g
1
n= 1
is a
Markov chain.
2Note that the definition encompasses, also, the exponential smoothing in the asymptotic case as L ! 1, and w
l
= 
l
, for
0 <  < 1.
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We will use the following notation. Let F
i
(s) := P(S
n
 sjZ
n
= i), and 
i
(u) := E[Su
n
jZ
n
= i], for
all i 2 E. Define  = [
1
; 
2
; : : : ; 
N
]
T
, (u) = [
1
(u); 
2
(u); : : : ; 
N
(u)]
T
, and  (u) = diag((u)).
Even for the Markov chain model, the problem remains out of our reach. This is why we resort to
studying a square-root function with L = 1, and the linearized system in the sections to follow.
A. Square-root function with L = 1
In this section, we study a special case of (15), given as follows
X
n+1
= K
p
X
n
S
n
(17)
where K > 0. We recover a linear recurrence with stationary random coefficients by taking the logarithm
in (17) to obtain
~
X
n+1
=
1
2
~
X
n
+
1
2
~
S
n
+
~
K
n
where ~X
n
:= lnX
n
,
~
S
n
:= lnS
n
, for any n 2 Z, and ~K := lnK .
Then, it can be easily shown that it is sufficient that  > 0, and 1 < K < 1, and then, there exists a
unique finite stationary ~X
n
such that j ~X
n
 
~
X

n
j ! 0, as n!1, P-a.s. [12]. From this, it follows
X

n
= K
2
1
Y
k=1
S
1
2
k
n k
(18)
Combining the Palm inversion formula (6) with (18), we obtain
E[x(t)] = K2E
0
[
1
Y
k=0
S
1
2
k
 k
] (19)
We know the maximum TCP-friendly throughput solves E[x(t)] = f

(
 1E[x(t)]), which for the
square-root formula yields E[x(t)] = K2

. Thus, the rate control (17) is conservative if E
0
[
Q
1
k=0
S
1
2
k
 k
] 
E
0
[S
0
]
2
.
Now we use the hidden Markov chain. Let 
i
(m) = E
0
[
Q
m
k=0
S
1
2
k
 k
jZ
 m
= i], and (m) =
[
1
(m); : : : ;
N
(m)]
T
, m  0. Then,
(m) =  (2
 m
)P(m  1); m > 0 (20)
The latter is easily obtained as follows

i
(m) = E
0
[
Q
m
k=0
S
1
2
k
 k
jZ
 m
= i]
=
P
j2E
P(Z
 m+1
= jjZ
 m
= i)E
0
[
Q
m
k=0
S
1
2
k
 k
jZ
 m
= i; Z
 m+1
= j]
=
P
j2E
p
ij
E
0
[S
1
2
m
 m
jZ
 m
= i]E
0
[
Q
m 1
k=0
S
1
2
k
 k
jZ
 m+1
= j]
=
P
j2E
p
ij
E
0
[S
1
2
m
 m
jZ
 m
= i]
j
(m  1)
Finally, we obtain
E[x(t)] = K2T(1)
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The recursion (20) allows a numerical solving of the throughput. In the sequel, we give an alternative
approach. Let ~
n
= ln 
n
, then
E[r
0
] = E[er~0 ] =
1
X
k=0
r
k
k!
E[~k
0
]
In particular,
E[x(t)] = E[
0
] = E[e~0 ] = 
1
X
k=0
E[~k
0
]
k!
(21)
Thus, we need to compute the moments of ~
0
. To that end, define  
i
(u) = E[eu~0 jZ
n
= i]. Then, we
identify the following functional
 
i
(u) =
X
j2E
(j)
(i)
p
ji
K
uE[eu ~Sn+1 jZ
n+1
= i] 
j
(
u
2
); i 2 E (22)
We omit derivation of (22) due to the space limitations. It is in general difficult to solve a functional in
a closed-form, but at least a numerical solution can be retrieved. Instead, from (22), we derive the r–th
conditional moment #
i
(r) := E[~r
0
jZ
0
= i] =
d
r
 
i
(u)
du
r
j
u=0
and then E[~r
0
] =
P
i2E
#
i
(r)(i). Taking the
r-th derivative of (22), at u = 0, we obtain the following system of linear equations

1  p
ii
1
2
r

#
i
(r) 
X
j2E;j 6=i
(j)
(i)
p
ji
1
2
r
#
j
(r) = 
i
(r); i 2 E (23)
where

i
(r) =
X
j2E
(j)
(i)
p
ji

ij
(r)
and

ij
(r) =
r 1
X
k=0
1
2
k
0
@
r
k
1
A
2
4
r k
X
l=0
0
@
r   k
l
1
A
(lnK)
lE[(lnS
0
)
r k l
jZ
0
= i]
3
5
#
j
(k)
Thus, it remains to solve the system (23), recursively, for r  0, and then use this solution in (21). Sim-
ilarly, we obtain a formulation for calculating the moments of the rate in respect to the Palm probability,
but we omit that here due to the space limitations.
B. Linearized system
We now come back to the general case where L  1 and any function f . We linearize the non-linear
system (15) around E[
0
], and then, obtain
X
n+1
= a
L
X
l=1
w
l
S
n 1+1
X
n l+1
+ b (24)
where for brevity a := f0

(
 1E[x(t)]), and b := f

(
 1E[x(t)])   f 0

(
 1E[x(t)]) 1E[x(t)].
Note that we lowered the complexity of the system (5) to a linear autoregressive process with stationary
random coefficients. Note that there exists 0 < #
n
< 1, such that
f

(
^

n
) = f

(E[
0
]) + (
^

n
  E[
0
])f
0

(E[
0
]) +
1
2
(
^

n
  E[
0
])
2
f
00

(E[
0
] + #
n
(
^

n
  E[
0
])) (25)
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which is a Taylor series expansion around E[
0
] with a residual in Lagrangian form. This formalizes
a rather intuitive observation that for a concave function f

, f
00

 0, the throughput obtained by the
linearized system is an upper-bound to the throughput of the original non-linear system (15) (resp. a
lower-bound for a convex function f

, f
00

 0).
Now, (24) can be cast into a form of L-dimensional linear recurrence with stationary random coeffi-
cients, and then, under stability conditions, it follows that jX
n
  X

n
j ! 0, as n ! 1, with P-a.s.,
where
X

n
= b
n
1 + a
P
L
l=1
w
l
S
n l
+ a
2
P
L
l=1
P
L
k=1
w
l
w
k
S
n l k
S
n l
+
+a
3
P
L
l=1
P
L
k=1
P
L
m=1
w
l
w
k
w
m
S
n l k m
S
n l k
S
n l
+   
o
(26)
Then, by applying the Palm inversion formula (6), we obtain
E[x(t)] = b
n
1 + a
P
L
l=1
w
l
R(l) + a
2
P
L
l=1
P
L
k=1
w
l
w
k
m
3
(k; l)+
+a
3
P
L
l=1
P
L
k=1
P
L
m=1
w
l
w
k
w
m
m
4
(m; k; l) +   
o
(27)
where by definition R(l) = E[S
0
S
 l
], m
3
(n;m) = E[S
0
S
 m
S
 m n
], l; n;m 2 N , and analogously we
define m
p
(: : :) for p = 4; 5; 6 : : :. Thus, we see that the throughput (27) does not admit a simple form in
terms of the autocovariance of the loss-event inter-arrival times, solely, but it depends on the higher-order
autocorrelation terms. It is worth mentioning that the throughput does not depend on the variance of the
loss-even inter-arrival times, which is not the case with TCP [5]. The underlying reason is that in our
model of the equation-based rate control we suppose the rate is kept constant in-between two consecutive
loss-events, while TCP increases the rate, and this is where the variance term comes out.
Now we come back to the hidden Markov chain and use the notation introduced at the beginning of
Section IV. It can be easily shown that
R(l) = E[S
0
S
l
] =
8
<
:
P
i2E
E[S2
0
jZ
n
= i]
i
; l = 0

T
 (1)P
l
(1); l > 0
(28)
and
m
3
(l; k) = E[S
0
S
k
S
k+l
] = 
T
 (1)P
k
 (1)P
l
(1) (29)
and, analogously, one identifies m
p
(  ), for p = 4; 5; : : : . Let us define G =  (1)
P
L
l=1
w
l
P
l
. Then,
the throughput is a solution to
E[x(t)] = bT (I   aG) 1(1) (30)
This is obtained directly by noting
L
X
l=1
w
l
R(l) = 
T
G(1)
and
L
X
l=1
L
X
k=1
  
L
X
m=1
| {z }
p 1
w
l
w
k
  w
m
| {z }
p 1
m
p
(l; k; : : : ;m
| {z }
p 1
) = 
T
G
p 1
(1) p = 3; 4; : : :
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and, plugging this into (27).
Next, we analyze the results obtained for the linearized system. To that end, let
P
1
:=
2
6
6
6
4

1

2
   
N
.
.
.
.
.
.
.
.
.

1

2
   
N
3
7
7
7
5
(31)
We note that for the Markov chain fZ
n
g
1
n= 1
, with the transition matrix P1, E[x(t)] = E
0
[X
0
]. This
is fairly straightforward, the transition matrix P1 is a degenerate case, where P (Z
n+1
= jjZ
n
= i) =
(j), thus, the probability of the transition to the state j 2 E does not depend on the preceding state
i 2 E. This corresponds to a renewal loss-events, for which in turn by the Palm inversion formula (6)
we know E[x(t)] = E
0
[X
0
]. This explains coincidence of E[x(t)] and E
0
[X
0
] in our numerical study for
P = P
1
.
Next, we study impact of the sliding-window weights w
l
, l = 1; 2; : : : ; L. We have the following
lemma.
Lemma 1: Suppose the weights w
l
, l = 1; 2; : : : ; L, admit
L
X
l=1
w
l
P
l
! P
1
; as L!1 (32)
then,
E[x(t)] = f

(
 1E[x(t)]); as L!1
Proof: Given (32), it follows G!  (1)P1, as L!1. It may be verified that

T
(I   a (1)P
1
)
 1
(1) =
1
  a
(33)
Combining this with (30) the proof immediately follows.
Lemma 1 tells us that with appropriately chosen weights, such that (32) holds, the discrepancy between
the rate time average E[x(t)], and the Palm expectation E
0
[X
0
], would tend to be diminished.
In the sequel of this section we obtain a closed-form solution to the throughput in (30), for a two-state
Markov modulated events. To that end, let
P =
2
4
1  p p
q 1  q
3
5
where 0 < p; q < 1, and thereby,  = 1
p+q
[q; p]
T
It follows from (30) that the throughput is a solution to
E[x(t)]  aE[x(t)](g
11
+ g
22
 
1

)  a
2E[x(t)](g
12
g
21
 
 g
11
g
22
 B)  f

(
 1E[x(t)])   Baf

(
 1E[x(t)]) = 0
(34)
where, for brevity, B := 
1
(g
21

2
  g
22

1
) + 
2
(g
12

1
  g
11

2
).
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Thus, we identified the implicit function (34) whose root is the throughput E[x(t)] for a given f . In the
sequel, we consider the square-root function, f

() =
K

p
, for which a closed-form solution is easily
retrieved. Indeed, from (34) the throughput is a root of the quadratic equation

p
E[x(t)]

2
 
K
p

2
 
g
11
+ g
22
+
1


p
E[x(t)]  K2
4
2
(g
12
g
21
  g
11
g
22
+B) = 0
(35)
The solution is
E[x(t)] = K
2

2

e (36)
where we define
e =

2
16
n
g
11
+ g
22
+
1


q
(g
11
+ g
22
+
1

)
2
+ 4(g
12
g
21
  g
11
g
22
+B)
o
2 (37)
Recall that the maximum TCP-friendly throughput is equal to E[x(t)] = K2

2

. In this respect, e is a
bias factor. Ideally, when e = 1 there is no bias, otherwise, for e > 1 the bias is non-conservative, and
for e < 1 the bias is conservative.
C. Numerical Results and Validation
We validate our analytical results by comparing with random experiments that we ran as described in
Section III-B.
In Fig. 2, we compare the analytical computations and random experiment results for two-state Markov
modulated events, with parameters p and q. In particular, we show the analytical results obtained for the
square-root function with L = 1, Fig. 2-a, and the linearized system for L = 8 (TFRC weights), Fig. 2-b.
We suppose a simple two-state Markov modulated loss-events, such that P
0
(S
n
= 
i
jZ
n
= i) = 1,
i = 1; 2, where we fix 
1
= 0:2 sec and set 
2
such that E
0
[S
0
] = 1 sec. Thus, we may interpret the state
1 as being a congested state, and the state 2 being a non-congested state. On the basis of the results shown
in Fig. 2, we make the following observations. It indeed holds E
0
[X
0
]  f

(E
0
[]), which confirms the
Proposition 1. There exists statistics of the loss-event inter-arrival times such that the throughput is non-
conservative, see Fig. 2 for p sufficiently small. In Fig. 2-a, for L = 1, there is a perfect match between
the analytical computations and the random experiment results. In Fig. 2-b, for L = 8, the linearized
system solution is indeed an upper-bound to the throughput of the non-linear system; the discrepancy
being larger as the variance of the loss-event inter-arrival times is larger (equivalently, larger q to p ratio;
Var
0
[S
0
] =
16
15
q
p
).
In Fig. 3, we take a closer look at the point process of the loss-events, and the autocovariance of the
loss-event times for q = 0:1. Due to the space limitations, we do not show the respective graphs for other
values of q. Comparing with the results shown in Fig. 2, we observe that a positive autocovariance of the
loss-event inter-arrival times would tend to increase the throughput. This corresponds to a small q and
small p case, which implies that the residency time in each of the two states is relatively large, e.g., note
a clustering of the loss-events in Fig. 3-a for p = 0:1. This demonstrates that this case is indeed not an
abnormal case, but it may quite likely exist in a real network.
MILAN VOJNOVI ´C: SOME OBSERVATIONS ON EQUATION-BASED RATE CONTROL 13
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.1
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.1
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.3
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.3
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.5
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.5
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.7
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.7
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.9
p+q>1p+q<1
E[X0] 
E[x(t)]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1
2
3
4
N
or
m
al
iz
ed
 E
0[X
0],
 E
[x(
t)]
p
q=0.9
p+q>1p+q<1
E[X0] 
E[x(t)]
(a) (b)
Fig. 2. The rate time average E[x(t)] and the Palm expectation E
0
[X
0
] (dots and stars, respectively) for two-state
Markov modulated loss-events; (a) the square-root formula with L = 1, and (b) the square-root formula with
L = 8 (TFRC weights). The analytical results shown with solid lines (E
0
[X
0
] – top line, E[x(t)] – bottom line);
(a) L = 1 results, and (b) the linearized system results. The graphs are given for q ranging from 0.1 to 0.9, top
to bottom, respectively. The results are shown divided with the maximum TCP-friendly throughput K
2

2

; the
values at y-axis larger than 1 (dotted horizontal line) indicate a non-conservative bias. Other parameters are set
as follows:  = 1 sec 1, 
1
= 0:2 sec, 
2
= 1 +
4
5
q
p
sec, K =
p
3=2, and  = 0:1 sec.
V. Discussion of the results and conclusion
The model in Section III is along the lines with TCP modeling reported, e.g., in [4], [14]. In reality,
it corresponds to the system of the user and network, where the user has a negligible impact on the state
of the network. On the other hand, the model in Section IV is similar to the approach applied to TCP
modeling in [5].
We show that a positive autocovariance of the loss-event inter-arrival times would cause the throughput
E[x(t)] to be larger than the rate Palm expectation E
0
[X
0
], e.g., see the discussion made in Section IV-C.
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Fig. 3. Loss-events: (a) the point process, (b) the inter-arrival time autocovariance. q = 0:1, p =
0:1; 0:3; 0:5; 0:7; 0:9, top to bottom, respectively.
We further support this by an intuitive argument.3 Admit the throughput E[x(t)] is the expected rate at
a randomly chosen time point t. If we pick up a time point t at random, then, it is likely that t falls into
a large loss-event inter-arrival time. If the loss-event inter-arrival times are positively correlated, then it
is likely that the loss-event inter-arrival times preceding the time t are also large. Given the rate control
(15), the latter implies it is likely that E[x(t)] is large. Analogous reasoning applies to the negatively
autocorrelated loss-event inter-arrival times. In sum, a positive autocovariance of the loss-event inter-
arrival times would imply larger throughput, and respectively, a negative autocovariance of the loss-event
inter-arrival times would imply smaller throughput. The experimental study of the autocovariance at lag
1 for TCP does not exhibit consistently neither negative nor positive value, but it varies in respect to time
of the day [15].
In this paper, we consider TCP-friendliness issue of the equation-based rate control. We formulate
and analyze two models of the system: (i) suppose the intensity of the loss-events is proportional to the
current sending rate, and (ii) suppose the loss-event inter-arrival times is an exogeneous stationary random
process. In both models we suppose an unbiased estimator of 1=p; the loss-event interval.
We show for the first model if f(p) is concave with 1=p then the control is conservative, i.e. TCP-
friendly. However, if f(p) is not concave with 1=p than the control may be non-conservative, and thus
not necessarily TCP-friendly. For the second model, we find that there exists statistics of the loss-event
3This is similar to the phenomena known as Feller’s paradox ([11], p. 26); the expected value of a point process intervals, seen
by a random observer, is an overestimate of the expected value in respect to the Palm probability. Precisely, the Palm expectation
is 1

, while the random observer would estimate 1

+ Var
0
[S
0
].
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inter-arrival times such that the control is non-conservative even for f(p) concave with 1=p.
We may summarize the elements that contribute to a bias of the control as follows: (i) a non-linearity
of f and randomness of the estimated parameters, (ii) adjusting the rate at the loss-event occurrences.
The latter element brings forward the difference between the expected rate at the loss-events (Palm ex-
pectation), and the expected rate at a randomly chosen time instant (time average).
There are many avenues to continue with future work. For instance, one may study the effects in-
volved due to the randomness of the round-trip times. One may elaborate on the stability conditions.
Furthermore, one may examine effects of the heuristics [7] used to update the rate even in an absence of
a loss-event. Some of these issues we have studied, but that goes beyond the scope of the present paper.
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