La International Supercomputing Conference 2009 by Pirola, Marco
M. PIROLA   SUPERCALCOLO 31-33 
BOLLETTINO DEL CILEA N. 113 GIUGNO 2009 31 
La International Supercomputing Conference 
2009 
Marco Pirola 
CILEA, Segrate 
Abstract 
Dal 23 al 26 giugno si è tenuta ad Amburgo l’edizione 2009 dell’International Supercomputing Conference, il più 
importante evento europeo nel mondo dell’HPC. Il CILEA, da sempre presente in questo settore, ha partecipato alla 
conferenza permettendo ai propri tecnici di essere costantemente aggiornati sulle più moderne tecnologie e sulle ul-
time novità nel campo del calcolo ad alte prestazioni. L’articolo illustra in sintesi le principali novità presentate. 
 
Since 23rd to 26th of June was held in Hamburg the 2009 edition of the International Supercomputing Conference, 
the leading european HPC event. CILEA has always been envolved in this area. Attending the conference his tech-
nicians are always informed on the latest technologies and news in the high performance computing field. The fol-
lowing article summarizes the main news. 
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Dal 23 al 26 giugno si è tenuta ad Amburgo 
l’edizione 2009 dell’International Supercompu-
ting Conference [1], il più importante evento 
europeo nel mondo dell’HPC. Si tratta di un 
appuntamento ormai consolidato per chi opera 
nel settore, in quanto rappresenta l’occasione 
per incontrare molti tra i massimi esperti di 
tecnologie informatiche oltre che i principali 
produttori di software e hardware. Dopo tre 
anni in cui la conferenza si è tenuta a Dresda, 
l’ultima edizione ha avuto luogo ad Amburgo, e 
non è un caso che sia avvenuta sempre in 
Germania.  
Motivo di interesse che caratterizza la confe-
renza è infatti la proclamazione della nuova 
classifica Top500 [2], la classifica dei 500 si-
stemi di calcolo più potenti al mondo. Nella 
classifica di giugno 2009 a livello generale non 
ci sono grosse sorprese: come numero di sistemi 
installati a farla da padroni sono sempre gli 
Stati Uniti, a cui appartengono quasi il 60% 
delle voci in classifica. Al secondo posto si col-
loca l’Inghilterra, con circa il 9%. Seguono Ger-
mania e Francia. Anche dal punto di vista delle 
prestazioni di singolo sistema, il gradino più 
alto del podio spetta ad un laboratorio d’oltre 
oceano: il cluster “RoadRunner” del Los Angeles 
National Laboratory [3]. Grazie ad un aggior-
namento e ad una espansione di 7200 cpu, 
“solo” il 5,5% del totale, RoadRunner conferma 
il suo primato raggiungendo la potenza com-
plessiva di 1,1 petaflop/s, e mantenendo la 
prima posizione che gli appartiene già da un 
anno. RoadRunner infatti è stato, nel 2008, il 
primo sistema a superare la barriera simbolica 
del petaflop/s, ossia un milione di miliardi di 
operazioni elementari al secondo. Grazie al 
relativamente piccolo intervento di espansione, 
RoadRunner ha potuto evitare il sorpasso da 
parte del cluster “Jaguar” dell’Oak Ridge 
National Laboratory [4], secondo in classifica, 
anch’esso statunitense. Quelli citati sono gli 
unici due sistemi attualmente esistenti di 
potenza superiore al petaflop/s. Tra le prime 10 
posizioni ben 8 appartengono agli Stati Uniti. 
Le due posizioni che fanno eccezione sono la 
prima significativa novità di questa edizione 
della Top500. Si tratta di due sistemi siti in 
Germania, entrambi dell’istituto di ricerche 
tedesco Forschungszentrum Juelich [5]: il 
cluster “Jugene”, che con una potenza di poco 
inferiore a un petaflop/s si colloca al terzo posto, 
e il cluster “Juropa” che si trova in decima 
posizione. L’Europa non è l’unica a tentare di 
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colmare il gap rispetto agli Stati Uniti. Infatti 
un’altra novità di rilievo è rappresentata 
dall’ingresso improvviso e autorevole nelle zone 
alte della Top500 dei paesi arabi: la nuova 
università araba “King Abdullah University of 
Science and Technology” (KAUST) [6], che ha in 
programma di aprire i battenti nel prossimo 
mese di settembre, si è già dotata di un sistema 
di calcolo ad alte prestazioni chiamato 
“Shaheen” che dal nulla le ha permesso di 
raggiungere la quattordicesima posizione 
mondiale. Il KAUST è complesso di atenei e di 
centri di ricerca enorme, il cui campus centrale 
si trova sul Mar Rosso e si estende per un area 
di 36 milioni di metri quadri. Interessante è 
osservare che l’infrastruttura araba è 
particolarmente orientata al mondo della 
grafica remota e del rendering tridimensionale. 
Ad esempio nel campus è installata una ca-
mera sulle cui pareti, soffitto e pavimento com-
preso, vengono visualizzate senza interruzioni 
proiezioni tridimensionali di ambienti simulati 
in alta definizione. Speciali sensori individuano 
la posizione degli occhi dell’osservatore e il loro 
orientamento, permettendo l’aggiustamento in 
tempo reale della prospettiva delle immagini 
visualizzate. Inoltre la struttura è già pronta 
per poter esportare in tutto il mondo, banda di 
rete del destinatario permettendo, flussi grafici 
in ultra-high-definition. 
Una terza novità, anche se meno interessante 
per i non addetti ai lavori, riguarda i principali 
produttori di hardware: IBM continua ad essere 
leader per quanto riguarda i sistemi di punta, 
ma è stata superata da HP per quanto riguarda 
il numero di sistemi complessivamente instal-
lati. 
 
 
 
 
 
 
 
 
Fig. 1 – Potenza di calcolo del sistema al primo e al 500esimo posto della Top500, 
e potenza complessiva dei 500 sistemi. 
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Come di consueto durante la conferenza la 
classifica Top500 è stata spunto per molte ana-
lisi e discussioni. Un principio di fondo costan-
temente presente nei quattro giorni della confe-
renza è stato che la capacità di calcolo è ormai 
divenuta uno dei fattori oggettivi e reali che de-
terminano la ricchezza di una nazione. Come 
dimostrato dalle svariate presentazioni che si 
sono susseguite, non c’è ambito di ricerca, e 
quindi di progresso, che possa prescindere dalla 
necessità di fare simulazioni e previsioni. Solo 
alcuni esempi sono lo studio dei cambiamenti 
climatici, la messa a punto di nuovi farmaci, gli 
studi ambientali come l’analisi dei terremoti o 
la ricerca di giacimenti petroliferi, il disegno e 
la progettazione nel settore meccanico, gli studi 
strutturali e fluidodinamici per auto, navi e 
aerei, le simulazioni per previsioni finanziarie, 
e così via. Ad esempio la capacità di prevedere 
la distribuzione delle precipitazioni negli anni a 
venire in una certa località rappresenta infatti 
un’informazione fondamentale in molti ambiti, 
come la progettazione di una adeguata rete 
idrica e fognaria, lo studio di politiche urbani-
stiche ponderate, l’organizzazione dei sistemi di 
trasporto, il turismo, l’agricoltura, l’industria, 
l’occupazione e l’economia. 
Sempre in ambito di previsioni, ad ogni edi-
zione della conferenza non possono mancare 
stime sia su quali siano i futuri traguardi del 
mondo HPC, sia su quando si pensa di raggiun-
gerli. Se fino ad un anno fa il sogno di ogni cen-
tro di calcolo era di disporre di strutture di cal-
colo capaci di erogare la potenza di un 
petaflop/s, ora che questa pietra miliare è stata 
superata gli occhi di tutti sono puntati verso 
l’ordine di grandezza successivo, secondo una 
scala in cui i gradini sono distanziati non da 
uno ma da tre zeri: chi sarà il primo a 
raggiungere l’exaflop/s, ossia un miliardo di 
miliardi di operazioni elementari al secondo? 
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