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Unter Grid-Computing versteht
man das Zusammentreffen von
hoher Rechenleistung, großen
Speicherkapazitäten, breiter Ver-
netzung und Integration von
Diensten. Die Dienste (engl: servi-
ces) spielen im folgenden Beitrag
(wie meist auch in der Industrie)
die Hauptrolle. Die Integration
von Diensten bedeutet eine Ver-
einheitlichung von Softwarekom-
ponenten bei teilweise ganz un-
terschiedlicher Hardware und un-
terschiedlichen Betriebssyste-
men, so dass praktisch alles, was
über das Grid angefordert wird,
nach demselben Schema abläuft.
Erreicht wird dies durch Schnitt-
stellen, die dafür sorgen, dass ein
Benutzer auf eine Anfrage nicht,
wie derzeit im Internet mit der
Suchmaschine Google, unsinni-
ge Daten gleichrangig neben
sinnvollen Daten zurückerhält,
sondern über einen rechnerge-
führten Dialog gezielt zum ge-
wünschten Ergebnis geführt wird.
Die Integration von Datenstruktu-
ren ist daher ein wichtiges Ziel,
das von zwei Seiten her angegan-
gen wird: einerseits wird bei neu-
en Entwicklungen darauf geach-
tet, dass auf bestehenden Daten-
strukturen aufgesetzt wird und
anwendungsspezifische Daten-
typen daraus abgeleitet werden.
Andererseits werden Mechanis-
men geschaffen, die Daten mit
unterschiedlichen Formaten in-
einander überführen können.
Das Global Grid Forum (GGF) [1]
ist eines der wichtigsten Konsor-
tien zur Standardisierung des
Grids. Der bisher noch nicht ver-
abschiedete Standard OGSA
(Open Grid Services Architecture)
[2] definiert die grundlegenden
Dienste im Grid (zu Benutzerma-
nagement, Finden von Diensten,
Datenzugriff, ...). Für den verein-
heitlichten Datenzugriff gibt es
die Arbeitsgruppe DAIS (Data Ac-
cess Integration Services), die ei-
nen Standard unter gleichem Na-
men erarbeitet. Wichtige Vorar-
beiten werden von einem schotti-
schen Konsortium aus Univer-
sitäten und den Firmen IBM und
Oracle im Rahmen des Projektes
OGSA-DAI [3] geleistet. Resultat
ist bisher eine Programmierum-
gebung für Datenzugriffe im Grid,
welche auf der bekanntesten
Grid-Middleware Globus aufbaut
[4]. Als Middleware wird im Grid
die Software-Schicht bezeichnet,
die zwischen Betriebssystem und
Anwendungsprogramm für Platt-
formunabhängigkeit und die Be-
reitstellung von Grid-Diensten
sorgt. 
Diese Arbeiten reichen noch nicht
aus, um Forschungsprojekte wie
das Neutrinoexperiment KATRIN
[5] auf dem Grid zu realisieren,
weil bisher wenig Arbeit aufge-
wendet wurde, das Grid echtzeit-
fähig zu machen. Mit Echtzeit ist
die strikte Einhaltung von Ant-
wortzeiten gemeint, die ein Com-
puter benötigt, um auf eingehen-
de Daten zu reagieren. Wenn z.B.
ein Computer das Signal eines
Temperatursensors zu spät an ein
Kontrollsystem weiterleitet, weil
er durch andere Aufgaben über-
lastet ist, kann es zu gefährlichen
Systemzuständen kommen. Da
im Grid die verschiedenen Re-
chenressourcen üblicherweise
über das nicht echtzeitfähige In-
ternetprotokoll TCP/IP vernetzt





tig anwendungsgetrieben. Es er-
hält seinen Reiz durch die Gene-
ralisierung von Komponenten,
die einzelnen Anwendungssyste-
men entspringen und auf einmal
auf vielfältige Weise in anderen
Systemen verwendet werden
oder zumindest mit ihnen inter-
agieren können. Ohne Blick auf
die einzelnen Anwendungen
könnten die Anforderungen an
das Grid nie formuliert werden.
Das IPE ist für die Messwerterfas-
sung, die Datenakquisition, die
Systemkontrolle, die Datensich-
tung und die Datenanalyse einer
Reihe von Experimenten im For-
schungszentrum zuständig. Dazu
zählen Projekte aus der Teilchen-
physik, Fusion, Krebsforschung
und Proteomik. Bei diesen Projek-
ten sind meist die gleichen Aufga-
ben zu lösen, allerdings unter ver-
schiedenen Umgebungen und un-
terschiedlichen Anforderungen.
Bisher ist es nicht gelungen, ein
einheitliches System zu finden,
das alle diese Aufgaben löst. Es ist
aber äußerst unökonomisch, bei
jeder neuen Systementwicklung
wieder von vorne beginnen zu
müssen. Unabhängig von den
übrigen Vorteilen des Grid mit sei-
nen fast unbegrenzten Rechen-,
Speicher- und Netzwerkressour-
cen ist sein Bestreben zur Verein-
heitlichung von Software-Diens-
ten genau das Richtige, um modu-
lare und wiederverwendbare Soft-
ware-Komponenten für die zuvor
erwähnten Anwendungen zu ent-
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Hilfe von Grid-Technologien mög-
lich, Systemteile, die beispielswei-
se für das Projekt TOSKA [6] ent-
worfen wurden, für die Projekte
KATRIN [5], AUGER North [7] und
für einen Ultraschallcomputerto-
mographen (USCT) [8] zur Brust-
krebsuntersuchung zu benutzen
(Abb. 1). In allen diesen Fällen ver-
wenden wir eine Datenbank, ei-
nen Web-Applikationsserver und
ein Kontrollsystem, die über ein-
heitliche Schnittstellen und einen
Standard-Datentransfer mitein-
ander kommunizieren (Abb. 2).
Der Übergang zu den neuen Grid-
Technologien ist für diese Aufga-
ben mit vernünftigem Aufwand
machbar, da diese sich stark auf
die von uns bereits bisher ver-
wendeten Internet-Technologien
beziehen. Weitere Anwendungen
des IPE, die mit denselben Tech-
nologien behandelt werden, kom-
men aus der Proteomik (Vorhersa-
ge der dreidimensionalen Protein-
struktur durch Optimierungsver-
fahren – zusammen mit INT und
IAI [9]; Protein-Protein-Interaktio-
nen, insbesondere bei der Hefe –
zusammen mit ITG [10]; und Pro-
teinanalytik im Chip-Format – zu-
sammen mit IFIA [11]).
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Abb. 2: Grid-Komponenten mit Subsystemen (hier für KATRIN), Kontrollsys-











Abb. 1: Ultraschallcomputertomograph mit den Komponenten Sensortopf, Auswerteelektronik und
Grid. Die Auswerteelektronik wurde ursprünglich für das Teilchenphysikprojekt AUGER entwickelt.
Die Forschungsaktivitäten des IPE
konzentrieren sich auf Erweiterun-
gen der derzeitigen Grid-Middle-
ware um Echtzeit-Komponenten.




gen in die entsprechenden Gremi-
en einzubringen. Eine gute Basis
dafür ist die Spezifikation OGSA-
DAIS, welche sich zur Zeit im Dis-
kussionsstadium befindet (siehe
Abb. 3). IPE schlägt dafür eine Er-
weiterung vor (Spezifikation für
Echtzeit-Datenintegration: OGSA-
R(ealtime)DAIS), die sich bereits in






−basierend auf den Grid-
Standards OGSA [2] und
WSRF [12]
−basierend auf dem 
OPC-XML-Standard [13]
−basierend auf den binären
Transportprotokollen XDR
[14] und PBIO [15]
2. Datenschema für Experiment-
daten (Primärdaten, relational)
und Verwaltungsdaten (Meta-
daten, XML [16]) getrennt,
aber durch einheitlichen Zu-
griff
3. Einbinden von Legacy-Syste-




[17] und offene Frameworks
wie Struts [18] und Chiba [19]) 
4. Einbinden von Arbeitsplatz-
rechnern in Virtuelle Organisa-
tionen (VO) [2] durch den Be-
nutzer
Im Folgenden werden diese Akti-
vitäten erläutert.
1. Datentransferprotokoll
Das derzeit einzige Datenproto-
koll GridFTP [20] muss ergänzt
werden, da es nicht echtzeitfähig
und nicht ereignisgesteuert ist
und somit für asynchron gesen-
dete kleine bis mittelgroße Daten-
pakete nicht in Frage kommt. In-
teressant ist die Kombination von
Standards, die aus der Automati-
sierungsindustrie kommen (OPC
XML) [13], mit dem Web Service
Standard SOAP [21] und der Er-
weiterung auf binäre Daten, um
so ein standardisiertes, flexibles
und dennoch äußerst effektives
Datentransferprotokoll zu schaf-
fen. Weitere Details hierzu finden
sich in [22]. 
2. Einheitlicher Datenzugriff 
In praktisch allen relevanten An-
wendungen, die mit Datenbestän-
den zu tun haben, gibt es die Un-
terscheidung in Primär- und Meta-
daten (bzw. Nutz- und Verwal-
tungsdaten). Die Metadaten be-
schreiben dabei die Struktur der
Primärdaten und geben ihnen ei-
nen gewissen Sinn. Bei techni-
schen Experimenten entsprechen
die Primärdaten den Messdaten
und die Metadaten sowohl den
Parameterdatensätzen von Gerä-
tekonfigurationen als auch Ver-
waltungsinformationen zu Benut-
zern oder Sicherheitseinstellun-
gen. Die Primärdaten sind in der
Regel homogen strukturiert, die
Metadaten sehr heterogen. Man
spricht von strukturierten bzw. un-
strukturierten Daten [23], was aber
irreführend ist, da z.B. Texte sehr
wohl eine gewisse Struktur auf-
weisen. Mit (homogen) strukturier-
ten Daten sind in Tabellen organi-
sierte Datenreihen gemeint, die in
relationalen Datenbanksystemen
mit SQL (Structured Query Langu-
age) als Zugriffssprache sehr effi-
zient organisiert werden können.
Heterogen strukturierte Daten
sind z.B. Beschreibungen, denen
auch Strukturelemente fehlen
können. Sie werden am besten mit
baumartigen Strukturen darge-
stellt, was direkt auf die moderne
Datenbeschreibungssprache XML
(eXtensible Markup Language)
und die Zugriffssprache XQuery
[24] deutet. Vorteil ist die flexible
Struktur, die gegenüber der Orga-
nisation in Tabellen sehr leicht Än-
derungen zulässt. Nachteil ist der
große Overhead, da die Struktur
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Abb. 3: DAIS-Ablauf für eine Datenbank-Abfrage.
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in die Daten eingebettet sind. Für
die Darstellung von Metadaten ist
diese Art also wie geschaffen. 
Für den Entwurf modularer Syste-
me wäre es sehr hinderlich, für die
verschiedenen Datensorten jeweils
unterschiedliche Zugriffsmecha-
nismen zu verwenden. Für die Dar-
stellung von Ergebnissen auf einer
Web-Seite sind meist beiderlei Da-
tentypen vonnöten. Eine unter-
schiedliche Behandlung verkompli-
ziert das System drastisch. OGSA-
DAI legte für einen integrierten Zu-
griff den ersten exzellenten Vor-
schlag vor. Er definiert allerdings
nur die Möglichkeit des Zugriffs auf
unterschiedliche Datenbanktypen.
Wir wollen einen Schritt weiterge-
hen und – ausgehend von der Da-
tenakquisition – die grundsätzliche
Datenorganisation durch Basisfor-
mate festlegen. Grundlegend ist
das XML Schema [25], dessen Ba-
sisdatentypen für diese Aufgaben
erweitert werden. Für spezifische
Anwendungen werden weitere Da-
tentypen benötigt, die aus den Ba-
sisdatentypen abgeleitet werden.
Dies wird für die Datenakquisition
in einer zweiten Stufe weiter betrie-
ben, so dass für ein spezielles Ex-
periment wie KATRIN in einer
dritten, applikationsspezifischen
Schicht auf beiden vorangegange-
nen Stufen aufgebaut werden
kann. In Abb. 4 ist der Basisdaten-
typ für die Administrationsdaten
von KATRIN zu sehen. Ziel der Er-
forschung einheitlicher Datentypen
ist die Erzeugung von Standard-
schnittstellen bis weit in die An-
wendungen hinein, um ein dynami-
sches Plug-and-Play von Diensten
zu erreichen.
3. Einbinden von Legacy-
Systemen
Obwohl die Integration von Dien-
sten das Ziel von Grid-Computing
ist, kann bei den wenigsten Ent-
würfen neuer Systeme davon aus-
gegangen werden, dass alle Sy-
stemkomponenten tatsächlich ei-
ner einheitlichen Schnittstellenbe-
schreibung gehorchen. Die Zahl
der Aufgaben und Hersteller ist
einfach zu groß und die Komple-
xität mancher Systeme zu hoch,
um sie an die neuen Standards an-
zupassen. Mit den neuen Web-
und Grid-Technologien können
solche Alt- oder Legacy-Systeme
so verpackt werden, dass sie sich
nach außen wie eine Standard-
Komponente verhalten. Üblicher-
weise werden auch Legacy-Sys-
teme laufend verbessert und ver-
ändert, was ohne intelligente Um-
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adjustment, control, ... element for grouping data.
data items inside group.
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Änderungen der Verpackung nach
sich ziehen kann. Dieses Problem
wird umgangen, wenn eine
grundsätzliche Transformation
des einen abstrakten Datenfor-
mats in das andere beschrieben
wird. Für das Projekt KATRIN wur-
de diese Methode bereits umge-
setzt und implementiert. Sie lässt
sich verallgemeinern immer dann,
wenn eine XML-Beschreibung
des Legacy-Datenformats vor-
liegt. Bei KATRIN ist das Kontroll-
system LabView [26] die Legacy-
Komponente, welche nach insge-
samt vier Transformationen dem
übrigen System dynamisch ange-
passt wird [27]. 
4. Einbinden von Arbeits-
platzrechnern in Virtuelle
Organisationen (VO)
Es gibt zur Zeit zwei divergierende
Richtungen des Grid-Compu-
tings. Die eine, hier vorwiegend
dargestellte Herangehensweise,
konzentriert sich auf die Standar-
disierung von Grid-Komponenten
und deren Zusammenschluss zu
einem großen Grid. Dies muss
mehrere Aufgaben und Benutzer
gleichzeitig bedienen können, die
sich nicht gegenseitig stören dür-
fen. Dafür wurden so genannte
Virtuelle Organisationen (VO) [2]
geschaffen, die eine logische Auf-
teilung der gemeinsamen physi-
kalischen Ressourcen vorneh-
men. Die andere Herangehens-
weise wird durch Projekte wie se-
ti@home [28] oder zetaGrid [29]
repräsentiert, die – vorwiegend
als Bildschirmschoner – versu-
chen, möglichst viele brachlie-
gende Arbeitsplatz-PCs zu nut-
zen. Wir wollen eine Synthese bei-
der Richtungen vorantreiben, um
die begrenzten Grid-Ressourcen
bei Einhaltung von Standards und
Sicherheitsvorkehrungen zu ver-
größern. Dafür muss das Konzept
der VO erweitert werden, so dass
neue Ressourcen dynamisch ein-
gebunden werden können. Damit
ist möglich, für bestimmte Zeiten
ungeheure Rechen- und Spei-
cherkapazitäten preisgünstig zu
nutzen. Dies wird von uns (in Zu-
sammenarbeit mit INT und IAI) ex-
emplarisch für die Vorhersage
dreidimensionaler Proteinstruktu-
ren angegangen [9]. 
Grid-Computing stellt eine gewal-
tige Herausforderung dar. Für die
reibungslose Integration unter-
schiedlichster Daten und Dienste
ist die Durchformalisierung (bzw.
„Ontologisierung“) nahezu aller
Wissensbereiche nötig, die stark
untereinander vernetzt sind. Dies
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von einander entkoppelte Anwen-
dungsbereiche funktionieren. Die
Standardisierung schreitet zügig
voran, kann aber nicht verhin-
dern, dass sich manche Stan-
dards nicht oder nur zögerlich
durchsetzen und immer wieder
korrigiert werden. Wir müssen uns
daher immer wieder mit veränder-
ten oder halbfertigen Software-
werkzeugen beschäftigen. Diese
zählen zur Infrastruktur, welche
immer komplexer wird und immer
mehr Zeit und Personal zu ihrer
Verwaltung erforderlich macht. 
Die Chancen zur Weiterentwick-
lung des Grid-Computing sind al-
lerdings groß. Die sich ent-
wickelnden Standards werden im
Internet offen diskutiert, jeder
kann Vorschläge unterbreiten
und mit kompetenten Experten
diskutieren. Die ungeahnten Mög-
lichkeiten durch vereinheitlichten
Zugriff auf Daten und Dienste ver-
ursachen eine Aufbruchstim-
mung, die sehr produktiv ist. Wir
nützen sie für wichtige Experi-
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